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Abstract

First order finite volume (FV1) models that use uniform grids are often used in computational engineering, but may become prohibitively costly to run on a fine resolution and/or large areas. To reduce these costs, FV1 models have adopted adaptive gridding or parallelisation on graphics processing units (GPU). FV1 models that combine adaptive gridding and parallelisation usually generate the adaptive grid on the central processing unit (CPU), yielding extra costs for data transfer between the CPU and the GPU. This paper presents a computational innovation that avoids these costs by enabling GPU resident adaptive gridding, based on the multiresolution analysis (MRA) of Haar wavelets (HWs). It combines the indexing of Z order curves, to ensure coalesced access of GPU memory, and a newly adopted Parallel Tree Traversal (PTT) that minimises warp divergence of GPU threads. The resulting GPU resident adaptive gridding method is presented as part of a parallelised, HWFV1 hydrodynamic model (GPU-HWFV1). The model’s runtime performance is benchmarked against its CPU predecessor (CPU-HWFV1) and a GPU-FV1 uniform grid model for a range of test cases ran on the finest resolution grid accessible to the HWFV1 models. Tests demonstrate the robustness of the results. As for runtime performance, GPU-HWFV1 is up to 400x faster than CPU-HWFV1, while remaining 30x faster than GPU-FV1 especially in applications that require increased depth in the grid resolution and high sensitivity to resolution refinement. The findings are significant, making a strong case for applying the proposed GPU resident adaptive gridding method to further speed-up FV1 models.
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1. Introduction

Computational hydrodynamic models are widely used to support hydraulic engineering applications [1–3]. Most operational hydrodynamic models adopt a finite volume formulation for numerically solving the two-dimensional (2D) shallow water equations [4,5]. In many applications, the scale difference between the smallest spatial features and the domain size leads to extremely large and dense uniform grids, thus potentially prohibitive runtimes [6–12]. To accelerate runtimes, efficiency enhancement measures have become common with hydrodynamic and other models, such as adaptive gridding [13–15] or parallel computing [12,16,17].

By adopting an adaptive gridding method, a hydrodynamic model can gain performance by using coarser cells at grid locations where the modelled features of interest are insignificant, instead of retaining fine resolution all over the grid [18]. However, adaptive gridding methods entail the need for context-specific modifications to ensure robustness across heterogeneously sized cells, such as ensuring mass conservation or employing a well-balanced discretisation between the topography and flux gradients with different wetting and drying conditions [19–22]. Adaptive wavelet-based hydrodynamic models can preserve similar results to their uniform grid model counterparts without needing context-specific modifications. This is because these models inherently achieve adaptive gridding when constructing an (updatable) flow solution using the multiresolution analysis (MRA) of wavelets [14,23–27]. This MRA process allows to encode (coarsen), decode (refine) and rigorously reconstruct both the flow solution (time-variant) and the topography representation (time-invariant) across a hierarchy of 2D grids at various resolutions. Wavelet-based adaptive hydrodynamic models are found to be up to 20× faster than their reference models run on uniform grids for simulations on central processing units (CPUs) [27]. However, wavelet-based adaptive gridding can still lead to significant runtime costs for hydraulic modelling applications over large 2D spatial areas with the overhead costs of the MRA process being a large factor in the overall runtime [26].

An alternative for reducing runtime costs is to use the parallel computing architecture of graphical processing units (GPU). Parallelised finite volume models running on 2D fixed grids have
become mature and include models parallelised on CPUs (e.g. [17,28]), on GPUs accessing thousands of computing cores (e.g. [12,16,29–31]) and on a combination of CPUs and GPUs (e.g. [32,33]). At present, GPU-accelerated finite volume models on fixed grids are the de-facto of operational hydraulic modelling packages [34–38] because cells in fixed grids can be conveniently indexed using unique pairs of integers, e.g. \([i, j]\), and it is easy to ensure coalesced memory access, i.e. access of contiguous memory locations by adjacent threads [39]. Such convenient indexing is not possible when using adaptive grids, making it more difficult to parallelise adaptive gridding methods. Existing finite volume models that combine adaptive gridding and parallelisation are only partially GPU resident, in the sense that the adaptive gridding is performed on the CPU [40–42]. This increases the models’ runtime costs because data must be transferred between the CPU and the GPU every time step [40,43].

This paper is motivated by the rationale that such costs could be avoided in wavelet-based hydrodynamic models because MRA operates on a hierarchy of uniform 2D grids. As each of these grids is uniform, the adaptive gridding afforded by MRA could be parallelised in a way ensuring coalesced memory access. The challenge in achieving this is devising an innovation that is able to rework the recursive nature of the MRA process, namely the encoding/decoding operations and the process of identifying the cells making up the adaptive grid, into a form suitable for parallelisation.

To address this challenge, this paper presents such a computational innovation not yet applied to finite volume models, namely the simultaneous adoption of a specialised way of indexing cells across resolutions and a tree traversal approach on the GPU. This allows to present a GPU resident adaptive gridding method based on Haar wavelets (HWs) as part of a state-of-the-art first-order finite volume (FV1) hydrodynamic model (GPU-HWFV1). The theories underpinning the HWFV1 algorithm are reported in previously with extensive benchmarking of its serial implementation on the CPU (CPU-HWFV1) for one-dimensional (1D) and 2D hydraulic modelling test cases [14,26,27]. The innovation presented in this paper is needed to make the runtimes of adaptive wavelet-based models competitive with GPU parallelised finite volume models used for real-world hydraulic
modelling applications, such as FV1 solver of the LISFLOOD-FP 8.0 software package, referred hereafter to as GPU-FV1 [12].

The rest of this paper is as follows. In Section 2, the HWFV1 algorithm is briefly presented focusing on the recursive nature of encoding and decoding in its MRA process over the hierarchy of 2D grids. Z order curves are used to index the cells residing in the hierarchy, and a new Parallel Tree Traversal (PTT) approach is adopted to identify the indices of the cells making up the generated 2D adaptive grid. In Section 3, the GPU resident HWFV1 hydrodynamic model (GPU-HWFV1) is verified, and its runtime performance assessed versus CPU-HWFV1 and GPU-FV1 on a uniform grid using the finest resolution accessed by the HWFV1 models. In Section 4, conclusions are drawn on the potential benefits of GPU-HWFV1 for modelling applications and on when it can be a faster alternative to GPU-FV1 modelling for hydraulic simulations.

2. GPU resident adaptive gridding

This section presents a computational innovation that involves the simultaneous adoption of specialised cell indexing across resolutions and a tree traversal approach on the GPU. This innovation enables parallelisation of the adaptive gridding driven by the MRA process of the HWs within the HWFV1 algorithm. To understand why this is so, Section 2.1 first gives an overview of the algorithm. Section 2.2 then describes how parallelisation of the algorithm is facilitated by indexing cells across resolutions using Z order curves (Section 2.2.1), and by adopting a Parallel Tree Traversal approach to achieve tree traversal on the GPU (Section 2.2.2).

2.1. Overview of the HWFV1 algorithm

The HWFV1 algorithm runs simulations on a 2D adaptive grid achieved by coupling an FV1 scheme with the MRA of HWs [14,27]. In hydrodynamic simulations, the FV1 scheme is obtained from a discrete translation of the conservative form of the 2D depth-averaged shallow water equations in a Godunov-type framework with treatments of source terms with wetting and drying to support real-world applications [5]. In this context, the flow variables are $h(x,y,t)$ standing for the water depth (m)
at a location \((x,y)\) and time \(t\), and \(u(x,y,t)\) and \(v(x,y,t)\) the components of the velocity field \((\text{m/s})\).

The bed height \(z(x,y)\) is involved in terms of bed slope source terms and the friction source terms involve the Manning’s roughness parameter, \(n_M\), assumed constant in this presentation for simplicity.

In the FV1 scheme, flow variables \((h, hu \text{ and } hv)\) and bed height \((z)\) are represented as piecewise-constant data over each cell on any grid. These quantities will be referred to as the modelled data, each of which will be denoted by a scalar \(s \in \{h, hu, hv, z\}\) for convenience of presentation.

The principle behind the application of the MRA process is to generate, at every timestep, a 2D adaptive grid made up of non-uniformly sized cells. This 2D adaptive grid is generated by analysing the modelled data \(s\) over a hierarchy of uniform grids of increasingly coarser resolution to select cells at resolution levels appropriate to capture the spatiotemporal dynamics of \(s\). The coarsest grid on the hierarchy is made of a single cell and the higher resolution grids comprise \(2^n \times 2^n\) cells with \(n = 0, 1, \ldots, L\), where \(L\) is a user-specified maximum refinement level leading to the finest grid.

The cornerstone of the MRA process of the HWs is to produce the data and identify the indices of the relevant cells within the hierarchy that makes up the 2D adaptive grid. These cells will be referred to as “leaf cells” on which a cell-wise FV1 scheme update is applied. A full description of the HWs and FV1 scheme operations involved in the HWFV1 algorithm for a serial CPU implementation (CPU-HWFV1) is available in [26]. Here, the HWFV1 algorithm is described with a
focus on how the operations in the MRA process can be parallelised to make the algorithm GPU resident (GPU-HWFV1). Without loss of generality, the operations of the MRA process will be presented for a hierarchy of 2D grids up to \( L = 2 \), as shown in Fig. 1.

The MRA process starts by accessing the modelled data \( s \), initially available at the cells on the finest resolution grid (Fig. 1a). From this finest resolution data, data at the coarser resolution grids are produced by encoding in descending order, level by level, over the hierarchy (Fig. 1a). As encoding is performed recursively for all the cells across two consecutive grids, one “fine” and one “coarse”, it suffices to explain it for an operation for extracting the parent (coarse) cell data from the child (fine) cell data (Fig. 1b). An operation of encoding is described in Eq. 1a where the parent cell data, denoted by \( s_{\text{coarse}} \), is produced from its four child cells’ data, denoted by \( s_{\text{fine}}^{[0]} \), \( s_{\text{fine}}^{[1]} \), \( s_{\text{fine}}^{[2]} \), and \( s_{\text{fine}}^{[3]} \). Encoding also allows the extraction of the difference between the child cells’ data and the parent cell data (Fig. 1b), in terms of coefficient of “details”, \( d_H^{\text{coarse}} \), \( d_V^{\text{coarse}} \), and \( d_D^{\text{coarse}} \), through the operations in Eqs. (1b - 1d). The scalar coefficients \( H^0 \), \( H^1 \), \( G^0 \) and \( G^1 \) in Eq. 1 are filter banks derived from the scale-dependent decomposition of the HWs basis from its scaling basis [14,44]. The details \( d_H^{\text{coarse}} \), \( d_V^{\text{coarse}} \), and \( d_D^{\text{coarse}} \) represent the encoded difference along the vertical, horizontal, and diagonal directions, respectively.

\[
\begin{align*}
  s_{\text{coarse}} &= H^0 \left( H^0 s_{\text{fine}}^{[0]} + H^1 s_{\text{fine}}^{[2]} \right) + H^1 \left( H^0 s_{\text{fine}}^{[1]} + H^1 s_{\text{fine}}^{[3]} \right) \tag{1a} \\
  d_H^{\text{coarse}} &= H^0 \left( G^0 s_{\text{fine}}^{[0]} + G^1 s_{\text{fine}}^{[2]} \right) + H^1 \left( G^0 s_{\text{fine}}^{[1]} + G^1 s_{\text{fine}}^{[3]} \right) \tag{1b} \\
  d_V^{\text{coarse}} &= G^0 \left( H^0 s_{\text{fine}}^{[0]} + H^1 s_{\text{fine}}^{[2]} \right) + G^1 \left( H^0 s_{\text{fine}}^{[1]} + H^1 s_{\text{fine}}^{[3]} \right) \tag{1c} \\
  d_D^{\text{coarse}} &= G^0 \left( G^0 s_{\text{fine}}^{[0]} + G^1 s_{\text{fine}}^{[2]} \right) + G^1 \left( G^0 s_{\text{fine}}^{[1]} + G^1 s_{\text{fine}}^{[3]} \right) \tag{1d}
\end{align*}
\]

These details become increasingly significant around the portions of the grids where the modelled data exhibit kinks or discontinuities. The details that have an overall magnitude bigger than a dimensionless error threshold \( 0 < \varepsilon < 1 \) are deemed significant. For hydrodynamic simulations, a value for \( \varepsilon \) around \( 10^{-3} \) is recommended [26,27]. The details are produced level-wise via applying Eq. 

\[
\begin{align*}
  s_{\text{coarse}} &= H^0 \left( H^0 s_{\text{fine}}^{[0]} + H^1 s_{\text{fine}}^{[2]} \right) + H^1 \left( H^0 s_{\text{fine}}^{[1]} + H^1 s_{\text{fine}}^{[3]} \right) \tag{1a} \\
  d_H^{\text{coarse}} &= H^0 \left( G^0 s_{\text{fine}}^{[0]} + G^1 s_{\text{fine}}^{[2]} \right) + H^1 \left( G^0 s_{\text{fine}}^{[1]} + G^1 s_{\text{fine}}^{[3]} \right) \tag{1b} \\
  d_V^{\text{coarse}} &= G^0 \left( H^0 s_{\text{fine}}^{[0]} + H^1 s_{\text{fine}}^{[2]} \right) + G^1 \left( H^0 s_{\text{fine}}^{[1]} + H^1 s_{\text{fine}}^{[3]} \right) \tag{1c} \\
  d_D^{\text{coarse}} &= G^0 \left( G^0 s_{\text{fine}}^{[0]} + G^1 s_{\text{fine}}^{[2]} \right) + G^1 \left( G^0 s_{\text{fine}}^{[1]} + G^1 s_{\text{fine}}^{[3]} \right) \tag{1d}
\end{align*}
\]
(1a-1d) and after encoding over the hierarchy, a tree-like structure referred to as the “tree of details” is obtained.

After getting the tree of details, leaf cells are those at which the details either stop being significant (e.g. blue coloured cells in Fig. 1c) or otherwise belong to the finest grid (e.g. green coloured cells in Fig. 1c). To produce leaf cells data, decoding is applied recursively across the cells of two consecutive grids by ascending the tree of details and adding them upon the coarsest resolution data. An operation of decoding is described in Eqs. (2a - 2d) whereby child cells’ data are produced from the parent cell data. After decoding, the leaf cells’ data are available on the hierarchy but their indices must be identified so that the data can be fetched to assemble them into the 2D adaptive grid (Fig. 1d).

\[
\begin{align*}
    s_{[0]}^{fine} &= H^0(H^0s^{coarse} + G^0d^{coarse}_H) + G^0(H^0d^{coarse}_V + G^0d^{coarse}_D) \\
    s_{[2]}^{fine} &= H^0(H^1s^{coarse} + G^1d^{coarse}_H) + G^0(H^1d^{coarse}_V + G^1d^{coarse}_D) \\
    s_{[1]}^{fine} &= H^1(H^0s^{coarse} + G^0d^{coarse}_H) + G^1(H^1d^{coarse}_V + G^0d^{coarse}_D) \\
    s_{[3]}^{fine} &= H^1(H^1s^{coarse} + G^1d^{coarse}_H) + G^1(H^1d^{coarse}_V + G^1d^{coarse}_D)
\end{align*}
\] (2a) (2b) (2c) (2d)

On the assembled 2D adaptive grid, the FV1 scheme update is applied to each leaf cell’s data using a forward Euler time integration in which the spatial operator requires access to the data of its four neighbouring cells [12]. Note that coping with the update at a coarse cell that is adjacent to finer cells is not problematic with HWFV1 [26] because a matching coarse resolution data was already produced during encoding. This would make the GPU parallelisation of the FV1 scheme within the HWFV1 algorithm similar to that reported for uniform grid FV1 schemes in alternative studies [12,45]. The timestep is selected based on a maximum Courant number of 0.5 and the friction source terms are integrated cell-wise at the start of each timestep using a split implicit friction scheme [12].

From the updated data on the 2D adaptive grid, encoding is reapplied with zero details on the tree of details for those cells on the hierarchy that were not assembled into the 2D adaptive grid. With
this, the HWFV1 algorithm can be repeated for each timestep until the end of a simulation, as shown in Fig. 2.

Fig. 2. Operations performed by the HWFV1 algorithm every timestep.

2.2. GPU parallelisation of the HWFV1 algorithm

To effectively parallelise the HWFV1 algorithm using the CUDA programming model, ensuring coalesced memory access and avoiding warp divergence are essential [46]. In CUDA programming, GPU data resides in memory that is accessed by workers, called threads. Coalescing occurs when adjacent threads access contiguous memory locations, and is necessary to efficiently update the adaptive grid. For the same reason, batches of 32 threads, or warps, must avoid the execution of differing instructions to avoid divergence.

Coalescing requirements are straightforward to meet when parallelising FV1 schemes on a uniform grid, including the FV1 component of the HWFV1 algorithm [12]. In contrast, the HWs component of HWFV1 is not easy to coalesce because the MRA process is recursive and involves a hierarchy of grids. The operations therein must be reworked to ensure coalesced memory access during encoding and decoding, and minimise warp divergence during the identification of leaf cell indices. The operations of the MRA process are reworked by applying the indexing of Z order curves (Section 2.2.1) and the adoption of a Parallel Tree Traversal approach (Section 2.2.2).

2.2.1. Indexing of Z order curves

A Z order curve is a way to index the cells in a $2^n \times 2^n$ grid to a 1D array such that the indices of the cells close together in space are also close together in the array. It is created by following the Morton
codes of each cell, and a Morton code is obtained by bit interleaving a cell’s X and Y positional indices [47]. The process of bit interleaving is indicated by the alternating red and black digits in Fig. 3a in a $2^2 \times 2^2$ grid as an example. The resulting Morton codes, in decimal form, are followed in ascending order to create the Z order curve for this grid, as shown in Fig. 3b.

![Fig. 3. Indexing the cells of a grid using a Z order curve: (a) bit interleaving of the X and Y indices in bit representation for each cell, leading to Morton codes in binary form; and, (b) following the decimal form of the Morton codes for each cell spans a Z order curve.](image)

In GPU-HWFV1, Z order curves are created for each grid in the hierarchy and continuity in the indexing of the Z order curves is enforced by starting the indexing from the coarsest grid and ending at the finest grid, as shown in the left panel of Fig. 4. With this unambiguous indexing of each cell in the hierarchy, the data and details needed for encoding and decoding are made to reside in adjacent memory locations, as shown in the zoomed-in portion in Fig. 4. Hence, when Eqs. 1a - 1d are applied for encoding (resp. Eqs. 2a - 2d for decoding), the memory access is coalesced.
**Fig. 4.** Enforced continuity in the indices of the cells in the hierarchy using Z order curves.

### 2.2.2. Parallel Tree Traversal (PTT)

The Z order curve allows the construction of the tree of details and the production of the leaf cells’ data in a fully coalesced manner. However, although the leaf cells’ data are available on the hierarchy, their indices must be identified in parallel to assemble the 2D adaptive grid on the GPU. This work adapts a PTT algorithm on the GPU developed by NVIDIA for computer graphics applications [48], and implements it within GPU-HWFV1. For simplicity, the proposed implementation of the PTT algorithm is explained for the simultaneous climbing of the tree of details shown before in Fig. 1c, but after the indexing of Z order curves is applied, as shown in Fig. 5a.

The starting point is to launch as many threads as the number of cells on the finest uniform grid, for instance $2^2 \times 2^2 = 16$ threads in Fig. 5a., denoted by $t_0, t_1, \ldots t_{15}$. The threads are tasked to start simultaneous traversal from the single cell on the coarsest grid. Each thread $t_m$ attempts to climb to the cell on the finest grid indexed with Morton code $m$ referring back to Fig. 3. During traversal, by checking against the tree of details, a thread stops as soon as it reaches a leaf cell and records its index in memory. An example can be seen in the hierarchy in Fig. 5a-5b: $t_4$ will attempt to reach the cell with index 9 (which has Morton code 4, see Fig 3), climbing along the cells with indices $\{0, 2, 9\}$ to stop at the leaf cell with index 9 and recording it in memory. In doing so, warp divergence is
avoided because adjacent threads perform similar traversals due to the continuous indexing of the Z curves spanning the hierarchy of 2D grids. Many of the threads climb to the same leaf cells without reaching a cell on the finest grid. For example, as indicated in Fig. 5a-5b, threads \{t_4, t_5, t_6, t_7\} climb up the cell with index 0 to then reach the cell with index 2 and finally settles for the cells with indices \{9, 10, 11, 12\} located on the the finest grid. In contrast, threads \{t_0, t_1, t_2, t_3\} settle for the leaf cell with index 1, which does not belong to the finest grid, each of them recording the same index 1 in memory and this results in duplicates.

**Fig. 5:** Description of the parallel tree traversal (PTT) algorithm. (a) Climbing the hierarchy after continuous indexing of Z order curves up to leaf cells (green and blue coloured); (b) Leaf cells’ indices recorded by the threads after climbing. There are duplicate indices for cells not belonging to the finest grid, which have to be removed after reusing them to detect the indices of the leaf cells’ four neighbours; and, (c) Assembly of the unique indices of the leaf cells making up the adaptive grid.

After PTT, an array of indices is recorded in memory that contains duplicate indices, shown in Fig. 5b. These duplicate indices are scrutinised by the threads to identify and record the indices of the four cells neighbouring the leaf cells from the east, west, north and south. For example, \(t_3\), which has already recorded the index of a leaf cell after PPT, will also record the indices of the leaf cell’s direct neighbours, namely the indices 1, 11, 1 and 14 shown in Fig. 5b (upper part). The indices of the four neighbour cells are also recorded in memory, resulting in more duplicates. Duplicate indices reside in adjacent locations in memory due to Z ordering, as seen in Fig. 5b (middle part), and can therefore be removed via stream compaction using the CUB library (NVIDIA, 2022). After
compaction, the remaining indices that are unique to the leaf cells making up the 2D adaptive grid, and their four neighbour cells, are used to fetch these cells’ data on the adaptive grid, as shown in Fig. 5c, and apply for the FV1 scheme update cell-wise.

3. Benchmarking the GPU-HWFV1 hydrodynamic model

The proposed GPU-HWFV1 model is benchmarked against two existing hydrodynamic models (Table 1). Benchmarking GPU-HWFV1 against its CPU predecessor CPU-HWFV1, allows to quantify the benefit of parallelising the adaptive gridding of HWFV1. Whereas, benchmarking it against the GPU-FV1 flow solver in LISFLOOD-FP 8.0 leads to identifying the simulation scenarios where adaptive gridding outperforms simulations on a uniform grid. The benchmarking is performed for five test cases (see Table 2). It entails checking the closeness of GPU-HWFV1’s simulation outputs to the predictions made by GPU-FV1 with reference to exact solutions or experimental data (to verify robustness) as well as also assessing its runtime performance (to quantify efficiency).

| Model name        | Developed in | Grid type                                      | GPU-parallelised |
|-------------------|--------------|-----------------------------------------------|------------------|
| CPU-HWFV1         | [26]         | Same adaptive grid as GPU-HWFV1              | No               |
| GPU-FV1           | [12]         | Uniform grid at the finest resolution          | Yes              |

| Test name                                                                 | Test type | Reason for use       | Previously used in |
|--------------------------------------------------------------------------|-----------|----------------------|--------------------|
| Quiescent flow over irregular topographies with different steepness. Dam-break flow over realistic terrain with friction effects (Section 3.1) | Synthetic | Verifying robustness | [26,49–52]          |
| Circular 2D dam-break flow (Section 3.2)                                  | Synthetic | Assessing runtime performance | [26,53]          |
| Pseudo-2D dam-break flow (Section 3.2)                                    | Synthetic | Assessing runtime performance | [26,27]          |
| Dam-break wave interaction with an                                        | Experimental | Assessing runtime   | [25,26,54]          |

The first test case (Section 3.1) will be used to verify robustness, by confirming the well-balanced property of GPU-HWFV1 (i.e. ability to preserve quiescent flow in the presence of steep terrain including wet/dry zones and fronts), and by checking its ability to replicate the accuracy of reference GPU-FV1 predictions when simulating dynamic flows over the same steep terrain.
After confirming the validity of using the proposed GPU-HWFV1 model, the second and third test cases (Section 3.2) will further focus on assessing the runtime performance of GPU-HWFV1 against CPU-HWFV1 and GPU-FV1 for synthetic dam break flows over flat terrain. As there is no terrain data to consider in these scenarios, they will be used to systematically analyse the runtime performance in relation to: the sensitivity to triggering grid refinement ($\varepsilon$), the depth in grid resolution ($L$), and the flow type (vigorous or smooth). Therefore, simulations are run by pairing different values for $\varepsilon$ and $L$, with $\varepsilon = \{10^{-4}, 10^{-3}, 10^{-2}\}$ to cover the recommended ranges for maintaining a fair balance between the predictive accuracy and runtime performance [26, 27] and, $L = \{8, 9, 10, 11\}$ as no gains in runtime performance was identified for $L \leq 7$ and using $L \geq 12$ was not affordable within the memory capacity of the GPU card used (RTX 2070). The effects of these parameters and the flow type on the adaptive gridding of the HWFV1 models is summarised in Table 3.

**Table 3.** Aspects against which the runtime performance of GPU-HWFV1 over CPU-HWFV1 and over GPU-FV1 are assessed.

| Aspects | Description | Finest grid resolution |
|---------|-------------|------------------------|
| $L$     | Controls the finest accessible grid resolution | Deeper with higher $L$ |
| $\varepsilon$ | Controls how far the finest grid resolution is accessed | More accessible with smaller $\varepsilon$ |
| Flow    | Vigorous (with discontinuities) to smooth (up to flat) | Triggered often for vigorous flows |

The expectations on runtime performance established from the synthetic test cases will be finally explored in the fourth and fifth test cases (Section 3.3), which involve realistic topographies represented by Digital Elevation Models (DEM) and using experimental data for model verification. Running the HWFV1 model with the presence of a DEM means that the maximum refinement $L$ must be set to accommodate the DEM resolution without allowing any coarsening in its grid beyond what the MRA of the DEM suggests.

**3.1. Verification of robustness**
The first synthetic test case in Table 2 is considered to verify the robustness of GPU-HWFV1, with a dual objective: (i) to verify its well-balanced property in the presence of wet-dry fronts with different levels of steepness in topography and different wetting conditions and, (ii) to reproduce a realistic dam-break flow with friction effects and moving wet-dry fronts. The domain area is 70 m × 30 m with closed wall boundaries and includes humps to represent an irregular topography profile. To verify the well-balanced property for realistic topographies, three hump shapes are considered with increasingly steeper bed slopes as shown in the top panels of Fig. 6 (smooth on the left, steeper in the middle and rectangular on the right). For each hump shape, appropriate initial conditions are applied (Table 4) with zero velocities to generate an unmoving free-surface elevation that leads to different wetting conditions around and/or at the humps.

![Fig. 6: Verification of robustness. Well-balanced property verification in the presence of wet-dry fronts with different levels of steepness in topography and different wetting conditions: (a) smooth humps, (b) steeper humps (c) rectangular humps. The top panel shows the geometrical profiles of the humps in the domain area, and the lower panel includes the time history of the maximum discharge errors where \( q_x = hu \) and \( q_y = hv \).](image)

| Hump profile | \( h + z \) (m) | Wetting conditions | Reference |
|--------------|-----------------|--------------------|-----------|
| Smooth       | 0.875           | Dry around the highest hump, critical \( (h = 0 \text{ m}) \) over the two small humps | \([49,51,52]\) |
| Steeper      | 1.78            | Dry around the highest hump, critical \( (h = 0 \text{ m}) \) at the peak of the medium hump, wet above the shortest hump \( (h > 0 \text{ m}) \) | \([50]\) |
| Rectangular  | 1.95            | Dry around the highest hump, critical \( (h = 0 \text{ m}) \) at the peak of the medium hump, wet above the shortest hump \( (h > 0 \text{ m}) \) |          |
GPU-HWFV1 simulations are run up to 100 s with a maximum refinement level $L = 8$ and an error threshold $\varepsilon = 10^{-3}$ (requiring around 3,000 timesteps to complete). The time histories of the maximum discharge errors are shown in the bottom panels of Fig. 6 for the three hump profiles. These errors are seen to become increasingly higher with increased irregularity in the hump profile but remain bounded to close to machine precision as also observed for the CPU model counterparts [26]. This demonstrates that GPU-HWFV1 is numerically well-balanced irrespective of the steepness of the bed slope and the presence of wet-dry zones and fronts in the domain area.

Next, GPU-HWFV1 is applied to reproduce a frictional dam-break flow ($n_M = 0.018 \text{ m}^{1/3}/\text{s}$) for the smooth hump profile (top left panel, Fig. 6). The initial dam-break flow conditions assume a water body of $h = 1.875 \text{ m}$ held by an imaginary dam located at $x = 16 \text{ m}$ with zero discharges. Using the same choice of $\varepsilon$ and $L$, an GPU-HWFV1 simulation is run up to 12 s. A GPU-FV1 simulation on the fine uniform grid is also performed to allow for like-for-like comparisons of flood depth profiles at outputs times reported in previous studies [51,52]. Fig. 7 includes the 2D contour maps of the flood depths predicted by GPU-HWFV1 (left panel) compared to those predicted by GPU-FV1 (right panel) at 0, 6 and 12 s. At 0 s (top panel), both models are seen to start from the same flood depth profile. At 6 s (middle panel), both models predict that the small humps are completely submerged and that the dam-break wave has reached the large hump, and the $L^1$ error difference between depths predicted by GPU-HWFV1 and GPU-FV1 is $4.6 \times 10^{-4}$. There are similar wave patterns surrounding the large hump by 12 s (bottom panel) and the $L^1$ error is $9.2 \times 10^{-4}$. In all the predictions, GPU-HWFV1 shows symmetrical flood extent profiles that are similar to those reproduced GPU-FV1 and other hydrodynamic model profiles reported in previous works (e.g. [51,52]). This indicates that the GPU-HWFV1 implementation is as robust as well-established models used for real-world applications.
Fig. 7: Verification of robustness. realistic dam-break flow with friction effects and moving wet-dry fronts. Flood depth profiles predicted by GPU-HWFV1 and GPU-FV1 on the left and right panels, respectively. At 0 s, the dam break wave emerges (top panels). At 6 s, the wave has submerged the small humps (middle panels). At 12 s, the wave starts to surround the large hump (bottom panels).

3.2 Assessing runtime performance for synthetic test cases

Circular 2D dam-break flow. This test case has often been used to verify new model implementations by capturing the symmetric propagation of shocks and rarefaction waves in the closed \([-20 \text{ m}, 20 \text{ m}]^2\) domain area [4]. Initially, the water depth inside the cylindrical dam is 2.5 m, separating it from a water depth of 0.5 m elsewhere. The dam-break flow occurs over a frictionless and flat terrain, resulting in a shock moving radially outwards and a rarefaction wave moving radially inwards, which eventually collapses to form a secondary shock. It is first used to further verify GPU-HWFV1 using the same choice of \(\epsilon\) and \(L\) as in Section 3.1 and by comparing its simulation outputs to those of CPU-HWFV1 and FV1-GPU. As in [26], simulations are run up to \(t = 3.5 \text{ s}\) for GPU-HWFV1, CPU-HWFV1 and FV1-GPU. Fig. 8 shows the water depth centrelines predicted by the three models. GPU-HWFV1 predicts water depths that are identical to those predicted by CPU-HWFV1, GPU-FV1 and the reference solution. The reference solution was produced using the FV1
numerical solution to 1D radial form of the 2D shallow water equations using $256 \times 256$ cells, following [4].

![Circular 2D dam-break flow. Verification of GPU-HWFV1 using the same choice of $\varepsilon$ and $L$ as in Section 3.1 ($L = 8$ and $\varepsilon = 10^{-3}$): water depth centrelines at $3.5$ s predicted by GPU-HWFV1, CPU-HWFV1, and GPU-FV1 compared to the reference solution.](image)

**Fig. 8**: Circular 2D dam-break flow. Verification of GPU-HWFV1 using the same choice of $\varepsilon$ and $L$ as in Section 3.1 ($L = 8$ and $\varepsilon = 10^{-3}$): water depth centrelines at $3.5$ s predicted by GPU-HWFV1, CPU-HWFV1, and GPU-FV1 compared to the reference solution.

To perform speed-up analysis, the models are rerun for the combinations of $\{\varepsilon, L\}$, and their runtimes were recorded for producing the speed-up ratios of GPU-HWFV1 relative to CPU-HWFV1 and GPU-FV1, respectively. Fig. 9 contains the plots of the speed-up ratios with increasing maximum refinement level $L$, relative to CPU-HWFV1 in the left panel and to GPU-FV1 in the right panel. The black lines indicate the average speed-up ratios obtained for the three error thresholds and the dash-dotted lines indicate the breakeven point above which GPU-HWFV1 demonstrates speed-up (used also in the subsequent figures).
**Fig. 9:** Circular 2D dam-break flow. Speed-up ratios to accomplish a 3.5 s simulation: GPU-HWFV1 over CPU-HWFV1 (left panel) and over GPU-FV1 (right panel).

GPU-HWFV1 is identified to be 5 to 46× faster than CPU-HWFV1. This speed-up is proportional to the increase in $L$ and decrease in $\varepsilon$. This suggests that adaptive gridding is much more efficient when made GPU resident, in particular as the maximum resolution refinement level is deepened and the sensitivity to refine resolution is increased. Compared to the runtime performance of FV1-GPU, GPU-HWFV1 is not faster in this test (right panel of Fig. 9) until $L \geq 9$ for all the $\varepsilon$ values, reaching a maximum of 3× for the largest $\varepsilon = 10^{-2}$, and around 2× for the smaller $\varepsilon = 10^{-3}$ and $10^{-4}$. This means that GPU-HWFV1, despite the overhead costs from the MRA process, can still compete with the speed of a fine uniform grid GPU-FV1 simulation even for a vigorous flow that would cause overrefinement on the adaptive grid. Namely, GPU-HWFV1 is likely to be faster than GPU-FV1 the deeper the grid resolution (which would lead to an excessively fine uniform grid for GPU-FV1) and the lower the sensitivity for triggering grid refinement. Next, a transient analysis of the speed-ups is performed in a longer simulation that sees a gradual change in the flow from vigorous to very smooth.

**Pseudo-2D dam-break flow.** This 1D dam-break flow test case has conventionally been used to verify hydrodynamic models for a short simulation run (2.5 s) involving transient shock and rarefaction waves propagation in two opposite directions. It was used recently for a much longer simulation time (40 s) to assess speed-up for CPU-based adaptive grid models to their uniform grid counterparts by considering a flow with gradual transition from vigorous to smooth [26,27].
Fig. 10: Pseudo-2D dam-break flow. Verification of GPU-HWFV1 using the same choice of $\varepsilon$ and $L$ as in Section 3.1 ($L = 8$ and $\varepsilon = 10^{-3}$): Water depths centerlines predicted by GPU-HWFV1, CPU-HWFV1 and GPU-FV1 at 2.5 s compared with the exact solution.

The domain area is $50 \text{ m} \times 25 \text{ m}$ and assumed to be flat and frictionless with open boundary conditions. The dam, located at $x = 10 \text{ m}$, initially separates an upstream water depth of 6 m from a downstream water depth of 2 m. After the dam removal, at $t = 0 \text{ s}$, the shock and rarefaction waves remain present in the domain area up to 2.5 s. After 3 s, the shock wave has left the domain area from the downstream and the flow dynamics are only driven by the presence of the rarefaction wave until 10 s, after which it exits from the upstream. Therefore, after 10 s, the flow dissipates gradually with increased smoothness until 40 s. The models are first verified by running simulations up to 2.5 s using the same choice of $\varepsilon$ and $L$ as in Section 3.1 ($L = 8$ and $\varepsilon = 10^{-3}$) for the HWFV1-based models and the finest uniform grid for the GPU-FV1 model. Fig. 10 shows the plots of the water depth centerlines predicted by the models all showing a good agreement with the exact solution [55].

To assess speed-up, GPU-HWFV1 and CPU-HWFV1 simulations are rerun for up to 40 s for the combinations of $\{\varepsilon, L\}$ alongside GPU-FV1 simulations on the finest uniform grid. Time histories of the runtimes are recorded throughout the 40 s simulations during which the flow transitions from vigorous to very smooth. Time series of the speed-up ratios of GPU-HWFV1 over CPU-HWFV1 and GPU-FV1 for the different values of $L$ and $\varepsilon$ are plotted in Fig. 11.

\[
\varepsilon = 10^{-2} \quad \varepsilon = 10^{-3} \quad \varepsilon = 10^{-4}
\]
Fig. 11: Pseudo-2D dam-break flow. Speed-up ratios of GPU-HWFV over CPU-HWFV1 (top panels), and over GPU-FV1 (bottom panels), for the three values of the threshold error $\varepsilon$ and considering different maximum refinement $L$.

Looking at the speed-up over CPU-HWFV1 (Fig. 11, top panels), GPU-HWFV1 exceeds the breakeven for all but the largest $\varepsilon = 10^{-2}$ and the lowest maximum refinement level $L = 8$ up to 2.5 s (Fig. 11, top left panel). This means that CPU-HWFV1 only remained as fast as GPU-HWFV1 when the flow included the shock and the rarefaction waves and for the setting with the least depth in resolution refinement and the least sensitivity to trigger grid refinement. However, even at $\varepsilon = 10^{-2}$ up to 8× speed-up is noted after 3 s when the shock wave is not present anymore. With any other combinations of $\{\varepsilon, L\}$, there is a significant demonstration of speed-up: with reduced $\varepsilon$ and increased $L$, GPU-HWFV1 becomes increasingly faster than CPU-HWFV1 up to reaching, for the highest $L$ and smallest $\varepsilon$, an average speed-up of 68× throughout the simulation and a maximum speed-up of 88× at 2.5 s when flow discontinuities were still present. This confirms the benefit of deploying GPU resident adaptive gridding as an alternative to the CPU version for general purpose modelling involving all types of flow.

In terms of speed-ups over GPU-FV1 (Fig. 11, bottom panels), at $\varepsilon = 10^{-2}$, GPU-HWFV1 demonstrates a maximum speed-up of 25× when $L = 11$, though it could only outrun GPU-FV1 for $L$
\[ L \geq 9 , \] beyond which GPU-HWFV1 increasingly shows speed-up within increased smoothening in the flow. At \( \varepsilon = 10^{-3} \), GPU-HWFV1’s maximum speed-up reduces to 12\( \times \) and outruns GPU-FV1 for \( L \geq 10 \), whereas for \( L \leq 9 \), it begins to demonstrate speed-up only after 10 s when the flow starts smoothening. This suggests to expect less speed-up over GPU-FV1 with increased sensitivity for triggering grid refinement with GPU-HWFV1 and reduced depth of the finest resolution. The same can be noted with \( \varepsilon = 10^{-4} \), but here GPU-HWFV1 starts to be faster than FV1-GPU for \( L \geq 9 \) and the overall maximum speed-up reduces to 8\( \times \) (reached again after 10 s when the flow is smoothening). These analyses indicate that an adaptive-grid GPU-HWFV1 simulation is likely to be more efficient than a uniform-grid GPU-FV1 simulation for very fine resolution modelling of gradual to smooth flows, with \( L \geq 9 \), and when the sensitivity to grid refinement is not maximal, with \( \varepsilon > 10^{-4} \).

3.3. Further investigations into runtime performance: realistic flow simulations

**Dam-break wave interaction with an urban district.** This test case has widely been used for model verification (e.g. [25]) as it has a set of spatial experimental data for the water depth and the velocities [56]. It involves a dam-break wave propagation in a 36 m × 3.6 m smooth channel \((n_M = 0.01)\) that includes a wall barrier with a gate initially separating an upstream water body of 0.4 m from a water depth of 0.011 m (Fig. 12). Downstream of the gate, there are twenty-five 0.3 m × 0.3 m square blocks, with 0.1 m gaps. The ground height for the wall barrier and the square blocks is 2 m. Based on this height and the dimension reported in [56], a DEM file was built at a resolution of 0.02 m × 0.02 m, made of 324,000 cells. The DEM includes the two rectangular blocks forming the wall barrier linked to the gate and the twenty-five square blocks. These discontinuous blocks are included in the grid and are accounted for as part of the well-balanced topography integration.

As the gate opens abruptly, a dam-break wave forms and flows swiftly to collide with the blocks. The blocks almost entirely impede the shock, creating a backwater zone upstream, while the unimpeded flow cascades through the gaps to form a hydraulic jump downstream as the simulation progresses (e.g. Fig. 24 i[56]).
A 10 s simulation is run using GPU-HWFV1 with $L = 11$ for two values of $\varepsilon = \{10^{-4}, 10^{-3}\}$, and using GPU-FV1 on a uniform grid using the finest resolution accessible to GPU-HWFV1. Fig. 13 shows the water depth (left panel) and velocity (right panel) profiles along $y = 0.2$ m at 6 s predicted by the GPU-HWFV1 and GPU-FV1 as well as the experimental profiles. All the models predicted profiles are within the expected range of agreement with the experimental profiles [25, 56]. Compared to the prediction made by GPU-FV1, those made by GPU-HWFV1 with $\varepsilon = 10^{-4}$ are closer than with $\varepsilon = 10^{-3}$ though the difference is not significant.

To analyse speed-ups, a CPU-HWFV1 simulation is also run. The recorded runtimes for the three models were used to calculate the time series of speed-up ratios of GPU-HWFV1 over CPU-HWFV1 and over GPU-FV1, which are plotted in the left and right panels of Fig. 14. On average, GPU-HWFV1 is found $19 \times$ and $25 \times$ faster to run than CPU-HWFV1, with $\varepsilon = 10^{-3}$ and $10^{-4}$ respectively, throughout the 10 s simulation. Higher levels of speed-up are demonstrated with larger $\varepsilon$, which is in line with the findings in Section 3.2. GPU-HWFV1 is also faster than GPU-FV1 in this
test, on average ~2.4× faster with both \( \varepsilon = 10^{-3} \) and \( 10^{-4} \). This can be expected for a run with \( L = 11 \) accommodating the very fine resolution of the DEM. Up to 2 s, the run with GPU-HWFV1 at \( \varepsilon = 10^{-3} \) demonstrates higher levels of speed-up than at \( \varepsilon = 10^{-4} \), which is in line with the observations made in Section 3.2. In contrast, after 2 s, GPU-HWFV1 at \( \varepsilon = 10^{-3} \) reduces the level of speed-up to become lower than with GPU-HWFV1 at \( \varepsilon = 10^{-4} \). This could be due to GPU-HWFV1’s higher sensitivity to grid refinement around the rectangular and square topographic blocks. Overall, GPU-HWFV1, besides being more performant than CPU-HWFV1, also remains faster than GPU-FV1 for this test. Supported by the analysis in Section 3.2, this can be expected given the maximised depth in the resolution level \( (L = 11) \) needed to accommodate the domain size to the fine resolution of the DEM.

---

**Fig. 14:** Dam-break wave interaction with an urban district. Speed-up ratios of GPU-HWFV1 over CPU-HWFV1 (left panel) and GPU-FV1 (right panel).

**Tsunami wave propagation over a complex beach.** The test case considers a 1:400 scaled replica of the 1993 Okushiri tsunami [57]. It has been used in other works for model verification and for runtime performance assessments of wavelet-based adaptive models versus their uniform counterparts for simulations on the CPU (i.e. [25,26]). It is here used to assess the runtime performance of the adaptive GPU-HWFV1 model versus CPU-HWFV1 and GPU-FV1 models.
Fig. 15: Tsunami wave propagation over a complex beach; (a) Topography contours over the domain area including the gauge point indicated in red. The tsunami-generated wave enters throughout the western boundary causing tsunami-generated flooding in the coastal area located in the eastern end (coloured in yellow); (b) Free-surface water elevation predicted by GPU-HWFV1 and GPU-FV1 compared to the experimental data.

The physical replica consists of a 5.488 m × 3.402 m smooth area ($n_M = 0.01 \text{ m}^{1/3}/\text{s}$) that has a uniform resolution of 0.014 m × 0.014 m on a DEM made of 163,840 cells (i.e. around twice fewer cells than the previous test case). The domain area has closed boundaries except for the western boundary through which a tsunami-generated inflow [26] enters and eventually reaches the coastal area to the east, before which there is a gauge point ($x = 4.521 \text{ m}, y = 1.696 \text{ m}$) hit by the tsunami-generated flood wave. Experimental time histories of the free-surface water elevation are available at this point and will be used to verify the GPU-HWFV1 and GPU-FV1 models’ ability to achieve a 22.5 s simulation. Fig. 15a displays a view of the domain area including the gauge point location, marked by a red dot, and the coastal area at the easten end (yellow colour). Given the smaller size of the domain area, the depth in the resolution level for the DEM to the domain size requires using $L = 9$ in this test to run the GPU-HWFV1 simulations with $\varepsilon = \{10^{-3}, 10^{-4}\}$. The GPU-FV1 simulation was run on a uniform grid at the DEM resolution. Fig. 15b contains time histories of the free-surface water elevations predicted by the models, which are in a good agreement with the experimental time histories. It can be seen that all the models predict the expected gradual retraction in the free-surface elevation between 12 s and 15 s, followed by a sharp increase that peaks at around 17 s. GPU-HWFV1 at $\varepsilon = 10^{-4}$ leads to predictions that are visually indistinguishable from those predicted by GPU-FV1.
With $\varepsilon = 10^{-3}$, the predictions remain comparable subject to small, localised discrepancies at times where there is a sharp flow transition such as at around 18 and 21 s.

Fig 16: Tsunami wave propagation over a complex beach. Speed-up ratios of GPU-HWFV1 over CPU-HWFV1 (left panel) and over GPU-FV1 (right panel).

Fig 16 contains the plots of the time histories of the speed-up ratios for GPU-HWFV1 over CPU-HWFV1 run with similar setting (left panel) and over GPU-FV1 (right panel) during the 22.5 s simulation. GPU-HWFV1 is seen to be significantly faster than CPU-HWFV1, leading to average speed-ups of 200× and 400× with $\varepsilon = 10^{-3}$ and $10^{-4}$, respectively. Compared to the previous test case, the terrain is complex all over the domain and the grid cannot be coarsened much, leading to an overrefined grid that is further refined by flow disturbances during HWFV1 simulations. In such a case, GPU-HWFV1 demonstrates remarkable speed-up over CPU-HWFV1, which increases as $\varepsilon$ is decreased from $10^{-3}$ to $\varepsilon = 10^{-4}$ in line with the observations in Section 3.2, but the speed-up doubles in this test.

 Compared to GPU-FV1, GPU-HWFV1 only demonstrates speed-up with $\varepsilon = 10^{-3}$ (around 1.25×) and is slightly slower to run with $\varepsilon = 10^{-4}$ where its speed-up falls below the breakeven line. This implies that it is worthwhile to perform adaptive gridding in this test for $\varepsilon = 10^{-3}$ but not for $\varepsilon = 10^{-4}$, at which the grid is overrefined (due to the terrain and flow disturbances). Overall, GPU-HWFV1 is shown to be generally faster than CPU-HWFV1 but could not outrun GPU-FV1 for $\varepsilon =$
10^{-4} (which leads to an overrefined grid) and for $L = 9$ (to accommodate a relatively small domain). Nonetheless, for $\varepsilon = 10^{-3}$, GPU-HWFV1 remains a viable choice over GPU-FV1.

4. Summary, conclusions and implications

This paper presented a computational innovation that was essential in developing an adaptive gridding method based on the multiresolution analysis (MRA) of the Haar wavelets (HWs) that runs entirely on the graphics processing unit (GPU). The MRA process features recursive operations that encode (coarsen) and decode (refine) data and details over a hierarchy of two-dimensional (2D) grids at various resolutions. The coarsest grid in the hierarchy is made up of a single cell while the finest grid is made up of $2^L \times 2^L$ cells, where $L$ is maximum refinement level. In the MRA process, the encoding operations need an error threshold $\varepsilon$ to identify significant details that have an overall magnitude beyond $\varepsilon$. After encoding, the decoding operations follow by adding up these significant details to produce the data of the cells that make up the 2D adaptive grid.

The presented innovation is the first to lead to an effective parallelisation of the MRA process. This innovation involves simultaneously applying the indexing of Z order curves and adopting a Parallel Tree Traversal (PTT) approach. The indexing of Z order curves ensures coalesced memory access in the encoding and decoding operations, while the PTT approach minimises warp divergence during the identification of the indices of the cells making up the adaptive grid.

Implementing the innovation allowed the development of a GPU resident, first-order finite volume (FV1) hydrodynamic model incorporating the adaptive gridding of HWs (GPU-HWFV1). GPU-HWFV1 was first verified and then its runtime performance assessed against a predecessor running on the central processing unit (CPU-HWFV1) as well as an operational GPU-FV1 uniform grid hydrodynamic model ran on the finest resolution accessible to the HWFV1 models. The verification was performed using $\varepsilon = 10^{-3}$ (recommended for hydrodynamic modelling) and $L = 8$ for four synthetic test cases involving motionless, vigorous, gradual and smooth flows. A systematic runtime performance assessment was performed for two synthetic test cases of a dam-break flows
over flatbed (without a DEM), where a lower and higher order-of-magnitude for $\epsilon = \{10^{-2}, 10^{-3}, 10^{-4}\}$ was also considered in combination with an increase in the maximum refinement level $L = \{8, 9, 10, 11\}$. Verification and runtime performance assessments were finally performed for realistic test cases with DEMs for which the value of $L$ was selected based on the resolution of the DEM to the overall extent of the domain area, and by running GPU-HWFV1 for $\epsilon = \{10^{-3}, 10^{-4}\}$.

The overall performance of GPU-HWFV1 for all the test cases provides strong evidence that it is as robust as GPU-FV1 in replicating the realistic flows including the presence of uneven topographies, wet-dry fronts and friction effects. In terms of runtime performance over CPU-HWFV1, GPU-HWFV1 yields significant speed-ups for all the test cases, ranging between $20\times$ to $400\times$. Hence, this work offers compelling evidence to apply the GPU resident adaptive gridding method to other fields in computational engineering. From the systematic runtime performance assessment for the synthetic test cases, GPU-HWFV1 tends to demonstrate speed-up of around $1.1\times$ to $30\times$ over GPU-FV1 for $L \geq 9$ and/or by avoiding the smallest $\epsilon = 10^{-4}$. For the test cases involving realistic flows over real DEMs, GPU-HWFV1 could comfortably show speed-up over GPU-FV1 for the test with $L = 11$ and for $\epsilon = 10^{-3}$ for the test with $L = 9$. Hence, GPU-HWFV1 can be favoured to gain runtime performance over GPU-FV1 for hydrodynamic modelling over real DEMs, namely with an increased fineness in the DEM resolution alongside an increased size of the domain area.
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