Topological Properties of a Coupled Spin-Photon System Induced by Damping
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We experimentally examine the topological nature of a strongly coupled spin-photon system induced by damping. The presence of both spin and photonic losses results in a non-Hermitian system with a variety of exotic phenomena dictated by the topological structure of the eigenvalue spectra and the presence of an exceptional point (EP), where the coupled spin-photon eigenvectors coalesce. By controlling both the spin resonance frequency and the spin-photon coupling strength we observe a resonance crossing for cooperativities above one, suggesting that the boundary between weak and strong coupling should be based on the EP location rather than the cooperativity. Furthermore we observe dynamic mode switching when encircling the EP and identify the potential to engineer the topological structure of coupled spin-photon systems with additional modes. Our work therefore further highlights the role of damping within the strong coupling regime, and demonstrates the potential and great flexibility of spin-photon systems for studies of non-Hermitian physics.

I. INTRODUCTION

Strong coupling between microwave fields and spin excitations in ferrimagnetic materials has received significant attention in recent years \[1\]–\[10\]. Such systems offer a combination of long coherence times, due to the low damping of certain ferrimagnetic materials, and the realization of large coupling strengths, which are enhanced by the ferrimagnetic ordering \[8\]–\[11\], making them exciting platforms for both quantum information \[2\]–\[4\],\[8\]–\[10\] and spintronic \[5\]–\[14\] applications. Indeed the recent proposal of a magnon dark mode memory architecture \[12\], demonstration of magnon-qubit coupling \[13\], the development of cavity optomagnonics \[16\]–\[21\] and the demonstration of non-local spin current control \[15\] exemplify both the intriguing physics and application potential of coupled spin-photon systems. The key to the majority of these recent studies has been the ability to enter the so-called strong coupling regime, where a large spin-photon coupling strength (\(\kappa\)), compared to smaller spin (\(\alpha\)) and photonic (\(\beta\)) losses, leads to exceptionally large cooperativities, \(C = \kappa^2/\alpha\beta > 1\). In this regime the coupling strength is typically characterized by an anti crossing in the frequency dispersion \[22\] which can be well described by a two-level model \[23\]–\[25\]–\[28\], which is equivalent to a set of coupled oscillators \[22\]. However interestingly, in the strong coupling regime this dispersion appears to be insensitive to the damping properties, despite the fact that damping plays such an important role in the very realization of strong coupling.

On the other hand, the presence of damping generally gives rise to non-Hermitian Hamiltonians and damping is therefore well known to play a fundamental role in the physics of two-level systems \[23\]–\[26\]. In particular the presence of damping may lead to a dispersion crossing even in the presence of coupling \[23\]–\[24\]–\[27\]. Such crossing phenomena is tied to the intricate topology of the eigenvalue spectrum in non-Hermitian systems, and is controlled by the presence of an exceptional point (EP), where the eigenvectors of the non-Hermitian system coalesce \[23\]–\[24\]–\[28\]. Beyond controlling the crossing/anticrossing behaviour, the presence of an EP also leads to a variety of other exotic phenomena such as anomalous geometric phases \[25\]–\[28\], controllable coherence in lasing systems \[29\], non-reciprocal energy transfer \[30\] and the breakdown of adiabatic evolution \[31\] in waveguides \[31\]–\[32\]. Yet despite the wealth of interesting phenomena, this exciting frontier of non-Hermitian physics has yet to be explored within the context of coupled spin-photon systems.

In this work we explore the role of damping in a strongly coupled spin-photon system and its relationship to the topological structure. We find that the dispersion gap does display a damping dependence, which becomes important even within the strong coupling regime, resulting in the potential for a dispersion crossing when \(C > 1\). Such a crossing is experimentally observed when \(C = 1.3\), suggesting that the location of the EP, rather than the cooperativity should be used to define the strong/weak transition. Furthermore we demonstrate that the topological eigenvalue structure will lead to mode switching when the EP is encircled and propose a method to add exceptional points, thus tuning the topological structure, using additional cavity or spin resonance modes. Therefore we find that the presence of an EP should play an important role in studies of spin-photon coupling near the strong/weak transition and that the versatility of such a system, with in-situ tuneable cavity damping, resonance frequencies, and coupling strength, as well as the potential to add both cavity and spin resonance modes, provides an intriguing playground for the exploration of non-Hermitian physics.

We begin in Sec. \[\text{II}\] by describing the basic topological structure of the spin-photon system, emphasizing the important role of damping and the non-Hermitian nature of our system, and present the experimental realization of a dispersion crossing within the strong coupling regime. In Sec. \[\text{III}\] we demonstrate the mode switching which occurs when the EP is encircled. Finally in Sec. \[\text{IV}\] we demonstrate the versatility of the spin-photon system in engineering the topological structure by adding a second cavity mode, before concluding with Sec. \[\text{V}\].
II. TOPOLOGICAL NATURE OF THE COUPLED SPIN PHOTON SYSTEM

The key physics of a coupled spin-photon system, comprised of a ferrimagnetic material and a microwave cavity/resonator, can be accurately modelled by the non-Hermitian two-level Hamiltonian \[ H = \begin{pmatrix} \omega_c - i \beta \omega_c & \kappa_2 \omega_c \\ \kappa_1 \omega_c & \omega_r + i \alpha \omega_c \end{pmatrix} \].

Here \( \omega_c \) and \( \omega_r \) are, respectively, the cavity and ferromagnetic resonance (FMR) frequencies and we have normalized the dimensionless coupling strength \( \kappa \) and the cavity (\( \beta \)) and FMR (\( \alpha \)) damping parameters using \( \omega_c \). The complex eigenvalues, \( \tilde{\omega}_{1,2} \), which determine the topological structure of the system, can be found by diagonalizing the two-level Hamiltonian,

\[
\tilde{\omega}_{1,2} = \frac{1}{2} \left[ \omega_c + \omega_r \pm \sqrt{(\omega_c - \omega_r)^2 + 4\kappa^2\omega_c^2} \right],
\]

where \( \omega_c = \omega_c - i \beta \omega_c \) and \( \omega_r = \omega_r - i \alpha \omega_c \) are the complex eigenvalues in the \( \kappa \to 0 \) limit. At the coupling point, \( H_c \), where \( \omega_c = \omega_r (H_c) \), these eigenvalues produce a well known dispersion gap for very large coupling strengths, as illustrated by the blue (dark) curve in Fig. 1(a).

To examine the damping dependence of the coupling gap we write \( \tilde{\omega}_{1,2} = \omega_1 - i\Gamma_{1,2} \omega_c \) where \( \omega_{1,2} \) is the real part of the eigenvalue which determines the dispersion relation (experimentally \( \omega_{1,2} = \omega \) is the frequency), and \( \Gamma_{1,2} \) is the imaginary part which characterizes the spin-photon lifetime (experimentally \( \Gamma_{1,2} = \Delta \omega \) is the half width at half maximum). From Eq. (2) the difference between the two eigenmodes is,

\[
(\tilde{\omega}_1 - \tilde{\omega}_2)^2 = (\omega_c - \omega_r)^2 + 4\kappa^2\omega_c^2. \tag{3}
\]

Taking the real and imaginary parts of Eq. (3) yields the following two conditions which must be satisfied at the coupling point,

\[
(\omega_1 - \omega_2) (\Gamma_1 - \Gamma_2) = 0 \tag{4a}
\]

\[
\left[ \frac{\omega_1 - \omega_2}{\omega_c} \right]^2 = (\Gamma_1 - \Gamma_2)^2 - (\beta - \alpha)^2 + 4\kappa^2. \tag{4b}
\]

Eq. (4a) will be satisfied if:

(i) \( \Gamma_1 = \Gamma_2 \),
(ii) \( \omega_1 = \omega_2 \), or,
(iii) \( \omega_1 = \omega_2 \) and \( \Gamma_1 = \Gamma_2 \)

which corresponds to the following physical situations:

(i) Resonance anti crossing, line width crossing,
(ii) Resonance crossing, line width anti crossing,
(iii) Resonance crossing, line width crossing.

Which of these conditions is satisfied depends on the coupling strength according to Eq. (2). If \( \kappa > |\beta - \alpha|/2 \)

then condition (i) must be satisfied, which is simply the traditional observation of strong spin-photon coupling. However when \( \kappa < |\beta - \alpha|/2 \), condition (ii) is satisfied and a resonance crossing is observed, even though \( \kappa \neq 0 \). The transition from (i) to (ii) occurs when \( \kappa = \kappa_{\text{EP}} = |\beta - \alpha|/2 \) where both the resonance frequency and line width will merge. This special value of the coupling strength defines the exceptional point, where the eigenvectors of the system coalesce [23,24]. This behaviour corresponds to a special topological structure defined by two intersecting Riemann sheets as shown in Fig. 1(a). Here the coupling strength has been plotted in terms of the experimentally controlled variable, the angle \( \theta \) between the local microwave and static magnetic fields, which will be discussed in detail below. We see that for \( \kappa > \kappa_{\text{EP}} \) (large \( \theta \)) the expected anti crossing is observed, as highlighted by the blue curve. At the EP the two Riemann sheets cross and, as highlighted with the yellow curve, at \( 0 < \kappa < \kappa_{\text{EP}} \) (small \( \theta \)) a crossing is observed. Fig. 1(b) shows similar behaviour in the line width, which above \( \kappa_{\text{EP}} \) shows a crossing in blue while below \( \kappa_{\text{EP}} \) shows an anti crossing in yellow.

To experimentally observe the topological structure of the spin-photon system we placed a 0.3 mm YIG sphere at the outer, bottom edge of a cylindrical microwave cav-
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the local microwave, and static magnetic fields as illustrated in the inset. (b) Transmission spectra of the TM₀₁₁ mode at µ₀H = 0 mT. Open symbols are experimental data and solid curve is a Lorentz fit. (c) ω - H dispersion measurement at θ = 90° > θEP and (d) θ = 26° < θEP.

Fig. 2 (a) Experimental setup allowing in-situ control of the coupling strength by controlling the angle between the local microwave and static magnetic fields as illustrated in the inset. (b) Transmission spectra of the TM₀₁₁ mode at µ₀H = 0 mT. Open symbols are experimental data and solid curve is a Lorentz fit. (c) ω - H dispersion measurement at θ = 90° > θEP and (d) θ = 26° < θEP.

An externally applied magnetic field is used to tune the spin-photon coupling strength. To do so we use the in-situ technique developed by Bai et al. [33], where the angle θ between the local microwave, h, and static, H, magnetic fields is controlled. This angle changes the Zeeman interaction between the local microwave field and the spins and results in a coupling strength, κ = κM|sinθ|. By measuring ωgap at θ = 90° we find that κEP = 5.9 × 10⁻⁴ and therefore θEP = arcsin(κEP/κM) = 33°.

In order to probe the full topology of the spin-photon eigenvalues we must tune the spin-photon coupling strength. To do so we use the in-situ technique developed by Bai et al. [33], where the angle θ between the local microwave, h, and static, H, magnetic fields is controlled. This angle changes the Zeeman interaction between the local microwave field and the spins and results in a coupling strength, κ = κM|sinθ|. By measuring ωgap at θ = 90° we find that κEP = 5.9 × 10⁻⁴ and therefore θEP = arcsin(κEP/κM) = 33°.

In Fig. 2 (c) shows the transmission mapping at θ = 90° > θEP, corresponding to the blue curve in the Riemann sheet of Fig. 1 (a). In this measurement strong coupling is achieved and the expected resonance anti crossing is observed. On the other hand when we set θ = 26° < θEP the mapping shown in Fig. 2 (d), corresponding to the yellow curve in the Riemann sheet of Fig. 1 (a), does not show an anti crossing and instead simply shows a dip at the FMR dispersion corresponding to traditional FMR absorption.

From Eq. 1 the microwave transmission can be found,

\[ S_{21} \propto \frac{(\omega - \omega_c + i\beta\omega_c)\omega_c}{(\omega - \omega_c + i\beta\omega_c)(\omega - \omega_r + i\alpha\omega_c) - \kappa^2\omega_c^2} \]  \( 5 \)

which, in the strong coupling regime, becomes Lorentzian near each resonance mode [22]. By fitting each peak to a Lorentz function we can therefore determine the dispersion and line width for θ > θEP. These fitting results are shown in Fig. 3 (a) (dispersion) and (c) (line width) as open symbols. As expected we observe a dispersion anti crossing in Fig. 3 (a) and line width crossing in Fig. 3 (c). The expected behaviour of the dispersion and line width can be calculated according to Eq. 2 using the known cavity and FMR damping and resonance frequencies and a coupling strength estimated from the minimal frequency gap between eigenmodes [22]. This calculation is shown as the solid blue curves in Fig. 3 (a) and (c) and agrees well with the experimental data.

To extract the dispersion and line width information when θ < θEP a similar analysis procedure can be used to fit the dominant peak. For most fields only one Lorentz...
peak is observed and can be fit to determine the line width and resonance position. However near the field where \( \omega_c = \omega_r \) a peak splitting is observed corresponding to the FMR absorption, with a weak FMR-like peak behaving as an additional background. Therefore when both peaks are present we fit the dominant peak using a linear combination of Lorentz and dispersive functions, accounting for the line shape distortion resulting from the antiresonance at \( \omega_r \) [22,35]. (Note that if no peak splitting was observed, as would happen at even lower coupling strengths, alternative approaches, such as a careful line width analysis, could be used to determine the coupling behaviour [27,34]). The results of this fitting procedure are shown as open symbols in Fig. 3 (b) and (d). Surprisingly in this case we observe a dispersion crossing and line width anti crossing. By estimating the coupling strength according to \( \kappa = \kappa_M \sin \theta \) we can again use Eq. (2) to calculate the expected behaviour based on the topological structure of the eigenvalue spectrum. These calculations are shown as the yellow solid curves in Fig. 3 (b) and (d) and agree well with the experimental results.

In light of this observation, that a resonance crossing may be observed even in the presence of non-zero coupling, it is important to examine the dispersion gap further. Since \( \Gamma_1, \Gamma_2 \) characterize the losses of the spin-photon system, we must have \( |\Gamma_1 - \Gamma_2| < |\alpha - \beta| \). Therefore provided the coupling strength is large, that is \( |\alpha - \beta| \ll \kappa \), the dispersion gap in Eq. (4b) will be proportional to the coupling strength, \( \omega_{\text{gap}} = |\omega_1 - \omega_2| \sim 2\kappa\omega_c \). This is the standard relation used to determine the coupling strength from the gap size. However near the EP the situation changes and the coupling strength becomes comparable to the damping, \( \kappa \sim |\alpha - \beta| \). Therefore the dispersion gap can only be determined by the full expression of Eq. (4b), however if we assume the presence of an anti crossing, i.e. \( \Gamma_1 = \Gamma_2 \), then \( \omega_{\text{gap}} = \sqrt{4\kappa^2 - (\beta - \alpha)^2} \omega_c \).

So even when an anti crossing is present, the coupling gap depends on the damping and this dependence becomes more important as the strong/weak transition is approached. To estimate the magnitude of the cooperativity near the strong/weak transition we can evaluate \( C \) at the EP where \( \kappa = |\beta - \alpha|/2 \) and therefore \( C_{\text{EP}} = \kappa^2/\alpha \beta = 1/4(\alpha/\beta + \beta/\alpha) \). As \( C_{\text{EP}} \) is determined solely by the damping we see that if \( \alpha/\beta \gtrsim 6 \) (or \( \beta/\alpha \gtrsim 6 \)), \( C_{\text{EP}} > 1 \), which means that a dispersion crossing would be observed although we are in the traditional strong coupling regime. Indeed applying this estimation to our experiment we find that the resonance crossing observed in Fig. 3 (b) occurs at \( C = 1.3 \). For this reason it may be more accurate to define the strong/weak transition using \( \kappa > \kappa_{\text{EP}} \), rather than \( C > 1 \).

III. GEOMETRIC MODE SWITCHING

The topological structure arising near an EP has interesting effects on the eigenvalues and eigenvectors when dynamically encircled. Namely, upon encircling the EP the two modes will switch eigenvalues, while the eigenvectors will acquire a geometric phase. These effects bear similarities to the phenomena of Berry’s phase, however an important difference is that Berry’s phase occurs in Hermitian systems and therefore the crossing of eigenvalues represents a true degeneracy in the spectrum where the two eigenvectors are still orthogonal. On the other hand in a non-Hermitian system the eigenvectors are no longer required to be orthogonal and instead coalesce at the EP [23].
To observe geometric mode switching in our spin-photon system we carefully tune the magnetic field and coupling strength in order to encircle the EP. The path taken is shown in Fig. 4 (a). Starting from the coupling point (420.5 mT, 90°) we first increase the magnetic field along Path 1 to reach (430 mT, 90°). The coupling strength is then decreased along Path 2 until we reach (430 mT, 15°) which is beyond the EP. We then decrease the magnetic field along Path 3 until (415 mT, 15°), and increase the coupling strength along Path 4 until (415 mT, 90°). Finally we increase the magnetic field along Path 5 back to the coupling point at (420.5 mT, 90°). To follow the mode evolution along these paths we label the high frequency mode at the initial position (top spectra in Fig. 4 (a)) Mode 1 and the low frequency mode Mode 2. Note that the assignment of mode labels in this way is not meaningful when looking only at a single spectra, indeed each spectra will always show two modes and the frequency of these modes is path-independent and determined from Eq. (2). However by carefully tuning the position in θ → H parameter space we can follow the evolution of the modes at any starting position and it is in this sense, to follow the evolution, that we assign such labels.

In Fig. 4 (a) we see that as the system is tuned along Path 1, by increasing the magnetic field, Mode 1 shifts out to high frequencies and the amplitude decreases. Meanwhile Mode 2 remains fixed at the cavity frequency. We then decrease the coupling strength along Path 2, decrease the field along Path 3 and increase the coupling strength along Path 4. All this time Mode 2 remains at the cavity frequency while the Mode 1 amplitude is low and therefore difficult to see. However as we increase the field along Path 5 back towards the starting point, we find that Mode 1 reappears at low frequencies while Mode 2 remains in the initial position and is therefore now at the higher frequency. Therefore we observe mode switching due to encircling of the EP; the mode initially at low (high) frequencies has continuously evolved to appear at high (low) frequencies after a complete path around the EP. The spectra along these paths can also be theoretically calculated according to Eq. (5) and are shown in Fig. 4 (e). Here we treat the proportionality constant, η, in Eq. (5) as a single fitting parameter, using η = 1 × 10⁻⁶ for all calculated spectra in Fig. 4 (e). The agreement between experiment and theory is excellent, with the small shifts in the experimental data along Paths 2 and 4 resulting from small frequency shifts in the cavity mode when the angle is tuned.

Such mode switching behaviour can be compared to a path where the EP is not encircled as shown in Fig. 4 (b). The path taken here is nearly the same as the one taken previously, however Path 3 is now at θ = 70° so that θ > θEP. The transmission spectra observed along this modified path are shown in Fig. 4 (d) where top to bottom corresponds to 1 → 5. In this case Mode 1 again shifts to high frequencies along Path 1 with Mode 2 fixed at ωc. Along Path 2 and the first part of Path 3 Mode 2 again remains at the cavity mode frequency while Mode 1 shifts to low frequencies as the field is decreased. However when the coupling point is encountered along Path 3, Mode 2 begins to shift towards low frequencies while Mode 1 remains fixed at ωc. Along Path 4 and 5 Mode 1 remains at ωc at a higher frequency than Mode 2. Therefore in this case, when the EP is not encircled, Mode 2 remains at lower frequencies than Mode 1 for the entire path and no switching is observed. Again we compare this experimental result to the calculated spectra along this path which is shown in Fig. 4 (f) and find excellent agreement (again η = 1 × 10⁻⁶).

IV. MANIPULATING THE SPIN-PHOTON TOPOLOGY

An interesting possibility offered by the spin-photon system is to tune the topology with additional modes, for example using spin waves [36,37], multiple FM materials [12,15], or additional cavity modes [38]. The use of additional cavity modes is particularly intriguing as this can be realized in a height tuneable cavity which offers control over the mode frequencies and cavity damping which is not necessarily available with spin waves. The Hamiltonian of such a three-level system consisting of one spin resonance and two cavity modes is a straightforward extension of the two-level system we have already considered in detail,

\[ H = \begin{pmatrix}
\omega_{c1} - i\beta_{1}\omega_{c1} & 0 & \kappa_{1}\omega_{c1} \\
0 & \omega_{c2} - i\beta_{2}\omega_{c1} & \kappa_{2}\omega_{c1} \\
\kappa_{1}\omega_{c1} & \kappa_{2}\omega_{c1} & \omega_{c} - i\alpha\omega_{c1}
\end{pmatrix}. \quad (6)
\]

The calculated eigenvalues of Eq. (6) are plotted in Fig. 5 (a), where two red circles indicate the EPs and the red curve indicates a path which encircles both EPs. Such a path resembles an Archimedean spiral, and the height could be further increased by including additional cavity modes. The fact that there are multiple EPs means that the geometric mode switching is also tuned and it is now necessary to encircle the EPs four times before returning to the same state.

To demonstrate the feasibility of this approach we use a height tuneable cylindrical cavity with diameter = 25 mm. The height can be tuned between 24 and 45 mm and for our experiment is set at 36.5 mm where we observe a TM_{012} mode at \(\omega_{c1}/2\pi = 12.833\) GHz (\(\beta_1 = 4.8 \times 10^{-4}\), \(Q_1 = 1000\)) and a TE_{211} mode at \(\omega_{c2}/2\pi = 12.337\) GHz (\(\beta_2 = 2.7 \times 10^{-4}\), \(Q_2 = 1900\)). These modes are coupled to a 1 mm YIG sphere which is measured to have \(\alpha = 1 \times 10^{-4}\), \(\gamma = 28 \times 2\pi \mu\)GZ/T and \(H_A = -0.08\) T in our configuration.

Fig. 5 (b) shows a slice of the three-mode topology at \(\theta = 61°\) measured using our height adjustable setup. Here the open circles are experimental data while the solid curves are the calculated eigenvalues of the three mode Hamiltonian in Eq. (6). The good agreement between theory and experiment in the strong cou-
FIG. 5. (a) The topology of a three-mode spin-photon system with two cavity modes and one FMR mode. The calculation is according to the eigenvalues of Eq. 6 using our experimental parameters. A path encircling both EPs, resembling an Archimedean spiral, is shown in red. (b) Experimental observation of a single slice in the three-mode topology at $\theta = 61^\circ$. Circles are experimental data and the black curve shows the calculated eigenvalues of Eq. 6.

The coupling regime suggests that further exploration near the strong/weak transition and the EPs holds interesting potential. In particular, by fitting the data we find that the spin-photon coupling with TM$_{012}$ is approximately twice as large as with TE$_{211}$. This means that the EP of the TM mode will occur at a smaller angle than the TE mode, which can already be observed in the calculation of Fig. 5 (a). Therefore in such a system, by carefully tuning the damping (e.g. by controlling the coaxial pin length) as well as the sample location to tune the coupling strength, it could be possible to observe mode switching at one EP, and mode crossing at another EP. Recently it was demonstrated that the presence of an EP can produce an asymmetric switching effect, where certain modes injected into a waveguide will be preferentially transmitted depending on the direction of injection [22]. The ability to add EPs and control the topology, as demonstrated in our spin-photon system, could provide additional functionality to such a switching scheme, by allowing control of the mode selectivity based on which EP is encircled. We hope that this idea can be explored in detail in future works.

V. CONCLUSIONS

In summary, we have examined the role of damping in a strongly-coupled spin-photon system. We observed that even within the traditional strong coupling regime where the cooperativity exceeds one, a crossing of the dispersion may be observed. Such a feature is controlled by the presence of an exceptional point in the eigenvalue spectrum, which is a general feature of non-Hermitian systems where the eigenmodes coalesce. This observation, and its theoretical explanation, suggests that the boundary between the strong and weak coupling regimes should be defined based on the exceptional point location, rather than the cooperativity. Furthermore we have demonstrated the geometric mode switching associated with encircling an exceptional point, resulting in an exchange of eigenvalues when returning to the same point in the resonance frequency-coupling parameter space. Finally, the ability to easily tune the topology of the spin-photon system with additional modes demonstrates the potential of such systems for the exploration of non-Hermitian physics and novel switching protocols. In particular it would be exciting to investigate the role of mode coalescence at the exceptional point on the spin current produced in a bilayer system.
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