JUNIPR: a Framework for Unsupervised Machine Learning in Particle Physics
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ABSTRACT: In applications of machine learning to particle physics, a persistent challenge is how to go beyond discrimination to learn about the underlying physics. To this end, a powerful tool would be a framework for unsupervised learning, where the machine learns the intricate high-dimensional contours of the data upon which it is trained, without reference to pre-established labels. In order to approach such a complex task, an unsupervised network must be structured intelligently, based on a qualitative understanding of the data. In this paper, we scaffold the neural network’s architecture around a leading-order model of the physics underlying the data. In addition to making unsupervised learning tractable, this design actually alleviates existing tensions between performance and interpretability. We call the framework JUNIPR: “Jets from UNsupervised Interpretable PRobabilistic models”. In this approach, the set of particle momenta composing a jet are clustered into a binary tree that the neural network examines sequentially. Training is unsupervised and unrestricted: the network could decide that the data bears little correspondence to the chosen tree structure. However, when there is a correspondence, the network’s output along the tree has a direct physical interpretation. JUNIPR models can perform discrimination tasks, through the statistically optimal likelihood-ratio test, and they permit visualizations of discrimination power at each branching in a jet’s tree. Additionally, JUNIPR models provide a probability distribution from which events can be drawn, providing a data-driven Monte Carlo generator. As a third application, JUNIPR models can reweight events from one (e.g. simulated) data set to agree with distributions from another (e.g. experimental) data set.
1 Introduction

Machine learning models based on deep neural networks have revolutionized information processing over the last decade. Such models can recognize objects in images [1–3], perform language translation [4, 5], transcribe spoken language [6], and even speak written text [7] at approaching human level. The truly revolutionary aspect of this progress is the generality of deep neural networks: a broad diversity of network architectures can be created from basic building blocks that allow for efficient calculation of gradients via back propagation, and thus efficient optimization through stochastic gradient descent [8]. These methods are arbitrarily expressive and can model extremely high dimensional data.

The architecture of a neural network should be designed to process information efficiently, from the input data all the way through to the network’s final output. Indeed, it empirically seems to be the case that networks that process information evenly layer-by-layer perform very well. One example of this empirical result is that deep convolutional networks for image processing seem to perform sequentially more abstract operations as a function of depth [1]. Similarly, recurrent networks perform well on time series data, as their recurrent layers naturally describe step-by-step evolution in time [9].

The power and generality of deep neural networks has been leveraged across the sciences, and in particular in particle physics. The simplest architecture explored has been the fully-connected network, which has successfully been applied in a wide variety of contexts, such as in identifying and splitting clusters from multiple particles in the pixel detector [10], in $b$-tagging [11], and in $\tau$-identification [12]. In these basic applications, the neural network optimizes its use of some finite number of relevant physical observables for the task at hand.\footnote{For recent work on constructing a basis for neural network inputs, see [13–15], and see [16] for a linear approach that does not require neural network methods.}

One drawback of such an approach is that the neural network is limited by the observables it is given. In fact, for these applications, other multivariate methods such as boosted decision trees often have comparable performance using the same inputs, but train faster and can be less sensitive to noise [17, 18].

As an alternative to feeding a neural network a set of motivated observables, one can feed it raw information. By doing so, one allows the network to take advantage of useful features that physicists have yet to discover. One way of preprocessing the raw data in a fairly unbiased way is through the use of jet images, which contain as pixel intensities the energy deposited by jet constituents in calorimeter cells [19]. Jet images invite the use of techniques from image recognition to discriminate jets of different origins. In [19], the pixel intensities in the two-dimensional jet image were combined into a vector, and a Fisher linear discriminant was then used to find a plane in the high-dimensional space that maximally separates two different jet classes. Treating a 2-dimensional jet image as an unstructured collection of pixel intensities, however, ignores the spatial locality of the problem, i.e. that neighboring pixels should have related intensities. Convolutional neural networks (CNNs), which boast reduced complexity by leveraging this spatially local structure, have since been
adopted instead, and they generally outperform fully-connected networks due to their efficient feature detection. In the first applications of CNNs to jet images, on boosted $W$ detection [20] and quark/gluon discrimination [21], it was indeed found that simple CNNs could generally outperform previous techniques. Since then, a number of studies have aimed to optimize various discrimination tasks using CNNs [22–27].

While the two-dimensional detector image acts as a natural representation of a jet, especially from an experimental standpoint, the 4-momenta of individual jet constituents provide a more fundamental representation for the input to a neural network. One complication in transitioning from the jet image to its list of momenta is that, while the image is a fixed-size representation, the list of momenta will have different sizes for different jets. To avoid this problem, one could truncate the list of momenta in the jet to a fixed size, and zero-pad jets smaller than this size [28]. Alternatively, there are network architectures, namely recursive (RecNNs) and recurrent neural networks (RNNs), that handle variable length inputs naturally. With such methods, one also has the freedom to choose the order in which constituent momenta are fed into the network. In [29], a RecNN was used to build a fixed-size representation of the jet, and the authors explored various ways of ordering the momenta as input to the network: by jet clustering algorithms, by transverse momentum, and randomly. The resulting representation of the jet was then fed to a fully-connected neural network for boosted $W$ tagging. RecNNs and RNNs have also been used in similar ways for quark/gluon discrimination [30], top tagging [31], and jet charge [32]. See also [33, 34] for jet flavor classification using tracks.

To date, the majority of applications of machine learning to particle physics employ supervised machine learning techniques. Supervised learning is the optimization of a model to map input to output based on labeled input-output pairs in the training data. These training examples are typically simulated by Monte Carlo generators, in which case the labels come from the underlying physical processes being generated. Most of the classification studies mentioned above employ this style of supervised learning, and similar techniques have also been utilized for regression tasks such as pileup subtraction [22]. Alternatively, training data can be organized in mixed samples, each containing different proportions of the different underlying processes. In this case, labels correspond to the mixed samples, and learning is referred to as weakly supervised. While full and weak supervision are very similar as computational techniques, the distinction is exceptionally important in particle physics, where the underlying physical processes are unobservable in real collider data. Early studies of weakly supervised learning in particle physics show very promising results: performance comparable to fully supervised methods was found both with low-dimensional inputs [35, 36] (a few physical observables) and with very high-dimensional inputs [37] (jet images).

With supervised learning, there is a notion of absolute accuracy: since every training example is labeled with the desired output, the network predicts this output either correctly or incorrectly. This is in contrast to unsupervised learning, where the machine learns underlying structure that is unlabeled in the training data. Without output-labeled training examples, there is no notion of absolute accuracy. Several recent studies have employed
unsupervised learning techniques in particle physics. In [38], borrowing concepts from topic modelling in text documents, the authors extract observable distributions of underlying quark and gluon jets from two mixed samples. In [39–41], generative adversarial networks (GANs) are used to efficiently generate realistic jet images and calorimeter showers.

In this work, we explore another approach to unsupervised machine learning in particle physics, in which a deep neural network learns to compute the relative differential cross section of each data point under consideration, or equivalently, the probability distribution generating the data. The power of having access to the probability distribution underlying the data should not be underestimated. For example, likelihood ratios would provide optimal discriminants [42], and sampling from the probability distribution would provide completely data-driven simulations.

In this paper, we introduce a framework named JUNIPR: “Jets from UNsupervised Interpretable PRObabilistic models”. We also present a basic implementation of this framework using a deep neural network. This network directly computes the general probability distribution underlying particle collider data using unsupervised learning.

The task of learning the probability distribution underlying collider data comes with challenges due to the complexity of the data. Some past studies have aimed to process collider information efficiently by using neural network architectures inspired by physics techniques already in use [29–33, 43]. In this paper, we take this idea one step further. We scaffold the neural network architecture around a leading-order description of the physics underlying the data, from first input all the way to final output. Specifically, we base the JUNIPR framework on algorithmic jet clustering trees. The tree structure is used, both in processing input information, and in decomposing the network’s output. In particular, JUNIPR’s output is organized into meaningful probabilities attached to individual nodes in a jet’s clustering tree. In addition to reducing the complexity and increasing the efficiency of the corresponding neural network, this approach also forces the machine to speak a language familiar to physicists, thus enabling its users to interpret the underlying physics it has learned. Indeed, one common downside associated with machine learning techniques in physics is that, though they provide powerful methods to accomplish the tasks learned in training, they do little to clarify the underlying physics that underpins their success. Our approach minimizes this downside.

Let us elaborate on the tree-based architecture used for JUNIPR’s implementation. In particle physics, events at colliders are dominated by the production of collimated collections of particles known as jets. The origin of jets and many of their properties can be understood through the fundamental theory of strong interactions, quantum chromodynamics (QCD). One insight from QCD is that jets have an inherently fractal structure, inherited from the approximate scale invariance of the fundamental theory. The fractal structure is made precise through the notion of factorization, which states that the dynamics in QCD stratify according to soft, collinear, and hard physics [44–48], with each sector being separately scale invariant. To capture this structure efficiently in JUNIPR, we use a kind of factorized architecture, with a dense network to describe local branchings (well-suited for collinear factorization), and a
global RNN superstructure general enough to encode soft coherence and any factorization-violating effects.

One might naively expect this setup to require knowledge of the sequence of splittings that created the jet. Although there is a sequence of splittings in parton-shower simulations, the splittings are only a semi-classical approximation used to model the intensely complex and essentially incalculable distribution of final state particles. Real data is not labelled with any such sequence. In fact, there are many possible sequences which could produce the same event, and the cross section for the event is given by the square of the quantum mechanical sum of all such amplitudes, including effects of virtual particles. A proxy for this fictitious splitting history is a clustering history that can be constructed in a deterministic way using a jet-clustering algorithm, such as the $k_t$ algorithm [49, 50] or the Cambridge/Aachen (C/A) algorithm [51, 52]. There is no correct algorithm: each is just a different way to process the momenta in an event. Indeed, there seems to be useful information in the multiple different ways that the same event can be clustered [53–55]. Any of these algorithms, or any algorithm at all that encodes the momenta of an event into a binary tree, can be used to scaffold a neural network in the JUNIPR approach.

For practical purposes, JUNIPR is implemented with respect to a fixed jet clustering algorithm. Without a fixed algorithm, the probability of the final-state particles constructed through $1 \rightarrow 2$ branchings would require marginalization over all possible clustering histories — an extremely onerous computational task. In principle, fixing the algorithm used to implement JUNIPR should be inconsequential for its output, namely the probability distribution over final-state momenta, as these momenta are independent of clustering algorithm. To reiterate, the JUNIPR approach does not require the chosen clustering algorithm to agree with the underlying data-generation process; this is demonstrated in Secs. 5.2 and 5.3 below.

On the other hand, the sequence of probabilities assigned to each branching in a clustering tree certainly depends on the algorithm used to define the tree. For example, the same final probability $P = 10^{-22}$ could be reached with one clustering algorithm through the sequence $P = 10^{-5} \cdot 10^{-6} \cdot 10^{-8} \cdot 10^{-3}$, or with another algorithm through $P = 10^{-15} \cdot 10^{-2} \cdot 10^{-1} \cdot 10^{-4}$.

The key idea is that, if an algorithm is chosen which does correspond to a semi-classical parton shower, the resulting sequence of probabilities may be understandable. This provides avenues for users to interpret what physics the machine learns, and we expect that dissecting JUNIPR will be useful in such cases. We will demonstrate this throughout the paper.

It is worth emphasizing one fundamental aspect of our approach for clarity. The JUNIPR framework yields a probabilistic model, not a generative model. The probabilistic model allows us to directly compute the probability density of an individual jet, as defined by its set of constituent particle momenta. To be precise, this is the probability density for those particular momenta to arise in an event, conditioned on the event selection criteria used to select the training data. As a complementary example of this, shower deconstruction [56, 57] provides a theory-driven approach to probabilistic modeling in particle physics, in which probabilities are calculated using QCD rather than a neural network. In contrast, a generative model would output an example jet, taking random noise as input to seed the
generation process. Given a distribution of input seeds, the jets output from a generative
model should follow the same distribution as the training data. While this means that the
probability distribution underlying the data is internally encoded in a generative model, this
underlying distribution is hidden from the user. Examples of generative models in particle
physics include Monte Carlo event generators and, more recently, GANs used to generate jet
images and detector simulations [39–41].

The direct access to the probability distribution that is enabled by a probabilistic model
comes with several advantages. If two different probabilistic models are trained on two dif-
ferent samples of jets, they can be used to compute likelihood ratios that distinguish between
the two samples. Likelihood ratios provide theoretically optimal discriminants [42], which is
indeed a major motivation for JUNIPR’s probabilistic approach. One can also sample from a
probabilistic model in order to generate events, though generative models are better-suited
for this application [39–41]. In addition, one can use a probabilistic model to reweight events
generated by an imperfect simulator, so that the reweighted events properly agree with data.

In this paper, as a proof-of-concept, we use simulated $e^+e^−$ data to train a basic imple-
mentation of the JUNIPR framework described above. We have not yet attempted to optimize
all of this implementation’s hyperparameters; however, we do find that a very simple archi-
tecture with no fine tuning is adequate. This is confirmed by its impressive discrimination
power and its effective predictivity for a broad class of observables, but more rigorous testing
is needed to determine whether this approach can provide state-of-the-art results on the most
pressing physics problems.

The general probabilistic model, its motivation, and a specific neural network imple-
mentation of it are discussed in Sec. 2. A comprehensive discussion of training the model,
including the data used and potential subtleties in extending the model are covered in Sec. 3.
Results on discrimination, generation, and reweighting are presented in Sec. 4. We provide
robustness tests and some conceptually interesting results related to factorization in Sec. 5,
including the counterintuitive anti-$k_t$ shower generator. There are many ways to generalize
our approach, as well as many applications that we do not fully explore in this work. We
leave a discussion of some of these possible extensions to Sec. 6, where we conclude.

2 Unsupervised Learning in Jet Physics

To establish the framework clearly and generally, Sec. 2.1 begins by describing JUNIPR as a
general probabilistic model, independent of the specific parametric form taken by the various
functions it involves. From this perspective, such a probabilistic model could be implemented
in many different ways. Sec. 2.2 then describes the particular neural network implementation
of JUNIPR used in this paper, which has a simple but QCD-customized architecture and
minimal hyperparameter tuning.
Figure 1: JUNIPR predicts the probability density $P_{\text{jet}}(\{p_1, \ldots, p_n\})$ of finding a given set of momenta $\{p_1, \ldots, p_n\}$ in a jet, conditioned on the jet selection criteria used to select the training data. No assumptions are made about the underlying quantum-mechanical processes that generated the jet.

2.1 General Probabilistic Model

Consider a set of final-state 4-momenta $p_1, \ldots, p_n$ that we hereafter refer to as “the jet”. JUNIPR computes the probability density $P_{\text{jet}}(\{p_1, \ldots, p_n\})$ of this set of momenta arising in an event, assuming the event selection criteria used to select the training data. This probability distribution is normalized so that, abstractly,

$$\sum_{n=1}^{\infty} \int d^4 p_1 \cdots d^4 p_n P_{\text{jet}}(\{p_1, \ldots, p_n\}) = 1,$$

where the integral extends over the physical region of phase space. (In practice, in implementing JUNIPR we discretized the phase space into cells and assigned a measure of unity to each discrete cell. This results in $P_{\text{jet}}$ being a discrete cell-size-dependent probability distribution, but this choice is conceptually unimportant here.) A high-level schematic of JUNIPR is shown in Fig. 1, which emphasizes that the model does not attempt to learn the quantum-mechanical evolution that created the jet, but only meaningfully predicts the likelihood of its final-state momenta.

An unstructured model of the above form would ignore the fact that we know jet evolution is well-described by a semi-classical sequence of $1 \rightarrow 2$ splittings, due to factorization theorems [44–48]. A model that ignores factorization would be much more opaque to interpretation, and have many more parameters than needed due to its unnecessary neutrality. Thus, we propose a model that describes a given configuration of final-state momenta using sequential $1 \rightarrow 2$ splittings. Such a sequence is defined by a jet clustering algorithm, which assigns a clustering tree to any set of final-state momenta, so that a sequential decomposition of the probability distribution can be performed without loss of generality. We imagine fixing a specific algorithm to define the trees, so that there is no need to marginalize over all possible trees in computing a probability, a computation that would be intractable. While a deterministic clustering algorithm cannot directly describe the underlying quantum-mechanical parton evolution, that is not the goal for this model. With the algorithm set, the model as shown in Fig. 1 becomes that shown in Fig. 2.
We will now formalize this discussion into explicit equations. For the rest of this section we assume that the clustering tree is determined by a fixed jet algorithm (e.g. any of the generalized $k_t$ algorithms [58, 59]). The particular algorithm chosen is theoretically inconsequential to the model, as the same probability distribution over final states will be learned for any choice. Practically speaking, however, certain algorithms may have advantages over others. We will discuss the choice of clustering algorithm further in Secs. 5.2 and 5.3.

The application of a clustering algorithm on the jet constituents $p_1, \ldots, p_n$ defines a sequence of “intermediate states” $k_1^{(t)}, \ldots, k_t^{(t)}$. Here the superscript $t = 1, \ldots, n$ labels the intermediate state after the $(t-1)^{th}$ branching in the tree (where counting starts at 1) and the subscript $i = 1, \ldots, n$ enumerates momenta in that state. To be explicit,

- the “initial state” consists of a single momentum: $k_1^{(1)} = p_1 + \cdots + p_n$;

- at subsequent steps $\{k_1^{(t)}, \ldots, k_t^{(t)}\}$ is gotten from $\{k_1^{(t-1)}, \ldots, k_{t-1}^{(t-1)}\}$ by a single momentum-conserving $1 \to 2$ branching;

- after the final branching, the state is the physical jet: $\{k_1^{(n)}, \ldots, k_n^{(n)}\} = \{p_1, \ldots, p_n\}$.

In this notation, the probability of the jet (as shown in Fig. 2) can be written as

$$
P_{\text{jet}}(\{p_1, \ldots, p_n\}) = \prod_{t=1}^{n-1} P_t(k_1^{(t+1)}, \ldots, k_{t+1}^{(t+1)}|k_1^{(t)}, \ldots, k_t^{(t)}) \times P_n(\text{end}|k_1^{(n)}, \ldots, k_n^{(n)}).
$$

Eq. (2.2) allows for a natural, sequential description of the jet. However, it obscures the factorization of QCD which predicts an approximately self-similar splitting evolution. Thus we decompose the model further, so that each $P_t$ in Eq. (2.2) is described by a $1 \to 2$ branching function that only indirectly receives information about the rest of the jet. The latter is achieved via an unobserved representation vector $h^{(t)}$ of the global state of the jet at step $t$. To be explicit, let $k_m^{(t)} \to k_{d_1}^{(t+1)} k_{d_2}^{(t+1)}$ denote the branching of a mother into daughters that achieves the transition from $k_1^{(t)}, \ldots, k_t^{(t)}$ to $k_1^{(t+1)}, \ldots, k_{t+1}^{(t+1)}$ in the clustering tree.
we can write

\[
P_t(k_1^{(t+1)}, \ldots | k_1^{(t)}, \ldots) = P_{\text{end}}(0|h^{(t)}) P_{\text{mother}}(m^{(t)}|h^{(t)}) P_{\text{branch}}(k_{d_1}^{(t+1)}, k_{d_2}^{(t+1)} | k_m^{(t)}, h^{(t)})
\]

\[
P_n(\text{end}|k_1^{(n)}, \ldots) = P_{\text{end}}(1|h^{(n)})
\]

where \(m^{(t)}\) is the mother’s discrete index in the \(t\)th intermediate state. We thus have a sequential model that at each \(t\) step predicts

- \(P_{\text{end}}(0|h^{(t)})\): probability over binary values for whether or not the tree ends;
- \(P_{\text{mother}}(m^{(t)}|h^{(t)})\): probability over \(m \in \{1, \ldots, t\}\) indexing candidate mother momenta;
- \(P_{\text{branch}}(k_{d_1}^{(t+1)}, k_{d_2}^{(t+1)} | k_m^{(t)}, h^{(t)})\): probability over possible \(k_m \rightarrow k_{d_1}, k_{d_2}\) branchings.

Note that we have left the conditioning on \(\text{end} = 0\) implicit in \(P_{\text{mother}}\) and \(P_{\text{branch}}\), since we will never need to use these functions when \(\text{end} = 1\). In the product of Eq. (2.3), each subsequent factor is thus conditioned on the outcomes of previous factors, so that breaking up \(P_{\text{jet}}\) in this way is without loss of generality. In particular, no assumption has been made about the underlying physical processes that generate the data.

With these choices, we force the hidden representation \(h^{(t)}\) to encode all global information about the tree, since it must predict whether the tree ends, which momentum branches next, and the branching pattern. In fact, providing \(P_{\text{branch}}\) with the momenta that directly participate in the \(1 \rightarrow 2\) branching means that \(h^{(t)}\) only needs to encode global information. We show that the global structure stored in \(h^{(t)}\) is crucial for the model to predict the correct branching patterns in Sec. 5.1.

### 2.2 Neural Network Implementation

For a neural network based implementation of the model defined by Eqs. (2.2) and (2.3), we use an RNN with hidden state \(h^{(t)}\) augmented by dense neural networks for each of the three probability distributions in Eq. (2.3). The recurrent structure of this implementation is shown in Fig. 3, which emphasizes how the RNN’s hidden representation \(h^{(t)}\) keeps track of the global state of the jet, by sequentially reading in the momenta that branched most recently.

The fact that \(h^{(t)}\) learns and remembers the full jet, despite only being shown the two new momenta at step \(t\), is ensured by the tasks for which \(h^{(t)}\) is responsible. These are shown in the detailed network diagram of Fig. 4. There one can see that \(h^{(t)}\) is the only input into the components of the model that predict when the tree ends and which momentum is next to branch. The domains of the three probability functions in Eq. (2.3) are shown in Fig. 4 as well: \(P_{\text{end}}\) is defined over the binary set \(\mathbb{Z}_2\) corresponding to “end” or “not”; \(P_{\text{mother}}\) is multinomial over the set \(\mathbb{Z}_t\) of candidate mothers; and \(P_{\text{branch}}\) is defined on the space of possible \(1 \rightarrow 2\) branchings, which is (a subset of) \(\mathbb{R}^4\) by momentum conservation. At each step, the model outputs the full probability distributions, which in mathematical notation are \(P_{\text{end}}(\mathbb{Z}_2|h^{(t)})\), \(P_{\text{mother}}(\mathbb{Z}_t|h^{(t)})\), and \(P_{\text{branch}}(\mathbb{R}^4|k_m^{(t)}, h^{(t)}).\)
Figure 3: Information about the clustering tree is embedded in the hidden state $h(t)$ of the RNN. For brevity, this recurrent structure is simplified on the right using a shaded box to indicate stepping from $t-1$ to $t$. At each step, the next two daughter momenta emerging in the tree and the previous hidden state $h(t-1)$ are inputs to the updated hidden state $h(t)$.

Fig. 3 and Fig. 4 show how JUNIPR provides a probability distribution at each step $t$ given the momenta emerging from the preceding branching. For clarity, Fig. 5 separately shows how JUNIPR is used to evaluate the full probability density $P_{\text{jet}}(\{p_1, \ldots, p_n\})$ over final-state momenta in a jet. At each step $t$, the point in $\mathbb{Z}_2$ representing whether the tree ends, the point in $\mathbb{Z}_t$ representing which mother momentum branches, and the point in $\mathbb{R}^4$ representing its daughters are plugged into the probability distributions to obtain the probabilities that should be assigned to the jet under consideration. The product of these three probabilities, taken over all $t$ steps, leads to $P_{\text{jet}}(\{p_1, \ldots, p_n\})$.

Let us now go into detail about the neural network architecture used. We use basic RNN cells [60] with tanh activation,

$$h(t) = \tanh \left( W \cdot (k_{d_1}^{(t)} k_{d_2}^{(t)}) + V \cdot h(t-1) + b \right), \quad (2.4)$$

and found that a hidden representation vector $h(t)$ of generic size 100 was sufficient for our needs. We found GRU [61] and LSTM [62] cells to be unnecessarily complex and high-capacity for the tasks carried out in this paper. This is in contrast to language modelling, for which basic RNN cells are underpowered. To see why this might heuristically be expected, note that a sentence containing 20 words is much more complex than a jet containing 20 momenta, because the words in the sentence are ordered, whereas the momenta in the jet are not. This introduces an additional factor of $20! \sim 10^{18}$ to the complexity of language modelling. It is thus reasonable to expect that jet physics will not require all the high-powered tools designed for natural language processing.

For $P_{\text{end}}$ we use a fully-connected network with $h(t)$ as input, a single hidden layer of size 100 with ReLU activation, and a sigmoid output layer. We use the same setup for $P_{\text{mother}}$, the only difference being that the output layer is a softmax over the $t$ candidate mother momenta,
ordered by energy. These choices are generic and not highly tuned. We found that \textsc{Junipr} works well for a very general set of architectures and sizes, so we stick with this simple setup.

For the branching function \(P_{\text{branch}}\), we must describe the probability distribution over all possible configurations of daughter momenta \(k_{d1}^{(t+1)}, k_{d2}^{(t+1)}\) consistent with the mother momentum \(k_m^{(t)}\). For this system, we use coordinates \(x = (z, \theta, \phi, \delta)\) centered around the mother, where \(z\) is the energy fraction of the softer daughter, \(\theta, \delta\) is the opening angle of the softer (harder) daughter, and \(\phi\) specifies the plane in which the branching occurs. See Fig. 6 for a visualization of these coordinates.

There are two separate approaches one could take to model the branching function \(P_{\text{branch}}\). Firstly, the variables \(x\) could be treated as discrete, with \(P_{\text{branch}}\) outputting a softmax probability over discrete cells representing different \(x\) values. Secondly, one could treat \(x\) as a continuous variable and use an “energy model” of the form \(P_{\text{branch}} \sim e^{E(x)}/Z\), where \(Z\) is a normalizing partition function. In this work we predominantly adopt the former approach, as
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Figure 4: Neural network implementation of the general probabilistic model proposed in Eqs. (2.2) and (2.3). The network takes as external inputs two daughter momenta and one mother momentum. The global RNN then passes only its representation vector \(h(t)\) to each of the dense networks shown. The networks output three full probability distributions, which predict the end of the tree, the next mother to branch, and its daughter momenta.
Figure 5: Using JUNIPR to evaluate the probability density over final-state momenta in a jet. For a given jet and its particular clustering tree, the values associated with the tree ending, which momenta branch, and the emerging daughters are all known and plugged into the probability distributions directly. The probability density of the jet is then the product over the three distributions, over all splitting steps $t$.

It is much faster, and most distributions are insensitive to the discretization of $x$. However, we do train an energy model to show that models with continuous $x$ are possible, which we discuss in Sec. 3.4.

In the discrete case, we bin the possible values of $x$ into a 4-dimensional grid with 10 bins per dimension, so that the entire grid has $10^4$ cells. For a given value of $x$, we place a 1 in the bin corresponding to that value, and we place 0’s everywhere else. This 1-hot encoding of the possible values of $x$ allows us to use a softmax function at the top layer of the neural network describing $P_{\text{branch}}$ (see Fig. 4). Furthermore, we use a dense network with a single hidden layer of size 100 and ReLU activation for $P_{\text{branch}}$, just as we did for $P_{\text{end}}$ and $P_{\text{mother}}$. The hidden units in this network receive $k^{(t)}$ as input, as well as the mother momentum $k_m^{(t)}$. 
Figure 6: Local coordinates $x = (z, \theta, \phi, \delta)$ that parameterize the momentum-conserving $1 \to 2$ branching at each step in the clustering tree of a jet.

Thus we have a neural network implementation of Eqs. (2.2) and (2.3), with a representation of the evolving global jet state stored in $h^{(t)}$, and with fully-connected networks describing $P_{\text{end}}$, $P_{\text{mother}}$, and $P_{\text{branch}}$. As defined above, the model has a single $10^6$ parameter matrix, mapping the branching function’s 100 dimensional hidden layer to its $10^4$ dimensional output layer, and has $6 \times 10^4$ parameters elsewhere. One might refer to this implementation as JUNIPR$_0$, as one can imagine many alternative implementations within the JUNIPR framework that may prove useful in future applications. We will continue to use the term JUNIPR for brevity, to refer both to the framework and to the basic implementation described here.

3 Training and Validation

We now describe how to train the model outlined in Sec. 2.2. We begin by discussing the training data used, followed by our general approach to training and validation. Finally we discuss an alternative model choice that allows higher resolution on the particle momenta.

3.1 Training Data

To enable proof-of-concept demonstrations of JUNIPR’s various applications, we train the implementation described in Sec. 2.2 using jets simulated in PYTHIA v8.226 [63, 64] and clustered using FASTJET v3.2.2 [59]. We simulated 600k hemisphere jets in PYTHIA using the process $e^+e^- \to q\bar{q}$ at a center-of-mass energy of 1 TeV, with hemispheres defined in FASTJET using the exclusive $k_t$ algorithm [49, 50], and with an energy window of 450–550 GeV imposed on the jets. To create the deterministic trees that JUNIPR requires, we reclustered the jets using the C/A clustering algorithm [51, 52], with $E_{\text{sub}} = 1$ GeV and $R_{\text{sub}} = 0.1$. The nonzero values of $E_{\text{sub}}$ and $R_{\text{sub}}$ make the input to JUNIPR formally infrared-and-collinear safe, but this is by no means necessary. Furthermore, our approach is formally independent of the reclustering algorithm chosen. We demonstrate this by showing results using an absurd reclustering algorithm inspired by a 2D printer in Sec. 5.2, as well as for anti-$k_t$ [58] reclustering in Sec. 5.3.
Thus we have 600k quark jets with $E_{\text{jet}} \sim 500$ GeV and $R_{\text{jet}} \sim \pi/2$. We use 500k of these jets for training, with 10k set aside as a test set to monitor overfitting, and we use the remaining validation set of 100k jets to make the plots in this paper.

In the applications of Sec. 4, we also make use of several other data sets produced according to the above specifications, with small but important changes. We list these modifications here for completeness. In one case, quark jets from $e^+ e^- \rightarrow q \bar{q}$ were required to lie in a very tight mass window of 90.7–91.7 GeV. A sample of boosted $Z$ jets from $e^+ e^- \rightarrow ZZ$ events was also produced with the same mass cut. And finally, another sample of quark jets was produced, as detailed above, but with the value of $\alpha_s(m_Z)$ in the final state shower changed from Pythia’s default value of 0.1365 to 0.11.

Before being fed to Junipr, jets in these data sets must be clustered, so that each jet becomes a tree of 1 → 2 branchings ending in the $n$ final-state momenta of the jet:

$$
\text{jet} = \begin{pmatrix}
p_1 \\
p_2 \\
p_3 \\
p_n
\end{pmatrix} \quad \xrightarrow{\text{clustering algorithm}} \quad \begin{pmatrix}
k_1^{(1)} \\
k_2^{(1)} \\
k_3^{(1)} \\
k_n^{(1)}
\end{pmatrix} \quad \begin{pmatrix}
k_1^{(2)} \\
k_2^{(2)} \\
k_3^{(2)} \\
k_n^{(2)}
\end{pmatrix} \quad \ldots \quad \begin{pmatrix}
k_1^{(n-1)} \\
k_2^{(n-1)} \\
k_3^{(n-1)} \\
k_n^{(n-1)}
\end{pmatrix} \quad \begin{pmatrix}
p_1 \\
p_2 \\
p_3 \\
p_n
\end{pmatrix}
$$

(3.1)

where the momenta in one column are equal to those of the next column except for a single 1 → 2 branching. At each step $t$, only the momenta associated with this 1 → 2 branching are fed into Junipr, as detailed in Sec. 2. With this setup, Junipr requires minimal parameters; it learns to update $h^{(t)}$ as the tree evolves by focusing only on the step-by-step changes to the jet. Note also that jets of arbitrary length can be considered.

Note that in implementing Junipr, we do not directly evaluate the branching function $P_{\text{branch}}(k_1^{(t+1)}, k_2^{(t+1)}; h^{(t)})$ on the momenta $k_1^{(t+1)}, k_2^{(t+1)}$ but instead use the parameterization $x = (z, \theta, \phi, \delta)$ shown in Fig. 6. In fact, we use a nonlinear transformation of this parameterization:

$$
\tilde{z} = \log z - \log \frac{E_{\text{sub}}}{E_{\text{jet}}} \\
\tilde{\theta} = \log \frac{\theta}{R_{\text{jet}}} - \log \frac{R_{\text{sub}}}{2} \\
\tilde{\phi} = \frac{\phi}{2\pi} \\
\tilde{\delta} = \log \frac{\delta}{R_{\text{jet}}} - \log \frac{R_{\text{sub}}}{2}
$$

(3.2)

This invertible transformation simply maps the range of each coordinate onto $[0, 1]$, which reduces the amount of global parametric shift required in optimization. Similarly, we perform a transformation on the components of $k_1^{(t)}, k_2^{(t)}$ before feeding them into the update rule for $h^{(t)}$ in Eq. (2.4); we do the same for $k_m^{(t)}$, the input to the branching function $P_{\text{branch}}$. This is a technical point that is not conceptually important.
3.2 Approach to Training

To train Junipr, we maximize the log likelihood over the full set of training data:

$$\log \text{likelihood} = \sum_{\text{jet } i \text{ in data}} \log P_{\text{jet}}(\{p_1^{(i)}, \ldots, p_n^{(i)}\}).$$  \hspace{1cm} (3.3)

For a particular jet with final-state momenta $p_1, \ldots, p_n$ we use Eqs. (2.2) and (2.3) to compute

$$\log P_{\text{jet}}(\{p_1, \ldots, p_n\}) = \sum_{t=1}^{n-1} \left[ \log P_{\text{end}}(0|h^{(t)}) + \log P_{\text{mother}}(m^{(t)}|h^{(t)}) + \log P_{\text{branch}}(k_1^{(t+1)}, k_2^{(t+1)}|k_m^{(t)}, h^{(t)}) \right] + \log P_{\text{end}}(1|h^{(n)})$$  \hspace{1cm} (3.4)

where $m^{(t)}$ is the index of the mother momentum at step $t$ in the training example and $k_1^{(t+1)}, k_2^{(t+1)}$ are its daughters. Maximizing the log likelihood in this way allows the model to learn each $t$ step in parallel, providing computational efficiency and stability.

For all models presented in this paper, we use basic stochastic gradient descent with the following learning rate and batch size schedule, where training proceeds from left to right:

| Schedule | 5 epochs | 5 epochs | 5 epochs | 5 epochs | 5 epochs | 5 epochs |
|----------|----------|----------|----------|----------|----------|----------|
| learning rate | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ | $10^{-3}$ | $10^{-4}$ | $10^{-5}$ |
| batch size | 10 | 10 | 10 | 100 | 100 | 100 |

We follow such a schedule to slowly increase the resolution and decrease the stochasticity of gradient descent throughout training. Decreasing the learning rate reduces the step size, thereby allowing finer details of the cost surface to be resolved. Increasing the batch size reduces the stochasticity by improving the sample estimates of the true gradients.

We wrote Junipr in Theano [65] and trained it on 16-core CPU servers using the SherlockML technical data science platform. Training Junipr on 500k jets according to the above schedule took an average of 4 days.

3.3 Validation of Model Components

Junipr is constructed as a probabilistic model for jet physics by expanding $P_{\text{jet}}$ as a product over steps $t$ in the jet’s clustering tree, as shown in Eq. (2.2). Each step involves three components: the probability $P_{\text{end}}$ that the tree will end, the probability $P_{\text{mother}}$ that a given momentum will be the next mother to branch, and the probability $P_{\text{branch}}$ over the daughter momenta of the branching, as shown in Eq. (2.3). We now validate each of Junipr’s components using our validation set of 100k previously unseen Pythia jets. In this section, we present histograms of actual outcomes in the Pythia validation set (i.e. frequency distributions) as well as Junipr’s probabilistic output when evaluated on the jets in this data set (i.e. marginalized probability distributions) to check for agreement.
Figure 7: Validation of $P_{\text{end}}$, the probability that the tree should end. Comparison is made between actual outcomes in the validation set of PYTHIA jets and JUNIPR’s probabilistic predictions for these jets. (Left) $P_{\text{end}}$ as a function of intermediate state length. (Right) $P_{\text{end}}$ as a function of the maximum angle between the jet axis and momenta in the intermediate state.

In Fig. 7 we show the probability $P_{\text{end}}$ that the tree should end, as a function of both intermediate state length and maximum particle-to-jet-axis angle. In both cases we see excellent agreement with the validation data, demonstrating a good model fit with low underfitting and no overfitting. Note that Fig. 7 (left) is in one-to-one correspondence with the jet constituent multiplicity, and that the shape of Fig. 7 (right) is a direct consequence of C/A clustering with $R_{\text{sub}} = 0.1$. Indeed, if an opening angle near $R_{\text{sub}}$ already exists in an angular-ordered tree, then there are likely no remaining branchings in the clustering tree.

In Fig. 8 we show the probability $P_{\text{mother}}$ that a given candidate will be the next mother to branch in the clustering tree, as a function of both the candidate’s index (which is sorted to be decreasing in energy) and the candidate’s angle from the jet axis. The first of these results is shown in particular for the $t = 10^{th}$ step in the clustering trees. We observe again that the model fits the validation data well. Note from Fig. 8 (left) that the highest energy branches of the clustering tree are most likely to undergo subsequent branchings, in line with the expectation at leading logarithmic accuracy. Fig. 8 (right) shows consistent predictions, since the highest energy branches also lie at the narrowest angles to the jet axis.

In Fig. 9 we show the branching function $P_{\text{branch}}$, the component of the model that predicts how a mother momentum should split into a pair of daughter momenta. We show the branching function results for $z$ and $\theta$ (i.e. with $P_{\text{branch}}$ marginalized over the variables not shown) at the first step in the jet evolution $t = 1$, as well as at a later step $t = 10$. (See Fig. 6 for definitions of $z$ and $\theta$ and Eq. (3.2) for their ranges in the data.) This shows the dependency of the branching function on the evolving jet representation $h^{(0)}$, which we will discuss in detail in Sec. 5.1. We see that for these direct predictions, JUNIPR fits the validation
Figure 8: Validation of $P_{\text{mother}}$, the probability that a given candidate will branch next in the clustering tree. Comparison is made between actual outcomes in the validation set of Pythia jets and Junipr’s probabilistic predictions for these jets. (Left) $P_{\text{mother}}$ at $t = 10$, as a function of a candidate’s index in the energy ordered intermediate state. (Right) $P_{\text{mother}}$ averaged over all $t$’s, as a function of a candidate’s angle relative to the jet axis.

Data almost perfectly. Note that in Fig. 9 (top) soft wide-angle emissions are the norm at the earliest $t$ steps, as expected with the C/A clustering algorithm. In Fig. 9 (bottom) one can see that later in the clustering trees, harder more-collinear branchings are commonplace. It bears repeating that these trends are highly dependent on the chosen clustering algorithm and have no precise connection to the underlying physical processes generating the data.

3.4 Increasing the Branching Function Resolution

In this section, we discuss increasing the resolution of the branching function

$$P(x) \equiv P_{\text{branch}}(k_1^{(t+1)}, k_2^{(t+1)}|k_m^{(t)}, h^{(t)})$$

including the case where $P(x)$ is an energy model over continuous $x = (z, \theta, \phi, \delta)$. (The $x$ coordinates were defined in Fig. 6.) This technical section can easily be skipped without loss of the logical flow of the paper.

We begin by briefly discussing increasing the resolution of the branching function over discrete $x$, the case described in Sec. 2.2. The first thing to note is that with a softmax over 4-dimensional $x$, the size of the matrix multiplication required in a dense network is quartic in the number of bins used for each dimension. We generically use 10 bins for each of $z, \theta, \phi, \delta$ resulting in an output size of $10^4$. (In fact we use 10 linearly spaced bins in the transformed coordinates of Eq. (3.2), and this can be seen on the logarithmic axes of Fig. 9, but this detail is not conceptually important.) Given this quartic scaling, simply increasing the number of discrete $x$ cells quickly becomes prohibitively computationally expensive. Potential solutions to this problem include: (i) using a hierarchical softmax [66, 67], and (ii) simply interpolating between the discrete bins of the model.
In a hierarchical softmax, a low-resolution probability is predicted first, say with $5^4$ cells, then another $5^4$-celled distribution is predicted inside the chosen low-resolution cell. In principle, this gives $25^4$ resolution at only twice the computational time required for $5^4$ resolution. We briefly implemented the hierarchical softmax, and preliminary tests found it to work efficiently, but perhaps with a decrease in training stability. We chose not to pursue the hierarchical softmax further in this work, primarily because we have not seen the need for resolution much higher than $10^4$ discrete $x$ cells.

Due to its ease of use, we do employ linear interpolation between the discrete bins in our baseline model with resolution $10^4$. This comes at no extra training cost, and removes most of the effects of discretization on the observable distributions generated by sampling from
We now turn to the continuous version of JUNIPR in which the branching function $P(x)$ is given by an undirected energy model:

$$P(x) = \frac{e^{E(x)}}{Z}, \quad \text{where} \quad Z = \int dx \, e^{E(x)}. \quad (3.6)$$

To model $E(x)$, we again use a fully-connected network with hidden layer of size 100, as used everywhere else, except here the output layer is left to be linear. We perform the integral over $Z$ using importance sampling:

$$Z = \int dx \, q(x) \frac{e^{E(x)}}{q(x)} = \left\langle \frac{e^{E(x)}}{q(x)} \right\rangle_q \approx \frac{1}{|S|} \sum_{x_s \in S} \frac{e^{E(x_s)}}{q(x_s)} = \hat{Z}(S) \quad (3.7)$$

where $S$ is the set of $x_s$’s sampled from the importance distribution $q$.

Unlike the discrete-$x$ version of JUNIPR, where training is relatively straightforward, the continuous-$x$ version requires a non-standard technique in training the branching function $P(x)$. This is because, although Eq. (3.7) provides an unbiased approximation to $Z$,

$$\left\langle \hat{Z} \right\rangle_{S \sim q} = Z, \quad (3.8)$$

this leads to a biased estimate of the log likelihood, since

$$\left\langle \log \hat{Z} \right\rangle_{S \sim q} < \log \left\langle \hat{Z} \right\rangle_{S \sim q} = \log Z \quad (3.9)$$

by Jensen’s inequality. Thus, every gradient step taken is systematically different from the true gradient, and this bias derails training, especially near convergence when the true gradient becomes small.

To overcome this problem, we start by computing the sample variance on our estimate $\hat{Z}(S)$, which is

$$\sigma(\hat{Z})^2 = \frac{1}{|S| - 1} \sum_{x_s \in S} \left( \frac{e^{E(x_s)}}{q(x_s)} - \hat{Z}(S) \right)^2. \quad (3.10)$$

Then the percent-error $\Delta$ in our biased estimate of the gradient is approximately

$$\Delta = \frac{1}{\sqrt{|S|}} \frac{\sigma(\hat{Z})}{\hat{Z}}. \quad (3.11)$$

This error propagates into the log likelihood, causing the bias in Eq. (3.9). To mitigate this, we adopt a policy of monitoring $\Delta$ during training, and whenever $\Delta$ increases above some value $\Delta_{\text{threshold}}$ (a hyperparameter that we set to 2%) we double the sample size $|S|$ used to compute $\hat{Z}(S)$. This slows down training considerably, but it effectively reduces the bias in our gradient estimates. Note that while generic importance sampling typically fails in higher dimensions, our branching function lives in only 4 dimensions, so this approach is robust using...
any reasonable importance distribution $q$. Indeed, we found that a uniform distribution over the transformed coordinates of Eq. (3.2) is a fine choice for $q$.

In Fig. 10 we show results for JUNIPR trained with the continuous branching function as described above. In this case, we can use arbitrarily high-resolution binning, as JUNIPR has learned a fully continuous probability density. Fig. 10 can be roughly compared to Fig. 9, where we were required to use 10 bins for each dimension of $x$.

To close this section, we note that in most cases, we expect the discretized branching function with 10 bins per dimension of $x$ to be sufficient, especially if one performs a linear interpolation on the output cells. This simple case is certainly faster to train and does not require the technique described here to avoid biased gradient estimates.

4 Applications and Results

With JUNIPR trained and validated, we turn to some of the most interesting results it enables. Given a jet, JUNIPR can compute the probability density associated with the momenta inside the jet, conditioned on the criteria used to select the training data. To visualize this, we show a C/A-clustered PYTHIA jet in Fig. 11 with the JUNIPR-computed probability associated with each branching written near that node in the tree. Note that these are small discretized probabilities due to the discretized implementation of JUNIPR’s branching function described in Sec. 2. This is shown primarily to conceptualize the model, which is constructed to be quite interpretable as it is broken down to compute the probability of each step in the clustering history of a jet.

A direct and powerful application of the JUNIPR framework, enabled by having access to separate probabilistic models of different data sources, is in discrimination based on likelihood.
Figure 11: JUNIPR-computed probability assigned to example PYTHIA jet and sequentially decomposed along its C/A clustering tree. Nodes are labeled with log$_{10} P_t$, where $P_t = P_{\text{end}} \cdot P_{\text{mother}} \cdot P_{\text{branch}}$ includes the product of all three components of the probability at step $t$, as shown in Eq. (2.3). Color corresponds to energy and opening angle corresponds to 3-dimensional branching angle. Probabilities are small and discrete due to the discretized branching function used in JUNIPR’s implementation.

We expect that one of the most exciting applications of JUNIPR will be in discriminating the underlying physics that could have created a jet.\(^2\) For example, suppose we had two sets of jets, one set corresponding to decays of a boosted $Z$ boson, the other set simply high-energy quarks. We could then train one copy of JUNIPR on just the boosted $Z$ sample, giving the probability distribution $P_Z$, and another copy of JUNIPR on just the quark jets, giving $P_q$. Finally, for any new jet we could determine whether the jet was initiated by a boosted $Z$ or by a high-energy quark by looking at the likelihood ratio:

$$\frac{P_Z(\text{jet})}{P_q(\text{jet})} > \text{threshold} \implies \text{jet is boosted } Z$$

\(^2\)We thank Kyle Cranmer for an early discussion on this topic.
where the threshold is set according to the location on the ROC (receiver operating characteristic) curve desired for the discrimination task at hand. In contrast to approaches that try to compute likelihood ratios like this using QCD [56, 57], the \textsc{junipr} approach can learn the separate probability distributions directly from samples of training data.

Discrimination based on the likelihood ratio theoretically provides the most statistically powerful discriminant between two hypotheses [42]. Moreover, our setup takes into account all the momenta that define a specific type of jet. Note also that for the task of pairwise discrimination between $N$ jet types, this unsupervised approach requires training $N$ probabilistic models, whereas a supervised learning approach would require training $N(N-1)/2$ classifiers. Thus, we expect likelihood-ratio discrimination using \textsc{junipr} to provide a powerful tool.

We note further that we do not even require pure samples of the two underlying processes between which we would like to discriminate [35]. Thus, it would be feasible to discriminate based solely on real collider data. In our $Z$/quark example above, we would simply train one copy of \textsc{junipr} on a sample of \textit{predominantly} boosted-$Z$ jets, and train another copy on \textit{predominantly} quark jets, and the likelihood ratio of those two models would still be theoretically optimal for $Z$/quark discrimination.

In order to get a first look at the potential of likelihood-ratio discrimination using \textsc{junipr}, we continue with the $Z$/quark example discussed above. We use \textsc{pythia} to simulate $e^+e^- \rightarrow q\bar{q}$ and $e^+e^- \rightarrow ZZ$ events at a center-of-mass energy of 1 TeV. We impose a very tight mass window, 90.7 – 91.7 GeV, on the jets in each data set, so that no discrimination power can be gleaned from the jet mass. More details on the generation of the data sets were given in Sec. 3.1. We admit that a more compelling example of discrimination power would be for quark and gluon jets at hadron colliders, but we leave a proper treatment of that important case to future work. The toy scenario studied here serves both to prove that the probabilities output by \textsc{junipr} are meaningful, and that likelihood ratio discrimination using unsupervised probabilistic models is a promising application of the \textsc{junipr} framework.

In Fig. 12 we show the $Z$/quark separation power achieved by \textsc{junipr}, both in terms of full likelihood ratio distributions for validation sets of $Z$ and quark jets, as well as the resulting ROC curve. For comparison, in Fig. 12 we also show the ROC curve achieved using a 2D likelihood ratio discriminant based on 2-subjettiness [68] and multiplicity. \textsc{junipr}'s likelihood-ratio discrimination is clearly superior to that based on combining the most natural observables: 2-subjettiness, multiplicity, (and keep in mind the tight mass cut). Of course, these observables do not provide state-of-the-art discrimination power even in this toy scenario, but we include the comparison in this proof-of-concept to provide a sense of scale on the plot.

By design, \textsc{junipr} naturally processes the information in jets via a recurrent mechanism that tracks the evolution of their clustering trees, and this allows users to peer inside at this structure and access the probabilities at each branching. In particular, we can consider the likelihood ratio at each step in the clustering trees to understand which branchings give rise to the greatest discrimination power. We show this in Fig. 13, where it is clear that \textsc{junipr} can extract useful discriminatory information at most branchings.
Figure 12: (Left) Likelihood ratio $P_Z(\text{jet})/P_q(\text{jet})$ evaluated on PYTHIA jets in the validation set. (Right) ROC curve for discrimination based on JUNIPR’s likelihood ratio, in comparison to the empirical 2D distribution using 2-subjettiness and constituent multiplicity. All jets used in this study have masses between 90.7 and 91.7 GeV.

Indeed, visualizing jets as in Fig. 13 can provide a number of insights. Unsurprisingly, we see for the quark jet (on the top) that the likelihood ratio of the first branching is rather extreme, at $10^{-3.7}$, since it is unlike the energy-balanced first branching associated with boosted-Z jets. However, we also see that almost all subsequent branchings are also unlike those expected in boosted-Z jets, and they combine to provide comparable discrimination power to the first branching alone. Many effects probably contribute to this separation power at later branchings, including that quark jets often gain their mass throughout their evolution instead of solely at the first branching, and that the quark jet is color-connected to other objects in the global event. Such effects have proven to be useful for discrimination in other contexts [69].

Similarly, considering the boosted-Z jet on the bottom of Fig. 13 shows that significant discrimination power comes not only from the first branching, but also from subsequent splittings, as the boosted-Z jet evolves as a color-singlet $qq$ pair. Note the presence of the predictive secondary emissions sent from one quark-subjet toward the other. This is reminiscent of the pull observable, which has proven useful for discrimination in other contexts [70]. More generally, the importance of the energy distribution, opening angles, multiplicity, and branching pattern in high-performance discrimination can be understood from such pictures.

We are very excited by the prospect of visualizing JUNIPR’s discrimination power on jets, based on the likelihood ratio it assigns at each branching in their clustering trees, as in Fig. 13. Such visualizations could provide intuition that leads to the development of new, human-interpretable, perhaps calculable observables for discrimination in important contexts.

We would like to make one side note about discrimination, before moving on to the next application of JUNIPR. The statement that likelihood-ratio discrimination is optimal of course
Figure 13: JUNIPR trees for visualization of discrimination power at individual nodes in the clustering history. Each node is labeled with the component of $\log_{10} P_Z(jet)/P_q(jet)$ associated with that $t$ step. Colors represent energies, and opening angles represent physical 3-dimensional branching angles. The top figure is a quark jet generated using PYTHIA, with mass between between 90.7 and 91.7 GeV; the bottom figure is a boosted-$Z$ jet. The role that the energy distribution, opening angles, multiplicity, and branching pattern play in high-performance discrimination can be understood from such pictures.

only applies in the limit of perfect models. Since this limit is never fully realized, one may worry that discrimination with JUNIPR may in fact be suboptimal. Since the two probabilistic models we use for discrimination are each trained individually to replicate a certain type of jet, they are not conditioned to focus on the differences between the two jet types, which may be very subtle in the case of a difficult discrimination task. In the realistic case of slightly imperfect models, it may be advantageous for discrimination purposes to instead train the two models to focus on the differences. To be specific, one could train the two models on the two data sets simultaneously, with the goal being to maximize the likelihood ratio on one data set and minimize it on the other. Following this method in the particular example of $Z$/quark discrimination used above, one would train the $P_Z$ and $P_q$ models on data sets $D_Z$ and $D_q$ to maximize the following quantity:

$$\sum_{jet \in D_Z} \log \frac{P_Z(jet)}{P_q(jet)} - \sum_{jet \in D_q} \log \frac{P_Z(jet)}{P_q(jet)}.$$  (4.2)

Compare this to the approach we have taken above, namely training $P_Z$ and $P_q$ to separately maximize the log likelihood of Eq. (3.3) on their corresponding sets of training data. This
alternative training method would correspond to optimizing JUNIPR for the application of discrimination, leaving intact our ability to visualize discrimination power in clustering trees, but sacrificing the probabilistic interpretation of the model’s output. We have not tested training with Eq. (4.2), and thus cannot attest to its practicality, but we suspect an approach along these lines may be useful in certain contexts.

4.2 Generation from JUNIPR

We now turn to a more familiar approach to jet physics, but a somewhat less appropriate usage of JUNIPR models: sampling new jets from the learned probability distribution to generate traditional observable distributions. We include this application here, not only to demonstrate this capability, but also to further validate the distribution learned by JUNIPR during unsupervised training.

Sampling from JUNIPR is relatively efficient; one simply samples from the low-dimensional distributions at each step $t$ and feeds those samples forward as input to subsequent steps. In this way, one generates a full jet in many steps, as detailed in Fig. 14.

We used the baseline implementation of JUNIPR trained on quark jets, as described in Sec. 3, to generate 100k jets in this way. The resulting jet mass and constituent multiplicity

\textbf{Figure 14:} Sampling from JUNIPR to generate jets. Draws from low-dimensional distributions at each step $t$ are fed forward to subsequent steps to ultimately generate a full jet.
Figure 15: Jet mass (left) and constituent multiplicity (right) distributions computed on jets sampled from JUNIPR and compared against PYTHIA jets in the validation set.

Figure 16: 2-dimensional probability distributions with respect to jet mass and constituent multiplicity. (Left) Distribution computed using validation set of PYTHIA jets. (Right) Distribution computed using jets sampled from JUNIPR.

distributions are plotted in Fig. 15 where both distributions sampled from JUNIPR match those created from our validation set of 100k PYTHIA jets withheld from training. Reasonable agreement can also be seen in the 2D distributions of Fig. 16.

However, there are two reasons why we do not consider JUNIPR to be built for generation. (These drawbacks could be avoided with a generative model; see [39–41].) The first is simply that sampling from probability distributions is generally difficult. As we just showed, it turns out that JUNIPR is relatively easy to sample from, due to its sequential structure and the fact that distributions are low-dimensional at each $t$ step. Despite this, sampling jets from JUNIPR is still much slower than generation with, for example, PYTHIA.

The second reason is more fundamental. With a sequential model structured as JUNIPR is,
probability distributions at late $t$ steps in generation are highly sensitive to the draws made at earlier $t$ steps. Very small defects in the probability distributions at early steps cause feedback in the model that amplifies those errors. Furthermore, as a partially generated jet becomes more misrepresentative of the training data, the resulting probability distributions used at later steps are less trained, which can result in a run-away effect. All of this is to say that, for the purpose of generating jets, JUNIPR’s accuracy at early $t$ steps is disproportionately important. This is in tension with the training method undertaken in Sec. 3.2, namely the maximization of the log-likelihood, which prioritizes all branchings equally. Thus, we should expect that some observable distributions generated by sampling jets from JUNIPR might agree worse with the validation set of PYTHIA data than otherwise expected. We mention in passing that this second drawback could be mitigated by reweighting jets after generation, as detailed in Sec. 4.3 below.

In fact, we have found empirically that the N-subjettiness ratio observables computed by sampling from JUNIPR do not match the held-out PYTHIA data perfectly. This can be seen in Fig. 17 with the 2-subjettiness distribution, where the difference between the two distributions is more significant.

We consider this disagreement to be both expected and non-diminishing of JUNIPR’s potential. Indeed, in the next section we will show how to overcome this issue, by generating samples consistent with JUNIPR’s learned probabilistic model, without ever sampling from it. In particular, the disagreement in Fig. 17 will be rectified in Fig. 18.

### 4.3 Reweighting Monte Carlo Events

Another application of the JUNIPR framework is to reweight events. For example, suppose we trained JUNIPR on data from the Large Hadron Collider (LHC) to yield a probabilistic model $P_{\text{LHC}}$. Then one could generate a sample of new events using a relatively accurate Monte Carlo generator and then reweight them using the JUNIPR model. This process allows for the generation of events that are more realistic and accurate for further analysis.

Figure 17: 2-subjettiness ratio observable computed on jets sampled from JUNIPR. Disagreement with the distribution on PYTHIA jets, due to the feedback involved in sampling from JUNIPR, is visible. This disagreement is amended in Fig. 18.
Carlo simulator, train another instance of JUNIPR on that sample to yield \( P_{\text{sim}} \), and finally reweight the simulated events by \( P_{\text{LHC}}/P_{\text{sim}} \) evaluated on an event-by-event basis. This process yields a sample of events that is theoretically equivalent to the LHC data used in training \( P_{\text{LHC}} \). The advantage of such an approach is that JUNIPR can correct the simulated events on different levels, for example using the data reclustered in \( R_{\text{sub}} = 0.1 \) subjets as we have done in this paper. However, the full simulated event has the complete hadron distributions and can thereby be interfaced with a detector simulation. This is in many ways a simpler approach than trying to improve the simulation directly through the dark art of Monte-Carlo tuning.

This reweighting is identical to importance sampling from a proposal distribution given by the simulated data distribution \( P_{\text{sim}} \). For example, suppose one wanted to measure the distribution of an observable \( O(\text{jet}) \) at the LHC, which is given by

\[
P(O) = \int d[\text{jet}] \ P_{\text{LHC}}(\text{jet}) \delta(O - O(\text{jet}))
\]

\[
\approx \frac{1}{N} \sum_{\text{jet} \sim P_{\text{LHC}}} \delta(O - O(\text{jet}))
\]  

(4.3)

where the last approximation is associated with collecting a finite amount \( N \) of LHC data in order to measure the distribution. (The reader can substitute discretized delta functions appropriate for histogramming if averse to the singular notation used in these equations.) Instead of using real data, if say a public version of \( P_{\text{LHC}} \) were available, then anyone could calculate this observable distribution using only simulated data sampled from \( P_{\text{sim}} \) as follows:

\[
P(O) = \int d[\text{jet}] \ P_{\text{sim}}(\text{jet}) \delta(O - O(\text{jet})) \frac{P_{\text{LHC}}(\text{jet})}{P_{\text{sim}}(\text{jet})} 
\]

\[
\approx \frac{1}{N} \sum_{\text{jet} \sim P_{\text{sim}}} \delta(O - O(\text{jet})) \frac{P_{\text{LHC}}(\text{jet})}{P_{\text{sim}}(\text{jet})} .
\]  

(4.4)

In this way, one could efficiently obtain samples of arbitrary size from \( P_{\text{LHC}} \) by reweighting samples generated by an efficient simulator. The only limitation to this process is that the simulated data must be similar to the actual target data, so that they have overlapping regions of support (formal requirement) and the weights are not too far from unity (efficiency requirement).

As with the likelihood-ratio discrimination in Sec. 4.1, here we will show results in a toy scenario as a proof-of-principle. Ideally a model trained on LHC data, with all related complications, would be used to reweight Monte Carlo jets to make the simulated data indiscernible from LHC data; we leave a proper study of this to future work.

Instead, here we use two samples of jets generated using two different versions of PYTHIA. We reweight jets from one of the samples and demonstrate their agreement with the other sample. In particular, we use our baseline JUNIPR model trained on PYTHIA-generated quark jets as our “true distribution”. For the moment, we will refer to this model as \( P_{\alpha_s=0.1365} \),
since its training data was generated using Pythia’s default value of $\alpha_s(m_Z) = 0.1365$ in the final state shower. As our “simulated distribution” we will use $P_{\alpha_s=0.11}$, which was trained on quark jets generated with coupling parameter changed to $\alpha_s(m_Z) = 0.11$ in Pythia’s final-state shower. (See Sec. 3.1 for a more in-depth description of the training data used.) Our goal is to show that reweighting jets from the “simulated distribution” according to the likelihood ratio $P_{\alpha_s=0.1365}/P_{\alpha_s=0.11}$ leads to observables in agreement with the “true distribution”.

In Fig. 18 we demonstrate that this is indeed the case. We check this for both the 2-subjettiness and 3-subjettiness ratio observables, as well as the jet shape observable. On the left side of Fig. 18, one can see that in all cases, the $\alpha_s = 0.11$ distribution is clearly different from the $\alpha_s = 0.1365$ distribution. On the right side of Fig. 18, one finds that the two distributions come into relatively good agreement once the $\alpha_s = 0.11$ jets are reweighted by $P_{\alpha_s=0.1365}/P_{\alpha_s=0.11}$. This also provides further confirmation that Junipr learns subtle correlations between constituent momenta inside jets.

Note that it was the 2-subjettiness ratio observable that Junipr struggled to predict well through direct sampling (see Fig. 17), whereas when reweighting another set of samples, Junipr matches the data well on this observable (see top-right of Fig. 18). This corroborates the discussion in Sec. 4.2 concerning the difficulties in sampling directly from Junipr.

Before closing this section, let us reiterate one point mentioned above. For the procedure of reweighting events to be practical, the weights used should not be radically different from unity, meaning that the two distributions generating the two samples should not be too different. If this condition is not satisfied, then away from the limit of infinite statistics, a few events with very large weights could vastly overpower the rest of the events, leading to a choppy reweighted distribution with large statistical uncertainties. To avoid this problem in the toy scenario explored in this section, we found it necessary to discard roughly 0.1% of the jets in the $\alpha_s = 0.11$ sample which were outliers with $P_{\alpha_s=0.1365}/P_{\alpha_s=0.11} > 100$. These outliers were uncorrelated with the observables shown, and we believe they resulted from imperfections in the trained model. It is clear that much more needs to be understood about the application of reweighting, but this would perhaps be more effectively done in the context of a specific task of interest involving LHC data.

5 Factorization and Junipr

In the previous section, we showed some preliminary but very exciting results for likelihood-ratio discrimination and for the generation of observables by reweighting simulated jets. Both of these applications require access to an unsupervised probabilistic model. Next we discuss some of the more subtle internal workings of Junipr, which are intimately related to the underlying physics of factorization.

In particular, we show that the hidden representation $h^{(t)}$ indeed stores important global information about intermediate states of jets in Sec. 5.1. We then discuss the clustering-algorithm independence of Junipr by considering two distinct clustering algorithms: a “printer” algorithm in Sec. 5.2, where momenta are processed left-to-right and top-to-bottom as if by
Figure 18: (Left) Disagreement in observable distributions for two Pythia tunes of $\alpha_s$. Observables are the 2-subjettiness and 3-subjettiness ratio observables and the jet shape, from top to bottom. (Right) Upon reweighting the $\alpha_s = 0.11$ jets by the ratio $P_{\alpha_s=0.1365}/P_{\alpha_s=0.11}$ of learned underlying probability distributions, observable distributions exhibit good agreement.
an inkjet printer; and the anti-$k_t$ algorithm in Sec. 5.3, which allows us to present another counterintuitive result, the anti-$k_t$ shower generator.

5.1 The Encoding of Global Information

We have constructed JUNIPR so that all global information about the jet is contained in the RNN’s hidden state $h^{(t)}$. Only the branching function $P_{\text{branch}}$ receives the local $1 \to 2$ branching information in addition to $h^{(t)}$. This forces $h^{(t)}$ to contain all the information needed to predict when the shower should end, $P_{\text{end}}$, to predict which momentum should branch next, $P_{\text{mother}}$, and to inform the branching function $P_{\text{branch}}$ of the relevant global structure. As the primary feature vector for all three of these distinct tasks, $h^{(t)}$ must learn an effective representation of the jet at evolution step $t$.

To explicitly show that $h^{(t)}$ stores important global information about the intermediate jet state at step $t$, we train a new model on our baseline quark jet data (see Sec. 3.1) with the difference that we remove $h^{(t)}$ as an input to the branching function $P_{\text{branch}}$. We expect that such a “local” branching model will not evolve correctly as the global jet structure evolves, since all global information is being withheld. This is indeed what we find, as can be seen in Fig. 19. On the left side of that figure, the evolution of the $\theta$ distribution (defined in Fig. 6) from $t = 1$ to $t = 2$ is shown using 100k PYTHIA jets from our held-out set of validation data. There we see the gradual decrease in angle as expected for C/A trees. On the right side of Fig. 19, the evolution of the branching function is shown for the “local” branching model, and the disagreement between this damaged model and PYTHIA is clear. Note that this prediction of incorrect distributions at intermediate branchings in the C/A tree will inevitably lead to an incorrect probability distribution $P_{\text{jet}}(\{p_1, \ldots, p_n\})$ over final-state momenta.

While we do not show the corresponding results from our baseline (global) model in Fig. 19 to avoid clutter, the agreement with PYTHIA is essentially perfect, as one would expect from the similar check performed in Fig. 9. This confirms the success of the jet representation $h^{(t)}$ in supplying the branching function $P_{\text{branch}}$ with important information about the global structure.

5.2 Clustering Algorithm Independence

Another subtle aspect of JUNIPR is its theoretical clustering algorithm independence. In principle, the model as described in Sec. 2.1 is indeed independent of the chosen algorithm, which is fixed simply to avoid a sum over all possible trees consistent with the final-state momenta. That is, for each clustering procedure chosen by the user, a different model is learned, but one that describes the same probability distribution over final-state momenta, at least formally.

However, it is not guaranteed that a given neural-network implementation of JUNIPR will work well for every clustering algorithm. We have chosen an architecture that stores the global jet physics in the RNN’s hidden state $h^{(t)}$ and the local $1 \to 2$ branching physics in the branching function $P_{\text{branch}}$. This architecture is motivated by the factorizing structure of QCD, and thus JUNIPR will most easily learn jet trees that are most similar to QCD —
our primary reason for predominantly using the C/A algorithm. Consequently, though the model described in Sec. 2.1 is formally independent of clustering algorithm, the particular implementation adopted in Sec. 2.2 may weakly depend on the chosen algorithm by virtue of the ease with which it can learn the data.

To put this to the test, we have introduced a jet clustering algorithm that is nothing like QCD, but more like a 2D printer. The “printer” clustering algorithm scans the 2D jet image (i.e. the cross sectional image perpendicular to the jet axis) from right-to-left and bottom-to-top, clustering particles as it encounters them. Run in reverse (i.e. as a shower) particles are emitted from the jet core from left-to-right and top-to-bottom; this is how a jet image would be printed by an inkjet printer with a single printing tip. In Fig. 20 we show a single Pythia jet clustered using the printer algorithm. As can be seen in the jet image on the right side of Fig. 20, momenta are indeed emitted top-to-bottom. On the left side of Fig. 20, we see that any collinear branching structure is completely absent from the clustering tree; instead, particles are steadily emitted up-and-to-the-left.

Though JUNIPR’s neural network architecture is not optimized for the informational structure of the printer algorithm, it is still able to learn the structure, by relying much more heavily on the the jet representation $h(t)$. We demonstrate this by training JUNIPR on our data set of Pythia-generated quark jets (see Sec. 3.1) clustered with the printer algorithm, thus yielding the probabilistic model $P_{\text{printer}}$. Indeed, in Fig. 21 one can see a jet sampled from $P_{\text{printer}}$, which correctly follows the printer structure.

As expected, however, the distributions sampled from $P_{\text{printer}}$ are not quite as good.

---

**Figure 19:** (Left) Evolution of the $\theta$ distribution from $t = 1$ to $t = 2$ in the validation set of Pythia jets. (Right) Corresponding evolution of the branching function as predicted by a “local” branching model without access to the hidden representation $h(t)$. Disagreement between Pythia and this local model is clear. Not shown is the result using our baseline (global) model, which agrees perfectly with Pythia, as expected from Fig. 9.
Figure 20: A single PYTHIA jet clustered using the printer algorithm. Shown are its clustering tree (left) and jet image (right) in which colors correspond to energies and polar coordinates correspond to the $\theta$ and $\phi$ values of the momenta. Each momentum is labelled by its corresponding step $t$ in the clustering tree.

Figure 21: A single jet sampled from JUNIPR, which was trained on PYTHIA-generated quark jets that were clustered using the printer algorithm. The sampled jet emits with the correct printer structure, as can be seen by its emission tree (left) and jet image (right). Each momentum is labelled by the step $t$ at which it was emitted during generation from JUNIPR.

as our C/A results. On the left side of Fig. 22 we show the 2-dimensional distribution over jet mass and constituent multiplicity generated using 100k jets sampled directly from $P_{\text{printer}}$. Comparing to the distribution generated by PYTHIA (see the left side of Fig. 16) this distribution matches well. However, for the 2-subjettiness ratio observable on the right side of Fig. 22 we get a somewhat worse match to the PYTHIA validation data; compare this to the results of the C/A model in Fig. 17. Of course, we discussed in Sec. 4.2 why we do not expect direct sampling from JUNIPR to be perfectly reliable (and we discussed a way around this in Sec. 4.3), but it is still clear that such distributions are comparably worse when using
the printer clustering algorithm, instead of the more natural C/A algorithm.

5.3 Anti-$k_t$ Shower Generator

Reassured by the results of the previous section, we next consider JUNIPR trained on PYTHIA jets reclustered with anti-$k_t$ [58]. Like the printer algorithm, anti-$k_t$ does not approximate the natural collinear structure of QCD. Unlike the printer algorithm, however, anti-$k_t$ is a very commonly used tool. For the latter reason we explore anti-$k_t$ jets here.

Perhaps the most interesting result associated with an anti-$k_t$ version of JUNIPR is that it provides access to an anti-$k_t$ shower generator. Generating an anti-$k_t$ shower is counterintuitive, because the anti-$k_t$ algorithm generally clusters soft emissions one-by-one with the hard jet core. Thus, a generator must remember where previous emissions landed in order to send subsequent emissions nearby. This is required to reproduce the correct collinear structure in the distribution of final-state of momenta. Said in another way, since the collinear factorization of QCD is not built into the anti-$k_t$ clustering algorithm, a local (or factorized) anti-$k_t$ generator could not produce emissions with the correct collinear distribution. Thus, we should expect that, in an anti-$k_t$ version of JUNIPR, higher demands will be placed on the jet representation $h^{(t)}$ to monitor all the radiation in the jet. This is certainly possible, but not the task for which our neural network architecture is optimized.

To see to what extent an anti-$k_t$ implementation of JUNIPR relies on the global information stored in $h^{(t)}$, we trained two models on PYTHIA-generated quark jets clustered with anti-$k_t$ (see Sec. 3.1 for more details on the training data used). One model, $P_{\text{anti}}$, has the baseline architecture outlined in Sec. 2. The other, $P_{\text{anti-local}}$, is a local branching model like the one
Figure 23: (Top) Shower sampled from an anti-$k_t$ version of JUNIPR, but one in which the global representation $h^{(t)}$ is withheld from the branching function. Correlation between emission directions is absent in this case. (Bottom) Shower sampled from an anti-$k_t$ version of JUNIPR, using the standard architecture complete with $h^{(t)}$. Strong coherence in emission directions is clearly evident.

used in Sec. 5.1, in which the global representation $h^{(t)}$ is withheld as input to the branching function.

In Fig. 23 (bottom) we show a jet sampled from $P_{\text{anti}}$. In this case, though the tree itself does not properly guide the collinear structure of emissions, one can see that the emission directions are highly correlated with one another, demonstrating the success of the jet representation $h^{(t)}$ in tracking the global branching pattern. In Fig. 23 (top) we show for comparison a jet sampled from $P_{\text{anti-local}}$, in which the branching function does not receive $h^{(t)}$. In the latter case, all correlation between the emission directions is lost. This shows that the global representation $h^{(t)}$ is crucial for a successful anti-$k_t$ branching model.

In Fig. 24 we show the 2-dimensional distribution over jet mass and constituent multiplicity, as well as the 2-subjettiness distribution, generated with $P_{\text{anti}}$. One can see that the former distribution is consistent with the distribution generated by PYTHIA in Fig. 16. Mild disagreement between $P_{\text{anti}}$’s 2-subjettiness distribution and PYTHIA’s can be seen on the right side of Fig. 24. This is on par with the agreement obtained by sampling from the C/A model in Fig. 17.

In Sec. 5.1 we saw that the RNN’s hidden state $h^{(t)}$ manages the global information in JUNIPR’s neural network architecture. This is an efficient and natural way to characterize QCD-like jets, and therefore also C/A clustering trees. Though JUNIPR is formally independent of jet algorithm (i.e. in the infinite-capacity and perfect-training limit), we might expect JUNIPR’s performance to degrade somewhat when paired with clustering algorithms that require significantly more information to be stored in $h^{(t)}$. This was explored in Secs. 5.2 and 5.3 using two separate non-QCD-like clustering algorithms, namely the “printer” and anti-$k_t$
Figure 24: (Left) 2-dimensional distribution over jet mass and constituent multiplicity, calculated by sampling jets directly from an anti-$k_t$ implementation of JUNIPR. (Right) 2-subjettiness ratio observable distribution sampled from this model and compared to the distribution on PYTHIA jets in the validation set.

algorithms. Despite these clustering algorithms being unnatural choices for JUNIPR, we were able to demonstrate conceptually interesting and novel results, such as the anti-$k_t$ shower generator. This further demonstrates that JUNIPR can continue to function well, even when the clustering algorithm chosen for implementation bears little resemblance to the underlying physical processes that generate the data.

6 Conclusions and Outlook

In this paper, we have introduced JUNIPR as a framework for unsupervised machine learning in particle physics. The framework calls for a neural network architecture designed to efficiently describe the leading-order physics of $1 \rightarrow 2$ splittings, alongside a representation of the global jet physics. This requires the momenta in a jet to be clustered into a binary tree. The choice of clustering algorithm is not essential to JUNIPR’s performance, but choosing an algorithm that has some correspondence with an underlying physical model, such as the angular-ordered parton shower in quantum chromodynamics, gives improved performance and allows for interpretability of the network. At JUNIPR’s core is a recurrent neural network with three interconnected components. It moves along the jet’s clustering tree, evaluating the likelihood of each branching. More generally, JUNIPR is a function that acts on a set of 4-momenta in an event to compute their relative differential cross section, i.e. the probability density for this event to occur, given the event selection criteria used to select the training sample. One of the appealing features of JUNIPR is its interpretability: it provides a deconstruction of the probability density into contributions from each point in the clustering history.
There are many promising applications of JUNIPR, and we have only been able to touch on a few proof-of-concept tests in this introductory work. One exciting use case is discrimination. In contrast to supervised models which directly learn to discriminate between two samples, JUNIPR learns the features of the samples separately. It then discriminates by comparing the likelihood of a given event with respect to alternative models of the underlying physics. The resulting likelihood ratio provides theoretically optimal statistical power. As an example, we showed that JUNIPR can discriminate between boosted $Z$ bosons and quark jets (in a very tight mass window around $m_Z$) in $e^+e^-$ events when trained on the two samples separately. With JUNIPR, it is not only possible to perform powerful discrimination using unsupervised learning, but the discrimination power can be visualized over the entire clustering tree of each jet, as in Fig. 13. This opens new avenues for physicists to gain intuition about the physics underlying high-performance discrimination. Such studies might even inspire the construction of new calculable observables.

Another exciting potential application of JUNIPR is the reweighting of Monte Carlo events, in order to improve agreement with real collider data. A proof-of-concept of this idea was given in Fig. 18, where jets generated with one Pythia tune were reweighted to match jets generated with another. The reason this application is important is that current Monte Carlo event generators do an excellent job of simulating events on average, but are limited by the models and parameters within them. It may be easier to correct for systematic bias in event generation by a small reweighting factor appropriate for a particular data sample, rather than by trying to isolate and improve faulty components of the model. In this context, JUNIPR can be thought of as providing small but highly granular tweaks to simulations in order to improve agreement with data.

The JUNIPR framework was used here to compute the likelihood that a given set of particle momenta will arise inside a jet. One can also imagine more general models that act on all the momenta in an entire event, including particle identification tags, or even low-level detector data. A particularly interesting direction would be to consider applying JUNIPR to heavy ion collisions, in which the medium where the jets are produced and evolve is not yet well understood. In this case, comparing the probabilities in data to those of simulation could give insights into how to improve the simulations, or more optimistically, to improve our understanding of the underlying physics.
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