Meta-Prism 2.0: Enabling algorithm for ultra-fast, accurate and memory-efficient search among millions of microbial community samples
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Abstract

Motivation
Microbial community samples and sequencing data have been accumulated at a speed faster than ever, with tens of thousands of samples been sequenced each year. Mining such a huge amount of multi-source heterogeneous data is becoming more and more difficult. Among several sample mining bottlenecks, efficient and accurate search of samples is one of the most prominent: Faced with millions of samples in the data repository, traditional sample comparison and search approaches fall short in speed and accuracy.

Results
Here we proposed Meta-Prism 2.0, a microbial community sample search method based on smart pair-wise sample comparison, which pushed the time and memory efficiency to a new limit, without the compromise of accuracy. Based on memory-saving data structure, time-saving instruction pipeline, and boost scheme optimization, Meta-Prism 2.0 has enabled ultra-fast, accurate and memory-efficient search among millions of samples. Meta-Prism 2.0 has been put to test on several datasets, with largest containing one million samples. Results have shown that firstly, as a distance-based method, Meta-Prism 2.0 is not only faster than other distance-based methods, but also faster than unsupervised methods. Its 0.00001s per sample pair search speed, as well as 8GB memory needs for searching against one million samples, have enabled it to be the most efficient method for sample comparison. Additionally, Meta-Prism 2.0 could achieve the comparison accuracy
and search precision that are comparable or better than other contemporary methods. Thirdly, Meta-Prism 2.0 can precisely identify the original biome for samples, thus enabling sample source tracking.

**Conclusion**

In summary, Meta-Prism 2.0 can perform accurate searches among millions of samples with very low memory cost and fast speed, enabling knowledge discovery from samples at a massive scale. It has changed the traditional resource-intensive sample comparison and search scheme to a cheap and effective procedure, which could be conducted by researchers everyday even on a laptop, for insightful sample search and knowledge discovery. Meta-Prism 2.0 could be accessed at: https://github.com/HUST-NingKang-Lab/Meta-Prism-2.0.

**Introduction**

Microbial communities have asserted great influences in healthcare, environment and industry[1-4]. As such, an increasing amount of projects have been conducted on microbial communities around the world, such as those from the “Human Microbiome Project”[1, 2] and the “Earth Microbiome Project”[3, 4]. These massive amount of samples have already discovered knowledge about microbial community and their effects on environment and human health[5, 6], providing opportunity to study the hidden evolution and ecology patterns among microbial communities.

A microbial community sample (also referred to as the sample) is represented by the hierarchically structured taxa (species, genus, families, etc.) and their relative abundances (also referred to as the community structure), and these species are functioning in concert to maintain stability and adapt to the specific environments (also referred to as the niches or biomes) where the microbial community is living. Samples from the same biome tend to have similar community structures. EBI MGnify contains the most up-to-date biome structure[7] with more than a hundred biomes as of year 2020.

Millions of microbial community samples have already been sequenced and deposited to public databases. It has been noticed that more than 300,000 samples have already been deposited into EBI MGnify database[8], and more have been deposited in NCBI database as of December 2020. However, state-of-the-art methods face difficulties in differentiating these huge amounts of heterogenous samples, making comparison and searching among these samples difficult, while rendering knowledge discovery from samples formidable.

An outstanding objective of microbial community sample search is the identification of samples that are most similar with the query sample, as well as identification of biomes from where the query is most likely to from, namely microbial source tracking.
There are already methods that existed for comparison and search of samples. The distance-based methods are the first batches designed for the purpose, whose major strategy is to compare the similarity between two samples. The simplest distance-based method is the Jensen-Shannon Divergence (JSD) measurement[9], which only considered species abundances in the community. More advanced distance-based methods considered both species abundances and their phylogenetic relationships. For example, UniFrac[10] is typical distance-based method, which firstly map their respective sets of taxon abundances on the phylogenetic tree, and secondly traverse the tree and execute operation at each node (each representing a species on the phylogenetic tree) to calculate their similarity. Fast UniFrac[11] and Meta-Storms[12] optimized such procedure by changing tree traversal to array loop. Striped UniFrac[13] further optimized matrix similarity comparison by reorganizing samples. Meta-Prism 1.0[14] uses GPU to accelerate the comparison process. Another batch of methods is based on unsupervised learning, such as SourceTracker[15] based on Bayesian method and FEAST[16] based on Expected-Maximization method. These two unsupervised methods are mostly used for source tracking the biomes from where the samples are most likely to be from. However, current methods are limited by the number of samples against which the comparison and search could be conducted, due to the huge time cost as well as the memory need: Faced with a database with millions of samples from hundreds of biomes, none of the current methods could conduct sample search in a space and time efficient manner, not to say accuracy.

We proposed Meta-Prism 2.0 to solve the large-scale microbial community sample search problem, by means of optimization of data structure and improvement of process flow. (1) It removes redundant nodes to save memory. (2) And it uses a pre-fixed instruction pipeline for speed acceleration. (3) Most importantly, for 1-against-N sample comparison, Meta-Prism 2.0 adopts boost scheme optimization, enabling single instruction multiple data (SIMD) optimization.

Meta-Prism 2.0 has been put to test on several datasets, with largest containing a million of samples. Results have shown that we could achieve at least 20 times speed-up compared to the contemporary approach, such as Meta-Prism 1.0 and Striped UniFrac, when searching against one hundred thousand samples, and Meta-Prism 2.0 is the only method that could handle the search against a million of samples. The memory utilization is also very efficient: at most 20% of memory space is needed by Meta-Prism 2.0 compared to other methods. Though we have saved time and memory by magnitudes, the accuracy is not compromised. For example, Meta-Prism 2.0 obtained 0.99 AUC in microbial source tracking while Striped UniFrac obtained 0.88 AUC on the same dataset. Meta-Prism 2.0 has changed the traditional computational resource-intensive sample search to a cheap and effective procedure that could be conducted by researchers every day, for discovery intricate relationships among samples and mining previously unknown knowledge.
Methods

Meta-Prism 2.0 has two calculation modes: search mode and matrix mode. The search mode takes two datasets (Query and Target) as input, then outputs each query sample's top N similar match in target dataset. The matrix mode takes a dataset as input, and outputs a pair-wisely similarity matrix for all samples in the dataset (Figure 1A).

Meta-Prism 2.0 has unlocked several key computational techniques for efficient comparison (Figure 1): Firstly, it has utilized a memory-saving data structure (Figure 1B). Secondly, to cut down the memory usage, Meta-Prism 2.0 frees memory used by redundant nodes (e.g. nodes represent taxa don’t appear in samples) since these nodes don’t contribute to similarity calculation (Figure 1C(1-4)). Thirdly, to further cut down the time usage, Meta-Prism 2.0 fixes the instruction pipeline, discarding redundant instructions before diving into similarity calculation (Figure 1C(5)). Fourthly, Meta-Prism 2.0 utilized boost scheme to enable further accelerations through the fixed instruction pipeline and single instruction multiple data (SIMD) optimization (Figure 1C(6)). Last but not least, Meta-Prism 2.0 utilizes a customized 16-bit floating-point to store the similarity matrix in a memory-saving manner (Figure 1D).
Figure 1. The Meta-Prism 2.0 pipeline with key optimization highlighted. (A) Meta-Prism 2.0 takes taxa abundance as input, maps data to phylogenetic tree, and converts data to sparse format for space optimization. Meta-Prism 2.0 organizes data according to search mode or matrix mode, then sends data to boost calculation module to calculate similarities. (B) Space save scheme packages sample data to sparse format for storage, cut down the usage of both disk and memory. (C) Boost scheme saves resources to the maximum extent by removing redundant nodes without losing sample abundance (1-4), and then fix the instruction pipeline for fast 1-against-N sample comparison (5), followed by SIMD optimization as a compiler-level optimization (6). (D) Similarities are saved in the format of customized 16-bit floating point.
2.1 Space-saving data format
For the representation of a single microbial community sample, most of the nodes on
the phylogenetic tree are redundant. Current methods use fixed-length array to save
sample data with length equals to entities number of phylogenetic tree, wasting
considerable amount of memory. Meta-Prism 2.0 store sample data in the form of
sparse arrays, saving nodes' abundances and their indexes in the phylogenetic tree
(Figure 1B). When calculating similarities, Meta-Prism 2.0 converts sparse data back
to dense data with size equals to the taxa number of the phylogenetic tree generated
by boost scheme (Figure 1C(1-4)). Sparse data structure is applied on disk storage
and memory cache, so that the space utilization is reduced on global scale.

The storage scheme is further optimized at the step of similarity result storage. To
store similarity results for a sample pair, we designed 16 bits floating-point format
with 4 exponential bits and 12 mantissa bits. Considering that similarities are
generally between zero and one, we removed two sign bits of exponent and mantissa
to increase this format's arrange and precision (Figure 1D).

2.2 Boost Scheme for fast 1-against-N sample comparison
We further optimized the time usage and memory usage to the minimum extend
through fixing the instruction pipeline and SIMD (Single Instruction Multiple Data).
Current methods traverse phylogeny tree (with redundant nodes) and execute
operation during similarity calculation, wasting time on redundant operations. To save
the time wasted on such redundant operations, we removed redundant nodes before
diving into similarity calculation, and fixed the instruction pipeline for each
1-against-N sample comparison, through storing the nodes in post-order, saving time
of tree traversal during similarity calculation (Figure 1C(5)). We further accelerated
the 1-against-N sample comparison utilizing the fixed instruction pipeline and SIMD,
so that the time usage could be optimized to the minimum extent (Figure 1C(6)).

Results

3.1 Materials
Through manual curation from EBI MGnify database[8], we obtained a dataset
consists of 126,274 microbial community samples belonging to 114 different biomes,
deﬁned as the Combined dataset. We have also obtained a dataset consists of 10,270
samples belonging to three biomes: Fecal, Human, and Mixed, which have been used
in FEAST study[16], deﬁned as the FEAST dataset (Table 1). In order to evaluate
Meta-Prism 2.0’s speed and memory efficiency on the scale of one million samples,
based on extrapolation of MGnify samples, we have also synthesized a dataset with
1,000,010 samples. All samples from these three datasets are accessible from
https://github.com/HUST-NingKang-Lab/Meta-Prism-2.0. We used Silva 132 LTPs132 SSU phylogenetic tree[17] in all experiments included in this study.

Table 1. The Combined dataset and FEAST dataset used in this study. Details are provided in Supplementary Table S1.

| Dataset               | Combined dataset | FEAST dataset |
|-----------------------|------------------|---------------|
| Top-level biome       | Root             | Human gut     |
| Number of biomes      | 114              | 3             |
| involved              |                  |               |
| Number of samples     | 126,727          | 10,270        |
| Number of species     | 45,477           | 5,762         |
| Average number of     | 411.22           | 111.05        |
| species per sample    |                  |               |

Notes: Selected samples from MGNify database Selected samples from FEAST dataset

Striped UniFrac, Dynamic Meta-Storms, Meta-Prism 2.0 were compiled by GCC 4.8.5 and ran on CentOS 6.7 with Intel(R) Xeon(R) CPU E5-2678 v3 @ 2.50GHz and 252GB memory. Jensen-Shannon is using Python 3.7.3, SciPy 1.4.1, ran on same CentOS device. The executable Meta-Prism 2.0 steps' time usage was compiled by clang-1100.0.33.16, and evaluated by Xcode11.5 Instruments Time Profiler, ran on macOS 10.15 with Intel(R) Core(TM) i7-9750H and 32GB memory. Meta-Prism GPU version was compiled by NVCC 10.1, and ran on RTX 2080Ti.

3.2 Accuracy evaluation
We evaluated these methods' accuracies by using simple cross-validation: randomly splitting the dataset into Query dataset and Target dataset, and then searching Query samples (12.5%) against the Target samples (87.5%). We assessed the prediction accuracies, based on checking the consistency of the the predicted biomes and actual biomes of Query samples. For each Query sample, we selected top 100 most similar Target samples, and the contributions of different source biomes of these 100 samples were assessed by SoftMax normalization.

The prediction results were shown in Figure 2. On FEAST dataset, every method need to predict testing samples' biome from 3 biomes: Fecal, Human and Mixed. Distance-based phylogenetic tree approaches (Meta-Prism 2.0, Striped UniFrac and Dynamic Meta-Storms) showed similarly good performance, while Jensen-Shannon Divergence (JSD) obtained lower AUC results. On Combined dataset, every method need to predict testing samples' biome from 114 biomes. JSD and Dynamic Meta-Storms can't complete calculation within acceptable time (10 days), so we only
compared Meta-Prism 2.0 and Striped UniFrac. Meta-Prism obtained a higher AUC result of 0.9934, while Striped UniFrac’s AUC result was 0.9153.

Figure 2. AUC of different methods for sample searches using the FEAST dataset and the Combined dataset.

3.3 Computational speed assessment
The time and memory efficiency are the most profound advantage of Meta-Prism 2.0. We first assessed Meta-Prism 2.0’s speed based on using datasets with variate sample sizes, as well as using different number of CPU threads (Figure 3). The setting is matrix mode, which takes one dataset as input, then calculates similarities of all sample pairs, and the output is a similarity matrix. The time cost was split into several parts according to computational steps.

Figure 3. Time usage at different steps and multi-threads performance analysis of Meta-Prism 2.0. (A) Each steps’ time usage with variate sample sizes. Load: load data, Save: save matrix result, Parse: load and parse phylogeny tree, GenTree: generate non-redundant phylogeny tree (without redundant nodes) in boost scheme, Convert: convert sample data from spare format to dense format for sample comparison, Calc: 1-against-N sample comparison. Higher proportion of total time will be used by Convert and Calc steps when the number of sample-pairs increases. (B) Time and memory usage for 10,000 samples’ pair-wise similarity calculation using different number of CPU threads. Real Time: the actual time usage of
calculation, Core Time: the sum of each CPU cores' time usage. Note that since each thread of Meta-Prism 2.0 removes redundancy in the phelogenetic tree and source samples separately, the total memory usage would increase as the number of threads increases.

We also evaluated Meta-Prism 2.0 performance on a dataset with one million samples (see Materials for details). Meta-Prism 2.0 can efficiently package one million samples into a 369 MB sized file for storage, and load them within 27 seconds. We transferred the whole workload to a laptop and search 100 samples against this dataset with a single CPU thread. It costed 324.96 seconds (less than 6 minutes) CPU time to complete the search using only 6.9 GB memory. So far as we know, Meta-Prism 2.0 is the only the only method that could handle the search against a million of samples.

3.4 Computational speed comparison

We further selected different sizes of samples from the Combined dataset (10, 100, 1,000, 10,000, 100,000 and 126,727) to compared different methods. The setting is again matrix mode. We compared time and memory usage of Striped UniFrac, Dynamic Meta Storms, JSD, Meta-Prism GPU and Meta-Prism 2.0. Meta-Prism GPU is the only method that uses GPU for calculation, and we take real time usage as its time usage. While we take CPU core time usage as other methods' time usage. JSD and Meta-Storms can't calculate similarity matrix when samples' size is or higher than 10K within acceptable time (10 days).

Results have shown that Meta-Prism 2.0 could achieve superior performance on both time usage and memory usage (Figure 4). Specifically, when the sample size is no more than one thousand, Meta-Prism 2.0 used similar core time compared with Striped UniFrac (Figure 4A). When dataset size became larger, the gap between Meta-Prism 2.0 and Striped UniFrac became larger. When calculating similarity matrix for Combined dataset (generating 126,727*126,727 similarity matrix), Meta-Prism 2.0 is 55 times faster than Striped UniFrac. Meta-Prism GPU's real time usage is smaller than Meta Prism 2.0 core time usage. However, when Meta-Prism 2.0 uses 3 CPU cores or more it will be faster than Meta-Prism GPU.
Figure 4. Time and memory usage of samples when calculating similarity matrix for datasets with different number of samples. (A) is for time usage comparison, and (B) is for memory usage comparison. In (A), Meta-Prism GPU time usage with dash line is GPU time usage, others are CPU core time usage.

When the dataset size is smaller than 1,000, all methods utilized similar memory space. However, Meta-Prism 2.0’s memory usage was only 11.1% of Striped UniFrac’s when calculating similarity matrix for Combined dataset with more than 100,000 samples. The utilization of customized 16 bits floating point was the key reason behind such efficient memory use: as the memory occupied by the similarity matrix increases quadratically when the dataset size increases, the little saving of a sample-pair’s similarity storage would lead to amplified reduction of memory usage.

Since Meta-Prism 2.0 is ultrafast, it is natural to wonder how far is the speed of Meta-Prism 2.0 to the theoretical lower bound for sample search. To answer this question, we took IO Only as the lower bound for sample search, in which we only record time used for loading data and writing matrix calculation result (Figure 5). The result have shown that Meta-Prism 2.0 is already close to the limit of optimization: on datasets of different sizes, the time costs of Meta-Prism 2.0 were only 2 times of IO Only, while magnitude smaller than those of Striped UniFrac.

Figure 5. Time usage for different methods and IO Only on datasets with different sizes. “M/IO” is the ratio of time cost of Meta-Prism 2.0 over that of IO Only.

3.5 Real data applications
Meta-Prism 2.0 is able to precisely identify the biome for samples of unknown origin, thus enabling the source tracking of samples. For example, it enables accurate differentiation of samples from close biomes such as “human skin” and “human oral” (the first application), identification of the biome for samples with unclear origin (the
second application), as well as detection of microbial contamination (the third application).

Firstly, we have tested Meta-Prism 2.0’s ability in accurate differentiating of samples from close biomes. We have obtained 1,261 skin metagenomic samples (MGYS00005172)[18] and 70 oral metagenomic samples (MGYS00005569)[19] from MGnify[8]. We used Meta-Prism 2.0 to calculate the similarities matrix of 1,331 samples on a laptop, which cost only 3.75 seconds and 11MB memory. Then we clustered samples by their similarities, by using affinity propagation from Scikit-learn 0.20.3. The samples were successfully clustered into two groups whose sizes are 1,260 and 71 (Figure 6). Within total of 1,331 samples, only 9 samples (5 skin samples and 4 oral samples) were mis-clustered, proving Meta-Prism 2.0’s ability of fast and accurate differentiation of samples from close biomes.

![Figure 6](image_url)

**Figure 6. Cluster result of human samples from close biomes using similarities calculated by Meta-Prism 2.0.** (A) Similarity distribution of 1,331 samples. The samples were successfully clustered into two groups though we didn’t give a certain number of clusters. (B) Similarity distribution of 9 mis-clustered samples. (C) Confusion matrix and the number of samples with in each actual source biome and predicted biome. (D) MGnify study accession, run accession, actual biome source and predicted biome source of 9 mis-clustered samples.
Secondly, we have evaluated the performance of Meta-Prism 2.0 on source tracking environmental samples from less studies biomes, based on searching 11 groundwater samples curated from Saudi Arabian (MGYS00001601)[20] against the combined dataset. The biome “groundwater” is less studied, with a handful of samples in the combined dataset (MGYS00005245). Results have shown that Meta-Prism 2.0 could successfully identify source-related biomes for samples from “groundwater”. Within top 100 most similar community samples for each “groundwater” query sample, there are on average 64 groundwater-related samples for each Query sample. (“root-Environmental-Terrestrial”, “root-Environmental-Aquatic”, “root-Engineered-Wastewater” and “root-Host-associated-Plants”). Nevertheless, there is no “groundwater” sample in the top 100 similar samples searched by Meta-Prism 2.0. This could largely due to the fact that, “groundwater” samples in the combined dataset that we used are curated from New Zealand, which are in nature drastically different from our Query samples.

Finally, we have evaluated the Meta-Prism 2.0’s power in detecting contaminations. We investigated the contamination of indoor house surfaces community, by selecting 611 samples from indoor house surfaces in Chicago as Query samples and searching against 6,285 samples (899+3,773+721+692 from “human skin”, “environmental”, “mammal”, and “plants”, respectively). The analysis cost only 6.16 seconds to complete. Our results shown that most closed biome source for indoor house surfaces samples is “human skin” (average similarity 0.889), indicating that there is a large proportion of microbial community contamination from human skin. This agrees with previous analyses by SourceTracker[15] and FEAST[16]. Again, it has proved the ability of Meta-Prism 2.0 for accurate and fast microbial community contamination screening.

**Discussions and Conclusion**

In this work, we have designed Meta-Prism 2.0 as an ultrafast and memory efficient approach to search microbial community samples against millions of samples. The sample search problem has encountered great difficulties when faced with millions of samples to be searched against, largely due to the computational space and time limitations. These issues should be solved or optimized to cope with the search against millions of samples. Meta-Prism 2.0 has been designed based on the sparse data structure, time-saving tree traversal and to-do queue techniques, thus it has enabled ultra-fast, accurate and memory-efficient search among millions of samples.

Results have shown that compared to the current methods serving the same purpose, Meta-Prism 2.0 is at least 20 times faster, while memory efficiency is at least 4 times smaller. Additionally, the speed of Meta-Prism 2.0 is already very close to lower bound of the search, leaving little room for further improvement for distance-based methods. Furthermore, according to our experiment, Meta-Prism 2.0 can even store
the community structure of all samples from EBI MGnify dataset (300,000 in total as of Oct. 2020) on a laptop and searching against it at an acceptable speed. Finally, we have provided several concrete examples, which have proven the effectiveness of Meta-Prism 2.0 in knowledge discovery.

In summary, Meta-Prism 2.0 can perform searches among millions of samples with very low memory cost and fast speed, enabling source tracking and knowledge discovery from samples mining at a massive scale. Meta-Prism 2.0 has changed the traditional resource-intensive sample comparison and search to a cheap and effective procedure that could be conducted by researchers everyday, for mining intricate relationships among samples as well as for discovery of previously unknown knowledge.

Conflict of Interest

None declared.

Acknowledgments

This work was partially supported by Ministry of Science and Technology’s grant 2018YFC0910502, National Undergraduate Training Program for Innovation and Entrepreneurship of China (Program No. 201910487071), and National Science Foundation of China grant 31871334 and 31671374.

References

1. Integrative HMPRNC: The Integrative Human Microbiome Project: dynamic analysis of microbiome-host omics profiles during periods of human health and disease. Cell Host Microbe 2014, 16(3):276-289.
2. Turnbaugh PJ, Ley RE, Hamady M, Fraser-Liggett CM, Knight R, Gordon JI: The human microbiome project. Nature 2007, 449(7164):804-810.
3. Gilbert JA, Jansson JK, Knight R: The Earth Microbiome project: successes and aspirations. BMC Biol 2014, 12:69.
4. Thompson LR, Sanders JG, McDonald D, Amir A, Ladau J, Locey KJ, Prill RJ, Tripathi A, Gibbons SM, Ackermann G et al. A communal catalogue reveals Earth’s multiscale microbial diversity. Nature 2017, 551(7681):457-463.
5. Dominguez-Bello MG, De Jesus-Laboy KM, Shen N, Cox LM, Amir A, Gonzalez A, Bokulich NA, Song SJ, Hoashi M, Rivera-Vinas JL: Partial restoration of the microbiota of cesarean-born infants via vaginal microbial transfer. Nature medicine 2016,
22(3):250.
6. Thomas S, Izard J, Walsh E, Batich K, Chongsathidkiet P, Clarke G, Sela DA, Muller AJ, Mullin JM, Albert K: The host microbiome regulates and maintains human health: a primer and perspective for non-microbiologists. Cancer research 2017, 77(8):1783-1812.
7. Mitchell AL, Almeida A, Beracochea M, Boland M, Burgin J, Crusoé MR, Kale V, Potter SC, Richardson LJ et al: MGnify: The microbiome analysis resource in 2020. Nucleic Acids Research 2020.
8. Mitchell AL, Almeida A, Beracochea M, Boland M, Burgin J, Crusoé MR, Kale V, Potter SC, Richardson LJ: MGnify: the microbiome analysis resource in 2020. Nucleic acids research 2020, 48(D1):D570-D578.
9. Lin J: Divergence measures based on the Shannon entropy. IEEE Transactions on Information theory 1991, 37(1):145-151.
10. Lozupone C, Knight R: UniFrac: a new phylogenetic method for comparing microbial communities. Applied and environmental microbiology 2005, 71(12):8228-8235.
11. Hamady M, Lozupone C, Knight R: Fast UniFrac: facilitating high-throughput phylogenetic analyses of microbial communities including analysis of pyrosequencing and PhyloChip data. The ISME journal 2010, 4(1):17-27.
12. Su X, Xu J, Ning K: Meta-Storms: efficient search for similar microbial communities based on a novel indexing scheme and similarity score for metagenomic data. Bioinformatics 2012, 28(19):2493-2501.
13. McDonald D, Vázquez–Baeza Y, Koslicki D, McClelland J, Reeve N, Xu Z, Gonzalez A, Knight R: Striped UniFrac: enabling microbiome analysis at unprecedented scale. Nature methods 2018, 15(11):847-848.
14. Zhu M, Kang K, Ning K: Meta-Prism: Ultra-fast and highly accurate microbial community structure search utilizing dual indexing and parallel computation. Briefings in Bioinformatics 2020.
15. Knights D, Kuczynski J, Charlson ES, Zaneveld J, Mozer MC, Collman RG, Bushman FD, Knight R, Kelley ST: Bayesian community-wide culture-independent microbial source tracking. Nature methods 2011, 8(9):761-763.
16. Shenhav L, Thompson M, Joseph TA, Briscoe L, Furman O, Bogumil D, Mizrahi I, Pe’er I, Halperin E: FEAST: fast expectation-maximization for microbial source tracking. Nature Methods 2019, 16(7):627.
17. Yilmaz P, Parfrey LW, Yarza P, Gerken J, Pruesse E, Quast C, Schweer T, Peplies J, Ludwig W, Glöckner FO: The SILVA and “all-species living tree project (LTP)” taxonomic frameworks. Nucleic acids research 2014, 42(D1):D643-D648.
18. SanMiguel AJ, Meisel JS, Horwinski J, Zheng Q, Bradley CW, Grice EA: Antiseptic Agents Elicit Short-Term, Personalized, and Body Site–Specific Shifts in Resident Skin Bacterial Communities. Journal of Investigative Dermatology 2018, 138(10):2234-2243.
19. Shaiber A, Willis AD, Delmont TO, Roux S, Chen L-X, Schmid AC, Yousef M, Watson AR, Lolans K, Esen OC: Functional and genetic markers of niche partitioning among enigmatic members of the human oral microbiome. bioRxiv 2020.
20. Alsalah D, Al-Jassim N, Timraz K, Hong P-Y: Assessing the groundwater quality at a Saudi Arabian agricultural site and the occurrence of opportunistic pathogens on
irrigated food produce. International journal of environmental research and public health 2015, 12(10):12391-12411.