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A novel 3D mixed-mode multigrain model with efficient implementation of solute drag applied to austenite-ferrite phase transformations in Fe-C-Mn alloys

H. Fang, S. van der Zwaag, N.H. van Dijk

A computational 3D model that accounts for both nucleation and interface migration is a very useful tool to monitor and grasp the complexity of microstructure formation in low-alloyed steels. In the present study we have developed a 3D mixed-mode multigrain model for the austenite-ferrite and the austenite-ferrite-austenite formation capable of following diffusional phase transformations under arbitrary thermal routes. This new model incorporates the solute drag effect of a substitutional element (in this case Mn) and ensures an automatic change in transformation direction when changing from heating to cooling and vice-versa. An analytical solution for calculating the energy dissipation of solute drag together with multiple regression approximations for chemical potentials are proposed which significantly accelerate the computation. The modelling results are first benchmarked for an Fe-0.1C-0.5Mn (wt.%) alloy under different continuous cooling and isothermal holding conditions. The model revealed relatively large variations in transformation kinetics of individual grains as a result of interactions with neighboring grains. Then the model is applied to predict the transformation kinetics of a series of Fe-C-Mn alloys during cyclic partial phase transformations. The comparison with experimental dilatometer results nicely validates the predictions of this model regarding the change in overall transformation kinetics of the ferrite transformation as a function of the Mn content. New features of this model are its efficient algorithm to compute energy dissipation by solute drag, its capabilities of predicting the microstructural state for spatially resolved grains and the minimal fine tuning of modelling parameters. The code to implement this model is publicly available.

© 2021 The Author(s). Published by Elsevier Ltd on behalf of Acta Materialia Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

1. Introduction

The kinetics of the austenite ($\gamma$) to ferrite ($\alpha$) phase transformation in steels has been studied for decades using both experimental and modelling approaches [1,2]. More recently, an increasing interest in the kinetics of the ferrite-to-austenite transformation has been observed, motivated by the design and production of advanced Mn-rich high-strength steels [3-5]. It is well known that common substitutional alloying elements such as Mn, Ni and Mo strongly retard the interface migration during the austenite-

---

Very detailed and comprehensive scientific article on the topic of austenite-ferrite phase transformation in Fe-C-Mn alloys, discussing the development and testing of a new computational model that incorporates solute drag effects. The article emphasizes the importance of considering both nucleation and interface migration in understanding the complexity of microstructure formation in low-alloyed steels. The model is validated through various experiments and comparisons, demonstrating its capability to accurately predict transformation kinetics under different conditions.
ing or more complex thermal routes generally lies in between the predictions for local equilibrium (LE) and para-equilibrium (PE). Understanding the effect of the slower diffusional substitutional elements on the transformation kinetics is essential to be able to tune the microstructure. So far, it has remained challenging to predict and quantify the interface migration for an arbitrary imposed thermal profile involving both austenite and ferrite.

There are two main approaches established to account for the effect of substitutional elements on the interface migration. The first approach uses the concept of an effective interface mobility that considers the effect the alloying element would have on the character of interface mobility, resulting in a decrease in the value of the interface mobility compared to the value of intrinsic $\gamma/\alpha$ interface mobility [17-20]. This approach is demonstrated to be efficient in computations, but requires a good estimation of the influence on the effective mobility beforehand. As the effective interface mobility can vary with the steel compositions, the cooling rate and the transformation direction, the value of the pre-factor $M_0$ in the Arrhenius expression of the effective interface mobility can vary over several orders of magnitude from $10^{10}$ to $10^{-6}$ molm⁻¹s⁻¹ [21-24]. This wide range of values for the effective interface mobility generally requires repeated trials before it can be used for accurate predictions. Therefore, the general application of this approach is limited. The alternative approach is to adopt the solute drag theory to account for the effect of a substitutional element, while using the intrinsic interface mobility to account for the energy consumption by the interface friction [25-30]. In the solute drag theory, the substitutional element can segregate at the interface, causing energy dissipation by trans-diffusion inside the interface. The driving force for the phase transformation is potentially consumed by both the solute trans-diffusion inside the interface and the interface friction. As the intrinsic $\gamma/\alpha$ interface mobility can be derived experimentally from the massive phase transformation in binary Fe-X (X = Mn, Ni, Mo etc.) alloys, it could be regarded as generic for austenite-ferrite phase transformations, regardless of the changes in nominal compositions and cooling/heatings rates. A recent study on a series of Fe-Ni, Fe-Mn and Fe-Co alloys provides a good reference for the parameters that determine the intrinsic interface mobility [31]. One other parameter one needs to know to calculate the energy dissipation due to solute drag is the binding energy of a specific substitutional element, which describes the affinity of the solute species to the austenite-ferrite interface. Although an accurate determination of the binding energy is not straightforward, this parameter can be estimated from detailed measurements of the composition profile across the interface by atom probe tomography [32,33] or from first-principles calculations [34]. The solute drag effect of different alloying elements can now be included and thus leads to a coupled solute drag effect, which has been demonstrated to perform well in the recent work on Fe-C-Mn-Mo alloys [13]. Therefore, the approach that uses the solute drag theory to account for the effect of substitutional elements on interface migration shows a better transferability than the one employing the effective interface mobility.

As the transformation kinetics is not only controlled by interface migration, but also by nucleation of the new phase, the evolution of the new and parent grain structure is a result of both effects. Thus, the effect of alloying elements on the interface migration cannot solely be studied by conventional continuous cooling or heating, or by isothermal holding experiments in which nucleation and growth of the ferrite phase occur simultaneously. An effective approach to circumvent this issue is to adopt the so-called cyclic partial phase transformation, where the steel is thermally cycled between two temperatures, that both lie in the two-phase $\gamma/\alpha$ region, so that only the more energetically favored interface migration takes place, rather than the simultaneous occurrence of interface migration and nucleation of new grains [11]. This behavior has been observed by our recent neutron depolarization measurements, which demonstrate that new nucleation of ferrite grains is indeed absent and that the transformation kinetics is only controlled by the interface migration during cycling [35]. Although all cycling experiments of Fe-C-Mn alloys (compositions with 0.023-0.25 wt.% C and 0.17-2.1 wt.% Mn) show stagnant stages in the transformation of austenite to ferrite and vice versa, the cycling behavior is distinctly different. For example, in a lean Mn-alloyed Fe-0.023C-0.17Mn (in wt.%) steel an open loop of the ferrite fraction is observed [11], whereas a gradual net increase of the ferrite fraction is present in an Fe-0.25C-2.1Mn (in wt.%) steel during cycling [35]. Another study on austenite formation during thermal cycling in a medium-Mn steel (Fe-0.2C-4.5Mn in wt.%) showed that the fraction of the newly formed austenite decreases in each successive cycle, whilst the total amount of austenite increases during cycling [36]. These differences in behavior are due to the dynamics of the modifications of the local chemical compositions across the interface, the element chemical potentials and the relative velocities of the Mn diffusion and the moving interface. One of the best ways to clarify this complexity in dynamics is to develop models that reveal the effects of local chemistry (including C and Mn) and phase structure at the same time under a mixed-mode interface condition. To do this, in recent years extensive modelling studies have been conducted to investigate the kinetics of cyclic partial austenite-ferrite phase transformations using the solute drag theory [37-42]. However, given the heavy computational demands after incorporating solute drag, most established models are limited to 1D, with the exception of one 2D cellular automaton model [41], and all of these models only focus on the interface migration itself. Although these studies provide a detailed insight into the transformation behavior during linear cooling, isothermal annealing and thermal cycling, two key parameters that need to be included to make the step to model transformation kinetics in real (3D) steels are still missing. Firstly, the 1D simulation provides no spatial information and gives no insight into the variation in behavior of different ferrite grains. Secondly, the varying degrees of nucleation (i.e., degree of undercooling) of individual ferrite grains before entering thermal cycling has been discarded, and as a result the previous models contain no information on the grain size and the grain size distribution. However, as pointed out in our previous study [43], the average grain size and the grain size distribution are essential information for a model to predict the microstructure and shed light on the underlying physics. Therefore, it is very desirable to develop a model that not only incorporates solute drag, but also includes the spatial information in 3D to generate a statistically relevant number of events for ferrite formation. A model of this kind will also make it possible to study how the size distribution of ferrite grains formed before cycling affects the interface migrating back and forth in the presence of solute drag.

In the present work, we have extended our previous 3D multigrain mixed-mode model by coupling it with the solute drag theory. This new model accounts for ferrite nucleation based on the classical nucleation theory and interface migration based on the balance in Gibbs free energies between the chemical driving force and the energy dissipations due to interface friction and solute drag, all calculated locally for each moving interface. The modelling results are first benchmarked for an Fe-0.1C-0.5Mn ternary alloy under continuous cooling and isothermal holding. Next, this model is applied to describe the transformation kinetics during cyclic partial phase transformations of the same steel. Finally, the model is applied to calculate the cyclic transformation behavior as a function of C and Mn concentrations in the steels. The aim is to develop a versatile and flexible modelling tool to pre-
dict the kinetics of austenite-ferrite phase transformations with a minimal number of fitting parameters. The more efficient method to compute the local energy dissipation due to solute drag proposed in the present work is also expected to provide inspiration for further 3D simulations of multigrain solid-state phase transformations.

2. Model

The starting structure in the model is a fully austenitic multigrain structure produced by constructing Voronoi cells in a cubic box with a length of \( L \). The number density of austenite grains \( \rho_a \) is preset, resulting in an average austenite grain size \( d_a = (6/\pi \rho_a)^{1/3} \). The centers of the Voronoi cells are randomly produced with an imposed minimum distance \( d_{\text{min}} \) to control the austenite grain size distribution. The corners of the Voronoi cells are regarded as the main potential nucleation sites for ferrite grains, as ferrite nucleation is found to predominantly take place at grain corners. Besides the grain corners, also edges and faces can act as potential nucleation sites with a lower probability [44].

Once a stable ferrite nucleus forms at one of the grain corners (or alternatively at a grain edge or at a grain face), the ferrite grain is assumed to grow isotropically into the austenite as a sphere. As shown in the micro-beam X-ray diffraction during austenite-to-ferrite and ferrite-to-austenite transformations [45,46], the nucleation barrier is apparently higher than the kinetic energies. Therefore, it is reasonable to use classical nucleation theory (CNT) to compute the number density of ferrite grains [47-49]. The migration of the austenite-ferrite interface is controlled by the diffusion of both carbon and substitutional elements and by a lattice reconstruction. This is a so-called mixed-mode approach [1,3,18] and the relevant assumptions of the model as used are described in detail later. The solute drag theory is applied to describe the energy dissipation due to the trans-diffusion of substitutional solute inside the interface. A quasi-steady state is reached when the pressure imposed on the moving interface is zero, indicating that the chemical driving force is balanced by the energy consumption by both interface friction and solute drag. The above principle has been widely adopted in various modelling approaches and currently sets the standard. However, the accuracy of the model depends on being able to calculate the concentrations of the key interstitial and substitutional alloying elements at moving interfaces as well as in the parent phases the interface is moving towards.

In a previous work we derived analytical expressions for the carbon (i.e. the interstitial element) concentration at the interface and far away from the interface for non-overlapping and overlapping of diffusion fields (soft impingement). The base model also accounted for the hard impingement of growing ferrite grains. These expressions were shown to be correct regardless of transformation directions (i.e. ferrite grains are growing or austenite grains are growing).

2.1. Ferrite nucleation

In the simulations to be presented, ferrite nucleation was assumed to take place only at the corners of austenite grains. The code has however been generalized such that it can handle different nucleation sites, such as grain corners, grain edges and grain faces or mixtures of these. Dedicated simulations showed that the choice of the dominant nucleation site had a marginal effect on the transformation and does not affect the main conclusions of the present work (minor changes were only observed in the later stages of the transformation). The classical nucleation theory is used to describe the nucleation rate \( dN/dt \) in a selected volume. According to the CNT, the nucleation rate can be written as:

\[
\frac{dN}{dt} = A N_0 (1 - f_r(T)) \left( \frac{k_B T}{h} \right) \exp \left( - \frac{Q_0}{k_B T} \right) \exp \left( - \frac{\psi}{k_B T (\Delta G_V(T) - \Delta G_S)^2} \right).
\]

where \( A \) is a pre-factor, \( Z \) is the Zeldovich factor and nearly constant \((Z = 0.05, N_0)\) represents the number of potential nucleation sites when transformation starts, \( f_r \) is the volume fraction of the ferrite phase, \( k_B \) is the Boltzmann constant, \( T \) is the temperature in Kelvin, \( h \) is Planck’s constant, \( Q_0 \) is the energy barrier for diffusion, \( \psi \) is a constant that comprises all the contributions of the shape of the critical nucleus and interfacial energy between the nucleus and the surrounding parent grains, \( \Delta G_V \) is the net difference in Gibbs free energy per unit volume between ferrite and austenite, \( \Delta G_S \) is the misfit strain energy per unit volume. The critical nucleus size is \( r = 2s_{\alpha\gamma}/(\Delta G_V(T) - \Delta G_S) \) [49], where \( s_{\alpha\gamma} \) is the interfacial energy per unit area for \( \gamma/\alpha \) boundaries and amounts to \( s_{\alpha\gamma} = 0.62 \) Jm\(^{-2} \) [50]. In Eq. 1 the constant \( \psi \) is the most challenging parameter to be determined precisely. However, high energy X-ray diffraction studies monitoring the nucleation of ferrite or austenite suggest that \( \psi \) in reality has a value of the order of \( 10^8 \) Jm\(^{-6} \) [45]. Therefore, a value of \( \psi \approx 5 \times 10^8 \) Jm\(^{-6} \) is used in the present work. The \( \Delta G_S \) is calculated by \( \Delta G_S = 2k_B(1 + \nu)(2a_0^2/a_2^2 - 1)^2 \) [51], where \( \nu \) is the Poisson’s ratio, \( \mu \) is the shear modulus \((\nu = 0.33\) and \( \mu = 60 \) GPa for pure iron\)). The lattice parameter of ferrite \( a_\alpha \) and the lattice parameter of austenite \( a_\gamma \) both depend on temperature and carbon concentration, and are calculated according to [52].

2.2. \( \gamma/\alpha \) interface migration

The chemical driving force per mole of atoms \( \Delta G_{m, \text{chem}} \) for the \( \gamma/\alpha \) interface migration after ferrite nucleation can be expressed as:

\[
\Delta G_{m, \text{chem}} = \sum_i \Delta G_i = \sum_i \left[ \mu_i^{\gamma\alpha} (X_i^{\gamma\alpha}) - \mu_i^{\alpha\gamma} (X_i^{\alpha\gamma}) \right].
\]

where subscript \( i \) is the element in the alloy, \( n \) is the total number of elements, \( X_i^{\gamma\alpha} \) is the composition of element \( i \) transferred across the interface, the superscripts of \( \gamma/\alpha \) and \( \alpha/\gamma \) correspond to the austenite side and ferrite side on the interface, respectively, \( \mu \) is the chemical potential and \( x \) is the mole fraction. For an interface moving in a quasi-steady state the chemical driving force is balanced by the interface friction \( \Delta G_{m, \text{friction}} \) and the dissipation of substitutional elements inside the interface \( \Delta G_{m, \text{diff}} \):

\[
\Delta G_{m} = \Delta G_{m, \text{friction}} + \Delta G_{m, \text{diff}}.
\]

Such an approach to split the dissipation of the chemical driving force into two contributions was first proposed by Hillert and coworkers [25,53,54] and is now a common approach (e.g. refs. [13,30,37]). Eq. 3 also indicates that long-range diffusion of a substitutional element (Mn in this case) in ferrite or austenite is not considered, although it may contribute to the Gibbs free energy dissipation. According to [55], it is not evident how to separate the energy dissipation due to trans-diffusion of substitutional element inside the interface from the dissipation by the long-range diffusion. Since interstitial atoms diffuse much faster than substitutional atoms, it is reasonable to assume that there is a long-range diffusion of the interstitial element (C in this case) and a steady-state condition of the substitutional element (Mn in this case) in and across the thin interface region [56], as is done in the current model.
The interface friction depends on the interface velocity $v_{\text{int}}$ and the intrinsic mobility of the $\gamma/\alpha$ interface $M_{\text{int}}$:

$$\Delta G_{m}^{\text{reaction}} = v_{m}V_{m}/M_{\text{int}},$$

(4)

where $V_{m}$ is the molar volume of Fe and assumed to be the same for austenite and ferrite, $M_{\text{int}}$ is expressed by $M_{\text{int}} = \ldots$

\[
(C_{0} - C_{\text{eq}})\nu_{\alpha} = 4\pi \int_{0}^{L} \left[ (C_{m} - C_{0}) + (C' - C_{m}) \left( 1 - \frac{r}{L} \right)^{2} \right] (r + R_{\alpha})^{2} dr \\
= -\frac{2\pi L(9L^{2}C_{m} - 10L^{2}C_{0} + L^{2}C' + 20R_{\alpha}^{2}C_{m} - 30R_{\alpha}C_{0} + 10R_{\alpha}^{2}C') + 25L\gamma_{\alpha}C_{m} - 30L\gamma_{\alpha}C_{0} + 5L\gamma_{\alpha}C')}{15},
\]

(7)

$M_{0, \text{int}} \exp(-Q_{\text{int}}/RT)$ where $M_{0, \text{int}}$ is a pre-factor in mol/m$^{-1}$s$^{-1}$, $Q_{\text{int}}$ is the activation energy and $R$ is the gas constant. The use of the intrinsic interface mobility, rather than the effective interface mobility, provides a substantial advantage in transferability of the model from one steel composition to another. The dissipation energy due to trans-diffusion of solute inside the interface $\Delta G_{m}^{\text{diff}}$ is calculated using the method proposed by Purdy and Bréchet [57]. As $\Delta G_{m}^{\text{diff}}$ depends on $v_{\text{int}}$, which is related to the interfacial composition, the conventional way to derive the solution of $v_{\text{int}}$ is by calculating the values of the three energies ($\Delta G_{\text{chem}}^{\text{m}}, \Delta G_{m}^{\text{diff}}$ and $\Delta G_{m}^{\text{reaction}}$) as a function of $v_{\text{int}}$ in the expected range. The intersection point between $\Delta G_{m}^{\text{chem}}$ and $\Delta G_{m}^{\text{diff}} + \Delta G_{m}^{\text{reaction}}$ is regarded as the solution of $v_{\text{int}}$ (when multiple intersection points are present, the minimum $v_{\text{int}}$ is adopted). Although this method is robust, it is computationally heavy as it needs to be calculated via numerical procedures for every moving interface while taking into account the local (thermal history dependent) chemical composition. In this work, we have derived an analytical solution for $\Delta G_{m}^{\text{diff}}$, which avoids the need to compute the Gibbs free energies as a function of $v_{\text{int}}$ and allows one to directly compute the solution. Thereby, the computation can be significantly accelerated enabling the model to be used in a multigrain setting. A detailed description on how to calculate $\Delta G_{m}^{\text{diff}}$ is presented in Appendix A.

The interfacial carbon concentrations and diffusion profiles need to be solved to derive $v_{\text{int}}$. As the diffusivity of carbon in ferrite $D_{C}^{\alpha}$ is much larger than that in austenite $D_{C}^{\gamma}$, we only consider the bulk diffusion of carbon in austenite. This way, there is no carbon concentration gradient in ferrite and thereby the interfacial carbon concentration $C'$ amounts to the equilibrium concentration $C_{\text{eq}}'$. The diffusion profile of carbon in austenite is approximated by a second-order polynomial. This approximation yields mathematical simplicity and was found to give a good match with the limiting diffusion cases for which exact solutions exist. Details of the mathematical treatment of the carbon diffusion are presented in Appendix B. For non-overlapping diffusion fields the rule of mass conservation of C results in:

\[
(C_{0} - C_{\text{eq}}')\nu_{\alpha} = 4\pi \int_{0}^{L} (C(t) - C_{0})(r + R_{\alpha})^{2} dr \\
= -\frac{2\pi L(C_{0} - C')(L^{3} + 5L^{2}R_{\alpha} + 10L^{2}R_{\alpha}^{2})}{15},
\]

(5)

where $C_{0}$ is the nominal carbon concentration, $C_{eq}'$ is the equilibrium concentration of carbon in ferrite, $R_{\alpha}$ is the radius and $V_{\alpha}$ is the volume of the ferrite grain, $L$ is the diffusion length and $r$ is the distance, $C'$ is the interfacial carbon concentration at the austenite side. As there is no carbon accumulated at the interface itself, the following equation can be derived:

$$v_{\text{int}}(C' - C_{\text{eq}}') = \frac{2D_{C}^{\gamma}L}{L}(C' - C_{0}).$$

(6)

Now we can derive the solutions for the unknown parameters $v_{\text{int}}$, $C'$ and the diffusion length $L$ by solving the set of Eqs. 2-6. In Section 2.3 we present how we solve this problem.

For the overlapping diffusion fields (soft-impingement) the carbon concentration at the soft impingement point $C_{m}$ increases. The mass conservation of carbon and the absence of accumulation of carbon at the interface still applies in this stage. Therefore, we have:

$$v_{\text{int}}(C' - C_{\text{eq}}') = \frac{2D_{C}^{\gamma}L}{L}(C' - C_{0}).$$

(8)

$$L = L_{0} + R_{\gamma}.$$  

(9)

where $L_{0}$ is the distance where the carbon diffusion field of a ferrite grain starts to contact with the diffusion fields of its neighbors. Now the solutions for $v_{\text{int}}$, $C'$, $C_{m}$ and $L$ can be derived by solving the set of Eqs. 2-4 and Eqs. 7-9.

To distinguish whether soft impingement occurs, we first treat the diffusion of carbon without soft impingement and derive the diffusion length $L$. When the profile of grain $j$ starts to intersect with that of any neighboring grain $k$, the following condition is fulfilled:

$$R_{\gamma j} + L_{j} + R_{\gamma k} + L_{k} = r_{jk} \quad (j \neq k),$$

(10)

where $r_{jk}$ is the distance between the centers of ferrite grains $j$ and $k$. At this moment the diffusion length $L$ is taken as the maximum distance that carbon can diffuse for that grain. With the advance of the interface migration, the ferrite grains could be in physical contact with neighboring grains, resulting in hard impingement. To account for this hard impingement effect, we use the same correction as the one applied in our previous work [43], for which the source code now can be found at [https://github.com/haixingfang/3D-mixed-mode-model].

2.3. Simulation conditions

The model is used to compute transformation kinetics under various thermal conditions, including continuous cooling, isothermal holding and thermal cycling for a series of Fe-C-Mn alloys. This model is first benchmarked for continuous cooling at different rates and isothermal holding at a selected temperature for the Fe-0.1C-0.5Mn alloy (see temperature profile in Fig. 1a and 1b). Then we focus on using this model for cyclic partial phase transformations in the $\gamma/\alpha$ two-phase region between temperatures $T_{1}$ and $T_{2}$ (see Fig. 1c). Table 1 gives these temperatures and the corresponding equilibrium ferrite fractions calculated with Thermo-Calc software using the TCFE8 database. The two cycling temperatures were chosen to be the same as in the reported experimental studies (for Fe-0.023C-0.17Mn [11] and Fe-0.1C-0.5Mn alloys [38]) or chosen to ensure that the ferrite fraction is not too small and also not too large at the end of isothermal holding (for the other alloys examined here). For those alloys the cycling temperatures were chosen to show ortho-equilibrium ferrite fractions of $f_{\text{eq}}^{\alpha}(T_{1}) \approx 0.70$ and $f_{\text{eq}}^{\alpha}(T_{2}) \approx 0.20$. For alloys with 1.5 wt.% Mn or more the $T_{1}$ was set as $f_{\text{eq}}^{\alpha}(T_{1}) \approx 0.50$ for the end of the isothermal stage and $T_{2}$ fulfills $T_{2} - T_{1} \approx 50 \, K$. The reason for setting up a different criterion for higher Mn alloys is that a substantial ferrite transformation only occurs well below the transition temperature between
partitioning local equilibrium and negligible partitioning local equilibrium (PLE/NPLE) according to preliminary simulation results. The PLE/NPLE temperatures are also listed in Table 1.

The length of the cubic sample box is set as \( L_p = 70 \, \mu m \).

The average austenite grain size is chosen to be \( d_r = 20 \, \mu m \) \((\rho_\gamma = 2.4 \times 10^{14} \, m^3)\) with \( d_{min} = 12 \, \mu m \). Given these dimensions and two imposed cooling rates the model describes the collective and individual behavior of about 151 parent austenite grains and about 58–204 emerging ferrite grains depending on the cooling rate. As the chemical potentials of all elements depend on both temperature and compositions, they must be calculated separately for each grain at each time step. To accelerate the computation, we use multiple nonlinear regression to approximate the dependency of the chemical potentials of Fe, C and Mn beforehand to avoid calls to the Thermo-Calc database. A detailed description is presented in Appendix B. Using this approximation, combined with the analytical expression derived for \( \Delta G^{KJ}_{int} \) (shown in Eq. A4 in Appendix C), the calculation of the transformation kinetics in 3D for a multigrain setting can be significantly accelerated and be realized in realistic computing times.

The phase boundary lines of \((\alpha+\gamma)/\gamma\) and \(\alpha/(\alpha+\gamma)\) are calculated with Thermo-Calc and fitted to a second-order polynomial for the temperature range of interest. The parameters for intrinsic interface mobility proposed by Zhu and coworkers [31] are used in the present work. The diffusivity of Mn in the interface is taken as \( D^{Mn}_{int} = \sqrt{\frac{D^V_{Mn} \cdot D^D_{Mn}}{2}} \). Except for the thermodynamic data, the values of all other parameters are kept constant independent of the alloy composition and thermal treatment. The modelling parameters are listed in Table 2. The binding energy \( E_b \) for Mn on the \( \alpha/\gamma \) interface is a very important parameter as it governs the Mn partitioning inside the interface, thereby strongly influencing the transformation kinetics. Slightly different values for \( E_b \) have been derived using different approaches: scanning Auger microscope studies on austenite grain boundaries yielded \( E_b = 8 \pm 3 \, kJ\,mol^{-1} \) [58]; fittings to experimental transformation kinetics yielded \( E_b = 5 - 9.9 \, kJ\,mol^{-1} \) [37]; calculations from the Mn profile across the interface measured by atom probe tomography gave \( E_b = 6.0 \pm 1.4 \, kJ\,mol^{-1} \) [32] and first principles calculations provided a value of \( E_b \approx 12.5 \, kJ\,mol^{-1} \) [34]. In the present work we have chosen an intermediate value of \( E_b = 7 \, kJ\,mol^{-1} \). The choice of a slightly different value for \( E_b \) would have affected to overall kinetics, but would not have affected the key findings in the simulations.

In this model the only adjustable parameter is the pre-factor \( A \) in Eq. 1. This pre-factor \( A \) affects the maximum number of nuclei and the effective time (temperature) window for nucleation. The parameter depends on the rate of transformation, which depends on the imposed temperature path. It should be noted that any small uncertainty in the modelled energy barrier for nucleation (controlled by the parameter \( \Psi \)) will directly translate into a significant change in the value of the required pre-factor \( A \). In the current simulations for linear cooling, the value for the pre-factor \( A \) is estimated from the maximum number density of ferrite grains, which was estimated from metallographic observations. For isothermal holding and thermal cycling simulations, the pre-factor \( A \) is set in the range of 0.001 – 0.0033 (i.e. 1/1000 – 1/300). This choice was based on reported values in synchrotron X-ray diffraction studies on isothermal ferrite-to-austenite transformations [46].

For each time step \( \Delta t \) during the calculation of the phase transformation the number of ferrite grains is calculated according to the CNT (see equation 1). The interface velocity for each grain is then calculated as described in Section 2.2. The effective radius \( R_{a,j} \) (after corrections of hard impingement if necessary) of ferrite grain \( j \) at a time \( t \) is calculated using the velocity derived from the last time step \( \nu_{int,j}(t - \Delta t) \):

\[
R_{a,j}(t) = R_{a,j}(t - \Delta t) + \nu_{int,j}(t - \Delta t) \Delta t.
\]

The overall microstructural characteristics, including the ferrite volume fraction \( f_a \), the average grain radius \( \delta a \) and the standard deviation \( \sigma_a \) for the radius distribution of ferrite grains, are computed for each time step. The programming codes for implementing the model presented here are publicly available (https://github.com/hxingfang/3D-GEBl-Mixed-Mode-model).
Table 2
Modelling parameters and the data references.

| Parameter                                      | Value or equation                                      | Unit   | Ref. |
|------------------------------------------------|--------------------------------------------------------|--------|------|
| Density of potential nucleation site, \( \rho \)_n | \( 1.14 \times 10^{15} \)                              | m\(^{-3}\) | -    |
| Pre-factor \( A \) in Eq. 1                     | \( 1/1000 - 1/300 \) for simulations on cyclic phase transformations | -      | -    |
| Activation energy for Fe self diffusion, \( Q_a \) | \( 3.93 \times 10^{-19} \)                              | J      | [45] |
| Molar volume of Fe, \( V_m \)                   | \( 7.1 \times 10^{-6} \)                                | m\(^3\)mol\(^{-1}\) | -    |
| Interface thickness, \( \delta_{int} \)         | \( 0.5 \times 10^{-9} \)                                | m      | [37] |
| Intrinsic mobility of \( \gamma/\alpha \) interface, \( M_{int} \) | \( 2.7 \times 10^{4} \exp\left(-\frac{145.5 \text{kJmol}^{-1}}{RT}\right) \) | m\(^2\)s\(^{-1}\) | [31] |
| Binding energy of Mn, \( E_b \)                  | \( 7 \)                                                 | kJmol\(^{-1}\) | -    |
| Diffusivity of Mn in austenite, \( D_C^{\alpha/\gamma} \) | \( 0.178 \times 10^{-2} \exp\left(-\frac{264 \text{kJmol}^{-1}}{RT}\right) \) | m\(^2\)s\(^{-1}\) | [59] |
| Diffusivity of Mn in ferrite, \( D_C^{\gamma/\alpha} \) | \( 0.756 \times 10^{-2} \exp\left(-\frac{224 \text{kJmol}^{-1}}{RT}\right) \) | m\(^2\)s\(^{-1}\) | [59] |
| Diffusivity of C in austenite, \( D_F^{\alpha/\gamma} \) | \( 4.5 \times 10^{-3} \left[1+C\left(1-C\right)\exp\left(-\frac{11767}{RT}\right)\exp\left(-\frac{26436}{RT}\right)\right] \) \( \frac{\text{cm}}{\text{s}} \) | m\(^2\)s\(^{-1}\) | [60] |
| Diffusivity of C in ferrite, \( D_F^{\gamma/\alpha} \) | \( 0.02 \times 10^{-2} \exp\left(-\frac{11767}{RT}\right)\exp\left(0.5898\pi/\left(1+1.64\arctan\left[14.985 - \frac{11767}{RT}\right]\right)\right) \) | m\(^2\)s\(^{-1}\) | [61] |

Fig. 2. Kinetics of austenite-to-ferrite phase transformation in Fe-0.1C-0.5Mn alloy during continuous cooling at constant rates of 0.4 and 10 K/s predicted by the present model. (a) Nucleated ferrite number density \( \rho_\alpha \), (b) ferrite fraction \( f_\alpha \), (c) average ferrite grain size \( \delta_\alpha \), and standard deviation \( \sigma_\alpha \), and (d) final grain size distribution of ferrite for 10 K/s in comparison with metallographic measured results from [19]. Lines in (d) are fitting curves of lognormal distribution.

3. Results and discussion

3.1. Transformations during continuous cooling

Fig. 2 shows the ferrite transformation kinetics in the Fe-0.1C-0.5Mn alloy during continuous cooling at a rate of 0.4 and 10 K/s. In the simulation, the pre-factor \( A \) in Eq. 1 was set at \( A = 1/3000 \) and at \( A = 1/35 \) for 0.4 and 10 K/s, respectively. The pre-factor is the only parameter required to be adjusted and it is chosen such to make sure that the maximum value for the ferrite number density was comparable to that of metallographic observations on the fully transformed sample [62]. As a result, the maximum ferrite number density for 10 K/s is about 3.5 times higher than that for 0.4 K/s, even though the nucleation starts at about the same temperature of 1095 K, as shown in Fig. 2a. Fig. 2b shows that the model predicted ferrite fractions \( f_\alpha \) that are in good agreement with the dilatometer results for the two cooling rates. Fig. 2c plots the evolution of the calculated average ferrite grain size \( \langle \delta_\alpha \rangle \) and standard deviation of the ferrite grain size distribution \( \sigma_\alpha \) as a function of temperature. The final values for \( \delta_\alpha \) (10.7 and 6.9 \( \mu \)m for 0.4 and 10 K/s, respectively) are as intended close to the experimental data determined on metallographic images (10.7 and 6.5 \( \mu \)m, respectively) [61]. Fig. 2d shows a comparison of the ferrite grain size distribution after a complete transformation between the model prediction and the experimental results for 10 K/s. The original experimental data for the ferrite grain size were presented as the equivalent circular diameter in 2D [19]. To make a comparison with our 3D data, we converted the published 2D data into 3D by \( R_{\alpha,3D} = 4R_{\alpha,2D}/\pi \) for each ferrite grain. The figure shows a reasonable agreement between the modelling results and the experimental data, both of which can be approximated by a lognormal distribution. It can also be seen in Fig. 2d that the model predicts a narrower size distribution and a slightly larger average grain size, which could partly be attributed to an earlier transformation onset for the modelling (see Fig. 2b). It is also worth pointing out that the actual grain size and shape distribution of the fully austenitic
starting structure influences the final ferrite grain size distribution.

Given a relatively uniform and isotropic starting microstructure (as presented here), the final grain structure is mainly controlled by the average grain size of the austenite. The model itself can easily be adapted to include non-equiaxed starting microstructures.

We will now try and demonstrate the capabilities of the model in predicting the transformation kinetics both at the overall sample level and at the level of individual emerging ferrite grains. Fig. 3 shows the development of two selected ferrite grains ($\alpha_A$ and $\alpha_B$) nucleated at the same position but under different cooling rates of 0.4 and 10 K/s, respectively. Snapshots of Fig. 3a-b and 3e-f show their positions and the overall microstructure changes from $f_0 = 0.10$ to 0.25. Fig. 3c and 3g show the evolutions of their radius and interface velocities. To analyze the controlling mechanism for the growth of $\alpha_A$ and $\alpha_B$, we plot the changes of the chemical driving force ($\Delta G_{\text{chem}}$) and the energy dissipations ($\Delta G_{\text{friction}}$ and $\Delta G_{\text{diff}}$) in Fig. 3d and 3h. For cooling at 0.4 K/s, $\alpha_A$ starts to grow at 1095 K, above which $\Delta G_{\text{chem}} < \Delta G_{\text{diff}}$ and therefore, the interface cannot move. Below 1095 K, the interface velocity of $\alpha_A$ increases, peaks at 1072 K and falls back to nearly zero as $\Delta G_{\text{diff}}$ becomes very close to $\Delta G_{\text{chem}}$. $\alpha_B$ starts to grow later than $\alpha_A$. But once it starts at 1081 K, it has a very high initial velocity due to a large undercooling, with a larger driving force compared to $\alpha_A$ at the starting point. Different from $\alpha_A$, the interface velocities of $\alpha_B$ continuously decrease to zero with a small bump occurring at 1072 K. For cooling at a rate of 10 K/s, $\alpha_A$ and $\alpha_B$ show very similar behavior in terms of the starting growth temperature, the energy changes and the interfacial velocities during the whole process, which is very different from the behavior observed at a cooling rate of 0.4 K/s.

The average and local concentration profiles of C and Mn also evolve distinctly differently for the two grains at different cooling rates. It can be seen from Fig. 4b that Mn concentration at the interface builds up to a high level, especially when $f_0 = 0.50$, while the C diffusion gradient is small and even smeared out at $f_0 = 0.50$ for $\alpha_A$ upon cooling at 0.4 K/s (see Fig. 4a). This indicates that trans-diffusion of Mn in the interface dominates the kinetics. For the same grain nucleated at the same temperature and the same position but exposed to a higher cooling rate, the Mn concentration across the interface is much lower and the C diffusion gradient is much higher (see Fig. 4c and 4d), indicating that in this case (a cooling rate of 10 K/s) the transformation kinetics is mainly controlled by C diffusion.

The modelling results of the transformation kinetics during continuous cooling demonstrate that: 1) the model performs well in predicting the overall transformation kinetics during continuous cooling; 2) the development of physical and chemical characteristics can be monitored for each individual grain and 3) the contributions and dissipations of the Gibbs free energies can be calculated to understand the mechanism for the change in interfacial velocity.

### 3.2. Isothermal transformations

A further modelling test was made on the same alloy of Fe-0.1C-0.5Mn but imposed to isothermal phase transformations at 1058 and 1048 K to enable model validation against phase field simulations and dilatometry measurements, respectively. In both simulations the pre-factor in Eq. 1 was set at $A = 1/800$. Fig. 5a shows the predicted $f_0$ as a function of isothermal time together with the result obtained from 1D phase field simulation. In both models, Mn is modelled such that trans-diffusion in the interface, i.e. solute drag, can take place. The figure shows that in both approaches $f_0$ evolves in a similar manner and ends at about the same level of 0.65, which is smaller than the para-equilibrium fraction $f_0^{\text{eq}}(T = 1058 \text{ K}) = 0.72$. As has been reported in literature [e.g. 12, 13, 37, 63], this is a case of incomplete transformation because the energy dissipation of solute drag becomes larger than the driving force at longer isothermal times. Notably, there is an obvious latent transformation in the early stage in the current modelling results (marked by the red arrows in Fig. 5a), whilst this effect has not been observed for the 1D phase field modelling [39]. This is due to differences in nucleation modes and grain geometries: the present model implements a continuous nucleation mode.
Fig. 4. Carbon (a, c) and manganese (b, d) profiles across the interface for grain $\alpha_A$ (as visualized in Fig. 3) at cooling rates of (a, b) 0.4 K/s and (c, d) 10 K/s. $r / \delta$ is a dimensionless quantity where $r$ is distance and $\delta$ is the half of the interface thickness.

Fig. 5. Ferrite fraction $f_\alpha$ as a function of time for isothermal holding of Fe-0.1C-0.5Mn (a) at 785°C in comparison with the simulation result of the 1D phase field modelling [39] considering the Gibbs free energy dissipation due to Mn diffusion inside the interface and (b) at 775°C against experimentally derived $f_\alpha$ from dilatometer measurements with a primary cooling rate of 1 K/s. The time is expressed relative to the starting moment of the isothermal holding. The experimental $f_\alpha$ in (b) is derived from average of two separate dilatometry measurements (each starting with a fresh sample).

and operates in 3D, leading to a scaling of $f_\alpha$ with $R_\alpha^3$, whereas an instantaneous nucleation and a planar geometry are assumed in the phase field and therefore, $f_\alpha$ scales with $R_\alpha$. Differences in the median isothermal stage, where $f_\alpha = 0.25 - 0.55$, are also seen, which could be due to the fact that our model takes into account both nucleation and spatial correlations between neighboring ferrite grains.

Although the differences in the overall $f_\alpha$ between the present 3D multigrain model and the 1D phase field model predictions presented in Fig. 5a are not large, the 3D multigrain model shows a significant variation in transformation behavior for individual ferrite grains due to grain interactions (related to nucleation time and local environment), whereas the 1D model by default cannot give such information. Other experiments and modelling studies [45,64] also demonstrated that the transformation behavior of individual grains can vary significantly. There are a number of significant differences between 1D and 3D models. As to the 3D model, the transformation behavior for each grain is determined by the nucleation and growth behavior of the surrounding material, in addition to what has been prescribed for that particular grain. Such behavior can never be captured a priori in a 1D model. Only when one knows the full 3D behavior then the settings of the 1D simulation can be set properly. The dimensionality will also affect the way that soft and hard impingement play a role in the transfor-
mation kinetics. The de-activation of nucleation sites by soft/hard impingement and the evolution of the grain size distribution can only be obtained in a 3D model. Given their geometrical simplicity, 1D models are more suitable to demonstrate the effect of various assumptions regarding solute behavior near the moving interface on the transformation kinetics.

Fig. 5b compares the predicted \( f_a \) with the experimentally determined \( f_a \) from dilatometry measurements by applying the lever rule [65]. By setting the average austenite grain size to \( <d_\gamma> \) = 50 \( \mu m \) in accordance with experiments [66] and the sample box \( L_b = 175 \, \mu m \) (using the same ratio of \( L_b \) to \( <d_\gamma> \)), while keeping the pre-factor \( A \) the same as in the simulation shown in Fig. 5a, we found that the predicted \( f_a \) matches the experimental result closely as shown in Fig. 5b. The model and the experiment show a latent transformation in the early stage and a similar value of \( f_a \) at the final stage that is close to the para-equilibrium fraction \( f_a^{PE} (T = 1048 \, K) = 0.76 \). The good agreement between the simulations (using only one freely adjustable parameter and 11 independently determined parameters) and the dilatometer measurements validates the good transferability of the current model.

It is worth to note that the present model is aimed to describe bulk behavior and therefore assumes periodic boundary conditions. In the current format, the model is not appropriate to describe and predict the transformation kinetics for isothermal transformation experiments that are based on the removal of carbon via gas/sample reactions at the surface (including both mass loss and macroscopic carbon diffusion towards the outer surface of the material), e.g. the decarburization experiments as conducted in [14].

3.3. Cyclic partial phase transformations

When analyzing a cyclic partial phase transformation the austenite-to-ferrite transformation is classified as leading to a positive interfacial migration (\( V_{int} > 0 \)) while the ferrite-to-austenite transformation leads to a negative interfacial migration (\( V_{int} < 0 \)). Similarly, the driving force for the austenite-to-ferrite transformation is connected to positive changes in the Gibbs free energy while the ferrite-to-austenite transformation is connected to negative changes in the Gibbs free energy.

3.3.1. Comparison with dilatometer experiments

We first verify our simulation results against dilatometer experiments for two different alloys during cycling at a rate of 10 K/min. Fig. 6 shows that our model can adequately reproduce the experimental cyclic behavior of \( f_a \) for both Fe-0.023C-0.17Mn and Fe-0.1C-0.5Mn alloys. The stagnant and inverse transformation stages, which are two distinct features of the cyclic behavior in low Mn steels, are captured in the simulations. Whilst it can be seen that our simulations predict a longer stagnant stage (especially during cooling) and a shorter inverse transformation stage, the simulations predict quite a good range of \( f_a \) where the transformation could span during each cycle and how \( f_a \) evolves in each cycle compared to the experimental data.

Interestingly, in both alloys \( f_a \) starts at a higher level at the beginning of the first cycle, whilst \( f_a \) never returns completely to its original level in the following cycles, which themselves are perfectly reproducible. This suggests that the transformation at the end of isothermal holding has reached an equilibrium stage, which is not reached again during cycling due to the prevailing non-equilibrium interfacial conditions caused by dynamical changes in temperature. It should be noted that these two transformation features do not always occur. In our previous experimental study on a steel with a higher Mn concentration (Fe-0.25C-2.1Mn alloy [35]), \( f_a \) was found to be far from equilibrium at the end of isothermal holding. Consequently, \( f_a \) progressively increased after each thermal cycle, showing an opposite behavior from what is seen in Fig. 6.

3.3.2. Cyclic behavior of individual grains

Fig. 7 shows the behavior of the first nucleated grain during cycling from the simulations of Fe-0.1C-0.5Mn alloy. Similar to \( f_a \), \( R_\alpha \) also experiences a loop consisting of two stagnant, two normal and two inverse stages during each cycle shown in Fig. 7a. Each stage is characterized by different features of the interfacial velocities as plotted in Fig. 7b and the features can be understood from the difference between the chemical driving force \( \Delta G_{chem} \) and the energy dissipation of solute drag \( \Delta G_{diff} \) (see Fig. 7c-e). To assist the analysis, we marked points of interest by A-G in each graph. The character of the transformation stage marked by these points is summarized as follows:

1) Stagnant stage (from point A to C). The interface has reached the stasis state at the beginning of the cycling (point A) because \( \Delta G_{chem} < \Delta G_{diff} \). When temperature increases, \( \Delta G_{chem} \) decreases and reaches zero at point B. After that, both \( \Delta G_{chem} \) and \( \Delta G_{diff} \) become negative, indicating a tendency for \( \alpha \rightarrow \gamma \). However, \( \alpha \rightarrow \gamma \) cannot occur because \( |\Delta G_{chem}| < |\Delta G_{diff}| \), until point C where \( \Delta G_{chem} = \Delta G_{diff} \).

2) Normal stage where \( \alpha \rightarrow \gamma \) proceeds during heating (from point C to D). An increase in temperature above point C makes the driving force sufficiently larger than the solute drag force,
For the five grains showing a normal transformation behavior, their radii span different ranges and their velocity peaks at different temperatures, showing a significant variation in behavior, as has also been observed in in-situ EBSD and TEM experiments [67,68]. Two of the five grains (\(\Delta t_{\text{nuc}} = 21.3\) and 106.1 s in Fig. 8a) show a considerably longer inverse transformation stage than the rest. For one of them (\(\Delta t_{\text{nuc}} = 106.1\) s) the interface does not go

\[ |\Delta G^\text{chem}_m| > |\Delta G^\text{diff}_m| \]

Thereby, \(\alpha \rightarrow \gamma\) proceeds until the temperature reaches its maximum at point D.

3) Inverse stage where \(\alpha \rightarrow \gamma\) proceeds during cooling (from point D to E). Although \(|\Delta G^\text{chem}_m|\) decreases with decreasing temperature after point D, \(|\Delta G^\text{chem}_m| > |\Delta G^\text{diff}_m|\) still holds. Therefore, \(\alpha \rightarrow \gamma\) continues.

4) Stagnant stage (from point E to G). The magnitude of \(\Delta G^\text{chem}_m\) decreases with decreasing temperature and remains smaller than \(\Delta G^\text{diff}_m\). \(\Delta G^\text{chem}_m\) crosses zero at point F, after which \(\Delta G^\text{chem}_m\) increases with decreasing temperature, but remains smaller than \(\Delta G^\text{diff}_m\). Therefore, the interface stays immobile until point G where \(\Delta G^\text{chem}_m = \Delta G^\text{diff}_m\).

5) Normal stage where \(\gamma \rightarrow \alpha\) proceeds during cooling (from point G to the start of next cycle) because \(\Delta G^\text{chem}_m > \Delta G^\text{diff}_m\).

To investigate the evolution of the cyclic behavior over successive cycles, we plot the radius and the interfacial velocities as a function of temperature in Fig. 8 for six ferrite grains (including the one shown in Fig. 7). Five of the grains behave similarly in terms of both \(R_n\) (forming a loop) and \(v_{\text{int}}\), whereas one grain that nucleated the latest shrinks during heating after a stagnant period and finally disappears, showing an abnormal behavior. This abnormal behavior is also found for some other grains that nucleate late and are relatively small before cycling begins. The reason is that the overlapping of carbon concentration fields from their neighboring larger grains, together with the temperature increase during heating, decreases the chemical driving force for ferrite formation to stop the continuous shrinkage. In principle, the curvature is also expected to play a role here, but this effect is not considered in the current modelling.
back to the original position, which coincides with the observation that $f_\alpha$ does not recover to the starting value upon the completion of the first cycle (see Fig. 6b). The reason is that the ferrite grains which nucleated late in the cycle have higher remote carbon concentration in their parent austenite grains because of impingement of the carbon diffusion fields from earlier nucleated ferrite grains. As a result, $\alpha \to \gamma$ is more favored than $\gamma \to \alpha$ for these late nucleated grains. It can be seen in Fig. 8b that the $v_{\text{int}}$ for the grain with $\Delta t_{\text{nuc}} = 106.1 \text{s}$ becomes negative earlier (i.e. $\alpha \to \gamma$ starts earlier) and positive later (i.e. $\gamma \to \alpha$ starts later) than other earlier nucleated ferrite grains. For the grain with $\Delta t_{\text{nuc}} = 113.4 \text{s}$ it even disappears during the first cycle.

Since these 6 grains selected include the earliest nucleated one, the latest nucleated one and the some nucleated in between, together they are expected to represent the spectrum of cyclic behavior for all grains. It can be seen from Fig. 8b that the interface velocity always shows a peak and its behavior agrees well with the recent in-situ TEM observation on two single $\gamma/\alpha$ interfaces [68]. The peaks of interface velocities for the normal behaved grains are located in the range 803 - 808°C for $\alpha \to \gamma$ and -840°C for $\gamma \to \alpha$, which is in close agreement with the TEM results.

It should be pointed out that a full grain shrinkage during cycling cannot be predicted in any previous models for cyclic transformations because they do not consider ferrite nucleation before the cycling starts. However, in-situ neutron depolarization experiments showed that the actual number density of ferrite grains during cycling over certain temperature windows can decrease slightly, due to the occurrence of coarsening (resulting in the disappearance of some small grains) [35]. To unambiguously track the behavior of individual grains during cyclic transformations, grain resolved 3D/4D techniques based on synchrotron high-energy X-ray diffraction using micro beam [69,70] seems to be the most promising approach.

### 3.3.3. Cyclic behavior as a function of C and Mn concentrations

The model can also be extended to predict the cyclic transformation kinetics as a function of wide range concentrations for C and Mn, which will allow us to elucidate their interplay. Fig. 9 shows the evolution of $f_\alpha$ for a series of Fe-C-Mn alloys with temperature in comparison with the equilibrium fraction. Different behaviors for $f_\alpha$ are clearly observed. As the Mn concentration increases from 0.17 to 1.0 wt.% for Fe-0.1C-Mn alloys (Fig. 9a-f), an open loop for $f_\alpha$ can clearly be observed, while the stagnant stage (measured by the temperature range where interface is immobile) becomes longer. It is interesting to note that when the Mn concentration increases to 1.0 wt.%, $f_\alpha$ spans a much smaller range compared to the lower-Mn alloys. With further increasing Mn concentrations, the amplitude of the changes in $f_\alpha$ in each cycle is so small that the open loop is hardly seen. This means the interfacial Mn partitioning largely controls the cyclic kinetics and limits any substantial interfacial movements in these alloys. However, carbon partitioning also plays a role here. Even for a relatively high Mn alloy, when C concentration decreases, the transformation kinetics of both $\gamma \to \alpha$ and $\alpha \to \gamma$ could be accelerated. This acceleration is observable when comparing Fig. 9e and 9g. Conversely, when the C concentration is increased in alloys with a fixed Mn concentration, then the kinetics is gradually suppressed and $f_\alpha$ cycles over a smaller range. This is well illustrated when Fig. 9a is compared with Fig. 9h. Similar behavior is seen when Fig. 9e is compared with Fig. 9i.

Previous studies have focused on the effect of a single alloying element (either C or Mn) on the cyclic transformation behavior [66,71,72]. To characterize the stagnant behavior during cycling, the length of the stagnant stage (the temperature range where $f_\alpha$ does not change) during cycling or the length of the post cyclic stagnant stage (the temperature range where $f_\alpha$ does not change after the thermal cycling is finished, which is due to residual Mn spikes formed during cycling in front of the interfaces) are used. It is shown that increasing the C or Mn concentration leads to more stagnant movement of interfaces during cycling [71,72]. The post cyclic stagnant stage, present right after the cycling finishes, became evident (> 2.5 K) when the Mn concentration increased above 1.0 wt.% Mn [66]. It can be seen from Fig. 9 that C and Mn have a coupled effect on the cyclic transformation behavior. To quantify this effect, it is not very suitable to use the length of stagnant stage as such, as has been done in previous studies, because the equilibrium states at the beginning of the cycling and the interval of equilibrium fractions between $T_1$ and $T_2$ are different. Here, we integrate $f_\alpha$ over the temperature normalized by integration of the net para-equilibrium faction $f_\alpha^{\text{PE}}$ surplus from that of $T_2$ over the same temperature range to describe the stagnant transformation behavior (denoted as $\eta_{\text{stag}}$):

$$\eta_{\text{stag}} = 1 - \int_f f_\alpha dT / \int_{T_1}^{T_2} (f_\alpha^{\text{PE}} - f_\alpha^{\text{PE}}(T_2)) dT.$$  \hspace{1cm} (12)

A high value of $\eta_{\text{stag}}$ corresponds to a more stagnant behavior during the cyclic phase transformation. Intuitively, the numerator in Eq. 12 represents the area of the cyclic loop in the $f_\alpha$ - T plot and the denominator represents the area of $f_\alpha$ over T as if it was formed by quenching an alloy from $T_2$ to $T_1$, then holding at $T_1$ for a long time and finally heating back to $T_2$ under para-equilibrium conditions. Since the transformation behavior becomes repeatable from the second cycle on, we used the data for the second cycle to calculate $\eta_{\text{stag}}$ for all alloys.

Fig. 10 shows a contour plot of $\eta_{\text{stag}}$ as a function of the C and Mn concentrations. The figure clearly shows that the interface is least stagnant at the corner of low-C and low-Mn concentrations, while it is more stagnant when either C or Mn increases. Two dashed lines depicted in Fig. 10 mark the transition region between a pronounced open loop (the interface moves substantially when $\eta_{\text{stag}} < 0.85$) and a nearly invisible loop behavior (the interface is nearly immobile when $\eta_{\text{stag}} > 0.90$) for different alloys, in between the interface moves gently (0.85 $\leq$ $\eta_{\text{stag}}$ $\leq$ 0.90). For $\eta_{\text{stag}}$ > 0.85 the figure shows that the stagnant behavior is more enhanced by increasing the Mn concentration and only has a weak dependence on the C concentration. The results are in excellent agreement with the experimental results obtained by Farahani and coworkers [66].

The metric $\eta_{\text{stag}}$ can be linked to the evolution of the C and Mn concentration profiles during cyclic phase transformation. In Fig. 11 we plot the radius of the first nucleated ferrite grains and their C and Mn concentration profiles across the interface at five selected positions in the first cycle for the Fe-0.1C-0.1Mn alloy with a relatively low $\eta_{\text{stag}}$ and for the Fe-0.1C-1Mn alloy with a relatively high $\eta_{\text{stag}}$ (as marked in Fig. 10), respectively. Although the two grains both show characteristic cyclic behavior (stagnant, inverse and normal transformations) as described in Section 3.3.2, the amplitudes of the change in $R_\alpha$ and the resulting loop outlined by $R_\alpha$ are significantly different (see Fig. 11a and 11d). Plots of the C profiles at the five selected positions indicate that the evolution of the C profile is much more pronounced for the Fe-0.1C-0.17Mn alloy than for the Fe-0.1C-1Mn alloy (see Fig. 11b and 11e). However, in both alloys the C profile in austenite has a very small concentration gradient, suggesting that C diffusion is not the rate limiting step for both alloys. Unlike C, Mn spikes appear at all positions for both alloys. When $\gamma \to \alpha$ is favored (positions I, IV and V), the Mn concentration builds up at the interface forming positive spikes, where the positions that correspond to the stagnant transformation (e.g. position I and IV) have the highest magnitudes. When $\alpha \to \gamma$ is favored (positions II and III), negative Mn spikes are seen at the interface for both alloys. The magnitudes of all the spikes are much larger in the Fe-0.1C-1Mn alloy than in the Fe-0.1C-0.17Mn alloy,
Fig. 9. Evolution of the ferrite fraction $f_\alpha$ during cyclic partial phase transformation as a function of temperature at a rate of 10 K/min in different Fe-C-Mn alloys. The ferrite fractions under ortho-equilibrium (Ortho-E), para-equilibrium (PE) and negligible partitioning local equilibrium (NPLE) are also plotted.

Fig. 10. Contour plot of $η_{stag}$ as a function of C and Mn concentrations. Two dashes lines with $η_{stag} = 0.85$ and 0.90, respectively, mark a transition region for distinguishing different types of cyclic transformation behavior. The stars mark the locations of $η_{stag}$ for Fe-0.1C-0.17Mn and Fe-0.1C-1Mn alloys used in the simulations presented here.
consistent with the observation that $\eta_{\text{stag}}$ for the Fe-0.1C-1Mn alloy is larger than that for the Fe-0.1C-0.17Mn alloy.

4. Conclusions

A novel 3D mixed-model has been developed by considering ferrite nucleation and growth governed by a balance in the Gibbs free energy contributions between chemical driving force and dissipation by interface friction and solute drag for austenite-ferrite transformations in Fe-C-Mn alloys. A new implementation of the solute drag dissipation calculations is proposed and shown to be computationally very efficient. The capabilities of this model have been illustrated. Based on the model application to austenite-ferrite transformations in Fe-C-Mn alloys, the following conclusions can be drawn:

1) The derived analytical solution for calculating the energy dissipation due to solute drag is computationally much more efficient than the conventional approach that has to compute the Gibbs free energies as a function of interface velocity in a predefined range. This new method proposed here is general and can be used in other 3D simulations.

2) The model performs well in predicting the overall transformation kinetics during continuous cooling, isothermal holding and inter-critical thermal cycling. The grain size distribution can be predicted reasonably well for continuous cooling.

3) The transformation behavior of each individual grain can be monitored. A wide variation in behavior was found. The local Gibbs free energy of the chemical driving force and the dissipations can be calculated to understand the mechanism for the change in interfacial velocity. The carbon partitioning and the solute drag effect of Mn complement each other depending on the specific conditions.

4) Small ferrite grains that nucleated relatively late may fully shrink upon heating during cyclic partial phase transformations. This phenomenon has not been predicted by models that do not consider ferrite nucleation before the beginning of thermal cycling.

5) A new metric is proposed to describe the stagnant interfacial behavior during cyclic phase transformations. It is shown that the coupled effect of C and Mn on the cyclic transformation behavior can adequately be described. A transition region as a function of C and Mn concentrations is identified to distinguish different types of cyclic behavior.

Although we only demonstrate the application of the model for Fe-C-Mn alloys, the model can also be used for calculating the transformation kinetics for other ternary alloys once the corresponding thermodynamic information is available. Since a more efficient implementation of computing solute drag dissipation is proposed, the present work is expected to encourage more advanced 3D simulations using the principle of the Gibbs free energy balance. To this aim the code is made publicly available at https://github.com/haixingfang/3D-GEB-mixed-mode-model.
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Appendix A: Solute drag effect of substitutional elements

During the diffusional phase transformations, substitutional elements can segregate at the interface because the interface can be...
considered as a potential well. The solute segregation thereby imposes a drag effect on the interface migration. Assuming a triangular potential well within the interface, Purdy and Brechet [57] proposed that the equilibrium potential of solute \( \mu (r) \) over a distance \( r \) depends on the temperature \( T \), solute concentration profile \( C(r) \) and the interaction energy \( E(r) \):

\[
\mu (r) = RT \ln C(r) + E(r),
\]

where \( R \) is the gas constant. The interaction energy \( E(r) \) is given by

\[
E(r) = \mu^0_a (r < -\delta),
\]

\[
E(r) = \mu^0_a + \Delta E - E_0 + \frac{(\Delta E - E_0)}{\delta} r \quad (-\delta \leq r < 0),
\]

\[
E(r) = \mu^0_a + \Delta E - E_0 + \frac{(\Delta E + E_0)}{\delta} r \quad (0 < r \leq \delta),
\]

\[
E(r) = \mu^0_a (r > \delta),
\]

where \( \mu^0_a \) and \( \mu^0_y \) are the chemical potentials of the solute in ferrite and austenite, respectively, \( \Delta E \) is the half of the difference in chemical potentials between austenite and ferrite \( \Delta E = \nu^y - \nu^a \), \( E_0 \) is the binding energy and \( \delta \) is the half of the interface thickness. The profile of \( E(r) \) for an austenite stabilizer is schematically shown in Fig. A1a.

The substitutional concentration profile for an interface moving with a quasi-steady velocity \( v_{int} \) must fulfill:

\[
\frac{\partial}{\partial r} \left[ D_{int} \frac{\partial C(r)}{\partial r} + \frac{C(r)D}{RT} \frac{\partial E(r)}{\partial r} + v_{int} C(r) \right] = 0.
\]

where \( D_{int} \) is the interfacial diffusivity of the substitutional solute. The concentration profile can be derived by solving Eq. A2. The solution at four different regimes can be expressed by the following equations containing four dimensionless quantities \( a, b, V, \) and \( S\):

\[
\frac{C}{C_0} = 1 \quad (S < -1),
\]

\[
\frac{C}{C_0} = 1 + \frac{ae^{(-V(1+b)(S+1))}}{1+a} \quad (-1 \leq S < 0),
\]

\[
\frac{C}{C_0} = 1 + e^{(VS)} \left( \frac{a(e^{-V(a+b+1)})}{1+a} + \frac{(b-a)e^{(-Vb)}}{(1+a)(1+b)} - \frac{be^V}{1+b} \right) \quad (0 < S \leq 1),
\]

\[
\frac{C}{C_0} = 1 + e^{(-VS)} \left( \frac{a(e^{-V(a+b+1)})}{1+a} + \frac{(b-a)e^{(-Vb)}}{(1+a)(1+b)} - \frac{be^V}{1+b} \right) \quad (S > 1),
\]

where \( C_0 \) is the nominal concentration of the substitutional solute, \( a = \frac{RT_{v_{int}}}{RT_{v_{int}} + b}, b = \frac{RT}{RT_{v_{int}}}, V = \frac{v_{int}}{RT} \) and \( S = \frac{\nu_0}{\nu^a} \). The concentration profile is thus asymmetric, as shown in Fig. A1b.

Now the energy dissipation \( \Delta G_{m}^{diff} \) due to trans-diffusion of substitutional alloying element inside the interface can be calculated using Cahn’s equation [73]:

\[
\Delta G_{m}^{diff} = -\int_{-\delta}^{\delta} \left( C(r) - C_0 \right) \left( \frac{\partial E(r)}{\partial r} \right) dr.
\]  

From Eq. A3 the analytical solution for \( \Delta G_{m}^{diff} \) is obtained:

\[
\Delta G_{m}^{diff} = \beta_1 \left( 1 + V + aV + e^{(-V-V_a)} \right) - \beta_2 \left( aV^{2} + ab \frac{e^{(-V-Va)}}{V_a} + b - aV + ae^{(-V-Vb)} - Vb_{2} + ab \frac{e^{(-V-Vb)}}{V_b} + e^{(-V-Vb)} \right).
\]

where \( \beta_1 \) and \( \beta_2 \) are two parameters: \( \beta_1 = \frac{a^2 RT_{v_{int}} \nu_0 \delta}{V(V+V_a)} \) and \( \beta_2 = \frac{RT_{v_{int}} \nu_0 \delta}{V(V+V_a)} \). The solution expressed in Eq. A4 can considerably accelerate the computation by avoiding the integration in Eq. A3. Like \( \Delta G_{m}^{fract} \), \( \Delta G_{m}^{diff} \) also depends on \( v_{int} \), which makes the solutions for the two energy dissipation terms interdependent and thereby requires the solution method described in Section 2.2. Eq. A4 also applies for \( v_{int} < 0 \), i.e. the ferrite to austenite phase transformation. For \( v_{int} < 0 \) the dissipation energy due to trans-diffusion of solute inside the interface \( \Delta G_{m}^{diff} \) has a negative value. The chemical driving force \( \Delta G_{m}^{chem} \) and the dissipation energy due to interface friction \( \Delta G_{m}^{friction} \) when \( v_{int} < 0 \) are obtained in the same way as for \( v_{int} > 0 \). Therefore, a change in the transformation direction is automatically accounted for when Eq. 3 is used.

### Appendix B: Carbon diffusion profiles

For an early stage of ferrite growth, where the carbon diffusion fields surrounding the ferrite grains do not overlap (see Fig. B1a), the carbon concentration far away from the \( y/\alpha \) interface, \( C_0 \), equals the nominal concentration: \( C_\infty = C_0 \). The carbon concentration profile surrounding the ferrite grain, \( C(r) \), can be approximated by a second-order polynomial:

\[
C(r) = C_0 + \left( C^r - C_0 \right) \left( 1 - \frac{r^2}{L} \right)^2 \quad (0 \leq r \leq L),
\]

where \( r \) is the distance from the interface \( (r = 0 \) at the \( y/\alpha \) interface), \( C_0 \), \( C^r \) and \( L \) have the same meaning as described in Section 2.2. This concentration profile fulfills the following boundary conditions:

\[
C(r = 0) = C^r.
\]
Appendix C: Approximations for the chemical potentials

As the transformation proceeds, the interfacial concentrations of the ferrite grains are changing continuously. Thus, the chemical potentials are changing with the transformation time for all of the grains. To calculate the driving force for individual grains, it is necessary to calculate the chemical potentials as a function of temperature and composition. For the Fe-C-Mn system, this dependence for austenite or ferrite can be described as follows:

\[ \mu_C = \mu_{0,C} + RT \ln(x_C) + RT \left( \frac{\varepsilon_{CC} x_C}{C_m} + \frac{\varepsilon_{CMn} x_Mn}{Mn} \right) \]  \hspace{1cm} (C1)

\[ \mu_{Mn} = \mu_{0,Mn} + RT \ln(x_{Mn}) + RT \left( \frac{\varepsilon_{MnCn} x_C}{C_m} + \frac{\varepsilon_{MnMn} x_{Mn}}{Mn} \right) \]  \hspace{1cm} (C2)

\[ \mu_{Fe} = \mu_{0,Fe} + RT \ln \left( 1 - x_C - x_{Mn} \right) + RT \left( -\frac{\varepsilon_{CC} x_C^2}{2} - \frac{\varepsilon_{CMn} x_C x_{Mn}}{2} - \frac{\varepsilon_{MnMn} x_{Mn}^2}{2} \right) \]  \hspace{1cm} (C3)

where \( R \) is the gas constant, \( T \) is temperature (in K), \( \varepsilon_{CC}, \varepsilon_{CMn}, \varepsilon_{MnCn} \) and \( \varepsilon_{MnMn} \) are interaction coefficients. As \( \mu_{Fe} \) mainly depends on temperature, with a weak dependence on the composition, we rewrite Eq. C3 to

\[ \mu_{Fe} = \mu_{0,Fe} + RT \ln \left( 1 - x_C - x_{Mn} \right) + \omega RT \]  \hspace{1cm} (C4)

where \( \omega \) is a constant. We employed Thermo-Calc with the TCFE8 database and calculated the chemical potentials, which were fitted to Eqs. C1-2 and Eq. C4. The obtained fitting parameters for the chemical potentials in \( \gamma \) are given by:

\[ \mu_C^\gamma = 14547 \text{ Jmol}^{-1} + RT \ln(x_C) + RT \left( 9.12 x_C - 5.66 x_{Mn} \right) \]  \hspace{1cm} (C5)

\[ \mu_{Mn}^\gamma = -49791 \text{ Jmol}^{-1} + RT \ln(x_{Mn}) + RT \left( -7.63 x_C - 1.06 x_{Mn} \right) \]  \hspace{1cm} (C6)

\[ \mu_{Fe}^\gamma = 28218 \text{ Jmol}^{-1} + RT \ln \left( 1 - x_C - x_{Mn} \right) - 8.44 RT \]  \hspace{1cm} (C7)

The relative errors are about 4.6%, 2.3% and 0.1% for Eqs. C5-7, respectively. The obtained fitting parameters for chemical potentials in \( \alpha \) are given by:

\[ \mu_C^\alpha = 47969 \text{ Jmol}^{-1} + RT \ln(x_C) + RT \left( 4.89 x_C - 8.11 x_{Mn} \right) \]  \hspace{1cm} (C8)

\[ \mu_{Mn}^\alpha = -40813 \text{ Jmol}^{-1} + RT \ln(x_{Mn}) + RT \left( -8.63 x_C - 8.31 x_{Mn} \right) \]  \hspace{1cm} (C9)

\[ \mu_{Fe}^\alpha = 24312 \text{ Jmol}^{-1} + RT \ln \left( 1 - x_C - x_{Mn} \right) - 8.01 RT \]  \hspace{1cm} (C10)

The relative errors are about 11.2%, 3.3% and 0.05% for Eqs. C8-10, respectively.
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