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Abstract—Intelligent reflecting surface (IRS) is an emerging technology that is able to reconfigure the wireless channel via tunable passive signal reflection and thereby enhance the spectral-energy efficiency of wireless networks cost-effectively. In this paper, we study an IRS-aided multiuser multiple-input single-output (MISO) wireless system and adopt the two-timescale (TTS) transmission to reduce the signal processing complexity and channel training overhead as compared to the existing schemes based on the instantaneous channel state information (I-CSI), and at the same time, exploit the multiuser channel diversity in transmission scheduling. Specifically, the long-term passive beamforming (i.e., IRS phase shifts) is designed based on the statistical CSI (S-CSI) of all links, while the short-term active beamforming (i.e., transmit precoding vectors at the access point (AP)) is designed to cater to the I-CSI of all users’ reconfigured channels with optimized IRS phase shifts. We aim to minimize the average transmit power at the AP, subject to the users’ individual quality of service (QoS) constraints on the achievable long-term average rate. The formulated stochastic optimization problem is non-convex and difficult to solve since the long-term and short-term design variables are complicatedly coupled in the QoS constraints. To tackle this problem, we propose an efficient algorithm, called the primal-dual decomposition based TTS joint active and passive beamforming (PDD-TJAPB), where the original problem is decomposed into a long-term passive beamforming problem and a family of short-term active beamforming problems, and the deep unfolding technique is employed to extract gradient information from the short-term problems to construct a convex surrogate problem for the long-term problem. We show that both the long-term and short-term problems can be efficiently solved and the proposed algorithm is proved to converge to a stationary solution of the original problem almost surely. Simulation results are presented which demonstrate the advantages and effectiveness of the proposed algorithm as compared to benchmark schemes.

Index Terms—Intelligent reflecting surface, statistical CSI, two-timescale optimization, phase-shift optimization, primal-dual decomposition, deep unfolding, multiuser diversity.

I. INTRODUCTION

Intelligent reflecting surface (IRS) has been regarded as a promising new technology to achieve high spectral efficiency with low hardware and energy cost for wireless communication systems [1]–[4]. IRS is a man-made planar metasurface that is composed of a large number of passive reflecting elements, each of which is able to induce certain amplitude and/or phase changes to the impinging signal, thus collaboratively reconfiguring the wireless channel for enhanced communication. Compared with existing wireless techniques such as massive multiple-input multiple-output (MIMO), ultra-dense network (UDN) and millimeter wave (mmWave) communication [5]. IRS is more cost-effective since it can reduce the network deployment cost and energy consumption due to the ever-increasing number of active antennas/radio-frequency (RF) chains deployed in them. Thanks to its passive signal reflection, IRS can be densely deployed in wireless networks with a low and scalable cost as well as easily controllable interference. In addition, different from the traditional active relays, IRS can work in an inherent full-duplex manner without suffering any self-interference and additive noise.

Due to the above appealing advantages, IRS has attracted significantly growing attention recently and it has been shown that IRS can enhance substantially the performance of various wireless systems (see, e.g., [6]–[14]). However, in order to reap the performance gains brought by IRS in practical systems, new challenges also arise. First, to fully exploit the new channel reconfiguration ability of IRS, the reflection coefficients at the IRS need to be adaptively designed based on the channel state information (CSI) of the IRS-reflected channels to/from both its associated access point (AP) and users. However, the acquisition of such CSI is a practically difficult task since IRS is a passive device without the ability to transmit pilot signals for channel estimation. In addition, the amount of channel coefficients in the IRS-reflected channels that need to be estimated increases rapidly with the number of IRS reflecting elements, especially when the AP and/or users are equipped with multiple antennas. To overcome this challenge, the authors in [18] proposed to deploy dedicated sensors at the IRS to estimate the IRS channels from the AP/users; however, this will increase the implementation cost of IRS and the estimated channels are also different from the desired IRS-reflected channels in general. Alternatively, estimating the AP-IRS-user cascaded channels based on the training/pilot signals sent by the AP/users can be a practical solution that also does not incur any performance loss as compared to the ideal case of knowing the individual AP-IRS and IRS-user channels [19]–[21]. Moreover, in [22], [23] the authors studied the channel estimation problem in IRS-aided multiuser systems and proposed new methods to reduce the channel training overhead by exploiting the fact that each IRS element reflects the signals from different users to the AP via the same IRS-AP channel. Besides, the low-rank and sparsity properties of IRS
channels were exploited in [24], [25] for reducing the channel estimation complexity and overhead.

Second, how to optimize the IRS reflection coefficients (including both reflection amplitudes and phase shifts in general) to unveil the full benefit offered by IRS is another challenging problem, due to their involved difficult-to-handle uni-modular constraints and intricate coupling in passive beamforming optimization. In the literature, various algorithms have been proposed to optimize the IRS reflection phase shifts (continuous or discrete), based on the instantaneous CSI (I-CSI) [6–12], [26–29]. In [30], the authors further investigated the effect of IRS amplitude control on the passive beamforming performance, and showed that under imperfect CSI, additional performance gains can be achieved by jointly controlling the reflection amplitudes as compared to the case with full reflection and phase-shift control only. However, the above works rely on the I-CSI, which requires high signal processing complexity and large channel training/signaling overhead for CSI acquisition. To tackle this difficulty, a two-timescale (TTS) transmission protocol was proposed in [31], where the passive beamforming (IRS phase shifts) is optimized based on the statistical CSI (S-CSI) of all links, while the active beamforming (transmit precoding vectors at the AP) is designed to cater to the user’s reconfigured instantaneous channels with fixed (optimized) IRS passive beamforming. However, only the users’ sum-rate maximization was considered in [31] and the algorithms therein cannot be applied to the practical case when the users have individual rate or quality of service (QoS) requirements, which thus motivates this work.

In this paper, we study the TTS beamforming optimization problem in an IRS-aided multiuser system under the users’ individual rate/QoS constraints. The short-term active beamforming vectors at the AP and the long-term passive IRS reflection phase shifts are jointly designed to minimize the average transmit power at the AP under the achievable long-term average rate constraints for the users. Furthermore, we exploit the multiuser channel diversity to reduce the average transmit power of the AP, by properly designing the active beamforming vectors in different time slots according to the reconfigured I-CSI and performing “time sharing” based user scheduling to guarantee the long-term average rates of the users.

The formulated problem is a non-convex stochastic optimization problem and thus difficult to solve, with complicatedly coupled long-term and short-term design variables in the QoS constraints. To the best of our knowledge, there still lack efficient methods for solving such a TTS non-convex stochastic optimization problem. To overcome this challenge, we introduce long-term Lagrange multipliers to the QoS constraints and present a novel TTS primal-dual decomposition (PDD) method to decouple the long-term and short-term variables, which results in a long-term passive beamforming problem and a family of short-term active beamforming problems. Then, together with the constrained stochastic successive convex approximation (CSSCA) framework [32], we propose a PDD-based TTS joint active and passive beamforming (PDD-TJAPB) algorithm to solve the formulated problem efficiently. The proposed algorithm contains two sub-algorithms, i.e., a long-term passive beamforming sub-algorithm and a short-term active beamforming sub-algorithm, to solve the long-term problem and each short-term problem, respectively. In the long-term sub-algorithm, a convex surrogate problem of the long-term problem is constructed based on randomly generated channel samples according to the S-CSI and the gradient information of the short-term solutions with respect to (w.r.t.) the long-term variables. The resulting problem is convex and thus can be efficiently solved using off-the-shelf solvers, such as CVX [33]. In the short-term sub-algorithm, the weighted sum mean-square error minimization (WMMSE) method is employed to optimize the active beamforming vectors at the AP and a WMMSE network is built to extract the gradient information w.r.t. the long-term variables by unfolding the iterative procedure of WMMSE into a data flow graph and utilizing the widely-used back-propagation method. We prove that the solution obtained by the proposed PDD-TJAPB algorithm is a stationary point of the original problem almost surely. Finally, simulation results are presented to validate the effectiveness of the proposed algorithm.

The new contributions of this paper in view of the existing literature are summarized as follows:

1) A new TTS joint active and passive beamforming problem formulation for an IRS-aided multiuser MISO system is proposed to ensure the long-term QoS/rate constraint of each user and meanwhile exploit the multiuser channel diversity to reduce the average transmit power of the AP.

2) By combining a novel TTS primal-dual decomposition method, the CSSCA framework and the deep unfolding technique, we propose a new PDD-TJAPB algorithm to tackle the formulated problem, which cannot be solved by existing algorithms. We prove that every limit point of the proposed algorithm almost surely satisfies the stationary conditions of the formulated problem. The proposed algorithm provides an efficient solution to the open problem of TTS stochastic optimization with coupled long-term and short-term constraints.

3) Extensive simulation results are presented to validate the effectiveness of the proposed algorithm and we show that it can achieve considerable performance gain under various practical setups as compared to the conventional I-CSI-based scheme, with lower signal processing complexity and channel estimation/training overhead.

The rest of this paper is organized as follows. Section II introduces the system model and problem formulation. In Section III, we propose an efficient PDD-TJAPB algorithm to solve the formulated problem and prove its convergence. Section IV presents numerical results to evaluate the performance of the proposed algorithm and finally Section V concludes the paper.

Notations: Scalars, vectors and matrices are respectively denoted by lower/upper case, boldface lower case and boldface upper case letters. For an arbitrary matrix $A$, $A^T$ and $A^H$ denote its transpose and conjugate transpose, respectively. For a square matrix $A$, $A^{-1}$ denotes its inverse matrix if it is invertible. $[a]_n$ denotes the $n$-th element of a vector $a$, and $a \succeq b$ denotes the component-wise inequality between vectors $a$ and $b$. $\| \cdot \|$ denotes the Euclidean norm of a complex vector and $| \cdot |$ denotes the absolute value of a complex scalar.
$CN(\mathbf{x}, \Sigma)$ denotes the distribution of a circularly symmetric complex Gaussian (CSCG) random vector with mean vector $\mathbf{x}$ and covariance matrix $\Sigma$; and $\sim$ stands for “distributed as.” For any given $x_1, \ldots, x_N$, $\text{diag}(x_1, \ldots, x_N)$ denotes a diagonal matrix with $x_1, \ldots, x_N$ as its diagonal elements. The letter $j$ will be used to represent $\sqrt{-1}$. $\mathbb{C}^{n \times m}$ ($\mathbb{R}^{n \times m}$) denotes the space of $n \times m$ complex (real) matrices and $\mathbb{R}^{n \times m}$ represents the space of $n \times 1$ vectors with strictly positive real elements. $\mathcal{F}^N$ is defined as the Cartesian product of $N$ identical sets each given by $\mathcal{F}$. $\text{relint}(S)$ denotes the relative interior of a set $S$, defined as its interior within the affine hull of $S$. For any nonempty convex set $S$, $\text{relint}(S) \triangleq \{x \in S : \forall y \in S, \exists \lambda > 1 : \lambda x + (1 - \lambda)y \in S\}$. $\set{1, 0}$ denote an identity matrix, an all-one matrix/vector and an all-zero matrix with appropriate dimensions, respectively. $\mathbb{E}\{\cdot\}$ represents the statistical expectation. For given two sets $\mathcal{A}$ and $\mathcal{B}$, $\mathcal{A} \setminus \mathcal{B} \triangleq \{x \in \mathcal{A}, x \notin \mathcal{B}\}$.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, we consider an IRS-aided multiuser MISO downlink system, where an IRS composed of $N$ reflecting elements is deployed to assist the communications from an AP with $M$ antennas to a set of $K$ single-antenna users (denoted by $\mathcal{K} \triangleq \{1, \ldots, K\}$). In the considered system, the IRS is connected to a smart controller that is able to communicate with the AP via a separate wireless link for coordinating their transmission and exchanging information, such as CSI and IRS reflection coefficients \cite{Hai}. Since the signal transmitted through the AP-IRS-user link experiences severe “distance-product” power loss \cite{Hai}, we only consider the signal reflected by the IRS for the first time and those reflected by it two or more times are ignored.

Let $\mathbf{G} \in \mathbb{C}^{N \times M}$ denote the baseband equivalent channel matrix of the AP-IRS link, $\mathbf{h}_{r,k} \in \mathbb{C}^{N \times 1}$ and $\mathbf{h}_{d,k} \in \mathbb{C}^{M \times 1}$ denote the (conjugate) channel vectors of the IRS-user link and AP-user link, respectively. Then, the received signal of user $k$ can be expressed as

$$
y_k = (\mathbf{h}_{r,k}^H \Theta \mathbf{G} + \mathbf{h}_{d,k}^H) \mathbf{x} + n_k,$$

where $\Theta$ denotes an $N \times N$ diagonal reflection coefficient matrix (also known as the passive beamforming matrix), which can be written as $\Theta = \text{diag}(\phi_1, \ldots, \phi_N)$, $\phi_n = \alpha_n e^{j\theta_n}$ with $\alpha_n \in [0, 1]$ and $\theta_n \in \mathcal{F} \triangleq [0, 2\pi)$, $\forall n \in \mathcal{N} \triangleq \{1, \ldots, N\}$, denoting the reflection amplitudes and phase shifts, respectively. For simplicity, we assume $\alpha_n = 1, \forall n \in \mathcal{N}$ to maximize the signal reflection \cite{Hai}. $n_k$ denotes the independent and identically distributed (i.i.d.) additive white Gaussian noise (AWGN) at the receiver of user $k$ with zero-mean and variance $\sigma_n^2$. $\mathbf{x}$ denotes the complex baseband transmitted signal at the AP, which can be written as

$$\mathbf{x} = \sum_{k \in \mathcal{K}} \mathbf{w}_k s_k,$$

where $s_k \sim CN(0, 1)$ represents the information-bearing symbol for user $k$ with $s_k$’s assumed to be i.i.d., and $\mathbf{w}_k \in \mathbb{C}^{M \times 1}$ denotes the active beamforming/precoding vector intended for user $k$.

Then, the received signal-to-interference-plus-noise ratio (SINR) and achievable rate of user $k$ in bits/second/Hertz (bits/s/Hz) can be respectively written as

$$\text{SINR}_k(\Theta, \{\mathbf{w}_k\}, \mathbf{H}) = \frac{\left|\mathbf{h}_{r,k}^H \Theta \mathbf{G} + \mathbf{h}_{d,k}^H\right|^2}{\sum_{j \in \mathcal{K}\setminus\{k\}} \left|\mathbf{h}_{r,j}^H \Theta \mathbf{G} + \mathbf{h}_{d,j}^H\right|^2 + \sigma_n^2},$$

$$r_k(\Theta, \{\mathbf{w}_k\}, \mathbf{H}) = \log(1 + \text{SINR}_k(\Theta, \{\mathbf{w}_k\}, \mathbf{H})),$$

where $\mathbf{H} = \{\mathbf{G}, \mathbf{h}_{r,k}, \mathbf{h}_{d,k}\}$ denotes the full channel ensemble. Since optimizing $\Theta$ is equivalent to optimizing the phase of each of its diagonal elements, i.e., the phase shift of each reflecting element, by letting $\theta = [\theta_1, \ldots, \theta_N]^T$, the SINR and achievable rate of user $k$ can be equivalently expressed as $\text{SINR}_k(\theta, \{\mathbf{w}_k\}, \mathbf{H})$ and $r_k(\theta, \{\mathbf{w}_k\}, \mathbf{H})$, without loss of optimality.

B. Problem Formulation

In this paper, we aim to minimize the average transmit power at the AP by jointly optimizing the active beamforming vectors at the AP and passive beamforming (reflection phase shifts) at the IRS, subject to the constraints on the achievable average rates for all users. In order to reduce the signal processing complexity and training/signaling overhead of the joint active and passive beamforming design based on the I-CSI of all links, we adopt the TTS transmission protocol proposed in $\text{[31]}$. Specifically, we focus on a sufficiently long time interval within which the statistics (distributions) of all channels are assumed to be constant as we mainly consider low-mobility users. The considered time interval consists of $T_s \gg 1$ time slots and all channels are assumed to remain approximately constant within each time slot, while that may change over different time slots based on the assumed constant channel distributions. We further assume that the AP can obtain the effective I-CSI $\{\hat{\mathbf{h}}_k \triangleq \mathbf{G}_\Theta^H \mathbf{h}_{r,k} + \mathbf{h}_{d,k}\}$ at each time slot with given $\Theta$ by conventional channel estimation techniques (e.g., estimating the reciprocal uplink channels based on the users’ training signals), and the S-CSI of the AP-IRS, AP-user and IRS-user links is known at the AP at

1. Note that with this variable substitution, the non-convex uni-modal constraints on the reflection coefficients $|\phi_n| = 1, \forall n \in \mathcal{N}$ are transformed to $\theta_n \in [0, 2\pi), \forall n \in \mathcal{N}$, which are convex and easier to handle.
2. How to efficiently estimate the CSI (either instantaneously or statistically) and design the active and passive beamforming vectors in the high-mobility scenario are still open problems in this field.
the beginning of each time interval \( T \). Therefore, we aim to optimize the passive IRS phase-shift matrix \( \Theta \) based on the S-CSI of all links, while the active beamforming vectors \( \{w_k\} \) at the AP are designed to cater to the I-CSI of the users’ effective fading channels \( \{\tilde{h}_k\} \) with the optimized IRS phase shifts that are fixed over all the time slots.

**Remark 1.** For completeness, we briefly introduce the S-CSI estimation approach in \( \text{[31]} \), where the S-CSI between the IRS and the AP/users are estimated by resorting to some dedicated sensors/receiving circuits at the IRS and leveraging the pilots and/or data transmitted in both uplink and downlink using standard mean and covariance matrices estimation techniques. Specifically, we can obtain \( T_p \) channel samples, i.e., \( \{\tilde{h}_{i,k}\}, \{G_i\} \) and \( \{\tilde{h}_{r,k}\} \), \( i = 1, \ldots, T_p \), through conventional pilot-based channel estimation methods. Then, we are able to estimate the S-CSI of the AP-user, AP-IRS, and IRS-user links based on these channel samples by utilizing the methods in \( \text{[35]}, \text{[36]} \). Typically, the number of required channel samples \( T_p \) (directly proportional to the required pilot overhead) is comparable to the dimensions of the channels, however, for some special cases, e.g., for sparse or low-rank channels, \( T_p \) can be much smaller \( \text{[37]} \). On the other hand, for fully-passive IRSs without any sensors/receiving circuits, how to effectively estimate the S-CSI of the cascaded AP-IRS-user channels is an important problem that is not addressed yet and remains open in the IRS literature.

Note that although the IRS phase shifts can be adjusted in almost real time (e.g., for cascaded channel estimation), they are fixed in the data transmission phase of the adopted TTS transmission protocol, and vary slightly in consecutive time intervals since the long-term S-CSI varies slowly. Besides, the number of reflecting elements at the IRS, \( \tilde{N} \), is typically much larger than that of transmit antennas at the AP, thus the effective CSI \( \{\tilde{h}_k\} \) usually has a much smaller dimension than \( \tilde{H} \) and estimating \( \{\tilde{h}_k\} \) requires less training/pilot symbols as compared to estimating \( \tilde{H} \) (or the AP-IRS-user cascaded channels \( \{\text{diag}(\tilde{h}_{r,k})G\} \) and AP-user direct channels \( \{\tilde{h}_{u,k}\} \) equivalently). Specifically, the number of channel coefficients required in each time slot can be reduced from \( NM + NK + MK \) to \( NK \) by employing the proposed TTS transmission protocol and the number of IRS reflection coefficients that are needed to be transmitted to the IRS through the separate wireless link in one time interval can also be reduced from \( T_pN \) to \( N \).

Consequently, we formulate the following QoS-constrained TTS optimization problem:

\[
\min_{\theta, \{w_k(\tilde{h}), \tilde{h}\}} \mathbb{E}\left\{ \sum_{k \in K} \|w_k(\tilde{h})\|_2^2 \right\} \tag{5a}
\]

subject to:

\[
\mathbb{E}\{r_k(\theta, \{w_k(\tilde{h})\}, \tilde{H})\} \geq R_k, \forall k \in K, \tag{5b}
\]

\[
\theta_k \in \mathcal{F}, \forall n \in \mathcal{N}. \tag{5c}
\]

where the full channel ensemble \( \tilde{H} \) can be viewed as a random system state defined on the probability space \( (\Omega, G, \mathbb{P}) \), with \( \Omega \) being the sample space, \( G \) being the \( \sigma \)-algebra generated by subsets of \( \Omega \), and \( \mathbb{P} \) being a probability measure defined on \( G \); the notation \( \{w_k(\tilde{h})\} \), where \( \tilde{h} \equiv \{\tilde{h}_k\} \), denotes the set of short-term active beamforming vectors under the effective CSI \( \tilde{h} \) (or equivalently, the system state \( \tilde{H} \)) at each time slot; \( R_k > 0 \) is the minimum average rate target of user \( k \) and the expectations in problem (5) are taken over the distribution of \( \{\tilde{H}\} \).

Problem (5) is challenging to solve because: 1) the short-term beamforming vectors \( \{w_k\} \) and the long-term IRS phase shifts \( \theta \) are intricately coupled in a complicated manner via the long-term QoS constraints in (5b); 2) a closed-form expression of the achievable average rate of each user, \( \mathbb{E}\{r_k(\theta, \{w_k(\tilde{h})\}, \tilde{H})\} \), is difficult to obtain. Generally, there is no efficient method for solving the non-convex stochastic optimization problem 5 optimally. In the next section, we propose an efficient algorithm, called PDD-TJAPB, to solve it sub-optimally and with the guaranteed convergence to a stationary solution to problem (5), which is defined as follows.

**Definition 1** (Stationary solution of problem 5). A solution \( (\theta^* \in \mathcal{F}^N, \mathcal{Y}^* = \{w^*(\tilde{h}) \in \mathcal{C}^{MKx1}, \tilde{H}\}) \) where \( w^*(\tilde{h}) \equiv [w^*_1(\tilde{h})^T, \ldots, w^*_K(\tilde{h})^T] \) is called a stationary solution of problem 5, if there exist long-term Lagrange multipliers \( \lambda = [\lambda_1, \ldots, \lambda_K]^T \geq 0 \) associated with the achievable average rate constraints (5b), such that the following conditions are satisfied:

1) For every \( \tilde{H} \in \Omega \), we have

\[
\partial_w \left( \sum_{k \in K} \|w^*(\tilde{h})\|_2^2 \right) + \sum_{k \in K} \lambda_k \partial_w (R_k - r_k(\theta^*, w^*(\tilde{h}), \tilde{H})) = 0, \tag{6}
\]

where \( \partial_w (\sum_{k \in K} \|w^*(\tilde{h})\|_2^2) \) and \( \partial_w (R_k - r_k(\theta^*, w^*(\tilde{h}), \tilde{H})) \) are the partial derivatives of the functions \( \sum_{k \in K} \|w(\tilde{h})\|_2^2 \) and \( R_k - r_k(\theta^*, w(\tilde{h}), \tilde{H}) \) w.r.t. \( w \) at \( w = w^*(\tilde{h}) \).

2) \[
\sum_{k \in K} \lambda_k \partial_\theta (R_k - \mathbb{E}\{r_k(\theta, w^*(\tilde{h}), \tilde{H})\}) = 0, \tag{7}
\]

\[
R_k - \mathbb{E}\{r_k(\theta^*, w^*(\tilde{h}), \tilde{H})\} \leq 0, \forall k \in K,
\]

where \( \partial_\theta (R_k - \mathbb{E}\{r_k(\theta^*, w^*(\tilde{h}), \tilde{H})\}) \) is the partial derivative of \( R_k - \mathbb{E}\{r_k(\theta, w^*(\tilde{h}), \tilde{H})\} \) w.r.t. \( \theta \) at \( \theta = \theta^* \).

3) \[
\lambda_k (R_k - \mathbb{E}\{r_k(\theta^*, w^*(\tilde{h}), \tilde{H})\}) = 0, \forall k \in K. \tag{8}
\]

In other words, a stationary solution satisfies all the Karush–Kuhn–Tucker (KKT) conditions of problem 5. Note that a stationary solution is not necessarily a global optimal or local optimal solution, however, obtaining a stationary solution is perhaps the best we can do for problem 5 with an acceptable computational complexity, since it is a non-convex stochastic optimization problem with coupled constraints.

Note that in \( \text{[26]} \), a similar QoS-constrained power minimization problem for an IRS-aided multiuser system was investigated, where \( \{w_k\} \) and \( \theta \) are designed based on the I-CSI. This work is different from \( \text{[26]} \) since we adopt a TTS beamforming design and the minimum achievable average rate of each user is considered as the constraint, instead of the instantaneous achievable rate in \( \text{[26]} \). The long-term IRS
phase shifts in \( \theta \) are designed based on the S-CSI while the short-term active beamforming vectors are also designed in a different way. Moreover, due to the average rate constraints for the users, their instantaneous achievable rates are not required to be larger than or equal to \( R_k \) in each time slot; therefore, the multiuser channel diversity can be exploited to achieve efficient variable-rate scheduling over different time slots for the users in our design, which is intuitively illustrated in Fig. 2. As can be seen, in the TTS transmission protocol, the instantaneous achievable rates of the users can be varying according to their channel conditions in each time slot, thus the transmit power of the AP can be more efficiently allocated over time to save energy. Simulation results will be provided to further illustrate this gain in Section IV. On the other hand, although we consider the same TTS transmission protocol in this paper as that in [31], the investigated optimization problems are different since we consider long-term QoS constraints in this paper, while in [31] the users’ sum-rate maximization was considered. Note that in general, the formulation in [31] cannot guarantee the average achievable rate for each user. Such QoS requirements are quite common in practical communication scenarios as different users can have very diverse demands for wireless data services, such as augmented reality (AR)/virtual reality (VR), video streaming and text messaging, etc. Moreover, problem (5) is more difficult to solve due to the newly considered users’ long-term rate constraints and the algorithms in [31] are no longer applicable.

**Remark 2.** It would be more practical to further include the average and peak power constraints in problem (5) [38], i.e., \( \mathbb{E}\{\sum_{k \in K} \|w_k(h)\|^2\} \leq P_{ave} \) and \( \sum_{k \in K} \|w_k(h)\|^2 \leq P_{peak}, \forall h \), where \( P_{ave} \) and \( P_{peak} \) denote the average and peak power limits at the AP, respectively. The proposed algorithm can be modified to solve problem (5) in the presence of the average and/or peak power constraints since the former can be similarly handled as constraint (5.5), while the latter is convex and can be tackled by the WMMSE method [39].

**Remark 3.** In problem (5), we have assumed for simplicity that the S-CSI and effective I-CSI are perfectly known at the AP at the beginning of the considered time interval and each of its time slots, respectively. In practice, however, channel estimation errors are inevitable due to the limited channel training resources (such as power and time) [30, 40]. Further investigation into the TTS design under imperfect S-CSI and effective I-CSI is left for future work.

### III. Proposed PDD-TJAPB Algorithm

In this section, we propose the PDD-TJAPB algorithm to solve problem (5), where a novel TTS primal-dual decomposition method is proposed to decouple the variables for efficient optimization. Specifically, we decompose problem (5) into a long-term passive beamforming problem and a family of short-term active beamforming problems (each corresponds to one channel sample in \( \{\mathbf{H}\} \)). Each short-term problem is solved efficiently by employing the WMMSE method [39] to obtain a stationary point, while the long-term problem is tackled based on the CSSCA framework [52], where randomly generated channel samples in \( \{\mathbf{H}\} \) are utilized to construct concave surrogate functions for the achievable average rates \( \mathbb{E}\{r_k(\theta, \{w_k(h)\}, \mathbf{H})\} \), \( \forall k \in K \) and convex ones for the objective function \( \mathbb{E}\{\sum_{k \in K} \|w_k(h)\|^2\} \). In particular, when constructing these surrogate functions, the deep unfolding technique [41] is used to extract the gradient information of the short-term solutions \( \{w_k(h)\} \) obtained by the WMMSE algorithm w.r.t. the long-term (primal and dual) variables \( \theta \) and \( \lambda \).

#### A. TTS Primal-Dual Decomposition for Problem (5)

In this subsection, we prove a novel TTS primal-dual decomposition method to decouple the optimization variables. Specifically, for fixed long-term phase shifts \( \theta \) and long-term Lagrange multipliers \( \lambda \), let \( w^T_j(h(\theta, \mathbf{H}), \lambda) = [w^T_1(h(\theta, \mathbf{H}), \lambda), \ldots, w^T_K(h(\theta, \mathbf{H}), \lambda)]^T \) denote a stationary solution of the following short-term subproblem:

\[
\mathcal{P}_S(h(\theta, \mathbf{H}), \lambda) : \min_{\{w_k\}} \sum_{k \in K} \|w_k\|^2 + \sum_{k \in K} \lambda_k (R_k - r_k(\theta, \{w_k\}, \mathbf{H})),
\]

obtained by running the short-term active beamforming subalgorithm (based on the WMMSE method) for a sufficiently

\[\text{Note that mathematically } \mathcal{P}_S(h(\theta, \mathbf{H}), \lambda) \text{ and } w^T_j(h(\theta, \mathbf{H}), \lambda) \text{ depend on } \mathbf{H}, \text{ however since } \theta \text{ is fixed when solving } \mathcal{P}_S(h(\theta, \mathbf{H}), \lambda), \text{ only the knowledge of the effective CSI } \{\mathbf{h}_k\} \text{ is required in practical implementation, which will be elaborated in Section III-B.} \]
Theorem 1 (TTS Primary-Dual Decomposition). Suppose that for every \( \tilde{H} \in \Omega \), \( w^j(\tilde{h}(\theta, \tilde{H}), \lambda) \) is a continuously differentiable function of \( \theta \in F^N \) and \( \lambda \geq 0 \). Let \((\theta^*, \lambda^*)\) denote a stationary point of \( P_L^j \), i.e., there exist Lagrange multipliers \( \tilde{\lambda} = [\lambda_1, \cdots, \lambda_K]^T \succeq 0 \) such that the following KKT conditions are satisfied:

\[
\begin{align*}
\nabla_{\theta} E \left\{ \sum_{k \in K} \|w_k^j(\tilde{h}(\theta, \tilde{H}), \lambda)\|^2 \right\} + \sum_{k \in K} \lambda_k \nabla_{\omega}(R_k) \\
- r_k(\theta^*, w^j(\tilde{h}(\theta^*, \tilde{H}), \lambda^*), \tilde{H})) = 0,
\end{align*}
\]

\[
\begin{align*}
\nabla_{\lambda} E \left\{ \sum_{k \in K} \|w_k^j(\tilde{h}(\theta^*, \tilde{H}), \lambda^*)\|^2 \right\} + \sum_{k \in K} \lambda_k \nabla_{\lambda}(R_k) \\
- r_k(\theta^*, w^j(\tilde{h}(\theta^*, \tilde{H}), \lambda^*), \tilde{H})) = 0,
\end{align*}
\]

\[
\tilde{\lambda}_k (R_k - E\{r_k(\theta^*, w^j(\tilde{h}(\theta^*, \tilde{H}), \lambda^*), \tilde{H}\})) \leq 0, \forall k \in K.
\]

Then, the primal-dual pair \((\theta^*, \lambda^*) = (w_k^j(\tilde{h}(\theta^*, \tilde{H}), \lambda^*)\), \( \forall \tilde{H}, \lambda^* \) satisfies the stationary conditions of problem \( P_L^j \), i.e., (6), (7) and (8), up to an error of \( O(e^j(\theta^*, \lambda^*)) \), where \( \lim_{j \to \infty} e^j(\theta^*, \lambda^*) = 0 \), providing that the following linear independence regularity condition (LIRC) holds: the gradients of the long-term constraints \( \nabla_{\lambda}(R_k - E\{r_k(\theta^*, w^j(\tilde{h}(\theta^*, \tilde{H}), \lambda^*), \tilde{H}\}), \forall k \in K \) are linearly independent.

**Proof.** Please refer to Appendix A

Note that the LIRC in Theorem 1 is used to guarantee that the complementary slackness condition in (8) is satisfied. Besides, the condition that \( w^j(\tilde{h}(\theta, \tilde{H}), \lambda) \) is continuously differentiable can be guaranteed by the short-term subalgorithm, as will be elaborated in Section III-B. Theorem 1 is promising since it shows that a stationary solution (up to the error of \( e^j(\theta^*, \lambda^*) \)) can be found by solving the long-term problem \( P_L^j \) to obtain a stationary point \((\theta^*, \lambda^*)\), and finding a stationary point \( w^j(\tilde{h}(\theta, \tilde{H}), \lambda) \) of \( P_S(\tilde{h}(\theta, \tilde{H}), \lambda) \) for each \( \tilde{H} \). In the following, we will present how to solve \( P_S(\tilde{h}(\theta, \tilde{H}), \lambda) \) and \( P_L^j \) efficiently.

B. Solving the Short-Term Problem

With given \( \theta \) and \( \lambda \), we observe that \( P_S(\tilde{h}(\theta, \tilde{H}), \lambda) \) is an unconstrained optimization problem whose objective function is a weighted-sum of the total transmit power \( \sum_{k \in K} \|w_k^2\|^2 \) and the achievable rates \( \{r_k(\theta, \{w_k\}, \tilde{H})\} \) with the weighting factors given by \( \{-\lambda_k\} \). Therefore, the WMMSE method \( \text{(5)} \) can be employed to iteratively obtain a stationary solution of \( P_S(\tilde{h}(\theta, \tilde{H}), \lambda) \). Specifically, by introducing auxiliary receive (scaling) coefficients \( \{u_k\} \) and weighting factors \( \{q_k\} \), \( P_S(\tilde{h}(\theta, \tilde{H}), \lambda) \) is equivalent to the following problem:

\[
\begin{align*}
\min_{\{w_k^j, u_k, q_k\}} & \sum_{k \in K} \|w_k^2\|^2 + \sum_{k \in K} \lambda_k (q_k e_k - \log(q_k)),
\end{align*}
\]

where \( e_k = \mathbb{E}(|u_k^H h_k^H w_k - 1|^2 + \sum_{j \in K \setminus k} |u_k^H h_k^H w_j|^2 + \sigma_k^2 |w_k|^2) \). Then, we observe that problem (16) can be efficiently solved by alternately optimizing one of the block variables \( \{u_k\}, \{q_k\} \) and \( \{w_k\} \) with the others being fixed and the details are given as follows.

1) Optimizing \( u_k \): It can be seen that optimizing \( \{u_k\} \) is equivalent to minimizing the sum-MSE \( \sum_{k \in K} e_k \) (since \( \lambda_k \)'s are long-term variables and fixed during optimizing \( u_k \)), which leads to the following linear minimum MSE (MMSE) receive coefficients:

\[
\begin{align*}
\hat{u}_k &= \frac{h_k^H w_k}{\sum_{j \in K} |h_k^H w_j|^2 + \sigma_k^2}, \quad \forall k \in K.
\end{align*}
\]
Algorithm 1 WMMSE Algorithm for Solving Problem (2)

Initialize: \{w_k\} and \(i = 1\).
repeat

Update \{u_k\}, \{q_k\} and \{w_k\} successively according to (13), (19) and (20), respectively.

\(i = i + 1\).
until The maximum number of \(J\) iterations is reached.

2) Optimizing \(q_k\): The optimal solution can be easily obtained as

\[ q_k = \frac{1}{\epsilon_k}, \quad \forall k \in \mathcal{K}. \quad (19)\]

3) Optimizing \(w_k\): By resorting to the first-order optimality condition of problem (16) w.r.t. \(w_k\), we have

\[ w_k = \lambda_k q_k u_k \left(1 + \sum_{k \in \mathcal{K}} \lambda_k q_k |u_k|^2 \bar{h}_k \bar{h}_k^T \right)^{-1} \bar{h}_k, \quad \forall k \in \mathcal{K}. \quad (20)\]

Therefore, the short-term problem \(\mathcal{P}_S(\bar{h}(\theta, \bar{H}), \lambda)\) can be efficiently solved by iterating over the abovementioned three steps and the details are shown in Algorithm 1.

In addition, we observe that: 1) for any \(\theta \in \mathcal{F}^N, w = [w_1^T, \cdots, w_K^T]^T \in \mathbb{C}^{MK \times 1}, \lambda \geq 0\) and iteration number \(j, w_j(\bar{h}(\theta, \bar{H}), \lambda)\) is differentiable w.r.t. \(\theta\) and \(\lambda\) with probability one (w.p.1.); 2) for any \(\theta \in \mathcal{F}^N\) and \(\lambda \geq 0\), the sequence \(\{w_j(\bar{h}(\theta, \bar{H}, \lambda)\}\) converges to a stationary solution of \(\mathcal{P}_S(\bar{h}(\theta, \bar{H}, \lambda), \lambda)\), w.p.1. (13) Theorem 3). On the other hand, we can always choose a proper initialization method for \(\{w_k\}\), such that it is differentiable w.r.t. \(\theta\) and \(\lambda\), w.p.1., therefore, the continuously differentiable condition in Theorem 1 can be guaranteed.

C. Solving the Long-term Problem

In this subsection, we propose to solve the long-term problem \(\mathcal{P}_L^\lambda\) based on the CSSCA framework proposed in [32], where an iterative algorithm is presented and in the each iteration, the long-term variables \(\theta\) and \(\lambda\) are updated by solving a convex surrogate problem obtained by replacing the objective and constraint functions in \(\mathcal{P}_L^\lambda\) with their convex surrogate functions. Specifically, each iteration consists of three steps, where the first step is to construct the surrogate functions, the second step is to solve the resulting convex optimization problem and the third step is to update the long-term variables \(\theta\) and \(\lambda\), as elaborated below.

1) Step 1: At the beginning of the \(t\)-th iteration, one random mini-batch \(\{\bar{H}_j, j = 1, \cdots, B\}\) of \(B\) channel samples are generated according to the S-CSI and the surrogate functions, denoted by \(\{f_k^i(\theta, \lambda), k \in 0 \cup \mathcal{K}\}\), are constructed based on the mini-batch \(\{\bar{H}_j\}\) and the current values \((\theta^+, \lambda^+)\), where \(f_k^i(\theta, \lambda)\) is the surrogate function for the objective function \(E \{\sum_{k \in \mathcal{K}} ||w_k^i(\bar{h}(\theta, \bar{H}, \lambda))||^2\} \), while \(f_k^i(\theta, \lambda), k \in \mathcal{K}\) are the surrogate functions for the constraint functions \(R_k - E \{r_k(\theta, [w_k^i(\bar{h}(\theta, \bar{H}, \lambda)), \bar{H}_j])\}, \forall k \in \mathcal{K}\). Specifically, \(\{f_k^i(\theta, \lambda)\}\)'s can be constructed as [32]

\[ f_k^i(\theta, \lambda) = K_\theta f_k + f_{\theta, k} + f_{w, k}^T (\theta - \theta^+) + f_{\lambda, k}^T (\lambda - \lambda^+), \quad (\lambda > 0) \] \] (21)

where \(\tau_k > 0\) can be any constant and is imposed to ensure that \(f_k^i(\theta, \lambda)\) is uniformly strongly convex in \(\theta\) and \(\lambda\); \(f_k^i(r, \lambda)\), \(\forall k \in \mathcal{K}\) are approximations for \(E \{\sum_{k \in \mathcal{K}} ||w_k^i(\bar{h}(\theta, \bar{H}, \lambda))||^2\}\) and \(R_k - E \{r_k(\theta, \lambda) + \{w_k^i(\bar{h}(\theta^+, \bar{H}), \lambda^+)\}, \bar{H}_j\}\), respectively, and they are updated iteratively according to

\[ f_k^0 = (1 - \rho^t) f_k^{t-1} + \rho^t \frac{1}{B} \sum_{j=1}^B ||w_j^i||^2, \quad (22)\]

\[ f_k^t = (1 - \rho^t) f_k^{t-1} + \rho^t \frac{1}{B} \sum_{j=1}^B (R_k - r_k(\theta^t, w_j^i, \bar{H}_j)), \quad \forall k \in \mathcal{K}, \quad (23)\]

where \(\{\rho^t \in (0, 1]\}\) is a decreasing sequence satisfying \(\rho^t \rightarrow 0, \sum_1 \rho^t = \infty\) and \(\sum_1 (\rho^t)^2 < \infty\). \(f_k^0\) and \(f_k^L\) are approximations for the gradients \(E \{\partial_{\theta} w^j(\bar{h}(\theta, \bar{H}, \lambda^+), \lambda^+)\}\) and \(E \{\partial_{\lambda} w^j(\bar{h}(\theta, \bar{H}, \lambda^+), \lambda^+)\}\), respectively, and \(f^0_{\theta, k}, f_{\lambda, k}^t, \forall k \in \mathcal{K}\) are approximations for the gradients \(E \{\partial_{\theta} (R_k - r_k(\theta^t, w_j^i, \bar{H}_j))\}\), \(E \{\partial_{\lambda} (R_k - r_k(\theta^t, w_j^i, \bar{H}_j))\}\), \(E \{\partial_{\lambda} (R_k - r_k(\theta^t, w_j^i, \bar{H}_j))\}\), respectively. \(f_{\theta, 0}^t, f_{\lambda, 0}^t, f_{\theta, k}^t, f_{\lambda, k}^t, \forall k \in \mathcal{K}\) are updated iteratively according to

\[ f_{\theta, 0}^t = (1 - \rho^t) f_{\theta, 0}^{t-1} + \rho^t \frac{1}{B} \sum_{j=1}^B \partial_{\theta} w^j(\bar{h}(\theta^t, \bar{H}_j), \lambda^+), \quad (24)\]

\[ f_{\lambda, 0}^t = (1 - \rho^t) f_{\lambda, 0}^{t-1} + \rho^t \frac{1}{B} \sum_{j=1}^B \partial_{\lambda} w^j(\bar{h}(\theta^t, \bar{H}_j), \lambda^+), \quad (25)\]

while \(f_{\theta, k}^t, f_{\lambda, k}^t, \forall k \in \mathcal{K}\) are updated by

\[ f_{\theta, k}^t = (1 - \rho^t) f_{\theta, k}^{t-1} + \rho^t \frac{1}{B} \sum_{j=1}^B \partial_{\theta} (R_k - r_k(\theta^t, w_j^i, \bar{H}_j)), \quad (26)\]

\[ f_{\lambda, k}^t = (1 - \rho^t) f_{\lambda, k}^{t-1} + \rho^t \frac{1}{B} \sum_{j=1}^B \partial_{\lambda} (R_k - r_k(\theta^t, w_j^i, \bar{H}_j)), \quad (27)\]

for \(f_{\theta, k}^t, f_{\lambda, k}^t, \forall k \in \mathcal{K}\) are updated by

\[ f_{\theta, k}^t = (1 - \rho^t) f_{\theta, k}^{t-1} + \rho^t \frac{1}{B} \sum_{j=1}^B \partial_{\theta} (R_k - r_k(\theta^t, w_j^i, \bar{H}_j)), \quad (28)\]

\[ f_{\lambda, k}^t = (1 - \rho^t) f_{\lambda, k}^{t-1} + \rho^t \frac{1}{B} \sum_{j=1}^B \partial_{\lambda} (R_k - r_k(\theta^t, w_j^i, \bar{H}_j)), \quad (29)\]
\[\nabla_{\lambda}\{\sum_{k \in K} \|w_k^T(h(\theta^t, \tilde{H}), \lambda)\|^2\}, \text{ as } t \to \infty, \text{ while } f_{\theta,k}^t, f_{\theta,k}^{\lambda} \text{ and } f_{\lambda,k}^\theta, \forall k \in K \text{ can converge to the true values of } R_k - \mathbb{E}\{r_k(\theta^t, \{w_k^T(h(\theta^t, \tilde{H}), \lambda)\}), H) \text{ and its gradients w.r.t. } \theta \text{ and } \lambda (i.e., } \nabla_{\theta}\{R_k - \mathbb{E}\{r_k(\theta, \{w_k^T(h(\theta, \tilde{H}), \lambda)), \tilde{H})\}\} \text{ and } \nabla_{\lambda}\{R_k - \mathbb{E}\{r_k(\theta, \{w_k^T(h(\theta, \tilde{H}), \lambda)), \tilde{H})\}\} \text{, as } t \to \infty, \text{ which will be proved in Lemma 1 of Section III-B. Therefore, the function values and gradients of } f_{\theta,k}^t(\theta, \lambda), \forall k \in 0 \cup K \text{ are consistent with those of the objective and constraint functions } \mathbb{E}\{\sum_{k \in K} \|w_k^T(h(\theta, \tilde{H}), \lambda)\|^2\} \text{ and } R_k - \mathbb{E}\{r_k(\theta, \{w_k^T(h(\theta, \tilde{H}), \lambda)), \tilde{H})\}, \forall k \in K \text{ at the current values } (\theta^t, \lambda^t), \text{ which is the key to guarantee the convergence of the proposed algorithm to a stationary point.}

2) Step 2: In this step, the optimal solution \((\hat{\theta}^t, \hat{\lambda}^t)\) of the following problem is obtained:

\[\begin{align*}
(\hat{\theta}^t, \hat{\lambda}^t) &= \arg \min_{\theta \in \mathbb{F}^N, \lambda \geq 0} f_{0}^{\lambda}(\theta, \lambda) \\
\text{s.t. } f_{\lambda,k}^\theta(\theta, \lambda) &\leq 0, \forall k \in K, \quad (29)
\end{align*}\]

which is a convex approximation of \(P_{\lambda}^t\). It is worth noting that problem (29) is not necessarily feasible, thus the optimal solution \((\hat{\theta}^t, \hat{\lambda}^t)\) of the following convex problem is attained if problem (29) turns out to be infeasible:

\[\begin{align*}
(\hat{\theta}^t, \hat{\lambda}^t) &= \arg \min_{\theta \in \mathbb{F}^N, \lambda \geq 0, \alpha} f_{\alpha}^{\lambda}(\theta, \lambda) \\
\text{s.t. } f_{\lambda,k}^\theta(\theta, \lambda) &\leq \alpha, \forall k \in K. \quad (30)
\end{align*}\]

Note that optimizing \(\theta\) and \(\lambda\) in problem (29) is able to minimize the average transmit power since \(w^T(h(\theta, \tilde{H}), \lambda)\) is a function of \(\theta\) and \(\lambda\), while by solving problem (30), we approximately minimize the gap between \(\mathbb{E}\{r_k(\theta, \{w_k^T(h(\theta, \tilde{H}), \lambda)), \tilde{H}\}\} \text{ and the corresponding rate target } R_k, \text{ i.e., } \alpha, \text{ which helps to pull the solution to the feasible region when the current problem at iteration } t \text{ is infeasible. It can be seen that both problems (29) and (30) are convex with simple quadratic objective and constraint functions, which can be efficiently solved by off-the-shelf solvers, such as CVX} \text{.}

3) Step 3: After obtaining \((\hat{\theta}^t, \hat{\lambda}^t)\), \(\theta\) and \(\lambda\) are updated according to

\[\begin{align*}
\theta^{t+1} &= (1 - \gamma^t)\theta^t + \gamma^t\hat{\theta}^t, \\
\lambda^{t+1} &= (1 - \gamma^t)\lambda^t + \gamma^t\hat{\lambda}^t, \quad (31)
\end{align*}\]

where \(\{\gamma^t \in (0, 1]\) \text{ is a decreasing sequence satisfying } \gamma^t \to 0, \sum_{t=0}^{T} \gamma^t = \infty, \sum_{t=0}^{T} (\gamma^t)^2 < \infty \text{ and } \lim_{t \to \infty} \gamma^t = 0, \text{ Note that since } \gamma^t \text{ satisfies } \gamma^t \in (0, 1], \text{ every point in } \{\theta^t\}_{t=1}^{\infty} \text{ will automatically lie in the feasible region of the reflection phase shifts, i.e., } F, \text{ according to the updating rule in (31) and the fact that } \theta^t \in \mathbb{F}^N.\]

D. Deep Unfolding for Gradient Information Extraction

When solving the long-term problem \(P_{\lambda}^t\), we need to calculate the gradients of \(w^T(h(\theta, \tilde{H}), \lambda)\) w.r.t. the long-term variables \(\theta\) and \(\lambda\), where \(w^T(h(\theta, \tilde{H}), \lambda)\) is obtained by running the short-term sub-algorithm (i.e., Algorithm 1) for \(J\) iterations. Since obtaining \(w^T(h(\theta, \tilde{H}), \lambda)\) involves an iterative algorithm, it is difficult to calculate its gradients in closed-form, which hinders the implementation of the long-term sub-algorithm. To tackle this difficulty, we propose to employ the deep unfolding technique to establish a neural network (NN) representation of \(w^T(h(\theta, \tilde{H}), \lambda)\) (or equivalently, Algorithm 1), then we can calculate the gradients \(\partial_{\theta}w^T(h(\theta, \tilde{H}), \lambda)\) and \(\partial_{\lambda}w^T(h(\theta, \tilde{H}), \lambda)\) using the well-known back-propagation (BP) method \(42\). The BP method is essentially a gradient descent type algorithm, which requires computing the gradient of the loss function (i.e., \(w^T(h(\theta, \tilde{H}), \lambda)\) in our case) with respect to each weight of the NN by the chain rule, computing the gradient one layer at a time and iterating backward from the last layer to the first layer. Please refer to \(42\) for more details.

Specifically, based on the WMMSE algorithm described in Section III-B, we construct the WMMSE network by unfolding the iterations of (18)-(20), as shown in Fig. 5. The WMMSE network is defined over a data flow graph, which consists of \(J\) layers and each layer corresponds to one iteration in Algorithm 1 each layer further contains three sub-layers consisting of the three updating steps in (18)-(20). The nodes in the graph correspond to different operations in Algorithm 1, the directed edges represent the data flows between these operations and the long-term variables \(\theta\) and \(\lambda\) are viewed as network parameters. Besides, since the purpose of the WMMSE network is to help calculate the gradients \(\partial_{\theta}w^T(h(\theta, \tilde{H}), \lambda)\) and \(\partial_{\lambda}w^T(h(\theta, \tilde{H}), \lambda)\) for the optimization of the long-term variables \((\theta, \lambda)\), it is unnecessary to include activation functions in the WMMSE network \(43\).

E. Overall Algorithm with Convergence/Complexity Analysis

To summarize, the long-term IRS phase shifts and Lagrange multipliers \((\theta, \lambda)\) can be optimized in an offline manner based on the statistics of the channel \(\tilde{H}\), or a data set containing a large number of channel samples. Once the optimized \((\theta, \lambda)\) is obtained, the short-term active beamforming vectors \(\{w_k\}\) for each channel realization can be calculated in an online manner based on the effective channels \(\{h_k\}\) using Algorithm 1. The proposed PDD-TJAP algorithm is given in Algorithm 2 and the corresponding flow chart is shown in Fig. 8. It is important to mention that our proposed algorithm only requires the S-CSI and effective I-CSI to solve problem 5 (i.e., using the S-CSI to generate channel samples \(\{h_k\}\) for long-term optimization and the effective I-CSI to design \(\{w_k\}\) for short-term optimization), despite that the full I-CSI is given in 5. This is practically appealing because obtaining the real-time full CSI will cause unacceptable channel estimation overhead in the considered IRS-aided communication system, especially for large \(N\).

To show the convergence of Algorithm 2, we first prove an essential lemma that establishes several important properties of the surrogate functions \(f_{\lambda,k}^\theta(\theta, \lambda)'s\), which will be used in the sequel.

**Lemma 1** (Properties of \(f_{\lambda,k}^\theta(\theta, \lambda)'s\)) For all \(k \in 0 \cup K\) and \(t = 1, 2, \ldots, \) we have

1) \(f_{\lambda,k}^\theta(\theta, \lambda)\) is uniformly strongly convex in \(\theta\) and \(\lambda\).

2) \(f_{\lambda,k}^\theta(\theta, \lambda)\) is a Lipschitz continuous function w.r.t. \(\theta\) and \(\lambda\). Moreover, \(\limsup_{t_1, t_2 \to \infty} |f_{\lambda,k}^\theta(\theta, \lambda) - f_{\lambda,k}^\theta(\theta, \lambda)| - C \sqrt{\|\theta^{t_1} - \theta^{t_2}\|^2 + \|\lambda^{t_1} - \lambda^{t_2}\|^2} \leq 0, \forall \theta \in \mathbb{F}^N, \lambda > 0\) for some constant \(C > 0\).
Algorithm 2 Proposed PDD-TJAPB Algorithm for Solving Problem (5)

Input: \{ρ^t\}, \{γ^t\} and B. Initialize: \(θ^0\), \(λ^0\) and \(t = 0\).

Long-term: (Passive IRS phase-shifts design):

1. Step 1: Generate a mini-batch \(\{H_k^t\}\) of B channel samples according to the known S-CSI and update the surrogate functions \(f_k^t(\theta, \lambda), \forall k \in K\), by (21), where \(\{w_k(\tilde{h}(\theta^t, \lambda^t), \lambda^t)\}\) are obtained by employing Algorithm 1 to solve problem (16) with given generated channel samples and fixed \((\theta^t, \lambda^t)\).

2. Step 2: If problem (29) is feasible, then solve problem (29) to obtain the optimal \((\theta^t', \lambda^t')\), else solve problem (30) to obtain \((\tilde{\theta}^t, \tilde{\lambda}^t)\), end if.

3. Step 3: Update \((\theta^{t+1}, \lambda^{t+1})\) according to (31).

4. Let \(t = t + 1\) and return to Step 1. Repeat the above until convergence.

Short-term: (Active beamforming design):

- Apply Algorithm 1 to solve problem (16) with given \(\lambda\) and \(\{h_k\}\) to obtain \(\{w_k\}\) for each time slot.

3) For any \(\theta \in \mathcal{F}^N\) and \(\lambda \geq 0\), the function \(f_k^t(\theta, \lambda)\), its derivative, and its second order derivative are uniformly bounded.

4) \(\lim_{t \to \infty} |f_k^t(\theta^t, \lambda^t)| = 0\), \(\lim_{t \to \infty} |f_k^t(\theta^t, \lambda^t)| = 0\), \(\lim_{t \to \infty} |f_k^t(\theta^t, \lambda^t)| = 0\), and \(\lim_{t \to \infty} |f_k^t(\theta^t, \lambda^t)| = 0\).

5) Consider a subsequence \(\{\theta^t_j, \lambda^t_j\}_{j=1}^{\infty}\) converging to a limit point \((\theta^*, \lambda^*)\). There exist uniformly differentiable functions \(\{\tilde{f}_k(\theta, \lambda)\}\) such that

\[
\lim_{j \to \infty} \tilde{f}_k^j(\theta, \lambda) = \hat{f}_k(\theta, \lambda), \forall \theta \in \mathcal{F}^N, \lambda \geq 0.
\]  

\[\square\]

Proof. Please refer to Appendix [B]

Besides, we define the following Slater’s condition for \(\mathcal{P}_L\).

Definition 2 (Slater’s condition for \(\mathcal{P}_L\)). Given a subsequence \(\{\theta^t_j, \lambda^t_j\}_{j=1}^{\infty}\) converging to a limit point \((\theta^*, \lambda^*)\) and let \(\hat{f}_k(\theta, \lambda)\)’s be the converged surrogate functions as defined in Lemma 1 property 5. We say that the Slater’s condition is satisfied at \((\theta^*, \lambda^*)\) if there exists \((\theta^*, \lambda^*) \in \text{relint}(\mathcal{F}^N \times \mathbb{R}^{K_+})\) such that

\[
\hat{f}_k(\theta^*, \lambda^*) < 0, \forall k \in K.
\]  

(33)
With Lemma 1 and Definition 2 we have the following main result.

**Theorem 2** (Convergence of Algorithm 2). Suppose that the initial point \((\theta^0, \lambda^0) \in \mathcal{F}_N, \lambda^0 \in \mathbb{R}^{K+} \) is a feasible point of \(P_L^d \), i.e., \(\min_{\theta, \lambda} \mathbb{E}[r_k(h, \theta, \lambda)] \geq R_0 \). Let \(\{\theta^t, \lambda^t\}_{t=1}^\infty\) denote the values iteratively generated by Algorithm 2 with a sufficiently small initial step size \(\gamma^0\), then every limit point \((\theta^*, \lambda^*)\) of \(\{\theta^t, \lambda^t\}_{t=1}^\infty\) satisfying the LIR condition in Theorem 1 and the Slater’s condition, almost surely satisfies the stationary conditions in (6), (7) and (8) for solving them using a standard interior-point method can be expressed as \(O(\epsilon^t(\theta^*, \lambda^*))\), which diminishes to zero as \(\lim_{t \to \infty} \epsilon^t(\theta^*, \lambda^*) = 0\).

**Proof.** From Lemma 1 and the convergence analysis of the CSSCA framework in [32], we can see that starting from a feasible initial point, every limit point \((\theta^*, \lambda^*)\) generated by the long-term optimization in Algorithm 2 is a stationary point of the long-term subproblem \(P_L^d\), almost surely, providing that the initial step size \(\gamma^0\) is sufficiently small, and the Slater’s condition is satisfied for \((\theta^*, \lambda^*)\). Then, it follows from Theorem 1 that the solution \((\theta^*, \lambda^*, H) = \{w_k^t(h, \theta^*, \lambda^*)\}, H\) obtained by Algorithm 2 is a stationary solution of the original problem (5), up to the error \(O(\epsilon^t(\theta^*, \lambda^*))\) which diminishes to zero as \(J\) goes to infinity.

In Theorem 2 we have assumed that the initial step size \(\gamma^0\) should be sufficiently small, this is to ensure that the whole step-size sequence \(\{\gamma^t\}\) is sufficiently small since \(\{\gamma^t\}\) is decreasing as specified in Step 3 of Section III-C. Note that this assumption is required to make it easier to handle the randomness caused by the random channels and for tractable and rigorous convergence analysis. In essence, it is a sufficient but not necessary condition to guarantee the convergence of Algorithm 2 and in practice, we may prefer choosing a relatively large initial step size to achieve a faster initial convergence speed. Besides, in Theorem 2 we have assumed that a feasible initial point is available, which is also a sufficient (but not necessary) condition for convergence. Due to the feasible update in (39), Algorithm 2 can still converge to a stationary point of problem (5) with high probability, even when the initial point is infeasible (32).

In the following, we analyze the computational complexity of the proposed PDD-TJAPB algorithm. First, it is observed that the complexity of the long-term IRS phase-shift optimization in Algorithm 2 is mainly due to computing \(\{w_k^t(h, \theta^t, \lambda^t, H)\}\) for the generated channel samples, calculating the gradients \(\{\partial_{\theta} w^t(h, \theta^t, \lambda^t)\}\) and \(\{\partial_{\lambda} w^t(h, \theta^t, \lambda^t)\}\) through BP, and solving problem (29) or (30). For each \(j \in \{1, \cdots, B\}\), Algorithm 1 is applied to obtain the corresponding active beamforming vectors, whose complexity is dominated by the matrix inversion operation required for updating \(\{w_k\}\) in (29), which is \(O(JKM^3)\). The BP has in general the same computational complexity as the forward pass of the WMMSE network [44], therefore its complexity can also be expressed as \(O(JKM^3)\). Besides, both problems (29) and (30) can be expressed as a second-order cone program (SOCP) problem and the complexity of solving them using a standard interior-point method can be shown to be \(O(K^{0.5}(N + K)^3)\), where the basic elements of complexity analysis in [44] are used. Accordingly, the complexity for updating the long-term IRS phase-shift matrix \(\theta\) is \(O(JKM^3 + K^{0.5}(N + K)^3)\), where \(I\) denotes the iteration number required by Algorithm 2. Note that Algorithm 2 for long-term variable optimization only needs to be run once every \(T_s \gg 1\) time slots. Second, for the short-term active beamforming optimization, the complexity per time slot can be expressed as \(O(JKM^3)\).

**Remark 4.** The proposed PDD-TJAPB algorithm and the CSSCA framework in [32] can both handle stochastic optimization problems, where the objective and constraint functions are non-convex and involve expectations over random states. However, the difference is that the latter is designed to solve single-timescale stochastic optimization problems with only long-term optimization variables and cannot be directly applied to solve the formulated TTS beamforming optimization problem (5) with both long-term and short-term variables. From this perspective, the proposed PDD-TJAPB algorithm is more powerful as a novel TTS primal-dual decomposition method is developed to decouple the long-term and short-term optimization variables and the deep unfolding technique is employed for gradient information extraction. To the best of our knowledge, the proposed PDD-TJAPB is the first efficient and provable convergent algorithm to solve a TTS stochastic optimization problem with both long-term and short-term variables coupled in non-convex stochastic constraints.

**Remark 5.** Note that for ease of implementation and cost reduction, the phase shift at each reflecting element of the IRS is usually restricted to a set of discrete values [27], [31]. In this case, we can first run the proposed PDD-TJAPB algorithm with continuous phase shifts; then, by quantizing the converged continuous phase shifts \(\theta\) to discrete values \(\theta^d\) (i.e., projecting \(\theta\) to \(\mathcal{F}_d \triangleq \{0, \frac{2\pi}{Q}, \cdots, \frac{2\pi(L-1)}{Q}\}\), where \(L = 2^Q\) and \(Q\) denotes the number of control bits for phase-shifting per IRS element), we rerun the PDD-TJAPB algorithm with fixed \(\theta^d\) to obtain the updated long-term Lagrange multipliers \(\lambda^d\); finally, we can follow the short-term part of the PDD-TJAPB algorithm with given \(\theta^d\) and \(\lambda^d\) to obtain the active beamforming vectors.

**IV. SIMULATION RESULTS**

In this section, we provide numerical results to evaluate the performance of the proposed algorithm and draw useful insights. In our simulations, the distance-dependent path loss is modeled as \(L = C_0 \left(d_{\text{link}} / D_0\right)^{-\alpha}\), where \(C_0\) is the path loss at the reference distance \(D_0 = 1\) meter (m), \(d_{\text{link}}\) represents the individual link distance and \(\alpha\) denotes the path-loss exponent. Let \(\alpha_{\text{Au}}, \alpha_{\text{AI}}\) and \(\alpha_{\text{Hu}}\) denote the path-loss exponents of the AP-user, AP-IRS and IRS-user links, respectively, and let \(L_{\text{Au}}, L_{\text{AI}}\) and \(L_{\text{Hu}}\) denote the corresponding channel gains due to path loss. We set \(\alpha_{\text{Au}} = 3.6, \alpha_{\text{AI}} = 2.2\) and \(\alpha_{\text{Hu}} = 2.2\) [30], i.e., the path-loss exponent of the AP-user link is larger than those of the AP-IRS and IRS-user links, to model the scenario that the users suffer from severe signal attenuation in the AP-user direct link. Besides, a three-dimensional coordinate
A. Impact of LoS Power Ratio, $\beta$

In Fig. 7, we investigate the average transmit power achieved by PDD-TJAPB versus the LoS power ratio of the IRS, $\rho$.

Note that the specific values for the coefficients in $\{\rho, \gamma\}$ such as $0.9$ and $2$ are tuned to achieve a good empirical convergence speed. For the initialization of the proposed PDD-TJAPB algorithm, the reflection phase shifts (i.e., $\theta^0$) are independently and uniformly selected within $[0, 2\pi)$, while the long-term Lagrange multipliers (i.e., $\lambda^0$) are simply initialized as $\lambda^0 = 1$. All the results are averaged over $2000$ independent channel realizations.

For comparison, we consider three benchmark schemes: 1) the fast-timescale scheme which employs the I-CSI and adopts the alternating optimization (AO) algorithm in [26] under short-term rate constraints of the users (with the same rate value as that for the case of long-term rate constraint for each user), 2) the TTS scheme in [31], where the weighted sum-rate maximization problem (the user weights are set to $1$) is solved for IRS phase-shift optimization and the active beamforming design problem in each time slot (with fixed IRS phase shifts) is solved by transforming it into an SOCP problem as in [47] that is then solved by CVX [33] (this scheme is abbreviated as TTS-WSRMax in the following), and 3) the random phase-shift scheme where the phase shifts at the IRS are randomly generated at each time slot for introducing artificial channel fading to enhance the multiserver channel diversity, while the active beamforming is designed by adopting the same method as in the TTS-WSRMax scheme with fixed IRS phase shifts.

Prior to performance comparison, we first illustrate the convergence behavior of the proposed PDD-TJAPB algorithm (i.e., Algorithm 2). In Fig. 6 (a) and (b), we plot the average transmit power at the AP and the average rate of the worst user (that has the lowest achievable average rate) versus the number of iterations, respectively. As can be seen, Algorithm 2 can converge within 200 iterations. Due to the stochastic nature of the considered problem and the proposed algorithm, the power and rate curves in Fig. 6 are not necessarily monotonic. However, from the overall trend, we observe that the average rate of the worst user gradually increases and finally approaches the long-term average rate target $R = 4$ bits/s/Hz. Besides, in Table 1 we compare the channel estimation overhead and reflection coefficient signaling overhead (both measured by the number of coefficients) required by the TTS and conventional I-CSI-based schemes under a typical simulation setup as specified before (i.e., $M = 6$, $K = 3$, $N = 40$ and $T_s = 2000$). We assume that there is no prior knowledge of the channel and the popular least-square channel estimation method in [20]–[22] is used, thus the channel estimation overhead is proportional to the number of channel coefficients. It can be observed that by adopting the TTS scheme, both overheads can be significantly reduced as compared to the I-CSI-based scheme.

6Note that $p(1)a_k^H(a_l^*)^H$ denotes the line-of-sight (LoS) component and $\sum_{q=2}^{Q} p(q)a_k^H(a_l^*)^H$ represents the non-LoS (NLoS) component.

Table 7.7.1. Note that the specific values for the coefficients in $\{\rho, \gamma\}$ such as 0.9 and 2 are tuned to achieve a good empirical convergence speed. For the initialization of the proposed PDD-TJAPB algorithm, the reflection phase shifts (i.e., $\theta^0$) are independently and uniformly selected within $[0, 2\pi)$, while the long-term Lagrange multipliers (i.e., $\lambda^0$) are simply initialized as $\lambda^0 = 1$. All the results are averaged over 2000 independent channel realizations.

For comparison, we consider three benchmark schemes: 1) the fast-timescale scheme which employs the I-CSI and adopts the alternating optimization (AO) algorithm in [26] under short-term rate constraints of the users (with the same rate value as that for the case of long-term rate constraint for each user), 2) the TTS scheme in [31], where the weighted sum-rate maximization problem (the user weights are set to 1) is solved for IRS phase-shift optimization and the active beamforming design problem in each time slot (with fixed IRS phase shifts) is solved by transforming it into an SOCP problem as in [47] that is then solved by CVX [33] (this scheme is abbreviated as TTS-WSRMax in the following), and 3) the random phase-shift scheme where the phase shifts at the IRS are randomly generated at each time slot for introducing artificial channel fading to enhance the multiserver channel diversity, while the active beamforming is designed by adopting the same method as in the TTS-WSRMax scheme with fixed IRS phase shifts.

Prior to performance comparison, we first illustrate the convergence behavior of the proposed PDD-TJAPB algorithm (i.e., Algorithm 2). In Fig. 6 (a) and (b), we plot the average transmit power at the AP and the average rate of the worst user (that has the lowest achievable average rate) versus the number of iterations, respectively. As can be seen, Algorithm 2 can converge within 200 iterations. Due to the stochastic nature of the considered problem and the proposed algorithm, the power and rate curves in Fig. 6 are not necessarily monotonic. However, from the overall trend, we observe that the average rate of the worst user gradually increases and finally approaches the long-term average rate target $R = 4$ bits/s/Hz. Besides, in Table 1 we compare the channel estimation overhead and reflection coefficient signaling overhead (both measured by the number of coefficients) required by the TTS and conventional I-CSI-based schemes under a typical simulation setup as specified before (i.e., $M = 6$, $K = 3$, $N = 40$ and $T_s = 2000$). We assume that there is no prior knowledge of the channel and the popular least-square channel estimation method in [20]–[22] is used, thus the channel estimation overhead is proportional to the number of channel coefficients. It can be observed that by adopting the TTS scheme, both overheads can be significantly reduced as compared to the I-CSI-based scheme.

A. Impact of LoS Power Ratio, $\beta$

In Fig. 7, we investigate the average transmit power achieved by PDD-TJAPB versus the LoS power ratio of the IRS, $\rho$.

Note that this simple initialization method cannot guarantee a feasible initial point in general; however, it works well in all of our simulations. Besides, theoretically, it is possible that the PDD-TJAPB algorithm may get stuck in an undesired point if the initial point is close to this undesired point. In this case, we can run the PDD-TJAPB algorithm with multiple random initial points, and it is very likely that the algorithm with one of the initial points will converge to a “good” stationary point of problem.
increasing $\beta$ will reduce the rank of $G$, which further leads to decreased spatial multiplexing gain. Thus, more transmit power is required by the TTS-WSRMax scheme to guarantee the users’ achievable rates in each time slot as only sum-rate maximization is considered while the user fairness is not taken into consideration. In contrast, by considering the achievable long-term average rate constraint of each user, PDD-TJAPB is able to exploit the multiuser channel diversity more efficiently by performing “time sharing” based transmission scheduling for the users in different time slots. Therefore, better performance can be achieved, especially in the large $\beta$ regime. Finally, it is observed that the average transmit power of the AO scheme first decreases and then increases with the increasing of $\beta$. This is a joint effect of the better multiuser interference suppression capability of the AO scheme (as compared to the S-CSI-based schemes) and decreasing spatial multiplexing gain of the AP-IRS-user channel. Besides, due to the multiuser diversity gain, the performance of PDD-TJAPB is even better than that of AO when $\beta$ is larger than about 0.55. This illustrates the advantage of employing long-term rate constraints over short-term rate constraints in exploiting the multiuser channel diversity.

### B. Impact of Number of Reflecting Elements, $N$

Then, in Fig 9, we investigate the average transmit power at the AP versus the number of reflecting elements at the IRS, $N$. We observe that the performance of all schemes improves with the increasing of $N$, which is reasonable since larger $N$ leads to higher aperture gain and reflect beamforming gain of the IRS in general. Besides, we can see that PDD-TJAPB achieves the lowest average transmit power and the performance gain over the other schemes increases with $N$. This is because when $N$ increases, the proposed PDD-TJAPB is able to more effectively reconfigure the S-CSI and hence better exploit the multiuser diversity gain.

### C. Impact of Discrete Phase Shifts

In Fig 10 we show the impact of discrete phase shifts at the IRS on the average transmit power at the AP. In particular, we consider $Q = 1$, $Q = 2$ and $Q = 3$ for discrete phase shifts at the IRS, and $Q = \infty$ denotes the (ideal) continuous phase-shift case. Other simulation parameters are the same as those in Fig 8. From Fig 9 it is observed that as $Q$ increases, the performance gap between the discrete phase-shift case and the continuous phase-shift case ($Q = \infty$) gradually decreases and when $Q = 3$, using IRS with discrete phase shifters incurs only negligible performance loss. Besides, it can be seen that this performance gap generally enlarges with the increasing of $N$ for given $Q$, which is reasonable since it is more difficult
to obtain the performance of continuous phase shifts with quantized discrete phase shifts as \( N \) becomes larger.

**D. Impact of CSI Delay**

Next, in Fig. 10, we investigate the impact of CSI acquisition delay due to channel training/feedback on the average rate of the worst user and also compare the required average transmit power by different schemes, when \( N = 40 \). Specifically, we consider time-varying channels over different time slots and thus the estimated CSI for each time slot can be outdated (although perfect channel estimation is assumed), i.e., there is generally CSI mismatch at the AP due to CSI delay caused by channel training/feedback. As such, there exists inevitable rate loss since the beamforming is designed based on the outdated CSI. Similar to [49], we assume that the CSI delay is proportional to the dimension of the channel that is required at the AP, i.e., if the CSI delay \( \{ \tilde{h}_k \} \) is \( \omega \) millisecond (ms), then the CSI delay for estimating the full channel sample \( \tilde{H} \) is \( N K + M K + N M \omega \) ms. Besides, the outdated CSI is related to the actual CSI by the autoregressive model in [49] and the velocity of the users is set to 1 kilometer per hour (km/h) as we mainly focus on the low-mobility scenario. It can be observed that the performance of all schemes degrades as the CSI delay increases. However, the performance degradation of the SCSI-based schemes (TTS-WSRmax and PDD-TJAPB) is much smaller than the I-CSI-based scheme (AO) since the S-CSI-based schemes have smaller CSI delay. Besides, with similar average rate performance degradation, the required transmit power of PDD-TJAPB is smaller than that of TTS-WSRmax. On the other hand, though not shown in Fig. 10, we also note that the signaling overhead (for sending IRS reflection coefficients from the AP to IRS) of the S-CSI-based schemes is also much smaller than that of the I-CSI-based scheme. Therefore, the proposed scheme is more suitable for practical IRS-aided systems because it is more robust against CSI delays and has lower implementation cost.

**E. Performance Comparison When Users Have Different Rate Targets**

Finally, in Table II, we investigate the performance of the considered schemes when the users have different achievable average rate targets. For fair comparison, we fix the sum-rate of the users to 12 bits/s/Hz, therefore when the users have the same rate target, we let \( R_k = R = 4 \) bits/s/Hz; otherwise, we set \( R_k = \{3, 4, 5\} \) bits/s/Hz. From Table II we observe that for all the considered schemes, the required average transmit power increases when the users have different rate targets. Moreover, it is also observed that the average transmit power of PDD-TJAPB does not change much for these two cases, which shows that it is more suitable for the scenario when users have individual QoS requirements.

**V. Conclusion**

In this paper, we studied the TTS beamforming optimization problem in an IRS-aided multiuser system under users’ long-term average rate constraints. The average transmit power at the AP was minimized by solving a TTS stochastic optimization problem, where the long-term IRS phase shifts
are designed based on the S-CSI and the short-term active beamforming vectors are adaptively optimized according to the I-CSI of the users’ effective channels with given IRS phase shifts. A new PDD-TJAPB algorithm was proposed by combining a novel TTS primal-dual decomposition method, the CSSCA framework and the deep unfolding technique. We proved that the proposed PDD-TJAPB algorithm is guaranteed to converge to a stationary solution of the considered problem almost surely. Compared with the existing I-CSI-based scheme, the proposed TTS and S-CSI based PDD-TJAPB not only leads to much lower signal processing complexity and channel training/signaling overhead, but also offers favorable performance under various practical setups.

APPENDIX

A. Proof of Theorem 1

Let $w^{j_s} = w^{j_s}(h^{\theta^*, \hat{H}})$, we have the following equation according to the chain rule:

$$
\begin{align*}
\nabla_{\lambda}(R_k - r_k(\theta^*, w^{j_s}, \hat{H})) \\
= \partial_{\theta} w^{j_s} \partial_{w}(R_k - r_k(\theta, w^{j_s}, \hat{H})).
\end{align*}
$$

Multiplying the vector inside the norm operator in (10) by $\partial_{\lambda} w^{j_s}$, taking expectation w.r.t. $\hat{H}$, using (35) and letting $(\theta, \lambda) = (\theta^*, \lambda^*)$, we have

$$
\begin{align*}
\left\| \nabla_{\lambda} \mathbb{E} \left\{ \sum_{k \in K} \| w^{j_s} \|^2 \right\} + \sum_{k \in K} \lambda_k^* \nabla_{\lambda}(R_k - r_k(\theta^*, w^{j_s}, \hat{H})) \right. \\
- \mathbb{E}\{r_k(\theta^*, w^{j_s}, \hat{H})\} \right\| = O(e^{\gamma}(\theta^*, \lambda^*)).
\end{align*}
$$

Combining (35) with (13), we obtain

$$
\begin{align*}
\left\| \sum_{k \in K} (\lambda_k - \lambda_k^*) \nabla_{\lambda}(R_k - r_k(\theta^*, w^{j_s}, \hat{H})) \right. \\
- \mathbb{E}\{r_k(\theta^*, w^{j_s}, \hat{H})\} \right\| = O(e^{\gamma}(\theta^*, \lambda^*)).
\end{align*}
$$

Then, based on (37) and the LIRC, it follows that

$$
\begin{align*}
\lambda_k - \lambda_k^* = O(e^{\gamma}(\theta^*, \lambda^*)), \quad \forall k \in K,
\end{align*}
$$

Together with (14), we can see that (35) is satisfied up to the error of $O(e^{\gamma}(\theta^*, \lambda^*))$.

Similar to the derivation of (35), we have

$$
\begin{align*}
\left\| \mathbb{E} \left\{ \partial_{\theta} w^{j_s} \partial_{w} \left( \sum_{k \in K} \| w^{j_s} \|^2 \right) \right\} + \sum_{k \in K} \lambda_k^* \mathbb{E}\{\partial_{\theta} w^{j_s} \partial_{w}(R_k - r_k(\theta^*, w^{j_s}, \hat{H})) \} \right. \\
\times \partial_{w}(R_k - r_k(\theta^*, w^{j_s}, \hat{H})) \right\| = O(e^{\gamma}(\theta^*, \lambda^*)).
\end{align*}
$$

Next, applying the chain rule to (12), we obtain

$$
\begin{align*}
\mathbb{E} \left\{ \partial_{\theta} w^{j_s} \partial_{w} \left( \sum_{k \in K} \| w^{j_s} \|^2 \right) \right\} + \sum_{k \in K} \lambda_k^* \mathbb{E}\{\partial_{\theta} w^{j_s} \partial_{w}(R_k - r_k(\theta^*, w^{j_s}, \hat{H})) \} \\
+ \sum_{k \in K} \lambda_k \mathbb{E}\{\partial_{\theta} w^{j_s} \partial_{w}(R_k - r_k(\theta^*, w^{j_s}, \hat{H})) \} = 0.
\end{align*}
$$

It follows from (38), (39) and (40) that

$$
\begin{align*}
\left\| \sum_{k \in K} \lambda_k^* \partial_{\theta}(R_k - \mathbb{E}\{r_k(\theta^*, w^{j_s}, \hat{H})\}) \right. \\
\times \partial_{w}(R_k - r_k(\theta^*, w^{j_s}, \hat{H})) \right\| = O(e^{\gamma}(\theta^*, \lambda^*)),
\end{align*}
$$

And together with (15), we can see that (7) is satisfied up to the error of $O(e^{\gamma}(\theta^*, \lambda^*))$.

Finally, it follows directly from (10) that (6) is satisfied up to the error of $O(e^{\gamma}(\theta^*, \lambda^*))$. Therefore, the primal-dual pair $(\theta^*, \{w^{j_s}, \forall H\}, \lambda^*)$ satisfies the stationary conditions of problem (5). This thus completes the proof.

B. Proof of Lemma 1

First, we can see that the following conditions hold: 1) the domains of $\theta$ and $w$ are compact and convex; 2) $r_k(\theta, \{w_k(h)\})$, $\forall k \in K$ are real-valued and continuously differentiable functions of $\theta$ and $w$; 3) for any $k \in K$, $\hat{H} \in \Omega$, the function $r_k(\theta, \{w_k(h)\})$, its derivative w.r.t. $\theta$ and $w$, and its second-order derivative w.r.t. $\theta$ and $w$ are all uniformly bounded. Then, together with the observations at the end of Section III-B, we can see that $f_{\theta, k}^*$, $f_{w, k}^*$ and $f_{\lambda, k}^*$ are bounded. Therefore, properties 1-3 in Lemma 1 follow directly from the expression of $f_k^*(\theta, \lambda)$ in (21). Property 4 is due to the chain rule and [50] Lemma 1, for which the proof is similar to that of [51] Lemma 1 and thus is omitted for conciseness. Finally, property 5 is a consequence of property 4. This thus completes the proof.
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