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ABSTRACT. In this paper, we prove a quantitative regularity theorem and blow-up criterion of
classical solutions for the three-dimensional Navier-Stokes equations. By adapting the strategy
developed by Tao in [22], we obtain an explicit blow-up rate in the setting of critical Lorentz
spaces $L^{3,q_0}(\mathbb{R}^3)$ with $3 \leq q_0 < \infty$. Our results generalize the quantitative regularity theory in
critical Lebesgue spaces $L^3(\mathbb{R}^3)$ in [22] and quantify the qualitative result by Phuc in [18].

1. INTRODUCTION

In this paper, we are interested in giving some quantitative bounds for solutions of the three-
dimensional incompressible Navier-Stokes equations in critical Lorentz spaces. The Navier-Stokes
equations read

\begin{align}
    &u_t - \Delta u + u \cdot \nabla u + \nabla p = 0, \\
    &\nabla \cdot u = 0,
\end{align}

where $u(t, \cdot) : \mathbb{R}^3 \to \mathbb{R}^3$ denotes the velocity vector field of the fluid and $p(t, \cdot) : \mathbb{R}^3 \to \mathbb{R}$ is the
pressure. It is well-known from the seminal paper of Leray [12] that for any divergence-free vector
field $u_0 \in L^2(\mathbb{R}^3)$ there exists at least one weak solution to the Cauchy problem (1.1). However,
it is unknown whether they are smooth for all positive times and the uniqueness is also still open.
The Navier-Stokes equations (1.1) are endowed with a scaling symmetry:

$$u_\lambda(t, x) := \lambda u(\lambda^2 t, \lambda x), \quad p_\lambda(t, x) := \lambda^2 p(\lambda^2 t, \lambda x) \quad \text{for} \quad \lambda > 0,$$

which gives us some critical (scale-invariant) spaces, for example, $L^3(\mathbb{R}^3)$. A natural question that
we are interested in is that, if we assume that blowing-up solutions do exist and they blow up at time
$T^* > 0$, how their critical norms behave and will they blow up as well at $T^*$? Besides the simplest
critical Lebesgue spaces $L^3$, there are other critical spaces , such as critical Lorentz spaces $L^{3,q}(\mathbb{R}^3)$
with $3 < q < \infty$ and critical Besov spaces $\dot{B}^{-1+3/p}_{p,q}(\mathbb{R}^3)$ with $3 < p, q < \infty$, etc. In particular, we
have a chain of embeddings

$$L^3(\mathbb{R}^3) \hookrightarrow L^{3,q}(\mathbb{R}^3) \hookrightarrow \dot{B}^{-1+3/p}_{p,q}(\mathbb{R}^3).$$

In the present paper, we investigate the quantitative estimate of the critical Lorentz norm$L^{3,q_0}(\mathbb{R}^3)$,
$3 \leq q_0 < \infty$ at the potential singularity and the corresponding blow-up criterion.

Before introducing our main theorems, let us first present some previous results regarding to the
regularity theory and blow-up criterion of the Navier-Stokes equations. The first result was given
by Leray [12], proving that if $T^*$ is the maximal existence time of the solution $u$, we then necessarily
have for any $p > 3$, there is a constant $C(p)$ such that

$$\|u\|_{L^p(\mathbb{R}^3)} \geq \frac{C(p)}{(T^* - t)^{(1 - \frac{3}{p})}}.$$

Later, it was proved by Prodi-Serrin-Ladyzhenskaya (1959-1967) [11,19,21] that if $u$ blows up at $T_*$
with $3 < p \leq \infty$, then $\|u\|_{L^p_tL^\infty_x([0,T_*) \times \mathbb{R}^3)} = \infty$, where $3/p + 2/q = 1$. The endpoint case $p = 3$ was
left open for many years until the remarkable result of Escauriaza, Seregin, and Sverak \cite{ESS} in 2003. By analyzing the blow-up profile and combing the unique continuation with backward uniqueness of the heat equation, they were able to prove that if \( u \) blows up at a finite time \( T^* \), then
\[
\limsup_{t \to T^*} \| u(t) \|_{L^3_2(\mathbb{R}^3)} = \infty.
\]

Later, the blow-up criterion above has been generalized by several authors. On the one hand, in the qualitative sense, Seregin \cite{S} improved the blow-up criterion \( 1.2 \) by replacing the limit superior with a limit. For the non-endpoint borderline Lorentz spaces, by applying the backward uniqueness theory as well as an \( \epsilon \)-regularity criterion, Phuc \cite{P} proved that if a Leray-Hopf weak solutions \( u \) blows up at a finite time \( T^* \), then for \( 3 < q < \infty \)
\[
\limsup_{t \to T^*} \| u(t) \|_{L^3_q(\mathbb{R}^3)} = \infty.
\]
There are results in other critical spaces; see, for example, \cite{PSW, ST}

From the quantitative point of view, in a recent breakthrough work, by establishing quantitative Carleman inequalities, Tao \cite{T1} proved the following slightly supercritical blow-up norm criterion:
\[
\limsup_{t \to T^*} \frac{\| u(t) \|_{L^3(\mathbb{R}^3)}}{(\log \log \log \frac{1}{T^* - t})^c} = \infty,
\]
which is a quantitative version of the \( L^\infty L^3 \) regularity criterion \( 1.2 \). Barker and Prange \cite{BP} gave a quantitative estimate of the local concentration of \( L^3 \) norm by using an alternative proof. The same authors also proved a mild supercritical regularity criteria, in which they showed that if a solution blows up, then certain slightly supercritical Orlicz norm must blow up \cite{BP}. Later, Palasek \cite{P1} showed that Tao’s blow-up rate can be improved to \( (\log \log \log \frac{1}{T^* - t})^c \) assuming that the solution is axis-symmetric, and he recently obtained a \( (\log \log \log \log \frac{1}{T^* - t})^c \) blow-up rate \cite{P1} for the higher dimensional \( (d \geq 4) \) case. There are several other related results \cite{TF, PW0}

In the setting of Lorentz spaces, there are few quantitative results. Davies and Koch \cite{DK} recently gave a blow-up rate in sub-critical Lorentz spaces, in which they showed that if a solution \( u \) blows up at finite time \( T^* \), then
\[
\| u \|_{L^{p,q}(\mathbb{R}^3)} \geq \frac{C(p,q)}{(T^* - t)^{(q-1)p/2}} \quad \text{for} \quad 3 < p < \infty, 1 \leq q \leq \infty.
\]
To the best of the authors’ knowledge, there is no such quantitative results in the critical Lorentz case, i.e. when \( p = 3 \) in \( 1.3 \). As the Lorentz space \( L^{p,q} \) has the same scaling properties as the Lebesgue space \( L^p \), Tao’s results \cite{T1} for \( L^3 \) open the door to treat quantitatively the critical Lorentz spaces \( L^{3,q} \), \( q \geq 3 \), which are bigger than the usual Lebesgue spaces. The main goal of the present paper is to obtain new quantitative regularity theorem and blow-up criteria of solutions for the Navier-Stokes equations in the framework of critical Lorentz spaces \( L^{3,q_0}(\mathbb{R}^3) \) for \( 3 < q_0 < \infty \). Our main results are stated as follow.

**Theorem 1.1.** Let \((u,p)\) be a classical solution to the incompressible Navier-Stokes system \( 1.1 \), which blows up at time \( T_* < \infty \). Then, with a constant \( c > 0 \) and \( 3 \leq q_0 < \infty \)
\[
\limsup_{t \to T_*} \frac{\| u \|_{L^{3,q_0}(\mathbb{R}^3)}}{(\log \log \log \frac{1}{T_* - t})^c} = \infty.
\]

**Theorem 1.2.** Let \((u,p)\) be a classical solution to the system \( 1.1 \) and \( 3 \leq q_0 < \infty \). Assume that
\[
\| u \|_{L^p L^{3,q_0}([0,T] \times \mathbb{R}^3)} \leq M
\]
for some constant \( M \geq 2 \). Then, for \( 0 < t \leq T \) and \( j = 0,1 \), the following hold
\[
|\nabla^j u| \leq \exp \exp (M^{O(1)}) t^{-\frac{j+1}{2}}, \quad |\nabla^j \omega| \leq \exp \exp (M^{O(1)}) t^{-\frac{j+1}{2}},
\]
where the vorticity \( \omega = \nabla \times u \).
Remark 1. Notice that when \( q_0 = 3 \), our theorem reduces to the case of Tao in [22].

Remark 2. It is not clear whether our results hold in the endpoint case \( L^1_t L^3_x \). For other results in such spaces, we refer to [3] and [5] for quantitative results in local sense and [13] for qualitative result.

Comparing the blow-up criteria (1.6) in Theorem 1.1 with the previous results, we see that our theorem implies that the necessary condition of blow up (1.4) can be improved by replacing the \( L^3 \) norm with a smaller \( L^{3,q_0}(\mathbb{R}^3) \) quasi-norm with \( 3 \leq q_0 < \infty \), answering a question of Tao, see Remark 1.6 in [22]. In particular, we recover the result (1.4) when \( q_0 = 3 \). Moreover, our result can be seen as a quantitative version of the blow-up criteria (1.3) proved by Phuc in [18]. Let us remark that although the blow-up rate (1.5) is better than the one we established in Theorem 1.1, it is not clear whether their results still hold in the critical case.

The rest of this paper is organized as follows. In Section 2, we introduce some notation and preliminaries. Furthermore, we prove Hölder’s and Young’s inequalities in the Lorentz setting. In Section 3, we state our main quantitative estimates (Propositions 3.1-3.5). We demonstrate how to gather these statements together to prove our main results (Theorem 1.1 and Theorem 1.2) of this paper in Section 4. More precisely, our strategy is as follows: first, by establishing some pointwise derivative estimates, bounded total speed and Epoch of regularity (see Propositions 3.1-3.3), we are able to prove that, assuming \( N \) and \( \phi \) where

\[
\|u\|_{L^{\infty}_t L^{3,q_0}(0,T \times \mathbb{R}^3)} \leq M
\]

is such that the quasinorm

\[
\|u\|_{L^{\infty}_t L^{3,q_0}(0,T \times \mathbb{R}^3)} \leq M
\]

we include the Carleman estimates together with auxiliary estimates in the Appendix.

2. Notation and preliminaries

2.1. Notation. Throughout the paper we use the following notation. For \( 1 \leq p < \infty \), \( W^{k,p} \) space is the regular Sobolev space. We have Plancherel’s equality, \( \|f\|_{L^2} = \|\hat{f}\|_{L^2} \). For any \( N \geq 0 \), we define the Littlewood-Payley projection \( P_{N} \)

\[
P_{N}f(\xi) = \varphi(\xi/N)\hat{f}(\xi),
\]

where \( \varphi \) is a smooth bump function on the ball \( B(0,1) \) with \( \varphi = 1 \) on \( B(0,1/2) \). Then, we define

\[
P_{N} := P_{\leq N} - P_{\leq N/2}, \quad P_{>N} := 1 - P_{\leq N}, \quad \bar{P}_{N} := P_{\leq N/2} - P_{\leq N/4}.
\]

Therefore, \( P_{N} f = \sum_{k=0}^{\infty} P_{2^{-k}N} f \) and \( P_{>N} f = \sum_{k=1}^{\infty} P_{2^{k}N} f \). We remark here that these operators commute with other Fourier multipliers such as \( \Delta \), \( e^{i\Delta} \) and the Leray projector \( \mathbb{P} \) defined by

\[
\mathbb{P} = I + \nabla (-\Delta)^{-1} \nabla .
\]

Next, we define the Lorentz space.

Definition 2.1. For a measurable function \( f : \Omega \to \mathbb{R} \), we define:

\[
d_{f,\Omega}(\alpha) := \{|x \in \Omega : |f(x)| > \alpha|\}.
\]

Then, the Lorentz spaces \( L^{p,q}(\Omega) \) with \( 1 \leq p < \infty \), \( 1 \leq q \leq \infty \) is the set of all functions \( f \) on \( \Omega \) such that the quasinorm \( \|f\|_{L^{p,q}(\Omega)} \) is finite and

\[
\|f\|_{L^{p,q}(\Omega)} := \left( p \int_0^\infty \alpha^{d_{f,\Omega}(\alpha)} \frac{d\alpha}{\alpha} \right)^{1/q}, \quad \|f\|_{L^{p,\infty}(\Omega)} := \sup_{\alpha>0} \alpha d_{f,\Omega}(\alpha)^{1/p}.
\]

When we say \( A \lesssim B \), it means there is a constant \( C > 0 \) such that \( A \leq CB \). The space \( L^{p,\infty} \) is known as the weak \( L^p \) space and notice that when \( q = p \), we have \( \|f\|_{L^{p,p}(\Omega)} = \|f\|_{L^p(\Omega)} \) and \( L^{p,q_1}(\Omega) \subset L^{p,q_2}(\Omega) \) whenever \( 1 \leq q_1 \leq q_2 \leq \infty \).
2.2. Preliminaries. The next lemma is Hölder’s inequality in Lorentz spaces (Theorem 4.5 in [10]).

Lemma 2.2 (Hölder’s inequality, [10]). Suppose \( f \in L^{r_1,s_1}(\mathbb{R}^3) \), \( g \in L^{r_2,s_2}(\mathbb{R}^3) \) with \( 0 < r_1, r_2, r < \infty \), \( 0 < s_1, s_2, s \leq \infty \),

\[
1/r = 1/r_1 + 1/r_2 \quad \text{and} \quad 1/s = 1/s_1 + 1/s_2
\]

Then \( fg \in L^{r}(\mathbb{R}^3) \) and

\[
\|fg\|_{L^{r}(\mathbb{R}^3)} \leq C(r_1, r_2, s_1, s_2)\|f\|_{L^{r_1,s_1}(\mathbb{R}^3)}\|g\|_{L^{r_2,s_2}(\mathbb{R}^3)}.
\]

The next lemma is Young’s convolution inequality in Lorentz spaces, also known as “O’Neil’s convolution inequality” (Theorem 2.6 of O’Neil’s paper [15]).

Lemma 2.3 (Young’s inequality, [15]). Suppose \( f \in L^{r_1,s_1}(\mathbb{R}^3) \), \( g \in L^{r_2,s_2}(\mathbb{R}^3) \) with \( 1 < r_1, r_2, r < \infty \), \( 0 < s_1, s_2, s \leq \infty \),

\[
1/r + 1 = 1/r_1 + 1/r_2 \quad \text{and} \quad 1/s \leq 1/s_1 + 1/s_2
\]

Then \( f * g \in L^{r}(\mathbb{R}^3) \) and

\[
\|f * g\|_{L^{r}(\mathbb{R}^3)} \leq 3r\|f\|_{L^{r_1,s_1}(\mathbb{R}^3)}\|g\|_{L^{r_2,s_2}(\mathbb{R}^3)}.
\]

Lemma 2.4 (Sobolev’s inequality, [23]). Suppose \( 1 \leq p \leq 3 \), then

\[
\|f\|_{L^{\frac{3p}{p-3}}(\mathbb{R}^3)} \leq C(p)\|\nabla f\|_{L^p(\mathbb{R}^3)}.
\]

The following lemma is relied on lemma 2.4 in [24], in which the authors gave a Bernstein inequality for weak \( L^p \) spaces. We now state a generalized Bernstein inequality for general Lorentz spaces \( L^{p,q} \) with \( p > 1, q \geq 1 \).

Lemma 2.5 (Bernstein inequality). Let a ball \( B = \{\xi \in \mathbb{R}^3 : |\xi| \leq R\} \) with \( 0 < R < \infty \). Then there exists a constant \( C \) such that for any non-negative integer \( j \), any couple \((p_1, p_2)\) with \( 1 < p_1 < p_2 < \infty \), for any \( N \in (0, \infty) \), and any function \( f \) of \( L^{p_2,q_2} \) with \( 1 \leq q_2 \leq \infty \), whose Fourier transform is in the support of the ball \( B(0,N) \), we have

\[
\|\nabla^j f\|_{L^{p_1, q_1}(\mathbb{R}^3)} := \sup_{|\alpha| = j} \|\partial^{\alpha} f\|_{L^{p_1, q_1}(\mathbb{R}^3)} \lesssim_j N^{j+3(\frac{1}{p_2} - \frac{1}{p_1})}\|f\|_{L^{p_2, q_2}(\mathbb{R}^3)}, \quad j \geq 0.
\]

In particular,

\[
\|\nabla^j f\|_{L^{p_1, q_1}(\mathbb{R}^3)} \lesssim_j N^{j+3(\frac{1}{p_2} - \frac{1}{p_1})}\|f\|_{L^{p_2, q_2}(\mathbb{R}^3)}.
\]

Proof. From lemma 2.4 in [24], we have

\[
\|\nabla^j f\|_{L^{p_1, q_1}(\mathbb{R}^3)} \lesssim_j N^{j+3(\frac{1}{p_2} - \frac{1}{p_1})}\|f\|_{L^{p_2, q_2}(\mathbb{R}^3)},
\]

Hence, by inclusion property of Lorentz spaces \( L^{p,1} \subset L^{p,q} \subset L^{p,\infty} \) for \( 1 < q < \infty \), we obtain

\[
\|\nabla^j f\|_{L^{p_1, q_1}(\mathbb{R}^3)} \leq \|\nabla^j f\|_{L^{p_1, 1}(\mathbb{R}^3)} \lesssim j^{j+3(\frac{1}{p_2} - \frac{1}{p_1})}\|f\|_{L^{p_2, q_2}(\mathbb{R}^3)} \lesssim N^{j+3(\frac{1}{p_2} - \frac{1}{p_1})}\|f\|_{L^{p_2, q_2}(\mathbb{R}^3)}.
\]

We state a generalized multiplier theorem for Lorentz spaces as follows.

Lemma 2.6 (Multiplier theorem). Let \( T_m \) be a Fourier multiplier \( \hat{T_m}f(\xi) := m(\xi)f(\xi) \) where \( m(\xi) \) is a complex-valued smooth function supported on \( B(0,N) \) satisfying

\[
|\nabla^j m(\xi)| \leq AN^{-j}
\]

for some positive \( A \) and \( j > 0 \). Then we have

\[
\|T_m f\|_{L^{p_1, q_1}(\mathbb{R}^3)} \lesssim AN^{3(\frac{1}{p_2} - \frac{1}{p_1})}\|f\|_{L^{p_2, q_2}(\mathbb{R}^3)},
\]

where \( \frac{1}{p_2} + \frac{1}{q_2} \leq \frac{1}{p_1} + \frac{1}{q_1} + 1 \). Moreover, let \( D \subset \mathbb{R}^3 \) be a subset of \( \mathbb{R}^3 \) and \( D_{R/N} := \{x \in \mathbb{R}^3 : \text{dist}(x, D) < R/N\} \) be the \( R/N \)-neighbourhood of \( D \), then we have

\[
\|T_m f\|_{L^{p_1, q_1}(D)} \lesssim AN^{3(\frac{1}{p_2} - \frac{1}{p_1})}\|f\|_{L^{p_2, q_2}(D_{R/N})} + R^{-50}A|D|^{\frac{1}{p_1} - \frac{1}{p_2}}N^{3(\frac{1}{p_2} - \frac{1}{p_1})}\|f\|_{L^{p_3, q_3}(\mathbb{R}^3)},
\]
where $|D|$ denotes the volume of set $D$ and $1 \leq p_2 \leq p_1 \leq \infty$, $1 \leq p_3 \leq p_4 \leq \infty$ such that $p_4 \geq p_1$.

**Proof.** Let us first write $T_m f$ as a convolution $T_m f = f * K$ with the kernel

$$K(x) = \int_{\mathbb{R}^3} m(\xi) e^{2\pi i \xi \cdot x} d\xi.$$ 

By Young’s inequality in Lorentz spaces (see Lemma 2.3), we have

$$\|T_m f\|_{L^{p_1,q_1}(\mathbb{R}^3)} = \|f * K\|_{L^{p_1,q_1}(\mathbb{R}^3)} \leq 3 p_1 \|f\|_{L^{p_2,q_2}(\mathbb{R}^3)} \|K\|_{L^p(\mathbb{R}^3)},$$

where $\frac{1}{p_1} + 1 = \frac{1}{p_2} + \frac{1}{q_2}$ and $\frac{1}{q_1} \leq \frac{1}{q_2} + \frac{1}{p}$. Applying Plancherel’s theorem, we get

$$\|K(x)\|_{L^2(\mathbb{R}^3)} = \|m(\xi)\|_{L^2(\mathbb{R}^3)} \leq AN^{3/2}.$$ 

On the other hand, by the bound of $m(\xi)$, we have $\|K(x)\|_{L^\infty(\mathbb{R}^3)} \leq AN^3$. Combining the two estimates and using interpolation theorem and Young’s inequality, for any $\frac{1}{p_1} = \frac{1}{p_2} + \frac{1}{p_3}$, we can conclude that

$$\|T_m f\|_{L^{p_1,q_1}(\mathbb{R}^3)} \lesssim AN^{3(1 - \frac{1}{p})} \|f\|_{L^{p_2,q_2}(\mathbb{R}^3)} \lesssim AN^{3(1 - \frac{1}{p})} \|f\|_{L^{p_2,q_2}(\mathbb{R}^3)}.$$ 

Now, we prove the local version estimate (2.3). We have

$$T_m f = \int_{\mathbb{R}^3} K(x-y) f(y) dy = \int_{D_{R/N}} K(x-y) f(y) dy + \int_{\mathbb{R}^3 - D_{R/N}} K(x-y) f(y) dy.$$ 

For the first term in the right-hand side, applying the global estimate (2.2), we get that

$$\left\| \int_{D_{R/N}} K(\cdot - y) f(y) dy \right\|_{L^{p_1,q_1}(D)} \leq \int_{D_{R/N}} K(\cdot - y) f(y) dy \mathbf{1}_{D(\cdot)} \right\|_{L^{p_1,q_1}(\mathbb{R}^3)} \lesssim AN^{3(1 - \frac{1}{p})} \|f\|_{L^{p_2,q_2}(D_{R/N})}.$$ 

For the second term, set $\widehat{K}(z) = K(z) \mathbf{1}_{|z| \geq R/N}$, by Hölder’s inequality, change of variable, and Young’s inequality, we have

$$\left\| \int_{D_{R/N}} K(\cdot - y) f(y) dy \right\|_{L^{p_1,q_1}(D)} \leq |D|^{1/p_1 - 1/p_4} \left\| K(\cdot - y) f(y) dy \mathbf{1}_{D(\cdot)} \right\|_{L^{p_4,q_4}(\mathbb{R}^3)} \leq |D|^{1/p_1 - 1/p_4} \|\widehat{K} f\|_{L^{p_4,q_4}(\mathbb{R}^3)} \leq |D|^{1/p_1 - 1/p_4} \|\widehat{K} f\|_{L^{p_4,q_4}(\mathbb{R}^3)} \|f\|_{L^{p_3,q_3}(\mathbb{R}^3)}.$$ 

where $1 + 1/p_4 = 1/p + 1/p_3$. We compute $\|\widehat{K}\|_{L^{p,q}(\mathbb{R}^3)}$ to get

$$\|\widehat{K}\|_{L^{p,q}(\mathbb{R}^3)} = \|K(\cdot) \mathbf{1}_{|z| \geq R/N}\|_{L^{p,q}(\mathbb{R}^3)} \lesssim R^{-50} AN^{3(1 - \frac{1}{p})}.$$ 

This concludes the proof of (2.3). \qed

By writing $f = \sum P_{\leq 2N} f$, applying interpolation theorem and Young’s inequality, for any $t > 0$ and any Schwartz function $f$, we can prove that

$$\|P_N e^{t \Delta} \nabla f\|_{L^{p_1,q_1}(\mathbb{R}^3)} \lesssim t^{-\frac{3}{4t} - \frac{3}{2} (\frac{1}{p_1} - \frac{1}{p_2})} \|f\|_{L^{p_2,q_2}(\mathbb{R}^3)}$$

with $p_1 \leq p_2$. The following heat kernel bounds in Lorentz spaces can be derived by summing the inequality above over $N$,

$$\|e^{t \Delta} \nabla f\|_{L^{p_1,q_1}(\mathbb{R}^3)} \lesssim t^{-\frac{3}{4t} - \frac{3}{2} (\frac{1}{p_1} - \frac{1}{p_2})} \|f\|_{L^{p_2,q_2}(\mathbb{R}^3)}$$

with $p_1 \leq p_2$. 




3. Basic estimates

In this section, we use the notation

\[ M_j := M_j^0 \]

for all integers \( j \geq 0 \), thus \( M_0 = M \) and \( M_{j+1} = M_{j+1}^0 \). As the following assumption will be used several times throughout our paper, we call it (HP)

(HP) \[ \|u\|_{L^\infty L^3_{x,t}([t_0 - T, t_0] \times \mathbb{R}^3)} \leq M, \]

for some \( M \geq C_0 \).

**Proposition 3.1.** Let \( u : [t_0 - T, t_0] \times \mathbb{R}^3 \to \mathbb{R}^3 \), \( p : [t_0 - T, t_0] \times \mathbb{R}^3 \to \mathbb{R} \) be a classical solution to Navier-Stokes that obeys (HP), then

(i) **(Pointwise derivative estimates)** For any \((t, x) \in [t_0 - T/2, t_0] \times \mathbb{R}^3 \) and \( N > 0 \), we have

\[ P_N u(t, x) = O(MN); \quad \nabla P_N u(t, x) = O(MN^2); \quad \partial_t P_N u(t, x) = O(M^2 N^3); \]

similarly, the vorticity \( \omega := \nabla \times u \) obeys the bounds

\[ P_N \omega(t, x) = O(MN^2); \quad \nabla P_N \omega(t, x) = O(MN^3); \quad \partial_t P_N \omega(t, x) = O(M^2 N^4); \]

(ii) **(Bounded total speed)** For any interval \( I \) in \([t_0 - T/2, t_0]\), we have

\[ \|u\|_{L^1_t L^\infty_x(I \times \mathbb{R}^3)} \lesssim M^4 |I|^{1/2}. \]

**Proof.** We start with the proof of (i). By (HP) and (2.1), we can obtain the first two claims of (3.1) and (3.2). After applying the Leray projector to equation (1.1), we get

\[
\begin{cases}
\partial_t u - \Delta u + \mathbb{P} \nabla \cdot (u \otimes u) = 0, \\
\nabla \cdot u = 0.
\end{cases}
\]

Then, by Duhamel’s formula, we obtain

\[ u(x, t) = e^{t \Delta} u_0 - \int_0^t e^{(t-s)\Delta} (\mathbb{P} \nabla \cdot (u \otimes u)) \, ds. \]

Here we see

\[ (\nabla \cdot (u \otimes u))_j = \partial_j (u_i u_j), \]

Apply \( P_N \) to equations (3.3) and we get

\[ \|P_N \Delta u\|_{L^\infty_x} \lesssim N^3 M. \]

Furthermore, by the multiplier theorem and Hölder’s inequality (in both Lebesgue and Lorentz spaces), we obtain

\[ \|u \otimes u\|_{L^{3j/2}_{x,t}} \lesssim \|u\|_{L^3_{x,t}}^2 \lesssim M^2. \]

And thus by (2.1) \((p_1 = q_1 = \infty, j = 1, p_2 = \frac{3}{2})\),

\[ \|P_N \mathbb{P} \nabla \cdot (u \otimes u)\|_{L^\infty_x} \lesssim N^3 \|u \otimes u\|_{L^{3j/2\sigma}_x} \lesssim N^3 M^2. \]

By the triangle inequality, we obtain the third and six claims of (3.1) and (3.2). Then we prove (ii). Since these estimates are invariant with respect to time translation and rescaling (adjusting \( T, t_0, I, u, b \) accordingly), without loss of generality, we assume that \( I = [0, 1] \subset [t_0 - T/2, t_0] \), which implies that \([-1, 1] \subset [t_0 - T/2, t_0]\). Next, we decompose \((u, b)\) into linear and nonlinear parts. The reason we do this is that by removing linear components from \((u, b)\), we will have better control in \( L^2_x \) based spaces. Thus, we see

\[ u = u^{\text{lin}} + u^{\text{lin}}, \]

where \((u^{\text{lin}}, b^{\text{lin}})\) are linear solutions on \([-1, 1] \times \mathbb{R}^3 \)

\[ u^{\text{lin}}(x, t) = e^{(t+1)\Delta} u(x, -1). \]
Then we have

\[ \nabla \cdot u_{\text{lin}} = 0. \]

By assumption (HP), we see

\[ \|u_{\text{lin}}^1\|_{L^\infty_t L_x^{3/2, q_0}([-1,1] \times \mathbb{R}^3)} + \|u_{\text{lin}}^3\|_{L^\infty_t L_x^{3, 4}([-1,1] \times \mathbb{R}^3)} \lesssim M. \]

Thus, on \([-1,1] \times \mathbb{R}^3\), we have

\[ \partial_t u^\text{lin} - \Delta u^\text{lin} + u \cdot \nabla u + \nabla p = 0, \]

\[ \nabla \cdot u^\text{lin} = 0. \]

We obtain by using Duhamel’s formula

\[ u^\text{lin}(x,t) = - \int_{-1}^{t} e^{(t-s)\Delta} (\nabla \cdot (u \otimes u)) \, ds. \]

From (HP), \( u \otimes u \) has an \( L^{3/2, q_0/2} \) norm of \( O(M^2) \) and by (2.5),

\[ \|e^{(t-s)\Delta} \nabla \cdot (u \otimes u)\|_{L^2} \leq (t-s)^{-\frac{3}{2} - \frac{3}{q_0} - \frac{3}{4}} \|u \otimes u\|_{L^{3/2, q_0/2}} \leq (t-s)^{-\frac{3}{2}} \|u\|_{L^{3, q_0}}^2. \]

We conclude a bound for the nonlinear part:

\[ \|u^\text{lin}\|_{L^\infty_t L^2_x} \lesssim M^2. \]

By the hypothesis (HP), equations (2.5), and (3.3), we obtain

\[ \|\nabla^j u^\text{lin}\|_{L^\infty_t L^{p, q_1}_x([-1/2,1] \times \mathbb{R}^3)} \lesssim M, \]

where \( j \geq 0 \) and \( 3 \leq p \leq \infty, \frac{1}{q_1} \leq \frac{1}{p} + \frac{1}{q_0} + \frac{2}{3} \). Next, we consider the energy method on the \( u^\text{lin} \) equation. We do an \( L^2 \) estimate.

\[ \frac{1}{2} \frac{d}{dt} \|u^\text{lin}\|_{L^2_x}^2 + \|\nabla u^\text{lin}\|_{L^2_x}^2 = \int (\nabla u^\text{lin}) \cdot (u \otimes u) \, dx. \]

Due to the nature of \( u^\text{lin} \) being divergence-free, we see

\[ \int (\nabla u^\text{lin}) \cdot (u^\text{lin} \otimes u^\text{lin}) \, dx = 0. \]

Thus,

\[ \frac{1}{2} \frac{d}{dt} \|u^\text{lin}\|_{L^2_x}^2 + \|\nabla u^\text{lin}\|_{L^2_x}^2 = \int (\nabla u^\text{lin}) \cdot (u \otimes u - u^\text{lin} \otimes u^\text{lin}) \, dx \]

\[ \leq \frac{1}{2} \|\nabla u^\text{lin}\|_{L^2_x}^2 + 2\|u \otimes u - u^\text{lin} \otimes u^\text{lin}\|_{L^2_x}^2. \]

Then, integrating on the time interval \([-1/2, 1]\) yields

\[ \int_{-1/2}^{1} \int_{\mathbb{R}^3} |\nabla u^\text{lin}|^2 \, dx \, dt \leq M^4 + 4 \int_{-1/2}^{1} \|u \otimes u - u^\text{lin} \otimes u^\text{lin}\|_{L^2_x}^2 \, dt. \]

Notice that

\[ u \otimes u - u^\text{lin} \otimes u^\text{lin} = u^\text{lin} \otimes u + u^\text{lin} \otimes u^\text{lin}. \]
Then, by hypothesis (H3), (3.5), (3.10) and Hölder’s inequality,

\[
\int_{-1/2}^{1} \| u \otimes u - u^{\text{lin}} \otimes u^{\text{lin}} \|_{L^2(\mathbb{R}^3)}^2 dt = \int_{-1/2}^{1} \| u^{\text{lin}} \otimes u + u^{\text{lin}} \otimes u^{\text{lin}} \|_{L^2(\mathbb{R}^3)}^2 dt
\]

\[
\leq \int_{-1/2}^{1} \| u^{\text{lin}} \otimes u \|_{L^2(\mathbb{R}^3)}^2 dt + \int_{-1/2}^{1} \| u^{\text{lin}} \otimes u^{\text{lin}} \|_{L^2(\mathbb{R}^3)}^2 dt
\]

\[
= \| u^{\text{lin}} \|_{L^2_t L^6_x([-1/2,1] \times \mathbb{R}^3)}^2 + \| u^{\text{lin}} \otimes u^{\text{lin}} \|_{L^2_t L^6_x([-1/2,1] \times \mathbb{R}^3)}^2
\]

\[
\leq \| u^{\text{lin}} \|_{L^2_t L^{6/4}_x([-1/2,1] \times \mathbb{R}^3)}^2 \| u \|_{L^2_t L^{6/2}_x([-1/2,1] \times \mathbb{R}^3)}^2
\]

\[
+ \| u^{\text{lin}} \otimes u^{\text{lin}} \|_{L^6_t L^{6/2}_x([-1/2,1] \times \mathbb{R}^3)}^2 \| u^{\text{lin}} \|_{L^2_t L^{6/4}_x([-1/2,1] \times \mathbb{R}^3)}^2 \lesssim M^4,
\]

where we assumed \(1/2 = 1/q_0 + 1/q_1\), and \(1/q_1 \leq 5/6 + 1/q_0\), which is equivalent to \(q_1 \geq 3/2\). Thus,

\[
\int_{-1/2}^{1} \int_{\mathbb{R}^3} \| u \otimes u - u^{\text{lin}} \otimes u^{\text{lin}} \|^2 dx dt \lesssim M^4.
\]

Combining the above estimates yields

(3.11) \[
\int_{-1/2}^{1} \int_{\mathbb{R}^3} |\nabla u^{\text{lin}}|^2 dx dt \lesssim M^4.
\]

By Sobolev embedding in Lemma 2.4, we see for \(q \geq 2\)

(3.12) \[
\| u^{\text{lin}} \|_{L^2_t L^6_x([-1/2,1] \times \mathbb{R}^3)} \lesssim \| u^{\text{lin}} \|_{L^2_t L^{6/2}_x([-1/2,1] \times \mathbb{R}^3)} \lesssim \| u^{\text{lin}} \|_{L^2_t L^{6/4}_x([-1/2,1] \times \mathbb{R}^3)} \lesssim M^2.
\]

By Plancherel’s theorem, we get

(3.13) \[
\sum_N N^2 \| P_N u^{\text{lin}} \|_{L^2_t L^2_x([-1/2,1] \times \mathbb{R}^3)} \lesssim M^4.
\]

Next, we prove the total speed property. Recall equation (3.8), apply the Littlewood-Paley projector \(P_N\) and get

(3.14) \[
P_N u^{\text{lin}}(x,t) = e^{(t+\frac{1}{T}) \Delta} P_N u^{\text{lin}}(-\frac{1}{T}) - \int_{-1/2}^{t} P_N e^{(t-s) \Delta} \left( \mathbb{P} \nabla \cdot \tilde{P}_N (u \otimes u) \right) ds.
\]

We will have

(3.15) \[
\| P_N u^{\text{lin}} \|_{L^1_t L^{\infty}_x([0,1] \times \mathbb{R}^3)} \lesssim M N \exp (-N^2/20) + N^{-1} \| \tilde{P}_N (u \otimes u) \|_{L^1_t L^{\infty}_x([-1/2,1] \times \mathbb{R}^3)}.
\]

Indeed, by equation (2.4) \((p_1 = q_1 = \infty, p_2 = 3)\), we see

\[
\left\| e^{(t+\frac{1}{T}) \Delta} P_N u^{\text{lin}}(-\frac{1}{T}) \right\|_{L^1_t L^{\infty}_x([0,1] \times \mathbb{R}^3)} \lesssim \left\| e^{-N^2/20(t+\frac{1}{T})} N \| u^{\text{lin}}(-\frac{1}{T}) \|_{L^2_x} \right\|_{L^1_t} \lesssim M N \exp (-N^2/20).
\]

Further, by (2.4),

\[
\left\| \int_{-1/2}^{t} P_N e^{(t-s) \Delta} \left( \mathbb{P} \nabla \cdot \tilde{P}_N (u \otimes u) \right) ds \right\|_{L^1_t L^{\infty}_x([0,1] \times \mathbb{R}^3)}
\]

\[
\lesssim \int_{0}^{1} \left( \int_{-1/2}^{t} N e^{-N^2(t-s)/20} dt \right) \right\| \tilde{P}_N (u \otimes u) \|_{L^{\infty}_x} dt
\]

\[
\lesssim N^{-1} \| \tilde{P}_N (u \otimes u) \|_{L^1_t L^{\infty}_x([-1/2,1] \times \mathbb{R}^3)}.
\]

Next, we split

\[
\begin{align*}
& u \otimes u = u^{\text{lin}} \otimes u^{\text{lin}} + u^{\text{lin}} \otimes u^{\text{lin}} + u^{\text{lin}} \otimes u^{\text{lin}} + u^{\text{lin}} \otimes u^{\text{lin}}.
\end{align*}
\]

Thus, by equations (3.10), we get (with \(j = 0, p = \infty, q_1 = \infty\))

\[
\left\| \tilde{P}_N (u^{\text{lin}} \otimes u^{\text{lin}}) \right\|_{L^1_t L^{\infty}_x([-1/2,1] \times \mathbb{R}^3)} \lesssim \| u^{\text{lin}} \otimes u^{\text{lin}} \|_{L^1_t L^{\infty}_x([-1/2,1] \times \mathbb{R}^3)} \lesssim M^2.
\]

Then, by (2.1), (3.10) and (3.12), we obtain
\[
\|\tilde{P}_N(u^{\text{lin}} \otimes u^{\text{lin}})\|_{L^1_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)} \lesssim N^{1/2}\|u^{\text{lin}} \otimes u^{\text{lin}}\|_{L^1_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)} \\
\lesssim N^{1/2}\|u^{\text{lin}}\|_{L^3_tL^\infty_x} \|u^{\text{nonlin}}\|_{L^3_tL^\infty_x} \lesssim M^3 N^{1/2}.
\]

Similarly, we get
\[
\|\tilde{P}_N(u^{\text{lin}} \otimes u^{\text{nonlin}})\|_{L^1_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)} \lesssim M^3 N^{1/2}.
\]

Next, for \(u^{\text{lin}} \otimes u^{\text{nonlin}}\), we further decompose it into “low-low”, “low-high”, “high-low” and “high-high”:
\[
(3.16) \quad u^{\text{lin}} \otimes u^{\text{nonlin}} = \Pi_{t-l} + \Pi_{t-h} + \Pi_{h-l} + \Pi_{h-h},
\]
where
\[
\Pi_{t-l} = P_{\leq N}u^{\text{lin}} \otimes P_{\leq N}u^{\text{lin}}, \quad \Pi_{t-h} = P_{\leq N}u^{\text{lin}} \otimes P_{> N}u^{\text{lin}}, \quad \Pi_{h-l} = P_{> N}u^{\text{lin}} \otimes P_{\leq N}u^{\text{lin}}, \quad \Pi_{h-h} = P_{> N}u^{\text{lin}} \otimes P_{> N}u^{\text{lin}}.
\]

By Hölder’s inequality, we have
\[
(3.17) \quad \Pi_{t-l} \Pi_{t-h} \Pi_{h-l} \Pi_{h-h} \lesssim \|P_{\leq N}u^{\text{lin}}\|_{L^3_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}^2 \|P_{\leq N}u^{\text{lin}}\|_{L^3_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)} \|P_{> N}u^{\text{lin}}\|_{L^3_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)} \|P_{> N}u^{\text{lin}}\|_{L^3_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}.
\]

Hence, by Bernstein, triangle inequality, Young’s inequality, equations (3.16), and (3.17), we get
\[
\begin{align*}
\|\tilde{P}_N(u^{\text{lin}} \otimes u^{\text{lin}})\|_{L^1_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)} & \lesssim \|P_{\leq N}u^{\text{lin}}\|_{L^3_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}^2 + \|P_{> N}u^{\text{lin}}\|_{L^3_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}^2 \\
& \lesssim \|P_{\leq N}u^{\text{lin}}\|_{L^3_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}^2 + \|P_{> N}u^{\text{lin}}\|_{L^3_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}^2.
\end{align*}
\]

Thus, combining all the above estimates and recalling equations (3.13) yield
\[
\begin{align*}
\|P_Nu^{\text{lin}}\|_{L^1_tL^\infty_x([0,1] \times \mathbb{R}^3)} & \lesssim M^3 N^{-1/2} \\
& \quad + N^{-1}\left(\|P_{\leq N}u^{\text{lin}}\|_{L^3_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}^2 + \|P_{> N}u^{\text{lin}}\|_{L^3_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}^2\right).
\end{align*}
\]

Then, by equation (2.1) and Cauchy-Schwarz, we get
\[
\begin{align*}
\|P_{\leq N}u^{\text{lin}}\|_{L^3_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}^2 & = \| \sum_{N' \leq N} P_{N'}u^{\text{lin}} \|_{L^3_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}^2 \\
& \lesssim \left( \sum_{N' \leq N} N'^{1/2}\|P_{N'}u^{\text{lin}}\|_{L^2_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)} \right)^2 \\
& \lesssim \sum_{N' \leq N} N'^{1/2} \sum_{N' \leq N} (N')^{5/2}\|P_{N'}u^{\text{lin}}\|_{L^2_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}^2 \\
& \lesssim N^{1/2} \sum_{N' \leq N} N'^{5/2}\|P_{N'}u^{\text{lin}}\|_{L^2_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}^2,
\end{align*}
\]
where \(N'\) ranges over powers of two. Next, by Plancherel, we see
\[
\begin{align*}
\|P_{> N}u^{\text{lin}}\|_{L^2_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}^2 & = \| \sum_{N' > N} P_{N'}u^{\text{lin}} \|_{L^3_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}^2 \\
& \lesssim \sum_{N' > N} \|P_{N'}u^{\text{lin}}\|_{L^2_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}^2 \\
& \lesssim \sum_{N' > N} \|P_{N'}u^{\text{lin}}\|_{L^2_tL^\infty_x([-1/2,1] \times \mathbb{R}^3)}^2.
\end{align*}
\]
Thus, after summing in $N$ and applying the triangle inequality together with equation (3.13), we have
\[
\|P_{\geq 1}u^n\|_{L^1_t L^\infty_x([0,1] \times \mathbb{R}^3)} \lesssim M^3 \sum_{N} N^{-1/2} + \sum_{N} N^{1/2} \sum_{N' \leq N} N'^{5/2} \|P_{N'}u^n\|_{L^2_t L^2_x([-1/2,1] \times \mathbb{R}^3)}^2
\]
\[
+ \sum_{N} N^2 \sum_{N' \leq N} N'^{5/2} \|P_{N'}u^n\|_{L^2_t L^2_x([-1/2,1] \times \mathbb{R}^3)}^2
\]
\[
\lesssim M^3 + \sum_{N'} N'^2 \|P_{N'}u^n\|_{L^2_t L^2_x([-1/2,1] \times \mathbb{R}^3)}^2 \lesssim M^4.
\]

By (3.3) and (2.11), we have
\[
\|u^n\|_{L^1_t L^\infty_x([0,1] \times \mathbb{R}^3)} + \|P_{< 1}u^n\|_{L^1_t L^\infty_x([0,1] \times \mathbb{R}^3)} \lesssim M,
\]
and thus
\[
\|u\|_{L^1_t L^\infty_x([0,1] \times \mathbb{R}^3)} \lesssim M^4.
\]
This concludes the proof. \qed

**Proposition 3.2.** (Epochs of regularity) Let $u, b: [t_0 - T, t_0] \times \mathbb{R}^3 \to \mathbb{R}^3$, $p: [t_0 - T, t_0] \times \mathbb{R}^3 \to \mathbb{R}$ be a classical solution to the Navier-Stokes equation satisfying (1.12). Then for any interval $I$ in $[t_0 - T/2, t_0]$, there is a subinterval $I' \subset I$ with $|I'| \gtrsim M^{-8}|I|$ such that
\[
\|\nabla^i u\|_{L^p_t L^\infty_x(I' \times \mathbb{R}^3)} \lesssim M^{O(1)} |I|^{-1/3 - i/3}
\]
and
\[
\|\nabla \omega\|_{L^p_t L^\infty_x(I' \times \mathbb{R}^3)} \lesssim M^{O(1)} |I|^{-1/3 - i/3}
\]
for $i = 0, 1$.

**Proof.** By rescaling and time translation, we may assume without loss of generality that $I = [0, 1]$ and $[-1, 1] \subset [t_0 - T, t_0]$. We define the enstrophy-type quantity
\[
\mathcal{E}(t) = \frac{1}{2} \int_{\mathbb{R}^3} |\nabla u^n(t, x)|^2 \, dx
\]
where $\nabla u^n$ satisfying equation (3.18)
\[
\partial_t u^n - \Delta u^n + u \cdot \nabla u + \nabla p = 0.
\]
For $\mathcal{E}(t)$, we are able to find $t_1 \in [0, 1]$ such that $\mathcal{E}(t_1) \lesssim M^4$. For $t \in [t_1, t_1 + CM^{-8}] = [\tau(0), \tau(1)]$, where $\tau(s) := t_1 + scM^{-8}$ and small $c > 0$, a continuity argument yields
\[
\int_{\tau(0)}^{\tau(1)} \int_{\mathbb{R}^3} |\nabla^2 u^n|^2 \, dx \, dt \lesssim M^4.
\]
(more details about this can be found in [22] on page 13). By fundamental theorem of calculus, we have
\[
\|\nabla u\|_{L^p_t L^\infty_x([\tau(0), \tau(1)] \times \mathbb{R}^3)} + \|\nabla^2 u\|_{L^2_t L^2_x([\tau(0), \tau(1)] \times \mathbb{R}^3)} \lesssim M^2.
\]
By the Gagliardo-Nirenberg inequality, we obtain
\[
\|u^n\|_{L^\infty_x} \lesssim \|\nabla u^n\|_{L^2_x}^{1/2} \|\nabla^2 u^n\|_{L^2_x}^{1/2}.
\]
In particular, we have
\[
\|u^n\|_{L^\infty_t L^\infty_x([\tau(0), \tau(1)] \times \mathbb{R}^3)} \lesssim M^2, \quad \|u\|_{L^\infty_t L^\infty_x([\tau(0), \tau(1)] \times \mathbb{R}^3)} \lesssim M^2.
\]
Hence, by equations (3.10) and (3.19) and Sobolev embedding, we get
\[
\|\nabla u^n\|_{L^2_t L^\infty_x([\tau(0), \tau(1)] \times \mathbb{R}^3)} \lesssim M^2, \quad \|\nabla u\|_{L^2_t L^\infty_x([\tau(0), \tau(1)] \times \mathbb{R}^3)} \lesssim M^2.
\]
Now we do iteration to obtain higher regularity estimates. Assuming \( t \in [\tau(0.1), \tau(1)] \), we have
\[
(3.21) \quad u(t) = e^{(t-\tau(0))\Delta}u(\tau(0)) - \int_{\tau(0)}^{t} e^{(t-s)\Delta}P\nabla \cdot (u \otimes u) \, ds.
\]
Notice that by heat kernel estimates, we see
\[
\|e^{(t-s)\Delta}P\nabla \cdot (u \otimes u)\|_{L^\infty_x} \lesssim (t-s)^{-1/2}\|u \otimes u\|_{L^\infty_x},
\]
and by \((2.5)\),
\[
\|e^{(t-\tau(0))\Delta}u(\tau(0))\|_{L^\infty_x} \lesssim (t-\tau(0))^{-1/2}\|u(\tau(0))\|_{L^3_tL^\infty_x} \lesssim M^5.
\]
Since \((\tau(0.1) - \tau(0))^{-\frac{1}{2}} \leq (t-\tau(0))^{-\frac{1}{2}} \leq (\tau(1) - \tau(0))^{-\frac{1}{2}} \lesssim M^4\),
Therefore, by triangle inequality
\[
\|u(t)\|_{L^\infty_x(\mathbb{R}^3)} \leq \|e^{(t-\tau(0))\Delta}u(\tau(0))\|_{L^\infty_x(\mathbb{R}^3)} + \int_{\tau(0)}^{t} \|e^{(t-s)\Delta}P\nabla \cdot (u \otimes u)\|_{L^\infty_x(\mathbb{R}^3)} \, ds \lesssim M^5 + \int_{\tau(0)}^{t} (t-s)^{-1/2}\|u(s)\|_{L^\infty_x(\mathbb{R}^3)}^2 \, ds.
\]
Then, by Young’s convolution inequality, we get
\[
\|u\|_{L^4_tL^\infty_x([\tau(0.1), \tau(1)] \times \mathbb{R}^3)} \lesssim M^5 + \|t^{-\frac{1}{2}}\|_{L^8_tL^\infty_x}^4\|u\|^2_{L^4_tL^\infty_x} \lesssim M^5 + M^4 \lesssim M^5.
\]
Repeating the above process for \( t \in [\tau(0.2), \tau(1)] \) yields
\[
\|u(t)\|_{L^\infty_x(\mathbb{R}^3)} \lesssim M^5 + \int_{\tau(0.1)}^{t} (t-s)^{-1/2}\|u(s)\|_{L^\infty_x(\mathbb{R}^3)}^2 \, ds.
\]
And thus by Hölder’s inequality, we have
\[
(3.22) \quad \|u\|_{L^4_tL^\infty_x([\tau(0.2), \tau(1)] \times \mathbb{R}^3)} \lesssim M^5.
\]
Next, we want to show that
\[
\|\nabla u\|_{L^\infty_tL^\infty_x([\tau(0.3), \tau(1)] \times \mathbb{R}^3)} \lesssim M^{O(1)}.
\]
Indeed, from the mild formulation, we differentiate both sides of equation \((3.21)\) and get for \( t \in [\tau(0.3), \tau(1)]\)
\[
\nabla u(t) = \nabla e^{(t-\tau(0.2))\Delta}u(\tau(0.2)) - \int_{\tau(0.2)}^{t} \nabla e^{(t-s)\Delta}P\nabla \cdot (u \otimes u) \, ds.
\]
Thus we claim that
\[
\|\nabla u(t)\|_{L^\infty_x(\mathbb{R}^3)} \lesssim \|\nabla e^{(t-\tau(0.2))\Delta}u(\tau(0.2))\|_{L^\infty_x(\mathbb{R}^3)} + \int_{\tau(0.2)}^{t} \|\nabla e^{(t-s)\Delta}P\nabla \cdot (u \otimes u)\|_{L^\infty_x(\mathbb{R}^3)} \, ds \lesssim M^{O(1)} + \int_{\tau(0.2)}^{t} (t-s)^{-3/4}\|\nabla \cdot (u \otimes u)(s)\|_{L^2_x(\mathbb{R}^3)} \, ds.
\]
Indeed, by \((2.3)\) \((j = 1, d = 3, p_2 = 3, q_0 > 3)\), and \(\tau(0.3) = t_1 + 0.3cM^{-8}, \tau(0.2) = t_1 + 0.2cM^{-8}\),
\[
\|\nabla e^{(t-\tau(0.2))\Delta}u(\tau(0.2))\|_{L^\infty_x(\mathbb{R}^3)} \leq (t - \tau(0.2))^{-1}\|u(\tau(0.2))\|_{L^3_tL^\infty_x(\mathbb{R}^3)} \lesssim M^{O(1)}.
\]
By \((2.4)\) \((j = 1, d = 3, p_2 = 6, q_2 = 6)\),
\[
\int_{\tau(0.2)}^{t} \|\nabla e^{(t-s)\Delta}P\nabla \cdot (u \otimes u)\|_{L^\infty_x(\mathbb{R}^3)} \, ds \leq \int_{\tau(0.2)}^{t} (t-s)^{-3/4}\|\nabla \cdot (u \otimes u)(s)\|_{L^2_x(\mathbb{R}^3)} \, ds.
\]
By (3.20), (3.22), Young’s convolution inequality in time $t$, and Hölder’s inequality in space $x$,  
\[
\| \int_{(0,2)}^t (t-s)^{-3/4} \| \nabla \cdot (u \otimes u)(s) \|_{L^1_t(L^3)} \|_{L^1_t((\tau(0.3), \tau(1)))} \leq \| \nabla \cdot (u \otimes u) \|_{L^1_t(L^3((\tau(0.2), \tau(1)) \times \mathbb{R}^3)} \lesssim \| u \cdot \nabla u \|_{L^1_t(L^3((\tau(0.2), \tau(1)) \times \mathbb{R}^3)} \lesssim \| \nabla u \|_{L^1_t(L^6((\tau(0.2), \tau(1)) \times \mathbb{R}^3)} \lesssim M^{O(1)}.
\]

Hence, one has
\[
(3.23) \quad \| \nabla u \|_{L^1_t(L^6((\tau(0.3), \tau(1)) \times \mathbb{R}^3)} \lesssim M^{O(1)}.
\]

By (3.22), (3.23), Leibniz and Hölder’s inequality,  
\[
\| \nabla \cdot (u \otimes u) \|_{L^1_t(L^6((\tau(0.3), \tau(1)) \times \mathbb{R}^3)} \lesssim M^{O(1)}.
\]

Similarly by (2.5) ($j = 1, p_1 = q_1 = p_2 = q_2 = \infty$), for $t \in [\tau(0.4), \tau(1)]$,  
\[
\| \nabla u(t) \|_{L^\infty_t(L^6)} \leq \| \nabla e^{(t-\tau(0.3))\Delta} u(\tau(0.3)) \|_{L^\infty_t(L^6)} + \| \int_{\tau(0.3)}^t \nabla e^{(t-s)\Delta} \nabla \cdot (u \otimes u) \|_{L^\infty_t(L^6)} ds \lesssim M^{O(1)} + \int_{\tau(0.3)}^t (t-s)^{-1/2} \| \nabla \cdot (u \otimes u)(s) \|_{L^\infty_t(L^6)} ds.
\]

Then, by Young’s convolution inequality in time $t$ and Hölder’s inequality,  
\[
\| \nabla u \|_{L^1_t(L^6([\tau(0.4), \tau(1)] \times \mathbb{R}^3)} \lesssim M^{O(1)}.
\]

By the vorticity equation,  
\[
\partial_t \omega = \Delta \omega - (u \cdot \nabla) \omega + (\omega \cdot \nabla)u,
\]
we have,  
\[
\partial_t \omega = \Delta \omega + O(M^{O(1)})(|\omega| + |\nabla \omega|)
\]
on $[\tau(0.4), \tau(1)] \times \mathbb{R}^3$ and $\omega = O(M^{O(1)})$ on this slab. By standard parabolic estimates, we obtain  
\[
\| \nabla \omega \|_{L^\infty_t(L^6([\tau(0.5), \tau(1)] \times \mathbb{R}^3)} \lesssim M^{O(1)}.
\]

Setting $I' = [\tau(0.5), \tau(1)]$, we obtain the desired conclusion. \qed

**Proposition 3.3.** (Back propagation) Let $u : [t_0 - T, t_0] \times \mathbb{R}^3 \to \mathbb{R}^3$, $p : [t_0 - T, t_0] \times \mathbb{R}^3 \to \mathbb{R}$ be a classical solution to Navier-Stokes that obeys (HP) and let $(t_1, x_1) \in [t_0 - T/2, t_0] \times \mathbb{R}^3$ and $N_1 \geq A_3 T^{-1/2}$ be such that  
\[
|P_{N_1} u(t_1, x_1)| \geq M_1^{-1} N_1.
\]

Then there exists $(t_2, x_2) \in [t_0 - T/2, t_1] \times \mathbb{R}^3$ and $N_2 \in [M_1^{-1} N_1, M_2 N_1]$ such that  
\[
M_3^{-1} N_1^{-2} \leq t_1 - t_2 \leq M_3 N_1^{-2}
\]
and  
\[
x_2 - x_1 \leq M_3 N_1^{-1}
\]
and  
\[
|P_{N_2} u(t_2, x_2)| \geq M_1^{-1} N_2.
\]

**Proof.** Following [22], we renormalize $N_1 = 1$ and choose $t_1 = 0$ so that $t_0 - T \leq -T/2 \leq -M_3^2/2$. In particular, $[-2M_3, 0] \subset [t_0 - T, t_0]$. Then by our assumption in equation (3.3), we see  
\[
|P_{1} u(0, x_1)| \geq M_1^{-1}.
\]

We now prove the claim by contradiction, i.e., we assume  
\[
|P_{N} u|_{L^\infty_t(L^6([-M_3, -M_3^2] \times B(x_1, M_4)))} \leq M_1^{-1} N
\]
for all $M_2^{-1} \leq N \leq M_2$. Then, by fundamental theorem of calculus in time, we enlarge the time interval so that
\[ \|P_N u\|_{L^\infty_T L^2_x([-M_3,0] \times B(x_1, M_4))} \leq M_1^{-1} N. \]

**Step 1:** Suppose $N \geq M_2^{-1}$, then by Duhamel, we get
\[ \|P_N u(t)\|_{L^{3/2,a_0/2}_x(B(x_1, M_4))} \leq \|e^{(t+2M_3)\Delta} P_N u(-2M_3)\|_{L^{3/2,a_0/2}_x(B(x_1, M_4))} \]
\[ + \int_{-2M_3}^t \|e^{(t-s)\Delta} P_N \mathbf{P} \nabla \cdot (u \otimes u)\|_{L^{3/2,a_0/2}_x(B(x_1, M_4))} \, ds = I_1 + I_2, \]
where $t \in [-M_3,0]$. By (2.24) with $p_1 = p_2 = 3$, $q_1 = q_2 = q_0$, $j = 0$, and $-2M_3 \leq -t - 2M_3 \leq -M_3$ and $\|\mathbf{P}\|_{L^{3/2,a_0/2}} \leq M_4 e^{-\frac{N^2}{20}},$ we see
\[ I_1 = \|e^{(t+2M_3)\Delta} P_N u(-2M_3)\|_{L^{3/2,a_0/2}_x(B(x_1, M_4))} \]
\[ \lesssim \|\mathbf{I} B(x_1, M_4)\|_{L^{3,a_0}(\mathbb{R}^3)} \|e^{(t+2M_3)\Delta} P_N u(-2M_3)\|_{L^{3,a_0}(\mathbb{R}^3)} \]
\[ \leq M_4 e^{-\frac{N^2(2+2M_3)}{20}} \|u(-2M_3)\|_{L^{3,a_0}(\mathbb{R}^3)} \lesssim M_4 e^{-\frac{N^2}{20}}. \]

By (2.24) with $p_1 = p_2 = 3/2$, $q_1 = q_2 = q_0/2$, and $j = 1$, we obtain
\[ I_2 = \int_{-2M_3}^t \|e^{(t-s)\Delta} P_N \mathbf{P} \nabla \cdot (u \otimes u)\|_{L^{3/2,a_0/2}(\mathbb{R}^3)} \, ds \lesssim \int_{-2M_3}^t N e^{-\frac{N^2(2+2M_3)}{20}} \|u\|_{L^{3,a_0}(\mathbb{R}^3)} \, ds \lesssim M^2 N^{-1} (1 - e^{-\frac{N^2(2+2M_3)}{20}}) \lesssim M^2 N^{-1}. \]

Thus, combining the estimates of $I_1$ and $I_2$ above yields
\[ \|P_N u(t)\|_{L^{\infty}_T L^{3/2,a_0/2}_x(B(x_1, M_4))} \leq M M_4 e^{-\frac{N^2}{20}} + M^2 N^{-1} \leq M^2 N^{-1}. \]

Hence in the range $N \geq M_2^{-1}$,
\[ (3.24) \quad \|P_N u(t)\|_{L^{\infty}_T L^{3/2,a_0/2}_x([-M_3,0] \times B(x_1, M_4))} \lesssim M^2 N^{-1}. \]

**Step 2:** Suppose $N \geq M_2^{-1/2}$, then by Duhamel, we get
\[ \|P_N u(t)\|_{L^{3,a_0/2}_x(B(x_1, M_4/2))} \leq \|e^{(t+2M_3)\Delta} P_N u(-2M_3)\|_{L^{3,a_0/2}_x(B(x_1, M_4/2))} \]
\[ + \int_{-2M_3}^t \|e^{(t-s)\Delta} P_N \mathbf{P} \nabla \cdot (u \otimes u)\|_{L^{3,a_0/2}(B(x_1, M_4/2))} \, ds, \]
where $t \in [-M_3/2,0]$. We apply Hölder’s inequality, $\|\cdot\|_{L^{3,a_0/2}} \leq M_5 e^{-N^2 M_5/40}$ and
\[ \|e^{(t+2M_3)\Delta} P_N u(-2M_3)\|_{L^{3,a_0/2}(B(x_1, M_4/2))} \lesssim M M_4 e^{-N^2 M_5/40}. \]

Then, we apply our multiplier theorem and obtain for the range $N \geq M_2^{-1/2}$
\[ (3.26) \quad \|P_N u(t)\|_{L^{\infty}_T L^{3,a_0/2}_x([-M_3/2,0] \times B(x_1, M_4/2))} \lesssim M^3 N^{-2}. \]

**Step 3:** Suppose $M_2^{-1/3} \leq N \leq M_2^{1/3}$
\[ \|P_N u(t)\|_{L^{3,a_0/2}_x(B(x_1, M_4/4))} \leq \|e^{(t+2M_3)\Delta} P_N u(-M_3/2)\|_{L^{3,a_0/2}_x(B(x_1, M_4/4))} \]
\[ + \int_{-2M_3}^t \|e^{(t-s)\Delta} P_N \mathbf{P} \nabla \cdot (u \otimes u)\|_{L^{3,a_0/2}(B(x_1, M_4/4))} \, ds, \]
where $t \in [-M_3/3,0]$. Similar to equation (3.25) and by (2.23) ($p_1 = 2, p_2 = 1, q_1 = q_2 = \frac{4}{3}$), we obtain
\[ \|P_N u\|_{L^{\infty}_T L^{3,a_0/2}_x([-M_3/4,0] \times B(x_1, M_4/4))} \leq M_4^{-40} + N^{1/2} ||\mathcal{P}_N(u(t') \otimes u(t'))||_{L^{\infty}_T L^{3,a_0/2}_x([-M_3/2,0] \times B(x_1, M_4/3))}. \]
We split \( \tilde{P}_N(u(t') \otimes u(t')) \) into “low-high”, “high-low”, and “high-high” terms, that is,
\[
\tilde{P}_N(u \otimes u) = \pi_{h-l} + \pi_{l-h} + \pi_{h-h},
\]
where
\[
\pi_{h-l} = \sum_{N_1 \sim N} \tilde{P}_N(P_{N_1} u \otimes P_{\leq N_1/100} u), \quad \pi_{l-h} = \sum_{N_1 \sim N} \tilde{P}_N(P_{\leq N_1/100} \otimes P_{N_1} u)
\]
\[
\pi_{h-h} = \tilde{P}_N \sum_{N_1 \sim N_2 \geq N} P_{N_1} u \otimes P_{N_2} u.
\]
Notice that in both \( \pi_{h-l} \) and \( \pi_{l-h} \), we have \( O(1) \) terms of the “high-low” form or the “low-high” form, so we only need to treat the term inside the sum. We do here the estimate for \( \pi_{h-l} \), the rest follows similarly. By triangle inequality, (3.24) and pointwise derivative estimate (3.3), we have
\[
\|P_{\leq N/100} u\|_{L_x^\infty L_t^{3/2, \infty/2}} \lesssim \sum_{k=0}^\infty \|P_{2^{-k} N/100} u\|_{L_x^\infty L_t^{3/2, \infty/2}} \leq \sum_{k=0}^\infty \|P_{2^{-k} N/100} u\|_{L_x^\infty L_t^{3/2, \infty/2}} + \sum_{k=100}^\infty \|P_{2^{-k} N/100} u\|_{L_x^\infty L_t^{3/2, \infty/2}} \lesssim \sum_{k=0}^{100} \frac{M^2 100^k}{N} + \sum_{k=100}^{\infty} \frac{M^2}{N} \lesssim M^2 N^{-1}.
\]
For the high-low term, by (2.19) and (2.3), we see
\[
\|\tilde{P}_N(P_{N_1} u \otimes P_{\leq N/100} u)\|_{L_x^{1, \alpha/2} B(x_1, M_4/2)} \lesssim \|P_{N_1} u \otimes P_{\leq N/100} u\|_{L_x^{1, \alpha/2} B(x_1, M_4/2)} + M_4^{-40} \lesssim M_1^{-1} N^{1-1} \|P_{\leq N/100} u\|_{L_x^{1, \alpha/2} B(x_1, M_4/2)} \lesssim M_3 M_1^{-1} N^{-1}.
\]
For the “high-high” term, by (3.24),
\[
\|\tilde{P}_N \left( \sum_{N_1 \sim N_2 \geq N} P_{N_1} u \otimes P_{N_2} u \right)\|_{L_x^{1, \alpha/2} B(x_1, M_4/3)} \lesssim \sum_{N_1 \sim N_2 \geq N} \|P_{N_1} u \otimes P_{N_2} u\|_{L_x^{1, \alpha/2} B(x_1, M_4/3)} \lesssim \sum_{N_1 \sim N_2 \geq N} M_3 N_1^{-1} M_1^{-1} N_2 \lesssim M_3 M_1^{-1} \sum_{N_1 \geq N} N_1^{-1} \lesssim M_3 M_1^{-1} N_1^{-1}.
\]
Gathering the estimates above, we conclude that for frequency \( M_2^{-1/3} \leq N \leq M_2^{1/3} \),
\[
(3.27) \quad \|P_N u\|_{L_x^\infty L_t^{\frac{3\alpha}{4}} \left( [-M_3/4, 0] \times B(x_1, M_4/4) \right)} \lesssim M_3 M_1^{-1} N^{-1/2}.
\]
We see that all the estimates above we obtained in step 1-3 hold in the time interval \( [-\frac{M_3}{4}, 0] \), so let us apply Duhamel’s formula on this interval to get that
\[
M_1^{-1} \leq |P_1 u(0, x_1)| \lesssim \left| \int_{-\frac{M_3}{4}}^{0} \left| e^{-\frac{M_3}{4} \Delta} P_1 u \left( -\frac{M_3}{4} \right) \right| (x_1) \right| + \int_{-\frac{M_3}{4}}^{0} \left| e^{-\frac{M_3}{4} \Delta} P_1 \nabla \cdot \tilde{P}_1 (u(t') \otimes u(t')) (x_1) \right| dt' \lesssim e^{-\frac{M_3}{40}} M_3 + \int_{-\frac{M_3}{4}}^{0} e^{\frac{M_3}{40}} \left( \| \tilde{P}_1 (u(t') \otimes u(t')) (\cdot) \|_{L_x^{1, \alpha/2} (B(x_1, M_1))} + M_1^{-50} \right) dt',
\]
where we used Bernstein’s inequality (2.4) \((p_1 = q_1 = \infty, p_2 = 3, q_2 = q_0)\) and (HP) for the first term and Bernstein’s inequality (2.3) \((p_1 = q_1 = \infty, p_2 = 1, q_2 = \frac{q_0}{2})\) and local version of multiplier theorem (2.3) and H"older inequality (2.2) where we used Bernstein’s inequality (2.4) \((p = q = \infty)\) and local version of the multiplier theorem (2.3) and H"older inequality (2.2) we have

\[
M_1^{-1} \lesssim \| \tilde{P}(u(t') \otimes u(t'))(\cdot) \|_{L^1_x \frac{d}{dx}(B(x_1, M_1))}.
\]

We fix this \(t'\) and split \(\tilde{P}(u(t') \otimes u(t'))\) into three sum terms as in the step 3. For “high-low” term and “low-high” term, by local version of the multiplier theorem (2.3) and H"older inequality (2.2) we have

\[
\| \tilde{P}(P_{N_1} u(t') \otimes P_{N_2} u(t'))(\cdot) \|_{L^1_x \frac{d}{dx}(B(x_1, M_1))} \approx \| P_{N_1} u(t') \|_{L^2 \frac{d}{dx}(B(x_1, M_1))} \| P_{N_2} u(t') \|_{L^2 \frac{d}{dx}(B(x_1, M_1))} + M_1^{-50}
\]

\[
\lesssim \| P_{N_1} u(t') \|_{L^2 \frac{d}{dx}(B(x_1, M_1))} \| P_{N_2} u(t') \|_{L^2 \frac{d}{dx}(B(x_1, M_1))} + M_1^{-50}
\]

\[
\lesssim M^6 M_1^{-1} N_1^{-1/2} M^3 M_1^{-1} + M_1^{-50} \lesssim M^6 M_1^{-2},
\]

where we used (3.27) (notice that \(N \geq M_2^{-1/3}\)). For the high-high term,

\[
\sum_{N_1 \sim N_2 \geq 1} \| \tilde{P}(P_{N_1} u(t') \otimes P_{N_2} u(t'))(\cdot) \|_{L^1_x \frac{d}{dx}(B(x_1, M_1))}
\]

\[
= \sum_{1 \leq N_1 \sim N_2 \leq M_2^{1/3}} \| \tilde{P}(P_{N_1} u(t') \otimes P_{N_2} u(t'))(\cdot) \|_{L^1_x \frac{d}{dx}(B(x_1, M_1))} + \sum_{N_1 \sim N_2 \geq M_2^{1/3}} \| \tilde{P}(P_{N_1} u(t') \otimes P_{N_2} u(t'))(\cdot) \|_{L^1_x \frac{d}{dx}(B(x_1, M_1))}
\]

\[
\lesssim \sum_{1 \leq N_1 \sim N_2 \leq M_2^{1/3}} \| P_{N_1} u(t') \|_{L^2 \frac{d}{dx}(B(x_1, M_1))} \| P_{N_2} u(t') \|_{L^2 \frac{d}{dx}(B(x_1, M_1))} + \sum_{N_1 \sim N_2 \geq M_2^{1/3}} \| P_{N_1} u(t') \|_{L^2 \frac{d}{dx}(B(x_1, M_1))} \| P_{N_2} u(t') \|_{L^2 \frac{d}{dx}(B(x_1, M_1))}
\]

\[
\lesssim M^6 M_1^{-2} + M^3 M_2^{-1/3} \quad \text{(by equations (3.27) and (3.28))}
\]

\[
\lesssim M_1^{-1} \lesssim M^6 M_1^{-2},
\]

which gives a contradiction. 

\(\square\)

**Proposition 3.4. (Iterated back propagation, (2.28))** Let \(x \in \mathbb{R}^3\) and \(N_0 > 0\) be such that

\[
|P_{N_0} u(t_1, x_1)| \geq M_1^{-1} N_0.
\]

Then for every \(M_4 N_0^{-2} \leq T_1 \leq M_4^{-1} T\), there exists \((t_1, x_1) \in [t_0 - T, t_0 - M_3^{-1} T_1] \times \mathbb{R}^3\) and \(N_1 = M_3^{N_1} T_1^{-1/2}\) such that

\[
x_1 = x_0 + O(M_4^{O(1)} T_1^{1/2}), \quad |P_{N_1} u(t_1, x_1)| \geq M_1^{-1} N_1.
\]

**Proposition 3.5. (Annuli of regularity)** Let \(u : [t_0 - T, t_0] \times \mathbb{R}^3 \rightarrow \mathbb{R}^3\), \(p : [t_0 - T, t_0] \times \mathbb{R}^3 \rightarrow \mathbb{R}\) be a classical solution to Navier-Stokes that obeys (HP). If \(0 < T' < T/2\), \(x_0 \in \mathbb{R}^3\), and \(R_0 \geq (T')^{1/2}\), then there exists a scale

\[
R_0 \leq R \leq \exp(M_6^{O(1)}) R_0
\]
such that on the region
\[ \Omega := \{(t, x) \in [t_0 - T', t_0] \times \mathbb{R}^3 : R \leq |x - x_0| \leq M_6 R \} \]
we have
\[ \| \nabla^i u \|_{L^\infty_t L^\infty_x(\Omega)} \lesssim M_6^{O(1)} |T'|^{-(i+1)/2}, \quad \| \nabla^i \omega \|_{L^\infty_t L^\infty_x(\Omega)} \lesssim M_6^{O(1)} |T'|^{-(i+1)/2} \]
for \( i = 0, 1 \).

Before proving the proposition above, let us give some useful lemmas.

Lemma 3.6. Let \( A, R_0 > 0 \) and \( A_6 \gg A \). Assume that \( \int_{\mathbb{R}^3} f(x) \, dx \leq A \), then we can find a scale \( A_6^{100} R_0 \leq R \leq \exp(A_6^{100}) R_0 \) such that
\[ \int_{\mathcal{I}_R} f(x) \, dx \leq A_6^{-10}, \]
where \( \mathcal{I}_R := \{ x : A_6^{-10} R \leq |x| \leq A_6^{10} R \} \).

Proof. The main idea is by the pigeonhole principle, so let us suppose that for every scale \( R \), we have \( \int_{\mathcal{I}_R} f(x) \, dx > A_6^{-10} \), then we give proof by contradiction. Let us construct a sequence of \( R_n \) as follows:
\[ R_1 = A_6^{100} R_0, \quad R_2 = A_6^{200} R_0, \quad \ldots, \quad R_n = A_6^{100n} R_0 \leq \exp(A_6^{100}) R_0, \]
we thus obtain a sequence of annulus disjoint
\[ \mathcal{I}_{R_1} = \{ x : A_6^{90} R_0 \leq |x| \leq A_6^{110} R_0 \}, \]
\[ \mathcal{I}_{R_2} = \{ x : A_6^{190} R_0 \leq |x| \leq A_6^{210} R_0 \}, \]
\[ \ldots \]
\[ \mathcal{I}_{R_n} = \{ x : A_6^{100n-10} R_0 \leq |x| \leq A_6^{100n+10} R_0 \}. \]

On one hand, we have \( A_6^{100n} R_0 \leq \exp(A_6^{100}) R_0 \), so that \( n \) has a upper bound \( n \leq \frac{\log 100}{\log(A_6^{-100})} \). Set \( n_0 := \left\lfloor \frac{\log 100}{\log(A_6^{-100})} \right\rfloor \) where \( \lfloor x \rfloor \) means the integer closest to \( x \). Summing the integrals together up to \( n_0 \), we get that
\[ \sum_{k=1}^{n_0} \int_{\mathcal{I}_{R_k}} f(x) \, dx > n_0 A_6^{-10} > A_6. \]

On the other hand, as these annulus are disjoint, by the assumption \( \int_{\mathbb{R}^3} f(x) \, dx \leq A \), we have
\[ \sum_{k=1}^{n_0} \int_{\mathcal{I}_{R_k}} f(x) \, dx \leq \int_{\mathbb{R}^3} f(x) \, dx \leq A \ll A_6. \]
So the lemma is proved. \( \square \)

Notice that in order to prove Proposition 3.5, the estimate that we obtained previously for the linear component (see (3.10)) is not sufficient. The following Lemma is devoted to a precise estimate of the linear component \( u_{lin} \), which is the first step of the proof of Proposition 3.5.

Lemma 3.7. Assume that \( u : [t_0 - T, t_0] \times \mathbb{R}^3 \to \mathbb{R}^3 \) is a classical solution to Navier-Stokes that obeys (HP). If \( 0 < T' < \frac{T}{2}, x_0 \in \mathbb{R}^3 \) and \( R_0 \geq \sqrt{T'} \), then there exists a time \( t_1 \in [-\frac{T}{2}, t_0 - T'] \) and a scale
\[ M_6^{100} R_0 \leq R \leq \exp(M_6^{O(1)} R_0) \]
such that
\[ \sup_{t_1 \leq t \leq 1} \sup_{I_{M_6^k R}} |\nabla^j u_{lin}(t, x)|^2 \lesssim M_6^{-3} \quad \text{and} \quad \sup_{t_1 \leq t \leq 1} \sup_{I_{M_6^k R}} |\nabla^j \omega_{lin}(t, x)|^2 \lesssim M_6^{-3}, \quad \text{for} \quad j = 0, 1 \]
where \( I_{M_6^k R} := \{ x : M_6^{-k} R \leq |x| \leq M_6^k R \} \) and \( k \in \mathbb{N} \).
Lemma 3.8. Notice that with \( \int \) introduce two time-dependent radii nonlinear part is bounded locally in some proper annuli depending on time. To do this, we first is to introduce a time-dependent cut-off function and by energy method, we are able to show that 

\[
\left\{ \begin{array}{l}
\text{is the annulus } \mathcal{R} \\
\text{Indeed, by the choice of } \mathcal{R}
\end{array} \right.
\]

By rescaling, we may assume that 

\[
\text{By choosing } p = q = 3, \text{ we can find that there exists a time } t_1 \in [-1/2, 0] \text{ such that } \int_{\mathbb{R}^3} |\nabla^j u_{\text{lin}}(t_1, x)|^3 \, dx \lesssim M^3, \quad \text{for all } j \geq 0.
\]

Fixing this \( t_1 \), by Lemma 3.6 we are able to find a scale \( M_6^{10} \leq R \leq \exp(M_6^{O(1)}) \) such that 

\[
\int_{\mathcal{I}_{M_6^{10}}^6} |\nabla^j u_{\text{lin}}(t_1, x)|^3 \, dx \lesssim M_6^{-10}, \quad \text{for all } j \geq 0.
\]

In particular, we have

\[
\|u_{\text{lin}}(t_1, \cdot)\|_{W^{1,3}(\mathcal{I}_{M_6^{10}}^6)}^3 \leq M_6^{-10} \quad \text{and} \quad \|\omega_{\text{lin}}(t_1, \cdot)\|_{W^{1,3}(\mathcal{I}_{M_6^{10}}^6)}^3 \leq M_6^{-10}
\]

Let us now fix this \( R \) and propagate the above estimate to \([t_1, 1]\). By Sobolev’s inequality, we obtain that

\[
\sup_{\mathcal{I}_{M_6^{10}}^6} |\nabla^j u_{\text{lin}}(t_1, x)| \lesssim M_6^{-3} \quad \text{and} \quad \sup_{\mathcal{I}_{M_6^{10}}^6} |\nabla^j \omega_{\text{lin}}(t_1, x)| \lesssim M_6^{-3}
\]

for \( j = 0, 1 \). As we have \( \partial_t \nabla^j u_{\text{lin}} = \Delta \nabla^j u_{\text{lin}} \) and \( \partial_t \nabla^j \omega_{\text{lin}} = \Delta \nabla^j \omega_{\text{lin}} \), so we can solve the linear heat equation with initial data at time \( t_1 \), which implies that

\[
\sup_{t_1 \leq t \leq 1} \sup_{\mathcal{I}_{M_6^{10}}^6} |\nabla^j u_{\text{lin}}(t, x)| \lesssim M_6^{-3} \quad \text{and} \quad \sup_{t_1 \leq t \leq 1} \sup_{\mathcal{I}_{M_6^{10}}^6} |\nabla^j u_{\text{lin}}(t, x)| \lesssim M_6^{-3}
\]

for \( j = 0, 1 \). The lemma is proved. \( \square \)

The following lemma gives an estimate of nonlinear part \( u_{\text{nonlin}} \) with localization. The strategy is to introduce a time-dependent cut-off function and by energy method, we are able to show that nonlinear part is bounded locally in some proper annuli depending on time. To do this, we first introduce two time-dependent radii

\[
R_-(t) := R_- + C_0 \int_{t_1}^t (M_6 + \|u(s)\|_{L^\infty}) \, ds, \quad R_+(t) := R_+ - C_0 \int_{t_1}^t (M_6 + \|u(s)\|_{L^\infty}) \, ds
\]

with

\[
R_- \in [M_6^{-8} R, 2M_6^{-8} R], \quad R_+ \in [M_6^8 R/2, M_6^8 R],
\]

where \( R \) is the same scale in Lemma 3.7 With \( R_-(t) \) and \( R_+(t) \), we define the following time-dependent cut-off function

\[
\theta(x, t) := \max \{ \min \{ M_6, |x| - R_-(t), R_+(t) - |x| \}, 0 \}.
\]

Notice that \( \theta(t) \) is equal to \( M_6 \) for \( x \in \{ R_-(t) + M_6 \leq |x| \leq R_+(t) - M_6 \} \) and the support of \( \theta \) is the annulus \( \{ R_-(t) \leq |x| \leq R_+(t) \} \) with \( R_-(t) \in [M_6^{-8} R, 3M_6^{-8} R] \) and \( R_+(t) \in [M_6^8 R/3, M_6^8 R] \). Indeed, by the choice of \( R \) in Lemma 3.7 we have

\[
R_-(t) \leq R_- + C_0 M_6 (t - t_1) + C_0 M^4 (t - t_1)^{1/2} \leq R_- + M_6^{-8} R \leq 3M_6^{-8} R.
\]

In particular, we have \([R_-(t), R_+(t)] \subset [M_6^{-8} R, M_6^8 R] \subset [M_6^{-10} R, M_6^{10} R] \).

**Lemma 3.8.** For \( t \in [t_1, 1] \), we have the following estimate for the enstrophy localization

\[
\int_{\mathbb{R}^3} |\omega_{\text{nonlin}}|^2 \theta(t, x) \, dx \lesssim M_6^{-2},
\]
where $\theta$ is defined in (3.28). Moreover,
\[ \int_{t_1}^{1} \int_{\mathbb{R}^3} |\nabla \omega^{\text{lin}}(t, x)|^2 \theta(t, x) dx dt \lesssim M_6^{-2}. \]

**Proof.** Let us decompose the vorticity $\omega := \omega^{\text{lin}} + \omega^{\text{nlin}} = \nabla \times u^{\text{lin}} + \nabla \times u^{\text{nlin}}$. Obviously, the linear part solves the heat equation $\partial_t \omega^{\text{lin}} - \Delta \omega^{\text{lin}} = 0$ and thus the nonlinear parts satisfy
\[ \partial_t \omega^{\text{nlin}} - \Delta \omega^{\text{nlin}} = -u \cdot \nabla \omega + \omega \cdot \nabla u. \]

In order to derive the estimate for $\omega^{\text{nlin}}$, we first recall the previous bound for the nonlinear part of the velocity, $\int_{-1/2}^{1/2} \int_{\mathbb{R}^3} |\nabla u^{\text{nlin}}|^2 dx dt \lesssim M^4$ (see (3.11)) and using the same time $t_1 \in [-\frac{1}{2}, 0]$ obtained in the proof of Lemma 3.7 we have
\[ \int_{\mathbb{R}^3} |\nabla u^{\text{nlin}}(t_1, x)|^2 dx \lesssim M^4. \]

As $M << M_6$, we get that
\[ \int_{M_6^{-10} R \leq |x| \leq M_6^0 R} |\nabla u^{\text{nlin}}(t_1, x)|^2 dx \lesssim M_6^{-10}, \]
where $R$ satisfies the same scale $M_6^{100} R_0 \leq R \leq \exp(M_6^{O(1)} R_0)$. To simplify the computation, we define the enstrophy localization by $E(t)$, i.e.,
\[ E(t) = \frac{1}{2} \int_{\mathbb{R}^3} |\omega^{\text{nlin}}(t, x)|^2 \theta(t, x) dx. \]

Then, from the construction of the cut-off function $\theta(x, t)$, we have
\[ E(t_1) = \frac{1}{2} \int_{\mathbb{R}^3} |\omega^{\text{nlin}}(t_1, x)|^2 \theta(t_1, x) dx \lesssim M_6 \int_{M_6^{-10} R \leq |x| \leq M_6^0 R} |\omega^{\text{nlin}}(t_1, x)|^2 dx \lesssim M_6^{-9}. \]

From the vorticity equation (3.29) and integrating by part we obtain
\[ \partial_t E(t) = -F_1(t) + F_2(t) + F_3(t) + F_4(t) + F_5(t) + F_6(t), \]
where
\[
\begin{align*}
F_1(t) &= \int_{\mathbb{R}^3} |\nabla \omega^{\text{nlin}}(t, x)|^2 \theta(t, x) dx, \quad F_2(t) = -\frac{1}{2} \int_{\mathbb{R}^3} |\omega^{\text{nlin}}(t, x)|^2 \partial_t \theta(t, x) dx, \\
F_3(t) &= \frac{1}{2} \int_{\mathbb{R}^3} |\omega^{\text{nlin}}(t, x)|^2 \Delta \theta(t, x) dx, \quad F_4(t) = \frac{1}{2} \int_{\mathbb{R}^3} |\omega^{\text{nlin}}(t, x)|^2 u(t, x) \cdot \nabla \theta(t, x) dx, \\
F_5(t) &= -\int_{\mathbb{R}^3} \omega^{\text{nlin}} \cdot (u(t, x) \cdot \nabla) \omega^{\text{nlin}} \theta(t, x) dx, \quad F_6(t) = \int_{\mathbb{R}^3} \omega^{\text{nlin}} \cdot (\omega^{\text{nlin}} \cdot \nabla) u^{\text{nlin}} \theta(t, x) dx, \\
F_7(t) &= \int_{\mathbb{R}^3} \omega^{\text{nlin}} \cdot (\omega^{\text{nlin}} \cdot \nabla) u^{\text{nlin}} \theta(t, x) dx, \quad F_8(t) = \int_{\mathbb{R}^3} \omega^{\text{nlin}} \cdot (\omega^{\text{nlin}} \cdot \nabla) u^{\text{nlin}} \theta(t, x) dx, \\
F_9(t) &= \int_{\mathbb{R}^3} \omega^{\text{nlin}} \cdot (\omega^{\text{nlin}} \cdot \nabla) u^{\text{nlin}} \theta(t, x) dx.
\end{align*}
\]
We notice that
\[ \partial_t \theta(t, x) = -C_0 (M_6^{-2} + \|u\|_{L^\infty(\mathbb{R}^3)}) |\nabla \theta(t, x)| \]
Thus, $F_2 \geq 0$. Next, the estimates of $F_3(t)$ and $F_4$ follow exactly the same estimates as in [22] and thus
\[ F_4(t) \leq C_0^{-1} F_2(t), \quad \int_{t_1}^{1} |F_3(t)| dt \leq M_6^{-10}. \]

Furthermore, by the hypothesis (HP) and equation (3.10), we get
\[ F_5(t) \leq E(t) + \int_{\mathbb{R}^3} |u \cdot \nabla \omega^{\text{nlin}}|^2 \theta(t, x) dx \leq E(t) + M_6^{-2}. \]
Similarly, we have

\[(3.32) \quad F_7(t) \leq E(t), \quad F_9(t) \lesssim E(t) + M_6^{-2}.\]

and by Lemma 3.7, we see

\[(3.33) \quad F_8(t) \leq E(t) + F_{10}(t),\]

where

\[F_{10}(t) = M_6^{-3} \int_{\mathbb{R}^3} |\nabla u^{\text{lin}}|^2 \, dx\]

with

\[(3.34) \quad \int_{t_1}^{1} |F_{10}(t)| \, dt \lesssim M_6^{-2}.\]

The estimate of \(F_6\) will be exactly like Tao and we see

\[F_6(t) = F_{61}(t) + F_{62}(t),\]

where

\[(3.35) \quad F_{61}(t) \lesssim \frac{1}{2} F_1(t) + O(E^{1/2}) F_1(t) + M_6^{-2} + E^2(t) F_1(t),\]

and

\[(3.36) \quad F_{62}(t) \lesssim E(t) + C_0^{-1} F_2(t).\]

Thus, combining the above estimates in equations \(3.30\), \(3.31\), \(3.32\), \(3.33\), \(3.35\), and \(3.36\) yields

\[
\partial_t E(t) + F_1(t) + F_2(t) \leq F_3(t) + E(t) + M_6^{-2} + M_6^{-1} F_2(t) + \frac{1}{2} F_1(t) + O(E^{1/2}) F_1(t) + M_6^{-2} + E^2(t) F_1(t) + F_{10}(t)
\]

and thus

\[
\partial_t E(t) + F_1(t) + F_2(t) \leq F_3(t) + E(t) + M_6^{-2} + O(E^{1/2}) F_1(t) + M_6^{-2} + E^2(t) F_1(t) + F_{10}(t)
\]

Finally, by equations \(3.30\) and \(3.31\) and continuity argument, we get for \(t_1 \leq t \leq 1\)

\[E(t) \lesssim M_6^{-2}\]

and

\[
\int_{t_1}^{1} F_1(t) \, dt = \int_{t_1}^{1} \int_{\mathbb{R}^3} |\nabla \omega^{\text{lin}}(t, x)|^2 \phi(t, x) \, dx dt \lesssim M_6^{-2}.
\]

which ends the proof of Lemma. \(\Box\)

With the estimates of the vorticity, we are able to show the estimates of the velocity in Proposition 3.5.

**Proof of Proposition 3.5.** Using the same Whitney decomposition argument as in [22] and combining the results in Lemma 3.8, we have the estimates of the velocity

\[
\sup_{t_1 \leq t \leq 1} \int_{I_{\mathbb{R}^3}} |\nabla u^{\text{lin}}(t, x)|^2 \, dx dt \lesssim M_6^{-2}
\]

and

\[
\int_{t_1}^{1} \int_{I_{\mathbb{R}^3}} |\nabla^2 u^{\text{lin}}(t, x)|^2 \, dx dt \lesssim M_6^{-2}.
\]
where we recall the definition of $\mathcal{I}_{M_0^k R} := \{x : M_6^{-k} R \leq |x| \leq M_0^k R\}$ and $k \in \mathbb{N}$. Then, from the Gagliardo-Nirenberg inequality for $\|\nu^{\text{lin}}\|_{L^1_*}$ and Hölder inequality, we have

$$\|u^{\text{lin}}\|_{L^1_* (\{t,1\} \times \mathcal{I}_{M_0^k R})} \lesssim \left\| \left| \nabla u^{\text{lin}} \right|^{1/2} L^2_*(\mathcal{I}_{M_0^k R}) \right\| \left\| \nabla^2 u^{\text{lin}} \right\|_{L^2_*(\mathcal{I}_{M_0^k R})} \lesssim \left\| \nabla u \right\|_{L^\infty_*(\{t,1\} \times \mathcal{I}_{M_0^k R})} \lesssim M_0^{-2}.$$ Combining with the estimates of the linear part $u^{\text{lin}}$ in Lemma 3.7, we get that

$$\|u\|_{L^1_* (\{t,1\} \times \mathcal{I}_{M_0^k R})} \lesssim M_0^{-2}.$$ Notice that $L^1_* L^\infty_*$ are sub-critical regularity estimate, so by using the same argument as in (iii), as well as the local version of multiplier theorem (see (2.3)), we can obtain higher regularity

$$\|u\|_{L^6_* L^\infty_*(\{t,1\} \times \mathcal{I}_{M_0^k R})} \lesssim M_0^{-2},$$

Then we fix the time interval but shrink the space iteratively by (2.3) and obtain

$$\|u\|_{L^6_* L^\infty_*(\{t,1\} \times \mathcal{I}_{M_0^k R})} \lesssim M_0^{-2}.$$ Repeat the third step in (iii), it follows

$$\|\nabla u\|_{L^4_* L^\infty_*(\{t,1\} \times \mathcal{I}_{M_0^k R})} \lesssim M_0^{-2}, \quad \|\nabla u\|_{L^6_* L^\infty_*(\{t,1\} \times \{M_6 R \leq |x| \leq 2M_6 R\})} \lesssim M_0^{-2}.$$ Using vorticity’s equation, we get

$$\|\nabla \omega\|_{L^6_* L^\infty_*(\{t,1\} \times \{R \leq |x| \leq M_6 R\})} \lesssim M_0^{-2}.$$ \hfill \Box

4. Proofs of Theorems 1.1 1.2 and 1.1

In this section, we prove our main theorems. We start with the proof of Theorem 4.1 and apply it to prove Theorems 1.2 and 1.1.

**Theorem 4.1.** Assume that $t_0, T, u, p, M$ obey the hypotheses of Propositions 3.1 3.2 3.5 and that there exists $x_0 \in \mathbb{R}^3$ and $N_0 > 0$ such that

$$|P_{N_0} u (t_0, x_0)| \geq M_1^{-1} N_0.$$ Then,

$$TN_0^2 \leq \exp(\exp(\exp(M_6^{O(1)}))).$$

**Proof of Theorem 4.1.** The proof is by contradiction and similar to [22]. The idea is to apply the quantitative version of the Carleman estimates from [8] (see A.1  A.2 and A.3), which requires Proposition 3.2 (epochs of regularity) and Proposition 3.5 (annuli of regularity) to provide good quantitative estimates. After summing the disjoint scales, we will obtain a contradiction to (HP). \hfill \Box

After we prove Theorem 4.1, we are ready to prove Theorem 1.1 and Theorem 1.2.

**Proof of Theorem 4.1.** By rescaling, it suffices to prove the result when $t = 1$, so we have $T \geq 1$. Without loss of generality, we assume that $M \geq C_0$, so Theorem 4.1 implies that, for $N \geq N_* := \exp(\exp(\exp(M_T)))$

$$P_{N} u \|_{L^6_* L^\infty_*(\{1/2,1\} \times \mathbb{R}^3)} \leq M_1^{-1} N.$$ On $[1/2,1] \times \mathbb{R}^3$, we split $u = u^{\text{lin}} + u^{\text{nonlin}}$ where $u^{\text{lin}}$ is the linear solution

$$u^{\text{lin}} := e^{t \Delta} u (0).$$
and \( u^{\text{lin}} := u - u^{\text{lin}} \) is the nonlinear component, and similarly, we split \( \omega = \omega^{\text{lin}} + \omega^{\text{nonlin}} \). From the standard heat kernel bound \( \mathbf{[23]} \) in Lorentz spaces and hypothesis \( \mathbf{[14]} \), we have

\[
\|\nabla^j u^{\text{lin}}\|_{L^p_t L^q_x([1/2,1] \times \mathbb{R}^3)} \lesssim M,
\]

where \( j \geq 0 \) and \( 3 \leq p \leq \infty \), \( 1/q_1 \leq 1/p + 1/q_0 + 2/3 \). In particular, we have

\[
(4.2) \|\nabla^j u^{\text{lin}}\|_{L^p_t L^q_x([1/2,1] \times \mathbb{R}^3)} \lesssim M \quad \text{and} \quad \|\nabla^j \omega^{\text{lin}}\|_{L^p_t L^q_x([1/2,1] \times \mathbb{R}^3)} \lesssim M
\]

for all \( j \geq 0 \) and \( 3 \leq p \leq \infty \). As in the proof of Proposition \( \mathbf{[3.2]} \) for the vorticity, we define the following nonlinear enstrophy-type quantity for \( t \in [1/2,1] \),

\[
F(t) = \frac{1}{2} \int_{\mathbb{R}^3} |\omega^{\text{lin}}(t,x)|^2 \, dx.
\]

By Plancherel’s theorem, we have

\[
\|\nabla u^{\text{lin}}\|_{L^2(\mathbb{R}^3)} \lesssim \|\omega^{\text{lin}}\|_{L^2(\mathbb{R}^3)} = \sqrt{2} F(t)^{1/2}
\]

From the vorticity equation \( \mathbf{[3.20]} \) and integrating by part we obtain

\[
\partial_t F(t) = -F_1(t) - F_2(t) + F_3(t) + F_4(t) + F_5(t) + F_6(t)
\]

where

\[
F_1(t) = \int_{\mathbb{R}^3} |\nabla \omega^{\text{lin}}(t,x)|^2 \, dx, \quad F_2(t) = -\int_{\mathbb{R}^3} \omega^{\text{lin}} \cdot (u \cdot \nabla) \omega^{\text{lin}} \, dx,
\]

\[
F_3(t) = \int_{\mathbb{R}^3} \omega^{\text{lin}} \cdot (\omega^{\text{lin}} \cdot \nabla) u^{\text{lin}} \, dx, \quad F_4(t) = \int_{\mathbb{R}^3} \omega^{\text{lin}} \cdot (\omega^{\text{lin}} \cdot \nabla) u^{\text{lin}} \, dx,
\]

\[
F_5(t) = \int_{\mathbb{R}^3} \omega^{\text{lin}} \cdot (\omega^{\text{lin}} \cdot \nabla) u^{\text{lin}} \, dx, \quad F_6(t) = \int_{\mathbb{R}^3} \omega^{\text{lin}} \cdot (\omega^{\text{lin}} \cdot \nabla) u^{\text{lin}} \, dx.
\]

Among these six terms, the third term \( F_3(t) \) is more delicate to treat as there are three non-linear terms involving in. For terms \( F_2(t) \) and \( F_6(t) \), we use Hölder’s inequality to get that, for \( t \in [1/2,1] \),

\[
F_2(t) \leq \|\omega^{\text{lin}}\|_{L^2(\mathbb{R}^3)} \|u\|_{L^4(\mathbb{R}^3)} \|\nabla \omega^{\text{lin}}\|_{L^4(\mathbb{R}^3)} \lesssim M^2 F(t)^{1/2} \leq M^4 + F(t)
\]

and

\[
F_6(t) \leq \|\omega^{\text{lin}}\|_{L^2(\mathbb{R}^3)} \|\omega^{\text{lin}}\|_{L^2(\mathbb{R}^3)} \|\nabla u^{\text{lin}}\|_{L^4(\mathbb{R}^3)} \lesssim M^2 F(t)^{1/2} \leq M^4 + F(t)
\]

where we used estimate \( \mathbf{[1.2]} \) and Cauchy-Schwarz inequality. Similarly, for \( F_4(t) \) and \( F_5(t) \), we have for \( t \in [1/2,1] \),

\[
F_4(t) \leq \|\omega^{\text{lin}}\|_{L^2(\mathbb{R}^3)} \|\omega^{\text{lin}}\|_{L^2(\mathbb{R}^3)} \|\nabla u^{\text{lin}}\|_{L^\infty(\mathbb{R}^3)} \lesssim MF(t)
\]

and

\[
F_5(t) \leq \|\omega^{\text{lin}}\|_{L^2(\mathbb{R}^3)} \|\omega^{\text{lin}}\|_{L^\infty(\mathbb{R}^3)} \|\nabla u^{\text{lin}}\|_{L^2(\mathbb{R}^3)} \lesssim MF(t).
\]

We now turn to deal with \( F_3(t) \) by using the bound \( \mathbf{[4.1]} \). By Littlewood-Paley decomposition

\[
F_3(t) \lesssim \sum_{N_1,N_2,N_3} \int_{\mathbb{R}^3} P_{N_1} \omega^{\text{lin}} \cdot (P_{N_2} \omega^{\text{lin}} \cdot \nabla) P_{N_3} u^{\text{lin}} \, dx,
\]

where \( N_1, N_2, N_3 \) range over powers of two. The integral does not vanish in three cases: \( N_1 \sim N_2 \gtrsim N_3, \ N_2 \sim N_3 \gtrsim N_1 \) and \( N_1 \sim N_3 \gtrsim N_2 \). Then we control the two highest frequency terms in \( L^2_x \) and the lower one in \( L^\infty_x \), and by the Littlewood-Paley, we obtain

\[
F_3(t) \lesssim \sum_{N_1,N_2,N_3: N_1 \sim N_2 \gtrsim N_3} \|P_{N_1} \omega^{\text{lin}}\|_{L^2(\mathbb{R}^3)} \|P_{N_2} \omega^{\text{lin}}\|_{L^2(\mathbb{R}^3)} \|P_{N_3} \omega^{\text{lin}}\|_{L^\infty(\mathbb{R}^3)}.
\]

By \( \mathbf{[3.2]} \),

\[
\|P_{N_3} \omega^{\text{lin}}\|_{L^\infty(\mathbb{R}^3)} \lesssim O(MN_3^2).
\]

If \( N_3 \geq N_* \), by \( \mathbf{[4.1]} \) and \( \mathbf{[2.1]} \) we have \( (j = 1, p_1 = q_1 = p_2 = q_2 = \infty) \)

\[
\|P_{N_3} \omega^{\text{lin}}\|_{L^\infty(\mathbb{R}^3)} = \|P_{N_3} \nabla \times u^{\text{lin}}\|_{L^\infty(\mathbb{R}^3)} \lesssim N_3 \|P_{N_3} u^{\text{lin}}\|_{L^\infty(\mathbb{R}^3)} \lesssim O(M_1^{-1} N_*^2).
\]
We thus obtain
\[
\sum_{N_2 \leq N_3} \| P_{N_1} \omega^{nlin} \|_{L^2_x(\mathbb{R}^3)} \lesssim \sum_{N_3 < N_2 \leq N_2} M_1^{-1} N_3^2 + \sum_{N_3 < N_2} M N_3^2 \\
\lesssim M_1^{-1} N_2^2 + M N_2^2
\]
and by Cauchy-Schwarz,
\[
F_3(t) \lesssim \sum_{N_1} \| P_{N_1} \omega^{nlin} \|^2_{L^2_x(\mathbb{R}^3)} (M_1^{-1} N_1^2 + M N_1^2).
\]
On the other hand, by Plancherel’s theorem,
\[
F_1(t) = \| \nabla \omega^{nlin}(t, x) \|^2_{L^2_x(\mathbb{R}^3)} \sim \sum_{N_1} \| P_{N_1} \omega^{nlin} \|_{L^2_x(\mathbb{R}^3)} N_1^2.
\]
Recall that \( F(t) = \frac{1}{2} \int_{\mathbb{R}^3} |\omega^{nlin}|^2 \ dx \), then by Plancherel’s theorem, we get
\[
F(t) \sim \sum_{N_1} \| P_{N_1} \omega^{nlin} \|^2_{L^2_x(\mathbb{R}^3)}.
\]
Therefore,
\[
F_3(t) \lesssim M_1^{-1} F_1(t) + M N_1^2 F(t).
\]
Combining the above estimates yields
\[
\partial_t F(t) + F_1(t) \lesssim M^4 + F(t) + M_1^{-1} F_1 + M N_1^2 F(t) + M F(t) \lesssim M N_2^2 F(t) + M^4.
\]
Integrating from \( t_1 \) to \( t_2 \) with \( 1/2 < t_1 < t_2 < 1 \) and \( |t_2 - t_1| \leq M^{-1} N_*^{-2} \) and applying Gronwall gives
\[
F(t_2) \lesssim F(t_1) + M^4.
\]
Next, by (3.11), we see
\[
\int_{1/2}^1 F(t) \ dt = \frac{1}{2} \int_{1/2}^1 \int_{\mathbb{R}^3} |\omega^{nlin}|^2 \ dx \ dt \lesssim M^4.
\]
Therefore, by the pigeonhole principle, we see on any time interval in \([1/2, 1]\) of length \( M^{-1} N_*^{-2} \), there exists at least one time \( t \) such that \( F(t) \lesssim M^4 \). Thus, for all time \( t \in [3/4, 1] \), we obtain
\[
F(t) \lesssim M^5 N_*^2 \lesssim N_*^{O(1)}.
\]
Then, by the fundamental theorem of calculus together with equations (4.3), (4.4), and (4.5), we get
\[
\int_{3/4}^1 F_1(t) \ dt \lesssim N_*^{O(1)}.
\]
Now we conclude the proof by appealing to Proposition 3.2.

Next, we prove Theorem 1.1. \( \square \)

Proof of Theorem 1.1 We argue by contradiction. First, we rescale \( T_* = 1 \). Suppose
\[
\limsup_{t \to 1^+} \frac{\| u \|_{L^3, s_0(\mathbb{R}^3)}}{(\log \log \log \frac{1}{1-t})^c} < \infty,
\]
where \( c > 0 \) is a small constant. Then, for some constant \( C > 0 \) we have for \( 0 < t \leq 1 \)
\[
\| u \|_{L^3, s_0(\mathbb{R}^3)} \leq C \left( \log \log \log \left( 100 + \frac{1}{1-t} \right) \right)^c.
\]
Then, by Theorem 1.2 we get for $j = 0, 1$ and for $0 < 1/2 \leq t \leq 1$
\[ \|\nabla^j u\|_{L^\infty(\mathbb{R}^3)} \lesssim \exp \exp \exp \left(M^{O(1)} t^{-(j+1)/2} \right) \]
\[ \lesssim \exp \exp \left(\log \log \log \left(100 + \frac{1}{1-t}\right)\right)^{O(1)} t^{-(j+1)/2} \leq C (1-t)^{-1/10}. \]
Similarly, we have
\[ \|\nabla^j \omega\|_{L^\infty(\mathbb{R}^3)} \leq C (1-t)^{-1/10}. \]
This implies that $u \in L^2_t L^\infty_x$ contradicting the blow-up criterion by Prodi-Ladyzhenskaya-Serrin. □

**Appendix A. Carleman estimates**

**Theorem A.1.** (General Carleman inequality) Let $[t_1, t_2]$, be a time interval, and let $u \in C_c^\infty([t_1, t_2] \times \mathbb{R}^d \to \mathbb{R}^m)$ be a vector-valued test function solving the backwards heat equation
\[ Lu = f. \]
with $L$ the backwards heat operator
\[ L := \partial_t + \Delta. \]
and let $g : [t_1, t_2] \times \mathbb{R}^d \to \mathbb{R}$ denote the function
\[ F := \partial_t g - \Delta g - |\nabla g|^2. \]
Then we have the inequality
\[ \partial_t \int_{\mathbb{R}^d} \left(\nabla u|^2 + \frac{1}{2} F|u|^2\right) e^g \, dx \geq \int_{\mathbb{R}^d} \left(\frac{1}{2} (LF)|u|^2 + 2 D^2 g(\nabla u, \nabla u) - \frac{1}{2} |Lu|^2\right) e^g \, dx \]
for all $t \in I$, where $D^2 g$ is the bilinear form expressed in coordinates as
\[ D^2 g(v, w) := (\partial_i \partial_j g)v_i \cdot w_j \]
with the usual summation conventions. In particular, from the fundamental theorem of calculus one has
\[ \int_{t_1}^{t_2} \int_{\mathbb{R}^d} \left(\frac{1}{2} (LF)|u|^2 + 2 D^2 g(\nabla u, \nabla u)\right) e^g \, dx \geq \frac{1}{2} \int_{t_1}^{t_2} \int_{\mathbb{R}^d} |Lu|^2 e^g \, dx + \int_{\mathbb{R}^d} \left(\nabla u|^2 + \frac{1}{2} F|u|^2\right) e^g \, dx|_{t=t_1}^{t=t_2}. \]

**Theorem A.2.** (First Carleman inequality) Let $T > 0$, $0 < r_- < r_+$, and let $\mathcal{A}$ denote the cylindrical annulus
\[ \mathcal{A} := \{(t, x) \in \mathbb{R} \times \mathbb{R}^3 : t \in [0, T]; r_- \leq |x| \leq r_+\}. \]
Let $u : \mathcal{A} \to \mathbb{R}$ be a smooth function obeying the differential inequality
\[ |Lu| \leq C_0^{-1} T^{-1} |u| + C_0^{-1/2} T^{-1/2} |\nabla u| \]
on $\mathcal{A}$. Assume the inequality
\[ r_-^2 \geq 4C_0 T. \]
Then one has
\[ \int_0^{T/4} \int_{10 r_- \leq |x| \leq r_+/2} (T^{-1} |u|^2 + |\nabla u|^2) \, dx \, dt \lesssim C_0^2 e^{-r_- r_+/4 C_0 T} (X + e^{2 r^2_+/C_0 T} Y), \]
where
\[ X := \int \int_{\mathcal{A}} e^{2 |x|^2/C_0 T} (T^{-1} |u|^2 + |\nabla u|^2) \, dx \, dt \]
and
\[ Y := \int_{r_- \leq |x| \leq r_+} |u(0, x)|^2 \, dx. \]
Theorem A.3. (Second Carleman inequality) Let $T, r > 0$ and let $C$ denote the cylindrical region. Assume the inequality
\[ \rho^2 \geq 4000T. \]
Then for any
\[ 0 < t_1 \leq t_0 < \frac{T}{1000} \]
one has
\[ \int_{t_0}^{2t_0} \int_{|x| \leq \rho/2} (T^{-1}|u|^2 + |\nabla u|^2) \, dx \, dt \lesssim X e^{-\frac{\rho^2}{500T}} + t_0^{3/2}(et_0/t_1)^{O(\rho^2/t_0)} Y, \]
where
\[ X := \int_0^T \int_{|x| \leq \rho} (T^{-1}|u|^2 + |\nabla u|^2) \, dx \, dt \]
and
\[ Y := \int_{|x| \leq \rho} |u(0, x)|^2 t_1^{-3/2} e^{-|x|^2/4t_1} \, dx. \]
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