PENCIL TYPE LINE ARRANGEMENTS OF LOW DEGREE: CLASSIFICATION AND MONODROMY
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Abstract. The complete classification of $(3,3)$-nets and of $(3,4)$-nets with only double and triple points is given. Up to lattice isomorphism, there are exactly 3 effective possibilities in each case, and some of these provide new examples of pencil-type line arrangements. For arrangements consisting $\leq 14$ lines and having points of multiplicity $\leq 5$, we show that the non-triviality of the monodromy on the first cohomology $H^1(F)$ of the associated Milnor fiber $F$ implies the arrangement is of reduced pencil-type. In particular, the monodromy is determined by the combinatorics in such cases.
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1. Introduction

Let $\mathcal{A}$ be an essential arrangement of $d$ lines in $\mathbb{P}^2\mathbb{C}$, given by $L_i = 0$, $i = 1, d$, where $L_i$ are linear forms. We denote by $M$ be the complement of the set of lines of $\mathcal{A}$ in $\mathbb{P}^2\mathbb{C}$. Let $F$ be the the affine surface in $\mathbb{C}^3$ given by $Q = 1$, with $Q = \prod L_i$, the Milnor fiber of the arrangement $\mathcal{A}$, that comes endowed with the monodromy action $h : F \to F$, $h(x) = \exp(2\pi i/d) \cdot x$.

It is an interesting open question whether the monodromy operator $h^1 : H^1(F) \to H^1(F)$ is combinatorially determined, i.e. determined by the intersection lattice $L(\mathcal{A})$.
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Assume for the moment that the line arrangement \( \mathcal{A} \) has only double and triple points. Then it is known that \( h^1 : H^1(F) \to H^1(F) \) is trivial unless \( d = 3m \) for some integer \( m \geq 1 \), and then only the eigenvalues \( 1, \epsilon = \exp(2\pi i/3) \) and \( \epsilon^2 \) are possible, see for instance [6], Cor. 6.14.15.

Even in this special case, it is not known even whether the first Betti number \( b_1(F) \) is determined by the combinatorics. However, in a recent paper [14], A. Libgober has followed the approach started in [3] and has shown that if \( h^1 \neq Id \), then necessarily \( \mathcal{A} \) is a (reduced) pencil-type arrangement, i.e. there is a pencil \( aQ_1 + bQ_2 \) of curves of degree \( m \) in \( \mathbb{P}^2 \mathbb{C} \) such that if we set \( Q_3 = Q_1 + Q_2 \), then \( Q = Q_1 \cdot Q_2 \cdot Q_3 \). We say also in such a case that \( \mathcal{A} \) is a \((3, m)\)-net. In the case \( m = 3 \), an elementary proof of Libgober’s result is given below in Proposition 3.3, in order to prepare the reader for the more complex, but similar proof of Theorem 3.8.

The main results of this paper are as follows.

In section 2 we give the complete classification of \((3,3)\)-nets, see Theorem 2.2, and of \((3,4)\)-nets with only double and triple points, see Theorem 2.5. Up to lattice isomorphism, there are exactly 3 effective possibilities in each case, and some of these provide new examples of pencil-type line arrangements.

The proofs depend on the description given by Urzúa [24] (see also Stipins [21]) of the \((3, q)\)-nets for \( q = 3 \) and \( q = 4 \). In both these papers, the classification of nets considers only to the realisation of the multiple points given by the Latin squares, while here we take into account all multiple points of the corresponding arrangement.

In section 3, using a technique inspired from [16], we show that for arrangements of \( \leq 14 \) lines in \( \mathbb{P}^2 \mathbb{C} \) with points of multiplicities \( \leq 5 \), the non-triviality of \( h^1 \) implies that the arrangement is of reduced pencil-type, see Theorem 3.8. In particular, this shows that the monodromy is determined by the combinatorics in all such cases. This result is the best possible as far as only reduced pencils are considered: indeed, there is a line arrangement \( \mathcal{A} \) with \( |\mathcal{A}| = 15 \) and having only points of multiplicity \( \leq 6 \), where the non-triviality of \( h^1 \) comes from the existence of a non-reduced pencil, alias a multinet, see Remark 3.7.

A final point on notation: \( M \) denotes the complement of the line arrangement in this Introduction and in section 3, and a (Latin square) matrix in section 2.

2. Classification of \((3,3)\) and \((3,4)\) Nets

**Definition 2.1.** Let \( \mathcal{A} = \mathcal{A}_1 \cup \mathcal{A}_2 \cup \mathcal{A}_3 \) be a \((3, q)\)-net (see [26, Def 1.1]). We call *mixed* triple points the points of \( \mathcal{A} \) that appear as intersections of three lines, one in \( \mathcal{A}_1 \), one in \( \mathcal{A}_2 \), and one in \( \mathcal{A}_3 \). This is exactly the set of base points of the corresponding pencils, i.e. it is given by \( Q_1 = Q_2 = 0 \).

We need to recall the relation between \((3, q)\)-nets and Latin squares.

A *Latin square* is a \( q \times q \) matrix filled with \( q \) different symbols, each occurring exactly once in each row and exactly once in each column. The symbols in our case are the numbers \( \{1, 2, \ldots, q\} \). Latin squares are multiplication tables of finite
quasigroups. If $A = A_1 \cup A_2 \cup A_3$ is a $(3,q)$-net, then the $q^2$ mixed triple points are encoded by a $q \times q$ Latin square (see, for instance, [21]). First choose an order for the lines on each of the subarrangements $A_1, A_2, A_3$. Say, $A_j = \{L_1^j, L_2^j, \ldots, L_q^j\}$, $1 \leq j \leq 3$. Then, the element at the intersection of the line $k$ and column $l$ in the corresponding Latin square is the label $\alpha(k,l) \in \{1,2,\ldots,q\}$ of the line in $A_3$ that passes through the intersection $L_k^1 \cap L_l^1$, i.e. $L_k^1 \cap L_l^2 \cap L_3^3 \neq \emptyset$.

Since we are interested in the realisation of the arrangement $A$ as a curve, the ordering on the lines inside a subarrangement, and respectively the ordering of the subarrangements, are not relevant. Accordingly, one may define an equivalence relation on the set of $q \times q$ Latin squares. The equivalence class (referred further as main class, as in [24]) of a Latin square $M$ contains all the Latin squares obtained by rearranging the lines, columns or symbols of $M$ (this corresponds to reordering the lines inside the subarrangements $A_i$), respectively by permuting the sets of lines, columns and symbols among them (this corresponds to reordering the labels $\{1,2,3\}$ of the subarrangements $A_1$, $A_2$, $A_3$). An inventory of main classes of Latin squares for $q \leq 6$ is given in [24, Sect.4]; it follows immediately that, up to lattice isomorphism, there is only one $(3,2)$-net.

We follow the cases $q = 3$ and $q = 4$.

Let us consider first the case $q = 3$, when there is a unique main class of Latin squares (see for instance [12]), represented by:

$$
\begin{array}{ccc}
1 & 2 & 3 \\
M := & 3 & 1 & 2 \\
& 2 & 3 & 1
\end{array}
$$

**Theorem 2.2.** Let $A = A_1 \cup A_2 \cup A_3$ be an arrangement of 9 lines in $\mathbb{P}^2 \mathbb{C}$ defined by a $(3,3)$-net. Then exactly one of the following situations holds:

1. If $A$ has only triple points (i.e. no double points and 12 triple points: 9 mixed triple points and one triple point in each subarrangement $A_i$, $i = 1,3$), then $A$ is lattice isomorphic to the Ceva arrangement.
2. If $A$ has 9 double points (and thus the only triple points are the 9 mixed triple points), then $A$ is lattice isomorphic to the Hesse arrangement ($A$ is the union of three singular fibers out of the four singular fibers of the Hesse pencil $a(x^3 + y^3 + z^3) + bxyz$).
3. If $A$ has 6 double points (and thus 10 triple points: 9 mixed triple points and a triple point in one of the subarrangements), then, up to a lattice isomorphism, the lines of $A$ are given by: $L_1 = (y)$, $L_2 = (\frac{1}{b} x + y + z)$, $L_3 = (\frac{e}{b-1} x + z)$, $L_4 = (x)$, $L_5 = (x + by + z)$, $L_6 = (by + z)$, $L_7 = (x + b(1-b)y)$, $L_8 = (x + y + z)$, $L_9 = (z)$, $b \in \mathbb{C} \setminus \{0,1,\epsilon\}$, $\epsilon^3 = -1$.

**Proof.** The proof is based on the description of the realization space for $(3,3)$-nets from [24] (see also [21]). While this realization result takes into account just the
pattern of the mixed triple points, we also look at the multiple points inside each subarrangement $A_i$. Unless otherwise stated, from now on isomorphism between two line arrangements means lattice isomorphism.

If $A$ has only triple points, since $(3,3)$-nets are defined by a single class of Latin squares, we have only one isomorphism class of arrangements, represented by the Ceva arrangement.

Likewise, if $A$ has only double points apart from the mixed ones, then again we have only one isomorphism class of arrangements, represented by the Hesse arrangement described in the theorem.

In [24, Sect 4] Urzúa gives a set of equations for the lines of a realizable $(3,3)$-net, with coefficients in a two parameter space: $L_1 = (y)$, $L_2 = (\frac{1}{c}x + y + z)$, $L_3 = (\frac{b}{c}x + z)$, $L_4 = (x)$, $L_5 = (x + cy + z)$, $L_6 = (by + z)$, $L_7 = (x + c(1-b)y)$, $L_8 = (x + y + z)$, $L_9 = (z)$ with $b, c \in \mathbb{C} \setminus \{a finite number of elements\}$ (including, for instance, $b, c \neq 0, 1$). A direct linear algebra computation using these equations shows, on one hand, that it is impossible to have arrangements $A$ with 11 triple points and, on the other hand, that $(3,3)$-nets with 10 triple points do exist.

It is not difficult to see that all $(3,3)$-nets with 10 triple points are isomorphic, by taking into account the fact that if we permute the labels $\{1, 2, 3\}$ of the subarrangements the Latin square $M$ from 2.1 remains unchanged. □

**Example 2.3.** An example of $(3,3)$-net with 10 triple points is the Pappus arrangement (the configuration described by the Pappus hexagon theorem, as in [2, Fig. 6 (b)]). Equations for the lines of this arrangement are given in [2, Table 5].

Note that the arrangement that realizes the classical configuration $(9_3)_1$ from [22, Example 10.9] (having 9 triple points), to which the author refers also as Pappus arrangement, is a different arrangement (the above Pappus arrangement can be seen as a degeneration of a family of $(9_3)_1$ arrangements, in which three double points collapse to yield a triple point).

**Remark 2.4.** A sharper form of Theorem 2.2 can be obtained using the classification of the realization spaces of line arrangements of up to 9 lines in [17] (see also [25, Thm 3.9]), since any two arrangements contained in the same connected component of the realization space are lattice isotopic. Recall that two arrangements are called lattice isotopic if they are connected by a one-parameter family of arrangements with constant intersection lattice.

The Ceva arrangement contains as a subarrangement a MacLane arrangement (described in [22, Example 10.7]), hence any two realizations of Ceva are either in the same connected component of the realization space (hence lattice isotopic) or one of them is in the same connected component of the realization space as the conjugate of the other.

$(3,3)$-nets with precisely 9 triple points are actually lattice isotopic (see for instance [25, Prop. 3.7] and [2, Prop. 4.6]), since only one of the three possible combinatorial
types of arrangements, described in [11, Thm2.2.1] (see also [2, Fig. 5]), corresponds to a net, and its realization space is connected.

One can also see that (3, 3)-nets with 10 triple points are lattice isomorphic using [2, Prop. 4.8], since only one of the two combinatorial types given there can be a net. It follows that a (3, 3)-net with 10 triple points is combinatorially equivalent to the Pappus arrangement. Hence (3, 3)-nets with 10 triple points are lattice isotopic, by [17, Thm 3.15]).

Consider now the case of (3,4)-nets. Then there are two main classes of Latin squares (see [12]), with representatives:

\[
M_1 := \begin{pmatrix}
1 & 2 & 3 & 4 \\
2 & 3 & 4 & 1 \\
3 & 4 & 1 & 2 \\
4 & 1 & 2 & 3
\end{pmatrix} \quad M_2 := \begin{pmatrix}
1 & 2 & 3 & 4 \\
2 & 1 & 4 & 3 \\
3 & 4 & 1 & 2 \\
4 & 3 & 2 & 1
\end{pmatrix}
\]

For each one of them, we have a realization space (as arrangements of hyperplanes in \(\mathbb{P}^2\mathbb{C}\)) of strictly positive dimension ([24], [21]). We give a classification of the (3, 4)-nets having only double and triple points. Since the Latin squares give the intersection pattern of mixed triple points, it remains to test the existence of arrangements with only double and triple points inside each of the subarrangements \(A_i\).

It is easy to observe that, when \(A\) is a reduced pencil, there are two possible configurations for the lines in the subarrangements \(A_j\): we say that \(A_j\) is of type (i) if \(A_j\) has a triple point, and of type (ii) otherwise.

**Theorem 2.5.** Let \(A = A_1 \cup A_2 \cup A_3\) be an arrangement of 12 lines in \(\mathbb{P}^2\mathbb{C}\) defined by a (3,4)-net via a Latin square \(M_j\), \(j \in \{1, 2\}\), and having only double and triple points. Then, for each \(j\), exactly one of the following situations holds:

1. All the subarrangements \(A_i\), \(i \in \{1, 2, 3\}\), are of type (ii), \(A\) having 16 triple points.
2. All the subarrangements \(A_i\), \(i \in \{1, 2, 3\}\), are of type (i), \(A\) having 19 triple points.
3. Two of the subarrangements \(A_i\) are of type (ii) and the third one is of type (i), \(A\) having 17 triple points.

Moreover, the number of triple points classifies the arrangements up to isomorphism, that is, each of the above situations is represented by a unique lattice isomorphism class of the arrangement \(A\).

**Proof.** A straightforward but lengthy computation, (even taking into account the symmetries) partly done by MAPLE, using the description of the realisability space of (3, 4)-nets given in [24], shows both the existence of examples for each item in the list and disproves the existence of an arrangement \(A\) that has a triple point in
two out of three subarrangements $A_i$, $i \in \{1, 2, 3\}$. Obviously the arrangements described in (1) are all lattice isomorphic.

Let us discuss now the second case. Assume $A$ has a triple point in each of the subarrangements $A_i$, $i \in \{1, 2, 3\}$. In fact, a (partly MAPLE assisted) computation using the equations (with coefficients having three degrees of freedom) of the lines of a realizable (3, 4)-net given in [24, Sect.4] shows that, assuming there are triple points in two of the subarrangements $A_i$, there must be a triple point in the third subarrangement. Consider first that the arrangement $A$ is associated to the Latin square $M_1$.

Using the equations of the lines given in [24], we have identified 16 possible configurations for the triple points of $A$ (only the placement of non-mixed triple points may vary). For instance, if the triple point inside $A_1$ is given by the intersection of the lines $(L_1, L_2, L_3)$, then 4 configurations are obtained by varying the lines passing through the triple point in $A_2$, as follows. If the triple point in $A_2$ is the intersection of $(L_5, L_6, L_7)$, then one gets in $A_3$ the triple point $(L_{10}, L_{11}, L_{12})$; if the triple point in $A_2$ is the intersection of $(L_5, L_6, L_8)$, then one gets in $A_3$ the triple point $(L_9, L_{10}, L_{11})$; if the triple point in $A_2$ is the intersection of $(L_5, L_7, L_8)$, then one gets in $A_3$ the triple point $(L_9, L_{10}, L_{12})$; respectively, if the triple point in $A_2$ is the intersection of $(L_6, L_7, L_8)$, then one gets in $A_3$ the triple point $(L_9, L_{11}, L_{12})$.

The 12 remaining configurations appear when we vary the lines through the triple point in $A_1$. We show that all 16 arrangements (configurations) $A$ are lattice isomorphic. The first 4 arrangements can be obtained one from another by re-labelling the lines inside the subarrangements $A_2$ and $A_3$ by a permutation by some power $\sigma^i$, $1 \leq i \leq 3$, of the cycle $\sigma := (1234)$, the same power for both $A_2$ and $A_3$.

The same property holds for the other three sets of 4 configurations. So we are left, up to lattice isomorphism, to 4 configurations. Since $M_1$ is symmetric in $A_1$, $A_2$ (i.e. replacing the lines by columns in the same order leaves the square unchanged), it follows easily that all configurations are isomorphic (just define lattice isomorphisms that permute the subarrangements $A_1$ and $A_2$).

The $M_2$ case is treated similarly.

When (3) happens, we notice that, as lattice isomorphism type, there is no distinction between an arrangement $A$ with the non-mixed triple point in the arrangement $A_i$ and an arrangement $A$ with the non-mixed triple point in the arrangement $A_j$, $j \neq i$. The proof of this claim uses as before the symmetries that appear in the Latin square $M_i$, $i = 1, 2$, and an appropriate re-labelling of the lines. First we show that we may assume without losing the generality that the triple point is in $A_1$. Notice that both Latin squares $M_1$ and $M_2$ are symmetric in $A_1$ and $A_2$. Moreover, the second Latin square is symmetric with respect to all the sub-arrangements $A_i$, so in this case one can assume that the triple point is, for instance, in $A_1$. In the $M_1$ case, we still need to find a lattice isomorphism between an arbitrary arrangement $A' = A'_1 \cup A'_2 \cup A'_3$ with the triple point in $A'_3$ and an arrangement with the triple point in $A_1$. 
It is enough to re-label some of the lines in $\mathcal{A}'$ as follows: $L_i \leftrightarrow L_{i+8}$ for $i = 1, \ldots, 4$ and $L_6 \leftrightarrow L_8$, to obtain an arrangement with a triple point in $\mathcal{A}_1$ and the pattern of mixed triple intersection points described by $M_1$ (that is, the representative of the class as presented in 2.2, not some other Latin square in its main class).

It remains to be seen that any two arrangements with a non-mixed triple point in $\mathcal{A}_1$ are isomorphic. This triple point may appear as the intersection of $(L_1, L_2, L_3)$, $(L_1, L_2, L_4)$, $(L_1, L_3, L_4)$ or respectively $(L_2, L_3, L_4)$. So there are a priori 4 types of arrangements $\mathcal{A}$ to consider. We show that all are lattice isomorphic to an arrangement where the triple point is given by the intersection of $(L_1, L_2, L_3)$.

Assume $\mathcal{A}$ has the mixed triple points given by $M_1$. For instance, the arrangement with the triple point $(L_1, L_2, L_4)$, via a re-label of its lines in $\mathcal{A}_1$ and $\mathcal{A}_3$ by the rule $L_i \leftrightarrow L_{\sigma(i)}$, $L_{i+8} \leftrightarrow L_{\sigma(i)+8}$, $i = 1, \ldots, 4$, gives an arrangement with the triple point $(L_1, L_2, L_3)$ and the pattern of mixed triple points unchanged. Similarly, if the arrangement has the triple point $(L_1, L_3, L_4)$, (respectively $(L_2, L_3, L_4)$), the lines in $\mathcal{A}_1$ and $\mathcal{A}_3$ may be re-labelled by the rule $L_i \leftrightarrow L_{\sigma^2(i)}$, $L_{i+8} \leftrightarrow L_{\sigma^2(i)+8}$, $i = 1, \ldots, 4$, (respectively $L_i \leftrightarrow L_{\sigma^3(i)}$, $L_{i+8} \leftrightarrow L_{\sigma^3(i)+8}$, $i = 1, \ldots, 4$), to give arrangements with the triple point $(L_1, L_2, L_3)$ and the pattern of mixed triple points given by the Latin square $M_1$.

If $\mathcal{A}$ has the mixed triple points given by $M_2$, a similar argument applies.

We give a series of examples of arrangements realizable over $\mathbb{Q}$ illustrating all the situations from the above theorem.

**Example 2.6.** If $\mathcal{A}$ is associated to a Latin square of type $M_1$:

1. The arrangement $L_1 = (y)$, $L_2 = (10x + y + z)$, $L_3 = (10x + 76y + 43z)$, $L_4 = (5x + z)$, $L_5 = (x)$, $L_6 = (40x + 19y + 40z)$, $L_7 = (175x + 10y + 43z)$, $L_8 = (2y + z)$, $L_9 = (10x - y)$, $L_{10} = (x + y + z)$, $L_{11} = (175x + 76y + 43z)$, $L_{12} = (z)$ has no other triple point besides the 16 mixed triple points. All intersection points in each subarrangement $\mathcal{A}_i$ are double. Thus, the arrangement has $6 \cdot 3 = 18$ double points.

2. The arrangement $L_1 = (y)$, $L_2 = (-x + y + z)$, $L_3 = (2x + 4y + 3z)$, $L_4 = (-x + z)$, $L_5 = (x)$, $L_6 = (x + 2y + z)$, $L_7 = (-x + y + 3z)$, $L_8 = (2y + z)$, $L_9 = (-x - y)$, $L_{10} = (x + y + z)$, $L_{11} = (-x + 4y + z)$, $L_{12} = (z)$ has three triple points (besides the 16 mixed triple points), one in each subarrangement $\mathcal{A}_i$: $L_1 \cap L_2 \cap L_4$, $L_5 \cap L_6 \cap L_8$, $L_9 \cap L_{10} \cap L_{12}$. Thus, in this arrangement there are 9 double points, 3 double points in each subarrangement $\mathcal{A}_i$.

3. The arrangement $L_1 = (y)$, $L_2 = (-2x + y + z)$, $L_3 = (-2x + 4y + z)$, $L_4 = (5x + z)$, $L_5 = (x)$, $L_6 = (8x - 25y + 8z)$, $L_7 = (13x - 2y + z)$, $L_8 = (2y + z)$, $L_9 = (10x + 5y)$, $L_{10} = (x + y + z)$, $L_{11} = (13x + 4y + z)$, $L_{12} = (z)$ has one triple point (besides the 16 mixed triple points) in the subarrangement $\mathcal{A}_3$: $L_5 \cap L_7 \cap L_8$. All the other intersection points are double. Hence, there are 15 double points.
If \( \mathcal{A} \) is associated to a Latin square of type \( M_2 \):

1. The arrangement \( L_1 = (y), L_2 = (2x + y + z), L_3 = (12x + 15y + 13z) \), 
   \( L_4 = (12x + z), L_5 = (x), L_6 = (4x + 5y + 4z), L_7 = (24x + 12y + 13z) \), 
   \( L_8 = (3y + z), L_9 = (12x - 3y), L_{10} = (x + y + z), L_{11} = (24x + 15y + 13z) \), 
   \( L_{12} = (z) \) has only double points (3 in each subarrangement \( \mathcal{A}_i \)) besides the 
   16 mixed triple points.

2. The arrangement \( L_1 = (y), L_2 = (x + 5y + 5z), L_3 = (-2x - 8y + z) \), 
   \( L_4 = (2x + 5z), L_5 = (x), L_6 = (x + 4y + z), L_7 = (4x + 10y - 5z) \), 
   \( L_8 = (-2y + z), L_9 = (2x + 10y), L_{10} = (x + y + z), L_{11} = (4x + 40y - 5z) \), 
   \( L_{12} = (z) \) has three triple points besides the 16 mixed triple points, one in 
   each subarrangement \( \mathcal{A}_i \): \( L_1 \cap L_2 \cap L_4, L_5 \cap L_7 \cap L_8 \), respectively \( L_9 \cap L_{10} \cap L_{11} \) 
   and 9 double points, 3 double points in each subarrangement \( \mathcal{A}_i \).

3. The arrangement \( L_1 = (y), L_2 = (3x + y + z), L_3 = (3x - y + 5z), L_4 = (3x + z) \), 
   \( L_5 = (x), L_6 = (3x - y + 3z), L_7 = (9x + 3y + 5z), L_8 = (-2y + z) \), 
   \( L_9 = (3x + 2y), L_{10} = (x + y + z), L_{11} = (9x - y + 5z), L_{12} = (z) \) has only 
   one triple point \( L_1 \cap L_2 \cap L_4 \) besides the 16 mixed triple points and 15 double 
   points (3 double points in the subarrangement \( \mathcal{A}_1 \) and 6 double points in each 
   of the subarrangements \( \mathcal{A}_2 \) and \( \mathcal{A}_3 \)).

Remark 2.7. Although one can easily produce examples of (3, 5)-nets that have at 
most triple points, a complete classification by the lattice isomorphism type is work 
in progress by the authors.

3. Nets and monodromy

When necessary, we may look at \( \mathcal{A} \) as an essential central arrangement in \( \mathbb{C}^3 \). 
This does not affect the definition of the associated Milnor fiber, which is our object 
of focus for this section. In this context, we make a brief inventory of some useful 
definitions and results.

Let \( A_k^* (\mathcal{A}) \) be the Orlik-Solomon algebra with coefficients over the field \( k \) of 
the arrangement \( \mathcal{A} \). By definition, \( A_k^1 (\mathcal{A}) \) is freely generated by \( \{a_H \}_{H \in \mathcal{A}} \). Let \( \omega := \sum_H a_H \), and denote by \( \mu_\omega \) the multiplication by \( \omega \) in \( A_k^* (\mathcal{A}) \). The Aomoto complex 
associated to \( \omega \) is the cochain complex:

\[
(A_k^*(\mathcal{A}), \mu_\omega) = \{ A_k^*(\mathcal{A}) \xrightarrow{\mu_\omega} A_k^{*+1}(\mathcal{A}) \}_{* \geq 0},
\]

If \( k = \mathbb{F}_p \), set

\[
\beta_{qp}(\mathcal{A}) := \dim_k H^q (A_k^*(\mathcal{A}), \mu_\omega) \quad \text{for} \quad q \geq 0.
\]

the Aomoto-Betti numbers.
It is well known that we have an equivariant decomposition, consequence of the order \( d \) geometric monodromy of the Milnor fiber:

\[
H_1(F_A, \mathbb{Q}) = \bigoplus_{m|d} \left( \frac{\mathbb{Q}[t]}{\Phi_m} \right)^{b_m(A)},
\]

where \( \Phi_m \) is the \( m \)th cyclotomic polynomial and the exponents \( b_m(A) \) depend on \( m \) and \( A \); see for instance \([18, 13]\). When \( A \) has only double and triple points, then \( b_m(A) \neq 0 \) implies that either \( m = 1 \) or \( m = 3 \). One has \( b_m(A) = 0 \) for \( m > 1 \) when \( m \) does not divide \( d = |A| \) or if there are no points in \( A \) of multiplicity a multiple of \( m \). In particular \( h^1 = 1d \) when \( d \) is a prime number, see \([5]\).

The exponents \( b_m(A) \) are connected by modular inequalities to the Aomoto-Betti numbers, via local coefficients cohomology of the complement. To state them, let \( T(M) = \text{Hom}(\pi_1(M), \mathbb{C}^*) \) be the affine torus parametrizing the rank one local systems on the hyperplane complement \( M \) of \( A \). When \( m|d \), with \( d = |A| \), we denote by \( \rho(m) = \frac{1}{m} \in T(M) \) the rank one local system whose monodromy about each line \( L \in A \) is \( \lambda(m) = \exp(2\pi i/m) \).

Recall the following inequality, playing a key role in the proofs below.

**Theorem 3.1** \(([4, 20])\). Assume \( M \) is the complement of a central arrangement \( A \) and \( \rho = 1/p^s \) a rational equimonodromical local system on \( M \) with \( p \) prime and \( s \geq 1 \), and denote \( b_1(M, 1/p^s) := \dim H^1(M, \rho, \mathbb{C}) \). Then

\[
b_1(M, 1/p^s) \leq \beta_{1p}(A).
\]

On the other hand one knows that \( b_m(A) = b_1(M, 1/m) \), hence \( b_{m=p^s}(A) \) has \( \beta_{1p}(A) \) as upper bound.

If \( X \in L(A) \) is an arbitrary element in the intersection lattice of an arbitrary arrangement \( A \), denote by \( m_X \) the number of hyperplanes that contain \( X \), that is \( m_X = \#\{H \in A \mid X \subseteq H\} \) and let \( A_X \) be the subarrangement of \( A \) consisting of all hyperplanes that contain \( X \).

The next lemma reduces the computation of \( \beta_{1p}(A) \) to solving a system of linear equations.

**Lemma 3.2.** \(([15, Lemma 3.3])\) Let \( A \) be an arbitrary central arrangement and \( p \) a prime. \( \eta = \sum_{H \in A} \eta_H a_H \in A^1_{\mathbb{F}_p}(A) \) is a 1-cocycle for \((3.1)\) if and only if one has

\[
\sum_{H \supset X} \eta_H = 0, \text{ if } p \mid m_X,
\]

or

\[
\eta_H = \eta_K, \quad \forall H \neq K \in A_X, \text{ if } p \nmid m_X,
\]

for every rank 2 element \( X \in L(A) \).

By the above Lemma 3.2, the computation of \( \beta_{1p}(A) \) resumes to solving a system \( S \) with \( \mathbb{F}_p \) coefficients of linear equations, with variables labelled by the lines of \( A \).
The equations are in one to one correspondence to the multiple points of $\mathcal{A}$. A solution for $\mathbf{S}$ is precisely the set of coefficients in $\mathbb{F}_p$ of an arbitrary 1-cocycle $\eta$ of the complex (3.1). Hence Lemma 3.2 helps us compute the dimension of the space of 1-cocycles of the complex (3.1) (that is, the dimension of the space of solutions of $\mathbf{S}$). It is easy to see that the dimension of the space of 1-coboundaries of the same complex (3.1) is 1.

We call a solution $(a_H)_{H \in \mathcal{A}}$ of $\mathbf{S}$ constant if there exists $a \in \mathbb{F}_p$ such that $a_H = a$, for all $H \in \mathcal{A}$, and non-constant otherwise. We will call $a_H \in \mathbb{F}_p$ the weight associated to the line $H$.

**Proposition 3.3.** Let $\mathcal{A} \subset \mathbb{P}^2 \mathbb{C}$ be an arrangement with $|\mathcal{A}| \leq 9$ such that $\mathcal{A}$ has only double and triple points and the monodromy operator $h^1 : H^1(F) \to H^1(F)$ is not trivial. Then the arrangement $\mathcal{A}$ is composed of a reduced pencil.

**Proof.** The above discussion shows that $h^1 \neq Id$ implies that $d = |\mathcal{A}|$ is divisible by 3, i.e. $d = 3$, or $d = 6$, or $d = 9$. We give the details only for the case $d = 9$ since the other two cases are very simple and similar.

We make a discussion on the number of double points of the arrangement.

Assume $\mathcal{A} = \{L_1, \ldots, L_9\}$ has no double points (hence $\mathcal{A}$ has 12 triple points). The rigidity of this configuration will lead us to the conclusion that $\mathcal{A}$ is isomorphic to the Ceva arrangement. Since all the hyperplanes (lines) intersect each other, then each line contains 4 triple points. One may assume that $L_1 \cap L_2 \cap L_3$, $L_1 \cap L_4 \cap L_7$, $L_1 \cap L_5 \cap L_8$, $L_1 \cap L_6 \cap L_9$ are the triple points on $L_1$.

Let us look now at the triple points on $L_2$. $L_2 \cap L_7$ must be a triple point, and the third line that contains this point may be one of the following: $L_5, L_6, L_8, L_9$. Without losing generality, one may assume that $L_2 \cap L_5 \cap L_7$ is the triple point. We search the third line passing through the triple point $L_2 \cap L_8$. It can be either $L_4$ or $L_6$ (or $L_9$, but this is reducible to the $L_6$ case, modulo a re-labelling $6 \leftrightarrow 9$). If $L_2 \cap L_5$ would be on the line $L_4$, then this would force $L_2 \cap L_6$ to be on the line $L_9$, contradiction to the fact that $L_1 \cap L_6 \cap L_9$ is a triple point. Then necessarily $L_2 \cap L_6 \cap L_8$ is a triple point, and this forces the existence of the triple point $L_2 \cap L_4 \cap L_9$. Now, the triple point $L_4 \cap L_8$ can only be on the line $L_3$. Successively, we conclude that the line $L_9$ must pass through the triple point $L_7 \cap L_8$, then $L_6$ must pass through the triple point $L_3 \cap L_7$. Finally, we necessarily must have the triple points $L_3 \cap L_5 \cap L_9$ and $L_4 \cap L_5 \cap L_6$. But this describes exactly the lattice of the Ceva arrangement.

For the remaining case, when $\mathcal{A}$ has at least one double point, we need to recall the inequality from 3.1. By hypothesis, $b_3(\mathcal{A}) = b_1(M, 1/3) > 0$, hence by 3.1 one has $\beta_{13}(\mathcal{A}) \geq 1$.

The computation of $\beta_{13}(\mathcal{A})$ resumes to solving over $\mathbb{F}_3$ the system $\mathbf{S}$ of linear equations, with variables labelled by the lines of $\mathcal{A}$. Since $\beta_{13}(\mathcal{A}) \geq 1$, the dimension of the space of solutions of the system $\mathbf{S}$ associated to $\mathcal{A}$ is at least 2, so $\mathbf{S}$ admits a non-constant solution $(a_L)_{L \in \mathcal{A}}$. We show that this implies that $\mathcal{A}$ is a reduced pencil. The converse of this claim, i.e. the fact that a line arrangement defined by a $(3,3)$-net
We have that $b_3(\mathcal{A}) = b_1(M, 1/3) > 0$, hence a reduced pencil necessarily has $\beta_3(\mathcal{A}) \geq 1$.

Assume $\mathcal{A}$ has at least one double point. The number of double points is divisible by three, so, in this case, $\mathcal{A}$ must have at least three double points. Fix three arbitrary double points in the lattice of $\mathcal{A}$. We consider two different cases.

(1) If the three double points are not collinear, let $L_1, L_2, L_3$ be the triangle that realizes these points, and denote by $a_1, a_2, a_3$ the weights (for the considered non-constant solution) of $L_1, L_2, L_3$. From 3.5 we get $a := a_1 = a_2 = a_3$. We can choose a line $L_4$ with associated weight $b_1$, and $b_1 \neq a$. If $L_4$ meets any of the lines $L_1, L_2, L_3$ in a double point, then, by 3.5, we get $b_1 = a$. Otherwise, $L_4$ must intersect each of the lines $L_1, L_2, L_3$ in triple points. So, there are three new lines $L_7, L_8, L_9$, with corresponding weights $c_1, c_2, c_3$ such that $(L_1, L_4, L_7), (L_2, L_4, L_9)$ and $(L_3, L_4, L_8)$ intersect in triple points. By 3.4 we have that $c := c_1 = c_2 = c_3$ and $a + b + c = 0$. If any of the intersections $L_1 \cap L_8$ and $L_1 \cap L_9$ would be a double point then $a = b = c$. Otherwise, all intersections corresponding to couples of weights $(a_i, c_j)$ must be triple points. Then through the intersection $L_1 \cap L_8$ passes another line, which must be different from $L_4$. Denote this new line by $L_5$. By 3.4, the weight $b_2$ corresponding to $L_5$ satisfies the equation $a_1 + b_2 + c_2 = 0$, hence $b := b_1 = b_2$. By a similar argument the intersection $L_1 \cap L_9$ contains a line $L_6$ different from $L_4$ and $L_5$. If $L_6$ would coincide with any of the lines of weights $a$ or $c$ then we would get $a = b = c$. Otherwise, $L_6$ must be different from any $L_i$, $i \neq 6$, and have corresponding weight $b_3 = b$.

So $\mathcal{A} = \{L_1, \ldots, L_9\}$ and we have up to now the following triple points: $L_1 \cap L_4 \cap L_7$, $L_2 \cap L_4 \cap L_9$, $L_3 \cap L_4 \cap L_8$, $L_1 \cap L_6 \cap L_9$, $L_1 \cap L_7 \cap L_8$. If any of the intersections of lines corresponding to couples of weights $(a_i, b_j)$, $(a_i, c_j)$ or $(b_i, c_j)$, for $i, j \in \{1, 2, 3\}$ would be double points, then we would have $a = b = c$. Otherwise, we have the triple points $L_3 \cap L_5 \cap L_9$, $L_4 \cap L_5 \cap L_7$, $L_2 \cap L_5 \cap L_8$, $L_2 \cap L_7 \cap L_8$. For instance, let us explain in detail why should the point $L_3 \cap L_5 \cap L_9$ exist. We know that $L_5 \cap L_9$ cannot be a double point, since this would imply $b = c = a$. Moreover, the third line that passes through this point must a line of weight $a$, otherwise we obtain once again $b = c = a$. In conclusion, $L_5 \cap L_9$ is a triple point, and the third line that contains this point must be $L_1$, $L_2$ or $L_3$. On the other hand, the existence of the triple points $L_2 \cap L_4 \cap L_9$ and $L_1 \cap L_6 \cap L_9$ forces this line to be $L_3$, hence the triple point $L_3 \cap L_5 \cap L_9$.

The existence of the other three triple points $(L_3 \cap L_6 \cap L_7, L_2 \cap L_6 \cap L_8, L_2 \cap L_5 \cap L_7)$ bears a similar argument.

In conclusion, in this case, in order to have the space of solutions of $\mathbf{S}$ of dimension at least 2, $\mathcal{A}$ needs to be a $(3, 3)$-net, with $\mathcal{A}_1 = \{L_1, L_2, L_3\}$, $\mathcal{A}_2 = \{L_4, L_5, L_6\}$, $\mathcal{A}_3 = \{L_7, L_8, L_9\}$. We already assumed that $\mathcal{A}_1$ contains only double points. As for the remaining subarrangements, it follows from Thm. 2.2 one can
have either double points in both $\mathcal{A}_2$ and $\mathcal{A}_3$, or double points in one of them and a triple point in the remaining subarrangement.

(2) Assume $\mathcal{A}$ has three collinear double points, say on a line $L_1 \in \mathcal{A}$. Denote by $L_2, L_3, L_4$ the lines that realize these double points by intersecting $L_1$. Then, since all the other lines in $\mathcal{A}$ intersect $L_1$ and $|\mathcal{A}| = 9$, there must be another line $L_5$ that intersects $L_1$ in a double point. By 3.5, the weights $a_1, \ldots, a_5$ corresponding to the lines $L_1, \ldots, L_5$ are equal. Denote by $a$ their common value. Take an arbitrary line $L_6 \in \mathcal{A}$, different from the previous ones, of weight $b$. If $L_6$ intersects any of the lines $L_1, \ldots, L_5$ in a double point, then $a = b$. Otherwise, assume that $L_6$ intersects any of the lines $L_1, \ldots, L_5$ in triple points. A triple point of type $L_i \cap L_j \cap L_k$, for $i, j \in \{1, \ldots, 5\}$ would lead, by 3.4, to $a = b$. So the only possibility for $\mathcal{S}$ to have a solution space of dimension at least 2 would be that $L_6$ to intersect the lines $L_1, \ldots, L_5$ in triple points of type $K_i \cap L_i \cap L_6$, $i \in \{1, \ldots, 5\}$, with $\{L_1, \ldots, L_6\} \cap \{K_1, \ldots, K_5\} = \emptyset$, but this contradicts the fact that $|\mathcal{A}| = 9$.

The above proof gives an elementary argument for a result of Libgober ([14, Thm 1.2]), in the case $m = 3$ (where $d = 3m$ is the number of lines of $\mathcal{A}$). The result states that projective line arrangements with only double and triple points have non-trivial monodromy action on the degree 1 cohomology module of the Milnor fiber must be reduced pencils.

In the final part of this paper we extend Libgober’s result to line arrangements $\mathcal{A}$ with $|\mathcal{A}| \leq 14$, having points of multiplicity $\leq 5$.

We give now a number of results to be used in the proof of Theorem 3.8. Unless otherwise specified, $\mathcal{A}$ is an arrangement with points of multiplicity up to 5, having at least a quadruple or a quintuple point (otherwise the result follows from Libgober’s Theorem).

**Lemma 3.4.** Let $\mathcal{A}$ be such that $|\mathcal{A}| = 12$ and $b_2(\mathcal{A}) \neq 0$. Then the system $\mathcal{S}$ with $\mathbb{F}_2$ coefficients admits a non-constant solution $(a_H)_{H \in \mathcal{A}} \in \mathbb{F}_2^{|\mathcal{A}|}$, and there is a partition $\mathcal{A}_a \sqcup \mathcal{A}_b$ of $\mathcal{A}$, $|\mathcal{A}_a| = |\mathcal{A}_b| = 6$, such that $a_H = a$, for all $H$ in $\mathcal{A}_a$, and $a_H = b \neq a$, for all $H$ in $\mathcal{A}_b$.

**Proof.** The hypothesis $b_2(\mathcal{A}) \neq 0$ implies (via Theorem 3.1) that $\beta_{12} > 0$, that is, the space of solutions of $\mathcal{S}$ has dimension at least 2. This means, we have a non-constant solution $(a_H)_{H \in \mathcal{A}}$. This solution gives a partition of the set $\{1, 12\} \setminus \{1\}$ into $\{i \in 1, 12 \mid a_{H_i} = a\} \cup \{i \in 1, 12 \mid b_{H_i} = b\}$, $b \neq a$, and consequently a partition $\mathcal{A}_a \sqcup \mathcal{A}_b$ of the set of lines of $\mathcal{A}$. We will prove that $|\mathcal{A}_a| = |\mathcal{A}_b| = 6$.

Consider the multiple points on a line $H \in \mathcal{A}_a$. To have $a \neq b$, each intersection point of $H$ to a line in $\mathcal{A}_b$ must be a quadruple point, containing two lines from $\mathcal{A}_a$ and two lines from $\mathcal{A}_b$. Hence the lines from $\mathcal{A}_b$ intersect $H$ in pairs, so $|\mathcal{A}_b| = 2k$, $|\mathcal{A}_a| \geq k + 1$ and $3k + 1 \leq 12$. The only possible values for $k$ are 1, 2 and 3. It is easy to see that in the first two cases any line in $\mathcal{A}_b$ would contain a multiple point for which the associated equation ((3.4) or (3.5)) would translate into $a = b$. \qed
Lemma 3.5. If $|A| = 12$ and $S$ admits a non-constant solution, then each line of the arrangement contains exactly 3 quadruple points.

Proof. In the notations of Lemma 3.4, consider the intersections of a given line $L$ in $A$ of weight, say, $a$, by an arbitrary line of weight $b \neq a$. Unless this intersection point is a quadruple point formed by lines of weights $a, a, b, b$ we get $a = b$. This means the lines of weight $b$ intersect $L$ in pairs, in quadruple points. Since there are six lines of weight $b$, there must be exactly three quadruple points on $L$, each giving (by (3.5)) an equation of type $a + a + b + b = 0$. □

Let $L \cup K$ be a partition of the set of lines of an arrangement $A$. We name the multiple points of $A$ by the induced partition of their lines. For instance, a quadruple point in $A$ is called of type $(LKLK)$ if it is the intersection of two lines in $L$ and two lines in $K$.

Lemma 3.6. In the above notations, there is no arrangement $A$ of 14 lines that admits a partition into two subsets $A = L \cup K$ such that $|L| = 6$, $|K| = 8$ and each line in $L$ contains exactly 4 quadruple points of type $(LKLK)$, while each line in $K$ contains exactly 3 quadruple points of type $(LKLN)$.

Proof. We find equations for the lines in $L$, depending in all of 4 parameters. Each line of type $K$, containing 3 quadruple points of type $(LKLN)$ (q.p. for short) will impose an equation, so we’ll get 8 equations, giving in the end 4 distinct equations. Then we show that this system has no solution satisfying the imposed conditions.

Step 1. Partition of $L$ into 3 sets.

Consider a line $L_1 \in L$. The remaining 5 lines have to determine 4 q.p. on $L_1$, so there is one of them, call it $L_2$, such that $A = L_1 \cap L_2$ is a double point (d.p. for short) of the arrangement. Denote $L_3$ any of the remaining 4 lines in $L$. Each of the lines $L_1$ and $L_2$ intersect $L_3$ in q.p. points, so the remaining (unlabelled) 3 lines produce 2 q.p. on $L_3$. Let $L_4$ denote the line among them such that $B = L_3 \cap L_4$ is a d.p.. Denote the remaining lines by $L_5$ and $L_6$ and note that $C = L_5 \cap L_6$ is a double point.

Step 2. The points $A, B, C$ are collinear

To prove this we use Pascal Hexagon Theorem: if the vertices of a hexagon sit on a conic, then the intersection of the opposite edges are collinear points.

Our hexagon is the union of the 6 lines in $L$. The pairs of opposite edges are $(L_1, L_2)$, $(L_3, L_4)$ and $(L_5, L_6)$. Choose the order $L_1, L_3, L_5, L_2, L_4, L_6$ (this does not restrict the generality, see step 4, where all the possible orderings are considered). Then the vertices are $v_1 = L_1 \cap L_3$, $v_2 = L_3 \cap L_5$, $v_3 = L_5 \cap L_2$, $v_4 = L_2 \cap L_4$, $v_5 = L_4 \cap L_6$ and $v_6 = L_6 \cap L_1$.

Consider the vertices $v_1$ and $v_3$. Note that there are 2 lines of type K passing through $v_1$. Any such line will meet again the union of lines in $L$ exactly in two q.p. constructed above, not situated on the lines $L_1$ or $L_3$. There are only two points of this type on $L_5$, so one of these lines is the line determined by $v_1$ and $v_3$. Call it $K_1$. 
We claim that the third q.p. on $K_1$ is exactly $v_5$. Indeed, the 3 q.p. on $K_1$ should involve all the 6 lines in $L$, each occurring exactly once, and this yields our claim.

In exactly the same way we show that there is a line $K_2$ containing the other 3 vertices $v_2$, $v_4$ and $v_6$. The union $K_1 \cup K_2$ is the conic allowing us to apply Pascal’s Theorem.

**Step 3.** The equations for the lines in $L$

By throwing the point $v_6$ at infinity, and choosing well the coordinates $(x, y)$ in the affine plane $\mathbb{C}^2$ we can assume the following.

$A = (0, 0), B = (b, 0)$ for $b \in \mathbb{C}^*$, $b \neq 1$ and $C = (1, 0)$.

$L_1 : x = 0, L_2 : y = x, L_3 : y = a(x - b)$ and $L_4 : y = c(x - b)$ with $a, c \in \mathbb{C}^*$ and $a \neq c, L_5 : y = d(x - 1)$ with $d \in \mathbb{C}^* \setminus \{1\}, d \neq a \neq c$ and $L_6 : x = 1$.

Hence the 4 parameters are $a, b, c, d$.

**Step 4.** The 4 equations for the 4 parameters

They are obtained as follows. We have to list the partitions of the set $L$ into 3-subsets with cardinal two each, such that $L_1, L_2$, resp. $L_3, L_4$ and $L_5, L_6$ are not in the same subset. Here is the list, obtaining by considering all the possible circular ordering of the 6 lines in $L$ such that $L_1, L_2, L_3, L_4$ and $L_5, L_6$ are opposite edges.

1. $(L_1, L_3), (L_5, L_2), (L_4, L_6) 2. (L_1, L_3), (L_6, L_2), (L_4, L_5)$
2. $(L_1, L_4), (L_5, L_2), (L_3, L_6) 4. (L_1, L_4), (L_6, L_2), (L_3, L_5)$
3. $(L_1, L_5), (L_3, L_2), (L_6, L_4) 6. (L_1, L_5), (L_4, L_2), (L_6, L_3)$
4. $(L_1, L_6), (L_3, L_2), (L_5, L_4) 8. (L_1, L_6), (L_4, L_2), (L_5, L_3).$

Since there are 8 $K$-lines and the 3 q.p. on each such line give a partition of the lines in $L$ as described before, each partition corresponds to 3 q.p. which should be on a $K$-line. However, due to the converse of the Pascal’s Hexagon Theorem, the 8 triplets give rise to only 4 distinct equations.

Indeed, if we write that the 3 points corresponding to the first partition $v_1, v_3, v_5$ are collinear, then we get by Pascal’s Theorem that the 3 points corresponding to the 8-th partition (which are nothing else but the vertices $v_2, v_4, v_6$ in Step 2) are also collinear.

A simple analysis shows that the 4 independent equations come from the first 4 partitions above. The corresponding equations are the following.

\begin{equation}
(3.6) \quad ab - bdc + dc - d = 0.
\end{equation}

\begin{equation}
(3.7) \quad (abc - cd)(1 - b) - bc + d = 0.
\end{equation}

\begin{equation}
(3.8) \quad ad - abd + bc - d = 0.
\end{equation}

\begin{equation}
(3.9) \quad abd - ad - ab^2c - ab + d + abc = 0.
\end{equation}

It is easy to check that the system given by the equations (3.6), (3.7), (3.8) and (3.9) has no solution. \qed
**Remark 3.7.** In [8, Remark 1.3], the first author gives an example of an arrangement consisting of 15 lines having points of multiplicity 6, which satisfies $h^1 \neq Id$, but it is not composed of a reduced pencil. This shows that the next result is optimal.

**Theorem 3.8.** Let $A \subset \mathbb{P}^2 \mathbb{C}$ be an essential line arrangement with $|A| \leq 14$ such that $A$ has points of multiplicity up to 5. Assume the monodromy operator $h^1 : H^1(F) \to H^1(F)$ is not trivial. Then $A$ is either a reduced $(3, q \leq 4)$-net or a reduced $(4, 3)$-net. In particular, the non-triviality of the monodromy $h^1 : H^1(F) \to H^1(F)$ is detected by the combinatorics for such line arrangements $A$.

**Proof.** We give details only for the cases $|A| = 12$ and $|A| = 14$. The other cases that may need a proof ($|A| \in \{6, 8, 9, 10\}$) may be treated in a similar manner, but are much simpler to analyse. These two cases we consider are very different: in the case $|A| = 12$ we get $(3, 4)$ or $(4, 3)$ nets, while the case $|A| = 14$ is shown to be impossible.

Assume $|A| = 12$. Notice that, since we are dealing only with points of multiplicity up to 5, by [16, Thm.3.13] we have that $b_m(A) = 0, \forall m \neq 2, 3, 4$. Then the non-triviality of the monodromy implies that one of the exponents $b_2(A), b_3(A), b_4(A)$, in the formula (3.3) is non-zero. By Theorem 3.1, $b_2(A)$ and $b_4(A)$ have $\beta_{12}$ as upper bound, while $b_3(A)$ has $\beta_{13}$ as upper bound. We will show that $\beta_{12} > 0$ implies $A$ is a $(4, 3)$-net, while $\beta_{13} > 0$ implies $A$ is a $(3, 4)$-net.

For the rest of the proof we use the same method and notations as in second part of the proof of Proposition 3.3, that is we use the key Lemma 3.2. As explained before, the computation of $\beta_{1p}(A)$, $p = 2, 3$, comes down to solving a system $S$ of linear equations over $\mathbb{F}_p$, with variables in one to one correspondence with the lines of $A$ and one equation for each multiple point in $A$ (the equations are described by Lemma 3.2). The dimension of the space of solutions for $S$ is equal to $\beta_{1p} + 1$.

There are two cases to consider.

**Case (1) $b_3(A) > 0$.** Then $\beta_{13} > 0$, hence the system $S$ with $\mathbb{F}_3$ coefficients admits a non-constant solution $(a_H)_{H \in A}$.

If $A$ has only points of multiplicity 2 and 3, the claim follows from [14, Thm.1.2]. Otherwise, we may assume that there is a point of multiplicity 4 or 5.

**Case (1.1)** Assume there are 4 lines $L_1$, $L_2$, $L_3$ and $L_4$ in $A$ that intersect in a quadruple point. If we denote $a_{L_i} := a_i$, $i \in \overline{1, 4}$, the corresponding weights, from (3.5) we get $a := a_1 = a_2 = a_3 = a_4$. Since the chosen solution is non-constant, one can choose a new line $K_1$ of weight $b_1$, $b_1 \neq a$.

If $K_1$ meets any of the lines $L_1, L_2, L_3$ or $L_4$ in a double, quadruple or quintuple point, then, by (3.5), we would get $b_1 = a$, which is impossible. It follows that the line $K_1$ must intersect each of the lines $L_1, L_2, L_3$ and $L_4$ in triple points. But through a such triple point could not pass two lines with the corresponding weight equal to $a$ or to $b_1$ (because $a + a + b_1 = 0$ or $a + b_1 + b_1 = 0$ would imply $b_1 = a$). Hence, there exist other four lines $T_1, T_2, T_3$ and $T_4$ of weights $c_1, c_2, c_3$ respectively $c_4$ such that $(L_i, K_1, T_i)$, intersect in triple points for all $i \in \overline{1, 4}$. 

Note that the lines $T_1, T_2, T_3$ and $T_4$ are four different lines because otherwise one of them would meet $K_1$ in two distinct points. By (3.4) we have that $a_i + b_i + c_i = 0$, for all $i \in \overline{1, 4}$, and thus $c_1 = c_2 = c_3 = c_4 = -a - b_1 =: c$. Note also that $c \neq a$ and $c \neq b_1$.

Let us look next at the intersection point between $L_1$ and $T_2$. Since $a \neq c$, this intersection point does not have multiplicity 2, 4 or 5. It will be then a triple point. But though this intersection point could not pass any $L_i$ (otherwise, by 3.4, $a + c + a = 0$ and thus $a = c$, impossible) or $K_1$ (because $L_1$ could not meet $K_1$ in two distinct points). It follows then that through the intersection point between $L_1$ and $T_2$ passes a new line $K_2$ which should obviously have weight $b_2 = b_1 =: b$.

Analogously, one can prove that $(L_1, T_3, K_3)$ and $(L_1, T_4, K_4)$ are triple points, where $K_3$ and $K_4$ are new lines which should have weights $b_3 = b_4 = b$. Moreover, the lines $K_1, K_2, K_3$ and $K_4$ are distinct (otherwise, one of them would intersect $L_1$ in two different points).

Hence, we have obtained a partition of the arrangement $\mathcal{A}$ into 4 subarrangements $\mathcal{A}_i$, $i = \overline{1, 4}$, with $\mathcal{A}_1$ composed of the lines $L_1, L_2, L_3$ and $L_4$, $\mathcal{A}_2$ composed of the lines $K_i, i = \overline{1, 4}$ and $\mathcal{A}_3$ composed of the lines $T_i, i = \overline{1, 4}$. Inside each of these three subarrangements one may have double, triple or quadruple intersection points. Moreover, through the intersection point between an arbitrary line from $\mathcal{A}_i$ and an arbitrary line from $\mathcal{A}_j$, for $i, j \in \overline{1, 4}$, $i \neq j$ must pass exactly one line from the third subarrangement $\mathcal{A}_k$, $k \in \overline{1, 4}$, $k \neq i \neq j$, otherwise we would get $a = b = c$. But this is just the description of a (3, 4)-net.

Case (1.2) The arrangement $\mathcal{A}$ does not have quadruple points, hence $\mathcal{A}$ contains at least one quintuple point. The lines involved in that quintuple point are of equal weight $a$. Assume we have a line of weight $b \neq a$. This line must intersect the $a$-lines in triple points, so there are 5 lines of weight $c$ such that $a + b + c = 0$, and another line of weight $b$. There are however intersection points of a line of weight $a$ with a line of weight $c$ not contained in any of the two lines of weight $b$, so we get $a = c$, and then $a = b = c$, contradiction.

Case (2) $b_3(\mathcal{A}) = 0$. Then necessarily $b_2(\mathcal{A}) > 0$ or $b_4(\mathcal{A}) > 0$, any of those inequalities implying $\beta_{12} > 0$. Hence the system $\mathbf{S}$ with $\mathbb{F}_2$ coefficients admits a non-constant solution $(a_H)_{H \in \mathcal{A}} \in \mathbb{F}_2^{12}$.

By Lemmas 3.4, 3.5, six of the weights $(a_H)_{H \in \mathcal{A}}$ are equal to some $a \in \mathbb{F}_2$ and the other six are equal to $b \neq a$ and each line contains exactly three quadruple points; there are no quintuple points.

To simplify the notation, we identify in what follows the lines and their weights. Take an arbitrary line of weight, say, $a_1 = a$. As seen before, $a_1$ contains three quadruple points, identified to quadruplets of weights, say, $(a_1, a_2, b_1, b_2)$, $(a_1, a_3, b_3, b_4)$ and $(a_1, a_4, b_5, b_6)$ with $a_i = a$ and $b_i = b$. The line $a_1$ intersects two more lines $a_5 = a$ and $a_6 = a$ into either a triple or two double points.
This would suggest a partition of $\mathcal{A}$ into subarrangements, as such: $\mathcal{A}_1 = \{a_1, a_5, a_6\}$, $\mathcal{A}_2 = \{a_2, a_3, a_4\}$, and two other subarrangements each containing three of the six lines of type $b$ that are apparent when considering the multiple points on a $b$-line.

To prove that this partition defines a net structure on $\mathcal{A}$ it is enough to check that, if $(a_1, a_5, a_6)$ is not a triple point, then $(a_5, a_6)$ is a double point; then the same would apply for $(a_2, a_3, a_4)$ (since the quadruple mixed points on $a_2$ must be $(a_2, a_5), (a_2, a_6)$ and $(a_2, a_1)$) and for the $b$-line subarrangements.

Obviously, $(a_5, a_6)$ cannot make a triple point with a $b$-type line, since this would imply, by (3.5), $a = b$.

Assume $(a_5, a_6)$ makes a triple point with another line of type $a$; one may assume without losing generality that $(a_5, a_6, a_2)$ is this triple point. In this context, let us examine the other multiple points on $a_2$. The point at the intersection of $a_2$ to $a_3$ must be a quadruple point, with two additional lines of type $b$. However, there are no possible choices among $b_i, i = 1, 6$ for the lines of type $b$ to pass through the intersection of $a_2$ to $a_3$. In conclusion, there are no triple points of type $(a_5, a_6, a_i)$, with $i = 2, 3, 4$.

We are left with excluding the case when $(a_5, a_6)$ is a quadruple point. The other two lines in this quadruple point must be of type $b$. Assume, without losing generality, that $(a_5, a_6, b_1, b_3)$ is the quadruple point. As $a_6$ contains three quadruple points, there are two remaining quadruple points to outline.

Assume, for instance, that $(a_6, a_2)$ and $(a_6, a_3)$ are the remaining quadruple points. Then one necessarily gets the quadruple points $(a_6, a_2, b_4, b_5)$ (or $b_6$ instead of $b_5$, but this is a symmetric case) and $(a_6, a_3, b_2, b_6)$. It follows that $(a_5, a_2)$ is a double point, and so is $(a_5, a_3)$. But this means that $a_5$ contains three double points (since $(a_1, a_5)$ was also a double point), contradiction.

The only other distinct possibility (discarding the symmetries) is for $(a_6, a_3)$ and $(a_6, a_4)$ to form the remaining quadruple points $(a_6, a_3, b_2, b_5)$ and $(a_6, a_4, b_4, b_6)$ on $a_6$. Similarly this leads to the conclusion that the line $a_5$ has three double points, contradiction.

The last claim follows from the fact that for a line arrangement being a net is a combinatorial property, see for instance [10] or [23].

Finally, we show that an arrangement $\mathcal{A}$ with 14 lines cannot have non-trivial monodromy. Assuming the contrary, for $|\mathcal{A}| = 14$, would imply $b_2(\mathcal{A}) > 0$.

Hence, as before, the system $\mathbf{S}$ with $\mathbb{Z}_2$ coefficients would admit a non-constant solution $(a_H)_{H \subseteq \mathcal{A}}$. This defines a partition of $\mathcal{A}$ into proper subsets $\mathcal{L} \cap \mathcal{K}$ such that $a_H = a$, for all $H \in \mathcal{L}$ and $a_H = b \neq a$, for all $H \in \mathcal{K}$. This is only possible when each line in $\mathcal{L}$ intersects each line in $\mathcal{K}$ in a quadratic point of type $(LKLK)$.

Counting the quadruple points of type $(LKLK)$ on an arbitrary line $K \in \mathcal{K}$, we get that $|\mathcal{L}| = 2l$ and $3l + 1 \leq 14$, so $|\mathcal{L}| \in \{2, 4, 6, 8\}$. There are actually only three distinct cases, $|\mathcal{L}| \in \{2, 4, 6\}$, since $|\mathcal{L}| = 8 \iff |\mathcal{K}| = 6$ and we are back to the third case.
The first two cases are easily dismissed. Assume $|\mathcal{L}| \in \{2, 4\}$, and consider a line $L \in \mathcal{L}$. Since $|\mathcal{K}| \geq 10$, there must be multiple points on $L$ of type $(LK)$, $(LKK)$, $(LKKK)$ or $(LKKKK)$. In any case, by Lemma 3.2, we get $a = b$, contradiction. In the last case, $|L| = 6$, we necessarily have 4 quadruple points of type $(LKLK)$ on each line in $\mathcal{L}$ and 3 quadruple points of type $(LKLK)$ on each line in $\mathcal{K}$, otherwise by Lemma 3.2 we would get $a = b$. It follows from Lemma 3.6 that such an arrangement does not exist.

Remark 3.9. Libgober’s result discussed above, Theorem 3.8 and all the examples we know so far suggest that the following property $(P)$ holds for hyperplane arrangement complements.

$(P)$ An equimonodromical rank one local system $\rho(m)$ for $m$ dividing $|\mathcal{A}|$ belongs to the characteristic variety

$$V^1(M) = \{ \rho \in \mathbb{T}(M) \mid H^1(M, \rho \mathbb{C}) \neq 0 \}$$

if and only if there is a strictly positive dimensional irreducible component $W_m$ of $V^1(M)$ passing through the origin $1 \in \mathbb{T}(M)$ and such that $\rho(m) \in W_m$.

This remark follows from the well known correspondence between the irreducible components of the characteristic variety $V^1(M)$ passing through the origin and the pencils on $M$, see for instance [7] or [23]. In most of the examples we know, one has in addition

$$\dim H^1(M, \rho(m) \mathbb{C}) = \dim H^1(M, \rho \mathbb{C}) = \dim W_m - 1,$$

for $\rho \in W_m$ generic. Such an equality implies that the component $W_m$ is unique in view of Proposition 6.9 in [1].

This equality fails however for the Ceva pencil described in Theorem 2.2 (1). Using the description of the corresponding resonance variety given in Example 2.14 in [23], we see that in this case there are 4 irreducible components of dimension two passing through the character $\rho(3)$ (and through its conjugate). See also Example 5.9 in loc.cit.

References

[1] E. Artal-Bartolo, J.I. Cogolludo-Agustin, D. Matei, Characteristic varieties of quasi-projective manifolds and orbifolds, Geom. Top. 17 (2013), no. 1, 273–309.
[2] M. Amram, Moshe Cohen, Mina Teicher, Fei Ye Moduli spaces of ten-line arrangements with double and triple points, arXiv:1306.6105
[3] J.I. Cogolludo-Agustin, A. Libgober, Mordell-Weil groups of elliptic threefolds and the Alexander module of plane curves, arXiv: 1008.2018v2, to appear in Crelle’s Journal.
[4] D. Cohen, P. Orlik, Arrangements and local systems, Math. Res. Lett. 7 (2000), 299–316.
[5] D. C. Cohen, A. I. Suciu, On Milnor fibrations of arrangements, J. London Math. Soc. 51 (1995), no. 2, 105–119.
[6] A. Dimca, Sheaves in Topology, Universitext, Springer-Verlag, 2004.
3.9 A. Dimca, Monodromy of triple point line arrangements, arxiv:1107.2214v3, 3.7
3.7 A. Dimca and S. Papadima, Finite Galois covers, cohomology jump loci, formality properties, and multinets, Ann. Scuola Norm. Sup. Pisa Cl. Sci 5, Vol. X (2011), 253–268. 3
3.7 M. Falk, S. Yuzvinsky, Multinets, resonance varieties, and pencils of plane curves, Compositio Math. 143 (2007), no. 4, 1069–1088. 3

11. B. Grunbaum, Configurations of points and lines, vol. 103, Graduate Studies in Mathematics, Amer. Math. Soc., Providence, RI, 2009. 2.4
12. Y. Kawahara, The non-vanishing cohomology of Orlik-Solomon algebras, Tokyo J. Math. 30 (2007), no.1, 223–238. 2, 2
13. S. Lang, Algebra, Addison–Wesley, Reading, Massachusetts, 1971. 3

14. A. Libgober, On combinatorial invariance of the cohomology of Milnor fiber of arrangements and Catalan equation over function field, Arrangements of hyperplanes, Sapporo 2009, 175–187, Adv. Stud. Pure Math., 62, Math. Soc. Japan, Tokyo, 2012. 1, 3, 3
15. A. Libgober, S. Yuzvinsky, Cohomology of the Orlik-Solomon algebras and local systems Compositio Math. 121 (2000), no. 3, 337–36. 3.2

17. S. Nazir and M. Yoshinaga, On the connectivity of the realization spaces of line arrangements, Ann. Scuola Norm. Sup. Pisa XI (2012), no. 4, 921–937. 2.4
18. P. Orlik, H. Terao, Arrangements of hyperplanes, Grundlehren Math. Wiss., vol. 300, Springer-Verlag, Berlin, 1992. 3

19. S. Papadima, A. Suciu, Higher homotopy groups of complements of complex hyperplane arrangements, Advances in Math. 165 (2002), 71–100.

20. S. Papadima, A. Suciu, The spectral sequence of an equivariant chain complex and homology with local coefficients, Trans. of the AMS 362 (2010), no. 5, 2685–2721. 3.1
21. J. Stipins, Old and new examples of k-nets in $P^2$, arXiv:math/0701046v1 1, 2, 2, 2
22. A. Suciu, Fundamental groups of line arrangements: Enumerative aspects, Contemporary Math., Amer. Math. Soc., 276 (2001), 43–79. 2.3, 2.4
23. A. Suciu, Hyperplane arrangements and Milnor fibrations, arXiv:1301.4851v1 3, 3.9
24. G. Urzúa, On line arrangements with applications to 3-nets, Advances in Geometry 2(2012),287–310. 1, 2, 2, 2, 2
25. F. Ye, Classification of Moduli Spaces of Arrangements of 9 Projective Lines, arXiv:1112.4306v2, to appear in Pacific Journal of Mathematics, 2013. 2.4
26. S. Yuzvinsky, Realization of finite abelian groups by nets in $P^2$, Compos. Math., 140(6) (2004), 1614–1624. 2.1