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SUMMARY In this paper, we propose a hybrid fuzzy geometric active contour method, which embeds the spatial fuzzy clustering into the evolution of geometric active contour. In every iteration, the evolving curve works as a spatial constraint on the fuzzy clustering, and the clustering result is utilized to construct the fuzzy region force. On one hand, the fuzzy region force provides a powerful capability to avoid the leakages at weak boundaries and enhances the robustness to various noises. On the other hand, the local information obtained from the gradient feature map contributes to locating the object boundaries accurately and improves the performance on the images with heterogeneous foreground or background. Experimental results on synthetic and real images have shown that our model can precisely extract object boundaries and perform better than the existing representative hybrid active contour approaches.
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1. Introduction

During the last two decades, active contour approaches have received considerable attention and been successfully applied in image segmentation. The basic idea is to evolve a curve and stop it at the desired boundaries of the object through minimizing a given energy function. According to the function’s main features, the existing active contour models typically fall into two groups: edge-based models [1]–[4] and region-based models [5]–[9].

The edge-based models utilize the image gradient as their edge stopping function (ESF) to stop the contours on the boundary of the desired objects [2]. Due to the high dependence on localized image information, the model could work well even for heterogeneous foreground or background in certain cases [4]. However, it is sensitive to the noise and weak edges at the same time. Moreover, the edge-based models are prone to obtain a local minimum, which usually leads to unexpected segmentation results.

To avoid these drawbacks, region-based models utilize the statistical information of images instead of the gradients to evolve the contour. One of the most popular models in this category is the Chan-Vese (CV) model [5], and it is successfully applied to binary phase segmentation. Furthermore, a fuzzy region energy has been proposed in [7], where the fuzzy membership is incorporated into the energy function for the sake of providing a strong ability to detect weak boundaries. These region-based models are robust to image noise and can handle objects with weak or smooth edges. However, they often lead to undesired segmentations for the images composed of heterogeneous foreground and background. Meanwhile, because of the absence of local information, it is difficult to locate the boundaries accurately sometimes [8].

To address these issues, [10] introduces a hybrid method, which incorporates geometric curve into the CV model to deal with weak boundaries and heterogeneous background simultaneously. In [11], the fuzzy clustering result is utilized to construct a region-based geometric active contour, which is able to suppress boundary leakages. Moreover, [12] constructs a region-based signed pressure force (SPF) function to substitute the edge stopping function (ESF) in the classical geometric active contour, and it can efficiently stop the contours at weak boundaries.

In this paper, we propose a novel fuzzy geometric active contour method, which combines the process of fuzzy clustering with the evolution of geometric active contour. The evolving curve in every iteration works as a spatial constraint of the fuzzy clustering. Meanwhile, the fuzzy membership is used to construct a region force and incorporated into a geometric active contour. Thus the proposed method can deal with the objects suffered from noise and weak or smooth boundaries efficiently. Moreover, due to the involved local information deduced from the gradient feature map, it is capable of handling the images with heterogeneous foreground and background.

The rest of this paper is organized as follows. In Sect. 2, we review the Fuzzy C-Means (FCM) algorithm and classical geometric active contour model as well as its generalized formula. Section 3 describes the proposed Fuzzy Geometric Active Contour (FGAC) model. The numerical implementation of the proposed model is also summarized in this section. Some experimental results are provided in Sect. 4 to validate the advantages of our model. Section 5 concludes the paper.

2. Background

2.1 Fuzzy C-Means (FCM) Algorithm

In fuzzy clustering, an optimal partition is obtained through minimizing a pre-defined cost function iteratively, which is typically defined to be the weighted distance of the pixels to
the cluster center. For a given image \( I \) with \( N \) pixels to be assigned to \( c \) clusters, a classical cost function is defined as follows [13],
\[
J_m = \sum_{i=1}^{N} \sum_{j=1}^{c} u_{ij}^m d^2(I(x_i), v_j),
\]
(1)
where \( u_{ij} \) is the membership of pixel \( x_i \) in the \( j \)-th cluster, and \( v_j \) is the \( j \)-th cluster centroid. \( m \) controls the fuzziness of the segmentation and \( d^2(\cdot, \cdot) \) is a certain distance measure. In order to facilitate the discussion in this paper, we only focus on two-phase problem, i.e., \( c = 2 \).

By optimizing the object function \( J_m \), the membership matrix \( u_{ij} \) and cluster center \( v_j \) are updated iteratively:
\[
u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{d_{ik}}{d_{ij}} \right)^{-1}},
\]
(2)
\[
v_j = \frac{\sum_{i=1}^{N} u_{ij}^m I(x_i)}{\sum_{i=1}^{N} u_{ij}^m}.
\]
(3)
When the pixels close to their centroids obtain high membership values, and low values for those far-away ones, the cost function \( J_m \) is minimized.

2.2 A General Geometric Active Contour Model

Different from FCM which is based on pixel classification, geometric active contours (GAC) utilize the theory of curve evolution for image segmentation. Meanwhile, the level set method is introduced to efficiently solve the curve evolution problem [14]. Suppose that \( \phi(x, t) \) denotes the level set function, whose zero set is used to represent the geodesic active contour \( C \), the classical GAC evolves \( \phi \) according to [2]:
\[
\frac{\partial \phi}{\partial t} = g(\kappa + V_0)|\nabla \phi| + \nabla g \cdot \nabla \phi.
\]
(4)
where \( \kappa = \text{div}(\nabla \phi/|\nabla \phi|) \) is the curvature, \( V_0 \) is a constant velocity term, and \( g \) is an edge stopping function (ESF), for instance,
\[
g = \frac{1}{1 + |\nabla G_\sigma * I|^2},
\]
(5)
where \( G_\sigma * I \) denotes a smooth version of the given image \( I \) with a Gaussian kernel \( G_\sigma \). Usually, the function \( g \) is positive, decreasing and vanishing at object boundaries. In Eq. (4), the evolution speed of \( \phi \) has been tied to \( g \), thus the model can segment images with strong boundaries successfully. However, when the boundaries are not defined by gradient, and appear to be smooth or weak, the classical geometric active contour might leak through these boundaries. In addition, the model is prone to local minimum, failing to converge to the object boundaries with far-away initializations.

In order to solve the aforementioned boundary leaking problem, a signed pressure force (SPF) function [3] using region information is taken into consideration and substitutes for \( g \), and the level set formulation in Eq. (4) is rewritten as follows:
\[
\frac{\partial \phi}{\partial t} = (g \cdot \kappa + \text{spf}(I(x)) \cdot V_0)|\nabla \phi| + \nabla g \cdot \nabla \phi.
\]
(6)
As pointed out in [3], the SPF function should be constructed to ensure that it has values in the range \([-1, 1]\) and its signs are opposite inside and outside the object. An example is provided in [11], where the result of FCM is utilized to construct the SPF function. The image is classified into two classes, each with a fuzzy membership matrix, then the SPF function is given by
\[
\text{spf}(I(x)) = 1 - 2u_k(x),
\]
(7)
where \( k \) indicates the ordinal of the interested cluster. This method is found to be helpful for the boundary leaking problem. However, the result of FCMLS method depends on the clustering result of the FCM method directly, when the errors of FCM occur, the FCMLS method will fail.

3. Fuzzy Geometric Active Contour Method

3.1 Description of the Proposed Method

Different from the FCMLS method, which takes advantage of the fuzzy membership deducing from FCM directly, we embed the spatial fuzzy clustering into the evolution of geometric active contour. Let \( I : \Omega \rightarrow R \) be a given image. The image domain \( \Omega \) is divided into two subdomains by an evolving curve \( C : \Omega_1 = \text{inside}(C) \) and \( \Omega_2 = \text{outside}(C) \). Then our Fuzzy Geometric Active Contour (FGAC) method could be described through the following two procedures:

1. Keeping centroids \( c_1 \) and \( c_2 \) fixed, we search for the fuzzy membership matrix \( u_1 \) and \( u_2 \) by minimizing the cost function:
\[
J = \sum_{i=1}^{N} \left( u_{1i}^m \| I(x_i) - c_1 \|^2 + u_{2i}^m \| I(x_i) - c_2 \|^2 \right),
\]
(8)
2. Keeping fuzzy membership matrix \( u_1 \) and \( u_2 \) fixed, we search for curve \( C \) by the following level set formulation:
\[
\frac{\partial \phi}{\partial t} = |\nabla \phi| \left( \mu u_2 - u_1 \right) + gV_0 + g\text{div}\left( \frac{\nabla \phi}{|\nabla \phi|} \right) + \nabla g \cdot \nabla \phi,
\]
(9)
where \( \| \cdot \|^2 \) denotes the \( l_2 \)-norm, and \( \mu \) is a constant. \( c_1 \) and \( c_2 \) express the cluster centers which are the average intensities inside and outside the contour \( C \), respectively.

For a fixed level set \( \phi \) derived from Eq. (9), we can deduce the cluster centers \( c_1 \) and \( c_2 \) for Eq. (8):
\[
\begin{align*}
c_1 &= \frac{\int_{\Omega_1} I(x) \cdot H(\phi) dx}{\int_{\Omega_1} H(\phi) dx}, \\
c_2 &= \frac{\int_{\Omega_2} I(x) \cdot (1 - H(\phi)) dx}{\int_{\Omega_2} (1 - H(\phi)) dx}.
\end{align*}
\]
(10)
where $H$ is the Heaviside function. Then, with the fixed centroids, the fuzzy membership functions can be updated as a solution of minimizing the cost function $J$:

$$u_{ji} = \frac{|| I(x_i) - c_j ||^{-2/(m-1)}}{\sum_{k=1}^{n} || I(x_i) - c_k ||^{-2/(m-1)}}, \ j = 1, 2. \quad (11)$$

Fuzzy clustering methods are successfully applied in pixel clustering. However, they focus on each pixel separately and neglect the spatial information. Therefore, they are sensitive to noise and intensity inhomogeneity. To deal with these issues, we use the evolving curve $C$ as a spatial constraint of the clustering. Comparing the cost function Eq. (8) with Eq. (1), we find that the cluster centers are no longer determined by optimizing $J_m$ iteratively, and they instead depend on the evolving contour $C$. The average intensities inside and outside $C$ are set to be new centroids in every iteration. Thus, both the intensity information and the spatial information are included in the new centroids, which can provide more robust and accurate clustering.

Moreover, fuzzy clustering, as a tool for soft segmentation, possesses more robust characteristics for ambiguity than other hard segmentation methods. Therefore, the fuzzy membership $u_j$, which is updated through minimizing $J$, is utilized to construct the SPF (the first term in Eq. (9)), and its significance can be explained referring to Fig. 1. Because its signs appear to be opposite inside and outside the desired object, the contour shrinks outside the desired object and expands inside. Furthermore, the fuzziness of this force term improves the performance of classical geodesic active contour model on detecting the objects with weak or smooth boundaries. This is illustrated in Fig. 2, where the image is with very smooth boundaries. The classical GAC method leaks through these boundaries as shown in Fig. 2(b). The involved region term in FCMLS method appear to be helpful for boundary leaking problem but not adequate as shown in Fig. 2(c). Comparatively, Fig. 2(d) shows the result of the proposed method, and the smooth boundary is detected more accurate than the other two methods. This demonstrates the effectiveness of the novel force term in Eq. (9) for the weak or smooth boundaries.

Subsequently, the other three terms in Eq. (9) are elaborated. The second one is a constant velocity term which is used to increase the evolving speed. The role of the third curvature term is to smooth and regularize the contour, and the weight $g$ weakens its effect at well-defined boundaries. The last term acts as an attractive force to attract the curve $C$ to the real boundaries. When the gradient variations are small, the first three terms play an important role in attracting the curve to the boundaries. Therefore, the model is robust to noise and can handle weak or smooth boundaries. When the curve is close to object boundaries, the last term is dominant to attract the curve to boundaries. In such a way, the boundaries are accurately located with the assistance of the local information.

In summary, our method possesses the following properties: (1) Our model embeds the process of fuzzy clustering into the evolution of geometric active contour, and the evolving curve works as a spatial constraint of the clustering in every iteration. It is worth noting that, the fuzzy region term of FCMLS in Eq. (7), which is deduced from the FCM method directly, is invariable in the curve evolution. (2) The fuzzy region term provides our model the ability to avoid leakages at weak boundaries and robustness to the noises; (3) The edge-based term related to the image gradients contributes to locating the object boundaries accurately and handling the images with heterogeneous foreground or background.

3.2 Implementation

To avoid re-initialization [15], which is utilized to keep the level set function smooth near its interface, we adopt the Selective Binary and Gaussian Filtering Regularized Level Set (SBGFRLS) method introduced in [12] to implement the evolution in Eq. (9). According to [12], the curvature term $\kappa$ could be removed, and instead a Gaussian kernel filter is introduced to regular the level set function [9], [16]. Thereupon, the level set formulation of our FGAC method can be rewritten as,

$$\frac{\partial \phi}{\partial t} = |\nabla \phi| (\mu (u_2 - u_1) + g V_0) + \nabla g \cdot \nabla \phi. \quad (12)$$

Finally, the procedures of the proposed method could be summarized as illustrated in Algorithm 1.

Note that, step 7 of the algorithm is a selective procedure, and it should be implemented when the local segmentation property is demanded, thus only the points near the interface will evolve. It provides the feasibility to segment the object selected by the initial contour and can deal with the images corrupted by intensity inhomogeneity. Otherwise, if the task is to detect all the objects, this step should be removed.
**Algorithm 1** Segmentation using our fuzzy geometric active contour (FGAC) method.

**Input:** input image $I$, initialization level set function $\phi_0$, the standard deviation $\sigma$ of the Gaussian filter, time step $\tau$, maximum iteration number $N$.

**Output:** level set function $\phi$, segmentation result.

1. **Initialization**: $\phi_0$.
2. **for** $k = 1$ to $N$ **do**
3. **Fix** $\phi$, calculate the cluster centers $c_1^{k+1}$ and $c_2^{k+1}$ from Eq. (10);
4. **Update** $a_1^{k+1}$ and $a_2^{k+1}$ from Eq. (11);
5. **Calculate** the gradient descent flow $\nabla \phi^k$ by Eq. (12);
6. **Update** the level set function $\phi^{k+1} = \phi^k + \tau \nabla \phi^k$
7. **Let** $\phi^{k+1} = 1$ if $\phi^{k+1} > 0$, and $\phi^{k+1} = -1$ otherwise.
8. **Regularize** $\phi$ with a Gaussian filter: $\phi^{k+1} = \phi^{k+1} * G_{2\sigma}$
9. **if** $\phi^{k+1} == \phi^k$ **then**
10. **break iteration.**
11. **end if**
12. **end for**
13. **Output** $\phi = \phi^{k+1}$, and extract the object according to $\phi$.

### 4. Experimental Results

In this section, the experiments are carried out in order to demonstrate the effectiveness of our method in handling noise, weak boundaries and heterogeneous foreground or background in both synthetic and real images. The parameters of our method for all the test images are $\tau = 1$, $\sigma = 1$, $N = 500$, and $V_0$ is set to 0.6 in all experiments unless otherwise stated. $\mu$ and $m$ are tuned so as to fit different images.

#### 4.1 Selection of Parameters

In this subsection, we demonstrate the influence of different $\mu$ and $m$ values on the final results.

First, the weight of the fuzzy region force $\mu$ impacts the capture capability of curve evolution. If we intend to detect as many objects as possible, then $\mu$ has to be large. If only large objects need to be detected, then $\mu$ should be smaller. These are demonstrated in Fig. 3, and the global segmentation property is utilized in this experiment. When $\mu$ is small, the contour cannot flow into narrow regions such as the gaps between balls in Fig. 3, and only large objects are detected, or objects formed by clustering as shown in Fig. 3 (b). In contrast, a larger $\mu$ will increase the expanding or shrinking capability of the evolution curve, and the objects of any size tend to be detected as shown in Fig. 3 (c).

Moreover, it could be observed that our model allows for the change of topology automatically.

Secondly, the parameter $m$ impacts the detection of weak boundaries. Typically, the weaker the boundaries are, the large value the parameter $m$ takes. This is illustrated in Fig. 4, and local segmentation property is utilized. The background intensities of Figs. 4 (a) and (b) are both 127. The intensities of the 1st and 2nd part in Fig. 4 (a) are 90 and 0, respectively. Meanwhile, the intensities of the 3rd and 4th part in Fig. 4 (b) are 105 and 0, respectively. In Fig. 4 (a), we want to detect the rectangle, whose left-most boundary is weaker than its adjacent fake boundary inside the object. Therefore, with a small parameter $m = 2$, the contour passes over the relatively weaker part of the object, and when we adopt larger parameter $m = 4$ or 6, the evolving curve can effectively stop at the weak boundary. Figure 4 (b) presents a synthetic rectangle, whose left-most boundary is even weaker than that of Fig. 4 (a). Thus, with $m = 4$, there is also boundary leaking problem, and a larger parameter $m = 6$ solves the problem successfully.

#### 4.2 Analyzing the Region and Edge Based Force

In this subsection, we compare our method with its counterpart without the fuzzy region force, that is geometric active contour (GAC) method, and also the counterpart without the edge based term, to demonstrate the importance of the fuzzy term and edge based term, respectively. The local segmentation property is utilized for all the images in this subsection.

In Fig. 5, the intensity is nonuniform over the duck’s body. Thus the fuzzy term without gradient information cannot detect the darker part such as duck’s bill and wing as shown in Fig. 5 (b). The GAC method can deal with heterogeneous foreground owing to the involved local information, however the shadows near the duck trap the contour into an undesired local minimum (see Fig. 5 (c)). Comparatively, our method achieves more accurate segmentation result as shown in Fig. 5 (d). On one hand, the edge-based force provides the capability to handle heterogeneous foreground; On the other hand, the fuzzy region force plays an important role in driving the evolving curve away from local minima and turning to converge to the desired boundaries accurately.

---

**Fig. 3** Detection of geometrically similar objects with different parameter $\mu$. (a) initial contour; (b) the result of our method by setting $\mu = 0.5$, $m = 4.0$; (c) the result of our method by setting $\mu = 3.0$, $m = 4.0$.

**Fig. 4** Detection of objects with weak boundaries by setting different parameter $m$. First column shows the initial contours. The segmentation results of our method by setting $m = 2$, 4 and 6 are shown in the second, third and last column, respectively. $\mu$ is set to be 1.0.
Fig. 5 Detection of the duck corrupted by intensity inhomogeneity. (a) initial contour; (b) the result of our method without the edge based term; (c) the result of our method without the fuzzy region force (that is GAC method); (d) the result of our method by setting $\mu = 1, m = 4$.

Fig. 6 (a) initial contour; (b) the result of our method without the edge based term; (c) the result of our method without the fuzzy region force (that is GAC method); (d) the result of our method by setting $\mu = 2, m = 6$.

Another example is provided in Fig. 6, where the image is corrupted by intensity inhomogeneity and noise. Due to the global region information involved in the fuzzy region force, it cannot deal with intensity inhomogeneity alone, and the brighter part of background is detected undesirably (see Fig. 6(b)). Because the curve evolution of GAC method depends on the gradient information, which is sensitive to the noises, it cannot achieve satisfying segmentation as shown in Fig. 6(c). Owing to the capability of handling intensity inhomogeneity provided by the edge-based force, and the robustness to noise provided by the fuzzy region force, our model can obtain satisfying result as shown in Fig. 6(d) ($V_0 = 3.0$).

4.3 Comparison Experiment

The comparisons are implemented between our method with the FCMLS method [11] and Selective Local or Global segmentation (SLGS) method [12]. These two methods both introduce region information into the classical GAC model through constructing SPF functions. The SPF function involved in the FCMLS method takes advantage of the fuzzy membership deduced from FCM directly, and that of the SLGS method is based on the intensity averages inside and outside the evolving curve. All the methods use the same initializations for fairness. Meanwhile, the parameters for the compared methods are set after we tune and select best ones. The local segmentation property of our method is utilized for all the images in this subsection.

As shown in Fig. 7, we conduct experiments on four nature images, and Table 1 shows the errors between results by each method and the ground truth [17]. The error [18] is defined as follows,

$$ e = 1 - \frac{N(S_1 \cap S_2)}{N(S_1 \cup S_2)} $$

(13)

where $S_1$ represents the region segmented by the algorithm, $S_2$ is its corresponding result in the ground truth and $N(\cdot)$ represents the operation of calculating area.

Because the fuzzy membership deduced from the FCM method is utilized to construct the region force of the FCMLS method directly, its segmentation results depend on the clustering results of FCM to some extent. Thus, for the images corrupted by intensity inhomogeneity, the fuzzy memberships of FCM cannot reveal the real object, and the FCMLS method might fail in this case. In the DUCK image, the intensity is nonuniform over the duck’s body, and the duck’s head and wing are darker than other parts. Only the brighter parts are extracted by the FCM, thus the FCMLS method cannot achieve satisfying segmentation results either. Meanwhile, similar unsatisfying result is presented in the EAGLE image. In the BOAT image, the segmentation of the boat is affected by the heterogenous background, and both the boat and the brighter background, i.e., the water, are extracted by the FCMLS method. Similarly, the inhomogeneous intensity of the background in the FISH image prevents the FCMLS method from meaningful segmentation results.

Due to the selective local segmentation property of the SLGS method, the segmentation results of the DUCK, FISH and BOAT images appear to be more satisfying than the FCMLS method, but not accurate enough when compared with our method. For example, in the FISH image, the gradients along the fins’ edges are ill-defined, so the contours extracted by the SLGS method cannot precisely stop at the object boundaries. However, our method prevents the leakages at the weak boundaries more successfully with the assistance of the fuzzy region force, and the segmentation re-

| Method | FCMLS | SLGS | Ours |
|--------|-------|------|------|
| DUCK   | 31.48 | 4.54 | 2.61 |
| FISH   | 66.55 | 9.94 | 3.72 |
| BOAT   | 88.01 | 15.12| 8.76 |
| EAGLE  | 65.00 | 52.33| 2.98 |
Fig. 7 Detection of object boundaries using FCMLS method, SLGS method and our method on four nature images (DUCK, FISH, BOAT, EAGLE). The parameter $\mu$ is set to be 1 for the DUCK, FISH and BOAT image, and be 0.4 for the EAGLE image. $m$ is set to be 4 for the DUCK, FISH image and to be 6 for the BOAT and EAGLE image.

Table 2 Converged iterations by SLGS method and our method.

|    | DUCK | FISH | BOAT | EAGLE |
|----|------|------|------|-------|
| SLGS | 360  | 320  | 95   | 350   |
| Ours | 240  | 100  | 60   | 240   |

The converged iterations for Fig. 7 are compared in Table 2. It can be observed that the proposed method has fewer converged iterations when compared to the SLGS method.

4.4 Robustness to Noises

We generate several noisy images by adding different kinds of noise to the DUCK image as shown in Fig. 8. Figures 8 (a) and 8 (b) are generated with additive “Gaussian” noise of mean 0 and standard deviation 30, “salt & pepper” noise of intensity 0.1 respectively. Figure 8 (c) is generated by adding “speckle” multiplicative noise with standard deviation 70, and Fig. 8 (d) is generated by adding “Poisson” noise. The initial contours used in these four noisy DUCK images are identical with the one for the DUCK image in Fig. 7, and we adopt $m = 6$ for all the noisy images, and $\mu$ is set to be 2.0, 1.5, 1.5 and 1.0 for Figs. 8 (a), (b), (c) and (d), respectively. Moreover, $V_0$ is 1.5 for all the noisy images in this subsection. It can be observed that our method is still able to detect the boundaries of the object accurately.

†Because the segmentation results of FCMLS method are far away from the ground truth, we do not list its number of iterations in Table 2.
Furthermore, the errors of our method compared to FCMLS method and SLGS method for the DUCK image corrupted by various noises are measured in Table 3. According to Tables 1 and 3, we find that the proposed method can gain low errors even for the images corrupted by various noises.

5. Conclusion

In this paper, a novel fuzzy geometric active contour method is introduced. It integrates the process of spatial fuzzy clustering with the evolution of geometric active contour. The fuzzy membership is utilized to construct the region driving force, while the cluster centers directly depend on the evolving curve in every iteration. Experimental results demonstrate that the proposed method can better deal with weak edges and heterogenous foreground or background compared with the other two state-of-the-art approaches. Furthermore, the fuzziness involved in the proposed method provides robustness in the presence of various noise.
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