TOPOLOGY OPTIMIZATION IN THE CASE OF DIFFERENT BOUNDARY CONDITIONS BY AN ITERATIVE METHOD
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Abstract. Optimal design with thousands of variables is a great challenge in engineering calculations. In this paper an iteration based topology design technique is introduced for the optimization of linearly elastic continuum type structures under single parametric static loading and different displacement boundary conditions. The support optimization is discussed briefly, as well. The investigated problem is utilized by minimization of the weight of the structure subjected to displacement constraints. The numerical procedure is based on an iterative formula which is formed by the use of the Kuhn-Tucker condition of the Lagrangian function of the constraint mathematical programming problem. The application is illustrated by numerical examples.
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1. Introduction

The past century has produced impressive improvements in power and efficiency of mathematical programming techniques as applied to general structural design problem. These methods with their generality do not allow significant number of design variables and number of constraints. This tends to restrict their usefulness to problems with from tens to a few hundreds of design variables. Attempts to apply numerical search procedures to resize problem have failed due to the fact of the large number of design variables involved or the huge computational expenses. The special approaches which have solved such problems successfully are known from the literature as optimality criteria methods.

Recently the topology optimization is one of the most "popular" topic in the expanding field of optimal design. A great number of papers indicates the importance of the topic [1,3-5,7,9,11,23,25,27,28]. The popularity comes one part from the needs of the industry (car, airplane, etc.) and other part from the complexity of the problem which is a great challenging for the researchers. In present stage the field of topology optimization can be divided into two subfields: optimal design of skeletal structures (trusses, grids, etc..) deals with the simultaneous optimization of the member sizes
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and geometry (coordinates of joints). This field is named layout optimization. The other subfield is called generalized shape optimization which deals with the simultaneous optimization of the topology and shape of the internal boundaries of the continuum type structures made of composite or porous materials. This subfield is based on the use on the Finite Element method and in the fundamental problem class the optimal structure is “built up” from empty (no material) and solid (filled with given isotropic material) elements.

The history of the topology optimization is approximately 100 years old. At the first 80 years a skeletal structure (usually a truss) was the object of the optimization problem. Exactly one hundred years ago Michell [13] used the full stress design (FSD) criteria on statically determinate structures to obtain the minimum weight structure. In 1957 Barta [2] extended this method to statically indeterminate structures and found that FSD did not converge to the minimum weight design. The other important intuitive method was the uniform strain energy density design. Formal methods of the calculus of variation, applied by Taylor [29], Prager and his co-workers [see e.g. 15,16,17] to specific distributed parameter problems, showed great promise, suggesting that implementation to discretized (e.g., FEM) models could lead to a new class of general purpose optimization methods. The first discretized optimality criteria methods were based on strain energy distributions characterizing optimum structural designs for stress constraints. As Prager and Taylor [15] showed, if the work of the applied loads is limited as an equality constraint, the optimum structure with uniform material properties has uniform energy density distribution.

The origin of the classical optimality criteria method (COC) is dated back into the 70-es. Turning attention to certain stiffness constraints theoretically valid optimality criteria were derived for skeletal structures with displacement constraints employing classical Lagrangian multiplier methods of mathematical programming optimization. To satisfy the optimality criteria an algorithm (an iterative formula) was proposed by Berke [6] based on the attitude that this formula theoretically correctly guaranteeing at least a local optimum when satisfied. Berke also suggested that the design variables and constraints should be separated into a passive and an active sets. In 1991 Kaliszky and Lógó [10] presented a new type of application for the optimal design of dynamically loaded reinforced concrete frames under displacement and deformation constraint. The solution based on Berke’s optimality criteria method with multiple constraints and a penalty parameter was used in the iterative formulation. The finite element based topology optimization was first explored in 1973 by Rossow and Taylor [18] and later Cheng and Olhoff [8]. In 1988 a new generation of problem formulation were created by Bendsoe and Kikuchi [3] using homogenization. A detailed description of continuum-type optimality criteria method was reported in Rozvany’s books [20, 23] and several reports [21, 22, 25, 30]. Their work opened a new “road” in research named topology optimization, but the common thing is that all of them use the basic idea of the classical optimality criteria.

It can be seen that it was enough a half decade to develop a new direction in field of structural optimization. At the beginning of 90-es the topology optimization method was split into two main parts: one part is based on the SIMP type method (Solid
Isotropic Microstructures with Penalty) the other part is used homogenization. Allaire and Khons’ work [1, 23] gives a clear description of the homogenization technique.

In the following an iterative technique (which is named SIMP method) and the connected numerical examples will be discussed in detail. The standard FEM computer program with quadrilateral membrane and truss elements is applied in the numerical calculation. The object of the design (so-called ground structure) is a rectangular disk with given loading (one parametric static) and support conditions (fix or/and elastic bars) . The material is linearly elastic. The design variables are the thickness or/and cross-sectional area of the finite elements. To obtain the correct optimal topology some filtering method has to be applied to avoid the so-called “checker-board pattern”.

2. Optimization problem

2.1. Problem statement. For illustration purposes an engineering design problem is investigated. Let’s given a design space (space means a volume which has to fill with structural elements), where the structure is constructed by truss and membrane elements. By the use of the FEM (Finite Element Method) definitions, let’s consider the simple case of

- a 2D structure consisting of disk’ ground elements \((g = 1, \ldots, G)\) which must have a constant thickness \((t_g)\) of either \(t_g = t_{\text{min}} = 0\) or \(t_g = t_{\text{max}} = 1\), such that each ground elements \((g)\) contains one or several sub-elements \((e = 1, \ldots, E_s)\), whose stiffness coefficients are linear homogeneous functions of the ground element thickness \(t_g\). (Practically it means that the meshing consists of two parts, a primary and a secondary one.)
- The truss elements are given by their length and cross-sectional area. The above “thickness” normalization is used for the cross-sectional areas, as well. (The cross-sectional area is multiplied by \(t_g\).)
- A single static loading with given boundary conditions and
- displacement constraints \((d = 1, \ldots, D)\).

Using the above-normalized determination, the structure can easily be transformed to problems with a different prescribed maximum thickness \(t_g = t_{\text{max}}\). Due to the linear relations this is done by multiplying all loads by \(t_{\text{max}}\), whilst stresses, strains and displacements do not alter their value.

2.1.1. The applied finite element technique. The design domain is discretized in the usual way. (Figure 1.) As it was mentioned 4 nodes disk elements (Figure 2) and 2D truss elements are used. In that way numerically the two types of element can be handled easily.

The nodes are interconnected by disk or/and bar elements. The applied shape functions of the disk’s element are given as follows: \(N_1(\xi, \eta) = \frac{1}{4}(1 - \xi)(1 - \eta);\) \(N_2(\xi, \eta) = \frac{1}{4}(1 + \xi)(1 - \eta);\) \(N_3(\xi, \eta) = \frac{1}{4}(1 + \xi)(1 + \eta);\) \(N_4(\xi, \eta) = \frac{1}{4}(1 - \xi)(1 + \eta).\) The displacement boundary conditions are given in form of fix supports, elastic springs
and elastic bars, respectively. The system stiffness matrix can be constructed by applying the assembling rule for iso-parametric elements.

2.1.2. Mathematical programming formulation. The structure is constructed by $G$ piece of ground elements, where $G = NDisk + NBar$. Here $NDisk$ is the number of the ground disk elements and $NBar$ is the number of the bar elements.

The weight ($W$) of the structure is given by

$$W = \sum_{id=1}^{n\text{disc}} \gamma_{id} A_{id} \ell_{id} + \sum_{ib=1}^{n\text{bar}} \gamma_{ib} A_{ib} \ell_{ib} t_{ib} . \quad (1a)$$

Here $\gamma_{id}$ and $\gamma_{ib}$ the specific weight of the disk and bar elements, respectively. $A_{id}$ is the area of the $id$-th disk element, $A_{ib}$ is cross-section area and $\ell_{ib}$ the length of the $ib$-th bar element. If an artificial variable $A_g$ is introduced (in case of disk it means the area of the element $A_g = A_{id}$, while in case of bar elements it has the following meaning: $A_g = A_{ib} \ell_{ib}$) the weight calculation can be expressed by the following compact form:

$$W = \sum_{g=1}^{G} \gamma_g A_g t_g , \quad (1b)$$

where $\gamma_g$ is the specific weight of the ground element $g$.

The displacement constraint can be expressed as

$$\hat{u}_d^T K u - \Delta_d \leq 0 ; (d = 1, \ldots, D) \quad (2)$$

where $\hat{u}_d$ is the virtual nodal displacement vector caused by the virtual loads (e.g. “unit dummy loads”) associated with the displacement constraints, $K$ is the system stiffness matrix, $u$ is the nodal displacement vector associated with the real load and $\Delta_d$ is the prescribed limit on the displacement value in constraint $d$. 
The side constraints can be stated as

\[-t_g + t_{\text{min}} \leq 0; \quad (\text{for } g = 1, \ldots, G) ,
\]
\[t_g - t_{\text{max}} \leq 0; \quad (\text{for } g = 1, \ldots, G).\]  

In order to suppress the intermediate thicknesses, the weight calculation formulation is replaced by

\[\tilde{W} = \sum_{g=1}^{G} \gamma_g A_g t_g^{\frac{1}{p}}\] (where \(p\) is the penalty parameter and \(p \geq 1\)). This gives the correct weight value for \(t_g = 0\) and \(t_g = 1\). The use of the penalty parameter has similar effect in the later formulations as it was the role of the penalty parameter in the classical optimality criteria method.

The optimization problem is to minimize the penalized weight of the structure which is subjected to a given single displacement and side constraints.

\[\tilde{W} = \sum_{g=1}^{G} \gamma_g A_g t_g^{\frac{1}{p}} = \text{min!} \]

subject to

\[\begin{align*}
\mathbf{u}^T \mathbf{K} \mathbf{u} - \Delta &\leq 0; \\
-t_g + t_{\text{min}} &\leq 0; \quad (\text{for } g = 1, \ldots, G) , \\
t_g - t_{\text{max}} &\leq 0; \quad (\text{for } g = 1, \ldots, G).
\end{align*}\]  

In equation (4) the nodal displacement vector \(\mathbf{u}\) associated with the real load \(\mathbf{P}\) is calculated from the linear system of equations \(\mathbf{K} \mathbf{u} = \mathbf{P}\).

2.1.3. Lagrange function. Using the Lagrange multipliers \(\nu, \alpha_g, \beta_g\) and slack variables \(h_1, h_{2g}, h_{3g}\) for the constraints in problem (4), the following Lagrange function can be formed:

\[\mathcal{L}(t_g, \nu, \alpha_g, \beta_g, h_1, h_{2g}, h_{3g}) = \sum_{g=1}^{G} \gamma_g A_g t_g^{\frac{1}{p}} + \nu \left( \mathbf{u}^T \mathbf{K} \mathbf{u} - \Delta + h_1^2 \right) + \]

\[\sum_{g=1}^{G} \alpha_g (-t_g + t_{\text{min}} + h_{2g}^2) + \sum_{g=1}^{G} \beta_g (t_g - t_{\text{max}} + h_{3g}^2).\]  

2.1.4. Kuhn-Tucker conditions. Neglecting the details, one can obtain

\[\frac{\partial \mathcal{L}}{\partial t_g} = \frac{1}{p} \gamma_g A_g t_g^{\frac{1}{p} - 1} + \nu \left( \mathbf{u}^T \frac{\partial \mathbf{K}}{\partial t_g} \mathbf{u} + \mathbf{u}^T \frac{\partial \mathbf{K}}{\partial t_g} \mathbf{u} + \mathbf{K} \frac{\partial \mathbf{u}}{\partial t_g} \right) - \alpha_g - \beta_g = 0 \]

\[(g = 1, \ldots, G) .\]  

Due to symmetry of the stiffness matrix \(\mathbf{K}\) and other simplifications equation (6a) can be replaced by the following relation

\[\frac{\partial \mathcal{L}}{\partial t_g} = \frac{1}{p} \gamma_g A_g t_g^{\frac{1}{p} - 1} - \nu \sum_{e=1}^{E_g} u_{ge} \frac{\partial \mathbf{K}_{ge}}{\partial t_g} u_{ge} - \alpha_g - \beta_g = 0; \quad (g = 1, \ldots, G),\]  

where the subscript \(ge\) refers to the \(e\)-th finite element of the \(g\)-th ground element.
If the “normalized” element stiffness matrix is $\tilde{K}_{ge}$ (e.g. calculated for a unit thickness ($t_g = 1$)), then the element stiffness matrix $K_{ge}$ for actual thickness $t_g$ is expressed by $K_{ge} = t_g \tilde{K}_{ge}$ due to the linear relation and $\frac{\partial K_{ge}}{\partial t_g} = \tilde{K}_{ge}$. Introducing the following notation $R_g = t_g^2 \sum_{e=1}^{E_g} u_e^T \tilde{K}_{ge} u_e$ equation (5) becomes very simple

$$\frac{1}{p} \gamma_g A_g t_g^{\frac{1-p}{p}} - \nu \frac{R_g}{t_g^2} - \alpha_g + \beta_g = 0.$$  \hspace{1cm} (6c)

Continuing the derivations:

$$\frac{\partial L}{\partial \nu} = u^T K u - \Delta + h_1^2 = 0 \quad \text{and} \quad \frac{\partial L}{\partial h_1} = 2\nu h_1 = 0,$$ \hspace{1cm} (7)

$$\frac{\partial L}{\partial \alpha_g} = -t_g + t_{\min} + h_{2g}^2 = 0 \quad \text{and} \quad \frac{\partial L}{\partial h_{2g}} = 2\alpha_g h_{2g} = 0,$$ \hspace{1cm} (8)

$$\frac{\partial L}{\partial \beta_g} = t_g - t_{\max} + h_{3g}^2 = 0 \quad \text{and} \quad \frac{\partial L}{\partial h_{3g}} = 2\alpha_g h_{3g} = 0.$$ \hspace{1cm} (9)

Omitting the details from equations (6c), (7), (8) and (9) the values of the Lagrange multipliers, slack variables and the thickness values $t_g$ can be calculated iteratively.

As it is in COC type methods, before the calculation of the Lagrange multiplier $\nu$, one needs to define a range for the thickness: a set of active and passive thicknesses.

There exist three possibilities:

If $t_{\min} < t_g < t_{\max}$ (or the ground element is “active”, $g \in A$) then $\alpha_g = \beta_g = 0$ and by (6c) the following formula can be obtained

$$t_g = \left(\frac{\nu_p R_g}{A_g \gamma_g}\right)^{\frac{1}{p-1}}.$$ \hspace{1cm} (10)

In case of $t_g = t_{\min}$ the corresponding Lagrange multipliers are $\alpha_g \geq 0$, $h_{2g} = 0$ and (6c) implies

$$t_g \geq \left(\frac{\nu_p R_g}{A_g \gamma_g}\right)^{\frac{1}{p-1}}.$$ \hspace{1cm} (11)

This means that if (10) gives a $t_g$ - value which is smaller than $t_{\min}$ then (6c) is satisfied by $t_g = t_{\min}$. Similarly, in case of $t_g = t_{\max}$ the corresponding Lagrange multipliers are $\beta_g \geq 0$, $h_{3g} = 0$ and then (6c) implies

$$t_g \leq \left(\frac{\nu_p R_g}{A_g \gamma_g}\right)^{\frac{1}{p-1}}.$$ \hspace{1cm} (12)

which allows $t_g = t_{\max}$ when (10) gives a $t_g$ - value which is greater than $t_{\max}$. If $t_g = t_{\min}$ or $t_g = t_{\max}$ we call the ground element “passive” ($g \in P$).

2.1.5. Calculation of the final iterative formulas. In order to keep the number and layout of ground elements constant and avoid the ill-conditioned stiffness matrix, one can replace the zero element thickness ($t_{\min}$) with a small but finite value (e.g.
If the single displacement constraint is active in problem (4) (e.g., satisfies the equality sign) the following form holds

$$\Delta - \sum_{g=1}^{G} \frac{R_g}{t_g} = 0. \quad (13)$$

Since the thickness value for passive elements ($g \in P$) is given and for active elements ($g \in A$), it can be calculated from (10) that

$$\Delta - \sum_{g \in P}^{R_g} \sum_{g \in A}^{R_g} \frac{R_g}{t_g} = 0 \quad (14)$$

implying

$$\nu_{p+1} = \frac{\sum_{g \in A}^{R_g} \left( \frac{A_g \gamma_g}{p} \right) \frac{p}{p+1} R_g^{p+1}}{\Delta - \sum_{g \in P}^{R_g}} \quad (for \ A \neq 0 ). \quad (15)$$

The optimal solution can be obtained by evaluating iteratively the thickness values $t_g$ and the Lagrange-multiplier from (10) and (15).

2.1.6. The Applied SIMP Algorithm can be defined as follows:

1. Specify the Max and Min value of $t_g$, ($t_{g_{max}} = 1$, $t_{g_{min}} = 10^{-6}$).
2. Specify a maximum displacement $\Delta$ (single displacement).
3. Set the penalty value, $p = 1$, later this value will be incremented to $p = 1.5, 2$, etc.
4. Specify design domain, including supports and loading.
5. Carry out FEM.
6. Extract displacement field for entire structure $u^T$.
7. Calculate $R_g$ with displacement vector based on current element solution set $t_g$, but using the stiffness matrix for the elements as if it had $t_g = 1$.
8. Calculate Lagrange multiplier $\nu$:

$$\nu = \frac{\sum_{g \in A}^{R_g} \left( \frac{A_g \gamma_g}{p} \right) \frac{p}{p+1} R_g^{p+1}}{\left( \Delta - \sum_{g \in P}^{R_g} \right)} \quad (for \ A \neq 0 ).$$

9. Calculate new element solution set:

$$t_{g_{new}} = \left( \nu p R_g / A_g \gamma_g \right)^{p+1}$$

where $\nu^{p+1}$ is the Lagrange multiplier calculated in step 8 with the correct power.
10. Determine set of active and passive elements by the following element limit set:

\[
\begin{align*}
    t_{g, new} &= t_{\min} & \text{if } t_{g, new} &\leq t_{\min} = 10^{-6}; & e &\in \mathcal{P}, \\
    t_{g, new} &= t_{\max} & \text{if } t_{g, new} &\geq t_{\max} = 1; & e &\in \mathcal{P}, \\
    t_{g, new} &= t_{g, new} & \text{if } t_{\min} &\leq t_{g} \leq t_{\max} = 1; & e &\in \mathcal{A}.
\end{align*}
\]

11. If active set has changed from the previous iteration, go to step 5, else if active set has not changed from previous iteration go to step 12.

12. Increment \( p \) until all the elements become passive or reach the limit for \( p \), using following formula: \( p = p + \text{increment} \) (step size is controlled).

In topology optimization the checker-board pattern -what is a numerical artifacts with artificially high stiffness is a big problem. To avoid it as an optimal solution there are several techniques (see e.g. Sigmund and Petersson [28]). Here a simple procedure was used which was published by Gáspár, Lógó and Rozvány [9]. The key point is that all the ground elements in case of disk (a primary meshing provides the so-called ground elements) should sub-divide into further finite elements (secondary elements). For the subdivision it is enough to use 2 by 2 elements. Further number of sub-elements can not improve significantly the final result.

3. Numerical examples

The 100 years old Michell’s theory on least-weight trusses [13] provides an optimality criteria formula for a continuum in case of low volume fraction. Since his solution usually consists of an infinite number of members, Prager [16] termed Michell’s frameworks “truss-like” structures. The Michell’s theory was generalized to other structures by Prager and Rozvány (e.g. [17]). During this century several researcher added further result to this topic, but among them Rozvány’s school made the most intensive research on it and published many papers with very significant results (e.g. Rozvány [21, 22, 24, 27]). In this Chapter some new optimal topologies are introduced. The computer program is based on the above mentioned algorithm. 4-nodes quadrilateral and 2 nodes truss FE’s are used. In each case the normalized “thickness” of the finite elements is used as design variable and a unit Young’s Modulus is applied. The displacement limit is always 150% of initial displacement obtained from the initial design at the load location.

3.1. Example 1. “MBB beam”. Consider a rectangular ground structure with hinge support in one end and roller support at the other end (Figure 3). The aspect ratio (height over length) at the initial design is 1 to 4.

The total number of the finite elements is 9600. The applied load is 100 unit at the middle of the top of the design domain. Only 4-nodes quadrilateral FE’s are used The penalty parameter \( p \) was run from \( p = 1 \) to \( p = 3 \) with smooth increasing (increment is 0.25). The Poisson ratio is 0. The exact analytical solution (e.g. Rozvány et al. [21]) is shown in Figure 4.
The solution in Figure 5 agrees closely with the exact analytical solution with zero volume fraction. One can see that by the use of 2x2 4-nodes FE’s per ground element the checkerboard pattern is completely suppressed (Figure 2).

3.2. Example 2. Rectangular domain with unequal point loads and unsymmetrical location. An intensively investigated test structure is rectangular domain with two hinge supports and two point loads [12,21,27]. The usual aspect (height/length) ratio is 0.5 and the supports are located at the middle of the left and right edges, respectively. Sometimes this ratio is not enough because the active zone reaches the top and the bottom edges of the design domain. To avoid this effect the height of the design domain is increased and the aspect ratio is 0.7 (Fig.4.).

In this example the effect of the unsymmetrical location and magnitude of the right hand point loading is investigated. The ratio of magnitudes of the unequal point loads is 2 (left load is 100 units, right load is 50 units). The left hand load is always located at 1/4 of the horizontal dimension while the location of the right load is varied from...
2/8 to 7/8 of the horizontal dimension. Total number of finite elements is 40320 by the use of 84 × 120 ground elements and 2 × 2 sub-elements. The Poisson ratio is equal to 0. The same type of penalty parameter $p$ was applied (from $p = 1$ to $p = 1.5$ with smooth increasing (increment is 0.1) and later to $p = 3.5$ with increment=0.25).

The pictures of the optimal topologies in function of the right force location can be found in Table 1. The exact analytical solution for zero volume fraction can be seen in Fig.5. after Melchers [12]. The obtained numerical solutions are in good agreement with the analytical solutions.

Figure 6. Design domain for variable location of $F_2$

Figure 7. Exact analytical solution after Melchers.
Table 1. Optimal topologies for unsymmetrical loading conditions

| Location of $F_2$ | Optimal Solution | Location of $F_2$ | Optimal Solution |
|-------------------|------------------|-------------------|------------------|
| 1.0a              | ![Image]         | 1.5a              | ![Image]         |
| 2.0a              | ![Image]         | 2.5a              | ![Image]         |
| 2.5a              | ![Image]         | 3.0               | ![Image]         |

To demonstrate the evolution of the optimal topologies during the major iterations the intermediate results (correspond to different penalties) are displayed. One can see in Figure that enough a few major iterations to reach the final topologies which proves the robustness of the applied algorithm. At the beginning there are intermediate thicknesses (light colours), what disappears at the end of the program (only two thicknesses exist: 1 or 0).
3.3. Example 3. **Topology optimization for variable external forces of nonzero cost.** Classical theories of variable force (mostly support) optimization, based on optimality criteria and adjoint displacement fields, were developed in the mid-seventies (see e.g. Rozvany and Mroz [19]. More recently, Buhl [7] and Pomezanski [14], Rozvany et al. [26] developed numerical methods for topology optimization with allowance for the cost of supports. This example discusses the problem of optimizing structural topologies when some of the external forces are variable and they have a nonzero cost. Such forces may represent a reaction at a support, a force generated by passive control or a ballast (weight) used for increasing cantilever action or modifying natural frequencies. In the presented examples, it is assumed that the cost
of external forces depends on their magnitude and in this way it is proportional to the volume of the optimal topology.

Assuming the same permissible stress in tension and compression, in the objective function of optimization problem (4) the formulation for bars can be reformulate as follows:

$$\min \left( \sum_i k \ell_i |F_i| t_i^{\frac{1}{3}} + \sum_j b \ell_j |R_j| t_j^{\frac{1}{3}} \right);$$  \hspace{1cm} (16)

where $k$ and $b$ are given constants, $F_i$ are bar forces and $R_j$ are reaction forces. Replace all supports with a set of bars, such that in the direction of any potential reaction force. (At roller support, for example, we have only one fictitious bar and at a pin support, we have an infinite number of fictitious bars in all possible directions.) It is easy to proof that the optimality conditions become the same as was indicated before.

Let’s consider a rectangular design domain with a single point load at middle of the right edge (Figure 10.) On the left side there are fix hinges at the top and the bottom corners and there are pin supports at the 1/4 and 3/4 of the left side, respectively. (Here the “infinite number” of bars means at the pin support that initially there is a bar in every five degree direction.) The cost of the supports are varied from 1 (no cost) to 10000 (expensive). To demonstrate the method and the algorithm, three cases are presented: Case A: the bars have high cost while the hinges have no cost; Case B: all supports have cost, but the bars have three times more cost than the hinges, Case C: all the supports have same unit cost. For the continuum design domain 4-nodes quadrilateral FE’s are used Total number of finite elements is 1600 by the use of $10 \times 40$ ground elements and $2 \times 2$ sub-elements. The Poisson ration is 0.
Same type of penalty parameter $p$ was applied (from $p = 1$ to $p = 1.5$ with smooth increasing (increment is 0.1) and later to $p = 4.0$ with increment=0.25). The numerical results can be seen in Figures 10-11. They are in good agreement with the expected ones. In Figures 12-13. among the bar supports only one member at the bottom and one member at above are active. Their directions are 135 and 225 degree, respectively.

4. Conclusion

A very efficient iterative algorithm was presented for topology design of continuum type structures by the use of displacement constraint. The derived algorithm is suitable for support design as well. The applied meshing provides a good technique to avoid the checkerboard pattern. By the use of the smooth penalization increment the obtained numerical solutions are in good agreement with the existing and proved analytical solutions. Conceptually this topology design is simple, since the algorithm does not require intensive mathematics. The number of the design variables (thousands) significantly exceeds the maximum number of variables what can be used in any kind of mathematical programming algorithm. The main disadvantage is that the buckling and other constraints are not taken into consideration during the optimization procedure but the obtained numerical topologies are a good starting points for further optimal design. The support optimization technique is suitable to demonstrate the effects of strengthening of structures.
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