False Alarms Analysis of Wind Turbine Bearing System
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Abstract: Wind turbines are complex systems that use advanced condition monitoring systems for analyzing their health status. The gearbox is one of the most critical components due to its elevated downtime and failure rate. Supervisory Control and Data Acquisition systems are employed in wind farms for condition monitoring and control in real time. The volume and variety of the data require novel and robust techniques for data analysis. The main novelty of this work is the development of a new modelling of the temperature curve of the gearbox bearing versus wind speed to detect false alarms. An approach based on data partitioning and data mining centers is employed. The wind speed range is divided into intervals to increase the accuracy of the model, where the centers are considered representative samples in the modelling. A method based on the alarm detection is developed and studied together with the alarms report provided by a real case study. The results obtained allow the identification of critical alarm periods outside the confidence interval. It is validated that the study of alarm identification, pre-filtered data, state variable, and output power contribute to the detection of the false alarms.

Keywords: renewable energy; wind turbine; Supervisory Control and Data Acquisition (SCADA); fault detection; false alarms

1. Introduction

Greenhouse gas emissions are the main contributors to global warming and climate change, e.g., specifically CO₂ emissions account for 70% of greenhouse gas emissions [1]. The aviation industry is one of the greatest producers of greenhouse gases [2], although governments are providing incentives to airlines to optimize their routes to minimize CO₂ emissions [3]. International maritime trade is another industry that has grown considerably over the last decade, and this trend is expected to continue [4], where its operations should be optimized to reduce the CO₂ produced [5]. In the United Nations Framework Convention on Climate Change, the so called “Paris Agreement”, the parties proposed as a goal to reach the global maximum of greenhouse gases soon. In this context, China is the largest emitter of CO₂ [6], currently working on its transition to lower carbon emissions and reduce consumption of fossil fuels [7].

Sustainability and green energies are main objectives to be accomplished by 2050. Wind energy is one of the most relevant renewable energy sources, reaching 597 GW of wind power capacity in 2018 [8]. The industry is growing constantly, and the trend is expected to continue in the future due to improvements in wind energy technology and economic policies of the governments. Despite the advances, the maintenance costs of wind turbines (WTs) are relevant, between 15% and 25% of the total investment for an onshore WT, and 35% in offshore WTs [9]. Suitable monitoring operations and maintenance activities are required for ensuring the sustainability of electricity generation [10].
The system must work efficiently without failures to comply WT sustainability requirements. The Supervisory Control and Data Acquisition (SCADA) system acquires data from sensors from critical components of WT. In this paper, SCADA provides the following statistical parameters of the signal for the interval of 10 min: mean, maximum, minimum, and standard deviation [11,12]. The measurements depend on environmental factors, e.g., wind speed, ambient temperature, etc. [13]. SCADA system provides signal data related to different parameters such as temperature, orientation, or electric behavior among others, and alarms that are activated when certain conditions of the WT are reached. Several issues in the sensors or the SCADA system may lead to false alarms, indicating a failure when the real condition of the WT is healthy, increasing the maintenance costs and downtimes [14,15]. Due to different nature and volume of the data, new methods are required for fault detection and diagnosis [16,17], and accurate methods to reduce and identify false alarms [18].

Figure 1 shows the criticality and expected cost of failures for the main WT components [19]. The expected cost of failure is defined as the probability and cost associated to a failure, also considering the loss of production cost. The criticality is the product between the expected failure cost and the failure rate. According to Figure 1, the gearbox presents one of the most elevated expected costs and criticality levels. The costs of gearbox replacement and downtimes for maintenance operations are bigger compared to other components of the WT [20]. Downtimes produced by gearbox replacements are approximately 20% of the total downtimes [21]. The occurrence factor was calculated according to the average rate extracted from the SCADA data, and the severity factor was based on the decrease in the production of energy generated by the failure modes.

![Figure 1. Expected costs of failure and criticality for wind turbine (WT) components [19].](image)

Bearings have been determined to cause the majority of the WT gearbox failures [22] due to dynamic and unpredictable stresses [23,24]. The WT temperatures are a fundamental indicator of the WT health, and thermal increments may indicate overload, lubrication, or cooling issues [25]. The temperature monitoring and analysis of the gearboxes and bearings can, therefore, prevent failures [26,27].

Prognosis and health management of WT bearings, following Ouyang [28], are divided in this paper into four phases: Data acquisition; feature extraction; construction of the health indicator; and remaining life prediction. The wind-power speed curve of a WT is usually employed to set the
system condition. Several techniques are applied for modelling these curves, mainly divided into parametric and non-parametric approaches [29,30]. The principal parametric techniques are linearized segmented model, polynomial power curve, etc. [31,32]. The main non-parametric techniques are copula power curve, cubic spline interpolation, neural networks, fuzzy methods, and data mining algorithms [28,33,34].

The main contribution of this paper to the state of the art is the study of the gearbox bearing temperature and wind speed to detect faults and false alarms in the gearbox. The novelties proposed are based on the segmentation of temperature curve for determining the optimal centers, increasing the false alarm detection for temperature analysis. Ouyand et al. [35] used a similar partition approach for modelling wind-turbine power curve. The approach presented in this paper is adapted from [35] aiming to increment the number of centroids in the modelling efficiency. Once the points of interest are defined with this method, an analysis based on the condition detection is proposed, considering the power output analysis and the alarm information provided by the operators. With this information, it is possible to determine if the alarm is false or not.

This paper is structured into the following sections: Section 2 shows the approach based on data partitioning for data from gearbox bearing and wind speed; in Section 3, a real case study with three WTs and an analysis of the results is presented; finally, Section 4 provides the conclusions, summarizing the results.

2. Approach

This paper analyzes the data acquired from a gearbox bearing and the wind speed with the aim of obtaining an efficient modelling for reducing uncertainty due to false alarms and increasing the sustainability of energy generation [36,37]. The alarm activation produces the WT to stop in several cases. A study interval of 2 h before the WT stop is defined for ensuring the presence of data in the analysis. The approach developed in this work is based on the division of the temperature–wind speed curve in several intervals, or partition centers, defined with k-means, for obtaining an increment in the data analysis accuracy.

Figure 2 shows the diagram of the approach. In the first phase, SCADA signals, alarms, state variable, alarm log, and alarm manual are obtained. The state variable is only registered when the WT presents changes in the state. This variable and the output power must be coherent [38,39]. The alarm tutorial, or manual, is used to define the alarms. It is a document offered by the alarm management company that establishes the normal behavior of the WT when different alarms arise, e.g., emergency, stop, fault, atmospheric condition, maintenance, shutdown, etc. It also shows the severity of the alarms and, in certain cases, the WT must be automatically shut down to avoid catastrophic failures [40]. The alarm log collects the information of the alarm activation and deactivation, the code, the description, and severity. The periodicity of the alarm log is not defined, and for this reason, several alarms may arise at the same time, known as alarm flood, producing an overload in the system [41].

For this real case, only average values are used by the SCADA data for each 10 min time interval of gearbox bearing temperature, wind speed, and power output. The data acquired are fitted to a polynomial of degree 7, according to a previous study [42]. The polynomial of degree 9 has a quadratic mean error (RMSE) of 4.808, and the polynomial of degree 7 has an RMSE of 4.809. The results are considered not significant; therefore, it was decided to employ grade 7 polynomial due to lower computational costs. The graph of the gearbox bearing temperature data versus wind speed is adjusted, therefore, to a grade 7 polynomial, and the outliers are eliminated. The decision to consider it a point as outliers is based on whether the point is within or outside the confidence interval. The next phase is the selection of the partition centers with the centroids calculated for 5, 10, 15, and 20 partitions.
The algorithm used to calculate the center points is based on the k-means algorithm, where a heuristic method is employed to find centroid seeds for k-means clustering. The k-means problem involves finding groups of points with the intra-group variance minimized, reducing the sum of the squared distances from each point to the center nearest to it [43].

The k-means algorithm divides the dataset into k-clusters. A uniform is chosen, and random observation of the dataset according to Har-Peled and Sadri [44], in this case from the wind speed data. The selected observation is the first center point, called $c_1$. The distances from each observation to $c_1$
are calculated, where the distance between $c_j$ and the observation $m$ is defined as $d(x_m, c_j)$. It is defined on the centroid $c_2$ as random distance from wind speed and probability according to the Equation (1).

$$
\frac{d^2(x_m, c_1)}{\sum_{j=1}^{n} d^2(x_p, c_1)}
$$

(1)

The centroid $j$ is chosen as:

- Calculating the distances from each observation to each center and designating each observation to its nearest centroid.
- For $m = 1, ..., n$ and $p = 1, ..., j - 1$, choosing centroid $j$ at random from wind speed with probability according to the Equation (2), where $c_p$ is the set of all observations nearest to centroid $c_p$, and $x_m$ fits to $c_p$.

$$
\frac{d^2(x_m, c_p)}{\sum_{[h \in c_p]} d^2(x_h, c_p)}
$$

(2)

Each centroid is calculated with a probability proportional to the distance from itself to the nearest center previously calculated. This step is iterative until all k-centroids are chosen [45]. The partition centers are identified as $C_i = (W_i, T_i)$, $i = 1, 2 \ldots N$, where $N$ is the number of partitions, $W_i$ and $T_i$ are the wind speed and gearbox bearing temperature, respectively, at the $i$th center. Figure 3 shows the different models applied, where the centres of each clusters are represented as red crosses, being the center distributions for different partitions developed in this paper.

![Figure 3. Different curve models: (a) 5 partitions; (b) 10 partitions; (c) 15 partitions; (d) 20 partitions.](image_url)

The confidence interval is set to 95% according to references [46–48]. A dynamic fitting with this confidence interval is applied to each interval determined by the centroid, then the outliers are identified. Therefore, further analysis of outliers is required. If these data are classified as normal data
(within the confidence interval), the state variable, the power output variable, and the alarm log are analyzed to determine if it is a false alarm.

3. Real Case Study and Results

The SCADA data employed correspond to the European project OPTIMUS. The proposed real case study considers SCADA data from three WTs in a time period of two years. It collected the signals of 40 variables every 10 min with a total of 101,752 samples. For each SCADA variable, the system provides a signal with maximum, minimum, average, and the standard deviation. In this case, the average signal has been used for gearbox bearing temperature, power output, and wind speed. The data were filtered, where ‘nan’ values obtained by the SCADA system were eliminated for this study, since they are considered as wrong data according to the company.

The alarm log collects information of the alarms and the activation period providing the following data: Alarm code; description; timestamp of data collection of activation; and timestamp of data collection of deactivations. The behavior of the WT is analyzed statistically. The scenarios are studied when an alarm occurs in the gearbox system. For this case study, five different alarms are considered, shown in Table 1. The WT is not working when these alarms are activated because this information is derived from the power output variable and the state variable.

Table 1. Summary results.

| Alarm Number | WT Analysed | Alarm Description                                          | State Variable | Number of Activations of Other Alarms |
|--------------|-------------|-----------------------------------------------------------|----------------|--------------------------------------|
| 1            | 1           | Low temperature of gearbox oil                           | Pause          | 3                                    |
| 2            | 1           | Gearbox frequency converter no feedback                   | Stop           | 5                                    |
| 3            | 1           | Gearbox bearing 1 PT100 error                            | Emergency      | 23                                   |
| 4            | 2           | Gearbox bearing 1 PT 100 error                           | Stop           | 6                                    |
| 5            | 3           | Gearbox frequency converter no feedback                  | I/O timeout    | 11                                   |

Gearbox bearing temperature versus wind speed is studied to determine the alarms produced in the gearbox. Post-processing of the data performed is presented, using a grade 7 polynomial adjustment to reduce the amount of data, with a 95% confidence interval, given by green and yellow lines in Figure 4. The points outside of the confidence interval are identified as outliers. The blue points are the SCADA data measured two hours before of the WT deactivation, with 12 measurements being detected. Figure 4 shows that different blue points are inside the confidence intervals, and it is necessary a new calculation of confident intervals to confirm that these points are outliers. The bearing gearbox temperature sensor has a saturation at 75 °C; therefore, at higher temperature, it activates an alarm to stop the WT due to overheating of the component, but this has never occurred in this case of study. The fact that the temperature of the gearbox bearing is stabilized for wind speed between 6 and 14 m/s affects the grouping of k-means.

The dataset is divided with the partitions obtained from the k-means approach, and each partition is analyzed with its confidence interval. Figure 5 analyses the same alarm region of interest with several partitions. The variables related to alarms, the state and output power, are analyzed together considering the alarm manual, leading to the correct condition of the WT.
Figure 4. Gearbox bearing temperature curve versus wind speed without partition approach.

Figure 5. Gearbox bearing temperature curve for: (a) 5 partitions; (b) 10 partitions; (c) 15 partitions; (d) 20 partitions.
Figure 4 shows that the measurements before the alarm activation appear within the confidence interval employing only the polynomial 7 used in reference [42]. However, in Figure 5, where the approach is applied, those measurements are classified as outliers, allowing the identification of critical alarm periods outside the confidence interval. The new confidence intervals, defined by green lines, present different values, but in two cases, for 15 and 20 partitions, all the interest alarms are outside the confidence interval. From these observations, it is concluded that the number of partitions may be greater than 15 to ensure that the alarm interest period is outside the confidence interval.

Once all the points are defined as outliers, it is concluded that:

1. The first alarm is produced due to a low temperature of the gearbox oil. The alarm is activated 15 h after the WT is turned off and starts working without any maintenance operations. There is no information in the state variable for determining the WT stop, although this variable indicates that the WT has been stopped due to “atmospheric conditions” at least 12 h. There are outliers before the shutdown (blue points in Figure 4), but no alarms have been activated at that time. The main hypothesis is the delay of the alarm, and this alarm is related to the outliers detected with the methodology. Another possible cause is the decreasing of the gearbox temperature due to low environmental temperatures for 15 h. The results are not convincing, and more data are required to check the cause and the classification of the alarm.

2. The alarms 2 and 4 occur at the same time for WTs 1 and 2. Both WTs coincide in downtime periods and the state variable provides the same information. The alarm activation time is reduced, about 2 min. The system has not enough time to react and there are no maintenance activities carried out, and this alarm is set as false.

3. The third alarm has an abnormal behavior, with 23 alarms in an interval of 5 s. The state variable indicates emergency, implying that the reset must be manual and local, then the state variable indicates that there are maintenance actions for more than one hour. When the alarms are activated, the SCADA system takes nonsense measures, being evidence that an anomaly is occurring. The gearbox system alarm is not caused by a failure in the gearbox, because the alarms triggered belong to different components and alarm systems. The maintenance time is insufficient to perform maintenance on the gearbox itself. With the data obtained and analyzed, it can be stated that this is a SCADA system failure and not a gearbox failure.

4. The alarm 5 is activated and deactivated in five times in an interval of time of 40 min. The SCADA system offers null values before and after the alarm appears for all SCADA variables, and the maintenance activities are carried out.

The causes of the above alarms are studied and classified as false or true. The hypothesis for considering the alarm as false is based in the absence of failures in the gearbox (see Table 2). The reliability of the status variable has been analyzed according to the alarm manual.

### Table 2. Classification of alarms.

| Alarm | Description Causes                                                                 | Alarm |
|-------|------------------------------------------------------------------------------------|-------|
| 1     | The WT is stopped for more than 14 h before the alarm occurs. The gearbox temperature decreases because it tends to equalize with the ambient temperature. | N/A   |
| 2     | Due to the short period of activation of the alarm, the system could not react.    | False |
| 3     | Fault in the SCADA measurement system, sensors give unreal values                  | False |
|       | Due to the short period of activation of the alarm, the system could not react.    |       |
| 4     | Dependence on turbine 1 and 2, because these alarms occur at the same time, for no obvious reason. | False |
|       | SCADA system provides measurements in null and zero value intervals. 11 different alarms arise in half an hour, since the alarm system detects faults, although they are failures of the SCADA system itself and not of the WT components. | False |
4. Conclusions

The main novelty presented in this method is the early prediction of failures for false alarm identification by employing center partitions. The data studied are obtained by a Supervisory Control and Data Acquisition system. The analysis of the gearbox temperature, the state variable, and the power output have been considered and studied. The application of partitions method allows the identification of critical alarm periods outside the confidence interval, in comparison with other methods, e.g., polynomial grade 7. For this particular case, the different partitions approach does not provide variations in the data filtered, and further research is needed to analyze the partitions. It is proved that the combination between alarm identification, prefiltering data, state variables, and output power contribute to false alarm identification. Different alarms of the gearbox system are presented, and it has been verified that the alarms are false, because the operators do not carry out any maintenance activity in the wind turbine and no failures were detected. The alarms have been caused by various factors such as: erroneous measures, appearance of many alarms in a short time, failures, etc. The application of the methodology proposed in this work ensures the sustainability of the wind energy production. This method has only been applied to the alarms produced in the gearbox system. For future research, it is proposed to study the alarms of other components such as generator, power converter, etc. On the other hand, it would also be interesting to combine this method with other machine learning approaches, e.g., classification learner, and to consider more variables to the study, and to be able to determine with a greater degree of accuracy the cases of false alarms.
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