GREEN INDEX IN SEMIGROUPS: GENERATORS, PRESENTATIONS AND AUTOMATIC STRUCTURES
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Abstract. Let $S$ be a semigroup and let $T$ be a subsemigroup of $S$. Then $T$ acts on $S$ by left- and by right multiplication. This gives rise to a partition of the complement $S \setminus T$ and to each equivalence class of this partition we naturally associate a relative Schützenberger group. We show how generating sets for $S$ may be used to obtain generating sets for $T$ and the Schützenberger groups, and vice versa. We also give a method for constructing a presentation for $S$ from given presentations of $T$ and the Schützenberger groups. These results are then used to show that several important properties are preserved when passing to finite Green index subsemigroups or extensions, including: finite generation, solubility of the word problem, growth type, automaticity, finite presentability (for extensions) and finite Malcev presentability (in the case of group-embeddable semigroups). These results provide common generalisations of several classical results from group theory and Rees index results from semigroup theory.

1. Introduction

The notion of the index of a subgroup is a fundamental concept in group theory. It may be viewed as providing a way of measuring the size of a subgroup relative to its containing group. From this point of view, a subgroup of finite index may be thought of as differing from its parent by only a finite amount. This intuitive idea gains more significance when one considers the long list of properties that are known to be preserved when passing to finite index subgroups or extensions, which include: finite generation and presentability (and more generally property $F_n$ for every $(n \geq 1)$), solubility of the word problem, automaticity, the homological finiteness property $FP_n$, residual finiteness, periodicity, and local-finiteness (see [6, 13, 17, 34, 37] for details of these classical results). On the other hand, it is still an open question as to whether the property of being presented by a finite complete rewriting system is inherited by subgroups of finite index; see [45]. Important problems about finite index subgroups and extensions continue to receive a great deal of attention; see for example [4, 7, 23, 32, 33, 40, 41, 42, 43].
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In semigroup theory various notions of index have arisen, in several different contexts. For example, the index of a subgroup of a semigroup was considered by Bergman in [5], while a notion of index for cancellative semigroups arose in work of Grigorchuk [22] on growth of semigroups. While these are direct generalisations of group index, they are limited since they do not apply to semigroups in general.

For subsemigroups of semigroups in general, until recently, the most widely studied notion of index has been the so-called Rees index. The Rees index of a subsemigroup is defined simply as the cardinality of its complement. It was originally introduced by Jura in [28], and since then, in analogy with group index, many finiteness conditions have now been shown to be inherited when passing to finite Rees index substructures or extensions (see [11], [47] and [26]).

However, Rees index is not a generalisation of group index. In fact, it is obvious that an infinite group cannot have any proper subgroups of finite Rees index. So although Rees index results have the same look and feel as group index results, this is as far as the connection goes, and in particular they cannot be applied to recover the corresponding group-theoretic results on which they are modelled. This problem was the original motivation for the work in [19] where a new notion of index was introduced, called Green index. The Green index of a subsemigroup $T$ of a semigroup $S$ is given by counting strong orbits (called $T$-relative $H$-classes) in the complement $S \setminus T$ under the natural actions of $T$ on $S$ via right and left multiplication (see Section 2 for more details). In particular, when $S \setminus T$ is finite $T$ will have finite Green index in $S$, while if $S$ is a group and $T$ a subgroup then $T$ will have finite Green index in $S$ if and only if it has finite group index in $S$. In [19] it was shown that several important finiteness conditions are preserved when taking finite Green index subsemigroups or extensions. Thus, Green index is both general enough to simultaneously subsume Rees index and group index, but also strong enough that a semigroup will share many interesting properties with its subsemigroups of finite Green index. In this paper we continue the investigation of Green index, and in particular extend the list of finiteness conditions that are known to be preserved under taking finite Green index subsemigroups and extensions.

Extending the classical ideas of Schützenberger [50, 51], with each $T$-relative $H$-class $H$ we associate a group $Γ(H)$, called its (T-relative) Schützenberger group, obtained by taking the setwise stabiliser of the action of $T$ on $H$ by right multiplication and making it faithful (see Section 2 for full details). Our results then relate properties of $S$, $T$ and the family of (relative) Schützenberger groups $Γ(H)$.

The article is laid out as follows. After the preliminaries in Section 2 in Section 3 we prove a fundamental lemma (the Rewriting Lemma) which underpins many of the results appearing later in the paper. This rewriting technique is utilised in Section 4 to obtain a generating set for $T$ from a generating set for $S$. In Section 5 we obtain generating sets for the relative Schützenberger groups from a generating set for $S$. In the case of finite Green index, finite generation is preserved in both these situations. In Section 6 we give a presentation for $S$ in terms of given presentations for $T$ and each of the Schützenberger groups. Again, when the Green index is finite, finite presentability is preserved. Whether finite presentability is preserved in the other direction, i.e. from $S$ to $T$ and the Schützenberger groups, remains an open problem, but in Section 7 we show that this is the case for finite Malcev (group-embeddable) presentations (in the sense of [9]). In the remaining sections we consider a range of other properties related to generators in one way or another: the word problem (Section 8), type of growth (Section 9), and automaticity (Section 10) in the sense of [12, 24]. These results provide common generalisations of the corresponding classical results from group theory, and Rees index results from semigroup theory.
2. Preliminaries

Let $S$ be a semigroup and let $T$ be a subsemigroup of $S$. We use $S^1$ to denote the semigroup $S$ with an identity element $1 \not\in S$ adjoined to it. This notation will be extended to subsets of $S$, i.e. $X^1 = X \cup \{1\}$. For $u, v \in S$ define:

$$u \mathcal{H}^Tv \iff uT^1 = vT^1, \quad u \mathcal{L}^Tv \iff T^1u = T^1v,$$

and $\mathcal{H}^T = \mathcal{H} \cap \mathcal{L}^T$. Each of these relations is an equivalence relation on $S$; their equivalence classes are called the ($T$-)relative $\mathcal{H}$-, $\mathcal{L}$-, and $\mathcal{H}$-classes, respectively. Furthermore, these relations respect $T$, in the sense that each $\mathcal{H}^T$, $\mathcal{L}^T$, and $\mathcal{H}^T$-class lies either wholly in $T$ or wholly in $S \setminus T$. Following [19] we define the Green index of $T$ in $S$ to be one more than the number of relative $\mathcal{H}$-classes in $S \setminus T$. Relative Green's relations were introduced by Wallace in [52], generalising the fundamental work of Green [21]. For more on the classical theory of Green's relations, and other basic concepts from semigroup theory, we refer the reader to [27].

Throughout this paper $S$ will be a semigroup, $T$ will be a subsemigroup of $S$, and Green's relations in $S$ will always be taken relative to $T$, unless otherwise stated. In other words, we shall write $x \mathcal{H} y$ to mean that $xT^1 = yT^1$ rather than $xS^1 = yS^1$.

On the few occasions that we need to refer to Green's $\mathcal{R}$ relation in $S$ we will write $\mathcal{R}^S$. The same goes for the relations $\mathcal{L}$ and $\mathcal{H}$.

The following result summarises some basic facts about relative Green's relations (see [52] [19] for details).

**Proposition 2.1.** Let $S$ be a semigroup and let $T$ be a subsemigroup of $S$.

(i) The relative Green's relation $\mathcal{R}$ is a left congruence on $S$, and $\mathcal{L}$ is a right congruence.

(ii) Let $u, v \in S$ with $u \mathcal{H} v$, and let $p, q \in T$ such that $up = v$ and $vq = u$. Then the mapping $\rho_p$ given by $x \mapsto xp$ is an $\mathcal{R}$-class preserving bijection from $L_u$ to $L_v$, the mapping $\rho_q$ given by $x \mapsto xq$ is an $\mathcal{R}$-class preserving bijection from $L_v$ to $L_u$, and $\rho_p$ and $\rho_q$ are mutually inverse.

With each relative $\mathcal{H}$-class we may associate a group, which we call the Schützenberger group of the $\mathcal{H}$-class. This is done by extending, in the obvious way, the classical definition (introduced by Schützenberger in [50] [51]) to the relative case. For each $T$-relative $\mathcal{H}$-class $H$ let $\text{Stab}(H) = \{ t \in T^1 : Ht = H \}$ (the stabilizer of $H$ in $T$), and define an equivalence $\gamma = \gamma(H)$ on $\text{Stab}(H)$ by $(x, y) \in \gamma$ if and only if $hx = hy$ for all $h \in H$. Then $\gamma$ is a congruence on $\text{Stab}(H)$ and $\text{Stab}(H)/\gamma$ is a group. The group $\Gamma(H) = \text{Stab}(H)/\gamma$ is called the relative Schützenberger group of $H$. The following basic observations about relative Schützenberger groups will be needed (see [52] [19] for details).

**Proposition 2.2.** Let $S$ be a semigroup, let $T$ be a subsemigroup of $S$, let $H$ be a relative $\mathcal{H}$-class of $S$, and let $h \in H$ be an arbitrary element. Then:

(i) $\text{Stab}(H) = \{ t \in T^1 : ht \in H \}$.

(ii) $\gamma(H) = \{ (u, v) \in \text{Stab}(H) \times \text{Stab}(H) : hu = hv \}$.

(iii) $H = h\text{Stab}(H)$.

(iv) If $H'$ is an $\mathcal{H}$-class belonging to the same $\mathcal{L}$-class of $S$ as $H$ then $\text{Stab}(H) = \text{Stab}(H')$ and $\Gamma(H) = \Gamma(H')$.

(v) If $H'$ is an $\mathcal{H}$-class of $S$ belonging to the same $\mathcal{R}$-class as $H$ then $\Gamma(H') \cong \Gamma(H)$. 


3. The Rewriting Lemma

The aim of this section is to prove a rewriting lemma which arises naturally from the theory of relative Green’s relations, and which will be a vital tool for the proofs of many of the results about finiteness conditions that follow.

Throughout this section $S$ will be a semigroup and $T$ will be a subsemigroup of $S$. We let $\{H_i : i \in I\}$ be the set of relative $\mathcal{H}$-classes in $S \setminus T$, with a fixed set of representatives $h_i \in H_i$ $(i \in I)$, and relative Schützenberger groups $\Gamma_i = \Gamma(H_i) = \text{Stab}_T(H_i)/\gamma_i$. Set $I^1 = I \cup \{1\}$ where we assume $1 \notin I$. We introduce the convention $H_1 = \{1\}$ and $h_1 = 1$ where $1$ is the external identity adjoined to $S$.

Next we introduce two mappings

$$\rho : S^1 \times I^1 \to I^1, \quad \lambda : I^1 \times S^1 \to I^1$$

which reflect the way that the elements of $S^1$ act on the representatives $h_i$:

\begin{align*}
(1) \quad \rho(s, i) &= \begin{cases} j & \text{if } sh_i \in H_j \\
1 & \text{if } sh_i \in T, \end{cases} \\
\text{and} \\
(2) \quad \lambda(i, s) &= \begin{cases} j & \text{if } h_1s \in H_j \\
1 & \text{if } h_1s \in T. \end{cases}
\end{align*}

The following lemma introduces related elements $\sigma(s, i)$ and $\tau(i, s)$ which ‘connect’ $sh_i$ and $h_1s$ to their respective $\mathcal{H}$-class representatives.

**Lemma 3.1.** For all $i \in I^1$ and $s \in S^1$ there exist $\sigma(s, i), \tau(i, s) \in T^1$ satisfying:

\begin{align*}
(3) \quad sh_i &= h_{\rho(s, i)} \sigma(s, i), \\
\text{and} \\
(4) \quad h_1s &= \tau(i, s) h_{\lambda(i, s)}.
\end{align*}

**Proof.** If $\rho(s, i) \neq 1$ we have $sh_i = h_{\rho(s, i)} \sigma(s, i)$ and so there exists $\sigma(s, i) \in T^1$ satisfying

$$sh_i = h_{\rho(s, i)} \sigma(s, i).$$

Otherwise $\rho(s, i) = 1$, and setting $\sigma(s, i) = sh_i \in T^1$ equality (3) holds trivially. The existence of $\tau(i, s)$ is proved dually. \hfill \Box

The following lemma describes the effect of pushing an $\mathcal{H}$-class representative through a product of elements of $S$ from left to right.

**Lemma 3.2** (Rewriting lemma). Let $i \in I^1$ and let $s_1, s_2, \ldots, s_n \in S$. Then

$$h_i s_1 s_2 \ldots s_n = t_1 t_2 \ldots t_n h_j$$

where $t_1, \ldots, t_n \in T^1$ and $j \in I^1$ are obtained as a result of the following recursion:

\begin{align*}
(5) \quad &i_1 = i \\
(6) \quad &i_{k+1} = \lambda(i_k, s_k) \quad (k = 1, \ldots, n), \\
(7) \quad &j = i_{n+1} \\
(8) \quad &t_k = \tau(i_k, s_k) \quad (k = 1, \ldots, n).
\end{align*}

Furthermore:

(i) If all $s_q \in T$ and $h_i s_1 s_2 \ldots s_n \notin T$ then $h_i s_1 s_2 \ldots s_n \mathcal{L} h_j$.

(ii) If all $s_q \in T$ and $h_i s_1 s_2 \ldots s_n \in T$ then $j = 1$ and so $h_j = h_1 = 1$.

(iii) If all $s_q \in T$ and $h_i s_1 s_2 \ldots s_n \mathcal{R} h_i$ then $h_i s_1 s_2 \ldots s_n \mathcal{H} h_j$. 

Lemma 3.2 (Dual rewriting lemma). Let $i \in I^1$ and let $s_1, s_2, \ldots, s_n \in S$. Then

$$(10) \quad s_1s_2 \ldots s_nh_i = h_jt_1t_2 \ldots t_n$$

where $t_1, t_2, \ldots, t_n \in T^1$ and $j \in I^1$ are obtained as a result of the following recursion:

$$(11) \quad i_n = i$$
$$(12) \quad i_{k-1} = \rho(s_k, i_k) \quad (k = n, \ldots, 1),$$
$$(13) \quad j = i_0$$
$$(14) \quad t_k = \sigma(s_k, i_k) \quad (k = n, \ldots, 1).$$

Furthermore:

(i) If all $s_q \in T$ and $s_1s_2 \ldots s_nh_i \notin T$ then $s_1s_2 \ldots s_nh_i \mathcal{R} h_j$.

(ii) If all $s_q \in T$ and $s_1s_2 \ldots s_nh_i \in T$ then $j = 1$ and so $h_j = h_1 = 1$.

(iii) If all $s_q \in T$ and $s_1s_2 \ldots s_nh_i \mathcal{L} h_i$ then $s_1s_2 \ldots s_nh_i \mathcal{L} h_j$.

Proof. We just prove Lemma 3.2. Lemma 3.2' may be proved using a dual argument.

For the first part we proceed by induction on $n$. The result holds trivially when $n = 0$. Supposing that the result holds for $n$, the inductive step is as follows:

$h_is_1s_2 \ldots s_ns_{n+1} = t_1 \ldots t_nh_{n+1}s_{n+1}$ (by induction)

$= t_1 \ldots t_nT(i_{n+1}, s_{n+1})h_{p(i_{n+1}, s_{n+1})}$ (by (11))

$= t_1 \ldots t_nh_{n+1}i_{n+2}$.

(i) We prove the result by induction on $n$. When $n = 0$ there is nothing to prove. Now suppose that the result holds for $n - 1$. Because $s_n \in T$ and $h_is_1 \ldots s_n \notin T$ it follows that $h_is_1 \ldots s_n-1 \notin T$ so we may apply induction to obtain:

$h_is_1s_2 \ldots s_{n-1} \mathcal{L} h_i$s__n

This implies

$h_is_1 \ldots s_{n-1}s_n \mathcal{L} h_is_n \mathcal{H} h_{\lambda(i_n, s_n)} = h_{i_{n+1}}$

by (2) and (3).

(ii) If $i = 1$ then from (2), (3), (4) and (8) it follows that $1 = i_1 = i_2 = \ldots = i_{n+1} = j$. Otherwise, since $h_is_1 \ldots s_n \in T$ there exists $0 \leq k \leq n - 1$ such that

$h_is_1 \ldots s_k \notin T \quad \& \quad h_is_1 \ldots s_ks_{k+1} \in T$.

By (i) applied to $h_is_1 \ldots s_k$ we obtain

$h_{i_{k+1}} \mathcal{L} h_is_1 \ldots s_k$

which implies

$h_{i_{k+1}}s_{k+1} \mathcal{L} h_is_1 \ldots s_{k}s_{k+1}$

and so, $h_{i_{k+1}}s_{k+1} \in T$. Hence by (2) it follows that $i_{k+2} = \lambda(i_{k+1}, s_{k+1}) = 1$. Then as above (4) gives $1 = i_{k+2} = i_{k+3} = \ldots = i_{n+1} = j$.

(iii) Again we proceed by induction on $n$. There is nothing to prove when $n = 0$. Suppose that the result holds for $n - 1$. Since $h_is_1 \ldots s_n \mathcal{H} h_i$ there exists $t \in T$ such that $h_is_1 \ldots s_nt = h_i$. But since $s_n \in T$ and $s_1 \ldots s_{n-1} \in T$ it follows that $h_is_1 \ldots s_{n-1} \mathcal{H} h_i$ and so we may apply induction. This gives

$h_is_1 \ldots s_{n-1} \mathcal{H} h_i$s__n

Since $h_is_1 \ldots s_{n-1} \mathcal{H} h_is_1 \ldots s_{n-1} \mathcal{H} s_n$, by Proposition 2.11 the mapping $x \mapsto xs_n$ sends the $\mathcal{H}$-class of $h_is_1 \ldots s_{n-1}$ bijectively onto the $\mathcal{H}$-class of $h_is_1 \ldots s_{n-1}s_n$. In particular

$h_is_n \mathcal{H} h_is_1 \ldots s_{n-1}s_n$. 
On the other hand, \( h_n s_n \in H_{\lambda(n,s_n)} = H_{n+1} \) by (2) and (7), and so
\[
 h_{n+1} \mathcal{H} h_n s_n \mathcal{H} h_1 s_1 \ldots s_n,
\]
as required. \( \square \)

4. Generators for Subsemigroups

Let \( S \) be a semigroup, \( T \) be a subsemigroup of \( S \) and \( \{ H_i : i \in I \} \) the set of relative \( \mathcal{H} \)-classes in \( S \setminus T \). In this section we show how to relate generating sets for \( S, T \) and the relative Schützenberger groups \( \Gamma(H_i) \). Throughout the section we use the same notation and conventions introduced in Section 3.

If \( B \) is a generating set for \( T \) and \( C \) is a subset of \( S \) satisfying \( S^1 = C^1 T^1 \) then obviously \( B \cup C \) generates \( S \). In particular we have the following easy result.

**Theorem 4.1.** Let \( S \) be a semigroup and let \( T \) be a subsemigroup of \( S \). If \( B \) is a generating set for \( T \) and \( C = \{ h_i : i \in I \} \) is a set of representatives of the relative \( \mathcal{H} \)-classes of \( S \setminus T \), then \( B \cup C \) is a generating set for \( S \). In particular, if \( T \) is finitely generated and has finite Green index in \( S \) then \( S \) is finitely generated.

**Remark 4.2.** Of course, in the above theorem we can replace \( C \) by a transversal of just the relative \( \mathcal{H} \)-classes (or \( L \)-classes) in \( S \setminus T \), and \( B \cup C \) will still generate \( S \).

Now we go on to consider the more interesting converse statement. We begin by fixing a particular choice of \( \sigma \) and \( \tau \) from Lemma 3.1.

The following result provides a common generalisation of the classical result of Schreier for groups (see [36] Chapter II for example) and the analogous theorem for subsemigroups of finite Rees index due to Jura [28].

**Theorem 4.3.** Let \( S \) be a semigroup generated by \( A \subseteq S \), let \( T \) be a subsemigroup of \( S \), and let \( I, \sigma, \tau \) be as above. Then \( T \) is generated by the set
\[
 B = \{ \tau(i, \sigma(a, j)) : i, j \in I^1, a \in A \}.
\]
In particular, if \( S \) is finitely generated and \( T \) has finite Green index in \( S \), then \( T \) is finitely generated.

**Proof.** Let \( t \in T \) and write \( t = a_1 a_2 \ldots a_n \), a product of generators from \( A \). Applying Lemma 3.2 gives
\[
 t = h_{i_0} \sigma(a_1, i_1) \sigma(a_2, i_2) \ldots \sigma(a_n, i_n)
\]
where
\[
i_{n+1} = 1, \quad i_{k-1} = \rho(a_k, i_k), \quad k = n, n-1, \ldots, 1.
\]
This rewriting may be viewed as pushing the representative \( h_1 = 1 \) through the product from right to left using Lemma 3.2. Note that \( i_0 \) is not necessarily equal to 1 here, but if it were then we would be done since \( \sigma(a_k, i_k) = \tau(1, \sigma(a_k, i_k)) \in B \). Applying Lemma 3.2 we now perform an analogous rewriting pushing the representative \( h_n = h_{j_k} \) back through the product from left to right giving
\[
 h_{j_k} \sigma(a_1, i_1) \sigma(a_2, i_2) \ldots \sigma(a_n, i_n) = \tau(j_1, \sigma(a_1, i_1)) \tau(j_2, \sigma(a_2, i_2)) \ldots \tau(j_n, \sigma(a_n, i_n)) h_{j_{n+1}},
\]
where
\[
j_1 = i_0, \quad j_{k+1} = \lambda(j_k, \sigma(a_k, i_k)), \quad k = 1, 2, \ldots, n.
\]
Now by Lemma 3.2 ii) since each \( \sigma(a_k, i_k) \in T \) and
\[
h_{j_k} \sigma(a_1, i_1) \sigma(a_2, i_2) \ldots \sigma(a_n, i_n) \in T
\]
it follows that \( j_{n+1} = 1 \) and therefore
\[
t = \tau(j_1, \sigma(a_1, i_1)) \tau(j_2, \sigma(a_2, i_2)) \ldots \tau(j_n, \sigma(a_n, i_n)) \in \langle B \rangle.
\]
The last statement in the theorem follows since if \( A \) and \( I \) are both finite then \( B \) is finite.

One natural question we might ask at this point is whether Theorem 4.3 might be proved under the weaker assumption that \( S \setminus T \) is a union of finitely many \( \mathcal{R} \)-classes (or dually \( \mathcal{L} \)-classes). Such a weakening is possible, for example, in the case of groups (and more generally inverse semigroups) where for the complement the properties of having finitely many relative \( \mathcal{R} \), \( \mathcal{L} \) or \( \mathcal{H} \)-classes are all equivalent conditions. The following example (and its dual) shows that for arbitrary semigroups such a weakening of the hypotheses is not possible.

**Example 4.4.** Let \( S \) be the semigroup, with a zero element 0 and an identity 1, defined by the following presentation:

\[
\langle a, b, b^{-1}, c \mid a^2 = c^2 = 0, \ ba = b^{-1}a = ca = cb = cb^{-1} = 0, \ bb^{-1} = b^{-1}b = 1 \rangle.
\]

It is easily seen that a set of normal forms for the elements of \( S \) is:

\[
N = \{0\} \cup \{a^ib^jc^k : i, k \in \{0, 1\}, j \in \mathbb{Z}\}.
\]

From this it follows that this semigroup is isomorphic to the semigroup of triples \( S = \mathbb{Z}_2 \times \mathbb{Z} \times \mathbb{Z}_2 \cup \{0\} \) with multiplication:

\[
(u, v, w)(d, e, f) = \begin{cases} (u, v + e, f) & \text{if } w = d = 0 \\ 0 & \text{otherwise.} \end{cases}
\]

Clearly \( S \) is generated by \( A = \{(1, 0, 0), (0, 1, 0), (0, 0, 1), (0, -1, 0)\} \). Now define:

\[
T = \{(x, y, z) \in S : z \geq x\} \cup \{0\},
\]

where \( \{0, 1\} \) is ordered in the unusual way \( 0 < 1 \). So \( T \) contains all triples except those of the form \((1, i, 0)\). Let \((x_1, y_1, z_1), (x_2, y_2, z_2) \in T \) be arbitrary. Then

\[
(x_1, y_1, z_1)(x_2, y_2, z_2) = \begin{cases} (x_1, y_1 + y_2, z_2) & \text{if } z_1 = x_2 = 0 \\ 0 & \text{otherwise}, \end{cases}
\]

and in the first of these two cases \((x_1, y_1 + y_2, z_2) \in T \) since \( z_2 \geq x_1 = 0 \). It follows that \( T \) is a subsemigroup of \( S \). Now \( S \setminus T \) has a single relative \( \mathcal{R} \)-class since \( S \setminus T = \{(1, i, 0) : i \in \mathbb{Z}\} \) and

\[
(1, i, 0)(0, j - i, 0) = (1, j, 0).
\]

On the other hand, \( T \) is not finitely generated since the elements in the set \( \{(1, j, 1) : j \in \mathbb{Z}\} \) cannot be properly decomposed in \( T \), as:

\[
(x_1, y_1, z_1)(x_2, y_2, z_2) = (1, j, 1)
\]

(where \((x_1, y_1, z_1) \neq (1, j, 1)\)) implies that \( x_1 = 1, z_2 = 1 \) and \( z_1 - x_2 = 0 \). But then \((x_1, y_1, z_1) = (1, y_1, 0) \notin T \) which is a contradiction.

In conclusion, \( S \) is finitely generated, \( S \setminus T \) has finitely many relative \( \mathcal{R} \)-classes, but \( T \) is not finitely generated.

Before giving the next example we introduce a construction which will be used several times throughout the paper. It is a special case of the well known strong semilattice of semigroups, where the underlying semilattice is just a 2-element chain; see [24] Chapter 4 for details of the general construction.

**Definition 4.5.** Let \( T \) and \( U \) be semigroups and let \( \phi : T \to U \) be a homomorphism. From this triple we construct a monoid \( S = S(T, U, \phi) \) where \( S = T \cup U \) and multiplication is defined in the following way. Given \( x, y \in S \) if \( x, y \in T \) then we multiply as in \( T \); if \( x, y \in U \) then we multiply as in \( U \); if \( x \in T \) and \( y \in U \) then take the product of \( \phi(x) \) and \( y \) in \( U \); if \( x \in U \) and \( y \in T \) then take the product of \( x \) and \( \phi(y) \) in \( T \).
Another natural way that one might consider weakening the hypotheses of Theorem 4.3 would be to replace the condition that there are finitely many relative $\mathcal{H}$-classes in $S \setminus T$ with the weaker property that there is a finite subset $C$ of $S$ such that
\begin{equation}
\forall s \in S, \exists t \in C, \exists t' \in T : s = ct' = tc.
\end{equation}
The following example shows that Theorem 4.3 cannot be proved under this weaker assumption.

**Example 4.6.** Let $M$ be a monoid finitely generated by a set $A$, and with a two-sided ideal $R$ and suppose that, as a two-sided ideal, $R$ is not finitely generated. Such examples exist: for example we could take $M$ to be the free monoid on $\{a, b\}$ and $R$ to be the two-sided ideal generated by all words of the form $ab^i a$ ($i \in \mathbb{N}$). Let $\overline{M}$ be an isomorphic copy of $M$ with isomorphism:
\[ \phi : M \to \overline{M}, \quad m \mapsto \overline{m}. \]
Define $S = S(M, \overline{M}, \phi)$ and $T = M \cup \overline{R}$ where $\overline{R} = \{ \overline{r} : r \in R \}$.

Then $S$ is finitely generated, by $A \cup \{ \overline{r} \}$ where $e$ is the identity of $M$, and $T$ is a subsemigroup of $S$. Also $T \leq S$ satisfies condition $\text{(15)}$ with $C = \{e, \overline{r}\}$, since for all $s \in S$
\[ s = \begin{cases} 
es s e & \text{if } s \in M \subseteq T \\
\overline{em} = m \overline{e} & \text{if } s = \overline{em} \text{ for some } m \in M \subseteq T.
\end{cases} \]
However, $T$ is not finitely generated. Indeed, if $T$ were finitely generated then there would be a finite subset $X$ of $R$ satisfying $T = \langle M \cup X \rangle$. Then for every $r \in R$ we could write $\overline{r} \in T$ as a product of elements of $M \cup X$ where, since $M \subseteq T$, this product would need to have at least one term from $X$. Thus we would have $\overline{r} = \alpha \overline{x} \beta$ for some $x \in X$ and $\alpha, \beta \in T^1$ and applying $\phi^{-1}$ it would follow that, in $M, X$ generates $R$ as a two-sided ideal. Since $X$ is finite, this would contradict the original choice of $R$.

5. Generators for the Schützenberger Groups

As above, let $S$ be a semigroup and let $T$ be a subsemigroup of $S$. In this section we show how generating sets for the $T$-relative Schützenberger groups in $S$ may be obtained from generating sets of $T$.

Fix an arbitrary relative $\mathcal{H}$-class $H$ of $S$ and fix a representative $h \in H$. We do not insist here that $H$ is a subset of the complement $S \setminus T$, and thus allow the possibility that $H \subseteq T$ (meaning that $H$ is just a $\mathcal{H}$-class of $T$ in the classical sense). Let $\text{Stab}(H) \subseteq T$ be the stabilizer of $H$, let $\gamma$ be the Schützenberger congruence and $\Gamma = \text{Stab}(H)/\gamma$ be the corresponding relative Schützenberger group. Let $\{H_\lambda : \lambda \in \Lambda\}$ be the collection of all $\mathcal{H}$-classes in the $\mathcal{H}$-class of $H$. By Proposition 2.1(ii) we can choose elements $p_\lambda, p'_\lambda \in T^1$ such that
\[ H p_\lambda = H_\lambda, \quad h_1 p_\lambda p'_\lambda = h_1, \quad h_2 p'_\lambda p_\lambda = h_2, \quad (\lambda \in \Lambda, \ h_1 \in H, \ h_2 \in H_\lambda). \]
Also we assume that $\Lambda$ contains a distinguished element $\lambda_1$ with
\[ H_{\lambda_1} = H, \quad p_{\lambda_1} = p'_{\lambda_1} = 1. \]
We can define an action of $T^1$ on the set $\Lambda \cup \{0\}$ by:
\[ \lambda \cdot t = \begin{cases} 
\mu & \text{if } \lambda, \mu \in \Lambda \text{ & } H_\lambda t = H_\mu \\
0 & \text{otherwise}.
\end{cases} \]
In the classical (non-relative) case generating sets for Schützenberger groups may be obtained from a generating set of the containing monoid by adapting the classical method in group theory for computing Schreier generators (see [33, Chapter II]) for
a subgroup (this may be found implicitly in Schützenberger’s original papers [50, 51], and explicitly in [48]). In the following we record the easy generalisation of that result to the relative setting (the original classical results may be obtained by setting \( S = T \)).

**Theorem 5.1.** Let \( S \) be a semigroup, let \( T \) be a subsemigroup of \( S \) generated by a set \( B \), and let \( H \) be an arbitrary \( T \)-relative \( \mathcal{H} \)-class of \( S \). Then the relative Schützenberger group \( \Gamma = \Gamma(H) \) of \( H \) is generated by:

\[
X = \{(p_xbp_x') : \lambda \in \Lambda, \ b \in B, \ \lambda \cdot b \neq 0\}.
\]

In particular, if \( T \) is finitely generated, and the relative \( \mathcal{H} \)-class of \( H \) contains only finitely many relative \( \mathcal{H} \)-classes, then \( \Gamma \) is finitely generated.

**Proof.** First we prove that with

\[
\Gamma' = \{(p_xtp_x') : \lambda \in \Lambda, \ t \in T, \ \lambda \cdot t \neq 0\}
\]

we have \( \Gamma = \Gamma' \). On one hand, given \( (p_xtp_x') = \gamma \) \( \in \Gamma' \) since:

\[
H_{p_xt}p_x' = H_{p_x}p_x' = H_
\]

it follows that \( p_xtp_x' \in \text{Stab}(H) \), the stabilizer of \( H \), and therefore \( \Gamma' \subseteq \Gamma \). On the other hand, given \( \gamma \in \Gamma \) since \( Hv = H \) it follows that \( \lambda_1 \cdot v = \lambda_1 \) and therefore that \( \gamma = (p_{\lambda_1}v) \in \Gamma' \) and \( \Gamma \subseteq \Gamma' \).

To finish the proof we must show that an arbitrary element \( g = (p_{\lambda}tp'_{\lambda}) = \gamma \in \Gamma' \) can be written as a product of generators from \( X \). Write \( t = b_1 \ldots b_m \ (b_i \in B) \). We proceed by induction on \( m \). If \( m = 1 \) we have \( g \in X \). Now let \( m > 1 \) and assume that the result holds for all smaller values. Let \( a = b_1 \) and \( u = b_2 \ldots b_m \). Now we have:

\[
g = (p_{\lambda}tp_{\lambda'})/\gamma = (p_{\lambda}u_{\lambda-a}p_{\lambda-a}u_{\lambda-a}/\gamma) = (p_{\lambda}u_{\lambda-a}/\gamma)u_{\lambda-a}/\gamma = (p_{\lambda}u_{\lambda-a}/\gamma)u_{\lambda-a}/\gamma.
\]

The last part of the theorem follows since if \( B \) is finite and \( \Lambda \) is finite then \( X \) is finite. \( \square \)

Combining this result with Theorem 5.3 we obtain the following.

**Theorem 5.2.** Let \( S \) be a semigroup, let \( T \) be a subsemigroup of \( S \) with finite Green index, and let \( \{H_i : i \in I\} \) be the \( T \)-relative \( \mathcal{H} \)-classes in the complement \( S \setminus T \). Then \( S \) is finitely generated if and only if \( T \) is finitely generated, in which case all the relative Schützenberger groups \( \Gamma(H_i) \) are finitely generated as well.

6. **Building a presentation from the subsemigroup and Schützenberger groups**

Given a semigroup \( S \) and a subsemigroup \( T \), in this section we show how one can obtain a presentation for \( S \) in terms of a given presentation for \( T \) and presentations for all the relative Schützenberger groups of \( S \setminus T \). In the case that the Green index of \( T \) in \( S \) is finite we shall see that finite presentability is preserved.

A (semigroup) *presentation* is a pair \( \mathcal{P} = \langle A, \mathcal{R} \rangle \) where \( A \) is an alphabet and \( \mathcal{R} \subseteq A^+ \times A^+ \) is a set of pairs of words. An element \((u, v)\) of \( \mathcal{R} \) is called a relation and is usually written \( u = v \). We say that \( S \) is the semigroup defined by the presentation \( \mathcal{P} \) if \( S = A^+/\eta \) where \( \eta \) is the smallest congruence on \( A^+ \) containing \( \mathcal{R} \). We may think of \( S \) as the largest semigroup generated by the set \( A \) which satisfies all the relations of \( \mathcal{R} \). We say that a semigroup \( S \) is *finitely presented* if it can be defined by \( \langle A, \mathcal{R} \rangle \) where \( A \) and \( \mathcal{R} \) are both finite.
Let \( S \) be a semigroup defined by a presentation \( \langle A \mid R \rangle \), where we identify \( S \) with \( A^+/\eta \). We say that the word \( w \in A^+ \) represents the element \( s \in S \) if \( s = w/\eta \).

Given two words \( w, v \in A^+ \) we write \( w = v \) if \( w \) and \( v \) represent the same element of \( S \) and write \( w \equiv v \) if \( w \) and \( v \) are identical as words.

We continue to follow the same notation and conventions as in previous sections, so \( S \) is a semigroup, \( T \) is a subsemigroup, and \( \Gamma_i = \text{Stab}(H_i)/\gamma_i = \Gamma(H_i) \ (i \in I) \) are the Schützenberger groups of the \( T \)-relative \( \mathcal{H} \)-classes in \( S \setminus T \). As above we also assume \( 1 \not\in I \) and follow the convention \( H_1 = \{1\} \) and \( h_1 = 1 \) where \( 1 \) is the external identity adjoined to \( S \).

Let \( \langle B(Q) \rangle \) be a presentation for \( T \) and \( \beta : B^+ \to T \) be the natural homomorphism associated with this presentation (mapping each word to the element it represents). Next define \( A = B \cup \{d_i : i \in I\} \) and extend \( \beta \) to \( \alpha : A^+ \to S \) given by extending the map

\[
\alpha(a) = \begin{cases} 
\beta(a) & \text{if } a \in B \\
h_i & \text{if } a = d_i \text{ for some } i \in I
\end{cases}
\]

to a homomorphism. It follows from Theorem 4.1 that \( \alpha \) is surjective. We also introduce the symbol \( d_1 \) which we use to denote the empty word.

For every \( i \in I \) let \( \langle C_i \mid W_i \rangle \) be a (semigroup) presentation for the group \( \Gamma_i \), and let \( \xi_i : C^+_i \to \Gamma_i \) be the associated homomorphism. By Proposition 2.2(iv), for all \( i, j \in I \), if \( h_i \mathcal{L}^T h_j \) then \( \text{Stab}(H_i) = \text{Stab}(H_j) \) and \( \Gamma(H_i) = \Gamma(H_j) \). Therefore we may suppose without loss of generality that for all \( i, j \in I \):

\[
(h_i, h_j) \not\in \mathcal{L}^T \quad \Rightarrow \quad C_i = C_j \text{ and } W_i = W_j.
\]

For every letter \( c \in C_i \) \((i \in I)\) we have

\[\xi_i(c) \in \Gamma_i = \text{Stab}(H_i)/\gamma_i.\]

Since \( \text{Stab}(H_i) \subseteq T \) and \( \beta : B^+ \to T \) is surjective there exists a word \( \overline{\xi_i(c)} \in B^+ \) with \( \beta(\overline{\xi_i(c)}) \in \text{Stab}(H_i) \) and

\[\beta(\overline{\xi_i(c)})/\gamma_i = \xi_i(c).\]

This defines a family of mappings \( \overline{\xi_i} : C_i \to B^+ \) \((i \in I)\), which when taken together define a mapping from \( C = \bigcup_{i \in I} C_i \) to \( B^+ \), which in turn extends uniquely to a homomorphism \( \overline{\xi} : C^+ \to B^+ \). For \( i \in I \) define \( \overline{\xi_i} = \overline{\xi} \mid_{C^+_i} \), the restriction of \( \overline{\xi} \) to the set \( C^+_i \subseteq C^+ \). Since \( \beta \) and \( \xi_i \) are homomorphisms, and \( \gamma_i \) is a congruence, the mapping \( \overline{\xi_i} \) satisfies:

\[\beta(\overline{\xi_i(w)})/\gamma_i = \xi_i(w)\]

for all \( w \in C^+_i \).

In order to write down our presentation for \( S \) we need to lift the mappings \( \rho, \lambda, \sigma, \tau \) introduced in Section 3 from elements of \( S \) to words, in the obvious way. Abusing notation we shall use the same symbols for these liftings. Thus, considered as mappings on words, we have

\[
\rho : A^+ \times I^1 \to I^1, \quad \lambda : I^1 \times A^+ \to I^1, \\
\sigma : A^+ \times I^1 \to B^+, \quad \tau : I^1 \times A^+ \to B^+,
\]

where

\[
\rho(w, i) = \begin{cases} 
j & \text{if } \alpha(w)h_i \in H_j \\
1 & \text{if } \alpha(w)h_i \in T,
\end{cases} \quad \lambda(i, w) = \begin{cases} 
j & \text{if } h_i \alpha(w) \in H_j \\
1 & \text{if } h_i \alpha(w) \in T,
\end{cases} \\
\alpha(w)h_i = h_{\rho(w, i)}\alpha(\sigma(w, i)), \quad h_i \alpha(w) = \alpha(\tau(i, w))h_{\lambda(i, w)}.
\]
Theorem 6.1. Suppose that $T$ is a subsemigroup of $S$, and that $(B \mid Q)$ is a presentation for $T$. With the remaining notation as above, $S$ is defined by the presentation with generators $A = B \cup \{d_i \mid i \in I\}$ and set of defining relations $Q$ together with:

\[(17) \quad ad_i = d_i\rho(a, i) \sigma(a, i) \quad (a \in A, i \in I),\]

\[(18) \quad d_j b = \tau(j, b)d_L(b, j) \quad (b \in B, j \in I),\]

\[(19) \quad d_i \xi(u) = d_i\xi(v) \quad (i \in I, (u, v) \in W_i).\]

In particular if $T$ has finite Green index in $S$, and all of the Schützenberger groups $\Gamma_i$ are finitely presented, then $S$ is finitely presented.

Proof. The defining relations $Q$ and (17)–(19) clearly all hold. We want to show that any relation $w_1 = w_2$ ($w_1, w_2 \in A^*$) that holds in $S$ is a consequence of these relations.

Consider the word $w_1$ and transform it using our defining relations as follows. First write $w_1 = d_1w_1^*$. Then use relations (17) to move $d_1$ through the word $w_1$ from right to left, one letter at a time. We obtain a word $d_1w_1'$ where $w_1' \in B^+$. Since $(B \mid Q)$ is a presentation for $T$, the relation $w_1' = w_2'$ is a consequence of $Q$, and so $w_1 = w_2$ is a consequence of the relations in this case.

Now consider the case $w_1 = w_2 \in T$. In this case, applying Lemma 3.2(iii) shows that $h_i = \alpha(d_i)L\alpha(w_1)$. Using relations (17) once more, we rewrite $w_i'd_i$ into $d_iw_i''$. This time Lemma 3.2(ii) applies, and so $h_k = \alpha(d_k)H\alpha(d_k)$. Furthermore, because $\alpha(d_j)L\alpha(w_1)H\alpha(d_k)$, it follows that all the intermediate $d_i$ appearing in this rewriting also satisfy $\alpha(d_i)L\alpha(w_1)$, and so $C_1 = C_2$ by (10). Thus all $\sigma(b, l)$ arising from applications of (17) are in the image of $\xi_k$, and since $\xi_k$ is a homomorphism it follows that $w_i'' = \xi_k(w_1) = \xi_k(w_1)$ for some $w_1 \in C_k^*$. The same process applied to $w_2$ rewrites it into a word $d_1\xi(w_2)$. From

\[h_1 = \alpha(d_1)H\alpha(w_2) = \alpha(w_1)H\alpha(d_1) = h_k\]

it follows that $r = k$, and $\bar{w_2} \in C_k^*$. From $\alpha(w_1) = \alpha(w_2)$ we have $h_k\alpha(\xi(w_1)) = h_k\alpha(\xi(w_2))$, and so

\[(\alpha(\xi(w_1)), \alpha(\xi(w_2))) \in \gamma_k.\]

Since $(C_k|W_k)$ is a presentation for $\Gamma_k$, it follows that $\bar{w_1} = \bar{w_2}$ is a consequence of the relations $W_k$. So, $\bar{w_2}$ can be obtained from $\bar{w_1}$ by applying relations from $W_k$. We shall now show that this can be translated into a sequence of applications of the relations (18) and (19) transforming $d_k\xi(w_1)$ into $d_k\xi(w_2)$.

Clearly it is sufficient to consider the case where $\bar{w_2}$ is obtained from $\bar{w_1}$ by a single application of a relation from $W_k$, so:

\[\bar{w_1} \equiv xyu, \quad \bar{w_2} \equiv xuy, \quad x, y \in C_k^*, \quad (u = v) \in W_k. \]

There is a sequence of applications of (18) transforming $d_k\xi(x)$ into $zd_k\xi(x)$ for $z \in B^*$. Moreover, since $x \in C_k^*$, it follows that $\alpha(\xi(x)) \in Stab(H_k)$ and so

\[\alpha(d_k\xi(x))H\alpha(d_k),\]

implying $t = k$. Now applying (19) we obtain:

\[d_k\xi(w_1) \equiv d_k\xi(w_2), \quad y = zd_k\xi(x)\xi(y) = zd_k\xi(v)\xi(y) = d_k\xi(x)\xi(v)\xi(y) \equiv d_k\xi(w_2),\]
thus completing the proof of the theorem.

At present we do not know how to obtain ‘nice’ presentations in the converse direction. In particular, we pose:

**Question 6.2.** Let $T$ be a subsemigroup of finite Green index in a semigroup $S$. Supposing that $S$ is finitely presented, is it true that: (i) $T$ is necessarily finitely presented? (ii) All $T$-relative Schützenberger groups of $H^T$-classes in $S \setminus T$ are necessarily finitely presented?

If the answers are affirmative, the proof is likely to involve a combination of the methods used in the classical Reidemeister–Schreier theory for groups, those for Rees index [47], and Schützenberger groups [48]. A major obstacle at present is the nature of the rewriting process employed in the proof of Theorem 5.2 whereby a word is first rewritten from left to right, and then once again from right to left. This is in contrast with the rewritings employed in all the other contexts mentioned above, which are all essentially ‘one-sided’.

In the remainder of this section we give some corollaries, examples and further comments concerning Theorem 6.1

To begin with, note that Theorem 6.1 applies when the complement is finite, in which case all of the relative Schützenberger groups $\Gamma_i$ are finite and hence finitely presented, so we recover the following result, originally proved in [47].

**Corollary 6.3 ([47, Theorem 4.1]).** Let $S$ be a semigroup and let $T$ be a subsemigroup of $S$ with finite Rees index. If $T$ is finitely presented then $S$ is finitely presented.

In Example 6.5 and Theorems 6.6, 6.8 below we will make use of the construction $S(U, V, \phi)$, introduced in Definition 4.5. But first we record the following properties of this construction; the proofs are straightforward and are omitted:

**Lemma 6.4.** Let $\phi : T \to U$ be a surjective homomorphism of semigroups, and let $S = S(T, U, \phi)$.

(i) $T \leq S$ and $S \setminus T = U$.

(ii) The relative $R^T$-classes, $L^T$-classes and $H^T$-classes in $U$ are precisely $R$-classes, $L$-classes and $H$-classes respectively of $U$.

(iii) The $T$-relative Schützenberger group of an $H^T$-class $H \subseteq U$ is isomorphic to the Schützenberger group of $H$.

We now proceed to exhibit an example which shows that the the condition of finite presentability on the relative Schützenberger groups in Theorem 6.1 cannot be dropped.

**Example 6.5.** Let $G$ be a finitely presented group which has a non-finitely presented homomorphic image $H$, and let $\phi : G \to H$ be an epimorphism. ($H$ can be chosen to be any finitely generated, non-finitely presented group, say with $r$ generators, and $G$ to be free of rank $r$.) Let $S = S(G, H, \phi)$. By Lemma 6.4, $G$ has Green index 2 in $S$. On the other hand, $S$ is not finitely presented. To see this one can check the easy facts that $H$ is a retract of $S$, and that finite presentability is preserved under retracts (see also [46]). Alternatively one can apply results on strong semilattices of monoids from [2].

As another application of Theorem 6.1 we obtain a rapid proof of the following result from [48]:

**Theorem 6.6 ([48, Corollary 3.3]).** Let $S$ be a semigroup with finitely many left and right ideals. If all Schützenberger groups of $S$ are finitely presented then so is $S$. 
Proof. Let \( \{ H_i : i \in I \} \) be the set of all \( \mathcal{H} \)-classes of \( S \) where for each \( i \in I \), \( h_i \in H_i \) is a fixed representative and \( \Gamma_i = \Gamma(H_i) \) denotes the Schützenberger group of \( H_i \). Suppose that all the Schützenberger groups of \( S \) are finitely presented. In particular they are all finitely generated and from this it easily follows that \( S \) itself is finitely generated. Indeed, for each \( i \in I \) we may fix a finite subset \( A_i \) of \( \text{Stab}(H_i) \) satisfying \( \langle A_i/\gamma_i \rangle = \Gamma_i \). Then it is easily seen that

\[
A = \left( \bigcup_{i \in I} A_i \right) \cup \{ h_i : i \in I \}
\]

is a finite generating set for \( S \).

Now let \( W = S(F, S, \phi) \) where \( F \) is an appropriate free semigroup of finite rank. Since \( S \) has only finitely many \( \mathcal{H}^S \)-classes and all the Schützenberger groups are finitely presented, by Lemma 6.4 if follows that \( F \) is a subsemigroup of \( W \) with finite Green index and with all the \( F \)-relative Schützenberger groups of \( \mathcal{H} \)-classes in \( W \setminus F = S \) finitely presented. Since \( F \) is free of finite rank, and hence is finitely presented, it follows from Theorem 6.1 that \( W \) is finitely presented. As in Example 6.5 this implies that \( S \) is finitely presented, since \( S \) is a retract of \( W \). \( \Box \)

We end this section by observing that the same trick used in the previous theorem may be applied to recover the corresponding result (originally proved in [20]) for residual finiteness, by using the following result from [19]:

**Proposition 6.7** ([19, Theorem 20]). Suppose \( T \) is a subsemigroup of finite Green index in a semigroup \( S \). Then \( S \) is residually finite if and only if \( T \) and all the \( T \)-relative Schützenberger groups of \( S \setminus T \) are residually finite.

Recall that a semigroup \( S \) is residually finite if for any pair \( x, y \in S \) of distinct elements there exists a homomorphism \( \phi \) from \( S \) into a finite semigroup such that \( x \phi \neq y \phi \). Clearly this is equivalent to the existence of a congruence with finitely many classes separating \( x \) from \( y \).

**Theorem 6.8** ([20, Theorem 7.2]). Let \( S \) be a semigroup with finitely many left and right ideals. Then \( S \) is residually finite if and only if all of the Schützenberger groups of \( S \) are residually finite.

**Proof.** Let \( \phi : F \to S \) be an epimorphism from a (not necessarily finitely generated this time) free semigroup onto \( S \), and let \( W = S(F, S, \phi) \). It is not hard to see that \( W \) is residually finite if and only if \( S \) is residually finite. The direct part of this claim is trivial since \( S \) is a subsemigroup of \( W \). For the converse, given \( x, y \in W \) with \( x \neq y \) we have the following possibilities: If \( x \in F \) and \( y \in S \) (or vice versa) then the congruence with two classes \( F \) and \( S \) separates \( x \) from \( y \). If \( x, y \in F \) then we may identify all the elements in \( S \) and apply the fact that \( F \) is residually finite to separate \( x \) from \( y \) with a finite index congruence. Finally, if \( x, y \in S \) then since \( S \) is residually finite there is a finite index congruence \( \sigma \) on \( S \) separating \( x \) from \( y \), and this may be extended to a finite index congruence on \( W \) by taking the preimage of \( \sigma \) under \( \phi \), completing the proof of our assertion.

On the other hand since \( F \) has finite Green index in \( W \), and \( F \) is residually finite, it follows from Proposition 6.7 that \( W \) is residually finite if and only if all of the \( F \)-relative Schützenberger groups of \( \mathcal{H}^F \)-classes in \( S \) are residually finite. But by Lemma 6.4 there are precisely the Schützenberger groups of \( S \), and this completes the proof of the theorem. \( \Box \)

7. Malcev presentations

In the previous section we outlined the difficulties, related to the specific nature of our rewriting process, that at present prevent us from proving that finite
both groups, in which case the problem reduces to the finite presentability of groups. Conversely, if the universal group of a group-embeddable semigroup has a finite Malcev presentation, then its universal group involving no inverses of generators.

Proposition 7.4 ([15, Construction 12.6]). Let \( S \) be a group-embeddable semigroup. Suppose \( S \) is presented by (an ordinary semigroup presentation) \( \langle A \mid \rho \rangle \) for some alphabet \( A \) and set of defining relations \( \rho \). Then the group defined by the presentation \( \langle A \mid \rho \rangle \) is isomorphic to the universal group of \( S \).

The following two results show the connection between universal groups and Malcev presentations. The proof of the first result is somewhat long and technical; the second is a fairly direct corollary of the first.

Proposition 7.3 ([8, Proposition 1.3.1]). Let \( S \) be a semigroup that embeds into a group. If \( \langle A \mid \rho \rangle \) is a Malcev presentation for \( S \), then the universal group of \( S \) is presented by \( \langle A \mid \rho \rangle \) as a group presentation. Conversely, if \( \langle A \mid \rho \rangle \) is a presentation for the universal group of \( S \), where \( A \) represents a generating set for \( S \) and \( \rho \subseteq A^+ \times A^+ \), then \( \langle A \mid \rho \rangle \) is a Malcev presentation for \( S \).

In other words, Malcev presentations for \( S \) are precisely group presentations for its universal group involving no inverses of generators.

Proposition 7.4 ([8, Corollary 1.3.2]). If a group-embeddable semigroup \( S \) has a finite Malcev presentation, then its universal group \( G \) is finitely presented. Conversely, if the universal group of \( S \) is finitely presented and \( S \) itself is finitely generated, then \( S \) admits a finite Malcev presentation.

Our strategy in proving Theorem 7.1 relies on a dichotomy: either \( S \) and \( T \) are both groups, in which case the problem reduces to the finite presentability of groups,
or else $S$ and $T$ have isomorphic universal groups. The key technical observation is the following:

**Lemma 7.5.** Let $G$ be a group, let $S$ be a subsemigroup of $G$, and let $T$ be a subsemigroup of finite Green index in $S$. Then either $T$ is a group or for any $s \in S \setminus T$ there exist $u_s, v_s, w_s, x_s \in T$ with $s = u_s v_s^{-1}$ and $s = w_s^{-1} x_s$ in $G$.

**Proof.** Let $J$ be the group of units of $T$, if $T$ is a monoid, and otherwise set $J = \emptyset$. If $J = T$ there is nothing to prove; so suppose $T \neq J$. Let $s \in S \setminus T$. Pick any $t \in T \setminus J$ and consider the elements $s, st, st^2, \ldots$. Since $T$ has finite Green index in $S$, either we have $st^i \in T$ for some $i$, or else $st^i \not\in T$ for some $i < j$. If $st^i \in T$ the elements $u_s = st^i$ and $v_s = t^i$ belong to $T$ and satisfy $u_s v_s^{-1} = s$. On the other hand, if $st^i \not\in T$ then there exists $u \in S^1$ such that $st^i u = st^j$, which implies $t^{j-i} u = 1$, and contradicts the assumption $t \not\in J$. Similar reasoning using $L$ yields $w_s$ and $x_s$. \hfill \Box

Any finite cancellative semigroup is a group, so for the class of cancellative semigroups the property of being a group is a finiteness condition. The following result shows that for cancellative semigroups this property is preserved when taking finite Green index subsemigroups or extensions.

**Proposition 7.6.** Let $S$ be a cancellative semigroup and let $T$ be a subsemigroup with finite Green index in $S$. Then $S$ is a group if and only if $T$ is a group.

**Proof.** In [19] Theorem 5.1 & Proposition 5.3 it is shown that $T$ is a group if $S$ is a group.

For the converse, suppose that $T$ is a group, say with identity element $e$. Since $S$ is cancellative and $e$ is an idempotent, $e$ is a two-sided identity in $S$. Therefore $S$ is a monoid and $T$ is a subgroup of the group of units of $S$. Let $s \in S$ be arbitrary. We claim that $s^i \in T$ for some $i \in \mathbb{N}$. Otherwise, since the Green index is finite there would exist $i < j$ with $s^i \not\in T$, implying $s^j = st^i$ for some $t \in T$ which by left cancellativity yields $s^{j-i} = t \in T$, a contradiction. Therefore $s^i$ belongs to the group of units of $S$ for some $i \in \mathbb{N}$ which is clearly only possible if $s$ itself is invertible. Thus every element is invertible and we conclude that $S$ is a group. \hfill \Box

**Corollary 7.7.** Let $G$ be a group, let $S$ be a subsemigroup of $G$, and let $T$ be a subsemigroup of finite Green index in $S$. Then $T$ is a group if and only if $S$ is a group.

**Theorem 7.8.** Let $S$ be a group-embeddable semigroup, and let $T$ be a subsemigroup of finite Green index. Then either $S$ and $T$ are both groups or $S$ and $T$ have isomorphic universal groups.

**Proof.** Let $G$ be the universal group of $S$ and view $S$ and $T$ as being subsemigroups of $G$. By Corollary 7.5 either both $S$ and $T$ are groups or neither are groups. In the former case, the proof is complete. In the latter case, Lemma 7.3 says that every element of $S \setminus T$ can be expressed as a right or left quotient of elements of $T$. The proof of [10] Theorem 3.1] thus applies to show that the universal group of $T$ is isomorphic to $G$. \hfill \Box

The following is now immediate:

**Corollary 7.9.** Let $S$ be a group-embeddable semigroup, and let $T$ be a subsemigroup of finite Green index. Let $G$ and $H$ be the universal groups of $S$ and $T$ respectively. Then $G$ contains a subgroup of finite index isomorphic to $H$.

We are now in a position to prove our main result of this section.
of Theorem 7.1. Let $G$ and $H$ be the universal groups of $S$ and $T$, respectively. By Corollary 7.9, $H$ is a finite index subgroup of $G$; hence, by the Reidemeister–Schreier Theorem [56, §1.4], $G$ is finitely presented if and only if $H$ is finitely presented. Furthermore, from Theorem 4.3 above $S$ is finitely generated if and only if $T$ is finitely generated.

Now, by the observations in the foregoing paragraph and by using Proposition 7.4 twice, one sees that:

$S$ has a finite Malcev presentation
$\iff$ $S$ is finitely generated and $G$ is finitely presented
$\iff$ $S$ is finitely generated and $H$ is finitely presented
$\iff$ $T$ is finitely generated and $H$ is finitely presented
$\iff$ $T$ has a finite Malcev presentation. $\blacksquare$

Remark 7.10. It is natural to ask whether preservation of finite presentability when passing to subsemigroups of finite Green index holds for other types of presentations, e.g. presentations of cancellative semigroups, left or right cancellative semigroups, or inverse semigroups. The corresponding results for finite Rees index are known (10, Theorems 2, 3) and 3, Theorem 1.2), but rely on the result for the ‘ordinary’ presentations 47, Theorem 1.3. Consequently, for Green index, these results either have to wait for a positive solution to Problem 6.2 or else entirely new methods are required.

The method of proof used above reduces either to the case where $S$ and $T$ are both groups, or to the case where, as for finite Rees index, every element of $S$ can be expressed as a right or left quotient of $T$. In light of this, one might suspect that perhaps finite Green index for group-embeddable semigroups reduces either to finite group index or to finite Rees index. The following example dispels these suspicions:

Example 7.11. Let $n \in \mathbb{N}$. Let $S = \mathbb{Z} \times (\mathbb{N} \cup \{0\})$ and let $T = \mathbb{Z} \times ((\mathbb{N} \cup \{0\}) - \{1, \ldots, n\})$. Then $S$ and $T$ are both group-embeddable and $T$ is a subsemigroup of $S$. Furthermore,$$S - T = \mathbb{Z} \times \{1, \ldots, n\}.$$Let $k \in \{1, \ldots, n\}$. Then for any $z \in \mathbb{Z}$, the $\mathcal{H}^T$-class of $(z, k)$ is $\mathbb{Z} \times \{k\}$. Since $S$ is commutative, these are the $\mathcal{L}^T$ and thus the $\mathcal{H}^T$-classes. Therefore there are only $n$ different $\mathcal{H}^T$-classes in $S - T$. Thus $T$ has finite Green index in $S$. Since $S - T$ is infinite, $T$ does not have finite Rees index in $S$. Furthermore, neither $S$ nor $T$ are groups.

8. The Word Problem

In this section we consider some questions relating to decidability. Recall that for a semigroup $S$ finitely generated by a set $A$ we say that $S$ has a soluble word problem (with respect to $A$) if there exists an algorithm which, for any two words $u, v \in A^*$, decides whether the relation $u = v$ holds in $S$ or not. For finitely generated semigroups it is easy to see that solubility of the word problem does not depend on the choice of (finite) generating set for $S$.

The following result concerning the word problem essentially follows from the arguments in the proof of Theorem 6.1.

Theorem 8.1. Let $S$ be a finitely generated semigroup with $T$ a subsemigroup of $S$ with finite Green index. Then $S$ has soluble word problem if and only if $T$ and all the relative Schützenberger groups of $S \setminus T$ have soluble word problem.

Proof. Assume that $T$ has soluble word problem and that all of the relative Schützenberger groups $\Gamma_i$ of $S \setminus T$ have soluble word problem. By Theorem 5.2, $T$
is generated by a finite subset \( B \subseteq T \) say, and \( S = \langle A \rangle \) where \( A = B \cup \{h_i : i \in I\} \). Theorem 6.1 gives a (possibly infinite) presentation for \( S \) but where the sets of relations \((17)\) and \((18)\) are both finite since \( A, B \) and \( I \) are all finite.

Let \( w_1, w_2 \in A^+. \) As in the proof of Theorem 6.1 using the relations \((17)\) and \((18)\) we can rewrite \( w_1 \) into a word of the form \( w_1' d_j \) where \( w_1' \in B^+ \) and similarly rewrite \( w_2 \) into a word of the form \( w_2'' d_k \) with \( w_2'' \in B^+ \). By Lemma 5.2(1) \( w_1 \) represents an element of \( T \) if and only if \( j = 1 \), while \( w_2 \) represents an element of \( T \) if and only if \( k = 1 \). So if \( j = 1 \) and \( k \neq 1 \) (or vice versa) we deduce that \( w_1 \neq w_2 \). If \( j = k = 1 \) then \( w_1 = w_1'' \in B^+ \) \( (i = 1, 2) \) and \( w_1 = w_2 \) if and only if \( w_1'' = w_2'' \) in \( T \) which can be decided since \( T \) has soluble word problem.

The remaining possibility is that \( j \neq 1 \) and \( k \neq 1 \) so \( w_1 \) and \( w_2 \) both represent elements from \( S \setminus T \). Now, again following the argument in the proof of Theorem 6.1 using the relations \((17)\) and \((18)\) we deduce:

\[
\begin{align*}
  w_1 &= d_i \zeta(w_1), \\
  w_2 &= d_i \zeta(w_2)
\end{align*}
\]

where \( w_1', w_2 \in C_i^+ \). Now \( w_1 = w_2 \) in \( S \) if and only if \( w_1'' = w_2'' \) in the Schützenberger group \( \Gamma_k \) and this can be decided since \( \Gamma_k \) has soluble word problem by assumption.

For the converse, suppose that \( S \) has soluble word problem. Then immediately \( T \) has soluble word problem since it is a finitely generated subsemigroup of \( S \). Finally let \( H \) be a \( T \)-relative \( \mathcal{H} \)-class in \( S \setminus T \), with fixed representative \( h \in H \). The group \( \Gamma = \Gamma(H) = \text{Stab}(H)/\gamma \) is finitely generated by Theorem 5.1. Let \( Y \) be a finite subset of \( \text{Stab}(H) \) such that \( Y/\gamma = \Gamma(H) \). Let \( w_1, w_2 \in (Y/\gamma)^* \). Then \( w_i = w_i'/\gamma \) where \( w_i' \in B^+ \) \( (i = 1, 2) \) and \( w_1 = w_2 \) if and only if \( hw_1' = hw_2' \) in \( S \) which is decidable since \( S \) is assumed to have soluble word problem.

As with other results in this article, Theorem 8.1 generalises the well-known classical result from group theory and the corresponding result for finite Rees index subsemigroups proved in \[17\]. Just as for Theorems 6.3 and 6.8 Theorem 8.1 may be used to prove that a finitely generated semigroup with finitely many left and right ideals has soluble word problem if and only if all of its Schützenberger groups have soluble word problem.

A finitely generated group \( G \) has only finitely many subgroups of any given finite index \( n \). If \( G \) is finitely presented, then a list of generating sets of all these subgroups can be obtained effectively. In \[19\, Corollary 32\] it was shown that the first of these two facts generalises to semigroups: a finitely generated semigroup has only finitely many subsemigroups of any given finite Green index \( n \). We now show that the second statement does not generalise to semigroups and Green index.

**Theorem 8.2.** There does not exist an algorithm which would take as its input a finite semigroup presentation (defining a semigroup \( S \)) and a natural number \( n \), and which would return as the output a list of generators of all subsemigroups of \( S \) of Green index \( n \).

**Proof.** Let \( S_0 \) denote \( S \) with a zero element \( 0 \) adjoined. The Green index of the subsemigroup \( \{0\} \) in \( S_0 \) is equal to \( |S_0 \setminus \{0\}| = |S| \). This observation along with the argument \[19\, Theorem 5.5\] suffices to prove the theorem.

### 9. Growth

A (discrete) growth function is a monotone non-decreasing function from \( \mathbb{N} \) to \( \mathbb{N} \). For growth functions \( \alpha_1, \alpha_2 \) we write \( \alpha_1 \preceq \alpha_2 \) if there exist natural numbers \( k_1, k_2 \geq 1 \) such that \( \alpha_1(t) \leq k_1 \alpha_2(k_2 t) \) for all \( t \in \mathbb{N} \). We define an equivalence relation on growth functions by \( \alpha_1 \sim \alpha_2 \) if and only if \( \alpha_1 \preceq \alpha_2 \) and \( \alpha_2 \preceq \alpha_1 \). The \( \sim \)-class \([\alpha]\) of a growth function \( \alpha \) is called the growth type or just growth of the function \( \alpha \).
Let $S$ be a semigroup and let $X$ be a subset of $S$. Note that we do not insist here that $X$ generates $S$. Then for $s \in S^1$ and $n \in \mathbb{N}$ we define:

\[
\overline{B}_X(s,n) = \{sx_1 \ldots x_r \in S : x_i \in X^1, r \leq n\}
\]

and call this the \textit{out-ball of radius $n$ around $s$ with respect to $X$}. For a semigroup $S$ generated by a finite set $A$ the function

\[
g_S : \mathbb{N} \to \mathbb{N}, \quad g_S(m) = |\overline{B}_A(1,m)|
\]

is called the \textit{growth function} of the semigroup $S$. It is well-known (and easily proved) that the growth type of a semigroup is independent of the choice of finite generating set. Also note that if $T$ is a finitely generated subsemigroup of a finitely generated semigroup $S$ then $g_T \preceq g_S$ (since we may take a finite generating set for $S$ that contains a finite generating set for $T$). In general the converse is not true, but it is in the case that $S$ is a group and $T$ is a subgroup of finite index (this follows from the more general fact that growth type is a quasi-isometry invariant; see [10, p115, Section 50]). Here we shall show that this fact is more generally true for subsemigroups of finite Green index. In fact, the result goes through under far weaker hypotheses as we now see. The following result is very straightforward to prove and it is quite likely that it is already known. We include it here for completeness.

\textbf{Proposition 9.1.} Let $S$ be a semigroup and let $T$ be a subsemigroup of $S$. Suppose that $T$ is finitely generated and that there exists a finite subset $R$ of $S^1$ with $1 \in R$ and $S^1 = RT^1$. Then $S$ and $T$ are both finitely generated and have the same type of growth.

\textbf{Proof.} Let $B \subseteq T$ be a finite generating set for $T$ and define $A = B \cup R$ which is clearly a finite generating set for $S$. For $t \in T$ let $l_B(t)$ be the shortest length of a word in $B^+$ representing $t$ (i.e. the length of the element $t$ with respect to $B$). Now $g_T \preceq g_S$ since $T \leq S$ so we just have to prove $g_S \preceq g_T$.

As in Lemma 5.1 for all $a_1, a_2 \in A$ there exists $r = r(a_1, a_2) \in R$ and $\mu(a_1, a_2) \in T^1$ satisfying:

\[
a_1a_2 = r(a_1, a_2)\mu(a_1, a_2).
\]

We claim that with $k_1 = |R|$ and $k_2 = \max\{l_B(\mu(a_1, a_2)) : a_1, a_2 \in A\}$ we have

\[
g_S(n) \leq k_1 g_T(k_2 n)
\]

for all $n \in \mathbb{N}$. Indeed, applying (20), given any word $a_1 \ldots a_k \in A^+$ there exists $r \in R$ and $\mu_i \in \{\mu(a_1, a_2) : a_1, a_2 \in A\}$ ($i \in \{1, \ldots, k\}$) with:

\[
a_1 \ldots a_k = r\mu_1 \ldots \mu_k.
\]

(This is proved in much the same way as the first part of Lemma 5.2.) For all $i = 1, \ldots, k$ we have $\mu_i \in B^+$ and $l_B(\mu_i) \leq k_2$. It follows that for all $n \in \mathbb{N}$:

\[
|\overline{B}_A(1,n)| \subseteq \bigcup_{r \in R} \overline{B}_B(r,k_2 n).
\]

But for all $s \in S$ and $m \in \mathbb{N}$ clearly we have:

\[
|\overline{B}_B(s,m)| \leq |\overline{B}_B(1,m)|.
\]

Therefore by (21):

\[
g_S(n) = |\overline{B}_A(a,n)| \leq |R||\overline{B}_B(1,k_2 n)| = k_1 g_T(k_2 n),
\]

for all $n \in \mathbb{N}$. \hfill \Box
Corollary 9.2. Let S be a semigroup and let T be a subsemigroup of finite Green index. Then S is finitely generated if and only if T is finitely generated, in which case S and T have the same type of growth.

10. Automaticity

In this section we apply our results concerning generators and rewriting to investigate how the property of being automatic behaves with respect to finite Green index subsemigroups. In what follows we will give a very rapid summary of the basic definitions; for a better paced introduction we refer the reader to [12], [24], or [8].

Following [17], and unlike the previous sections, throughout this section we will make a strict distinction between a word over an alphabet and the element of the semigroup this word represents. Let A be an alphabet representing a generating set for a semigroup S. If w is a word in A+, it represents an element \( \overline{w} \) in S. If \( K \subseteq A^+ \), then \( \overline{K} \) denotes the set of elements of S represented by at least one word in K.

Now suppose A and B are two alphabets, and let \( \$ \) be a symbol belonging to neither. Let \( C = \{(a, b) : a, b \in A \cup \{$}\} - \{(\$, \$)\} \) be a new alphabet. Define the mapping \( \delta : A^+ \times A^+ \rightarrow C^+ \) by

\[
(u_1 \cdot \cdot \cdot u_m, v_1 \cdot \cdot \cdot v_n) \mapsto \begin{cases} 
(u_1, v_1) \cdot \cdot \cdot (u_m, v_n) & \text{if } m = n, \\
(u_1, v_1) \cdot \cdot \cdot (u_n, v_m, \$) \cdot \cdot \cdot (u_m, \$) & \text{if } m > n, \\
(u_1, v_1) \cdot \cdot \cdot (u_m, v_m)(\$, v_{m+1}) \cdot \cdot \cdot (\$, v_n) & \text{if } m < n,
\end{cases}
\]

where \( u_i \in A, v_i \in B \).

Suppose now that L is a regular language over A such that \( \overline{L} = S \). For any \( w \in A^+ \), define the relation

\[
L_w = \{(u, v) : u, v \in L, \overline{uv} = \overline{w}\}.
\]

The pair \( (A, L) \) forms an automatic structure for S if the language \( L_w \delta \) is regular for each \( a \in A \cup \{\varepsilon\} \). An automatic semigroup is a semigroup that admits an automatic structure.

Our main result for this section is:

Theorem 10.1. Let S be a semigroup and let T be a subsemigroup of S of finite Green index. If S is automatic, then T is automatic.

Proof. Suppose that S admits an automatic structure \( (A, L) \). All the notation fixed in Section 3 will remain in force throughout this proof. The goal is to construct an automatic structure for T. The proof is based on the rewriting technique given in Lemma 3.2 and Theorem 4.3 above.

In Theorem 4.3 we proved that the set

\[
\{\tau(i, \sigma(\overline{ai})) : i, j \in I^1, a \in A\}
\]

generates T. More precisely, we proved that an element \( \overline{a_1a_2\ldots a_n} \in T \), where \( a_i \in A \), can be re-written as

\[
\overline{a_1a_2\ldots a_n} = \tau(j_1, \sigma(\overline{a_1}, i_1))\tau(j_2, \sigma(\overline{a_2}, i_2))\ldots\tau(j_n, \sigma(\overline{a_n}, i_n)),
\]

where the indices \( i_k, j_k \) are computed by the following recursion:

(i) \( i_n = 1 \),
(ii) \( i_{k-1} = \rho(\overline{a_k}, i_k) \) for \( k = n, n-1, \ldots, 2 \),
(iii) \( j_1 = \rho(\overline{a_1}, i_1) \),
(iv) \( j_{l+1} = \lambda(j_l, \sigma(\overline{a_l}, j_l)) \) for \( l = 1, 2, \ldots, n-1 \),
(v) \( \lambda(j_n, \sigma(\overline{a_n}, i_n)) = 1 \).
Let us introduce a new alphabet representing the elements of $A$:

$$B = \{b_{j,a,i} : i, j \in I \cup \{a \in A \}, \ b_{j,a,i} = \tau(j, \sigma(\overline{i}, i))\}.$$ 

Let $R \subseteq A^+ \times B^+$ be the relation consisting of pairs of strings

$$(a_1a_2 \cdots a_n, b_{j_1,a_1,i_1}b_{j_2,a_2,i_2} \cdots b_{j_n,a_n,i_n})$$

such that the properties (i)–(v) above are satisfied. Notice in particular the correspondence between the letters of $a_i$ and the middle subscripts of the letters $b_{j_k,a_k,i_k}$ in (23). It is clear that the set of pairs of all strings (23) – or rather the image of this under $\delta$ – is regular. An automaton recognizing this set can easily be adapted to check the properties (i), (ii), and (v) are all single ‘local’ checks, and conditions (iii) and (iv) require only that the automaton store the subscripts from the previously read letter of $B$. Thus the language $R\delta$ is regular.

We now have:

(vi) If $u \in A^+$ represents an element of $T$, then there is a unique string $v \in B^+$ with $(u, v) \in R$ and $\overline{v} = \overline{u}$.

(vii) If $v = b_{j_1,a_1,i_1}b_{j_2,a_2,i_2} \cdots b_{j_n,a_n,i_n} \in B^+$ satisfies conditions (i)–(v), then there is a unique string $u \in A^+$ with $(u, v) \in R$.

(viii) If $(u, v) \in R$ then $\overline{u} = \overline{v}$ and so $\overline{u} \in T$.

Let $M = \{v \in B^+ : (\exists u \in L)((u, v) \in R)\}$. The aim is now to show that $(B, M)$ is an automatic structure for $T$. Clearly, the language $M$ maps onto $T$.

Let $b \in B$. Let $w \in A^+$ such that $\overline{w} = \overline{b}$. The language $L_w \delta$ is regular by [12 Proposition 3.2]. The language $(R^{-1} \circ L_w \circ R)\delta$ is thus also regular and

$$\begin{align*}
(u, v) &\in R^{-1} \circ L_w \circ R \\
\iff u, v &\in M \wedge (\exists p, q \in L)((u, p) \in R^{-1} \wedge (p, q) \in L_w \wedge (q, v) \in R) \\
\iff u, v &\in M \wedge (\exists p, q \in L)(\overline{p} = \overline{u} \wedge \overline{q} = \overline{v} \wedge \overline{p} \overline{w} = \overline{q}) \\
\iff u, v &\in M \wedge (\exists p, q \in L)(\overline{p} = \overline{u} \wedge \overline{q} = \overline{v} \wedge \overline{p} \overline{w} = \overline{q}) \\
\iff u, v &\in M \wedge \overline{p} \overline{w} = \overline{q} \\
\iff u, v &\in M \wedge \overline{p} \overline{b} = \overline{v} \\
\iff (u, v) &\in M_b.
\end{align*}$$

Thus $M_b = R^{-1} \circ L \circ R$. So $M_b \delta$ is regular and so $(B, M)$ is an automatic structure for $T$.

This theorem provides a common generalisation of the corresponding group theoretic result [14 Theorem 4.1.4] (without relying on the geometric ‘fellow traveller’ property) and [20 Theorem 1.1] for Rees index.

A variation of the notion of automatic semigroup is that of an asynchronously automatic semigroup. Here we require that each relation $L_a$ (for $a \in A \cup \{\epsilon\}$) is recognised by an asynchronous two-tape automaton; see [24 Definition 3.3] for details. The proof of Theorem [10.1] carries over verbatim to the asynchronous case; the reference to [12 Proposition 3.2] should be replaced by [24 Proposition 2.1(3)]. Thus we have:

**Theorem 10.2.** Let $S$ be a semigroup and let $T$ be a subsemigroup of $S$ of finite Green index. If $S$ is asynchronously automatic, then $T$ is asynchronously automatic.

The converses of Theorems [10.1] and [10.2] do not hold. We demonstrate this by using the following example, which was introduced in [13 Example 5.1] for a different purpose, viz., to show that a Clifford semigroup whose group maximal subgroups are all automatic need not itself be automatic:
Example 10.3. Let $F$ be the free group on two generators $a, b$, and let $G$ be the free product of two cyclic groups of order 2, i.e. $G = \langle c, d \mid c^2 = d^2 = 1 \rangle$. Let $\phi : F \to G$ be the epimorphism defined by $a \mapsto c, b \mapsto d$. Form the strong semilattice $S = S(F, G, \phi)$.

Now, $F$, being a finitely generated free group, is automatic. Furthermore, $F$ has finite Green index in $S$, with $G$ a unique \mathcal{H}-class in $S \setminus F$. The Schützenberger group of this \mathcal{H}-class is $G$, and so is automatic. But in [13, Example 5.1] it is proved that $S$ is not automatic. We will actually go further and show $S$ is not even asynchronously automatic.

Suppose for reductio ad absurdum that $(A, L)$ is an asynchronous automatic structure for $S$. Let $A_F = \{ a \in A \mid \varphi \in F \}$. Let $L_F = L \cap (A_F)^+$ and $L_G = L \setminus L_F$. Then $L_G = G$. Choose a representative $w \in L_G$ of the identity $1_G$ of $G$. Construct the rational relation $L_w$. Let $K = \{ u : (u, w) \in L_w \}$; then $K$ is regular and represents all those elements $s$ of $S$ with $s1_G = 1_G$. Therefore, by the definition of $S$ we have $K = \{ 1_G \} \cup (1_G \varphi^{-1})$. Let $J = \{ u : (u, w) \in L_e \}$. Then $J$ is regular and consists of all elements of $L$ that represent $1_G$. Thus $K \setminus J$ is regular and represents the kernel (in the group-theoretical sense) of $\phi$. Thus this kernel, $K \setminus J$, is a rational subset of the free group $F$. But it is thus a non-trivial normal rational subgroup of infinite index in $F$, which is a contradiction by [13, Corollary 4] and [31, Theorem 1].

Remark 10.4. There are other possible definitions of automaticity depending on which side generators act, and on which side the padding symbols are placed; see [25]. Straightforward modification of the above argument yields the corresponding results for each of them.
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