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Abstract—We propose and analyze an online algorithm for reconstructing a sequence of signals from a limited number of linear measurements. The signals are assumed sparse, with unknown support, and evolve over time according to a generic nonlinear dynamical model. Our algorithm, based on recent theoretical results for $\ell_0$-$\ell_1$ minimization, is recursive and computes the number of measurements to be taken at each time on-the-fly. As an example, we apply the algorithm to compressive video background subtraction, a problem that can be stated as follows: given a set of measurements of a sequence of images with a static background, simultaneously reconstruct each image while separating its foreground from the background. The performance of our method is illustrated on sequences of real images: we observe that it allows a dramatic reduction in the number of measurements with respect to state-of-the-art compressive background subtraction schemes.
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I. INTRODUCTION

Consider the problem of reconstructing a sequence of sparse signals from a limited number of measurements. Let $x[k] \in \mathbb{R}^n$ be the signal at time $k$ and $y[k] \in \mathbb{R}^{m_k}$ be the vector of signal measurements at time $k$, where $m_k \ll n$. Assume the signals evolve according to the dynamical model

\begin{align}
    x[k] &= f_k(\{x[i]\}_{i=1}^{k-1}) + \epsilon[k] \tag{1a} \\
    y[k] &= A_k x[k], \tag{1b}
\end{align}

where $\epsilon[k] \in \mathbb{R}^n$ is modeling noise and $A_k \in \mathbb{R}^{m_k \times n}$ is a sensing matrix. In (1a), $f_k : (\mathbb{R}^n)^{k-1} \rightarrow \mathbb{R}^n$ is a known, but otherwise arbitrary, map that describes $x[k]$ as a function of past signals. We assume that each $x[k]$ and $\epsilon[k]$ is sparse, i.e., it has a small number of nonzero entries. Our goal is to reconstruct the signal sequence $\{x[k]\}$ from the measurement sequence $\{y[k]\}$. We require the reconstruction scheme to be recursive (or online), i.e., $x[k]$ is reconstructed before acquiring measurements of any future signal $x[i]$, $i > k$, and also to use a minimal number of measurements. We formalize the problem as follows.

Problem statement. Given two unknown sparse sequences $\{x[k]\}$ and $\{\epsilon[k]\}$ satisfying (1), design an online algorithm that (1) uses a minimal number of measurements $m_k$ at time $k$, and (2) perfectly reconstructs each $x[k]$ from $y[k]$ acquired as in (1b), and possibly $x[i]$, $i < k$.

Note that our setting immediately generalizes from the case where each $x[k]$ is sparse to the case where $x[k]$ has a sparse representation in a linear, invertible transform.

A. Applications

Many problems require estimating a sequence of signals from a sequence of measurements satisfying the model in (1). These include classification and tracking in computer vision systems [2], [3], radar tracking [4], dynamic MRI [5] and several tasks in wireless sensor networks [6].

Our application focus, however, is compressive background subtraction [7]. Background subtraction is a key task for detecting and tracking objects in a video sequence and it has been applied, for example, in video surveillance [8], [9], traffic monitoring [10], [11], and medical imaging [12], [13]. Although there are many background subtraction techniques, e.g., [3], [14], most of them assume access to full frames and, thus, are inapplicable in compressive video sensing [16]–[18], a technology used in cameras where sensing is expensive (e.g., infrared, UV wavelengths).

In compressive video sensing, one has access not to full frames as in conventional video, but only to a small set of linear measurements of each frame, as in (1b). Cevher et al. [7] noticed that background subtraction is possible in this context if the foreground pixels, i.e., those associated to a moving object, occupy a small area in each frame. Assuming the background image is known beforehand, compressed sensing techniques [19], [20] such as $\ell_1$-norm minimization allow reconstructing each foreground. This not only reconstructs the original frame (if we add the reconstructed foreground to the known background), but also performs background subtraction as a by-product [7].

We mention that, with the exception of [21], [22], most approaches to compressive video sensing and to compressive

\footnote{If $x[k]$ is not sparse but $z[k] := \Psi x[k]$ is, where $\Psi$ is an invertible matrix, then redefine $f_k$ as the composition $f^\dagger_k = \Psi^{-1} \circ f_k \circ \Psi$ and $A_k$ as $A^\dagger_k := A_k \Psi^{-1}$. The signal $z[k]$ satisfies (1) with $f^\dagger_k$ and $A^\dagger_k$.}
background subtraction assume a fixed number of measurements for all frames \([7, 10–13, 23, 24]\). If this number is too small, reconstruction of the frames fails. If it is too large, reconstruction succeeds, but at the cost of spending unnecessary measurements in some or all frames. The work in \([21, 22]\) addresses this problem with an online scheme that uses cross-validation to compute the number of required measurements. Given a reconstructed foreground, \([21, 22]\) estimates the area of the true foreground using extra cross-validation measurements. Then, assuming that foreground areas of two consecutive frames are the same, the phase diagram of the sensing matrix, which was computed beforehand, gives the number of measurements for the next frame. This approach, however, fails to use information from past frames in the reconstruction process, information that, as we will see, can be used to significantly reduce the number of measurements.

### B. Overview of our approach and contributions

**Overview.** Our approach to adaptive-rate signal reconstruction is based on the recent theoretical results of \([25, 26]\). These characterize the performance of sparse reconstructing schemes in the presence of side information. The scheme we are most interested in is the \(\ell_1-\ell_1\) minimization:

\[
\min \|x\|_1 + \beta \|x - w\|_1
\]

subject to \(Ax = y\),

where \(x \in \mathbb{R}^n\) is the optimization variable and \(\|x\|_1 := \sum_{i=1}^n |x_i|\) is the \(\ell_1\)-norm. In \([2]\), \(y \in \mathbb{R}^m\) is a vector of measurements and \(\beta\) is a positive parameter. The vector \(w \in \mathbb{R}^n\) is assumed known and is the so-called prior or side information: a vector similar to the vector that we want to reconstruct, say \(x^*\). Note that if we set \(\beta = 0\) in \((2)\), we obtain basis pursuit \([27]\), a well-known problem for reconstructing sparse signals and which is at the core of the theory of compressed sensing \([19, 20]\). Problem \((2)\) generalizes basis pursuit by integrating the side information \(w\). The work in \([25, 26]\) shows that, if \(w\) has reasonable quality and the entries of \(A\) are drawn from an i.i.d. Gaussian distribution, the number of measurements required by \((2)\) to reconstruct \(x^*\) is much smaller than the number of measurements required by basis pursuit. Furthermore, the theory in \([25, 26]\) establishes that \(\beta = 1\) is an optimal choice, irrespective of any problem parameter. This makes the reconstruction problem \((2)\) parameter-free.

We address the problem of recursively reconstructing a sequence of sparse signals satisfying \((1)\) as follows. Assuming the measurement matrix is Gaussian \([2]\), we propose an algorithm that uses \((2)\) with \(w = f_k(\{x[i]\}_{i=1}^{k-1})\) to reconstruct each signal \(x[k]\). And, building upon the results of \([25, 26]\), we equip our algorithm with a mechanism to automatically compute an estimate on the number of required measurements. As application, we consider compressive background subtraction and show how to generate side information from past frames.

**Contributions.** We summarize our contributions as follows:

1. We propose an adaptive-rate algorithm for reconstructing sparse sequences satisfying the model in \((1)\).
2. We establish conditions under which our algorithm reconstructs a finite sparse sequence \(\{x[i]\}_{i=1}^k\) with large probability.
3. We describe how to apply the algorithm to compressive background subtraction problems, using motion-compensated extrapolation to predict the next image to be acquired. In other words, we show how to generate side information.
4. Given that images predicted by motion-compensated extrapolation are known to exhibit Laplacian noise, we then characterize the performance of \((2)\) under this model.
5. Finally, we show the impressive performance of our algorithm for performing compressive background subtraction on a sequence of real images.

Besides the incorporation of a scheme to compute a minimal number of measurements on-the-fly, there is another aspect that makes our algorithm fundamentally different from prior work. As overviewed in Section II, most prior algorithms for reconstructing dynamical sparse signals work well only when the sparsity pattern of \(x[k]\) varies slowly with time. Our algorithm, in contrast, operates well even when the sparsity pattern of \(x[k]\) varies arbitrarily between consecutive time instants, as shown by our theory and experiments. What is required to vary slowly is the “quality” of the prediction given by each \(f_k\) (i.e., the quality of the side information) and, to a lesser extent, not the sparsity pattern of \(x[k]\) but only its sparsity, i.e., the number of nonzero entries.

### C. Organization

Section II overviews related work. In Section III we state the results from \([25, 26]\) that are used by our algorithm. Section IV describes the algorithm and establishes reconstruction guarantees. Section V concerns the application to compressive background subtraction. Experimental results illustrating the performance of our algorithm are shown in section VI and section VII concludes the paper. The appendix contains the proofs of our results.

### II. RELATED WORK

There is an extensive literature on reconstructing time-varying signals from limited measurements. Here, we provide an overview by referring a few landmark papers.

**The Kalman filter.** The classical solution to estimate a sequence of signals satisfying \((1)\) or, in the control terminology, the state of a dynamical system, is the Kalman filter \([30]\). The Kalman filter is an online algorithm that is least-squares optimal when the model is linear, i.e., \(f_k(\{x[i]\}_{i=0}^{k-1}) = F_k x[k]\), and the sequence \(\{\epsilon[k]\}\) is Gaussian and independent across time. Several extensions are available when these assumptions do not hold \([31–33]\). The Kalman filter and its extensions, however, are inappropriate to our scenario, as they do not easily integrate the additional knowledge that the state is sparse.

**Dynamical sparse signal reconstruction.** Some prior work incorporates signal structure, such as sparsity, into online sparse reconstruction procedures. For example, \([34, 35]\)
adapts a Kalman filter to estimate a sequence of sparse signals. Roughly, we have an estimate of the signal’s support at each time instant and use the Kalman filter to compute the (nonzero) signal values. When a change in the support is detected, the estimate of the support is updated using compressed sensing techniques. The work in [44], [35], however, assumes that the support varies very slowly and does not provide any strategy to update (or compute) the number of measurements; indeed, the number of measurements is assumed constant along time. Related work that also assumes a fixed number of measurements includes [36], which uses approximate belief propagation, and [37], which integrates sparsity knowledge into a Kalman filter via a pseudo-measurement technique. The works in [38], [39] and [40] propose online algorithms named GROUSE and PETRELS, respectively, for estimating signals that lie on a low-dimensional subspace. Their model can be seen as a particular case of (1), where each map f_k is linear and depends only on the previous signal. Akin to most prior work, both GROUSE and PETRELS assume that the rank of the underlying subspace (i.e., the sparsity of x[k]) varies slowly with time, and fail to provide a scheme to compute the number of measurements.

We briefly overview the work in [41], which is probably the closest to ours. Three dynamical reconstruction schemes are seen as a particular case of (1), where each map f_k is linear and suppose we attempt to reconstruct x⋆ using past signals. Similar to our framework, [41] considers estimating a signal x⋆ ∈ R^n with sparsity s, where s is the cardinality of a set. Assume we have access to a signal w ∈ R^n similar to x⋆ (in the sense that ∥x⋆ − w∥_1 is small) and suppose we attempt to reconstruct x⋆ by solving the ℓ_1-ℓ_1 minimization problem (2) with β = 1:

$$\min_{x} \|x\|_1 + \|x - w\|_1$$

subject to

$$Ax = y.$$  

The number of measurements that problem (4) requires to reconstruct x⋆ is a function of the “quality” of the side information w. Quality in [25] is measured in terms of the following parameters:

$$\xi := \{|i : w_i \neq x_i^\star\| - |\{i : w_i = x_i^\star\|\},$$

(5a)

$$\bar{h} := \{|i : x_i^\star > 0, x_i^\star > w_i\| \cup \{i : x_i^\star < 0, x_i^\star < w_i\|\}.$$

(5b)

Note that the number of components of w that contribute to ñ are the ones defined on the support of x⋆; thus, 0 ≤ ñ ≤ s.

Theorem 1 (Th. 1 in [25]). Let x⋆, w ∈ R^n be the vector to reconstruct and the side information, respectively. Assume ñ > 0 and that there exists at least one index i for which x_i^\star = w_i = 0. Let the entries of A ∈ R^m×n be i.i.d. Gaussian with zero mean and variance 1/m. If

$$m \geq 2\bar{h}\log \left( \frac{n}{s + \xi/2} \right) + \frac{7}{5} \left( s + \frac{\xi}{2} \right) + 1,$$

(6)

then, with probability at least 1 − exp(−1/2(m − √m))^2), x⋆ is the unique solution of (4).

Theorem 1 establishes that if the number of measurements is larger than (6) then, with high probability, (4) reconstructs x⋆ perfectly. The bound in (6) is a function of the signal dimension n and sparsity s, and of the quantities ñ and ñ, which depend on the signs of the entries of x⋆ and w − x⋆, but not on their magnitudes. When w approximates x⋆ reasonably well, the bound in (6) is much smaller than the one for basis pursuit in [42]:

$$m \geq 2s \log \left( \frac{n}{s} \right) + \frac{7}{5} s + 1.$$  

(7)

Namely, [42] establishes that if (7) holds and if A ∈ R^m×n has i.i.d. Gaussian entries with zero mean and variance 1/m then, with probability similar to the one in Theorem 1 x⋆ is the unique solution to basis pursuit. Indeed, if ñ ≪ s and ñ is larger than a small negative constant, then (6) is much smaller than (7). Note that, in practice, the quantities s, ñ, and ñ are unknown, since they depend on the unknown signal x⋆. In the next section, we propose an online scheme to estimate them using past signals.

Noisy case. Theorem 1 has a counterpart for noisy measurements, which we state informally; see [25] for details. Let y = Ax⋆ + η, where ||η||_2 ≤ σ. Let also A ∈ R^m×n be as in Theorem 1 with

$$m \geq \frac{1}{1 - \tau \sigma} \left[ \frac{1}{2\bar{h}\log \left( \frac{n}{s + \xi/2} \right)} + \frac{7}{5} \left( s + \frac{\xi}{2} \right) + \frac{3}{2} \right],$$

(8)

where 0 < τ < 1. Let x_noisy be any solution of

$$\min_{x} \|x\|_1 + \beta \|x - w\|_1$$

subject to

$$Ax = y.$$  

Note that basis pursuit is (4) with β = 0.

Recall that basis pursuit is (4) with β = 0.
Then, with overwhelming probability, \( \| \hat{x}_{\text{noisy}} - x^\ast \|_2 \leq 2\sigma/\tau \), i.e., (9) reconstructs \( x^\ast \) stably. Our algorithm, described in the next section, adapts easily to the noisy scenario, but we provide reconstruction guarantees only for the noiseless case.

**Algorithm 1** Adaptive-Rate Sparse Signal Reconstruction

**Input:** \( 0 \leq \alpha \leq 1 \), a positive sequence \( \{\delta_k\} \), and estimates \( \delta_1 \) and \( \delta_2 \) of the sparsity of \( x[1] \) and \( x[2] \), respectively.

**Part I: Initialization**

1. for the first two time instants \( k = 1, 2 \) do
2. Set \( m_k = 2\delta_k \log(n/\delta_k) + (7/5)\delta_k + 1 \)
3. Generate Gaussian matrix \( A_k \in \mathbb{R}^{m_k \times n} \)
4. Acquire \( m_k \) measurements of \( x[k] \): \( y[k] = A_k x[k] \)
5. Find \( \hat{x}[k] \) such that
   \[
   \hat{x}[k] = \underset{x}{\text{arg min}} \|x\|_1 \quad \text{s.t.} \quad A_k x = y[k]
   \]
6. end for
7. Set \( w[2] = f_2(\hat{x}[1]) \) and compute
   \[
   \hat{\xi}_2 = \{|i : w_1[i] \neq \hat{x}_i[2] = 0\} - \{|i : w_1[i] = \hat{x}_i[2] \neq 0\} \quad \text{and} \quad \hat{\tau}_2 = \{|i : \hat{x}_i[2] > 0, \hat{x}_i[2] > w_1[i]\} \cup \{|i : \hat{x}_i[2] < 0, \hat{x}_i[2] < w_1[i]\}.
   \]
8. Set \( \hat{m}_2 = 2\hat{\tau}_2 \log(n/(\delta_2 + \hat{\xi}_2/2)) + (7/5)(\delta_2 + \hat{\xi}_2/2) + 1 \)
9. Set \( \phi_1 = \hat{m}_2 \)

**Part II: Online estimation**

10. for each time instant \( k = 3, 4, 5, \ldots \) do
11. Set \( m_k = (1 + \delta_k)\delta_k \)
12. Generate Gaussian matrix \( A_k \in \mathbb{R}^{m_k \times n} \)
13. Acquire \( m_k \) measurements of \( x[k] \): \( y[k] = A_k x[k] \)
14. Set \( w[k] = f_k(\hat{x}[i])^{k-1} \) and find \( \hat{x}[k] \) such that
   \[
   \hat{x}[k] = \underset{x}{\text{arg min}} \|x\|_1 + \|x - w[k]\|_1 \quad \text{s.t.} \quad A_k x = y[k]
   \]
15. Compute
   \[
   \delta_k = \{|i : \hat{x}_i[k] \neq 0\} \quad \hat{\xi}_k = \{|i : w_1[i] \neq \hat{x}_i[k] \neq 0\} - \{|i : w_1[i] = \hat{x}_i[k] \neq 0\} \quad \text{and} \quad \hat{\tau}_k = \{|i : \hat{x}_i[k] > 0, \hat{x}_i[k] > w_1[i]\} \cup \{|i : \hat{x}_i[k] < 0, \hat{x}_i[k] < w_1[i]\}.
   \]
16. Set \( \hat{m}_k = 2\hat{\tau}_k \log(n/(\delta_k + \hat{\xi}_k/2)) + (7/5)(\delta_k + \hat{\xi}_k/2) + 1 \)
17. Update \( \phi_{k+1} = (1 - \alpha)\phi_k + \alpha \hat{m}_k \)
18. end for

**IV. ONLINE SPARSE SIGNAL ESTIMATION**

Algorithm 1 describes our online scheme for reconstructing a sparse sequence \( \{x[k]\} \) satisfying (1). Although described for a noiseless measurement scenario, the algorithm adapts to the noisy scenario in a straightforward way, as discussed later. Such an adaptation is essential when using it on a real system, e.g., a single-pixel camera (13).

**A. Algorithm description**

The algorithm consists of two parts: the initialization, where the first two signals \( x[1] \) and \( x[2] \) are reconstructed using basis pursuit, and the online estimation, where the remaining signals are reconstructed using \( \ell_1-\ell_1 \) minimization.

**Part I: Initialization.** In steps (14) we compute the number of measurements \( m_1 \) and \( m_2 \) according to the bound in (7), and then reconstruct \( x[1] \) and \( x[2] \) via basis pursuit. The expressions for \( m_1 \) and \( m_2 \) in step (2) require estimates \( \delta_1 \) and \( \delta_2 \) of the sparsity of \( x[1] \) and \( x[2] \), which are given as input to the algorithm. Henceforth, variables with hats refer to estimates. Steps (7-9) initialize the estimator \( \phi_k \), during Part II of the algorithm, \( \phi_k \) should approximate the right-hand side of (6) for \( x[k] \), i.e., with \( s = \delta_k \), \( \hat{H} = \hat{H}_k \), and \( \xi = \xi_k \), where the subscript \( k \) indicates that these are parameters associated with \( x[k] \).

**Part II: Online estimation.** The loop in Part II starts by computing the number of measurements as \( m_k = (1 + \delta_k)\delta_k \), where \( \delta_k \), an input to the algorithm, is a (positive) safeguard parameter. We take more measurements from \( x[k] \) than the ones prescribed by \( \phi_k \), because \( \phi_k \) is only an approximation to the bound in (6), as explained next. After acquiring measurements from \( x[k] \), we reconstruct it as \( \hat{x}[k] \) via \( \ell_1-\ell_1 \) minimization with \( w[k] = f_k(\hat{x}[i])^{k-1} \) (step (13)). Next, in step (14) we compute the sparsity \( \delta_k \) and the quantities in (5), \( \xi_k \) and \( \hat{H}_k \), for \( \hat{x}[k] \). If the reconstruction of \( x[k] \) is perfect, i.e., \( \hat{x}[k] = x[k] \), then all these quantities match their true values. In that case, \( \hat{m}_k \) in step (16) will also match the true value of the bound in (6). Note, however, that the bound for \( x[k] \), \( \hat{m}_k \), is computed only after \( x[k] \) is reconstructed. Consequently, the number of measurements used in the acquisition of \( x[k] \), \( k > 2 \), is a function of the bound (6) for \( x[k-1] \). Since the bounds for \( x[k] \) and \( x[k-1] \) might differ, we take more measurements than the ones specified by \( \phi_k \) by a factor \( \delta_k \), as in step (11). Also, we mitigate the effect of failed reconstructions by filtering \( \hat{m}_k \) with an exponential moving average filter, in step (17). Indeed, if reconstruction fails for some \( x[k] \), the resulting \( \hat{m}_k \) might differ significantly from the true bound in (6). The role of the filter is to smooth out such variations.

**Extension to the noisy case.** Algorithm 1 can be easily extended to the scenario where the acquisition process is noisy, i.e., \( y[k] = A_k x[k] + \eta_k \). Assume that \( \eta_k \) is arbitrary noise, but has bounded magnitude, i.e., we know \( \sigma_k \) such that \( \| \eta_k \|_2 \leq \sigma_k \). In that case, the constraint in the reconstruction problems in steps (5) and (14) should be replaced by \( \| A_k x - y[k]\|_2 \leq \sigma_k \). The other modification is in steps (8) and (16) whose expressions for \( \hat{m}_k \) are multiplied by \( 1/(1 - \tau^2) \) as in (8). Our reconstruction guarantees, however, hold only for the noiseless case.

**Remarks.** We will see in the next section that Algorithm 1 works well when each \( \delta_k \) is chosen according to the prediction quality of \( f_k \); the worse the prediction quality, the larger \( \delta_k \) should be. In practice, it may be more convenient to make \( \delta_k \) constant, as we do in our experiments in Section VI. Note that the conditions under which our algorithm performs well differ from the majority of prior work. For example, the algorithms in (7), (21), (22), (34)-(39), and (44) work well when the sparsity pattern of \( x[k] \) varies slowly between consecutive time instants. Our algorithm, in contrast, works well when the quality parameters \( \xi_k \) and \( \hat{H}_k \) of the side information and also the sparsity \( s_k \) of \( x[k] \) vary slowly; in other words, when the
quality of the prediction of \( f_k \) varies slowly.

**B. Reconstruction guarantees**

The following result bounds the probability with which Algorithm 1 with \( \alpha = 1 \) perfectly reconstructs a finite-length sequence \( \{x[i]\}_{k=1}^K \). The idea is to rewrite the condition that \( (6) \) applied to \( x[i+1] \) is \((1 + \delta_i)\) times larger than \( (6) \) applied to \( x[i] \). If that condition holds for the entire sequence then, using Theorem 1 and assuming that the matrices \( A_k \) are drawn independently, we can bound the probability of successful reconstruction. The proof is in Appendix A.

**Lemma 2.** Let \( \alpha = 1, m := \min \{ m_1, m_2, \min_{i=3,\ldots,k} m_i \} \), and fix \( k > 2 \). Let also, for all \( i = 3, \ldots, k \),

\[
\delta_i \geq \frac{2 \left[ \log(\frac{u_i}{7}) - \log(\frac{u_{i-1}}{7}) \right] + \frac{2}{5}(u_i - u_{i-1})}{\frac{1}{7}(u_i - u_{i-1}) + \frac{3}{5}(u_{i-1} - 1)} \tag{10}
\]

where \( u_i := s_i + \xi_i/2 \). Assume \( s_q \geq s_q := \left\{ j : x[j]/q \neq 0 \right\} \), for \( q = 1, 2, \ldots, i.e., that the initial sparsity estimates \( s_1 \) and \( s_2 \) are not smaller than the true sparsity of \( x[1] \) and \( x[2] \). Assume also that the matrices \( \{A_i\}_{i=1}^k \) in Algorithm 1 are drawn independently. Then, the probability (over the sequence of matrices \( \{A_i\}_{i=1}^k \)) that Algorithm 1 reconstructs \( x[i] \) perfectly in all time instants \( 1 \leq i \leq k \) is at least

\[
\left(1 - \exp\left(-\frac{1}{2}(m - \sqrt{m})^2\right)\right)^k \tag{11}
\]

When the conditions of Lemma 2 hold, the probability of perfect reconstruction decreases with the length \( k \) of the sequence, albeit at a very slow rate: for example, if \( m \) is as small as 8, then \( (11) \) equals 0.9998 for \( k = 10^2 \), and 0.9845 for \( k = 10^4 \). If \( m \) is larger, these numbers are even closer to 1.

**Interpretation of (10).** As shown in the proof, condition \( (10) \) is equivalent to \((1 + \delta_i)m_i - 1 \geq m_i \), where \( m_i \) is \( (5) \) applied to \( x[i] \). To get more insight about this condition, rewrite it as

\[
\delta_i \geq \frac{\log(\frac{u_i}{7}) - \log(\frac{u_{i-1}}{7}) + c_1(n)}{\log(\frac{u_i}{7}) + c_2(n)} \tag{12}
\]

where

\[
c_1(n) := \frac{2(\log(\frac{u_i}{7}) - \log(\frac{u_{i-1}}{7})) + \frac{2}{5}(u_i - u_{i-1})}{\log(u_i - u_{i-1})}
\]

\[
c_2(n) := \frac{\frac{7}{5}u_{i-1} + 1 - 2\log(\frac{u_i}{7}) - \log(u_{i-1})}{\log(u_i - u_{i-1})}.
\]

Suppose \( \{x[i]\} \) and \( \{\epsilon[i]\} \) are signals for which \( n \gg u_i, \overline{u}_i \). In that case, \( c_1(n), c_2(n) \approx 0 \), and condition \( (12) \) tells us that the oversampling factor \( \delta_i \) should be larger than the relative variation of \( \overline{u}_i \) from time \( i - 1 \) to time \( i \). In general, the magnitude of \( c_1(n) \) and \( c_2(n) \) can be significant, since they approach zero at a relatively slow rate, \( o(1/\log n) \). Hence, those terms should not be ignored.

**Remarks on the noisy case.** There is an inherent difficulty in establishing a counterpart of Lemma 2 for the noisy measurement scenario: namely, the quality parameters \( \xi, \overline{u}_i \) in \( (5) \) are not continuous functions of \( x \). So, no matter how close a reconstructed signal is from the original one, their quality parameters can differ arbitrarily. And, for the noisy measurement case, we can never guarantee that the reconstructed and the original signals are equal; at most, if \( (5) \) holds, they are within a distance \( 2\sigma/\tau \), for \( 0 < \tau < 1 \).

So far, we have considered \( \{x[k]\} \) and \( \{\epsilon[k]\} \) to be deterministic sequences. In the next section, we will model \( \{\epsilon[k]\} \) (and thus \( \{x[k]\} \)) as a Laplacian stochastic process.

**V. COMPRESSIVE VIDEO BACKGROUND SUBTRACTION**

We now consider the application of our algorithm to compressive video background subtraction. We start by modeling the problem of compressive background subtraction as the estimation of a sequence of sparse signals satisfying (1). Our background subtraction system, based on Algorithm 1, is then introduced. Finally, we establish reconstruction guarantees for our scheme when \( \epsilon[k] \) in (10) is Laplacian noise.

**A. Model**

Let \( \{Z[k]\}_{k=1}^K \) be a sequence of images, each with resolution \( N_1 \times N_2 \), and let \( z[k] \in \mathbb{R}^n \) with \( n := N_1 \times N_2 \) be the (column-major) vectorization of the \( k \)th image. At time instant \( k \), we collect \( m_k \) linear measurements of \( Z[k] \): \( u[k] = A_k z[k] \), where \( A_k \in \mathbb{R}^{m_k \times n} \) is a measurement matrix. We decompose each image \( Z[k] \) as \( Z[k] = X[k] + B \), where \( X[k] \) is the \( k \)th foreground image, typically sparse, and \( B \) is the background image, assumed known and to be the same in all the images. Let \( x[k] \) and \( b \) be vectorizations of \( X[k] \) and \( B \), respectively. Because the background image is known, we take measurements from it using \( A_k: u^b[k] = A_k b \). Then, as suggested in (7), we subtract \( u^b[k] \) to \( u[k] \):

\[
y[k] := u[k] - u^b[k] = A_k(z[k] - b) = A_k x[k]. \tag{13}
\]

This equation tells us that, although we cannot measure the foreground image \( x[k] \) directly, we can still construct a vector measurements, \( y[k] \), as if we would. Given that \( x[k] \) is usually sparse, the theory of compressed sensing tells us that it can be reconstructed by solving, for example, basis pursuit (19), (20). Specifically, if \( x[k] \) has sparsity \( s_k \) and the entries of \( A_k \) are realizations of i.i.d. zero-mean Gaussian random variables with variance \( 1/m_k \), then \( 2s_k \log(n/s_k) + (7/5)s_k + 1 \) measurements suffice to reconstruct \( x[k] \) perfectly (42) [cf. (7)].

Notice that (13) is exactly the equation of measurements in (15). Regarding equation (13), we will use it to model the estimation of the foreground of each frame, \( x[k] \), from previous foregrounds, \( \{x[i]\}_{i=1}^{k-1} \). We use a motion-compensated extrapolation technique, as explained in Subsection V.C. This technique is known to produce image estimates with an error well modeled as Laplacian and, thus, each \( \|\epsilon[k]\|_1 \) is expected to be small. This perfectly aligns with the way we integrate side information in our reconstruction scheme: namely, the second term in the objective of the optimization problem in step (12) of Algorithm 1 is nothing but \( \|\epsilon[k]\|_1 \).

**B. Our background subtraction scheme**

Figure 1 shows the block diagram of our compressive background subtraction scheme and, essentially, translates Algorithm 1 into a diagram. The scheme does not apply to the
reconstruction of the first two frames, which are reconstructed as in [7], i.e., by solving basis pursuit. This corresponds to Part I of Algorithm 1. The scheme in Fig. 1 depicts Part II of Algorithm 1. The motion extrapolation module constructs a motion-compensated prediction $e[k]$ of the current frame, $z[k]$, by using the two past (reconstructed) frames, $\hat{z}[k - 2]$ and $\hat{z}[k - 1]$. Motion estimation is performed in the image domain ($z[k]$) rather than in the foreground domain ($x[k]$), as the former contains more texture, thereby yielding a more accurate motion field. Next, the background frame $b$ is subtracted from $e[k]$ to obtain a prediction of the foreground $\hat{x}[k]$, i.e., the side information $w[k]$. These two operations are modeled in Algorithm 1 with the function $f_x$, which takes a set of past reconstructed signals (in our case, $\hat{x}[k - 2]$ and $\hat{x}[k - 1]$), to which we add $b$, obtaining $\hat{z}[k - 2]$ and $\hat{z}[k - 1]$, respectively, and outputs the side information $w[k]$. This is one of the inputs of the $\ell_1-\ell_1$ block, which solves the optimization problem (4). To obtain the other input, i.e., the set of foreground measurements $y[k]$, we proceed as specified in equation (13): we take measurements $u[k] = A_k z[k]$ of the current frame and, using the same matrix, we take measurements of the background $w[k] = A_k b$. Subtracting them we obtain $y[k] = u[k] - w[k]$. The output of the $\ell_1-\ell_1$ module is the estimated foreground $\hat{x}[k]$, from which we obtain the estimate of the current frame as $\hat{z}[k] = \hat{x}[k] + b$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Figure 1. Block diagram of Algorithm 1 when applied to background subtraction. The main blocks are highlighted.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Figure 2. Scheme of motion-compensated extrapolation. We use the motion between matching blocks in $\hat{z}[k - 2]$ and $\hat{z}[k - 1]$ to create an estimate $e[k]$ of frame $z[k]$.}
\end{figure}

C. Motion-compensated extrapolation

To obtain an accurate prediction $e[k]$, we use a motion-compensated extrapolation technique similar to what is used in distributed video coding for generating decoder-based motion-compensated predictions [45–47]. Our technique is illustrated in Fig. 2. In the first stage, we perform forward block-based motion estimation between the reconstructed frames $\hat{z}[k - 2]$ and $\hat{z}[k - 1]$. The block matching algorithm is performed with half-pel accuracy and considers a block size of $\gamma \times \gamma$ pixels and a search range of $\rho$ pixels. The required interpolation for half-pel motion estimation is performed using the 6-tap filter of H.264/AVC [48]. In addition, we use the $\ell_1$-norm (or sum of absolute differences: SAD) as error metric. The resulting motion vectors are then spatially smoothed by applying a weighted vector-median filter [49]. The filtering improves the spatial coherence of the resulting motion field by removing outliers (i.e., motion vectors that are far from the true motion field). Assuming linear motion between $\hat{z}[k - 2]$ and $\hat{z}[k - 1]$, and $\hat{z}[k - 1]$ and $\hat{z}[k]$, we linearly project the motion vectors between $\hat{z}[k - 2]$ and $\hat{z}[k - 1]$ to obtain $e[k]$, our estimate of $z[k]$; see Fig. 2. During motion compensation, pixels in $e[k]$ that belong to overlapping prediction blocks are estimated as the average of their corresponding motion-compensated pixel predictions in $\hat{z}[k - 1]$. Pixels in uncovered areas (i.e., no motion-compensated predictor is available) are estimated by taking averaging the three neighbor pixel values in $e[k]$ (up, left and up-left pixel positions, following a raster scan of the frame) and the corresponding pixel in $\hat{z}[k - 1]$.

D. Reconstruction guarantees for Laplacian modeling noise

It is well known that the noise produced by a motion-compensated prediction module, as the one just described, is Laplacian [45, 50]. In our model, that corresponds to each $e[k]$ in (13) being Laplacian. We assume each $e[k]$ is independent from the matrix of measurements $A_k$.

\textbf{Model for $e[k]$}. As in [45, 50, 51] (and references therein), we assume that $e[k]$ is independent from $e[l]$, for $k \neq l$, and that the entries of each $e[k]$ are independent and have zero-mean. The probability distribution of $e[k]$ is then

$$
\mathbb{P}(e[k] \leq u) = \mathbb{P}(e_1[k] \leq u_1, e_2[k] \leq u_2, \ldots, e_n[k] \leq u_n) = \prod_{j=1}^{n} \mathbb{P}(\epsilon_j[k] \leq u_j) = \prod_{j=1}^{n} \int_{-\infty}^{u_j} \frac{\lambda_j}{2} \exp \left[ -\lambda_j |\epsilon_j| \right] d\epsilon_j , \tag{14}
$$

where $u \in \mathbb{R}^n$, and $\lambda_j \geq 0$ is the parameter of the distribution of $\epsilon_j[k]$. The entries of $e[k]$, although independent, are not identically distributed, since they have possibly different parameters $\lambda_j$. The variance $\sigma_j^2$ of each component $\epsilon_j[k]$ is given by $\sigma_j^2 = 2/\lambda_j^2$.

\textbf{Resulting model for $x[k]$}. The sequence $\{e[k]\}$ being stochastic implies that $\{x[k]\}$ is also stochastic. Indeed, if each $f_k$ in (11) is measurable, then $\{x[k]\}_{k \geq 2}$ is a sequence of random variables. Given the independence across time and across components of the sequence $\{e[k]\}$, the distribution of $x[k]$ given $\{x[l]\}_{l=1}^{k-1}$ is also Laplacian, yet not necessarily with zero-mean. That is, for $u \in \mathbb{R}^n$ and $k \geq 2$,

$$
\mathbb{P}(x[k] \leq u | \{x[i]\}_{i=1}^{k-1})
$$
where \( f_k(\{x[i]\}_{i=1}^{k-1}) \) is the \( j \)th component of \( f_k(\{x[i]\}_{i=1}^{k-1}) \). In words, the distribution of this expression is the same as in Theorem 1 with a number of measurements \( W \in \mathbb{R}^n \). Theorem 3. Let \( w \in \mathbb{R}^n \) be given. Let \( \epsilon \) have distribution (12), where the variance of component \( \epsilon_j \) is \( \sigma_j^2 = 2/\lambda_j^2 \). Define \( x^* := w + \epsilon \), and the sets \( \Sigma := \{ j : \sigma_j^2 \neq 0 \} \) and \( \mathcal{W} := \{ j : w_j \neq 0 \} \). Assume \( \Sigma^c \cap \mathcal{W}^c \neq \emptyset \), that is, there exists \( j \) such that \( \sigma_j^2 = 0 \) and \( w_j = 0 \). Assume \( A \in \mathbb{R}^{m \times n} \) is generated as in Algorithm 1 with a number of measurements

\[
m \geq 2(\mu + \ell) \log \left( \frac{n}{|\Sigma| + |\Sigma^c \cap \mathcal{W}|} \right) + \frac{7}{5} \left( \frac{1}{2} |\Sigma| + \frac{1}{2} |\Sigma^c \cap \mathcal{W}| \right) + 1, \tag{16}
\]

for some \( t > 1 \), where \( \mu := \frac{1}{2} \sum_{j \in \Sigma} \exp \left( - \sqrt{2|w_j|/\sigma_j} \right) \). Let \( \hat{x} \) denote the solution of \( \ell_1-\ell_2 \) minimization (4). Then

\[
\mathbb{P}(\hat{x} = x^*) \geq 1 - \exp \left( - \frac{(m - \sqrt{m \mu})^2}{2} \right) \times 
\times \left[ 1 - \exp \left( - \frac{2t \mu^2}{|\Sigma|} \right) - \exp \left( - \frac{2(t - 1)^2}{|\Sigma|} \right) \right]. \tag{17}
\]

The proof is in Appendix B. By assuming each component \( \epsilon_j \) is Laplacian with parameter \( \lambda_j = \sqrt{2/\sigma_j} \) (independent from the other components), Theorem 3 establishes a lower bound on the number of measurements that guarantee perfect reconstruction of \( x^* \) with probability as in (17). Note that all the quantities in (16) are deterministic. This contrasts with the direct application of Theorem 1 to the problem, since the right-hand side of (4) is a function of the random variables \( s, \xi, \) and \( \xi \). The assumption \( \Sigma^c \cap \mathcal{W}^c \neq \emptyset \) implies \( \Sigma^c \neq \emptyset \), which means that some components of \( \epsilon \) have zero variance and, hence, are equal to zero with probability 1. Note that, provided the variances \( \sigma_j^2 \) are known, all the quantities in (16), and consequently in (17), are known.

The proof of Theorem 3 uses the fact that the sparsity of \( x^* \) is \( s = |\Sigma| + |\Sigma^c \cap \mathcal{W}|/2 \) with probability 1. This implies that the bound in (16) is always smaller than the one for basis pursuit in (7) whenever \( \mu + t < s = |\Sigma| + |\Sigma^c \cap \mathcal{W}|. \) Since \( \mu \leq |\Sigma| \), this holds if \( t < |\Sigma^c \cap \mathcal{W}|/2. \)

We state without proof a consequence of Theorem 3 that is obtained by reasoning as in Lemma 2.

**Corollary 4.** Let \( \{\epsilon[k]\} \) be a stochastic process where \( \epsilon[k] \) has distribution (13) and each \( \epsilon[k] \) is independent from \( \epsilon[l], \) \( k \neq l. \) Assume that \( \{x[k]\} \) is generated as in (10) and consider Algorithm 1 with \( \alpha = 1 \) at iteration \( k > 2. \) Assume that \( \epsilon[k] \) and \( A_k \) are independent. Assume also, for \( i = 3, \ldots, k, \) that

\[
\delta_i \geq \left\{ \frac{2(\mu_i + t_i) \log \left( \frac{n}{u_i} \right)}{|\mu_i - \mu_{i-1}|} - \frac{2(\mu_i + t_{i-1}) \log \left( \frac{n}{u_{i-1}} \right)}{|\mu_{i-1} - \mu_{i-2}|} \right\} + \frac{7}{5}(u_i - u_{i-1}) \right\} / \left\{ 2(\mu_i + t_{i+1}) \log \left( \frac{n}{u_{i-1}} \right) + \frac{7}{5}u_{i-1} + 1 \right\}, \tag{18}
\]

where \( u_i := |\Sigma| + |\Sigma^c \cap \mathcal{W}|/2, \) and the quantities \( \mu_i, t_i, \Sigma_i, \) and \( \mathcal{W}_i \) are defined as in Theorem 3 for signal \( x[i]. \) Assume the initial sparsity estimates satisfy \( \hat{s}_1 \geq s_1 \) and \( \hat{s}_2 \geq s_2 \) with probability 1, where \( s_1 \) and \( s_2 \) are the sparsity of \( x[1] \) and \( x[2]. \) Then, the probability over the sequences \( \{A_i\}_{i=1}^k \) and \( \{\epsilon[i]\}_{i=1}^k \) that Algorithm 1 reconstructs \( x[i] \) perfectly in all time instants \( 1 \leq i \leq k \) is at least

\[
\prod_{i=1}^k \left[ 1 - \exp \left( - \frac{(m_i - \sqrt{m_i \mu})^2}{2} \right) \right] \left[ 1 - \exp \left( - \frac{2t_i \mu_i^2}{|\Sigma|} \right) \right].
\]

Corollary 4 establishes reconstruction guarantees of Algorithm 1 when the modeling noise \( \epsilon[k] \) in (10) is Laplacian. In contrast with Lemma 2 the bound in (18) is a function of known parameters, but it requires the variances \( \sigma_j^2 \) of each \( \epsilon[i] \), which can be estimated from the past frame in a block-based way [46], [50]. For some insight on (18), assume \( u_i \simeq u_{i-1}, t_i = t_{i-1} \), and that \( n \) is large enough so that terms not depending on it are negligible. Then, (18) becomes \( \delta_i \gtrsim (\mu_i - \mu_{i-1})/(\mu_i + t_{i-1}) \). and we can select

\[
\delta_i = 2\kappa - 1 \simeq \frac{\kappa - \frac{1}{2}}{|\Sigma_i| - \frac{1}{2} |\Sigma_{i-1}|} \geq \frac{\mu_i - \mu_{i-1}}{1 + \frac{1}{2} |\Sigma_{i-1}|} \geq \frac{\mu_i - \mu_{i-1}}{1 + \frac{1}{2} |\Sigma_{i-1}|}, \tag{19}
\]

where \( \kappa := |\Sigma_i|/|\Sigma_{i-1}|, \) and the inequality is due to \( |\Sigma_i|/2 \leq \mu_i \leq |\Sigma_i|. \) The approximation in (19) holds if \( |\Sigma_{i-1}| \gg 2, \) which is often the case in practice. The expression in (19) tells us that, for large \( n, \delta_i \) is mostly determined by the ratio \( \kappa: \) if \( \kappa > 1 \) (resp. \(< 1 \), then we should select \( \delta_i > 1 \) (resp. \(< 1 \). We observe that, in practice, (18) and (19) give conservative estimates for \( \delta_i \). We will see in the next section that selecting a small, constant \( \delta_i \) (namely 0.1) leads to excellent results without compromising perfect reconstruction.
Figure 3. Hall sequence. The top panel shows the background and 4 different frames of the original sequence, which consists of 282 frames. The remaining panels show the estimated frames $e_k$, the reconstructed frame $\hat{z}_k$, and the reconstructed foreground $\hat{x}_k$ (binarized for better visualization).

Figure 4. Results for the Hall sequence. (a) Number of measurements $m_k$ taken from each frame (solid red line) and estimate $\phi_k$ (dashed blue line); the dotted lines are the right-hand side of $\ell_1$ and $\ell_2$ (green and black, respectively). (b) Relative error of estimation $\|e_k - \hat{z}_k\|_2 / \|z_k\|_2$ and reconstruction $\|\hat{z}_k - z_k\|_2 / \|z_k\|_2$. Figure (b) is illustrative, since the reconstruction error is mostly determined by the precision of the solver for $\hat{z}$. 
Figure 5. PETS sequence. The top panel shows the background and 4 different frames of the original sequence, which consists of 171 frames. The remaining panels show the estimated frames $e[k]$, the reconstructed frame $\hat{z}[k]$, and the reconstructed foreground $\hat{x}[k]$ (binarized for better visualization).

Figure 6. Results for the PETS sequence. The displayed quantities are the same as in Fig. 4.
VI. EXPERIMENTAL RESULTS

We applied the scheme described in the previous section to two sequences of images: the Hall monitor sequence and a sequence from the PETS 2009 database. The Hall monitor sequence has 282 frames with two people walking in an office; the top panel of Fig. 3 shows the background image and frames 4, 100, 150, and 250. The PETS sequence is a sequence of 171 frames with several people walking on a street; the top panel of Fig. 5 shows the background image and frames 5, 75, 100, and 170. Since the background of both sequences is static and the foreground in each frame is sparse, we can apply our scheme to simultaneously reconstruct and perform background subtraction on each frame. The remaining panels of Figs. 3 and 5 show the estimated frames, the reconstructed frames, and the reconstructed foregrounds, binarized for better visualization (note that the foreground pixels are dark).

Experimental setup. In both sequences, we set the input sampling parameters as $\delta := \delta_k = 0.1$, for all $k$, and the filter parameter as $\alpha = 0.5$. While for the Hall sequence we used the true sparsity of the first two foregrounds, i.e., $s_1 = s_1 = 417$ and $s_2 = s_2 = 446$, for the PETS sequence we set these input parameters to values much smaller than their true values: $10 = \delta_1 \ll s_1 = 194$ and $10 = \delta_2 \ll s_2 = 211$. In spite of this poor initialization, the algorithm was able to quickly adapt, as we will see. For memory reasons, we downsampled each frame of the Hall sequence to $128 \times 128$ and each frame of the PETS sequence to $116 \times 116$. We also removed camera noise from each frame, i.e., isolated pixels, by preprocessing the full sequences. For the motion estimation, we used a block size of $\gamma \times \gamma = 8 \times 8$, and a search limit of 6. Finally, we mention that, after computing the side information $w[k]$ for frame $k$, we amplified the magnitude of its components by 30%. This, according to the theory in [28], improves the quality of the side information. To solve basis pursuit in the reconstruction of the first two frames we used SPGL1 [52], [53]. To solve $\ell_1-\ell_1$ minimization problem (3) in the reconstruction of the remaining frames we used DECOPT [54], [55].

Results. We benchmark Algorithm 1 with the CS (oracle) bound given by (7). Note that the prior state-of-the-art in compressive background subtraction, [21], [22], requires always more measurements than the ones given by (7). The results of the experiments are in Figs. 4 for the Hall sequence and in Fig. 6 for the PETS sequence. Figs. 4(a) and 6(a) show the number of measurements $m_k$ Algorithm 1 took from each frame and the corresponding estimate $\phi_k$ of (6). These figures also show the bounds (6) and (7) as if an oracle told us the true values of $s_k$, $\phi_k$, and $\xi_k$. We can see that $m_k$ and $\phi_k$ are always below the CS bound (7) except at a few frames in Fig. 6(a) (PETS sequence). In those frames, there is no foreground and thus the number of required measurements approaches zero. Since there are no such frames in the Hall sequence, all quantities in Fig. 4(a) do not exhibit such large fluctuations.

Fig. 4(a) clearly shows the advantage of our algorithm with respect to using standard CS (i.e., basis pursuit) [7], [21], [22], even if CS reconstruction is performed using the knowledge of the true foreground sparsity: our algorithm required an average of 33% of the measurements that standard (oracle) CS required. Recall that the performance of the prior state-of-the-art algorithm [21], [22] is always above the CS bound line. In Figs. 4(a) and 6(a) the estimate $\phi_k$ is very close to the oracle bound (6) and, for most frames, the number of measurements $m_k$ is larger than (6), even though the oversampling factor $\delta = 0.1$ is quite small. In fact, $m_k$ was smaller than (6) in less than 7% (resp. 30%) of the frames for the Hall (resp. PETS) sequence. Yet, the corresponding frames were reconstructed with a relatively small error, as shown in Figs. 4(b) and 6(b) and the algorithm quickly adapted.

Figs. 4(b) and 6(b) show the relative errors of the estimated image $\epsilon[k]$ and the reconstruction image $\hat{z}[k]$, i.e., $\|\epsilon[k] - z[k]\|_2/\|z[k]\|_2$ and $\|\hat{z}[k] - z[k]\|_2/\|z[k]\|_2$.

Noisy measurements. We also applied the version of Algorithm 1 that handles noisy measurements, i.e., $y[k] = A_k x[k] + \eta_k$, with $\|\eta_k\|_2 \leq \sigma_k$, to the Hall sequence. In this case, $\eta_k$ was a vector of i.i.d. Gaussian entries with zero mean and variance $4/m_k$, and we used $\sigma_k = 2$ for all frames. The number of measurements was computed as in (8) with $\tau = 0.1$. The results are shown in Fig. 7. It can be seen that all the quantities in Figs. 7(a) are slightly larger than in Fig. 4(a) (we truncated the CS bound in Fig. 7(a) so that the vertical scales are the same). Yet, all the curves have the same shape. The most noticeable difference between the noisy and the noiseless case is the reconstruction error (Fig. 7(b)), which is about 3 orders of magnitude larger for the noisy case.

VII. CONCLUSIONS

We proposed and analyzed an online algorithm for reconstructing a sparse sequence of signals from a limited number of measurements. The signals vary across time according to a nonlinear dynamical model, and the measurements are linear. Our algorithm is based on $\ell_1-\ell_1$ minimization and, assuming Gaussian measurement matrices, it estimates the required number of measurements to perfectly reconstruct each signal, automatically and on-the-fly. We also explored the application of our algorithm to compressive video background subtraction and tested its performance on sequences of real images. It was shown that the proposed algorithm allows reducing the number of measurements with the prices of worse reconstruction error and increased computation time.

---

4 Obtained from http://trace.eas.asu.edu/yuv/
5 Obtained from http://garrett.wenner.com/ARCS-4.0.zip
6 The original sequence has 300 frames, but we removed the first 18, since they contain practically no foreground.
7 Available at http://www.math.ucdavis.edu/~mpf/spgl1/
8 Available at http://lions.epfl.ch/decopt/
of required measurements with respect to prior compressive video background subtraction schemes by a large margin.

**APPENDIX A**

**PROOF OF LEMMA 2**

First, note that condition (10) is a deterministic condition. Simple algebraic manipulation shows that it is equivalent to

\[(1 + \delta_i)\left[2\tilde{h}_{i-1} \log \left(\frac{n}{u_{i-1}}\right) + \frac{7}{5}u_{i-1} + 1\right] \geq 2\tilde{h}_i \log \left(\frac{n}{u_i}\right) + \frac{7}{5}u_i + 1,
\]

or

\[(1 + \delta_i)\tilde{m}_{i-1} \geq \tilde{m}_i,
\]

where \(\tilde{m}_i\) is the right-hand side of (6) applied to \(x[i]\), that is,

\[\tilde{m}_i := 2\tilde{h}_i \log \left(\frac{n}{s_i + \xi_i/2}\right) + \frac{7}{5}(s_i + \xi_i/2) + 1.
\]

Notice that the source of randomness in Algorithm 1 is the set of matrices (random variables) \(A_k\), generated in steps 3 and 12.

Define the event \(S_i\) as “perfect reconstruction at time \(i\).” Since we assume that \(\hat{s}_1\) and \(\hat{s}_2\) are larger than the true sparsity of \(x[1]\) and \(x[2]\), there holds

\[P(S_i) \geq 1 - \exp \left[-\frac{1}{2}(m_i - \sqrt{\tilde{m}_i})^2\right],
\]

for \(i = 1, 2\), where the second inequality is due to \(m_i \geq \tilde{m}_i\) and \(1 - \exp(-1/2)(x - \sqrt{x})^2\) being an increasing function.

Next, we compute the probability of the event “perfect reconstruction at time \(i\)” given that there was “perfect reconstruction at all previous time instants \(l < i\),” i.e., \(P(S_i \cap \bigcap_{l<i} S_l)\), for all \(i = 3, \ldots, k\). Since we assume \(\alpha = 1\), we have \(\phi_i = \tilde{m}_{i-1}\) and step 11 of Algorithm 1 becomes \(m_i = (1 + \delta_i)\tilde{m}_{i-1}\), for all \(i \geq 3\). Under the event \(S_{i-1}\), i.e., \(\hat{x}[i-1] = x[i-1]\), we have \(\tilde{h}_{i-1} = \tilde{h}_{i-1}, \xi_{i-1} = \xi_{i-1},\) and \(\tilde{m}_{i-1} = \tilde{m}_{i-1}\), where \(\tilde{m}_{i-1}\) is defined in (21). (The hat variables are random variables.) Consequently, due to our assumption (20), step 11 can be written as \(m_i = (1 + \delta_i)\tilde{m}_{i-1} = (1 + \delta_i)\tilde{m}_{i-1} \geq \tilde{m}_i\). This means (6) is satisfied and hence, for \(i \geq 3\),

\[P(S_i \cap \bigcap_{l<i} S_l) \geq 1 - \exp \left[-\frac{1}{2}(m_i - \sqrt{\tilde{m}_i})^2\right],
\]

where, again, we used the fact that \(m_i \geq \tilde{m}_i\) and that \(1 - \exp(-1/2)(x - \sqrt{x})^2\) is an increasing function.

Finally, we bound the probability that there is perfect reconstruction at all time instants \(1 \leq i \leq k\):

\[P(S_1 \wedge S_2 \wedge \cdots \wedge S_k) = P(S_1)P(S_2|S_1) \prod_{i=3}^k P(S_i|S_1 \wedge \cdots \wedge S_{i-1})
\]

\[= P(S_1)P(S_2) \prod_{i=3}^k P(S_i|\bigcap_{l<i} S_l)
\]

\[\geq \left(1 - \exp \left[-\frac{1}{2}(m - \sqrt{\tilde{m}})^2\right]\right)^k.
\]

From (24) to (25) we used the independence between \(S_1\) and \(S_2\). From (25) to (26), we used (22) and (23).

**APPENDIX B**

**PROOF OF THEOREM 3**

Recall the definitions of \(\xi\) and \(\eta\) in (5):

\[\xi = \left\{j : w_j \neq x_j^* \land x_j^* \neq 0\right\} - \left\{j : w_j = x_j^* \land x_j^* \neq 0\right\},
\]

\[\eta = \left\{j : x_j^* > 0, \epsilon_j > 0\right\} \cup \left\{j : x_j^* < 0, \epsilon_j < 0\right\},
\]

where we rewrote \(\eta\) using \(x^* = w + \epsilon\). Define the events \(A := \exists j : x_j = w_j = 0\), \(B := \eta > 0\), and \(C := m \geq 2\eta \log \left(\frac{n}{s + \xi/2}\right) + \frac{7}{5}(s + \xi/2) + 1\),

which are the assumptions of Theorem 11 in \(\mathcal{C}\), \(m\) and \(n\) are deterministic, whereas \(s\), \(\eta\), and \(\xi\) are random variables. Then,

\[P(\tilde{x} = x^*) \geq P(\tilde{x} = x^* | A \wedge B \wedge C) \cdot P(A \wedge B \wedge C).
\]
\[ \geq \left[ 1 - \exp \left( -\frac{(m - \sqrt{m}^2)}{2} \right) \right] \cdot \mathbb{P}(A \land B \land C), \] (27)

where we used Theorem [1]. The rest of the proof consists of lower bounding \( \mathbb{P}(A \land B \land C) \).

**Lower bound on \( \mathbb{P}(A \land B \land C) \).** Recall that \( w \) is fixed and that each component \( x^*_j \) is determined by \( x^*_j = w_j + \epsilon_j \). Due to the continuity of the distribution of \( \epsilon \), with probability 1, no component \( j \in \Sigma \) (i.e., \( \sigma_j^2 \neq 0 \)) contributes to \( \xi \). When \( j \in \Sigma^c \), we have two cases:

- \( j \in \Sigma^c \cap W \) (i.e., \( \sigma_j^2 = 0 \) and \( w_j \neq 0 \)): in this case, we have \( x_j^* = w_j \) with probability 1. Hence, these components contribute to the second term of \( \xi \).
- \( j \in \Sigma^c \cap W^c \) (i.e., \( \sigma_j^2 = 0 \) and \( w_j = 0 \)): in this case, we also have \( x_j^* = w_j \) with probability 1. However, these components do not contribute to \( \xi \).

We conclude \( \mathbb{P}(D) = \mathbb{P}(\xi = -|\Sigma^c \cap W|) = 1 \), where \( D \) is the event "\( \xi = -|\Sigma^c \cap W| \)". From the second case above we also conclude that our assumption \( \Sigma^c \cap W^c \neq 0 \) implies \( \mathbb{P}(A) = 1 \). We can then write

\[
\mathbb{P}(A \land B \land C) = \mathbb{P}(A) \cdot \mathbb{P}(B \land C | A) = \mathbb{P}(B \land C | A)
\]

\[
\geq \mathbb{P}(B \land C | A, D) \cdot \mathbb{P}(D | A)
\]

(28)

\[
= \mathbb{P}(B \land C | A, D) \cdot \mathbb{P}(D)
\]

(29)

\[
= \mathbb{P}(B \land C | A)
\]

(30)

\[
= \mathbb{P}(0 < h \leq \mu + t | A, D).
\]

(31)

From (28) to (29), we used the fact that the events \( A = "\Sigma^c \cap W^c \neq \emptyset" \) and \( D = "\xi = -|\Sigma^c \cap W|" \) are independent. This follows from the independence of the components of \( \epsilon \) and the disjointness of \( \Sigma^c \cap W^c \) and \( \Sigma^c \cap W \). From (30) to (31), we used the fact that event \( C \) conditioned on \( D \) is equivalent to \( \tilde{h} \leq \mu + t \). To see why, note that the sparsity of \( x^* \) is given by \( \sigma = |\Sigma| + |\Sigma^c \cap W| \); thus, given \( D \), \( s + \xi/2 \) equals \( |\Sigma| + |\Sigma^c \cap W|/2 \); now, subtract the expression in assumption (10) from the expression that defines event \( C \):

\[
0 \geq \left( \tilde{h} - \mu - t \right) \log \left[ \frac{n}{\tilde{h} \mu + t} \right]
\]

Using the fact that \( n = |\Sigma| + |\Sigma^c| \geq |\Sigma| + |\Sigma^c \cap W| \geq |\Sigma| + |\Sigma^c \cap W|/2 \), we conclude that \( C \) is equivalent to the event "\( \tilde{h} \leq \mu + t \)." We now bound (31) as follows:

\[
\mathbb{P}(0 < \tilde{h} \leq \mu + t | A, D)
\]

\[
\geq \mathbb{P}(0 < \tilde{h} < \mu + t - 1 | A, D)
\]

\[
= 1 - \mathbb{P}(\tilde{h} \leq 0 | A, D) - \mathbb{P}(\tilde{h} \geq \mu + t - 1 | A, D)
\]

\[
= 1 - \mathbb{P}(\tilde{h} - \mu \leq -\mu - 1 | A, D) - \mathbb{P}(\tilde{h} - \mu \geq t - 1 | A, D)
\]

(32)

\[
\geq 1 - \exp \left[ -\frac{2\mu^2}{|\Sigma|} \right] - \exp \left[ -\frac{2(t - 1)^2}{|\Sigma|} \right],
\]

(33)

where the last step, explained below, is due to Hoeffding’s inequality (56). Note that once this step is proven, (33) together with (27) and (31) give (17), proving the theorem.

**Proof of step (32)-(33).** Hoeffding’s inequality states that if \( \{Z_j\}_{j=1}^L \) is a sequence of independent random variables and \( \mathbb{P}(0 \leq Z_j \leq 1) = 1 \) for all \( j \), then (56) Th.4:

\[
\mathbb{P}\left( \sum_{j=1}^L Z_j - \sum_{j=1}^L \mathbb{E}[Z_j] \geq \tau \right) \leq \exp \left[ -\frac{2\tau^2}{L} \right],
\]

\[
\mathbb{P}\left( \sum_{j=1}^L Z_j - \sum_{j=1}^L \mathbb{E}[Z_j] \leq -\tau \right) \leq \exp \left[ -\frac{2\tau^2}{L} \right],
\]

(34)

(35)

for any \( \tau > 0 \). We apply (35) to the second term in (32) and (34) to the third term. This is done by showing that \( \tilde{h} \) is the sum of \( |\Sigma| \) independent random variables, taking values in \([0, 1]\) with probability 1, and whose expected values sum to \( \mu \). Note that \( \mu > 0 \) by definition, and \( t > 1 \) by assumption.

We start by noticing that the components of \( \epsilon \) that contribute to \( \tilde{h} \) are the ones for which \( \sigma_j^2 \neq 0 \), i.e., \( j \in \Sigma \) (otherwise, \( \epsilon_j = 0 \) with probability 1). Using the relation \( x_j^* = w_j + \epsilon_j \) [cf. (18)], we then have \( \tilde{h} = \sum_{j \in \Sigma} Z_j \), where \( Z_j \) is the indicator of the event

\[
\epsilon_j > \max\{0, -w_j\} \quad \text{or} \quad \epsilon_j < \min\{0, -w_j\},
\]

(36)

that is, \( Z_j = 1 \) if (36) holds, and \( Z_j = 0 \) otherwise. By construction, \( 0 \leq Z_j \leq 1 \) for all \( j \). Furthermore, because the components of \( \epsilon \) are independent, so are the random variables \( Z_j \). All we have left to do is to show that the sum of the expected values of \( Z_j \) conditioned on \( A \) and \( D \) equals \( \mu \). This involves just simple integration. Let \( j \in \Sigma \). Then

\[
\mathbb{E}[Z_j | A, D] = \mathbb{P}(Z_j = 1 | A, D)
\]

(37)

\[
= \mathbb{P}(\epsilon_j > \max\{0, -w_j\}) + \mathbb{P}(\epsilon_j < \min\{0, -w_j\})
\]

(38)

\[
= 1 + \exp \left( -\lambda_j w_j \right)
\]

(39)

\[
= \frac{1}{2} \exp \left( -\sqrt{2}/\sigma_j \right).
\]

(40)

From (37) to (38), we used the fact that the events in (36) are disjoint for any \( w_j \). From (38) to (39), we used the fact that \( \lambda_j \) is finite for \( j \in \Sigma \), and

\[
\mathbb{P}(\epsilon_j > \max\{0, -w_j\}) = \int_{\max\{-w_j, 0\}}^{+\infty} \frac{\lambda_j}{2} \exp(-\lambda_j |u|) \, du
\]

\[
= \begin{cases} 
\frac{1}{2}, & w_j > 0 \\
\frac{1}{2} \exp(\lambda_j w_j), & w_j < 0
\end{cases}
\]

\[
\mathbb{P}(\epsilon_j < \min\{0, -w_j\}) = \int_{-\infty}^{\min\{-w_j, 0\}} \frac{\lambda_j}{2} \exp(\lambda_j |u|) \, du
\]

\[
= \begin{cases} 
\frac{1}{2} \exp(\lambda_j w_j), & w_j > 0 \\
\frac{1}{2}, & w_j < 0
\end{cases}
\]

And from (39) to (40) we simply replaced \( \lambda_j = \sqrt{2}/\sigma_j \). The expected value of \( \tilde{h} \) conditioned on \( A \) and \( D \) is then

\[
\mathbb{E}\left[ \sum_{j \in \Sigma} Z_j | A, D \right] = \sum_{j \in \Sigma} \mathbb{E}[Z_j | A, D]
\]

\[
= \frac{1}{2} \sum_{j \in \Sigma} \left[ 1 + \exp \left( -\sqrt{2}/\sigma_j \right) \right] =: \mu,
\]

where we used (40). \( \square \)
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