Baryon number fluctuations and QCD phase structure
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We investigate the phase structure of strongly interacting matter and baryon number fluctuations in the Polyakov loop improved Nambu–Jona-Lasinio (PNJL) model. The calculation shows that both the chiral and deconfinement transitions, as well as their coincidence and separation determine the basic QCD phase structure. The contour maps and the three-dimensional diagrams of the net-baryon kurtosis and skewness present well the trace of QCD phase structure. Comparing with the experimental data, we find that the existence of a critical end point (CEP) of chiral transition is crucial to explain the non-monotonic energy dependence and the large deviation from Poisson baseline of net-proton kurtosis. In particular, the relation between the chiral and deconfinement transitions in the crossover region is also reflected by the baryon number fluctuations. This study shows that the measurements of higher moments of multiplicity distributions of conserved charges are powerful to investigate the criticality and even the chiral and deconfinement transitions in the crossover region.

PACS numbers: 12.38.Mh, 25.75.Nq

I. INTRODUCTION

The exploration of QCD phase diagram of strongly interacting matter and the phase transition signatures are subjects of great interest in high energy nuclear physics. Intensive searches on relativistic heavy-ion collision (HIC) have been performed in laboratories such as RHIC and LHC, and a near prefect fluid of quark-gluon plasma (QGP) has been created [1]. The properties of QGP will be finally understood in the frame of quantum chromodynamics. However, in spite of tremendous theoretical and experimental efforts, the QCD phase structure has not been unveiled yet due to its non-perturbation properties [2, 3].

Lattice QCD simulation is a fundamental tool to investigate the thermodynamics of QCD matter at vanishing and small chemical potential [4–9], but it suffers the sign problem at large baryon chemical potential. The region at large chemical potentials and low temperatures essentially remains inaccessable although the great efforts that have been made[10–13]. On the other hand, quantum field theories and phenomenological models, such as the Dyson-Schwinger equation approach [14–18], the Nambu–Jona-Lasinio (NJL) model [19–23], the PNJL-type model [24–29], the Polyakov-loop extended quark-meson (PQM) model [30–32], the Two-Phase model [33–35] have been developed to give a complete description of QCD phase diagram. However, a variety of QCD phase structures are derived in different theories and models. A difficulty is how to identify the genuine one from numerous candidates.

The most important observables for a thermal medium are fluctuations, which are powerful and unique to investigate the thermal properties of the medium. In HIC experiments, the fluctuations of net baryon number, electric charge and strangeness are most important observables to study the thermal properties of strongly interacting matter [36–39]. The event-by-event measurements of statistical distributions of fluctuations of conserved charges have a primary mission in searching for QCD phase structure, in particular, pinning down the existence the critical end point. Recently, in the first phase of Beam Energy Scan (BES-I) program at RHIC a non-monotonic energy dependence of the net-proton kurtosis $κσ^2$ was observed, which shows a large deviation from the Poisson baseline and the prediction of the hadron resonance gas model [40–42]. These behaviors possibly hint that the experiments in Au+Au collisions at $\sqrt{s_{NN}} = 7.7$ GeV pass through the QCD critical region. To confirm the non-monotonic energy dependence of net-proton kurtosis, the second phase of RHIC beam energy scan (BES-II) is scheduled to take place during the years of 2019 and 2020 with more statistics data [42]. There are also relevant experimental plans at NICA/FAIR/J-PARC in searching for the critical point and the QCD phase boundary. The progress in experiments will provide a good opportunity to explore the properties of strongly interacting matter.

The state of QGP created in HIC experiments and the final observables at chemical freeze-out depend on the collision energies. In theory, when QGP matter is passing through the vicinity of the CEP, the fluctuations of conserved charges are severe and the high-order fluctuations can even change the sign, oscillating on the two sides of the phase separation line [43–46]. That is why the measured large deviation of net-proton kurtosis from the baseline at RHIC is crucial to explore the QCD phase structure. Some theoretical and model calculations of the fluctuations of conserved quantities have been performed to explain the non-monotonic behavior of net-proton kurtosis [47–53]. All these researches show that a CEP of chiral transition responsible for the large deviation of net-proton $κσ^2$ with the decreasing collision energies.

In this study, we investigate the baryon number fluc-
Fluctuations up to the fourth order in the PNJL model, and study their relations with the chiral and deconfinement transitions. The calculation shows both the chiral and deconfinement transitions are crucial to the baryon number fluctuations not only in the critical region but also in the crossover region. The coincidence and separation of the chiral and deconfinement transitions determine the basic structure of QCD. By analyzing the fluctuation distributions of net baryon number, we find the trace of QCD phase structure closely related to the chiral and deconfinement transitions. We also display the three-dimensional diagrams of kurtosis and skewness of net-baryon fluctuations. These diagrammatic presentations are very helpful to understand the relations between fluctuations and QCD phase structure.

The paper is organized as follows. In Sec. II, we introduce briefly the thermodynamical description of fluctuations of conserved charges in a thermal system and the (2+1) flavor PNJL quark model. In Sec. III, we present the numerical results of the QCD phase diagram and the statistic distributions of fluctuations of conserved quantities. We then discuss the relation between fluctuations of conserved charges and QCD phase structure. A summary is finally given in Sec. IV.

II. FLUCTUATIONS OF CONSERVED CHARGES

We first give a brief introduction of thermal fluctuations of conserved charges which are important observables in experiments in searching for the QCD phase structure. For a grand-canonical ensemble, the pressure of the thermal system is related to the logarithm of the partition function \[ 1 \]

\[
P = \frac{1}{VT^3} \ln[Z(V,T,\mu_B,\mu_Q,\mu_S)].
\]

where \( V \) and \( T \) are the volume and temperature of the system. The \( \mu_B, \mu_Q, \mu_S \) are the chemical potentials of baryon number, electric charge and strangeness, respectively. The generalized susceptibilities of conserved charges can be derived by taking the partial derivatives of the pressure with respect to the corresponding chemical potentials \[ 2 \]

\[
\chi_{ijk}^{BQS} = \frac{\partial^4 \delta_{ijk} \ln[Z(V,T,\mu_B,\mu_Q,\mu_S)]}{\partial(\mu_B/T)^i \partial(\mu_Q/T)^j \partial(\mu_S/T)^k},
\]

The cumulants of multiplicity distributions of the conserved charges are connected with the generalized susceptibilities by \[ 3 \]

\[
C_{ijk}^{BQS} = \frac{\partial^4 \delta_{ijk} \ln[Z(V,T,\mu_B,\mu_Q,\mu_S)]}{\partial(\mu_B/T)^i \partial(\mu_Q/T)^j \partial(\mu_S/T)^k} = VT^3 \chi_{ijk}^{BQS}
\]

In experiments, observables are constructed by the ratio of cumulants, which cancel the volume dependence and can be compared with theoretical calculations of the generalized susceptibilities.

For an arbitrary distribution we can define the Gaussian width \( \sigma^2 \) with the non-Gaussian fluctuations. In this study, we focus on two important statistic quantities, the skewness \((S\sigma)\) and Kurtosis \((\kappa\sigma^2)\). For the net baryon number probability distributions, the skewness and Kurtosis are related to the high order cumulants as \[ 4 \]

\[
S\sigma = \frac{C_B^B}{C_2^B} = \frac{\chi_B^B}{\chi_2^B} \quad \text{and} \quad \kappa\sigma^2 = \frac{C_B^B}{C_2^B} = \frac{\chi_B^B}{\chi_2^B}.
\]

Similar relations can be derived for the fluctuations of electric charge and strangeness.

We will calculate the susceptibilities of conserved charges in the (2+1) flavor PNJL quark model. The chemical potentials \( \mu_B, \mu_Q, \mu_S \) used in experiments and Lattice QCD simulations are related to the quark chemical potentials with the following relations \[ 5 \]

\[
\mu_u = \frac{1}{3}\mu_B + \frac{2}{3}\mu_Q, \quad \mu_d = \frac{1}{3}\mu_B - \frac{1}{3}\mu_Q,
\]

\[ 6 \]

\[
\mu_s = \frac{1}{3}\mu_B - \frac{1}{3}\mu_Q - \mu_S,
\]

where \( \mu_{u,d,s} \) are the quark chemical potentials for up, down and strange quarks.

The Lagrangian density in the three-flavor PNJL model is taken as \[ 7 \]

\[
\mathcal{L} = \bar{q}(i\gamma^\mu D^\mu + \gamma_0 \tilde{\mu} - \tilde{m}_0)q + G \sum_{k=0}^{8} \left( [\bar{q}q_\lambda k]^2 + (\bar{q}\gamma_5 q_\lambda k)^2 \right) - K \left[ \text{det}_f(\bar{q}(1 + \gamma_5)q) + \text{det}_f(\bar{q}(1 - \gamma_5)q) \right] - U(\Phi[A], \Phi[A], T),
\]

where \( q \) denotes the quark fields with three flavors, \( u, d, \) and \( s; \tilde{m}_0 = \text{diag}(m_u, m_d, m_s) \) in flavor space; \( G \) and \( K \) are the four-point and six-point interacting constants, respectively. The \( \tilde{\mu} = \text{diag}(\mu_u, \mu_d, \mu_s) \) are the quark chemical potentials which are related to chemical potentials of the conserved charges through Eq. (5) and (6).

The covariant derivative in the Lagrangian is defined as \( D^\mu = \partial^\mu - iA^\mu \). The gluon background field \( A^\mu = g_A^\lambda A^\lambda \), where \( A^\lambda \) is \( SU(3) \) color generators. The effective potential \( U(\Phi[A], \Phi[A], T) \) is expressed in terms of the traced Polyakov loop \( \Phi = (TrU)/N_C \) and its conjugate \( \bar{\Phi} = (TrU^*)/N_C \). The Polyakov loop \( L \) is a matrix in color space

\[
L(\bar{x}) = \mathcal{P} \exp \left[ i \int_0^\beta d\tau A_4(\bar{x}, \tau) \right],
\]

where \( \beta = 1/T \) is the inverse of temperature and \( A_4 = iA_0 \).

The covariant derivative in the Lagrangian is defined as \( D^\mu = \partial^\mu - iA^\mu \). The gluon background field \( A^\mu = g_A^\lambda A^\lambda \), where \( A^\lambda \) is \( SU(3) \) color generators. The effective potential \( U(\Phi[A], \Phi[A], T) \) is expressed in terms of the traced Polyakov loop \( \Phi = (TrU)/N_C \) and its conjugate \( \bar{\Phi} = (TrU^*)/N_C \). The Polyakov loop \( L \) is a matrix in color space

\[
L(\bar{x}) = \mathcal{P} \exp \left[ i \int_0^\beta d\tau A_4(\bar{x}, \tau) \right],
\]

where \( \beta = 1/T \) is the inverse of temperature and \( A_4 = iA_0 \).
The Polyakov-loop effective potential used in this study is given by 

\[
\frac{\mathcal{U}(\phi, \Phi, T)}{T^4} = -\frac{a(T)}{2} \phi \Phi + b(T) \ln[1 - 6\phi \Phi] + 4(\Phi^3 + \Phi^3) - 3(\Phi \Phi)^2. 
\] 

(9)

where

\[
a(T) = a_0 + a_1 \left(\frac{T_0}{T}\right) + a_2 \left(\frac{T_0}{T}\right)^2 \quad \text{and} \quad b(T) = b_3 \left(\frac{T_0}{T}\right)^3. 
\] 

(10)

The parameters \(a_i, b_i\) listed in Table I are fitted according to the lattice simulation of QCD thermodynamics in pure gauge sector. And \(T_0\) is found to be 270 MeV as the critical temperature for the deconfinement phase transition of gluon part at zero chemical potential \([56]\). When fermion fields are included, a rescaling of \(T_0 = 210\) Mev is implemented to obtain a consistent result between model calculation and full lattice simulation.

\[
\Omega = \mathcal{U}(\phi, \Phi, T) + 2G \left(\phi_u^2 + \phi_d^2 + \phi_s^2\right) - 4K \phi_u \phi_d \phi_s - 2 \int \frac{d^3 p}{(2\pi)^3} \left[3(E_u + E_d + E_s) - 2T \sum_{u,d,s} \int \frac{d^3 p}{(2\pi)^3} \left[\ln(1 + 3\phi e^{-E_i/\mu_i} / T) + 3\phi e^{-E_i/\mu_i} / T + e^{-3(E_i/\mu_i)/T}\right) - 2T \sum_{u,d,s} \int \frac{d^3 p}{(2\pi)^3} \left[\ln(1 + 3\phi e^{-E_i/\mu_i}/T) + 3\phi e^{-2(E_i/\mu_i) / T + e^{-3(E_i/\mu_i) / T}}\right) + 3\phi e^{-2(E_i/\mu_i) / T + e^{-3(E_i/\mu_i) / T}}\right] \right] 
\] 

(12)

where \(E_i = \sqrt{p^2 + M_i^2}\) is the energy-momentum dispersion relation.

The values of \(\phi_u, \phi_d, \phi_s, \Phi\) and \(\Phi\) are determined by minimizing the thermodynamical potential

\[
\frac{\partial \Omega}{\partial \phi_u} = \frac{\partial \Omega}{\partial \phi_d} = \frac{\partial \Omega}{\partial \phi_s} = \frac{\partial \Omega}{\partial \Phi} = \frac{\partial \Omega}{\partial \Phi} = 0. 
\] 

(13)

All the thermodynamic quantities relevant to the bulk properties of quark matter can be obtained from \(\Omega\). Especially, the pressure and energy density should be zero in the vacuum.

In the calculation a cut-off \(\Lambda\) is implemented in 3-momentum space for divergent integrations. We take the model parameters obtained in Ref. [20]: \(\Lambda = 603.2\) MeV, \(G^2 = 1.835\), \(K \Lambda^3 = 12.36\), \(m_{u,d} = 5.5\) and \(m_s = 140.7\) MeV, determined by fitting \(f_\pi = 92.4\) MeV, \(M_\pi = 135.0\) MeV, \(m_K = 497.7\) MeV and \(m_\eta = 957.8\) MeV of their experimental values.

### III. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we first analyze the QCD phase structure in the improved PNJL model. We then investigate the statistical distributions of baryon number fluctuations and discuss their relations with the phase transitions including both the chiral and deconfinement transitions. In the calculation, we take \(\mu_Q = \mu_S = 0\) for simplicity, which is also approximately consistent with the experimental measurements [57]. Strange quark chemical potential is set to zero due to the conservation of strangeness in the process of strong interaction.

#### A. QCD phase structure in the PNJL model

There have been already numerous researches on the QCD phase structure. Here we just focus on some respects crucial to the observables of fluctuations of conserved charges.

We show the chiral phase transition along the temperature for various quark chemical potentials in Fig. 1. The lines in the the upper panel present the variation of quark condensate \(\phi_l (\phi_l = \phi_u = \phi_d\) for symmetric quark matter) as functions of temperature for given quark chemical potentials. It shows that \(\phi_l / \phi_0\) decreases continuously when quark chemical potential \(\mu\) is equal to 0, 100, 200 and 250 MeV, which means the chiral phase transition is a smooth crossover. For \(\mu = 320\) MeV, there

| \(a_0\) | \(a_1\) | \(a_2\) | \(a_3\) |
|---|---|---|---|
| 53.51 | -2.47 | 15.2 | -1.75 |

TABLE I: Parameters in the Polyakov-loop potential [55]
shows the partial derivatives indicate that the chiral and deconfinement transitions have a close relation to the fluctuations of conserved charges at small and intermediate chemical potentials.

The lower panel of Fig. 1 shows the partial derivatives of $\phi_l$ respect to temperature which indicates how fast the chiral phase transition is with the increase of temperature for given quark chemical potentials. One evident features for $\mu = 0$ is that $\partial \phi_l/\partial T$ has two maxima. This structure only exists at small chemical potentials. The smaller maximum on the lower-temperature side will gradually disappear with the increase of quark chemical potential, as shown in the curves of $\mu_q = 100$ and $150 \text{ MeV}$, but the widths of the transition on both sides of the stronger peak are asymmetric. Finally, a single peak with almost symmetric transition width on both sides forms, as presented by the curve of $\mu = 250 \text{ MeV}$. If the peaks of the larger maxima in the $T - \mu$ plane are connected, the chiral crossover separation line can be derived, which will be plotted later in the QCD phase diagram.

For the convenience of later discussion of baryon number fluctuations, we visualize the phase structure of chiral transition in the three-dimensional diagram in Fig. 2. This figure clearly demonstrates that how fast the chiral crossover transition takes place as a function of temperature and chemical potential. It also indicates the appearance of the first-order phase transition at larger chemical potentials where $\partial \phi_l/\partial T$ diverges.

$\Phi$ and $\bar{\Phi}$ are the quantities to describe the confinement-deconfinement phase transition. The values of them are equal to each other at vanishing chemical potential. Their difference are quite small even at finite chemical potential. Therefore, here we just plot in Fig. 3 the value of $\Phi$ and its derivative respect to temperature. The upper (lower) panel shows that $\Phi$ ($\partial \Phi/\partial T$) changes continuously for $\mu = 0, 100, 150, 200$ and $250 \text{ MeV}$. There is a jump of $\Phi$ for $\mu = 320 \text{ MeV}$, which is induced by the restoration of chiral symmetry with a first-order transition.

The confinement-deconfinement phase transition line is usually derived with the requirement of $(\Phi + \bar{\Phi})/2 = 0.5$ in literature. Alternatively, we can obtain a phase transition line by the requirement that $\partial \Phi/\partial T$ takes the maximum for a given $\mu$. In this method, there is a special case that we need to pay attention to. There is a jump of $\Phi$ along the first-order phase transition line. Although $\partial \Phi/\partial T$ diverges in this case for $\mu$ much larger than $\mu_c$, the deconfinement still does not occur. The main reason is that the value of $\Phi$ is still quite small along the first-order transition. As a matter of fact, there also exists the other local maximum of $\partial \Phi/\partial T$ at a temperature higher than the jump point of $\Phi$ as shown in Fig. 2. If we connect these points with those obtained in the crossover region by the requirement of $\partial \Phi/\partial T$ taking the local maximum, we can obtain the deconfinement transition line in the full QCD phase diagram.

The partial derivative of $\Phi$ respect to $T$, shown in the lower panel of Fig. 3, reflects the width of the deconfinement transition. We visualize $\partial \Phi/\partial T$ as a function of temperature and chemical potential in a three-dimensional diagram in Fig. 4, which clearly presents the features of the deconfinement transition. We notice that the peak of $\partial \Phi/\partial T$ becomes quite flat at higher temperatures above the first-order transition line for $\mu > \mu_\text{c}$.

Fig. 1–4 indicate that the chiral and deconfinement transitions at small chemical potentials occur in wide a range of temperature and they overlap in some areas. To indicate the relations between the chiral and decon-
finement transitions we plot the complete phase diagram in Fig. 5. The black solid line is the chiral first-order transition line, and the black dash line is that of the chiral crossover. The red dash curve is the deconfinement transition line obtained with $\partial \Phi / \partial T$ taking the maximum. The area filled with oblique lines is roughly the region of chiral crossover, and the transition is more rapid in the yellow band (approximately corresponding to the green peak in Fig. 2) than the rest part. The blue band is the rapid deconfinement transition region. “QY” stands for quarkyonic phase.

Fig. 5 shows that the chiral and deconfinement transitions can be approximately separated at small chemical potentials, but they almost overlap near the critical region. According to the features above, we can come to a conclusion that the partial restoration of chiral symmetry near the smaller peak is induced to a certain degree by the deconfinement transition, but the deconfinement transition is not strong enough to force the complete restoration of chiral symmetry. It becomes difficult to separate the two kinds of phase transition with the increase of chemical potential, in particular, in the critical region where the transition occurs first will trigger the other.

Fig. 5 also indicates that the Polyakov loop $\Phi$ is not very sensitive to the chemical potential with the taking place of the chiral first-order transition. The chiral and deconfinement transitions separate again. This feature leads to the so-called quarkyonic (QY) phase in which the chiral symmetry is restored but quarks are still confined. The area of quarkyonic phase will shrink when the quantum back-reaction of the matter sector to the gluonic sector is considered, which is not the point we emphasize in this study. For the spinodal structure (the gray area in Fig. 5) of chiral first-order transition, one can refer to [26] for a detailed description.

IV. BARYON NUMBER FLUCTUATIONS

The fluctuations of conserved charges are most important observables to investigate the thermal properties
of strongly interacting matter. The higher order moments of various particles multiplicities distributions can be measured event-by-event. The experimental data of cumulants can serve as a probe to explore the QCD phase structure, in particular the characteristic signatures of critical behavior. In this subsection, we present the numerical results of net-baryon number fluctuation distributions and compare them with the experimental data.

We show the kurtosis $\kappa \sigma^2 = \chi_4^B / \chi_2^B$ of net-baryon fluctuation distributions in Fig. 6 and Fig. 7. The two figures present the contour map and three-dimensional landscape of kurtosis, respectively. Fig. 6 exhibits that there are two branches of the contour map of the net-baryon number kurtosis, and they converge near the critical region. One branch is along the chiral transition line, as derived in the NJL model [50, 53] (Only one branch exists in the NJL model). For this branch, the value of $\kappa \sigma^2$ is universally negative in a narrow region (red area in Fig. 6) when the critical point is approached on the crossover side of the chiral transition line. The kurtosis oscillates more and more severely when the chiral crossover transition line is passed through from one side to the other near the critical region. These characteristic behaviors are more impressively demonstrated in Fig. 7. It is like a bottomless valley sandwiched between two steep mountains.

The numerical results show that $\kappa \sigma^2$ diverge near the critical region. However, the divergence of kurtosis will not appear in experiments even the chemical freeze-out is very close to the critical end point, because the observed particle number in one collision is finite. Thanks to the extensive measurement of BES I program, a significant deviation of the kurtosis of net-proton multiplicity distribution from the Poisson baseline has been observed. The statistic central value of $\kappa \sigma^2$ in experiments can reach about 3.5 in Au+Au collision with the collision energy $\sqrt{s_{NN}} = 7.7 \text{ GeV}$ for the centrality 0-5% [40–42]. Considering the expansion after the phase transition, the fluctuation signatures measured is in fact weakened.

Comparing with experimental data with the contour lines and three-dimensional structure of $\kappa \sigma^2$, we can imagine that a region close to the CEP is reached in Au+Au collision with $\sqrt{s_{NN}} = 7.7 \text{ GeV}$. Since in the Poisson distribution $\kappa \sigma^2$ is expected to be unity in a theory with the absence of criticality. If the significant deviation of kurtosis of net-proton number from the Poisson baseline can be confirmed by more statistical data in the BES II program scheduled to take place during the years of 2019-2010 focusing on 7.7-19.6 GeV, a decisive conclusion will be that the critical region has been approached to. To investigate the behavior of $\kappa \sigma^2$ at even larger chemical potential, experiments should be run with lower collision energies than 7.7 GeV. The fixed-target experiment at RHIC and Compressed Baryonic Experiment (CMB) at FAIR will play important roles on this respect [42].

The second branch of $\kappa \sigma^2$ of net-baryon number fluctuation appears only in the crossover region. The peaks of the contour lines in this branch lie in the region of rapid deconfinement transition, as shown in figure 5. Such a structure also emerges in the three-dimensional diagram. The appearance of this branch can be attributed to the deconfinement transition which also induces the partial restoration of chiral symmetry, as discussed in the last subsection. The existence of two branches of $\kappa \sigma^2$ indicates that both the chiral and deconfinement transitions are important to the observables of fluctuations. This involves the coincidence and/or separation of fluctuations. This involves the coincidence and/or separation of fluctuations.

FIG. 6: (color online) Contour lines of the net-baryon kurtosis in the $T - \mu$ plane. $\kappa \sigma^2$ is negative in the red area and positive in the rest area.

FIG. 7: (color online) Three-dimensional structure of net-baryon kurtosis as a function of temperature and chemical potential.
demonstrates the three-dimensional ical potential, which is still an open issue [58–60]. Although one can regulate the relation between the two phase transitions by introducing some new interactions or adjusting some model parameters, it is not the point we emphasize in this study. The point is that the structure of strongly interacting matter related to both the chiral and deconfinement transitions can be inferred from the fluctuations of conserved charges, which points out a direction to explore the QCD phase structure. Comprehensive researches in this aspect need to be carried out in both theories and experiments.

FIG. 8: (color online) Contour lines of skewness of net-baryon number fluctuation in the $T - \mu$ plane. $\kappa\sigma$ is negative in the red region and positive in the rest region.

We demonstrate the contour map of net-baryon skew-

ness $S\sigma$ in Fig. 8. It indicates that the value of $S\sigma$ is negative in a slender region close to the chiral separation line on the right side. The value of $S\sigma$ also diverges near the critical region. Fig. 9 demonstrates the three-dimensional structure of the distribution of $S\sigma$ as a function of temperature and chemical potential. It is easy to understand the increase of net-proton $S\sigma$ with the decrease of collision energy [40–42]. Similar to the distribution of $\kappa\sigma^2$, there are also two branches existing. In general, the value of $S\sigma$ is smaller than $\kappa\sigma^2$, therefore the measurement of $\kappa\sigma^2$ is more effective to investigate the criticality.

Finally, we note that the net proton number is not a conserved charge. The comparison of baryon number fluctuations and net proton fluctuations measured in experiments is rough, which is feasible assuming that proton and neutron are independent as in the calculation of HRG model. A dynamical origin of the isospin correlations has been studied in [61] assuming the complete randomization of isospin of nucleons in the final state in HIC experiments. The residual interactions after the chemical freeze-out can change $p$ into $n$ and vice versa. Based on the formula derived in the data analysis shows that the $\kappa\sigma^2$ of net baryon number are systematically lower than that of net proton results [42]. However, the research in [62] find that isospin correlation can produce about 10% correction, not enough to explain the suppression tendency in the kurtosis at lower collision energies. Besides, the correlation among proton number and neutron number is possibly induced by the flavor mixing through the off-diagonal susceptibility $\chi_{ud}$ arising from $\pi$ dynamics. A further study in this direction is necessary to search for the relationship between baryon number fluctuations and proton number fluctuations.

V. SUMMARY

In this research, we investigate the QCD phase structure and its relation with the net-baryon number fluctuations in the framework of PNJL quark model. The calculation shows that the QCD phase structure is mainly determined by the chiral and deconfinement transitions, as well as their coincidence and separation. At large chemical potentials, the chiral restoration occurs first with the rise of temperature and then the deconfinement phase takes place at higher temperatures, which forms the quarkyonic phase. At smaller chemical potentials, the deconfinement transition occurs at relatively lower temperatures than that of the chiral crossover transition. Simultaneously, the deconfinement transition induces the partial restoration of chiral symmetry, which leads to the chiral crossover transition has a relatively complicated structure as presented in Fig. 2. For the chiral transition, there exists a critical end point along the phase transition line, which connects the crossover transition at small chemical potentials to the chiral first-order transition at large chemical potentials.

We plot the contour maps and the three-dimensional

FIG. 9: (color online) Three-dimensional structure of kurtosis of net-baryon number number fluctuation as function of temperature and chemical potential.
structures of kurtosis and skewness of net baryon number fluctuations. Compared with the experimental data, our calculations show that the existence of a CEP of chiral transition is essential to explain the large deviation of net-proton kurtosis from the baseline in experiments. Besides, we find that the net-baryon kurtosis and skewness of are closely related to the QCD phase structure determined by the chiral and deconfinement transitions. The measurements of the statistical fluctuation distributions provide a powerful tool to explore the QCD phase structure, including the criticality, the chiral and deconfinement transitions. Further researches on this aspect are needed in both experiments and theories to study the phase structure of strongly interacting matter.
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