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Abstract

Given a deep learning model trained on data from a source site, how to deploy the model to a target hospital automatically? How to accommodate heterogeneous medical coding systems across different hospitals? Standard approaches rely on existing medical code mapping tools, which have significant practical limitations.

To tackle this problem, we propose AutoMap to automatically map the medical codes across different EHR systems in a coarse-to-fine manner: (1) Ontology-level Alignment: We leverage the ontology structure to learn a coarse alignment between the source and target medical coding systems; (2) Code-level Refinement: We refine the alignment at a fine-grained code level for the downstream tasks using a teacher-student framework.

We evaluate AutoMap using several deep learning models with two real-world EHR datasets: eICU and MIMIC-III. Results show that AutoMap achieves relative improvements up to 3.9% (AUC-ROC) and 8.7% (AUC-PR) for mortality prediction, and up to 4.7% (AUC-ROC) and 3.7% (F1) for length-of-stay estimation. Further, we show that AutoMap can provide accurate mapping across coding systems. Lastly, we demonstrate that AutoMap can adapt to the two challenging scenarios: (1) mapping between completely different coding systems and (2) between completely different hospitals.

1. Introduction

Deep learning models have been widely used in clinical predictive modeling with electronic health records (EHRs) (Xiao et al., 2018). These models often leverage medical codes as an important data source summarizing patients’ health status (Choi et al., 2016a,c; Li et al., 2020).

However, in real-world clinical practice, a variety of different coding systems are used across hospital EHR systems (Birkhead et al., 2015). As a result, models trained on data from a source hospital are often hard to adapt to a target hospital where other coding systems are used. A method that can accommodate different medical coding systems across hospitals for easy model deployment is highly desirable. Standard approaches rely on existing medical code mapping tools (e.g., Unified Medical Language System (UMLS) (Bodenreider, 2004)), which have significant practical limitations due to the following challenges:

• Rare coding systems: Existing commercial and free code mapping tools are only available for a few widely used coding systems (e.g., among ICD-9, ICD-10 and SNOMED CT), as creating such tools requires substantial human efforts (Wojcik et al., 2006). Hospitals using some rare or even private coding systems cannot benefit from the mapping tools.

• Limited labeled data: While large hospitals may fine-tune the pre-trained models to adapt to their
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coding systems, small hospitals with limited labeled data often fail to do so.

- **No access to source data:** Worse still, the source data usually cannot be shared with the target hospital due to privacy and legal concern.

In this paper, we propose AutoMap for automatic medical code mapping across different hospitals EHR systems. AutoMap constructs appropriate target embeddings unsupervisedly based on the target EHR data and maps the target embeddings to the source embeddings, so that the deep learning model trained on the source data can be seamlessly deployed to the target data without any manual code mapping. More specifically, AutoMap learns the mapping across different coding systems in a coarse-to-fine manner:

- **Embedding.** The medical code embeddings will be constructed from the target EHR data unsupervisedly.

- **Ontology-level Alignment.** We leverage the ontology structure to map medical coding groups via iterative self-supervised learning. In this step, we obtain a coarse mapping matrix from groups of target embeddings to the groups of source embeddings.

- **Code-level Refinement.** We refine the mapping matrix at a fine-grained code level via a teacher-student framework. It utilizes a discriminator (teacher A) to align two coding systems at the code level, and the backbone model (teacher B) to optimize the mapping based on the final prediction.

We evaluate AutoMap using multiple backbone deep learning models and test with two real-world EHR datasets: eICU (Pollard et al., 2018) and MIMIC-III (Johnson et al., 2016).

Results show that with a limited set of labeled data, AutoMap achieves relative improvements up to 3.9% on AUC-ROC score and 8.7% on AUC-PR score for mortality prediction; and up to 4.7% on AUC-ROC score and 3.7% on F1 score for length-of-stay estimation. Further, we evaluate the mapping accuracy of AutoMap and show that AutoMap improves the best baseline method by 8.2% in similarity score and 11.3% on hit@10 score. Lastly, we demonstrate that AutoMap can still achieve acceptable results under the two challenging scenarios: (1) mapping between completely different coding systems: the model is trained on diagnosis codes and deployed on medication codes; (2) mapping between completely different hospitals: the model is trained and deployed in hospitals from different regions.

2. Related Work

**EHR Representation Learning.** Deep learning models have been widely used in EHR representation learning especially for modeling discrete medical codes (Xiao et al., 2018). Existing models were either designed to capture complex and temporal patterns in EHR data (Choi et al., 2016a,b,c; Nguyen et al., 2017; Baytas et al., 2017; Ma et al., 2017; Harutyunyan et al., 2019; Ma et al., 2020a,c; Luo et al., 2020; Zhang et al., 2021a; Xu et al., 2021), model structural information in medical codes (Choi et al., 2017; Shang et al., 2019; Choi et al., 2020), or augment the model using pre-training (Li et al., 2020; Rasmy et al., 2021; Steinberg et al., 2021) and memory network (Shang et al., 2019). However, most of the existing works focus on the model building phase while ignoring the challenge of model deployment due to the diversity of EHR coding formats (Birkhead et al., 2015).

**Medical Code Mapping Tools.** There exists a variety of commercial and free tools for mapping across different EHR ecosystems. UMLS (Bodenreider, 2004) provides the mapping among ICD-9, ICD-10 and SNOMED CT. Observational Medical Outcomes Partnership (OMOP) (Hripcsak et al., 2015) and Fast Healthcare Interoperability Resources (FHIR) (Mandel et al., 2016) define the standards for representing clinical data in a consistent format. Relying on these tools, some recent works try to support model deployment across hospitals by transforming the EHR data into a standard format (Rajkomar et al., 2018; Tang et al., 2020). However, creating such tools requires a lot of domain knowledge and human labor (Wojcik et al., 2006). These mapping tools are only available for widely-used coding systems and easily outdated due to code updates. To our best knowledge, AutoMap is the first work towards code-agnostic deep learning deployment in the healthcare domain without relying on existing code mapping tools.

**Transfer Learning.** Transfer learning focuses on improving a target task using the knowledge obtained from a model trained for a related source task (Pratt, 1993). Choi et al. (2016b) empirically
confirm that RNN models possess great potential for transfer learning across different hospitals. Gupta et al. (2019) transfer the knowledge with parameter sharing using a deep RNN such that the target task only needs to fine-tune a simpler linear classifier. However, both works assume consistent data format between source and target data. Recently, Ma et al. (2020b) distill knowledge from EHR data to enhance the prognosis for inpatients with emerging infectious diseases. A separate RNN is used for each feature to improve the compatibility across datasets with different feature sets. However, Ma et al. (2020b) still require the availability of both source and target datasets, and a subset of shared features between them. Thus, it does not work in our setting since we only have access to the target dataset with no shared features.

Cross-lingual Word Mapping. Our medical code mapping problem has some similarity to the cross-lingual research. Cross-lingual word mapping methods work by mapping the word embeddings in two languages to a shared space using translation pairs (Artetxe et al., 2017), shared tokens (Søgaard et al., 2018), adversarial learning (Conneau et al., 2019), transfer learning across different hospitals. Gupta et al. (2013b) to align medical codes. However, there are significant differences between EHR and natural languages: (1) medical codes often reside in a concept hierarchy; (2) medical codes are often noisier. To address this, instead of directly mapping medical codes, AutoMap adopts a coarse-to-fine method by first performing ontology-level alignment and then code-level refinement.

3. Method
3.1. Problem Setting

We first define a few key concepts, and then present our setting in Prob. 1. Detailed notations can be found in Appx. B.

Definition 1 (EHR Dataset) In the EHR data, a patient has a sequence of visits: \[ V_p = [v_p^{(1)}, v_p^{(2)}, \ldots, v_p^{(n_p)}], \] where \( n_p \) is the number of visits of patient \( p \). For model training, each patient has a label \( y_p \) (e.g., mortality or length-of-stay).

We will drop the subscript \( p \) whenever it is unambiguous. Each visit of a patient is represented by its corresponding medical codes, specified by \( v_p^{(i)} = \{c_1, c_2, \ldots, c_{m(i)}\} \), where \( m(i) \) is the total number of codes of the \( i \)-th visit. Each medical code \( c \in \{0, 1\}^{|\mathcal{C}|} \) is a one-hot vector (i.e., \( \|c\|_1 = 1 \)), where \( \mathcal{C} \) denotes the set of all medical codes in the dataset.

Our setting involves two datasets: a source dataset \( *S \) for pre-training the backbone model but unavailable during deployment, and a mostly unlabeled target dataset \( *T \) for deploying the model. The two datasets can have completely different medical codes. We also utilize separate medical ontology structures for source and target medical codes.

Definition 2 (Medical Ontology) A medical ontology \( \mathcal{O} \) specifies the hierarchy of medical codes in the form of a parent-child relationship. Formally, an ontology \( \mathcal{O} \) is a directed acyclic graph whose nodes are \( \mathcal{C} \cup \overline{\mathcal{C}} \). Here, \( \mathcal{C} \) is the set of medical codes (often leaf nodes in the ontology), and \( \overline{\mathcal{C}} \) is the set of other intermediate codes (i.e., non-leaf nodes) representing more general concepts.

For simplicity, we define a function \( \text{ancestor}(c, l) : \{0, 1\}^{|\mathcal{C}|} \times \mathbb{Z} \rightarrow \{0, 1\}^{|\overline{\mathcal{C}}|}, \) which maps a given medical code \( c \in \{0, 1\}^{|\mathcal{C}|} \) to its \( l \)-th level ancestor code (i.e., category). For example, in Fig. 1, the root node is the 0-th level ancestor code of all leaf codes.

Definition 3 (Medical Code Embedding) To fully utilize the code semantic information, it is a common practice to convert the medical code from one-hot vector \( c \in \{0, 1\}^{|\mathcal{C}|} \) to a dense embedding vector \( \mathbf{e} \in \mathbb{R}^d \) (Choi et al., 2016a; Li et al., 2020), where \( d \) is the embedding dimensionality. This can be done via an embedding matrix \( \mathbf{E} \in \mathbb{R}^{|\mathcal{C}| \times d} \), where each row corresponds to the embedding for a medical code. The embedding can be computed as \( \mathbf{e} = \mathbf{E}^\top \mathbf{c} \).

We denote the embedding matrices for source and target datasets as \( \mathbf{E}_S \) and \( \mathbf{E}_T \), respectively. The source embedding \( \mathbf{E}_S \) is provided with the trained backbone model as the input. And the target embedding \( \mathbf{E}_T \) will be learned using the target dataset. In this work, to deploy the backbone model, we will learn a mapping from the source to the target embedding space.

Definition 4 (Code Embedding Mapping) We define the mapping from the embedding space of one medical coding system to another as \( \phi(\mathbf{E}) : \mathbb{R}^d \rightarrow \mathbb{R}^d \).
more than 14 days (class 3). In this way, we frame the length of stay as a multi-class classification task. Formally, \( \hat{y}_L = F_R([v^{(i)}_{i=1}], \phi(E)) \), where \( \hat{y}_L \in \{0, 1, 2, 3\}^n \).

We note that AutoMap is general and can support other prediction tasks as well.

**Problem 1 (Predictive Model Deployment)**
Given a backbone model \( F(\cdot) \) and source code embedding matrix \( E_S \), a mostly unlabeled target dataset \( *T \) in a different coding system, and the medical ontologies \( O_S, O_T \) for both coding systems, the goal is to optimize the mapping \( \phi(\cdot) \) on the target dataset \( *T \), as given by Eq. (1),

\[
\arg \min_{\phi(\cdot)} \mathcal{L}(F(\cdot), E_S, *T, O_S, O_T, \phi(\cdot)),
\]

where \( \mathcal{L}(\cdot) \) denotes the designated loss function. The prediction on the target dataset can be obtained via \( F(V_T, \phi(E_T)) \), where \( V_T \) is a sequence of visits from the target dataset \( *T \), and \( \phi(E_T) \) is the transformed target embeddings.

In our setting, we can only access the source code embedding \( E_S \) and ontology \( O_S \) instead of the source data \( *S \). This is more realistic in deployment setting since the source data often cannot be shared due to legal and privacy concern. In contrast, the source embedding matrix \( E_S \) can be more easily provided along with the backbone model \( F(\cdot) \), and the code ontologies are usually publicly accessible. We also assume that the target dataset \( *T \) is mostly unlabeled, since the target site may often be some small hospital.
3.2. The AutoMap Method

We propose AutoMap for automatic code mapping across different hospitals EHR systems. The mapping will be done in a coarse-to-fine manner, enabled by the adaptation process shown in Fig. 1. Embedding (step 0) first initializes the target code embedding matrix $E_T$. Ontology-level alignment (step 1) then derives the initial coarse mapping $\phi(\cdot)$ via iterative self-supervised learning. Code-level refinement (step 2) further fine-tunes the mapping $\phi(\cdot)$ at the code level using a teacher-student framework.

3.2.1. Step 0: Embedding.

As mentioned in Def. 3, we first convert the target medical codes from one-hot vector $c_T \in \{0, 1\}^{|C|}$ to a corresponding dense embedding vector $e_T \in \mathbb{R}^d$. We use GloVe (Pennington et al., 2014) to learn the target code embedding matrix $E_T$ via a global co-occurrence matrix of medical codes. Other unsupervised learning algorithms such as Med2Vec (Choi et al., 2016c) and Word2Vec (Mikolov et al., 2013a) can also be used. We employ GloVe because of its computational efficiency.

Code embeddings can also be computed based on code text descriptions. However, the text descriptions may bring in additional noise, which may confuse the mapping. Moreover, under the extreme case where the model is trained and deployed on two completely different coding systems (e.g., from diagnosis to procedures), the text descriptions may not help since the descriptions are too different. On the contrary, we show empirically that AutoMap can still adapt to this extreme case.

After that, we parameterize $\phi(\cdot)$ by a mapping matrix $W \in \mathbb{R}^{d \times d}$. The mapping matrix $W$ can be used to transform the target code embedding via $E_TW$.

3.2.2. Step 1: Ontology-level Alignment.

In this step, we will first learn a coarse mapping $W$ at the ontology level. This first step is essential because direct code level mapping is difficult and unnecessary: (1) It is difficult due to the large number of medical codes; (2) It is also unnecessary since many codes have similar clinical meanings. Therefore, we follow a common practice to first group similar codes using code ontology (Choi et al., 2016c; Shang et al., 2019) and learn the mapping on groups instead of leaf-level codes. For example, ICD-9 code 438.11 “late effects of cerebrovascular disease, aphasia” corresponds to five ICD-10 codes (I69.020, I69.120, I69.220, I69.320, I69.920). While it is hard to directly align the ICD-9 code to each of these five ICD-10 codes, we can first coarsely map the ICD-9 code to I00-I99 “diseases of the circulatory system”, and then gradually refine the mapping to I60-I99 “cerebrovascular diseases”, I69 “cerebrovascular diseases”, and eventually the five-leaf codes. By leveraging the medical ontology, we can use more general medical concepts as “anchor points” to better align two coding systems.

Next, we introduce the building blocks of the iterative self-supervised learning (i.e., ontology grouping, unsupervised seed induction, Procrustes refinement), and then present the ontology-level alignment algorithm.

**Ontology Grouping.** At a given hierarchy level $l$, we group the codes according to their $l$-th level ontology categories. Specifically, the $i$-th group $G_i^{(l)}$ consists of all the leaf medical codes whose $l$-th level category is $c_i$, as in Eq. (2),

$$G_i^{(l)} = \{c_j | \text{ancestor}(c_j, l) = c_i, c_j \in C\}, \quad (2)$$

where $c_i \in \mathcal{C}$ is the corresponding $l$-th level category code. We will drop the superscript $(l)$ whenever it is unambiguous.

To obtain the group embedding $g_i$, we first calculate the mean group embedding $g_i$ by averaging all the code embeddings in that group, as in Eq. (3a); then, we represent the group embedding as the closest code embedding, as in Eq. (3b),

$$\begin{align*}
g_i &= \text{mean}\{e_j | c_j \in G_i\}, \quad (3a) \\
g_i &= \arg\min_{c_j \in \mathcal{C}} \|e_j - g_i\|_\tau, \quad (3b)$$

where $e_j$ is the embedding vector for the code $c_j$, and $e_jg_i^\top \in \mathbb{R}$ calculates the distance between the code $c_j$ and the mean group embedding $g_i$. Intuitively, $g_i$ can be viewed as the “median” group embedding. We select the top-$k$ groups based on the group size, since we want to first learn a coarse mapping, while including too many groups may introduce too much granular information. As a result, we have $G_T, G_S \in \mathbb{R}^{k \times d}$ for target and source groups, where each row corresponds to an embedding vector for a particular group. We present with the same $k$ to reduce clutter, though it can be different for source and target groups.

We note that when the ontology is not available, AutoMap can still apply by using a clustering algorithm (e.g., k-Means) to group the medical codes.
Specifically, we provide additional experiments on this setting in Appx. H.2.

**Unsupervised Seed Induction.** Given the \( l \)-th level source and target coding groups \( G_S \) and \( G_T \), we can initialize a coarse alignment in a fully unsupervised way. More specifically, we first calculate the similarity matrices, as in Eq. (4),

\[
M_T = G_T G_T^\top; \quad M_S = G_S G_S^\top,
\]

where \( M_T, M_S \in \mathbb{R}^{k \times k} \). Each row in the similarity matrices \( M_T, M_S \) represents the similarities of the corresponding group to all the other groups. Under the ideal case where the embedding spaces between different coding systems are isometric\(^1\), one can permute the rows and columns of \( M_T \) to obtain \( M_S \).

We introduce the following heuristics to find the optimal permutation (i.e., a mapping dictionary) of this NP-hard problem (Karp, 1972). We perform row-wise sort on \( M_T \) and \( M_S \) (i.e., elements in each row are sorted based only on the order in that particular row), as in Eq. (5a). Under the isometric assumption, codes with the same meaning will have exactly the same row vector in \( \tilde{M}_T \) and \( \tilde{M}_S \), suggesting that we can find the mapping dictionary \( D \in \mathbb{R}^{k \times k} \) via nearest neighbor search over row vectors in \( \tilde{M}_T \), as shown in Eq. (5b),

\[
\tilde{M}_T = \text{sorted}(M_T); \quad \tilde{M}_S = \text{sorted}(M_S), \quad (5a)
\]

\[
D[i, j] = \begin{cases} 
1, & \text{if } j = \text{argmax}((\tilde{M}_T \cdot \tilde{M}_S)[i,:]) \\
0, & \text{otherwise},
\end{cases} \quad (5b)
\]

where \( \cdot \) denotes matrix multiplication.

**Procrustes Optimization.** At a given hierarchy level \( l \), we optimize the inducted mapping dictionary \( D \) by iterating the following two steps.

1. The mapping \( W \in \mathbb{R}^{d \times d} \) is obtained by maximizing the similarities for the current dictionary \( D \) as given by Eq. (6a). This optimization problem is known as the Procrustes problem (Schönenmann, 1966) and has a closed form solution, as in Eq. (6b),

\[
\arg\min_W \| D \odot (G_T W G_S^\top) \|_1, \quad (6a)
\]

\[
W = UV^\top, \quad \text{where } U \Sigma V^\top = \text{SVD}(G_T^\top D G_S), \quad (6b)
\]

where \( \odot \) denotes Hadamard product, and SVD denotes Singular Value Decomposition (Klema and Laub, 1980).

2. A new dictionary \( D \) is induced, as in Eq. (7),

\[
D[i, j] = \begin{cases} 
1, & \text{if } j = \text{argmax}((G_T \cdot W G_S^\top)[i,:]) \\
0, & \text{otherwise},
\end{cases} \quad (7)
\]

**Iterative Self-supervised Learning.** We now introduce the self-supervised learning strategy, which maps the two coding systems at multiple resolutions iteratively. Starting from a coarse hierarchy level \( l \), we obtain the \( l \)-th level medical coding groups \( G_S \) and \( G_T \) with Eq. (2, 3). Then we induct the \( l \)-th level seed mapping dictionary \( D^{(l)} \) with Eq. (4, 5). Next, we merge the current and previous level mapping dictionaries, as \( D^{(l)} = D^{(l)} + D^{(l-1)} \). Lastly, we optimize the merged mapping dictionary \( D^{(l)} \) using Eq. (6, 7). We gradually increase \( l \) (going down in the ontology) during iterative self-supervised learning until we reach the leaf level to learn the mapping at multiple resolutions. We note that source and target codes can use different grouping level \( l \). We present with the same \( l \) to reduce clutter.

In this way, we learn a coarse mapping matrix \( W \) between two medical coding systems at the ontology level. This step is inspired by Artetxe et al. (2018). However, instead of directly mapping medical codes, AutoMap leverages the ontology structure and iteratively maps medical coding groups in a coarse-to-fine manner, allowing AutoMap to better align coding systems with different granularities.

3.2.3. Step 2: Code-level Refinement.

While we have performed step 1 (ontology-level alignment) to initialize the mapping, the mapping is still too coarse and need further refining. Moreover, there is no guarantee of the performance for the downstream tasks (i.e., mortality prediction and length-of-stay estimation). Thus, it is preferred to further fine-tune the mapping at the code level for downstream tasks.

---

\(^1\) In practice, the isometry requirement will not hold exactly, but it can be assumed to hold approximately, or the problem of mapping two code embedding spaces without supervision would be impossible.
To do this, we propose a teacher-student framework, where the discriminator $D(\cdot)$ (teacher A) refines the mapping matrix $W$ (student) via adversarial learning; and the backbone model $F(\cdot)$ (teacher B) optimizes the mapping matrix $W$ (student) based on the final prediction task. Below we describe the framework in detail.

**Teacher A: Discriminator.** We leverage the adversarial learning framework by introducing a discriminator $D(\cdot)$, parameterized by a multi-layer neural network. Specifically, the discriminator $D(\cdot)$ tries to classify whether the embeddings are from the target (label 0) or source (label 1) embedding distributions. Formally, discriminator $D(\cdot)$ aims at minimizing the discriminator adversarial loss, as in Eq. (8),

$$L_D = -\log(D(e_S)) - \log(D(1 - e_TW)),$$

where $e_S (e_T)$ represents the source (target) code embedding sampled randomly from the code embedding matrix $E_S (E_T)$, and $W$ maps the target embedding to the source embedding space via $e_TW$.

The mapping matrix $W$ acts as the generator and tries to deceive the discriminator $D(\cdot)$. Formally, we try to minimize the generator adversarial loss, as in Eq. 9,

$$L_G = -\log(D(e_TW)).$$

Theoretically, the discriminator $D(\cdot)$ and mapping matrix $W$ learn to align two coding systems as an adversarial game, which is essentially minimizing the following Jensen-Shannon divergence (JSD) (Goodfellow et al., 2014), as shown in Eq. (10),

$$\text{JSD}(p(e_S)||p(e_TW)).$$

The definition of JSD can be found in Appx. C. Note that since the minimization happens at the distribution level, we do not require code mapping pairs to supervise training.

**Teacher B: Backbone.** Here, the backbone model $F(\cdot)$ is leveraged to optimize the ultimate prediction performance based on the transformed target code embeddings. Formally, we aim at minimizing the following classification loss

$$L_{\text{cls}}(F([v^{(i)}]_{i=1}^n, E_TW), y_T),$$

where the transformed target code embeddings $E_TW$ are used to encode patient visits $[v^{(i)}]_{i=1}^n$.

In summary, the mapping matrix $W$ is fine-tuned by minimizing the combined loss

$$L_W = L_{\text{cls}} + \alpha L_G,$$

where $\alpha$ is a hyper-parameter to balance the two teachers. The pseudo-code of AutoMap can be found in Appx. D.

### 3.2.4 Remarks

Step 2 (code-level refinement) assumes a white-box backbone model $F(\cdot)$. If $F(\cdot)$ is a blackbox model, we will perform step 1 (ontology-level alignment).

### 4. Experiment

We deploy AutoMap with several backbone deep learning models and test on two real-world EHR datasets to answer the following questions:

1. Can AutoMap deploy backbone deep learning models to target hospitals with limited labeled data?
2. Can AutoMap learn accurate mapping across different coding systems?
3. Can AutoMap adapt to target hospitals with completely different coding systems?
4. Can AutoMap adapt to target hospitals from completely different regions?

#### 4.1 Experimental Setting

**Data.** We evaluate the performance of AutoMap extensively with two publicly accessible datasets: eICU (Pollard et al., 2018) and MIMIC-III (Johnson et al., 2016). eICU (Pollard et al., 2018) is a multi-center database with intensive care unit (ICU) records for over 200K admissions to over 200 hospitals across the United States. MIMIC-III (Johnson et al., 2016) is a single-center database containing 53K ICU records from Beth Israel Deaconess Medical Center.

For Q1 (limited labeled data) and Q2 (mapping accuracy), we use eICU (Pollard et al., 2018) to evaluate the model performance across ICD-9 and ICD-10 codes. For Q3 (different coding systems), we evaluate this scenario with MIMIC-III (Johnson et al., 2016). The backbone model is trained on diagnosis codes (ICD-9) and then deployed on medication codes (NDC). For Q4 (different hospitals), we use the multi-center database eICU (Pollard et al., 2018).
et al., 2018). Following previous work (Zhang et al., 2021b), we train the backbone model in hospitals from Midwest region and deploy it to hospitals from South region. Detailed setting and statistics can be found in Appx. E.

**Baselines.** Next, we present all the baselines.

- **Direct Training:** Directly train a new model on the target dataset.

- **Transfer Learning:** Swap the embedding matrix and fine-tune the new embedding with the backbone model.

- **Mapping Tools:** Map target medical codes to the source using existing code mapping tools.

- **MUSE (Conneau et al., 2018):** Learn the mapping by aligning the target and source embedding distributions via adversarial learning.

- **VecMap (Artetxe et al., 2018):** Learn the mapping via iterative self-supervised learning based on the code-level structure similarity.

Lastly, we conduct an ablation study of our AutoMap.

- **Step 1 Only:** We only perform step 1 (ontology-level alignment) to learn the mapping matrix $W$. Then we directly use the transformed target embedding for the downstream task. This is to evaluate the contribution of the ontology mapping.

- **Step 1 Only + Random Ontology:** We only perform step 1 (ontology-level alignment) but with a randomly generated ontology. This is to evaluate the contribution of leveraging medical ontology.

- **Step 2 Only:** We randomly initialize the mapping matrix $W$ and then only perform step 2 code-level refinement. This is to evaluate the contribution of the teacher-student framework.

**Backbone Models.** As AutoMap is a general framework that can apply to different backbone models, we incorporate AutoMap with the following backbone deep learning models:

- **MLP:** Learn the visit representation using a simple feed-forward neural network.

- **RNN:** Learn the visit representation using a simple recurrent neural network.

- **RETAI (Choi et al., 2016a):** A two-level neural attention model which can detect influential past visits and significant clinical variable within those visits.

- **GCT (Choi et al., 2020):** A graph convolutional transformer which jointly learns the hidden structure of EHR while performing supervised prediction tasks on EHR data.

- **BEHRT (Li et al., 2020):** A deep neural sequence transduction model based on BERT (Devlin et al., 2019), which performs self-attention mechanism (Vaswani et al., 2017) on the sequence of visits.

4.2. Q1: Target Data with Limited Labels

We first evaluate AutoMap in a common setting where the target site has limited labeled data (100 patients). Results can be found in in Tab. 1. For reference, we also report the performance of the model trained with the fully-labeled target data, as “Full-Label” in the table. This can be viewed as an “upper bound” of the model performance. Due to the limited space, we only report AUC-PR for mortality and F1 for length-of-stay here. Additional results can be found in Appx. H.1. Descriptions of the metrics can be found in Appx G.

As shown in Tab. 1, first, we find that the two simple baselines: direct training and transfer learning methods do not work very well. In most cases, they are much worse compared to the full-label performance. This is expected as the amount of labeled data is insufficient to train or fine-tune the backbone models. Next, code-level mapping methods MUSE (Conneau et al., 2018) and VecMap (Artetxe et al., 2018) achieve some improvements, but they are not stable. In some cases, they perform even worse than the two simple baselines. This may because ICD-9 and ICD-10 have different degrees of specificity (e.g., 10K codes in ICD-9 v.s. 68K codes in ICD-10), and directly mapping them at code level does not work very well. Finally, we observe that AutoMap achieves significant improvement over the baseline and can match the full-label performance in most cases. Specifically, AutoMap achieves up to 8.7% relative improvement on AUC-PR score for mortality prediction; for length-of-stay estimation, AutoMap achieves up to and 3.7% relative improvement on F1 score. This demonstrates the effectiveness of coarse-to-fine mapping and the versatility of AutoMap.
### Table 1: Results with limited labeled data (100 patients) in the target site. Dataset is eICU (Pollard et al., 2018). The average scores of two mapping directions are reported. * indicates standard deviations. ± denotes non-significance. Results can be found in Tab. 3.

| Backbone | Method       | Mortality AUC-PR | Length-of-Stay F1 | Mortality AUC-PR | Length-of-Stay F1 |
|----------|--------------|------------------|-------------------|------------------|-------------------|
|          |              |                  |                   |                  |                   |
| MLP      | Full-Label   | 0.2814 ± 0.0187  | 0.496 ± 0.0163    |                  |                   |
|          | Direct Training | 0.2538 ± 0.0266  | 0.2302 ± 0.0188   |                  |                   |
|          | Transfer Learning | 0.2586 ± 0.0219  | 0.6093 ± 0.0147   |                  |                   |
|          | MUSE         | 0.3314 ± 0.0228  | 0.241 ± 0.0159    |                  |                   |
|          | VecMap       | 0.2786 ± 0.0191  | 0.5019 ± 0.0168   |                  |                   |
|          | AutoMap      | 0.2934 ± 0.0324* | 0.4952 ± 0.0168   |                  |                   |
| RNN      | Full-Label   | 0.2818 ± 0.0319  | 0.5030 ± 0.0167   |                  |                   |
|          | Direct Training | 0.2574 ± 0.0246  | 0.222 ± 0.0089    |                  |                   |
|          | Transfer Learning | 0.2538 ± 0.0219  | 0.6093 ± 0.0147   |                  |                   |
|          | MUSE         | 0.2455 ± 0.0275  | 0.4933 ± 0.0169   |                  |                   |
|          | VecMap       | 0.2786 ± 0.0111  | 0.5019 ± 0.0168   |                  |                   |
|          | AutoMap      | 0.2875 ± 0.0319* | 0.4996 ± 0.0163   |                  |                   |
| RETAIN   | Full-Label   | 0.2618 ± 0.0393  | 0.447 ± 0.0183    |                  |                   |
|          | Direct Training | 0.2374 ± 0.0238  | 0.4217 ± 0.0185   |                  |                   |
|          | Transfer Learning | 0.2269 ± 0.0262  | 0.4455 ± 0.0179   |                  |                   |
|          | MUSE         | 0.2744 ± 0.0305  | 0.4284 ± 0.0184   |                  |                   |
|          | VecMap       | 0.2494 ± 0.0264  | 0.463 ± 0.0162    |                  |                   |
|          | AutoMap      | 0.2835 ± 0.0313* | 0.4779 ± 0.0107*  |                  |                   |
| GCT      | Full-Label   | 0.2814 ± 0.0323  | 0.496 ± 0.0163    |                  |                   |
|          | Direct Training | 0.1856 ± 0.0189  | 0.2689 ± 0.0158   |                  |                   |
|          | Transfer Learning | 0.2013 ± 0.0222  | 0.4748 ± 0.0162   |                  |                   |
|          | MUSE         | 0.2242 ± 0.0250  | 0.4903 ± 0.0159   |                  |                   |
|          | VecMap       | 0.2494 ± 0.0264  | 0.463 ± 0.0062    |                  |                   |
|          | AutoMap      | 0.2707 ± 0.0294* | 0.4940 ± 0.0164*  |                  |                   |
| BEHRT    | Full-Label   | 0.2652 ± 0.0275  | 0.3675 ± 0.0176   |                  |                   |
|          | Direct Training | 0.1740 ± 0.0184  | 0.3664 ± 0.0168   |                  |                   |
|          | Transfer Learning | 0.2390 ± 0.0249  | 0.5291 ± 0.0178   |                  |                   |
|          | MUSE         | 0.2155 ± 0.0222  | 0.4931 ± 0.0178   |                  |                   |
|          | VecMap       | 0.2786 ± 0.0292  | 0.3612 ± 0.0179   |                  |                   |
|          | AutoMap      | 0.2712 ± 0.0280  | 0.3744 ± 0.0182*  |                  |                   |

Table 2: Accuracy of mapping for diagnosis codes (ICD-9 and ICD-10). Dataset is eICU (Pollard et al., 2018). The average scores of two mapping directions are reported. Experiment results show that AutoMap can learn accurate mapping across medical coding systems.

| Method       | Similarity | Hit@10       |
|--------------|------------|--------------|
| MUSE         | 0.1633 ± 0.0110 | 0.0600 ± 0.0113 |
| VecMap       | 0.4612 ± 0.0980 | 0.5974 ± 0.1841 |
| AutoMap      | 0.4992 ± 0.0070* | 0.6657 ± 0.0187* |

Table 3: Results for the scenario where the backbone model is trained on diagnosis code (ICD-9) and deployed on medication codes (NDC). Dataset is MIMIC-III (Johnson et al., 2016). Experiment results show that AutoMap can adapt to target data coded in a completely different system.

| Method       | Mortality AUC-PR | Length-of-Stay F1 |
|--------------|------------------|-------------------|
|              |                  |                  |
| Full-Label   | 0.7149 ± 0.0227  | 0.3057 ± 0.0173   |
| Direct Training | 0.4701 ± 0.0236  | 0.3158 ± 0.0174   |
| Transfer Learning | 0.5642 ± 0.0255  | 0.2999 ± 0.0171   |
| MUSE         | 0.4905 ± 0.0241  | 0.3022 ± 0.0171   |
| VecMap       | 0.3533 ± 0.0173  | 0.3014 ± 0.0171   |
| AutoMap      | 0.5902 ± 0.0252* | 0.3022 ± 0.0171   |

### 4.3. Q2: Mapping Accuracy

We then evaluate the accuracy of the learnt mapping. The ICD code mapping in the eICU (Pollard et al., 2018) dataset is used as the ground truth. Due to the limited space, for the rest of the experiments, we only report results with BEHRT (Li et al., 2020) using 100 labeled patients in the target data.

As shown in Tab. 2, VecMap (Artetxe et al., 2018) and AutoMap achieve much better performance than MUSE (Conneau et al., 2018). This supports the isometric assumption used in both methods. Further, AutoMap achieves the best results with statistical significance. This demonstrates that the proposed coarse-to-fine mapping can better map coding systems with different granularities.

### 4.4. Q3: Completely Different Codes

We next evaluate AutoMap on the challenging case where we train the backbone model on diagnosis code (ICD-9) and deploy it on medication codes (NDC). Results can be found in Tab. 3.

First, we note that since these two coding systems are so different, no existing mapping tools is available. For mortality prediction, as shown in Tab. 3, the code-level mapping methods perform even worse than direct training and transfer learning. This may due to the large gap between these two coding systems. On the contrary, AutoMap can still give accept-
able results, outperforming all baseline methods with 4.6% – 66.1% statistically significant improvements. This shows the superiority of AutoMap’s coarse-to-fine mapping strategy. For the length-of-stay estimation task, all five methods perform pretty similar to full-label performance. This may indicate that medication codes are not so informational for length-of-stay estimation.

4.5. Q4: Completely Different Hospitals

| Method             | Mortality  | Length-of-Stay |
|--------------------|------------|----------------|
|                    | AUC-PR     | F1             |
| Full-Label         | 0.2578 ± 0.0300 | 0.4560 ± 0.0158 |
| Direct Training    | 0.1434 ± 0.0154 | 0.4334 ± 0.0164 |
| Transfer Learning  | 0.1860 ± 0.0214 | 0.3924 ± 0.0158 |
| MUSE               | 0.1314 ± 0.0150 | 0.3988 ± 0.0165 |
| VecMap             | 0.1305 ± 0.0163 | 0.3801 ± 0.0167 |
| AutoMap            | 0.1990 ± 0.022* | 0.4290 ± 0.0157 |

Table 4: Results for the scenario where the backbone model is trained and deployed in hospitals from different regions. Dataset is eICU (Pollard et al., 2018). Experiment results show that AutoMap can adapt to target hospitals from a completely region.

We further challenge AutoMap under the scenario where we train the backbone model in hospitals from Midwest region (with ICD-9 code) and deploy it in hospitals from South region (with ICD-10 code). Results can be found in in Tab. 4.

For mortality prediction, mapping based methods (MUSE (Conneau et al., 2018) and VecMap (Artetxe et al., 2018)) achieve the worst results. This is expected as methods from cross-lingual word mapping do not consider the domain gap between different regions. This also explains why transfer learning perform slightly better (as its training scheme can accommodate some domain gap). Benefit from the refinement step, AutoMap achieves the best result with 7.0%–52.5% statistically significant relative improvements. This shows that AutoMap can adapt to hospitals from different regions. For length-of-stay estimation, all pre-training based methods perform worse than direct training. This may indicate that different hospitals have different decision rules on ICU length-of-stay. As a result, transferring knowledge from other hospitals may not help. Despite this, AutoMap still achieves the best results among all pre-training based methods.

4.6. Ablation study

| Method             | Mortality  | Length-of-Stay |
|--------------------|------------|----------------|
|                    | AUC-PR     | F1             |
| Step 1 Only        | 0.2680 ± 0.0275 | 0.3623 ± 0.0181 |
| Step 1 Only + R.O. | 0.2054 ± 0.0215 | 0.3631 ± 0.0179 |
| Step 2 Only        | 0.2038 ± 0.0213 | 0.3306 ± 0.0181 |
| AutoMap            | 0.2712 ± 0.0280* | 0.3744 ± 0.0182* |

Table 5: Ablation study. Dataset is eICU (Pollard et al., 2018). The average scores of two mapping directions between ICD-9 and ICD-10 codes are reported. R.O. denotes random ontology. Experiment results demonstrate the importance of AutoMap’s 2-step coarse-to-fine mapping.

Finally, we compare AutoMap with three ablated versions. As shown in Tab. 5, only performing step 2 (code-level refinement) gives the worst results. This is reasonable as the model will easily over-fit the target data with limited labels. Also, since the mapping matrix W is randomly generated, the adversarial learning module will even harm the downstream tasks. Next, we can see that performing step 1 (ontology-level alignment) only gives better results. This indicates that step 1 contributes most to AutoMap’s improvements. This may because the isometric assumption and medical ontology can act as a strong prior to guide the model learning process. This point can also be supported by the performance with randomly-generated ontology. Lastly, AutoMap achieves the best results. This shows the importance of refining the mapping at code-level after the coarse ontology alignment.

5. Conclusion

We propose AutoMap, an automatic for automatic medical code mapping across different hospitals EHR systems. AutoMap is enabled by the following process: (0) Embedding: We construct target embeddings from a target dataset. (1) Ontology-level Alignment: We leverage the ontology structure to learn a coarse ontology-level mapping; (2) Code-level Refinement: We further refine the mapping at the fine-grained
code level for the downstream task. Benefit from this coarse-to-fine mapping, AutoMap can better align coding systems at different granularities. We evaluate AutoMap extensively using different backbone models with two real-world EHR datasets. Experimental results show that AutoMap outperforms existing solutions on multiple prediction tasks when mapping solutions exist and provides a mapping strategy when conventional solutions do not exist. To our best knowledge, AutoMap is the first work towards code-agnostic deep learning deployment in the healthcare domain without relying on existing code mapping tools.
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Appendix A. Additional justification of the motivation

![Figure 2: Distributed medical code embedding vectors in ICD-9 (left) and SNOMED CT (right). Note that “Coronary arteriosclerosis” in the right figure has synonyms “Arteriosclerotic heart disease”](image)

As shown in Fig. 2, we can see that these concepts have a similar structure in both spaces, suggesting that it is possible to learn an accurate mapping from one space to another. However, the task is non-trivial due to the following challenges.

- **Different granularities.** Different coding systems may have different granularities. For example, ICD-10 codes are known to be more specific than ICD-9 codes. As a result, there exist both one-to-one and one-to-many mappings.

- **Long-tail distribution.** The distribution of the frequencies of medical codes is often highly long-tailed. For example, in MIMIC-III (Johnson et al., 2016) dataset, 50% of the codes appear less than a hundred times. Consequently, the medical code embeddings are quite noisy.

To tackle these two challenges, AutoMap learns the mapping across different coding systems in a coarse-to-fine manner. In this way, AutoMap can better align coding systems at different granularities and alleviate the long-tail distribution of the medical codes.

Appendix B. Notations

Notations used in this paper can be found in Tab. 6.

| Notation | Meaning |
|----------|---------|
| V,v,c     | visit sequence, single visit, medical code |
| O,C,T     | ontology, set of leaf/non-leaf codes |
| n,m       | # of visits and codes |
| e,E,d     | embedding vector, matrix, and dimension |
| φ(·)      | code embedding mapping |
| F(·)      | backbone model |
| y, ŷ       | labels and predictions |
| ∗S, ∗T    | source and target dataset |
| ancestor(c,l) | l-th level category for code c |
| G,D       | code groups and mapping dictionary |
| M, M̃     | original and sorted similarity matrix |
| l,k       | grouping level and # of groups |
| D(·)      | discriminator |
| ⊙         | matrix multiplication, Hadamard product |
| [·,·]     | matrix indexing |

Table 6: Notations used in this paper.

Appendix C. Jensen-Shannon Divergence

Jensen-Shannon divergence (JSD) can be seen as a symmetric version of Kullback-Leibler divergence (KLD), as in Eq. (13),

\[
\text{JSD}(P\|Q) = \frac{1}{2} \left( \text{KLD}(P\|\frac{P+Q}{2}) + \text{KLD}(Q\|\frac{P+Q}{2}) \right),
\]

\[
\text{KLD}(P\|Q) = \sum_i P_i \log(\frac{P_i}{Q_i}).
\]  

Appendix D. Pseudo-Code

The pseudo-code of AutoMap can be found in Algo. 1.
Algorithm 1: AutoMap
/* S0: Embedding */
Obtain target code embeddings unsupervisedly
/* S1: Ontology-level Alignment */
Initialize empty dictionary $D^{(-1)}$
for $l = 0, 1, \ldots, \text{MaxDepth}$ do
    // Ontology Grouping
    Obtain $l$-th level coding groups $G^l$ (Eq. (2, 3))
    // Unsupervised Seed Induction
    Calculate similarity matrices $M^l$ (Eq. (4))
    Initialize mapping dictionary $D^l$ (Eq. (5))
    // Procrustes Optimization
    Merge dictionaries: $D^{l} = D^l + D^{l-1}$
    for number of iterative steps do
        Find optimal $W$ for current $D^l$ (Eq. (6))
        Induce new $D^l$ using optimal $W$ (Eq. (7))
    end
end
/* Step 2: Code-level Refinement */
for number of training iterations do
    Update discriminator $D(\cdot)$ using Eq. (8)
    Update mapping matrix $W$ using Eq. (12)
end

Appendix E. Dataset
We select our cohort by filtering out the following samples: (1) patients younger than 18-year-old; (2) admissions without medical codes. For MIMIC-III (Johnson et al., 2016), due to the extreme long-tail distribution of medical codes, we further filter out medical codes that appear less than 50 times in the entire dataset. We split the data into source and target sets. (For Q1-3, this is done randomly. For Q4, this is based on hospital region). Each set is then split into training, validation sets with 0.7/0.1/0.2 ratio. There is no overlap of patients between any sets. The statistics of the two datasets can be found in Tab. 7.

Appendix F. Implementation Details
For the backbone models, we set the embedding dimension to 128. The detailed architectures are as follows:

- **MLP**: We first sum the code embeddings up and pass it through a linear layer with output dimension as 128 and ReLU activation to obtain the visit embedding. The visit embedding is then fed through a linear layer to obtain the prediction scores.

- **RNN**: We first sum the code embeddings up and pass it through the RNN layer with output dimension as 128 to obtain the visit embedding. The visit embedding is then fed through two linear layers with hidden dimensions as 128 and ReLU activation in between to obtain the prediction scores.

- **RETAIN (Choi et al., 2016a)**: We follow the architecture described in the original work.

- **GCT (Choi et al., 2020)**: We follow the architecture described in the original work. The original model does not support multiple visits. Thus, we add an RNN layer with output dimension as 128 at the top to model the temporal relation as suggested in the paper (Choi et al., 2020).

- **BEHRT (Li et al., 2020)**: We follow the architecture described in the original work except that we stack 3 transformers layers with 2 attention heads as we find it works better with our dataset.

For the discriminator, we stack three linear layers with hidden dimensions as 128, leaky rectified linear function (LeakyReLU) (Maas et al., 2013), and Dropout (Srivastava et al., 2014) with a dropout rate 0.1 in between.

The model is selected based on the validation set, and the performance on the test set is reported. For mortality prediction and length-of-stay estimation, we use the cross-entropy loss. We use RMSprop as the optimizer. For the teacher-student framework in step 2, we optimize the discriminator five times, followed by the mapping for one time. For all baseline methods, we apply early-stopping with patience of 20 epochs by monitoring the validation AUC-PR
for mortality prediction and AUC-ROC for length-of-stay estimation.

The tunable hyper-parameters are batch size (8, 16, 32, 64), learning rate (1e-2, 5e-3, 1e-3, 5e-4, 1e-4), and loss coefficient $\alpha$ (0.1 - 0.9) in Eq. (12). We select the hyper-parameters using random search based on the validation set performance. The final selected hyper-parameters are: batch size with 8, learning rate with 1e-4, loss coefficient $\alpha$ with 0.1.

We implement AutoMap using PyTorch 1.6.0 (Paszke et al., 2019) and Python 3.8.5. The model is trained on an Ubuntu 20.04 machine with one AMD Ryzen Threadripper 3970X 32-Core CPU, 256GB memory, and two NVIDIA GeForce RTX 3090 GPUs.

Appendix G. Metrics

For mortality prediction (binary classification), we report Area Under the Receiver Operating Characteristic Curve (ROC-AUC) scores and Area Under the Precision Recall Curve (PR-AUC) scores. For length-of-stay estimation (multi-class classification), we report weighted one-v.s.-one ROC-AUC score and weighted F1 scores.

For code mapping evaluation, we report similarity and hit@10. Similarity measures the mean cosine similarity of the transformed code embeddings between the ground truth mapping pairs. Hit@10 measures the proportion of mapped codes in the top-10 set that are correct.

For metrics ROC AUC, PR AUC, and F1, we report the average scores and standard deviation of bootstrapping for 1000 times. For similarity and hit@10 metrics, we report the average scores and standard deviation of results from three random seeds. We perform independent two-sample t-test to evaluate if AutoMap achieves significant improvement over baseline methods.

Appendix H. Additional Experiments

H.1. Additional Results for Q1: Target Data with Limited Labels

H.2. k-Means Grouping

We provide additional experiments in Tab. 9. AutoMap (k-Means) uses k-Means instead of ontology to group the medical codes in step 1 (ontology-level alignment). We can see that AutoMap (k-Means) can achieve similar performance to AutoMap using ontology (though not as good). This shows that AutoMap can adapt to the case where the medical ontology is not available.

H.3. Sufficient Labeled Data Scenario

We further evaluate AutoMap in the scenario where the target site has sufficient labeled data. We note that this scenario is less practical in the real world, as the target site may often be some small health in-
Figure 3: Results with sufficient labeled data in the target site. Error bar denotes standard deviations. Experiment results show that AutoMap can achieve comparable or even better performance with sufficient labeled data. Note that this is scenario is less practical in real world and is not the intended usage for AutoMap.