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ABSTRACT

We investigate the physical conditions of ionized gas in high-z star-forming galaxies using diagnostic diagrams based on the rest-frame optical emission lines. The sample consists of 701 galaxies with an Hα detection at 1.4 ≤ z ≤ 1.7, from the Fiber Multi-Object Spectrograph (FMOS)-COSMOS survey, that represent the normal star-forming population over the stellar mass range 10^{10.6} \leq M_{*/Z} \leq 10^{11.6}, with those at M_{*} > 10^{11} M_\odot being well sampled. We confirm an offset of the average location of star-forming galaxies in the Baldwin–Phillips–Terlevich (BPT) diagram ([O iii]/Hβ versus [N ii]/Hα), primarily toward higher [O iii]/Hβ, compared with local galaxies. Based on the [S ii] ratio, we measure an electron density (n_e = 220^{+170}_{-130} \text{ cm}^{-3}), which is higher than that of local galaxies. Based on comparisons to theoretical models, we argue that changes in emission-line ratios, including the offset in the BPT diagram, are caused by a higher ionization parameter both at fixed stellar mass and at fixed metallicity, with additional contributions from a higher gas density and possibly a hardening of the ionizing radiation field. Ionization due to active galactic nuclei is ruled out as assessed with Chandra. As a consequence, we revisit the mass–metallicity relation using [N ii]/Hα and a new calibration including [N ii]/[S ii] as recently introduced by Dopita et al. Consistent with our previous results, the most massive galaxies (M_{*} > 10^{11} M_\odot) are fully enriched, while those at lower masses have metallicities lower than local galaxies. Finally, we demonstrate that the stellar masses, metallicities, and star formation rates of the FMOS sample are well fit with a physically motivated model for the chemical evolution of star-forming galaxies.
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1. INTRODUCTION

The physical conditions of the interstellar medium (ISM) provide clues to understanding the current state and past activity of star formation and gas reprocessing in galaxies. The study of ionized gas in star-forming (i.e., H II) regions has been carried out through many early observational efforts (e.g., Aller 1942; Pagel et al. 1979, 1980), and the underlying physics has been developed theoretically with photoionization models (e.g., Evans & Dopita 1985; Dopita et al. 2000; Kewley & Dopita 2002). Numerous efforts to study the ISM in low-redshift galaxies (z ≤ 0.3) are based on large spectroscopic data sets such as the Sloan Digital Sky Survey (SDSS; e.g., Kauffmann et al. 2003a; Brinchmann et al. 2004; Tremonti et al. 2004). A wide variety of empirical diagnostics of the gas properties have been established, especially based on spectral features in the rest-frame optical window.

In particular, the Baldwin–Phillips–Terlevich (BPT; Baldwin et al. 1981; Veilleux & Osterbrock 1987) diagnostic diagram compares line ratios [N ii]/Hα and [O iii]/Hβ to distinguish star-forming galaxies from those hosting and/or dominated by an active galactic nucleus (AGN). Local star-forming galaxies form a tight "abundance sequence" in the BPT diagram (e.g.,...
Kauffmann et al. (2003a) with ionization attributed to radiation from young massive stars (types O and B). In contrast, AGNs deviate from this sequence due to harder radiation from an accretion disk. Large data sets such as SDSS have established a precise location of star-forming galaxies and AGNs, thus facilitating a relatively clean selection of these populations.

However, the ISM properties of galaxies at higher redshifts (\(z \gtrsim 1\)), where most key rest-frame optical emission lines are redshifted into the infrared, are still unclear. One would expect the properties of ionized gas in high-\(z\) galaxies to be dissimilar to those in local galaxies given the latter’s higher star formation rate (SFR) (see Madau & Dickinson 2014 for a review) and higher gas fraction (e.g., Genzel et al. 2010; Magdis et al. 2012; Scoville et al. 2014). Over the last decade, the universality of the BPT diagram for high-redshift galaxies has been examined through near-infrared spectroscopic campaigns. Early studies have reported an offset of the distribution of star-forming galaxies at redshifts (\(z \sim 1-3\)) from the local abundance sequence based on relatively small samples (e.g., Shapley et al. 2005; Erb et al. 2006; Liu et al. 2008). More recently, the offset has been reaffirmed using larger samples (e.g., Steidel et al. 2014; Zahid et al. 2014b; Hayashi et al. 2015; Kartaltepe et al. 2015; Shapley et al. 2015) observed with multi-object near-infrared spectrographs. However, the amount of the offset in the BPT diagram and other emission-line diagrams has not been firmly established across the general star-forming population at the various epochs since the location of galaxies on such diagrams can be significantly affected by sample selection (see Juneau et al. 2014; Shapley et al. 2015; Cowie et al. 2016).

These offsets likely reflect more extreme conditions of H II gas in high-\(z\) galaxies such as having a higher value of the ionization parameter (\(q_{\ion{ion}{ion}}\)), i.e., the ratio of the number density of ionizing photons to the density of hydrogen atoms in H II regions, or a harder radiation field implied by the presence of metal-poor, Fe-depleted stars and/or massive binaries (Steidel et al. 2014, 2016; Cowie et al. 2015; Cowie et al. 2016). Alternative explanations are an enhancement of the nitrogen-to-oxygen abundance ratio and high gas pressure (e.g., Masters et al. 2014; Shirazi et al. 2014; Cowie et al. 2016; Sanders et al. 2016). However, it still remains unsettled what physical factors cause the BPT offset and other changes in the emission-line ratios of high-\(z\) galaxies.

Directly related to diagnostics of ionization, the gas-phase metallicity (hereafter metallicity) is an important probe of the evolution of galaxies as a tool to trace past star formation history. The abundance of an element from nucleosynthesis is further influenced by both inflowing gas that dilutes the metal fraction of the ISM, and outflows that transverse metals into the circumgalactic environment (e.g., Köppen & Edmunds 1999; Dalcanton 2007; Ellison et al. 2008; Erb 2008; Finlator & Davé 2008; Cresci et al. 2010; Mannucci et al. 2010; Peeples & Shankar 2011; Bouché et al. 2012; Lilly et al. 2013). In the local universe, a correlation between stellar mass and metallicity has been robustly established based on large data sets such as SDSS (e.g., Tremonti et al. 2004; Zahid et al. 2011; Andrews & Martini 2013). The existence of a mass–metallicity (MZ) relation has been extended up to \(z \sim 3\) or more (e.g., Erb et al. 2006; Maiolino et al. 2008; Yabe et al. 2012, 2014, 2015; Maier et al. 2014, 2015; Wuys et al. 2014; Zahid et al. 2014a, 2014b; Sanders et al. 2015; Onodera et al. 2016) with an evolution where the metallicity decreases with redshift at a fixed stellar mass. We have previously reported an MZ relation at \(z \sim 1.6\) (Zahid et al. 2014b), using a smaller subset of the data from the Fiber Multi-Object Spectrograph (FMOS)-COSMOS program (Silverman et al. 2015), that shows the most massive galaxies as being fully mature at a level similar to local massive galaxies while lower-mass galaxies are less enriched than local galaxies. However, there still remain some discrepancies between various studies that implement different sample selection methods and/or metallicity determinations.

An anticorrelation between metallicity and SFR at a fixed stellar mass has been seen in local galaxies (e.g., Ellison et al. 2008). In particular, Mannucci et al. (2010) introduced the SFR as a third parameter in the MZ relation, and proposed the existence of a universal relation between these three quantities, referred to as the fundamental metallicity relation (FMR). Several studies have found that introducing the FMR reduces the scatter relative to the MZ relation (Lara-López et al. 2010b, 2013; Mannucci et al. 2011; Yates et al. 2012; Zahid et al. 2014b), although the actual shape of the FMR may differ appreciably from one study to another due to differences in sample selection and/or in the adopted metallicity indicator (e.g., Andrews & Martini 2013). The apparent SFR–Z anticorrelation is interpreted as resulting from upward fluctuations of the infall rate of pristine/metal-poor gas boosting the SFR while diluting the metallicity of the ISM (Ellison et al. 2008; Mannucci et al. 2010), as supported by several analytic studies and numerical simulations (e.g., Davé et al. 2012; Dayal et al. 2013; Lilly et al. 2013). Measuring the \(M_{\ast}–Z–SFR\) relation at all redshifts is an essential step toward our understanding of star formation and the chemical evolution of galaxies. However, beyond the local universe, the existence and shape of the FMR has not been firmly established yet (see e.g., Steidel et al. 2014; Wuyts et al. 2014; Yabe et al. 2014; Zahid et al. 2014b; Salim et al. 2015; Sanders et al. 2015; Guo et al. 2016).

To further understand the typical characteristics of high-\(z\) H II regions, it is highly desirable to construct a well-controlled sample of typical star-forming galaxies at each epoch. With the availability of multi-object near-infrared spectrographs (i.e., MOSFIRE, FMOS, KMOS) on large telescopes, we can access key rest-frame optical emission lines such as H\(\beta\), [O III] \(\lambda\lambda 5007, \, H_\alpha, \, [N II] \lambda 6584, \) and [S II] \(\lambda\lambda 6717, 6731\) for samples consisting of up to \(10^3\) galaxies at \(z \gtrsim 1\) (e.g., Rudie et al. 2012; Kriek et al. 2013; Tonegawa et al. 2015). In this paper, we use a sample of H\(\alpha\)-detected galaxies that trace the star-forming main sequence over a stellar mass range \(10^{10.6} \lesssim M_\ast/M_\odot \lesssim 10^{11.4}\) from the FMOS-COSMOS survey (Silverman et al. 2015) to study the typical properties of H II regions of galaxies at \(1.43 \lesssim z \lesssim 1.74\). The unique advantages of our sample are the large size—with 701 galaxies having an H\(\alpha\) detection, which is four times larger than that used in our previous study (Zahid et al. 2014b)—and the high sampling rate of the massive galaxy population (\(M_\ast > 10^{11} M_\odot\)). In addition, our target selection is primarily based on the K-band photometry, which is a good proxy for stellar mass, and thus tends to avoid significant selection biases, as compared to other samples at similar redshifts (e.g., Steidel et al. 2014; Hayashi et al. 2015). We also highlight that our FMOS observations are much deeper (3–5 hr integration times) than in Yabe et al. (2015) and we have J-band spectra for about half of our sample that cover [O III] and H\(\beta\). We use the rest-frame optical key emission lines to evaluate the ionization and excitation of heavy elements, gaseous metallicity, and electron density of ionized gas while minimizing the impact of AGNs.

This paper is organized as follows. In Section 2, we give an overview of our FMOS-COSMOS survey and describe our
samples and spectral analyses. We present our measurements of the emission-line properties in Section 3. Section 4 discusses the characteristics of H II regions in high-z galaxies. We present the metallicity measurements and a reanalysis of the MZ relation in Section 5. In Section 6, we study the relation between mass, metallicity, and SFR. We finally summarize our results and conclusions in Section 7. Throughout this paper, we use a cosmology with \((h, \Omega_m, \Omega_{\Lambda}) = (0.7, 0.3, 0.7)\) and assume the Salpeter (1955) initial mass function (IMF; 0.1–100 \(M_\odot\)). All magnitudes given in this paper are in the AB magnitude system.

2. DATA

2.1. The FMOS-COSMOS Survey Overview

The galaxy sample used in this paper is constructed from the data set of the FMOS-COSMOS survey. Here, we provide an overview of the survey, which is extensively described in Kashino et al. (2013) and Silverman et al. (2015). The FMOS-COSMOS survey is a completed near-infrared spectroscopic survey carried out between 2012 March and 2016 April, designed to detect the \(H\alpha\) and [N II] lines from galaxies at \(1.43 < z < 1.74\) with the Fiber Multi-Object Spectrograph (FMOS; Kimura et al. 2010) in high-resolution mode \((R \sim 3000; 1.6–1.8 \mu m)\). The emission-line sensitivity of the \(H\)-long grating with an integration time of five hours is \(\sim 2 \times 10^{-17} \text{erg cm}^{-2} \text{s}^{-1}\) for a 5\(\sigma\) detection. In addition to \(H\alpha\) and [N II], the [S II] \(\lambda\lambda 6717, 6731\) doublet lines can be observed within the \(H\)-long window for galaxies at \(1.43 < z < 1.67\). At the given spectral resolution, all lines are well separated, and thus do not suffer from any blending issues.

The accuracy of the spectroscopic redshift determination is \(\Delta z/ (1 + z) = 2.2 \times 10^{-4}\) (Silverman et al. 2015). Galaxies with a positive detection of an \(H\alpha\) emission line in the \(H\)-long spectral window are reobserved with the \(I\)-long grating \((1.11–1.35 \mu m; R \sim 2200)\) to detect \(H\beta\) and [O III] \(\lambda\lambda 4959, 5007\), which are essential for determining the excitation states of the ionized gas in star-forming regions. All data are reduced using the FMOS pipeline FIBRE-pac (FMOS Image-Based Reduction Package; Iwamuro et al. 2012).

2.2. Target Selection

In this paper, we utilize a larger catalog of galaxies with spectroscopic redshifts from the FMOS-COSMOS survey than presented in Kashino et al. (2013) and Zahid et al. (2014b). This larger sample is the result of additional FMOS observations carried out between 2013 December and 2014 February that are not reported in Silverman et al. (2015). The characteristics of this sample are statistically equivalent to those used in the aforementioned papers. Here, we give a brief overview of the construction of our galaxy catalog.

Our galaxy sample is based on the COSMOS photometric catalog (McCracken et al. 2012; Ilbert et al. 2013) that includes the Ultra-VISTA/VIRCAM photometry. A magnitude limit of \(K_S < 23.5\) is imposed for our sample selection, which provides a high level of completeness (\(\sim 85\%\)) in stellar mass of galaxies with \(M_* \geq 10^{10} M_\odot\) (Ilbert et al. 2013). The majority of our sample is selected to have a stellar mass above \(10^{9.8} M_\odot\) and a photometric redshift \(1.46 \leq z_{\text{phot}} \leq 1.72\). These values are derived for each object by fitting the spectral energy distribution (SED) using Le Phare (Arnouts & Ilbert 2011) with population synthesis models (Bruzual & Charlot 2003) and a Chabrier (2003) IMF. Hereafter, we convert all stellar masses to a Salpeter IMF by applying a multiplicative factor of 1.7 (Ilbert et al. 2010).

To achieve a high success rate of detecting the \(H\alpha\) emission line, we calculate the expected \(H\alpha\) flux for each galaxy in the photometric catalog and use these values in our target selection. The prediction of \(H\alpha\) flux represents a total flux from each galaxy (without considering flux loss due to the fiber aperture) calculated with Equation (2) of Kennicutt (1998) from the SFR, which is derived from the SED fitting assuming a constant star formation history (see Silverman et al. 2015 for details). Dust extinction toward the \(H\alpha\) emission line is derived via

\[
A(H\alpha) = 3.25E_{\text{star}}(B - V)/f, \tag{1}
\]

where the color excess \(E_{\text{star}}(B - V)\) is estimated from the SED and a Calzetti et al. (2000) extinction curve is assumed. We note that large uncertainties remain in the conversion between the amount of extinction toward stellar emission and that toward nebular emission, which is likely to depend on the geometrical properties of stars, dust, and star-forming regions. While \(f = 0.44\) is canonically applied locally (Calzetti et al. 2000), some studies report higher values between 0.44 and 1 for high-z galaxies based on measurements of the Balmer decrement (e.g., \(H\alpha/H\beta\)) or comparisons between SED-based (or UV-based) SFRs and H\(\alpha\)-SFRs (e.g., Kashino et al. 2013; Price et al. 2014; Koyama et al. 2015; Valentino et al. 2015; Puglisi et al. 2016). Here, we use \(f = 0.66\) to calculate predicted \(H\alpha\) fluxes for target galaxies. In early pilot observations, a predicted \(H\alpha\) flux threshold of \(4 \times 10^{-17} \text{erg cm}^{-2} \text{s}^{-1}\) is set without taking into account the aperture loss of \(\sim 50\%\). In the subsequent intensive program, the limit of the predicted \(H\alpha\) flux was raised to \(1 \times 10^{-16} \text{erg cm}^{-2} \text{s}^{-1}\). This flux limit is equivalent to SFR \(\sim 20 M_\odot \text{yr}^{-1}\) for galaxies at \(z \sim 1.6\) with typical values of dust attenuation. The majority (89\%) of our sample have a predicted \(H\alpha\) flux higher than \(1 \times 10^{-16} \text{erg cm}^{-2} \text{s}^{-1}\).

2.3. Spectral Fitting

We perform a fitting procedure that utilizes the MPFIT package for IDL (Markwardt 2009) to measure the flux of emission lines and associated error, on both individual and composite spectra. The fitting of key emission lines (\(H\alpha\), [N II] \(\lambda\lambda 6548, 6584\), H\(\beta\), [O III] \(\lambda\lambda 4959, 5007\)) present in individual spectra is described in detail elsewhere (Kashino et al. 2013; Silverman et al. 2015). In this study, we further perform a fit to the [S II] \(\lambda\lambda 6717, 6731\) lines based on redshift determined from \(H\alpha\).

In our emission-line fitting procedure, the value of each pixel is weighted by the noise spectra, and the pixels that are impacted by the OH airglow mask are excluded from the fit. For composite spectra, we use weights based on the variance estimated by jackknife resampling (see Section 2.8). The continuum is first fit with a linear function to pixels near the emission lines and subtracted from the data. Each emission line is then modeled with a Gaussian profile. The [N II] and \(H\alpha\) lines are simultaneously fit with a single line width. We further fix the ratio [N II] \(\lambda 6584/[N\text{II}] \lambda 6548\) to the laboratory value of 2.86, and the line width of [S II] to that of \(H\alpha\). The H\(\beta\) and [O III] lines are modeled independently from \(H\alpha+[N\text{II}]\) with the ratio of the [O III] doublet fixed to 2.98. This avoids any systematic effects due to uncertainties of the wavelength calibration and provides an independent evaluation of key lines
The X-ray source fraction of our sample reaches 10% at Lx = 1042 erg s⁻¹ at 0.5–2 keV) and 2% at z ~ 1, who utilized a galaxy sample from the zCOSMOS-bright survey (Elvis et al. 2009; Civano et al. 2016), which covers the entire FMOS survey area. These X-ray-detected galaxies are likely to host an AGN because such luminous X-ray emission (Lx ≳ 10⁴² erg s⁻¹ at 0.5–7 keV) is expected to arise from a hot accretion disk. The fraction of the objects with an X-ray detection (3%) is roughly similar to that reported by Silverman et al. (2009, 2% at z ~ 1), who utilized a galaxy sample from the 10k catalog of the zCOSMOS-bright survey (Lilly et al. 2007). The X-ray source fraction of our sample reaches 10% at Lx > 10¹¹ L☉. Such an X-ray AGN fraction at the high-mass end is lower than reported at a similar redshift range (~25%–30%; e.g., Reddy et al. 2005; Bundy et al. 2008; Brusa et al. 2009; Yamada et al. 2009; Mancini et al. 2015). This is

### 2.5. Sample Selection for Analysis

In this study, we use 701 galaxies (approximately 40% of observed galaxies) having a detection of the Hα emission line with a signal-to-noise ratio (S/N) greater than 3 in the H-band spectrum. The range of spectroscopic redshift is 1.43 ≤ z ≤ 1.74. We define two subsamples based on the spectral coverage. Sample-1 consists of all 701 galaxies with a positive Hα detection in the H-band, regardless of the presence or absence of the J-band coverage. Sample-2 consists of 310 galaxies (a subset of Sample-1) having additional J-band coverage. The numbers of detections of each emission line are summarized in Table 1. For the [S II] doublet, we count the number of objects with both [S II] lines detected at either S/N > 1.5 or >3. The numbers of galaxies with simultaneous detections of multiple emission lines are provided as well. We further group galaxies by the S/N of their emission-line measurements; high quality (HQ) if S/N > 5 for Hα and S/N > 3 for other lines and low quality (LQ) if S/N > 3 for Hα and S/N > 1.5 for others. For stacking analyses (see Section 2.8), galaxies are restricted to those having a redshift measurement in the range 1.43 < z < 1.67 to cover all the key emission lines including [S II] λλ6717, 6731. The numbers of galaxies used for the stacking analysis are given in the bottom row in Table 1.

### 2.6. Identification of AGNs

AGNs are excluded for a clean investigation of the conditions of HII regions of star-forming galaxies. In our sample, we identify 22 objects (3%) associated with an X-ray point source in the catalog provided by the Chandra-COSMOS Legacy survey (Elvis et al. 2009; Civano et al. 2016), which covers the entire FMOS survey area. These X-ray-detected galaxies are likely to host an AGN because such luminous X-ray emission (Lx > 10⁴² erg s⁻¹ at 0.5–7 keV) is expected to arise from a hot accretion disk. The fraction of the objects with an X-ray detection (3%) is roughly similar to that reported by Silverman et al. (2009, 2% at z ~ 1), who utilized a galaxy sample from the 10k catalog of the zCOSMOS-bright survey (Lilly et al. 2007). The X-ray source fraction of our sample reaches 10% at M_x > 10¹¹ M☉. Such an X-ray AGN fraction at the high-mass end is lower than reported at a similar redshift range (~25%–30%; e.g., Reddy et al. 2005; Bundy et al. 2008; Brusa et al. 2009; Yamada et al. 2009; Mancini et al. 2015). This is

### 2.4. Correction for Balmer Absorption

Stellar atmospheric absorption lowers the observed flux of the Balmer emission lines, in particular Hβ (e.g., Nakamura et al. 2004; Groves et al. 2012). Therefore, we correct the observed Hβ flux for this underlying absorption as a function of stellar mass as given in Zahid et al. (2014b):

$$f_{\text{corr}} = \max [1, 1.02 + 0.30 \log (M_*/10^{10} M_\odot)].$$  \hspace{1cm} (2)

This relation has been converted to be used with a Salpeter IMF. We apply the absorption correction to the observed Hβ flux of individual galaxies in our FMOS sample, and the measurements based on the composite spectra. The Hα flux is not corrected for the stellar absorption since the flux loss is expected to be negligible (<a few per cent; see Kashino et al. 2013).

The Balmer absorption correction reduces the [O III]/Hβ ratio by 11% on average and maximally by 50% at the high-mass end. The typical amount of this correction is consistent with Shapley et al. (2015) and Steidel et al. (2014). The application of such a correction does not affect our scientific conclusions. We note that the Balmer absorption correction is applied for only the FMOS sample, and not for the local galaxies from the MPA/JHU catalog (see Section 2.9), in which the correction is already taken into account by measuring the emission-line intensities after subtraction of the stellar continuum based on a population synthesis model (see Tremonti et al. 2004 for details).

### 2.5. Sample Selection for Analysis

In this study, we use 701 galaxies (approximately 40% of observed galaxies) having a detection of the Hα emission line with a signal-to-noise ratio (S/N) greater than 3 in the H-band spectrum. The range of spectroscopic redshift is 1.43 ≤ z ≤ 1.74. We define two subsamples based on the spectral coverage. Sample-1 consists of all 701 galaxies with a positive Hα detection in the H-band, regardless of the presence or absence of the J-band coverage. Sample-2 consists of 310 galaxies (a subset of Sample-1) having additional J-band coverage. The numbers of galaxies with multiple emission-line detections are listed in the 6th–11th rows (see Section 2.5).

### Notes

- The threshold S/N is 3 for Hα and 1 for other lines. In parentheses, the numbers of detections with a higher S/N (>5 for Hα and >3 for other lines) are listed.
- Sample-1 consists of 701 galaxies with a positive Hα detection.
- Sample-2 consists of 310 galaxies with both a positive Hα detection and an additional J-band spectrum.
- The numbers of galaxies after the exclusion of AGNs are listed in the 6th–11th rows (see Section 2.5).
- The numbers of objects that are used for stacking (1.43 ≤ z ≤ 1.67; AGNs are excluded; see Section 2.8).

### Table 1

Summary of Emission-line Detections of the FMOS Sample

| Emission Lines       | Sample-1 | w/o AGNs | Sample-2 | w/o AGNs |
|----------------------|----------|----------|----------|----------|
|                      | H-long   |          | H and J-long |
| Hα                   | 701 (500)| 642 (469)| 310 (241)| 283 (224)|
| [N II]               | 436 (278)| 383 (233)| 216 (133)| 190 (110)|
| [S II]               | 77 (17)  | 73 (17)  | 32 (5)   | 31 (5)   |
| Hβ                   |          |          | 138 (99) | 127 (94) |
| [O III]              |          |          | 171 (160)| 158 (147)|
| Hα + [N II]          | 436 (246)| 383 (217)| 216 (115)| 190 (99) |
| Hα + [S II]          | 77 (17)  | 73 (17)  | 32 (5)   | 31 (5)   |
| Hα + [N II] + [S II] | 61 (13)  | 57 (13)  | 28 (2)   | 27 (2)   |
| [O III] + Hβ         |          |          | 121 (70) | 110 (67) |
| Hα + [N II] + [O III] + Hβ |          |          | 87 (40)  | 76 (37)  |
| Hα + [S II] + [O III] + Hβ |          |          | 19 (5)   | 18 (5)   |
| N_{stack}            |          |          | 554      | 246      |

### Summary

The typical amount of this correction is consistent with Shapley et al. (2015) and Steidel et al. (2014). The application of such a correction does not affect our scientific conclusions. We note that the Balmer absorption correction is applied for only the FMOS sample, and not for the local galaxies from the MPA/JHU catalog (see Section 2.9), in which the correction is already taken into account by measuring the emission-line intensities after subtraction of the stellar continuum based on a population synthesis model (see Tremonti et al. 2004 for details).
likely due to the prior selection on the predicted Hα flux applied for galaxies in our sample.

We also flag FMOS sources as AGNs based on their emission-line ratios. While the BPT diagram is commonly used to separate the pure star-forming population and AGNs for low-redshift galaxies, the same boundary is unlikely to be applicable for high-z galaxies (e.g., Kewley et al. 2013b). Here, we use a boundary between star-forming galaxies and AGNs in the BPT diagram at z = 1.6 derived by Kewley et al. (2013b) (see Section 3.1). On the basis of their rest-frame optical emission-line properties we identify 39 objects (5.5%) as AGNs that are located above this boundary or have a line ratio of either log(N[II]/Hα) > −0.1 or log(O III)/Hβ > 0.9. Of these, four galaxies are detected in the X-ray. The majority of AGNs, identified by their narrow line ratios, are likely obscured (type-II) AGNs. In addition, four objects (less than 1%) have an emission-line width (full width at half maximum) greater than 1000 km s−1, usually Hα, and are taken to be unobscured (type-I) AGNs; one of these is included in the X-ray point source catalog and another object is flagged as AGN based on the line ratios.

In total, 59 objects (8%) are identified as AGNs. The total AGN fraction is roughly consistent with that of Yabe et al. (2014), 6%, who use a sample of star-forming galaxies at z ∼ 1.4, although they do not have X-ray observations and thus probably miss some AGNs. The AGN fraction increases with stellar mass and reaches 25% at M∗ > 10^{11} M_⊙. Such a trend is consistent with previous studies (e.g., Xue et al. 2010). Table 1 lists the numbers of galaxies in each sample before and after the exclusion of those hosting AGNs. For stacking analysis, we only use galaxies without an AGN. In the Appendix, we address the additional contribution of AGN photoionization to the stacked emission-line measurements.

2.7. Stellar Masses, SFRs, and the Main Sequence

Stellar masses and SFRs are derived from SED fitting, based on the spectroscopic redshift measured with FMOS, using Le Phare (Arnouts & Ilbert 2011) while assuming a constant star formation history and a Chabrier IMF. Masses and SFRs are converted to a Salpeter IMF by multiplying them by a factor of 1.7. The statistical errors of the derived stellar masses and SFRs are typically 0.05 dex and 0.2 dex, respectively. The sample spans a range of stellar mass 9.6 ≤ log M_*/M_⊙ ≤ 11.6 with a median mass of log M_*/M_⊙ = 10.4. We highlight that our sample includes a large number of very massive galaxies (M_∗ ≥ 10^{11} M_⊙; 120 in total, 92 after removing AGNs; see Section 2.6).

Figure 1 shows the SFR as a function of M_∗ for our sample, compared with the distribution of K_σ-selected (K_σ < 23.5) galaxies in the equivalent redshift range (1.46 ≤ z_{photo} ≤ 1.72; 7987; gray dots). The K_σ-selected sample shows a clear correlation between stellar mass and SFR (i.e., star-forming main sequence) with a standard deviation around the relation of 0.37 dex. Of these, galaxies with M_∗ ≥ 10^{10.8} M_⊙ and predicted Hα flux f(Hα) ≥ 1 × 10^{-16} erg s^{-1} cm^{-2} (2324) are marked as small yellow circles; those with an Hα detection (Sample-1) are shown as cyan circles. Objects identified as AGNs are marked as magenta circles. The Sample-1 galaxies apparently follow the distribution of the parent K_σ-selected sample. To quantify a potential bias in our sample, we fit a power-law relation (SFR ∝ M_∗^α) to the K_σ-selected and Hα-detected samples separately for galaxies with M_∗ ≥ 10^{9.8} M_⊙. While the slope is consistent between the two samples (α = 0.66 ± 0.01 for the former and 0.68 ± 0.02 for the latter), the Hα-detected sample is slightly biased toward higher SFRs by ∼0.15 dex over the entire stellar mass range due to the self-imposed limit on the predicted Hα flux. However, such a
bias is less than half of the scatter of the main sequence. The inset panel shows the normalized distribution of the difference in SFR from the fit to the main sequence for both $K_S$-selected galaxies (filled gray histogram) and H$\alpha$-detected galaxies (blue solid histogram). As is clearly evident, our final sample traces well the star-forming main sequence at $z \sim 1.6$.

We also measure SFRs from the H$\alpha$ flux measured by FMOS following Equation (2) of Kennicutt (1998). As described in Kashino et al. (2013), the observed H$\alpha$ fluxes are corrected for the flux falling outside the FMOS 1$''$/2 diameter fiber. This aperture correction factor is evaluated for each object from a comparison between the observed continuum flux from FMOS spectra and the Ultra-VISTA $H$- and $J$-band photometry (McCracken et al. 2012). The observed H$\alpha$ flux is also corrected for dust extinction. The amount of extinction (i.e., color excess $E_{\text{star}}(B-V)$) is estimated from the SED of each galaxy, then it is converted to the extinction toward the H$\alpha$ emission line by using Equation (1) with $f = 0.59$. This $f$ value is adjusted to bring observed H$\alpha$-based SFRs into agreement with the SED-based SFRs. While we assumed $f = 0.66$ in our target selection (Section 2.2), the application of a different $f$-factor does not change any of our conclusions.

2.8. Spectral Stacking

We make use of co-added spectra to account for galaxies with faint emission lines and avoid a bias induced by galaxies with the strongest lines (i.e., highest SFR and/or less extinction). Individual spectra of galaxies at $1.43 \leq z \leq 1.67$ are stacked in bins of stellar mass. This redshift range ensures that all the emission lines used in this study fall within the spectral coverage of FMOS. A fair fraction (30%) of the pixels in individual spectra that are strongly impacted by the OH mask and residual sky lines are removed by identifying them in the noise spectra as regions with relatively large errors as compared with the typical noise level of $\sim 5 \times 10^{-19}$ erg cm$^{-2}$ s$^{-1}$ Å$^{-1}$ (see Figure 11 in Silverman et al. 2015). We transform all individual spectra to the rest-frame wavelength based on their redshift and resample them to a common wavelength grid with a spacing of 0.5 Å/pixel. This wavelength sampling is equivalent to the observed-frame spectral resolution of FMOS (1.25 Å/pixel) for galaxies at $z = 1.5$.

After subtracting the continuum, the individual de-redshifted spectra are averaged by using the resistant_mean.pro, an IDL routine available in the Astronomy User’s Library. We apply a $5\sigma$ clipping, which removes data that deviate from the median.

Figure 2. Composite spectra in five bins of stellar mass of Sample-1 (left column) and Sample-2 (middle and right columns). The number of individual spectra is indicated for each bin (e.g., #110). The stellar mass increases from top to bottom, as indicated by their median value ($\log M/M_\odot$) and the interval shown in each panel. The observed spectra and the best-fit models are shown by black thin solid lines and red thick curves. Vertical dotted lines show the positions of H$\alpha$, [N II] $\lambda 6584$, [S II] $\lambda\lambda 6717, 6731$, H$\beta$, and [O III] $\lambda 5007$. The Astrophysical Journal, 835:88 (27pp), 2017 January 20 Kashino et al.
by more than five times the median absolute deviation at each pixel. We do not apply any weighting scheme so as to avoid possible biases. The associated noise spectra are computed using a jackknife resampling method. The variance at each possible bias is

\[ \sigma^2_{\text{jack}} = \frac{N}{N-1} \sum_{i=1}^{N} \left( F_i - \frac{1}{N} \sum_{j=1}^{N} F_j \right)^2 \]

where \( N \) is the sample size used for stacking (after a \( 5\sigma \) clip) and \( F_i \) is stacked spectra composed of \( N-1 \) spectra by removing the \( i \)th spectrum. Figure 2 shows the composite spectra of Sample-1 and Sample-2 in five bins of stellar mass. We ensure that the reduced \( \chi^2 \) of the fit to each composite spectrum is approximately unity (0.8–1.2). The errors on the flux measurements and flux ratios for the stacked spectra are calculated from Equation (3) with \( F_i \) replaced by an arbitrary quantity (i.e., flux or line ratio) measured on the \( i \)th-removed stacked spectrum.

We note that individual spectra are averaged without any renormalization; this may result in a flux-weighted co-added spectrum that is not representative of galaxies with the faintest emission lines. To examine such effects, we normalize each spectrum by the observed amplitude of the \( H\alpha \) line before co-adding. We then find that the results presented in this study do not depend on whether such a scaling is applied or not. All results presented hereafter are based on a stacking analysis without any such renormalization of the individual spectra. Throughout, we measure average emission-line ratios using co-added spectra of Sample-1 and Sample-2 split into eight and five bins of stellar mass, respectively. In Table 2, we list the emission-line ratios and their associated jackknife errors.

To further check the potential impact of residual OH emission and the suppression mask in the stacking, we construct a sample that consists of only galaxies for which the redshifted wavelength of \([\text{N} \, \text{II}] \lambda 6584\) is more than 9 Å from every OH line\(^{23}\) (~50% of the full sample) to ensure that the \([\text{N} \, \text{II}] \) line is free from OH contamination (see also Stott et al. 2013). We have checked that the results do not change when restricting the analysis to this smaller sample.

### 2.9. Local Comparison Sample

We extract a sample of local galaxies from the SDSS Data Release 7 (Abazajian et al. 2009) to compare with the ISM properties of our high-z galaxies. The emission-line flux measurements are from the MPA/JHU catalog (Kaufrmann et al. 2003b; Brinchmann et al. 2004; Tremonti et al. 2004) based on Data Release 12 (Alam et al. 2015), for which the stellar absorption is taken into account by subtracting a stellar component as determined from a population synthesis model. We use total SFRs from the MPA/JHU catalog, for which SFRs within and outside the SDSS fiber aperture are combined. The in-fiber SFRs are based on the extinction-corrected \( H\alpha \) luminosities falling within the fiber (Brinchmann et al. 2004), and SFRs outside the fiber are estimated from the SDSS photometry (see Salim et al. 2007). We convert SFRs to a Salpeter IMF from a Kroupa (2001) IMF by multiplying by a factor of 1.5 (Brinchmann et al. 2004).

Stellar masses are derived from \( ugriz \) photometry with Le Phare (see Zahid et al. 2011 for details) instead of using the JHU/MPA values. Stellar masses from Le Phare are based on a Chabrier IMF and are smaller than those provided by MPA/JHU by approximately 0.2 dex on average, with a dispersion between the two estimates of 0.14 dex. For this study, the stellar masses are converted to a Salpeter IMF.

The SDSS galaxies are selected over a redshift range 0.04 < \( z \) < 0.1 to reduce the effects of redshift evolution. Kewley et al. (2005) report that line measurements are highly biased toward the central area, which may be more quenched when a covering fraction is less than 20%. To avoid such

\(^{23}\) The list of the OH lines in the FMOS coverage is available at http://www.surabatlescope.org/Observing/Instruments/FMOS/index.html.
aperture effects, we impose a lower redshift limit of 0.04. Furthermore, we require 5σ detections for Hα and 3σ for all other emission lines used in this paper ([N II] λ6584, [S II] λλ6717, 6731, Hβ, and [O III] λλ5007). We classify galaxies as either star-forming or AGNs according to whether they lie below or above the classification line of Kauffmann et al. (2003a) in the BPT diagram (see Section 3.1). The final sample of local sources consists of 80,003 star-forming galaxies and 31,899 AGNs. In Figure 3, we show the distribution of $M_\star$ and total SFR for the SDSS star-forming galaxies. For AGNs, the stellar mass distribution is shown by the filled histogram. The central 99 percentiles of the star-forming galaxies and AGNs include objects with $8.7 < \log M_\star/M_\odot < 11.1$ and $9.7 < \log M_\star/M_\odot < 11.6$, respectively. We note that our results and conclusions do not change when a different selection is implemented, in which a higher limit is applied for only Hα (S/N > 20) without any S/N limit on the other lines so as to avoid possible biases concerning the detection of faint lines (i.e., Hβ, [N II], and [S II]).

To illustrate the average relations between line ratios and stellar mass of local star-forming galaxies in various diagrams, we split the local star-forming galaxies into the same eight/five stellar mass bins as the FMOS sample or into 24 smaller, equally spaced bins of stellar mass for $10^{8.9} \leq M_\star/M_\odot \leq 10^{11.3}$ (bin size $\Delta \log M_\star = 0.1$ dex). For fair comparisons with the FMOS stacked measurements, we define the average line ratios of the SDSS sample as follows. In each bin, we derive the mean luminosities of individual emission lines and calculate the line ratios from these values. To exclude extreme objects, we apply a 3σ clipping in log scales of the luminosities of both Hα and [O III] lines in each bin, which removes approximately 2% of the sample. For the remainder of the paper, we refer to these average line ratios as the stack or stacked line ratios of the SDSS sample.

The FMOS stacked measurements include objects with no detection of some emission lines, while the SDSS sample consists of those having measurements of all line ratios of interest. Hence it is potentially not straightforward to compare the stacked line ratios of our high-z sample to the median or the distribution (e.g., ridge lines of the contours) of all the individual measurements in the reference sample. In fact, the SDSS stacked line ratios are slightly offset from the median values of the individual line ratios or the ridge lines of the contours in various diagrams shown in this paper. These offsets arise from the use of the mean luminosities, which are biased toward more luminous objects, and thus those with higher SFR, while similar effects are potentially expected for the stacked measurements of our FMOS sample. Therefore, this caveat should be kept in mind as long as one relies on the stacking analysis including undetected objects.

3. EMISSION LINE PROPERTIES

3.1. BPT Diagnostic Diagram

We present in Figure 4 the BPT diagram for high-redshift galaxies from our FMOS sample (Sample-2). The line ratios for 87 individual galaxies that have detections of all four lines are indicated by the data points. We illustrate the quality of the measurements by splitting the sample into two groups: high-quality measurements (HQ, $S/N > 5$ for Hα and $S/N > 3$ for other relevant lines, i.e., [N II] λ6584, Hβ, and [O III] λλ5007) and low-quality ones (LQ, $S/N > 3$ for Hα and $S/N > 1.5$ for others). An absorption correction is applied to the observed Hβ fluxes (see Section 2.4). To aid in our interpretation of the high-redshift data, we plot the distribution of line ratios of local SDSS galaxies (star-forming population plus AGNs; see Section 2.6; gray contours). We highlight the local abundance sequence of star-forming galaxies by a commonly used functional form (Kewley et al. 2013a):

$$\log([\text{O III}]/\text{H}\beta) = \frac{0.61}{\log([\text{N II}]/\text{H}\alpha) + 0.08} + 1.10 \quad (4)$$

More than half of our FMOS galaxies deviate from the above local abundance sequence toward higher $[\text{O III}]/\text{H}\beta$ and/or higher $[\text{N II}]/\text{H}\alpha$ ratios, and a large number of objects are beyond a local demarcation between star-forming galaxies and
AGNs (Kauffmann et al., 2003a). Here it is important to highlight that our sample maps the distribution in the BPT diagram below $\log([\text{O III}]/H\beta) = 0$ down to $\sim -0.5$ because our sample includes a fairly large number of very massive galaxies (see Figure 1). Kewley et al. (2013b) derive a redshift evolution of the boundary to distinguish star-forming galaxies and AGNs. We show this boundary at $z = 1.6$ (thin dotted line), which is consistent with the location of the majority of the FMOS sources. We remove FMOS sources located above this line as AGN candidates, and perform a fit to our sample with the same functional form as Equation (4), yielding

$$
\log([\text{O III}]/H\beta) = \frac{0.61}{\log([\text{N II}]/H\alpha)} - 0.1336 + 1.081. \quad (5)
$$

Here, the coefficient is fixed at the same value (0.61) as the local relation (Equation (4)). The fit is shown as a thick blue line in Figure 4.

The average measurements shown in Figure 5, based on the stacked spectra of Sample-2 in five bins of stellar mass (see Table 2), are consistent with the individual data points and in good agreement with the best-fit relation, thus confirming a clear offset from the local sequence. For local SDSS galaxies, the stacked line ratios in 24 stellar mass bins for $10^{9.9} < M_*/M_\odot < 10^{11.3}$ (open squares) and in the same bins as the FMOS sample (green circles) are shown. We note that the local points are slightly off from the ridge line of the contours due to the effects of taking the mean line luminosities (see Section 2.9). At the same stellar mass, the FMOS sample exhibits $[\text{N II}]/H\alpha$ ratios lower than those of local galaxies except for the most massive bin, while having much higher $[\text{O III}]/H\beta$ ratios ($>1$) over the entire stellar mass range. Salah et al. (2015) find a similar behavior for galaxies with similar stellar masses ($M_* \gtrsim 10^{10} M_\odot$) when comparing local and $z \sim 2$ galaxies. Conversely, in comparison with the sequence of the SDSS stacked points (squares), the FMOS data point in the lowest mass bin ($M_* \sim 10^{9.6-10} M_\odot$) and the low-mass part of the best-fit relation are very close to local loci at low masses ($M_* \sim 10^9 M_\odot$; see Section 4 for further discussion). In addition, we note that while the stacked measurements shown in Figure 5 have $\log([\text{O III}]/H\alpha) > 0$, a number of individual FMOS galaxies exist with lower $[\text{O III}]/H\beta$ values that are more consistent with the locus of local massive galaxies in the BPT diagram (Figure 4). Unbiased individual measurements of the line ratios are obviously essential to constrain the lower portion of the sequence of high-$z$ galaxies.

To further assess the robustness of the high-$z$ abundance sequence, we apply a more strict limit on the $[\text{N II}]/H\alpha$ ratio to remove potential AGNs. Following Valentino et al. (2015), we decrease the limit on $\log[\text{N II}]/H\alpha$ from $-0.1$ (see Section 2.6) to $-0.4$ (Cid Fernandes et al., 2010). With this restricted sample ($N_{\text{stack}} = 225$), stacked measurements also show a significant offset from the local abundance sequence, thus confirming our results. Therefore, we conclude that the offset of the high-$z$ star-forming population cannot be explained by the effects of AGNs.

The offset in the BPT diagram has been previously reported in our FMOS studies (Zahid et al., 2014b; Kartaltepe et al., 2015) and other works (e.g., Shapley et al., 2005; Erb et al., 2006; Liu et al., 2008; Newman et al., 2014; Cowie et al., 2016) based on stacked and/or individual measurements. Steidel et al. (2014) find an offset using rest-frame UV-selected galaxies at $z \sim 2.3$ from the KBSS-MOSFIRE survey, as shown in Figure 4 (orange dashed line), which lies above our relation as a whole. Shapley et al. (2015) also confirm the locus of a rest-frame optical selected galaxy sample at $z \sim 2.3$ from the MOSDEF survey (magenta long-dashed line), although it is more similar to our FMOS sample than the KBSS results. The difference between the results from these studies at $z \sim 2$ is likely due to the difference in the adopted sample selection, which results in varying typical ionization and excitation states.

**Figure 5.** BPT diagram with average measurements. FMOS stacked measurements (Sample-2; blue circles) are shown in five mass bins (with the median value increasing from left to right) with their associated errors. The best-fit relation for the FMOS sample is reproduced from Figure 4 (thick blue line). Shaded and red-line contours indicate local star-forming galaxies and AGNs, classified with the division line of Kauffmann et al. (2003a) (thin dashed line), respectively. For comparison, we show the stacked line ratios of the SDSS star-forming galaxies using the same mass bins as the FMOS sample (green circles) and smaller, equally spaced mass bins (open squares) to illustrate the average locus of the local sample. High-redshift samples are indicated as well (Masters et al., 2014—yellow triangle; Yabe et al., 2014—orange squares; Hayashi et al., 2015—purple diamonds). In addition, the best-fit relations at $z \sim 2.3$ (Steidel et al., 2014—orange short-dashed line; Shapley et al., 2015—magenta long-dashed line) are shown. The FMOS points are in good agreement with the fit to the individual points and indicate an offset of similar magnitude to other studies (see Section 3.1 for comparisons with other studies).

At $z \sim 1.5$, three groups provide BPT measurements using Subaru/FMOS, including our program. Yabe et al. (2014) measure the line ratios using the stacked, low-resolution ($R \sim 600$) spectra of star-forming galaxies at $z \sim 1.4$. They use a sample selected on the basis of stellar mass and $H\alpha$ flux, similar to our study, and thus likely to be representative of the normal star-forming population at this epoch. Their results are in good agreement with our stacked measurements as shown in Figure 5 (orange squares). Hayashi et al. (2015) construct a sample of $[\text{O III}] \lambda \lambda 3727, 3729$ emitters at $z \sim 1.5$ with an $H\alpha$ detection with FMOS. Their sample shows a larger offset than those of Yabe et al., Shapley et al., and ours, although it is likely to be more consistent with the sample of Steidel et al. (purple diamonds in Figure 5). The sample of Hayashi et al.
follows an $M_\star$–SFR relation with a slope of 0.38, which is shallower than reported by other studies ($\sim$0.7–0.9, e.g., Kashino et al. 2013; Whitaker et al. 2014). Consequently, the sample is biased toward a population having high specific SFR ($s$SFR = SFR/$M_\star$) at log($M_\star$/M$_\odot$) $\sim$ 9, which is possibly responsible for the high [O III]/H$\beta$ ratios (i.e., a large BPT offset) in their sample. The authors also mention the possibility that their [O II] emitter selection causes such a bias.

After these studies, it remains to be understood whether the offset in the BPT diagram keeps increasing beyond $z \sim$ 1.5–2 or saturates. In this respect, it is important to properly account for all possible section biases (see e.g., Cowie et al. 2016). Further investigation of the selection biases and the redshift evolution will be presented in a companion paper (S. Juneau et al. 2017, in preparation). Obviously, the presence of an offset indicates that high-$z$ star-forming galaxies have ionized gas with physical properties dissimilar to those of local galaxies. In Section 4, we discuss several possible origins of the offset of high-$z$ galaxies from the local sequence, including variations in $q_{\text{ Ion}}$, the shape of the UV radiation from the ionizing sources, and gas density (e.g., Masters et al. 2014; Hayashi et al. 2015; Kewley et al. 2015; Shapley et al. 2015; Cowie et al. 2016).

3.2. Mass–Excitation (MEx) Diagram

To further illustrate the magnitude of the [O III]/H$\beta$ offset, we show in Figure 6 the mass–excitation (MEx) diagram ($M_\star$ versus [O III]/H$\beta$). This diagram was introduced by Juneau et al. (2011) to identify galaxies hosting an AGN at intermediate redshifts. Local star-forming galaxies show a decline in the [O III]/H$\beta$ ratio with increasing stellar mass because more massive galaxies are more metal-rich and metal-line cooling becomes more efficient in such systems. In contrast, AGNs present much higher ratios than the star-forming population, especially at $M_\star \gtrsim 10^{10}$ M$_\odot$ (red contours in Figure 6).

Figure 6 shows the [O III] $\lambda 5007$/H$\beta$ ratios as a function of $M_\star$ for 121 galaxies in our Sample-2 (filled circles). For comparison, local star-forming galaxies are shown by shaded contours, with their median line ratios in stellar mass bins. We highlight the divisions between star-forming galaxies, composite objects, and AGNs, as derived by Juneau et al. (2014) for local galaxies (dashed line). It is clear that FMOS galaxies show higher [O III]/H$\beta$ ratios on average than local galaxies at a fixed stellar mass, and that many individual measurements fall within regions classified as composite objects (between the two dashed lines) or AGNs (above the upper line) although the error bars are typically too large to constrain the true category to which each galaxy belongs. The average measurements, based on the stacked spectra of Sample-2 in five mass bins (see Table 2), confirm a substantial offset toward higher [O III]/H$\beta$ ratios by $\sim$0.5 dex. In addition, we note that the FMOS sample shows a clear negative correlation between stellar mass and line ratio, similar to local galaxies.

Juneau et al. (2014) also derive the offset of the boundary as a function of the luminosity threshold of the H$\alpha$ emission line (Equation (B1) of Juneau et al. 2014) to maximize the fraction of objects successfully classified as either star-forming or AGNs. We shift the boundary by $\Delta \log M_\star = +0.54$ dex (solid lines in Figure 6), assuming an H$\alpha$ luminosity limit of $L_{\text{H}\alpha} = 10^{42}$ erg s$^{-1}$, which corresponds to SFR $\sim 10 M_\odot$ yr$^{-1}$ for our sample, although the amount of the offset is less constrained at high luminosities ($L_{\text{H}\alpha} > 10^{40.7}$ erg s$^{-1}$; Juneau et al. 2014). The luminosity-adjusted boundary shows a good agreement with our FMOS galaxies. The majority of the FMOS sources fall below the demarcation line and are thus classified as star-forming galaxies, while most of the remaining ones are classified as composite galaxies. At the same time, half of potential AGNs (star and squares in Figure 6) fall within the AGN-dominated region. While our sample is not purely luminosity-limited, it is likely that the luminosity-dependent boundary derived on the basis of local galaxies provides a good classification even for high-redshift galaxies, as originally reported by Juneau et al. (2014). A companion paper further investigates the locus of star-forming galaxies in the BPT and MEx diagrams as a function of the detection limits of emission-line luminosity (S. Juneau et al. 2017, in preparation).

We also plot the measurements for $z \sim$ 2.3 galaxies from Steidel et al. (2014). They show significantly higher line ratios than local galaxies and even our FMOS sample over the entire stellar mass range. These higher [O III]/H$\beta$ ratios are essentially responsible for the larger offset in the BPT diagram (orange dashed line in Figure 4). These elevated ratios may be due to the redshift evolution of typical conditions (e.g., an enhanced number of hotter stars; see Steidel et al. 2014) and possibly to the UV-bright selection favoring such higher [O III]/H$\beta$ ratios.

3.3. Diagnostics with [S II]/H$\alpha$

An alternative BPT diagram compares the line ratios [S II] $\lambda\lambda 6717, 6731$/H$\alpha$ and [O III] $\lambda 5007$/H$\beta$ to separate the star-forming population from the AGNs (hereafter “[S II]-BPT” diagram; Veilleux & Osterbrock 1987), although it does not provide as clear a division as that based on [N II]/H$\alpha$ (Kewley et al. 2006; Pérez-Montero & Contini 2009). Contrary to
The FMOS sample is shown as filled circles for two groups: high quality (HQ; cyan) and low quality (LQ; gray). A magenta square marks an AGN candidate. Large blue circles are stacked points in five mass bins (Sample-2) with the median masses given in the inset box. Data from Domínguez et al. (2013, diamond) and Masters et al. (2014, triangle) are presented. Contours and symbols, representing the local sample, are the same as in Figure 5. A thin solid curve is a demarcation between local star-forming galaxies and AGNs (Kewley et al. 2006). Our FMOS sample shows an offset toward lower [S II]/Hα ratios at a fixed [O III]/Hβ from the local average relation at $M_*$ $\gtrsim 10^{10.5}$ $M_\odot$ which suggests an enhancement in $q_{\text{star}}$ in high-z galaxies (see Section 4).

Figure 7. [S II]-BPT diagram: [O III] $\lambda$5007/Hβ vs. [S II] $\lambda$6717, 6731/Hα. The FMOS sample is shown as filled circles for two groups: high quality (HQ; cyan) and low quality (LQ; gray). A magenta square marks an AGN candidate. Large blue circles are stacked points in five mass bins (Sample-2) with the median masses given in the inset box. Data from Domínguez et al. (2013, diamond) and Masters et al. (2014, triangle) are presented. Contours and symbols, representing the local sample, are the same as in Figure 5. A thin solid curve is a demarcation between local star-forming galaxies and AGNs (Kewley et al. 2006). Our FMOS sample shows an offset toward lower [S II]/Hα ratios at a fixed [O III]/Hβ from the local average relation at $M_*$ $\gtrsim 10^{10.5}$ $M_\odot$ which suggests an enhancement in $q_{\text{star}}$ in high-z galaxies (see Section 4).

Figure 8. [N II] $\lambda$6584/Hα vs. [S II] $\lambda$6717, 6731/Hα. The FMOS sample is shown as filled circles for two groups: high quality (HQ; cyan) and low quality (LQ, gray). Typical error bars are shown in the lower-right corner. Magenta squares mark AGN candidates. The stacked points are based on the spectra of Sample-1 in eight stellar mass bins (large blue circles). Contours and symbols, representing the local sample, are the same as in Figure 5, except that the green circles show the stacked ratios in the eight $M_*$ bins as the FMOS sample. Our sample shows no specific trend between these line ratios, unlike the local sample (see Section 3.3).

AGNs (Lamareille et al. 2009; Lara-López et al. 2010a). In Figure 8, we show 61 FMOS galaxies and average measurements based on the stacked spectra in eight mass bins (Sample-1; Table 2). Individual galaxies are in general agreement with the distribution of local star-forming galaxies (shaded contours). In comparison with the local average points (open squares), the FMOS stacked measurements have slightly lower [S II]/Hα ratios at a given [N II]/Hα with the exception of those at both the highest and lowest masses. The FMOS stacked points occupy a narrow range of log([S II]/Hα) $\sim -0.6$, and have no specific trend with [N II]/Hα or stellar mass, as seen in local galaxies. Our results differ slightly from those of Yabe et al. (2015), which have lower [S II]/Hα ratios over $-1.1 < \text{log}([\text{N II}]/H\alpha) < -0.6$. Finally, we see that there is a minimal contribution from AGNs to our stacked measurements, while a few individual sources are possibly present (see the Appendix for a full assessment on AGNs within our sample).

3.4. Electron Density

The electron density $n_e$ can be measured from the intensity ratio [S II] $\lambda$6717/[S II] $\lambda$6731. Here, we convert the [S II] doublet ratio into $n_e$ using the TEMDEN routine from the NEBULAR package of STSDAS/IRAF, assuming a fixed electron temperature of $T_e = 10^4$ K. While this temperature is commonly assumed for typical H II regions, the electron temperature is sensitive to the gas-phase metallicity and can vary in the range $\sim$5000–20,000 K (e.g., Wink et al. 1983; Andrews & Martini 2013). We note that the temperature dependence of the electron density, derived from [S II] lines, is weak around this choice (maximally $\lesssim 0.2$ dex; Copetti et al. 2000). The line ratio is sensitive to the electron density over the range $10 \lesssim n_e/\text{cm}^{-3} \lesssim 5 \times 10^3$, while it saturates at upper ([S II] $\lambda$6717/[S II] $\lambda$6731 $\sim 1.45$) and lower ($\sim 0.45$) limits for lower and higher electron densities, respectively. The doublet lines are well resolved with the high resolution of FMOS (see Figure 2). Due to the close spacing of these lines in wavelength, the measurements are free from uncertainties in the absolute flux calibration and not impacted by dust.
Figure 9. \([\text{S} II] \lambda 6717/\lambda 6731\) ratio as a function of stellar mass. The corresponding electron densities are given on the right vertical axis and by the horizontal dashed lines \((n_e = 10, 10^2\) and \(10^3\,\text{cm}^{-3}\)). Blue filled circles indicate average measurements based on the stacked spectra in five bins of stellar mass (Sample-1), and a red square marks the measurement based on the entire sample \((n_e = 222_{-12}^{+172}\,\text{cm}^{-3})\). Contours and symbols, representing the local sample, are the same as in Figure 5. Cyan circles indicate local sources with an offset from the local star-forming main sequence \(\Delta \log(\text{SFR}) \geq 0.7\,\text{dex}\) (see Section 3.4).

The corresponding electron densities are given on the right vertical axis and by the horizontal dashed lines \((n_e = 10, 10^2\) and \(10^3\,\text{cm}^{-3}\)). Blue filled circles indicate average measurements based on the stacked spectra in five bins of stellar mass (Sample-1), and a red square marks the measurement based on the entire sample \((n_e = 222_{-12}^{+172}\,\text{cm}^{-3})\). Contours and symbols, representing the local sample, are the same as in Figure 5. Cyan circles indicate local sources with an offset from the local star-forming main sequence \(\Delta \log(\text{SFR}) \geq 0.7\,\text{dex}\) (see Section 3.4).

extinction. However, no single galaxy in the FMOS sample has a significant measurement of the line ratio to constrain the electron density.

In Figure 9, we present the \([\text{S} II] \lambda 6717/\lambda 6731\) ratios based on the stacked spectra (Sample-1) in five mass bins (blue circles) and based on the entire sample (red square), and the median values of the local sample (squares and green circles).

The average electron density of the full sample is \(n_e = 222_{-12}^{+172}\,\text{cm}^{-3}\), which is higher than the average electron density, derived from \([\text{S} II]\) lines, in local galaxies as shown in Figure 9 \((n_e = 10–100\,\text{cm}^{-3};\) Brinchmann et al. 2008). We split the sample into mass bins, but do not find any significant trend with mass due to large uncertainties on our measurements.

Moreover, we compare our measurement with local galaxies having high SFRs that match those of our FMOS sample. We select local star-forming galaxies with \(\Delta \log(\text{SFR}) > 0.7\,\text{dex}\), where \(\Delta \log(\text{SFR})\) is defined as the difference between the observed SFR and the typical value of main-sequence galaxies at a given stellar mass (Elbaz et al. 2007). Figure 9 shows that such high-SFR local galaxies are biased toward a lower \([\text{S} II]\) doublet ratio (i.e., a higher electron density) that is more similar to that of our high-\(z\) sample than to that of the entire local sample.

Our result is consistent with findings reported in the literature. For example, Shirazi et al. (2014) find that the electron density of ionized gas in high-\(z\) star-forming galaxies \((z \approx 2.4–3.7)\) is greater than in matched local galaxies, selected to have the same stellar mass and sSFR. Shimakawa et al. (2015) measure the electron densities of \(14\,\text{H} \alpha\) emitters at \(z = 2.5\) by the line ratio \([\text{O} II] \lambda 3729/\lambda 3726\), and find a median electron density to be \(291\,\text{cm}^{-3}\). Sanders et al. (2016) find a median \(n_e = 225_{-10}^{+14}\,\text{cm}^{-3}\) from the \([\text{O} II]\) doublet and \(n_e = 290_{-40}^{+88}\,\text{cm}^{-3}\) from the \([\text{S} II]\) doublet for a sample at \(z \sim 2.3\) from the MOSDEF survey. Onodera et al. (2016) find \(\sim 10^{2.3}\,\text{cm}^{-3}\) for star-forming galaxies at \(z \approx 3.3\). Therefore, we can safely conclude that \(\text{H} \alpha\) regions in high-\(z\) galaxies have an electron density that is \(2–10\) times higher than that of local galaxies on average.

3.5. The Line Ratio \([\text{N} II]/[\text{S} II]\)

Kewley & Dopita (2002) investigate the feasibility of using the line ratio \([\text{N} II] \lambda 6584/[\text{S} II] \lambda \lambda 6717, 6731\) as an abundance diagnostic. Sulfur is one of the \(\alpha\)-elements, which include, e.g., O, Ne, S, produced through primary nucleosynthesis in massive stars and supplied to the ISM through type-II supernovae. In contrast, nitrogen is generated through both the primary process and a secondary process, where \(^{13}\text{C}\) and \(^{16}\text{O}\) initially contained in stars are converted into \(^{14}\text{N}\) via the CNO cycle. Therefore, the \([\text{N} II]/[\text{S} II]\) ratio is sensitive to the total chemical abundance, particularly in a regime where secondary nitrogen production is predominant, while this ratio is almost constant if most nitrogen has a primary origin (see, e.g., Figure 4 of Kewley & Dopita 2002). The advantage of the use of \([\text{N} II]/[\text{S} II]\) is that their wavelengths are separated by only \(\approx 140\,\text{Å}\), hence they can be observed simultaneously and the line ratio is nearly free from the effect of dust extinction (typically \(\lesssim 0.03\,\text{dex}\)). Here we neglect dust extinction, and define

\[
N2S2 = \log(([\text{N} II] \lambda 6584/[\text{S} II]) \lambda \lambda 6717, 6731).
\]

Figure 10(a) shows the \([\text{N} II]/[\text{S} II]\) ratio as a function of stellar mass for local star-forming galaxies and for the FMOS sample. The local sample shows a clear correlation between the line ratio and stellar mass above \(M_\ast \sim 10^{9.5}M_\odot\) and reaches \(N2S2 \sim 0.3\) at the massive end \((\gtrsim 10^{11}M_\odot\) as illustrated by the median points (squares). This tight correlation reflects the regime where secondary nitrogen production is dominant. We find that 61 individual FMOS galaxies with an \(N2S2\) measurement show a significant correlation with stellar mass at \(>99\%\) confidence level with a Spearman’s rank correlation coefficient \(\rho = 0.41\). The trend of these individual measurements is well represented by the stacked measurements based on the co-added spectra of Sample-1 in eight mass bins (blue circles; see Table 2). Therefore, it is likely that the ISM is enriched to a level where nitrogen is dominantly produced by the secondary process for the majority of our sample. The \(N2S2\) reaches the same level as in local galaxies at the massive end \((\gtrsim 10^{11}M_\odot)\) while, on average, galaxies with \(M_\ast < 10^{11}M_\odot\) have lower \(N2S2\) values, and thus lower secondary-to-primary elemental abundance ratios, than found in local galaxies at the same stellar mass. This trend is analogous to the mass-metallicity relation as discussed in Section 5.

We note that the \([\text{N} II]/[\text{S} II]\) ratio is relatively insensitive to the change in \(q_{\text{ion}}\), although the values of \([\text{N} II]/\text{H} \alpha\) and \([\text{S} II]/\text{H} \alpha\) depend on \(q_{\text{ion}}\). According to calculations of photoionization by Dopita et al. (2013, see their Figure 20), the \([\text{N} II]/[\text{S} II]\) ratio is nearly invariant with \(q_{\text{ion}}\) over log \(q_{\text{ion}}/(\text{cm}^{-2}\,\text{s}^{-1})\) from 7.0 to 8.5 at lower ratios \((N2S2 \sim 0.5\); i.e., at lower masses), while the ratio increases maximally by \(\lesssim 0.1\,\text{dex}\) at higher ratios \((N2S2 \sim 0\); i.e., at high masses) for an increase in \(q_{\text{ion}}\) by 0.5 dex (from log \(q_{\text{ion}}/(\text{cm}^{-2}\,\text{s}^{-1}) = 7.0\) to 7.5). While an enhancement of \(q_{\text{ion}}\) of \(\lesssim 0.5\,\text{dex}\) is expected to arise in high-

\(z\) galaxies (see Section 4), such a weak dependence of \(N2S2\) on \(q_{\text{ion}}\) does not affect the trend seen in Figure 10.

Figure 10(b) compares the line ratios \([\text{O} II]/\text{H} \beta\) and \([\text{N} II]/[\text{S} II]\). The stacked measurements, based on the co-added spectra of Sample-2 in five mass bins, clearly show higher \([\text{O} III]/\text{H} \beta\) ratios at a given \([\text{N} II]/[\text{S} II]\) (and vice versa) than in...
local galaxies. The majority of the individual points also fall above the local relation, in agreement with the stacked data points. This characteristic of high-z star-forming galaxies is very similar to that found in the sample of Shapley et al. (2015) at $z \sim 2.3$. As discussed extensively in the following sections, this fact indicates qualitatively that high-z star-forming galaxies tend to maintain a higher excitation state for their stage of chemical enrichment than local galaxies.

We also highlight that the local SDSS galaxies have [N II]/[S II] ratios that begin to flatten below $\sim 10^{1.2} M_\odot$ (Figure 10(a)). This flattening may arise from the transition between primary and secondary processes being the predominant mechanism. However, it is possible that selection effects, concerning the detection of faint emission lines (i.e., [N II], [S II]), may affect the [N II]/[S II] ratio at lower masses. Further investigation of this feature is beyond the scope of this work.

4. PHYSICAL ORIGIN OF CHANGES IN EMISSION-LINE PROPERTIES

An explanation of the changes in emission-line properties of high-z galaxies is essential for understanding the characteristics of their ionized gas in star-forming regions. In particular, it is important to specify the primary cause(s) of the offset in the BPT diagram, which has been reported by many studies (e.g., Shapley et al. 2005; Erb et al. 2006; Liu et al. 2008; Masters et al. 2014; Newman et al. 2014; Steidel et al. 2014; Yabe et al. 2014; Zahid et al. 2014b; Hayashi et al. 2015; Kartaltepe et al. 2015; Cowie et al. 2016). Several factors have been suggested and discussed, including the metal abundance, ionization parameter, hardness of the EUV radiation field, and gas density (pressure). A higher $q_{\text{ion}}$ facilitates the ionization of singly ionized elements to a doubly ionized state, thus increasing the $[O \text{ III}]/H\beta$ ratio, while decreasing $[N \text{ II}]/H\alpha$ and $[S \text{ II}]/H\alpha$ (Kewley & Dopita 2002). Alternatively, a harder ionizing radiation field has also been considered as the origin of the BPT offset that causes an increase in the three line ratios given above (Levesque et al. 2010; Kewley et al. 2015). Recently, Steidel et al. (2016) suggested the presence of higher stellar spectra due to the existence of massive, metal-poor binary systems. In addition, a higher H II gas density will increase the three line ratios because of the higher rate of collisional excitation of metal ions. As a result, the BPT abundance sequence will be shifted toward the upper right (e.g., Brinchmann et al. 2008). Kewley et al. (2013a) summarize the effects of varying ISM properties on the star-forming locus in the BPT diagram.

4.1. Comparison with Theoretical Models

We aim to determine the impact of each physical effect on changes in the location of high-z galaxies in emission-line diagrams by comparing our observational data with theoretical models. We use the photoionization code MAPPINGS V.24 In Figure 11, we make use of a new diagnostic tool, recently proposed by Dopita et al. (2016), using combinations of [N II] $\lambda6584/\lambda6717$, [N II] $\lambda6584/\lambda6731$, vs. $[O \text{ III}]/H\beta$, or $[O \text{ III}]$ $\lambda5007/\lambda4959$ to clearly separate the dependence on metallicity (Z) from that on the ionization parameter ($U = q_{\text{ion}}/c$) at a given gas pressure ($P$) (see Figure 2 of Dopita et al. 2016). The line ratios are computed as functions of $U$ and $Z$ at gas pressures of $log P/k = 5.2$ or $6.2$ cm$^{-3}$K. In Figure 12, we compare the local and high-z line ratios with the model grids in (a) the [N II]/[S II] versus $[O \text{ III}]/H\beta$, (b) the [S II]-BPT, and (c) the BPT diagrams. In each panel, we consider the individual physical effects that can be responsible for the differences in line ratios between low-z and high-z galaxies at a given stellar mass. The mass of the line ratios from low $z$ to high $z$ due to different physical factors are schematically illustrated by various arrows. In each diagram in Figure 12, their direction and magnitude are prescribed based on the model grid by comparing the loci, i.e., the coordinates (log(O/H), log U), of the stacked data points at both epochs in the same mass bins (low $z$—green; high $z$—blue circles). Although the theoretical calculations do not fully reproduce the observed line ratios with

24 https://miocene.anu.edu.au/mappings
We investigate the hypothesis that the ionization parameter is higher in star-forming galaxies at high redshifts than in those at low redshift. As shown in the MEx diagram (Figure 6), high-$z$ galaxies have elevated [O III]/H$\beta$ ratios as compared to local galaxies over the full range of stellar mass. Higher [O III]/H$\beta$ ratios are also seen at a given stage of chemical enrichment, as indicated by [N II]/[S II] (Figure 10(b)). These higher [O III]/H$\beta$ ratios can be produced by a higher $q_{\text{ion}}$. Evidence of an enhancement in $q_{\text{ion}}$ comes from a shift toward lower [S II] in the [S II]-BPT diagram (Figure 7); a higher $q_{\text{ion}}$ leads to the ionization of S$^+ \rightarrow$ S$^{++}$, which decreases [S II]/H$\alpha$. Therefore, an increase in $q_{\text{ion}}$ likely plays an important role in causing the offset in the BPT diagram.

In Figure 11, we see an indication, based on a comparison with theoretical models, that our FMOS galaxies have ionization parameters $\log q_{\text{ion}}/c \sim -3$, approximately 0.3–0.4 dex higher, on average, than that of local galaxies of the same stellar mass, even if a higher gas pressure is considered. This is consistent with previous studies (e.g., Nakajima & Ouchi 2014; Shirazi et al. 2014; Hayashi et al. 2015; Onodera et al. 2016). Figure 11 also suggests that the FMOS galaxies have higher $q_{\text{ion}}$ than local galaxies at fixed metallicity, except for the lowest mass bin (labelled as #1), which shows a level of ionization parameter similar to the low-mass local galaxies ($M_\star \sim 10^9 M_\odot$).

To evaluate the effects of varying $q_{\text{ion}}$ on emission-line ratios, it is important to consider the anticorrelation between $q_{\text{ion}}$ and $Z$ seen in local galaxies at lower stellar masses ($\lesssim 10^9 M_\odot$) (e.g., Dopita et al. 2000; Kojima et al. 2016). Based on model grids, the local average measurements (squares) show an increase of $q_{\text{ion}}$ with decreasing $Z$ at $12 + \log(O/H) \gtrsim 8.6$ (Figures 12(a), (c)). Following a change in line ratios due to $Z$, we show in Figure 12 a shift corresponding to a change in $q_{\text{ion}}$ due to the local $q_{\text{ion}}$–$Z$ anticorrelation (narrow red arrows), with a magnitude set to match the local relation at a given metallicity (squares). There is no shift for the two highest mass bins (circles labelled as #4–5) due to small or no change in metallicity. It is clear that these changes in $q_{\text{ion}}$ accompanying the metallicity evolution are not fully responsible for the offsets of high-$z$ galaxies. The remaining offsets evidently require a further enhancement in $q_{\text{ion}}$ (thick red arrows), which moves galaxies toward higher [O III]/H$\beta$ and constitutes the most important origin of the offset. However, the size of this increase in $q_{\text{ion}}$ cannot be fully constrained because other effects may also cause an additional shift in a similar direction (see the following subsection). Here the thick red arrow corresponds to a scaling-up of about 0.3 dex at fixed O/H for all mass bins except the lowest one (#1), as estimated from Figure 11. The contribution from this additional $q_{\text{ion}}$ excess seems to be relatively more important for higher mass bins. In contrast, we note that, for the lowest mass bin (labelled as #1), the entire enhancement in $q_{\text{ion}}$ could be explained by that coincident with the change in metallicity (i.e., due to the local $q_{\text{ion}}$–$Z$ anticorrelation), and thus it does not need the additional excess.

In panel (b), the shift toward both lower [S II]/H$\alpha$ and higher [O III]/H$\beta$ due to a higher $q_{\text{ion}}$ is clearly shown, especially in the most massive bin; it is apparent that the only factor that can produce a shift toward the left is an enhancement in $q_{\text{ion}}$. Over the stellar mass range of the FMOS sample, the magnitude of the shift is not fully accounted for by just the enhancement of $q_{\text{ion}}$ that is expected from the $q_{\text{ion}}$–$Z$ relation (narrow red arrows). Therefore, an additional enhancement of the ionization parameter is required to fully produce the offset of high-$z$ galaxies in the emission-line diagrams (thick red arrows).

\textbf{Figure 11.} Comparison of combinations of line ratios, as presented in Figure 2 of Dopita et al. (2016), with theoretical model grids (MAPPINGS V) for varying metallicity $Z$ ($12 + \log(O/H)$), ionization parameter ($U = q_{\text{ion}}/c$), and gas pressure ($P$). Average measurements of the FMOS sample are based on stacked spectra in five stellar mass bins (Sample-2; blue circles, labeled as #1–5). The median $M_\star$ are given in the upper-right corner. Shaded contours show local star-forming galaxies, with their stacked points in 24 equally spaced mass bins ($10^{10} \leq M_\star/M_\odot \leq 10^{11.5}$; squares) and in the same five mass bins as the FMOS sample (green circles, labelled as #1–5). Based on the theoretical model grids, our FMOS sample shows a ~0.3–0.4 dex enhancement in $q_{\text{ion}}$ as compared to local galaxies over the entire stellar mass range. In precision, they do provide qualitative insight into the relation between the line ratios and physical parameters. In the following subsections, we describe the effects of each physical factor in detail.

\subsection*{4.1.1. Metallicity}

First, we consider the changes in line ratios due to changes in metallicity. In Figure 11, a comparison between the local and our FMOS samples shows that high-$z$ galaxies have the same metallicity ($y$-axis) as the local sample at the massive end ($M_\star > 10^{10.8} M_\odot$), while metallicities of lower-mass galaxies are lower than those of local galaxies of the same stellar mass.\footnote{We further investigate the mass–metallicity relation of our sample based on the [N II]/H$\alpha$ ratio and the theoretical calibration from Dopita et al. (2016) in Section 5.} Such a decline in $Z$ for high-$z$ galaxies with $M_\star \lesssim 10^{10.8} M_\odot$ (binned data labelled as #1–4 in the panel) contributes significantly to changes in line ratios. In Figure 12, shifts, corresponding to a decline in $Z$, are shown by thin blue arrows (pointing in the direction of decreasing $Z$) while the ionization parameter is fixed. It is evident that a decrease in metallicity does not move galaxies toward high-$z$ loci, hence we conclude that metallicity cannot be the primary cause of the offset between local galaxies and our high-$z$ galaxies.

\subsection*{4.1.2. Ionization Parameter}

We investigate the hypothesis that the ionization parameter is higher in star-forming galaxies at high redshifts than in those at low redshift. As shown in the MEx diagram (Figure 6), high-$z$
4.1.3. Additional Effects

ISM Gas Density and Hardness of the Radiation Field

While a higher \([\text{O III}] / \text{H}/\beta\) ratio likely indicates an enhancement of \(q_{\text{ion}}\), additional factors may contribute to higher ratios since \([\text{O III}] / \text{H}/\beta\) increases with a higher gas density and a harder ionizing radiation field. The significance of these additional effects is shown in the [S ii]-BPT diagram (Figure 12(b)). While a higher \(q_{\text{ion}}\) will shift the line ratios toward the upper left (as illustrated by the thick red arrows, mass bins \#4 and \#5 in particular), an additional offset toward the upper right is needed (as highlighted by the magenta dotted arrows) to match the line ratios of high-\(z\) galaxies. We attribute the latter effect to a higher gas pressure, supported by the measurements indicative of a higher electron density (see Section 3.4), as demonstrated by the model grids of different \(P/k\). However, Figure 12 suggests that the remaining shift in line ratios (in particular, the most massive bin labelled as \#5) is unlikely to be fully explained even by a gas pressure that is ten times higher. Hence we surmise that there may be additional help from a harder ionizing radiation field to fully match the offset, although the current data cannot ascertain the size of such a contribution. Here, for mass bins \#2 and \#3, we indicate a shift corresponding to about ten times higher \(P/k\), as expected from the higher electron density we measure (Section 3.4). Meanwhile, there is no additional shift required

\[\text{Figure 12. Illustration of the magnitude of effects produced by changes in each physical factor in (a) the [N ii]/[S ii] vs. [O iii]/H/\beta, (b) the [S ii]-BPT, and (c) the BPT diagrams. The average data points of our FMOS and local samples, and the theoretical model are the same as in Figure 11 except that the sequence of the stacked points in 24 \(M_*\) bins (squares in Figure 11) is simply expressed by a black solid line. The median \(M_*\) and the gas pressures of the models are shown outside the frame. Arrows indicate corresponding changes in the line ratios for each factor separately (thin blue arrows—decreases in metallicity; thin red arrows—enhancement of \(q_{\text{ion}}\); dotted magenta arrows—remaining effects possibly attributed to high gas pressure and harder radiation field). A shaded region indicates an outline of the distribution of local star-forming galaxies.}\]
for the lowest mass bin (#1) because its line-ratio offset can fully explained by the $q_{\text{ion}}$ excess due to the lower O/H (see the previous subsection). We note that it is challenging to quantitatively distinguish the contributions from a higher $q_{\text{ion}}$ (red thick arrows) and from additional factors (magenta dotted arrows), especially at lower stellar masses, because the directions of changes in emission-line ratios are roughly similar for different physical effects. In addition, we caution the reader that the model line ratios and arrows in Figure 12 may be affected by systematic uncertainties.

To conclude, we find that it is likely that all three factors contribute to changes in the emission-line ratios at high redshift. Based on our observations and comparisons with the models, we argue that the emission-line properties of high-$z$ galaxies are a result of the following: (1) a higher $q_{\text{ion}}$ than local galaxies of the same stellar mass, with an enhancement in $q_{\text{ion}}$ being higher than expected from the $q_{\text{ion}}-Z$ anticorrelation seen in local galaxies, (2) higher gas density (pressure), and (3) an additional effect possibly attributed to a hardening of the ionizing radiation field. While arguing for the existence of multiple effects, we conclude that an elevation of the ionization parameter at fixed metallicity is the dominant factor influencing the emission-line ratios of high-$z$ galaxies. In addition, we highlight that the emission-line ratios of FMOS galaxies in the lowest mass bin ($M_* \sim 10^{6.6-10} M_\odot$) can be explained by just the enhancement in $q_{\text{ion}}$ accompanying the change in metallicity without invoking additional effects. These facts likely indicate that the excitation properties of the ISM in such low-mass high-$z$ galaxies can be commonly seen in local galaxies with masses about ten times lower ($M_* \sim 10^{8} M_\odot$), while the situation in higher-mass high-$z$ galaxies ($M_* > 10^{10} M_\odot$) is dissimilar from that in ordinary local galaxies at any stellar mass.

4.2. What Causes an Enhancement of Ionization Parameter?

Following the above discussion, we consider how the characteristics of H II regions in high-$z$ star-forming galaxies are different from those in local galaxies. If a fixed inner radius of an ionized gas sphere is assumed, the ionization parameter is inversely proportional to the gas density. With the higher gas density of our sample (Section 3.4), a higher $q_{\text{ion}}$ requires an increase in the production rate of ionizing photons. An enhancement of the ionizing photon flux in individual H II regions could be simply expected to occur when a larger number of stars form in each gas cloud than in local galaxies (Kewley et al. 2015). This corresponds to a higher star formation efficiency (SFE), such that $\text{SFR} = \text{SFE} \times M_{\text{gas}}$ (where $M_{\text{gas}}$ is the mass of molecular gas), and indeed the SFE is higher at higher redshift (e.g., Genzel et al. 2015). Furthermore, a higher ionizing photon flux could also arise due to harder stellar spectra, which induce additional changes in line ratios, as discussed above (Section 4.1.3). A hardening of the overall stellar radiation field could result from a top-heavy IMF that increases the proportion of hot massive stars, from a metal-poor stellar population (see, e.g., Levesque et al. 2010), or from massive binaries, which have a lifetime on the main sequence that is longer than that of single stars (see Steidel et al. 2016, and references therein). Steidel et al. (2016) suggest that, at high redshifts, the stellar atmospheres of ionizing massive stars have a lower Fe/O abundance ratio than the solar value, as a result of chemical enrichment being dominated by Type II supernovae. Since the photospheric line blanketing is mainly due to iron, the Fe depletion results in a lower opacity for ionizing photons at fixed O/H, thus leading to a higher ionizing parameter and/or harder ionizing radiation field for the circumstellar environment. Examination of these various possible origins requires not only measurement of the ISM properties, but also further understanding of the properties of the stellar component, for which very deep spectroscopy in optical (rest-frame UV) is especially important.

The geometrical properties of gas clouds and star-forming regions could also affect the physical properties of the ionized gas, and thus the emission-line ratios. Given high sSFRs of high-$z$ galaxies, it is considered likely that an H II region is close to, or overlapping, another ionized gas region. In such cases, ionizing photons from adjacent H II regions effectively increase $q_{\text{ion}}$. The model photoionization calculations used above assume an “ionization-bounded” H II region, for which the radius is determined by the ionization equilibrium (St"omgren radius). In contrast, “density-bounded” H II regions are entirely ionized and have a radius determined by the size of the gas cloud. In such a situation, the sizes of a singly ionized (i.e., [N II]), [S II] region and the hydrogen recombination region are smaller than in the ionization-bounded cases, while the doubly ionized region (i.e., [O III]) is less affected. As a consequence, the [O III]/H$\alpha$ ratio will increase, while the [N II]/H$\alpha$ and [S II]/H$\alpha$ ratios decrease, as compared with the ionization-bounded case. These changes in the line ratios will be interpreted as a result of an enhancement of $q_{\text{ion}}$ (e.g., Kewley et al. 2013a; Nakajima & Ouchi 2014). However, it remains completely unclear how common density-bounded H II regions are in both local and higher-redshift star-forming galaxies.

Alternatively, we consider the effects from low-density ($\sim 0.1$ cm$^{-3}$) diffuse ionized gas (DIG) in galaxies, which is widely distributed in interstellar space and is ionized by radiation from hot massive stars (e.g., Reynolds 1984, 1992; Domogoren & Mathis 1994). In a galaxy-wide spectrum, the nebular emission consists of the combination of emission from individual H II regions and the DIG component. The DIG is known to have a very low $q_{\text{ion}}$, as compared to denser H II regions, as indicated by weak [O III] lines (Domogoren & Mathis 1994). Therefore, the contribution from DIG may decrease the effective value of $q_{\text{ion}}$ estimated from the galaxy-wide flux, although such effects are not yet well understood.

Low-$z$ galaxies could be expected to make a larger DIG contribution to the integrated flux than high-$z$ galaxies, which may be more similar to pure H II regions owing to their high SFRs. We test the hypothesis that the changes in the emission-line ratios are caused by the change in the DIG contribution to the galaxy-wide emission. In Figure 13, our FMOS galaxies are compared with individual H II regions in local spiral galaxies (van Zee et al. 1998). The data points of H II regions trace well the BPT abundance sequence of local galaxies based on the galaxy-wide spectra, and thus the offset of our FMOS galaxies remains even in comparison with pure H II regions. This apparently means that a contribution from DIG does not explain the changes in the observed emission-line ratios between local and high-$z$ galaxies, thus rejecting the above working hypothesis.

4.3. Enhancement of N/O

Previous studies have reported a lack of any significant offset between local and high-$z$ galaxies in the [S II]-BPT diagram as an indication that the offset in the BPT diagram is caused by an effect other than a higher $q_{\text{ion}}$ or a higher ionizing radiation
field (Masters et al. 2014; Shapley et al. 2015). An elevated nitrogen-to-oxygen (N/O) abundance ratio at a given O/H has been suggested as such a possible cause of the BPT offset toward higher [N II]/Hα at a fixed [O III]/Hβ (e.g., Masters et al. 2014, 2016; Steidel et al. 2014; Shapley et al. 2015; Yabe et al. 2015; Cowie et al. 2015; Sanders et al. 2016). In contrast to these studies, we find an offset in the [S II]-BPT diagram and explain the emission-line ratios of high-z galaxies without invoking a change in the N/O–O/H relation. A quantitative constraint would require a metallicity determination that is independent of the N abundance (e.g., direct Te or R23 index) and a reliable measurement of N/O for high-z galaxies. While such studies are not feasible with the primary FMOS spectroscopic sample, future [O II] λ3726, 3729 follow-up observations will permit us to investigate these issues further.

We highlight a recent study by Steidel et al. (2016) that finds by using a composite spectrum of z ∼ 2.4 galaxies that an average N/O and Te-based O/H are in excellent agreement with the N/O–O/H relation of local extragalactic H II regions (Pilyugin et al. 2012). Therefore, it is conceivable that an enhancement of N/O is not the main factor causing the BPT offset at high redshifts. However, we caution that the N/O ratio measured by Steidel et al. (2016) is higher at fixed O/H when compared to a “galaxy-wide” relation derived by Andrews & Martini (2013). Therefore, it still remains unsettled whether the N/O–O/H relation evolves with redshift or not, though to some extent it should, given the different timescales of nitrogen and oxygen release by stellar nucleosynthesis.

5. REVISITING THE MASS–METALLICITY RELATION

We previously reported on the MZ relation based on our FMOS program (Zahid et al. 2014b) using a smaller subset of galaxies (162) than presented in this work. Our MZ relation indicated that the most massive galaxies at z ∼ 1.6 are fully mature, similar to local massive galaxies, while the lower-mass galaxies are less enriched than local galaxies at a fixed stellar mass. Here, we revisit the MZ relation using a sample four times larger than presented in Zahid et al. (2014b). In particular, the number of massive (M⋆ > 10¹¹ M☉) galaxies in the sample is larger by an order of magnitude.

5.1. Empirical Metallicity Determination Using [N II]/Hα

We use the [N II]/Hα ratio to evaluate the gas-phase metallicity, i.e., the oxygen abundance, 12 + log(O/H). The advantage of using this ratio is the close spectral proximity of the lines, and thus no correction for extinction is required. The high-resolution mode of FMOS cleanly separates the two lines. However, the [N II]/Hα ratio is sensitive to the ionization parameter and hardness of the ionizing radiation field. A 0.5 dex increase in qion produces a decrease in [N II]/Hα, thus leading to a ∼0.4 dex underestimate of metallicity (Kewley & Dopita 2002). Furthermore, metallicities based on the [N II] line depend on the relation between the N/O and O/H ratios. Any empirically or theoretically calibrated metallicity indicator involving a nitrogen line implicitly rests on the assumption of a universal (locally calibrated) relation between N/O and O/H. However, the universality of the relation is still under debate at both low and high redshifts. For instance, the accretion of a substantial amount of metal-poor gas could reduce a galaxy’s O/H while leaving its N/O largely unchanged, causing a deviation from the local relation (see Kashino et al. 2016; Masters et al. 2016). Indeed, an enhancement of N/O at fixed O/H has been advocated to explain the offset in the BPT diagram of high-z galaxies (see Section 4.3), although we do not invoke the change in the N/O versus O/H relation as an explanation for the emission-line properties of high-z galaxies (see also Dopita et al. 2016). It is clear that a direct calibration of the relation between N/O and O/H is required to improve upon metallicity determinations of high-z galaxies.

With these caveats in mind, we estimate the metallicities of both local galaxies and the FMOS sample based on a locally calibrated relation. The line ratio is converted to metallicity as given in Maiolino et al. (2008):

\[
N2 = -0.7732 + 1.2357x - 0.2811x^2 - 0.7201x^3 - 0.3330x^4
\]  

where N2 = log ([N II]λ6584/Hα) and x = 12 + log(O/H)−8.69. This relation is nearly linear over the metallicity range of interest (8 < 12 + log(O/H) < 9). On the other hand, the line ratio begins to saturate at higher metallicity (above N2 ∼ −0.3) as a result of efficient metal cooling, which leads to a decrease in the collisional excitation rate of N⁺ (Osterbrock & Ferland 2006).

Figure 14(a) shows the [N II] λ6584/Hα ratios as a function of stellar mass. We plot 436 galaxies with Hα and [N II] detections (Sample-1). The FMOS sample has a broad distribution of [N II]/Hα that spans much of the SDSS locus (see also Zahid et al. 2014b). Many galaxies with less secure measurements (1.5 < S/N([N II]) < 3) have a low N2. This is expected because the [N II] line is generally much weaker than Hα and difficult to detect with FMOS for a reasonable amount of integration time (∼ a few hours). It is also shown that 54 galaxies have N2 > −0.2 (12% of sources with an N2 measurement). The locus of such a population is in agreement with the distribution of the local AGNs (red contours in Figure 14(a)). In contrast, roughly half of the X-ray-detected FMOS sources are located at N2 < −0.2, consistent with local star-forming galaxies, while the others show higher N2 values, especially at high masses. This suggests that AGNs are present...
in our sample if there is no prior exclusion, especially at high masses (Mancini et al. 2015), and that the availability of the X-ray observations is important for constructing a sample of pure star-forming galaxies.

To overcome the low S/N of individual detections of the [N II] line, we measure the average [N II]/H\alpha ratios from the stacked spectra of Sample-1 split into eight bins of stellar mass (see Table 2; blue circles in Figures 14(a), (b)). The stacked points show a clear trend with stellar mass, lying below the average of the individual sources with a detection (Figure 14(a)). Co-adding spectra reduces the bias with respect to detecting the [N II] line since galaxies are identified only by the presence of an H\alpha detection. In Figure 14(b), the metallicities converted from the stacked [N II]/H\alpha ratios are shown; they are consistent with the previous measurements from Zahid et al. (2014b, gray triangles). For local galaxies, we show the stacked data points in 24 equally spaced mass bins (squares) and in the same bins as the FMOS sample (green circles). Both the local and FMOS samples are well fit with a model by Zahid et al. (2014a). The model fit and the interpretations are fully described in Section 5.3. Our data show a level of metallicity similar to local galaxies at the massive end ($M_*$ > $10^{11}$ $M_\odot$), while the average measurements in less massive galaxies are lower than those in local galaxies. The difference in metallicity between the local and FMOS samples increases as the stellar mass decreases. Such a behavior of the MZ relation is consistent with an evolutionary scenario, so-called “downsizing” (e.g., Maiolino et al. 2008), where massive galaxies form earlier, and are thus chemically mature at high redshift, while lower-mass systems evolve more slowly.

As described in Section 2.6, we remove galaxies identified as AGNs on the basis of X-ray detection, the BPT diagram (or $N2 > -0.1$ if no [O III]/H\beta measurement is available), or FWHM > $1000$ km s^{-1}. We further assess the effects of excluding potential AGNs by their [N II]/H\alpha values, particularly at the massive end. With an upper limit on $N2$ decreased from $-0.1$ to $-0.3$, the stacked measurements are still consistent with local massive galaxies, although the values are lower by $\Delta \log(O/H) \sim 0.15$. Therefore, we conclude that the effects of AGNs do not impact our measurement of the MZ relation at $z \sim 1.6$.

In Figure 14(b), we also show MZ relations based on [N II]/H\alpha from the literature at $z \sim 1.4-2.3$ (Erb et al. 2006; Steidel et al. 2014; Yabe et al. 2014), which are converted here to a Salpeter IMF and the metallicity calibration of Maiolino et al. (2008). Our measurement is nearly in agreement with Yabe et al. (2014), which is based on a low-resolution FMOS program. The MZ relations at $z \sim 2$ seem to indicate a further decline in metallicity compared to our relation at $z \sim 1.6$. In addition, the slope seems to be shallower than that of our measurement at $z \sim 1.6$ (see Section 5.3).

Given the sensitivity of the [N II]/H\alpha ratio to ionization parameter, gas pressure, N/O, and hardness of the ionizing radiation field, some caution is advised when interpreting the shifts seen between the low-$z$ and high-$z$ samples in Figure 14(b) as being due purely to changes in metallicity. Cowie et al. (2016) find that the [N II]/H\alpha versus O/H relation depends weakly on H\beta luminosity. The luminosity-adjusted relation for the typical log $L(H\beta)/(\text{erg s}^{-1}) \sim 41.5-42$ of our sample reduces the difference between the MZ relations at $z \sim 0$ and $z \sim 1.6$ by $\sim 0.15-0.2$ dex. Despite that, the
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Figure 14. Mass–metallicity relation. (a) [N II]/H\alpha as a function of stellar mass. Individual FMOS galaxies are shown with the quality of measurement as labelled (cyan—S/N(H\alpha) > 5 and S/N([N II]) > 3; gray—S/N(H\alpha) > 3 and S/N([N II]) > 1.5). Typical error bars are shown in the lower-right corner. AGN candidates are highlighted by stars (X-ray detected sources) and magenta squares (others). Contours show the distribution of the local star-forming galaxies (gray) and AGNs (red). The stacked points in the eight $M_*$ bins (Sample-1) are shown by blue filled circles, for which AGNs are removed. (b) Mass–metallicity relation. The oxygen abundance is calculated from the average [N II]/H\alpha ratio with Equation (7). The FMOS stacked points are the same as in (a) (filled circles). Filled triangles indicate our previous measurement from Zahid et al. (2014b). Empty symbols show the measurements in the literature as labelled. Shaded contours show local star-forming galaxies with the stacked data points in 24 equally spaced mass bins (squares) or in the same eight bins as the FMOS sample (green circles). Dashed lines indicate the central 68th percentile of the local SDSS galaxies. Solid curves show the best-fit relations parameterized in Equation (9), for the FMOS (blue) and local (black) samples.
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Metallicities of high-$z$ galaxies with $M_*$ $\sim 10^{10}$ $M_\odot$ are still smaller than those of local galaxies. We recognize that there may be systematic biases between the metallicity determinations of different samples at these two epochs. However, we use locally and/or theoretically calibrated metallicity indicators...
without any specific correction for high redshift for the remainder of this study.

5.2. New Calibration with $[\text{N}\,\text{II}]/[\text{S}\,\text{II}]$

Recently, Dopita et al. (2016) have introduced a new metallicity calibration using both the line ratios $[\text{N}\,\text{II}]/H\alpha$ and $[\text{N}\,\text{II}]/[\text{S}\,\text{II}]$ that is almost independent of the ionization parameter and gas pressure, as described in Section 4 (see Figure 11). This calibration is effective over the metallicity range $8 < 12 + \log(O/H) < 9$, and is expressed as follows:

$$12 + \log(O/H) = 8.77 + N2S2 + 0.264N2,$$

where $N2S2$ is defined by Equation (6). Inclusion of the $[\text{N}\,\text{II}]/[\text{S}\,\text{II}]$ term ($N2S2$) in the determination of the metallicity provides an assessment of how nucleosynthesis has proceeded through the ratio of secondary to primary elements. This metallicity indicator assumes a relation between the $N/O$ ($\approx N/S$) ratio and the $O/H$ ratio based on a set of local sources (see Figure 1 of Dopita et al. 2016). The authors argue that changes in the $N/O$ ratio at a fixed O/H are not required to explain the emission-line properties of high-$z$ galaxies. However, it is not proven whether such a relation between $N/O$ and $O/H$ is universal, and hence applicable at higher redshifts (or even for local galaxies other than those used for the calibration). This calibration also assumes a one-to-one relation between $N/S$ and $N/O$, i.e., a constant $S/O$ ratio. We note that the variation in $S/O$ is expected to be small ($\sim 0.1$ dex), and indeed the $S/O$ ratio is almost independent of metallicity (Izotov et al. 2006), which supports the use of the $[\text{N}\,\text{II}]/[\text{S}\,\text{II}]$ ratio as a proxy for the $N/O$ ratio (Pérez-Montero & Contini 2009).

With these considerations and caveats in mind, we present in Figure 15 the MZ relation with metallicity determined from Equation (8) for both local galaxies and our FMOS galaxies. Similar to the $[\text{N}\,\text{II}]/[\text{S}\,\text{II}]$ ratio shown in Figure 10(a), the metallicity in local star-forming galaxies begins to flatten at low masses ($M_* \lesssim 10^{9.5} M_\odot$) (see Section 3.5). Except for the low-metallicity tail, the average points of local galaxies and those of the FMOS sample are well fit with the model of Zahid et al. (2014a, see Section 5.3). The MZ relation for the FMOS sample is qualitatively equivalent to the results based on the $[\text{N}\,\text{II}]/H\alpha$ ratios (shown in Figure 14(b)), thus indicating that the metallicities of high-$z$ galaxies are, on average, smaller than those in local galaxies at low masses, and that they increase with stellar mass, reaching a level similar to local galaxies at $M_* \gtrsim 10^{11} M_\odot$. However, we note that the metallicity range spanned by our sample ($8 \lesssim 12 + \log(O/H) \lesssim 8.9$) is slightly different from that of the $N2$-based metallicity with the calibration of Maiolino et al. (2008) ($8.4 \lesssim 12 + \log(O/H) \lesssim 9.1$). We remind readers that there are likely systematic uncertainties in the absolute metallicity calibrations based on different techniques and/or indicators (e.g., Kewley & Ellison 2008). It is worth noting that the $N2$-based MZ relation at $z \sim 1.6$ shows a slightly larger offset from the local relation (Figure 14(b)) than that based on the calibration of Dopita et al. (2016). Comparing the deviations of the high-$z$ sample to the scatter of the local MZ relation (dashed lines in Figures 14(b) and 15), we find that the $N2$-based metallicity of the FMOS galaxies is offset from the local average by about five times the local scatter in the lowest mass bin, while the deviation is about three times the scatter based on the other indicator. This is most likely explained by the different sensitivities of these metallicity indicators to the ionization parameter as described above and in Section 5.1.

In this analysis, we remove galaxies with $N2 > -0.1$ so as to exclude AGNs (see Section 2.6). However, there is still a possibility that the average $[\text{N}\,\text{II}]/H\alpha$ ratios are enhanced by weak AGNs. Therefore, we examine whether the metallicity measurements are affected by the changes in selecting which galaxies to stack. We lower the threshold to $N2 = -0.3$, thus excluding all galaxies with values above this limit. We find that galaxies at the high-mass end still have metallicities in agreement with local massive galaxies. Therefore, we conclude that the most massive galaxies are fully mature, as reported when using the $N2$-based metallicity.

5.3. Evolution of the Mass–Metallicity Relation

Zahid et al. (2014a) introduced the concept of a universal relation between metallicity and the stellar-to-gas mass ratio, $M_*/M_{\text{gas}}$, as the underlying origin of the MZ relation. In this framework, an observed MZ relation can be parameterized as

$$12 + \log(O/H) = Z_0 + \log \left[ 1 - \exp \left( - \left( \frac{M_*}{M_0} \right)^\gamma \right) \right], \tag{9}$$

Here, $Z_0$ is the asymptotic metallicity at the massive end, $M_0$ is the characteristic stellar mass where the relation begins to flatten, and $\gamma$ is the power-law slope of the relation at $M_* \ll M_0$. Given the assumption of a power-law relation between stellar and gas mass, $M_\text{gas} \propto M_*^{\mu}$ (Peeples et al. 2014), the term $(M_* / M_0)^\gamma$ approximately equals $M_*/M_{\text{gas}}$, and the slope $\gamma$ is prescribed by the slope $\delta$ as $\gamma = 1 - \delta$ (Zahid et al. 2014a).

We model the observed MZ relations based on both the two metallicity indicators described in Sections 5.1 and 5.2 with Equation (9). This fitting function differs from the function used in our previous study (Zahid et al. 2014b) and has a more physically motivated form. We note that fitting the current measurements with the model given in Zahid et al. (2014b) yields results consistent with those found in our past study. The best-fit parameters in Equation (9) are listed in Table 3. For our sample, the stacked measurements in eight stellar mass bins are used for the fit. To derive the local MZ relation, we fit the same
Table 3

| Sample | Redshift<sup>a</sup> | Z<sub>0</sub> | log(M<sub>g</sub>/M<sub>⊙</sub>) | γ |
|--------|----------------------|------------|-----------------------|---|
| Indicator: [N II]/Hα (Maiolino et al. 2008), Equation (7) | | | | |
| SDSS | 0.07 | 9.086 ± 0.003 | 9.87 ± 0.02 | 0.56 ± 0.01 |
| FMOS | 1.55 | 9.07 ± 0.15 | 10.50 ± 0.34 | 0.71 ± 0.45 |
| FMOS | 1.55 | [0.086]<sup>b</sup> | 10.59 ± 0.05 | [0.56] |
| Indicator: Dopita et al. (2016), Equation (8) | | | | |
| SDSS | 0.07 | 8.95 ± 0.01 | 10.35 ± 0.05 | 0.55 ± 0.01 |
| FMOS | 1.55 | 8.92 ± 0.22 | 10.71 ± 0.49 | 0.83 ± 0.30 |
| FMOS | 1.55 | [8.95] | 10.94 ± 0.08 | [0.55] |

Notes.
<sup>a</sup> The MZ relation is parameterized in Equation (9).
<sup>b</sup> Median redshift of each sample.
<sup>c</sup> Values given in square brackets have been fixed to the SDSS values.

formulation to the median values in 24 stellar mass bins at 10<sup>8.9</sup> < M<sub>*/M<sub>⊙</sub> < 10<sup>11.3</sup>. In Figure 14(b), the model represents well the observed N2-based MZ relations at z ~ 0 and z ~ 1.6. Z<sub>0</sub> and γ are statistically consistent between the two samples. Therefore, the evolution of the MZ relation can be quantified by the evolution of the turnover mass M<sub>0</sub>. Motivated by this fact, we fit a model to our data with Z<sub>0</sub> and γ fixed to the local values (Z<sub>0</sub> = 9.086 and γ = 0.56; see Table 3). In this case, we find M<sub>0</sub> to be consistent with the case where Z<sub>0</sub> and γ are free parameters. Therefore, the evolution of the MZ relation from z ~ 1.6 to the present day is characterized by the decline in the turnover stellar mass M<sub>0</sub> by about 0.6 dex. Likewise, the model also fits well the local and high-z MZ relations based on the metallicity indicator of Dopita et al. (2016) as shown in Figure 15. However, the best-fit values of M<sub>0</sub> for low-z or high-z samples are slightly different from those of the N2-based MZ relation and show less evolution in M<sub>0</sub> (Δ log M<sub>0</sub> = 0.36 dex) for the metallicity indicator of Dopita et al. (2016).

Figure 16 shows the metallicity (from the [N II]/Hα ratio) as a function of γ log(M<sub>g</sub>/M<sub>⊙</sub>) for the local sample and the FMOS sample (free Z<sub>0</sub>, γ—filled circles; fixed Z<sub>0</sub>, γ—open circles). The measurements from our FMOS sample agree well with the local relation. In the context of the model given in Equation (9), we have (M<sub>g</sub>/M<sub>⊙</sub>) < M<sub>g</sub>/M<sub>gas</sub> (see Zahid et al. 2014a for details), thus our results support the existence of a universal relation between the metallicity and the stellar-to-gas mass ratio from z ~ 1.6 to the present day. The decline of M<sub>0</sub> with cosmic time is simply interpreted as a result of gas consumption and stellar mass assembly through star formation. We also note that our results are consistent with a time-invariant slope of the M<sub>g</sub>—M<sub>gas</sub> relation, while the errors on γ are too large to constrain its evolution (if any).

However, selection effects may be present at low masses that impact our determination of γ. Our sample is potentially biased toward a population having high SFRs and being less obscured by dust (see Section 2.7). This bias may be induced by the observational limit of detecting Hα and the self-imposed selection on the predicted Hα flux. The amount of metals is commonly known to be correlated with the amount of dust (e.g., Issa et al. 1990; Schmidt & Boller 1993; Lisenfeld & Ferrara 1998). Therefore, such a bias may impact the shape of the MZ relation. In particular, the effects may be considerable at low masses because low-mass dusty galaxies, which are expected to have a low Hα flux and to be more metal-rich, could fall below our selection limit. In addition, as naturally expected from the fact that high-z galaxies have a higher ionization parameter, galaxies with higher sSFR may have a higher ionization parameter than counterparts with lower sSFR at fixed M<sub>g</sub>, although our data do not show any evidence for the positive correlation between these quantities. If this is the case, the cut on predicted Hα flux or the S/N makes the selected sample biased toward having higher ionization parameters, thus resulting in lower [N II]/Hα ratios (see Section 5.1). As a consequence of these possible biases, the measurements at the low-mass end could be biased toward lower metallicities, leading to an MZ relation with a steeper slope. Indeed, such biases arise in the local relation as well, where a high S/N or luminosity threshold of the Hα line is applied. A selection of local galaxies with an observed L(Hα) ≥ 10<sup>41</sup> erg s<sup>-1</sup> yields a slightly steeper slope γ = 0.61 ± 0.03 for the N2-based MZ relation. In contrast, we find that the slope of the local MZ relation based on the indicator of Dopita et al. (2016) is almost insensitive to such a luminosity threshold.

In Figure 14(b), we compare our result to MZ relations derived at higher redshifts (z ≥ 2, Erb et al. 2006; Steidel et al. 2014). These MZ relations show lower metallicities than our z ~ 1.6 relation, while the difference is not significant at the lowest mass (M<sub>g</sub> < 10<sup>9.8</sup>M<sub>⊙</sub>). The slope of the MZ relation of Steidel et al. is found to be approximately γ = 0.34, which is shallower than found in the local MZ relation, and no flattening feature appears over the proved stellar mass range. In contrast, Wuyts et al. (2014) report that the shape of the MZ relation does not change and the turnover mass M<sub>0</sub> keeps increasing up to z ~ 2.3, by applying the same formalism (Equation (9)) to a compilation of samples. Beyond z ~ 2, the shape of the MZ relation is still poorly constrained (see also Sanders et al. 2015). As mentioned above, selection effects probably influence the shape of the MZ relation. In particular, there is the possibility that the z ~ 2 samples that are shown in Figure 14 miss some of the dusty galaxies, which tend to be metal-rich, because of...
their UV-based selection (Erb et al. 2006; Steidel et al. 2014). Furthermore, effects from changes in the ionization parameter and/or the ionizing radiation field are likely to be considerable at higher redshift (Steidel et al. 2016).

6. MASS–METALLICITY–SFR RELATION

Observations of an anticorrelation between metallicity and SFR at fixed stellar mass have advocated a simple picture, in which upward fluctuations in the infow of metal-poor gas fuel star formation, while diluting the gas-phase metal abundance (e.g., Ellison et al. 2008; Mannucci et al. 2010). Mannucci et al. (2010) proposed the so-called fundamental metallicity relation, a universal relation between stellar mass, metallicity, and SFR, holding for star-forming galaxies both locally and up to \( z \approx 2.5 \). However, the actual shape of the FMR is known to depend on the methodology with which the three parameters are measured (see, e.g., Andrews & Martini 2013; Kashino et al. 2016). While the anticorrelation between SFR and Z appears to be characteristic of local low-mass galaxies \((M_* \lesssim 10^{10} M_\odot)\); see, e.g., Yates et al. 2012), it remains to be demonstrated conclusively whether such a relation exists at \( z > 1 \) and whether the FMR is truly fundamental (i.e., does not evolve with redshift).

6.1. Anticorrelation between Metallicity and SFR

Most recent studies at \( z \approx 2 \) find no significant (anti) correlation between metallicity and SFR at fixed stellar mass (Steidel et al. 2014; Wuyts et al. 2014; Sanders et al. 2015). In contrast, we previously reported on a \( Z–SFR \) anticorrelation by using an sBzK-selected subset of the current data (Zahid et al. 2014b). Salim et al. (2015) also find a weak anticorrelation at \( z \approx 2 \) based on individual measurements, as do Guo et al. (2016) at \( z \approx 0.6 \). Salim et al. (2015) argue that binning by SFR (or sSFR) washes out a weak SFR dependence of metallicity when using data of low S/N. With the current data, we examine again whether metallicity depends on SFR at given stellar mass. Here, we use the \([\text{N}\,\text{II}] / \Halpha\) ratios to determine metallicity since the indicator of Dopita et al. (2016) is known to be less sensitive to instantaneous fluctuations of the metallicity due to infalling gas (Kashino et al. 2016).

To investigate the relation between SFR and Z at fixed \( M_* \), we derive the excess both in \( \Delta \log([\text{N}\,\text{II}] / \Halpha) \) and in SFR for individual FMOS galaxies. The \( N_2 \) excess is defined as the deviation from the average \( M_*-N_2 \) relation that is converted from the best-fit MZ relation as shown in Figure 14(b). Similarly, the \( \Halpha \)-based SFR excess, \( \text{SFR}/\langle\text{SFR}\rangle_{\text{MS}} \), is defined as the distance from the star-forming main sequence (see Figure 1). We note that our conclusions do not change if the absolute values of sSFR or \( \log([\text{N}\,\text{II}] / \Halpha) \) are used instead of these quantities normalized by the corresponding average values.

In Figure 17, we present the \( N_2 \) excess as a function of the SFR excess in four stellar mass bins. We find a moderate anticorrelation between SFR and Z at all masses for the individual FMOS galaxies with a \([\text{N}\,\text{II}] / \Halpha \) measurement. From the lowest to the highest mass bins, the Spearman’s rank correlation coefficients and the confidence levels are respectively \( \rho = -0.32 \) (\( >99% \)), \( -0.28 \) (\( >95% \)), \( -0.22 \) (\( 98% \)), \( -0.11 \) (75%). However, the individual points preferentially fall above \( \Delta \log([\text{N}\,\text{II}] / \Halpha) = 0 \) (dotted lines in Figure 17). This clearly indicates that the bias concerning the detection of the faint \([\text{N}\,\text{II}]\) line certainly exists in the individual measurements. In particular, the \([\text{N}\,\text{II}]\) line for low-Z galaxies tends to be much fainter than \( \Halpha \) and can only be detected when their SFRs are high. Therefore, a \( \{Z–SFR\} \) anticorrelation found with these individual measurements is likely caused by such a bias. In fact, stacked measurements, based on two subsamples binned by SFR excess in each mass bin, fall below the individual points and do not show any significant dependence of Z on SFR. While this contradiction is possibly due to the effects of sample selection, it is still desirable to further study this issue with a larger sample and accurate SFR estimation to constrain a correlation (possibly weak if any) between metallicity and SFR.

6.2. Comparison with the Local FMR

We examine the cosmic evolution of the relation between metallicity, stellar mass, and SFR. It is worth noting that a lack of a significant \( Z–SFR \) correlation at a given single redshift (i.e., within a narrow sSFR range) does not mean that this correlation is lacking over a wider sSFR range with consideration of the redshift evolution of the main sequence. In the context of the FMR, the redshift evolution of the MZ relation is expressed as a shift on the surface of the \( M–Z–SFR \) space while these quantities vary with cosmic time. Mannucci et al. (2010) defined a quantity combining \( M_* \) and SFR as \( \mu = \log M_* - \alpha \log \text{SFR} \), where the projection parameter \( \alpha \) is determined to minimize the dispersion in metallicity over small intervals on a grid of the \( M–SFR \) plane. We choose \( \alpha = 0.32 \) for comparison with the original FMR by Mannucci et al. (2010), although \( \alpha = 0.30 \) is derived for the \([\text{N}\,\text{II}] / \Halpha \)-based metallicity by Andrews & Martini (2013) and Zahid et al. (2014b). The use of \( \alpha = 0.30 \) does not change our conclusions. We note that Mannucci et al. (2010) use the metallicity calibration of Maiolino et al. (2008), the same as implemented here.

Figure 18 shows the metallicity derived from the \([\text{N}\,\text{II}] / \Halpha \) ratio as a function of the projected axis, \( \mu \), with the FMR from Mannucci et al. (2010). The line ratios are measured on the composite spectra of Sample-1 in eight bins of either the \( \mu \) value or stellar mass. In the latter case, the values of \( \mu \) are calculated from the median stellar mass and SFR in each bin. Here, we show the results obtained using \( \Halpha \)-based SFRs; our conclusion does not change when using SED-based SFRs. The measurements of two binned cases (\( \mu \)-bin or \( M_* \)-bin) are consistent within the uncertainties. Our FMOS sample shows good agreement with the FMR of Mannucci et al. (thin solid curve in Figure 18) at \( \mu \approx 9.5 \), while there is an offset toward higher metallicities at \( \mu \gtrsim 10 \). However, we note that Mannucci et al. (2010) derived the FMR using in-fiber SFRs, which are not corrected for light loss outside the fiber aperture, while we derive the total SFRs for our FMOS sample, accounting for the fiber loss. The use of a mixture of total and in-fiber SFRs may be misleading and result in an inaccurate physical understanding. Therefore, we derive a new relation between \( \mu \) and metallicity for local galaxies, using total SFRs, for which the aperture effect and dust extinction are taken into account (see Section 2.9), as done in Zahid et al. (2014b). We note that the metallicity is based on in-fiber emission-line fluxes, and thus is not a galaxy-wide value, which possibly causes a bias toward higher O/H. To minimize the effect of such a bias, we select local galaxies with \( z \gtrsim 0.04 \) following Kewley et al. (2005). Our high-redshift measurements are in good agreement at \( \mu > 9.8 \) with the local measurements, based on the median \([\text{N}\,\text{II}] / \Halpha \) ratios in 24 bins of \( \mu \). In contrast,
there is a difference between the local and high-z samples at $\mu < 9.8$. At the low-mass end, the offset is approximately $\Delta \log (O/H) \sim 0.2$ dex in the FMR and about 0.4 dex in the MZ relation (Figure 14(b)). Here, we highlight that there still remains a significant offset in the metallicity between the relations at these two epochs in spite of the fact that the potential bias toward high SFRs in our sample is mitigated by computing the projection axis $\mu$. In conclusion, our data do not support an extrapolation of the FMR from local galaxies to $z \sim 1.6$, as first reported in Zahid et al. (2014b), particularly at low $M_*$ and high SFR.

6.3. Mass–Z–SFR Relation with a Gas Regulation Model

Maier et al. (2014) have studied the FMR at $z > 2$ and found that high-z galaxies in their sample are consistent with a universal FMR that is based on the physically motivated formulation by Lilly et al. (2013) (see also Onodera et al. 2016), but not with the FMR of Mannucci et al. In the framework of Lilly et al. (2013), the equilibrium gas-phase metallicity, $Z_{eq}$, is determined by the regulation of star formation by the mass of gas in a galaxy, and is given as a function of $M_*$ and SFR. We follow the parameterization of Equation (3) in Maier et al. (2014):

$$Z_{eq} = Z_{in} + \frac{\mu}{1 + \lambda(1 - R)^{-1} + \varepsilon^{-1}((1 + \beta - b)SFR/M_* - 0.15)}$$

(10)

where $Z_{in}$ is the metallicity of the infalling gas, $y$ is the yield, $R = 0.27$ (for a Salpeter IMF) is the fraction of mass returned to the ISM, $\lambda \propto M_*^\alpha$ is the mass-loading factor, and $\varepsilon = SFR/M_{gas} \propto M_*^\beta$ is the SFE. $\beta = -0.25$ is the slope of the relation between stellar mass and sSFR, i.e., $sSFR \propto M_*^{\beta}$. Although Lilly et al. (2013) assume $R = 0.4$ and $\beta = -0.1$, the use of such different values does not change our conclusions. We note that Equation (10) is a form for $z = 0$ and that the form for high redshifts will depend on the time variation of parameters, as discussed in Lilly et al. (2013). In particular, the SFE is likely to increase with redshift (e.g., Genzel et al. 2015). Here, we compare our measurements at $z \sim 1.6$ to this model without considering the time dependence of the parameters to examine whether our FMOS galaxies at $z \sim 1.6$ follow a nonevolving $M_*$–Z–SFR relation.

We determine the parameters from a model fitting for the local sample using total SFRs, as listed in Table 4. We use SDSS galaxies with $9.2 \leq \log M_*/M_\odot \leq 10.6$ and $-1 \leq \log SFR/(M_\odot \text{ yr}^{-1}) \leq 1$, which are binned by $\Delta \log M_*$ = 0.1 dex and $\Delta \log SFR = 0.1$ dex. We utilize the MPFIT2DFUN IDL procedure (Markwardt 2009) to fit the model to the median metallicity in each bin as a function of both $M_*$ and SFR. $Z_{in}$ is fixed to zero while the use of a different value in the range $0 < Z_{in}/y < 0.1$ does not change our conclusions, although the best-fit values of other parameters will change slightly. The derived values are nearly equivalent to those given in Lilly et al. (2013).

Based on this gas regulation model, we find that our FMOS sample at $z \sim 1.6$ is consistent with a nonevolving FMR relation. Figure 19 shows average metallicities for galaxies in our sample and for local objects, as a function of (a) SFR and (b) sSFR for
1. We confirm a clear offset of star-forming galaxies at \( z \approx 1.6 \) from the sequence of local star-forming galaxies in the BPT diagram using both individual and stacked measurements (Figures 4 and 5). This offset amounts to an increase in the \([\text{O} \text{III}]/\text{H} \beta \) ratio by a factor of \( \approx 3 \) in the mass-excitation diagram (\( M_8 \) versus \([\text{O} \text{III}]/\text{H} \beta \); Figure 6) between our FMOS sample and local SDSS galaxies.

2. We measure the emission-line ratio \([\text{S} \text{II}]/\lambda \text{H} \alpha \) with co-added spectra and find lower values of \([\text{S} \text{II}]/\lambda \text{H} \alpha \) for the highest two mass bins \( (M_8 \gtrsim 10^{10.6} M_\odot) \) as compared with local star-forming galaxies at fixed \([\text{O} \text{III}]/\text{H} \beta \) (Figure 7). These lower \([\text{S} \text{II}]/\lambda \text{H} \alpha \) ratios are an indication of a higher ionization parameter of the ISM than of local galaxies.

3. The average electron density is measured based on the emission-line ratio \([\text{S} \text{II}]/\lambda \text{H} \alpha \) in ionized gas with co-added spectra and gives a value of \( n_e = 222^{+172}_{-128} \text{ cm}^{-3} \), which is higher than the average value in local star-forming galaxies \( (n_e \sim 10–10^2 \text{ cm}^{-3}) \) (Figure 9).

4. Comparisons with theoretical models indicate a relatively high ionization parameter \( \log q_{\text{ion}}/c \sim –3 \) for \( \text{H} \alpha \) regions in galaxies at \( z \approx 1.6 \), which is approximately 0.3 dex higher than for local star-forming galaxies at a fixed stellar mass (Figure 11). Given our measurement of a relatively high gas density, a higher ionization parameter could reflect an increase in the efficiency of star formation expected for high-\( z \) galaxies.

5. We find that the enhancement in the ionization parameter at fixed metallicity, i.e., a higher \( q_{\text{ion}} \) than expected from the local \( q_{\text{ion}}-Z \) anticorrelation, is essential to produce the offset of high-\( z \) galaxies with \( M_8 \gtrsim 10^{10} M_\odot \), from the loci of local galaxies in the emission-line diagrams. Furthermore, additional effects, attributed to a higher electron density and a hardening of the ionizing radiation field, are likely important as well (Figure 12). In contrast, the changes in emission-line ratios in lower-mass, \( z \approx 1.6 \) galaxies \( (M_8 < 10^{10} M_\odot) \) could be explained by just the increase in \( q_{\text{ion}} \) accompanying the change in metallicity without invoking additional effects.

6. We derive the mass-metallicity relation from the \([\text{N} \text{II}]/\lambda \text{H} \alpha \) ratio for our \( z \approx 1.6 \) sample (Figure 14). Our results are consistent with the previous derivation for an sBzK-selected subsample in the FMOS-COSMOS survey (Zahid et al. 2014a). The current data strengthen our previous result: the most massive galaxies \( (M_8 \gtrsim 10^{11} M_\odot) \) are fully mature at a level similar to local galaxies, while, at the lowest masses \( (M_8 \sim 10^{9.8} M_\odot) \), the metallicity is on average \( \sim 0.4 \) dex smaller than in local galaxies. Our sample at \( z \approx 1.6 \) is in good agreement with a universal metallicity relation proposed by Zahid et al. (2014a), which is founded on the fundamental relation between metallicity and stellar-to-gas mass ratio. However, we highlight that the recipes for determining metallicity at high redshift may need further refinement due to changes in ionization parameter, hardness of stellar spectra, and the \( \text{N}/\text{O} \) versus \( \text{O}/\text{H} \) relation (if any).

7. We evaluate metallicity adopting a new calibration by Dopita et al. (2016), which uses the line ratios \([\text{N} \text{II}]/[\text{S} \text{II}] \) and \([\text{N} \text{II}]/\lambda \text{H} \alpha \) (Figure 15) and assumes universality of the local \( \text{N}/\text{O} \) versus \( \text{O}/\text{H} \) relation. The novelty of this indicator is that it is less sensitive to changes in the ionization parameter. The derived mass-metallicity relation

### Table 4

| \( \log y \) | \( \lambda_{\text{e}} \) | \( a \) | \( \varepsilon_{\text{ion}}^0 \) (Gyr) | \( b \) |
|-------------|-----------------|------|------------------|------|
| 9.09 ± 0.01 | 0.38 ± 0.05 | −0.61 ± 0.03 | 1.9 ± 0.3 | 0.48 ± 0.05 |

**Note.** Parameters in Equation (10): \( y \)—yield parameter given in units of \( 12 – \log(\text{O}/\text{H}) \); \( \lambda_{\text{e}} \)—mass-loading factor at \( M_8 = 10^{10} M_\odot \); \( \varepsilon_{\text{ion}}^0 \)—star formation efficiency at \( M_8 = 10^{10} M_\odot \).

The physical conditions of the ionized gas in star-forming galaxies on the main sequence at 1.43 < \( z < 1.74 \) using a sample of 701 galaxies with an \( \text{H} \alpha \) detection from the FMOS-COSMOS survey. This is the first time that such a large sample over a wide stellar mass range of \( 10^{9.6} \lesssim M_8/M_\odot \lesssim 10^{11.6} \) has been used at these redshifts. Based on the X-ray imaging data set from the *Chandra*-COSMOS Legacy survey, we carefully exclude the AGN contamination and make sure that ionization due to AGNs does not impact our stacked measurements of the emission-line ratios. Our main results are as follows:
shows a trend that is qualitatively equivalent to that seen in the relation based on the [N II]/Hα ratio, while the absolute value of the metallicity is slightly different. In addition, the MZ relations based on this new indicator show an offset, between the SDSS and FMOS samples, that is three times as large as the scatter of the local MZ relation at $M_*$ $\sim$ 10$^{9.8}$ $M_\odot$, while the [N II]/Hα-based MZ relations show an offset five times the local scatter. This difference between the two metallicity indicators may be caused by the fact that the indicator of Dopita et al. (2016) is relatively insensitive to variations in the ionization parameter.

8. The evolution of the MZ relation from $z \sim$ 1.6 to the present day is well characterized by the change in the turnover stellar mass at which the metallicity begins to saturate. As a consequence, the MZ relations at both epochs are described by a universal relation between metallicity and the stellar mass normalized by the turnover mass, which is a proxy for the stellar-to-gas mass ratio in the context of a simple chemical evolution model (Figure 16).

9. We revise the FMR proposed by Mannucci et al. (2010) by using the total SFRs instead of in-fiber SFRs (as done in Zahid et al. 2014b) and find that our FMOS sample shows lower metallicities than expected for their $M_*$ and SFR from the extrapolation of the FMR (Figure 18). In contrast, our data are consistent with a physically motivated model from Lilly et al. (2013), in which the star formation is instantaneously regulated by the gas mass, gas inflow, and mass loss by outflows. This model well reproduces a rapid decline in metallicity at high SFRs as shown in our data (Figure 19).

To conclude, our study has established the rest-frame optical emission-line properties of star-forming galaxies at $z \sim$ 1.6 and identified the processes likely responsible for differences from local samples such as shown with the BPT diagram. The FMOS-COSMOS project and other related efforts have enabled us to take an important step forward in understanding the evolution of the ISM in galaxies at the peak epoch of the cosmic star formation history, which will be carried forward by the next generation of multi-object spectrographs (e.g., Subaru/PFS, VLT/MOONS).
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APPENDIX

ASSESSMENT OF AGN CONTAMINATION

As described in Section 2.6, we remove AGNs from our star-forming galaxy samples for all analyses in this paper. Our data, as presented on line-ratio diagrams (Figures 4, 7, and 8), show no strong signature of ionizing radiation from AGNs. However, the possibility that weak and/or obscured AGNs affect the results cannot be completely ruled out. Here, we assess the contribution of such hidden AGNs to the results based on the co-added spectra.

X-ray emission is an effective indicator of the existence of an AGN. We measure the average X-ray luminosities of our FMOS galaxies by stacking the Chandra X-ray Observatory/Advanced CCD Imaging Spectrometer (ACIS-I) images from the Chandra-COSMOS Legacy survey (Elvis et al. 2009; Civano et al. 2016) using the CSTACK tool26 (v4.3; Miyaji et al. 2008). To examine how the X-ray luminosity depends on the exclusion of individually identified AGNs, we compare three samples with different criteria for the removal of possible AGNs: (1) no AGN cut is applied, (2) excluding individual X-ray-detected sources, and (3) excluding all possible AGN candidates (X-ray sources, FWHM(Hα) > 1000 km s⁻¹, or identified with the BPT diagram; see Section 2.6). The last case is implemented for the results based on stacking analysis throughout the paper. Figure 20 shows the stacked X-ray images in five bins of stellar mass, separately in two bandpasses (soft: 0.5–2 keV, hard: 2–8 keV), from the two samples without (case 1) and with (case 3) AGN removal.

The average count rate is converted into flux assuming a spectrum with $\Gamma = 1.7$ and a Galactic column density $N_H = 2.7 \times 10^{20}$ cm⁻² (Dickey & Lockman 1990; Elvis et al. 2009). The average rest-frame X-ray luminosity is calculated from Equation (4) in Lehmer et al. (2008), with a median redshift ($z \approx 1.6$). Table 5 lists the X-ray luminosities and associated errors in each bin. When no AGN cut is applied (case 1), the X-ray emission is significantly detected in the two most massive bins at S/N > 5 in both the soft and hard bandpasses. When the AGN cut is applied (cases 2 and 3), only the most massive bin ($\log M_\odot/M_\odot > 11.1$) presents a significant detection (S/N > 3) in the X-ray band. In the third and fourth bins (10.4 < $\log M_\odot/M_\odot < 11.1$), the X-ray emission is detected at a significance of S/N ~ 2–3. There are cases with no detection (S/N < 1) in the lowest two mass bins, for which there are at most a few objects that are individually detected in the X-ray band (see Table 5).

To further investigate the impact of AGNs, we compare the mean SFR and mean X-ray luminosity in the full Chandra bandpass ($L_{0.5–8\text{ keV}}$) in each bin in Figure 21. The mean SFRs are derived from dust-corrected Hα luminosity (see Section 2.7). Following Lehmer et al. (2008), we compare our data with an SFR–$L_{X\text{-ray}}$ relation for star-forming galaxies derived by Persic & Rephaeli (2007) and a relation with three

---

26 http://lambic.astrosen.unam.mx/cstack
Table 5
X-Ray Luminosity Measurements

| Case 1: No AGN exclusion applied | Case 2: X-ray-luminous objects removed | Case 3: All possible AGNs removed |
|----------------------------------|--------------------------------------|----------------------------------|
| No. of images                    | No. of images | No. of images | No. of images |
| Softb                            | 157           | 156           | 187           |
| Hardc                            | 199           | 195           | 197           |
| Fulld                            | 100           | 93            | 86            |
| No. of images                    | 157           | 156           | 187           |
| Softe                            | 0.11 ± 0.08   | 0.24 ± 0.09   | 0.23 ± 0.08   |
| Hard                            | <0.75         | <0.76         | 0.74 ± 0.44   |
| Full                            | <0.76         | 0.61 ± 0.51   | 0.97 ± 0.45   |

Notes.

a Median stellar mass in each bin.
b Number of stacked images in each bin.
c Soft band (0.5–2 keV) luminosity in units of 10^{42} erg s^{-1}.
d Hard band (2–8 keV) luminosity in units of 10^{42} erg s^{-1}.
e Full band (0.5–8 keV) luminosity in units of 10^{42} erg s^{-1}.
f Upper limit is given as 1.5 times noise level if S/N < 1.

Figure 21. Comparison between the mean SFR (from dust-corrected Hα luminosity) and the 0.5–8 keV luminosity L_{0.5–8 keV} in each bin of stellar mass. The X-ray luminosities L_{0.5–8 keV} are measured by stacking the Chandra ACIS-I images. Different symbols show the measurements for different cases of AGN removal (triangles—no AGN removed; squares—without X-ray-detected sources; filled circles—without all potential AGN candidates; see the text). An SFR–L_{X} relation for star-forming galaxies from Persic & Rephaeli (2007) and a relation with three times higher L_{0.5–8 keV} are shown by the solid and dashed lines, respectively.

 times higher X-ray luminosity, which corresponds to ~2.5 times the rms scatter of the L_{X}–SFR relation, to distinguish AGNs from non-AGNs. We compare the measurements for the samples with the different X-ray exclusion criteria (cases 1–3). We see that L_{0.5–8 keV} is correlated with SFR at SFR $\gtrsim 100 M_{\odot}$ yr^{-1} ($M_{\star} \gtrsim 10^{10.4}$), in all the cases and that the removal of individual X-ray-detected sources primarily affects the average X-ray luminosity of the more massive bins. As a result of the AGN exclusion, the X-ray luminosities are reduced to the level where the residual contribution from AGNs is likely to be negligible in three bins of higher stellar mass. For two lower-mass bins, upper limits on L_{0.5–8 keV} are calculated as 1.5 times the noise level, as shown by downward arrows in Figure 21.

Figure 21 indicates that, once the individually detected AGNs are removed, the contribution to the X-ray luminosities in the stack from unidentified AGNs is small, and that levels of the residual X-ray luminosity are comparable to the levels that are normally expected for star-forming galaxies (solid line in Figure 21). While the limit of the lowest mass bin does not reject the probability that a contribution from AGNs exists, the AGN contribution can be expected to be negligible in such a range of stellar mass. Therefore, we conclude that the impact from AGNs in our stacking analysis is small enough to appropriately assess the properties of star-forming H II regions over the entire stellar mass range spanned by our sample.

REFERENCES

Abazajian, K. N., Adelman-McCarthy, J. K., Agüeros, M. A., et al. 2009, ApJS, 182, 543
Alam, S., Albareti, F. D., Allende Prieto, C., et al. 2015, ApJS, 219, 12
Aller, L. H. 1942, ApJ, 95, 52
Andrews, B. H., & Martini, P. 2013, ApJ, 765, 140
Arnouts, S., & Ilbert, O. 2011, LePHARE: Photometric Analysis for Redshift Estimate, Astrophysics Source Code Library, ascl:1108.009
Baldwin, J. A., Phillips, M. M., & Terlevich, R. 1981, PASP, 93, 5
Bouché, N., Hohnseine, W., Vargas, R., et al. 2012, MNRAS, 426, 801
Brinchmann, J., Charlot, S., White, S. D. M., et al. 2004, MNRAS, 351, 1151
Brinchmann, J., Pettini, M., & Charlot, S. 2008, MNRAS, 385, 769
Busa, M., Fiore, F., Santini, P., et al. 2009, A&A, 507, 1277
Bruzual, G., & Charlot, S. 2003, MNRAS, 344, 1000
Bundy, K., Georgakakis, A., Nandra, K., et al. 2008, ApJ, 681, 931
Calzetti, D., Armus, L., Bohlin, R. C., et al. 2000, ApJ, 533, 682
Chabrier, G. 2003, PASP, 115, 763
Cid Fernandes, R., Stasińska, G., Schlickmann, M. S., et al. 2010, MNRAS, 403, 1036
