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Abstract

The RLC circuit is a basic building block of the more complicated electrical circuits and networks. RLC circuit mainly comprises of passive electronic components such as resistances, capacitors, and inductors. When used in an electrical circuit, these electronic components, lose their ability to perform properly due to continuous use and an aging factor. In some cases, these components confront with short circuit and get damaged due to high current. These damaged components get faulty. In the case of prolonging and continuous use, these faulty components, disturb the performance of the electrical circuit and in case of short circuit, totally stops the electrical circuit from performing some specific tasks. In this work, a fault diagnosis system for the detection of these faulty RLC electronic components is proposed. The proposed fault diagnosis system is based on a fault detection scheme comprising of image processing and artificial neural network. The proposed system is designed in MATLAB/Simulink. The system is tested under different fault scenarios and performance is evaluated. The simulation results have proved that the proposed system can diagnose the faulty electronic components effectively, within and outside an electrical circuit.
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1. Introduction

An electrical circuit is mainly composed of electronic components, combined together to perform a specific task in an electrical system. These electronic components are mainly divided into two categories: active electronic components and passive electronic components. Passive electronic components comprise of resistance (R), inductor (L) and capacitor (C), commonly combined to form an RLC circuit. The RLC circuits are basically used to make variable tuned circuits, filters, oscillators, voltage multipliers, amplifiers, and pulse discharge circuits. The RLC electronic components are made up of some specific materials with different power ratings. Each component is made to hold a limited amount of current and voltage. In case of capacitors and inductors, components are designed to store a limited amount of electric and magnetic charge. As time goes by, these electronic components used in an electrical circuit, lose their ability to perform up to their designed rating due to prolong and continuous use and an aging factor. For electronic components, there are basically two general aging progressive failure modes (degraded performance, functional failures) and two end state aging failure modes (short circuit, open circuit) [1,2].
Progressive failures occur when an electronic component is old or used for a long time in a circuit. The effect of the progressive failures are degradation in the performance of the component and unable to perform some specific functions. Whereas end state failures occur when a component is exposed to very high electrical current and in this case, the electronic component totally stops working.

Previously, different methods to diagnose electronic components faults and failures has been proposed. In [4,5], the authors used reliability modeling; a method to analyze circuit reliability, using accelerated failure data, and quantifying the reliability of multiple components on a circuit board. In [6], the authors proposed a signal comparison technique; a comparison process to identify deviations from the normal signal within the circuit board. For the fault diagnosis and identification systems, in [7], a DWT and artificial neural network-based fault detection and identification system is proposed. Whereas, in [8–10], current signature analysis is used for the detection and identification of faults. In [11], a fault diagnosis and monitoring system using Kohonen Neural Network (KNN) was proposed. An online diagnosis method using flux signals was described in [12]. A method based on feed-forward multilayer neural network was presented in [13]. Fuzzy logic-based fault detection system was developed for implementation on emergency vehicles in [14]. In [15] authors evaluated wavelet-based schemes based on neural network and support vector machine (SVM) for fault detection and classification. An artificial neural network-based fault diagnosis system using feedforward neural network was presented [16].

These fault diagnosis systems normally comprise of one strategy for detection, only a neural network is used for the detection of a fault. Every time a fault is diagnosed the system goes through complex calculations and feature extraction process. Whereas, in this work, a fault diagnosis system based on a fault detection scheme comprising of image processing and the artificial neural network is proposed. The system is divided into two strategies rather than only one strategy. Fault segregation based on fault intensity is performed to judge if the fault requires to pass through complex calculations and feature extraction process. Image processing is used as a first strategy and it performs coarse diagnosis for fault detection. If the fault is easy to distinguish, no more processing will be performed but if it’s hard to diagnose the fault then second strategy based on artificial neural network performs fine diagnosis for fault detection. First, a database is formed using the normal passive electronic components. The database consists of voltage and current values and VI response of the components. To test a component that either it is faulty or not, a constant voltage is applied across the electronic component within or outside an electrical circuit, voltage and current response is recorded and VI curve is plotted. The plotted VI curve is converted into an image and is compared with the image formed from already saved database values of the electronic component of same rating and type. If the difference between the image is big from a specifically defined value, the artificial neural network is activated to double check the condition that either the component is faulty or not and calculates the fault probability. The proposed system is designed in MATLAB/Simulink. The system is tested under different fault scenarios and performance is evaluated.

This paper is divided into four sections. Section 2 describes the structure of fault diagnosis system. Section 3 is composed of simulation studies and results are discussed. Section 4 outlines the conclusion.

2. Structure of Proposed Fault Diagnosis System

The proposed fault diagnosis system is divided into three parts:
1) Database formation.
2) Coarse diagnosis.
3) Fine diagnosis.

2.1 Database Formation

The first step of the proposed fault diagnosis system is to make a database from normal passive electronic components. The database is required for the comparison between the normal and faulty electronic components. Figure 1 shows the block diagram to make a database. The constant voltage across the normal RLC component is applied and voltage and current across the components are measured. VI curve is plotted from the measured voltage and current values. Image processing is used to convert the plotted curve into an image format and is stored in the database along with the extracted features.
2.2 Coarse Diagnosis

Figure 2 shows the VI curves of the normal R (resistance), L (inductor) and C (capacitor) components. It can be observed that in the case of R, the VI curve is just a linear straight line. Whereas, in the case of L and C, the VI curve is the shape of an ellipse. Therefore, for the diagnosis of faulty R components, only the slope is calculated and compared with stored normal component slope value but for L and C components, an additional diagnostic algorithm is required. For that, image processing and the artificial neural network is used.

In order to test an electronic component, coarse diagnosis is done to check the fault proportion. If the proportion is big, fine diagnosis is performed to further diagnose the fault. Figure 3 shows the block diagram of coarse and fine diagnosis. In coarse diagnosis, the constant voltage across the electronic component is applied and the VI curve is plotted from recorded voltage and current values. The plotted VI curve is converted into an image and is compared with the already stored image of the normal component. Image pattern matching algorithm is applied to compare both images and the correlation coefficient is calculated using Eq. (1).

\[
\rho = \frac{\sum_m \sum_n (A_{mn} - \bar{A})(B_{mn} - \bar{B})}{\sqrt{(\sum_m \sum_n (A_{mn} - \bar{A})^2)(\sum_m \sum_n (B_{mn} - \bar{B})^2)}},
\]

where
\[\rho = \text{Correlation coefficient},\]
\[A = \text{Matrix containing normal component image pixel values},\]
\[B = \text{Matrix containing faulty component image pixel values},\]
\[m = \text{Number of rows},\]
\[n = \text{Number of columns}.\]

The calculated value of correlation coefficient is compared with a threshold value, if the value of correlation coefficient is greater than a threshold value, it indicates that the tested component is faulty and activates the fine diagnosis to diagnose the fault more precisely.

2.3 Fine Diagnosis

In fine diagnosis, suitable features are extracted from the VI curve of the component underdiagnosis. After extracting suitable features, a feature vector is made depending on the type of the component i.e., inductor or capacitor.

Figure 3 shows the block diagram of the fine diagnosis. As mentioned before, for R only slope is enough to determine the faulty component. For L and C, the extracted features are shown in Table 1.

2.3.1 Artificial neural network

The architecture of the neural network used in this fault diagnosis method is a feed-forward network. With the six inputs, neural network is composed of one input layer consists of six
Table 1. Extracted features names and description

| Feature value | Feature name  | Feature description                                      |
|---------------|---------------|----------------------------------------------------------|
| $f_1$         | Eccentricity C| Eccentricity of the VI curve for capacitor               |
| $f_2$         | Elliptical area C | Area of the ellipse in VI curve for capacitor          |
| $f_3$         | Eccentric angle C | Eccentric angle of the ellipse in VI curve for capacitor|
| $f_4$         | Eccentricity L  | Eccentricity of the VI curve for inductor               |
| $f_5$         | Elliptical area L | Area of the ellipse in VI curve for inductor            |
| $f_6$         | Eccentric angle L | Eccentric angle of the ellipse in VI curve for inductor|

neurons, one hidden layer with 20 neurons and one output layer with two neurons and target output of 0 or 1, each of which represents different health condition of the system. The sigmoid activation function is used for hidden and output layers. In the start, the neural network is usually trained with the dataset of normal and faulty data. After that, trained network is further used for fault detection and diagnosis purpose.

A feed-forward artificial neural network is used to determine the probability of fault. A single neural network is used and trained for both inductor and capacitor cases. In case of a capacitor, C diagnosis switches are turned on and L diagnosis switches are turned off. Features are extracted from the VI curve of the component and feature vector comprising of six feature values $f_1, f_2, ..., f_6$ is made. $f_1, f_2, f_3$ are the feature values of the extracted features for capacitor underdiagnosis and $f_4, f_5, f_6$ are the feature values of the inductor from the database. Whereas, in the case of an inductor, L diagnosis switches are turned on and C diagnosis switches are turned off. Features are extracted from the VI curve. In this case, $f_4, f_5, f_6$ are the feature values of the extracted features for inductor underdiagnosis and $f_1, f_2, f_3$ are the feature values of capacitor from the database. The diagnostic output of the neural network varies from 0 to 1 from normal to probability of fault respectively.

The features are extracted using basic ellipse equations for capacitor and inductor. For resistance, the only slope is calculated. Equations used are given as:

\[
\text{Eccentricity} = 1 - \frac{b^2}{a^2}, \quad (2)
\]

\[
\text{Elliptical area} = \pi ab, \quad (3)
\]

\[
\text{Eccentric angle} = \tan^{-1} \left( \frac{b}{a} \right), \quad (4)
\]
Figure 4. Basic Simulink model for fault diagnosis system.

Slope for $R = \frac{y_2 - y_1}{x_2 - x_1}$

where

$b = \text{Semi-minor axis of the ellipse},$

$a = \text{Semi-major axis of the ellipse},$

$y_2 - y_1 = \text{Difference of maximum and minimum value of the y-coordinate},$

$x_2 - x_1 = \text{Difference of maximum and minimum value of the x-coordinate}.$

3. **Simulation Studies**

The proposed fault diagnosis system was modeled in MATLAB/Simulink. The Simulink model of the system is shown in Figure 4.

Figure 4 shows a basic Simulink model for the fault diagnosis system. The Simulink model consists of three main subsystems: electrical circuit with the component under test, coarse diagnosis, and fine diagnosis.

The first subsystem is a basic electrical circuit which is composed of resistors, inductors, and capacitors. Figure 5 shows the designed electrical circuit for the component test. It can be seen in Figure 5 that a probe for testing the electronic equipment is used. This probe is basically to provide some voltage across the component under test. Voltage is applied to record the VI response of the component. In this case, the applied voltage is 10 V. Figure 6 shows the probe designed for testing of the electronic component.

The second subsystem in Figure 4 is the coarse diagnosis. As mentioned previously, coarse diagnosis is done to get the initial state of the electronic component that how healthy a component is using image processing and image pattern matching algorithm. Figure 7 shows the coarse diagnosis subsystem. It can be seen in Figure 7 that voltage and current of the component under test with normal VI data are given as an input to the function which computes and implies the image processing algorithm and calculates the correlation between the normal VI and tested VI image. If the correlation value is less than a threshold value, which in this case is 0.6, the switch of the fine diagnosis is turned on and further diagnosis is performed using the artificial neural network.

The third subsystem in Figure 4 is the fine diagnosis. When the correlation value is less than 0.6, fine diagnosis is activated. In fine diagnosis, voltage and current value from the electronic component under test go through a feature extraction process. Features are extracted and output is given to a neural network in the form of a feature vector containing 6 values. If the device under test is an inductor, the feature vector given at the input of the neural network contains 6 feature values $f_1, f_2, ..., f_6$. First three feature values $f_1, f_2, f_3$ are related to a capacitor which in this case are chosen from the database and normal feature values are given. Last three features $f_4, f_5, f_6$ are the feature values extracted in real time from the faulty inductor component under test. Whereas, if the device under test is a capacitor, the feature vector contains 6 feature values but, in this case, $f_1, f_2, f_3$ are the features values extracted in real time from the faulty capacitor. The output of neural network changes from 0 to 1 i.e., normal to faulty. Figure 8 shows the fine diagnosis Simulink model.

3.1 **Results**

Several simulations were carried out to test the proposed fault diagnosis system using inductors, capacitors, and resistances of different values. One of the simulation results is presented for an inductor of the inductance of $1e^{-3}$ and a capacitor of capacitance $1e^{-3}$.

For a capacitor of capacitance $1e^{-3}$, the VI curve of the normal component is shown in Figure 9. It can be seen that
Figure 5. Designed electrical circuit with electronic component under test.

Figure 6. Probe for electronic component testing.

Figure 7. Coarse diagnosis subsystem.

Figure 8. Fine diagnosis subsystem.
the VI curve of a capacitor having capacitance $1e^{-3}$ is ellipse parallel to the x-axis. In the Simulink model, the fault is inserted by changing the capacitance from $1e^{-3}$ to $1e^{-4}$. Figure 10 shows the VI curve of the faulty capacitor.

For an inductor of inductance $1e^{-3}$, the VI curve for the normal component is shown in Figure 11 and for the faulty inductor, the inductance value is changed from $1e^{-3}$ to $1e^{-4}$. Figure 12 shows the VI curve for a faulty inductor.

After inserting the fault in the capacitor and inductor values, the diagnostic algorithm is activated and first, the correlation was checked using image processing, which in this case was less than 0.6 (set threshold value), the fine diagnosis was done by extracting features from VI response of the components. Figure 13 shows the C diagnosis results for a normal capacitor of capacitance $1e^{-3}$. It can be seen in the Figure 13 that because the component is normal without any fault, the first output of neural network for C is almost 0 and the second output is also 0 because the diagnosis is C diagnosis and component under test is a capacitor. Figure 14 shows the C diagnosis result for a faulty capacitor of capacitance $1e^{-3}$. The fault was inserted by changing the capacitance value of the normal capacitor, neural network output is 1, which indicates that the component is faulty. Figure 15 shows the L diagnosis result for a normal inductor of inductance $1e^{-3}$. Figure 16 shows the result for a faulty inductor of inductance $1e^{-3}$.

The system was tested for different set of values of capacitors and inductors. Simulations were carried out by changing the capacitor and inductor of different values. Artificial neural network performed well to diagnose the faulty component. The accuracy achieved was 98.87% (calculated for several fault scenarios). The output results show that the proposed fault diagnosis system works well to diagnose the faults caused by progressive and end state failure modes.

4. Conclusion

An effective and efficient method to diagnose the faulty RLC component in an electrical circuit is proposed in this work. MATLAB/Simulink is used to model and implement the proposed method. The system works on fault diagnosis scheme
Figure 13. C diagnosis results for normal capacitor of capacitance $1e^{-3}$.

Figure 14. C diagnosis result for a faulty capacitor of capacitance $1e^{-3}$.

Figure 15. L diagnosis result for a normal inductor of inductance $1e^{-3}$.

Figure 16. L diagnosis result for a faulty inductor of inductance $1e^{-3}$.
based on image processing and artificial neural network. The system is tested for several electronic components of different values. The simulation results show that the proposed fault diagnosis system is able enough to diagnose the faults for RLC component in an electrical circuit.
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