Abstract—This paper summarizes our experience with using Knowledge Discovery in Data (KDD) methodology for automated requirements tracing, and discusses our insights.
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I. INTRODUCTION

Next year will mark the 20th anniversary of the pioneering work of Antoniol et al. on automating the requirements tracing process [1]. This work was followed closely by Marcus and Maletic [18] and Hayes, Dekhtyar, and Sundaram [15]. As a result, the idea of bringing techniques from the Information Retrieval, and later the Machine Learning, communities\(^1\) to automate requirements tracing has found widespread acceptance in the Requirements Engineering community, and has yielded a variety of important developments in the past 18 years [17, 5].

In this paper we summarize the experiences of using Knowledge Discovery in Data (KDD) techniques for automating requirements tracing, and share our thoughts on the benefits we reaped and the challenges we faced.

II. USING KDD TECHNIQUES FOR AUTOMATED REQUIREMENTS TRACING

The requirements tracing problem [13] can be formulated as follows: given a collection of software requirements and another artifact of the software engineering process (design document, code, use cases, test cases, bug reports, etc...); find, for each requirement, individual elements in the other artifact that relate to it.

Tracing, “the activity of either establishing or using traces” [7], is the solution to providing information about the relationships between different artifacts of the software development lifecycle. Such information contributes to (Independent) Validation & Verification of mission- and safety-critical systems, supports change impact analysis, criticality analysis, regression testing, and other important activities.

In this paper, we understand the term *trace* as “the act of following a trace link from a source artifact to a target artifact (primary trace link direction) or vice-versa (reverse trace link direction)” [7]. A *trace link* is defined as “a specified association between a pair of artifacts, one comprising the source artifact and one comprising the target artifact.” [7]. *Trace matrices*, otherwise known as *trace relations* are collections of vetted (validated) trace links between a pair of artifacts. A *candidate link* is trace link that has not been vetted (i.e., pronounced valid), while a *candidate trace matrix* is a collection of candidate links. In empirical studies related to tracing, we often refer to ground truth or gold standard trace relations, or *answer sets*: the trace relations determined ahead of time to be correct that have to be captured by whatever tracing methodology is under investigation.

To automate tracing, the pioneering works [1, 18, 15] adopted the Information Retrieval approach of (a) representing the requirements and the elements of other artifacts as vectorized collections of features, and (b) determining related pairs by computing a formal similarity score over the vectorized representations. A wide range of approaches including Naïve Bayes (a.k.a. Probabilistic Information Retrieval) [21], tf-idf Vector Space retrieval [20] and Latent Semantic Indexing (LSI) [10] have been studied at the outset. Later, additional techniques, incorporating a wider range of Machine Learning algorithms, such as, Latent Dirichlet Allocation (LDA) [3] feedback analysis [22], and more were used to various degrees of success over the past 15 years [14, 19, 6]. For a more thorough overview of the work on automated traceability we refer the reader to the surveys of Winkler and von Pilgrim [23] and Borg et al. [4].

In what follows, we summarize both our own experience of adopting and adapting KDD techniques for automated tracing, as well as the experiences of our colleagues shared with us at a variety of fora including, but not limited to, the biannual TEFSE (Traceability in Emerging Forms of Software Engineering) workshops (renamed in 2015 to International Symposium on Software and Systems Traceability), and the 2007 and 2017 Symposia on Grand Challenges in Traceability (GCT’2007 and GCT’2017).

We make the following core observations summarizing our collective experiences.

a) Tracing is a "small data" problem: The term "big data" has become popular in recent years, and the vast majority of KDD techniques have been addressing the need to derive insight from massive collections of data (such as
millions of email messages, billions of business transactions, or petabytes of scientific observation data). Many Machine Learning and Information Retrieval techniques specifically rely on the abundance of data to construct classification models, or representations of data points.

Compared to such problems, requirements tracing is a feature-poor small data problem. It is feature-poor because individual requirements, design elements, code components, bug reports, test cases, etc., are relatively short documents - typically the equivalent of about a paragraph (often – a short one) of text. It is a small data problem because in a typical requirements tracing scenario the total number of data points (individual requirements, design elements, test cases, etc.) is relatively small - on the order of tens, sometimes hundreds of individuals.

There are important implications of this fact. KDD methods proven to be robust in big data settings may not necessarily yield more accurate trace relationships simply because these methods do not receive enough information to learn.

b) Measurements of Success: The automated requirements tracing community fully adopted both the primary measures of accuracy used in KDD: precision (percent of retrieved answers that are correct), recall (percent of correct answers that were retrieved), f-measure (a possibly weighted harmonic mean of precision and recall), as well as the secondary measures: Mean Average Precision (MAP), area under the ROC curve, etc. to evaluate the quality of trace relationships. This adoption of KDD measures transcended their original intended use for evaluation of the quality of automated tracing techniques and is now used to evaluate trace relationships regardless of how they were constructed: automatically, manually, or through a hybrid approach.

c) Relative importance of accuracy measures: Tracing is an example of what Berry calls a "hairy task" [2]: a task where detecting a false positive is much simpler and faster than discovering an error of omission. As such, when evaluating the results of automated methods generating candidate traces, it is important to understand that recall, i.e., the percentage of true links discovered by the tracing method, is significantly more important than precision, the percentage of discovered links that are true. This is in direct contrast to how Information Retrieval methods are evaluated on typical tasks, such as web search, where precision — i.e., lack of false positive links on the returned page of links — is more important than recall.

d) Lack of datasets is stifling: KDD research and development gave rise to large dataset collections: from the UCI Machine Learning repository, to TREC dataset collections, to Kaggle. Yet there is a distinct dearth of good datasets for requirements tracing. This has to do with two major obstacles: (a) difficulty of converging on the ground truth, and (b) the overall lack of publicly available high-quality trace relations for large projects.

e) No one believes our ground truth: Another major issue we have encountered in our work on tracing projects is the distinct suspicion with which the larger Requirements Engineering community views ground truth produced as part of tracing research. This is in contrast with the high degree of trust the KDD community generally puts in the ground truth for its datasets. The amount of correspondence with reviewers, and the amount of text that had to be included in the papers (only by the authors, not to mention similar efforts by their colleagues) explaining the origins of the ground truth trace relations far exceeds what one does in KDD or Data Science communities.

f) Tool-building: Over the past 15 years research groups studying automated tracing have engaged individually and, eventually, jointly in tool-building. Interestingly enough, for the vast majority of the tools, until very recently (when TraceLab [17] allowed for direct incorporating of existing Machine Learning libraries), the tool-building efforts proceeded in isolation from the tool- and library-building efforts in the KDD community. This, in part, can be explained by both a lack of reliable KDD libraries available in mid-2000s when automated tracing tool-building commenced, and b) the need for UI/UX that is custom-tailored to the tracing problem.

g) Automation alone is not enough: There are two ways to produce trace relationships. First, it can be done as a byproduct of the software lifecycle, where software engineers create and maintain up-to-date traces between a variety of artifacts they build. Alternatively, and often observed in practice, tracing is done aposteriori, as the means of recovering a relationship that was not created or maintained during the software lifecycle. Additionally, tracing is done as part of the Verification & Validation process. In this latter scenario the presence of trace relations is often ignored as they are recovered from scratch and then compared to the existing ones. The V&V process is often used for mission- and safety-critical systems, where the cost of human error is high.

When validating the trace relationships as part of the V&V process, the candidate trace relationships produced by the automated methods must be further validated by human analysts. This turns out to be a difficult problem by itself. Our research shows that humans do not necessarily improve high accuracy candidate traces provided to them by automated methods, but may drastically improve some low accuracy ones.

h) What if no one comes?: KDD techniques are routinely productized in a wide range of commercial applications. However, as widely as these techniques are applied to tracing, the successful use of the KDD technologies for tracing in actual industry projects is rare.
III. MOVING FORWARD

Based on our observations and lessons learned, we posit:

a) Requirements tracing is essentially applied KDD: The tracing community has adopted and internalized the KDD view of tracing, evaluating the artifacts, and analyzing the quality of trace relations.

b) We need standards for ground truth: The RE community should come to an acceptable standard of what constitutes sufficient evidence of validity of ground truth developed for tracing and other RE datasets. This will streamline both reporting and reviewing of a large number of papers, and will encourage more research groups to develop their own datasets complete with newly obtained ground truth.

This problem is well-recognized in the community, and efforts to address are underway. One such effort, the MIDAS tool, concentrates on the production of ground truth for trace relations via crowdsourcing [16].

c) We need more datasets: Related to the observation above, in order to progress and improve the accuracy of automated trace recovery techniques, the requirements tracing community needs more data. Development of new tracing datasets – both small and large, is an important challenge for all research groups working in this area.

This too, is a well-understood problem that exists in the larger context of the dearth of good datasets for empirical SE research. One of the ways to address this is creation of venues that welcome dataset submission – such as the PROMISE conference, and the RE Data Track. These efforts are in line with the ways by which the KDD community builds its repository of datasets.

d) Requirements Engineering (and Software Engineering) researchers should get Data Science training: As evidenced by the proliferation of conferences such as ASE, MSR, and PROMISE, the use of KDD methods in Software Engineering is not limited to tracing, nor is tracing the most prominent application of such methods. In the early 2000s, research in the area of applications of KDD techniques to Software Engineering almost invariably involved researchers with primary expertise in KDD collaborating with empirical Software Engineering researchers. Today, Software Engineering researchers should learn, as part of their base education, the KDD techniques and their use for data analysis. Knowing how to apply these techniques to analysis of software artifacts is no longer optional for empirical Software Engineering researchers.
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