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Abstract. A multi-task learning network traffic classification model (MTL-NTC) is experimentally studied. The identification task of the MTL-NTC model contains three tasks: identifying the type of traffic, predicting the bandwidth, and the duration of the flow. Identifying the type of traffic is the main task. It includes the classification of five types of traffic. The bandwidth prediction and the duration of the flow are auxiliary tasks, which are used to improve the performance of the main task. In the public network traffic data set QUIC, the MTL-NTC model and the common model are used for comparative experiments. The experimental results show that the recognition accuracy of this model is 97.33%, which is better than the common models.

1. Introduction
Network traffic classification is an important task in modern communication networks [1]. Accurate traffic classification is the key to network resource management, such as monitoring, firewall, filtering, anomaly and intrusion detection [2]-[3]. Traffic classification has aroused widespread interest in industrial activities related to network management [4]-[5].

In recent years, researchers have applied deep learning technology to the field of network traffic classification to make full use of the inherent advantages of deep learning models, such as automatic feature learning, so that they have higher efficiency and accuracy than classic machine learning models. Literature [6] uses convolutional neural networks and stacked autoencoders (SAE) together for the ISCX dataset to classify traffic types and applications. Literature [7] uses Regenerated Kernel Hilbert Space (RKHS) to convert the time series features of each stream into a two-dimensional image, and then uses the resulting image as the input of the CNN model. Literature [8] proposed a semi-supervised learning method based on Deep Convolution Generative Adversarial Network (DCGAN). The basic idea is to use the samples generated by the DCGAN generator and the labeled data to improve the performance of the classifier trained on a small number of labeled samples, and to alleviate the difficulties associated with the collection and labeling of large data sets. Literature [9] uses convolutional neural networks, long short-term memory (LSTM) models, and various combinations to classify multiple services (such as YouTube and Office365).

Multi-task learning can not only improve the generalization of the model, but also use other related tasks to improve the performance of the main task. The purpose of the auxiliary task is to help find a stronger and more robust feature representation, which ultimately benefits the main task. Multi-task
learning has been widely used in other fields such as computer vision and natural language processing.
For computer vision, Literature [10] uses multi-task learning to segment images, and uses the uncertainty of the same variance as noise for training, thereby balancing different types of tasks. For natural language processing, literature [11] combines many related tasks, such as semantic annotation and name entity recognition, to learn better sentence representation. But for the problem of traffic classification, people rarely pay attention to multi-task learning methods. The MTL-NTC model introduces dilated convolution to extract the characteristics of traffic, which can effectively increase the receptive field, better learn network traffic characteristics, capture multi-scale context information without introducing additional parameters; multiple tasks share a lot Model parameters to reduce the risk of overfitting and improve the accuracy of the classifier.

2. Traffic Classification Model

2.1. Model building
In order to better classify network traffic, this paper proposes a network traffic classification model based on multi-task learning. The model includes three subtasks: identifying the type of traffic (Task1), predicting the bandwidth (Task2), and the duration of the flow (Task3). Among them, identifying the traffic type is the main task, which includes the classification of five traffic types. Predicting the bandwidth and the duration of the flow are auxiliary tasks. The overall structure of the model is shown in Fig.1.

Fig.1 Overall structure of traffic classification model based on multi-task learning

Fig.2 One-dimensional dilated convolution structure

Fig.3 Structure of the max-pooling layer

The traffic classification model based on multi-task learning includes an input layer, 4 dilated convolutional layers, 2 maximum pooling layers, 2 fully connected layers, and multi-task output layers.

Firstly, three time series features are extracted from the traffic data, namely the length of the previous $k$ data packet, the arrival interval time and the direction. It is input into a one-dimensional convolutional layer with a convolution kernel size of (3,32) for feature extraction. Dilated convolution can effectively increase the receptive field, capture multi-scale context information without introducing additional parameters. The structure of one-dimensional dilated convolution is shown in Fig.2.
The pooling layer can be used to reduce the dimensionality of features and retain valid information. The pooling layer of the MTL-NTC model adopts the maximum pooling method, and its hierarchical structure is shown in Fig.3. In model training, a maximum pooling layer is set every two one-dimensional convolutional layers, and the pooling core used is 2. Then two fully connected layers are used continuously to synthesize the previously extracted features. They improve the nonlinear expression ability of the model, thereby improving the learning ability of the model. The Relu function is used as its activation function in the fully connected layer.

This paper uses a traffic classification model based on multi-task learning. The model includes three subtasks: identifying the type of traffic (Task1), predicting bandwidth (Task2), and the duration of the flow (Task3). Traffic classification is the main task. Prediction of bandwidth and flow duration are auxiliary tasks. The main task is the classification task, and we divide the traffic in the QUIC data set into five categories: Google Doc, Google Drive, Google Music, Youtube and Google Search. At the same time, the two auxiliary tasks are also defined as classification tasks, the bandwidth and the duration of the flow are divided into five and four categories, and these categories are defined in an intuitive way, each of which covers a part of the data set. Their category definitions are shown in Tab.1.

| Tab.1 Auxiliary task classification |
|------------------------------------|
| Classification | Bandwidth (B) | Duration (D) |
| 1 | B<10kbps | D<10s |
| 2 | 10kbps<B<50kbps | 10s<D<30s |
| 3 | 50kbps<B<100kbps | 30s<D<60s |
| 4 | 100kbps<B<1mbps | 30s<D<60s |
| 5 | B>1mbps |

In this article, bandwidth and duration are easy to obtain in large batches and do not require manual marking, so they are used as auxiliary tasks for traffic classification tasks. Since the QUIC data set has five types of traffic, the traffic classification task is divided into five categories. Similarly, the bandwidth and the duration of the flow are divided into five and four categories. Because there are three tasks, the output of the three fully connected layers is classified by the softmax function.

2.2. Loss function

For a multi-task learning model, when optimizing network parameters, different loss functions need to be specified for different tasks. In this paper, there are three prediction tasks, namely bandwidth, duration, and traffic category classification. We use B, D and T to represent them respectively. In the experiment, the three tasks all use the cross-entropy loss function. In the MTL-NTC model, the traffic classification task is the main task, and we assign a weight to its loss function to adjust its importance in the total loss function. We need to find an appropriate weight to get the best classification effect. The total loss function in the MTL-NTC model is shown in formula (1).

$$\arg\min _{\hat{W}_s,\hat{W}_b,\hat{W}_t} \sum _{i=1}^{N} \ell \left(y_i^b, f(x_i; \hat{W}_s^b)\right) + \ell \left(y_i^d, f(x_i; \hat{W}_s^d)\right) + \lambda \ell \left(y_i^t, f(x_i; \hat{W}_s^t)\right)$$

(1)

Among them, N represents the number of training data samples, and \(x_i\) represents the input of the i-th data sample. \(y_i^b\), \(y_i^d\) and \(y_i^t\) represent the bandwidth, duration, and expected output of the traffic classification task. \(\hat{W}_s^b\), \(\hat{W}_s^d\) and \(\hat{W}_s^t\) Respectively represent the weight of bandwidth task training, the weight of duration task training and the weight of traffic classification task training. \(f(x_i; \hat{W}_s^b)\), \(f(x_i; \hat{W}_s^d)\), and \(f(x_i; \hat{W}_s^t)\) Represents the actual output of bandwidth, duration and traffic classification task respectively. \(\ell\) Represents the cross entropy loss function. \(\lambda\) is the weight representing the importance of the traffic category prediction task.
3. Experiment and analysis

3.1. Data set establishment and parameter setting
This article uses the QUIC data set of the University of California, Davis. The data set contains five types of traffic, Google Doc, Google Drive, Google Music, Youtube and Google Search. The number of streams included in each traffic is shown in Fig.4. This paper extracts the time series characteristics of each traffic in the data set (the length of the data packet, the time between arrivals and the direction) to obtain a new data set. The training set samples in this data set account for 80% of the total samples, and the test data set samples account for 20% of the total samples.

This article trains the model on the QUIC dataset and uses Python and Keras to implement a multi-task learning method. In the deep learning model, the selection of different parameters has an important influence on the experimental results. This article manually adjusts the parameters through experiments and combined with practical experience. When training the model, the Adam optimizer is used for training, and the parameters batch_size=16, epochs=30 are set. Next, we set the number of data packets \( k \) and the weight \( \lambda \) of the traffic classification task through experiments to optimize the performance of the model.

3.2. Number of data packets \( k \)
We need to evaluate the impact of the number of packets \( k \) on the task of traffic classification. In theory, increasing the number of data packets can enhance the model's ability to extract data features, thereby improving the performance of the model. In the process of using the model in this paper to classify traffic, the number of data packets needs to be verified experimentally. The verification results are shown in Fig.5. As the number of data packets increases, the accuracy of the model shows a trend of first rising and then falling. Through experimentation and combining experience, when the number of used data packets is 60, the performance of the model is optimal.
3.3. Weight of traffic classification task

Appropriate weight $\lambda$ can help the model improve the accuracy of traffic classification tasks, so it is necessary to find a suitable value as a hyperparameter. The comparative experimental results of different weights are shown in Fig.6.
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Fig.6 Comparison of experimental results of different weight models

It can be seen from Table 5 that the accuracy of the model changes with the increase of the traffic classification task weight $\lambda$. According to the experimental results, this paper sets the size of the traffic classification task weight $\lambda$ to 1.

3.4. Experimental results and analysis

In order to verify the effectiveness and performance of the model in this paper, a multilayer perceptron (MLP) and a convolutional neural network (CNN) are built, using the following structures and hyperparameters, as shown in Tab.2 and Tab.3.

| Tab.2 Architecture and hyperparameters of MLP |
|-----------------------------------------------|
| Architecture | Hyperparameters                                      |
| Layer 1      | Dense, output:512, relu activation, dropout(rate=0.2) |
| Layer 2      | Dense, output:512, relu activation, dropout(rate=0.2) |
| Layer 3      | Dense, output:5, softmax activation                  |
| Layer 3      | Dense, output:5, softmax activation                  |

| Tab.3 Architecture and hyperparameters of CNN |
|-----------------------------------------------|
| Architecture | Hyperparameters                                      |
| Layer 1      | 2D convolutional layer 32 (5*5) filters, relu activation |
| Layer 2      | 2D convolutional layer 32 (5*5) filters, relu activation |
| Layer 3      | Dense, output:5, softmax activation                  |

In order to evaluate the effect of the model, we compare the MTL-NTC model proposed in this paper with the baseline model (MLP, CNN, Single-task learning [12]) on the QUIC data set. The statistical results of the traffic classification task are shown in Tab.4.

| Tab.4 Identification accuracies of 4 types of traffic classification |
|---------------------------------------------------------------|
| Models            | Accuracy/\%                  |
| MLP               | 77.55                         |
| CNN               | 83.53                         |
| Single-task learning | 96.67                   |
| MTL-NTC           | 97.33                         |

It can be seen from Fig.7 that the recognition accuracy of the traffic classification model MTL-NTC proposed in this paper based on multi-task learning reaches 97.33%, which is higher than 77.55% of the MLP model and 83.53% of the CNN model, and slightly higher than 96.67% of the
Single-task learning model. The above experimental results show that the MTL-NTC model proposed in this paper has certain advantages in solving the task of network traffic classification.

4. Conclusion
Based on the results and discussions presented above, the conclusions are obtained as below:
(1) The use of dilated convolution in the MTL-NTC model to extract the characteristics of the flow can effectively increase the receptive field and better learn the characteristics of the network flow.
(2) Applying the knowledge of multi-task learning to the field of network traffic classification, a large number of model parameters can be shared between multiple tasks, which reduces the risk of overfitting and improves the accuracy of the classifier.
(3) It is concluded that the MTL-NTC model can effectively classify network traffic, and the accuracy obtained is higher than that of commonly used models.
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