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Abstract

We consider the composite hypothesis testing problem of time-bandwidth-constrained distributed detection. In this scenario, the probability distribution of the observed signal when the event of interest is happening is unknown. In addition, local decisions are censored and only those uncensored local decisions will be sent to the fusion center over a shared and noisy collision channel. The fusion center also has a limited time duration to collect transmitted decisions and make a final decision. Two types of medium access control that the sensor nodes apply to send their decisions are investigated: time division multiple access and slotted-Aloha. Unlike using the time division multiple access protocol, the slotted-Aloha-based distributed detection will experience packet collisions. However, in this article, since only uncensored decisions are sent, packet collisions are informative. We derive fusion rules according to generalized likelihood ratio test, Rao test, and Wald test for both the time division multiple access–based distributed detection and the slotted-Aloha-based distributed detection. We see that the fusion rules for the slotted-Aloha-based distributed detection here also exploit packet collisions in the final decision-making. In addition, the asymptotic performances and energy consumption of both schemes are analyzed. Extensive simulation and numerical results are provided to compare the performances of these two schemes. We show that, for a given time delay, the slotted-Aloha-based distributed detection can outperform the time division multiple access–based distributed detection by increasing the number of sensor nodes which results in higher energy consumption.

Keywords

Collision-aware distributed detection, fusion rules, decision fusion, composite hypothesis testing, generalized likelihood ratio test, Rao test, Wald test, slotted-Aloha

Date received: 5 August 2019; accepted: 15 June 2020

Handling Editor: Janos Botzheim

Introduction

In distributed detection, we concern with a detection problem that the area of interest is larger than the sensing range of one detector and the signal of the event we are observing might cover only a region of the monitored area. In such case, only one detector is not applicable to detect the event properly, for example, biochemical-substance leaking detection, cooperative spectrum sensing, and so on. Therefore, a wireless sensor network (WSN) has been applied to distributed detection whose scheme consists of sensor nodes and a...
fusion center (FC). The sensor nodes are deployed in the monitored area to observe the event and make a local decision about the existence of the event. These local decisions are then transmitted over wireless channels to the FC. Since the local decisions are not equally reliable, the FC combines them according to a fusion rule to make a final decision about the existence of the event.

A fusion rule used to compute a final decision depends on the WSN’s architecture in distributed detection which consists of sensor nodes, communication channels/protocols, and a FC. Different combinations of these elements’ specifications/processing/structures result in different fusion rules’ algorithms: for example, fusion rules where local decisions transmitted over fading channels, fusion rules where differential modulation is used, fusion rules for multi-hop clustered WSNs, and fusion rules for the FC equipped with multiple antennas.

Finding the optimal fusion rule is a task in designing distributed detection since its performance provides a benchmark for subsequent suboptimal fusion rules whose complexity might be significantly lower. The optimal fusion rules can be derived using the Bayes’ theorem, which requires the following information: the probability that the event occurs (i.e., $H_1$), the probability that the event is absent (i.e., $H_0$), and both conditional distributions of the observations given $H_0$ and $H_1$. However, since the conditional distribution of the observation given $H_1$ is parameterized by, for example, event’s location and signal strength, an assumption on knowing this distribution might not be practical. To solve this issue, distributed detection might be formulated as a composite hypothesis testing problem where fusion rules based on generalized likelihood ratio test (GLRT), Rao test, and Wald test approaches were derived.

In addition, designing distributed detection is a resource-constrained problem with, basically, limited energy consumption and bandwidth. Main energy consumption in distributed detection is from local decision transmissions. Therefore, many transmission strategies have been proposed to spend energy efficiently. For example, the sensor-censoring strategy suggests that only reliable (uncensored) local decisions should be transmitted to the FC and the ordered-transmission strategy further points out that transmitting local decisions in order of their reliabilities will help saving both the energy and the collection time. Note that the collection time is the time duration that the FC spends to collect local decisions. To solve the problem of limited bandwidth, many distributed detection schemes whose local decisions are transmitted over a multiple access channel (MAC) have been extensively analyzed. In the MAC model, sensor nodes are allowed to transmit their local decisions over a shared channel simultaneously. Those transmitted signals are coherently/noncoherently combined at the FC and are further applied to a fusion rule to make a final decision. Computation complexity of the MAC-based fusion rule depends on the model assumption. The MAC-based fusion rules are derived from a physical-layer perspective, where the inputs to the fusion rules are the received signals.

Distributed detection and fusion rules might be designed from a medium access control perspective. In this scenario, we will consider that local decisions are transmitted over a shared collision channel that divides time into time slots. Local decisions are transmitted within time slots. As a result, there will be three time-slot states: idle, successful, and collision time slots. These time-slot states are defined as follows. A time slot is called as an idle time slot if no sensor nodes transmit their decisions within this time slot. A time slot is called as a successful time slot if only one sensor node transmits its decision within this time slot. A time slot is called as a collision time slot if two or more sensor nodes transmit their decisions within this time slot (and these local decisions cannot be recovered). For example, slotted-Aloha has been applied to schedule local decision transmissions in distributed detection whose local decisions are transmitted over a shared collision channel.

**Motivation and contributions**

For the collision channel model, two medium access control protocols are generally applied to schedule transmissions: time division multiple access (TDMA) and random access, which, in this article, we are interested in the slotted-Aloha protocol without retransmissions. Using the TDMA protocol, where each sensor node is given an exclusive time slot (which is organized by network administrators) to transmit its decision, the FC will always successfully receive the local decisions. On the contrary, using the slotted-Aloha protocol will induce some packet collisions at the FC since each sensor node decides to transmit its decision at a time slot with a probability. In data networks, where the data packet must be received successfully, using the TDMA protocol achieves a higher throughput than that of using the slotted-Aloha protocol. However, in distributed detection when only uncensored decisions will be sent to the FC who can recognize the collisions and exploit them in decision-making, it is interesting to find out when the distributed detection using the slotted-Aloha protocol outperforms the distributed detection using the TDMA protocol.

In this article, we consider the composite hypothesis testing problem of distributed detection, where the probability distribution of the observed signal when the
event of interest is happening is unknown and the FC has a fixed time duration (delay) to collect local decisions transmitted over a shared and noisy collision channel (bandwidth and time constraints). Here, only the sensor nodes who decide that the event is happening will transmit their decisions to the FC. As a result, a collision is informative and indicates that two or more sensor nodes have decided that the event is happening.

Our main contributions of this article are as follows.

- We derive the fusion rules based on GLRT, Rao test, and Wald test for the distributed detection schemes whose local decisions are transmitted according to the TDMA protocol.
- We derive the fusion rules based on GLRT, Rao test, and Wald test for the distributed detection schemes whose local decisions are transmitted according to the slotted-Aloha protocol.
- We derive and compare the asymptotic performances and energy consumption of these distributed detection schemes.

Consequently, our main results can be summarized as follows.

- The fusion rules based on the GLRT, Rao test, and Wald test for the distributed detection using the TDMA protocol are shown. The FC will count the numbers of idle and successful time slots and apply them to these fusion rules to make a final decision. These fusion rules are simple. The GLRT fusion rule is in the form of a log-likelihood Chi-square test, while the Rao test fusion rule is in the form of a Chi-square test.
- The fusion rules based on the GLRT, Rao test, and Wald test for the distributed detection using the slotted-Aloha protocol are shown. The FC will count the numbers of idle, successful, and collision time slots and apply them to these fusion rules to make a final decision. These fusion rules are complicated since they need to compute the minimum mean square error (MMSE) estimate of the number of sensor nodes who transmit local decisions to the FC and the variance of this MMSE estimate.
- From the numerical results, under the bandwidth and time constraints, the performance of the distributed detection using the TDMA protocol is limited since its performance mainly depends on the number of time slots in the frame. Increasing the number of sensor nodes larger than the number of time slots in the frame does not help improving its performance. On the contrary, the distributed detection using the slotted-Aloha protocol can offer a better performance by increasing the number of sensor nodes while consuming more energy.

This article is organized as follows. Section “Related work” provides a short overview of the related work. The system model assumptions are described in section “Distributed detection system model.” Section “Fusion rules of TDMA-based distributed detection” explains about the distributed detection using the TDMA protocol and shows the corresponding fusion rules. Similarly, section “Collision-aware fusion rules of the slotted-Aloha-based distributed detection” explains about the distributed detection using the slotted-Aloha protocol and shows its corresponding fusion rules. Their performance metrics including asymptotic distributions and energy consumption are expressed in section “Performance metrics.” Numerical results are shown in section “Simulation and numerical results.” We conclude our work in section “Conclusions.”

Notation

Lower-case and upper-case bold letters denote vectors and matrices, respectively; $(\cdot)^T$ denotes the transpose operator; $\Pr(\cdot)$ and $\Pr(\cdot|\cdot)$ denote a probability and a conditional probability, respectively; $E\{\cdot\}$ and $\text{Var}\{\cdot\}$ denote the expectation and variance of a random variable, respectively; $B(k,p)$ denotes a binomial distribution of $k$ trials with probability of success $p$; $\mathcal{N}(\mu,\sigma^2)$ denotes a normal distribution with mean $\mu$ and variance $\sigma^2$; $X_\alpha^2$ denotes a Chi-square distribution with $M$ degree of freedom; $X_\lambda^2$ denotes a noncentral Chi-square distribution with $M$ degree of freedom and non-centrality parameter $\lambda$; the symbols $\sim$ and $\text{a mean}$ “distributed as” and “asymptotically distributed as,” respectively.

Related work

Composite hypothesis testing problems have been extensively studied in distributed detection. Fusion rules based on the GLRT, Rao test, and locally optimum-detection approaches under many scenarios have been derived and evaluated. However, all of them, here, are assumed that the local decisions are transmitted over PACs (parallel access channels). Instead, in our article, we derive GLRT, Rao test, and Wald test fusion rules where the uncensored decisions are transmitted over a shared and noisy collision channel.

Slotted-Aloha has been popularly exploited to schedule the local decisions sent to the FC when a shared collision channel is considered. In the slotted-Aloha protocol, two design parameters are of interest: the transmission probability and the retransmission strategy. For the distributed detection whose local decisions are transmitted in order of their reliabilities, it
has been shown that the transmission probability maximizing the data throughput \(^{23}\) does not always optimize the performance of this distributed detection.\(^{27}\) These articles have treated collisions as errors and omitted them in making a final decision.

Actually, the collisions can be useful in decision-making with properly designing transmission strategies and fusion rules. Distributed detection whose FC recognizes the collision time slots, in addition to the idle time slots and successful time slots, and exploit them in final decision-making has been investigated and analyzed in many scenarios: the Neyman–Pearson framework,\(^{28}\) the sequential probability ratio test,\(^{35}\) and the Rao test.\(^{36,37}\) In our initial work,\(^{36,37}\) no channel errors have been considered and only the Rao test fusion rules for the slotted-Aloha-based distributed detection were derived. On the contrary, in this article, we comprehensively derives and extensively compares fusion rules based on the GLRT, Rao test, and Wald test for both the TDMA-based distributed detection and slotted-Aloha-based distributed detection, where channel errors exist.

**Distributed detection system model**

We consider a distributed detection system as shown in Figure 1. Its details are specified as follows.

**Centralized fusion system**

There are \(N\) sensor nodes deployed in an area to monitor an event of interest. The FC will broadcast an inquiry about the existence of this event in the monitored area to start the local-decision collection process. Each sensor will make an observation, compute a binary decision (as indicated in section “Sensor processing, transmission rule, and time-slot states”), and send it to the FC via a single-hop wireless channel according to the TDMA protocol (as explained more in section “Fusion rules of TDMA-based distributed detection”) or the slotted-Aloha protocol (as explained more in section “Collision-aware fusion rules of the slotted-Aloha-based distributed detection”).

**Collision channel**

We assume that the sensor nodes share a collision channel to transmit their decisions to the FC. The channel is divided into time slots, where the FC and sensors know when a time slot begins and ends (i.e., synchronous time slots). The FC has only \(T\) time slots (called the collection time) to collect local decisions. This collection time is divided into \(M\) frames and each frame consists of \(K\) time slots. The length of each time slot is equal to the packet containing a local decision. The FC will make a final decision at the end of the collection time.

![Figure 1. Block diagram of distributed detection in a shared collision channel. There are \(N\) sensor nodes monitoring the event of interest, and, then, make local decisions. Only decisions indicating the event is happening are transmitted over a shared collision channel to the FC. The collision channel is divided into time slots. The FC is allocated \(T\) time slots (called the collection time) to collect the local decisions and makes a final decision at the end of the collection time. The collection time (\(T\) time slots) is divided further into \(M\) frames and each frame consists of \(K\) time slots.](image-url)

**Sensor processing, transmission rule, and time-slot states**

At the beginning of the \(m\)th frame, each sensor node senses the event and draws a new observation \(x\). If the observation \(x\) is larger than or equal to the censoring threshold \(\tau_m\), the sensor node makes the local decision \(y = 1\) (uncensored decision indicating the event is happening); otherwise, the local decision is \(y = 0\) (censored decision indicating the event is absent). We apply that, at the \(m\)th frame, all sensor nodes exploit the same censoring threshold \(\tau_m\). To save an energy, only the sensor nodes with local decisions \(y = 1\) will transmit their decisions (i.e., \(y = 1\)) to the FC over a shared and noisy collision channel. The medium access control protocols to schedule the local-decision transmissions are studied as explained further in sections “Fusion rules of TDMA-based distributed detection” and “Collision-aware fusion rules of the slotted-Aloha-based distributed detection.” According to the collision channel model,\(^{23}\) the following time slot states are classified: idle (0),...
successful (S), and collision (C) time slots. We assume that the collisions are solely from the transmissions of the sensor nodes in the considered network. We denote the actual time-slot state at the kth time slot in the mth frame as \( b_{k,m} \). More details of \( b_{k,m} \) will be provided in sections “Fusion rules of TDMA-based distributed detection” and “Collision-aware fusion rules of the slotted-Aloha-based distributed detection.”

**FC processing**

At the end of the kth time slot in the mth frame, the FC senses the time-slot state denoted by \( d_{k,m} \) instead of \( b_{k,m} \). Due to the nature of wireless channel and errors caused by physical-layer detectors, the sensed time-slot state \( d_{k,m} \) at the FC might not be the same as the actual time-slot state \( b_{k,m} \). This sensing error is modeled by a conditional probability mass function (PMF) \( \Pr(d_{k,m}|b_{k,m}) \) whose details will be specified in sections “Fusion rules of TDMA-based distributed detection” and “Collision-aware fusion rules of the slotted-Aloha-based distributed detection.” At the end of the collection time, the FC has observed the time slot states \( d_{1,1}, d_{2,1}, \ldots, d_{K,1}, \ldots, d_{1,M}, d_{2,M}, \ldots, d_{K,M} \) (as shown in Figure 1) and apply them into a fusion rule to make a final decision. Fusion rules for composite hypothesis testing are derived in sections “Fusion rules of TDMA-based distributed detection” and “Collision-aware fusion rules of the slotted-Aloha-based distributed detection.”

**Binary composite hypothesis testing model**

We assume that the noisy observation at a sensor node, \( x_i \), is governed by the following binary composite hypothesis testing model

\[
H_0 : x \sim f_x(x|H_0) \quad \text{and} \quad H_1 : x \sim f_x(x|H_1)
\]

where \( f_x(x|H_i) \) is the conditional probability density function (PDF) of \( x \) given the hypothesis \( H_i \), for \( i = 0, 1 \). Under this scenario, we assume that the \( f_x(x|H_0) \) is known while \( f_x(x|H_1) \neq f_x(x|H_0) \) is unknown. The observations are assumed to be independent and identically distributed (IID) given \( H_i \), for \( i = 0, 1 \), and among the sensor nodes and time slots. Let \( y_{m,n} \) be the local decision of the nth sensor node drawing an observation \( x \) at the beginning of the mth frame. As a result, the local decision \( y_{m,n} \) can be modeled as a Bernoulli distribution. Specifically, the conditional PMF of \( y = 1 \) given \( H_i \), denoted by \( q_{m|i} \), is equal to \( q_{m|i} = \Pr(y_{m,n} = 1|H_i) = \int_{0}^{1} f_x(x|H_i)dx \). Therefore, given a set of censoring thresholds \( \tau = \{\tau_1, \tau_2, \ldots, \tau_M\} \), we recast our composite hypothesis testing problem as

\[
H_0 : q_0 = (q_{1|0}, q_{2|0}, \ldots, q_{M|0})
\]

\[
H_1 : q_1 = (q_{1|1}, q_{2|1}, \ldots, q_{M|1})
\]

where \( q_0 \) is known while \( q_1 \) is unknown and \( q_0 \neq q_1 \).

**Fusion rules of TDMA-based distributed detection**

In this section, we consider distributed detection whose sensor nodes share a collision channel by using the TDMA protocol to transmit their uncensored decisions \( y = 1 \) to the FC. From now on, we refer to this scheme as the TDMA-based distributed detection. The TDMA protocol is a centralized transmission scheduling where each sensor node has been assigned an exclusive time slot to avoid a packet collision. This time slot assignment has been given in advance by the network administrators before the sensor node has sensed the event. Therefore, according to the censoring and transmission rule described in subsection “Sensor processing, transmission rule, and time-slot states,” at a time slot, the owner (assigned sensor node) might exploit this time slot to transmit its decision if \( y = 1 \); otherwise, the owner keeps silent (and this time slot is idle).

By using the TDMA protocol, the sensor operation applied in this article can be described as follows. At the beginning of each frame, the sensor nodes who are assigned time slots to transmit their decisions in this frame will sense the event. As a result, there will be \( K \) sensor nodes who sense the event in each frame. Thereafter, they will make local decisions according to the sensor censoring rule in subsection “Sensor processing, transmission rule, and time-slot states.” Those sensor nodes with the local decisions \( y = 1 \) will transmit their decisions in their assigned time slots. On the contrary, those sensor nodes with the local decisions \( y = 0 \) will keep silent to save some energy. The process here is repeated until the end of the Mth frame.

The mathematical model for the TDMA-based distributed detection can be formulated as follows. We consider the mth frame for \( 1 \leq m \leq M \). Because of using the TDMA protocol, the time-slot state of the kth time slot in the mth frame, \( b_{k,m} \), will be either 0 or S. The PMF of \( b_{k,m} \) under \( H_n \) is a Bernoulli distribution parameterized by \( q_{m|i} \), which can be expressed as

\[
\Pr(b_{k,m}; q_{m|i}) = (1-q_{m|i})^{1-y_{k,m}} q_{m|i}^{y_{k,m}}
\]

where \( 1_{\{\cdot\}} \) is the indicator function. At the end of each time slot, the FC observes the time-slot state \( d_{k,m} \in \{0,S\} \) instead of \( b_{k,m} \) due to a channel sensing error. This channel sensing error is modeled as a binary symmetric channel (BSC) whose PMF is
The conditional PMF of $d_{k,m}$ under $H_1$ is obtained from
\[
\Pr(d_{k,m} = d; q_{m|i}) = \sum_{b_{k,m} \in \{0,1\}} \Pr(d_{k,m} = d | b_{k,m}) \Pr(b_{k,m}; q_{m|i}), \quad d \in \{0,1\}. \]
Let $q_{d,i}$ denote $\Pr(d_{k,m} = d; q_{m|i})$. We can show that
\[
\rho_{0,m|i} = (1 - \epsilon) - (1 - 2\epsilon)q_{m|i}, \quad \rho_{S,m|i} = 1 - \rho_{0,m|i} = \epsilon + (1 - 2\epsilon)q_{m|i}.
\]

At the end of the $m$th frame, the FC observes the following time-slot states: $d_{1,m}, d_{2,m}, \ldots, d_{K,m}$. The joint PMF of $d_m = (d_{1,m}, d_{2,m}, \ldots, d_{K,m})$ can be written as
\[
\Pr(d_m; q_{m|i}) = \prod_{i=1}^{K} \Pr(d_{i,m} = d_{i,m}; q_{m|i}). \]
In other words, the FC observes that there are $z_{0,m}$ idle time slots (i.e. the number of $d_{i,m} = 0$) and $z_{S,m}$ successful time slots (i.e. the number of $d_{i,m} = S$) within the $m$th frame. Therefore, the joint PMF $\Pr(d_m; q_{m|i})$ is equivalent to, when the FC observes $z_m = (z_{0,m}, z_{S,m})$
\[
\Pr(z_m; q_{m|i}) = \frac{K!}{z_{0,m}! z_{S,m}!} \rho_{0,m}^{z_{0,m}} \rho_{S,m}^{z_{S,m}}.
\]
where $0 \leq z_{0,m} \leq K$, $0 \leq z_{S,m} \leq K$, and $z_{0,m} + z_{S,m} = K$.

At the end of the collection time, the FC will observe the numbers of time-slot states $z = (z_1, z_2, \ldots, z_M)$, whose joint PMF is $\Pr(z; q_1) = \prod_{i=1}^{M} \Pr(z_m; q_{m|i})$. Thereafter, the FC applies these numbers of time-slot states $z$ to a fusion rule to decide whether $H_0$ or $H_1$ is happening. The fusion rules for the composite hypothesis testing are provided in the proposition below.

**Proposition 1.** (TDMA-based fusion rules). Given the number of time-slot states $z = (z_1, z_2, \ldots, z_M)$, where $z_m = (z_{0,m}, z_{S,m})$, $z_{0,m}$ is the number of idle time slots in the $m$th frame, and $z_{S,m}$ is the number of successful time slots in the $m$th frame. The GLRT, Rao, and Wald test fusion rules for the TDMA-based distributed detection can be shown as follows.

1. **The GLRT fusion rule can be expressed as**
\[
\Lambda_G = 2 \log \frac{\Pr(z; q_1)}{\Pr(z; q_0)} = 2 \sum_{m=1}^{M} \log \frac{\Pr(z_m; q_{m|i})}{\Pr(z_m; q_{m|0})},
\]
where $\hat{q}_{m|i} = (\hat{q}_{1|i}, \hat{q}_{2|i}, \ldots, \hat{q}_{M|i})$, and $q_{m|1}$ is an maximum likelihood (ML) estimate of $q_{m|1}$, which is obtained from $\hat{q}_{m|i} = \arg \max \Pr(z_m; q_{m|i})$. After substituting $\Pr(z_m; q_{m|i})$
\[
= z_{0,m} \log \left( \frac{\hat{q}_{0,m|i}}{\rho_{0,m|i}} \right) + z_{S,m} \log \left( \frac{\hat{q}_{S,m|i}}{\rho_{S,m|i}} \right),
\]
from equation (6) into equation (10) and some mathematical arrangements, we have
\[
\Lambda_G = 2 \sum_{m=1}^{M} \left[ z_{0,m} \log \left( \frac{\hat{q}_{0,m|i}}{\rho_{0,m|i}} \right) + z_{S,m} \log \left( \frac{\hat{q}_{S,m|i}}{\rho_{S,m|i}} \right) \right],
\]
where $\hat{q}_{0,m|i}$ and $\hat{q}_{S,m|i}$ are $\rho_{0,m|i}$ and $\rho_{S,m|i}$ in equation (5) by replacing $q_{m|i}$ with $q_{m|1}$. The ML estimate $\hat{q}_{m|i}$ is the value $q_{m|i}$ such that $\partial / \partial q_{m|i} \Pr(z_m; q_{m|i}) = 0$. We can show that
\[
\frac{\partial}{\partial q_{m|i}} \Pr(z_m; q_{m|i}) = \Pr(z_m; q_{m|i})(1 - 2\epsilon) \left[ \frac{z_{S,m} - z_{0,m}}{\rho_{S,m|i} - \rho_{0,m|i}} \right],
\]
By using $z_{0,m} = K - z_{S,m}$, $\rho_{0,m|i} = 1 - \rho_{S,m|i}$, and $\rho_{S,m|i} = (1 - 2\epsilon)q_{m|i}$, we have
\[
\hat{q}_{m|i} = \left( \frac{z_{S,m}}{K} - \epsilon \right) \left( 1 - 2\epsilon \right).
\]
As a result, $\hat{q}_{0,m|i} = z_{0,m}/K$ and $\hat{q}_{S,m|i} = z_{S,m}/K$. By substituting these $\hat{q}_{0,m|i}$ and $\hat{q}_{S,m|i}$ into equation (10), we obtain equation (7).

2. **The Rao test fusion rule can be expressed as**
\[
\Lambda_R = \sum_{m=1}^{M} \left[ \frac{(z_{S,m} - K\rho_{S,m|0})^2}{K\rho_{0,m|0}\rho_{S,m|0}} \right],
\]
where $\rho_{0,m|0} = z_{0,m}/K$ and $\rho_{S,m|0} = z_{S,m}/K$. By substituting these $\rho_{0,m|0}$ and $\rho_{S,m|0}$ into equation (10), we obtain equation (14).
where $(\cdot)^T$ is the transpose operator.

The derivative $\frac{\partial \log \Pr(z; q_i)}{\partial q_i}$ can be obtained from

$$
\frac{\partial \log \Pr(z; q_i)}{\partial q_i} = \left[ \frac{\partial}{\partial q_{ij}} \log \Pr(z_{ij}; q_{ij}) \right]_{j=1}^n
$$

From $\frac{\partial}{\partial q_{mji}} \log \Pr(z_{mji}; q_{mji}) = ((\partial/\partial q_{mji}) \Pr(z_{mji}; q_{mji})) / \Pr(z_{mji}; q_{mji})$, equation (12), $\rho_{0, mji} = 1 - \rho_{S, mji}$, and $z_{0, m} = K - z_{S, m}$, we can show that

$$
\frac{\partial}{\partial q_{mji}} \log \Pr(z_{mji}; q_{mji}) = (1 - 2\epsilon)(z_{S, m} - \rho_{S, mji} K)
$$

The matrix $I(q_i)$ is the inverse of the Fisher information matrix (FIM). The FIM $I(q_i)$ is the $M \times M$ matrix

$$
I(q_i) = \begin{bmatrix}
I_{1, 1}(q_i) & I_{1, 2}(q_i) & \cdots & I_{1, M}(q_i) \\
I_{2, 1}(q_i) & I_{2, 2}(q_i) & \cdots & I_{2, M}(q_i) \\
\vdots & \vdots & \ddots & \vdots \\
I_{M, 1}(q_i) & I_{M, 2}(q_i) & \cdots & I_{M, M}(q_i)
\end{bmatrix}
$$

where the element at the $j$th row and $k$th column, $I_{j, k}(q_i)$, is computed from

$$
I_{j, k}(q_i) = -\mathbb{E} \left\{ \frac{\partial^2 \log \Pr(z; q_i)}{\partial q_{jkl} \partial q_{jkl}} \right\}
$$

We can see that $I_{j, k}(q_i) = 0$ for $j \neq k$. For the case $j = k = m$, we compute $I_{m, m}(q_i) = I_{m, m}(q_{mji})$ from

$$
I_{m, m}(q_{mji}) = \mathbb{E} \left\{ \frac{\partial}{\partial q_{mji}} \log \Pr(z_{mji}; q_{mji}) \right\}^2
$$

From equation (16), we have

$$
I_{m, m}(q_{mji}) = (1 - 2\epsilon)^2 \mathbb{E} \{ z_{S, m} - \rho_{S, mji} K \}^2 / \rho_{0, mji}^2 K^2
$$

Since $\mathbb{E} \{ z_{S, m} - \rho_{S, mji} K \}^2 / \rho_{0, mji}^2 K^2 = \text{Var} \{ z_{S, m}; q_{mji} \}$, which is the variance of $z_{S, m}$, we have

$$
I_{m, m}(q_{mji}) = (1 - 2\epsilon)^2 K / \rho_{0, mji} \rho_{S, mji}
$$

By substituting equations (15), (16), (17), and (21) into equation (14), we obtain equation (8).

3. The Wald test fusion rule $\Lambda_W$ is derived from

$$
\Lambda_W = (q_1 - q_0)^T I(q_1) (q_1 - q_0)
$$

where the vector $(q_1 - q_0)^T = [q_{11}, q_{12}, \ldots, q_{11}], \ldots, q_{20}, q_{21}, \ldots, q_{21}, q_{10}]$ and $(\cdot)^T$ is the transpose operator. By substituting $q_{mji}$ from equation (13) and $I(q_1)$ from equation (17) into equation (22), we have

$$
\Lambda_W = \sum_{m=1}^{M} \left[ \frac{z_{S, m} - \epsilon}{(1 - 2\epsilon)^2} \right] ^2 \frac{(1 - 2\epsilon)^2 K}{P_{0, mji} P_{S, mji}}
$$

From $z_{0, m} = K - z_{S, m}$, $\rho_{S, mji} = \epsilon + (1 - 2\epsilon) q_{mji}$, and after some mathematical arrangements, we obtain equation (9).

The operations of the fusion rules in Proposition 1 can be explained as follows. For the GLRT fusion rule as shown in equation (7), the FC computes the test statistic $\Lambda_G$ by comparing the number of time-slot states $z_{0, m}$ and $z_{S, m}$ to $K \rho_{0, mji}$ and $K \rho_{S, mji}$, respectively. The term $K \rho_{0, mji}$ and $K \rho_{S, mji}$ are the expected numbers of the idle time slots and successful time slots under $H_0$. If the event $H_1$ is happening, the FC would receive a higher number of successful time slots $z_{S, m}$. As we can see from equation (7), the value $z_{S, m}$ larger than the mean $K \rho_{S, mji}$ indicates a likeliness of the event $H_1$ happening. Furthermore, when considering the test statistic $\Lambda_G$ carefully, we see that it is in a log-likelihood Chi-square test.

For the Rao test fusion rule as shown in equation (8), the FC counts the number of successful time slots $z_{S, m}$, compares to the expected number of successful time slots under $H_0 (K \rho_{S, mji})$, and, then, normalized the square of the difference by the variance under $H_0 (K \rho_{S, mji})$. If the test statistic $\Lambda_R$ is within $\gamma_R$, the FC declares $H_0$; otherwise, the FC declares $H_1$. When considering the test statistic $\Lambda_R$ carefully, as shown in the corollary below, it is a Chi-square test.

**Corollary 1.** The test statistic $\Lambda_R$ in (8) is a Chi-square test, which can be rewritten as

$$
\Lambda_R = \sum_{m=1}^{M} \left[ \frac{(z_{0, m} - K \rho_{0, mji})^2}{K \rho_{0, mji}} + \frac{(z_{S, m} - K \rho_{S, mji})^2}{K \rho_{S, mji}} \right]
$$

**Proof.** By applying the steps shown in Wackerly et al.\textsuperscript{38} to equation (8), we will obtain equation (24).

For the Wald test fusion rule as shown in equation (9), the operation is similar to that in the Rao test fusion rule except the normalized term, which is, here, an estimated variance under $H_1 (K \rho_{0, mji} P_{S, mji})$. 
Collision-aware fusion rules of the slotted-Aloha-based distributed detection

In this section, we consider distributed detection whose sensor nodes share a collision channel by using the slotted-Aloha protocol (without retransmissions) to transmit their uncensored decisions \( y = 1 \) to the FC. From now on, we refer this distributed detection as the slotted-Aloha-based distributed detection. The slotted-Aloha protocol is a decentralized transmission scheduling where each sensor node will decide to transmit its decision in a time slot with a probability called the transmission probability. As a result, packet collisions (i.e., two or more sensor nodes transmit their decisions in the same time slot) might occur. An advantage of using the slotted-Aloha protocol is that the network administrators do not need to assign a time slot to each sensor node, which will be a problem in a large sensor network.

By using the slotted-Aloha protocol, the sensor operation applied in this article can be described as follows. At the beginning of each frame, all \( N \) sensor nodes will sense the event of interest. Thereafter, they will make local decisions according to the sensor censoring rule in subsection “Sensor processing, transmission rule, and time-slot states.” Those sensor nodes with local decisions \( y = 1 \) will transmit their decisions in a time slot within this frame with a probability \( 1/K \). In this article, we consider the transmission probability with this fixed value. However, we can assume it as a design parameter. Note that a sensor node with decision \( y = 1 \) might transmit many times. Unlike the data network, repeated transmissions from the same sensor nodes within a frame are acceptable since the FC will apply the received local decisions to estimate the number of transmitting sensor nodes. On the contrary, those sensor nodes with the local decisions \( y = 0 \) will keep silent to save some energy. The process here is repeated until the end of the \( M \)th frame.

The mathematical model for the slotted-Aloha-based distributed detection is formulated as follows. We consider the \( m \)th frame for \( 1 \leq m \leq M \). At the beginning of \( m \)th frame, each sensor node will sense the event of interest and, then, will make a local decision according to the decision rule in subsection “Sensor processing, transmission rule, and time-slot states.” Let \( n_m \) be the number of sensor nodes with decisions \( y = 1 \). The conditional PMF of \( n_m \) parameterized by \( q_{mj} \) (i.e., given \( H_t \)) can be expressed as

\[
\Pr(n_m; q_{mj}) = \frac{N!}{n_m!(N-n_m)!} q_{mj}^{n_m} (1 - q_{mj})^{N-n_m} \tag{25}
\]

where \( 0 \leq n_m \leq N \). These \( n_m \) sensor nodes will transmit their decisions in a time slot with the transmission probability \( 1/K \). Unlike the TDMA protocol, for the slotted-Aloha protocol, we have the actual time-slot state \( d_{k,m} \in \{0, S, C\} \), where \( 0 \), \( S \), and \( C \) denote the idle time slot, the successful time slot, and the collision time slot, respectively. Note that a collision time slot here is informative since it indicates that two or more sensors have sent their local decisions in this time slot. The conditional PMF of \( b_{k,m} \) can be expressed as

\[
\Pr(b_{k,m} = 0 | n_m) = p_{0,m,n_m} = \left( 1 - \frac{1}{K} \right)^{n_m},
\]

\[
\Pr(b_{k,m} = S | n_m) = p_{S,m,n_m} = n_m \left( \frac{1}{K} \right) \left( 1 - \frac{1}{K} \right)^{n_m-1},
\]

\[
\Pr(b_{k,m} = C | n_m) = p_{C,m,n_m} = 1 - p_{0,m,n_m} - p_{S,m,n_m}. \tag{26}
\]

At the end of each time slot, the FC observes the time-slot state \( d_{k,m} \in \{0, S, C\} \) instead of \( b_{k,m} \) due to the channel sensing error. This channel sensing error is modeled as

\[
\Pr(d_{k,m} | b_{k,m}) = \begin{cases} e & \text{if } d_{k,m} \neq b_{k,m}, \\ 1 - 2e & \text{if } d_{k,m} = b_{k,m}. \tag{27} \end{cases}
\]

The conditional PMF of \( d_{k,m} \) given \( n_m \) is obtained from \( \Pr(d_{k,m} = d | n_m) = \sum_{b_{k,m} \in \{0, S, C\}} \Pr(d_{k,m} = d | b_{k,m}) \Pr(b_{k,m} | n_m) \), where \( d \in \{0, S, C\} \). Let \( \tilde{p}_{d,m,n_m} \) denote \( \Pr(d_{k,m} = d | n_m) \). We can show that

\[
\tilde{p}_{0,m,n_m} = (1 - 2e)p_{0,m,n_m} + ep_{S,m,n_m} + ep_{C,m,n_m},
\]

\[
\tilde{p}_{S,m,n_m} = ep_{0,m,n_m} + (1 - 2e)p_{S,m,n_m} + ep_{C,m,n_m}, \tag{28}
\]

\[
\tilde{p}_{C,m,n_m} = ep_{0,m,n_m} + ep_{S,m,n_m} + (1 - 2e)p_{C,m,n_m}.
\]

At the end of the \( m \)th frame, the FC observes the following time-slot states \( d_{1,m}, d_{2,m}, \ldots, d_{k,m} \). The joint PMF of \( d_m = (d_{1,m}, d_{2,m}, \ldots, d_{k,m}) \) can be expressed as

\[
\Pr(d_m | n_m) = \prod_{k=1}^{K} \Pr(d_{k,m} | n_m). \tag{29}
\]

In other words, the FC observes that there are \( z_{0,m} \) idle time slots (i.e., the number of \( d_{k,m} = 0 \)), \( z_{S,m} \) successful time slots (i.e., the number of \( d_{k,m} = S \)), and \( z_{C,m} \) collision time slots (i.e., the number of \( d_{k,m} = C \)). Therefore, the joint conditional PMF \( \Pr(\tilde{z}_m | n_m) \) is equivalent to, when the FC observes \( z_{0,m}, z_{S,m}, \) and \( z_{C,m} \)

\[
\Pr(\tilde{z}_m | n_m) = \frac{K!}{z_{0,m}!z_{S,m}!z_{C,m}!} \tilde{p}_{\tilde{z}_m,n_m} \tilde{p}_{\tilde{z}_m,n_m} \tilde{p}_{\tilde{z}_m,n_m}. \tag{29}
\]

where \( \tilde{z}_m = (z_{0,m}, z_{S,m}, z_{C,m}) \), \( 0 \leq z_{0,m} \leq K \), \( 0 \leq z_{S,m} \leq K \), \( 0 \leq z_{C,m} \leq K \), \( z_{0,m} + z_{S,m} + z_{C,m} = K \). In addition, we can write the joint conditional PMF of \( \tilde{z}_m \) parameterized by \( q_{mj} \) (i.e., under \( H_t \)) as

\[
\Pr(\tilde{z}_m | n_m) = \sum_{n_m=0}^{N} \Pr(\tilde{z}_m | n_m) \Pr(n_m; q_{mj}). \tag{29}
\]

At the end of the collection time, the FC will observe the numbers of time-slot states \( \tilde{z} = (\tilde{z}_1, \tilde{z}_2, \ldots, \tilde{z}_M) \), whose joint PMF is

\[
\Pr(\tilde{z}; q_k) = \prod_{m=1}^{M} \Pr(\tilde{z}_m; q_{mj}).
\]

Thereafter, the FC applies these numbers of time-slot
The decision thresholds \( \tilde{\gamma}_G, \tilde{\gamma}_R, \) and \( \tilde{\gamma}_W \) are adjusted to achieve the desired performance.

**Proof.** The derivations of these fusion rules can be shown as follows.

1. The GLRT fusion rule \( \hat{\Lambda}_G \) is directly obtained by substituting \( \Pr(z; q_1) = \prod_{m=1}^M \Pr(z_m; q_{m1}) \) instead of \( \Pr(z; q_1) \) into equation (10). The ML estimate \( \hat{q}_{m1} \) is the value of \( q_{m1} \) such that 
\[
\frac{\partial}{\partial q_{m1}} \Pr(z_m; q_{m1}) = 0.
\]
We can show that
\[
\frac{\partial}{\partial q_{m1}} \Pr(z_m; q_{m1}) = \frac{\Pr(z_m; q_{m1})}{\Pr(z_m; q_{m1})} = \frac{\Pr(z_m; q_{m1}) [\mathbb{E}(n_m | z_m; q_{m1}) - Nq_{m1}]}{q_{m1}(1 - q_{m1})}
\]
(33)
where \( \mathbb{E}(n_m | z_m; q_{m1}) \) is the minimum mean square error (MMSE) estimate of \( n_m \) and computed from
\[
\mathbb{E}(n_m | z_m; q_{m1}) = \frac{\sum_{m=0}^N n_m \Pr(z_m | n_m) \Pr(n_m; q_{m1})}{\Pr(z_m; q_{m1})} \quad (34)
\]
Therefore, from equation (33), the ML estimate \( \hat{q}_{m1} \) is the \( q_{m1} \) that makes \( \mathbb{E}(n_m | z_m; q_{m1}) = Nq_{m1} \).

2. The Rao test fusion rule \( \hat{\Lambda}_R \) is derived from equation (14) by using \( \Pr(z; q_1) \) instead of \( \Pr(z; q_1) \). The derivative \( \partial \log \Pr(z; q_1) / \partial q_{m1} \) can be similarly obtained from equation (15), where
\[
\frac{\partial}{\partial q_{m1}} \log \Pr(z_m; q_{m1}) = \frac{\mathbb{E}(n_m | z_m; q_{m1}) - Nq_{m1}}{q_{m1}(1 - q_{m1})} \quad (35)
\]
The FIM \( I(q_1) \) is obtained from equation (17). Similar to the steps in the proof in Proposition 1, we can show that \( I_j, k(q_0) = 0 \) if \( j \neq k \). For \( j = k = m \), from equations (19) and (33), we have
\[
I_{n,m}(q_0) = \frac{\mathbb{E}[\mathbb{E}(n_m | z_m; q_{m1}) - Nq_{m1}^2; q_{m1}]}{q_{m1}(1 - q_{m1})^2} \quad (36)
\]
Since \( Nq_{m1} \) is the conditional expectation of the MMSE \( \mathbb{E}(n_m | z_m; q_{m1}) \), we, then, have
\[
I_{n,m}(q_0) = \frac{\mathbb{E}[\mathbb{E}(n_m | z_m; q_{m1}) - Nq_{m1}^2; q_{m1}]}{q_{m1}(1 - q_{m1})^2} \quad (37)
\]
where \( \mathbb{E}[\mathbb{E}(n_m | z_m; q_{m1}) - Nq_{m1}^2; q_{m1}] \) is the variance of the MMSE estimate \( \mathbb{E}(n_m | z_m; q_{m1}) \). By substituting equations (35) and (37) into equation (14), we obtain equation (31).

3. The Wald test fusion rule \( \hat{\Lambda}_W \) is similarly derived from equation (22). The FIM \( I(q_1) \) can be obtained by applying the same steps shown in the Rao test fusion rule above, where \( I(q_1) \) is defined by equation (17). \( I_j, k(q_1) = 0 \) if \( j \neq k \), and \( I_{m,m}(q_1) \) can be obtained from equation (37).

The operations of the fusion rules in Proposition 2 can be explained as follows. For the GLRT fusion rule as shown in equation (30), the FC computes the maximum likelihood (ML) estimates \( \hat{q}_{m1} \), for \( 1 \leq m \leq M \).
Thereafter, the FC puts these ML estimates into the test statistics $\Lambda_G$ and compares the result to the decision threshold $\gamma_R$ to make a final decision.

For the Rao test fusion rule as shown in equation (31), the FC must compute the minimum mean square error (MMSE) estimate of the number of transmitting sensors $n_m$ under $H_0$ ($\mathbb{E}\{n_m|\hat{z}_m; q_m(0)\}$) and the variance of the MMSE estimate under $H_0$ ($\text{Var}\{n_m|\hat{z}_m; q_m(0)\}$). Thereafter, the FC compares the MMSE estimate to the expected number of transmitting sensors under $H_0$ ($N_0 q_m(0)$). The square of the difference is normalized by the variance of the MMSE estimate under $H_0$. If the test statistic $\Lambda_R$ is within $\gamma_R$, the FC declares $H_0$; otherwise, the FC declares $H_1$.

For the Wald test fusion rule as shown in equation (32), the FC computes the ML estimates $\hat{q}_m$ and the variance $\text{Var}\{\mathbb{E}\{n_m|\hat{z}_m; q_m(1)\}; q_m(1)\}$, for $1 \leq m \leq M$. Thereafter, the FC puts them into the test statistic $\Lambda_W$ and compares the result with the decision threshold $\gamma_W$ to make a final decision.

**Performance metrics**

**Asymptotic distribution**

Asymptotically, for large $K$ and $N$, the test statistics of the GLRT, Rao test, and Wald test fusion rules have the same distribution. Specifically, the distribution of the test statistics $\Lambda_0$ in equations (7), (8), and (9) can be expressed as

$$\Lambda_0 \approx \begin{cases} \chi^2_M & \text{under } H_0, \\ \chi^2_M(\lambda) & \text{under } H_1, \end{cases} \quad (38)$$

where “$\approx$” denotes an asymptotic distribution, $\chi^2_M$ denotes a Chi-square PDF with $M$ degree of freedom, and $\chi^2_M(\lambda)$ denotes a noncentral Chi-square PDF with $M$ degree of freedom and noncentrality parameter $\lambda$. The noncentrality parameters $\lambda$ is

$$\lambda = (q_1 - \hat{q}_0)^T \mathbf{I}(\hat{q}_0)(q_1 - \hat{q}_0)$$

$$= K(1 - 2e)^2 \sum_{m=1}^M \frac{(q_{m1} - q_{m0})^2}{\rho_{m0} \rho_{S,m0}} \quad (39)$$

where the vector $(q_1 - \hat{q}_0)^T = [(q_{11} - q_{10}), (q_{21} - q_{20}), \ldots, (q_{M1} - q_{M0})]$ and $\mathbf{I}(\hat{q}_0)$ is a Fisher information matrix shown in the proof in Proposition 1. Asymptotic performance of the fusion rules $\Lambda_0$ can be measured as a probability of detection ($P_D$) and a probability of false alarm ($P_F$). These probabilities can be obtained from $P_D = \Pr(\Lambda_0 > \gamma_0; q_1)$ and $P_F = \Pr(\Lambda_0 > \gamma_0; q_0)$.

Similarly, the test statistics $\Lambda_0$ in equations (30), (31), and (32) have the same asymptotic distribution

$$\tilde{\Lambda}_0 \approx \begin{cases} \chi^2_M & \text{under } H_0, \\ \chi^2_M(\lambda) & \text{under } H_1, \end{cases} \quad (40)$$

where the noncentrality parameters $\lambda$ is

$$\lambda = \sum_{m=1}^M \frac{(q_{m1} - q_{m0})^2}{q_{m0}(1 - q_{m0})^2} \quad (41)$$

The noncentrality parameter $\lambda$ is computed from the same formula shown in equation (39) where the Fisher information matrix $\mathbf{I}(\hat{q}_0)$ is shown in the proof in Proposition 2. The probability of detection ($P_D$) and the probability of false alarm ($P_F$) are obtained from $P_D = \Pr(\Lambda_0 > \gamma_0; q_1)$ and $P_F = \Pr(\Lambda_0 > \gamma_0; q_0)$, respectively.

Both test statistics $\Lambda_0$ and $\tilde{\Lambda}_0$ have the same distribution under $H_0$, that is, $\chi^2_{M'}$. Therefore, given the same threshold values $\gamma_0$ and $\gamma_0$, the fusion rules experience the same probability of false alarm $P_F$. On the contrary, the test statistics $\Lambda_0$ and $\tilde{\Lambda}_0$ occupy different distributions under $H_1$, which are parameterized by the noncentrality parameters $\lambda$ and $\lambda$ as shown in equations (39) and (41), respectively. Consequently, the fusion rules in the TDMA-based distributed detection and the fusion rules in the slotted-Aloha-based distributed detection achieve different probabilities of detection $P_D$. A higher noncentrality parameter results in a better $P_D$. Therefore, we can determine when one fusion rule outperforms the other by comparing the noncentrality parameters $\lambda$ with $\lambda$. If, in a scenario, $\lambda > \lambda$, the TDMA-based distributed detection outperforms the slotted-Aloha-based distributed detection and vice versa.

**Energy consumption**

Since sensors are battery-powered devices, spending energy efficiently will extend their lifetime. In this article, we consider that energy consumption is mainly from sensing the event and transmitting a local decision. We model the energy consumption in this way such that we can see a trade-off between sensing and transmitting. We assume that $\mathcal{E}_S$ is the energy spent per one sensing and $\mathcal{E}_T$ is the energy spent per one transmission (generally, $\mathcal{E}_S < \mathcal{E}_T$).

**TDMA-based distributed detection.** At the beginning of the $n$th frame, the $K$ sensors who are assigned their time slots in this frame will sense the event of interest. The energy consumption for sensing will be equal to $K \mathcal{E}_S$. Among $K$ sensors, there will be $n_{T,m}$ sensors who make local decision $y = 1$ and, then, transmit their decisions at the allocated time slots. The number of transmitting sensors $n_{T,m}$ is a Binomial random variable: $n_{T,m} \sim B(K, q_{m1})$. The
energy spent on transmission will be equal to \( n_{t,m} E_T \). The energy consumption spent in the \( m \)th frame is \( E_{C,m} = K E_S + n_{t,m} E_T \). At the end of the collection time, the total energy that has been spent will be equal to \( E_C = \sum_{m=1}^{M} E_{C,m} = K M E_S + E_T \sum_{m=1}^{M} n_{t,m} \). The conditional expectation of \( E_C \) under \( H_i \) is \( \mathbb{E}\{E_C; q_i \} = K M E_S + K E_T \sum_{m=1}^{M} q_{m,i} \). Finally, the average energy consumption per a decision-making, which is computed from \( \mathbb{E}\{E_C\} = P_0 \mathbb{E}\{E_C; q_0 \} + P_1 \mathbb{E}\{E_C; q_1 \} \), where \( P_i = \text{Pr}(H_i) \), is equal to

\[
\mathbb{E}\{E_C\} = K \left[ M E_S + E_T \left( P_0 \sum_{m=1}^{M} q_{m,0} + P_1 \sum_{m=1}^{M} q_{m,1} \right) \right]
\]  
(42)

**Slotted-Aloha-based distributed detection.** At the beginning of the \( m \)th frame, all \( N \) sensors will sense the event of interest. The energy consumption for sensing will be equal to \( N E_S \). Among \( N \) sensors, there will be \( n_{t,m} \) sensors who make local decision \( y = 1 \) and, then, transmit their decisions to the FC by using the slotted-Aloha protocol described in section “Collision-aware fusion rules of the slotted-Aloha-based distributed detection.”

The number of transmitting sensors \( n_{t,m} \) is a Binomial random variable: \( n_{t,m} \sim B(N, \gamma_m) \). The energy spent on transmission will be equal to \( n_{t,m} E_T \). The energy consumption spent in the \( m \)th frame will be equal to \( E_{C,m} = N E_S + n_{t,m} E_T \). At the end of the collection time, the total energy that has been spent will be equal to \( E_C = \sum_{m=1}^{M} E_{C,m} = K M E_S + E_T \sum_{m=1}^{M} n_{t,m} \). The conditional expectation of \( E_C \) under \( H_i \) is \( \mathbb{E}\{E_C; q_i \} = N M E_S + N E_T \sum_{m=1}^{M} q_{m,i} \). Finally, the average energy consumption per a decision-making, which is computed from \( \mathbb{E}\{E_C\} = P_0 \mathbb{E}\{E_C; q_0 \} + P_1 \mathbb{E}\{E_C; q_1 \} \), where \( P_i = \text{Pr}(H_i) \), is equal to

\[
\mathbb{E}\{E_C\} = N \left[ M E_S + E_T \left( P_0 \sum_{m=1}^{M} q_{m,0} + P_1 \sum_{m=1}^{M} q_{m,1} \right) \right]
\]  
(43)

Basically, as shown in equations (42) and (43), if the same set of censoring thresholds \( \tau = (\tau_1, \tau_2, \ldots, \tau_M) \) is used for both schemes, for \( K < N \), the slotted-Aloha-based distributed detection will consume more energy than that of the TDMA-based distributed detection.

**Simulation and numerical results**

In this section, we present both simulation and numerical results on the performances of the proposed fusion rules. For simplicity, we assume that the noisy observation \( x \) sensed by each sensor node at the beginning of the \( m \)th frame, for \( 1 \leq m \leq M \), is governed by

\[
H_0 : x \sim \mathcal{N}(0, \sigma^2) \quad \text{and} \quad H_1 : x \sim \mathcal{N}(\theta, \sigma^2)
\]  
(44)

where \( \theta \) is the event signal’s strength and \( \sigma^2 \) is the noise variance. The performances of the fusion rules are parameterized by a set of censoring thresholds \( \tau = (\tau_1, \tau_2, \ldots, \tau_M) \), the global decision thresholds \( \gamma_0 \) and \( \gamma_1 \), the number of sensor nodes \( N \), the number of time slots in the frame \( K \), the number of frames in the collection time \( M \), and the channel sensing error \( \epsilon \). The effects of these parameters on the fusion-rule performances will be studied subsequently. In addition, the performances between the TDMA-based distributed detection and the slotted-Aloha-based distributed detection will be compared.

**Simulation**

The purpose of simulation here is to study the performances of the proposed fusion rules under a finite number of sensor nodes \( N \) and a finite number of time slots \( K \). As opposed to the asymptotical analysis in the next subsection, we will see how each fusion rule performs. The effects of the censoring thresholds \( \tau \) on receiver operating characteristic (ROC) curves of the proposed fusion rules obtained from Monte Carlo simulation are also investigated. The censoring thresholds \( \tau = (\tau_1, \tau_2, \ldots, \tau_M) \) control the number of sensor nodes transmitting their decisions in each frame. Higher censoring threshold \( \tau = (\tau_1, \tau_2, \ldots, \tau_M) \) will lower the number of transmitting sensor nodes under both \( H_0 \) and \( H_1 \) for the hypothesis testing model in equation (44). Subsequently, the censoring threshold \( \tau_m \) will affect the numbers of idle time slots, successful time slots, and collision time slots (in the \( m \)th frame) seen by the FC and applied to the fusion rules to make global decisions.

Figure 2 shows ROC curves for the TDMA-based distributed detection where the GLRT, Rao test, and Wald test fusion rules (as derived in Proposition 1) are applied. For simplicity, the censoring thresholds \( \tau = (\tau_1, \tau_2, \ldots, \tau_M) \) are set up such that \( \tau_1 = \tau_2 = \ldots = \tau_M \). The other parameters are given as shown in the figure caption. When \( \tau_m = 0.00 \), for all \( m \), as shown in Figure 2(a), the Rao test and Wald test fusion rules provide almost the same performance and significantly outperform that of the GLRT fusion rule. When \( \tau_m = 1.00 \), for all \( m \), as shown in Figure 2(b), the GLRT fusion rule performs slightly better than that of the Rao test fusion rule and far better than that of the Wald test fusion rule. In addition, we see that both GLRT and Rao test fusion rules prefer \( \tau_m = 1.00 \) to \( \tau_m = 0.00 \) while the Wald test fusion rule prefers...
A set of optimal thresholds for the TDMA-based distributed detection will be evaluated asymptotically in subsection “Optimal censoring thresholds.”

Figure 3 shows ROC curves for the slotted-Aloha-based distributed detection where the GLRT, Rao test, and Wald test fusion rules (as derived in Proposition 2) are applied. For simplicity, the censoring thresholds $t_m = (t_1, t_2, \ldots, t_M)$ are set up such that $t_1 = t_2 = \ldots = t_M$. The other parameters are given as shown in the figure caption. When $t_m = 0.00$, for all $m$, as shown in Figure 3(a), the GLRT fusion rule provides a better performance than those of the Rao test and Wald test fusion rules. When $t_m = 1.00$, for all $m$, as shown in Figure 3(b), the Rao test fusion rule performs better than that of the GLRT fusion rule and far better than that of the Wald test fusion rule. Similar to the TDMA-based distributed detection, we see that both GLRT and Rao test fusion rules prefer $t_m = 1.00$ to $t_m = 0.00$ while the Wald test fusion rule prefers $t_m = 0.00$ to $t_m = 1.00$. A set of optimal thresholds for the slotted-Aloha-based distributed detection will be evaluated asymptotically in subsection “Optimal censoring thresholds.”

Asymptotic performance

In this section, we investigate the asymptotic performance of the TDMA-based distributed detection and the slotted-Aloha-based distributed detection by using equations (38) and (40) under various scenarios. Recall that the performance of the GLRT, Rao test, and Wald test fusion rules are asymptotically identical as shown in subsection “Asymptotic distribution.”

ROC. Figure 4 compares ROC curves of the TDMA-based distributed detection and the slotted-Aloha-based distributed detection. The censoring thresholds $\tau = (\tau_1, \tau_2, \ldots, \tau_M)$ are set up such that $\tau_1 = \tau_2 = \ldots = \tau_M$. The other parameters are given as shown in the figure caption. Figure 4(a) shows the ROC curves when $\tau_m = 0.00$, for all $m$, while Figure 4(b) shows the ROC curves when $\tau_m = 1.00$, for all $m$. 

$\tau_m = 0.00$ to $\tau_m = 1.00$. A set of optimal thresholds for the TDMA-based distributed detection will be evaluated asymptotically in subsection “Optimal censoring thresholds.”
Note that the performance of the TDMA-based distributed detection does not depend on $N$ since, in each frame, only $K$ sensor nodes corresponding to $K$ time slots will make their local decisions. We see that the censoring threshold $\tau_m$ significantly affects the performances of both schemes. When $\tau_m = 0.00$, the TDMA-based distributed detection offers a better performance. On the contrary, when $\tau_m = 1.00$, the slotted-Aloha-based distributed detection offers a better performance. While the performance of the TDMA-based distributed detection is independent of $N$, the performance of the slotted-Aloha-based distributed detection can be improved by increasing $N$. The effects of $N$, $K$, and $\epsilon$ on the performances of both schemes will be studied in subsection “Performance comparisons.”

Optimal censoring thresholds. In this section, we show and study the censoring thresholds that optimize the performance of each scheme. According to subsection “Asymptotic distribution,” the optimal censoring thresholds are those who maximize the probability of detection $P_D$. Specifically, the optimal thresholds for the TDMA-based distributed detection are those who maximize equation (39) while the optimal thresholds for the slotted-Aloha-based distributed detection are those who maximize equation (41). Since both equations (39) and (41) are functions of $\theta$ (via $q_m$), to find and study these optimal thresholds, we assume that the event’s signal strength $\theta$ is given.

According to the assumption that, at each frame, sensor nodes sense the noisy observation $x$ from the invariant Gaussian distribution specified in equation (44) and for simplicity, we limit our searching for the optimal thresholds to a set of identical thresholds $\tau^* = (\tau_1^*, \tau_2^*, \ldots, \tau_M^*)$, where $\tau_1^* = \tau_2^* = \ldots = \tau_M^*$, that optimize $P_D$.

Table 1 shows the censoring thresholds $\tau^*$ for the TDMA-based distributed detection when $\theta = 0.8$, $\sigma^2 = 1$, $K = 15$, $M = 3$, and $\epsilon = 0.05$. Note that the performance of the TDMA-based distributed detection is independent of $N$. In addition, the average numbers of idle time slots ($z_{0,m}$) and successful time slots ($z_{S,m}$) for $i = 0, 1$ are included. As shown in the table, the optimal thresholds $\tau^*$ result in a lot of number of idle time slots under $H_0$ and a lot of successful time slots under $H_1$.

Table 2 shows the censoring thresholds $\tau^*$ for the slotted-Aloha-based distributed detection with various $N$, when $\theta = 0.8$, $\sigma^2 = 1$, $K = 15$, $M = 3$, and $\epsilon = 0.05$. In addition, we are also interested in the network traffic of this scheme which exploits the slotted-Aloha protocol as the medium control access. Unlike data network, the performance metric here is $P_D$. It would be very interesting that how the corresponding network traffic according to the optimal thresholds behaves. Therefore, we show the probability that a time slot will be an idle time slot ($\hat{P}_{0,m} = \mathbb{E}\{\hat{P}_{0,m;nm_i}\}$), the probability that a time slot will be a successful time slot ($\hat{P}_{S,m} = \mathbb{E}\{\hat{P}_{S,m;nm_i}\}$), and the probability that a time slot will be a collision time slot ($\hat{P}_{C,m} = \mathbb{E}\{\hat{P}_{C,m;nm_i}\}$) under $H_1$. As a result, we can see that, by applying the optimal thresholds $\tau^*$, the slotted-Aloha-based distributed detection does not attempt to maximize the probability of successful time slots ($\hat{P}_{S,m}$). On the contrary, to achieve the maximum $P_D$, it might experience a lot of idle time slots (high $\hat{P}_{0,m}$) and/or collision time slots (high $\hat{P}_{C,m}$).

Performance comparisons. Figure 5 compares the probabilities $P_D$ and energy consumption of the TDMA-based

![Figure 4. The effects of the parameters $\tau_m$ and $N$ on the ROC curves of the TDMA-based distributed detection and the slotted-Aloha-based distributed detection. The other parameters are set up as follows: $\theta = 0.8$, $\sigma^2 = 1$, $K = 15$, and $\epsilon = 0.05$. (a) The ROC curves when $\tau_m = 0.00$ for all $m$. (b) The ROC curves when $\tau_m = 1.00$ for all $m.$](image-url)
Table 2. The censoring threshold $\tau_\text{c}$ maximizing $P_D$ for the slotted-Aloha-based distributed detection, where $\theta = 0.8$, $\sigma^2 = 1$, $K = 15$, $M = 3$, and $\epsilon = 0.05$.

| $N$ | $\tau_\text{c}$ | $H_0$ | $H_1$ |
|-----|-----------------|-------|-------|
|     | $\bar{\rho}_{0,m}$ | $\bar{\rho}_{1,m}$ | $\bar{\rho}_{2,m}$ | $\bar{\rho}_{3,m}$ |
| 20  | 1.13            | 0.76  | 0.17  | 0.06  | 0.57 | 0.31 | 0.12 |
| 25  | 1.14            | 0.74  | 0.20  | 0.07  | 0.51 | 0.34 | 0.16 |
| 30  | 1.13            | 0.71  | 0.22  | 0.07  | 0.45 | 0.36 | 0.19 |
| 35  | 1.12            | 0.67  | 0.24  | 0.08  | 0.40 | 0.36 | 0.23 |
| 40  | 1.11            | 0.64  | 0.26  | 0.09  | 0.36 | 0.37 | 0.28 |
| 45  | 1.10            | 0.61  | 0.28  | 0.10  | 0.32 | 0.36 | 0.32 |
| 50  | 1.10            | 0.59  | 0.30  | 0.11  | 0.28 | 0.36 | 0.36 |
| 55  | 1.11            | 0.57  | 0.31  | 0.12  | 0.26 | 0.35 | 0.39 |
| 60  | 1.12            | 0.55  | 0.32  | 0.13  | 0.24 | 0.34 | 0.43 |
| 65  | 1.14            | 0.54  | 0.33  | 0.14  | 0.22 | 0.33 | 0.45 |
| 70  | 1.15            | 0.52  | 0.33  | 0.15  | 0.20 | 0.32 | 0.48 |

distributed detection and slotted-Aloha-based distributed detection as varying $N$, $K$, and $\epsilon$ for $P_D = P_F = 0.5$. Recall that energy consumption values of these schemes are obtained from equations (42) and (43), where we assume that $E_S = 1$ energy unit and $E_T = 5$ energy unit. The optimal thresholds $\tau_\text{c}$ are applied. The other parameters are set up as shown in the sub-figures’ captions. Figure 5(a) demonstrates that, for a given collection time (or delay), $KM$, the slotted-Aloha-based distributed detection can outperform the TDMA-based distributed detection by increasing $N$ which results in higher energy consumption. On the contrary, Figure 5(b) shows the $P_D$ and energy consumption versus $K$ for $N = 30$. We see that the probability $P_D$ of the TDMA-based distributed detection can be improved by increasing the collection time $K$, which results in more energy consumption and a longer (decision) delay. Figure 5(c) shows that the probability $P_D$ of the slotted-Aloha-based distributed detection is quite sensitive to the channel error $\epsilon$. Overall, from the scenarios studied in this subsection, we can see that the slotted-Aloha-based distributed detection spends more energy than the TDMA-based distributed detection does.

Performance sensitivity to the unknown signal strength $\theta$: Figure 6 shows the effects of the unknown signal strength $\theta$ to the probabilities $P_D$ of both schemes. For each scheme, we compare the probabilities $P_D$ of the known $\theta$ case (where the thresholds $\tau_\text{c}$ corresponding to that $\theta$ are applied) and the unknown $\theta$ case (where the thresholds $\tau_\text{c}$ computed from assuming that $\theta = 0.8$ are applied). We see that these two schemes are slightly deteriorated by the unknown $\theta$.

Conclusion

The composite hypothesis testing problem in time-bandwidth-constrained distributed detection has been considered. We have derived the GLRT, Rao test, and Wald test fusion rules for the TDMA-based distributed detection and the slotted-Aloha-based distributed detection. The fusion rules for the TDMA-based distributed detection are simple and apply the numbers $\{0, 1, 2, 3\}$.
of idle and successful time slots to compute a final decision. On the contrary, the fusion rules for the slotted-Aloha-based distributed detection are complicated and apply the numbers of idle, successful, and collision time slots to make a final decision. Their asymptotic performance and energy consumption are obtained. The numerical results have shown the trade-offs among the number of sensor nodes, time delay, and energy consumption of these two schemes. To improve the performance of the TDMA-based distributed detection, given a number of sensor nodes, we need to increase the collection time which results in a longer delay in the final decision-making. On the contrary, to improve the performance of the slotted-Aloha-based distributed detection, given a delay, we can add more sensor nodes into the monitored area which results in requiring higher energy consumption. Therefore, for a given time delay, the slotted-Aloha-based distributed detection can outperform the TDMA-based distributed detection by increasing the number of sensor nodes but higher energy consumption might be needed in exchange.

This work can be used for distributed detection whose model of $H_1$ is difficult to be obtained and time delay is critical such as environment monitoring in a large area.

In this article, we have derived a set of fusion rules for fixed-sample-size distributed detection whose sensor nodes send their decisions over a shared collision channel. The following are possible extensions of this work. Designing and comparing sequential fusion rules for composite hypothesis testing of the TDMA-based distributed detection and the slotted-Aloha-based distributed detection would be interesting. Another extension can focus on finding fusion rules when sensor nodes send their decisions over a different channel model such as multipacket reception.
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