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Abstract

Training a deep neural model for semantic segmentation requires collecting a large amount of pixel-level labeled data. To alleviate the data scarcity problem presented in the real world, one could utilize synthetic data whose label is easy to obtain. Previous work has shown that the performance of a semantic segmentation model can be improved by training jointly with real and synthetic examples with a proper weighting on the synthetic data. Such weighting was learned by a heuristic to maximize the similarity between synthetic and real examples. In our work, we instead learn a pixel-level weighting of the synthetic data by meta-learning, i.e., the learning of weighting should only be minimizing the loss on the target task. We achieve this by gradient-on-gradient technique to propagate the target loss back into the parameters of the weighting model. The experiments show that our method with only one single meta module can outperform a complicated combination of an adversarial feature alignment, a reconstruction loss, plus a hierarchical heuristic weighting at pixel, region and image levels.

1. Introduction

Deep learning has achieved state-of-the-art results in computer vision\textsuperscript{19, 35}, language processing\textsuperscript{53, 41}, protein modeling\textsuperscript{23} and biomedical imaging\textsuperscript{26}. However, this technique heavily relies on the large available labeled data for success. Semantic segmentation, which requires data to be labeled at the pixel level, presents an even tougher challenge for collecting labeled datasets, i.e., labeling a single $2048 \times 1024$ image may take up to one and a half hours\textsuperscript{12}. Thus, the dataset like CityScapes\textsuperscript{12} for street view understanding has only less than 3000 fine-grained labeled images. To combat the data scarcity problem, many methods utilize synthetic data from video games\textsuperscript{39} to expand the training dataset\textsuperscript{47}. This synthetic data from video games comes with labels that are cheap to collect from the back-end physical engines. However, directly training a model with synthetic examples from the video games will suffer poor performance due to the domain gap, e.g., the inconsistency in textures, illuminations between synthetic and real-world data. Thus, minimizing this domain gap is the key to deploying a model trained under synthetic data to the real world.

In this work, we follow the domain transfer learning (DTL) setting from a recent work\textsuperscript{47}, to learn a model with an insufficient amount of real labeled examples and a large amount of labeled synthetic examples. Note that this is different from the widely studied unsupervised domain adaptation (UDA)\textsuperscript{61, 55, 51, 71, 32, 5, 27, 52, 9, 33} problem, which assumes labeled synthetic data and unlabeled real data in training.

Adversarial training, distance minimization, or self-training are common techniques in UDA. While it is straightforward to adapt the latest developed methods from UDA into DTL, e.g., adding a supervision loss from the labeled target dataset to the existing UDA methods, the experiments from a prior work\textsuperscript{47} and our new experiments show that this leads to only marginal improvements.

Hierarchical Region Selection\textsuperscript{47} is the first method explicitly designed to solve the problem of DTL in street view understanding. That work mitigates the domain gap by selecting part of pixels/regions from synthetic data to train the network. The selection modules are trained to predict weighting maps by a heuristic that the weighted synthetic data should look similar to the real data. In their implementation, this is achieved by minimizing the L2 norm between the weighted synthetic data and the real data. Though minimizing this L2 distance intuitively filters out pixels and regions in synthetic examples that are less similar to the real data, it has no guarantee or enforcement on minimizing the target loss on real data. To further improve the performance, Hierarchical Region Selection also incorporates a generator and a discriminator to devise a reconstruction loss and an adversarial loss on the output of the fully convolution net-
work’s encoder, which presents challenges in stabilizing the training and finding good balance between different losses.

Here, we solve the DTL in the meta learning paradigm, i.e., the weighting model to select pixels should be learned in such a way that: learning with weighted synthetic data, the target loss, i.e., segmentation loss on real data will reduce. The idea of the meta learning is straightforward and does not require sophisticated techniques, e.g., adversarial learning and more complex losses. This meta learning of the weighting model is achieved by the gradient-on-gradient technique to propagate gradients from a target loss through the segmentation network to the weighting model. Actually, meta learning is only possible if we are provided with the labels in the target domain to construct that meta loss. This makes our method exclusively applicable to the setting of DTL but not UDA. Though gradient-based meta learning has shown promising in few-shot classification on small datasets, we prove its effectiveness in a large-scale semantic segmentation task with real-world application in street view understanding using the CityScapes dataset.

Our method only learns jointly with meta-weighted synthetic examples and real examples without any sophisticated tricks like the adversarial alignment and complex losses from UDA, that are used by Hierarchical Region Selection. The improved experimental results of our method show that the superiority of our meta-learning based weighting module over the prior work.

2. Related Work

2.1. Semantic Segmentation

Semantic segmentation is an important task in computer vision and is crucial to many real-world applications, e.g., medical image processing, autonomous driving and retail applications. Semantic segmentation is a pixel-level classification task. One of the seminal works, the fully convolution network (FCN) [31] is the first method using deep learning to solve this problem in an end-to-end manner. The state-of-the-art results on semantic segmentation benchmarks [15][12][41][67][4][39] are achieved by DeepLab series [6][7][8], which deal with multiscale context by Atrous Spatial Pyramid Pooling (ASPP). Besides, recent works utilize attention mechanisms [18][22][66][49][60][59][21], statistical analysis [69] and advanced pooling techniques [21].

However, those models, with large capacities, require a large amount of labeled data to train. Ground truth labels in semantic segmentation are notoriously hard to obtain because one has to label every single pixel of images into a class. As an alternative, practitioners rely on auxiliary synthetic images to extend the training dataset [41][39]. Those images are often collected from video games where pixel labels are easy to retrieve from the back-end physical engines. For example, GTA5 dataset [39] collects images from a video game that is built upon the street view of Los Angeles. The GTA5 dataset shares the label space with CityScapes, which allows joint training of a model on these two datasets.

2.2. Domain Adaptation

Domain adaptation is about transferring the knowledge of a model learned from one domain that is usually with plenty of labeled data to another. Domain adaptation is mostly divided into adversarial methods [10][20][56][65], distance-based methods [2][25][42][45] and self-training methods [64][48][24][13].

In the following, we mainly review domain adaptation methods for semantic segmentation. The most wildly studied setting of domain adaptation is unsupervised domain adaptation (UDA), where the source synthetic domain has the ground truth labels, but the target real domain does not. Inspired by cycleGAN [68], CyCADA [20] enforces a cycle consistency and an adversarial alignment on the feature space. AdvEnt [55] minimizes the entropy of outputs between synthetic and real examples by adversarial training. MaxSquareLoss [9] proposes a new loss to circumvent the unstable adversarial training commonly observed in UDA.

Aligning of the two domains can also be regularized by content consistency [24] and class consistency [62]. Other works attempt to minimizing the domain gap at input image space [58][57], with auxiliary depth information [54], or curriculum learning [63].

Besides aligning the input image spaces or feature spaces between the synthetic and the real domain, self-training has been a simple but effective approach. Self-training or pseudo-labeling [61][27][33], first learns a model with the labeled dataset and uses the learned model to pseudo label the unlabeled set. Then the model is further trained with the extended dataset that contains both the labeled set and pseudo labeled set. Self-training can be improved by several iterations of refinements or selectively filtering low confident examples [24].

2.3. Meta Learning

Meta learning algorithms are mostly designed for few-shot learning [36][46], fast model adaptation [16] and the context of learning to optimize [11]. Gradient-based meta learning is first introduced by MAML [16] that aims at the fast adaptation of parameters of the network to the new tasks. Since the success of meta learning in solving few-shot learning tasks [17][45][37], meta learning has been applied to tasks in auxiliary learning, self-supervised [30] learning, and semi-supervised learning. MAXL [30] meta-learns a network to generate auxiliary tasks for improving the performance on the target task in a self-supervised manner. Meta Pseudo Label [55] achieves the state-of-the-art on ImageNet bench-
Figure 1. Overview of our proposed method. (a) The segmentation network is trained with real images from the target domain and synthetic images from the source domain. While the loss computed from the real target image is the unweighted mean across all pixels as standard supervised training, a pixel-level weight scales the loss from the synthetic source image. This pixel-level weight is obtained by another weighting model with the synthetic source image as the input. The weighting model is meta-trained, which is further discussed in our method part. (b) During the testing, the pixel weighting network is discarded. (c) We empirically find that splitting the segmentation network at the first block with specific heads for the target domain and source domain is beneficial. This is further discussed in Ablations 4.6.

mark by meta learning a model to pseudo label the 300M JFT dataset in a semi-supervised learning setting. Meta weighting of examples [38] (on the image level) has also shown to be beneficial in reinforcement learning [29].

While most meta learning methods are applied to small datasets in few-shot classification tasks or few-shot semantic segmentation [50], we firstly apply this paradigm to domain transfer of semantic segmentation with real-world application in street view understanding and show its effectiveness.

3. Method

In this section, we formally introduce our problem setting and the algorithm, which we name as Meta Pixel Weighting (MetaPix). The procedures are shown in Algo-
3.1. Problem Overview

Assuming we have two labeled datasets, a source synthetic dataset $X_s = \{(x^s_i, y^s_i)\}$ and a target real dataset $X_t = \{(x^t_i, y^t_i)\}$, where $x^s_i, x^t_i \in \mathbb{R}^{H \times W \times 3}$. In Domain Transfer Learning [47], we assume that the source synthetic dataset is much larger than the target real dataset, i.e., $|X_s| \gg |X_t|$. We care only about the performance of the model on the validation part of the target real dataset.

We have two networks in our algorithm: a fully convolution network FCN as the segmentation network $f_\theta$ for semantic predictions, and another auxiliary weighting network $f_\phi$ used during the training. $f_\theta$ takes the images as input and outputs a tensor of size $[B, cls, H, W]$, where $B, cls, H, W$ are number of batches, number of label classes, the height of images and width of images. $f_\phi$ takes the concatenated input images and one-hot encoding of the labels as input and outputs a tensor of size $[B, 1, H, W]$ as the weighting map to weight source synthetic data. $f_\theta$ will be trained with pixel-weighted cross-entropy loss on source synthetic dataset $X_s$ and unweighted cross-entropy loss on target real dataset $X_t$. $f_\phi$ will be learned by meta learning using gradient-on-gradient.

Our weighting network $f_\phi$ is similar to the pixel-level selection module of $W^1$ in Hierarchical Region Selection [47], but we learn this module by meta-learning. Besides, we do not have complex image-level and region-level weighting used in Hierarchical Region Selection.

### 3.2. Meta Learning Weights for Source Examples

In this section, we learn the optimal weighting model $f_\phi$ given the current estimate of the segmentation model $f_\theta$. We first feed the segmentation model $f_\theta$ with source data

---

**Figure 2.** Workflow of our proposed method in Section 3.2 and Section 3.3. The meta-learning of the weighting model $f_\phi$ composes of two forward-backward passes, one pass with source image $x^s$ and another pass with target image $x^t$. (upper part of figure(a)) It uses source images $x^s$ to compute a weighted source loss (create and retain computation graph) with both weighting model $f_\phi$ and the segmentation network $f_\theta$. The gradient on $\theta$ is computed from this source loss and it is used to update the segmentation network for one gradient step. Note that because we create the computational graph, the source loss $\text{Loss}^s(\phi)$, the gradient $g(\phi)$ and the updated parameters of the segmentation network $\theta^{+}$ are all functions of $\phi$, which enables the following second forward-backward pass to learn $\phi$. (lower part of figure(a)) The target image $x^t$ and the updated segmentation network $\theta^{+}$ are used to compute a target loss $\text{Loss}^t$. This loss $\text{Loss}^t(\phi)$, as a function of $\phi$ can be used to update $\phi$, by gradient-on-gradient technique. (b) Once the weighting model $f_\phi$ is trained, it is used to compute the weight $W(\phi)$ from source image $x^s$. The final source loss is the weighted mean of cross-entropy between the prediction $f_\theta(x^s)$ and the label $y^s$. The algorithm and Figure 2.
3.3. Learning the Segmentation Model with Weighted Source Loss

Assuming we already have a learned (fixed) weighting network \( f_\phi \), we can then learn segmentation model \( f_\theta \) using both \( X_s = \{(x^s, y^s)\} \) and \( X_t = \{(x^t, y^t)\} \). When training with \( X_t = \{(x^t, y^t)\} \), the unweighted mean of cross entropy at each pixel is used for an end-to-end training.

\[
Loss^t(\theta) = \sum_{h,w} \frac{1}{HW} \text{CrossEntropy}(f_\theta(x^t_{h,w}), y^t_{h,w})
\]

Then the loss for source data is computed by the weighted mean of cross entropy.

\[
Loss^s = \sum_{h,w} \frac{W_{h,w}(\phi)}{HW} \text{CrossEntropy}(f_\theta(x^s_{h,w}), y^s_{h,w})
\]

The finally loss for training the segmentation model \( f_\theta \) is the sum of \( Loss^s \) and \( Loss^t \).

\[
Loss = Loss^s + Loss^t
\]
The weighting network $f_\phi(x, y)$ is a U-Net [40] whose parameters are randomly initialized. The output of $f_\phi$ has a channel of 1, which is similar to $W^1$ in Hierarchical Region Selection. The weighting network is only used for training and is discarded at the evaluation. Thus during the testing, the segmentation model we use is the same as Hierarchical Region Selection [47].

### 4.3. Training Details

For learning the segmentation network $f_\theta$, we follow the hyper-parameters used from Hierarchical Region Selection [47]. To be specific, Adam optimizer is used with $\beta_1 = 0.9$ and $\beta_2 = 0.999$. The learning rate starts at $1e-4$ and follows a polynomial decay with a power of 0.9. The images are resized to $1024 \times 512$ and batch size is 1. For meta learning the weighting model $\phi$, we use another Adam optimizer using the same parameters but without learning rate decay.

For our method MetaPix, we alternate the training of segmentation network $f_\theta$ and weighting network $f_\phi$. Each training generation of segmentation network runs for 15K ($N_3$ in Algorithm 1), and meta training of weighting network runs for 10K ($N_2$ in Algorithm 1). We run a total of 3 generations ($G$ in Algorithm 1).

To get a good initialization for the meta learning, we first pretrain the network $\theta$ with simple direct joint training (unweighted of synthetic data) with synthetic and real data for 150K steps ($N_1$ in Algorithm 1).

### 4.4. Results on GTA5 → CityScapes

In this section, we provide quantitative results on using GTA5 as a source synthetic dataset and CityScapes as a target real dataset.

We compare directly to Hierarchical Region Selection [47]. Because we discard the weighting network during testing, the segmentation model in testing we use is the same as Hierarchical Region Selection. To verify the ef-
Figure 3. Visualization of source images and corresponding weighting maps from GTA5. The brighter part of the weighting map corresponds to the higher weight. Conversely, the darker pixels correspond to lower weight values.

Table 1. Experimental results of joint learning using GTA5 and CityScapes. † indicates the number that is directly taken from the paper of Hierarchical Region Selection (HRSelect) [47].

| Method                        | Setting | mIoU  |
|-------------------------------|---------|-------|
| Swami et al. [44]             | Un-     | 37.1% |
| CL [70]                       | Un-     | 38.1% |
| ROAD [11]                     | Un-     | 35.9% |
| FCN                           | Joint-  | 65.3% |
| PixelDA [3]                   | Joint-  | 66.1% |
| FCN+Focal Loss [28]           | Joint-  | 66.2% |
| Direct Joint Training         | Joint-  | 64.6% |
| Target Funetuning             | Joint-  | 66.0% |
| FCN+GAN                       | Joint-  | 64.0% |
| FCN+0-1 Conf. Mask            | Joint-  | 63.7% |
| FCN+HRSelect-W¹               | Joint-  | 66.5% |
| FCN+HRSelect-W¹+L_rec+L_adv   | Joint-  | 67.6% |
| FCN (our implementation)      | -       | 64.7% |
| FCN+FDA [58]                  | Joint-  | 66.5% |
| FCN+MinEnt [55]               | Joint-  | 66.3% |
| FCN+MetaPix-W¹ (ours)         | Joint-  | 68.7% |

Our method does not include any additional tricks commonly used in UDA (because we mainly intend to justify the use of meta learning to learn the weighting maps). But still, MetaPix outperforms the hybrid method FCN+HRSelect-W¹+L_rec+L_adv with a reconstruction loss and an adversarial loss on feature space by 1.1%. Considering that the baseline method (training with the target set only) has mIoU of 65.3%, our improvement over Hierarchical Region Selection is significant.

We also notice that directly adapting the techniques from UDA to Domain Transfer Setting will not work well. Besides the PixelDA [3] and FCN+GAN shown in the previous work [47], we also try with two latest UDA methods, i.e., FDA [58] and MinEnt [55]. FDA uses Fourier Transform to minimize the domain gap at the image level and MinEnt minimizes the entropy at the feature level. We add the supervision loss from the labeled real target dataset to both FDA and MinEnt. None of these methods can substantially improve over the baseline.

Our method MetaPix with mIOU of 68.7% outperforms 66.5% of FCN+HRSelect-W¹ by a large margin of 2.2%.
4.5. Results on Synthia → CityScapes

In this section, we test our method using Synthia as source synthetic dataset and CityScapes as target real dataset. The original results from Hierarchical Region Selection [17] do not include FCN+W. Thus, we compare MetaPix to the hybrid method with reconstruction loss and adversarial training in Hierarchical Region Selection. This may put our method at a disadvantage, as those common tricks are known to improve performance. However, still, our method outperforms the hybrid method (66.3%) by 0.4%.

Similar to what we find in the previous section, add a supervision loss of labeled target dataset to UDA methods like FDA or MinEnt will not improve over the baseline.

4.6. Ablations

As discussed in the section of network architecture, we find it beneficial to split the segmentation network at the first block for source and target task, i.e., the gradient from the source task will not update the first block of the segmentation network. We show the results of direct joint training (baseline method) of source and target data with (1) no splitting, (2) split at the 1st block, (3) splitting at the 2nd block, (4) splitting at the 3rd block, (5) splitting at the 4th block (6) splitting at the 5th block. Note that “no split” is the same as “direct joint” from Hierarchical Region Selection and “splitting at the 5th block” (no sharing parameters for source and target task) is equal to “FCN” target only from Hierarchical Region Selection. As shown in Figure 4, we get an improvement of 1.1% over sharing the whole network for both source and target tasks.

![Figure 4. Joint training of GTA5 and CityScapes with different architectures. The model splits at different blocks with the specific heads for GTA5 and CityScapes. For example, S@1 denotes splitting the network at the first block of segmentation network (See Figure 4 (c) for visualization).](image)

Table 2. Experimental results of joint learning using Synthia and CityScapes. † indicates the number that is directly taken from the paper of Hierarchical Region Selection (HRSelect) [17].

| Method                  | Setting | Mean IoU |
|-------------------------|---------|----------|
| Swami et al. [44]       | Un-     | 74.8%    |
| CL [70]                 | Un-     | 74.2%    |
| ROAD [11]               | Un-     | 73.2%    |
| FCN                     | -       | 65.4%†   |
| PixelDA [6]             | Joint-  | 64.0%†   |
| Direct Joint Training   | Joint-  | 62.9%†   |
| Target Funetuning       | Joint-  | 64.8%†   |
| FCN+GAN                 | Joint-  | 62.6%†   |
| FCN+HRSelect-W+Lrec+Lade [17] | Joint-  | 66.3%†   |
| FCN (our implementation)| -       | 64.7%    |
| FCN+FDA [50]            | Joint-  | 63.6%    |
| FCN+MinEnt [55]         | Joint-  | 65.4%    |
| FCN+MetaPix-W (ours)    | Joint-  | 66.7%    |

4.6. Ablations

| Method                  | Setting | Mean IoU |
|-------------------------|---------|----------|
| GTA5 → CityScapes       | FCN+finetune 45K steps | 66.4% |
| GTA5 → CityScapes       | FCN+MetaPix-W (ours) | 68.3% |
| GTA5 → CityScapes       | FCN+MetaPix-W (ours) | 68.7% |

In Section 3.1, our weighting network outputs a tensor of size $[B, 1, H, W]$ which we denote as $W^1$ to weight the cross-entropy loss at each pixel. Another design choice is to output a tensor of size $[B, 19, H, W]$ (which we denote as $W^{19}$), where 19 is the number of classes in the source dataset, i.e., GTA5 and Synthia. The weighting of $W^1$ will treat each channel of the output equally, whereas the weight of $W^{19}$ computes different weights for each channel. Our experiment in Table 3 shows that $W^1$ works slightly better than $W^{19}$.

The total number of training steps for the segmentation network is $195K$, which has $150K$ for joint training followed by three generations of further training with adaptive meta weighting $W^1$, each with $15K$ steps. In the first row of Table 3 we show the experiment with $150K$ steps of joint training in GTA5 and CityScapes followed by further training of 45K steps without the meta learned weighting model. “FCN+finetune 45K steps” with 66.4% indicates that further training the network without meta weighting models will not contribute to a significant improvement of accuracy.

5. Conclusion

In this paper, we propose MetaPix, a meta learning method for learning an adaptive weight map for source task in domain transfer learning of semantic segmentation. MetaPix has only one single module to be meta learned in an end-to-end manner. The training procedure is simple compared with most hybrid UDA methods that have multiple modules to be trained by GAN. The experimental results of MetaPix prove the effectiveness of using meta learning to learn weighting maps over the heuristic to select source pixels that are similar to target data proposed in a latest work.
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