A Time-Frequency based Approach for Acoustic Emission Assessment of Sliding Wear
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Abstract: The acoustic emission method is one of few contemporary non-destructive testing techniques enabling continuous on-line health monitoring and control of tribological systems. However, the existence of multiple “pseudo”-acoustic emission (AE) and noise sources during friction, and their random occurrence poses serious challenges for researchers and practitioners when extracting “useful” information from the upcoming AE signal. These challenges and numerous uncertainties in signal classification prevent the unequivocal interpretation of results and hinder wider uptake of the AE technique despite its apparent advantages. Currently, the signal recording and processing technologies are booming, and new applications are born on this support. Specific tribology applications, therefore, call for developing new and tuning existing approaches to the online AE monitoring and analysis. In the present work, we critically analyze, compare and summarize the results of the application of several filtering techniques and AE signal classifiers in model tribological sliding friction systems allowing for the simulation of predominant wear mechanisms. Several effective schemes of AE data processing were identified through extensive comparative studies. Guidelines were provided for practical application, including the online monitoring and control of the systems with friction, characterizing the severity and timing of damage, on-line evaluation of wear as sliding contact tests and instrumented acceleration of tribological testing and cost reduction.
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1. Introduction

Wear resistance is among the most critical service properties of structural materials. Up to date, the reliable estimate of this property can only be obtained from the specially designed tribological tests. The number of variants of tribological tests is vast. Nevertheless, the on-line identification of occurring wear mechanisms is still a challenge. The primary methods, which are currently used, are either indirect (e.g., by measuring the friction coefficient or temperature change) or time-consuming (e.g., by the analysis of wear particles in the oil, the radiation-induced surface activation method, interrupted tribological test and periodic damage assessment, etc.). Meanwhile, it has been widely shown that the acoustic emission (AE) method has great potential for on-line friction unit monitoring and controlling. The method is based on the recording and analyzing the elastic waves emitted by the material or unit when the elastic energy is rapidly released under load or other factors (such as temperature, environment, etc.) [1–3].

The primary AE sources in friction and wear include (though not limited to) the dynamic interaction of micro-asperities of contact surfaces, plastic deformation, crack initiation and
propagation, separation of wear particles, micro-cutting process, oxidation (corrosion) of surfaces, high-frequency vibrations during the movement of friction bodies, phase transformations, welding, rupture and tearing of micro-asperities [3,4]. Although the same phenomena and AE pseudo-sources may occur in other than friction types of material failures, there is an important difference: in friction, many if not all these mechanisms operate simultaneously and are concentrated in a small contact area. The combination of active tribology mechanisms is determined by the contact conditions. Researchers and practitioners commonly face serious challenges in attempts to identify and classify the operating damage mechanisms. These challenges are posed by the superposing effects of multiple existing AE sources, their random occurrence, wave transformations during propagation and the small size of the tribological contact (which is usually hard to access and characterize in real-time) in combination with the complexity of the friction and contact fatigue process itself. Addressing these issues relies heavily on the robustness of AE signal acquisition and processing that has to be designed in harmony with the process studied. New approaches to the processing of acoustic signals generated during tribological tests are, thus, persistently sought for reliable identification of AE sources and corresponding degradation processes. In the present paper, we overview and compare the performance of various statistical procedures devised for the processing of AE data acquired during routine tribological testing.

The AE technique has been established as a favored in situ method for investigating the friction and wear processes in sliding and rolling contacts in real-time, see, for example, [3–9]. A plethora of experimental data suggests strongly that the AE method is more sensitive to the processes of friction surface damage than the measurements of the friction force/coefficient [10,11] or vibration [12,13]. Since the inception of the AE method, a large number of descriptive parameters has been proposed and used with a different degree of success in practical situations. In tribology, the most frequently used variables include, but not limited to, the average amplitude or energy, power, count rate, signal root mean square (rms) value, and the amplitude distribution [3,6,10,14–22]. Despite the simplicity of their definitions, the empirical relations were established between these AE features and friction conditions, wear rate, and volumetric material loss. However, being integral quantities, these parameters are hardly suitable for a comprehensible distinction between different damage mechanisms with satisfactory temporal resolution and for early warning on the progress of wear or imminent failure. The recent rapid advent of information technologies has paved a new avenue for enabling numerical methods of the AE analysis, including artificial intelligence and machine learning, which create new trends in the contemporary tribological research, c.f. [5,20,23–25]. The use of spectral (Fourier [26–28] or wavelet [29–33]) transformations demonstrated that the frequency or frequency-temporal distribution of the AE power (energy) can be related to the mechanism of the elastic energy dissipation at the AE source, and this distribution varies depending specifically on the conditions of friction and wear. Therefore, the spectral approaches have been found efficient in finding the end of the run-in process and in predicting the onset of lubrication failure or sudden changes in the lubrication system followed by scoring [3,34,35].

The present overview is aimed at materials scientists and practitioners working closely with tribology testing and intending to improve the efficiency of the routine testing procedures by minimizing human effort necessary to supervise the vast number of tests, shortening the tests themselves without compromising their quality, and reducing the cost of materials and lubricants. To achieve this goal, the strategy is to develop a robust AE approach integrated with tribology testing, which would allow for full automation. Practical guidelines are provided based on the literature survey as well as the authors’ many years of laboratory and industrial experience. The objective of the present overview is to equip the academics and engineers with ideas and verified practices for the AE acquisition and data analysis exploiting the statistical signal processing and classification, which permits consistent discrimination between different damage mechanisms during tribological tests.
2. Methodology Overview

A generally plausible assumption based on fundamental theoretical considerations is that different sources produce AE signals with different waveforms and, therefore, power spectrum densities (PSDs). The distinction between different AE sources corresponding to different underlying damage mechanics can, therefore, become possible through the statistical procedures grouping signals of a similar kind. Various mathematical procedures for unsupervised clustering with or without a priori assumptions concerning the features of AE events caused by sources of different nature can be implemented.

The proposed time-spectral approach to the AE data analysis is based on the following assumptions:
- similar mechanisms of contact damage or failure (collectively referred to as ‘AE sources’) operate under similar friction and wear conditions [36,37];
- specific sources and processes generate specific AE waveforms and corresponding power spectral densities [28,38–40];
- the number of simultaneously operating fracture/damage mechanisms is limited; they evolve forming characteristic stages and/or cycles of progressive damage [36,37];
- the resultant AE at every instant is governed by one or few predominant damage mechanisms, whose scale prevails over others.

Thus, the similitude of AE spectral characteristics can be used for the quantitative statistical comparison of AE sources active at different instants during tribology tests.

The traditional and most-widely used threshold-based method of amplitude signal discrimination causes irrecoverable errors in AE acquisition during tribology tests due to (i) the loss of AE signals with the amplitudes below the threshold if the threshold is set too high, (ii) multiple false alarms if the threshold is set too low, (iii) the risky judgement regarding the underlying friction and wear mechanisms since the majority of AE parameters depend on the threshold level. Besides, usually, the threshold is set arbitrarily using “a good practice” rather than physically justified approaches. All these shortcomings of the conventional amplitude discrimination substantially limit the applicability of the threshold-based features for recognition of different AE sources or associated wear mechanisms simply because the patterns of descriptive variable become threshold-dependent too. Therefore, we trust that the effectiveness of the recognition of meaningful signals can be improved substantially by thresholdless data acquisition followed by numerical signal detection (see, for example, [41], or a recent survey of existing methods provided in [42]). The triggerless approach assumes continuous data recording (streaming) with a high (up to several Msamples/s) sampling rate and assures that the information is preserved without loss on a storage device for further processing. Considering the usually long duration of tribological tests, the huge volume of transmitting data sets high demands on the computational facilities and methods used for AE signal processing. Therefore, the robust, yet efficient algorithms are incessantly sought by practitioners for handling large data sets.

The results overviewed below have been obtained while probing different broadband AE transducers, amplifiers and analogue-to-digital conversion (ADC) boards. Therefore, we do believe that the results are general enough to be applied for a variety of sliding wear situations and can be reproduced on virtually any AE equipment that supports the streaming recording mode with the ADC dynamic range over 66 dB in the frequency band of 50–1000 kHz or wider, and the gain of 20 dB or higher. Data processing was carried out using the original algorithms for broadband filtering and clustering of AE data, which are overviewed in the next sections.

3. AE Data Acquisition and Processing

In the present work, AE recording was performed continuously, without a threshold, with 12-16 bits amplitude resolution and sampling frequencies \( f_s \) of 3, 5 and 6.25 Msamples/s for different analogue-to-digital converters used. The \( f_s \) value obeyed the Nyquist–Shannon–Kotelnikov sampling theorem: \( f_s \geq 2f_{\text{max}} \) with \( f_{\text{max}} \) —the maximum frequency in the waveform detectable by
the AE transducer. The streamed data were sectioned into consecutive individual realizations (frames) without overlapping. The frame duration, which is commonly termed “length”, when measured in samples was chosen to be of 1.3 ms, which is sufficient to capture the most significant features of both continuous and burst acoustic emissions.

Two primary filtering algorithms and three AE data classification algorithms were comparatively analyzed in the present work in various combinations represented in Figure 1.

The main objective of all processing schemes tested was to identify the predominant AE sources associated with the damage processes occurring during friction contact while reducing or eliminating undesired contributions from multiple background “noise” processes such as vibrations, triboelectric phenomena, electrical or mechanical noise of the friction machine, regular friction noise typical of the normal wear mode, etc.

![Figure 1. The schematic diagram showing the acoustic emission (AE) data processing flow involving different filtering F and clustering K algorithms tested in various combinations. Symbolic notations are described in the text and Appendixes A–E.](image)

To increase the signal-to-noise ratio and recognize meaningful signals against backgrounds of noise or random interference, two broadband filtering algorithms were implemented (Figure 1): F1—the spectral noise reduction [43] and F2—the fast Fourier transform (FFT) filter [44]. Both filters utilize the following steps: (i) dividing the whole AE record \( a(t) \) into a set of successive realizations (frames) \( a_i(t) \) with the subscript index \( i \) counting the frames, (ii) obtaining the amplitude \( S(f) \) and the phase \( \omega(f) \) spectrum for each AE frame by the forward Fourier transform, (iii) filtering the amplitude spectrum by either the noise subtraction (F1) or frequency correction (F2) procedures followed by recovering the AE waveform \( \hat{a}(t) \) through the inverse Fourier transform using the filtered amplitude \( S_x(f) \) and the original phase \( \omega(f) \) spectra. Details of both procedures are given in Appendix A. The results of filtering depend on either the a priori known noise spectrum \( S_n(f) \) in the first algorithm F1 or the correction functions \( C(f) \) for the spectral components of interest in the second procedure F2.

Several filter sub-variants were implemented with different assumptions regarding the reasons of noise and signal distortion [45–48]. These assumptions were used to choose the \( S_x(f) \) and \( C(f) \) functions for F1 and F2 filters, respectively F1. Specifically, the procedure F1.1 utilises the pre-recorded noise of the free-running friction machine, F1.2 subtracts the noise arising from regular friction due to the interacting micro asperities, F1.3 subtracts the noise associated with the periodic interference, which is frequently encountered in rotating machines. In the last filter, the periodic component in the background noise is effectively detected and suppressed by using the higher-order autocorrelation function method [49,50]. The procedure F2.1 uses the amplitude-frequency response...
of the AE transducer provided by the manufacturer (ideally, the transducer can be calibrated at the place of operation to generate a more accurate estimate of the $C(f)$ function). For the procedure F2.2, the spontaneous high-energy AE signals from background processes irrelevant to wear are used.

After filtering, a vector of AE features based on the energy/power distribution in time and frequency domains is calculated for each frame as described in Appendix B. The feature extraction procedure was the same regardless of the filter used. The time-dependent set of these vectors ($a_{rms}; E_q; \sigma_q \ldots \sigma_q; \gamma_q; \sigma_q; \sigma_q$—defined in Appendix B, (A9)–(A20)) constitutes the matrix of AE features accounting for the evolution of AE sources during the entire experiment.

Having a set of descriptive variables and PSD functions corresponding to each AE frame, the frames can be classified according to statistically significant differences in these features underlying the differences in the source origin, i.e., in friction and wear mechanisms. Classification or clustering is an important statistical procedure, which is widely used in revealing the inherent structure present in a given data set. The primary task of any clustering procedure is to split a collection of unlabeled data into labeled sub-sets or clusters with respect to a suitable similarity measure such as Euclidean distance, correlation coefficient, or others so that the similar data are grouped together to form a node which is called ‘cluster’, and dissimilar data are disjoined and placed as far apart as possible in the feature space [51–53].

In application to acoustic emission, the clustering methods evolved significantly from a simple partition $k$-means clustering [54] to advanced automatic techniques [55] and pattern recognition by artificial intelligence [56,57]. Apparently, there is no optimal universal clustering method for all situations. Each method has its specific area of rational use, often quite narrow. Up to date, the practice remains to be the primary criterion for judging the quality of the data classification algorithm.

The following three procedures, which are denoted as K1, K2, and K3 in Figure 1 and described in Appendixes C, D, and E, respectively, differ by the input data and similarity measures, have been extensively used by the authors in application to tribological systems testing, and are compared in the present work. K1 is the correlation technique exploiting the statistical coefficient of determination $R^2$ as a measure of pair-wise similarity between PSD functions obtained for each AE frame [58]. The K2 method represents the variant of the familiar $k$-means hierarchical clustering algorithm modified through the use of the Mahalanobis’ metrics [59] applied to a multivariate set of extracted AE features as described in [60]. The classification procedure K3 is based on the two-parametric criterion comparing the rates of changes in the rolling average $rms$ rate $\left( \frac{rms_t}{rms_s} \right)$ and the $rms$ variance $\sigma_{rms}^2$ with the Euclidean direction and distance between the clusters of signals, c.f. [61].

The procedure K1 uses the shapes of PSDs as input functions to be pairwise compared. K2 employs a parametric set of AE features obtained in both time and frequency domains. K3 relies on the AE power changes quantified in terms of the rolling statistics applied to the AE $rms$, its rate and variance. Regardless of the method used, the result of classification is represented by the AE frames labelled according to their membership to specific clusters having centroids $Cl(t)$ in the chosen feature space. The groups of signals (clusters) are then associated with underlying active friction/wear mechanisms and/or noise sources of different kinds.

Besides the differences in the input datasets, all classification algorithms differ in the similarity measures employed. The results of clustering depend on the chosen metrics, and the separation criteria maximizing intra-cluster similarities and minimizing inter-cluster similarities. It should be noted that currently, no robust methods exist for setting these criteria, although the recommended guidelines and measures of caution have been formulated in [62]. The method proposed in Ref. [62] is based on regularly scheduled test interruptions followed by microscopic observations and characterization of wear-induced damage on the contact surfaces at each step. Besides regular interrupts by timer, the tests were stopped when the anomalies in the behavior of AE features or wear intensity had been noticed. In this way, the relations between the AE features and the prevailing damage mechanisms were successfully established. After processing of an extensive experimental AE database accumulated through this kind of interrupted testing (c.f. Appendix F for details of the largest of experiments) with different similarity measures, the criteria values matching with the
verification conditions listed below for K1, K2 and K3 schemes were obtained [62]. For the best results, the similarity criteria must be determined individually for each friction machine, tribology system or lubricant. This calibration procedure is not time-consuming. However, once it is done, and the similarity measure and the criteria values for group separation are determined, it serves for a long while in the laboratory or industrial testing with no need for additional tuning. The whole procedure can be substantially simplified if the friction or wear maps are known for a given tribological system [63,64]. The AE data can be straightforwardly interpreted in this case. If such detailed information is lacking, the data verification technique proposed in [62] can be applied efficiently. In this method, friction conditions necessary for the occurrence of a particular wear mechanism are simulated, and the relationship between AE features and wear mechanisms is established by comparing the wear scar morphology observed in the interrupted test. Henceforth, the critical friction point is seen on the wear curve (the rate of wear plotted as a function of time or wear path) as an inflexion point indicating the transition from one type of contact interaction to another.

4. Materials and Testing Conditions

The effectiveness of signal processing algorithms is often verified by using artificially generated test signals with known properties. However, for acoustic emission, it is practically impossible to generate artificial signals that resemble a whole variety of real AE signals. Therefore, to observe representative AE signals and their features, we performed comparative investigations using a large volume of experimental AE data obtained in the course of different laboratory experiments where dominant wear mechanisms were independently observed. The tribological tests were complemented by detailed microscopic studies of the morphology of the friction-induced damage. The AE datasets were obtained during standard wear testing procedures using four-ball [65,66], pin-on-disk [67] and cylinder-on-ring [68] testing configurations.

The results of AE processing were verified to be consistent with the results from the analysis of the damaged surface performed at different stages of the test. Verification was performed according to:

(i) the number of AE sources identified, which should be logically connected with the active processes established based on tribological data and metallographic observations;
(ii) the number of signals in specific clusters related to the severity of damage processes identified, indicating the “sensitivity” of AE signal recognition;
(iii) the time of the start and the end of the activity of individual AE sources in relation to the actual damage processes revealed by the behavior of the tribological parameters and metallographic observations.

The laboratory tests have been performed with the account of the following general considerations used for the choice of loading conditions. Ideally, there should be no damage to the sliding contact surfaces as long as lubrication is properly maintained under normal operating conditions. However, in practice, the tribological systems fail in critical situations due to boundary lubrication conditions and/or even lubricant starvation, overheating, misalignment of friction partners during operation, water ingress into the lubricant and other adverse effects. That is why it is common practice when lubricants or materials for actual tribological systems are selected during laboratory tests simulating various possible loading conditions using universal friction testers prior to full-scale testing, c.f. standard test methods for measurement of extreme-pressure properties of lubricants [65,66] and [3,69,70]. These laboratory procedures have been devised specifically to simulate the occurrence of critical conditions which need to be considered for the systems in service.

The following contact materials were tested in the investigations: 100Cr6 steel balls of 12.7 mm diameter (four-ball tests according to [65,66]); Ø6.0 mm 100Cr6 steel balls and 30 × 40 × 5 mm plates of St35, C45 and W6Mo5Cr4V2 steels (pin-on-disk test [67]); Ø8 mm cylinders of 45Cr22Ni4Mo3 steel and AlMg3 aluminum alloy, Ø50 × 5 mm roller made of wear-resistant cast iron Gh190 (cylinder-on-ring test [68]). The lubrication conditions stipulated in corresponding standards included dry friction, mineral motor oil and different lithium-complex greases covering a wide range of friction conditions.
from dry friction and boundary friction to friction with full immersion in a lubricant. Types of commercial lubricants used in the present work are detailed in Appendix F, along with the arguments on their selection. The broad variability of tested contact conditions enabled simulation and facilitation of various predominant wear mechanisms including (i) abrasive wear causing the material loss in the surface layer due to the micro-cutting, scratching (or grooving), (ii) adhesive wear resulting from welding of surface asperities and shear of adhesion bonds generated in friction, (iii) scoring (or scuffing) representing the severe mode of adhesive wear, which does not occur if the lubricant film is sufficiently thick to prevent sliding partners from coming into contact and (iv) galling and seizing (or welding) which are known as terminal types of adhesive wear.

Specifically, the following conditions were used in compliance with the relevant standards cited, if not stated otherwise: load P ranged from low to high between 59 and 7840 N with the increment prescribed in [65,66], the rotating speed n = 1460 rpm, the loading time t = 10 s [65,66] ; P = 25 and 35 N, n = 236 rpm, the radius of the friction track r = 6.4 mm, t = 10 min [67]; P = 20, 40, and 60 N, n = 100 rpm, t = 10 min [68]. Table F1 presented in Appendix F summarizes the loading conditions used in the main series of tests performed with the concurrent AE measurements. Besides this large series of experiments, several tests have been performed to simulate various wear mechanisms at critical conditions, as described in [62]. The load P decreased slightly below the values obtained in the case of setting, scoring or welding of contact surfaces in the main series of tests for the minimum weight as much as the load allowed. Thus, the time until seizure or welding increased. While P and t were varied, n and r were maintained constant with the values stated above. The tests were stopped when the characteristic AE type was observed in conformity with the results obtained during the main series of the tests. While P and t were varied in these tests, n and r were maintained constant. All tests were started at room temperature. When the tests were performed according to the ASTM standards, they were repeated three times and showed good reproducibility in the AE patterns observed. The experiments, where deviations from the standards procedures were suggested (see the text below), were repeated up to ten times. Illustrations shown below are, therefore, typical and representative.

Although the outlined above methodology for the AE acquisition and data processing has been found efficient in all lubrication conditions and tribological systems tested, in what follows we shall exemplify it mostly using the data obtained on the standard four-ball testing machine, where the largest number of tests has been carried out.

5. Results and Discussion

Figure 2 and 3 presents the summary of results of the main series of standard tests [65,66] performed on the four-ball tribometer using mineral motor oil (left column) and lithium-complex grease (right column) as lubricants. Different loads were applied under otherwise the same conditions as shown in the corresponding sub-figures in Figure 2 (the new assembly and fresh lubricant were used for every run). Each run, the load increased stepwise as prescribed in the ASTM codes [65,66]. Combined with substantially different lubrication conditions created by mineral oil and grease, this stimulated the occurrence of different modes of wear reflected by the different morphology and size of the wear scar, which has been examined microscopically and the scar diameter was measured after each test to justify the relationship between the AE clusters and the dominant wear mechanisms. According to the ASTM standards [65,66], the critical size of the scar exists so that no seizure occurs as long as D < [D], whereas seizing takes place when D > [D].

All recorded AE data streams shown in Figure 2 were processed in the same way using the F1.1 + K1 scheme. Speaking in advance, this scheme has been proven most efficient of all others tested, as will be discussed in what follows (specifically, in Appendix G presenting the detailed results of comparative AE studies).

As can be seen in Figure 2, the different patterns of the friction and wear behavior give rise to remarkably different patterns in the AE response. Figure 3 presents the summary of results observed at different loads for both lubricants in terms of the total AE energy, ΣE, of the classified signals in the corresponding clusters normalized to the testing time T, ΣE/T (this can be called ‘the cumulative average power’).
At low load, during the steady sliding wear regime when the abrasive friction mode prevails, the traces of damage appear as regular fine scratches (or grooves), and the AE signals of \( \bigcirc \)-type dominate at this stage (c.f. Figure 2a, and the white region I in Figure 3). With the increasing contact load, the signatures of adhesion and incipient seizure are observed in addition to scratches here and there at the contact surface, and the signals of \( \triangle \)-type appear in response to the momentary film breaking and local adhesion (Figure 2b,f,g, and the region II in Figure 3). The number of these signals increases with the increasing load and eventually begins to dominate in the whole AE time series, Figure 2g. With the further increase of load, the adhesive wear mechanism changes from mild to severe, leading to the local seizure events and extensive plastic material transfer, which are observed progressively on the contact surface. With regard to this process, the \( \blacksquare \)-type signals appear in addition to the \( \triangle \)-type signals, while the number of \( \bigcirc \) signals reduced. The \( \blacksquare \) signals are always seen if \( D > |D| \) that corresponds to seizure according to the ASTM Standards [65,66] (Figure 2c,d,h–j; the region III marks the loads at which seizure is confirmed while surface welding is not, and the region IV corresponds to the observed friction welding). Under the most severe loading conditions with intensive adhesive wear followed by welding of contacted surfaces, the \( \blacksquare \)-type signals prevail, c.f. Figure 2d,e,j. The result is also logical that, if compared to oil, grease results in the earlier onset of seizure. Therefore, it was not possible to observe a wear scar formed by dense scratches without signatures of incipient seizure, scoring or spalling, which is indicated by the distribution of corresponding AE clusters, c.f. Figure 2 f–h, and Figure 3b. Based on the similar data obtained for other tribological test schedules described above, it can be argued that the proposed approach is very efficient and sensitive to the dominant wear mechanisms.

Of all these patterns, Figure 2c appears to be most satisfactory to discuss the damage mechanisms in the sequence of their occurrence. It begins with the pre-scoring stage extending up to 2 s approximately, scoring stage (2 to 5 s), and the post-scoring run-in stage (from 5 s to the end of the record). Therefore, this dataset was chosen to probe all different AE signals processing schemes, as summarized in Appendix G.

The signal classification by the K3 method yields substantially similar results. Therefore, in Figure 4 and in what follows, the AE clusters corresponding to the prevailing damage mechanisms at the friction contact under given load can be marked symbolically in a uniform manner: \( \bigcirc \) corresponds to the scratches on the contact surface as a result of a normal abrasive wear process, \( \triangle \) denotes severe adhesive damage and incipient seizure that can be occasionally seen at some local areas of the contact surface due to a momentary breakdown of the lubricating film, and \( \blacksquare \) stands collectively for the most severe wear processes heralding the imminent catastrophic wear failure dominated by scoring, seizure, significant plastic material transfer and welding. It is apparent that the proposed classification scheme is substantially simplified. While capturing the principal features and the severity of the wear damage progress, it does not account for the minute details of the wear mechanisms. This simplification is made intentionally, considering the objective of the on-line AE monitoring, which is set as to identify the wear stage and timely diagnose the symptoms of impending catastrophic failure. For this reason, many features of evolving abrasive wear resulting from ploughing by hard asperities and abrasive particles forced against contacting surfaces or adhesive wear associated with the shear of adhesion bonds generated in friction are not discriminated by the proposed method and can be even compiled into the same group of signals in order to highlight the dominated wear mode and classify the severity of damage associate with it.

Thus, Figures 2 and 3 demonstrate that the clustering of the AE events according to the scheme F1.1 + K1 is microscopically justified and aligned well with the dominating wear mechanisms.
Figure 2. The results of the clustering of AE obtained during four-ball testing using the data processing scheme F1.1 + K1. (a–e) motor oil test according to [66], (f–j) grease test according to [65]. AE signals are grouped as follows: □-type signals correspond to the abrasive-dominated wear; △ denote prevailing adhesive damage and incipient seizure; ■ represents the severe wear mode due to progressing seizure, significant plastic material transfer and welding; — represents AE root-mean-square (RMS) voltage.
Figure 3. The diagram showing the change in the energy of AE signals in each group of events recorded under different loads in the standard four-ball tests [65,66] with motor oil (a) and grease (b) used as lubricants. Classified AE signals are color coded in the same way as in Figure 2. The filled circles ● correspond to the average wear scar diameter D as a function of the applied load P, while the dashed red line ... represents the critical size [D] tabulated in the standards [65,66].

6. Applications

6.1. Real-Time Monitoring and Control of Friction Conditions

Once the features of AE signals attributable to various sliding wear mechanisms are known (Section 4), it is not a bid deal to design an automated monitoring and control system for the tribological assembly. As soon as the signals of the critical type (for instance, those indicating the lubricating film break condition accompanying by the increasing activity of insipient seizing or even the appearance of signs of scoring with the -type signals,) come into the scene, Figure 4, the monitoring system flags the issue, which can be resolved, for example, by extra lubrication of the contact area or by reducing the load on the friction contact. Appropriate, timely measures against scoring and seizing may help to prolong the lifetime of the tribological system significantly. Importantly is that those measures can be implemented in an automated workflow if required.

6.2. Recovery of the Friction Unit Fracture Process Chronology

When the statistically defined AE clusters are attributed to various wear mechanisms (Section 4) and the critical friction and wear conditions are determined along with the corresponding AE features, a time-chart reflecting their appearance can be created for an evocative presentation of degradation mechanisms convenient for on-line monitoring and diagnostics. The proposed in [71] presentation of the damage history using the chronological charts with the color-coded prevailing damage mechanisms according to the classified AE features (shown, for example, as the bottom lines in Figure 4) can replace the cumbersome AE graphs, which often contain multiple AE parameters and which are hard to read. While this way of data representation does not compromise the significance of information for practitioners, it offers an appealing opportunity to observe and analyze the chronology of degradation of lubricant and/or contacting materials with a high degree of confidence [71], and, therefore, to undertake appropriate countermeasures for failure prevention and management.
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6.3. Comparative Lubricant Performance Testing

The frequently faced dilemma is that when testing the same friction assembly with different lubricants, the similar diameter of the wear scar (or any other standard parameter characterizing wear damage) is produced while the lubricants may perform drastically differently. The decision based solely on the analysis of the damage morphology is, therefore, not straightforward. Using the distribution of AE signals belonging to different classes during the test (Section 4) or observing the corresponding chronological charts of their appearance (Section 6.2), the judgement on lubricant’s performance quality can be made with confidence. Figure 5 presents an example where two popular commercial greases (Fiol-1—a mix of petroleum oils solidified with lithium soap (a) and Unirex-3—the lithium complex thickened bearing grease (b)) were tested on the standard four-ball machine under the same conditions. The equal final wear scar diameter at the contact surface was measured post mortem, while failure occurred by remarkably different scenarios for two lubricants. According to Figure 5a, the lubricating film broke down, and asperity contact occurred, causing immediate scoring and seizure at 588 N load (and above). The failure occurred shortly after scoring at 981 N. According to the scenario revealed in Figure 5b, clear signatures of two scores were observed under the same conditions, but with the other lubricant. The first score appeared shortly after at the beginning of the test at the load as small as 392 N, while the second one is seen at 981 N—the same as that the maximum seizing load in (a). Besides, AE witnesses that (Figure 5b) throughout the test with Unirex-3 grease, incipient seizure occurred at contacting surfaces, which was just occasionally seen in while testing Fiol-1 (a). Thus, the critical failure load for the lubricant Unirex-3 in Figure 5b is 392 N, which is hard to determine without aid from the AE method. The results illustrated here were obtained on the four-ball friction machine using step-wise loading with a holding time at each load shown in Figure 5; the rotation speed was 1460 rpm. Without limitations, the suggested methodology for AE data processing can be applied to other tribology situations where sliding wear is observed and is to be monitored.
Figure 5. AE cluster time-spectral distribution diagrams during testing of two different mineral greases (Fiol-1 (a) and Unirex-3 (b), see [71] for details) under identical conditions on a four-ball friction machine; the same final wear scar diameter was observed for both greases. Classified AE signals are color coded in the same way as in Figure 2 (see the caption for details).

6.4. Accelerated Tribological Tests

Using the classified AE distribution as a marker of the characteristic tribological damage processes, the test time can be reduced significantly. This can be achieved by different procedures such as (i) stopping the test immediately as the signatures of scoring, or other severe modes of wear are detected by AE (Figures 5 and 6), (ii) eliminating visual inspection and verification of wear processes and their severity, and (iii) reducing the number of tests. The latter can be demonstrated on the example of four-ball friction testing [72]. Conventionally, running several similar but independent tests is required with a step-wise load increase for each consecutive test according to the ASTM standards [65,66], Figure 3. For each load, the friction assembly and lubricant must be changed to a new one. Using the continuous AE monitoring with the temporal-frequency signal classification, the series of standard tests can be replaced by a single test with a scheduled step-wise change of the load, Figure 6.

Figure 6. The example of an accelerated tribological test using AE data: the critical last nonseizure load, \( P_k \), is determined by the standard procedures [65,66] assuming the use of new assemblies and lubricants at each successive run with the increasing load, while the AE monitoring permits determining the same critical values with the stepwise progressive loading; (a) is engine oil, (b) is grease; here \( P_k \) is the critical load obtained by [65,66], and \( P^\text{AE} \) is the critical load based on the appearance of the specific AE signals belonging to the \( F_{1.1} + K_1 \) scheme; \( P^\text{AE} \) denotes the load at which welding is observed. Classified AE signals are color coded in the same way as in Figure 2 (see the caption for details).

The critical loads, \( P^\text{AE} \) and \( P^\text{AE} \), corresponding to the onset of scoring and welding, respectively, can be reliably obtained in this way with only a small (up to 10%) deviation from the values obtained by standard procedures described in [65,66]. This deviation, if it exists, is related to the growth of the contact scar, i.e., the decrease in the contact pressure, yet at the last nonseizure load, Figure 6. Besides,
by the presence and characteristics of the \( -\)type signals, a judgment can be reliably made whether the seizure has set in or not, and assess the scale of seizure severity. The reduction of the number of tests and the decrease of the test time results in lower consumption of the lubricant and contact elements. Considering the respective energy and labor savings, the using of an AE-based damage assessment program is apparently beneficial for cost-cutting in tribological testing. The results exemplified in Figure 6 were obtained out on the four-ball friction machine under conditions stipulated in the standards [65,66], with the difference that the loading of the same assembly was carried in a step-wise manner with the holding time shown in the figure.

7. Conclusions

During operation of a sliding friction assembly, predominantly a continuous type AE is recorded. Hence, the early detection of damage/fracture is only possible at the relatively low signal level comparable to that of the background noise. At such a low signal-to-noise ratio, the capability of conventional amplitude-based threshold algorithms for AE detection is strongly limited. Aiming at finding efficient alternative methods for AE acquisition and processing during tribological testing, the present investigation compares several thresholdless temporal-spectral methods devised for identification of primary friction and wear mechanisms. Effective processing schemes combining signal filtering and clustering are highlighted. It is demonstrated that the proposed temporal-spectral approach to the analysis and classification of AE data can significantly increase the informative value of the AE method in application to a wide range of tribological problems. In particular, the modern AE technique allows for finding the start time, duration and sequence of operation of different damage modes, even when several wear mechanisms coexist at critical wear conditions prior to failure. Further development of the proposed approach is seen in the optimization and simplification of the applied algorithms to reduce the computation cost and hardware resources.

Using a large dataset comprising of several hundred AE records obtained for different sliding contact conditions and lubricants (c.f. Appendix F), it is found that the critical wear conditions heralding the imminent failure can be consistently identified by the AE signal. Therefore, it can be concluded that the proposed signal classification methodology is robust. In principle, it can also be adapted to different tribology situations and other areas of practical AE applications, particularly where the signal-to-noise ratio is low.
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**Appendix A. Filtering Procedures**

The procedure for data filtering by spectral noise subtraction—F1. For each sampled AE frame \( a(t) \) containing \( n \) readings, the Discrete Fourier Transform is applied, and the amplitude \( S(f) \) and phase \( \omega(f) \) spectra are obtained, respectively, by definition as [73]:

\[
A_i = \sum_{n=0}^{N-1} a_n \exp\left(-j \frac{2\pi}{n} f i \right) \tag{A1}
\]

\[
S(f) = \left| A_i \right| / n, \quad \omega(f) = \left\{ \arg(A_i) \right\} \tag{A2}
\]

where \( a_i \) is the signal reading at a discrete-time point \( i (i = 0...n - 1) \), \( A_i \) is the complex amplitude of the original signal with the corresponding discrete frequency \( f (f = 0...n - 1) \), and \( j \) is the imaginary unit.
Assuming that the noise is additive and quasi-stationary, a spectral subtraction is performed according to the following procedure [43,44]:

$$S_s(f) = \left[ S_y(f) - \alpha \cdot |S_n(f)|^\beta \right]^{\frac{1}{\beta}}$$  \hspace{1cm} \text{(A3)}

where $S_y(f)$ and $S_n(f)$ are the original and filtered amplitude signal spectra, respectively, $S_s(f)$ is the amplitude spectrum of the noise, and $\alpha$ and $\beta$ are the tuning parameters of which $\beta$ was set at unity in our tests (although it obviously adds a new degree of freedom for fine-tuning of the noise compensation procedure, in general). The additional condition is used to avoid the negative $S_s(f)$ values in Equation (A3):

$$S_s(f) = \max \left\{ S_y(f) - \alpha \cdot S_n(f), 0 \right\}$$  \hspace{1cm} \text{(A4)}

Given that the coefficients $S_y(f)$ and $S_n(f)$ are fluctuating variables applying this algorithm leads to weighted frequency-dependent noise suppression. As a result, the final filtered spectrum $S_s(f)$ often contains the short frequency-limited amplitude spikes. Therefore, to suppress those redundant fluctuations, the nearest-neighbor smoothing procedure is applied as [43]:

$$\bar{S}_s(f) = \bar{S}_s(f-1) + \xi \cdot (S_s(f) - \bar{S}_s(f-1))$$  \hspace{1cm} \text{(A5)}

where $\bar{S}_s$ stands for the smoothed spectral component and $\xi$ is the smoothing factor. The phase component $\omega_y(f)$ of the original signal is not changed, and the complex amplitude of the filtered signal components $\bar{S}_y(f)$ is obtained as:

$$\hat{A}_y = \bar{S}_y(f) \exp \left( j\omega_y(f) \right)$$  \hspace{1cm} \text{(A6)}

The noise-filtered AE waveform is, thus, obtained through the inverse Fourier transform as:

$$\hat{a}_d = \frac{1}{n} \sum_{f=0}^{n-1} \hat{A}_y \exp \left( j \frac{2\pi}{n} f i \right)$$  \hspace{1cm} \text{(A7)}

The procedure for data filtering by FFT filter $- F2$. The FFT filter is applied similarly to the spectral subtraction following the (A1)–(A7) steps with the difference that a correction function $C(f)$ representing a set of filtering coefficients is introduced for each frequency component $f$ is used instead of the noise spectrum subtraction, and the noise reduction procedure (A3) is replaced by the following product:

$$S_s(f) = S_s(f) C(f)$$  \hspace{1cm} \text{(A8)}

If $C(f) = 1$ the spectrum $S_s(f)$ remains unchanged at the frequency $f$, if $C(f) < 1$, the spectral component $S_s(f)$ decreases, and if $C(f) > 1$, $S_s(f)$ increases. In this process, the correcting coefficients $C(f)$ must be chosen so that to avoid exceeding the dynamic range of the signal.

Appendix B. AE Features

For each filtered frame $\hat{a}_d(t)$ (Appendix A), the power spectrum density, PSD $G_s(f)$, was calculated by the method of modified periodograms (Welch’s method) with the Hamming smoothing window to reduce the bias in the power estimates [74].

AE features which are computed for each frame $\hat{a}_d(t)$ with the length (duration) $l$ are shown in Table B1.

Table A9. AE parameters calculated in time and frequency domains.

| Time domain   |                   |                   |
|---------------|-------------------|-------------------|
| signal root-mean-square value | $\hat{a}_{r.m.s} = \left\{ \sum \hat{a}_d(t)^2 / l \right\}^{0.5}$ |                   | (A9)
signal energy
signal variance
signal kurtosis
signal skewness

\[
E_q = \sum \hat{a}_q(t)^2
\]  
(A10)

\[
\sigma^2_q = \left[ \sum (\hat{a}_q(t) - \bar{\hat{a}}_q) \right]^2 / (N - 1)
\]  
(A11)

\[
\gamma_q = \left[ \sum (\hat{a}_q(t) - \bar{\hat{a}}_q) \right]^4 / 3
\]  
(A12)

\[
\sigma^3_q = \left[ \sum (\hat{a}_q(t) - \bar{\hat{a}}_q) \right]^3 / 2
\]  
(A13)

**Spectral domain**

| Characteristic | Formula |
|----------------|---------|
| Median frequency | \( f_{q,\text{med}} = 1/2 \sum G_q(f) \) |
| Spectrum power | \( W_q = \sum G_q(f) \) |
| Spectrum root-mean-square value | \( G^2_q = \left[ \sum G_q(f) \right]^2 / f_{\text{max}} \) |
| PSD entropy | \( H_q = -\sum \log(f \cdot G_q(f)) \) |
| PSD variance | \( \sigma^2_{q,\text{ci}} = \left[ \sum (G_q(f) - G_q) \right]^2 / f_{\text{max}} \) |
| PSD kurtosis | \( \gamma_{q,\text{ci}} = \left[ \sum (G_q(f) - G_q) \right]^4 / f_{\text{max}} \) |
| PSD skewness | \( \sigma^3_{q,\text{ci}} = \left[ \sum (G_q(f) - G_q) \right]^3 / f_{\text{max}} \) |

Thus, for each frame \( \hat{a}_q(t) \), the output dataset includes the signal power spectral density (PSD) curve \( G_q(f) \) and a vector of descriptive variables estimated in both time and frequency domains \( \hat{a}_q \) \( \text{rms} \); \( E_q \ldots \gamma_{q,\text{ci}} \). (A9)–(A20).

**Appendix C. R^2 Clustering Algorithm—K1**

The method is based on comparing the similarity between the normalized power spectral density functions \( \hat{G}_q(t) \) defined as:

\[
\hat{G}_q(f) = \frac{G_q(f)}{W_q}
\]  
(A21)

which obeys the condition

\[
\sum_{k=1}^{n} \hat{G}_q(f_k) = 1, (f_1 = f_{\text{max}}, f_n = f_{\text{max}})
\]  
(A22)

The normalisation is performed to compare the shapes of the PSD functions and to eliminate the influence of the signal amplitude or power on the result of the comparison. The comparison of functions \( \hat{G}_q(f) \) is carried out by using the coefficient of approximation \( R^2 \) defined in statistics as [58]:

\[
R^2 = 1 - \frac{S^2_a}{S^2_t}
\]  
(A23)

\[
\bar{S}^2_a = \frac{\sum (\hat{G}_1(f) - \hat{G}_q(f))^2}{f_{\text{max}} - 2}
\]  
(A24)

\[
\bar{S}^2_t = \frac{\sum \hat{G}(f)^2 - \frac{1}{f_{\text{max}}} \left( \sum \hat{G}(f) \right)^2}{f_{\text{max}} - 1}
\]  
(A25)

where \( S^2_a \) and \( S^2_t \) refer to the residual and total variance of the function, respectively, \( \hat{G}_q(f) \) denotes the reference function to be compared with \( \hat{G}_q(f) \), and \( f_{\text{max}} \) is the upper frequency in the analyzed frequency band.

The total variance \( S^2_t \) is calculated for both comparing functions \( \hat{G}(f) = \hat{G}_q(f) \) and \( \hat{G}(f) = \hat{G}_r(f) \). Therefore, for each pair of \( \hat{G}_q(f) \) and \( \hat{G}_r(f) \) functions, two values of \( R^2 \) coefficients are obtained characterizing the validity of the forward and reverse approximation. It is clear from Equation (C3)
that $\tilde{G}_q(f)$ and $\tilde{G}_i(f)$ ideally coincide when $R^2 = 1 (\tilde{S}^2 / \tilde{S}_i^2 = 0)$ and there is no correlation relationship between them if $R^2 = 0 (\tilde{S}^2 / \tilde{S}_i^2 = 1)$. If $R^2 < [R]^2$, where $[R]^2$ is a pre-set criterion of similarity, two PSDs are recognized as similar, whereas if $R^2 > [R]^2$, the PSD functions are considered dissimilar, and a new cluster is formed. This procedure is repeated several times for different $[R]^2$ until the number of identified clusters saturates.

Appendix D. Modified k-Means Clustering—K2

The method represents the modified k-means clustering method based on minimization of the cost function defined conventionally as [59]:

$$V = \sum_{i=1}^{k} \sum_{m \in c_i} ||x_m - c_i||^2$$  \hspace{1cm} (A26)

where $k$ is the number of a priori defined clusters, $C_i$ denotes the obtained clusters with $l = 1, 2, \ldots k$ and $c_i$ denoting the corresponding arithmetic mean—centroid—of all points in cluster $C_i$, $x_m$ is the data point in the chosen feature space, $m$ is the counter of the class members, and $||x_m - c_i||$ refers to the chosen measure of the distance in the feature space between the data point $x_m$ and the centroid $c_i$. The Mahalanobis’ distance is widely known in data science as an effective multivariate metrics that evaluates the distance between a point and a distribution; in Refs. [60,75] it was used as the k-means cost function:

$$||x_m - c_i||^2 = \sum_{i=1}^{n} \left( \frac{a_i - b_i}{\sigma_i} \right)^2$$  \hspace{1cm} (A27)

where $(a_1, a_2, \ldots a)$ and $(b_1, b_2, \ldots b)$ are the sets of descriptive variables corresponding to events $A$ and $B$, respectively, and $(\sigma_1, \sigma_2, \ldots \sigma)$ are the standard deviations of the $a_i$ and $b_i$ values calculated over the entire dataset.

AE is a complex phenomenon, which appears as a superposition of contributions from all active sources, generating a multivariate random process at the sensor output. Therefore, the comparison of a few arbitrarily chosen AE features limits information on the related process. This can be misleading unless robust methods such as the principal component analysis [76] or the factor analysis [54] are used for dimension reduction and the informed choice of the subset of descriptive variables achieving the best predictive performance. In the present work, the k-means classification was performed in the multidimensional space of general AE features obtained in both time and frequency domains as specified in Table B1.

Appendix E. Classification by the RMS change rate—K3

There have been many publications, see, for example, [6,18,77], demonstrating that the root-mean-square value (rms) of the AE signal, being a measure of the average power of a random process, is the parameter which is sensitive to the underlying friction and wear mechanisms. It is therefore plausible to use the rolling rms value as a marker of the degradation process. However, the mean rms value alone is insufficient for that purpose, as it does not indicate the variability of the process. It was noticed in Ref. [77] that the average rate of change in the rms value can serve as a sign of local seizing of the rubbing metal surfaces. Hence, in the present classification algorithm, the descriptive pair of variables \( \left( \overline{\text{rms}}_x, \sigma^2_{\text{rms}_x} \right) \) accounting for the fluctuations of the AE signal included the average rate of the rms change \( \left( \overline{\text{rms}}_q \right) \) and the rms variance \( \sigma^2_{\text{rms}_x} \), which are defined as:
\[
\left\langle \text{rms}_q \right\rangle = \frac{1}{T} \sum_{j=1}^{Z} \left( \hat{a}_{(q+j)\text{rms}} - \hat{a}_{(q+j-1)\text{rms}} \right) \quad \text{(A28)}
\]

\[
\sigma^2_{\text{rms}_q} = \frac{1}{Z-1} \left( \sum_{j=1}^{Z} \Delta \hat{a}_{(q+j)\text{rms}} - \left\langle \text{rms}_q \right\rangle \right)^2 \quad \text{(A29)}
\]

where \( T \) is the averaging time and \( Z \) is the number of successive frames used for averaging. The Euclidean directions and distance were used to discriminate between different groups of signals in this method.

Appendix F. Details of Loading Conditions for the Mains Series of Tribological Tests

Table A30. Loading conditions used in the main series of experiments.

| Contact Materials\(^1\) | Load, N | Lubricants\(^2\) | PV Factor, N/mm\(^2\)-m/s | Hertzian Contact Stress Max, P\(_0\), MPa\(^3\) |
|-------------------------|---------|------------------|-----------------------------|---------------------------------------------|
| 100Cr6/100Cr6           | 10      | D, L1–L6         | 309                         | 944                                         |
|                         | 59      | D, L1–L6         | 562                         | 1716                                        |
|                         | 196     | D, L1–L6         | 839                         | 2563                                        |
|                         | 392     | D, L1–L6         | 1057                        | 3229                                        |
|                         | 491     | D, L1–L6         | 1139                        | 3478                                        |
|                         | 530     | D, L3            | 1168                        | 3569                                        |
|                         | 618     | D, L1–L6         | 1230                        | 3757                                        |
|                         | 657     | L2, L3, L4       | 1255                        | 3835                                        |
|                         | 696     | L2, L3, L4, L5   | 1280                        | 3910                                        |
|                         | 736     | L2, L3, L4, L5   | 1303                        | 3982                                        |
|                         | 785     | L2, L3, L4, L5   | 1332                        | 4068                                        |
|                         | 824     | L2, L5           | 1353                        | 4135                                        |
|                         | 883     | D, L2, L5        | 1385                        | 4231                                        |
|                         | 981     | D, L1–L6         | 1434                        | 4383                                        |
|                         | 1059    | D, L1            | 1472                        | 4496                                        |
|                         | 1099    | L1               | 1490                        | 4551                                        |
|                         | 1148    | L1, L6           | 1512                        | 4618                                        |
|                         | 1167    | L1, L6           | 1520                        | 4644                                        |
|                         | 1177    | L1, L6           | 1524                        | 4657                                        |
|                         | 1236    | L1–L6            | 1549                        | 4734                                        |
|                         | 1305    | L1, L3, L6       | 1578                        | 4820                                        |
|                         | 1383    | L1, L3           | 1609                        | 4914                                        |
|                         | 1570    | L1–L6            | 1678                        | 5126                                        |
|                         | 1746    | L1, L2, L3       | 1738                        | 5311                                        |
|                         | 1844    | L1, L2           | 1770                        | 5409                                        |
|                         | 1962    | L1, L2, L4, L5,  | 1807                        | 5522                                        |
|                         |        | L6               |                              |                                              |
|                         | 2070    | L1, L4, L5       | 1840                        | 5621                                        |
|                         | 2158    | L4, L5           | 1866                        | 5700                                        |
|                         | 2197    | L1, L4, L5       | 1877                        | 5734                                        |
|                         | 2325    | L4, L5           | 1913                        | 5843                                        |
|                         | 2453    | L1, L5, L6       | 1947                        | 5948                                        |
|                         | 3090    | L6               | 2103                        | 6424                                        |
|                         | 3924    | L6               | 2277                        | 6957                                        |
|                         | 4905    | L6               | 2453                        | 7494                                        |
The effectiveness of a lubricating film is highly dependent on the composition (base oil, thickener, stabilizers and additives) of the lubricant used. The composition of the lubricant controls the capacity to form the adsorption or chemisorption protective films in the contact area, which can reduce the intensity of adhesive interaction between contact surfaces. In the present work, the popular commercial lubricants, Table A30, with well-documented tribological properties (c.f. [71]) were employed. Here we should note that the lubricants were chosen not only to cover a wide range of lubrication conditions to promote different prevailing modes of fracture but to check the performance and verify the stability of AE data processing algorithms against the type of the lubricant and loading conditions. Two main types of lubricants were employed for this purpose: liquid (mineral motor oil) and lithium complex grease. Four different grease grades were chosen. According to the type of base oil, the greases containing mineral (Litol-24, Unirex-3, Fiol-1, Shrus-4M) or synthetic (Renolit IP 1619) oil were used. With regard to additives, mineral greases Litol-24, Unirex-3, Fiol-1 represent three additive-free popular universal lithium greases with similar properties, while Shrus-4M is a kind of heavy-duty grease using molybdenum disulfide (MoS₂) as an additive providing the lubricant with excellent anti-seize properties even under coarse contact between moving surfaces. Although it has been well understood that, the role of additives for surface protection becomes vital when contact conditions become severe and moving components operate in a boundary lubrication regime, the specific effect of solid tribofilms formed from additives is beyond the scope of the present work.

### Appendix G. Results of testing various combinations of filtering and clustering algorithms

Typical results obtained using different AE data filtration and classification schemes applied to the same AE stream obtained during the test of mineral motor oil 10W-40 on a four-ball friction machine at 1167 N load under close to extreme conditions determined in a series of tests described in Section 5, c.f. Figure 2, are illustrated in Figures G1a-f corresponding to different processing schemes given in Figure 1. A good thing about this example is that the pre-scoring stage (up to 2 s), scoring (2

| Contact Materials¹ | Load, N | Lubricants² | PV Factor, N/mm²·m/s | Hertzian Contact Stress Max, P₀, MPa³ |
|---------------------|--------|-------------|----------------------|--------------------------------------|
| 6082                | L6     | 2635        | 8051                 |
| 6180                | L6     | 2649        | 8094                 |
| 7848                | L6     | 2869        | 8765                 |

| Pin-on-disk, Tribometer Nanovea TRB-50N (USA), Testing Standard [67] |
|---------------------------------------------------------------|
| 100Cr6/St35  | 25      | D, L3      | 199    | 1776 |
| 35          | D, L3   | 223       | 1987 |
| 100Cr6/C45  | 25      | D, L3      | 203    | 1809 |
| 35          | D, L3   | 227       | 2024 |
| 100Cr6/W6Mo5Cr4V2 | 25 | D, L3 | 206    | 1840 |
| 35          | D, L3   | 231       | 2058 |

| Cylinder-on-ring, Testing Machine UMITI (Russia), Testing Standard [68] |
|---------------------------------------------------------------|
| 45Cr22Ni4Mo3/Gh190 | 20      | D, L1, L3 | 107 | 610 |
| 40          | D, L1, L3 | 134 | 769 |
| 60          | D, L1, L3 | 154 | 880 |
| AlMg3/Gh190 | 20      | D, L1, L3 | 74 | 423 |
| 40          | D, L1, L3 | 93 | 533 |
| 60          | D, L1, L3 | 107 | 610 |

¹ – indenter / sample;² – lubrication conditions: D – dry friction; L1 – liquid mineral motor oil Lukoil-Standard 10W40; L2, L3 and L4 – universal lithium mineral greases Fiol-1, Litol-24 and Unirex-3, respectively; L5 – universal lithium synthetic grease Renolit JP1619; L6 – heavy-duty lithium mineral grease Shrus-4M (MoS₂ 10%). ³ – Maximum Hertzian contact stress for the four-ball tribological assembly and for the cylinder-on-ring test are computed according to [78], and for the pin-on-disk test the ref. [67] was used.
to 5 s), and the post-scoring run-in stage (from 5 s to the end of the record) are observed in a sequence within a reasonably short stream (c.f. other tribology situations shown in Figure 2). The occurrence of scoring (or some time scuffing) has been confirmed by the standard procedure described in [65] according to the size of the wear scar.

In Figure A31a-f, the integral RMS curve (shown in blue) is plotted to demonstrate the decrease in the AE energy characteristic value due to filtering during signal processing. Indeed, one can notice that filtering results in the inevitable decrease in the integral AE energy parameters by 1.1–10 times, depending on the filter, as compared with the original signal, as illustrated by the RMS curve in Figure G1. However, particular care must be exercised while using the filters F1.3, F2.1 and F2.2 when the signal-to-noise ratio is low because the energy of the filtering functions S(f) and C(f) obtained in the on-site tests can often be close to the AE energy recorded during tribological testing.

Most of the AE processing schemes tested, c.f. Figure G, reveal the AE patterns corresponding to the primary damage mechanisms associated with either abrasive or adhesive types of wear, albeit with notably different sensitivity reflected in the number of signals belonging to distinct classes attributable to specific degradation processes, c.f. Figure 2. The temporal resolution of underlying processes by AE procedures is also different as can be seen by the concurrence the AE-determined period of activity of a specific source and the time interval the corresponding damage mechanism is actually seen in metallocraphic examinations. We should note that the combinations F1.1 + K2, F1.3 + K2, F2.1 + K2 and F2.2 + K2 (Figure G1a) fail to disclose the damage mechanisms and is, therefore, not practical. The schemes F1.2 + K1 and F2 + K2 demonstrate only partial success in AE signal discrimination, Figure 2b, which is far from being satisfactory. Let us note that, the schemes F2.1 + K3, F2.2 + K1 and F2.2 + K3 yield reasonable results, albeit the unnecessarily and unjustified splitting of some clusters (Figure f.1d and f.1e) into two or more. This effect is known as “over-clustering”, which occurs when clusters are too close together resulting in poor discrimination and interpretation problems: here signals marked with △ appear as over-clustering of ○-class, and □ is over-clustering of ■-group of signals. Thus, the application of these schemes requires the additional procedure for merging clusters, which is laborious for manual post-processing. Otherwise, it needs additional assumptions for the unsupervised automatic implementation. For the reasons mentioned above, these procedures are also not recommended for immediate application. Favorable results of AE signal discrimination are, however, systematically obtained with the F1.3 + K1, F1.3 + K3 and F2.1 + K1 schemes, Figure G1c, revealing a wealth of occurring processes through the statistically well-separated patterns of signals.

The schemes F1.1 + K3, F1.2 + K3 and F1.1 + K1 (specifically, Figure G1f represents the most successful result of signal classification) do not have the shortcomings highlighted above for other processing schemes. The outcomes of these procedures fulfil successfully the verification criteria formulated in Section 3. Therefore, they are chosen as the first option when the AE data processing is used for evaluation of the friction-induced damage in various testing situations described in the main part of the present work.

Considering the above results shown in Figures A31a and A31b, it might be plausible to conclude that the k-means based K2 algorithm is not practical. Indeed, in its present form, it fails to distinguish properly between active friction mechanisms even if when it is used with the most efficient noise filtering algorithms. This conclusion, however, is not entirely correct as the flexibility of this “classical” clustering method has not been explored in full, and further research is encouraged to reduce the redundancy and increase the efficiency in the set of descriptive variables by using, for example, the principal component analysis or the factor analysis (PCA) as outlined in [54]. The additional strength to this algorithm can be added if the PSD function is included in the feature space. In general, the power of the k-means based approach has been demonstrated in [79] through the proposed innovative adaptive sequential k-means ASK algorithm with the Kullback-Leibler or correlation distance, which has been then proven efficient on many occasions. Nevertheless, it has yet to be tested and adapted to tribology systems.
Figure A31. Typical results illustrating different behaviors of the AE rms (--- line) value depending on different signal processing schemes shown in Figure 1 and applied to one and the same dataset obtained in the four-ball testing with mineral oil used as a lubricant: (a) scheme F1.1 + K2, (b) scheme F1.2 + K2, (c) scheme F1.3 + K1, (d) scheme F2.1 + K3, (e) scheme F2.2 + K1, and (f) scheme F1.1 + K1. The categorized AE signals are designated as follows: ⨇-type signals correspond to the sliding wear dominated by abrasive friction; ▲ symbols denote adhesive damage and incipient seizure; ▢ represents the severe wear mode due to progressing seizure, significant plastic material transfer and welding (see the text below for details). The results shown in (d) and (e) illustrate the over-clustering effect: △ appears as over-clustering of ⨇, and □ is over-clustering of ▢.

One should notice, that the use of detection algorithms without data filtering demonstrates a result close to the filter F1 variants, which is understandable since the F1 filtering procedures induce minimal distortions to the AE waveforms and reduce a relatively small part of the signal energy. Nonetheless, without filtering, the number of unrecognized AE signals (attributable to the general noise cluster) is the largest. The conclusion, therefore, is that the efficient noise reduction is a pivotal pre-processing step for the successive signal recognition and discrimination by virtually any clustering algorithms. As a typical example, the results of the application of the AE data processing
schemes F1.1 + K3 and F1.1 + K1, which have been considered practical, are shown in Figure 4 and Figures 2, 3, 5 and 6.
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