Phase transition in information retrieval of a quantum scrambled random circuit system
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Information in a chaotic quantum system will scramble across the system, preventing any local measurement from reconstructing it. The scrambling dynamics is key to understanding a wide range of quantum many-body systems. Here we use Holevo information to quantify the scrambling dynamics which shows a phase transition behavior. When applying long random Clifford circuits on a system, no information can be recovered from a subsystem of less than half the system size. When exceeding half the system size, the amount of stored information grows by two bits of classical information per qubit until saturation through another phase transition. We also study critical behavior near the transition points. Finally we use coherent information to quantify scrambling of quantum information in the system which shows similar phase transition behavior.

Chaotic quantum systems [1, 2] spread initially localized information over an entire system after isolated evolution [3-5]. Such a process is called quantum information scrambling [6, 7] and lies at the heart of quantum many-body system dynamics. With the recent development of exquisite control over multi-qubit quantum information processing systems [8-10], the initial information encoded in a local subsystem, which will be hidden into the whole system by quantum dynamics, can now be retrieved experimentally by global operations [11-16]. This ability can provide new insights into various fields, including quantum chaos and quantum thermalization [17-19], black hole physics [4, 5], and quantum machine learning [20, 22].

There are various methods to quantify quantum information scrambling. One approach is to probe the spreading of an initially localized operator, as computed by the out-of-time-ordered correlator (OTOC) [7, 19, 23]. It is central to the study of quantum chaos and quantum thermalization dynamics, for its decay rate resembles the classical Lyapunov exponent in the semi-classical limit [24]. Also it shows the light cone structure of information propagation following the geometry of the system [7, 19, 25]. Another possibility is to probe the scrambling dynamics by the correlation between subsystems, e.g. the entanglement entropy [26], mutual information [27], and tripartite information [28]. However, these quantities do not directly describe the amount of information that can be extracted from a subsystem and thus may not be sufficient to describe the dynamics of information flow.

To study the scrambling dynamics of quantum systems directly from the quantum information perspective, we consider Holevo information, which, by definition, describes the information encoded in an ensemble of quantum states [29]. Since the Holevo information is preserved under unitary evolution, it can distinguish between the ideal case and the decoherence and thus allows us to verify information scrambling in noisy quantum systems [12, 30, 31]. Based on Holevo information, progress has been made in understanding the distinguishability of black hole microstates in black hole theory [32, 34]. However, these works only focus on the final states of the black holes after fast scrambling, while the dynamics toward scrambling is not considered. Another related method is to apply an operator-state mapping and study the mutual information [31, 35].

There is a quantum channel scenery for probing information scrambling dynamics. One encodes $H$-bits of information into an $N$-qubit system. Then after $t$ layers of “brick wall”-structured random circuits, we retrieve information from a randomly selected $n$-qubit subsystem. Every “brick” (blue rectangle) represents a random unitary gate between two adjacent qubits.

**FIG. 1.** Quantum channel scenery for probing information scrambling dynamics. One encodes $H$-bits of information into an $N$-qubit system. Then after $t$ layers of “brick wall”-structured random circuits, we retrieve information from a randomly selected $n$-qubit subsystem. Every “brick” (blue rectangle) represents a random unitary gate between two adjacent qubits.

Here, we consider the Holevo information under random unitary circuits in a qubit system and show phase transition behavior in the retrieved information. For long enough circuits, as the size of the subsystem increases across a threshold of one half, the retrieved information increases non-analytically from zero to finite values, and further increases until saturation at another transition point. This phenomenon is observed from numerical simulation, and is also confirmed by analytical derivation. We examine the scrambling dynamics through the convergence of the average Holevo information toward its infinite-time limit as the circuit depth grows. We also study the critical behavior near the phase transition points. As the Holevo information only measures the retrieved classical information from a quantum system, finally we use coherent information to quantify scrambling of quantum information in the system. We consider the phase transition in information retrieval of a quantum scrambled random circuit system.

**Information Scrambling in Random Quantum Circuits.**
Consider an $N$-qubit quantum system. As shown in Fig. 1, we store into it $H$ bits of classical information by preparing $H$ qubits of the system into one of $2^H$ orthogonal states in computational basis $\{|\psi_i^{\text{init}}\rangle\}$ with equal probability $p_i = 1/2^H$. The system then evolves under a randomly generated Clifford circuit $U$, after which one part of it is regarded as the environment and traced out. For the remaining system $Q$ containing $n$ qubits, we can denote the amount of classical information that can be retrieved as $\chi_Q$, which is given by the Holevo information

$$\chi_Q(\{|\psi_i^{\text{init}}\rangle, U\}) = S\left(\sum_i p_i \rho_i^Q\right) - \sum_i p_i S\left(\rho_i^Q\right),$$

where $\rho_i^Q = \text{Tr}_E(\psi_i^{\text{init}}\langle\psi_i^{\text{init}}|U^\dagger)$ is the output density matrix of the system $Q$, and $S$ is the von Neumann entropy.

We adopt the periodic boundary condition for the qubits and consider random circuits of the “brick wall” configuration, as shown in Fig. 1. The circuit comprises $t$ layers of alternatingly layered bricks in which each brick represents a uniformly sampled two-qubit random Clifford gate. We denote $U_t$ as the set of all possible unitaries constructed in this way with $t$ layers. Note that we choose the Clifford circuit mainly because of the convenience in numerical simulation [36,37], and our result is largely applicable to generic physical systems. Also, we specify the set of input quantum states $\{|\psi_i^{\text{init}}\rangle\} = \{|\gamma_1\gamma_2...\gamma_H\rangle_{Q_H}(0|0)_{\text{other}}\}_{\gamma\in\{0,1\}}$, where $Q_H$ is a randomly selected subsystem with $H$ qubits. We can thus write the Holevo information as $\chi_Q(\{|\psi_i^{\text{init}}\rangle, U\}) = \chi_{Q,Q_H}(U)$. Note that the choices of $Q$ and $Q_H$ are arbitrary and does not have to have any specific spatial pattern.

After obtaining the Holevo information contained in a randomly selected subsystem from the above setting, we further average over all possible subsystem $Q$, all possible input states, and all the circuits with the same depth $t$ to get

$$\bar{\chi}_n^t = \frac{1}{|U_t|} \sum_{S_H} \sum_{U \in U_t} \sum_{Q \in S_n} \sum_{Q_H \in S_H} \chi_{Q,Q_H}(U),$$

where $S_n$ denotes the set of all subsystems with $k$ qubits.

As shown in Fig. 2, we numerically compute the long time limit of the Holevo information $\bar{\chi}_n^\infty = \lim_{t \to \infty} \bar{\chi}_n^t$ by setting $t = 3N$, which is sufficient for the initially localized information to propagate over the whole system [4]. A phase transition behavior can be observed: For small system size $n$, we are not able to retrieve any information; When $n$ reaches half of the system size, information starts emerging at a constant rate of two bits of classical information per qubit; Finally, the retrievable information reaches its maximum value through another sharp transition, indicating that all of the initially encoded information can be reliably recovered. We perform finite-size scaling near the two points to further analyze the phase transition behavior. As shown in the inset of Fig. 2, by fixing a ratio at $n < \frac{N}{2}$ and $n > \frac{N+H}{2N}$, respectively, and increasing $n, N, H$ simultaneously, $\bar{\chi}_n^\infty$ converges exponentially towards its thermodynamic limit. Note that one can get the same value of $\bar{\chi}_n^\infty$ without averaging over the choice of $Q_H$. This can be understood from the definition of scrambling and from the symmetry of the random unitary group [26].

Indeed, if the circuit is sampled uniformly over the $N$-qubit Clifford group, we can calculate theoretically the average Holevo information $\bar{\chi}_n^\infty$ for arbitrary $n, N, H$, and it agrees well with the numerical result obtained above for layered random two-qubit Clifford gates. Specifically, in the thermodynamic limit $n, N, H \to \infty$, this theoretical value $\bar{\chi}_n^\infty$ converges to [39]

$$\frac{1}{\overline{H}} = \frac{1}{\lambda_n^\text{thermal}} = \begin{cases} 0, & \frac{n}{N} \leq \frac{1}{2} \leq \frac{N+H}{2N}, \\ \frac{n}{N} \leq \frac{N+H}{2N}, & \frac{n}{N} > \frac{N+H}{2N} \end{cases}.$$ (3)

This further allows us to define the critical exponent

$$k \equiv \lim_{\tau \to 0^+} \frac{\log |f(\tau)|}{\log |\tau|} = 1$$ (4)

where for the first transition point $\tau = \frac{n}{N} - \frac{1}{2}$, $f(\tau) = \frac{1}{\overline{H}}$ and similarly for the second transition point.
Information Scrambling Dynamics. From the evolution of the Holevo information, we can study the information scrambling dynamics of quantum systems. For example, here we study how the long-time limit of the average Holevo information is approached. We compare the average Holevo information for different subsystem sizes \( \{ \chi_n^t \}_{n=1}^N \) with its long-time limit. We use 2-norm to measure their difference

\[
\mathcal{D}(t) = \sum_{n=1}^{N} (\bar{\chi}_n^t - \bar{\chi}_n^\infty)^2 .
\]  

(5)

From the numerical simulation, we plot \( \mathcal{D}(t) \) for the system size \( N = 40 \) and \( H \) ranging from 1 to \( N \), as shown in Fig. 3a. We observe that \( \{ \chi_n^t \}_{n=1}^N \) converges under time evolution roughly exponentially. Further, the decaying rate, which corresponds to the scrambling speed, varies for different initial Holevo information \( H \).

To compare the speed of scrambling between \( 1 \leq H \leq N \), we extract the average slope on the semi-log plot of \( \mathcal{D}(t) \) between time \( t \) and \( t' \) as

\[
k_{D}^{t,t'} = \frac{\log \mathcal{D}(t) - \log \mathcal{D}(t')}{t - t'}
\]  

(6)

as shown in Fig. 3b. The upper and lower confidence bounds are roughly estimated by the maximum and minimum slope in the region. For the same set of circuits, the scrambling rate slows down when an increasing amount of information is encoded into the system until close to \( \frac{H}{N} \sim 1 \) where the tendency reverses, which may be caused by the finite size effect.

We further study the information scrambling behavior of individual realizations \( U \) of random circuits by comparing the Holevo information distribution \( \chi_{Q,U}^t(U) \) with the average value over different realizations. We characterize it by the standard deviation \( \sigma_n^t \)

\[
(\sigma_n^t)^2 = \frac{1}{|\mathcal{U}_t|} \frac{1}{|\mathcal{S}_n|} \frac{1}{|\mathcal{S}_H|} \sum_{U \in \mathcal{U}_t} \sum_{Q \in \mathcal{S}_n} \sum_{Q_H \in \mathcal{S}_H} (\chi_{Q,Q_H}^t(U) - \bar{\chi}_n)^2 .
\]  

(7)

As shown in Fig. 3c, we numerically compute its long time limit \( \sigma_n^\infty = \lim_{t \to \infty} \sigma_n^t \) by setting \( t = 3N \). The ratio \( N : H = 19 : 8 \) is set in accordance with Fig. 2. As we can see, \( \sigma_n^\infty \) is asymptotically zero not only in the region \( \frac{H}{N} < \frac{1}{2} \) and \( \frac{N}{N} > \frac{N+H}{2N} \), where \( \bar{\chi}_n^\infty \) already saturates, but also in the region \( \frac{1}{2} < \frac{H}{N} < \frac{N+H}{2N} \). This suggests that information almost fully scrambles even for a single typical random circuit. Only at the two phase transition points can we get finite standard deviations, which do not increase with \( N \), \( H \) and \( n \) so the relative fluctuation is decreasing for larger systems.

Similar Phase Transition for Coherent Information. Coherent information [41-43] quantifies the remaining quantum information after a state goes through a quantum channel, with similar properties as the mutual information in classical communication. The coherent information is also related to the
reversibility of the quantum channel [44] and the condition of quantum error correction [41], thus lies at the heart of understanding the difference between classical and quantum information communication.

As shown in the inset of Fig. 4, similar to the model for Holevo information, we encode quantum information of \( C \) in \( N \) qubits with periodic boundary conditions, apply random Clifford circuit \( U \in U_t \) and regard a randomly selected subsystem \( E \) as the environment to be traced off. The difference is that the system’s initial state \( \rho^{\text{init}} \) would be an ensemble \( \rho^{\text{init}} = \frac{1}{|\mathcal{U}_t|} I_{QC} \otimes (|0\ldots0\rangle \langle 0\ldots0|)_{\text{others}}, \) where \( Q_C \) represents a subsystem of randomly selected \( C \) qubits. This ensemble can be seen as a mixture of \( \{ |\psi_i^{\text{init}} \rangle \} \) with equal probabilities. We write the final state of the \( n \)-qubit system \( Q \) as \( \rho^Q \). The circuit, together with tracing out the environment \( E \), forms a quantum channel \( C \). The coherent information can thus be calculated as [41, 43]

\[
\eta_Q(\rho^{\text{init}}, C) = S(\rho^Q) - S(\rho, C), \quad (8)
\]

where \( S(\rho, C) \) is the entropy definition. By calculating \( S(\rho, C) \), we need to purify \( \rho^{\text{init}} \) using a reference system \( R^{\text{init}} \) before applying the quantum channel. Then we get

\[
S(\rho, C) = S(\rho^{QR}).
\]

Similarly to what we have done for Holevo information, we write \( \eta_Q(\rho^{\text{init}}, C) = \eta_Q, Q_H (C) \) and average over the system \( Q \), the input states and the circuit to get

\[
\bar{\eta}_n^t = \frac{1}{|\mathcal{U}_t|} \frac{1}{|\mathcal{S}_n|} \frac{1}{|\mathcal{S}_C|} \sum_{U \in \mathcal{U}_t} \sum_{Q \in \mathcal{S}_n} \sum_{Q_H \in \mathcal{S}_C} \eta_Q, Q_H (C). \quad (9)
\]

Finally, the long-time limit \( \bar{\eta}_n^\infty \) is approximated by \( t = 3N \).

The results for various system sizes are shown in Fig. 4 which has a phase transition behavior similar to that of the Holevo information, although the phase transition points are at \( \frac{n}{N} = \frac{N-C}{2N}, \) \( \frac{n}{N} = \frac{N-C}{2N} \). To see how these transition points correspond to those for the Holevo information, note that the second transition point \( \frac{n}{N} = \frac{N+C}{2N} \) is the same for both cases. On the other hand, when \( \frac{n}{N} < \frac{N-C}{2N} \), all the information goes into the environment, making the coherent information saturate to its lower bound \( \frac{n}{2N} = -1 \). The phase transition point at \( \frac{n}{N} = \frac{N-C}{2N} \) thus corresponds to that of the Holevo information in the environment \( E \) rather than in the system \( Q \). Finally, when \( n < \frac{N}{2} \), we have negative \( \bar{\eta}_n^\infty \), indicating that no quantum information can be retrieved from the output system. This is in agreement with the result for Holevo information.

**Discussions.** In summary, in this work we use the spatial distribution of Holevo information to characterize the information scrambling process. The information converges to zero in the thermodynamic limit when we consider subsystem sizes smaller than half the system. When exceeding this threshold, the extractable classical information increases by two bit per added qubit until its saturation to the total encoded information. This can serve as a scrambling criterion, and its comparison with others, including Haar scrambled [4] and Page scrambled [5] criteria, is of great interest. We study how

FIG. 4. Average coherent information \( \bar{\eta}_n^\infty \) of an \( n \)-qubit subsystem \( Q \) in the steady state. Like the settings for the Holevo information, we scale the system size \( N \) and the total encoded quantum information \( C \) by \( N : C = 19 : 8 \). As \( N \) grows, the curve shows two phase transition points at \( \frac{n}{N} = \frac{N-C}{2N}, \) \( \frac{n}{N} = \frac{N+C}{2N} \), respectively. The inset shows an illustration of the numerical scheme. The initial state, encoded as an ensemble into \( Q^{\text{init}} \), is purified by \( R^{\text{init}} \). After a random circuit \( U \in U_t \), part of the system \( E \) is traced out as the environment. Together they form a quantum channel \( C \).

The coherent information encoded in the system \( Q \) can thus be computed with the help of the reference system \( R \).

the system approaches the long-time limit and how the convergence speed varies with the amount of encoded information. We also find that variation around the average behavior is vanishingly small almost everywhere apart from the two phase transition points, which implies that in the thermodynamic limit, almost all random circuits would meet the scrambling criteria. Finally, we find that the coherent information possesses a similar phase transition behavior.

One can regard the discarded environment in our model as the qubit loss error from the quantum error correction (QEC) perspective [45, 46]. Thus the phase transition point \( \frac{n}{N} = \frac{N-C}{2N} \) of coherent information would correspond to the condition of perfect decoding. Specifically, our model uses the random circuit to encode \( C \) logical qubits in \( N \) physical qubits. This code can tolerate the loss of \( \frac{N-C}{2N} \) located qubits which saturates the quantum Singleton bound [47].

Although here we restrict the calculation to Clifford gates for numerical convenience, this method using Holevo information to characterize information scrambling should largely be applicable to generic quantum systems. Specifically, this process of encoding information by a set of initial states and calculating the Holevo information of a selected subsystem in the final states does not require any special property of the intermediate quantum dynamics. We can thus easily extend the unitary evolution to arbitrary quantum channels. Therefore it may provide a universal tool for probing quantum information scrambling dynamics.
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We write under the stabilizer formalism \(\{S_1, S_2\}\) in such set \(\rho\). When we average it over all possible circuits with its depth large enough, the first and the second term converges respectively.

When we average it over all possible circuits with its depth large enough, the first and the second term converges respectively. Thus the probability \(\text{Prob}(S_{n,h}) = x \) would be proportional to the number of states \(\rho \in \text{Orb}(\rho_h)\) that satisfies \(S_n(\rho) = x\). Here we calculate the number of elements in such set \(\{|\rho \in \text{Orb}(\rho_h)\}| \leq S_n(\rho) = x\) and give the expectation value \(\mathbb{E} S_{n,h}\).

II. OUTLINE OF THE PROOF

Any state \(\rho_h\) that satisfies \(S(\rho_h) = x\) can be transformed by a local Clifford unitary \(U \in G = \{U(n) \otimes U(m)\}\) to \(\rho_h^n\) which we write under the stabilizer formalism \([S_1, S_2]^[2022, 56 (2022)]\):

\[
\begin{bmatrix}
X & X \\
Z & Z \\
Z & Z \\
Z & Z \\
\end{bmatrix}
\]

\[
\frac{k_1}{k_1} \frac{k_2}{k_2} \frac{l_1}{l_1} \frac{l_2}{l_2}
\]

where \(n + m = N\), \(x = n - l_1\) and the number of stabilizer operators

\[
2k_1 + k_2 + l_1 + l_2 = n + m - h
\]
We can constraint the four parameters by

\[
\begin{align*}
  &k_1 + k_2 + l_1 \leq n \\
  &k_1 + k_2 + l_2 \leq m \\
  &k_1, k_2, l_1, l_2 \geq 0
\end{align*}
\]

We can further simplify our question by

\[
\{ \rho \in \text{Orb}(\rho_h, U^N) | S_n(\rho) = x \} = \{ \rho \in \text{Orb}(\rho_h, G) | S_n(\rho) = x \} = \{ \rho \in \text{Orb}(\rho_h^\tau, G) \}
\]

This can be given by directly using the common state Eq. S2 that all the states with the same entropy can reach by local unitaries. With the help of Lagrange’s orbit-stabilizer theorem \( |\text{Orb}(\rho_h^\tau, G)| = \frac{|G|}{|\text{Stab}(\rho_h^\tau, G)|} \), we only need

- the order of unitary group \( |G| \)
- the order of stabilizer \( |\text{Stab}(\rho_h^\tau, G)| \). Here the stabilizer \( \text{Stab}(\rho_h^\tau, G) \) represents the set of elements in \( G \) that makes \( \rho_h^\tau \) invariant.

We can get \( |G| \) directly from the volume of \( N \) qubit Clifford group \( Cl(N) = \prod_{j=1}^{N} 2(4^j - 1)4^j \) \([S3]\)

\[ |G| = Cl(n) \times Cl(m) \]

Based on basic combinatorics, we have from Sec. III

\[
|\text{Stab}(\rho_h^\tau, G)| = \left( \prod_{j=1}^{k_1} (4^j - 1) 4^j 2 \right) 2^{2k_1(k_2 + l_1)} 2^{2k_2 l_2} \times 2^{k_2 + 2k_2} 2^{1/2 k_2(k_2 + 2l_1 + 1)} 2^{1/2 k_2(k_2 + 2l_1 + 1)} 4^{h_1 k_2} 4^{h_2 k_2} \left( \prod_{j=0}^{k_2 - 1} (2^{k_2 - 2^j}) \right) 2^{1/2 l_1} 2^{1/2 l_2} \times Cl(h_1) Cl(h_2)
\]

where

\[
\begin{align*}
  h_1 &= n - k_1 - k_2 - l_1 \\
  h_2 &= m - k_1 - k_2 - l_2
\end{align*}
\]

When \( n, h, N \) is fixed, the order of the orbit can be determined by the four parameters \( k_1, k_2, l_1, l_2 \).

\[
|\text{Orb}(\rho_h^\tau, G)| = \frac{|G|}{|\text{Stab}(\rho_h^\tau, G)|} \equiv t_{k_1, k_2, l_1, l_2}
\]

Recall that \( x = n - l_1 \), we have

\[
\mathbb{E} S_{n,h} = \frac{\sum(n - l_1) \times t_{k_1, k_2, l_1, l_2}}{\sum t_{k_1, k_2, l_1, l_2}}
\]

where the sum is over all possible \( k_1, k_2, l_1, l_2 \) under the constraint Eq. \( \text{(S4)} \).

By setting \( h = 0 \) and \( h = H \), this gives both the terms in Eq. \( \text{(S1)} \). For specific values of \( n, H, N \), the calculation agrees well with our numerical result in the main text, as shown in Fig. \( \text{(S1)} \).
FIG. S1. Numerical simulation using Monte Carlo method (red) and analytic calculation (blue) of Holevo information $\bar{\chi}_n$. (a) $N = 5$ and $H = 3$. (b) $N = 30$ and $H = 15$. The two lines almost completely overlap.

To further prove

$$\lim_{n,H,N \to \infty} \frac{1}{N} \bar{\chi}_n = \begin{cases} 0 & \frac{n}{N} \leq \frac{1}{2} \\ 2 - \frac{1}{2} & \frac{1}{2} < \frac{n}{N} \leq \frac{N+H}{2N} \\ \frac{H}{N} & \frac{N+H}{2N} < \frac{n}{N} \end{cases}$$ (S7)

We first observe that $t_{k_1,k_2,l_1,l_2}$ is varying in an exponential way for different $k_1, k_2, l_1, l_2$. When $n, N, H$ is large, the expected value of $n - l_1$ would correspond to $k_1, k_2, l_1, l_2$ where $t_{k_1,k_2,l_1,l_2}$ reaches maximum.

Assuming $k_1, k_2, l_1, l_2 \to \infty$ and ignoring constant terms, we can convert the question of where $\log_2 t_{k_1,k_2,l_1,l_2}$ reaches maximum to be where $f(k_1, k_2, l_1, l_2)$ reaches maximum, here

$$-f(k_1, k_2, l_1, l_2) = 2k_1(N-H-k_1) + 3k_1 + 3k_2 + 2k_2(k_2 + l_1 + l_2 + H) + l_1 \left( \frac{3}{2}l_1 + \frac{1}{2} \right) + l_2 \left( \frac{3}{2}l_2 + \frac{1}{2} \right) + 2(n - k_1 - k_2 - l_1)(n - k_1 - k_2 + 1) + 2(N - n - k_1 - k_2 - l_2)(N - n - k_1 - k_2 + 1)$$

Combining with the constraints in Eq. (S3) and Eq. (S4), $f(k_1, k_2, l_1, l_2)$ reaches maximum when

$$n < \frac{N-h}{2}, \quad \frac{N-h}{2} \leq n \leq \frac{N+h}{2}, \quad n > \frac{N+h}{2}$$

$$\begin{cases} k_1 = n \\ k_2 = 0 \\ l_1 = 0 \\ l_2 = N - h - 2n \end{cases} \quad \begin{cases} k_1 = (N-h)/2 \\ k_2 = 0 \\ l_1 = 0 \\ l_2 = 0 \end{cases} \quad \begin{cases} k_1 = N - n \\ k_2 = 0 \\ l_1 = 2n - N - h \\ l_2 = 0 \end{cases}$$ (S8)

the proof is given in Sec. [IV].

By Eq. (S6) we get

$$\mathbb{E}S_{n,h} = \min(n, N + h - n)$$

Finally the Holevo information

$$\bar{\chi}_n = \mathbb{E}S_{n,H} - \mathbb{E}S_{n,0} = \begin{cases} 0 & n < \frac{N}{2} \\ 2n & \frac{N-H}{2} \leq n \leq \frac{N+H}{2} \\ H & n > \frac{N+H}{2} \end{cases}$$
III. PROOF OF EQ. (S5)

We count the number of elements in $G$ that makes $\rho_k^G$ invariant. Every non-trivial elements in the $G = \{ U(n) \otimes U(m) \}$ maps the set of stabilizer operators in Eq. [S2] to a new one. We count how many of the resulting stabilizer operators form an equivalent state to the original. Two sets of stabilizers are equivalent if they are the same under standard stabilizer multiplication operations.

Below we split Eq. (S5) into factors and explain them respectively.

- \( \left( \prod_{j=1}^{k_1} \left( 4j - 1 \right) / 2 \right) 2^{2k_1(k_2 + l_1)} 2^{2k_1l_2} \). For the first $2k_1$ stabilizers, the two in each pair do not commute with each other in two subsystems. This property would preserve for arbitrary local transformation.
- \( 2^{k_2} 2^{k_2} 2^{k_2} 2^{k_2} \left( \prod_{j=0}^{h_1} \right) 2^{l_1 k_2} 2^{l_2 k_2} \). For the next $k_2$ stabilizers, the combination of arbitrary elements in $l_1 + l_2$ stabilizers are reachable by $G$.
- \( 2^{l_1} l_1 \left( \prod_{j=0}^{l_1} \right) 2^{l_1 l_1} \). The local unitaries in $G$ can only bring $l_1$ stabilizers which is local in $Q$ to another local stabilizer in $Q$.
- \( 2^{l_2} l_2 \left( \prod_{j=0}^{l_2} \right) 2^{l_2 l_2} \). The same as $l_1$.
- $\text{Cl}(h_1)$. After determining all the stabilizers above, there still exists $h_1$ degrees of freedom in $Q$. This corresponds to $\text{Cl}(h_1)$ elements.
- $\text{Cl}(h_2)$. The same as $h_1$.

IV. PROOF OF EQ. (S8)

$f(k_1, k_2, l_1, N - h - (2k_1 + k_2 + l_1))$ is a concave function for $k_1, k_2, l_1$. This can be seen from its Hessian matrix

\[
\begin{pmatrix}
-8 & -4 & -6 \\
-4 & -7 & -3 \\
-6 & -3 & -6
\end{pmatrix}
\]

At Eq. (S8), we only need to prove that $f$ achieves its local maximum to prove that it also achieves global maximum over the convex region defined in Eq. (S4). Further, we observe that the condition in Eq. (S8) coincides with the boundaries of the region. To verify them as local maximum, we can compare the gradient $\nabla f = \left( \frac{\partial k_1 f}{\partial k_2 f} \right) = \nabla f = \sum \mu_i g_i = 0$

and verify $\mu_i \geq 0 \ \forall i$.

When $n < \frac{N-h}{2}$, the constraints are \( \begin{cases} g_1 = k_1 + k_2 + l_1 - n \\ g_2 = -k_2 \\ g_3 = -l_1 \end{cases} \). Solving Eq. (S9) we get

\[
\mu = \begin{pmatrix} 2(N-h-2n-1) \\ N-h-2n-(3/2) \end{pmatrix}
\]

When $\frac{N-h}{2} < n < \frac{N+h}{2}$, the constraints are \( \begin{cases} g_1 = 2k_1 + k_2 + l_1 - (N-h) \\ g_2 = -k_2 \\ g_3 = -l_1 \end{cases} \). Solving Eq. (S9) we get

\[
\mu = \begin{pmatrix} 2n + h - N - 1 \\ -1/2 \\ N + h - 2n - 1 \end{pmatrix}
\]
When \( n > \frac{N+h}{2} \), the constraints are
\[
\begin{align*}
g_1 &= 2k_1 + k_2 + l_1 - (N-h) \\
g_2 &= -k_2 \\
g_3 &= -k_1 - l_1 + n - h
\end{align*}
\]
where \( g_3 \) comes from \( k_1 + k_2 + l_2 \leq m \), Solving Eq. (S9) we get
\[
\mu = \begin{pmatrix}
-2 + h + 2n - N \\
-(3/2) - h + 2n - N \\
-2(1 + h - 2n + N)
\end{pmatrix}
\]
All of \( \mu_i \) above are non-negative.
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