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Abstract: Four-dimensional \(\mathcal{N} = 4\) super Yang-Mills, with a codimension-one defect breaking half of the supersymmetry, arises as the field theory description of the D3/D5 intersection in the holographic limit. This is one of the earliest, most extensively studied, and commonly used systems in holography. In this note we give the full R-symmetry-covariant supersymmetry variations for this system. We also provide the supercurrents and compute the algebra of the corresponding supercharges, obtaining the full set of central charges. We show that magnetically charged finite-energy field configurations preserving half of the supersymmetry are solutions to a new form of the extended Bogomolny equations, in which the defect fields play the role of jumping data for the Nahm-like part of the equations. In the appendices, we explain the connection between our results and the superspace-based formulations in the literature.
1 Introduction

Four-dimensional maximally supersymmetric Yang-Mills theory coupled to a codimension-one defect is one of the most thoroughly studied systems in the realms of integrability, AdS/CFT, and brane physics. This system arises in string theory as the field theory on D3-branes intersected by D5-branes, which form a defect. This brane intersection, and a generalization including NS5-branes, was used in studies of $\mathcal{N}_{3d} = 4$ supersymmetric theories, where it provides an explanation for the connection between Coulomb branch vacua of such theories and monopole moduli spaces [1, 2]. It was also the focus of some of the first works to introduce fundamental flavors in AdS/CFT models and the first example of defect AdS/CFT [3, 4], where [5] showed furthermore that the theory with a single defect is conformal.

In the twenty-some years since these first works, a vast literature has explored this system as the starting point of many applications, from using integrability techniques [6, 7] and localization [8] to extract CFT data, to the study of supersymmetric boundary conditions
in $\mathcal{N}_{4d} = 4$ supersymmetric Yang-Mills (sYM) [9], to models that break all supersymmetry and use the defect theory to approximate 2d condensed matter systems (see [10] for seminal work).

Despite the extensive literature on this 4d-ambient plus 3d-defect theory, the complete supersymmetry variations under which it is invariant have not – to our knowledge – appeared in the literature. These results could be useful for studying topologically twisted versions of an ambient plus defect theory along the lines of [11], where R-symmetry plays a key role. The explicit form of the variations also plays an essential role in describing Bogomolny-Prasad-Sommerfield (BPS) solitons in this system.

We emphasize the difference between vacua, which have zero energy and preserve all supersymmetries, and solitons, which are local (but not global) minimizers of the energy and break some supersymmetry. Indeed, the theory in question features interesting vacua realized as solutions to the Nahm equations and Nahm-type equations [9, 12]. This structure can be exhibited without recourse to the explicit form of the supersymmetry variations, for instance using the D- and F-term equations in a superfield-based formalism [12]. For soliton states, however, the complete supersymmetry transformations of the ambient plus defect theory provide the most direct way to characterize the spectrum of possible BPS solitons.\footnote{The quantum field-theoretic version of these statements is as follows. The theory exhibits a parameter space of quantum vacua, with points in this space corresponding to solutions to the Nahm-type equations as discussed in [9]. This space is analogous to the Coulomb branch of vacua in $\mathcal{N}_{4d} = 2$ supersymmetric theories. Above each vacuum there is a Hilbert space of states, which includes as a subspace the Hilbert space of BPS states. The classical finite-energy soliton configurations we discuss here would give rise to BPS states above these vacua upon semiclassical quantization.}

In this note, we write down the full R-symmetry-covariant supersymmetry variations of $\mathcal{N}_{4d} = 4$ sYM with a codimension-one defect of D5-brane type, preserving $\mathcal{N}_{3d} = 4$ supersymmetry. We also give the supercurrents and the algebra of the supercharges following [13], deriving central charges which measure both ambient and defect topological charges of field configurations. While a complete analysis of BPS solitons is left for future work, we show here that magnetically charged solitons are described by solutions to a new form of the extended Bogomolny equations [14] in which the defect fields play the role of jumping data. This system of equations, reviewed in Section 5, is a set of generalized self-duality equations which has previously seen applications in physics-based constructions of Langlands duality [14] and knot invariants [15, 16]. This work shows they also play a key role in describing finite-energy solitons in the D3/D5 defect theory, and several lines for future development are suggested in the Conclusions.

We also expect the soliton states of the D3/D5 defect theory discussed here to generate new insights, via holography, into the vacua and solitons of the dual gravitating theory explored in [17]. The present work is a necessary first step in that direction, which is currently under investigation.
In the interest of clarity and brevity, we suppress the details of all calculations, providing only explanations of key steps. Despite being conceptually straightforward, constructing the variations in covariant form and demonstrating the invariance of the action were technically nontrivial. One reason for this is that much of the original literature works in superspace formalisms that obscure part of the full SU(2)\textsubscript{V} \times SU(2)\textsubscript{H} R-symmetry. In the process of arriving at our results, we derived maps between the N\textsubscript{3d} = 2 superfields of Erdmenger et al. [5], the formulation in terms of standard superspace coordinates [18, 19], and the R-symmetry-covariant component-field formulation. We include these in the appendices. We also note that references [1, 9, 20] identified the field content for this system with respect to N\textsubscript{3d} = 4 supersymmetry representations. While the general form that the supersymmetry transformations must take is clear from their work, getting the precise form was nontrivial due to the complicated nature of the system.

An outline of this paper is as follows. Conventions are specified in Section 2. We give the action and variations in Section 3. In Section 4 we analyze the boundary terms from the variation and provide the supercurrents, which we use to compute the algebra of supercharges. We give an application of these results in Section 5, where we show that magnetically charged finite-energy BPS field configurations are solutions to the extended Bogomolny equations augmented with jumping data. In Appendices A and B we write down explicit maps from the fields we use to the common formulations of N\textsubscript{4d} = 4 sYM, and to previous constructions of the ambient plus defect theory based on superspace.

2 Conventions

We work in a mostly plus metric convention, \( \eta_{\mu\nu} = \text{diag}(-1,1,1,1) \). The (3+1)-dimensional space housing the ambient sYM theory is parametrized by \( x^\mu \) for \( \mu = 0, \ldots, 3 \). The defect is localized in the \( x^2 = y \) direction, and extended along \( x^i = (x^0, x^1, x^3) =: (x^\hat{0}, x^\hat{1}, x^\hat{2}) \).

Our \( \mathfrak{u}(N_c) \) Lie algebra conventions for the field strength and covariant derivative are \( F_{\mu\nu} = 2 \partial_{[\mu} A_{\nu]} + [A_{\mu}, A_{\nu}] \) and \( \mathcal{D}_\mu X = \partial_\mu X + [A_\mu, X] \). “Tr” denotes a positive-definite Killing form on the Lie algebra normalized so that the generators satisfy Tr \( (T^a T^b) = \frac{1}{2} \delta^{ab} \). Defect fields \( q \) transform in the \( \rho \otimes \bar{\rho} \) representation, with \( \rho \) denoting the fundamental representation.

We take the Lie algebra generators to be represented by anti-Hermitian matrices, so that \( \mathcal{D}_\mu q = \partial_\mu q + A_{\rho\mu} q \). This also implies, for example, that \( (\mathcal{D}_\mu q)^\dagger = \partial_\mu q^\dagger + q^\dagger (A_{\rho\mu})^\dagger = \partial_\mu q^\dagger - q^\dagger A_{\rho\mu} \).

We denote 4d gamma matrices by \( \gamma^\mu \) with \( \bar{\gamma} = -i \gamma^0 \gamma^1 \gamma^2 \gamma^3 \) and we denote 3d gamma matrices by \( \rho^\mu \). In both 3d and 4d, we define Dirac and charge conjugation of Dirac spinors \( \psi \) in terms of intertwiners \( A \) and \( C \), with \( A = A^\dagger \) and \( C = -C^T \) as in [21].

\[
\text{Dirac conjugation: } \bar{\psi} := \psi^\dagger A
\]
Charge conjugation: \( \psi_c := C\overline{\psi}^T = CA^T\psi^* \).

A Majorana spinor \( \lambda \) satisfies \( \lambda_c = \lambda \). The intertwiners furnish similarity transformations between unitarily equivalent representations of the Clifford algebra \( \gamma^\mu, (\gamma^\mu)^T, (\gamma^\mu)^\dagger \) such that
\[
A\gamma^\mu A^{-1} = (\gamma^\mu)^\dagger, \quad C^{-1}(\gamma^\mu)C = -(\gamma^\mu)^T.
\]

Note that all of these relations hold for the 3d and 4d versions, respectively, of the intertwiners and gamma matrices \( A_{(3)}, C_{(3)}, \rho^{\hat{\mu}} \) and \( A, C, \gamma^\mu \).

As we work almost entirely in terms of 3d and 4d Majorana spinors, a convenient basis for the \( \gamma \) matrices – similar that of [4] – is
\[
\rho^{\hat{0}} = -\sigma^2, \quad \rho^{\hat{1}} = i\sigma^3, \quad \rho^{\hat{2}} = -i\sigma^1, \quad \gamma^{\hat{\mu}} = \rho^{\hat{\mu}} \otimes \sigma^1, \quad \gamma^2 = i\mathbb{1} \otimes \sigma^3, \quad \gamma = \mathbb{1} \otimes \sigma^2.
\]

Since \((\gamma^\mu)^\dagger = -(\gamma^\mu)^T\), we can take
\[
C = -A = \sigma^2 \otimes \sigma^1.
\]

We will interpret the first tensor factor of \( C \) as the 3d charge conjugation matrix, so that
\[
C = C_{(3)} \otimes \sigma^1 = -A_{(3)} \otimes \sigma^1, \quad C_{(3)} = -A_{(3)} = \sigma^2.
\]

The advantage of this basis is that the 4d Majorana condition reduces block-diagonally to two 3d Majorana conditions and in each case \( CA^T = \mathbb{1} \), so each 4d Majorana spinor decomposes into a doublet 3d Majorana spinors:
\[
\text{Majorana spinor:} \quad \lambda = \begin{pmatrix} \lambda & \tilde{\lambda} \end{pmatrix}, \quad \text{with} \quad \lambda^* = \lambda, \quad \tilde{\lambda}^* = \tilde{\lambda}.
\]

### 3 Supersymmetry Variations

The field content of the D3/D5 defect field theory consists of

\[
\text{Ambient:} \quad X^V, X^H, \lambda_{\tilde{m}m}, A_\mu \\
\text{Defect:} \quad q^m, \zeta_{\tilde{m}}.
\]

The fields of \( N_{4d} = 4 \text{sYM} \) are grouped to transform under the 3d \( SU(2)_V \times SU(2)_H \) R-symmetry preserved in the presence of the defect, rather than the larger 4d \( SU(4) \) R-symmetry preserved by \( N_{4d} = 4 \text{sYM} \) without the defect. \( X^V, X^H \) are triplets of real scalars, and \( \lambda_{\tilde{m}m} \) are 4d Majorana spinors transforming in \( (2, 2) \) of \( SU(2)_V \times SU(2)_H \). \( A_\mu \) is the 4d gauge field, which decomposes into components \( A_\mu \) parallel to the defect and \( A_5 \) orthogonal to the defect. The defect fields consist of complex scalars \( q^m \) transforming in the fundamental of
### Table 1

| index type | description                        | range   |
|------------|------------------------------------|---------|
| $\mu, \nu, \rho, \sigma$ | 4d ambient spacetime               | 0, 1, 2, 3 |
| $i, j, k, \ell$     | 3d ambient space                   | 1, 2, 3  |
| $\hat{\mu}, \hat{\nu}, \hat{\rho}, \hat{\sigma}$ | 3d defect spacetime               | $\hat{0}, \hat{1}, \hat{2}$ |
| $\hat{i}, \hat{j}, \hat{k}, \hat{\ell}$ | 2d defect space                   | $\hat{1}, \hat{2}$  |
| $\alpha, \beta, \gamma, \delta$ | 4d positive chirality Weyl spinors | 1, 2    |
| $\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}$ | 4d negative chirality Weyl spinors | 1, 2 |
| $\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma}, \tilde{\delta}$ | 3d Dirac or Majorana spinors      | 1, 2 |
| $a, b$       | Lie algebra                        | $1, \ldots, N_c^2$ |
| $r, s, t, u$  | SU(2)$_H$ triplet                  | 1, 2, 3  |
| $m, n, p, q$  | SU(2)$_H$ doublet                  | 1, 2    |
| $\tilde{r}, \tilde{s}, \tilde{t}, \tilde{u}$ | SU(2)$_V$ triplet                | 1, 2, 3  |
| $\tilde{m}, \tilde{n}, \tilde{p}, \tilde{q}$ | SU(2)$_V$ doublet                | 1, 2    |
| $I, J, K, L$  | SO(4) quartet                      | 1, 2, 3, 4|
| $A, B, C, D$  | $N_{\text{4d}} = 2$ SU(2)$_R$ doublet | 1, 2    |

Table 1. Summary of index conventions and ranges. Note that indices on 4d Dirac and Majorana spinors are always suppressed.

SU(2)$_H$ and trivially under SU(2)$_V$, and 3d Dirac fermions $\zeta_{\tilde{m}}$ transforming in the fundamental of SU(2)$_V$ and trivially under SU(2)$_H$. The various index sets we utilize are summarized in Table 1.

The SU(2) indices are contracted using a Euclidean metric $\delta_{rs}$ or $\delta_{\tilde{r}\tilde{s}}$, while the $m$-type and $\tilde{m}$-type indices are raised and lowered using the Levi-Civit`a symbols $\epsilon_{mn}$, $\epsilon_{\tilde{m}\tilde{n}}$ with $\epsilon_{12} = -1$ and $\epsilon^{12} = 1$. The fundamental of SU(2) is pseudo-real so complex conjugation raises/lowers the index. Thus, in particular, $(q^m)^\dagger = q_{\tilde{m}}$.

The spinors $\lambda_{\tilde{m}m}$ satisfy a Majorana condition that takes into account their R-symmetry transformation properties:

$$
\lambda_{\tilde{m}m} = \epsilon_{\tilde{m}\tilde{n}} \epsilon_{mn} C(\lambda^{\tilde{n}n})^T.
$$

Here the transpose refers to the spinor space only. This definition holds for their 3d components, $\lambda_{\tilde{m}m}, \tilde{\lambda}_{\tilde{m}m}$ as well, with the appropriate charge conjugation operator $C_{(3)}$. In what follows, when we say that a spinor with two R-symmetry indices is Majorana, we mean that it is Majorana with respect to this condition.

The transformation properties of the fields with respect to the gauge group are most easily understood from the intersecting D-brane picture. Since D3-branes can end on D5-branes, there may be a different number of D3-branes to the left of the defect ($x^2 < 0$), than to the right ($x^2 > 0$). See Figure 1. If these numbers are $N_L$ and $N_R$, then the gauge group of the ambient theory for $x^2 < 0$ is U($N_L$), and is U($N_R$) for $x^2 > 0$. For definiteness suppose...
$N_R \geq N_L$. In what follows, we take the gauge group of the ambient theory to be $U(N_c)$ with $N_c = \max(N_L, N_R)$, with the understanding that any adjoint-valued field $\Phi = \Phi^a T^a$ has $\Phi^a = 0$ for $x_2 < 0$ when $a > N^2_L$. This amounts to choosing an embedding $U(N_L) \subset U(N_R)$, in which the left gauge group can be thought of as the upper-left block of the right gauge group in the defining representation.

The set of possible boundary conditions on the ambient fields as $x^2 \to 0$, that preserve $\mathcal{N}_{3d} = 4$ supersymmetry, was specified in [9]. In brief, for theories corresponding to the D3/D5 intersection, the triplet $X^\mu_H$ and the gauge field $A_2$ should have behavior consistent with a solution to Nahm’s equation as $x^2 \to 0$, which might include a Nahm pole when $N_R > N_L + 1$. A Nahm pole is specified by an embedding $\rho : \mathfrak{su}(2) \to \mathfrak{su}(N_R - N_L)$, and the possible embeddings are in turn determined by the number of coincident D5-branes present, as explained in [9]. If only a single D5-brane is present, then $\rho$ is the principal embedding.

The defect fields transform in the (anti-) fundamental of $U(N_{c,\text{def}})$, where $N_{c,\text{def}} = \min(N_L, N_R)$, and $q^m, q^\dagger_\bar{m}$ provide the jumping data for the upper left block of $X^\mu_H$ at $x_2 = 0$. If there are $N_f$ coincident D5-branes, then $q^m, \zeta_{\bar{m}}$ transform in the bifundamental $(N_{c,\text{def}}, \overline{N_f})$ of $U(N_{c,\text{def}}) \times U(N_f)$. Bilinears in the defect fields are always contracted to form $U(N_f)$ singlets, and this structure is suppressed in what follows. Thus, a quantity of the form $q^\dagger q$ is a $U(N_{c,\text{def}}) \times U(N_f)$ singlet, while a quantity of the form $q^\dagger T^a q$ transforms in the adjoint of $U(N_{c,def})$. We will see below how the Nahm boundary conditions emerge from the perspectives of both supersymmetry and vanishing energy conditions.

Here again we emphasize that the Nahm-type configurations just discussed, including Nahm poles and nontrivial jumping data, are all vacuum configurations of the theory. They preserve all of the $\mathcal{N}_{3d} = 4$ supersymmetries and have zero energy with respect to the field.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{Cartoon of the intersecting brane system. The D5-brane stack sits at $x^2 = 0$. The asymptotic position of the D3-branes in the directions labeled $x_H$ are determined by the values of the diagonal components of the triplet $X^\mu_H$ as $x_2 \to \pm \infty$.}
\end{figure}
theory Hamiltonian. In particular the fields in such a configuration are independent of \( x^\mu \), such that these vacua preserve three-dimensional Poincaré symmetry.

The generalization of the above to multiple separated stacks of D5-branes and/or NS5-branes, leading to multiple parallel defects (of D5 and/or NS5 type) was described in [12]. We will restrict ourselves here to the case of a single D3/D5-type defect.

With these preliminaries out of the way we can now write down the action in terms of these fields [4]:

\[
S = S_{\text{amb}} + S_{\text{def}}, \quad \text{with}
\]

\[
S_{\text{amb}} = \frac{1}{g_{\text{ym}}^2} \int d^4x \text{Tr} \left\{ -\frac{1}{2} F_{\mu\nu} F^{\mu\nu} - \frac{i}{2} \bar{\lambda}^{\dot{m}\dot{n}} \gamma^\mu D_\mu \lambda_{\dot{m}\dot{n}} - D^\mu X_\nu^Y D_\mu X_\nu^Y - \bar{D}^\mu X_H^\nu D_\mu X_H^\nu \\
+ \frac{i}{2} \bar{\lambda}^{\dot{m}\dot{n}} (\lambda_{\dot{m}\dot{n}}, X_r^Y)(\sigma^\tau)_m - \frac{1}{2} \bar{\lambda}^{\dot{m}\dot{n}} (\sigma^\tau)_m [\lambda_{\dot{m}\dot{n}}, X_r^Y] + \\
- [X_r^Y, X_s^H([X_r^Y, X_s^H] - \frac{1}{2} [X_r^Y, X_s^Y] [X_r^Y, X_s^Y] - \frac{1}{2} [X_r^H, X_s^H][X_r^H, X_s^H]) \right\}, \tag{3.2}
\]

and

\[
S_{\text{def}} = \frac{1}{g_{\text{ym}}^2} \int d^3x \left\{ - D_\mu q_\mu^\dagger D^\mu q^\dagger - \frac{i}{2} (\bar{\zeta}^\dagger \rho^\dagger D_\mu \zeta^\mu) \rho^\dagger \zeta^\mu + \\
+ i \bar{\zeta}^\dagger (\sigma^\tau)_m (\zeta^\tau_\rho) D_\rho \zeta^m + i q_\rho^\dagger (\lambda^m_\rho) \zeta^\rho \zeta^m + i q_\rho^\dagger (\lambda^m_\rho) q^m + \\
+ q_\rho^\dagger (\lambda^m_\rho) q^m \left( D_2 X_r^Y + \frac{1}{2} \epsilon^{st} [X_s^H, X_r^H] \right)_\rho q^s + \\
+ \frac{1}{2} \delta(0)(q_\rho^m (\sigma^r)^m T^a_\rho q^a)(q_\rho^p (\sigma^r)^p T^a_\rho q^a) \right\}, \tag{3.3}
\]

where the 3d spinor \( \lambda_{\dot{m}\dot{n}} \) is the piece of the 4d ambient field \( \lambda_{\dot{m}\dot{n}} \) that interacts with the defect fields (defined in detail below). \( T^a_\rho \) are the generators of \( \mathfrak{u}(N_{c,\text{def}}) \) in representation \( \rho \). The ambient action is the usual \( N_{4d} = 4 \) sYM action, but manifesting the SU(2)_H × SU(2)_V ⊂ SU(4) R-symmetry preserved by the defect. In Appendix A we describe the map between this form and a more standard form [21].

While we have grouped the final term in (3.3) with the defect action, this term proportional to \( \delta(0) \) is in a separate category. Terms of this type were first discussed in [22, 23]. The interpretation of the \( \delta(0) \) factor as a UV regulator in the specific term in (3.3) was described in [4]. It is an artifact of the low energy limit and would not be present in the full string field theory where branes have a finite thickness. If one considers classical finite-energy field configurations, this term should be grouped with others to form a complete square; on the minimum energy configuration, the entire squared term vanishes.
The total action $S_{\text{amb}} + S_{\text{def}}$ is invariant under variations

Ambient fields

\[
\delta A_\mu = \frac{i}{2} \varepsilon^m \gamma^\mu \lambda_{\bar{m}m} , \quad \delta X_\mu^V = \frac{1}{2} \varepsilon^m \gamma^\mu (\sigma_\bar{m})^n \lambda_{\bar{m}n} , \quad \delta X_\mu^H = \frac{i}{2} \varepsilon^m \lambda_{\bar{m}n} (\sigma_\bar{m})^n ,
\]

\[
\delta \lambda_{\bar{m}n} = \frac{1}{2} \gamma^{\mu \nu} F_{\mu \nu} \varepsilon_{\bar{m}m} + i \gamma^\mu D_\mu X_\mu^V (\sigma_\bar{m})^n \varepsilon_{\bar{m}n} + \gamma^\mu D_\mu X_\mu^H \varepsilon_{\bar{m}n} (\sigma_\bar{m})^n + \]

\[
- \frac{i}{2} [X_\mu^V, X_\nu^V] \gamma^{\bar{m} \bar{n}} (\sigma_\bar{m})^n \varepsilon_{\bar{m}n} - i [X_\mu^V, X_\nu^S] (\sigma_\bar{m})^n \varepsilon_{\bar{m}n} (\sigma_\bar{s})^n + 
\]

\[
+ \frac{i}{2} [X_\mu^H, X_\nu^H] \epsilon^{\bar{m} \bar{n}} (\sigma_\bar{m})^n \varepsilon_{\bar{m}n} - i (x^2) Q^r \varepsilon_{\bar{m}n} (\sigma_\bar{r})^n.
\]

Defect fields

\[
\delta q^m = i \varepsilon^m \bar{\zeta} , \quad \delta q^m = - i \bar{\zeta} \varepsilon_m , 
\]

\[
\delta \zeta_{\bar{m}} = \rho^\mu \varepsilon_{\bar{m}m} D_\mu q^m + X_\mu^V (\sigma_\bar{m})^n \varepsilon_{\bar{m}n} q^m =: f_{\bar{m}m} \varepsilon_{\bar{m}m} , 
\]

\[
\delta \bar{\zeta}^m = (D_\mu q^m) \varepsilon^{m \bar{n}} \rho^\bar{n} - q^m \varepsilon^{m \bar{n}} (\sigma_\bar{n})^n X_\bar{n}^V =: \bar{f}_{\bar{m}m} \varepsilon_{\bar{m}m} . \quad (3.4)
\]

with supersymmetry parameters $\varepsilon_{\bar{m}m}$ and $\varepsilon_{\bar{m}m}$, where $\varepsilon_{\bar{m}m}$ is a 4d Majorana spinor, and $\varepsilon_{\bar{m}m}$ a 3d Majorana spinor embedded in $\varepsilon_{\bar{m}m}$ the same way that $\lambda_{\bar{m}m}$ is embedded in $\lambda_{\bar{m}m}$. The quantity $Q^r$ in the ambient fermion variations is the combination

\[
Q^r := i (q^m (\sigma^r)_n T^a \rho^a q^n) T^a . \quad (3.5)
\]

As we are using an antihermitian representation for our generators $T^a_\rho$, $Q^r$ is an $\text{SU}(2)_H$ triplet valued in the real Lie algebra $\mathfrak{u}(N_{c, \text{def}})$. Note that we have defined $f_{\bar{m}m}$ and $\bar{f}_{\bar{m}m}$ to represent the groups of terms appearing in the defect and ambient fermion variations, respectively.

Let us now fill in some details about these results and make a few comments.

- In the absence of the defect, the action would be 4d $\mathcal{N}_{4d} = 4$ sYM, invariant for any choice of $\varepsilon_{\bar{m}m}$. The defect breaks the supersymmetry by half. There is a map $P$ sending the 4d $\varepsilon_{\bar{m}m}$ to a 3d Majorana spinor $\varepsilon_{\bar{m}m}$:

\[
\varepsilon_{\bar{m}m} := P \varepsilon_{\bar{m}m} . \quad (3.6)
\]
The same map picks out the piece of the 4d ambient fermions $\lambda_{\bar{m}m}$ that interacts with the defect:

$$\lambda_{\bar{m}m} := P \lambda_{\bar{m}m} . \quad (3.7)$$

For convenience, we also define $P'$, the map that acts on Dirac conjugates of these Majorana spinors using the 4d and 3d intertwiners $A$ and $A_{(3)}$:

$$\bar{\epsilon}^{m\bar{m}} = \bar{\epsilon}^{m\bar{m}} P' \Rightarrow P' := A^{-1} P A_{(3)} . \quad (3.8)$$

- There are in principle many possible ways to embed the space of 3d Majorana spinors in the space of 4d Majorana spinors, equivalent to different choices of $P$. However, requiring that the action (3.2), (3.3) be invariant under the variations (3.4) severely restricts the possibilities. The necessary and sufficient conditions on $P$ are:

$$P(1 + i \gamma^2)\epsilon_{\bar{m}m} = 0 , \quad P\gamma^{\mu}\epsilon_{\bar{m}m} = 0 ,$$

$$P\bar{\gamma}^2\epsilon_{\bar{m}m} = 0 , \quad P\gamma^{\mu}\bar{\epsilon}_{\bar{m}m} = 0$$

$$(ip^{\dot{\mu}} + P\bar{\gamma}^{\dot{\mu}})\epsilon_{\bar{m}m} = 0 , \quad (p^{\mu} P - P\gamma^{\mu})\epsilon_{\bar{m}m} = 0 . \quad (3.9)$$

The first two lines of (3.9) impose conditions on $P$, while the final line imposes conditions on how the 3d Clifford algebra is embedded in the 4d Clifford algebra. The first two lines are satisfied if half of the original $N_{4d} = 4$ supersymmetries are eliminated via the projection

$$\frac{1}{2} (1 + i \gamma^2)\epsilon_{\bar{m}m} = 0 , \quad (3.10)$$

and we take $P$ such that $P^\dagger P$ gives the orthogonal projection:

$$P^\dagger P = \frac{1}{2} (1 - i \gamma^2) , \quad (3.11)$$

Note then that $\epsilon_{\bar{m}m} = P^\dagger P\epsilon_{\bar{m}m} = P^\dagger \epsilon_{\bar{m}m}$, so $P^\dagger$ embeds $\epsilon_{\bar{m}m}$ into $\epsilon_{\bar{m}m}$. The corresponding projection on the Dirac conjugate spinor is $\bar{\epsilon}^{m\bar{m}} \frac{1}{2}(1 - i \gamma^2) = 0$. It follows from the definition of $P'$ that $P'P^\dagger = \frac{1}{2}(1 + i \gamma^2)$ and so we similarly find that $\bar{\epsilon}^{m\bar{m}} = \bar{\epsilon}^{m\bar{m}} P'^\dagger$. We then also have $P'^\dagger \epsilon_{\bar{m}m} = 0$. In contrast, $\lambda_{\bar{m}m}$ does not satisfy any projection. Rather $\lambda_{\bar{m}m} := P'^\dagger \lambda_{\bar{m}m}$ is an independent 3d Majorana spinor contained in $\lambda_{\bar{m}m}$. All of these statements take an extremely simple form in the basis (2.3) where

$$P^\dagger P = \frac{1}{2} (1 - i \gamma_2) = \frac{1}{2}(1 + \mathbb{1} \otimes \sigma_3) = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} , \quad (3.12)$$

and we can take

$$P = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} , \quad P' = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} . \quad (3.13)$$
• The ambient field variations are those of $N_{4d} = 4$ which can be obtained by translating the Majorana form given in [21] to an SU(2)$_V \times$ SU(2)$_H$ covariant form as described in Appendix A – augmented by terms involving the combination of defect fields $Q^r$. This modification is due to a contribution from the defect to the ambient auxiliary $D$-term equation of motion. As the auxiliary $D$-field appears only in the ambient fermion variation, it is only this variation that is modified from its defect-free counterpart.

• Due to the defect-induced modification of the ambient fermion variation, the ambient action (3.2) now varies as

$$g_{\tilde{z}m}^2 \delta S_{\text{amb}} = \int d^4x \text{Tr} \left\{ - \varepsilon^{\tilde{z}m} \delta(x^2) Q^r (\sigma_r)^p_m \times \right.$$ 

$$\times \left( - \gamma^\mu D^\mu \lambda_{\tilde{m}p} + \left[ \lambda_{\tilde{m}m}, X^H_s \right] (\sigma^s)^n_p - i (\sigma^s)^{\tilde{n}}_{\tilde{m}} [\lambda_{\tilde{m}p}, X^V_s] \right) \right\} , \quad (3.14)$$

up to total derivatives which will be discussed in the next section. These inflow terms (3.14) cancel against those terms in the variation of the defect action that do not involve $\zeta_{\tilde{m}}$. Variations of terms in (3.3) that contain the defect fermions $\zeta_{\tilde{m}}$ cancel amongst themselves.

• The variation of the $\delta(0)$ term in the action cancels against terms that result from evaluating the defect-induced modification of the $\lambda_{\tilde{m}m}$ variation on the defect.

• We can see from the perspective of supersymmetry how the vacua described by solutions to Nahm’s equations arise. Noting that $\gamma^2 \varepsilon_{\tilde{m}m} = i \varepsilon_{\tilde{m}m}$, one sees that three of terms in the ambient fermion variation can be combined as

$$\delta \lambda_{\tilde{m}m} \ni i \left( D_2 X^H_r + \frac{1}{2} \varepsilon^{rt} [X^H_s, X^H_t] - \delta(x^2) Q_r \right) (\sigma^s)^n_m \varepsilon_{\tilde{m}m} . \quad (3.15)$$

Thus, by setting the quantity in parentheses to zero and choosing appropriate vacuum conditions on $A_{\tilde{m}}, X^V_r$, the fermion variation vanishes without imposing any restrictions on the supersymmetry parameter $\varepsilon_{\tilde{m}m}$. The quantity in parentheses is precisely the Nahm equation, with jumping data specified by $Q_r$.

4 Boundary Terms, Supercurrents, and Supercharges

In this section we describe the boundary terms that arise while applying the supersymmetry variations in the action above. We also write down the supercurrents, as well as the supercharges and the resulting algebra.
4.1 Boundary Terms and Supercurrent

Under the supersymmetry transformations (3.4), with spacetime-varying supersymmetry parameters, the total ambient plus defect action transforms as

$$g_{ym}^2 \delta (S_{amb} + S_{def}) = \int d^4x \left\{ (\partial_\mu \delta m \tilde{m}) J_\mu^m + \partial_\mu B^\mu \right\}. \quad \text{(4.1)}$$

The $B^\mu$’s encapsulate the boundary terms, while the $J_\mu^m$ are supercurrents. We discuss each in turn.

The boundary terms in (4.1) arise from various integrations by parts carried out to check invariance of the action under supersymmetry. We find that they can be expressed entirely in terms of the supersymmetry variations of the fields:

$$\int d^4x \partial_\mu B^\mu = \int d^4x \partial_\mu B^\mu_{amb} + \int d^3x \partial_\hat{\mu} B^\hat{\mu}_{def} + \frac{2}{g_{ym}^2} \int d^4x \partial_2 \left\{ \delta(x^2) Q^r \delta X^H_r \right\}, \quad \text{(4.2)}$$

with

$$B^\mu_{amb} := \frac{1}{g_{ym}^2} \text{Tr} \left\{ -2F^{\mu\nu} \delta A_{\nu} - 2(D^\mu X^V_\tau) \delta X^V_\tau - 2(D^\mu X^H_\tau) \delta X^H_\tau - \frac{i}{2} \delta \bar{\lambda}^m \gamma^\mu \lambda_{\bar{m}} \right\},$$

$$B^\hat{\mu}_{def} := \frac{1}{g_{ym}^2} \left\{ - (\bar{D}^\hat{\mu} q^\dagger_m) \delta q^m - \frac{i}{2} (\delta \bar{\xi}^m) \rho^\hat{\mu} \zeta_{\bar{m}} - (\delta q^\dagger_m) \bar{D}^\hat{\mu} q^m + \frac{i}{2} \zeta^m \rho^\hat{\mu} \delta \xi_{\bar{m}} \right\}. \quad \text{(4.3)}$$

Here we separated out the $\partial_2 \left\{ \delta(x^2) \text{Tr} (Q^r \delta X^H_r) \right\}$ term because it is special and requires some comment. This term is canceled by a piece from $\delta \bar{\lambda}^m \gamma^\mu \lambda_{\bar{m}}$ in $\partial_2 B^2_{amb}$. We have chosen to write (4.2) in the form shown, however, to emphasize that it can be expressed directly in terms of the field variations. Interestingly, (4.2) is of the same form as the boundary terms one obtains from a general variation of the action when deriving equations of motion. Based on this observation, our approach to the discussion of boundary conditions will be to first consider what boundary conditions are consistent with the variational principle such that (4.2) vanishes for general variations. Having identified such a set, we can then check that these conditions are consistent with supersymmetry. Consistency means that a Dirichlet-type condition $\delta \Phi = 0$ should not be imposed independently if $\delta$ is a supersymmetry variation, but rather should arise from conditions on other fields that appear in this variation.

Requiring (4.2) to vanish determines the boundary conditions we must impose on the fields at spatial infinity\(^3\) and at the defect ($x^2 = 0$). The boundary terms at spatial infinity vanish with appropriate fall-off condition on the fields. These conditions play an important role in determining the types of soliton states present in the system, and are better discussed in conjunction with the central charges (in Subsection 4.2).

The boundary at $x^2 = 0$, meanwhile, is trivial if the ambient fields are continuous across the defect. If, however, there are D3-branes ending on the D5-branes as in [1, 9], the ambient

\(^3\)Assuming appropriate Neumann or Dirichlet conditions are set up at initial and final times.
fields can be discontinuous. In this case, a special choice of boundary conditions is needed to maintain supersymmetry in the presence of differing gauge groups on either side of the defect and/or when some D3-branes are broken across the D5-branes. Recall from our discussion under Figure 1, that in the generic situation there are a number \(N_{c,\text{def}} = \min(N_L, N_R)\) of broken D3-branes together with \(|N_L - N_R|\) additional D3-branes on one side. The general boundary conditions for supersymmetric vacua discussed in [9] are of Nahm type. They include discontinuities in the \(N_{c,\text{def}} \times N_{c,\text{def}}\) components of the Higgs field determined by jumping data constructed from the defect, together with a possible Nahm pole for the remaining components corresponding to the extra D3-branes on one side. We now show how these boundary conditions are consistent with the vanishing of (4.2).

The case of the Nahm pole can be viewed as a Dirichlet condition on the \(N_{3d} = 4\) hypermultiplet fields, where the leading behavior of the fields is held fixed. The vector multiplet fields meanwhile satisfy Neumann conditions such that, overall, we have the boundary conditions

\[
\delta X^H_r \Big|_{x^2=0} = 0, \quad \delta A_2 \Big|_{x^2=0} = 0, \quad \tilde{\lambda}_{\tilde{m}m} \Big|_{x^2=0} = 0
\]

\[
F^{2\rho} \Big|_{x^2=0} = 0, \quad D_2 X^V_T \Big|_{x^2=0} = 0.
\]

(4.4)

These conditions guarantee that all boundary terms from a generic variation of the ambient action vanish. Furthermore, because the supersymmetry variations \(\delta X^H_r\) and \(\delta A_2\) only involve \(\tilde{\lambda}\), this set of conditions is consistent with supersymmetry in the way described above.

The case of the Nahm pole should be contrasted with the \(N_{c,\text{def}} \times N_{c,\text{def}}\) components of the fields, where one expects the triplet \(X^H_r\) to have a discontinuity at the defect. This discontinuity should be related to the jumping data, but the left or right limiting value of \(X^H_r\) should be free to vary. This expectation is nontrivially consistent with the form of the boundary terms we have found. In this case we combine the final term of (4.2) with the \(\delta X^H_r D_2 X^H_r\) term contained in \(B^2_{\text{amb}}\) to form the combination

\[
\int d^4x \partial_\mu B^\mu \supset -\frac{2}{g^2_{\text{ym}}} \int d^4x \partial_2 \text{Tr} \left\{ \delta X^H_r (D_2 X^H_r - \delta (x^2) Q_r) \right\}.
\]

(4.5)

This quantity will vanish provided that \(D_2 X^H_r - \delta (x^2) Q_r = 0\) in an infinitesimal neighborhood of the defect. In other words, the discontinuity in the Higgs field triplet must be captured precisely by the jumping data. The remaining boundary terms in (4.2) at \(x^2 = 0\) can then be made to vanish by demanding continuity for the other fields. This ensures both consistency of the variational principle and preservation of supersymmetry.

Let us now return to (4.1) and discuss the supercurrent. We find that it takes the form

\[
J^\mu_{\tilde{m}m} = P^\rho (J_{\text{amb}})_{\tilde{m}m} + \delta (x^2) \delta^\mu_\tilde{\mu} \left( (J_{\text{def}})_{\tilde{m}m} + C_{(3)} (J^T_{\text{def}})_{\tilde{m}m} \right)
\]

(4.6)
with

\[
(J_{\text{amb}})_{\mu \tilde{m} m} := \frac{i}{g_{\text{ym}}} \text{Tr} \left\{ F^{\tilde{n} \tilde{m} m} \gamma^\mu \lambda_{\tilde{n}} \right\},
\]

\[
(J_{\text{def}})_{\mu \tilde{m} m} := \frac{i}{g_{\text{ym}}} \bar{f}_{\tilde{n} \tilde{m} m} \rho^\mu \zeta_{\tilde{n}},
\]

\[
(\bar{J}_{\text{def}})_{\bar{\mu} \tilde{m} m} := -\frac{i}{g_{\text{ym}}} \bar{\zeta}^\rho \rho^\mu f^{\tilde{n} \tilde{m}},
\]  

(4.7)

where $F^{\tilde{n} \tilde{m} m}$ and $f^{\tilde{n} \tilde{m} m}$ are the combinations of fields appearing in the ambient and defect fermion variations (3.4). Note the appearance of the projector $P^\dagger$ in the first line, which expresses $\varepsilon^{\tilde{m} m}$ in terms of $\bar{\varepsilon}^{m \tilde{m}}$. In the absence of the defect, transformations parameterized by any $\varepsilon_{\tilde{m} m}$ are symmetries; with the defect, only the components of $\varepsilon_{\tilde{m} m}$ restricted by the projection (3.8) are. The current $J_{\mu \tilde{m} m}$ satisfies the Majorana condition (3.1), because $(J_{\text{amb}})_{\mu \tilde{m} m}$ itself satisfies it, and the remaining contribution is a sum of $(J_{\text{def}})_{\mu \tilde{m} m}$ and its charge conjugate.

It’s a nontrivial result that the supercurrent can be written entirely in terms of the field combinations appearing in the fermion variations alone. In particular, the defect-induced modification of the ambient fermion variation that appears in $F^{\tilde{n} \tilde{m} m}$ falls out of the variation of the defect action. As a consequence, the split of $J_{\mu \tilde{m} m}$ into $(J_{\text{amb}})_{\mu \tilde{m} m}$ and $(J_{\text{def}})_{\mu \tilde{m} m}$ is a bit deceptive, since $(J_{\text{amb}})_{\mu \tilde{m} m}$ contains a term that localizes to the defect.

4.2 Supercharges and the Supersymmetry Algebra

With the supercurrent in hand, we have the field representation of the supercharges and we can compute their algebra. Of particular interest is the form of the central charges that appear there.

The Noether (super)charges are spatial integrals of the time component of the current (at a fixed time):

\[
Q^\alpha_{\tilde{m} m} = \int d^3 x (J_{\mu \tilde{m} m})^\alpha_{\tilde{m} m} = \frac{i}{g_{\text{ym}}} \int d^3 x \text{Tr} \left\{ (P^\dagger F^{\tilde{n} \tilde{m} m})^\alpha_{\tilde{m} m} \right\} + \frac{i}{g_{\text{ym}}} \int d^2 x \left( \bar{f}_{\tilde{n} \tilde{m} m} \rho^0 \zeta_{\tilde{n}} - \epsilon_{\tilde{m} \tilde{n} \tilde{p}} \epsilon_{m n} C(3) (\bar{\zeta}_{\tilde{n}}^\rho f^{\tilde{n} \tilde{m} m})^T \right)_{\bar{\alpha}}^\alpha,
\]  

(4.8)

where we have restored the 3d spinor index $\bar{\alpha}$ for clarity.

In order to determine the algebra, we compute the canonical momenta from the Lagrangian and impose canonical brackets between coordinates and momenta.\(^4\) We find that

\(^4\)These are Dirac brackets for the fermions, since they satisfy second-class constraints.
the bracket of two supercharges takes the form
\[
\{\mathcal{Q}_{\hat{\alpha}m}, \mathcal{Q}_{\hat{\beta}n}\} = -i \left\{ \epsilon_{\hat{\alpha}n} \epsilon_{mn} (p^\mu C_{(3)})_{\hat{\alpha}\beta} P_\mu + ((\sigma^r \epsilon)_{\hat{\alpha}n} \epsilon_{mn} Z^V_r + \epsilon_{\hat{\alpha}n} (\epsilon \sigma^r)_{mn} Z^H_r) (C_{(3)})_{\hat{\alpha}\beta} +
\right.
\left. + (\sigma^r \epsilon)_{\hat{\alpha}n} (\epsilon \sigma^r)_{mn} (Z^{V*V}_{(3)})_{rs} (\rho_t C_{(3)})_{\hat{\alpha}\beta} \right\}.
\] (4.9)

The Hamiltonian \( H = P^0 = -P_0 \) and momenta are the \( \mathcal{N}_{4d} = 4 \) Hamiltonian and momenta, supplemented by contributions from the defect. The bosonic terms are
\[
H = H_{\mathcal{N}_{4d}=4} + \frac{1}{g_{ym}^2} \int d^3 x \left\{ D_0 q^i_0 \dot{q}_0 Q^p + D_i \dot{q}^i_0 \dot{q}^p - q^i_0 (X^V_r)^2 q^p +
\right.
\left. - i q^i_0 (\sigma^r)^p q \left( D_2 X^H_r + \frac{1}{2} \epsilon_{r}^{st}[X^H_s, X^H_t] \right) q^q +
\right.
\left. - \frac{1}{2} \delta(0) (q^i_0 (\sigma^r)^m T^a_{\rho s} q^a)(q^i_0 (\sigma_r)_{q} T^a_{\rho q}) \right\},
\] (4.10)

where the \( \mathcal{N}_{4d} = 4 \) versions are given by
\[
H_{\mathcal{N}_{4d}=4} = \frac{1}{g_{ym}^2} \int d^3 x \frac{1}{2} \frac{1}{2} \frac{1}{2} \frac{1}{2} \frac{1}{2} \right\},
\] (4.11)

Note that the Hamiltonian contains the square
\[
H \supset \frac{1}{g_{ym}^2} \int d^3 x \frac{1}{2} \frac{1}{2} \frac{1}{2} \frac{1}{2} \frac{1}{2} \right\}^2,
\] (4.12)

where one must use (3.5) and \( \text{Tr}(T^a T^b) = \frac{1}{2} \delta^{ab} \). This demonstrates the existence of the Nahm-type vacua mentioned earlier from the perspective of energy. We emphasize that the Hamiltonian already contains this square without the need to complete the square by adding and subtracting a topological term. The \( \delta(0) \) term is essential for this property.

The central charges appearing in (4.9) are
\[
Z^V_r = Z^V_{el, r} + \frac{1}{g_{ym}^2} \epsilon_{r}^{ij} \int d^3 x \partial_i \epsilon \left\{ \frac{1}{2} \frac{1}{2} \frac{1}{2} \frac{1}{2} \frac{1}{2} \right\},
\] (4.13)
where $Z_{el,\vec{r}}^V$ and $Z_{mag,r}^H$ comprise the half of the $\mathcal{N}_{3d} = 4$ central charges that survive the projection to $\mathcal{N}_{3d} = 4$:

$$
Z_{el,\vec{r}}^V = -\frac{2}{g_{ym}^2} \int d^3 x \partial^i \text{Tr} \{ F_{i0} X_r^V \}, \quad Z_{mag,r}^H = \frac{1}{g_{ym}^2} \int d^3 x \epsilon^{ijk} \partial_i \text{Tr} \{ F_{jk} X_r^H \} .
$$

These measure 3d electric and magnetic flux, respectively, along the $X^V$ and $X^H$ Higgs directions.

Let us make some comments about the central charges:

- The $Z_{VH}^\text{V}$ term in (4.9) explicitly breaks the Poincaré covariance of the algebra, and is not expected to contribute for finite-energy field configurations. It may, however, contribute if one considers BPS strings with finite energy per unit length.

- Standard fall-off conditions on the asymptotic $S^2$ of the 3d ambient space allow for finite-energy configurations with electric and magnetic charge. In addition, vortex-type boundary conditions on the asymptotic $S^1$ of the 2d defect space will yield finite contributions to $Z_r^H$ from the $q^D q$ term.

- The $XDX$-type terms that appear in both $Z_{el,\vec{r}}^V$ and $Z_{mag,r}^H$ are integrated over the 3d ambient space, but restrict not to an $S^2$ at infinity, but an $\mathbb{R}_{x^2} \times S^1$. One can imagine a field configuration which has vortex-like asymptotics on the $S^1$, but which falls off along the $\mathbb{R}_{x^2}$ as one moves away from the defect, thus resulting in finite energy.

- It is fascinating that the hypermultiplet central charge receives contributions from both 3d monopole charge, and 2d vortex charge. This strongly suggests that there exist BPS field configurations in which a non-abelian vortex string is stretched between a magnetic monopole in the ambient space and the defect. In the next section we determine the system of equations such field configurations should solve so that they saturate the Bogomolny bound $H \geq |Z^H|$.

5 The Extended Bogomolny Equations with Jumping Data

As noted in the Introduction, one of the motivations for constructing the supersymmetry variations in this system is to characterize finite energy BPS solitons. We take a first look at the case of magnetically charged half-BPS configurations here, deferring a complete analysis of the BPS spectrum to future work.

5.1 Supersymmetry Projection

We are interested field configurations preserving a half of the $\mathcal{N}_{3d} = 4$ supersymmetry. Focusing on magnetically charged configurations, we make the following ansatz for the generators
of the preserved supersymmetry:

\[-i\gamma^2\varepsilon_{\bar{m}m} = \varepsilon_{\bar{m}m} \quad \text{and} \quad \hat{n}^\tau(\sigma_r)^m_n\gamma^{123}\varepsilon_{\bar{m}m} = \varepsilon_{\bar{m}m}, \tag{5.1}\]

where \(\gamma^{123} := \gamma^1\gamma^2\gamma^3\) and \(\hat{n}^\tau\) a unit vector picking out a direction in \(SU(2)_H\). The first of these conditions is (3.10), the projection that eliminates half of the supersymmetry of \(\mathcal{N}_{4d} = 4\) to yield the \(\mathcal{N}_{3d} = 4\) of the ambient-plus-defect theory. The second projection reduces the \(\mathcal{N}_{3d} = 4\) supersymmetry by half, leaving a total of four independent generators. The motivation for the form of this latter projection is that it must commute with the first one, it should preserve the Wigner little group of the \(Spin(1,2)\) Lorentz group for a massive particle, and it must break the \(SU(2)_H\) symmetry if the corresponding solution is to carry a nontrivial central charge, \(\mathcal{Z}^H\).

We look for time-independent bosonic field configurations in static gauge \((A_0 = 0)\), with \(\bar{X}^V = 0\), that are left invariant under the variations (3.4) generated by those \(\varepsilon_{\bar{m}m}\) satisfying (5.1). This amounts to the requirement that the fermion variations vanish. Under these restrictions on the fields, the fermion variations from (3.4) simplify to

\[
\delta\lambda_{\bar{m}m} = \frac{1}{2}\gamma^{ij}D_iX_r^H\varepsilon_{\bar{m}m}(\sigma^r)_m^n + \frac{i}{2}[X_r^H, X_s^H]\epsilon^{rst}\varepsilon_{\bar{m}m}(\sigma_t)_m^n - i\delta(x^2)Q^r\varepsilon_{\bar{m}m}(\sigma_r)_m^n
\]

\[
\delta\zeta_{\bar{m}m} = \rho^i\varepsilon_{\bar{m}m}D_jq^m_i.
\tag{5.2}
\]

It follows from (5.1), (3.6), and (3.9) that

\[
\gamma^{12}\varepsilon_{\bar{m}m} = i\hat{n}_r\varepsilon_{\bar{m}m}(\sigma^r)_m^n,
\]

\[
\gamma^{12}\varepsilon_{\bar{m}m} = -\hat{n}_r\varepsilon^{ij}\gamma_i\varepsilon_{\bar{m}m}(\sigma^j)_m^n,
\]

\[
\gamma^{1\bar{m}}\varepsilon_{\bar{m}m} = i\hat{n}_s\gamma^{2\bar{m}}\varepsilon_{\bar{m}m}(\sigma^s)_m^n,
\]

\[
\rho^{1\bar{m}}\varepsilon_{\bar{m}m} = i\hat{n}_s\rho^{2\bar{m}}\varepsilon_{\bar{m}m}(\sigma^s)_m^n.
\tag{5.3}
\]

Recall that 2d spatial coordinates are related to 3d spatial coordinates as \((x^1, x^2) := (x^1, x^3)\) along the defect and \(x^2 := y\) orthogonal to the defect. To minimize confusion, we will use \(i = 1, 2\) and \(y\) exclusively for spatial indices in the following. Applying (5.3), the variations (5.2) can be written in terms of a linearly independent set of spinors as follows:

\[
\delta\lambda_{\bar{m}m} = \frac{i}{2}\left[ F_{1\bar{m}}\hat{n}_r + D_yX_r^H + \frac{1}{2}\epsilon^{rst}[X^H_s, X^H_t] - \delta(y)Q_r \right] (\sigma^r)_m^n\varepsilon_{\bar{m}m}
\]

\[
+ \left[ F_{1\bar{m}}\hat{n}_r + D_yX_r^H - \epsilon^{rst}\hat{n}_sD_1X^H_t \right] (\sigma^r)_m^n\gamma^{12}\varepsilon_{\bar{m}m} + \frac{i}{2}\left[ F_{1\bar{m}}\hat{n}_r + D_yX_r^H \right] \gamma^{12}\varepsilon_{\bar{m}m}
\]

\[
\delta\zeta_{\bar{m}m} = i\left[ D_1q^m_i - i\hat{n}_s(\sigma^s)_m^nD_2q^m_i \right] \rho^{1\bar{m}}\varepsilon_{\bar{m}m}.
\tag{5.4}
\]
Demanding these variations vanish yields the BPS equations

\begin{align}
0 &= \hat{n}_r F^1_{12} + D_y X^H_1 + \frac{1}{2} \epsilon^{sr} [X^H_s, X^H_t] - \delta(y) Q_r , \\
0 &= \hat{n}_r F^1_{y1} + D^2_x X^H_1 - \epsilon^{sr} \hat{n}_s D^1_x X^H_t , \\
0 &= F^1_{2y} + \hat{n}^r D^1_x X^H_1 , \\
0 &= D^1_q - i \hat{n}_r (\sigma^r)^m n D^2_q m ,
\end{align}

where we recall that

\begin{align}
Q_r = (i q^q_{\rho^q} (\sigma^r)^{\rho^q} T^a_q q^q)^T.
\end{align}

If we choose\(^5\) \(\hat{n}_r = (0, 0, 1)\), these equations are brought to a more familiar form:

\begin{align}
F^1_{12} + D_y X^H_3 + [X^H_1, X^H_2] &= \delta(y) Q_3 \\
D_y X^H_1 + [X^H_2, X^H_3] &= \delta(y) Q_1 \\
D_y X^H_2 + [X^H_3, X^H_1] &= \delta(y) Q_2 \\
F^1_{y1} + D^2_x X^H_1 &= 0 \\
F^1_{2y} + D^1_x X^H_1 &= 0 \\
D^1_x X^H_1 + D^2_x X^H_2 &= 0 \\
D^2_x X^H_2 - D^1_x X^H_1 &= 0 \\
D^1 q^m - i (\sigma^3)^m n D^2 q^n &= 0 .
\end{align}

If we set \(q^m = 0\) so that the last equation is trivial and the right-hand sides of the first three equations are zero, then these become the extended Bogomolny equations as given in [14].

The extended Bogomolny equations originally appeared in the approach of [14] to Langlands duality, and they have been used more recently in a gauge theory construction of Khovanov homology for knot invariants [15, 16]. Given that the D3/D5 system plays a central role in the work of [15, 16], it is not surprising that we find the closely related set of equations, (5.6), from our analysis.

The difference of (5.6) compared to previous formulations is in the defect fields \(q^m\). They appear on the right-hand sides of the first three equations exactly as jumping data would appear in Nahm’s equations, and they satisfy a differential constraint on the defect given by the last equation: They must be covariantly constant with respect to the connection \(\delta^m_n D_1 - i (\sigma^3)^m n D_2\).

The reason the defect fields did not appear in previous formulations is that these references were interested in a different boundary value problem. They were focused on studying the equations on a two-manifold times an interval or half-space in the \(y\)-direction. In terms of the D-brane picture of Figure 1 and the discussion underneath, all D3-branes end on the D5-brane from one side and there are no defect fields. One considers boundary conditions

\(^5\)The physical meaning of this choice will be discussed in the next subsection.
of Nahm-pole type as \( y \to 0 \), possibly generalized to include \('t\) Hooft defects at fixed points in the boundary, rather than discontinuity conditions through \( y = 0 \) determined by jumping data.

Thus, while there has been significant activity on the generalized Nahm-pole boundary value problem for the extended Bogomolny equations on a half space \([24–27]\), these equations appear not to have been studied on \( \mathbb{R}^3 \). One reason for this is that, without the jumping data on co-dimension one defects, one does not expect to be able to find interesting three-dimensionally localized solutions beyond ordinary monopole configurations for \((A_1, A_y, X^H)\). Ordinary monopole configurations will solve the extended Bogomolny equations with \( X^H_{1,2} = 0 \) since in that case the extended Bogomolny equations reduce to the ordinary Bogomolny equations. The work of \([16]\) and intuition from the brane picture indicate that generic solutions to the extended Bogomolny equations look like nonlinear superpositions of a solution to Nahm’s equations and a monopole configuration, at least in regions of moduli space corresponding to large separation of the monopoles from the defect plane. Without jumping data, however, there are no non-constant solutions to Nahm’s equations on all of \( \mathbb{R} \). With the inclusion of the jumping data provided by the defect fields, we expect there do exist solutions representing, for example, smooth monopoles in the presence of the defect with different asymptotic Higgs field values for \( X^H_r \) as \( y \to \pm \infty \).

Let us return to (5.6). In writing the right-hand sides of the first three equations, we are assuming an embedding \( u(N_{c,\text{def}}) \subset u(N_c) \), with \( N_c = \max(N_L, N_R) \), where the \( Q_r \) populate the upper left block of the larger matrix in a matrix representation. To fully specify the boundary value problem of interest, we must also specify the boundary conditions on the remaining blocks of the \( N_c \times N_c \) matrix for all the ambient fields. Here we take our cue from the vacuum conditions in \([9]\) and previous work on the extended Bogomolny equations with Nahm pole boundary conditions \([15, 16, 24]\). The off-diagonal blocks of all ambient fields should vanish as \( y \to 0 \). The lower right block of the Higgs triplet should have leading behavior as \( y \to 0 \) consistent with a supersymmetric vacuum of D3/D5 type, which may include a Nahm pole when \(|N_L - N_R| \geq 2\). The subleading behavior for the fields around the Nahm pole asymptotics was discussed in \([24]\).

There are many exciting directions to pursue in studying the equations (5.6), some of which we mention in the conclusions. For now we will content ourselves with a computation of the energy of such solutions, assuming they exist. We will show that this energy saturates the expected Bogomolny bound.

---

6By three-dimensionally localized, we mean solutions with moduli that represent the position of mobile solitons in three-dimensional space.

7Recall that the defect fields transform in the \((N_{c,\text{def}}, \mathbf{N}_f)\), where \( N_{c,\text{def}} = \min(N_L, N_R) \), when there are unequal numbers \( N_{L,R} \) of D3-branes on the left and right of the stack of \( N_f \) D5-branes.
5.2 Bogomolny Bound

We start with the bosonic Hamiltonian (4.10) with (4.11), restricted to static field configurations with \( A_0 = 0 = \vec{X}^V \):

\[
H = \frac{1}{g_{YM}^2} \int d^2 x \left\{ \frac{1}{2} F^{ij} F_{ij} + (\mathcal{D}_r X_r^H)^2 + \frac{1}{2} [X_r^H, X_s^H]^2 \right\} + \\
+ \frac{1}{g_{YM}^2} \int d^2 x \left\{ \mathcal{D}_r q^i_m \mathcal{D}_i q^m - i q^i_m (\sigma^r)_m^n \left( \mathcal{D}_r X_r^H + \frac{1}{2} r^{st} [X_s^H, X_t^H] \right) q^n + \\
- \frac{1}{2} \delta(0) (q^i_m (\sigma^r)_m^n T^n q^n) (q^i_p (\sigma_r)_q T^n q^n) \right\} .
\]  

(5.7)

By completing squares and using \( \text{Tr} \left( T^n T^b \right) = \frac{1}{2} \delta^{ab} \) and \( \int d^2 x = \int d^3 x \delta(y) \), we can write this as

\[
H = \frac{1}{g_{YM}^2} \int d^2 x \left\{ \frac{1}{2} \left( \hat{n}_r F_{12}^a + (\mathcal{D}_r X_r^H)^a + \frac{1}{2} r^{st} [X_s^H, X_t^H]^a - \delta(y) Q_r^a \right)^2 + \\
+ \frac{1}{2} \left( \hat{n}_r F_{y1}^a + (\mathcal{D}_r X_r^H)^a - r^{st} [X_s^H, X_t^H]^a \right)^2 + \frac{1}{2} \left( F_{2y}^a + \hat{n}_r (\mathcal{D}_r X_r^H)^a \right)^2 \right\} + \\
+ \frac{1}{g_{YM}^2} \int d^2 x \left\{ \hat{n}_r q^i_m (\sigma^r)_m^n \hat{n}_r - \mathcal{D}_1 q^i_m - (\mathcal{D}_1 q^i_m) (\sigma^r)_n^m \mathcal{D}_2 q^n \right\} + \\
+ \hat{n}_r \int d^3 x \left\{ \epsilon^{ijk} F_{ij} \mathcal{D}_k X_r^H - r^{st} \left( \frac{1}{2} F_{12} [X_s^H, X_t^H] + \mathcal{D}_2 X_r^H \mathcal{D}_1 X_r^H \right) \right\} + \\
+ i \hat{n}_r \int d^2 x \left[ q^i_m (\sigma^r)_n^m (F_{12})_q^p + (\mathcal{D}_1 q^i_m) (\sigma^r)_n^m \mathcal{D}_2 q^n - (\mathcal{D}_2 q^i_m) (\sigma^r)_n^m \mathcal{D}_1 q^n \right] ,
\]  

(5.8)

for any unit vector \( \hat{n}_r \). The first three lines of this expression are a sum of squares of the left-hand sides of the equations (5.5). They are positive definite. The last two lines are total derivatives. In fact, they are exactly \( \hat{n}_r Z_r^H \), with the hypermultiplet central charges given in (4.13). Hence

\[
H \geq \hat{n}_r Z_r^H ,
\]  

(5.9)

with equality if and only if all of (5.5) hold.

Let us investigate the form of \( \hat{n}_r Z_r^H \) on a solution to (5.5). From (4.13) and (4.14) we have

\[
Z_r^H = \frac{1}{g_{YM}^2} \int d^3 x \left[ \epsilon^{ijk} \partial_i (F_{jk} X_r^H) + \epsilon_r^{st} \epsilon^{ijk} \partial_i (X_s^H D_j X_t^H) \right] + \\
+ \frac{i}{g_{YM}^2} \int d^2 x \epsilon^{ijk} \partial_i \left( q^i_m (\sigma^r)_n^m \mathcal{D}_j q^n \right) .
\]  

(5.10)

From the second and third equation of (5.5) it follows that

\[
\mathcal{D}_1 X_r^H = -r^{st} \hat{n}_s \mathcal{D}_2 X_t^H - \hat{n}_r F_{2y} , \quad \mathcal{D}_2 X_r^H = \epsilon_r^{st} \hat{n}_s \mathcal{D}_1 X_t^H - \hat{n}_r F_{y1} .
\]  

(5.11)
One then finds
\[ \hat{n}_r \epsilon^{rst} \epsilon^{ij} \partial_i \text{Tr} \left( X^H_s D_j X^H_t \right) = \partial_i \text{Tr} \left( X^H_r D^i X^H_t \right) - \partial_i \text{Tr} \left( (\hat{n}_r X^H_r) D^i (\hat{n}_s X^H_s) \right) \]
\[ = \partial_i \text{Tr} \left( X^H_r D^i X^H_t \right) - \partial_i \text{Tr} \left( (\hat{n}_r X^H_r) F_{y2} \right) - \partial_2 \text{Tr} \left( (\hat{n}_r X^H_r) F_{1y} \right). \]

(5.12)

Using the first equation of (5.5) and the Jacobi identity to eliminate \( \epsilon^{rst} \text{Tr} \left( X^H_r [X^H_s, X^H_t] \right) \), we can write
\[ \hat{n}_r \epsilon^{ijk} \partial_i \text{Tr} \left( F_{jk} X^H_t \right) = 2 \partial_1 \text{Tr} \left( (\hat{n}_r X^H_r) F_{y2} \right) + 2 \partial_2 \text{Tr} \left( (\hat{n}_r X^H_r) F_{1y} \right) + \partial_y \text{Tr} \left\{ X^H_r (D_y X^H_t - \delta(y) Q_r) \right\}. \]

(5.13)

Consider the last two terms in this expression, which are the same using the first equation of (5.5). We claim they do not contribute boundary terms at \( y = 0 \). This was demonstrated in [24] for the Nahm pole boundary condition, where it was shown that the extended Bogomolny equations imply that \( F_{12} \) goes to zero as \( y \to 0 \) quickly enough to kill this term.\(^8\) This term does not contribution boundary terms at \( y = 0 \) in the case of jumping data boundary conditions either. This follows from our discussion around (4.5), which we required to vanish for consistency of the variational principle. Hence the only contributions to the integral of (5.12) plus (5.13) come from spatial infinity, and summing the two results we can write this as
\[ \int d^3 x \left\{ \hat{n}_r \epsilon^{ijk} \partial_i \text{Tr} \left( F_{jk} X^H_t \right) + \hat{n}_r \epsilon^{rst} \epsilon^{ij} \partial_i \text{Tr} \left( X^H_s D_j X^H_t \right) \right\} = \]
\[ = \int_{S^2_\infty} d\Omega \lim_{R \to \infty} R^2 \hat{R} \text{Tr} \left\{ \frac{1}{2} \epsilon^{ijk} F^{jk} (\hat{n}_r X^H_t) + X^H_r D_i X^H_t \right\}. \]

(5.14)

This result shows that, on a solution to (5.5), the central charge (5.10) can be expressed in terms of asymptotic data only. For the ambient fields this data consists of the vacuum expectation values of the triplet \( X^H_t \) at infinity in \( \mathbb{R}^3 \) and the charges that determine the leading \( 1/R \) behavior for the gauge field and subleading \( 1/R \) behavior for the Higgs fields. Finiteness of the energy requires these vevs and charges to be mutually commuting and time independent. They might, however, take on different (gauge inequivalent) values on the two hemispheres at infinity corresponding to \( y > 0 \) and \( y < 0 \). For the defect fields, \( q^m \), this data consists of their asymptotic values on \( S^1_\infty \), the intersection of the \( y = 0 \) plane and \( S^2_\infty \). This asymptotic data should be determined, up to gauge equivalence, by the complete set of data specifying the Nahm-type vacuum together with some topological charges. We expect

\(^8\)Reference [24] considered the Kapustin-Witten equations on \( \mathbb{R}^3 \times \mathbb{R}_+ \) with Nahm pole boundary condition. The extended Bogomolny equations are a dimensional reduction of this, assuming translation invariance in one of the \( \mathbb{R}^3 \) factors.
at least a pair of magnetic charges specifying the monopole content to the left and right of the defect, with the difference in these charges related to the subleading asymptotic behavior of the defect fields in the $x^1$-$x^2$ plane, but we leave the details for future work.

Having determined $\hat{n}^r \mathcal{Z}_r^H$ in terms of this data, one must then vary $\hat{n}^r$ to achieve the strongest possible bound. This will be when $\hat{n}$ is in the direction of $\vec{Z}^H$, leading to the bound

$$H \geq |\vec{Z}^H|.$$ \hfill (5.15)

One can then rotate\textsuperscript{9} the fields by an SU(2)\textsubscript{H} rotation that sends the direction $\hat{n} = \vec{Z}^H / |\vec{Z}^H|$ to the $\hat{k}$-direction. The BPS equations (5.5) will then take the form of the extended Bogomolny equations (5.6) in terms of these rotated fields.

6 Conclusion

We have written down the full R-symmetry-covariant supersymmetry variations of $\mathcal{N}_{4d} = 4$ sYM with a non-abelian, codimension-one defect preserving $\mathcal{N}_{3d} = 4$ supersymmetry. We also computed the supercurrents, supercharges, and the algebra. This fills a gap in the literature, and opens the door to studies of BPS states in a defect field theory with a holographic dual.

To illustrate the use of the supersymmetry variations in the study of BPS states, in Section 5 we took a first look at magnetically charged half-BPS field configurations in the defect theory. With a natural ansatz for the projection on supersymmetry parameters $\varepsilon_{\tilde{m}n}$ that determine the preserved supersymmetry for such configurations, we arrived at an interesting set of BPS equations, (5.5). We showed how these equations are an SU(2)\textsubscript{H}-rotated form of the extended Bogomolny equations, augmented with jumping data constructed from the defect fields. In principle, one could have arrived at this same system by a suitably clever manipulation of the Hamiltonian, as we showed in (5.8). Without our supersymmetry analysis, however, determining the whole family of equations parameterized by $\hat{n}_r$ in this fashion would have been challenging, and determining how solutions to these equations saturate a Bogomolny bound in terms of the central charges $\vec{Z}^H$ would have been impossible.

We stress that our work in Section 5 is only a preview, meant to illustrate the possible uses of the explicit supersymmetry variations and supersymmetry algebra obtained in this paper. There is much further work to do in the study of BPS field configurations and BPS states in this system. Some immediate questions and observations continuing from the analysis of Section 5 are as follows:

- One anticipates dyonic – electrically charged – versions of the half-BPS field configurations discussed above. In semiclassical quantization these will have the interpretation

\textsuperscript{9}An analogous SO(2) rotation is necessary in $\mathcal{N}_{4d} = 2$ sYM theories when determining BPS dyon field configurations for a given point on the Coulomb branch of vacua.
of quarter-BPS states, and their energy will saturate a bound \( H \geq |\vec{Z}^H| + |\vec{Z}^V| \). They can be thought of as the incarnation of \( \mathcal{N}_{4d} = 4 \) quarter-BPS dyons in the nontrivial Nahm-type vacua of the defect theory. Their field configurations will have a nontrivial electric field and \( \vec{X}^V \) triplet, in addition to the magnetic field and \( \vec{X}^H \) triplet, and will satisfy an enhanced set of BPS equations.

- Can one find an explicit solution for the simplest nontrivial finite-energy configuration involving monopole charge? One could look for a cylindrically symmetric solution representing a single su(2) monopole in the presence of the defect with nontrivial jumping data such that the asymptotic Higgs vevs are different as \( y \to \pm \infty \). Exact solutions typically provide invaluable insight so, while obtaining such solutions can be challenging, it is certainly worth pursuing.

- What are the precise asymptotic data needed to determine the central charge, \( \vec{Z}^H \), and what is the physical interpretation of this data? We indicated how this data should appear in the asymptotic expansion of the fields under (5.14). What conditions on the data must hold to ensure existence of solutions to (5.6)?

- Given such data, what is the moduli space of solutions to (5.6)? The answers to these questions in the case of the Nahm pole boundary condition, generalized to include ’t Hooft defects in the boundary, were conjectured in [15, 16] and proven in [26, 27].

- The moduli space of solutions is especially interesting with respect to the analysis of Section 5 since it represents a moduli space for finite-energy solitons. One could use it, for example, to consider collective coordinate dynamics and quantization for these solitons. This would be an essential step in the semiclassical quantization of the corresponding BPS states. These moduli spaces should be fibered over the space of vacua, which are themselves moduli spaces of solutions to Nahm’s equations. One anticipates interesting wall-crossing phenomena for BPS states as the vacuum parameters are varied, and we expect that semiclassical quantization will provide a fascinating perspective on this phenomena, as it did in \( \mathcal{N}_{4d} = 2 \) theories [28–31].
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\footnote{A connection between the Kapustin-Witten equations and wall crossing for BPS states in a class of 4d-theories with co-dimension one defects was recently described in the talk [32].}
Here we describe the map between $\mathcal{N}_{4d} = 4$ sYM manifesting SO(4) R-symmetry to the SU(2)$_V \times$ SU(2)$_H$ version we use in this work. We begin with the $\mathcal{N}_{4d} = 4$ sYM action written in manifestly SO(4)-invariant form:

$$g^{2}_{ym} L = \text{Tr} \left\{ -\frac{1}{2} F_{\mu \nu} F^{\mu \nu} - i \bar{\lambda}_I \gamma^\mu D\mu \lambda^I - \frac{1}{4} D\mu A_{IJ} D^\mu A^{IJ} - \frac{1}{4} D\mu B_{IJ} D^\mu B^{IJ} + \right.$$  
$$- \bar{\lambda}_I [\lambda_J, A^{IJ}] - i \bar{\lambda}_I [\lambda_J, B^{IJ}] - \frac{1}{16} [A_{IJ}, B_{KL}] [A^{IJ}, B^{KL}] +$$  
$$\left. - \frac{1}{32} [A_{IJ}, A_{KL}] [A^{IJ}, A^{KL}] - \frac{1}{32} [B_{IJ}, B_{KL}] [B^{IJ}, B^{KL}] \right\},$$  
(A.1)

Here $\lambda^I$ are a quartet of Majorana spinors, and $A_{IJ}$ and $B_{IJ}$ are real, self-dual and anti-self-dual matrices of scalars, respectively. This is simply equation (13.4) of Sohnius’s classic review [21] rewritten in terms of our spacetime and Lie algebra conventions. We also use $\gamma = -i \gamma^0 \gamma^1 \gamma^2 \gamma^3$ while [21] chooses $\gamma_5 = \gamma^0 \gamma^1 \gamma^2 \gamma^3 = i \gamma$. We use $I,J = 1, \ldots, 4$ for the SO(4) R-symmetry index, instead of [21]’s $i,j$. $I,J$ are raised and lowered with $\delta_{IJ}$.

Applying the following field redefinitions yields the ambient action (3.2):

$$\lambda_I = \frac{i}{2} (\tau_I)^{m\tilde{m}} \lambda_{\tilde{m}m}$$
$$\bar{\lambda}_I = -\frac{i}{2} \bar{\lambda}^{m\tilde{m}} (\bar{\tau}_I)^{\tilde{m}m}$$

$$A_{IJ} = \begin{pmatrix} 0 & X_3^H & -X_2^H & X_1^H \\ -X_3^H & 0 & X_2^H & X_1^H \\ X_2^H & -X_1^H & 0 & X_3^H \\ -X_1^H & -X_2^H & -X_3^H & 0 \end{pmatrix} = \tilde{\eta}^*_{IJ} \cdot \bar{X}^H,$$

$$B_{IJ} = \begin{pmatrix} 0 & -X_3^V & X_2^V & X_1^V \\ X_3^V & 0 & -X_1^V & X_2^V \\ -X_2^V & X_1^V & 0 & X_3^V \\ -X_1^V & -X_2^V & -X_3^V & 0 \end{pmatrix} = -\bar{\tilde{\eta}}_{IJ} \cdot \bar{X}^V,$$  
(A.2)

where $\tau_I = (\bar{\sigma}, -i \bar{\pi})$ and $\bar{\tau}_I = (\bar{\sigma}, i \bar{\pi})$ are Euclidean signature sigma matrices, and $\eta^*_{IJ}, \bar{\eta}^*_{IJ}$
are the 't Hooft symbols. In order to rewrite (A.1) as (3.2) one must make use of the identities

\[(\eta^s)_{IJ}(\eta^r)_{IJ} = 4\delta^s_r,\]

\[\tau^f_{m\bar{m}}(\eta^r)_{IJ}(\tau^J)^{n\bar{n}} = -2i(\sigma^r)^n_m \delta^\bar{n}_m,\]

\[\pi^f_{m\bar{m}}(\eta^r)_{IJ}(\tau^J)^{n\bar{n}} = 2i(\sigma^r)^{\bar{n}}_m \delta^\bar{n}_m,\]

\[\pi^f_{m\bar{m}}(\eta^r)_{IJ}(\eta^s)_{JK}(\tau^J)^{n\bar{n}} = 2i\epsilon^{rst}(\sigma^r)^n_m \delta^\bar{n}_m,\]

\[\pi^f_{m\bar{m}}(\eta^r)_{IJ}(\eta^s)_{JK}(\tau^J)^{n\bar{n}} = -2i\epsilon^{rst}(\sigma^r)^{\bar{n}}_m \delta^\bar{n}_m,\]

\[\tau^f_{m\bar{m}}(\eta^r)_{IJ}(\eta^s)_{JK}(\tau^J)^{n\bar{n}} = 4(\sigma^r)^{\bar{n}}_m (\sigma^r)^n_m.\]  

(A.3)

B Superspace Formulations and Maps to Our Conventions

Both of the early works detailing the holography of the D3/D5 system [4, 5] start with an action in superspace which manifests a subset of supersymmetries but obscures the rest. These formulations do make it easier to write down the action and to show conformal invariance at the quantum level. However, it is nontrivial to rearrange the superfields’ components to reflect the defect-plus-ambient theory’s full SU(2) × SU(2) R-symmetry.

De Wolfe et al. [4] work initially in \(N = 1\) superspace, where the fields are grouped into a \(N_{4d} = 1\) vector multiplet, a triplet of adjoint-valued chiral multiplets, and two \(N_{3d} = 1\) complex multiplets transforming in the (anti)fundamental. They quickly move to component form, however, with which they are able to infer an R-symmetry-covariant formulation of the action.

Erdmenger et al. [5] work in \(N = 2\) superspace, where the ambient fields are initially grouped into an \(N_{4d} = 2\) vector multiplet and a \(N_{4d} = 2\) adjoint-valued hypermultiplet, which they then decompose into a \(N_{3d} = 2\) vector and triplet of hypermultiplets (or actually a family of these, parameterized by the transverse coordinate \(x^2\)). The defect fields, meanwhile, consist of a pair of \(N_{3d} = 2\) hypermultiplets transforming in the fundamental and anti-fundamental. The decomposition of the \(N_{4d} = 2\) vector multiplet into \(N_{3d} = 2\) multiplets has a nice superfield presentation for an abelian gauge group.

For non-abelian gauge groups, however, the situation is more subtle: there does not appear to be an analogous gauge-covariant decomposition\(^{11}\), a point which is not (to our knowledge) directly addressed in the literature.

For readers who might need to navigate between different formulations, we provide the map between the \(N_{3d} = 2\) superfields of Erdmenger et al. [5], and the formulation in terms of standard superspace coordinates à la [18, 19]. This was done, in the abelian setting, by [5]. We found the extension to the non-abelian case to be nontrivial. We also provide the

\(^{11}\)At least as far we lilliputians can tell.
map from the extended superspace formulation of [18, 19] to our SU(2) × SU(2) R-symmetry-covariant treatment (similar to [4]'s). Our focus here will be entirely on ambient fields: the defect is manifestly 3d, so there is no map to be performed.

Extended $\mathcal{N}_{4d} = 2$ superspace is parametrized by Grassmann-valued coordinates $\theta^A$ for $A = 1, 2$, where each $\theta^A$ is a Weyl spinor in 4d. We use the following conventions for complex conjugation and the raising and lowering of superspace indices:

$$(\theta^A_{\alpha})^* = \bar{\theta}^A_{\dot{\alpha}} , \quad (\theta^A_{\dot{\alpha}})^* = \bar{\theta}^A_{\alpha} , \quad (\theta^A_A)^* = \bar{\theta}^A_{\dot{A}} , \quad (\theta^{A\dot{A}})^* = \bar{\theta}^\dot{A}_A ,$$

and

$$\theta^A = \epsilon^{AB} \theta^B , \quad \theta_A = \epsilon_{AB} \theta^B , \quad \bar{\theta}^A = -\epsilon^{AB} \bar{\theta}_B , \quad \bar{\theta}_A = -\epsilon_{AB} \bar{\theta}^B .$$

We denote these coordinates Wess-Bagger (WB) coordinates. We will follow their conventions below.

Erdmenger et al. [5] change basis to one in terms of 3d Grassmann spinors, in which it is possible to identify the $\mathcal{N}_{3d} = 2$ content of $\mathcal{N}_{4d} = 2$ superfields. Following [5], we term these coordinates $\theta, \phi$, each of which is a 3d spinor with spinor index $\tilde{\alpha} = 1, 2$. They are obtained from the WB coordinates by first defining

$$\tilde{\theta}^A_{\tilde{\alpha}} = \frac{1}{2} (\delta^A_{\tilde{\alpha}} \theta^0_{\alpha} + \delta^A_{\alpha} \epsilon^{\tilde{\alpha}\tilde{\beta}} \theta^3_{\beta}) ,$$

$$\tilde{\theta}_A = \frac{1}{2t} (\delta_A^{\tilde{\alpha}} \theta^0_{\dot{\alpha}} - \delta_A^{\dot{\alpha}} \epsilon^{\tilde{\alpha}\tilde{\beta}} \theta^3_{\beta}) ,$$

and then setting

$$\theta = \tilde{\theta}_1 - i \tilde{\theta}_2 , \quad \phi = \tilde{\theta}_1 - i \tilde{\theta}_2 .$$

We denote these the EGK coordinates. Clearly (B.3), (B.4) are not SU(2)$_R$-covariant. They also utilize isomorphisms from the 4d Weyl representations to the 3d Dirac representation. These isomorphisms respect a $\mathfrak{so}(1, 2)$ subalgebra of the 4d Lorentz algebra.

Setting $\phi = 0$ and $x^2 = 0$ isolates $\mathcal{N}_{3d} = 2$ superspace with coordinates $(x^\dot{\mu}, \theta, \bar{\theta})$ as a subsuperspace of $\mathcal{N}_{4d} = 2$ superspace.

It will be convenient below to write the change of coordinates and transformations among spinor fields as a matrix multiplication. We define

$$\theta_{WB}^T = \left( \begin{array}{cccc} \theta_1^\alpha & \bar{\theta}_1^{\dot{\alpha}} & \theta_2^\alpha & \bar{\theta}_2^{\dot{\alpha}} \end{array} \right) , \quad \theta_{EGK}^T = \left( \begin{array}{cccc} \theta^{\tilde{\alpha}} & \tilde{\theta}_{\tilde{\alpha}} & \theta_{\tilde{\alpha}} & \tilde{\theta}_{\tilde{\alpha}} \end{array} \right) ,$$

and

$$\theta_{WB} = \left( \begin{array}{c} \theta_1^\alpha \\ \bar{\theta}^{\dot{\alpha}}_1 \\ \theta_2^\alpha \\ \bar{\theta}^{\dot{\alpha}}_2 \end{array} \right) , \quad \theta_{EGK} = \left( \begin{array}{c} \theta_{\tilde{\alpha}} \\ \tilde{\theta}^{\dot{\alpha}}_{\tilde{\alpha}} \\ \theta^{\tilde{\alpha}}_{\tilde{\alpha}} \\ \tilde{\theta}^{\dot{\alpha}}_{\tilde{\alpha}} \end{array} \right) .$$
Then (B.3), (B.4) take the form

$$\theta_{\text{EGR}}^T = \theta_{\text{WB}}^T S \quad \text{and} \quad \theta_{\text{EGR}} = S' \theta_{\text{WB}}$$

(B.7)

with

$$S := \frac{1}{2} \begin{pmatrix} \delta \tilde{\alpha} - \epsilon \alpha \tilde{\alpha} & \delta \tilde{\alpha} & \epsilon \alpha \tilde{\alpha} \\ -\epsilon \tilde{\alpha} & \delta \tilde{\alpha} & \epsilon \alpha \tilde{\alpha} \\ -i\delta \tilde{\alpha} - i\epsilon \alpha \tilde{\alpha} & -i\delta \tilde{\alpha} i\epsilon \alpha \tilde{\alpha} \end{pmatrix} \quad \text{and} \quad S' := \frac{1}{2} \begin{pmatrix} -i\delta \tilde{\alpha} - i\epsilon \alpha \tilde{\alpha} & -i\delta \alpha - i\epsilon \alpha \tilde{\alpha} \\ -i\delta \alpha - i\epsilon \alpha \tilde{\alpha} & -i\epsilon \alpha \tilde{\alpha} - i\delta \alpha \\ -i\epsilon \alpha \tilde{\alpha} & -i\epsilon \alpha \tilde{\alpha} - i\delta \alpha \end{pmatrix} .$$

(B.8)

Since $\theta, \bar{\theta}$ transform in the same representation of $\mathfrak{so}(1, 2)$ they can be contracted. The standard convention for this contraction is $\theta \bar{\theta} = \theta \bar{\theta} \delta_{\alpha \tilde{\alpha}}$. As usual, $\theta \theta = \theta \theta \delta_{\alpha \tilde{\alpha}}$ and $\bar{\theta} \bar{\theta} = \bar{\theta} \bar{\theta} \delta_{\alpha \tilde{\alpha}}$.

### B.1 Mapping Between Superspace-Based Formulations

The field content in the WB basis consists of an $\mathcal{N}_4 = 2$ vector multiplet packaged into a ($\mathfrak{g}_C$-valued) chiral object, $\Psi$, which can be expanded in terms of ($\mathfrak{g}_C$-valued) $\mathcal{N}_4 = 1$ superfields as

$$\Psi(\tilde{y}, \theta_\Lambda) = \Phi(\tilde{y}, \theta_1) + i \sqrt{2} \theta_2^\alpha W_\alpha(\tilde{y}, \theta_1) + \theta_2^\alpha \theta_2 \alpha G(\tilde{y}, \theta_1) .$$

(B.9)

where $\tilde{y}$ is the $\mathcal{N} = 2$ version of the chiral coordinate,

$$\tilde{y}^\mu := x^\mu + i \theta_1^\alpha \sigma^\mu_{\alpha \beta} \bar{\theta}^{\beta} .$$

(B.10)

In Wess-Zumino gauge, the $\mathcal{N}_4 = 1$ superfields are given by

$$\Phi(\tilde{y}, \theta_1) = \phi(\tilde{y}) + \sqrt{2} \theta_1 \psi(\tilde{y}) + \theta_1 \theta_1 F(\tilde{y}) ,

W_\alpha(\tilde{y}, \theta_1) = -i \xi_\alpha(\tilde{y}) + \left[ \delta_\beta \alpha D(\tilde{y}) - i(\sigma^{\mu \nu})_{\alpha \beta} F^{\nu \mu}(\tilde{y}) \right] \theta_1 \beta + \theta_1 \theta_1 \sigma^\mu_{\alpha \beta} D_\mu \bar{\xi}^{\beta}(\tilde{y})

G(\tilde{y}, \theta_1) = \bar{\Phi}(\tilde{y}) + 2 \theta_1 \left[ \xi(\tilde{y}), \bar{\theta}(\tilde{y}) \right] + i \sqrt{2} \theta_1 \sigma^\mu D_\mu \bar{\xi}(\tilde{y}) + \theta_1 \theta_1 \left( i[D(\tilde{y}), \bar{\xi}(\tilde{y})] + \sqrt{2}[\xi(\tilde{y}), \bar{\psi}(\tilde{y})] + D^\mu D_\mu \bar{\psi}(\tilde{y}) \right) ,

(B.11)

where $F^{\mu \nu} = 2 \partial_{[\mu} A_{\nu]} + [A_{\mu}, A_{\nu}]$. Here $W_\alpha(y, \theta)$ is obtained from the vector superfield

$$V(y, \theta) = -\theta \sigma^\mu \bar{A}_\mu(y) + i(\theta \partial \bar{D}(y) - i(\partial \bar{D}) \theta \xi(y) + \frac{1}{2} \theta \partial \bar{D}(y) - i \partial \mu A_\mu(y)) ,$$

(B.12)

as in [18].

The $\mathcal{N}_4 = 2$ hypermultiplet, transforming in the adjoint representation of the gauge group, consists of an $\text{SU}(2)_R$ doublet of complex scalars, an $\text{SU}(2)_R$ doublet of auxiliary scalars, and a single, $\text{SU}(2)_R$ singlet Dirac fermion. (See e.g. [21].) Breaking the Dirac fermion into its chiral and anti-chiral components, one can group these fields into two $\mathcal{N}_4 = 1$
chiral multiplets, which is how the $N_{4d} = 2$ hypermultiplet is conventionally presented in the literature. We define this set of chiral superfields as
\[ Q_{1,2} = Q_{1,2}(y) + \sqrt{2} \theta \psi_{1,2}(y) + F_{1,2}(y) , \]  
where now $y$ is the conventional $N_{4d} = 1$ chiral coordinate. Note that the indices on this pair are not SU(2)$_R$ indices.

The $N_{4d} = 4$ action in terms of these superfields is
\[ S_{amb} = \frac{1}{2 g_{ym}} \text{Im} \left[ i \int d^4 x \left( \int d^2 \theta \text{Tr} W^a W_a + 2 \int d^2 \theta d^2 \tilde{\theta} \text{Tr} \{ e^{2iV} \Phi e^{-2iV} \} \right) \right] + \]
\[ + \frac{2}{g_{ym}^2} \int d^4 x \left\{ \int d^4 \theta \text{Tr} \left( e^{2iV} \overline{Q}_1 e^{-2iV} Q_1 + e^{2iV} \overline{Q}_2 e^{-2iV} Q_2 \right) + \right\} . \]

Because the fermions mix in a nontrivial way, it will be convenient to define 4-vectors of the fermions as
\[ \xi_{WB} := \begin{pmatrix} \psi_\alpha \\ \bar{\psi}^\dot{\alpha} \\ \xi_\alpha \\ \bar{\xi}^{\dot{\alpha}} \end{pmatrix} \quad \text{and} \quad \psi_{WB} := \begin{pmatrix} \psi_1 \\ \bar{\psi}_1 \\ \psi_2 \\ \bar{\psi}_2 \end{pmatrix} . \]

In the EGK basis, meanwhile, the $N_{4d} = 2$ vector field content can be regrouped into the component fields of an $N_{3d} = 2$ vector multiplet $V$ and chiral multiplets $\phi$ and $\overline{\phi}$ parameterized as
\[ V(\hat{y}, \theta) = -i \theta \bar{\theta} \rho(\hat{y}) - \theta \sigma^\mu \overline{\theta} v_\mu(\hat{y}) + i(\theta \bar{\theta}) \theta \xi(\hat{y}) - i(\theta \bar{\theta}) \theta \xi(\hat{y}) + \frac{1}{2} \theta \overline{\theta} \overline{\theta} \left( d(\hat{y}) - i \theta \bar{\theta} v_\mu(\hat{y}) \right) \]
\[ \phi(\hat{y}, \theta) = \varphi(\hat{y}, \theta) + \sqrt{2} \theta \phi(\hat{y}, \theta) + \theta \theta f(\hat{y}, \theta) \]
written according to the 3d version of the chiral coordinates
\[ \hat{y}^\mu := \hat{x}^\mu + i \theta \sigma^\mu \theta , \quad \hat{\overline{y}}^\mu := \hat{x}^{\dot{\mu}} - i \theta \sigma^{\dot{\mu}} \theta . \]

The $N_{4d} = 2$ hypermultiplet, on the other hand, decomposes into a doublet of $N_{3d} = 2$ chiral superfields. Here $U^{1,2}$ is a pair of $N_{3d} = 2$ chiral superfields with expansions
\[ U^{1,2}(\hat{y}) = w^{1,2}(\hat{y}) + \sqrt{2} \theta \chi^{1,2}(\hat{y}) + \theta^2 f^{1,2}(\hat{y}) . \]

The conjugate anti-chiral superfields are denoted $\overline{U}_{1,2}$. In order to construct the $N_{4d} = 4$ ambient action in terms these superfields one needs the linear multiplet
\[ \Sigma := e^{\overline{\phi} \gamma} D_{\overline{\alpha}} \left( e^{2iV} D_\beta e^{-2iV} \right) \]
\[ = 4 \rho(\hat{y}) + 4i \theta \bar{\theta} \xi(\hat{y}) + 4 \theta \overline{\theta} \rho(\hat{y}) - 4i \theta \sigma^\mu \overline{\theta} D_\mu \rho(\hat{y}) - 2 e^{\hat{\mu} \hat{\nu}} \theta \sigma^\kappa \overline{\theta} F_{\mu \nu}(\hat{y}) + \]
\[ + 4 \theta \theta \rho(\hat{y}) + 4i \theta \bar{\theta} \xi(\hat{y}) + 4i \theta \theta \sigma^\mu D_\mu \xi(\hat{y}) \]
where the supercovariant derivatives with respect to the 3d chiral coordinates are
\[ D_{\tilde{\alpha}} = \frac{\partial}{\partial \theta_{\tilde{\alpha}}} + 2i\sigma_{\tilde{\alpha}}^\mu \tilde{y} \frac{\partial}{\partial \tilde{y}^\mu}, \quad \bar{D}_{\tilde{\alpha}} = -\frac{\partial}{\partial \tilde{y}^\mu}. \quad (B.20) \]

The ambient \( N_{4d} = 4 \) action in terms of these superfields takes the form [12]
\[ S_{\text{amb}} := \frac{1}{2g_{\text{ym}}^2} \int d^4x \text{Tr} \left\{ \int d^2\theta d^2\bar{\theta} \left[ \left( \phi + e^{2i\nu} \bar{\phi} e^{-2i\nu} - ie^{2i\nu} \partial_2 e^{-2i\nu} \right)^2 - \frac{1}{4} \Sigma^2 + 2 \left( e^{2i\nu} \bar{U}_1 e^{-2i\nu} U_1 + e^{2i\nu} \bar{U}_2 e^{-2i\nu} U_2 \right) \right] + \int d^2\theta \left( U_1 [i\partial_2 + \phi, U^2] - U_2 [i\partial_2 + \phi, U^1] \right) + \text{c.c.} \right\}. \quad (B.21) \]

As above, we group the fermions into 4-vectors as
\[ \xi_{\text{EGK}} := \begin{pmatrix} \frac{1}{\sqrt{2}} \psi_{\tilde{\alpha}} \\ \frac{1}{\sqrt{2}} \bar{\psi}_{\tilde{\alpha}} \\ \frac{1}{\sqrt{2}} \bar{\xi}_{\tilde{\alpha}} \\ -i \xi_{\tilde{\alpha}} \end{pmatrix} \quad \text{and} \quad \chi_{\text{EGK}} := \begin{pmatrix} i \bar{\chi}_{2\tilde{\alpha}} \\ -i \chi_{2\tilde{\alpha}} \\ \chi_1 \tilde{\alpha} \\ \bar{\chi}_1 \tilde{\alpha} \end{pmatrix}. \quad (B.22) \]

The factors of \( i \) and \( \sqrt{2} \) in the various components of these 4-vectors are present so that the map can be expressed simply in terms of the \( S \) and \( S' \) matrices (B.8). One could remove them by modifying the form of the superfield expansions, but we have instead chosen to follow standard conventions regarding these.

By requiring that the ambient actions, (B.14) and (B.21), are the same, one obtains the map relating the EGK and WB formulations:
\[ \phi = \frac{1}{\sqrt{2}} (\text{Re}\varphi - i\rho), \quad A_\mu = (v_\mu, \text{Im}\varphi), \]
\[ F = \frac{1}{\sqrt{2}} (d + D_2 (\text{Re}\varphi)) + \frac{1}{2\sqrt{2}} (f - \bar{f}), \quad D - i[\phi, \bar{\phi}] = -\frac{1}{2} (f + \bar{f}), \]
\[ \begin{pmatrix} \text{Re}Q_1 \\ \text{Im}Q_1 \\ \text{Re}Q_2 \\ \text{Im}Q_2 \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 0 & -1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ -1 & 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} \text{Rew}^1 \\ \text{Imw}^1 \\ \text{Rew}^2 \\ \text{Imw}^2 \end{pmatrix} \]
\[ \psi_{\text{WB}} = \frac{1}{\sqrt{2}} S \chi_{\text{EGK}}, \quad \xi_{\text{WB}} = S \xi_{\text{EGK}} \quad (B.23) \]

with the matrix \( S \) as given in (B.8). This is the nonabelian version of the map given in [5]'s equations (2.18)-(2.21).
B.2 Map to SU(2) × SU(2)-invariant Form

We now provide the map from the WB formulation to the formulation manifesting SU(2)V × SU(2)R-symmetry used in this work.

The gauge fields and the $D$ auxiliary are unchanged, and the complex scalars from the WB language group into triplets indexed by $r = 1, 2, 3$:

$$X_r := X_r^H + iX_r^V := (Q_1, Q_2, \phi) \quad F_r := (F_1, F_2, F).$$ (B.24)

Note that the definition of $X_r^H$ and $X_r^V$ as the real and imaginary parts of $X_r$, respectively, is exactly swapped compared to the definition of [4]. For the fermions, we first define Majorana spinors in the usual Weyl basis as

$$\xi^M = \left( \frac{\xi_\alpha}{\bar{\xi}} \right), \quad \psi^M = \left( \frac{\psi_\alpha}{\bar{\psi}} \right), \quad \text{etc.}$$ (B.25)

We can then group the four fermion fields from the $\mathcal{N}_{4d} = 2$ vector and hyper into an $SO(4)_R$ quartet as $\lambda_I := (\psi_1^M, \psi_2^M, \psi^M, \xi^M)$ with $I = 1, \ldots 4$.
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