NPMs: Neural Parametric Models for 3D Deformable Shapes
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Figure 1: Given an input monocular depth sequence, our Neural Parametric Models (NPMs), composed of learned latent shape and pose spaces, enable optimizing over the spaces to fit to the observations at test time, similar to traditional parametric model fitting (e.g., SMPL [27]). NPMs can be constructed from a dataset of deforming shapes without strong requirements on surface correspondence annotations or category-specific knowledge. Our implicit shape and pose spaces enable expression of finer-scale details while providing a well-regularized space to fit to new observations of deforming shapes.

Abstract

Parametric 3D models have enabled a wide variety of tasks in computer graphics and vision, such as modeling human bodies, faces, and hands. However, the construction of these parametric models is often tedious, as it requires heavy manual tweaking, and they struggle to represent additional complexity and details such as wrinkles or clothing. To this end, we propose Neural Parametric Models (NPMs), a novel, learned alternative to traditional, parametric 3D models, which does not require handcrafted, object-specific constraints. In particular, we learn to disentangle 4D dynamics into latent-space representations of shape and pose, leveraging the flexibility of recent developments in learned implicit functions. Crucially, once learned, our neural parametric models of shape and pose enable optimization over the learned spaces to fit to new observations, similar to the fitting of a traditional parametric model, e.g., SMPL. This enables NPMs to achieve a significantly more accurate and detailed representation of observed deformable sequences. We show that NPMs improve notably over both parametric and non-parametric state of the art in reconstruction and tracking of monocular depth sequences of clothed humans and hands. Latent-space interpolation as well as shape / pose transfer experiments further demonstrate the usefulness of NPMs. Code is publicly available at https://pablopalafox.github.io/npms.

1. Introduction

Modeling deformable surfaces is fundamental towards understanding the 4D world that we live in, as well as creating or manipulating dynamic content. While significant progress has been made in understanding the reconstruction of 3D shapes [12, 15, 16, 49, 39, 32], representing dynamic, deforming surfaces remains challenging.

Over the past years, parametric 3D models have seen remarkable success for domain-specific representations, such as for human bodies (e.g., SCAPE [2], SMPL [27], Adam [20]), hands (MANO [45]), animals (SMAL [53]) and faces ([41], FLAME [24], [42]). These models have enabled a wide range of exciting applications and are instrumental in modeling deformable 3D objects. However, the construction of such a parametric model is a rather complex and tedious task, requiring notable manual intervention and incorporation of object-specific constraints in order for the parametric model to well-represent the space of possible shapes and deformations. Moreover, such parametric models often struggle to represent additional complexity and details of deforming shapes, e.g., clothing, hair, etc.

We propose Neural Parametric Models (NPMs), an alternative formulation to traditional parametric 3D models where we learn a disentangled shape and pose representation that can be used like a traditional parametric model to fit to new observations. We leverage the representation
power of implicit functions to learn disentangled shape and pose spaces from a dataset that does not require surface registration among all samples; this flexibility enables training on a wider variety of data. We also do not make object-specific assumptions about the kinematic chain, the number of parts or the skeleton. For training, our approach only requires that the same identity or shape can be seen in different poses, including a canonical pose.

Once trained, we can leverage our learned shape and pose representations as regularized spaces to be smoothly optimized over to fit to new observations at test time. Additionally, our disentangled implicit representations of shape and pose enable modeling arbitrary connectivity and topology, as well as finer-scale levels of detail. Thus, optimizing over our shape and pose spaces during inference enables representation of a globally consistent shape and temporally consistent poses while maintaining geometric fidelity.

Given a dataset of various shape identities and possibly different topologies, as well as various deformations of each shape identity (but without requiring registration of any identity to the others), we then train both shape and pose spaces in auto-decoder fashion. We learn a shape code for each identity, with shape codes representing an SDF of the shape geometry. Pose codes represent the flow field from the canonical shape of an identity to a given posed shape of the same identity. Flow predictions are conditional on both a shape and a pose latent code, in order to represent shape-dependent deformations as well as to help learning disentangled shape and pose spaces.

We demonstrate our Neural Parametric Models on the task of reconstruction and tracking of monocular depth sequences, as well as their capability in shape and pose transfer and interpolation. In comparison with state-of-the-art parametric 3D models and implicit 4D representations, our NPMs capture higher-quality reconstructions with finer detail and more accurate non-rigid tracking.

In summary, we present the following key contributions:

- We propose an alternative formulation to traditional parametric 3D deformable models, where shape and pose are disentangled into separate latent spaces via two feed-forward networks that are learned from data alone, i.e., without requiring domain-specific knowledge such as the kinematic chain or number of parts.

- Importantly, our approach shows regularization capabilities that enable test-time optimization over the latent spaces of shape and pose to tackle the challenging task of fitting a model to monocular depth sequences, while retaining the detail present in the data.

2. Related Work

Traditional parametric models. Parametric 3D models have become a predominant approach to disentangle 3D deformable shapes into several factors, e.g., shape and pose, for domains such as human bodies [2, 27, 20, 51], hands [45], animals [53] and faces [41, 24, 42]. SMPL [27] is a very popular parametric model of the human body based on blend shapes in combination with a skeleton, and constructed from a dataset of 3D body scans. Extensions exist to also model soft tissue [44] and clothing [4, 48, 40, 29, 43, 1]. To construct such parametric models, various domain-specific annotations are often required, such as the number of parts or the kinematic chain. In contrast, our NPMs can be learned from data belonging to a domain without requiring any expert knowledge or manual intervention. Additionally, approaches such as SMPL [27] or GHUM [51] are skinned vertex-based models which can struggle to represent complex surface features (e.g., wrinkles, clothing). By leveraging recently proposed implicit functions, our approach can naturally capture more intricate surface detail.

Implicit representations for 3D shapes. Implicit representations such as Signed Distance Fields (SDFs) have been widely used to represent surfaces for 3D reconstruction, both static [19, 36, 38, 13] and dynamic [35, 47, 8]. Various approaches to learn 3D shape generation have thus also leveraged such implicit definitions of a surface represented in a volumetric grid, where the regular structure is well-suited for convolutions but also induces cubic memory growth for high resolutions [50, 14].

Recent work in learning continuous implicit functions to represent shapes removes the explicit grid structure limitation, and shows strong promise in generating 3D shapes [10, 17, 32, 33, 39, 11]. In particular, DeepSDF [39] proposes a feed-forward network to predict an SDF value given a query location conditional on a latent code that represents the shape, trained in auto-decoder fashion. However, these approaches produce static surfaces that are not controllable, since shape and pose are entangled within a latent code. Our approach leverages the representation power of implicit functions to learn disentangled implicit spaces—one for shape and one for pose—, enabling controllable 3D models which can be used to fit dynamic data or generate new posed shapes through interpolation in the spaces.

Learned representations for deformable shapes. Recently, various learned approaches for representing deformable objects have been proposed [18, 52, 37, 3, 7, 6, 25]. Groueix et al. [18] proposes a learned, template matching approach. Zhou et al. [52] learns disentangled shape and pose representations from datasets of registered meshes via a combination of self-consistency and cross-consistency constraints, without requiring expert knowledge in the dataset. Our NPMs also do not require any manual annotations, but, unlike [52], we do not require a
template nor registration of identities in the dataset to each other. This enables our NPMs to represent complex detail and broader shape variety, such as clothed bodies; moreover, we further explore how our learned latent spaces can be optimized over at test time to fit to sparse observations.

The recently proposed OFlow [37] builds on the implicit 3D OccNet [32] to learn 4D reconstruction from images or sparse point clouds. OFlow learns a temporally and spatially continuous vector field which assigns a motion vector to every point in space and time, opening a promising avenue for spatio-temporal reconstruction, but remaining limited to very short sequences. IP-Net [3] presents an approach to combine learned implicit functions and traditional parametric models to produce controllable models of humans. An implicit network [11] predicts inner body surface and outer detailed surface, to which SMPL+D [1, 23] is fit for controllability. NPMs also aim to provide a controllable model, but rather than using a SMPL basis, we learn a parametric model of disentangled shape and pose latent spaces which enable fitting by optimizing over the spaces jointly.

3. Method

We introduce Neural Parametric Models (NPMs), a learned approach to construct parametric 3D models from a dataset of different posed identities; unlike traditional parametric 3D models, we do not require the dataset to have annotations for domain-specific properties such as the kinematic chain, skeleton or the surface-to-part mappings. To construct our NPMs, we learn a latent space of (canonically-posed) shapes, along with a latent space of poses conditional on the shape. We can then optimize jointly over the learned shape and pose spaces to fit to a new observation.

Figure 2 shows an overview of our approach. We employ an implicit representation for the shape space, encoding the SDF value for an input point, as well as for the pose space, encoding flow from the canonical to the deformed pose for an input point. These implicit representations, coupled with the joint optimization over the learned spaces, enable capturing details present in the input data while effectively regularizing the shape and pose latent spaces.

3.1. Neural Parametric Models

Given a dataset of meshes featuring a set of shape identities from the same class category in different poses, our goal is to learn a parametric model that not only regularizes the shape and pose latent spaces of the object class, but remains expressive enough to capture local details when fitting the learned model to new observations. To learn NPMs from a dataset, the latter should follow two simple constraints: (1) each shape identity is posed canonically (e.g., T-pose), and (2) each shape identity has several posed or deformed instances for which dense surface correspondences to the canonical shape are available. Various existing datasets (e.g., AMASS [31], DeformingThings4D [26], CAPE [30], MANO [45], etc.) easily fulfill these requirements.

We construct our NPMs by learning disentangled shape and pose spaces, leveraging implicit representations characterized by separate Multi-Layer Perceptrons (MLPs), one for shape and one for pose. The shape encoding learns to implicitly represent the different identities in their canonical pose. The pose space is conditional on both pose and shape codes, and learns a continuous deformation field around a canonical shape mapping points from this canonical shape to a deformed shape.

3.2. Learned Shape Space

Our shape space is learned by an MLP which predicts the implicit SDF for shape identities in their canonical pose; the shape is then defined as the zero iso-surface decision boundary and can be extracted with Marching Cubes [28].

Our shape MLP is trained in auto-decoder fashion as proposed by DeepSDF [39], where no encoder is used during training, directly optimizing over the latent code space. Each canonically-posed shape identity in the training set is encoded in a $D_s$-dimensional latent shape code $s_i$. The shape MLP learns to map an input point $x \in \mathbb{R}^3$ in the canonical space, conditioned on $s_i$, to an SDF value prediction $d$:

$$f_{\theta_s} : \mathbb{R}^3 \times \mathbb{R}^{D_s} \rightarrow \mathbb{R}, \quad (s_i, x) \mapsto f_{\theta_s}(s_i, x) = d.$$  

We train our shape MLP on the $S$ shape identities of the dataset, in their canonical poses (see Fig. 2). To this end, we first normalize our training shapes (both canonically-posed and randomly posed) to reside within a unit bounding box by dividing all shapes by the extent of the largest bounding box in the dataset. We then make our $S$ canonical shapes watertight. Note that the arbitrarily posed shapes used for training the pose MLP do not need to be watertight.

Next, for each $i$-th shape identity in the train set, we sample $N_s$ points $\{x_{ik}^s\}_{k=1}^{N_s} \in \mathbb{R}^3$ along with their corresponding SDF values $\{d_{ik}^s\}_{k=1}^{N_s} \in \mathbb{R}$. These train samples come from two sources: (1) $N_{ns}^s$ near-surface points sampled randomly within a distance of 0.05 from the surface of the shape and (2) $N_{u}^s$ points uniformly sampled within the unit bounding box, such that $N_s = N_{ns}^s + N_{u}^s$. We refer readers to the appendix for further details.

Finally, to learn the latent shape space we minimize the following reconstruction energy over all shape identities in their canonical pose with respect to the individual shape codes $\{s_i\}_{i=1}^{S}$ and the shape MLP weights $\theta_s$:

$$\arg\min_{\theta_s, \{s_i\}_{i=1}^{S}} \sum_{i=1}^{S} \sum_{k=1}^{N_s} \mathcal{L}_s(f_{\theta_s}(s_i, x_{ik}^s), d_{ik}^s) + \frac{\|s_i\|^2_2}{\sigma^2_s},$$  

where $\mathcal{L}_s$ is a truncated $\ell_1$-loss on the predicted SDF $d_{ik}^s$:

$$\mathcal{L}_s(d_{ik}^s, d_{ik}) = \max(0, |\text{clamp}(d_{ik}^s, \delta) - \text{clamp}(d_{ik}, \delta)|)$$  

where $\text{clamp}(z, \delta)$ limits the SDF value to the range $[-\delta, \delta]$.
and $\text{clamp}(d, \delta) := \min(\max(-\delta, d), \delta)$ defines the truncation region over which we maintain a metric SDF. The $\ell_2$-regularization on the latent codes, controlled by the parameter $\sigma_s$, is required to enforce a compact shape manifold, as was found in [39].

**Implementation details.** We use eight fully-connected, $F_s$-dimensional layers in our shape MLP, with ReLUs, and a final fully-connected layer followed by tanh which regresses the scalar SDF value. In our experiments, $F_s = 512$ and $D_s = 256$. We use the Adam optimizer [22] and learning rates of $5 \times 10^{-4}$ and $1 \times 10^{-3}$ for the shape MLP $f_{\theta_s}$ and the shape codes $\{s_i\}_{i=1}^S$, respectively. Additionally, we apply a learning rate decay factor of 0.5 every 500 epochs. We employ a regularization of $\sigma_s = 10^2$ on the shape codes, and set the SDF truncation to $\delta = 0.1$. The latent shape codes $\{s_i\}_{i=1}^S$ are initialized randomly from $\mathcal{N}(0, 0.01^2)$.  

**3.3. Learned Pose Space**

Our pose space is learned by an MLP which predicts a deformation field $f_{\theta_p}$, that maps points around identities in their canonical pose to the corresponding point locations in the space of the deformed pose. In particular, for a query point $x$ in the canonical space of identity $i$, the pose MLP predicts a flow vector $\Delta x$ that deforms the point from the canonical to the deformed space $j$, conditional on a $D_p$-dimensional latent pose code $p_j$, as well as on the latent shape code $s_i$. This flow prediction is conditional on both $s_i$ and $p_j$, since the flow for a deformed pose $j$ of a given identity $i$ will depend on the shape itself (e.g., the flow to the same semantic pose for a large person vs. a small person will look different). Formally, we have:

$$f_{\theta_p} : \mathbb{R}^3 \times \mathbb{R}^{D_s} \times \mathbb{R}^{D_p} \rightarrow \mathbb{R}^3,$$

$$(s_i, p_j, x) \mapsto f_{\theta_p}(s_i, p_j, x) = \Delta x.$$  

The pose MLP is trained on a set of $P$ deformation fields from the identities’ canonical pose to the arbitrary poses available for each train identity. Note that we do not require seeing every identity in the same pose, nor do we require an equal number of posed shapes for each identity.

For training, we sample $N_p$ surface points $\{x^k_i\}_{k=1}^{N_p}$ on the previously normalized canonical shapes (see Sec. 3.2) for each $i$-th identity in the dataset; we also store the barycentric weights for each sampled point. Each point is then randomly displaced a small distance $\delta n$ along the normal direction of the corresponding triangle in the mesh. Then, for each $j$-th posed shape available for the identity, we compute corresponding points $\{x^k_j\}_{k=1}^{N_p}$ in the posed shape by using the same barycentric weights and $\delta n$ to sample the posed mesh. This approach gives us a deformation field (defined near the surface) between the canonical pose of a given identity $i$ and a deformed pose $j$ of the same identity. For further sampling details, we refer to the appendix.

We use the ground truth flow vector $\Delta x^k_{ij} = x^k_j - x^k_i$ and define an $\ell_2$-loss $\mathcal{L}_p$ on the flow prediction $\Delta x^k_{ij}$ to learn the pose space, we minimize the following energy over all $P$ deformation fields with respect to the individual pose codes $\{p_j\}_{j=1}^P$ and pose MLP weights $\theta_p$:

$$\arg \min_{\theta_p, \{p_j\}_{j=1}^P} \sum_{P} \left( \sum_{i=m[j]}^{N_p} \mathcal{L}_p(f_{\theta_p}(s_i, p_j, x^k_i), \Delta x^k_{ij}) + \frac{\|p_j\|^2}{\sigma_p^2} \right),$$

where $m[\cdot]$ is a dictionary mapping the index $j$ of a posed shape to the corresponding index $i$ of its canonical shape, and $\sigma_p$, a regularization parameter for the pose codes. Note that we do not optimize over latent shape codes $s_i$ when learning the pose space. However, we found that conditioning the pose MLP prediction on the latent shape codes was required to disentangle pose from shape.

**Implementation details.** Similar to the shape MLP, we use eight fully-connected, $F_p$-dimensional layers in our


4. Experiments

We evaluate our NPMs on both synthetic and real-world datasets on the task of model fitting to a monocular depth sequence observation (Sec. 4.1). We additionally demonstrate shape and pose transfer in Sec. 4.2, and show that our learned shape and pose spaces exhibit smooth, clear interpolation through the spaces in Sec 4.3.

Datasets. NPMs can be learned for any class of non-rigidly deformable objects. We perform a comprehensive comparison with state-of-the-art methods on clothed human datasets, and show the general applicability of our method by learning an NPM for hands. For clothed humans, we evaluate on the recent CAPE [30] dataset, which provides real-world scans of clothed humans and their corresponding SMPL+D registration. We also demonstrate our approach on synthetic human-like identities from the DeformingThings4D [26] dataset. For training, we use 45k arbitrarily posed shapes from 118 distinct identities: 33 from [26], 35 from [30] (13 in different clothing), and 50 from AMASS [31]. We test our human NPM on 4 identities from [30] and 4 from [26], on a total of over 1600 frames distributed across 8 sequences (4 from each dataset). We also learn a hand NPM from 40k posed shapes from 400 distinct identities from MANO [45], and test it on 500 frames, with 5 identities and sequences of 100 frames each.

3.4.1 Predicting Shape and Pose Initializations

To provide a good initialization for our latent code optimization, we train two 3D convolutional encoders \( f_{\Omega_s} \) and \( f_{\Omega_p} \) to predict initial estimates of the latent shape and pose codes, respectively. Both encoders take as input the back-projected depth observation in the form of a partial voxel grid. We then employ 3D convolutions and a final fully-connected layer to output a latent code estimate. To train these encoders, we make use of the latent shape and pose vectors learned from the train set, and use them as target codes for training the encoders. We found that this learned initialization provides robust initial code estimates, resulting in accurate reconstruction and tracking results. Additional architecture details can be found in the appendix.

3.4. Inference-time Optimization

Once our latent representations of shape and pose have been constructed, we can leverage these spaces at test time by traversing them to solve for the latent codes that best explain the whole sequence of observations.

For each depth map in the input sequence, we project the depth values into a 256×256-SDF grid. We also compute a volumetric mask \( M_o \) for occluded regions and sample \( N_i \) surface points \( \{x_k\}_{k=1}^{N_i} \) (\( N_i = 500000 \) in our experiments) and add random displacements sampled from \( N(0, 0.015^2) \).

To fit an NPM to the monocular depth sequence, we minimize the following energy:

\[
\hat{s}, \{p_j\}_{j=1}^L = \arg\min_{s, \{p_j\}_{j=1}^L} \sum_{f=1}^L \sum_{k=1}^{N_i} \mathcal{L}_t + \mathcal{L}_c + L_t + L_{icp}. \tag{5}
\]

We use the same clamped \( \ell_1 \)-loss from Eq. 3 to define the reconstruction loss \( \mathcal{L}_r \):

\[
\mathcal{L}_r = M_o \mathcal{L}_s \left( f_{\Omega_s}(s, x_k), \left[ x_k + f_{\Omega_p}(s, p_j, x_k) \right]_{\text{self}} \right), \tag{6}
\]

where \( [\cdot]_{\text{self}} \) denotes trilinear interpolation of the SDF grid and \( M_o \) is the previously defined mask for occluded regions.

Similar to train time, we enforce shape and pose code regularization:

\[
\mathcal{L}_c = \frac{1}{\sigma_s^2} \| s \|^2_2 + \frac{1}{\sigma_p^2} \| p_j \|^2_2, \tag{7}
\]

with \( \sigma_s = 10^{-1} \) and \( \sigma_p = 10^{-4} \). Additionally, we enforce temporal regularization between the current frame \( j \) and its neighboring frames \( Q = \{ j-1, j+1 \} \). This is enforced with an \( \ell_2 \)-loss on the pose MLP flow predictions for points \( x_k \), and controlled with a weight of \( \lambda_t = 200 \):

\[
\mathcal{L}_t = \lambda_t \sum_{q \in Q} \| f_{\Omega_p}(s, p_j, x_k) - f_{\Omega_p}(s, p_q, x_k) \|^2_2. \tag{8}
\]

Finally, we employ an ICP-like loss \( L_{icp} \) to further robustify the fitting (please refer to the appendix for details.) We use the Adam optimizer [22] and learning rates of \( 5 \times 10^{-4} \) and \( 1 \times 10^{-3} \) for the shape and pose codes, respectively.

Given the optimized shape code and \( L \) pose codes, we reconstruct the input sequence our approach only requires extracting the canonically-posed implicit surface via Marching Cubes [28] once (see Sec. 3.2). We then deform the reconstructed canonical mesh into every frame in the input sequence by querying the pose MLP \( f_{\Omega_p} \) for every vertex in the canonical mesh.

pose MLP, with ReLUs, followed by a final layer regressing the 3-dimensional flow vector \( \Delta \hat{x} \). In our experiments, we use \( F_p = 1024 \) and \( D_p = 256 \). We use the same training scheme as with the shape space training.
Evaluation metrics. We measure both reconstruction and tracking quality we report two established metrics (following the evaluation protocol of [32]), which are computed on a per-frame basis. Intersection over union (IoU) measures the overlap between the predicted mesh and the ground truth mesh. We randomly sample 10⁶ points from the unit bounding box (where our normalized meshes reside) and determine if the points lie inside or outside the ground truth / predicted mesh. Chamfer-ℓ² (C-ℓ²) offers a measure combining the accuracy and completeness of the reconstructed surface. Following [32], we use 100k randomly sampled surface points on the ground truth and predicted meshes. Additionally, we evaluate tracking with End-Point Error (EPE), measuring the average ℓ₂-distance between estimated keyframe-to-frame deformations and ground truth deformations as proposed in [6]; we sample 100k surface points and select a keyframe every 50 frames.

4.1. Model Fitting to Monocular Depth Sequences

Real human data. We show a comparison to state of the art on monocular depth data rendered from CAPE [30] real scans in Tab. 1, and qualitatively in Fig. 3. We compare with SMPL [27], a state-of-the-art traditional parametric model, as well as the state-of-the-art deep-learning-based approaches OFlow [37] and IP-Net [3]. We fit a SMPL model to the input depth maps by minimizing the reconstruction loss between surface points and the SDF grid extracted from the depth map (see Sec. 3.4), enforcing surface points to lie at the zero-level set of the SDF grid. To guide this SMPL fitting, we use OpenPose [9] to provide sparse keypoint correspondences, minimizing the reprojection error between projected SMPL joints and OpenPose predictions. To increase robustness, we also constrain the 3D error between SMPL joints in 3D and back-projected (using the input depth map) OpenPose predictions. Temporal regularization is applied by minimizing vertex-to-vertex distances between neighboring frames.

IP-Net is trained on the same combination of human data employed to learn our human NPM. Since OFlow was developed for continuous sequences of up to 17 frames (and we found performance to degrade noticeably for longer sequences), we prepare a train dataset of over 200k frames that fulfills this requirement; at test time, we evaluate the average of 17-frame subsequences covering the full test sequence. Our approach to learn shape and pose spaces –enabling latent code optimization for fitting– provides both effective shape and pose regularization over the manifolds, while capturing local details. This results in more accurate reconstruction and tracking performance.

Synthetic human data. We also evaluate on synthetic sequences from the DeformingThings4D [26] dataset, in comparison with SMPL [27] and OFlow [37] in Tab. 2. Our learned shape and pose spaces effectively capture significantly improved reconstruction and tracking in our model fitting experiments. Fig. 4 shows a qualitative comparison to state-of-the-art methods, demonstrating our global reconstruction and tracking along with the captured local detail.

4D point cloud completion on D-FAUST. We additionally compare with OFlow [37] on their 4D point cloud completion task on D-FAUST [5] in Tab. 3. We use a pre-trained OFlow model provided by the authors and test on 20k dense point cloud trajectories sampled from the ground truth meshes. For our method, we only consider a monocular sequence of depth maps as input, resulting in more partial observations. Even with more partial data, our NPM fitting achieves significantly improved performance.

What is the effect of the encoder initialization? In Table 1, we evaluate the effect of our encoder initialization for our NPMs optimization. In place of the encoder predicted initialization, we use the average shape and pose latent codes from the train set. We measure the effect of not using the shape encoder (no Shape Enc), not using the pose



| Method                  | IoU ↑ | C-ℓ² (×10⁻³) ↓ | EPE (×10⁻²) ↓ |
|------------------------|-------|----------------|---------------|
| OpenPose+SMPL          | 0.68  | 0.243          | 2.82          |
| OFlow*                 | 0.55  | 0.755          | 2.65          |
| IP-Net                 | 0.82  | 0.034          | 2.52          |
| Ours (no Shape Enc)    | 0.83  | 0.022          | 0.74          |
| Ours (no Pose Enc)     | 0.78  | 0.174          | 3.61          |
| Ours (no S&P Enc)      | 0.77  | 0.185          | 3.65          |
| Ours                   | 0.83  | 0.022          | 0.74          |

Table 1: Comparison with state-of-the-art methods on real scans of CAPE [30]. *Since OFlow [37] works only on sequences of up to 17 frames, we report the average over sub-sequences of such length.

| Method                  | IoU ↑ | C-ℓ² (×10⁻³) ↓ | EPE (×10⁻²) ↓ |
|------------------------|-------|----------------|---------------|
| OpenPose+SMPL          | 0.64  | 0.251          | 2.04          |
| OFlow*                 | 0.40  | 2.688          | 7.52          |
| Ours                   | 0.78  | 0.051          | 1.07          |

Table 2: Comparison with state of the art on test sequences from DeformingThings4D [26]. *Since OFlow [37] works only on sequences of up to 17 frames, we report the average over sub-sequences of such length.

| Method                  | IoU ↑ | C-ℓ² (×10⁻³) ↓ | EPE (×10⁻²) ↓ |
|------------------------|-------|----------------|---------------|
| OFlow                  | 0.74  | 0.105          | 1.12          |
| Ours                   | 0.83  | 0.019          | 0.61          |

Table 3: Comparison with OFlow [37] on D-FAUST [5].
Figure 3: Comparison to state-of-the-art methods on the task of model fitting to a monocular depth sequence input (left column). From left to right, we compare with OpenPose [9] + SMPL [27], OFlow [37] and IP-Net [3]; our NPMs effectively capture local details present in the input views. The last two columns show the ground truth registration provided by CAPE [30] and the original scans, from which the input depth maps are rendered.

Figure 4: Comparison to state-of-the-art methods on the task of model fitting to a monocular depth sequence input (left column) from a synthetic dataset (DeformingThings4D [26]). From left to right, we compare with OpenPose [9] + SMPL [27] and OFlow [37]; our NPMs effectively capture local details present in the input views.

encoder (no Pose Enc), and not using neither the shape nor the pose encoder (no S&P Enc) for code initialization. The shape and pose code estimates provided by our encoders result in a closer initialization and an improvement in reconstruction and tracking performance.

Hand registration. NPMs can be constructed on various datasets with posed identities. We demonstrate its applicability to hand data generated with the MANO [45] parametric model. Fig. 5 shows our hand NPM fitting a test monocular depth sequence. We accurately capture both global structure and smaller-scale details (e.g., creasing from bent knuckles), achieving an IoU of 0.86, Chamfer-$\ell_2$ of $1.39 \times 10^{-5}$, and EPE of $5.89 \times 10^{-3}$.

4.2. Shape and Pose Transfer

NPMs enable shape and pose transfer: we can transfer a given identity to a posed shape (shape transfer), and given a source identity in different poses, we can repose a target identity with the poses of the source identity (pose transfer). This is possible due to our disentangled shape and pose embedding spaces, which enables novel combinations of shape and pose latent codes. In Fig. 6 and the supplemental video, we show additional examples of shape and pose transfer.

4.3. Latent-Space Interpolation

Our latent spaces of shape and pose can be traversed to obtain novel shapes and poses. Interpolation through the
Figure 5: Registration of our hand NPM to a test sequence of monocular depth views generated using MANO [45].

Figure 6: Shape and pose transfer with NPMs. We can transfer a given identity to a posed shape (shape transfer); given a source identity in different poses, we can repose a target identity with the poses of the source (pose transfer).

Figure 7: Shape and pose latent-space interpolation.

Limitations. While NPMs demonstrate potential for constructing and fitting learned parametric models, several limitations remain. For instance, our implicit representation of shape and pose deformation can struggle with very flat surfaces, as they comprise little volume and must have precisely defined inside / outside; incorporating semantic information into NPMs could help in this regard. Although NPMs can capture fine-scale details present in the input data (e.g., clothing boundaries), high-frequency details (e.g., the outline of a tie) remain challenging. Our learned spaces also do not consider the physics of deformation, which could encourage volume preservation and constrain deformations to physically correct movements.

5. Conclusion

In this paper, we introduced Neural Parametric Models, enabling the construction of learned parametric models with disentangled shape and pose representations which can accurately represent 4D sequences of dynamic objects. Unlike traditional parametric models, our NPMs leverage learned implicit functions to expressively capture local details in shape and pose, and our test-time latent code optimization enables accurate fitting to observed details in input monocular depth sequences, outperforming parametric and learned 4D representations. Our learned NPMs also enable effective shape and pose transfer, and demonstrate smooth interpolations within the spaces across new shapes and poses. We additionally demonstrate more general applicability to a hands dataset, and believe this opens many promising avenues for various other domains in spatio-temporal modeling.
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Appendix

In this appendix, we provide additional details about our proposed Neural Parametric Models. Specifically, we describe the training data preparation (Sec. A), the network architectures (Sec. B), as well as training details including the hyper-parameters (Sec. C), and information about the inference-time optimization (Sec. D). Additional qualitative evaluations and results are shown in the supplemental video.

A. Data Preparation

A.1. Waterproofing Canonical Shapes

We waterproof canonical shapes by first rendering depth maps of the non-watertight shape inside a virtual multi-view setup, then computing partial surface meshes from each depth map and finally running Poisson surface reconstruction [21] on the merged set of partial meshes. Although this approach is not guaranteed to produce watertight meshes, especially when applied to meshes with large holes, we found it to work well on our canonical shapes, allowing us to retain details present in the original (non-watertight) meshes.

A.2. Train Samples

**Shape space.** For each shape identity \(i\) in the train dataset, given their watertight mesh in canonical pose, we sample a total number of \(N_s\) points \(\{x^{i\,k}\}_{k=1}^{N_s} \in \mathbb{R}^3\), along with their corresponding ground truth SDF value \(\{s^{i\,k}\}_{k=1}^{N_s} \in \mathbb{R}\) (see Fig. 8). As explained in the main paper, these samples come from two sources:

1. \(N_{ns}^{s}\) near-surface points sampled randomly within a distance of \(0.05\) from the surface of the shape.
2. \(N_{u}^{s}\) points uniformly sampled within the unit bounding box, such that \(N_s = N_{ns}^{s} + N_{u}^{s}\).

In our experiments, we set \(N_{ns}^{s} = 300k\) and \(N_{u}^{s} = 100k\), for a total of \(N_s = 400k\).

**Pose space.** In Sec. 3.3 of the main text, we explain the procedure for generating flow samples for training the pose MLP; here, we provide additional details. First, we sample \(N_{p}\) surface points \(\{x^{i\,k}\}_{k=1}^{N_p}\) on the normalized canonical shapes for each \(i\)-th identity in the dataset; we also store the barycentric weights for each sampled point. Each point is then randomly displaced a small distance \(\delta n \sim \mathcal{N}(0, \Sigma^2)\) along the normal direction of the corresponding triangle in the mesh, with \(\Sigma \in \mathbb{R}^3\) a diagonal covariance matrix with entries \(\Sigma_{i\,i} = \sigma\). Then, for each \(j\)-th posed shape available for the identity, we compute corresponding points \(\{x^{j\,k}\}_{k=1}^{N_p}\) in the posed shape by using the same barycentric weights and \(\delta n\) to sample the posed mesh. This approach gives us a deformation field (defined near the surface) between the canonical pose of a given identity \(i\) and a deformed pose \(j\) of the same identity.

In our experiments, we pre-compute \(N_p = 200k\) correspondences for every \(j\)-th posed shape available in the dataset. We obtain good results by sampling 50% of these points with \(\sigma = 0.01\), and 50% with \(\sigma = 0.002\) (in normalized coordinates).

B. Network Architecture

B.1. Shape and Pose Auto-decoders

Figures 9 and 10 detail our feed-forward networks for learning our latent shape and pose spaces. Both MLPs are composed of 8 fully connected layers, applied with weight-normalization [46]. We use ReLU activations as non-linearities after every intermediate layer. After the final layer of our shape MLP we use tanh to regress an SDF value, whereas for our pose MLP we directly regress a 3-dimensional flow vector. For both networks, a skip connection is used at the fourth layer.

To learn our human NPM, we set the feature size \(F_s\) of each layer in our shape MLP to 512, and \(D_s = 256\). For
learning a hand NPM, we use $F_s = 64$ and $D_s = 16$. When learning the latent pose space, we set $F_p = 1024$ and $D_p = 256$ in the case of humans, and $F_p = 256$ and $D_p = 64$ for hands. We use the positional encoding proposed in [34] to encode the query point $x$ for both our shape and pose MLPs, and use 8 frequency bands. Positional encoding is denoted by $\gamma(x)$ in Figures 9 and 10.

### B.2. Shape and Pose Encoders for Initialization

As presented in the main paper, to provide a good initialization for our latent-code optimization at test time, we train two 3D convolutional encoders $f_{\Omega s}$ and $f_{\Omega p}$ to predict initial estimates of the latent shape and pose codes, respectively. Both encoders take as input the back-projected depth observation in the form of a partial voxel grid $V$.

**Shape encoder.** In particular, given the list of shape codes $\{s_i\}_{i=1}^S$ learned from the $S$ identities in the train dataset, and a set of $P$ voxel grids of the available $P$ posed shapes in the training dataset $\{V_j\}_{j=1}^P$, we train $f_{\Omega s}$ to predict the mapping from the voxel grid $V_j$ to the corresponding shape code of the underlying identity.

**Pose encoder.** Similarly, given the list of pose codes $\{p_j\}_{j=1}^P$ learned from the $P$ posed shapes in the dataset, and the set of $P$ voxel grids $\{V_j\}_{j=1}^P$, we train $f_{\Omega p}$ to predict the mapping from the voxel grid $V_j$ of a posed shape to the corresponding pose code.

Fig. 11 visualizes the encoder architecture employed for $f_{\Omega s}$, with $D$ the output latent code dimension. A similar architecture is employed to learn $f_{\Omega p}$, differing only in the output channel dimension of the 3D convolution operations. In particular, in our pose encoder we employ output channel dimensions of 16, 32, 64, 128, 256, 256, respectively for each 3D convolutional block in Fig 11.
C. Training Details

We train both our shape and pose MLPs until convergence; in practice, this required 4000 epochs for the shape MLP, and 150 epochs for the pose MLP, which amounts to a similar number of iterations for each. We use a batch size of 4 in both cases. Our human NPM was trained on a GeForce RTX 3090 for approximately 8 days in total, which could be accelerated by parallelizing training on multiple GPUs.

Shape space. For each identity in a mini-batch, out of the total \( N_s \) samples available for a given identity in its canonical shape, we randomly sub-sample 50k training points, 70\% of which are drawn from the available \( N_s^{ns} \) near-surface points, with the remaining 30\% drawn from the set of \( N_s^{u} \) uniform samples.

Pose space. For each posed shape in a mini-batch, out of the total \( N_p \) flow samples available, we randomly sub-sample 50k correspondences.

D. Inference-time Optimization Details

When fitting an NPM to an input monocular depth sequence of \( L \) frames, we optimize for the shape code \( s \) and \( L \) pose codes \( \{p_j\}_{j=1}^{L} \) by minimizing Eq. 5 from the main text. In our experiments, we optimize for a total of \( I = 1000 \) iterations. We use the Adam optimizer [22] and learning rates of \( 5 \times 10^{-4} \) and \( 1 \times 10^{-3} \) for the shape and pose codes, respectively. We decrease these learning rates by a factor of 0.5 after every 250 iterations, and control the temporal regularization loss \( \mathcal{L}_t \) in Eq. 5 with a weight of 100.

During test-time optimization, each element in a mini-batch consists of one frame from the sequence; we use a batch size of 4. Before optimization begins, we make initial estimates of the shape code and the \( L \) pose codes. For the former, we use our shape encoder \( f_{s\theta} \) to make shape code estimates for all \( L \) frames in the input sequence. We then compute the average vector and use this as initial shape code estimate. As for the pose codes, we employ our pose encoder \( f_{p\theta} \) to estimate a pose code for each frame in the sequence.

At this point, given the initial shape code estimate, we can extract an initial canonical shape by querying our learned shape MLP on a 3D grid, and then running Marching Cubes to extract the surface [28], as explained in Sec. 3.2. We then pre-sample \( N_t = 500k \) points, \( \{x_k\}_{k=1}^{N_t} \), around this initial estimate of the canonical shape; during optimization, for each frame in a mini-batch, we sub-sample \( N_p = 20k \) points –out of the available \( N_t \)– to minimize Eq. 5.

As presented in the main text, we employ an additional ICP-like (Iterative Closest Point) term –denoted by \( \mathcal{L}_{icp} \) in Eq. 5– that enforces surface points to be close to the input point cloud \( Q_j \), which results from back-projecting the observed depth map. In particular, at the beginning of every iteration, out of the \( N_t \) points \( x_k \) sampled in the canonical space for each element in a mini-batch, we select those points \( x_k^{ns} \) within a distance \( \epsilon_{icp} \) from the implicitly represented surface of the canonical shape, i.e., \( x_k^{ns} = x_k \mid |f_{q\theta}(s, x_k)| < \epsilon_{icp} \) (in our experiments, \( \epsilon_{icp} = 0.001 \) in normalized coordinates). Then, for every observed point \( q \in Q_j \), we minimize the distance to its nearest neighbor in the set of predicted model points in the \( j \)-th frame, denoted by \( \mathcal{R} = \{x_k^{ns} + f_{p\theta}(s, p_j, x_k^{ns})\} \):

\[
\mathcal{L}_{icp} = \lambda_{icp} \sum_{q \in Q_j} \|q - \text{NN}_{\mathcal{R}}(q)\|_2. \tag{9}
\]

In the above equation, \( \text{NN}_{\mathcal{R}}(\cdot) \) denotes a function that queries the nearest neighbor of a 3D point in a set of points \( \mathcal{R} \). We control the importance of this loss with \( \lambda_{icp} \), which we set to 0.0005 in our experiments. We found this loss to be specially beneficial at the beginning of the optimization, in order to avoid falling in local minima. We then disable it, i.e., \( \lambda_{icp} = 0 \), after \( I/2 \) iterations. In Tab. 4 we show the contribution of our ICP term.

As a reference, optimizing over an input sequence of 100 frames takes approximately 4 hours on a GeForce RTX 3090 with our unoptimized implementation.

E. Ablation Studies

Table 4 shows an ablation study on CAPE [30] to evaluate the contribution of our different modules and network choices.

F. Robustness to Initialization

Latent code initialization via learned encoders offers additional robustness against local minima, but even without
such initial code estimates, our method achieves competitive performance (Table 1 in the main text). Additionally, methods such as SMPL rely on strong initialization, which we provide with human joint predictions computed with OpenPose. Without this additional guidance, optimizing over SMPL parameters becomes ill-posed, particularly for the task of monocular depth fitting. In contrast, our proposed model fitting is robust to self-occlusions caused by rotations (Fig. 12a).

G. Consistency of Shape Fitting

To evaluate the consistency of shape fitting in NPMs, we reconstructed two consecutive sub-sequences of 50 frames each, and measured the similarity between the corresponding shape estimates, which matched almost perfectly (0.96 IoU and $1.61 \times 10^{-6}$ chamfer).

H. Additional Examples

To further showcase the expressiveness and potential of NPMs, in Figure 12b we show an additional identity drawn from the latent space featuring complex topologies and clothing.

I. Comparison with Zhou et al. [52]

Additionally, we compare with [52] on the task of pose transfer. In contrast to [52], our focus is to construct disentangled spaces which enable test-time fitting to new observations. Furthermore, [52] uses a mesh auto-encoder, limiting the approach to only representing a fixed topology. Our approach naturally deals with complex topology, as we have shown in Sec. 4 in the main paper. For this experiment, we trained an NPM on the same human body dataset as [52], and show a comparison in Fig. 13.
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