A Deep Feedforward Neural Network Model for Image Prediction
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Abstract. Deep learning is a sub-field of machine learning, which inspired by the structure of human brain where it is composed with a lot of neurons that each of them able to perform a simple operation and interact with each other to make a decision. In recent years, deep learning has grown exponentially and have brought revolutionary advances in computer vision-based applications such as image classification, object detection, simultaneous localisation and mapping (SLAM), action and activity recognition, age estimation as well as human pose estimation. Based on the literature review, deep learning techniques applied in the vision-based application such as Convolutional Neural Networks (CNNs), Restricted Boltzmann Machines (RBMs), Autoencoder and Sparse Coding mostly focused on solving the feature extraction and classification problems. However, these techniques do not apply to the image processing applications such as image fusion and image reconstruction that require a quantitative knowledge to solve some problems in such fields. The process of obtaining quantitative knowledge in image fusion and reconstruction is a regression problem. In this case, a deep feedforward neural network is applied to solve the regression problem due to its ability to map complicated nonlinear functions.

1. Introduction

In recent years, deep learning has grown exponentially and have brought revolutionary advances in computer vision-based applications such as image classification, object detection, simultaneous localisation and mapping (SLAM), action and activity recognition, age estimation as well as human pose estimation\cite{1}–\cite{4}. Deep learning is a sub-field of machine learning, which inspired by the structure of human brain where it is composed with a lot of neurons that each of them able to perform a simple operation and interact with each other to make a decision\cite{5}. The deep learning uses multiple layers of non-linear information to learn the features and represent data with abstraction for supervised and unsupervised learning applications\cite{6}. Among the artificial intelligence (AI) techniques, deep learning has gained huge interest among the researchers as it provides higher accuracy in the vision-based tasks such as image classification, semantic segmentation and object detection. Besides, deep learning does not need expert analysis and it also provides flexibility as the neural networks can be retrained using a custom dataset for any use case\cite{1}. Also, deep learning provides automatically feature extraction and classification compared to machine learning as shown in Figure 1\cite{7}. This is because the parameters of
the deep learning model are trained jointly and the features are learned by transforming data into abstract representations.
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**Figure 1:** Comparison between two artificial intelligence techniques: (a) machine learning and (b) deep learning [7].

Based on the literature review, deep learning techniques applied in the vision-based application mostly focused on solving the feature extraction and classification problems in which the output variable are labelled with different classes and it can predict the probability of belonging to a particular class. These techniques are Convolutional Neural Networks (CNNs), Restricted Boltzmann Machines (RBMs), Autoencoder and Sparse Coding[8]. They provide great accuracy in solving closed-end classification problems. However, these techniques do not apply to the image processing applications such as image fusion and image reconstruction that require quantitative knowledge to solve some problems in such fields.

2. **Neural networks for the regression problem**

The process of obtaining quantitative knowledge in image fusion and reconstruction is a regression problem. Image fusion is a process of combining two or more images of the same object into a comprehensive image. While image reconstruction is a process of converting the signals obtained from multiple projections during the data acquisition phase into an image. Both of the processes are complex and nonlinear. Instead of using other machine learning algorithms such as linear regression, logistic regression, support vector regression (SVR) and regression trees, in this case, a neural network is used to solve the regression problem. This is because neural networks are good in mapping complicated nonlinear functions.

Figure 2 illustrates the framework of deep neural network (DNN) for solving regression problem. The network contains three important layers: an input layer, three hidden layers and an output layer. The output of the network can be expressed as:

\[ F(x; \theta) = (f_1 \circ \ldots \circ f_L)(x) \]  

where each of the \( f_i \) is dependent on the parameter \( \theta_i \in H_i \), and \( \theta \) represents the parameter set \{ \( \theta_1, \ldots, \theta_L \) \}[9]. The optimization of the loss function is one of the important parameters in a neural network. This is because the loss function is designed to predict the performance of a neural network model. In the case of regression, the most common loss function to consider is squared loss, it can be described as:

\[ J_{tr}(x, y; \theta) = 0.5 \{ y - F(x; \theta), y - F(x; \theta) \} \]  

To obtain the new parameters: weights (w) and biases (b), and minimize the errors during network prediction process, a gradient descent step algorithm is applied, given by:

\[ \nabla_{\theta} J(x, y; \theta) = \nabla_{\theta} f_L(x_L) \cdot D_{w_{L+1}}(x_{L+1}) \cdot e_L = \nabla_{\theta} f_L(x_L) \cdot e_L \]  

(3)
3. DNN for image prediction

In the case of image prediction, three images which made up of 4x4 pixels are used as the inputs for the feedforward model to predict a new image. The two-dimensional (2D) images are represented as a matrix of pixel values which have an X and Y position as shown in Figure 3. To ease the training process of deep learning model, the 2D images are converted into array pixels which have only one dimension and the colour values are stored in a linear sequence. Next, the array pixels are normalised into the range from 0 to 1 before feeding into the deep learning model.

Therefore, the input vectors for the feedforward neural networks model consisted of 48 measurement cases (4). Each element contained a unique value:

\[ I = [x_1, x_2, x_3, x_4, \ldots, x_{48}] \]  \hspace{1cm} (4)

The output vector contained 16 elements: pixel values of a new image (5).

\[ \Theta = [y_1, y_2, y_3, \ldots, y_{16}] \]  \hspace{1cm} (5)

Figure 4 illustrates a summary of DNN model for image prediction. The network has 48 inputs, 56 neurons in the first hidden layer, 32 neurons in the second and third hidden layers respectively and 16 outputs. The hidden layer uses a rectified linear unit (RELU) activation. In the output layer, the transfer function is a softmax function.
A dataset of 150 cases was used to train the neural network. The following results apply to the gradient descent training variant. The gradient descent is a popular training algorithm in many cases especially when we have a large neural network. However, the drawback of this algorithm is it requires many iterations for the function.

All datasets were randomly divided into 3 sets: training, validating and testing in 70:15:15. The training set was used to properly train each of the subsystems. While the validation set was used to determine the moment of stopping the iterative training process. The condition for stopping the learning process was a non-decreasing MSE for the validation set for the next 6 iterations\cite{10}. The test set can be used for independent assessment of network quality after the learning process. The mean squared error (MSE) is evaluated according to (6).

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - y_i^*)^2
\]  

(6)

Figure 5 presents the performance of the deep feedforward neural network model. The performance of the proposed DNN model achieved 95% and 95.5% of accuracy in the training and validating process. While the losses in the training and validating process decrease gradually. However, the losses in the training process are higher than the validation losses.
4. Conclusion and future work
In this paper, a deep feedforward neural network is applied to solve the regression problem in the image processing applications such as image fusion and reconstruction which require quantitative knowledge in solving some problems in such fields. The process of obtaining quantitative knowledge in image fusion and reconstruction is a regression problem. In this case, a neural network is applied to solve the regression problem due to its ability to map complicated nonlinear functions. The neural network gives promising results where both of the training and validating accuracy exceed 90%. However, image predictions highly depend on the quality of the training set. Further work will focus on the parameter selection of the learning rate and the minimization of losses in the training process.
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