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Abstract—In this study, the solution of the Hamilton-Jacobi equation (HJE) with holonomic Hamiltonian is investigated in terms of the first integrals of the corresponding Hamiltonian system. Holonomic functions are related to a specific type of partial differential equations called Pfaffian systems, whose solution space can be regarded as a finite-dimensional real vector space. In the finite-dimensional solution space, the existence of first integrals that define a solution of the HJE is characterized by a finite number of algebraic equations for finite-dimensional vectors, which can be easily solved and verified. The derived characterization was illustrated through a numerical example.

I. INTRODUCTION

The Hamilton-Jacobi equation (HJE) is one of the most fundamental equations in the analysis and control of nonlinear systems. It appears in various problems, such as optimal control [1], [2], Hamiltonian control [3], and balanced realization [4] of nonlinear systems. For linear time-invariant systems, the HJE is reduced to the algebraic Ricatti equation, a set of algebraic equations for an unknown matrix, which can be solved using various solution methods. However, for nonlinear systems, the HJE is formulated as a nonlinear partial differential equation (PDE), which is difficult to solve analytically. Numerical solution methods for the HJE have been studied based on various mathematical techniques, such as series expansion [5], expansion with basis functions [6], and data-driven approximation [7].

Hao et al. [8] proposed a numerical solution method for the HJE by generating functions that consider the initial and terminal boundary conditions of optimal control problems. The Taylor-series expansion of a generating function up to any prescribed order is computed by solving first-order differential equations. The approximated generating function to any prescribed order is computed by solving first-order PDEs, called a Pfaffian system. Moreover, any first integral in the solution space can be determined by a finite number of first integrals of the corresponding Hamiltonian system as a set of their common zeros. Hence, solving the HJE is reformulated as the problem of finding the appropriate first integrals of the corresponding Hamiltonian system. This characterization reduces the HJE to a set of ordinary differential equations called the Lagrange-Charpit system, which is still difficult to solve analytically.

Moreover, algebraic approaches based on commutative algebra are promising techniques, especially for avoiding the curse of dimensionality. For time-invariant Hamiltonian, Ohtsuka [10] characterized the solutions of the HJE with algebraic gradients in terms of the existence of involutive zero-dimensional ideals in a polynomial ring; Kawano and Ohtsuka [11] extended these results to the case of time-varying Hamiltonian. It should be noted that the first integrals that define a Lagrangian manifold are closely related to involutive zero-dimensional ideals; Indeed, the existence of first integrals in the polynomial ring implies the existence of an involutive zero-dimensional ideal.

Considering these differential-geometric and algebraic approaches, in this study, the HJE was analyzed from the perspective of the theory of $D$-modules, which is a field of mathematics that studies the algebraic structures of PDEs and their solution space [12]. In the theory of $D$-modules, the solution set of PDEs is characterized by an ideal in the noncommutative ring of differential operators, which can be computed using symbolic computation. The symbolic computation of differential operators has been intensively studied [13], [15], [16] and its applications can be found in statistics [17], [18] and moment problems [19]. Moreover, for specific ideals, called zero-dimensional ideals, the solutions are called holonomic functions and constitute a finite-dimensional real vector space. This finite dimensional property is promising for finding the first integrals because any first integral in the solution space can be determined by a finite number of parameters.

In this paper, the first integrals of the Hamiltonian system are investigated through the symbolic computation of differential operators. First, it is assumed that all first integrals, including the Hamiltonian, that define a Lagrangian manifold are included in the solution space of a zero-dimensional ideal. This assumption allows us to associate the first integrals with vector-valued functions that satisfy a specific type of first-order PDEs, called a Pfaffian system. Moreover, any solution of the Pfaffian system is characterized by only the boundary value at a single point where the Pfaffian system is defined. This leads to the characterization of first integrals by a finite number of algebraic equations for the boundary value. Through this characterization, the first integrals can
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be determined by solving algebraic equations, if such first integrals exist.

**Notations:** For the field of real numbers $\mathbb{R}$ and a vector of indeterminates functions $y = [y_1 \cdots y_n]^T$, $\mathbf{R}(y)$ denotes the field of rational functions in $y_1, \ldots, y_n$ over $\mathbb{R}$. $\partial_y = [\partial_{y_1} \cdots \partial_{y_n}]^T$ denotes a vector of differential operators, where $\partial_{y_j} = \partial/\partial y_j$. Here, $\partial_y$ and $\partial_{y_j}$ are abbreviated by $\partial$ and $\partial_i$, respectively, if $y$ is clearly specified according to the context. For a multi-index $\alpha = (a_1, \ldots, a_n) \in \mathbb{Z}_{\geq 0}^n$, $y^\alpha$ and $\partial^\alpha$ denote the monomial $y_1^{a_1} \cdots y_n^{a_n}$ and differential operator $\partial_1^{a_1} \cdots \partial_n^{a_n}$, respectively. Let $\mathbf{R}[y]$ and $\mathbf{R}(y)$ be the set of all polynomials and rational functions in $y_1, \ldots, y_n$, respectively. The set of all $(m \times l)$ matrices and $(m \times m)$ skew matrices with components in $\mathbf{R}(y)$ is denoted by $\mathbf{R}(y)^{m \times l}$ and $\text{Skew}_m(\mathbf{R}(y))$, respectively. The symbol $\mathbf{R}(y)(\partial)$ denotes the noncommutative ring of differential operators with coefficients in $\mathbf{R}(y)$. The action of a differential operator $\mathcal{P}$ on a sufficiently smooth function $F(y) = F(y_1, \ldots, y_n)$ is denoted by $\mathcal{P} \cdot F(y)$; for instance, $\partial_i \cdot F(y) = \partial F/\partial y_i(y)$. If $\mathcal{P} \cdot F = 0$, a differential operator $\mathcal{P}$ is said to annihilate function $F$ and $F$ is a solution of $\mathcal{P}$. The left ideal in $\mathbf{R}(y)(\partial)$ generated by a finite number of differential operators $\mathcal{P}_1, \ldots, \mathcal{P}_s$ is defined as $(\mathcal{P}_1, \ldots, \mathcal{P}_s) := \{Q_1 \mathcal{P}_1 + \cdots + Q_s \mathcal{P}_s \mid Q_1, \ldots, Q_s \in \mathbf{R}(y)(\partial)\}$. In this paper, the adjective “left” is omitted and it is referred to as an “ideal” because there is no right ideal. If $\mathcal{P} \cdot F = 0$ for all $\mathcal{P} \in \mathcal{I}$, the ideal $\mathcal{I} \subseteq \mathbf{R}(y)(\partial)$ is said to annihilate function $F$ and $F$ is a solution of $\mathcal{I}$.

**II. First Integrals of Hamiltonian Systems and Hamilton-Jacobi Equation**

For a scalar-valued function $h(x, p)$, we consider the following first-order PDE for scalar-valued function $v(x)$:

$$h(x, p) = 0, \quad p = \nabla_x v(x),$$

where $x \in \mathbb{R}^n$. The PDE (1) is called the HJE for the Hamiltonian $h$. The Hamiltonian system associated with $h$ is a dynamical system with $2n$ state variables $z = (x, p)$ defined as follows.

$$\begin{align*}
\dot{x} &= \nabla_p h(x, p), \\
\dot{p} &= -\nabla_x h(x, p).
\end{align*}$$

A first integral of the Hamiltonian system (2) is a function that is constant along the trajectory of (2), i.e., a function $f$ that satisfies

$$\dot{f} = (\nabla_x f)^T \dot{x} + (\nabla_p f)^T \dot{p} = \{h, f\} = 0,$$

where $\{\cdot, \cdot\}$ denotes the Poisson bracket, defined as

$$\{f, g\} = (\nabla_p f)^T \nabla_x g - (\nabla_x f)^T \nabla_p g.$$

The first integrals of the Hamiltonian system are closely related to the solutions of the HJE. Let $\mathbf{z} = (\bar{x}, \bar{p})$ be a fixed point with $h(\bar{z}) = 0$ and $\pi$ be the projection to the first component, i.e., $\pi : z = (x, p) \mapsto x$. For a neighborhood $U \subseteq \mathbb{R}^{2n}$ of $\bar{z}$, a smooth function $v(x)$ defined on $\pi(U)$ is a solution of the HJE if and only if $h(\bar{z}) = 0$ holds in the following subset

$$\Lambda_v := \{z = (x, p) \in U \mid p = \nabla_z v(x)\} \subseteq \mathbb{R}^{2n}.$$
Lemma 2 ([21]): Suppose \( f(y) \) and \( g(y) \) are holonomic functions. Then, \( f(y) + g(y), f(y)g(y) \), and \( \partial_i f(y) \) \((i = 1, \ldots, m)\) are also holonomic.

The zero-dimensional ideals that annihilate the sums and products of holonomic functions can be computed through the symbolic computation of differential operator; however, it requires the notion of holonomic ideals in the Weyl algebra (see [15] for details).

A specific system of PDEs, called the Pfaffian system, can be derived from the finite dimensional quotient space \( \mathbb{R}(y)(\partial)/I \).

Definition 3 ([13]): The Pfaffian system defined by \( A_1, \ldots, A_m \in \mathbb{R}(y)^{\times n} \) is a system of PDEs for an \( n \)-dimensional vector-valued function \( q(x) \):

\[
\partial_i q(x) = A_i(y)q(x), \quad (i = 1, \ldots, m).
\]

The relationship between holonomic functions, zero-dimensional ideals, and Pfaffian systems can be summarized as follows.

Lemma 3 ([13]): Let \( I \subset \mathbb{R}(y)(\partial) \) be a zero-dimensional ideal such that the quotient space \( \mathbb{R}(y)(\partial)/I \) is \( n \)-dimensional. Let \( \mathcal{B} \) be a vector of differential operators defined as

\[
\mathcal{B} := [1 \partial^a_1 \ldots \partial^a_{s-1}]^T,
\]

where \( 1, \partial^a_1, \ldots, \partial^a_{s-1} \) are the standard monomials [13] of \( I \). Then, \( A_1(y), \ldots, A_m(y) \in \mathbb{R}(y)^{\times n} \) in (7) can be computed such that a vector-valued function \( \mathcal{Q}(y) = \mathcal{B} \cdot f(y) \) satisfies the Pfaffian system, where \( f \) denotes any solution of \( I \). Moreover, \( A_1(y), \ldots, A_m(y) \) satisfy the integrability condition:

\[
\partial_i A_j + A_i A_j = \partial_j A_i + A_j A_i, \quad (1 \leq i < j \leq m)
\]

The key property of the Pfaffian system is that its solution space is finite-dimensional over \( \mathbb{R} \) as the space of analytic functions.

Lemma 4 ([13]): With the same notations as Lemma 3 let \( U \) denote any simply connected domain in \( \{ y \in \mathbb{R}^m \mid D(y) \neq 0 \} \), where \( D(y) \) is the least common multiple of all denominators included in \( A_1, \ldots, A_m \). Let \( \mathcal{S}(I) \) be the set of all analytic solutions of \( I \) defined on \( U \). Let \( \mathcal{V}(A_1, \ldots, A_m) \) be the set of all analytic solutions of the Pfaffian system (7) defined on \( U \). Then, \( \mathcal{S}(I), \mathcal{V}(A_1, \ldots, A_m), \) and \( \mathcal{R}^x \) are isomorphic to each other with isomorphisms \( \phi_\mathcal{B} : \mathcal{S}(I) \rightarrow \mathcal{V}(A_1, \ldots, A_m) \) and \( \phi_\mathcal{V} : \mathcal{V}(A_1, \ldots, A_m) \rightarrow \mathcal{R}^x \) defined by

\[
\phi_\mathcal{B}(y) := \mathcal{B} \cdot f, \quad \phi_\mathcal{V}(q) := q(y),
\]

with any fixed \( y \in U \). The inverse \( \phi_\mathcal{B}^{-1}(q) \) can be defined as the first component of \( q \); \( \phi_\mathcal{V}^{-1}(q) \) can be defined as the unique solution of (7) with boundary condition \( q(\bar{y}) = q \).

When \( I = \langle P_1, \ldots, P_m \rangle, \mathcal{B} \) and \( A_1, \ldots, A_m \) can be computed from \( \mathcal{P}_1, \ldots, \mathcal{P}_m \) using the Gröbner bases in \( \mathbb{R}(y)(\partial) \) [13]. In this paper, the solution space \( \mathcal{S}(I) \) is denoted by \( \mathcal{S}(\mathcal{P}_1, \ldots, \mathcal{P}_m) \) if \( I = \langle \mathcal{P}_1, \ldots, \mathcal{P}_m \rangle \).

IV. First Integrals in Solution Space of Pfaffian System

For differential operators \( \mathcal{P}_1, \ldots, \mathcal{P}_{2n} \) of the form of (6) that annihilate \( h(x, p) \), suppose that other first integrals \( f_2, \ldots, f_n \) that define a solution of the HJE are included in the solution space \( \mathcal{S}(\mathcal{P}_1, \ldots, \mathcal{P}_{2n}) \). Now, a condition for the existence of such first integrals is derived by considering the Pfaffian system associated with \( \mathcal{P}_1, \ldots, \mathcal{P}_{2n} \). This condition is obtained as a set of algebraic equations for a finite number of finite-dimensional vectors, which can be easily solved. Consequently, the first integrals can be determined by solving the algebraic equations if they have a sufficient number of solutions.

The condition can be obtained in two steps. First, the set of PDEs (3) is converted into an infinite number of algebraic equations for some finite-dimensional vectors. It should be noted that this first part is presented in the preliminary form in the conference proceedings [14]. Subsequently, the number of equations is reduced to a finite number. In this section, \( \mathcal{B} \) and \( A_1, \ldots, A_{2n} \in \mathbb{R}(z)^{d \times d} \) denote the vector of differential operators and matrices of rational functions derived from \( \mathcal{P}_1, \ldots, \mathcal{P}_{2n} \) through Lemma 3. Moreover, \( \mathcal{S} \) and \( \mathcal{V} \) denote \( \mathcal{S}(\mathcal{P}_1, \ldots, \mathcal{P}_{2n}) \) and \( \mathcal{V}(\mathcal{P}_1, \ldots, \mathcal{P}_{2n}) \), respectively. In addition, a point \( \bar{z} \) is fixed in \( U \), where the domain \( U \) is defined as in Lemma 3.

A. Reduction from PDEs to Infinite Number of Algebraic Equations

For the first step, suppose that all first integrals \( f_1, \ldots, f_n \) lie in \( \mathcal{S} \). From Lemma 3 there exists \( q_k \in \mathcal{V} \) such that \( q_k = \phi_\mathcal{B}(f_k) \) for each \( f_k \).

From (8), we obtain

\[
\begin{cases}
\nabla x f_k(z) = B_k(z)q_k(z), \\
\nabla p f_k(z) = B_p(z)q_k(z),
\end{cases}
\]

where \( B_k \in \mathbb{R}(z)^{n \times d} \) and \( B_p \in \mathbb{R}(z)^{n \times d} \) consist of the first rows of \( A_1, \ldots, A_n \) and those of \( A_{n+1}, \ldots, A_{2n} \), respectively. By substituting (10) into (3) and (4), we obtain

\[
\{ f_k, f_l \} := (q_k^\top \Omega q_l)(z) = 0,
\]

\[
\det \{ B_p(\bar{z}) : q_k(\bar{z}) \cdots q_n(\bar{z}) \} \neq 0
\]

for a point \( \bar{z} \in U \) and \( \Omega := B_p^\top B_p - B_p^\top B_p \in \text{Skew}(\mathcal{R}(z)) \).

From Lemma 4, \( q_k^\top \Omega q_l \) is analytic at any \( \bar{z} \in U \); hence, \( q_k^\top \Omega q_l = 0 \) over \( U \) if and only if

\[
\partial^\alpha \bullet (q_k^\top \Omega q_l)(z)\big|_{z = \bar{z}} = 0
\]

holds for any \( \alpha \in \mathbb{Z}_{\geq 0}^{2n} \). For each differential operator \( \partial_i \) \((i = 1, \ldots, 2n)\), the Pfaffian system yields

\[
\partial_i \bullet (q_k^\top \Omega q_l) = (\partial_i q_k)^\top \Omega q_l + q_k^\top (\partial_i \Omega) q_l + q_k^\top \Omega (\partial_i q_l) = q_k^\top (A_i^\top \Omega + \partial_i \Omega + \Omega A_i) q_l.
\]

By defining a mapping \( D_i : \text{Skew}(\mathcal{R}(z)) \rightarrow \text{Skew}(\mathcal{R}(z)) \) for each \( i = 1, \ldots, 2n \) as

\[
D_i \Omega := A_i^\top \Omega + \Omega A_i + \partial_i \Omega,
\]

we obtain

\[
\partial^\alpha \bullet (q_k^\top \Omega q_l) = q_k^\top (D^\alpha \Omega) q_l.
\]
By substituting (15) into (13), an infinite set of algebraic equations for vectors \( \tilde{q}_k \) and \( \tilde{q}_l \) is obtained:

\[
\tilde{q}_k \{ (D^\alpha \Omega)(\tilde{z}) \} \tilde{q}_l = 0 \quad (\alpha \in \mathbb{Z}_{\geq 0}^n),
\]

(16)

where \( D^\alpha \) is the composition of mappings \( D^{\alpha_1} \circ D^{\alpha_2} \circ \cdots \circ D^{\alpha_n} \). Thus far, the discussion can be summarized as follows.

**Theorem 1:** Suppose the differential operators \( P_1, \ldots, P_{2n} \) are of the form of (5) and annihilate the holonomic Hamiltonian \( h \). For a fixed \( \tilde{z} \in U \) and \( \tilde{q}_1 = \psi_z \circ \phi_B(h) \), let \( \tilde{q}_2, \ldots, \tilde{q}_n \in \mathbb{R}^d \) be the constant vectors that satisfy (16) for \( \forall k, \ell \in \{1, \ldots, n\} \). Then, the functions \( f_k := \phi_B^{-1} \circ \psi_z^{-1}(\tilde{q}_k) \in \mathbb{S} \) \((k = 2, \ldots, n)\) satisfy conditions (3) and (4); in other words, they are the first integrals that define a solution of the HJE (1).

Now, the condition (3) is converted into the set of algebraic equations (16) for \( n \) vectors \( \tilde{q}_1, \ldots, \tilde{q}_n \in \mathbb{R}^d \). If \( \tilde{q}_2, \ldots, \tilde{q}_n \) satisfy (16) for \( k, \ell \in \{1, \ldots, n\} \) and (13) with \( \tilde{q}_1 \), the first integrals \( f_2, \ldots, f_n \) that define a solution of the HJE are obtained as \( f_k = \phi_B^{-1} \circ \psi_z^{-1}(\tilde{q}_k) \) \((k = 2, \ldots, n)\). However, (16) consists of an infinite number of algebraic equations, which cannot be solved or verified for some candidates of \( \tilde{q}_2, \ldots, \tilde{q}_n \) in finite time. The following section shows that the number of equations can be reduced to be finite.

**B. Reduction to Finite Set of Algebraic Equations**

From the closure property of holonomic functions in Lemma 2 the Poisson bracket \( \{ f_k, f_l \} \) is a holonomic function of \( z \) if \( f_k \) and \( f_l \) are holonomic. Hence, a zero-dimensional ideal annihilating \( \{ f_k, f_l \} \) and the corresponding Pfaffian system exist. Furthermore, it can be shown that there exists a Pfaffian system satisfied by all Poisson brackets \( \{ f, g \} \) of any two functions \( f, g \in \mathbb{S} \).

**Lemma 5:** A finite set of multi-indices \( \Gamma = \{0, \gamma_1, \ldots, \gamma_{t-1}\} \) exists such that for any pair of solutions \( f, g \in \mathbb{S} \), a Pfaffian system

\[
\partial_i r(z) = T_i(z) r(z) \quad (i = 1, \ldots, 2n)
\]

(17)

is satisfied by the vector-valued function \( r = C \cdot \{ f, g \} \) with a vector of differential operators

\[
C = \begin{bmatrix} 1 & \partial^{\gamma_1} & \cdots & \partial^{\gamma_{t-1}} \end{bmatrix}^T.
\]

(18)

**Proof:** First, the Pfaffian system (17) is derived from the infinite set of matrices \( D^\alpha \Omega \) \((\alpha \in \mathbb{Z}_{\geq 0}^n)\). For the \( \mathbb{R}(z) \)-vector space \( \text{Skew}_d(\mathbb{R}(z)) \), let \( \mathcal{M} \subseteq \text{Skew}_d(\mathbb{R}(z)) \) be the subspace spanned by all matrices \( D^\alpha \Omega \), i.e.,

\[
\mathcal{M} := \text{Span}_{\mathbb{R}(z)} \{ D^\alpha \Omega \mid \alpha \in \mathbb{Z}_{\geq 0}^n \}.
\]

(19)

The subspace \( \mathcal{M} \) must be finite-dimensional because the dimension of \( \text{Skew}_d(\mathbb{R}(z)) \) is \((d(d - 1)/2)\). Let \( t < (d(d - 1)/2) \) be the dimension of \( \mathcal{M} \) and the set of \( t \) matrices \( \{ D^{\gamma_0} \Omega, \ldots, D^{\gamma_{t-1}} \Omega \} \) be a basis of \( \mathcal{M} \). It should be noted that without loss of generality, we can select \( \Gamma = \{ \gamma_0, \gamma_1, \ldots, \gamma_{t-1} \} \) such that \( \gamma_0 = 0 \in \mathbb{Z}_{\geq 0}^n \) and \( \gamma_0 < \gamma_1 < \cdots < \gamma_{t-1} < \alpha \) for all \( \alpha \in \mathbb{Z}_{\geq 0}^n \). \( \Gamma \) with a monomial order \( \prec \) on \( \mathbb{Z}_{\geq 0}^n \).

For any \( k \in \{0, \ldots, t-1\} \) and \( i \in \{1, \ldots, 2n\} \), there exist rational functions \( c_{ikl} \in \mathbb{R}(z) \) \((l = 0, \ldots, t-1)\) such that the following holds:

\[
D_k D_l \mathcal{M} \Omega = \sum_{i=0}^{t-1} c_{ikl} D_l \mathcal{M} \Omega.
\]

(20)

For every pair of functions \( f, g \in \mathbb{S} \), (20) yields

\[
\partial_i \partial_j \{ f, g \} = \sum_{i=0}^{t-1} c_{ikl} D_k \mathcal{M} \Omega \partial_l \mathcal{M} \Omega = \sum_{i=0}^{t-1} c_{ikl} \partial_l \{ f, g \},
\]

(21)

where \( q_f = \phi_B(f) \) and \( q_g = \phi_B(g) \). By combining (21) for \( k = 0, \ldots, t-1 \) into one, we obtain the Pfaffian system (17) with matrices \( T_i \) \((i = 1, \ldots, 2n)\) whose \((k, l)\)-component is \( c_{ikl} \) and vector \( C \) defined by (18).

Next, the proof of matrices \( T_i \) \((i = 1, \ldots, 2n)\) satisfying the integrability condition (9) is presented. Let us consider (20).

By applying \( D_j \) with \( j \neq i \) to both sides, we obtain

\[
D_j D_k D_l \mathcal{M} \Omega = D_j \left\{ \sum_{i=0}^{t-1} c_{ikl} D_l \mathcal{M} \Omega \right\} = \sum_{i=0}^{t-1} \left\{ c_{iki} D_l \mathcal{M} \Omega + (\partial_j c_{ikl}) D_l \mathcal{M} \Omega \right\}
\]

(22)

By replacing the subscript \( i \) with \( j \), we have

\[
D_j D_k D_l \mathcal{M} \Omega = \sum_{i=0}^{t-1} \left\{ c_{jki} c_{ikl} + (\partial_j c_{ikl}) \right\} D_l \mathcal{M} \Omega.
\]

(23)

The right-hand sides of (22) and (23) are equal to each other because \( D_i D_j D_l \mathcal{M} \Omega = D_j D_i D_l \mathcal{M} \Omega \) holds by considering (9) and (14). In particular, the coefficients of each matrix are equal to each other because matrices \( D^\alpha \mathcal{M} \Omega, \ldots, D^{\gamma_{t-1}} \mathcal{M} \Omega \) are linearly independent, thereby yielding the integrability condition for \( T_1, \ldots, T_{2n} \):

\[
\partial_i T_i + T_i T_j = \partial_i T_j + T_j T_i \quad (1 \leq i < j \leq 2n).
\]

(24)

This completes the proof. ■

Thus, from Lemma 5 the main result is obtained as follows.

**Theorem 2:** With the same notations as Lemma 5, let \( E(z) \in \mathbb{R}(z) \) be the least common multiple of the denominators included in \( T_1, \ldots, T_{2n} \). For any fixed point \( \tilde{z} \in U' := \{ z \in U \mid E(z) \neq 0 \} \), constant vectors \( \tilde{q}_k \in \mathbb{R}^d \) \((k = 1, \ldots, n)\) satisfy (16) if and only if they satisfy a finite number of algebraic equations:

\[
\partial_k \partial_l \mathcal{M} \Omega(\tilde{z}) \tilde{q}_l = 0 \quad (\gamma \in \Gamma, \ 1 \leq k < l \leq n).
\]

(25)
Proof: From Lemma 4 and the Pfaffian system (17), the Poisson bracket \{f_k, f_l\}(z) is constantly equal to 0 on \(U'\) if and only if (C \cdot (f_k, f_l))(z) = 0 \(\in \mathbb{R}'\) holds at any one point \(z \in U'\). This implies that (16) holds if and only if (25) is valid for \(q_k = \psi_2 \circ \psi_3 (F_k)\) \((k = 1, \ldots, n)\).

Theorem 3 ensures that we can determine \(f_2, \ldots, f_n \in \mathbb{S}\) that define a solution of the HJE with \(h\) by finding \(q_2, \ldots, q_n \in \mathbb{R}^d\) that satisfy (25) and (12) with \(q_1 = \psi_2 \circ \psi_3 (h)\). More precisely, \(f_k\) is specified as the analytic function that satisfies \(q_k = B \cdot f_k\) for the solution \(q_k(z)\) of the Pfaffian system (7) defined by \(A_1, \ldots, A_{2n}\) with boundary condition \(q_k(\bar{z}) = \bar{q}_k\). Although it is difficult to analytically solve the Pfaffian system, we can numerically evaluate \(f_k\) and its derivatives using the holonomic gradient method (HGM) (17). Solving (25) is easier than directly finding the first integrals that satisfy conditions (3) and (4) by solving the Lagrange-Charpit system (9).

It should be noted that for the solutions of algebraic equations (25) to exist, the dimension \(d\) of \(\bar{q}_k\) must be sufficiently larger than the number of equations \(t\). There are more than one zero-dimensional ideals that annihilate the holonomic Hamiltonian, and the dimensions \(d\) and \(t\) depend on the choice of the ideal. It is a part of future work to clarify which zero-dimensional ideal yields \(d\) sufficiently larger than \(t\).

V. DERIVATION OF FINITE EQUATION SET

To find the algebraic equations (25), an appropriate finite set of multi-indices \(\Gamma = \{0, \gamma_1, \ldots, \gamma_{t-1}\} \subset \mathbb{Z}_{\geq 0}^n\) must be determined. In the proof of Lemma 5, the multi-indices yield a basis \(\Omega, D^{\gamma_1} \Omega, \ldots, D^{\gamma_{t-1}} \Omega\) of the \(t\)-dimensional \(\mathbb{R}(z)\)-vector space \(\mathbb{M}\). It should be noted that finitely many matrices in \(\{D^{\alpha} \Omega \mid \alpha \in \mathbb{Z}_{\geq 0}^n\}\) can be recursively computed by applying \(D_i\) \((i = 1, \ldots, 2n)\) to \(\Omega\). Moreover, for the finite set of matrices, the computation of its linearly independent subset is a straightforward process. However, we cannot determine whether the linearly independent set is sufficient to span \(\mathbb{M}\) because dimension \(t\) is unknown. In this section, a method is proposed to compute \(\Gamma\), which provides a basis of \(\mathbb{M}\), from a finite number of matrices \(D^{\gamma_1} \Omega\).

For a finite number of matrices \(D^{\gamma_1} \Omega, \ldots, D^{\gamma_{t-1}} \Omega\), suppose that there exist several \(\mathbb{R}(z)\)-linear relations between them:

\[
e_j, a \cdot D^{\gamma_1} \Omega + \cdots + e_j, a \cdot D^{\gamma_{t-1}} \Omega = 0
\]

\((e_j, a \in \mathbb{R}(z); i = 1, \ldots, \gamma; j = 1, \ldots, r)\). (26)

Equations (26) with (15) indicate that any Poisson bracket \{f, g\} with \(f, g \in \mathbb{S}(P_1, \ldots, P_{2n})\) is annihilated by differential operators \(Q_j := e_j, a \cdot \partial^{\alpha_1} + \cdots + e_j, a \cdot \partial^{\alpha_r}\) \((j = 1, \ldots, r)\). If the ideal \(I = \langle Q_1, \ldots, Q_{r} \rangle\) is zero-dimensional, the quotient space \(\mathbb{R}(z)(\partial)/I\) is a finite dimensional \(\mathbb{R}(z)\)-vector space with a basis \(\{\partial^{\alpha_1}, \ldots, \partial^{\alpha_r}\}\) comprising the standard monomials [13] of \(I\). Hence, any \(\partial^{\alpha}\) \((\alpha \in \mathbb{Z}_{\geq 0}^n)\) can be expressed as a unique \(\mathbb{R}(z)\)-linear combination of the elements of the basis. This implies that the set of matrices \(B := \{\Omega, D^{\alpha_1} \Omega, \ldots, D^{\alpha_r} \Omega\}\) spans \(\mathbb{M}\). If \(B\) is linearly independent, dimension \(t\) is given as \(t = t'\) and \(\Gamma = \{0, \beta_1, \beta_{r-1}\}\). If not, the minimal linearly independent subset of \(B\) is a basis of \(\mathbb{M}\). The procedure for computing \(\Gamma\) is summarized in Algorithm 1.

VI. NUMERICAL EXAMPLE

Consider the HJE for the following Hamiltonian.

\[
h(x, p) = -2p_1 \sin(x_1) + 2x_2 p_2 - x_2^2 + x_1^4,
\]

(27)

where \(x = [x_1, x_2]^T\), \(p = [p_1, p_2]^T\), and \(a, b \in \mathbb{R}\). To apply the proposed method to this HJE, \(h(x, p)\) should be verified to be holonomic. By virtue of Lemma 2 it is sufficient to show that each term of \(h(x, p)\) is a holonomic function. For example, after several differentiations, it was found that the first term \(-2p_1 \sin(x_1)\) is annihilated by the following four differential operators of the form (6): \(P_1 = \partial_{x_1} + 1, P_2 = \partial_{x_2}, P_3 = \partial_{p_1},\) and \(P_4 = -2p_2 \partial_{p_2} - 1\). For the other terms, the appropriate differential operators were found by differentiating them several times, which guarantees that every term is holonomic and \(h(x, p)\) is also holonomic from Lemma 2. A zero-dimensional ideal that annihilates \(h\) was determined by computing the intersection of the ideals for all terms (see [15] for details). It should be noted that this computation of intersection can be performed independently of parameters \(a\) and \(b\).

Using the symbolic computation of differential operators, a Pfaffian system satisfied by \((x, p)\), i.e., the vector of differential operators \(B\) and matrices of rational functions \(A_i(z) \in \mathbb{R}(z)\) \((i = 1, \ldots, 4)\) are obtained as

\[
B = \left[\begin{array}{cccc}
1 & \partial_{p_2} & \partial_{p_1} & \partial_{x_2} & \partial_{x_1}
\end{array}\right]^T,
\]

\[
A_{x_1} = \left[
\begin{array}{ccccc}
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
-12 & -6p_2 & -12p_1 & -6x_2 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}
\right].
\]

where \(A_2, A_3,\) and \(A_4\) are omitted owing to space limitations. From Lemma 4 the analytic solutions of the Pfaffian system
defined on a simply connected domain $U$ in $\{z \in \mathbb{R}^4 \mid x_1 p_1 p_2 \neq 0\}$ constitute the 5-dimensional real vector space. The matrices $B_s, B_p \in \mathbb{R}(z)^{2 \times 5}$ and $\Omega \in \mathbb{R}(z)^{5 \times 5}$ are derived from $A_1, \ldots, A_4$ as constant matrices:

$$B_s = \begin{bmatrix} 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}, \quad B_p = \begin{bmatrix} 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \end{bmatrix},$$

and $\Omega = B_p^T b_s - B_s^T b_p \in \mathbb{R}(z)^{5 \times 5}$. Using Algorithm 1, $\Gamma = \{(0,0,0,0),(1,0,0,0),(0,1,0,0)\}$ is obtained, which indicates from Theorem 2 that $\Omega$ is valid if and only if

$$\tilde{q}_1^T \Omega(\tilde{z}) \tilde{q}_2 = \tilde{q}_1^T D_2 \Omega(\tilde{z}) \tilde{q}_2 = \tilde{q}_1^T D_3 \Omega(\tilde{z}) \tilde{q}_2 = 0$$

(28)

holds. In this example, the condition (12) was obtained as

$$\det \left\{ B_p[\tilde{q}_1, \tilde{q}_2] \right\} = \tilde{q}_1,3 \tilde{q}_2,2 - \tilde{q}_2,3 \tilde{q}_1,2 \neq 0.$$  

(29)

Consequently, any two vectors satisfying (28) and (29) yield the first integrals of the Hamiltonian system associated with (27) that define a solution of the HJE. It should be noted that all aforementioned computations can be performed symbolically and include no approximations.

Based on the denominators of the components of $A_1, \ldots, A_4$, let $U = \{z \in \mathbb{R}^4 \mid x_1 > 0, p_1 > 0, p_2 > 0\}$, and let $\forall \mathcal{D}(A_1, \ldots, A_4)$ and $\forall \mathcal{P}_1(\ldots, \mathcal{P}_4)$ be the solution spaces defined on it. For a fixed point $\tilde{z} = [\pi/6 \ 1 \ b(\pi/6)^4 \ 2/a]^T$, which satisfies $h(\tilde{z}) = 0$, we seek the first other integral $f_2$ that defines a solution of the HJE. The constant vector $\tilde{q}_1$ is computed as

$$\tilde{q}_1 = (B \cdot h)(\tilde{z}) = \begin{bmatrix} 0 - 2 - 1/4 - b \pi^3 (\sqrt{3} \pi - 24)/1296 \end{bmatrix}^T \in \mathbb{R}^5$$

For any constant vector $\tilde{q}_2$ that satisfies (28) and (12) with $\tilde{q}_1$, the other first integral that defines a solution of the HJE is obtained as

$$f_2 = \phi_{\tilde{q}_2}^{-1} \circ \phi_{\tilde{q}_1}^{-1}(\tilde{q}_2).$$

An appropriate $\tilde{q}_2 \in \mathbb{R}^5$ satisfying (28) and (29) can be selected because the number of equations is 3. For example, $\tilde{q}_2 = [0 \ a \ 0 - 2 0]^T$ satisfies both conditions. Although it is difficult to compute its explicit expression, $f_2$ is uniquely characterized as the first component of the solution of the Pfaffian system defined by $A_1, \ldots, A_4$ with boundary condition $Q(\tilde{z}) = \tilde{q}_2$ and can be evaluated using the HGM [17].

VII. CONCLUSION

In this paper, the solutions of the HJE with holonomic Hamiltonian were investigated. A solution of the HJE is characterized by a finite number of the first integrals of the corresponding Hamiltonian system. Under the assumption that the Hamiltonian is holonomic, the finite dimensional solution space of the Pfaffian system associated with the holonomic Hamiltonian can be used to obtain the condition for the other first integrals to characterize a solution of the HJE. We obtained the condition as a finite number of algebraic equations, which can be computed through the symbolic computation of differential operators. Although the algebraic equations do not necessarily have a solution, they can be easy solved if at least one solution exists.

Future work directions of this study include the investigations related to the range of problems or conditions on the Hamiltonian to guarantee the existence of solutions of the algebraic equations. When the HJE is considered in control theory, a particular solution of the HJE called the stabilizing solution is required. The characterization of the stabilizing solution in terms of holonomic functions, zero-dimensional ideals, and Pfaffian systems will also be considered in future work.
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