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Abstract

While large self-supervised models have rivalled the performance of their supervised counterparts, small models still struggle. In this report, we explore simple baselines for improving small self-supervised models via distillation, called SimDis. Specifically, we present an offline-distillation baseline, which establishes a new state-of-the-art, and an online-distillation baseline, which achieves similar performance with minimal computational overhead. We hope these baselines will provide useful experience for relevant future research. Code is available at: https://github.com/JindongGu/SimDis/

1. Introduction

Recent self-supervised learning algorithms have largely closed the gap in linear classifier between unsupervised and supervised representations from large models (e.g., the gap is only 0.5% for BYOL using ResNet-200x2 on ImageNet) [5]. However, such gap increases as we reduces the model capacity. For instance, the linear probing accuracy of BYOL using ResNet-50 is 2.3% lower than its supervised counterpart. With a smaller model such as ResNet-18, this gap even increases to 8.9% (our reimplementation).

We speculate that smaller models with limited representation power cannot directly solve the self-supervised pre-training task well. This is because such task is often difficult, e.g., contrastive learning requires the model to recognize each instance in a large scale dataset. Meanwhile, small models are usually preferred to run for real-world applications, as it reduces latency, power cost, and carbon emission. Therefore, it is of significant importance to learn small but powerful self-supervised models.

In this report, we build two strong baselines (called SimDis) for improving small self-supervised models, by exploring simple distillation strategies. Distillation has been successfully used to compress large models in supervised setup but rarely considered for self-supervised learning. Our first baseline is offline: we firstly train a large model until convergence, and then distill to a small model. This baseline significantly outperforms previous state-of-the-art SEED [4], without using memory buffers. For the second baseline, we simultaneously train the small model with the large model by exploiting various outputs from the large model as teaching views. With minimal computational cost, this online baseline (called SimDis-On) achieves similar performance as the offline baseline (called SimDis-Off), as shown in Figure 1. Moreover, we demonstrate that these two baselines work well when LARS and Synchronized BatchNorm (both are critical for many self-supervised learning algorithms) are removed.

2. Related Works

Self-supervised Learning. Recently, self-supervised learning has been significantly advanced by contrastive learning, which either takes explicit negatives [10, 13, 12, 7, 3] or implicit regularization [5, 2]. However, contrastive learning is desperate for model size, i.e., the larger the model is, the smaller the gap between the accuracies of self-supervised and supervised representations. Therefore, in this work we focuses on improving small models.

Knowledge Distillation. In supervised learning setting, knowledge distillation has been broadly studied from different perspectives, e.g., transferring knowledge [8, 1, 11, 14], model architectures [6], and distillation scheme [8, 15]. Recent work CompRess [9] and SEED [4] construct label-free knowledge to guide the training of small self-supervised models. Different from their work, our work provides baselines that are simpler (e.g., removing memory back and negative samples), stronger, and computationally efficient.

Figure 1: Linear evaluation accuracy of self-supervised ResNet18: Our baselines SimDis achieve SOTA performance.
3. Self-supervised Model Distillation

The overview of our distillation approach is shown in Fig. 2, which consists of a small student model and a big teacher model. Both the student and the teacher contains two siamese networks, which are commonly used in the self-supervised learning paradigm. Therein, the blue-grey pair (blue indicates the online network while gray refers to the momentum network) with the bigger rectangles corresponds to the teacher, while the smaller ones to the student. At the end of the training, we only keep the network marked as the final small backbone.

**Teacher.** The teacher model with the siamese network architecture can be trained with various self-supervised learning methods. In this work, the recent state-of-the-art method BYOL [5] is applied. Similar to other methods, BYOL uses two neural networks: the online network (the blue rectangle marked with $T$) and the target network (the gray rectangle marked with $\hat{T}$). The online network $T$ is defined by a set of weights $\theta$ and is comprised of three stages: an encoder $f_{\theta}^T$, a projector $g_{\theta}^T$ and a predictor $\hat{g}_{\theta}^T$. The target network $\hat{T}$ with the parameters $\xi$ is an exponential moving average of $T$.

Given an image $x$, BYOL produces two augmented views $v$ and $v'$. The representation, the prediction and the projection of $v$ are $y_{\theta}^T = f_{\theta}^T(v)$, $\hat{z}_{\theta}^T = g_{\theta}^T(y_{\theta}^T)$ and $\hat{g}_{\theta}^T(\hat{z}_{\theta}^T)$, respectively. The training loss measures the mismatch between the prediction of $v$ on $T$ and the projection of $v'$ on $\hat{T}$, namely, the mean squared error between the normalized predictions and projections,

$$
\mathcal{L}_{\theta, \xi}^T = \left\| \frac{\hat{z}_{\theta}^T}{\left\| \hat{z}_{\theta}^T \right\|_2} - \frac{\hat{z}_{\theta}^{\hat{T}}}{\left\| \hat{z}_{\theta}^{\hat{T}} \right\|_2} \right\|^2_2, \tag{1}
$$

where the overline symbol means $l_2$-normalized. Symmetrically, the mismatch between the prediction of $v'$ on $T$ and the projection of $v$ on $\hat{T}$ is also taken as part of the final loss.

At each training step, the parameters $\theta$ of $T$ is updated with gradient-based optimizer. Note that the gradients received by $\hat{T}$ are stopped during optimization. The parameters $\xi$ of $\hat{T}$ is updated with moment-based update rule:

$$
\xi \leftarrow \tau \xi + (1 - \tau)\theta, \tag{2}
$$

where $\tau \in [0, 1]$ is specified as the target decay rate.

**Student.** The student model is a similar siamese architecture as the teacher but uses a smaller encoder $f_{\theta}^S$.

The loss used to update the student includes two parts: BYOL loss and Distillation loss. Similar to the loss in Eq. 1, the BYOL loss measures the mean squared error between the normalized predictions on $S$ and projections on $\hat{S}$. The Distillation loss measures the mismatch between the predictions on $S$ and projections of another $\hat{T}$ of the same image. Note that two prediction heads are built in the student, one for predicting the projections on $\hat{S}$ and another for predicting the projections on $\hat{T}$. $\hat{T}$ is a stable version of $T$ during training, while they perform similarly at the end of the training. Hence, $\hat{T}$ is chosen across the paper. See Sec. 3.2 for more design choices.

The updates of the student are similar to the ones of the teacher. Namely, the parameters of $S$ are updated with SGD, while the parameters of $\hat{S}$ is updated with moment-based update rules as in Eq. 2. The only difference is the distillation loss term, which guides the training of the student with the representations learned by the teacher. The updates of the student and the teacher can be simultaneous in a single stage or separate in two stages, which correspond to the online and offline distillation schemes.

3.1. Offline/Online Distillation Schemes

**Offline.** The offline distillation scheme consists of two stages. In the first stage, only the teacher model is trained as described in Sec. 3. In the second stage, the pre-trained teacher model is fixed, and the student model is trained using both BYOL and Distillation losses. This method is dubbed as SimDis-Off.

**Online.** The online distillation scheme updates the student and the teacher simultaneously. The teacher model is trained with BYOL loss, which is the same as the first stage
In this section, we conduct three experiments to verify our baselines: 1) We demonstrate the pros and cons of online/offline distillation as well as our improvement; 2) We compare our baseline with other self-supervised model distillation methods; 3) We remove LARS and SyncBN for promoting a simple and practical setup.

### 4.1. Online vs. offline Distillation

In this experiment, we compare the computational cost of online and offline distillation as well as their performance. The FLOPs of the models and their top-1 accuracy under different training epochs are reported in Tab. 1.

The offline method requires more computational FLOPs than the online one. Compared with single-view distillation (SimDis-On), the extra cost brought by Multi-view distillation (SimDis-On-7v) is negligible. The offline baseline SimDis-Off consistently outperforms the online baseline SimDis-On, but the gap gradually closes with longer training. Though the gap is about 3.65% for 100 epoch training, the multi-view distillation improves the online method by 2.57%, narrowing the gap significantly with only negligible computational footprint. We hypothesize that the multiple distillation targets provided by the teacher and the student make the gradient optimization direction more accurate.

### 3.2. Online vs. Offline

**Setting.** The online distillation train both the student and the teacher for $N$ epochs, while the offline one first trains the teacher for $N$ epochs and then the student for $N$ epochs.

**Pros and Cons.** In this setting, compared to online distillation, the offline one requires more computational resources, namely the extra cost to do forward inference on the whole training dataset for $N$ times (See Tab. 1). Note that the extra cost cannot be saved by caching the representations because the augmented images vary with epoch.

The online distillation has also limitations. When the training epoch $N$ is small, the teacher is not well trained at the beginning of the training; the representations extracted by the teacher are not very helpful for guiding the training of the student (See $N = 100$ in Tab. 1).

**Improvement.** To overcome the limitation, we propose multi-view distillation. Specifically, we replace the single-view distillation term with the multi-view distillation loss. The new loss computes the MSE between 6 predictions and the corresponding projections. The projections to predict are $\hat{z}_0^S, \hat{z}_0^T, \hat{z}_0^T, \hat{z}_0^T, \hat{z}_0^T, \hat{z}_0^T$, and $\hat{z}_0^T$. The projection $\hat{z}_0^S$ is already computed in the first BYOL loss term. There are 7 views in total to predict. Hence, this method is dubbed as SimDis-On-7v. Although multiple projections (views) are required to compute loss, only tiny extra computational cost is required since the 6 views are free to use in online case.

### 4. Experiments

In this section, we conduct three experiments to verify our baselines: 1) We demonstrate the pros and cons of online/offline distillation as well as our improvement; 2) We compare our baseline with other self-supervised model distillation methods; 3) We remove LARS and SyncBN for promoting a simple and practical setup.

### Architecture

The teacher model is based on ResNet50, a commonly used network in the self-supervised setting. The ResNet50 backbone with an output dimension of 2048 is taken as the encoder in $T$. The projector is an MLP that consists of FC(4096)+BN+ReLU+FC(256). The predictor of $T$ uses the same architecture as the projector. The encoder and the projector of $T$ have the same architecture as in $T$. The student model is constructed by replacing the ResNet50 with ResNet18.

### Optimization

In the standard setting, the LARS optimizer with a cosine decay learning rate schedule and a warm-up period of 10 epochs is used. The base learning rate is set to 0.3 for 256 samples and linearly scaled up with the batch size. We use a batch size of 2048 split over 32 V100 GPUs, where the synchronized Batch Normalization (SyncBN) is applied. For $T$ and $S$, the exponential moving average parameter $\tau$ starts from 0.99 and is increased to one during training, following [5]. The models are trained on ImageNet-1k dataset and evaluated with the standard linear evaluation protocol [5]. The learning rate for linear evaluation is set as 0.001.
Figure 3: The linear evaluation of ResNet18 backbone is reported. The self-supervised methods on ResNet18 show a large gap with the supervised counterpart. SEED boosts the ResNet18 backbone in the self-supervised setting. Both our online and offline methods improve the backbone further.

Table 2: The teacher models and the student models are trained for 100 epochs without syncBN or LARS. Different combinations of the 7 representation views are explored. Generally, more views lead to the better performance.

| Target views for prediction using $S$-$v$ | Num_View | Online | Offline |
|-----------------------------------------|----------|--------|---------|
| Views on Student | Views on Teacher | | |
| $S$-$v$ | $S$-$v'$ | $S$-$v$ | $T$-$v$ | $T$-$v'$ | $T$-$v$ | $T$-$v'$ |
| ✓ | ✓ | | | | | |
| ✓ | ✓ | ✓ | 2 | 58.20 | 59.67 |
| ✓ | ✓ | ✓ | 2 | 58.29 | 62.08 |
| ✓ | ✓ | ✓ | 2 | 59.25 | 59.72 |
| ✓ | ✓ | ✓ | 2 | 58.84 | 62.66 |
| ✓ | ✓ | ✓ | 3 | 58.74 | 62.06 |
| ✓ | ✓ | ✓ | 3 | 59.55 | **63.27** |
| ✓ | ✓ | ✓ | 5 | 59.06 | 59.12 |
| ✓ | ✓ | ✓ | ✓ | 7 | **63.52** | **63.14** |

4.2. Self-supervised Model Distillation

In this experiment, we compared our approach with various methods: ResNet18 trained with MoCo-v2 and BYOL, ResNet18 trained with SEED and our baselines. In SEED [4], we set the hyper-parameters as in [4] and replace the teacher and the data processing correspondingly. We also provide supervised ResNet18 as an upper bound. We run Supervised, MoCo-v2 and SEED on a single node, following their settings. For the remaining methods, we follow the optimization setting described above.

Figure 3 reports the top-1 and top-5 accuracy with training epochs of 100, 300, and 1000. When ResNet18 is applied as the encoder, the self-supervised learning methods (i.e., BYOL and MoCo-v2) suffers a large performance gap with the supervised learning. The existing distillation method SEED can reduce the performance gap by a large margin. Our approach SimDis can further bridge the gap significantly. Both online and offline baselines achieve state-of-the-art performance. We hope they serve as strong baselines for the development of self-supervised distillation in the future.

4.3. Removing LARS and SyncBN

Our distillation approach is based on self-supervised learning. In current literatures, the self-supervised learning setting often requires LARS optimizer and SyncBN to stabilize the training process. However, the LARS optimizer and SyncBN are computationally expensive.

We explore a simple and practical setting for self-supervised model distillation, where none of LARS optimizer and SyncBN is applied and only a single machine with 8 GPUs is used. In this experiment, LARS optimizer
and SyncBN are not applied, and the model is trained for 100 epochs with a batch size of 8*128 and a base learning rate of 0.05. We explore different variants of our approach and distill the student model with different teaching views and their combinations.

The performance is reported in Tab. 2. The student model ResNet18 achieves 55.96 top1 accuracy when trained without distillation. In online setting, when one view from teacher is available, the student performance can be improved. In the case that all 7 views are available, the student achieves the best. In offline setting, a teacher with ResNet50 is first trained with BYOL approach for 100 epochs on the given single machine. The teacher achieves 65.83 top1 accuracy. Given the fixed teacher, the students are trained with different targets for 100 epochs. Since the teacher performs well even at the start of training, the students is improved with the help of teacher. When all 7 views are used, the online students are still comparable to the offline students.

5. Conclusion

In this work, we explore how to improve small self-supervised models with knowledge distillation. A strong baseline is proposed for future studies in this direction. Empirically experiments demonstrate that the proposed baseline achieves the state-of-the-art performance.
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