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Abstract—In this paper, we investigate the Hermite spectral method (HSM) to numerically solve the forward Kolmogorov equation (FKE). A useful guideline of choosing the scaling factor of the generalized Hermite functions is given in this paper. It greatly improves the resolution of HSM. The convergence rate of HSM to FKE is analyzed in the suitable function space and has been verified by the numerical simulation. As an important application and our primary motivation to study the HSM to FKE, we work on the implementation of the nonlinear filtering (NLF) problems with a real-time algorithm developed by S.-T. Yau and the second author in 2008. The HSM to FKE is served as the off-line computation in this algorithm. The translating factor of the generalized Hermite functions and the moving-window technique are introduced to deal with the drifting of the posterior conditional density function of the states in the on-line experiments. Two numerical experiments of NLF problems are carried out to illustrate the feasibility of our algorithm. Moreover, our algorithm surpasses the particle filters as a real-time solver to NLF.
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I. INTRODUCTION

THE central problem in the field of nonlinear filtering (NLF) is to give the instantaneous and accurate estimation of the states based on the noisy observations, if enough computational resources are provided. Nowadays, the most popular method is the particle filters (PF), refer to [1], [2] and references therein. The main drawback of this method is that it is hard to be implemented as a real-time solver, due to its essence of Monte Carlo simulation. Hence, it is necessary to develop a real-time solver to the NLF problems. In 1960s, Duncan [8], Mortensen [19] and Zakai [24] independently derived the so-called DMZ equation, which the unnormalized conditional density function of the states satisfies. Hence the central problem in NLF is translated into solving the DMZ equation in the real time and memoryless manner. It is worthy to point out that the “real-time” and “memoryless” are the most important properties one would like to maintain in the design of the optimal/suboptimal nonlinear filters for real applications. More specifically, “memoryless” refers that one only needs the latest observation to update the estimation of the states without refering back to any earlier observation history; “real time” means that the decision of the states is made on the spot, while the observation data keep coming in.

It is well known that the exact solution to the DMZ equation, generally speaking, can not be written in a closed form. With the well-posedness theory of the DMZ equation in mind, many mathematicians make efforts to seek an efficient algorithm to construct a “good” approximate solution to the DMZ equation. One of the methods is the splitting-up method from the Trotter product formula, which was first described in Besoussan, Glowinski, and Rascanu [6], [7]. It has been extensively studied in many articles later, for instance [13], [15], [16] and [20]. In 1990s, Lototsky, Mikulevicius and Rozovskii [17] developed a new algorithm (so-called S^3-algorithm) based on the Cameron-Martin version of Wiener chaos expansion. However, the above methods require the boundedness of the drifting term and the observation term (f and h in (1.1)), which leaves out even the linear case. To overcome this restriction, Yau and Yau [23] developed a novel algorithm to solve the “pathwise-robust” DMZ equation, where the boundedness of the drift term and observation term is replaced by some mild growth conditions on f and h. Nevertheless, they still made the assumption that the drift term, the observation term and the diffusion term are “time-invariant”. That is to say, f, h and g in (1.1) are not explicitly time-dependent. In [18], we generalized Yau-Yau’s algorithm to the most general settings of the NLF problems, i.e. the “time-varying” case, where f, h and g could be explicitly time-dependent.

Our study of solving the forward Kolmogorov equation (FKE) by the Hermite spectral method (HSM) is closely related to the implementation of the algorithm developed in [18]. The detailed formulation of our algorithm could be found in appendix A or [18]. Briefly speaking, in our algorithm, we start from the signal based model:

\[
\begin{align*}
    dx_t &= f(x_t, t)dt + g(x_t, t)dw_t, \\
    dy_t &= h(x_t, t)dt + dw_t,
\end{align*}
\]

where \( x_t \) is a vector of the states of the system at time \( t \) with \( x_0 \) satisfying some initial distribution and \( y_t \) is a vector.
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of the observations at time $t$ with $y_0 = 0$. $v_t$ and $w_t$ are vector Brownian motion processes with $E[dv_t dv_t^T] = Q(t) dt$ and $E[dw_t dw_t^T] = S(t) dt$, $S(t) > 0$, respectively. The FKE equation is derived as

$$d\sigma(x,t) = L\sigma(x,t) dt + \sigma(x,t) h^T(x,t) S^{-1}(t) dy_t$$

$$\sigma(x,0) = \sigma_0(x),$$

(1.2)

where $\sigma(x)$ is the unnormalized conditional density function, $\sigma_0(x)$ is the density of the initial states $x_0$, and

$$L(\sigma) = \frac{1}{2} \sum_{i,j=1}^n \frac{\partial^2}{\partial x_i \partial x_j} \left[ (gQg^T)_{ij} \sigma \right] - \sum_{i=1}^n \frac{\partial (f_i \sigma)}{\partial x_i}.$$  

(1.3)

To maintain the real-time property, solving the DMZ equation is translated into solving a FKE off-line and updating the initial data on-line at the beginning of each time interval. Let $P_k = \{0 = \tau_0 \leq \tau_1 \leq \cdots \leq \tau_k = T\}$ be a partition of $[0,T]$. The FKE needs to be solved at each time step is

$$\frac{\partial u_i}{\partial t}(x,t) = \left( L - \frac{1}{2} h^T S^{-1} h \right) u_i(x,t) \quad \text{on} \quad [\tau_{i-1}, \tau_i],$$

(1.4)

where $L$ is defined as (1.3). The initial data is updated as follows

$$u_1(x,0) = \sigma_0(x)$$

or

$$u_i(x,\tau_{i-1}) = \exp \left[ h^T(x,\tau_{i-1}) S^{-1}(\tau_{i-1}) (y_{\tau_{i-1}} - y_{\tau_{i-2}}) \right] u_{i-1}(x,\tau_{i-1}), \quad i \geq 2,$$

(1.5)

where $u_i$ is transformed from $\sigma$, see the detailed formulation of our algorithm in the appendix A or [18]. From the above description, it is not hard to see that the FKE (1.4) needs to be solved repeatedly on each time interval $[\tau_{i-1}, \tau_i]$. Thus, it is crucial to obtain a good approximate solution to (1.4).

In this paper, we adopt HSM to solve FKE for two reasons: on the one hand, HSM is particularly suitable for functions defined on the unbounded domain which decays exponentially at infinity; on the other hand, HSM could be easily patched with the numerical solution obtained in the previous time step while the moving-window technique is in use in the on-line experiments.

The HSM itself is also a field of research, which could be traced back to 1970s. In [11], Gottlieb et. al. gave the example $\sin x$ to illustrate the poor resolution of Hermite polynomials. To resolve $M$ wavelength of $\sin x$, it requires nearly $M^2$ Hermite polynomials. Due to this fact, they doubted the usefulness of Hermite polynomials as basis. The Hermite functions inherit the same deficiency from the polynomials. Moreover, it is lack of fast Hermite transform (some analogue of fast Fourier transform). Despite of all these drawbacks, the HSM has its inherent strength. Many physical models need to solve a differential equation on an unbounded domain, and the solution decays exponentially at infinity. From the computational point of view, it is hard to describe the rate of decay at infinity numerically or to impose some artificial boundary condition cleverly on some faraway “boundary”. Therefore the Chebyshev or Fourier spectral methods are not so useful in this situation. As to the HSM, how to deal with the behavior at infinity is not necessary. Recent applications of the HSM can be found in [9], [10], [12], [21], [22], etc.

To overcome the poor resolution, a scaling factor is necessary to be introduced into the Hermite functions, refer to [4], [5]. It is shown in [5] that the scaling factor should be chosen according to the truncated modes $N$ and the asymptotical behavior of the function $f(x)$, as $|x| \to \infty$. Some efforts have been made in seeking the suitable scaling factor $\alpha$, see [5], [14], [21], etc. To optimize the scaling factor is still an open problem, even in the case that $f(x)$ is given explicitly, to say nothing of the exact solution to a differential equation, which is generally unknown a-priori. Although some investigations about the scaling factor have been made theoretically, as far as we know, there is no practical guidelines of choosing a suitable scaling factor. Nearly all the scaling factors in the papers with the application of HSM are obtained by the trial-and-error method. Thus, we believe it is necessary and useful to give a practical strategy to pick an appropriate scaling factor and the corresponding truncated mode for at least the most commonly used types of functions, i.e. the Gaussian type and the super-Gaussian type functions. The strategy we are about to give only depends on the asymptotic behavior of the function. In the scenario where the solution of some differential equation needs to be approximated (the exact solution is unknown), we could use asymptotical analysis to obtain its asymptotic behavior. Thus, our strategy of picking the suitable scaling factor is still applicable. A numerical experiment is also included to verify the feasibility of our strategy. Although it may not be optimal with respect to the accuracy, our strategy provides a useful guideline for the implementations of HSM. In this paper, the precise convergence rate of the HSM to FKE is obtained in suitable function space by numerical analysis and verified by a numerical example.

Let us draw our attention back to the implementation of our algorithm to NLF problems. Through our study of HSM to FKE, the off-line data could be well prepared. However, when synchronizing the off-line data with the on-line experiments, to be more specific, updating the initial data according to (1.5) on-line, another difficulty arises due to the drifting of the conditional density function. The untranslated Hermite functions with limited truncation modes could only resolve the function well, if it is concentrated in the neighborhood of the origin. Let us call this neighborhood as a “window”. Unfortunately, the density function will probably drift out of the current “window”. The numerical evidence is displayed in Fig. 4.6. To efficiently solve this problem, we for the first time introduce the translating factor to the Hermite functions and the moving-window technique for the on-line experiments. The translating factor helps the moving-window technique to be implemented more neatly and easily. Essentially speaking, we shift the windows back and forth according to the “support” of the density function, by tuning the translating factor.

This paper is organized as follows. Section II introduces the generalized Hermite functions and the guidelines of choosing suitable scaling factor to improve the resolution; section III focuses on the analysis of the convergence rate of HSM to FKE and a numerical verification is displayed. Section IV is devoted
to the application of the NLF problems. The translating factor and the moving-window technique are addressed in detail. Numerical simulations of two NLF problems solved by our algorithm are illustrated, compared with the particle filter. For the readers’ convenience, we include the detailed formulation of our algorithm in appendix A and the proof of Theorem 2.1 in appendix B.

II. GENERALIZED HERMITE FUNCTIONS

Let us introduce the generalized Hermite functions and derive some properties inherited from the physical Hermite polynomials.

Let $L^2(\mathbb{R})$ be the Lebesgue space, which equips with the norm $\| \cdot \| = (\int_{\mathbb{R}} | \cdot |^2 dx)^{\frac{1}{2}}$ and the scalar product $\langle \cdot, \cdot \rangle$. Let $H_n(x)$ be the physical Hermite polynomials given by $H_n(x) = (-1)^n e^{x^2} \partial_x^n e^{-x^2}$, $n \in \mathbb{Z}$ and $n \geq 0$. The three-term recurrence

$$H_0 = 1, \quad H_1(x) = 2x$$

and

$$H_{n+1}(x) = 2xH_n(x) - 2nH_{n-1}(x) \quad (2.1)$$
is more handy in implementations. One of the well-known and useful facts of Hermite polynomials is that they are mutually orthogonal with respect to the weight $w(x) = e^{-x^2}$. We define our generalized Hermite functions as

$$H_n^{\alpha, \beta}(x) = \frac{1}{\sqrt{2^n n!}} H_n(\alpha(x - \beta)) e^{-\frac{1}{2} \alpha^2 (x - \beta)^2}, \quad (2.2)$$

for $n \in \mathbb{Z}$ and $n \geq 0$, where $\alpha > 0$, $\beta \in \mathbb{R}$ are some constants, namely the scaling factor and the translating factor, respectively. It is readily to derive the following properties for (2.2):

1) $(H_n^{\alpha, \beta})_{n=0}^\infty$ forms an orthogonal basis of $L^2(\mathbb{R})$, i.e.,

$$\int_{\mathbb{R}} H_n^{\alpha, \beta}(x)H_m^{\alpha, \beta}(x)dx = \frac{\sqrt{\pi}}{\alpha} \delta_{nm}, \quad (2.3)$$

where $\delta_{nm}$ is the Kronecker function.

2) $H_n^{\alpha, \beta}(x)$ is the $n^{th}$ eigenfunction of the following Strum-Liouville problem

$$e^{\frac{1}{2} \alpha^2 (x - \beta)^2} \partial_x (e^{-\alpha^2 (x - \beta)^2} \partial_x (e^{\frac{1}{2} \alpha^2 (x - \beta)^2} u(x))) + \lambda_n u(x) = 0, \quad (2.4)$$

with the corresponding eigenvalue $\lambda_n = 2\alpha^2 n$.

3) By convention, $H_n^{\alpha, \beta} \equiv 0$, for $n < 0$. For $n \in \mathbb{Z}$ and $n \geq 0$, the three-term recurrence holds:

$$2\alpha(x - \beta)H_n^{\alpha, \beta}(x) = \sqrt{2n}H_{n-1}^{\alpha, \beta}(x)$$

$$+ \sqrt{2(n + 1)}H_{n+1}^{\alpha, \beta}(x); \quad (2.5)$$
or

$$2\alpha^2(x - \beta)H_n^{\alpha, \beta}(x) = \sqrt{\lambda_n}H_{n-1}^{\alpha, \beta}(x)$$

$$+ \sqrt{\lambda_{n+1}}H_{n+1}^{\alpha, \beta}(x). \quad (2.6)$$

4) The derivative of $H_n^{\alpha, \beta}(x)$ is a linear combination of $H_{n-1}^{\alpha, \beta}(x)$ and $H_{n+1}^{\alpha, \beta}(x)$:

$$\partial_x H_n^{\alpha, \beta}(x) = \frac{1}{2} \sqrt{\lambda_n}H_{n-1}^{\alpha, \beta}(x) - \frac{1}{2} \sqrt{\lambda_{n+1}}H_{n+1}^{\alpha, \beta}(x)$$

$$= \frac{n}{2} \alpha H_{n-1}^{\alpha, \beta} - \sqrt{\frac{n+1}{2}} \alpha H_{n+1}^{\alpha, \beta}. \quad (2.6)$$

5) Property 1) and 4) yield the “orthogonality” of

$$\int_{\mathbb{R}} \partial_x H_n^{\alpha, \beta}(x) \partial_x H_m^{\alpha, \beta}(x)dx$$

$$= \begin{cases} \frac{\sqrt{\pi}}{\alpha(n + 1)} &= \frac{\sqrt{\pi}}{4\alpha}, \text{ if } m = n; \\ -\frac{\alpha}{2} \sqrt{\pi(l + 1)(l + 2)} &= -\frac{\sqrt{\pi}}{4\alpha} \sqrt{\lambda_{l+1}\lambda_{l+2}}, \\ l = \min\{n, m\}, & \text{if } |n - m| = 2; \\ 0, & \text{otherwise.} \end{cases} \quad (2.7)$$

The generalized Hermite functions form a complete orthogonal base in $L^2(\mathbb{R})$. That is, any function $u \in L^2(\mathbb{R})$ can be written in the form

$$u(x) = \sum_{n=0}^{\infty} \hat{u}_n H_n^{\alpha, \beta}(x),$$

where $(\hat{u}_n)_{n=0}^{\infty}$ are the Fourier-Hermite coefficients, given by

$$\hat{u}_n = \frac{\alpha}{\sqrt{\pi}} \int_{\mathbb{R}} u(x) H_n^{\alpha, \beta}(x)dx. \quad (2.8)$$

Let us denote the subspace spanned by the first $N + 1$ generalized Hermite functions by $\mathcal{R}_N$:

$$\mathcal{R}_N = \text{span} \left\{ H_0^{\alpha, \beta}(x), \cdots, H_N^{\alpha, \beta}(x) \right\}. \quad (2.9)$$

In the sequel, we follow the convention in the asymptotic analysis that $a \sim b$ means that there exists some constants $C_1, C_2 > 0$ such that $C_1 a \leq b \leq C_2 a$; $a \lesssim b$ means that there exists some constant $C_3 > 0$ such that $a \leq C_3 b$. Here, $C_1, C_2$ and $C_3$ are generic constants independent of $\alpha, \beta$ and $N$.

A. Orthogonal projection and approximation

It is readily shown in [22] for $\alpha > 0$, $\beta = 0$ that the difference between an arbitrary function and its orthogonal projection onto $\mathcal{R}_N$ in some suitable function space could be precisely estimated in terms of the scaling factor $\alpha$ and the truncation mode $N$. Let us first introduce the function space $W_{\alpha, \beta}^r(\mathbb{R})$, for any integer $r \geq 0$,

$$W_{\alpha, \beta}^r(\mathbb{R}) := \left\{ u \in L^2(\mathbb{R}) : \| u \|_{r, \alpha, \beta} < \infty, \quad \| u \|_{r, \alpha, \beta} := \sum_{k=0}^{\infty} \lambda_k^{r+1} \hat{u}_k^2 \right\}. \quad (2.10)$$

where $\lambda_k$ is in (2.4) and $\hat{u}_k$ is the Fourier-Hermite coefficient in (2.8). We shall denote $W^r(\mathbb{R})$ for short, if no confusion will arise. Also, the norms are denoted briefly as $\| \cdot \|_r$. The larger $r$ is, the smaller space $W^r(\mathbb{R})$ is, and the smoother the
functions in \( W^r(\mathbb{R}) \) are. The index \( r \) can be viewed as the indicator of the regularity of the functions.

Let us define the \( L^2 \)-orthogonal projection \( P_N^{\alpha,\beta} : L^2(\mathbb{R}) \to \mathcal{R}_N \), i.e., given \( v \in L^2(\mathbb{R}) \),

\[
\langle v - P_N^{\alpha,\beta} v, \phi \rangle = 0, \quad \forall \phi \in \mathcal{R}_N.
\]  

(2.11)

The superscript \( \alpha, \beta \) will be dropped in \( P_N^{\alpha,\beta} \) in the sequel if no confusion will arise. More precisely,

\[
P_N v(x) := \sum_{n=0}^{N} \tilde{v}_n H_n^{\alpha,\beta}(x),
\]

where \( \tilde{v}_n \) are the Fourier-Hermite coefficients defined in (2.8).

And the truncated error \( \|u - P_N u\|_r \), for any integer \( r \geq 0 \), has been essentially estimated in Theorem 2.3, [12] for \( \alpha = 1, \beta = 0 \), and in Theorem 2.1, [22] for arbitrary \( \alpha > 0 \) and \( \beta = 0 \). For arbitrary \( \alpha > 0 \) and \( \beta \neq 0 \), the estimate still holds.

Theorem 2.1: For any \( u \in W^r(\mathbb{R}) \) and any integer \( 0 \leq \mu \leq r \), we have

\[
\|u - P_N u\|_\mu \leq \alpha^{n-r+\frac{1}{2}} N^{\frac{n-r}{2}} \|u\|_r,
\]

(2.12)

where \( \|u\|_\mu := ||\partial^\mu u|| \) are the seminorms, if \( N \gg 1 \).

The proof is extremely similar as those in [12] and [22]. Thus, we omit it here and include it in appendix B for the readers’ convenience.

B. Guidelines of the scaling factor

From Theorem 2.1, it is known for sure that any function in \( W^r(\mathbb{R}) \) could be approximated well by the generalized Hermite functions, provided the truncation mode \( N \) is large enough. However, in practice, “sufficiently” large \( N \) is a challenge of computer capacity. To improve the resolution of Hermite functions with reasonably large \( N \), we need the scaling factor \( \alpha \), as pointed out in [5]. Many efforts have been made along this direction, refer to [4], [5], [14], etc. However, the optimal choice of \( \alpha \) (with respect to the truncation error) is still an open problem. In this subsection, we give a practical guideline to choose an appropriate scaling factor for the Gaussian type and super-Gaussian type functions.

It is well known that, for smooth functions \( f(x) = \sum_{n=0}^{\infty} \hat{f}_n H_n^{\alpha,\beta}(x) \), the exponential decay of \( |\hat{f}_n| \) with respect to \( n \) implies that the infinite sum is dominated by the first \( N \) terms, that is,

\[
|f(x) - \sum_{n=0}^{N} \hat{f}_n H_n^{\alpha,\beta}(x)| \approx O \left( \hat{f}_{N+1} \right),
\]

for \( N \gg 1 \). Thus, the suitable scaling factor is supposed to get the Fourier-Hermite coefficients decaying as fast as possible. Once the coefficient approaching the machine error (say \( 10^{-16} \)), many other factors such as the roundoff error will come into play. Hence, it is wise to truncate the series here. Therefore, we need some guidelines of choosing not only the suitable scaling factor \( \alpha \) but also the corresponding truncation mode \( N \).

Suppose the function \( f(x) \) concentrates in the neighborhood of the origin and behaves asymptotically as \( e^{-p|x|^2} \) with some \( p > 0 \) and \( k \geq 2 \), as \( |x| \to +\infty \). Our guidelines are motivated by the following observations:

1) The function \( f \) decays exponentially fast, as \( |x| \to \infty \). So, \( \hat{f}_n \approx \int_{-L}^{L} f(x) H_n^{\alpha,\beta}(x) dx \), provided \( L \) is large enough, due to (2.8).

2) For the exact Gaussian function \( e^{-px^2}, p > 0 \), the optimal \( \alpha \) is naturally to be \( \sqrt{2p} \) with the truncated mode \( N = 1 \). In fact, with this choice, \( e^{-px^2} = H_0^{0,0}(x) \) and \( e^{-px^2} \) is orthogonal to all the rest of \( H_n^{0,0}, n > 0 \). That is, \( (e^{-px^2})_0 \neq 0 \) and \( (e^{-px^2})_n \equiv 0, n \geq 1 \). This suggests that the more matching the asymptotical behavior of \( f \) to \( e^{-\frac{1}{2} \alpha^2 x^2} \), the faster the Fourier-Hermite coefficients decays, and the smaller truncation mode \( N \) is.

3) It is natural to adopt the Gaussian-Hermite quadrature method to compute the Fourier-Hermite coefficients by (2.8). The truncation mode \( N \) has to be chosen such that the roots of Hermite polynomial \( H_{N+1} \) cover the domain \([-\alpha L, \alpha L] \) where the integral (2.8) is contributed most from both \( f \) and \( H_n^{0,0}, n = 0, \ldots, N \). We describe our guidelines for the Gaussian type and the super-Gaussian type functions separately as follows.

Case I. Gaussian type, i.e. \( f(x) \sim e^{-px^2}, p > 0 \), as \( |x| \to +\infty \).

1) \( e^{-px^2} \sim e^{-\frac{1}{2} \alpha^2 x^2} \) as \( |x| \to +\infty \), which yields \( \alpha \approx \sqrt{2p} \).

2) The integrand in (2.8) is approximately \( e^{-2px^2} \). Using the machine error \( 10^{-16} \) to decide the domain of interest \( L, \) i.e. \( e^{-2px^2} \approx 10^{-16} \), yielding that \( L \approx \sqrt{8p^{-1} \ln 10} \).

3) Determine the truncation mode \( N \) such that the roots of Hermite polynomial \( H_{N+1} \) covers approximately \((-\alpha L, \alpha L) \), where \( \alpha L \approx 4\sqrt{\ln 10} \).

Case II. Super-Gaussian type, i.e. \( f(x) \sim e^{-px^k}, |x| \to +\infty \) for some \( k > 2, p > 0 \).

1) Notice that \( e^{-\frac{1}{2} \alpha^2 x^2} \gg e^{-px^k} \), when \( x \gg 1 \). Thus, we require that \( e^{-\frac{1}{2} \alpha^2 x^2} \approx 10^{-16} \), which implies that \( \alpha L \approx 32 \ln 10 \).

2) We match \( e^{-px^k} \approx e^{-\frac{1}{2} \alpha^2 x^2} \) near \( x = \pm L \) yields that \( \alpha \approx \sqrt{2p L^{-1}} \). Hence, \( L \approx (16p^{-1} \ln 10)^{\frac{1}{2}} \).

3) Determine the truncation mode \( N \) such that the roots of Hermite polynomial \( H_{N+1} \) cover approximately \((-\alpha L, \alpha L) \).

To exam the feasibility of our strategy, we explore the Gaussian type function \( f(x) = e^{-5x^2} \cos \left( \frac{x}{\sqrt{10}} \right) \). According to the strategy in Case I, we choose the scaling factor \( \alpha \approx \sqrt{10} \approx 3.1, L \approx \sqrt{\frac{8 \ln 10}{5}} \approx 1.9194 \) and \( N \approx 24 \). As shown in Fig. 2.1, the truncation error with \( \alpha = 3.1 \) decays the most fast with respect to the truncation mode \( N \) and approaches the machine error at about the 20th frequency mode. Meanwhile, the decay of the truncation error with \( \alpha = 4 \) and \( \alpha = 1 \) are much slower. Moreover, the truncation mode \( N = 24 \) is appropriate in the sense that the next few coefficients start to grow, due to the roundoff error.

Remark 2.1: 1) This strategy is very useful. However, it is not the optimal scaling factor \( \alpha \). For example, if \( f(x) = e^{-5x^2} \cos \left( \frac{x}{\sqrt{10}} \right) \), then \( \alpha \approx 3.1 \) is appropriate in the sense that the next few coefficients start to grow, due to the roundoff error.
The truncation error $v.s.$ the truncation mode of $f(x) = \cos(\frac{x}{10})e^{-5x^2}$ is plotted, with $\beta = 0$, $\alpha = 4, 3.1$ and $1$, respectively.

$e^{-\frac{1}{2}x^2}$, then the optimal scaling factor $\alpha = 1$ and $N = 0$, instead of $N = 24$ from our guideline.

2) Although the scaling factor helps to resolve the function concentrated in the neighborhood of the origin, it helps little if the function is peaking away from the origin. The numerical evidence could be found in Table 4.2. This is the exact reason why we need to introduce the translating factor to the generalized Hermite functions when applying to the NLF problems, see the discussion of translating factor in section IV.B.

III. HERMITE SPECTRAL METHOD TO 1D FORWARD KOLMOGOROV EQUATION

The general 1D FKE is in the form

$$u_t(x,t) = p(x,t)u_{xx}(x,t) + q(x,t)u_x(x,t) + r(t,x)u(x,t), \quad \text{for } (x,t) \in \mathbb{R} \times \mathbb{R}_+ \quad (3.1)$$

$$u(x,0) = \sigma_0(x).$$

We state its key result here.

**Lemma 3.1:** (Besala, [3]) Let $p(t,x), q(t,x), r(t,x)$ (real valued) together with $p_x, p_{xx}, q_x$ be locally Hölder continuous in $D = (t_0, t_1) \times \mathbb{R}$. Assume that

1) $p(t,x) \geq \lambda > 0$, $\forall (x,t) \in D$, for some constant $\lambda$;
2) $r(t,x) \leq 0$, $\forall (x,t) \in D$;
3) $(r - q_x + p_{xx})(t,x) \leq 0$, $\forall (x,t) \in D$.

Then the Cauchy problem (3.1) with the initial condition $u(t_0,x) = u_0(x)$ has a fundamental solution $\Gamma(t,x; s, z)$ which satisfies

$$0 \leq \Gamma(t,x; s, z) \leq c(t-s)^{-\frac{1}{2}}$$

for some constant $c$ and

$$\int_{-\infty}^{\infty} \Gamma(t,x; s, z)dz \leq 1; \quad \int_{-\infty}^{\infty} \Gamma(t,x; s, z)dx \leq 1.$$

Moreover, if $u_0(x)$ is continuous and bounded, then

$$u(t,x) = \int_{-\infty}^{\infty} \Gamma(t,x; t_0, z)u_0(z)dz$$

is a bounded solution of (3.1).

Through the transformation

$$w(x,t) = e^{\frac{1}{2} \int_{-\infty}^{x} \bar{q}(s,t)dz}u\left(\int_{-\infty}^{x} p^{\frac{1}{2}}(s,t)dz, t\right), \quad (3.2)$$

where

$$\bar{q}(x,t) = p^{-\frac{1}{2}}(x,t) \left[ q(x,t) - \frac{1}{2} p^{-\frac{1}{2}} p_x(x,t) - \frac{1}{2} \int_{-\infty}^{x} p^{-\frac{1}{2}} p_t(s,t)ds \right], \quad (3.3)$$

equation (3.1) can be simplified to the following FKE with the diffusion rate equals 1 and without the convection term.

$$\begin{cases}
  w_t(x,t) = w_{xx}(x,t) + V(x,t)w(x,t), \quad \text{for } \mathbb{R} \times \mathbb{R}_+ \\
  w(x,0) = w_0(x),
\end{cases} \quad (3.4)$$

where

$$V(x,t) = \left[ -\frac{1}{4} \bar{q}^2(x,t) - \frac{1}{2} \bar{q}_x(x,t) + \frac{1}{2} \int_{-\infty}^{x} \bar{q}_t(s,t)ds + r(x,t) \right]. \quad (3.5)$$

**Remark 3.2:** From the computational point of view, the form (3.4) is superior to the original form (3.1) in general, when implementing with the HSM.

(i) If both the potential $V(x,t)$ and the initial data $w(x,0)$ are even functions in $x$, so is the solution to (3.4). With the fact that the odd modes of the Fourier-Hermite coefficients of the even functions are identically zeros, it requires half amount of computations to resolve the even functions.

(ii) Even when $V(x,t)$ and $w(x,0)$ are not even, it is still wise to get rid of the convection term, since this term will drive the states to left and right, and probably out of the current “window”. Shifting of the windows frequently by the moving-window technique will definitely affect the computational efficiency.

A. Formulation and convergence analysis

In this subsection, we shall investigate the convergence rate of the HSM of solving the FKE. Let us consider the FKE (3.4) with some source term $F(x,t)$. The weak formulation of HSM is to find $u_N(x,t) \in \mathcal{R}_N$ such that

$$\begin{cases}
  \langle \partial_t u_N(x,t), \varphi \rangle \\
  \langle \partial_x u_N(x,t), \varphi_x \rangle \\
  + \langle V(x,t)u_N(x,t), \varphi \rangle + \langle F(x,t), \varphi \rangle, \\
  u_N(x,0) = P_N w_0(x),
\end{cases} \quad (3.6)$$

for all $\varphi \in \mathcal{R}_N$. The convergence rate is stated below:

**Theorem 3.2:** Assume

$$- (1 + |x|^2)\gamma \leq V(x,t) \leq C,$$

for all $(x,t) \in \mathbb{R} \times (0,T)$, for some $\gamma > 0$ and some constant $C$. If $u_0 \in W^{\gamma}(\mathbb{R})$ and $u$ is the solution to (3.4)
with source term $F(x,t)$, then for $u \in L^{\infty}(0,T; W^r(\mathbb{R})) \cap L^2(0,T; W^r(\mathbb{R}))$ with $r > 2\gamma$ and

$$N \gg \max \left\{ \alpha^{\frac{2\gamma - 2r + 2}{2}} \max \left\{ (\alpha \beta)^{4\gamma}, 1 \right\} \frac{1}{1 - \gamma}, \alpha^{\frac{2 - \gamma}{2}} \max \left\{ (\alpha \beta)^{4\gamma}, 1 \right\} \frac{1}{1 - \gamma} \right\},$$

it yields that

$$||u - u_N||^2(t) \leq c^* \alpha^{-4\gamma - 1} \max \{ (\alpha \beta)^{4\gamma}, 1 \} N^{2\gamma - r},$$

where $c^*$ depends only on $T$, $||u||_{L^\infty(0,T; W^r(\mathbb{R}))}$ and $||u||_{L^2(0,T; W^r(\mathbb{R}))}$. 

Before we prove Theorem 3.2, we need some estimate on $||x^{r_1} \partial_x^{r_2} u(x)||^2$, for any integer $r_1, r_2 \geq 0$:

**Lemma 3.2**: For any function $u \in W^{r_1 + r_2}(\mathbb{R})$, with some integer $r_1, r_2 \geq 0$, we have

$$||x^{r_1} \partial_x^{r_2} u||^2 \lesssim \alpha^{-2r_1 - 1} \max \{ (\alpha \beta)^{2r_1}, 1 \} ||u||^2_{r_1 + r_2}. \quad (3.8)$$

**Proof**: For any integer $r_1, r_2 \geq 0$,

$$||x^{r_1} \partial_x^{r_2} u||^2 = \left| \sum_{n=0}^\infty \hat{u}_n x^{r_1} \partial_x^{r_2} H_n^{\alpha \beta}(x) \right|^2 \sim \left| \frac{1}{\alpha^{2r_1}} \sum_{n=0}^\infty \hat{u}_n \sum_{r_1 = r_2 - r_1}^\infty \alpha n \hat{a}_{n,k}^2 \right|^2,$$

by (2.5) and (2.6), where for each $n$ fixed, $a_{n,k}$ is a product of $2(r_1 + r_2)$ factors of $\alpha \beta^2$ or $\sqrt{\lambda_{n+j}}$, with $-r_2 - r_1 \leq j \leq r_2 + r_1$. Let $n^* \geq 0$ such that $\alpha \beta^2 \sim \sqrt{n^* - 1}$. And notice that $\lambda_{n+j} \sim \lambda_{n+1}$ for $n + j \geq 0$ and $H_n^{\alpha \beta}(x) \equiv 0$ for $n + j < 0$. Hence, we have

$$||x^{r_1} \partial_x^{r_2} u(x)||^2 \lesssim \alpha^{-1} \beta^{2r_1} \sum_{n=0}^{\infty} \lambda_{n+1}^{2r_2 + r_1} \hat{a}_n^2$$

$$+ \alpha^{-2r_1 - 1} \sum_{n=0}^{\infty} \lambda_{n+1}^{2r_2 + r_1} \hat{a}_n^2$$

$$\lesssim \alpha^{-2r_1 - 1} \max \{ (\alpha \beta)^{2r_1}, 1 \} ||u||^2_{r_1 + r_2},$$

for any integer $r_1, r_2 \geq 0$, by (2.3).

**Proof of Theorem 3.2**: Denote $U_N = P_N u$ for simplicity. By (3.4) with source term $F(x,t)$ and the definition of $U_N$, we obtain that

$$0 = \langle \partial_t (u - U_N), \varphi \rangle = - \langle u_x, \varphi_x \rangle + \langle V(x,t) u, \varphi \rangle + \langle F(x,t), \varphi \rangle - \langle \partial_t U_N, \varphi \rangle \Rightarrow \langle \partial_t U_N, \varphi \rangle = - \langle u_x, \varphi_x \rangle + \langle V(x,t) u, \varphi \rangle + \langle F(x,t), \varphi \rangle,$$

for all $\varphi \in \mathcal{R}_N$. Combine with (3.6), it yields that

$$\langle \partial_t (u_N - U_N), \varphi \rangle = - \langle u_x, \varphi_x \rangle + \langle V(x,t) (u_N - u), \varphi \rangle,$$

for all $\varphi \in \mathcal{R}_N$. Set $\varphi_N = u_N - U_N$. Choose the function $\varphi = 2\varphi_N$, then we have

$$\partial_t ||\varphi_N||^2 = - 2 ||\partial_x \varphi_N||^2 - 2 \langle \partial_x (U_N - u), \partial_x \varphi_N \rangle + 2 \langle V(x,t) \varphi_N, \varphi_N \rangle + 2 \langle V(x,t) (U_N - u), \varphi_N \rangle.$$  

By Young’s inequality,

$$||\partial_x (U_N - u), \partial_x \varphi_N ||^2 \leq \frac{1}{4} ||\partial_x (U_N - u)|^2 + ||\partial_x \varphi_N ||^2. \quad (3.11)$$

The assumption $V(x,t) \leq C$ for $(x,t) \in \mathbb{R} \times (0,T)$ yields that

$$\langle V(x,t) \varphi_N, \varphi_N \rangle \leq C ||\varphi_N||^2,$$

for $(x,t) \in \mathbb{R} \times (0,T)$. Moreover, we have

$$||V(x,t) (U_N - u), \varphi_N ||^2 \leq \frac{1}{2} ||V(U_N - u)||^2 + \frac{1}{2} ||\varphi_N||^2, \quad (3.13)$$

by Cauchy-Schwarz’s inequality. Substitute (3.11)-(3.13) into (3.12), we obtain that

$$||\partial_t ||\varphi_N||^2 - \langle J + 1 ||\varphi_N||^2 \leq ||V(U_N - u)||^2 + \frac{1}{2} ||\partial_x (U_N - u)||^2 \quad (3.14)$$

Notice that $V \gtrsim (1 + ||x||^2)\gamma$, for some $\gamma > 0$. Essentially by the estimate in Lemma 3.2, we can estimate

$$||V(U_N - u)||^2 \lesssim ||(1 + ||x||^2)\gamma (U_N - u)||^2 \lesssim ||(2\gamma + 1)(U_N - u)||^2$$

$$\lesssim \alpha^{-4\gamma - 1} \max \{ (\alpha \beta)^{4\gamma}, 1 \} \sum_{n=N+1}^\infty \lambda_{n+1}^{2\gamma} \hat{a}_n^2 + ||U_N - u||^2 \lesssim \alpha^{-4\gamma - 1} \max \{ (\alpha \beta)^{4\gamma}, 1 \} N^{2\gamma - r} ||u||^2_r$$

$$+ \alpha^{-2r - 1} N^{-r} ||u||^2_r. \quad (3.15)$$

The estimate of the second term on the right hand side of (3.15) is followed by Theorem 2.1. Again, by Theorem 2.1, we obtain

$$||\partial_x (U_N - u)||^2 = ||U_N - u||^2 \lesssim \alpha^{-2r + 1} N^{1 - r} ||u||^2_r. \quad (3.16)$$

Substitute (3.15), (3.16) into (3.14), we obtain

$$\partial_t ||\varphi_N||^2 - \langle J + 1 ||\varphi_N||^2 \lesssim \alpha^{-4\gamma - 1} \max \{ (\alpha \beta)^{4\gamma}, 1 \} N^{2\gamma - r} ||u||^2_r,$$

provided that

$$N \gg \max \left\{ \alpha^{\frac{2\gamma - 2r + 2}{2}} \max \left\{ (\alpha \beta)^{4\gamma}, 1 \right\} \frac{1}{1 - \gamma}, \alpha^{\frac{2 - \gamma}{2}} \max \left\{ (\alpha \beta)^{4\gamma}, 1 \right\} \frac{1}{1 - \gamma} \right\}. \quad (3.9)$$

Therefore, it yields that

$$||\varphi_N||^2(t) \lesssim \alpha^{-4\gamma - 1} \max \{ (\alpha \beta)^{4\gamma}, 1 \} N^{2\gamma - r} \int_0^t e^{-(C+1)(t-s)} ||u||^2_r(s) ds.$$

By the triangular inequality and Theorem 2.1,

$$||u - u_N||^2(t)$$

$$\lesssim ||u_N||^2 + ||u - U_N||^2$$

$$\lesssim \alpha^{-4\gamma - 1} N^{2\gamma - r} \left[ ||u||^2_r + \max \{ (\alpha \beta)^{4\gamma}, 1 \} \int_0^t e^{-(C+1)(t-s)} ||u||^2_r(s) ds \right]$$

$$\lesssim \alpha^{-4\gamma - 1} \max \{ (\alpha \beta)^{4\gamma}, 1 \} N^{2\gamma - r}.$$
where $c^*$ is a constant depending on $\|u\|_{L^\infty(0,T;W^r(\mathbb{R}))}$, $\|u\|_{L^2(0,T;W^s(\mathbb{R}))}$ and $T$.

**B. Numerical verification of the convergence rate**

To verify the convergence rate of HSM, we explore a 1D FKE with some source $F(x,t)$. The exact solution could be found explicitly as our benchmark. The $L^2$ error v.s. the truncation mode $N$ is plotted.

We consider the 1D FKE

$$
\begin{align*}
    \begin{cases}
        u_t = u_{xx} - x^2u + (\sin t + \cos t + 3x)e^{-\frac{1}{2}x^2}, \\
        u(x,0) = xe^{-\frac{1}{2}x^2},
    \end{cases}
\end{align*}
$$

(3.17)

for $(x,t) \in \mathbb{R} \times [0,T]$. It is easy to verify that $u(x,t) = (x + \sin t)e^{-\frac{1}{2}x^2}$ is the exact solution.

Notice that the initial data, the potential and the source in (3.17) are all concentrated around the origin. So, we set $\beta = 0$. For notational convenience, we drop $\beta$ in this example. As to the suitable scaling factor $\alpha$, from our strategy in section II.B, we know that it is better to let $\alpha = 1$. However, if we do so, the first two modes will give us extremely good approximation. Hence, the error v.s. the truncation mode won’t be observable. Due to this consideration, we pick $\alpha = 1.4$ (a little bit away from 1, but not too far away so that it won’t affect the resolution too much). The formulation (3.6) yields

$$
\begin{align*}
    (\partial_t u_N, \varphi) = - (\partial_x u_N, \partial_x \varphi) - (xu_N, x\varphi) \\
    + (F(x,t), \varphi),
\end{align*}
$$

(3.18)

for all $\varphi \in \mathcal{R}_N$. Take the test functions $\varphi = H^s_n(x)$, $n = 0, 1, \ldots, N$, in (3.18). The numerical solution $u_N \in \mathcal{R}_N$ can be written in the form

$$
u_N(x,t) = \sum_{n=0}^{N} a_n(t) H^s_n(x).
$$

The matrix form of (3.18) follows from (2.5) and (2.7):

$$
\partial_t \tilde{a}(t) = A\tilde{a}(t) + \tilde{f}(t),
$$

(3.19)

where $\tilde{a}(t) = (a_0(t), a_1(t), \ldots, a_N(t))^T$, $\tilde{f}(t) = (f_0(t), f_1(t), \ldots, f_N(t))^T$ are column vectors with $N + 1$ entries, $f_i(t)$, $i = 0, 1, \ldots, N$, are the Fourier-Hermite coefficients of $F(x,t)$ and $A$ is a penta-diagonal $(N + 1) \times (N + 1)$ constant matrix, where $A = -A_1 - A_2$,

\[
\begin{align*}
A_1(i,j) &= \begin{cases}
-\frac{\alpha^2}{2} \sqrt{(k+1)(k+2)}, & k = \min \{i,j\}, \ |i-j| = 2, \\
\alpha^2 \left( i + \frac{1}{2} \right), & i = j, \\
0, & \text{otherwise},
\end{cases} \\
A_2(i,j) &= \begin{cases}
\frac{\sqrt{(k+1)(k+2)}}{2\alpha^2}, & k = \min \{i,j\}, \ |i-j| = 2, \\
\frac{(2i+1)}{2\alpha^2}, & i = j, \\
0, & \text{otherwise},
\end{cases}
\end{align*}
\]

for $(x,t) \in \mathcal{D}$. Then there exists a bounded solution $u(x,t)$ to (3.1), if the initial condition $u_0(x)$ is continuous and bounded.

**Proposition 4.1 (Existence):** Let $f, g, h$ in (1.1) are Hölder continuous functions in $\mathcal{D} := \mathbb{R} \times (t_0, t_1)$. $g_x, g_{xx}$ and $f_x$ exist and are also Hölder continuous in $\mathcal{D}$. Assume further that

1. $Qg^2 \geq \lambda > 0$, for some $\lambda > 0$;
2. $S > 0$;
3. $-\frac{1}{2}h^2/S - f_x + Q(g_x^2 + gg_{xx}) \leq C$, for some constant $C$;

for $(x,t) \in \mathcal{D}$. Then there exists a bounded solution $u(x,t)$ to (3.1), if the initial condition $u_0(x)$ is continuous and bounded.

**Proof:** Conditions 1)-3) in Lemma 3.1 are directly translated into conditions 1)-3) in this proposition with $C \leq 0$. For $C > 0$, let $v(x,t) = e^{-C(t-t_0)}u(x,t)$, then $v$ satisfies

$$
\begin{align*}
    v_t(x,t) &= p(x,t)v_{xx}(x,t) + q(x,t)v_x(x,t) \\
    + (r(x,t) - C)v(x,t),
\end{align*}
$$

(4.20)
for \((x, t) \in D\), with the initial condition \(v(x, t_0) = u_0(x)\). The coefficients of (4.20) satisfy the conditions in Lemma 3.1. Thus, we apply Lemma 3.1 directly to (4.20). The existence of the solution to (3.1) follows immediately. 

Remark 4.3: In practice, the initial data of the conditional density function either has compact support or decays exponentially as \(|x| \to +\infty\). So, the assumption on the initial data in Proposition 4.1 holds.

For conciseness of notations, we give the uniqueness for the equation (3.4), instead of (3.1). It can be easily transformed into each other, due to the bijective transformation (3.2).

Proposition 4.2 (Uniqueness): There exists a unique solution to (3.4) in the class that \(\{u : \lim_{|x| \to \infty} uu_x = 0\}\) if \(V(x, t)\) is bounded from above in \(D\).

Proof: Case I: Assume \(V(x, t) \leq 0\) in \(D\). Suppose there exist two distinct solutions to (3.4), say \(u_1\) and \(u_2\). Denote \(\eta := u_1 - u_2\), and \(\eta\) satisfies

\[
\eta_t = \eta_{xx} + V(x, t)\eta, \tag{4.21}
\]

in \(D\) with the initial condition \(\eta(x, t_0) = 0\). Use the standard energy estimate, i.e. multiplying (4.21) with \(\eta\) and integrating with respect to \(x\) in \(\mathbb{R}\):

\[
\frac{1}{2}||\eta||^2_t = -||\eta_x||^2 + \int_{\mathbb{R}} V(x, t)\eta^2 dx \leq -||\eta_x||^2 \leq 0,
\]

by the integration by parts, and the facts that \(\lim_{|x| \to \infty} \eta_x = 0\) and \(V(x, t) \leq 0\) in \(D\). This yields that

\[
||\eta||^2(t) \leq ||\eta||^2(t_0),
\]

for \(t \in (t_0, t_1)\). With the fact that \(\eta(x, t_0) = 0\), we conclude that \(\eta \equiv 0\) in \(D\), i.e. \(u_1 \equiv u_2\).

Case II: Assume \(V(x, t) \leq C\), for some \(C > 0\). We use the strategy in the proof of Proposition 4.1. Let \(v(x, t) = e^{-C(t-t_0)}u(x, t)\), then \(v\) satisfies (3.4) with the potential \(V(x, t) - C \leq 0\) in \(D\). By case I, we conclude the uniqueness of \(v\), so does \(u\).

Remark 4.4: The similar conditions as in Proposition 4.1 are derived to guarantee the well-posedness of the “pathwise-robust” DMZ equation in [23] and to establish the convergence of our algorithm in [18]. They essentially require that \(h\) has to grow relatively faster than \(f\). They are not restrictive in the sense that most of the polynomial sensors are included. For example, \(f(x) = f_0x^j, g(x) = g_0(1 + x^2)^k\) and \(h(x) = h_0x^l\), with \(S, Q > 0\). \(f_0, g_0\) and \(h_0\) are constants, \(j, k, l \in \mathbb{N}\), provided \(l > \max \{\frac{j+1}{2}, 2k - 1\}\).

B. Translating factor \(\beta\) and moving-window technique

As we mentioned in the introduction, the untranslating Hermite functions with the suitable scaling factor could resolve functions concentrated in the neighborhood of the origin accurately and effectively. However, the states of the NLF problems could be driven to left and right during the on-line experiments. It is not hard to imagine that the “peaking” area of the density function escapes from the current “window”.

The translating factor \(\beta\) is introduced under the circumstance that the function is peaking far away from the “window” covered by the current Hermite functions. We translate the current Hermite functions to the “support” of the function, by letting the translating factor \(\beta\) near the “peaking” area of the function.

In Table 4.2, we list the truncation error of the Gaussian function \(f(x) = e^{-\frac{1}{2}(x-p_0)^2}\) with various \(p_0 = -1, 0, \cdots, 4\) and different translating factors \(\beta = 0\) or 3. According to the guidelines in section II.B, the scaling factor is \(\alpha = 1\) and the truncation mode \(N = 24\). As shown in the table, the further the function is peaking away from the origin, the larger the error is with untranslating Hermite functions. But with appropriate translating factor, the function could be resolved very well with the same scaling factor, for example, error\(_3\) \(\approx 10^{-16}\) for \(f(x) = e^{-\frac{1}{2}(x-3)^2}\).

Indeed this fact motivates the idea of moving-window technique. The suitable width of the window could be pre-determined if the truncation error of the density function v.s. various “peaking” \(p_0\) is investigated beforehand. To be more precise, suppose we know the asymptotical behavior of the density function of the NLF problem from the asymptotical analysis, say \(e^{-p_0 x^k}\), with some \(p > 0, k \geq 2\). According to the guideline in section II.B, the suitable scaling factor \(\alpha\) and the truncation mode \(N\) with \(\beta = 0\) could be chosen. With these parameters, the similar table as Table 4.2 could be obtained, i.e. the truncation error (error\(_0\)) of the function \(e^{-\varphi(x-p_0)}\) v.s. various \(p_0\). If the error tolerance is given, then the appropriate width of the window is obtained according to the table. Take Table 4.2 as a concrete example. If the asymptotical behavior of the density function is \(e^{-\frac{1}{2}x^2}\), then the scaling factor \(\alpha = 1\) and the truncation mode \(N = 24\). Suppose we set the error tolerance to be \(10^{-5}\), then the suitable width of the window would be \(3 + 3 = 6\), from the first two column of Table 4.2. The window covers the origin would be \([-3, 3]\).

Our algorithm with moving-window technique is illustrated in the flowchart Fig. 4.3. It reads as follows. Without loss of generality, assume that the expectation of the initial distribution of the state is near 0. During the experimental time, say \([0, T]\), the state remains inside some bounded interval \([-L, L]\), for some \(L > 0\). We first cover the neighborhood of 0 by the untranslating Hermite functions \(\{H_n(x)\}_{n=0}^N\), where \(\alpha, N\) can be chosen according to the guidelines in section II.B. With the given error tolerance, the suitable width of the window could be pre-defined, denoted as \(L_y\).

| \(p_0\) | \(\text{error}_0\) | \(\text{error}_3\) |
|---|---|---|
| -1 | \(3.3 \times 10^{-13}\) | \(1.1 \times 10^{-8}\) |
| 0 | \(8.2 \times 10^{-13}\) | \(7.7 \times 10^{-10}\) |
| 1 | \(1.6 \times 10^{-13}\) | \(1.8 \times 10^{-9}\) |
| 2 | \(1.8 \times 10^{-9}\) | \(3.3 \times 10^{-13}\) |
| 3 | \(7.7 \times 10^{-8}\) | \(8.2 \times 10^{-10}\) |
| 4 | \(1.1 \times 10^{-10}\) | \(1.6 \times 10^{-14}\) |

The scaling factor is chosen to be 1 according to the guideline in section II.B and the truncation error is \(N = 24\). The truncation errors with different translating factor \(\beta\) is denoted as error\(_\beta\), which is defined as \(||f - \sum_{n=0}^N f_n H_n /||||\).
If \([-L, L] \subset \{-L_w, L_w\}\), then no moving-window technique is needed. Hence, the on-line experiment runs always within the left half loop in Fig. 4.3. Otherwise, \(\{\beta_j\}_{j=0}^J\), for some \(J > 0\), need to be prepared beforehand, such that \([-L, L] \subset \cup_{j=0}^J (-L_w + \beta_j, \beta_j + L_w)\). The off-line data corresponding to different intervals \((-L_w + \beta_j, \beta_j + L_w)\) have to be pre-computed and stored ahead of time. During the on-line experiment, if the expectation of the state \(\mathbb{E}[x_t]\) moves across the boundary of the current “window” (the condition in the rhombic box in Fig. 4.3 is satisfied), the current “window” is shifted to the nearby window where \(\mathbb{E}[x_t]\) falls into. That is, the right half loop in Fig. 4.3 is performed once.

Let us analyze the computational cost of our algorithm. Notice that only the storage capacity of the off-line data and the number of the flops for on-line performance need to be taken into consideration in our algorithm. Without loss of generality, let us assume as before \(\mathbb{E}[x](0)\) is near 0 and our state is inside \([-L, L] \subset \cup_{j=0}^J (-L_w + \beta_j, \beta_j + L_w)\). For simplicity and clarity, let us assume further that

1. The operator \((L - \frac{1}{2} h^T S^{-1} h)\) is not explicitly time-dependent;
2. The time steps are the same, i.e. \(\tau_{i+1} - \tau_i = \Delta t\).

For the storage of the off-line data, on each interval \((-L_w + \beta_j, \beta_j + L_w)\), it requires to store \((N+1)^2\) floating point numbers. Hence, the total \((J+1)^2\) intervals requires to store \((J+1)(N+1)^2\) floating point numbers. As to the number of the flops in the on-line computations, if no moving-window technique is adopted during the experiment, for each time step, it requires \(O((N+1)^2)\) flops. The number of the flops to complete the experiment during \([0, T]\) is \(\cup_{i=0}^{T-1} [\tau_i, \tau_{i+1}]\) is \(O(k(N+1)^2)\). Suppose the number of shifting the windows during \([0, T]\) is \(P\), then the total number of flops is \(O((k+P)(N+1)^2)\).

Remark 4.5: If either assumption 1) or 2) is not satisfied, then the real time manner won’t be affected. That is, the number of the flops in the on-line experiment remains the same. But the off-line data will take more storage as the trade-off. To be more specific, on each interval \((-L_w + \beta_j, \beta_j + L_w)\),...
it requires to store $k \times (N+1)^2$ floating point numbers, where $k$ is the total number of time steps. Therefore, the total storage is $k(J+1)(N+1)^2$ floating point numbers.

C. Numerical simulations

In this subsection, we shall solve two NLF problems by our algorithm: the almost linear sensor and the cubic sensor. Since the drift term could always be absorbed into the potential $V(x)$ by the transformation (3.2), for simplicity, in our examples, we set $f \equiv 0$. Our algorithm is compared with the particle filters (PF) in both examples. The PF is implemented based on the algorithm described in [1]. And the systematic resampling is adopted if the effective sample size drops below 50% of the total number of particles. As we shall see, our algorithm surpasses the PF in the real-time manner.

1) Almost linear filter: We start from the signal observation model

$$
\begin{align*}
    dx_t &= dv_t \\
    dy_t &= x_t(1 + 0.25 \cos x_t)dt + dw_t,
\end{align*}
$$

where $x_t, y_t \in \mathbb{R}$, $v_t, w_t$ are scalar Brownian motion processes with $E[du_t^2 dv_t] = 1$, $E[du_t^2 dw_t] = 1$. Suppose the signal at the beginning is somewhere near the origin.

The corresponding FKE in this case is

$$
    u_t = \frac{1}{2} u_{xx} - \frac{1}{2} x^2 (1 + \cos x)^2 u. \quad (4.22)
$$

Assume further that the initial distribution of $x_0$ is $u_0(x) = e^{-\frac{x^2}{2}}$. This assumption is not crucial at all. The non-Gaussian ones, for example $u_0(x) = e^{-\frac{x^4}{4}}$, will give the similar results as the Gaussian one.

It is easy to see that the asymptotical behavior of the solution to (4.22) is $e^{-\frac{x^2}{2}}$. With the guidelines in section II.B, we choose $\alpha = 1$, $\beta = 0$ and $N = 25$ for the starting interval. We shall run the experiment for the total time $T = 20s$. Thus, we expect the density function probably will move out of the starting interval. Table 4.2 suggests that the appropriate width of the window should be 3, if the error tolerance is set to $10^{-5}$. We shall overlap the adjacent windows a little bit to prevent frequent shifting of windows. Let us take the width of the overlapped region to be 0.5. Therefore, as the preparation for the moving-window technique, we shall prepare the off-line data for $[-19.5, -13.5], [-14, -8], [-8.5, -2.5], [-3, 3], [2.5, 8.5], [8, 14]$ and $[13.5, 19.5]$. The corresponding $\beta$s are $-16.5, -11, -5.5, 0, 5.5, 11$ and 16.5. The barrier in the rhombic box in the flowchart Fig. 4.3 should be 3 (the width of the “window”).

Our algorithm is compared with the PF with 10 or 50 particles in Fig. 4.4 for the total experimental time $T = 20s$. The time step is $\Delta t = 0.01s$. All three filters show acceptable experimental results. It is clear (between time 12 to 18) that the PF with 50 particles gives closer estimation to our algorithm than that with 10 particles. The mean square errors of our algorithm is about 1.046, while those of the PF with 10 and 50 particles are 1.434 and 1.086, respectively. As to the efficiency, our algorithm is superior to the PF, since the CPU times of the PF with 10 and 50 particles are 1.70s and 10.04s respectively, while that of our algorithm is only 1.02s. As to the storage, the size of the binary file to keep the off-line data is only 35.5kB. During this particular on-line experiment, the window has been shifted for 13 times, which can’t be observable from the figure at all. And it seems that the moving-window technique doesn’t affect the real-time manner of our algorithm.

2) Cubic sensor in the channel: We consider cubic sensor in the channel $x_t \in [-3, 3]$:

$$
\begin{align*}
    dx_t &= dv_t \\
    dy_t &= x_t^3 dt + dw_t,
\end{align*} \quad (4.23)
$$

where $x_t, y_t \in \mathbb{R}$, $v_t, w_t$ are scalar Brownian motion processes with $E[du_t^3 dv_t] = 1$, $E[du_t^3 dw_t] = 1$. Assume the initial state is somewhere near 0.

The FKE is

$$
    u_t = \frac{1}{2} u_{xx} - \frac{1}{2} x^6 u. \quad (4.24)
$$
in the channel—are reported. The feasibility and efficiency of our algorithm are verified numerically, which surpasses the particle filter as a real-time solver.

**APPENDIX A**

**THE DETAILED FORMULATION OF OUR ALGORITHM**

Starting from the signal model (1.1), the DMZ equation (1.2) is derived for the unnormalized density function $\sigma(x, t)$ of the states $x_t$ conditioned on the observation history $Y_t = \{y_s : 0 \leq s \leq t\}$. In real applications, one is more interested in the robust state estimators. Hence, for given observation path $y_t$, let us make an invertible exponential transformation

$$\sigma(x, t) = \exp [h^T(x, t)S^{-1}(t)y_t]\rho(x, t). \quad (A.1)$$

The “pathwise-robust” DMZ equation is obtained:

$$\begin{align*}
\frac{\partial \rho_t}{\partial t} (x, t) &+ \frac{\partial}{\partial t} (h^T S^{-1}) y_t \cdot \rho(x, t) \\
&= \exp (-h^T S^{-1} y_t) \left[ L - \frac{1}{2} h^T S^{-1} h \right] \cdot [\exp (h^T S^{-1} y_t) \rho(x, t)] \\
\rho(x, 0) &= \sigma_0(x).
\end{align*} \quad (A.2)$$

The exact solution to (A.2), generally speaking, doesn’t have a closed form. Hence, we developed an efficient algorithm to construct a good approximation in [18].

Let us assume that we know the observation time sequence $0 = \tau_0 < \tau_1 < \cdots < \tau_k = T$ apriorily. But the observation data $\{y_{\tau_i}\}$ at each sampling time $\tau_i, i = 0, \cdots, k$ are unknown until the on-line experiment runs. We call the computation “off-line”, if it can be performed without any on-line experimental data (or say pre-computed); otherwise, it is called “on-line” computations. One only concerns the computational complexity of the on-line computations, since this hinges the success of “real time” application.

Denote the observation time sequence as $\mathcal{P}_k = \{0 = \tau_0 < \tau_1 < \cdots < \tau_k = T\}$. Let $\rho_i$ be the solution of the robust DMZ equation with $y_t = y_{\tau_i-1}$ on the interval $\tau_i-1 \leq t \leq \tau_i$, $i = 1, 2, \cdots, k$

$$\begin{align*}
\frac{\partial \rho_i}{\partial t} (x, t) &+ \frac{\partial}{\partial t} (h^T S^{-1}) y_{\tau_{i-1}} \cdot \rho_i(x, t) \\
&= \exp (-h^T S^{-1} y_{\tau_{i-1}}) \left[ L - \frac{1}{2} h^T S^{-1} h \right] \cdot [\exp (h^T S^{-1} y_{\tau_{i-1}}) \rho_i(x, t)] \\
\rho_i(x, 0) &= \sigma_0(x), \\
\rho_i(x, \tau_{i-1}) &= \rho_i(x, \tau_{i-1}), \quad \text{for } i = 2, 3, \cdots, k.
\end{align*} \quad (A.3)$$

Define the norm of $\mathcal{P}_k$ by $|\mathcal{P}_k| = \sup_{1 \leq i \leq k} (\tau_i - \tau_{i-1})$. Intuitively, as $|\mathcal{P}_k| \to 0$, we have

$$\sum_{i=1}^k \chi(\tau_{i-1}, \tau_i)(t) \rho_i(x, t) \to \rho(x, t)$$

in some sense, for all $0 \leq t \leq T$, where $\rho(x, t)$ is the exact solution of (A.2). To maintain the real time manner, our algorithm resorts to the following proposition.
Proposition 1.3: For each $\tau_i - 1 \leq t < \tau_i$, $i = 1, 2, \cdots, k$, $\rho_i(x, t)$ satisfies (A.3) if and only if
\[ u_i(x, t) = \exp \left[ h^T(x, t) S^{-1}(t) y_{\tau_i-1} \right] \rho_i(x, t) \] (A.4)
satisfies the FKE (1.4).
The initial data need to be updated as (1.5), followed from (A.3).
With the observation time sequence known $\{\tau_i\}_{i=1}^k$, we obtain a sequence of two-parameter semigroup $\{U(t, \tau_{i-1})\}_{i=1}^k$, for $\tau_i - 1 \leq t < \tau_i$, generated by the family of operators $\{L_i - \frac{1}{2} h^T S^{-1} h\}_{i=1}^k$. The off-line computation in our algorithm is to pre-compute the solutions of (1.4) at time $t = \tau_i$, denoted as $\{U(\tau_i, \tau_{i-1})\phi(\cdot)\}_{i=1}^k$, where $\{\phi(\cdot)\}_{i=1}^k$ (chosen as the initial data at $t = \tau_i$) is a set of complete orthonormal base in $L^2(\mathbb{R}^n)$. These data should be stored in preparation of the on-line computations.

The on-line computation in our algorithm is consisted of two parts at each time step $\tau_{i-1}, \ i = 1, \cdots, k$.

- **Project the initial condition** $u_i(x, \tau_{i-1}) \in L^2(\mathbb{R}^n)$ at $t = \tau_{i-1}$ onto the base $\{\phi(\cdot)\}_{i=1}^k$, i.e., $u_i(x, \tau_{i-1}) = \sum_{l=1}^\infty \hat{u}_{1,l} \phi_l(x)$. Hence, the solution to (1.4) at $t = \tau_i$ can be expressed as
\[ u_i(x, \tau_i) = U(\tau_i, \tau_{i-1}) u_i(x, \tau_{i-1}) = \sum_{l=1}^\infty \hat{u}_{i,l} [U(\tau_i, \tau_{i-1}) \phi_l(x)], \] (A.5)
where $\{U(\tau_i, \tau_{i-1}) \phi_l(\cdot)\}_{i=1}^k$ have already been computed off-line.

- **Update the initial condition** of (1.4) at $\tau_i$ with the new observation $y_{\tau_i}$. Let us specify the observation updates (the initial condition of (1.4)) for each time step. For $0 \leq t \leq \tau_i$, the initial condition is $u_1(x, 0) = \sigma_0(x)$. At time $t = \tau_i$, when the observation $y_{\tau_i}$ is available,
\[ u_2(x, \tau_i) = \sum_{l=1}^\infty \hat{u}_{1,l} U(\tau_i, 0) \phi_l(x), \] where $\{\hat{u}_{1,l}\}_{i=1}^k$ is computed in the previous step, and $\{U(\tau_i, 0) \phi_l(\cdot)\}_{i=1}^k$ are prepared by off-line computations. Hence, we obtain the initial condition $u_2(x, \tau_i)$ of (1.4) for the next time interval $\tau_i \leq t \leq \tau_{i+1}$. Recursively, the initial condition of (1.4) for $\tau_{i+1} - 1 \leq t \leq \tau_i$ is
\[ u_i(x, \tau_{i-1}) = \exp \left[ h^T(x, \tau_{i-1}) S^{-1}(\tau_{i-1}) \right] (y_{\tau_{i-1}} - y_{\tau_{i-2}}) u_i(x, \tau_{i-1}), \] (A.6)
for $i = 2, 3, \cdots, k$, where $u_{i-1}(x, \tau_{i-1}) = \sum_{l=1}^\infty \hat{u}_{i-1,l} [U(\tau_{i-1}, \tau_{i-2}) \phi_l(x)]$.
The approximation of $\rho(x, t)$, denoted as $\hat{\rho}(x, t)$, is obtained
\[ \hat{\rho}(x, t) = \sum_{i=1}^k \chi_{[\tau_{i-1}, \tau_i]}(t) \rho_i(x, t), \] (A.7)
where $\rho_i(x, t)$ is obtained from $u_i(x, t)$ by (A.4). And $\sigma(x, t)$ could be recovered by (A.1).

**Appendix B**

**The Proof of Theorem 2.1**

Proof of Theorem 2.1: By induction, we first show that for $\mu = 0$. For any integer $r \geq 0$,
\[ ||u - P_N u||^2 = \frac{\alpha}{\sqrt{\pi}} \sum_{n=N+1}^\infty \hat{u}_n^2 \]
\[ = \frac{\alpha}{\sqrt{\pi}} \sum_{n=N+1}^\infty \lambda_{n-1} \lambda_n \hat{u}_n^2 \]
\[ \leq \alpha e^{-2r-1} N^{-r} ||u||^2. \] (B.1)
Suppose for $1 \leq \mu \leq r$, (2.12) holds for $\mu - 1$. We need to show that (2.12) is also valid for $\mu$. It is clear that
\[ ||u - P_N u||^2 \leq ||\partial_x u - P_N \partial_x u||_{\mu - 1} \]
\[ + ||P_N \partial_x u - \partial_x P_N u||_{\mu - 1}. \] (B.2)
On the one hand, due to the assumption for $\mu - 1$, we apply (2.12) to $\partial_x u$ and replace $\mu$ and $r$ with $\mu - 1$ and $r - 1$, respectively:
\[ ||\partial_x u - P_N \partial_x u||_{\mu - 1} \leq \alpha^{\mu - r - \frac{1}{2}} N^{\frac{\mu - r - 1}{2}} ||\partial_x u||_{r - 1} \]
\[ \leq \alpha^{\mu - r - \frac{1}{2}} N^{\frac{\mu - r - 1}{2}} ||u||_r. \] (B.3)
where the last inequality holds with the observation that
\[ ||\partial_x u||_{r - 1}^2 = \sum_{n=0}^\infty \lambda_{n+1}^{-1} ||\partial_x u||_n^2 \]
and
\[ \left(\partial_x u\right)_n = \frac{\alpha}{\sqrt{\pi}} \int_R \partial_x u H^{\alpha, \beta}_n(x) dx \]
\[ = - \frac{\alpha}{\sqrt{\pi}} \int_R \partial_x H^{\alpha, \beta}_n(x) dx \]
\[ = \alpha \sqrt{\lambda_{n+1}} \int_R \partial_x H^{\alpha, \beta}_n(x) dx \]
\[ \leq \frac{\alpha \sqrt{\lambda_{n+1}}}{\sqrt{\lambda_n}} \int_R u H^{\alpha, \beta}_n(x) dx, \] by (2.6)
\[ \leq \sqrt{\lambda_{n+1}} \hat{u}_{n+1} - \sqrt{\lambda_n} \hat{u}_{n+1}. \]
On the other hand, by the virtue of (2.6)
\[ P_N \partial_x u - \partial_x P_N u \]
\[ = P_N \sum_{n=0}^\infty \hat{u}_n \partial_x H^{\alpha, \beta}_n(x) - \sum_{n=0}^N \hat{u}_n \partial_x H^{\alpha, \beta}_n(x) \]
\[ = \frac{1}{2} \sum_{n=0}^N \sqrt{\lambda_{n+1}} \hat{u}_n H^{\alpha, \beta}_n(x) \]
\[ + \frac{1}{2} \sum_{n=0}^N \sqrt{\lambda_n} \hat{u}_n H^{\alpha, \beta}_n(x) \]
\[ - \left[ \frac{1}{2} \sum_{n=0}^N \sqrt{\lambda_{n+1}} \hat{u}_n H^{\alpha, \beta}_n(x) \right] \]
\[ + \frac{1}{2} \sum_{n=0}^N \sqrt{\lambda_n} \hat{u}_n H^{\alpha, \beta}_n(x) \]
\[ = \frac{1}{\sqrt{\lambda_{N+1}}} \left[ \hat{u}_N H^{\alpha, \beta}_N(x) + \hat{u}_{N+1} H^{\alpha, \beta}_N(x) \right]. \]
This yields that

\[ P_N \partial_x u - \partial_x P_N u_{k-1}^2 \]
\[ \lesssim \lambda_{N+1} \left( \tilde{u}_N^2 [H^\alpha_{N+1}(x)]_{\mu-1}^2 + \tilde{u}_{N+1}^2 [H^\alpha_{N}(x)]_{\mu-1}^2 \right), \quad \text{(B.4)} \]

due to the property of seminorms. Moreover, we estimate \( \tilde{u}_N^2 \) and \( [H^\alpha_{N+k}(x)]_{\mu-1}^2 \), for \( k = N, N + 1 \):

\[ \tilde{u}_N^2 \leq \sum_{n=N}^{\infty} \alpha_n^2 \leq \alpha \sqrt{\pi} \| u - P_{N-1} u \|_r^2 \lesssim \alpha^{-2r} N^{-r} \| u \|_r^2, \quad \text{(B.5)} \]

by (B.1). Similarly, \( \tilde{u}_{N+1}^2 \lesssim \alpha^{-2r} N^{-r} \| u \|_r^2 \). And

\[ [H^\alpha_{N+k}(x)]_{\mu-1}^2 \lesssim \alpha^{-1} \lambda_{N+k-1} \leq \alpha^{-1} \lambda_{N+1}^{-1}, \quad \text{by Lemma 3.2} \]
\[ = \alpha^{-1} \lambda_{N+1}^{-1} \quad \text{(B.6)} \]

since \( (H^\alpha_{N+k})_k = \delta_k N \), for \( k \in \mathbb{Z}^+ \). Similarly, \( |H^\alpha_{N+1+k}|_{\mu-1}^2 \lesssim \alpha^{-1} \lambda_{N+1}^{-1} \). Substitute (B.5) and (B.6) into (B.4), we get

\[ P_N \partial_x u - \partial_x P_N u_{k-1}^2 \lesssim \alpha^{-2r-1} N^{-r} \lambda_{N+1}^2 \| u \|_r^2 \]
\[ \lesssim \alpha^2 \lambda_{N+1}^{-2r} N^{-r} \| u \|_r^2, \quad \text{(B.7)} \]

by the fact that \( \lambda_N \approx 2N\alpha^2 \). Combine (B.2), (B.3) and (B.7), we arrive the conclusion.
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