Giant enhancement of Piezo-resistance in ballistic graphene due to transverse electric fields
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We investigate the longitudinal and transverse piezoresistance effect in suspended graphene in the ballistic regime. Utilizing parametrized tight binding Hamiltonian from ab initio calculations along with Landauer quantum transport formalism, we devise a methodology to evaluate the piezoresistance effect in 2D materials especially in graphene. We evaluate the longitudinal and transverse gauge factor of graphene along armchair and zigzag directions in the linear elastic limit (0%-10%). The longitudinal and transverse gauge factors are identical along armchair and zigzag directions. Our model predicts a significant variation (≈1000% change) in transverse gauge factor compared to longitudinal gauge factor along with sign inversion. The calculated value of longitudinal gauge factor is ≈0.3 whereas the transverse gauge factor is ≈−3.3. We rationalize our prediction using deformation of Dirac cone and change in separation between transverse modes due to longitudinal and transverse strain, leading to an inverse change in gauge factor. The results obtained herein may serve as a template for high strain piezoresistance effect of graphene in nano electromechanical systems.

I. INTRODUCTION

Graphene became one of the most extensively researched material soon after its discovery in 2004. It is the first single atomic thick 2D material, isolated in the laboratory. Owing to its unique properties, often the terms wonder material [1] and miracle material [2] are assigned to it. These unique properties mostly originate from its hexagonal layered 2D structure. Graphene is one of the strongest known material due to the presence of strong planar bonds [3]. Thus, graphene can undergo elastic deformation for more than 20% strain [4, 5]. Additionally, the out of plane π electrons lead to very high electrical [6] and thermal conductivity [7]. Due to the symmetry between the two inter-penetrating triangular sub-lattices, graphene has a zero band gap [8, 9]. It also exhibits a linear dispersion relation at small energy. Consequently, electrons in graphene behave like relativistic particles [8,10]. At sub-micron length, graphene behaves like a ballistic conductor [6,11]. The combination of all these properties in a single material brings about various novel applications in the field of flexible electronics [12-14], photodetectors [15,18], solar cells [19,20], photonic devices [21,22], just to name a few. Besides these applications, graphene has applications in MEMS systems as sensors [23,25], switches [26], resonators [27], actuators [28,29] etc.

The high elastic limit of graphene is preferable for strain engineering applications. It enhances the range of operation for strain sensors. These sensors when combined with electrical or optical readouts, enable us to measure different physical quantities. A strain sensor that measures the change in resistance is known as a piezoresistance sensor. In this work, we restrict our discussion only to the piezoresistance effect in ballistic graphene.

Graphene sheet exhibits 2D characteristics for width beyond a hundred nanometer [30]. Thus, graphene behaves as a 2D ballistic conductor for width more than 100 nm and less than its mean free path.

Piezoresistance effect is measured by gauge factor (GF). GF is the normalized change in resistance with strain. The GF of graphene strongly depends on the type of graphene [31,32], the substrate underneath [33,35] and scattering mechanism involved [23]. The GF of graphene in the ballistic regime is still not explored. Hence, in this work, we explore the longitudinal and transverse piezoresistance effect in graphene along armchair and zigzag directions in ballistic regime using quantum transport formalism.

We develop a generic theoretical model for calculating the GF of 2D materials along different directions in ballistic regime and employed it on graphene. Our model computes GF from mode density using band counting method [36] and Landauer formalism along different directions.

In subsequent sections, we describe the development of our mathematical model, calculate the transport properties and GF of graphene, and explain the underlying physics of the predicted value of longitudinal gauge factor (LGF) and transverse gauge factor (TGF) along armchair and zigzag directions. The detail derivation of mathematical expressions are discussed in Appendix.

II. THEORETICAL MODEL

A. Simulation Setup

The setups $S_1$ and $S_2$ consist of a graphene sheet having contacts $C_1$ and $C_2$ across the zigzag direction (y-axis) and armchair direction (x-axis) as shown in
plied voltage (V) in the linear regime. The longitudinal simultaneously, the current density (J) is obtained for ap-
of strain is gradually increased from 0% to 10% and si-
and zigzag direction are also evaluated in a similar manner.

FIG. 1. Schematic diagram of simulation setups S₁ and S₂ to determine the longitudinal and transverse GF of graphene. A uniaxial strain ε₁ is applied along the zigzag direction (y-axis) in both setups. (a) Setup S₁ consists of a voltage source (V) connected across the zigzag direction, using contacts C₁ and C₂. Similarly, (b) setup S₂ consists of a voltage source (V) connected across the armchair direction, using contacts C₁ and C₂. (c) A generic quantum transport model for S₁ and S₂ is shown with contacts C₁ and C₂ connected across the graphene sheet having transmission T(E).

Landauer formalism. The detailed description of these steps are as follows:

1. Brillouin zone and E-k relation of strained graphene

Lattice vectors \( \vec{a}_1 \) and \( \vec{a}_2 \) describe the crystal-lattice of uniaxially strained graphene along armchair and zigzag directions. Superscript ‘i’ denotes the magnitude of strain \( \varepsilon_x \) and \( \varepsilon_y \) in percentage. Figure 3(a) shows schematic diagram of \( \vec{a}_1 \) and \( \vec{a}_2 \) in uniaxially strained graphene crystal. The lattice vectors \( \vec{a}_1 \) and \( \vec{a}_2 \) are given by:

\[
\begin{align*}
\vec{a}_1 &= a \hat{x} + b \hat{y} \\
\vec{a}_2 &= a \hat{x} - b \hat{y}
\end{align*}
\]

where \( a^i = 1.5a_0(1 + \varepsilon_x) \) and \( b^i = (\sqrt{3}/2)a_0(1 + \nu \varepsilon_x) \) in setup S₁, similarly \( a^i = 1.5a_0(1 + \nu \varepsilon_y) \) and \( b^i = (\sqrt{3}/2)a_0(1 + \varepsilon_y) \) in setup S₂. Figure 3(b) shows the corresponding Brillouin zone of strained graphene. The reciprocal lattice vectors corresponding to Eq. (1) and Eq. (2) are given by:

\[
\begin{align*}
\vec{A}_1 &= \frac{2\pi(\vec{a}_1 \times \vec{a}_2)}{a_1^2 - (\vec{a}_2 \times \vec{a}_3)^2} \\
\vec{A}_2 &= \frac{2\pi(\vec{a}_1 \times \vec{a}_2)}{a_2^2 - (\vec{a}_3 \times \vec{a}_1)^2}
\end{align*}
\]

Graphene behaves elastically up to 20% strain. We apply strain in the range of 0% - 10% that corresponds to the linear elastic regime in graphene. Poisson ratio (ν) for uniaxial strain in graphene has been reported in the range of 0.10 - 0.20. We use \( \nu = -0.14 \) and \( a_0 = 1.42\hat{a} \) in all our calculations. \( \vec{a}_3 \) is taken as 1 for the ease of calculation. The corresponding reciprocal lattice points are given by:

\[
\vec{G}^i = MA_1^i + NA_2^i
\]

The reciprocal lattice points nearest to the origin are shown with red dots in Fig. 3(b). A generic 1st Brillouin zone for uniaxially strained graphene along armchair or zigzag direction is shown in Fig. 3(c) as a green hexagon. The nearest neighbour parametrized tight binding expression for band structure of strained graphene is given by Eq. (6). We obtain the hopping parameters \( t_1' \), \( t_2' \) and \( t_3' \) for strained graphene from Ribeiro et al. (see Appendix A). These parameters are extracted by fitting the band-structure obtained from ab initio calculations with Eq. (6). Using band-structure inside the 1st Brillouin zone, we compute mode density function at different strain values.

\[
E^i(k) = \pm \left| t_1'e^{-i\vec{k} \cdot \vec{a}_1} + t_2'e^{-i\vec{k} \cdot \vec{a}_2} \right|
\]
FIG. 2. Flow chart for gauge factor (GF) calculation of a 2D material in the ballistic regime. 'j' is the number of segments used in band counting method, $R_i^j$ is resistance with 'j' segments and $i_{max}$ is the maximum linear elastic limit of the 2D material.

2. Mode density calculation

The most important step in GF calculation is determination of the mode density function. There are two ways to obtain mode density function in a ballistic conductor:

- By counting the number of bands crossing a particular energy level (Band counting method).
- By using non equilibrium green’s function method (NEGF).

Amongst these two methods, the band counting method is a relatively simpler technique for mode density calculation, provided dispersion relation is known. Here, we discuss the calculation of mode density function of graphene strained along armchair and zigzag directions from their band-structure. To calculate the mode density function of a graphene sheet, we must calculate the mode density of each transverse modes (TMs).

TMs are formed due to quantum confinement along the transverse direction, leading to the quantization of momentum. Each point in the energy dispersion of a TM acts as a channel for electron transport. By counting the number of bands crossing a particular energy, we evaluate the mode density of a particular TM. The total mode density function is obtained by summing up the mode density of each transverse modes (TMs).

For a 2D material like graphene, TMs are densely packed in $k_x - k_y$ plane. Thereby making the mode density evaluation, a difficult task. Thus, we compute the mode density function of graphene using a numerical technique that implements the band counting method. A similar method has been utilized to study the transport properties of germanium [36].

The separation between the TMs in setup $S_1$ and setup $S_2$ is $2\pi/L_{cs}$, where $L_{cs}$ is the cross-sectional length at strain ($\%$).

We divide the $1^{st}$ Brillouin zone of graphene in 'j' equal segments along the transverse direction. Each segment contains a sub-band, as shown in Fig. 4(a) and Fig. 4(b). We assume that the TMs that exists inside each segment containing the sub-band (say 'k$_{\perp}$' shown with blue line), have the same mode density. The width of each segment containing the sub-band ($k_{\perp}$) is $\Delta k_x$ in $S_1$ and $\Delta k_y$ in
The sectional length of graphene is given by (see Appendix B):

\[ M_{k\perp}(E) = \sum_{p=1}^{p} \Theta(E + E_{p}^{i}) - \sum_{q=1}^{q} \Theta(E + E_{q}) \]  

(7)

The negative sign in Eq. (7) is used for conduction band whereas the positive sign is used for valence band. The detail derivation of Eq. (7) is given in Appendix B.

Figure 4 shows the path for 9 subbands. The collective mode density (per unit cross-sectional length) of all the TMs in the region \( \Delta k_x \) (Fig. 4(a)) or \( \Delta k_y \) (Fig. 4(b)), containing the subband \( 'k'_{\perp} \), is given by:

\[ T_{k\perp}^{i}(E) = P_{k\perp}^{i} \ast M_{k\perp}^{i}(E) \]  

(8)

where, \( P_{k\perp}^{i} \) is the prefactor and \( M_{k\perp}^{i} \) is the mode density of a subband \( 'k'_{\perp} \). For the edge subbands (with \( k_{\perp} = 1 \) and \( j \)) in Fig. 4, the prefactors are \( P_{k\perp}^{1} \) and \( P_{j}^{1} \), and for all the intermediate subbands (with \( k_{\perp} = 2 \) and \( j - 1 \)), the prefactor is \( P_{k\perp}^{i} \) where \( P_{k\perp}^{1} = P_{j}^{1} = P_{k\perp}^{i} / 2 \) and \( P_{k\perp}^{i} = \Delta k / (2\pi) \) (refer to Appendix B).

The total mode density or transmission per unit cross-sectional length of graphene is given by (see Appendix B):

\[ T^{i}(E) = P_{k\perp}^{1}M_{k\perp}^{1}(E) + \sum_{k_{\perp} = 2}^{j-1} P_{k\perp}^{i}M_{k\perp}^{i}(E) + P_{j}^{1}M_{k\perp}^{j}(E) \]  

(9)

3. Evaluation of Gauge factor (GF)

The equation for current density \( J^{i}(V) \) using Landauer formula [10] is given by:

\[ J^{i}(V) = \frac{q}{\hbar} \int_{-\infty}^{\infty} T^{i}(E)[f_{1}(E - \mu_{1}) - f_{2}(E - \mu_{2})]dE \]  

(10)

We evaluate the current-density in linear regime i.e. a few \( kT \) near the Fermi energy. Here, \( kT \) is thermal energy at room temperature. The quantity \( r^{i} \) is given by:

\[ r^{i} = \frac{dV}{dJ^{j}} \]  

(11)

\( r^{i} \) is resistance of a unit cross-sectional length of graphene. The value of resistance \( (R^{i}_{j}) \) is given by:

\[ R^{i}_{j} = \frac{r^{i}}{L_{cs}(1 + \nu)} \]  

(12)

\[ GF = \frac{R^{i} - R^{0}}{R^{0} \epsilon} = \frac{1}{\epsilon} \left[ \frac{r^{i}}{r^{0}(1 + \nu \epsilon)} - 1 \right] \]  

(13)

where, \( L_{cs} \) is cross sectional length of graphene at 0% strain, \( \nu \) is poisson’s ratio and \( i \) is the magnitude of uniaxial strain \( \epsilon_{x} \) or \( \epsilon_{y} \). Finally, the gauge factor is given by:

\[ FIG. 4. \] The path of subbands in the 1\textsuperscript{st} Brillouin zone of graphene in (a) setup \( S_{1} \) and (b) setup \( S_{2} \) for mode density calculation.

Only nine segments are shown here for representational purpose. The variation of resistance with number of segments in (c) setup \( S_{1} \), and in (d) setup \( S_{2} \) for 0%, 5% and 10% strain. The value of resistance becomes constant above 1000 subbands in \( S_{1} \) and \( S_{2} \).
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\[ r^{i} = \frac{dV}{dJ^{j}} \]  

(11)
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where, \( R^{0} \) is the value of resistance at zero strain and \( R^{i} \) is the resistance at \( i \% \) strain.

III. RESULTS AND DISCUSSIONS

We discuss the strain-dependent transport properties along zigzag direction in the ballistic regime. We further evaluate the longitudinal and transverse gauge factor along the zigzag direction and then compare it with that of the armchair direction. The piezoresistance effect is due to the distortion of Dirac cones and change in separation of TMs with applied strain. The transport properties of \( S_{1} \) are shown in Fig. 5 and \( S_{2} \) are shown in Fig. 6.

The transmission increases with energy at a particular strain, as shown in Fig. 5(a) and Fig. 6(a). It can be inferred from Fig. 5(a) that in setup \( S_{1} \) with an applied strain, the transmission decreases due to a decrease in
FIG. 5. Strain ($\epsilon_y$) dependent transport properties in setup $S_1$ of graphene. (a) Plot of transmission versus energy for 0%, 5% and 10% strain. Transmission decreases with an increase in strain. (b) Plot of current density versus voltage at 0%, 5% and 10% strain. The magnitude of current density decreases with strain. (c) Plot of resistance versus strain of a 1$\mu$m wide graphene sheet. The resistance increases linearly with strain. (d) Plot of longitudinal gauge factor versus strain. The average LGF is $\approx 0.3$. 

FIG. 6. Strain ($\epsilon_y$) dependent transport properties in setup $S_2$ of graphene. (a) Plot of transmission versus energy for 0%, 5% and 10% strain. The transmission increases with an increase in strain. (b) Plot of current density versus voltage at 0%, 5% and 10% strain. The magnitude of current density increases with strain. (c) Plot of transverse resistance versus strain of a 1$\mu$m wide graphene sheet. The resistance decreases linearly with strain. (d) Plot of transverse gauge factor versus strain. The average TGF is $\approx -3.3$. 

the mode density as explained in the subsequent subsections. This reduction in transmission with increase in strain leads to a reduction in current density (Fig. 5(b)) and finally an increase in the resistance (Fig. 5(c)). The average LGF of $S_1$ is 0.3 (Fig. 5(d)). Whereas, in setup $S_2$, the transmission increases significantly with applied strain as shown in Fig. 6(a). As a result, the current density increases substantially in Fig. 6(b) and finally the resistance decreases in Fig. 6(c). The average TGF of $S_2$ is $-3.3$ (Fig. 6(d)).

Our calculated value of resistivity of suspended graphene at 0% strain is consistent with earlier work on suspended graphene by Adam et al. [11]. Here, we demonstrate a larger value of TGF ($\approx 10$ times) compared to LGF. Moreover, the longitudinal and transverse piezoresistance characteristics of armchair configuration is exactly identical to that of zigzag configuration (refer Fig. 7).

The linear variation of resistance in $S_1$ (Fig. 5(c)) and $S_2$ (Fig. 6(c)) with strain is especially useful in strain sensing. Our results suggest that suspended graphene based strain sensors can be easily calibrated to measure physical quantities such as pressure, force, tension, etc. at high strain. The $S_1$ setup is more sensitive than $S_2$ setup due to the higher value of gauge factor. High strain sensors are useful in structural health monitoring, stretchable electronics, etc. High strain sensors have been studied previously for zinc oxide nanowire based flexible films [41] and graphene-rubber composite [42]. Due to very small thickness, graphene has high sensitivity per unit area for pressure sensing [43, 44]. Therefore, TGF configuration can be easily calibrated with pressure to make very sensitive nano pressure sensors for high strain application.

Physics behind the sizeable variation of longitudinal and transverse gauge factors is elaborately explained in subsequent subsections.

A. Effect of strain on Dirac cone

The linear regime in graphene corresponds to the energy close to the Dirac points. Therefore, we analyze the effect of strain on Dirac cone to understand the cause of
piezoresistance in graphene. Graphene undergoes elastic deformation up to 20% of strain. Simultaneously, it is highly resistive to band gap opening and undergoes band opening beyond 23% of strain along the zigzag direction. In contrast, band gap does not open with applied strain along the armchair direction. The Dirac point shifts its position from K-points due to the applied strain [37, 45]. In this work, we restrict our discussion to 10% of uniaxial strain.

The shift in Dirac points \( DP_1 \) and \( DP_2 \) with respect to \( K_1 \) and \( K_2 \) at 10% strain along armchair and zigzag directions are illustrated in Fig. 8(a) and Fig. 8(b) respectively. Table 1 lists the relative shift between \( K \)-points and \( DP \)-points for strain along armchair and zigzag directions. For strain along the armchair direction, Dirac points \( DP_1 \) and \( DP_4 \) move inside the Brillouin zone and Dirac points \( DP_2, DP_3, DP_5 \), and \( DP_6 \) move away from the Brillouin zone (Fig. 8(a)). For strain along the zigzag direction, \( DP_1 \) and \( DP_4 \) move away from the Brillouin zone whereas the Dirac points \( DP_2 \) and \( DP_3 \) as well as \( DP_5 \) and \( DP_6 \) move closer to each other along the edge of Brillouin zone (refer to Fig. 8(b)). We observe an identical response of \( DP_1 \) and \( DP_4 \) in 1st Brillouin zone due to symmetry (Fig. 8). Similarly, \( DP_2, DP_3, DP_5 \), and \( DP_6 \) are symmetrical and show identical response to applied strain. Shifting of these two sets of Dirac points with respect to the K-points are exactly equal and opposite. Therefore, we conclude that analysis of Dirac cones at \( DP_1 \) and \( DP_2 \) are sufficient to understand the strain response of all other Dirac cones.

In addition to shifting of the Dirac points, strain induces distortion in Dirac cones. Application of uniaxial strain changes the Dirac cone into an elliptical cone as illustrated in Fig. 9. All six Dirac cones have identical deformation for an applied strain. The dimension of the Dirac cones depend only on the magnitude of applied strain and poisson ratio. Thus, the tight binding parameters do not affect the shape of the Dirac cones.

In unstrained graphene, each of the six Dirac cones contribute 1/3 to the 1st Brillouin zone. Effectively, two Dirac cones are present inside the Brillouin zone. The same is true in the case of uniaxially strained graphene shown in Fig. 8. In Fig. 8(a), Dirac cones at \( DP_1 \) and \( DP_4 \) are present inside the 1st Brillouin zone. Similarly, in Fig. 8(b) only one-half of the Dirac cones at \( DP_2, DP_3, DP_5 \) and \( DP_6 \) are present inside the 1st Brillouin zone. Effectively, only two Dirac cones lie inside the 1st Brillouin zone for strain along armchair direction or zigzag direction.

### B. Physics of gauge factor variation

Piezoresistance in a ballistic conductor is due to the change in transmission with applied strain. The change in transmission is primarily due to the change in band structure. Owing to the zero band gap, piezoresistance is only due to deformation of the Dirac cones with applied strain (refer to Fig. 9).

For armchair strained graphene, the modes in Dirac cones at \( DP_1 \) and \( DP_4 \) for electron transport along a particular direction (let’s say +k) is equal to the modes along -k direction due to symmetry. Therefore, the total number of modes along +k direction in the 1st Brillouin zone is equal to the sum of modes along +k’ and -k’ directions in Dirac cones at \( DP_1 \) or \( DP_4 \). Similarly, modes for strain along zigzag direction is equal to the sum of modes along +k direction and -k direction in any one of the Dirac cones at \( DP_2, DP_3, DP_5 \) and \( DP_6 \) (refer to Fig. 8(b)).

In Fig. 9, the deformation of Dirac cones are identical for same magnitude of strain along armchair and zigzag directions. Furthermore, the separation between TMs are same in setup \( S_1 \) and \( S_2 \) of zigzag and armchair directions at same magnitude of strain. Consequently, we obtain the same LGF and TGF along zigzag and armchair directions.

![Image](image.png)

**FIG. 7.** (a) The longitudinal gauge factor of graphene for strain along the armchair direction. (b) The transverse gauge factor of graphene for strain along the armchair direction. The plot of resistance versus strain in shown as inset figures in (a) and (b). The longitudinal and transverse gauge factors of armchair graphene is same as zigzag graphene.

| Strain (%) | \( S_1 \) | \( S_2 \) |
|-----------|---------|---------|
| 1%        | 0.0022  | 0.0022  |
| 5%        | 0.0137  | 0.0137  |
| 10%       | 0.0337  | 0.0337  |
FIG. 8. (a) Shift in Dirac points $DP_1 (\alpha_1)$ and $DP_2 (\alpha_2)$ due to strain ($\varepsilon_x = 10\%$) along armchair direction. $DP_1$ moves inside the Brillouin zone along the line joining $K_1$ and $K_4$ whereas $DP_2$ moves out of the Brillouin zone along the line joining $K_2$ and $K_3$. (b) Shift in Dirac points $DP_1 (\beta_1)$ and $DP_2 (\beta_2)$ due to strain ($\varepsilon_y = 10\%$) along zigzag direction. $DP_1$ moves out of the Brillouin zone along the line joining $K_1$ and $K_4$ whereas $DP_2$ moves inside of the Brillouin zone along the line joining $K_2$ and $K_3$. Inset figures in (a) and (b) shows the magnified view of the shift in Dirac points $DP_1$ and $DP_2$.

FIG. 9. Top view of the Dirac cone. I. $DP_1$ at $\varepsilon_x=\varepsilon_y=0\%$. II. $DP_2$ at $\varepsilon_x=\varepsilon_y=0\%$. III. $DP_1$ at $\varepsilon_y=10\%$. IV. $DP_2$ at $\varepsilon_y=10\%$. V. $DP_1$ at $\varepsilon_x=10\%$. VI. $DP_1$ at $\varepsilon_x=10\%$. The dimension of $DP_1$ and $DP_2$ are identical for the same strain. The major axis and minor axis of the dirac cones are equal for same magnitude of strain along x and y direction.

TABLE II. Axes length ($\text{Å}^{-1}$) of Dirac cone with varied strain at $E=1\text{meV}$

| Strain | $DP_1(S_1)$ | $DP_1(S_1)$ | $DP_2(S_2)$ | $DP_2(S_2)$ |
|--------|-------------|-------------|-------------|-------------|
| $\%$   | $(L_x)$     | $(L_y)$     | $(L_x)$     | $(L_y)$     |
| 0\%    | 0.000361    | 0.000362    | 0.000361    | 0.000362    |
| 5\%    | 0.000413    | 0.000354    | 0.000354    | 0.000413    |
| 10\%   | 0.000496    | 0.000347    | 0.000347    | 0.000495    |

decrease in width. Thus, we see a gradual decrease in transmission with strain in $S_1$ as shown in Fig. 10(b). Whereas in setup $S_2$, due to an increase in major axis length of constant energy surface and reduction in separation of TMs, a significant increase in transmission is seen as shown in Fig. 10(b). The pattern of change in transmission at any other energy in linear regime remains identical as the major and minor axis length of the constant energy surface are proportional at a definite value of strain. Thus, the total change in transmission in setup $S_1$ and $S_2$ follows the same trend as the one shown in Fig. 10(b) for $E=1\text{meV}$. The ratio of change in transmission at 1 meV energy in $S_1$ and $S_2$ is $\approx 10$ times. This explains the sizeable variation in LGF and TGF value obtained in our simulations.

IV. CONCLUSION

In this paper, we investigated the longitudinal and transverse piezoresistance in suspended graphene in ballistic regime. Utilizing parametrized tight binding Hamiltonian from ab initio calculations along with Landauer quantum transport formalism, we devised a methodology to evaluate the piezoresistance effect in 2D materials. We computed the longitudinal and transverse gauge...
FIG. 10. (a) Schematic diagram of the constant energy surface in Dirac cone and TMs at 1 meV energy. I) Dirac cone surface and ‘M’ TMs (red cross) in setup S1 at 0% strain. II) Dirac cone surface and ‘N’ TMs (red cross) in setup S1 at 10% strain. III) Dirac cone surface and ‘M’ TMs (red cross) in setup S2 at 0% strain. IV) Dirac cone surface and ‘P’ TMs (red cross) in setup S2 at 10% strain. (b) The change in transmission due to deformation of constant energy surface (1 meV) due to strain in S1 and S2.

The tight binding parameters used to obtain the dispersion relation of graphene at varied strain along zigzag and armchair directions are as follows:

| Strain (%) | t1 (in eV) | t2 (in eV) |
|------------|------------|------------|
| 0%         | 2.60       | 2.60       |
| 5%         | 2.36       | 2.68       |
| 10%        | 2.08       | 2.75       |
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Appendix A: Strained tight binding parameters

The tight binding parameters used to obtain the dispersion relation of graphene at varied strain along zigzag and armchair directions are as follows:

| Strain (%) | t1 = t3 (in eV) | t2 (in eV) |
|------------|-----------------|------------|
| 0%         | 2.60            | 2.60       |
| 5%         | 2.55            | 2.24       |
| 10%        | 2.50            | 1.88       |
Appendix B: Expression for transmission of graphene

In Appendix B, we systematically derive the expression for transmission of graphene sheet starting with expression of mode density of a graphene’s subband using the band counting method.

The mode density of a parabolic subband with minima at energy $E_1$ is given by:

$$M(E) = \Theta(E - E_1)$$

(B1)

The function ‘$\Theta(E)$’ denotes a unit step function. Similarly, mode density of three different parabolic subbands, each having energy minima at $E_1$, $E_2$ and $E_3$ is given by:

$$M(E) = \sum_{p=1}^{3} \Theta(E - E_p)$$

(B2)

![FIG. 11. A subband with minima at $E_1$, $E_2$ and maxima at $E_3$, and its corresponding mode density function.](image)

Likewise, the mode density of a subband with energy minima at $E_1$ and $E_2$, and maxima at $E_3$ (Fig. 11) is given by:

$$M(E) = \sum_{p=1}^{2} \Theta(E - E_p) - \Theta(E - E_3)$$

(B3)

Therefore, mode density of a subband with ‘$p$’ minima and ‘$q$’ maxima is given by:

$$M(E) = \sum_{p=1}^{p} \Theta(E - E_p) - \sum_{q=1}^{q} \Theta(E - E_q)$$

(B4)

In general, Eq. (B4) represents the mode density of a conduction band. The band structure of graphene is symmetric about $k_x$ and $k_y$ axes as well as the energy axis. Thus, a subband along armchair or zigzag direction has the same number of modes along forward and backward directions. The conduction and valence bands are symmetric about the energy axis. Thus, the collective equation for mode density of a graphene subband (say ‘$k_{\perp}$’) consisting of the conduction band and valence band is given by:

$$M_{k_{\perp}}^{i}(E) = \sum_{p=1}^{p} \Theta(E - E_p^i) - \sum_{q=1}^{q} \Theta(E - E_q^i)$$

(B5)

where, ‘$i$’ is the strain percentage along transport direction. The negative signs in Eq. (B5) are used for conduction band whereas the positive signs are used for valence band. We use Eq. (B5) to systematically calculate the mode density function of the graphene sheet.

The mode density of all TMs inside the segment $\Delta k$ (refer to Fig 4) is given by:

$$M_{k_{\perp}}^{i}(E) = \frac{M_{k_{\perp}}^{i}(E) \cdot \Delta k}{\delta k}$$

(B6)

$\Delta k = \Delta k_y$ for transport along the armchair direction and $\Delta k = \Delta k_x$ for transport along the zigzag direction. $\delta k$ is the separation between two adjacent TMs and has value of $\frac{2\pi}{L_{cs}}$ along both directions.

Therefore, Eq. (B6) simplifies into:

$$M_{k_{\perp}}^{i}(E) = \frac{M_{k_{\perp}}^{i}(E) \cdot \Delta k \cdot L_{cs}^i}{2\pi}$$

(B7)

Therefore, transmission per unit cross-sectional length by TMs present inside the segment $\Delta k$ containing subband ($k_{\perp}$) is given by:

$$T_{k_{\perp}}^{i}(E) = \frac{M_{k_{\perp}}^{i}(E) \cdot \Delta k}{2\pi}$$

(B8)

From Eq. (B8), the prefactor($P_{k_{\perp}}^{i}$) is given by:

$$P_{k_{\perp}}^{i} = \frac{\Delta k}{2\pi}$$

(B9)

Equivalently, $T_{k_{\perp}}^{i}(E)$ can be written as:

$$\therefore T_{k_{\perp}}^{i}(E) = P_{k_{\perp}}^{i} \cdot M_{k_{\perp}}^{i}(E)$$

(B10)

Finally, the total transmission per unit cross-sectional length of graphene sheet at $i\%$ strain when $j$ segments are used is given by:

$$T^{i}(E) = \sum_{k_{\perp}=1}^{j} T_{k_{\perp}}^{i}(E)$$

(B11)

Appendix C: Expression for gauge factor

The expression for gauge factor is given by:

$$GF = \frac{R^{i} - R^{0}}{R^{0} \varepsilon}$$

(C1)

where $R^{i}$ is resistance of graphene sheet at $i\%$ strain and $R^{0}$ is resistance of graphene sheet at 0% strain. The resistance $R^{i}$ at $i\%$ strain is given by:

$$R^{i} = \frac{r^{i}}{L_{cs}} = \frac{r^{i}}{L_{cs} \ast (1 + \nu \varepsilon)}$$

(C2)
where $r^i$ is the gradient of voltage and current density in the linear regime at strain $\varepsilon$. We put the value of Eq. (C2) in Eq. (C1) and obtain the final expression of GF:

$$GF = \frac{1}{\varepsilon} \left[ \frac{r^i}{r^0(1+\nu\varepsilon)} - 1 \right]$$  \hspace{1cm} (C3)
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