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Abstract—Neural ordinary differential equations (NODE) have been recently proposed as a promising approach for nonlinear system identification tasks. In this work, we systematically compare their predictive performance with current state-of-the-art nonlinear and classical linear methods. In particular, we present a quantitative study comparing NODE’s performance against neural state-space models and classical linear system identification methods. We evaluate the inference speed and prediction performance of each method on open-loop errors across eight different dynamical systems. The experiments show that NODEs can consistently improve the prediction accuracy by an order of magnitude compared to benchmark methods. Besides improved accuracy, we also observed that NODEs are less sensitive to hyperparameters compared to neural state-space models. On the other hand, these performance gains come with a slight increase of computation at the inference time.

I. INTRODUCTION

Nonlinearity is a key characteristic of dynamical systems observed in many scientific and engineering domains [1]. Traditionally, numerical methods to solve differential equations are used to describe the time evolution of system observations; however, these methods often require expert knowledge and/or knowledge of underlying governing equations, and so can be restrictive when applied to system identification of unknown systems. As such, data-driven models are often feasible alternatives for system identification.

Historically, discrete-time, time-invariant, linear models have been considered for system identification tasks [2]. However, recent research has made significant strides in leveraging machine (ML)/deep learning (DL) approaches for solving differential equations [3], [4], [5], [6], [7], which has made nonlinear ML models attractive candidates for system identification tasks. Approaches such as physics-informed neural networks (PINNs) are capable of solving partial differential equations (PDEs) [8], but require knowledge of underlying equations. Deep learning models have also been developed as black-box models for system identification of unknown dynamical systems [9], [10]. Neural state-space models (NSSMs) [11], [12], [13] have been shown to be flexible to allow various degrees of domain knowledge to be embedded in the model formulation [14], [15], [16]. However, one potential limitation of such models may be that they could be subject to errors due to discrete-time formulation.

Neural Ordinary Differential Equations (NODEs) have recently emerged as a new class of “continuous time/depth” deep learning models [17], [18]. Instead of stacking multiple discrete hidden layers end-to-end, NODEs are constructed by defining the derivative using a neural network. Subsequently, the outputs of the NODE models are computed by using an off-the-shelf ODE solver, thus generating a continuous output. Recently NODEs are beginning to be deployed in system identification tasks [19], [20], [21], [22]. The NODE formulation can be particularly suitable for system identification tasks, as real-world phenomena are mostly continuous time-evolution processes (which are often unknown) that generate continuous observations. Therefore, a predictive model to forecast system behavior should consider temporal integration methods that are typically used to solve ODEs [20].

The contribution of this paper is to benchmark the performance of NODEs in capturing the nonlinear behavior in eight different nonlinear dynamical systems. The performance is benchmarked against traditional linear subspace models and neural state-space models (NSSMs). The eight considered systems in the numerical experiments include both autonomous and non-autonomous systems, as well as chaotic and non-chaotic systems. We assess the open-loop prediction accuracy, sensitivity to hyperparameter selection, and inference time. We demonstrate that NODEs can achieve a magnitude higher accuracy than NSSMs, while being less sensitive to the choice of hyperparameters. However, these potential benefits may come at an expense in inference time with roughly an order of magnitude slower model.

II. METHODS

We consider a non-autonomous, partially observable nonlinear dynamical system with latent states $x(t) \in \mathbb{R}^{n_x}$, observations $y(t) \in \mathbb{R}^{n_y}$ and control inputs/disturbances $u(t) \in \mathbb{R}^{n_u}$, which can be described as follows:

$$\frac{dx(t)}{dt} = f(x(t), u(t))$$

(1)

$$y(t) = g(x(t))$$

(2)

$$x(t_0) = x_0$$

(3)

For learning the models we assume having a dataset $D$ of system measurements, corresponding to the input-output tuples of observed trajectories with sampling time $\Delta$.

$$D = \{(u_1^{(i)}, y_1^{(i)}), (u_{t+\Delta}^{(i)}, y_{t+\Delta}^{(i)}), \ldots, (u_{t+N\Delta}^{(i)}, y_{t+N\Delta}^{(i)})\}$$

(4)
here \( i = 1, 2, \ldots, n \) represents \( n \) different batches of the system input-output trajectories in the length of \( N \) steps.

A. Neural Ordinary Differential Equation (NODE) Model

Previous works [23], [24] have shown that deep neural networks with skip connections can be interpreted as Euler discretizations of an underlying dynamical system. As the step size approaches zero, the time-evolution of the hidden units can be represented as a black-box neural differential equation (5), that can be solved using an ODE solver [25].

\[
\frac{dx}{dt} = f(x(t), t, \theta)
\]

Here, \( f(x(t), t, \theta) \) refers to the vector field that is parameterized by a deep neural network forming a neural ordinary differential equation (NODE). The time evolution of the states \( x(t) \) can therefore be expressed as time integration of the NODE system (5) using an off-the-shelf ODE solver:

\[
x(t_1) = x(t_0) + \int_{t_0}^{t_1} f(x(t), t, \theta)dt
\]

\[
= \text{ODESolve}(x(t_0), f, t_0, t_1, \theta)
\]

where \( t \) represents time, \( x(t) \) represent the latent space and parameters \( \theta \) represent weights and biases of the neural network \( f \). Contrary to classical neural network optimization approaches leveraging reverse mode automatic differentiation (backpropagation), the parameters of NODE (5) are optimized using the adjoint sensitivity method [26], [25].

In this paper, we use a NODE system proposed by Massaroli et al. [18] called data-controlled NODE given as follows:

\[
\frac{dx}{dt} = f(x(t), t, x(t_0), \theta)
\]

(6)

Thus, in the NODE with data control, the vector field is a function of input data – which in our case is \( x(t_0) \). This acts as a regularizer, constraining the solution to be smooth with respect to \( x_0 \) [18]. The initial condition in a NODE with data-control is:

\[
x(t_0) = g_x(y_0, u(t_0))
\]

(7)

Thus, the latent space at time \( t_0 \), \( x(t_0) \) is modeled as a function of the observations \( y_0 \) and control inputs \( u(t_0) \). To deal with the partially observable systems, we introduce a mapping of latent space to the observable space as follows:

\[
y(t) = g_y(x(t))
\]

(8)

Here, \( g_x \) is a non-linear map parametrized by a neural network, and \( g_y \) is a linear map.

B. Linear Subspace Identification Methods

As a baseline for the comparison, we consider classical linear subspace methods to identify linear state space models (LSSM) given as follows:

\[
x_{t+1} = Ax_t + Bu_t + Ky_t
\]

(9)

\[
y_{t+1} = Cx_{t+1}
\]

(10)

Here \( A, B, \) and \( C \) are identified system matrices, while \( K \) represents Kalman filter gain. Linear subspace models have historically been popular for system identification tasks due to their relative simplicity and computational speed, with applications dating back 30 years [2]. These models use linear functions as both state estimator (i.e. mapping observations to a latent space) and state space models [27]. In this paper, we consider the following three methods: Numerical Algorithms for Subspace State Space System Identification (N4SID) [28], Multi-Variable Output-Error State Space (MOESP) [29], and Canonical Variate Analysis (CVA) [2]. The selection of the specific method among the three used is considered as a hyperparameter.

C. Neural state-space models

More recently, neural state-space models (NNSM) have been applied to perform well on the identification tasks across multiple dynamical systems [30], [13], [12]. In this paper we consider the following definition of the NNSM [15]:

\[
x_0 = f_0(y_{1-N_y}, \ldots, y_0)
\]

(11)

\[
x_{t+1} = f_x(x_t) + f_u(u_t)
\]

(12)

\[
y_{t+1} = f_y(x_{t+1})
\]

(13)

Here, \( f_0 \), \( f_x \) and \( f_u \) are non-linear functions parametrized by deep neural networks, whereas \( f_y \) is a linear map. We can embed prior information in \( f_x \) and/or \( f_u \) through the linear maps associated with the models. In this study, we have considered the “soft-SVD” regularization technique introduced in [15], in which the linear maps in the linear/non-linear models are factorized using singular value decomposition (SVD). The block NNSM model also allows constraints on outputs using a penalty method [16].

III. Case Studies

A. Description of nonlinear systems

We evaluate the performance of the NODE, neural SSM, and linear SSM models on eight dynamical systems.

a) Aerodynamic body (aero): We consider a modeling task of a non-autonomous airplane model. The dataset contains 501 samples (i.e. timesteps), with 10 inputs and 5 outputs. The inputs consist of angles of control surfaces, angle of attack and sideslip and the angular velocities along \( x, y \) and \( z \). The data for this system was obtained from [31].

b) Continuous Stirred Tank Reactor (CSTR): This is a mathematical model of a chemical reactor representing non-autonomous, non-dissipative system exhibiting oscillatory behavior. The two outputs of interest are the concentration of the products and reactor temperature respectively, which are computed using a set of ODEs. In this paper, we used an emulator [32] using the SciPy ODEInt package to generate a dataset of 12000 timesteps.

c) Double Pendulum: Here we consider an autonomous, chaotic, highly oscillatory system. The four outputs of interest are the angular positions and velocities of the two pendulums. Using the governing ODEs [33], we use the above-mentioned emulator SciPy ODEInt to generate a dataset of 2000 timesteps.
d) Vehicle: This is a mathematical model of a vehicle non-autonomous dynamics system [34]. The three outputs of interest are the yaw-rate and the longitudinal and lateral velocities. The five inputs are the slip on the four tires and the steering angle. The dataset contains 2501 timesteps.

e) Tank: This is a single-input-single-output (SISO) model of a non-autonomous system [35]. The input consists of a voltage to a pump that controls the inflow of fluid to an upper tank. The upper tank has an opening at the bottom allowing fluid flow to a lower tank. The target output is the fluid level in the lower tank. The tank dataset consists of 3000 timesteps.

f) Two-tank: Similar to the tank system, the two-tank is also a non-autonomous system also consisting of two tanks connected by a valve. The key difference between the two systems is that two-tank has two control variables: the pump speed and the opening of the valves between the pumps. The two outputs are the fluid levels in the two tanks. Using the emulator (developed using SciPy ODEInt) based on governing ODEs implemented in [32]. The dataset contains 12000 timesteps.

g) Pendulum: This is an autonomous system describing the simulated behavior of an ideal pendulum [36]. The dataset consists of 493 timesteps and the outputs are angular position, velocity and acceleration.

h) Linear Oscillator: This is a dataset describing the behavior of an actual two-mass spring system obtained from [36], which can be modeled as an autonomous system. The dataset consists of 870 timesteps and the target outputs are linear position, velocity and acceleration.

B. Details of numerical experiments

The numerical experiments were performed by equally splitting each dataset (corresponding to each of the eight systems described above) into a training, development and test set. We performed a grid search to select the hyperparameters for each of the considered methods.

a) Linear state space models: For the LSSM, we consider the following hyperparameters:

- Method ∈ {N4SID, MOESP, CVA}
- Size of latent space ∈ \{10, 20, 40, 60, 80\}
- Forecast horizon ∈ \{1, 5, 10, 20, 50\}

We use the Systems Identification Package for PYthon (SIPPY) [37] to train our linear subspace models. We evaluate the performance of all three models using the open-loop mean squared error (MSE) metric.

b) Neural state space models: The hyperparameters for the NSSM, and the corresponding search space were:

- Linear map ∈ \{Linear, Soft-SVD\}
- Non-linear model for \( f_x, f_u \) ∈ \{Linear, MLP, RNN\}
- Loss coefficient \( Q_{dx} \) ∈ \{0, 0.1, 0.2\}
- Forecast horizon \( N_{\text{steps}} \) ∈ \{1, 5, 10, 20, 50\}
- Latent space multiplier \( N_p \) ∈ \{10, 30, 50\}

To constrain the hyperparameter search for NSSM, we assume that both \( f_x \) and \( f_u \) have an identical model architecture. We also assume that the number of past observations, \( N \), is equal to the prediction horizon, \( N_{\text{steps}} \). The loss coefficient \( Q_{dx} \) weights the state smoothing term used to regularize the SSM models, relative to the reference loss. We assume that the size of the latent space (\( x \)), \( n_x = N_x \times n_y \), where \( n_x \) is a hyperparameter. We implement the NSSM using NeuroMANCER [38] library based on Pytorch [39] and train the models using the AdamW optimizer [40] with a learning rate of 0.003 for 5000 epochs.

When training the NSSM models, we employed down-sampling specifically for two of the eight datasets: tank and vehicle datasets. We resampled these two datasets at a frequency of 10 and 8 datapoints respectively. We used downsampling on these two datasets for the NSSM models, as the transients associated with these two time series have a longer timescale. When training the NODE model we did not use any downsampling.

c) Neural ordinary differential equations: For our NODE model there were fewer hyperparameters to select compared to the SSM, as presented below:

- Latent space multiplier ∈ \{1, 5, 10\}
- Size of hidden space for NODE ∈ \{32, 64, 128, 256\}
- Size of hidden layer of NODE ∈ \{32, 64, 128, 256\}

We model the vector field using a multi-layered perceptron (MLP) with one hidden layer, where the size of the hidden layer (\( f \) in equation 6) is a hyperparameter. Note that for the NODE model, we consider \( N_p = N_{\text{steps}} = 1 \), as we found that considering an n-step loss did not significantly improve the open-loop predictions. The NODE models are implemented in Python using the torchdyn package [41]. We train our NODE models with a learning rate of 0.01 using the ADAM optimizer [42]. We use the Dormand-Prince method [43] (which uses an adaptive step size) as our ODE solver.

IV. Results and Analysis

A comparison between the NSSM, NODE and the LSSM is presented in Fig. 1. As we may expect, we observe that both the NSSM and the NODE outperform the linear subspace models. We observe that the open-loop mean squared error (MSE) for the test set associated with the NODE is lower than the corresponding MSE for the NSSM for all nine systems analyzed. The reduction in MSE is by a factor of \( \sim O(10^2) \) to \( \sim O(10^3) \) for all nine systems. This observation highlights the potential benefits in deploying continuous time models for learning unknown dynamical systems. We observe that the reduction in open-loop MSE is the highest for the CSTR and the Two-tank systems. The trajectories for these two datasets are presented in figures (2(b)) and (f). Note that both datasets contain \( > 10,000 \) data points, which, in the context of the datasets analyzed, is in the high-data regime. A formal ablation study comparing the performance of NODE and NSSM could be the focus of future research.

A comparison of the trajectories obtained using the best-performing hyperparameter sets for NODE and NSSM is provided in Fig. 2. We observe that, while NSSM can effectively learn the behavior of simple, autonomous systems such as the linear oscillator in Fig. 2(h), it might struggle on autonomous systems exhibiting chaotic behavior such as
the double pendulum in Fig. 2(c). It is possible that NSSM could have performed well on hyperparameter combinations outside our grid search; however this in itself highlights one of the potential benefits of using NODE.

Fig. 1(b) shows that the standard deviation of the test MSE, $\sigma(MSE)$ for NODE is approximately equal to lower than the corresponding $\sigma(MSE)$ for NSSM across nine systems analyzed. Again, the relative improvement in $\sigma(MSE)$ could be as much as three orders of magnitude, compared to the NSSM models. Thus, we find that the NODE can be deployed with a relatively few set of hyperparameters compared to NSSM, and the open-loop MSE may not be as strongly dependent on selection of these hyperparameters compared to the NSSM models. We also observed that NODE may be able to capture long-term transients without any downsampling of data, as observed from the trajectories of the vehicle system in Fig 2(d). It is likely that using a continuous time-based model with an adaptive step size can alleviate the need for extensive hyperparameter search and data sampling strategies.

However, the differential equation solvers in NODE can come with an increased computational cost [44]. Figure 1(c) compares the elapsed time per timestep/sample in the test set for all three models considered. We observe that for eight out of the nine systems (all except the tank system), the inference time per sample is greater for NODE compared to NSSM. For the aero dataset, the relative increase in the inference time comes with a factor of $\approx 50$; but for the other seven systems, the relative increases are by factors of $\approx 1.1$ to 4.4. Note that the linear subspace model actually reports a higher inference time per sample for the some of the systems considered. A possible reason for this could be that in the SIPPY implementation, the inference operation is not parallelized, and so the elapsed time can strongly depend on the number of samples in the dataset.

V. CONCLUSIONS

In this paper, we report a systematic case study comparing the performance of neural differential equations (NODEs) against neural state-space models (NSSM) and classical linear subspace identification methods (SID). In the numerical experiments, we evaluate the methods on eight different dynamical systems described by ordinary differential equations. We compare the performance on the open-loop prediction accuracy, sensitivity to hyperparameters, and inference computational time. We found that continuous NODEs typically outperform NSSM and linear models by order of magnitude in the prediction accuracy ($\sim O(10^2)$ to $\sim O(10^3)$) while being more robust to hyperparameter selection. Across all systems, we also observed the variance in open-loop MSE for the NODE to be less or equal to the variance of the NSSM and SID. These performance gains, however, come with a cost of increased inference times associated with NODEs. The relative increase in elapsed time per sample is typically by a factor between 1.1 to 4.5, but could be as large as $\approx 50$. The presented results validate the competitive edge of the continuous-time NODEs against discrete-time models for nonlinear system identification tasks. In future work, we plan to to investigate the use of NODEs in differentiable predictive control [45] applications and in parameter estimation problems in gray-box settings [46].
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