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The creation of a volumetric mesh representing the interior of an input polygonal mesh is a common requirement in graphics and computational mechanics applications. Most mesh creation techniques assume that the input surface is not self-intersecting. However, due to numerical and/or user error, input surfaces are commonly self-intersecting to some degree. The removal of self-intersection is a burdensome task that complicates workflow and generally slows down the process of creating simulation-ready digital assets. We present a method for the creation of a volumetric embedding hexahedron mesh from a self-intersecting input triangle mesh. Our method is designed for efficiency by minimizing use of computationally expensive exact/adaptive precision arithmetic. Although our approach allows for nearly no limit on the degree of self-intersection in the input surface, our focus is on efficiency in the most common case: many minimal self-intersections. The embedding hexahedron mesh is created from a uniform background grid and consists of hexahedron elements that are geometrical copies of grid cells. Multiple copies of a single grid cell are used to resolve regions of self-intersection/overlap. Lastly, we develop a novel topology-aware embedding mesh coarsening technique to allow for user-specified mesh resolution as well as a topology-aware tetrahedralization of the hexahedron mesh.
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- Mathematics of computing → Mesh generation.
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1 INTRODUCTION

In many computer graphics and computational mechanics applications, it is necessary to create a volumetric mesh associated with the interior of an input polygonal surface mesh. Most commonly a volumetric tetrahedron mesh is created whose boundary coincides topologically and/or geometrically with an input triangle mesh [Hu
We then merge the various meshes $V$ whose boundary is different than an input triangle mesh is also common in practice. Often those involved in the surface geometry creation process are not involved in volumetric mesh creation techniques specifically designed to be robust to self-intersecting [Li and Barbič 2018; Sacht et al. 2013] or nearly self-intersecting [Li and Barbič 2018; Teran et al. 2005] input surfaces. Sacht et al. [2013] use conformalized mean-curvature flow (cMCF) to first evolve the surface to a self-intersection-free state from which the flow is reversed, attracting the surface to its original, self-intersecting state but with a collision prevention safeguard. This defines an intersection-free counterpart to the original input surface which can be meshed with standard techniques. Li and Barbič [2018] create embedding tetrahedron meshes from unmodified surface meshes with self-intersection by computing locally-injective immersions that can be used to unambiguously duplicate embedded mesh regions near overlaps. They sew these duplicated regions together using a technique inspired by the Constructive Solid Geometry (CSG) approaches in [Sifakis et al. 2007; Teran et al. 2005] but with reduced use of expensive exact precision arithmetic. Teran et al. [2005] use an element duplication/sewing technique to create embedding tetrahedron meshes for nearly intersecting input surfaces meshes.

A volumetric embedding mesh that contains the input surface but whose boundary is different than an input triangle mesh is also commonly used [Koschier et al. 2017; Sifakis et al. 2007; Tao et al. 2019; Teran et al. 2005]. It is generally required that the surface mesh be closed and orientable. It is also generally required that the surface mesh is free of self-intersection or overlap. While the closed and orientable requirements are relatively easy to satisfy in practice, the self-intersection constraint is more challenging, particularly near regions of high-curvature. In many computer graphics applications, this constraint can be violated without any artifacts since the overlap regions are not visible, however most volumetric mesh creation techniques either break down or give numerically “glued” meshes if the constraint is violated. Even intersection free, but nearly intersecting meshes can cause problems for many volumetric mesh creation techniques.

While many surface geometry creation techniques address the importance of its prevention [Angelidis et al. 2006; Attene 2010; Funck et al. 2006; Gain and Dodgson 2001; Harmon et al. 2011], as noted in e.g. [Li and Barbič 2018; Sacht et al. 2013], self-intersecting surface meshes are common in practice. Often those involved in the surface geometry creation process are not involved in volumetric simulation or similar down-stream portions of the production pipeline and introduction of self-intersecting regions arises from a lack of communication. Furthermore, completely removing all regions of self-intersection is often deemed not worthy of the effort since it can significantly increase modeling time. In some cases it is even desirable to have an overlapping input surface. E.g. it is desirable to have overlapping lips in the neutral pose of a deformable volumetric face mesh since lips resting in non-overlapping contact are not in a stress free state [Cong et al. 2015, 2016]. It should be noted that although in practice a non-negligible number of slightly overlapping or nearly overlapping regions are common, generally the intersection-free constraint is not violated to an extreme degree with overlap regions typically having minimal volume.

Various approaches have developed volumetric mesh creation techniques specifically designed to be robust to self-intersecting [Li and Barbič 2018; Sacht et al. 2013] or nearly self-intersecting [Li and Barbič 2018; Teran et al. 2005] input surfaces. Sacht et al. [2013] use conformalized mean-curvature flow (cMCF) to first evolve the surface to a self-intersection-free state from which the flow is reversed, attracting the surface to its original, self-intersecting state but with a collision prevention safeguard. This defines an intersection-free counterpart to the original input surface which can be meshed with standard techniques. Li and Barbič [2018] create embedding tetrahedron meshes from unmodified surface meshes with self-intersection by computing locally-injective immersions that can be used to unambiguously duplicate embedded mesh regions near overlaps. They sew these duplicated regions together using a technique inspired by the Constructive Solid Geometry (CSG) approaches in [Sifakis et al. 2007; Teran et al. 2005] but with reduced use of expensive exact precision arithmetic. Teran et al. [2005] use an element duplication/sewing technique to create embedding tetrahedron meshes for nearly intersecting input surfaces meshes.
We design an approach for the construction of a uniform-grid-based embedding hexahedron mesh counterpart \( \mathcal{V} \) to an input triangulated surface mesh \( \mathcal{S} \) that is well-defined (i.e. free from numerical mesh ‘glueing’ artifacts) when the surface is self-intersecting. As in [Sacht et al. 2013], we assume there exists a nearby non-self-intersecting mesh \( \mathcal{S}' \) and a mapping \( \phi^S_\mathcal{S} : \mathcal{S}' \rightarrow \mathbb{R}^3 \) with non-singular Jacobian determinant (see Figure 3). Here \( \mathcal{S}' \) is the unambiguously defined interior of the non-self-intersecting \( \mathcal{S} \). Intuitively, if we can find a mapping \( \phi^S_\mathcal{S} \) then we can define a volumetric embedding mesh for \( \mathcal{S} \) unambiguously with standard techniques and then push it forward under the mapping. However, unlike Sacht et al. [2013], we do not explicitly create \( \phi^S_\mathcal{S} \) or \( \mathcal{S} \) but rather use their existence to guide our mesh creation strategy.

We build our embedding hexahedron mesh \( \mathcal{V} \) from the intersection of the input surface \( \mathcal{S} \) with a uniform background grid where cells in contiguous regions are copied to form sub-meshes that are sewn together using techniques inspired by Teran et al. [2005] and Sifakis et al. [2007] but in a manner designed to mimic the image of \( \phi^S_\mathcal{S} \). Our approach is ultimately similar to that of Li and Barbič [2018] in that we create the volumetric embedding mesh without modifying the self-intersecting surface and our region duplication/sewing is equivalent to discovering immersions. Unlike [Li and Barbič 2018], our approach uses nearly no exact and/or adaptive precision arithmetic as we do not resolve the geometry of intersection from triangles in \( \mathcal{S} \) with themselves or with cells in the background grid and we do not use CSG operations as in [Sifakis et al. 2007]. We simply require accurate determination of which triangles intersect which grid cells. This limits the accuracy of our method for large grid spacing (low-resolution) and we run with smaller grid spacing (high-resolution) when necessary. To prevent this from causing excessive element counts, we provide a topology-preserving mesh coarsening strategy similar to that of Wang et al. [2014]. Lastly, we provide a technique for efficiently converting the uniform-grid-based embedding hexahedron mesh to a tetrahedron mesh that robustly handles duplicated regions of the hexahedron mesh near self-intersecting features. As in [Li and Barbič 2018], we use a body-centered cubic (BCC) structure [Molino et al. 2003b] for this conversion.

We summarize our novel contributions as:

- An efficient technique with reduced use of exact/adaptive precision arithmetic for building an embedding hexahedron mesh for an input self-intersecting triangle mesh from a uniform grid that is equivalent to pushing forward one unambiguously defined from a self-intersection-free state.
- A topology aware embedding mesh coarsening strategy to provide for flexible resolution/element count.
- A topology aware BCC approach for converting the embedding hexahedron mesh into an embedding tetrahedron mesh.

2 RELATED WORK

We discuss methods in the existing literature that are related to our approach. We first provide detailed discussion of [Li and Barbič 2018] and [Sacht et al. 2013] since these works are most relevant to ours. In addition to techniques that compute a volumetric mesh from an input triangle mesh, we discuss relevant works in the fracture and virtual surgery literature since our approach makes use of grid cutting operations to intersect the input surface mesh with a uniform background grid. Lastly, we discuss relevant surface modeling techniques that address prevention of self-intersection and overlap.

2.1 Volumetric Mesh Creation from a Self-Intersecting Triangle Mesh

Sacht et al. [2013] were the first to design an approach that creates an appropriately overlapping tetrahedron mesh from a self-intersecting triangle mesh. As with our approach, they assume a signed mapping \( \mathcal{S}' \) from a non-self intersecting counterpart \( \mathcal{S} \) to the input mesh \( \mathcal{S} \). Unlike our approach, they explicitly form \( \mathcal{S} \) and the mapping \( \phi^S_\mathcal{S} \). \( \mathcal{S} \) is created by a backward process using cMCF followed by a forward process that minimizes distortion-energy and deviation from \( \mathcal{S} \) subject to collision constraints. The cMCF is known to remove self-intersections for sphere-topology surfaces [Kazhdan et al. 2012] and accordingly, their method is limited to input surfaces with genus zero. They create a tetrahedron mesh using the self-intersection free \( \mathcal{S} \) and then push it forward under \( \phi^S_\mathcal{S} \) which is created by mapping the boundary of the tetrahedron mesh to \( \mathcal{S} \) and propagating deformation to the interior. Our approach is similar in spirit, but we do not explicitly create \( \mathcal{S} \) or \( \phi^S_\mathcal{S} \); furthermore, we can support input surfaces with genus larger than zero. In addition, since they do not directly generate tetrahedra in world space, they must take care to maintain tetrahedron mesh quality under deformation in \( \phi^S_\mathcal{S} \).

Like Li and Barbič [2018], we create a volumetric embedding mesh in world space. Li and Barbič [2018] observed that the creation of a volumetric mesh from a self-intersecting surface is related to the geometric and algebraic topological determination of immersions (locally injective mappings) from a compact 3-manifold to a portion of the world space domain. As in our approach, they start by dividing world space into contiguous regions using the input surface mesh \( \mathcal{S} \). However, they use exact/adaptive precision arithmetic to intersect \( \mathcal{S} \) with itself to achieve this. We use simplified/less costly intersections of triangles in \( \mathcal{S} \) with uniform background grid cells and edges. We only need to know whether an intersection occurs or not; we do not need to resolve the intersection geometry. Immersions do not always exist, and Li and Barbič [2018] developed a
The virtual node algorithm (VNA) of [Molino et al. 2004] allows for arbitrary cut geometry. A downside to the geometric flexibility provided by these generalizations is their need for adaptive precision arithmetic and CSG. Motivated by this, Wang et al. [2014] developed a technique that allows for geometric flexibility without the need for adaptive precision arithmetic. Their approach allows for arbitrary cut surfaces by generalizing the original VNA [Molino et al. 2004] to allow cuts to pass through vertices, edges, or faces of the embedding mesh. This alone does not provide sufficient geometric flexibility since cuts cannot pass through facets multiple times. To resolve such cuts, the algorithm is run at high-resolution where facets are only intersected once and then coarsened in a topologically-aware manner.

The extended finite element method (XFEM) [Belytschko and Black 1999] is very similar to VNA. An XFEM-based but remeshing-free approach for cutting of deformable bodies is presented in [Koschier et al. 2017]. In a similar spirit, Zhang et al. [2018] utilized the cracking node method [Song and Belytschko 2009], which is similar to XFEM but uses discontinuous cracks centered at nodes in order to approximate crack paths. This yields an efficiency advantage over XFEM which in turn allows for simulating materials with many evolving, branching cracks. The reader is also referred to the survey of Wu et al. [2015] for more discussion of mesh cutting techniques in computer graphics.

More generally, tetrahedron mesh creation has been robustly addressed by a number of works [Doran et al. 2013; Hu et al. 2018; Jamin et al. 2015; Labelle and Shewchuk 2007; Molino et al. 2003a; Si 2015]. For example, Si [2015] pursued a Delaunay refinement strategy in order to provide certain guarantees on tetrahedron quality. However, sliver tetrahedra are still possible [Hu et al. 2018]. The method presented in [Hu et al. 2018] can handle arbitrary triangle soup as input and returns a high-quality approximated constrained tetrahedron mesh, though performance is hindered to an extent due to prominent usage of exact rational arithmetic. However, recently, those performance bottlenecks were alleviated and replaced with floating-point computations [Hu et al. 2020]. Notably, researchers have recently presented a successful method for learning high-quality tetrahedron meshes from noisy point clouds or a single image [Gao et al. 2020].

2.3 Self-Intersecting Curves and Surfaces

Self-intersecting curves and surface meshes have been considered for many years in both the mathematics and computer science literature. In two dimensions, algorithms and theorems related to identifying self-intersecting curves date back to [Titus 1961], with many more recent contributions [Blank 1967; Evans et al. 2020; Graver and Cargo 2011; Hu and Ling 1995; Marx 1974; Shor and Van Wyk 1992]. Notably, many problems related to identifying self-intersections are NP-complete [Eppstein and Mumford 2009]. Despite this, efficient algorithms frequently exist; for example, Mukherjee [2014] gave a quadratic algorithm (in the number of points on the discrete curve) to determine the mapping from a disk to an arbitrarily stretched, potentially self-overlapping curve, also known as computing an immersion of the disk. In another vein, Li [2011] used Gauss diagrams from knot theory to characterize self-intersecting two-dimensional projections of three-dimensional polygons, in order to understand.

Fig. 4. Two overlapping bunnies naturally separate. The top part of each subfigure shows the meshes generated by our algorithm, while the bottom part of each subfigure shows the corresponding surface meshes.
We take a triangle mesh \( S = (x^S, m^S) \) as input. We use \( x^S = [x^S_0, \ldots, x^S_{N^S - 1}] \in \mathbb{R}^{3N^S} \) to denote the vector of triangle vertices \( x_i^S \in \mathbb{R}^3 \) and \( m^S \in \mathbb{N}^{3N^S} \) to denote the vector of indices \( m_i^S \) for
The left pair of triangles are consistently oriented; the orientations with $m$ (uniformly in each direction). For ease of visualization, we use 2D (each edge appears with opposite orientations in its two incident vertices in hexahedron $h$).

The first 10 faces, visible from the front, have been labeled on the mesh. $V$ is a segment mesh and $S$ counterparts to $G$ the mesh is geometrically coincident with one grid cell in a background $R$. For each vertex $x$ in the mesh has two incident triangles) and consistently oriented with the normals point in opposite directions. For the example, for the mesh $S$ in Figure 6, triangle $t^S_i$ is made up of vertices $x^S_j$ with $j = 2, 3, 8$. We assume that $S$ is closed (every edge in the mesh has two incident triangles) and consistently oriented (each edge appears with opposite orientations in its two incident triangles). For each vertex $x^S_i$ of $S$, we use $I^S_i$ to denote the set of incident mesh indices $j$ such that $i = m^S_j$. Figure 6 demonstrates these conventions. We output a hexahedron mesh $V = (x^V, m^V)$ with $x^V \in \mathbb{R}^{3N^V}$ denoting the vector of hexahedron vertices and $m^V \in \mathbb{N}^{6N^V}$ denoting the vector of indices in $x^V$ corresponding to vertices in hexahedron $N^V_\epsilon, 0 \leq \epsilon < N^V$. Each hexahedron in the mesh is geometrically coincident with one grid cell in a background uniform grid $\Delta x$. We denote the spacing of this grid as $\Delta x$ (uniformly in each direction). For ease of visualization, we use 2D counterparts to $S$ and $V$ in illustrative figures. In this case, $S$ is a segment mesh and $V$ is a quadrilateral mesh.

4.1 Merging

We construct the final hexahedron mesh $V$ by merging portions of various precursor hexahedron meshes in a manner similar to techniques used in [Li and Barbić 2018; Teran et al. 2005; Wang et al. 2019, 2014]. As with $V$, each hexahedron in a precursor mesh is geometrically coincident with background grid cells. All precursor meshes share the same vertex array $x^V$, although its size will change as we converge to the final $V$. At various stages of the algorithm, we will merge certain geometrically coincident precursor hexahedra. To perform a merge, we view the set of all vertices in $x^V$ as nodes in a single undirected graph and introduce graph edges between nodes corresponding to geometrically coincident vertices. In subsequent sections, we refer to such edges in the undirected graph as adjacencies to distinguish them from edges in the various meshes. Once all adjacencies are defined, we compute the connected components of the graph using depth-first search. All vertices in a connected component are considered to be the same and we choose one representative for all mesh entries. We note that this operation may be carried out on more than two meshes at once and that it can lead to duplicate hexahedra and in this case we remove all but one. Furthermore, replacing all vertices in a connected component with one representative results in unused vertices in $x^V$. We remove all unused vertices in a final pass, changing indexing in $m^V$ accordingly. We illustrate the connected component calculation, vertex replacement and unused vertex removal in Figure 7.

5 VOLUMETRIC EXTENSION

We first create a volumetric extension $V^S$ of the surface $S$. It is a hexahedron mesh that contains the input surface $S$ and is designed to have topological properties analogous to $S$. Since it is an extension of $S$, we can sign the vertices of $V^S$ depending on which side of the surface they lie on. Overlapping regions in $S$ complicate this process, but it can be disambiguated by considering the pre-image of the surface to its overlap-free counterpart $\hat{S}$ under the mapping $\Phi$. Signing points in $\mathbb{R}^3$ depending on whether or not they are inside $\hat{S}$ is well-defined and our procedure for signing the vertices in the volumetric extension $V^S$ is designed considering its pre-image under $\Phi$.

Fig. 6. Mesh conventions. (Left) A sample triangle mesh is shown, along with the vector $m^S$. The incident elements $I^S_6$ for vertex 6 are also shown. The first 10 faces, visible from the front, have been labeled on the mesh. (Right) The left pair of triangles are consistently oriented; the orientations of the edge induced by the normals point in opposite directions. For the right pair, the orientations on the common edge point in the same direction; this is not consistent.

Fig. 7. Mesh merge. An example of two meshes merging together. Vertices 2, 3, 4 and 5 merge with vertices 9, 10, 12 and 13, respectively. A new vector $m_2$ is created to hold all of the hexahedron vertices post-merge, and the extra hexahedron (in red) is then removed.

Fig. 8. Precursor meshes. (Left) Surface element $t^S_0$ creates quadrilateral mesh $V^S_0$. (Right) Surface element $t^S_0$ creates quadrilateral mesh $V^S_0$. Each element creates copies of the grid cells it intersects by introducing new vertices which are geometrically coincident to grid nodes.

Fig. 9. Precursor hexahedron creation. (Left) A sample triangle mesh is shown, along with the vector $m^S$. The incident elements $I^S_6$ for vertex 6 are also shown. The first 10 faces, visible from the front, have been labeled on the mesh. (Right) The left pair of triangles are consistently oriented; the orientations of the edge induced by the normals point in opposite directions. For the right pair, the orientations on the common edge point in the same direction; this is not consistent.

$$m_0 = [0, 2, 3, 1, 2, 4, 5, 3, 4, 6, 7, 5]$$
$$m_1 = [6, 11, 12, 9, 9, 12, 13, 10]$$
$$m_2 = [0, 2, 3, 1, 2, 4, 5, 3, 4, 6, 7, 5, 8, 11, 4, 2, 4, 5, 3]$$
$$m_3 = [0, 2, 3, 1, 2, 4, 5, 3, 4, 6, 7, 5, 8, 11, 4, 2, 4, 5, 3]$$
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5.1 Surface Element Precursor Meshes

In order to mimic the topology of the $S$, we create its volumetric extension $\mathcal{V}^S$ from precursor meshes $\mathcal{V}^S_e = (x^e, m^e)$ associated with each triangle $t^S_e$ in $S$. Note that all precursor meshes share the common vertex array $x^V$ and that this process begins its evolution to the final $V$ vertex array. For each triangle $t^S_e$ in $S$, we define a hexahedron mesh from the subgrid $\mathcal{G}^{V^S}_{t^S_e}$ of $\mathcal{G}^S_{t^S_e}$ defined by the grid-cell-aligned bounding box of $t^S_e$. We add a new hexahedron to $\mathcal{V}^S_e$ corresponding to each background grid cell in $\mathcal{G}^S_{t^S_e}$ intersected by $t^S_e$. We perform this operation using the intersection function from CGAL’s 2D/3D Linear Geometry Kernel [Brönnimann et al. 2020; The CGAL Project 2020]. The hexahedron is geometrically coincident to the intersected grid cell in $\mathcal{G}^S_{t^S_e}$, however the vertices introduced into the vertex vector $x^V$ are copies of the background grid nodes associated with the sub grid $\mathcal{G}^{V^S}_{t^S_e}$. Note that even though different triangles may intersect the same grid cells, their respective hexahedra correspond to distinct vertices in $x^V$. Further note that mesh elements in $\mathcal{V}^S_e$ inherit the connectivity of the sub grid $\mathcal{G}^{V^S}_{t^S_e}$, that is, hexahedra share common vertices if they are neighbors in $\mathcal{G}^{V^S}_{t^S_e}$. We sign the vertices in each $\mathcal{V}^S$ depending on which side of the plane containing the triangle $t^S_e$ that they lie on. We illustrate this process in Figure 8. Lastly, we note that these signs are low-cost preliminary approximations to the signs in the final volumetric extension $\mathcal{V}^S$. In some cases the signs computed in this phase will not be accurate in the volumetric extension, and we provide a more accurate but costly signing when this occurs (discussed in Section 5.2); however, in many cases, they are equal to the final signs, and their comparably-low computational cost improves overall algorithm performance.

5.2 Merge Surface Element Meshes

We merge portions of the precursor meshes $\mathcal{V}^S_e$ to form the volumetric extension hexahedron mesh $\mathcal{V}^S$ by defining adjacency between vertices in $x^V$ as described in Section 4.1. We define this adjacency from the mesh connectivity of $S$ using its incident elements $I_i^S$ for each vertex $x_i^S$. Geometrically coincident vertices in $\mathcal{V}^S_{I_i^S/3}$ and $\mathcal{V}^S_{I_i^S/3}$ for $I_i^S \in I_i^S$ are defined to be adjacent if each are on hexahedrons in their respective meshes which are geometrically coincident. Note in particular that this is different from requiring that geometrically coincident vertices in $\mathcal{V}^S_{I_i^S/3}$ for $I_i^S \in I_i^S$ (see the geometry of Figure 16). In other words, all geometrically coincident hexahedra in element precursor meshes associated with triangles that share a common vertex are merged (see Figure 9). Merged vertices retain the sign they were given in $\mathcal{V}^S_e$ when possible. However, if merged vertices have differing signs, e.g. in regions with higher curvature (see Figure 10), then we must recompute the sign from their geometric relation to $S$.

In regions of higher curvature where the preliminary signs of vertices in $\mathcal{V}^S_e$ cannot be adopted in $\mathcal{V}^S$, we use an eikonal strategy [Osher and Fedkiw 2003] to propagate positive signs from $S$ in the direction of the surface normal and minus signs in the opposite direction. This is well defined in light of the assumed existence of the pre-image $S$ of $S$ under $\varphi^S$. Here, each vertex $x_i^V$ in the volumetric extension $\mathcal{V}^S$ is associated with some collection of precursor meshes $\mathcal{V}^S_e$ where $x_i^V$ was created in the merge of vertices in the $\mathcal{V}^S_e$. This defines a local patch $S_i^V$ of surface triangles $t^S_e$ in $S$ associated with $x_i^V$. When propagating signs from $S$ to $x_i^V$, only these triangles are considered. It is important to only use this local surface patch since there may be triangles in $S$ that are geometrically close to $x_i^V$ but topologically distant. Note that this precludes the use of global point-in-polygon algorithms based on ray casting or winding numbers since those will not give correct results when $S$ has self-intersection. Instead we adopt the local point-in-polygon method of Horn and Taylor [1989]. First, we compute the closest mesh facet (triangle, edge, or point) in $S_i^V$ to $x_i^V$. The closest facet calculation is performed by first storing $S_i^V$ in a CGAL surface mesh and then using its class functions and the locate function from the Polygon Mesh Processing package [Botsch et al. 2020; Loriot et al. 2020]. If the closest facet is an edge or a point, we add triangles from $S$ that

![Fig. 9. Precursor merge.](image-url)
are incident to the vertices in the edge or the point respectively to the patch $S_V$ (if they are not already in it). If more triangles were added, we recompute the closest mesh facet. We illustrate this process in Figures 10 and 11. If the closest facet is a triangle, we compute the sign depending on the side of the plane containing the triangle that the point lies on. If the closest faces is an edge or point we use the conditions from [Horn and Taylor 1989], which we summarize below:

- If the closest facet is an edge, then the sign is $-1$ if the edge is concave (as determined by the normals of the incident faces) and $+1$ if it is convex.
- If the closest facet is a vertex, then there exists a discrimination plane with an empty half-space. Choosing any such plane, the sign is $-1$ if the edges defining the plane are concave and $+1$ if they are convex.

A discrimination plane is defined by two non-collinear incident edges and it has an empty half-space if all incident faces and edges lie on one side of the plane or on the plane itself.

Fig. 11. **Patch expansion.** The local patch $S_V$ corresponding to the yellow vertex is shown. The initial patch is indicated in red, and the closest facet is a vertex of the red patch. We add the missing incident triangles (turquoise) and recompute the closest facet. This is again a vertex with incident triangles not in the patch, so we repeat the process (with new triangles in dark yellow). The closest feature is now on an edge, and we proceed to the edge criteria for signing.

6 INTERIOR EXTENSION REGION CREATION

We grow the volumetric extension $V^S$ on its interior boundary (defined by vertices with negative sign) to create the remainder of the volumetric mesh $V$. We determine where to grow the extension by examining connected components of the background grid defined by its intersections with $S$. We compute these components using depth-first search (as discussed in Section 4.1), where adjacency between nodes in the background grid is defined between edge neighbors not divided by $S$. We again use CGAL’s intersection function from the 2D/3D Linear Kernel to determine whether or not an edge is divided. This is a simplistic criterion which can lead to an over-count in the number of interior regions, as demonstrated in Figure 12. A more accurate criteria would use material connectivity determined from the intersection of the surface $S$ with the relevant background grid cells, similar to the CSG operations in [Sifakis et al. 2007]. However, as noted in [Li and Barbič 2018] these operations are extremely costly and our approach is robust to over-counting the number of interior regions since they are all merged together appropriately in the later stages of the algorithm.

Fig. 12. **Region over-count.** As the process of partitioning the grid only uses connectivity based on grid edges, it is possible for a contiguous region to be split into multiple regions. Shifting some of the vertices of $S$ on the left results in the geometry on the right, which contains an additional region in the upper right corner since no edge connects this grid node to the larger blue region.

Each connected component of background grid nodes constitutes a contiguous region. Regions that have a grid node with at least one geometrically coincident vertex in $x^V$ with negative sign are defined to be interior. Exterior regions, those not containing a grid node with a geometrically coincident vertex in $x^V$ with negative sign, are discarded. We create at least one hexahedron mesh $V^{ji,c}$ for each interior region $j^i$. Multiple copies of interior meshes are created near self-intersecting portions of $S$ since here they represent multiple overlapping portions of the volumetric domain. We illustrate this process in Figure 13. We note that as before, each hexahedron mesh $V^{ji,c}$ uses the common vertex array $x^V$.

Fig. 13. **Connected regions.** (Left) The surface partitions the background grid into contiguous regions. (Middle) The exterior regions are removed. (Right) The volumetric extension $V^S$ is shown, along with the negatively signed vertices in green. Multiple geometrically coincident vertices are indicated using blue circles with green centers.

We determine interior regions $j^i$ that require multiple copies as those with grid nodes that have more than one geometrically coincident vertex in $x^V$ with negative sign. For these regions, we create a copy $V^{ji,c}$ for each connected component $c$ of vertices in $x^V$ with negative sign that are geometrically coincident with a grid node in the region, as shown in Figure 14. Adjacency between these vertices...
is defined if they are in a common hexahedron in the volumetric extension $\mathcal{V}^S$. In general, this will be an over-count as multiple connected components may ultimately correspond to the same copy. We note that this process is analogous to the cell creation portion of the method of Li and Barbić [2018]. They show that in the case of simple immersions, the correct number of copies is equal to the winding number of the region. We do not compute the winding number since our over-count is typically resolved during the merging process described in Section 7. However, failure cases occur when the background uniform grid $\mathcal{G}_{\Delta x}$ cannot resolve thin features or high-curvature in $\mathcal{S}$. In these cases, an over-count that cannot be resolved in the later merging stages occurs. The background grid must be refined to resolve these cases, however using a strategy similar to that of Wang et al. [2014] we use a topology-preserving coarsening strategy (see Section 8) after the algorithm has run to prevent excessively small element sizes and associated high element counts. We also note again that unlike Li and Barbić [2018], we cannot handle non-simple immersions.

As with $\mathcal{V}^S$, we construct the first copy of the hexahedron mesh for each interior region $\mathcal{V}^{j,f,0}$ from precursor hexahedron meshes $\mathcal{V}_1^{j,f,0} = (x^V, m_1^{V,f,0})$. Here $x_i$ are the grid nodes in region $j$. It should be noted that these are different than the vertices $x_i^V \in \mathcal{V}$ and that $i = (i_0, i_1, i_2)$ is used to denote the grid multi-index associated with the node. For each $x_i$, $m_i^{V,f,0}$ consists of 8 hexahedra which are geometrically coincident with the 8 local background grid cells incident to $x_i$. Copies of $x_i$ and the 26 background grid nodes surrounding $x_i$ (whether or not they are in region $j$) are introduced into $x^V$ to achieve this. We again merge these precursors as described in Section 4.1 where adjacencies between the vertices of $x^V$ are defined as follows. For each pair of grid nodes $x_i$ and $x_j$ in region $j$, the geometrically coincident vertices in $x^V$ corresponding to the hexahedra of $\mathcal{V}_1^{j,f,0}$ and $\mathcal{V}_1^{j,f,0}$ are adjacent if $x_i$ and $x_j$ are connected by an edge in $\mathcal{G}_{\Delta x}$ that is not cut by a triangle in $\mathcal{S}$. This edge cut criteria prevents connection between geometrically close but topologically distant features, as illustrated in Figure 15. We reemphasize that as described in Section 4.1 the final $m^{V,f,0}$ is formed by concatenating all of the arrays $m_1^{V,f,0}$ (modified to account for merged vertex numbering) and removing any duplicated hexahedra. The remaining copies $\mathcal{V}^{j,f,e}$ are created by duplicating $m_1^{V,f,0}$ with new vertices distinct from those corresponding to $\mathcal{V}_1^{j,f,0}$ and any other copy.

Fig. 15. Edge cut criterion. Grid nodes $x_i$ of a region are shown, along with two examples showing that adjacent grid nodes may have their common edge cut by a triangle (cut edges are indicated by the dashed yellow lines). In this case, adjacencies are not built between the corresponding vertices in $\mathcal{V}^{j,f,0}$ to avoid unwanted sewing.

7 INTERIOR EXTENSION REGION MERGING

Having created the interior extensions $\mathcal{V}^{j,f,e}$, the merging of these meshes with the volumetric extension $\mathcal{V}^S$ and with each other (to account for possible over-counting in their creation) is carried out in multiple steps. We first merge hexahedra from $\mathcal{V}^S$ into $\mathcal{V}^{j,f,e}$ in a process described below. We then determine which of the interior extensions should merge to each other, using hexahedra from $\mathcal{V}^S$ which merge into multiple $\mathcal{V}^{j,f,e}$ to generate a list of overlapping hexahedra between meshes of different regions and copies. Next, we use these overlaps to determine which copies of the same region are duplicated and merge the duplicates together. Finally, these overlapping hexahedra are used to define the adjacencies in the final merging process.

Fig. 16. Preliminary merge. The construction of the volumetric extension $\mathcal{V}^S$ may result in geometrically coincident vertices which do not come from topologically distant parts of the mesh. Green vertices have negative signs, while purple vertices have positive sign. Above: The process in Section 7.1 merges these vertices into a single vertex. Below: We do not merge coincident positive vertices, to avoid unnecessarily sewing the exterior.
7.1 Merge With Boundary
Recall from Section 6 that in regions with more than one copy, we create a copy $\mathcal{V}^{j,c}$ for each connected component $c$ of vertices in $x^V$ located in region $j^j$ with negative sign. We use $C^{j}_c$ to denote the collection of these nodes in the connected component $c$. For regions with only one copy, $C^{j}_c$ instead denotes the collection of all vertices in $x^V$ located in region $j^j$ with negative sign, as we do not generate connected components in this case. Not that for these single copy regions, the vertices of $C^{j}_c$ need not be connected (see the geometry of Figure 17, where the vertices $C^{j}_c$ are composed of two connected components on the outer and inner boundaries). We merge vertices of $\mathcal{V}^{j,c}$ with vertices in $C^{j}_c$ using the merge described in Section 4.1. Before this merge, we first perform a preliminary merge of vertices in $C^{j}_c$ which are geometrically coincident. Here, two vertices of $x^V$ are adjacent if they are geometrically coincident and both in $C^{j}_c$. The effect of this preliminary merge is to close unwanted interior voids without ‘sewing’ the exterior and without merging topologically distant vertices of $\mathcal{V}^{j,c}$, as shown in Figure 16. The merge between the vertices of $\mathcal{V}^{j,c}$ and $C^{j}_c$ is then defined by the following adjacency. Vertices of $\mathcal{V}^{j,c}$ and $C^{j}_c$ are adjacent if they are geometrically coincident and the vertex of $\mathcal{V}^{j,c}$ was created from an interior connected component of vertices in $\mathcal{V}^{j,0}_1$ that gave rise to $\mathcal{V}^{j,c}$ via the merge described in Section 6. Here, an interior connected component is one that contains the center vertex (as opposed to one of the surrounding 26 vertices) introduced in the creation of $\mathcal{V}^{j,0}_1$ for some grid node $x_1$ in the region $j_1$. This requirement effectively means that vertices of $C^{j}_c$ should only merge to the vertices of $\mathcal{V}^{j,c}$ which are actually interior to the region, and not the vertices which are overlapping from a topologically far part of $\mathcal{V}^{j,c}$. We illustrate this in Figure 17. Note that after this merge has been performed, we update the indices in $C^{j}_c$ accordingly as this set will be used in latter steps of the merging procedure.

We next use a strategy different to that in Section 4.1 for merging hexahedral elements in $\mathcal{V}^S$ to their geometrically coincident counterparts in $\mathcal{V}^{j,c}$. This modified merging strategy is designed to prefer the structure of $\mathcal{V}^S$ over that in $\mathcal{V}^{j,c}$. For instance, if two hexahedra of $\mathcal{V}^S$ are geometrically coincident but share only vertices on one face, then they will still have this connectivity after merging to $\mathcal{V}^{j,c}$. We merge the hexahedra in $\mathcal{V}^S$ incident to the vertices in $C^{j}_c$ to their geometrically coincident counterparts in $\mathcal{V}^{j,c}$. Specifically, for each vertex $x^V_i$ with $i \in C^{j}_c$ and $k^{VS}_i \in I^{VS}_i$, the hexahedron $[\frac{k^{VS}_i}{s_i}]$ is marked for merging. We denote the collection of hexahedra in $\mathcal{V}^S$ marked to be merged with their counterparts in copy $c$ of region $j^j$ as $I^{j,c}_H$. Note that it is possible that some hexahedra of $\mathcal{V}^S$ are not included in any such collection. To perform this modified merging procedure, we first remove hexahedra from $m^{V^{j,c}}$ that are geometrically coincident with a hexahedron from $\mathcal{V}^{j,c}$ and incident to a vertex in $C^{j}_c$. Note that a hexahedron in $m^{V^{j,c}}$ can only be incident to a node in $C^{j}_c$ after the merge described in the previous paragraph has been completed. Next, copies of the hexahedra in $I^{j,c}_H$ are added to $m^{V^{j,c}}$. The process following the preliminary merge is outlined in Figure 18.

7.2 Overlap Lists
We next merge differing regions $\mathcal{V}^{j_0,c_0}$ along their appropriately defined common boundaries. The boundary region between any two region copy meshes $\mathcal{V}^{j_0,c_0}$ and $\mathcal{V}^{j_1,c_1}$ is grown from seeds which we define by hexahedra in the respective meshes that are equal and in $\mathcal{V}^S$. For example, suppose that $\mathcal{V}^{j_0,c_0}$ and $\mathcal{V}^{j_1,c_1}$ contain such a hexahedron. In this case there are hexahedra with indices $h^{V^{j_0,c_0}}_0, h^{V^{j_1,c_1}}_0 \in N$ sharing the same vertices as a hexahedron in $\mathcal{V}^S$ with index $h^{V^S}_{0} \in N$ such that

$$m^{V^{j_0,c_0}} = m^{V^{j_1,c_1}} = m^{V^S} + r \ , \ r \in \{0,1,\ldots,7\} \ . \quad (1)$$

When these hexahedra exist in two region copies $j_0, c_0$ and $j_1, c_1$ we use the notation $q = (j_0, c_0; j_1, c_1)$ to denote a pair of region copies with common boundary (that which will eventually merge). We define $s_0 = (h^{V^{j_0,c_0}}_0, h^{V^{j_1,c_1}}_0)$ as a seed between the pair of region copies. Furthermore, we use $p^q = [s_0^q, \ldots, s_{N^0-1}^q]$ to denote the

ACM Trans. Graph., Vol. 1, No. 1, Article . Publication date: January 2022.
collection of all such seeds between $j^0_0$, $c_0$ and $j^1_1$, $c_1$ with $N^q_0$ being the number of seeds. This collection, which we call an overlap list, is grown into the complete overlapping common boundary between $j^0_0$, $c_0$ and $j^1_1$, $c_1$.

We expand the initial seed collections $p^q_i$ by first marking background grid cells geometrically coincident with hexahedra in the seeds as being visited. Then, starting with the seed $s^q_i$, we compute the neighbor hexahedra of each hexahedron in the seed (the neighbors of a hexahedron are those which share a common vertex). Geometrically coincident neighbors of the two hexahedra in the seed are added to $p^q_i$ if the background grid cell to which they are geometrically coincident is unvisited. We then mark the cell as visited, and continue until every seed has been processed in this way. At the end of this expansion, $p^q_i$ is a list of overlapping hexahedra that will be used to sew the regions together. We illustrated this process in Figure 19.

7.3 Deduplication

As mentioned in Section 6, the number of copies is generally an over count. We use the overlap lists $p^q_i$ to deduce which copies $c$ of a region $j^q_i$ are redundant. For each hexahedron $h^c_i$ in $V^S$, we create a list of hexahedra from geometrically coincident counterparts in interior region copies. This list is formed by considering each pair $q$: if either hexahedron in a seed of $p^q_i$ is a copy of $h^c_i$ (i.e. it uses the same vertices in $x^S$ as in Equation (1)), both hexahedra in the seed are added to the list associated with $h^c_i$. Note that while the hexahedron pairs of the initial seeds in $p^q_i$ are both copies of hexahedra from $V^S$, in accordance with Equation (1), subsequent seeds added during the overlap process may have both, one, or neither hexahedron equal to copies of hexahedra from $V^S$. Should any list for any hexahedron $h^c_i$ in $V^S$ contain hexahedra from multiple copies $c_0$ and $c_1$ of the same region $j^q_i$, copies $c_0$ and $c_1$ are considered to be redundant duplicates of each other. Redundant copies are merged using the process of Section 7.1. This process is shown in Figure 20.

For each region, we compute connected components of its copies using duplication as the notion of adjacency. For each connected component of copies, we take the copy with the smallest index $c_l$ as the representative copy. However, this copy’s mesh only has the vertices of the component $c_l$. Likewise, only copies of the hexes in $j^q_i$ are in $V^S$. We remedy this by repeating the merge with boundary process of Section 7.1 on updated data. Specifically, we replace the connected component $c_l$ of vertices with the union of all components $c_j$ for copies in the connected component of copies. We then form an updated collection of incident hexahedron $j^q_i$ before repeating the boundary merge process. Finally, we update the overlap lists. Any overlap list corresponding to a duplicated copy is recreated using the minimum representative in place of the original copy to account for updated hexahedron ordering. Redundant overlap lists resulting from this update are then discarded.

![Fig. 19. Overlap lists. A closeup of the overlap region from the geometry of Figure 17 is shown here. At the upper left, the seeds for the overlap between the two copies are shown in purple, as well as the incident negative vertices (green) to the seeds from each copy. At each step, the current seed is marked with a cyan border. New geometrically coincident neighbors of the seed hexahedra are then added in the next step. When all seeds have been traversed, the process stops.](image)

![Fig. 20. Deduplication. We show two of the four copies of the central region (yellow), corresponding to the right and left segments of $V^S$. Each of copies 0 and 1 create an overlap list with the upper region (blue). The overlap list for copy 0 creates a pair between a non-boundary yellow hexahedron and a boundary hexahedron from the blue region. This boundary hexahedron is in a pair with a boundary hexahedron of copy 1, allowing us to deduce that copies 0 and 1 of the yellow region are duplicates. We then repeat the boundary merge process to create a deduplicated copy with complete boundary information.](image)

7.4 Final Merge

We now merge the vertices of $x^V$ using the pattern of Section 4.1 with adjacencies defined by the overlap lists. For each seed $s$ in an overlap list, the geometrically coincident nodes of the two hexahedra in $s$ are considered adjacent. We then create the final mesh $V$ by combining all of the arrays $m_{V^S,c_j}$ from copies which are either the minimum representative, or not duplicated. Recall from Section 4.1 that some hexahedra of $V^S$ are not copied into any copy’s mesh. We add all such hexahedra to $V$ to guarantee that $V^S$ is contained in this final mesh, completing the interior extension region merging process.

8. COARSENING

Our method requires high-resolution (small $\Delta x$) background grids for high-curvature/detailed surfaces. We provide a topology-aware coarsening strategy to provide user control over the final volumetric mesh resolution/element counts. After the hexahedron mesh $V$ is created, we coarsen the underlying grid by doubling $\Delta x$. We then create a maximal coarse mesh $M$ based on the fine mesh $V$. For each index $m_{V^S,c_j}$ in $V$, we define the initial connectivity for $M$ as $m^M_j = j$. We then bin the center of each fine hexahedron $h^M_i$ into the coarsened grid and keep track of its multi-dimensional grid index $i^M_k$. We initialize the position array $x^M$ for $M$ from the coarse grid cell corners of cell $i^M_k$. Specifically, for each hexahedron in $h^M$ in $M$ we define $x^M_{8h^{M}+i^M} = x^V_{8h^M+o^M}$ where $o^M$ is an offset from
We design a topologically-aware BCC-based approach for the cre-
tation of a tetrahedron mesh \( T \) from the hexahedron mesh \( \mathcal{V} \). We initialize the particle array for the tetrahedron mesh \( x^T \) to be the same as \( x^V \), but we add a new vertex in the center of each hexa-
hedron and each boundary face. Tetrahedra are computed from the faces in the mesh \( \mathcal{V} \). Normally a face in \( \mathcal{V} \) would have one (boundary face) or two (interior face) incident hexahedra. However,
since \( \mathcal{V} \) is comprised of many geometrically coincident hexa-
hedra there are more cases. We classify them as: standard boundary face (one incident hexahedron), standard interior face (two non-
geometrically coincident incident hexahedra), non-standard interior (more than two incident hexahedra, some geometrically coincident and some not geometrically coincident) and non-standard boundary (more than one incident hexahedron, all geometrically coincident). Each face contributes four tetrahedra to \( T \) in the case of standard boundary and standard interior faces. The tetrahedra consist of two vertices from the face and the cell centers on either side of the face in the case of standard interior faces. In the case of standard boundary faces, the face center is used in place of the second hexahedron center. For non-standard interior faces, we take all pairs of non-
geometrically coincident incident hexahedra and add tetrahedra as if their common face was a standard interior face. For non-standard boundary faces, tetrahedra are added for each incident hexahedron as if it were incident to a standard interior face. We illustrate this procedure in Figure 22.

**Fig. 22. Hexahedron tetrahedralization.** (Left) a standard interior face in \( \mathcal{V} \). The centers of the two incident hexahedra are combined with two face vertices to form the tetrahedra (red). (Middle) a standard boundary face uses a face center instead of the missing incident hexahedron center. (Right) a non-standard interior face is shown. The right-most incident hexahedra are geometrically coincident. We form hexahedron pairs/faces \((0,1), (0,2)\) and treat them respectively as standard interior, as in the left-most image.

### 10 EXAMPLES

We consider a variety of examples in both two and three dimensions. To illustrate the capabilities of the final mesh connectivities, we treat the objects as deformable solids and run a finite element (FEM) simulation [Sifakis and Barbic 2012]. Performance statistics for the 3D examples are presented in Table 1. All experiments were run on a workstation with a single Intel\textsuperscript{\textregistered} Core\textsuperscript{\textregistered} i9-10980XE CPU at 3.00GHz.

#### 10.1 2D Examples

**10.1.1 Single Overlap.** Figure 23 shows a deformable FEM sim-
ulation using a volumetric mesh produced by our algorithm. As evidenced by the geometry’s ability to separate and freely move, our algorithm produces a mesh that properly resolves the single self-intersection present in the initial configuration.

**10.1.2 Ribbon.** Our algorithm can also handle more complex self-
intersections. In Figure 24, one end of a ribbon shape passes through the other, partitioning the surface into several components. These intersections are successfully resolved, and the mesh is allowed to move as in the previous example.
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10.1.3 Face. Figure 25 demonstrates a similar scenario. In this case, the lips of the face geometry initially overlap; and, as an added challenge, the boundary of the input geometry consists of multiple disconnected components. Our method successfully treats cases like these by design.

10.2 3D Examples

10.2.1 Two Boxes & Simple Overlap. We begin our 3D examples by demonstrating that our algorithm is able to quickly generate consistent meshes for simple self-intersecting geometries. In Figure 26, basic hand-made geometries are allowed to separate and unfurl from their initial self-intersecting states. The two boxes in the left-hand side of each subfigure were meshed using a background grid resolution of $66 \times 64 \times 86$ cells and $\Delta x = 0.00955671$, taking $2.80219$ s to generate the resulting 256,368 hexahedra in the output mesh. The simple overlapping shape in the right-hand side of each subfigure was meshed using a grid with $194 \times 64 \times 194$ cells and $\Delta x = 0.00328125$, resulting in 1,606,296 hexahedra in the output mesh.

10.2.2 Double Möbius. Figure 27 shows two Möbius-strip-like geometries falling and separating under the effects of gravity, despite substantial intersections at the start of the simulation. This example was run using a background grid with $294 \times 288 \times 64$ cells and a $\Delta x$ of 0.0347391. The resulting hexahedron mesh has 903,653 elements. Generating the volumetric mesh using our algorithm takes 33.6324 s.

We also consider repeating this example at multiple spatial resolutions in order to demonstrate the effect of resolution on the quality of meshing results (see Figure 28). The coarsest grid (corresponding to the leftmost meshes in each subfigure) is $21 \times 19 \times 5$ with $\Delta x = 0.556$. An intermediate grid resolution of $39 \times 37 \times 9$ cells with $\Delta x = 0.278$ corresponds to the middle meshes in each subfigure. The rightmost meshes in each subfigure come from using a grid with $75 \times 73 \times 17$ cells with $\Delta x = 0.139$. Proper separation is achieved at all three of these tested resolutions, and in particular, our algorithm performs quite well on this example even at extremely low spatial resolution.

Table 1. Performance of generating volumetric meshes using our algorithm for various 3D examples. All times are in seconds and represent the total runtime of the algorithm.

| Example      | Grid dim. | $\Delta x$   | # Hex     | Time (s) |
|--------------|-----------|--------------|-----------|----------|
| Two Boxes    | 66×64×86  | 0.00955671   | 256368    | 2.80219  |
| Simple Overlap| 194×64×194 | 0.00328125   | 1606296   | 24.0179  |
| Double Möbius| 294×288×64 | 0.0347391    | 903653    | 33.6324  |
| Twin Bunnies | 162×166×128| 0.0203027    | 1525821   | 31.1815  |
| Dragon       | 512×690×520 | 0.0708709    | 2011047   | 303.301  |
| Fancy Ball   | 130×132×128 | 2.82671      | 515400    | 25.8388  |
| Head         | 512×830×718 | 0.000501962  | 62444819  | 839.951  |
| Sacht        | 52×104×44  | 4.26331      | 112682    | 9.64888  |

\[ \Delta x = 0.00328125, \text{ resulting in 1,606,296 hexahedra in the output mesh.} \]

10.2.3 Head. Figure 28 demonstrates a similar scenario. In this case, the heads of the face geometry initially overlap; and, as an added challenge, the boundary of the input geometry consists of multiple disconnected components. Our method successfully treats cases like these by design.

\[ \Delta x = 0.000501962, \text{ resulting in 62444819 hexahedra in the output mesh.} \]

1“Mobius Bangle” by Creative_Hacker is licensed under CC BY 4.0.
Fig. 27. Two intersecting Möbius-strip-like geometries (pink) naturally fall and separate under our method. The associated hexahedron meshes are shown in the right half of each frame.

Fig. 28. Running the example shown in Figure 27 at different spatial resolutions. In each frame, from left to right, the background grids have $\Delta x = 0.556$, 0.278, and 0.139.

10.2.3 Twin Bunnies. Another standard example is the Stanford bunny. Figure 4 demonstrates that two almost completely overlapping bunny meshes can naturally separate under our method. No issues are encountered as different segments of the bunnies pass through one another. This example uses a grid resolution of $162 \times 166 \times 128$ cells with $\Delta x = 0.0203027$, resulting in a mesh with 1,525,821 hexahedra.

10.2.4 Dragon. The most complicated geometry we test our method on is the dragon shown in Figure 29 (and also shown in Figure 11). Adequate resolution is required in order to resolve all the fine-scale features of this mesh; accordingly, we use a grid resolution of $512 \times 690 \times 520$ cells with $\Delta x = 0.0708709$. Our final mesh, generated in five minutes, contains just over 20 million hexahedra.

10.2.5 Fancy Ball. Figure 30 shows another interesting case where several ball-like geometries deform and collide after being meshed with our algorithm. Each ball has a number of thin cuts and fine-scale features, which our algorithm is able to resolve using a grid with $130 \times 132 \times 128$ cells and $\Delta x = 2.82671$. The 515,400 resulting hexahedra are generated in 25.8388s.

10.2.6 Head. Modeling of the human body often gives rise to self-intersection. This is particularly common in the faces, where lip geometries often self-intersect. To that end, we consider a real-world head geometry in Figure 5. Note that the lips separate effectively. This example results in a volumetric mesh with over 62 million elements, using a background grid resolution of $512 \times 830 \times 718$ cells and $\Delta x = 0.000501962$. Generating the hexahedron mesh takes 839.951s.

10.2.7 Collection. Various objects from 3D examples are dropped in a tank in Figure 31. The objects naturally deform and collide without meshing or simulation issues.

\^2“Asian Dragon” by Lalo-Bravo.
\^3“Abstract object” by sonic art.
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Fig. 30. Several ball-like geometries with intricate slices and holes are successfully meshed with our algorithm and then deform and collide under an FEM simulation.

(a) Frame 20  (b) Frame 35  (c) Frame 45  (d) Frame 80

Fig. 31. We simulated dropping our 3D examples into a box with a FEM sim.

(a) Frame 60  (b) Frame 80  (c) Frame 100  (d) Frame 200

Fig. 32. Our method can successfully separate the torus and bristle geometry proposed in [Sacht et al. 2013].

10.2.8 Sacht et al. Mesh. Finally, we demonstrate that our method, like that of Li and Barbič [2018], can successfully separate the geometry shown in Figure 32 that is not supported by the method of Sacht et al. [2013]. In [Sacht et al. 2013], the bristles in this geometry get locked by the surrounding torus. However, both our method and [Li and Barbič 2018] properly resolve all self-intersections. Of note, for a similar number of output mesh elements (112,682 vs. 112,554), our method runs noticeably faster than that of Li and Barbič [2018] (9.65s vs. 22.5s).

11 DISCUSSION AND LIMITATIONS

Our method has various limitations, most of which are attributed to our reduced use of exact/adaptive precision arithmetic. The most prominent limitations of our approach are in the types of input surface mesh $S$ that we support. Fine-scale features, e.g., thin parallel sheets, can cause negatively signed vertices to be located in regions of the grid corresponding to an incorrect region. This may result in exterior regions erroneously generating copies, or interior regions creating extra copies which will not be correctly merged or deduplicated. In these pathological cases, the output mesh will have undesirable extraneous collections of hexahedra. We resolve these issues by refining the background grid, but very fine features may require refinement to an unreasonable resolution. However, our coarsening approach is designed to mitigate this. Even using added resolution and subsequent coarsening, our methodological simplifications prevent us from handling certain classes of cases that Li and Barbič [2018] can handle, e.g., we cannot resolve non-simple immersions. It would be interesting to investigate whether our minimal-exact-arithmetic approach could be extended to handle non-simple immersions as well. Other future work includes improvements to the algorithm to handle known pathological cases without the need for refinement and subsequent coarsening, as well as improved detection mechanisms for such cases.

Lastly, Figure 3 illustrates an interesting case which neither our approach, that of Li and Barbič [2018] nor that of Sacht et al. [2013] can handle. In this case, which is common near e.g. elbows and even shoulders in an upper torso, a portion of the domain overlaps in such a way that $\phi_S^*$ must have negative Jacobian determinant in some regions. Our approach returns a mesh for this case, but it does not properly copy the overlap region and one of the two copies that would be required is rejected. I.e. our approach does not give a result consistent with creating a mesh in $\tilde{S}^V$ and pushing it forward under $\phi_S^*$. In Li and Barbič [2018], this is noted as a case for which an immersion does not exist and Sacht et al. [2013] explicitly require the Jacobian determinant of $\phi_S^*$ to be non-negative. However, this is a commonly occurring case which would be beneficial to resolve.
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