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Abstract—This paper studies online power control policies for outage minimization in a fading wireless link with energy harvesting transmitter and receiver. The outage occurs when either the transmitter or the receiver does not have enough energy, or the channel is in outage, where the transmitter only has the channel distribution information. Under infinite battery capacity and without retransmission, we prove that threshold-based power control policies are optimal. We thus propose disjoint/joint threshold-based policies with and without battery state sharing between the transmitter and receiver, respectively. We also analyze the impact of practical receiver detection and processing on the outage performance. When retransmission is considered, policy with linear power levels is adopted to adapt the power thresholds per retransmission. With finite battery capacity, a three dimensional finite state Markov chain is formulated to calculate the optimal parameters and corresponding performance of proposed policies. The energy arrival correlation between the transmitter and receiver is addressed for both finite and infinite battery cases. Numerical results show the impact of battery capacity, energy arrival correlation and detection cost on the outage performance of the proposed policies, as well as the tradeoff between the outage probability and the average transmission times.
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I. INTRODUCTION

Wireless transceivers powered by renewable energy are becoming more and more appealing due to their ease of deployment and environment friendliness [1], of which the feasibility is confirmed by measurements [2]. When the transceivers in wireless links are powered by energy harvesting (EH), due to the randomness of energy arrivals, the transmission can fail when the energy stored in the battery is insufficient, and thus transmission reliability and throughput are degraded. This calls for new ways of power control policies adapting themselves to not only the channel fading, but also random energy arrivals at both the transmitter and the receiver.

There have been some recent studies about EH-based wireless transmissions, specifically dealing with the multi-fold randomness from energy arrival, data arrival and channel fading, and their main focuses are on EH transmitters. With infinite battery capacity, optimal power control policies are studied in [3] and [4] to stabilize the system under random packet arrivals. Ref. [5] proves that the threshold-based power control is optimal for single link outage minimization over finite time horizon, and is asymptotic optimal for infinite time horizon. Ref. [6] targets at minimizing the link outage probability with interference from other transmitters, where the author uses random walk theory to find the transmission probability of the EH transmitter. With finite battery capacity, optimal offline water-filling algorithms are developed in [7]–[9], where the optimal directional water-filling is found based on the causality constraint of using the harvested energy, and suboptimal online policies are also investigated. Our previous work [10] extends their work to the case with the hybrid transmitter powered by EH and power grid. Ref. [11] identifies the optimal power control policy and corresponding performance limit with finite data and energy storages under concave utility functions. Besides the transmission power, some recent studies [12]–[14] deal with the circuit power consumption at the transmitter, and ref. [15] addresses the practical half-duplex constraint on the actions of energy harvesting and transmission. To improve the reliability, there have been recent efforts on analyzing packet retransmission mechanisms for EH communication systems [16], and ref. [17] studies an AQR-based retransmission mechanism and applies Markov Decision Processes (MDP) to obtain the optimal power control policy.

However, most of the previous works do not consider the existence of EH receiver, while the energy consumption for receiving cannot be ignored in applications like wireless sensor networks (WSN) with short transmission distances [18]–[20]. This motivates us to investigate the wireless link consisting of EH transmitter and receiver, with circuit blocks, as well as the decoding modules [18] taken into account. It is noted that some works deal with two-hop transmissions with EH source and relays [4] [21] [22], but the energy harvested at the relay is used for the second hop transmission, not for receiving. Among the few, ref. [19] considers receiving power for multi-hop WSN with EH, and efficient routing and node sleeping algorithms are proposed. With another line of research, energy cooperation with wireless powering is considered [23] [24], where the receiver is powered by the energy transmission from the transmitter. The main difference is that in their cases, the transmitter intentionally delivers the energy on demand to the receiver, while in our case, both sides may have no knowledge.
of the energy condition of the other.

In this paper, we focus on the outage minimization problem of a fading wireless link with EH transmitter and receiver, under an acknowledgement (ACK) based retransmission mechanism. Only channel distribution information (CDI) is assumed known at the transmitter. Different levels of the battery state information (BSI) sharing between the two nodes are considered. As both nodes are EH-based, it is also nature to investigate the correlations between the energy arrival processes at both sides. Different from [19], where static channel is considered and the goal is capacity maximization, we put more focuses on the outage performance of EH links, considering the two-fold randomness from EH and channel fading. The main objective of our research is to find the optimal power control policy, and to investigate how the energy arrival correlation, the battery capacity and different receiver structures can impact the outage performance of a link. The main contributions include:

1) With infinite battery capacity and no retransmission, we prove that threshold-based power control is optimal when the EH process is independent between the transmitter and receiver. The optimality holds regardless of whether BSI is shared or not. We thus provide the closed-form expressions for the optimal power thresholds of the disjoint policy without BSI sharing, and for the joint policy with BSI sharing, respectively. We further investigate the impact of EH correlation between the two nodes, and show that the joint threshold-based policy is still optimal.

2) Based on queuing theory, we provide a simple yet powerful framework of deriving the transmission probability, and the receiving probability of EH links. For the transmission probability, the assumption on the i.i.d. EH process in [6] is generalized to stationary and ergodic EH process. The derived transmission and receiving probability further enable directly proving the optimality of the threshold-based policies, which extends the results in [5] to the case when both the transmitter and receiver are EH-based, with the consideration of EH process correlation between the two sides, the circuit power, the receiver detection and processing, different levels of BSI and CSI sharing. We also investigate the case when the receiver knows the policy of the transmitter, and show how this information helps improving the system performance.

3) When retransmissions are taken into account, we show that the derived optimal power thresholds for non-retransmission case are still near-optimal. To further adapt the threshold per retransmission, a modified disjoint threshold-based policy called linear power levels policy is adopted, and the choice of the starting power level is investigated.

4) Under finite battery capacity, the proposed policies are analyzed via a three dimensional finite state Markov chain (FSMC) model, which allows the calculation of the optimal power thresholds and evaluation of their performance. The numerical results via the FSMC analysis provide insights to the impact of the system parameters, especially the battery capacity and EH correlation between the transmitter and receiver, on the outage performance of an EH link.

The remainder of this paper is organized as follows. Section II sets up the system model, and three power control policies are introduced in Section III. In Section IV, we analyze and prove the optimality of the policies with infinite battery capacity. We investigate our policies with finite battery capacity using FSMC in Section V, and we propose the corresponding local searching algorithm for the optimal thresholds. Numerical results are presented in Section VI, and are followed by our conclusion in Section VII.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a fading wireless link consisting of one transmitter (denoted by source node $S$) and one receiver (denoted by destination node $D$). Both nodes are powered by batteries of capacity $B_{\text{max}}$ and are capable of harvesting energy from the surrounding environment. Discrete-time model is used, where the time axis is partitioned into slots denoted by $t \in \{0, 1, 2, \cdots\}$. With unit slot length, we will use energy and power, and their corresponding units interchangeably.

A. Channel Model

We consider frequency non-selective block Rayleigh fading channel, where the channel $h$ keeps constant within one time slot, and varies independently from slot to slot, and $E\{|h|^2\} = 1$. There is only CDI at $S$, while $D$ has CSI. The transmission rate $R$ is assumed fixed. We assume unit bandwidth, and thus $R$ is in the unit of spectrum efficiency. Channel outage occurs when the mutual information between $S$ and $D$ is less than $R$, where we assume one packet per slot. The corresponding channel outage probability $Pr\{|h|^2 < \frac{(2^{R_{\text{tx}}})-1}{P_{\text{tx}}^n}\}$ in any slot $t$ is [28]

$$p(P_{\text{tx}}) = \begin{cases} 1 - \exp\left(-\frac{(2^R - 1)z}{P_{\text{tx}}^n}\right), & P_{\text{tx}}^n > 0, \\ 1, & P_{\text{tx}}^n = 0, \end{cases} (1)$$

where $P_{\text{tx}}^n$ is the transmission power at the $S$ in slot $t$, and $z$ denotes the power of additive white Gaussian noise.

B. Energy Consumption Model

With the consideration of circuit power, the power consumption at $S$ in slot $t$ is given by

$$P_{S}^t = (1 + \alpha)P_{\text{tx}}^t + P_{C,S}1_{P_{\text{tx}}^t > 0}, (2)$$

where $P_{C,S}$ denotes the static power consumption of the circuit blocks, and $(1 + \alpha)P_{\text{tx}}^t$ represents the power consumption for the power amplifier, where $\alpha > 0$ mainly relates to the drain efficiency. The indicator function $1_A$ equals to 1 if event $A$ is true, otherwise it equals to 0. Assume that if $S$ is not transmitting, i.e., $P_{\text{tx}}^t = 0$, the circuit does not consume any power, i.e., $P_{S}^t = 0$. In practise, transceivers may consume some power even when it is not transmitting or receiving [18], therefore this assumption implies that $S$ can switch on and off the transceiver instantaneously, or the start-up time is negligible. Similar assumption is made for $D$. Note that at the beginning of each slot, $D$ does not know whether $S$ is transmitting or not in advance. Therefore if there is enough energy in the battery, $D$ will be active, and its power consumption in slot $t$ is given by

$$P_D^t = P_D, \quad (3)$$
where \( P_D \) includes two parts: (1) The power consumption of the receiving circuit, and the decoding module depending on whether the link is coded or uncoded; (2) the power for feeding back ACK to \( S \), which will be described in Section IV-D.

To further improve the energy utilization efficiency at \( D \), in Section IV-C we consider that \( D \) first spends \( \xi \) fraction of the energy \( \xi P_D \) to detect whether there is an on-going transmission from \( S \), where \( \xi \in [0, 1] \). In this way, if \( D \) is active, the power consumption at \( D \) in slot \( t \) is

\[
P^t_D = \begin{cases} 
\xi P_D, & P^t_S = 0, \\
0, & P_D, \quad P^t_S > 0,
\end{cases}
\]

where the first case means that \( S \) is not transmitting, and thus \( D \) will switch off after consuming \( \xi P_D \) amount of detection energy; otherwise in the second case \( D \) will keep receiving for the whole slot when \( S \) is transmitting. The power consumption model can be further extended to include data processing power at \( D \), which will also be discussed in Section IV-C.

### C. Energy Harvesting Model and Battery State Evolution

Denote the harvested energy in slot \( t \) at \( S \) and \( D \) as \( \{E^t_S, E^t_D\} \subset \mathbb{R}_{\geq 0} \), which are stationary and ergodic sequences over time. Their means are \( \mathbb{E}[E^t_S] = \lambda_S \) and \( \mathbb{E}[E^t_D] = \lambda_D \) respectively. The EH processes can also be correlated between \( S \) and \( D \), and the correlation coefficient is defined as \( \rho = \frac{\text{cov}(E^t_S, E^t_D)}{\sigma_{E^t_S}\sigma_{E^t_D}} \), where \( \text{cov}(\cdot) \) is the covariance function, \( \sigma_{E^t_S} \) and \( \sigma_{E^t_D} \) represent the standard variances of \( E^t_S \) and \( E^t_D \). Let \( B^t_S \) and \( B^t_D \) denote the battery energy at the beginning of slot \( t \), of \( S \) and \( D \) respectively. The battery gets replenished whenever a node harvests energy at the end of the slot. The evolution of the battery states at \( S \) and \( D \) are

\[
B^{t+1}_S = \min\left( B^t_S - P^t_S + E^t_S, B_{\text{max}} \right), \quad (5)
\]

\[
B^{t+1}_D = \min\left( B^t_D - P^t_D + E^t_D, B_{\text{max}} \right), \quad (6)
\]

where \( B_{\text{max}} \) denotes the battery capacity. Note that the above equation implicitly requires \( B^t_S \geq P^t_S \) and \( B^t_D \geq P_D \) respectively, and these will be enforced by the power control policies, where we remark that \( S \) and \( D \) know their own battery state. Remark that the requirement \( B^t_D \geq P_D \) holds even for the case with receiver detection described in (4). This is because at each beginning of each slot, as \( D \) does not know whether \( S \) is transmitting or not, it has to ensure that \( B^t_D \geq P_D \), to guarantee the reception for the whole slot in case \( S \) is transmitting.

### D. Packet Retransmission

In slot \( t \), the packet transmission may fail if: (1) \( S \) does not have sufficient energy to transmit the packet so that \( S \) set \( P^t_S = 0 \); (2) The packet is not transmitted successfully due to the channel outage with probability \( p(P^t_S) \); (3) \( D \) does not have sufficient energy to receive the packet, i.e., \( B^t_D < P_D \).

Equivalently, the per-slot transmission successful probability \( \phi \) is given by

\[
\phi = \Pr\{\text{no channel outage}|\{P^t_S > 0\}\} \Pr\{P^t_S > 0, B^t_D \geq P_D\}
= [1 - p(P^t_S)]\Pr\{P^t_S > 0, B^t_D \geq P_D\}.
\]

where the second equality comes from the independence between the battery states and the channel condition, and note \( p(P^t_S) \) is defined in (1).

The retransmission is based on an ACK-based mechanism, in which ACKs are fed back by \( D \) over an error free channel to \( S \). If the transmission is successful, \( S \) will receive an ACK from \( D \) and move on to the next packet. If \( S \) does not receive an ACK or it does not transmit due to insufficient battery energy, it retries until it receives an ACK, or reaches the retry limit and moves on to the next packet. We assume: (1) The time for transmitting ACK is negligible; (2) The power consumed for sending ACK is included in \( P_D \); (3) If channel outage occurs, even without feeding back ACK, the power consumption of \( D \) is still \( P_D \).

As we allow \( K - 1 \) times of retransmission \((K \text{ times of transmission attempts in total})\), the retransmission state is denoted by \( u \in \mathcal{U} \), defined by

\[
u = \begin{cases} 
-1, & \text{ACK received, start a new packet} \\
0, & \text{last packet in outage, start a new packet} \\
k, & k\text{-th retransmission, } k \in \{1, \cdots, K - 1\}.
\end{cases}
\]

With retransmissions, the final outage probability of a packet \( p_{\text{out}} \) is the probability that the packet can not be successfully transmitted within \( K \) slots. Please note that with our definition, the “retransmission” includes the failed transmission attempts due to insufficient energy at \( S \).

### E. Outage Minimization Problem

This paper considers the online power control policies at \( S \) in order to minimize the packet outage probability \( p_{\text{out}} \):

\[
\min_{P} p_{\text{out}}.
\]

where \( P \) denotes the set of all online stationary policies, where in a policy \( S \) decides \( P^t_S \) based on CDI, average energy arrival rate \( \lambda_S \), its BSI (or including \( \lambda_D \) and \( B^t_D \) at \( D \) depending on the level of BSI sharing) and the retransmission state \( u \). In this paper we assume the data source of \( S \) is backlogged. Our analysis for the backlogged scenario is also valuable for cases with random packet arrivals, in terms of determining the stability condition of the data queue. Specifically, to keep the data queue stable, the bit arrival rate should be less than \( R(1 - p_{\text{out}}) \).

Even though the energy buffer and the data queue are coupled at \( S \), this stability condition is proved in [25] by assuming \( S \) transmits dummy packets even when the data queue is empty.

### III. POWER CONTROL POLICIES

In this section, three power control policies are presented. Their performance will be analyzed in later sections. Note that by default \( D \) does not know what policy \( S \) is taking, and we will discuss the impact of knowing the policy of \( S \) at \( D \) in Section IV-D.
A. Disjoint Threshold-based Policy

In this policy, the possible values of \( P^t_S \) are chosen from a binary set and \( S \) only transmits when the energy stored in its own battery is larger than a threshold. Specifically,

\[
P^t_S = \begin{cases} P_S, & \text{If } B^t_S \geq P_S, \\ 0, & \text{else}, \end{cases}
\]

where according to (2), \( P_S > P_{C,S} \) is required, and the corresponding transmission power is \( P^t_{tx} = \frac{P_S - P_{C,S}}{1 + \alpha} \). The battery state evolution under this policy at \( S \) is given by

\[
B^t_{S+1} = \min(B^t_s - P_S 1_{B^t_S \geq P_S} + E^t_S, B_{\text{max}}).
\]

The optimization variable of the policy is to determine the best threshold \( P_S \). Note that in this policy, each node does not know the BSI of the other.

B. Joint Threshold-based Policy

This is a genie-aided threshold-based policy that each node knows whether the other node will transmit/receive or not in current time slot. Under this policy, \( S \) transmits only when both \( B^t_S \geq P_S \) and \( B^t_D \geq P_D \) hold, and so does \( D \) to make receiving decision. The battery state evolution under this policy is

\[
B^t_{\beta+1} = \min(B^t_{\beta} - P_{\beta} 1_{B^t_{\beta} \geq P_S, B^t_D \geq P_D} + E^t_{\beta}, B_{\text{max}}),
\]

where \( \beta \in \{S, D\} \). The optimization variable of the policy is the threshold \( P_S \).

C. Linear Power Levels Policy

The previous two policies do not take the retransmission states into account, while this policy is a modified version of the disjoint threshold-based policy with non-decreasing multi-level thresholds \( \{P_S(u)\}, u \in U \), i.e.,

\[
P_S(u) = P_S(0) + \Delta \cdot u, \quad u = 0, \ldots, K-1,
\]

where \( \Delta \) is the step value, and note \( P_S(-1) = P_S(0) \). The battery state evolution at \( S \) under this policy is given by

\[
B^t_{S+1} = \min(B^t_S - P_S(u) 1_{B^t_S \geq P_S(u)} + E^t_S, B_{\text{max}}).
\]

The optimization variables of the policy are \( P_S(0) \) and \( \Delta \).

IV. INFINITE BATTERY CAPACITY

In this section, we will analyze the outage probability when both nodes are equipped with infinite battery capacity. The optimality of the threshold-based policies is discussed. Unless otherwise specified, the theorems, lemmas, propositions and corollaries have the following default conditions: The battery capacity \( B_{\text{max}} = +\infty \). The energy arrivals \( \{E^t_S\} \) and \( \{E^t_D\} \) are stationary and ergodic processes, with \( E[E^t_S] = \lambda_S \) and \( E[E^t_D] = \lambda_D \) respectively.

![Fig. 1. The “energy packet” queue.](image-url)

A. Disjoint Threshold-based Policy with \( K = 1 \)

When \( K = 1 \), there is no retransmission. According to the definition in (7), we denote \( \phi(P_S) \) as the transmission successful probability in a slot, with threshold \( P_S \). The policy design is to find the best threshold \( P_S \) so that \( \phi(P_S) \) is maximized, written as

\[
(P1) \quad \max_{P_S \geq 0} \phi(P_S) \triangleq \exp \left[ \frac{(2^R - 1)z}{P_{tx}} \right] \Psi(P_S, P_D),
\]

where recall that \( P_{tx} = (P_S - P_{C,S})/(1 + \alpha) \), and \( \Psi(P_S, P_D) \) is the probability that \( S \) has enough energy to transmit and \( D \) has enough energy to receive, i.e.,

\[
\Psi(P_S, P_D) = \lim_{n \to +\infty} \frac{1}{n} \sum_{t=1}^{n} E \left[ 1_{B^t_S \geq P_S, B^t_D \geq P_D} \right].
\]

To solve (P1), we need to calculate \( \Psi(P_S, P_D) \), before which two lemmas are proposed.

Lemma 1: Denote the transmission probability of \( S \) as

\[
\Psi_S = \lim_{n \to +\infty} \frac{1}{n} \sum_{t=1}^{n} E \left[ 1_{B^t_S \geq P_S} \right].
\]

Under the disjoint threshold-based policy, we have

\[
\Psi_S = \min \left( 1, \frac{\lambda_S}{P_S} \right).
\]

Proof: Without loss of generality, assume initially the battery is empty, i.e., \( B^t_S = 0 \). The proof is based on constructing a equivalent energy “packet” queue \( Q \) reflecting the energy arrival and usage process. The queue operates in a slotted manner. At the end of each slot, the arrived energy is firstly stored in a “packet source”, of which the energy at the beginning of a slot is \( E^t_{\text{source}} \). Right at the energy arrival, the “source” generates energy “packets”, each with volume \( P_S \), into \( Q \) at the end of the slot. Correspondingly the number of generated packets is \( n_t = \left\lfloor \frac{E^t_{\text{source}} + E^t_D}{P_S} \right\rfloor \) \((\lfloor \cdot \rfloor \text{ is the floor operator, and } n_t \in Z_{\geq 0})\), and then the amount of energy

\[
E^t_{\text{source}} + E^t_D = n_t P_S + E^t\]

remains in the “source”, and here we always have \( E^t_{\text{source}} < P_S \). Note that \( \{n_t\} \) solely evolves with the stationary and ergodic sequence \( \{E^t_S\} \), and thus is also stationary and ergodic. The generated packets are then buffered in \( Q \) with infinite capacity. The constructed queue is illustrated in Fig. 1. The “energy packet” arrival rate of \( Q \), defined as the average
arrived packets per slot, is
\[
\lambda_{ep} = \lim_{n \to +\infty} \frac{\sum_{t=1}^{n} E[n_t]}{n} = \frac{1}{P_S} \lim_{n \to +\infty} \frac{\sum_{t=1}^{n} \left( E[S_t] - E[E_{source}^n] \right)}{n}
\]
where (a) holds by adding the two sides of (19) from \( t = 1 \) to \( t = n \) and then taking expectations, with initial values \( E[S_1^1] = B_S^1 = 0 \); (b) holds because \( E[n_{source}] < P_S \).

The “server” of \( Q \) serves one packet per slot if the queue is not empty, i.e., the service rate is \( \mu_{ep} = 1 \), this corresponds to the policy that \( S \) transmits if \( B_S^t \geq P_S \). Therefore, denoted by \( N_t \) the number of energy packets in \( Q \) at the beginning of time slot \( t \), its evolution is
\[
N_{t+1} = N_t - 1_{N_t \geq 1} + n_t,
\]
Comparing with (5) and noting that we have infinite battery here, it can be easily checked that
\[
N_t = \left\lfloor B_S^t \right\rfloor.
\]
Therefore,
\[
\Psi = \lim_{n \to +\infty} \frac{1}{n} \sum_{t=1}^{n} \left( 1_{B_S^t \geq P_S} \right) = \frac{1}{P_S} \lim_{n \to +\infty} \frac{1}{n} \sum_{t=1}^{n} \left( 1_{N_t \geq 1} \right),
\]
where the last equality holds due to (22). For \( \Psi \), First consider \( \lambda_{ep} \geq 1 \), and we prove \( \Psi = 1 \) by contradiction. Assume \( \Psi < 1 \), and thus for some subsequence of \( \{N_t\} \), denote slot sequence \( \{t_i\} \subset \mathbb{N} \) as those satisfy \( N_{t_i} = 0 \), and \( t_1 < t_2 < \ldots \), where the sequence \( \{t_i\} \) must be infinite (and thus \( \{N_t\} \) is stationary and ergodic), otherwise \( \Psi = 1 \) immediately. Note \( \forall t_i > 1 \), we must have \( n_{t_i-1} = 0 \), and
\[
\sum_{t=t_i+1-2}^{t_i} n_t = t_{i+1} - t_i - 1, \quad \text{if} \quad t_{i+1} > t_i + 1,
\]
\[
n_{t_i} = 0, \quad \text{if} \quad t_{i+1} = t_i + 1,
\]
where the above equations basically indicate that between two adjacent slots with empty queue \( Q \), the number of arrived packets equals to the number of slots between these two slots, because the queue evolves from empty to empty, and each slot exactly consumes one packet. Then
\[
\lim_{n \to +\infty} \frac{\sum_{t=1}^{n} n_t}{n} = \Psi_S \quad \text{a.s.,}
\]
while \( \lim_{n \to +\infty} \frac{\sum_{t=1}^{n} 1_{N_{t+1}=0} + \sum_{t=1}^{n} 1_{N_{t+1}>0}}{n} = \lambda_{ep} \) almost surely as \( \{n_t\} \) is stationary and ergodic, which means \( \lambda_{ep} < 1 \) as we assume \( \Psi_S < 1 \), which contradicts the fact that \( \lambda_{ep} \geq 1 \). Therefore \( \Psi_S = 1 \).

When \( \lambda_{ep} < 1 \), according to Little’s Law (30), \( \lim_{n \to +\infty} \frac{1}{n} \sum_{t=1}^{n} 1_{N_t \geq 1} \) is the server busy probability of \( Q \), and equals to the load of the queue, i.e.,
\[
\Psi_S = \frac{\lambda_{ep}}{\mu_{ep}} = \frac{\lambda_S}{P_S},
\]
where the equality holds due to (20) and \( \mu_{ep} = 1 \). The proof is completed.

Note that Lemma 1 coincides with (6) Theorem 1, while we provide an alternative proof based on queuing theory, and the i.i.d. assumption of \( \{E_S^t\} \) is relaxed to be stationary and ergodic. This method further allows us to prove other results in this paper with more complicated situations especially for \( D \).

\textbf{Lemma 2:} Define the receiving probability of \( D \) as
\[
\Psi_D = \lim_{n \to +\infty} \frac{1}{n} \sum_{t=1}^{n} \left( 1_{B_D^t \geq P_D} \right).
\]
Under the disjoint threshold-based policy, we have
\[
\Psi_D = \min (1, \frac{\lambda_D}{P_D}).
\]

\textit{Proof:} Follow the same procedure of proving Lemma 1.

We then have the following Theorem for the simultaneous transmission and receiving probability \( \Psi(P_S, P_D) \) when the energy arrivals at \( S \) and \( D \) are mutually independent, i.e., \( \rho = 0 \).

\textbf{Theorem 1:} When EH processes of \( S \) and \( D \) are mutually independent, and BSI is not shared. We have \( \Psi(P_S, P_D) \) under the disjoint threshold-based policy given by
\[
\Psi(P_S, P_D) = \min \left( 1, \frac{\lambda_S}{P_S}, \frac{\lambda_D}{P_D}, \frac{\lambda_S \lambda_D}{P_S P_D} \right).
\]

\textit{Proof:} Since \( \{E_S^t\} \) and \( \{E_D^t\} \) are mutually independent, and also because \( S \) and \( D \) do not know the BSI of each other, the events \( B_S^t \geq P_S \) and \( B_D^t \geq P_D \) are independent. We have
\[
\Psi(P_S, P_D) = \Psi_S \Psi_D,
\]
and according to Lemma 1 and Lemma 2 we directly obtain
\[
\Psi(P_S, P_D) = \min \left( 1, \frac{\lambda_S}{P_S}, \frac{\lambda_D}{P_D} \right) = \min \left( 1, \frac{\lambda_S}{P_S}, \frac{\lambda_D}{P_D}, \frac{\lambda_S \lambda_D}{P_S P_D} \right),
\]
which completes the proof.

When energy arrivals \( \{E_S^t\} \) and \( \{E_D^t\} \) are not independent, i.e., \( \rho \neq 0 \) Theorem 1 still holds if \( \max(\Psi_S, \Psi_D) = 1 \). In this case, Theorem 1 becomes \( \Psi(P_S, P_D) = \min \left( 1, \frac{\lambda_S}{P_S}, \frac{\lambda_D}{P_D} \right) \). Otherwise, if \( \max(\Psi_S, \Psi_D) < 1 \) which means that energy arrivals are insufficient at both nodes, it is expected that \( \Psi(P_S, P_D) \) increases with \( \rho \), which will be confirmed by our numerical results. But this will highly depend on the energy arrival profiles at both nodes, and no closed-form \( \Psi(P_S, P_D) \) is available here.

\( ^1 \)The energy arrival correlation \( \rho \) can take negative values under some circumstances, while generally it is positive as for wind and solar energy.
Next we will show that the disjoint threshold-based policy is actually the optimal power control policy under independent energy arrivals. First two lemmas are needed as follows.

**Lemma 3:** Consider a non-EH block fading channel with only CDI at $S$. Given the average power constraint $\mathbb{E}\{P^*_S\} \leq P_0$ at $S$, the optimal power control policy that minimizes the average channel outage probability, is threshold-based, i.e.,

$$P^*_S = \begin{cases} 0, & \text{with probability } 1 - \frac{P_0}{P^c}, \\ P^*, & \text{with probability } \frac{P_0}{P^*}, \end{cases} \quad (33)$$

where

$$P^* = \begin{cases} P_0, & P_0 \geq P_a, \\ P_a, & P_0 < P_a, \end{cases} \quad (34)$$

where $P_a$ is the larger solution to the quadratic equation $(P - P_{C,S})^2 = (1 + \alpha)(2R - 1)zP$.

**Proof:** See Appendix A

We then immediately have the following lemma.

**Lemma 4:** Consider a block fading channel with non-EH $D$ and EH $S$ with stationary and ergodic energy arrivals $\{E^*_S\}$, and $\mathbb{E}\{E^*_S\} = \lambda_S$. Assuming only CDI at $S$, the optimal power control policy that minimizes the average channel outage probability is threshold-based, the same as the corresponding non-EH link with average power consumption at $S$ as $\lambda_S$.

**Proof:** Let $P_a$ be the same notation as in Lemma 3. If $\lambda_S \geq P_a$, then $P^* = \lambda_S$. Otherwise, let the policy be transmitting whenever $B^*_S \geq P_a$, according to Lemma 4, the transmission probability is $\Psi_S = \frac{P_0}{P^*}$. This policy is the same as the optimal policy in Lemma 3 by replacing $P_0$ with $\lambda_S$. As EH imposes more strict power allocation causality constraints, the performance of the EH link is no better than the non-EH link with the same average power consumption. Therefore, this policy is optimal for the EH link.

The above lemma coincides with [5] Proposition 3.5], while we consider the circuit power $P_{C,S}$ of $S$, and we also provide a direct proof for infinity time horizon without taking the asymptotic to the solution of the finite time horizon case. Now we are ready to prove the optimality of the disjoint threshold-based policy.

**Theorem 2:** When EH processes of $S$ and $D$ are mutually independent, and BSI is not shared. Assume no retransmission. Among all stationary power control policies, the disjoint threshold-based policy is optimal, with optimal threshold $P^*_S$ as

$$P^*_S = \max (\lambda_S, B_{th}) , \quad (35)$$

where $B_{th}$ is given by

$$B_{th} = \frac{1}{2} \left[ (2P_{C,S} + c) + c^2 (4P_{C,S} + c)^2 \right] ,$$

and $c = (2^R - 1)(1 + \alpha)z$.

**Proof:** See Appendix B

The theorem also reveals that the optimal threshold does not depend on $\lambda_D$, and thus the optimality holds even when energy arrival statistics are not shared between $S$ and $D$.

### B. Joint Threshold-based Policy with $K=1$

Under the joint threshold-based policy, $S$ and $D$ know whether the other node will transmit or not, and the battery state evolution is shown in (12). Under this policy, we have the following proposition for the probability $\Psi(S, D)$.

**Proposition 1:** The probability $\Psi(S, D)$ under the joint threshold-based policy is

$$\Psi(S, D) = \min \left( 1, \frac{\lambda_S}{P^*_S} \frac{\lambda_D}{P^*_D} \right) . \quad (36)$$

**Proof:** See Appendix C

Using above Proposition, we have the following theorem.

**Theorem 3:** Assuming no retransmission, and $S$ and $D$ know whether the other node will transmit or not. Among all stationary power control policies, the joint threshold-based policy is optimal. The optimal threshold $P^*_S$ is

$$P^*_S = \max \left( \lambda_S, B_{th} \right) \left( \frac{\lambda_S P^*_D}{\lambda_D} \right) , \quad (37)$$

where $B_{th}$ is the same as in Theorem 2.

**Proof:** See Appendix D

Remark that from Proposition 1 and Theorem 3, the joint threshold-based policy is not affected by the correlation between $\{E^*_S\}$ and $\{E^*_D\}$, and its performance and the optimal transmission power threshold are the same regardless of the value of $\rho$.

### C. Receiver Detection and Processing

This section will provide some extensions to the receiver power consumption model. We will first demonstrate a more practical detection structure, and then the energy for processing the received data will be included in the model.

As explained in Section B, $D$ can spend $\xi$ portion of $P_D$ to detect whether $S$ is transmitting, rather than receiving for the whole slot. Note that when $\xi = 1$, node $D$ has to receive the whole packet to decide whether $S$ is transmitting or not, which corresponds to the model we discussed previously. Under disjoint threshold-based policy, we have the following proposition with receiver detection.

**Proposition 2:** Define the detection and receiving probability of $D$ as

$$\Psi_D = \lim_{n \to +\infty} \frac{1}{n} \sum_{t=1}^{n} \mathbb{E} \left[ 1_{B_D^t \geq P_D} \right] . \quad (38)$$

Under the disjoint threshold-based policy, we have

$$\Psi_D = \min \left( 1, \frac{\lambda_D}{1 - (1 - \xi)(1 - \Psi_S)} P_D \right) , \quad (39)$$

where $\xi$ is the detection cost, and $\Psi_S = \min \left( 1, \frac{\lambda_S}{P^*_S} \right)$.

**Proof:** See Appendix E

From (39), we can see that $\Psi_D \leq \frac{\lambda_D}{P^*_D}$, which is the receiving probability without detection, and this means that the detection increases the receiving probability. If $\Psi_S < 1$, this gain increases when $\xi$ decreases. Note that now the events $1_{B^*_S \geq P^*_S}$ and $1_{B^*_D \geq P^*_D}$ are no longer independent, since the energy consumption procedure at $D$ is affected by how energy is used at $S$. Therefore the probability $\Psi(S, D)$ can not...
be calculated by (32). But from simulations, as shown in Fig. 2 when \( \Psi_S < 1 \) and \( \Psi_D < 1 \), \( \Psi(P_S, P_D) \) can be well approximated by \( \Psi_S \Psi_D \) for detection only. As a result, following the same procedure as in the proof of Theorem 2, one can still get the threshold \( P_S \) that is close to optimal. For joint threshold-based policy, the detection is actually not necessary, or at the optimal operation point, the joint threshold-based policy is equivalent to the case with \( \xi = 0 \). For the linear power levels policy, the optimal performance with receiver detection can be solved by FSMC described in the next section.

Moreover, for example in sensor networks, \( D \) may use more power to process the successfully received data in addition to \( P_D \). For instance, \( D \) may need to compress and store the sensed data from \( S \), or relay the data to the next hop, etc. If the processing is performed immediately after the data is received, or concurrently with receiving\(^2\), we can denote the total power consumption as \( P_F \), and correspondingly \( P_D = \eta P_F \), where \( \eta \in (0, 1] \). In this way, at the beginning of a slot, the battery energy should satisfy \( B_{t0}^D \geq P_F \), because the battery should support \( D \) to receive and process the data, otherwise there is no need to receive. The power consumption at \( D \) in slot \( t \) is

\[
P_D^t = \begin{cases} 
\xi \eta P_F, & P_S^t = 0, \\
\eta P_F, & P_S^t > 0 \text{ and channel outage occurs}, \\
P_F, & \text{else}
\end{cases}
\]

where the first case means that \( S \) is not transmitting, and thus \( D \) will switch off after consuming \( \xi \eta P_F \) for detection; In the second case when \( S \) is transmitting, \( D \) will keep receiving for the whole slot but the channel encounters outage, so that only the receiving power \( P_D = \eta P_F \) is consumed and no further processing is needed; Finally in the third case, \( D \) successfully receives the data and completes the processing.

With receiver detection and processing, the probability \( \Psi_D \) is the probability that \( B_{t0}^D \geq P_F \). We have the following proposition for \( \Psi_D \) with receiver detection and processing.

**Proposition 3:** Define the detection and receiving probability of \( D \) as

\[
\Psi_D = \lim_{n \to +\infty} \frac{1}{n} \sum_{t=1}^{n} \mathbb{E} \left[ 1_{B_{t0}^D \geq P_F} \right].
\]

Under the disjoint threshold-based policy and with receiver detection and processing, we have

\[
\Psi_D = \min \left( 1, \frac{\lambda_D}{1 - \frac{\lambda_S \eta}{\lambda_D}} \right)
\]

where \( \xi \) and \( \eta \) are the detection cost and the receiving fraction respectively, and \( \Psi_S = \min \{ 1, \frac{\lambda_S}{\lambda_D} \} \), and \( p(P_{\alpha}) \) is the channel outage probability defined in (1), with \( P_{\alpha} = \frac{P_S - P_C \beta}{1 + \alpha} \).

**Proof:** See Appendix G.

Since the dependence between the events \( 1_{B_{t0}^S \geq P_S} \) and \( 1_{B_{t0}^D \geq P_D} \) is introduced due to the receiver detection and processing, the probability \( \Psi(P_S, P_D) \) cannot be calculated by (32). As shown in Fig. 2, we can still approximate \( \Psi(P_S, P_D) \) with (32), but the precision becomes worse when we introduce processing, i.e., \( P_F > P_D \).

**D. Policy of \( S \) Known at \( D \)**

In previous subsections, \( D \) has no knowledge about whether \( S \) is taking the threshold-based policy or not. But for example, if \( D \) knows that \( S \) is adopting the threshold-based policy with threshold \( P_S \), since \( D \) has CSI, when the channel can not meet the transmit rate \( R \), \( D \) can choose not to receive. In this way, when \( B_{t0}^D \geq P_D \),

\[
P_F^t = \begin{cases} 
0, & |h|^2 < \frac{(2R - 1)\xi}{P_{\alpha}}, \\
P_D, & \text{else}
\end{cases}
\]

where \( P_{\alpha} = \frac{P_S - P_C \beta}{1 + \alpha} \). We have the following results for disjoint/joint threshold-based policies.

**For the disjoint policy,** the following corollary of Theorem 1 holds for the probability \( \Psi(P_S, P_D) \).

**Corollary 1:** Assume EH processes of \( S \) and \( D \) are mutually independent, and BSI is not shared, but \( D \) knows that \( S \) is taking the threshold-based policy with threshold \( P_S \). We have

\[
\Psi(P_S, P_D) = \min \left( 1, \frac{\lambda_D}{P_S \lambda_D} \right)
\]

where \( p(P_{\alpha}) \) is the channel outage probability defined in (1), with \( P_{\alpha} = \frac{P_S - P_C \beta}{1 + \alpha} \).

**Proof:** See Appendix G.

Comparing Corollary 1 and Theorem 1 we can see that knowing the policy of \( S \) at \( D \) improves the receiving probability so that the outage performance is improved. We can further prove the optimality of disjoint threshold-based policy as the following corollary of Theorem 2.

**Corollary 2:** Assume EH processes of \( S \) and \( D \) are mutually independent, and BSI is not shared, but \( D \) knows the
policy of $S$. Assuming no retransmission, among all stationary power control policies, the disjoint threshold-based policy is optimal. The optimal threshold $P_S^*$ is the same as \([35]\) given in Theorem \([2]\).

\textbf{Proof:} See Appendix \([4]\).

The above argument indicates that, the policy information available at $D$ improves the outage performance, but it has no impact on the optimal policy at $S$, when the BSI is not shared. But the conclusion does not hold when the BSI is shared.

For the joint policy, $S$ knows whether $D$ will receive or not, and thus when $D$ knows its policy, which means that the BSI is shared and $S$ also gets the CSI indirectly. As a result, there are full BSI and CSI sharing between $S$ and $D$. We have the following corollary for $\Psi(P_S, P_D)$, and the proof is simply based on the proof of Corollary \([4]\) and Proposition \([4]\).

\textbf{Corollary 3:} Assume $D$ knows that $S$ is taking the threshold-based policy with threshold $P_S$, the probability $\Psi(P_S, P_D)$, and the joint threshold-based policy is

$$
\Psi(P_S, P_D) = \min \left(1, \frac{\lambda_D}{1-p(P_{\alpha})}, \frac{\lambda_S}{1-p(P_{\alpha})} \right),
$$

where $p(P_{\alpha})$ is the channel outage probability defined in \((1)\), with $P_{\alpha} = P_{S} - P_{C,S}$.

Based on this corollary, we can easily get the optimal threshold $P_S^*$ for the joint policy when the CSI and BSI are shared.

\textbf{Corollary 4:} When $D$ knows that $S$ is taking the threshold-based policy with threshold $P_S$, the optimal threshold $P_S^*$ of the joint threshold-based policy satisfies

$$
\exp \left( -\frac{2(\rho-1)(1+\rho)}{P_S^* - P_{C,S}} \right) = \frac{\lambda_S}{P_S^*},
$$

where $P_S^* \geq P_{C,S}$.

Remark that when both CSI and BSI are shared, the threshold-based policy is no longer optimal, while the truncated channel inversion \([29]\) can be proved optimal, which is in our case has no closed-form expression, and is not presented in detail for the conciseness of this paper.

\textit{As for the receiver detection and processing,} first note that in Proposition \([3]\) $D$ does not know the policy of $S$. If $D$ knows the policy of $S$, Proposition \([3]\) has the following corollary, of which the proof is simply based on the proof of Corollary \([4]\) and Proposition \([4]\).

\textbf{Corollary 5:} Under the disjoint threshold-based policy with receiver detection and processing, if $D$ knows the policy of $S$, we have

$$
\Psi_D = \min \left(1, \frac{\lambda_D}{1-(1-\xi)(1-\Psi_S)}, \frac{\lambda_S}{1-p(P_{\alpha})} \right),
$$

where $\xi$ and $\eta$ are the detection cost and the receiving fraction respectively, and $\Psi_S = \min \{1, \frac{\lambda_S}{P_S^*}\}$, and $p(P_{\alpha})$ is the channel outage probability defined in \((1)\), with $P_{\alpha} = P_{S} - P_{C,S}$.

\textbf{E. $K > 1$ and Linear Power Levels Policy}

When retransmission is allowed, i.e., $K > 1$, the analysis becomes much more complicated. Mainly because the transmission probability $\Psi$ will be correlated among adjacent slots due to the existence of battery. Even if we constrain the threshold-based policy to be \textit{invariant} among retransmission states, the optimal threshold may be different from our previously derived $P_S^*$. Nevertheless, the derived $P_S^*$ is near-optimal with $K > 1$. To illustrate this, consider an equivalent non-EH fading channel with average power constraint $\lambda_S$ and $\lambda_D$ for $S$ and $D$, respectively. Following Lemma \([3]\) the optimal policy to minimize the per-slot outage is threshold-based. Like the disjoint policy, $D$ has no choice but to receive with probability $\min \{1, \frac{\lambda_D}{P_S^*}\}$ if it does not know the action at $S$. For this fading channel, threshold $P_S^*$ in \((35)\) is the optimal threshold policy among all policies being \textit{invariant} over retransmissions. The outage probability is then

$$
p_{\text{out}}(P_S^*) = (1 - \phi(P_S^*))^K,
$$

where $\phi(P_S^*)$ is the same as the definition in \((15)\), and the above equation holds since the successful transmissions among adjacent slots are independent for non-EH fading channel. This serves as the lower bound of the outage probability for the counterpart EH link. Therefore, using the same threshold $P_S^*$, the outage probability of the EH link satisfy

$$
p_{\text{out}}(P_S^*) \geq p_{\text{out}}^{\text{fading}}(P_S^*) = (1 - \phi(P_S^*))^K.
$$

For joint threshold-based policy, the same conclusion holds. To show that the derived $P_S^*$ is close to optimal, we simulate the outage probability as shown in Fig. \([3]\) from which we can see that $p_{\text{out}}(P_S^*)$ is very close to its lower bound $p_{\text{out}}^{\text{fading}}(P_S^*)$ for both joint and disjoint policies.

Different from the other two, the linear power levels policy considers the retransmission state $u$. Given the intervals of the sequence $\Delta$ and the transmission limit $K$, we need to find the optimal starting power level $P_{S,LP}$. Since closed-form $p_{\text{out}}$ is not available, by now we can only heuristically choose the starting power. For the counterpart non-EH fading channel, if linear power levels policy is applied, to keep the average power consumption the same, the starting power $P_{S,LP} \leq P_S^*$. Using
this heuristic, in Fig. 3 we set $P_{S|p} = 0.8P_0$ to the EH case, and set $\Delta = 100mW$ for $\lambda_S < 700mW$, and $\Delta = 200mW$ for $\lambda_S > 700mW$. We observe that linear policy outperforms disjoint policy under medium to high energy arrival rates, and its gain increases when energy becomes more sufficient. This phenomena will also be discussed in Section V where we can use FSMC to look for the optimal $P_{S|p}$.

V. FINE BATTERY CAPACITY

In this section, we analyze the performance and parameter optimization for the three policies where both nodes are equipped with finite batteries with capacity $B_{\text{max}} < \infty$. We implement our model using discrete-time FSMC, in which we quantize all energies with respect to a energy fraction $E$. Accordingly, the battery levels are considered to be integers multiple of $E$. Here we consider temporal independent Bernoulli distributed energy arrivals at $S$ and $D$, but similar analysis can be extended to other types of distributions, which will be discussed at the end of Section V.A.

A. FSMC Formulation

The discrete-time FSMC has the state space $\mathcal{S} \triangleq \mathcal{B}_S \times \mathcal{B}_D \times \mathcal{U}$, where $\mathcal{B}_\beta \triangleq \{0, 1, \ldots, B_{\text{max}}\}$ ($\beta \in \{S, D\}$) is the set of battery states of node $\beta$. Recall that $\mathcal{U} = \{-1, 0, 1, \ldots, K-1\}$ is the set of possible packet transmission attempt states. Thus, the state of the link at time $t$ is denoted by $s^t \triangleq (b_S^t, b_D^t, u^t)$ where $b_S^t \in \mathcal{B}_S$ and $u^t \in \mathcal{U}$.

For the energy arrival processes, a Bernoulli model $\{E_S^t, E_D^t\}$ is considered. At the end of slot $t$, $E_S^t$ and $E_D^t$ levels of energy are injected into the transmitter and the receiver with probability $\mu_S$ and $\mu_D$, respectively. With probability $(1 - \mu_S)$ and $(1 - \mu_D)$, no energy is harvested. For example, with $\mu_S = \mu_D = 1$, their mean values are $\lambda_S = E[E_S^t] = \frac{1}{2}E_{\text{max}}^S$ and $\lambda_D = E[E_D^t] = \frac{1}{2}E_{\text{max}}^D$. Similar model is also used in [17] for wireless sensor networks (WSN). We also consider the correlation between the EH processes of $S$ and $D$ with correlation coefficient $\rho$.

Therefore, the harvested energy pair in slot $t$ can be written as

$$(E_S^t, E_D^t) = \begin{cases} (0, 0), & \text{with probability } \mu_0, \\ (0, E_{\text{max}}^S), & \text{with probability } \mu_1, \\ (E_{\text{max}}^S, 0), & \text{with probability } \mu_2, \\ (E_{\text{max}}^S, E_{\text{max}}^D), & \text{with probability } \mu_3, \end{cases}$$

where $t = 0, 1, 2, \ldots$. Each of the probabilities $\mu_i (i = 0, 1, 2, 3)$ can be calculated depending on $\mu_S, \mu_D$ and $\rho$ with the following constraints: (1) $\sum_{i=0}^3 \mu_i = 1$ and (2) $\mu_1 = \mu_2$, where the second constraint comes from our setting of changing $E_{\text{max}}^S$ to control $\lambda_S, \beta \in \{S, D\}$.

Denote the state transition probability matrix as $T$, whose elements represent the probability of a transition from state $s^t \triangleq (m, n, v)$ to state $s^{t+1} \triangleq (i, j, u)$, i.e.,

$$T_{m,n,u} = \Pr \{B_S^t = i, B_D^t = j, u^{t+1} = u \mid B_S^t = m, B_D^t = n, u^t = v \},$$

(51)

where $m, i \in \mathcal{B}_S, n, j \in \mathcal{B}_D$ and $v, u \in \mathcal{U}$. Let $\delta(s^t, a^t(u), s^{t+1})$ denote the Kronecker delta function from state $s^t$ to $s^{t+1}$ with an action $a^t(u) = [\mathcal{P}_S^t(u), \mathcal{P}_D^t]$ taken in slot $t$, with retransmission state $u$, and

$$\delta(s^t, a^t(u), s^{t+1}) = \begin{cases} 1, & s^t \text{ transits to } s^{t+1} \text{ with } a^t(u), \\ 0, & \text{else}, \end{cases}$$

For the ease of exposition, in the following we drop the node indexes $S$ and $D$ to consider one of the two nodes, e.g., we use $\mu$ to denote the EH probability at each slot. For $\forall v$ and $u = -1$, $T_{s^t}^{s^t+1} = \mu (1 - p(P_x)) \delta(s^t, a^t(u), s^{t+1})$ if a transmission successes. For $v = K - 1$ and $u = 0$, or $v = -1$ and $u = 1$, or $v \neq -1, K - 1$ and $u = v + 1$, $T_{s^t}^{s^t+1} = \mu p(P_x) \delta(s^t, a^t(u), s^{t+1})$ if a transmission fails because an outage occurs. For $v = K - 1$ and $u = 0$, or $v = -1$ and $u = 1$, or $v \neq -1, K - 1$ and $u = v + 1$, $T_{s^t}^{s^t+1} = \mu \delta(s^t, a^t(u), s^{t+1})$ if a transmission fails due to insufficient energy states. Note in above explanations, the probability $P(\mathcal{P}_S^t, \mathcal{P}_D^t)$ is reflected in $\delta(s^t, a^t(u), s^{t+1})$, where the action $a^t(u) = [\mathcal{P}_S^t(u), \mathcal{P}_D^t]$ varies according to different power control policies as proposed previously. Specifically, for disjoint/joint threshold-based policy, $\mathcal{P}_S^t$ does not depend on $u$. For $D$, when the receiver detection is considered, $\mathcal{P}_D^t$ is decided by (41). When $D$ knows the policy of $S$, $\mathcal{P}_D^t$ is decided by (43), and $\mathcal{P}_D^t$ takes zero value with probability $p(P_x)$ and this must coincide with the calculation of $T_{s^t}^{s^t+1}$. When both detection and processing are considered, $\mathcal{P}_D^t$ is decided by (40) with channel outage probability $p(P_x)$, which should also coincide with the calculation of $T_{s^t}^{s^t+1}$. Note that $\xi = 1$ and $\eta = 1$ represent the cases without receiver detection or processing.

The stationary probabilities $\pi(s)$ of this FSMC can be obtained by solving the balance equation

$$\pi(s) = \sum_s \Pr \{s^{t+1} = (i, j, u) \mid s^t = (m, n, v)\} \pi(s).$$

(52)

Under the ACK-based retransmission mechanism, an outage occurs if and only if a packet is still not transmitted successfully even after $K - 1$ times of retransmission. We focus on the following problem of minimizing the average outage probability

$$\min_{P_S \geq P_C, S} p_{\text{out}},$$

(53)

where the optimization variable $P_S$ is the power threshold for the disjoint/joint threshold-based policies and is the power levels threshold for the first attempt in the linear power policy, and the step $\Delta$ is given. The average outage probability $p_{\text{out}}$ is decided in the following proposition.

3Without ambiguity with the Dirac delta function used in Appendix A as here three parameters are used.

4Under mild conditions on the transmission power policy, we can show that the FSMC is irreducible and positive recurrent, which is not detailed here.
Proposition 4: The average outage probability is given by
\[ p_{\text{out}} = \frac{\pi_{u=0}(s)}{\pi_{u=0}(s) + \pi_{u=-1}(s)}, \]
where \( \pi(s) \) is the stationary probability that the link is in state \( s = (b_S, b_D, u) \), and \( \pi_{u=k}(s) \) is defined as \( \pi_{u=k}(s) = \sum_{b_S, b_D} \pi(b_S, b_D, u = k). \)

Proof: Notice that \( \pi_{u=0}(s) \) represents the probability that a transmission outage occurs in the previous slot, and \( \pi_{u=-1}(s) \) represents the probability that a successful transmission is finished in the previous slot. Otherwise, in the states where \( u \neq -1, 0 \), the packet will be under retransmission in the current slot. Assuming we have \( N \) slots and \( N \to +\infty \) to reach the stationary distribution, then the number of packets transmitted successfully is \( N_{\text{success}} = N\pi_{u=-1}(s) \), and the number of packets transmitted with an outage is \( N_{\text{outage}} = N\pi_{u=0}(s) \). Thus, the average outage probability is given by the ratio of the packets that are not transmitted successfully even after \( K - 1 \) times of retransmission:
\[ p_{\text{out}} = \frac{N_{\text{outage}}}{N_{\text{outage}} + N_{\text{success}}}, \]
and we get the proposition.

Similarly, the average transmission times \( \tau \) is given by a weighted function of the stationary probability \( \pi(s) \). First define,
\[ p_{u,v} = \sum_{(i,j)(m,n)} \Pr \{ s^{t+1} = (i, j, u) | s^t = (m, n, v) \}, \]
and then
\[ \tau = 1 + \frac{\sum_{k=1}^{K-1} kp_{-1,k}\pi_{u=k}(s)}{\pi_{u=-1}(s)}. \]

We can now summarize the procedure for computing the outage probability \( p_{\text{out}} \) and the average transmission times \( \tau \):
1. Discretize the battery levels and the power consumption levels to generate the FSMC with state space \( S \).
2. Compute \( T \), where \( T \) is the state transition probability matrix with entries defined in (51).
3. Obtain the stationary probabilities \( \pi(s) \) by solving (52).
4. Obtain \( p_{\text{out}} \) and \( \tau \) from (54) and (56), respectively.

Remark 1: In the infinite battery capacity case where \( B_{\max} = +\infty \), it is obtained that if \( \lambda_S \geq P_S \) and \( \lambda_D \geq P_D \), the energy is always enough, and the battery states will have the behaviors \( B_\beta = +\infty (\beta \in \{ S, D \}) \). Thus the state space will become a simpler set denoted as \( S_U = \mathcal{U} = \{-1, 0, 1, \ldots, K - 1\} \). The corresponding transition matrix \( T_U \) is of dimension \( (K + 1) \) and the stationary distribution can be easily obtained as
\[ \pi_U = \frac{1 - p}{1 - p^K} [1, p^K, p^{2K}, \ldots, p^{K(K-1)}], \]
where \( p = p(P_{tx}) \). Through (57), \( p_{\text{out}} = p^K \) (which means \( K \) times of transmission fail continuously) where \( p \) is obtained through (4). However, for the general value of \( B_{\max} \), it is hard to get the closed-form of the stationary distribution \( \pi(s) \).

Algorithm 1 One Dimensional Searching Algorithm

1. Initialize \( P^*_S = 0 \) and \( p_{\text{out}} = 1 \);
2. for \( P_S = P_{C,S}, P_S \in B_S \) do
3. Calculate the transition matrix \( T \) via (51) and determine the stationary distribution \( \pi \) via (52);
4. Obtain the outage probability \( p_{\text{out}} \) via (54);
5. if \( p_{\text{out}} \leq p_{\text{out}} \) then
6. \( p_{\text{out}} \leftarrow \tilde{p}_{\text{out}} \);
7. \( P^*_S \leftarrow P_S \);
8. \( P^*_{tx} = P^*_S - P_{C,S} - \frac{1}{1+\alpha} \);
9. end if
10. \( P_S = P_S + E \);
11. end for

Remark 2: Although our analytical results in Section IV hold for general stationary and ergodic EH processes, we restrict our FSMC analysis to i.i.d. EH sequences. Because the main focus is on the correlation between the EH processes of \( S \) and \( D \). According to the results in Section IV the temporal correlation of the EH process will not have notable impact on the outage performance when the battery capacity is large. Nevertheless, temporal correlation may have severe impact on the outage performance with small battery. In fact, our FSMC formulation can be extended to tackle the temporal correlated EH process. Specifically, the current system state \( S \) has to be expanded to be five-dimensional, including \( E_S^t \) and \( E_D^t \) as additional state attributes. This however imposes high calculation complexity, which should be addressed in future studies.

B. Local Searching Algorithm

For the disjoint threshold-based policy and the joint threshold-based policy requires carefully choosing the optimal threshold \( P^*_S \in B_S \). For the linear power levels policy, one also needs to find the optimal starting point \( P^*_S \). Since it is not possible to directly get the closed-form solution of \( p_{\text{out}} \), a one-dimension local searching algorithm shown in Algorithm 1 is implemented to find the optimal \( P^*_S \) and the corresponding \( P^*_{tx} \). This algorithm requires searching all the states of the energy storage at the transmitter and is of complexity \( O(B_{\max} + 1) \). We also have the transition matrix \( T \in \mathbb{R}^{(B_{\max} + 1)^2 \times (K + 1)} \), and the detailed \( T \) will be different according to different power control policies.

VI. NUMERICAL RESULTS

In this section, numerical results are presented to show the performance of the proposed power control policies. To use FSMC, the state space is discretized with the granularity of \( E = 50\text{mW} \), and thus the energy and power are of the same quantization granularity. We consider temporal independent Bernoulli energy arrival with parameters \( E_{\text{max}} = 20\text{E} \), and \( \lambda_S = \lambda_D = 500\text{mW} = 10\text{E} \), and \( P_{C,S} = 100\text{mW} = 2\text{E} \), \( P_D = 700\text{mW} = 14\text{E} \) corresponding to the coded system [18].

7In the algorithm, note that \( E \) represents the discretized energy unit.
The noise power \( z = 100 \text{mW} \). We also set \( P_F = P_D \), i.e., \( \eta = 1 \). Given the correlation coefficient \( \rho \), we can obtain \( \mu_i(i = 0, 1, 2, 3) \) from (50). Parameter \( \alpha = 1 \) corresponding to the drain efficiency of 0.5 for a typical class-AB amplifier (27), and thus \( P_S^* = 2P_{tx} + P_{C,S} \). For the retransmission mechanism, unless otherwise mentioned, we allow \( K = 4 \) times of transmission (3 times of retransmission), and thus the retransmission state set \( \mathcal{U} = \{-1, 0, 1, 2, 3\} \). In all sets of results, the battery capacity is finite, so that the optimal power control policy parameters, i.e., \( P_S^* \) for joint/disjoint threshold-based policy, \( P_S^*_{lp} \) for linear power levels policy (with \( \Delta = 100 \text{mW} \)) are decided by the FSMC-based local search in Algorithm 1. Remark that the linear policy under evaluation in this section is with \( \xi = 1 \). To evaluate the gain provided by knowing the policy of \( S \) at \( D \), we provide corresponding results for joint threshold-based policies. In other policies, this setting is default, i.e., \( D \) does not know the policy of \( S \).

First in Fig. 4 the impact of battery capacity \( B_{max} \) is observed. For all policies, the outage performance degrades when \( B_{max} \) decreases. Because of the energy overflow with finite battery, the effective energy that can be used is reduced, resulting in more outages due to power shortage. With receiver detection, the energy at \( D \) is used more efficiently, and thus we observe less outage with smaller value of detection cost \( \xi \). It is also shown that the linear policy is worse than the disjoint policy with small battery capacity. As the linear policy requires larger transmission power for retransmissions, small battery cannot provide enough energy, so that the transmission probability \( P_S(u) \) for retransmissions \( u > 1 \) is reduced, which degrades the performance. While for large battery, linear policy shows performance gain over disjoint policy, which coincides with our results for infinite battery in Fig. 5.

We then show the results of varying energy arrival correlation \( \rho \) in Fig. 5. It is observed that energy arrival correlation helps improve the outage performance. Because correlation has the effect of “matching” the energy states of \( S \) and \( D \), which can increase the probability that both nodes have enough energy to transmit and receive in the same slot. With infinite battery, as shown in Proposition 1 and Theorem 3, the performance of the joint policy is irrelevant to \( \rho \), but under finite battery, its performance still improves with increasing \( \rho \) slightly. As the battery capacity is only \( B_{max} = 3\lambda_S \), linear power levels policy performs the worst.

In Fig. 4 and Fig. 5 we also provide curves for the performance of disjoint policy when \( D \) knows that \( S \) is taking the threshold-based policy. It turns out that knowing the policy of \( S \) at \( D \) lets disjoint policy perform close to joint policy, and even better than joint policy when \( R \) is small, and they are both insensitive to \( \rho \). The reason of their similar performance is that if \( D \) knows the threshold of \( S \), its energy is saved by avoiding unnecessary receiving when channel undergoes deep fading, while joint policy saves the energy of \( D \) by avoiding unnecessary receiving when \( S \) is not transmitting. We should remark that which of them performs better should depend on system parameters including channel statistics, rate requirement and EH profiles.

To illustrate the procedure of searching for optimal threshold \( P_S^* \) with Algorithm 1, in Fig. 5 the outage performance with different values of \( \rho \) is shown. The optimal \( P_S^* \) for each policy is labeled with a star symbol. Since \( \rho = 0 \) and the battery capacity is relatively large, i.e., \( B_{max} = 6\lambda_S \), the optimal thresholds are compared with those derived under infinite battery and no retransmission. For infinite battery with \( R = 2\text{bit/Hz/s} \), according to Theorem 2 \( P_S^* = 787\text{mW} \) for disjoint and joint threshold-based policies. While in Fig. 5, due to the quantization granularity and the existence of retransmission, the optimal \( P_S^* \) is 800mW and 900mW for these two policies respectively. The case of disjoint policy is very close to our theoretical result, while it seems that joint policy is more sensitive to the existence of retransmission. With \( R = 1\text{bit/Hz/s} \), similar observations are made. Please also note
that the optimal starting power of the linear policy is smaller than \( P_\text{S}^* \) of the disjoint policy, which confirms our intuition in Section IV-C. With large battery, the linear policy shows better performance than the disjoint policy, and the gain is more evident with smaller \( R \). Fig. 6 also shows the results for disjoint policy when \( D \) knows the policy of \( S \). Although the optimal outage probability is better than the default disjoint policy, the optimal threshold is the same, which coincides with Corollary 2.

Finally, we show the tradeoff between the average outage probability \( p_{\text{out}} \) and the average transmission times \( \tau \) in Fig. 7. We change the number of maximum transmission times \( K \in \{2, 3, 4, 5\} \) and get different pairs of \( (\tau, p_{\text{out}}) \), i.e., the four points on each curve. When we set higher \( K \), \( p_{\text{out}} \) goes down. For \( K = 2 \), the linear policy shows better performance over the disjoint policy. We also try a smaller value of \( P_D = 100\,\text{mW} \), corresponding to uncoded system \cite{13}. In this case, the smaller \( P_D \), together with the smaller \( R = 1\,\text{bit/Hz/s} \), provides relatively sufficient energy availability, the linear policy can achieve the best outage probability, with the cost of larger delay.

VII. CONCLUSION

We have investigated the outage minimization problem for a fading wireless link with EH transmitter and receiver. Three power control policies are proposed, namely the disjoint threshold-based policy, joint threshold-based policy, and the linear power levels policy. For infinite battery and independent energy arrivals, we have proved that the two threshold-based policies are optimal among all retransmission invariant power control policies, with or without BSI sharing between \( S \) and \( D \). Specifically, for the joint threshold-based policy, the optimal threshold and its performance are independent of the energy arrival correlation \( \rho \) between \( S \) and \( D \). We also consider the receiver detection, receiver processing, and different levels of BSI and policy information sharing in our analysis. To analyze the performance with finite battery capacity, we formulate the EH link into an FSMC, with which the optimal power thresholds can be calculated. With extensive numerical tests via FSMC, we have shown the performance of the three policies under different values of the battery capacity \( B_{\text{max}} \) and the energy arrival correlation \( \rho \). It is found that larger correlation \( \rho \) actually improves the outage performance. We also show that knowing the policy of \( S \) at \( D \) can enhance the performance of disjoint policy to be comparable to joint policy. Unlike the infinite battery case, the linear policy shows its performance gain over disjoint policy only with larger battery capacity or lower \( R \). Finally, the tradeoff between the average outage probability and average retransmission times is presented.

Possible extensions of this work are as follows. First, in this paper we consider i.i.d. block fading channel, while for Markovian channel, \( S \) can exploit the ACKs to estimate the channel gain and even learn the EH process of \( D \). MDP based schemes can be promising candidates. Moreover, when the power consumption in the idle state (when the transceiver is not transmitting or receiving) and the switch-on/off delay are non-negligible, an appropriate node sleeping policy \cite{19} should be designed, and can be jointly optimized with the power control policy.

APPENDIX A

PROOF OF LEMMA 3

Denote the power control policy as a probability dense function (PDF) \( g(P) \), since \( S \) only has CDI. From \cite{11}, write the per-slot transmission successful probability as the function of the total power consumption \( P \): \( f(P) = e^{-\frac{(1+\alpha)(2R-1)}{P-C_S}} \) for \( P > P_{C,S} \), otherwise \( f(P) = 0 \). The objective is to find the optimal \( g(P) \)

\[
\max_{g(P)} \int_0^{+\infty} g(P)f(P)dP,
\]

(58)
subject to $\int_0^{+\infty} P g(P) dP = P_0$. It is easy to check that $f(P)$ is convex over $[0, P_0]$ and concave over $[P_0, +\infty)$, where $P_0 = \frac{1}{2(1+\alpha)(2^R-1)} + P_{C,S}$. Furthermore, by solving $f'(P) = f'(P)$, we get $P_0$. One can check that $P_0 > P_0$, and geometrically the line from $(0,0)$ to $(P_0, f(P_0))$ is a tangent to $f(P)$. We thus construct a function

$$q(P) = \begin{cases} f(P)P_{a}, & P \in [0, P_0], \\ f(P), & P \in [P_0, +\infty], \end{cases}$$

which is a continuous and concave function as $P_0 > P_0$. The functions and points used in the proof are illustrated in Fig. 8. Since $f(P) \leq q(P)$, then $\forall g(P)$

$$\int_0^{+\infty} g(P)f(P)dP \leq \int_0^{+\infty} g(P)q(P)dP.$$  

Denote

$$\hat{g}(P) = \arg\max_{g(P)} \int_0^{+\infty} g(P)q(P)dP,$$

subject to $\int_0^{+\infty} P g(P)dP = P_0$. Since $q(P)$ is concave, for the random variable $P$ with PDF $g(P)$, we have [31] (3.5)

$$\mathbb{E}\{q(P)\} \leq \mathbb{E}\{P\},$$

i.e.,

$$\int_0^{+\infty} g(P)q(P)dP \leq q(P),$$

and the equality holds when we set $\hat{g}(P) = \delta(P_0)$, where $\delta(x)$ is the Dirac delta function, which means that transmitter always transmits with $P_0$ power. Let

$$g^*(P) = \begin{cases} \delta(P_0), & P_0 \geq P_0, \\ (1-\frac{P_0}{P_a})\delta(0) + \frac{P_0}{P_a}\delta(P_a), & P_0 < P_0. \end{cases}$$

Note $g^*(P)$ satisfies $\int_0^{+\infty} P g^*(P)dP = P_0$. We then have

$$\int_0^{+\infty} g^*(P)f(P)dP \overset{(a)}{=} \int_0^{+\infty} g^*(P)q(P)dP = \int_0^{+\infty} \hat{g}(P)q(P)dP,$$

where (a) holds due to the definition of $q(P)$ and $g^*(P)$, and (b) holds since $q(P)$ is linear in $[0, P_0]$. Therefore, according to (60) and (61), $g^*(P)$ is the optimal solution to (58).

**APPENDIX B**

**Proof of Theorem 2**

For policies that do not depend on $u$, the objective is to maximize the per-slot successful probability $\phi$. Since energy arrivals $\{E_S\}$ and $\{E_D\}$ are independent, multiplying $\Psi_D$ with $f(P)$ (defined in Appendix A) we get the successful probability of a transmission from $S$ as $\hat{f}(P) = \Psi_D f(P)$. As $\Psi_D$ is constant, $\hat{f}(P)$ keeps the properties of $f(P)$ used in the proof of Lemma 3 and 4 and the optimal policy at $S$ is threshold-based.

To find the optimal threshold $P_S$, we need to solve (P1) in (15), where $\Psi(P_S, P_D)$ is given in Theorem 1. Note $c = (2^R - 1)(1+\alpha)z$, $P_D$, $\lambda_S$ and $\lambda_D$ are all positive constants. We study the following cases.

**Case 1:** $\lambda_S \geq P_S$. In this case, $\Psi(P_S, P_D) = \min(1, \frac{\lambda_D}{P_D})$ is independent of $P_S$. Thus $\phi(P_S) = e^{(-\phi_S(\lambda_S, P_D))}$, and by obtaining the first-order derivative we have

$$\frac{d\phi(P_S)}{dP_S} = \min(1, \frac{\lambda_D}{P_D}) e^{(-\phi_S(\lambda_S, P_D))} \frac{c}{(P_S - P_{C,S})^2} > 0$$

holds for $\forall P_S$. This further yields that $\phi(P_S)$ is an increasing function in its domain $P_S \in [0, \lambda_S]\{\{P_{C,S}\}$. Obviously, $P_S > P_{S,C}$ should hold.

**Case 2:** $\lambda_S < P_S$. In this case, $\Psi(P_S, P_D) = \min(1, \frac{\lambda_D}{P_D})$. Solving $\frac{d\phi(P_S)}{dP_S} = 0$ leads to

$$cP_S = (P_S - P_{C,S})^2.$$

By solving the above equation we have

$$B_{th}^{1,2} = \frac{1}{2}\left[(2P_{C,S} + c) \pm c^\frac{1}{2}(4P_{C,S} + c)\right],$$

and $B_{th}^1 < B_{th}^2$, and we can check that $B_{th}^1 < P_{C,S}$, which is not reasonable. So we define $B_{th} = B_{th}^2$, and it is guaranteed that $B_{th}^2 > P_{C,S}$. If $\lambda_S < B_{th}$, then $\frac{d\phi(P_S)}{dP_S} \Bigg|_{P_S = B_{th}} < 0$. Thus $P_S = B_{th}$ if $\lambda_S < B_{th}$. Otherwise, if $\lambda_S \geq B_{th}$, $\phi(P_S)$ decreases in $[\lambda_S, +\infty)$, and hence $P_S = \lambda_S$.

From the two cases above, we finally have $P_S = \max(\lambda_S, B_{th})$. The proof is completed.

**APPENDIX C**

**Proof of Proposition 1**

First, if $\max(\frac{\lambda_S}{P_S}, \frac{\lambda_D}{P_D}) > 1$, then following the proof of Lemma 1 one or both of the two nodes always have enough energy to transmit or receive. The problem degenerates to calculating the one side transmission or receiving probability. Then according to Lemma 2 we have $\Psi(P_S, P_D) = \min(\Psi_S, \Psi_D) = \min(1, \frac{\lambda_D}{P_D})$.

If $\max(\frac{\lambda_S}{P_S}, \frac{\lambda_D}{P_D}) < 1$, due to the constraint that the used energy should be less than the arrived energy, we have

$$\Psi(P_S, P_D)P_S \leq \lambda_S.$$

Fig. 8. In the illustrative figure we set $R = 0.5$bit/Hzs, $\alpha = 1$, $P_{C,S} = 130$W, $z = 100$mW.
where \( \beta \in \{S, D\} \), so that
\[
\Psi(P_S, P_D) \leq \min_{{\text{P}}} \left( \frac{\lambda_S}{P_S}, \frac{\lambda_D}{P_D} \right).
\] (67)
Without loss of generality, assume \( \frac{\lambda_S}{P_S} < \frac{\lambda_D}{P_D} \), then \( \Psi(P_S, P_D)P_D < \lambda_D \), which means \( D \) always have enough energy to receive. The problem degenerates to calculating the transmission probability at \( S \), and thus from Lemma 2
\[
\Psi(P_S, P_D) = \frac{\lambda_S}{P_S}.
\]
For the special case of \( \frac{\lambda_S}{P_S} = \frac{\lambda_D}{P_D} \), we must have
\[
\Psi(P_S, P_D) = \frac{\lambda_S}{P_S} = \frac{\lambda_D}{P_D}.
\]
Otherwise, according to (67), \( \Psi(P_S, P_D)P_D < \lambda_D \) (\( \beta \in \{S, D\} \)), which means that there will always be sufficient energy at both sides for transmission and receiving, which contradicts the fact that \( \Psi(P_S, P_D) < \min_{{\text{P}}} \left( \frac{\lambda_S}{P_S}, \frac{\lambda_D}{P_D} \right) < 1 \).

We thus complete the proof of the proposition.

**APPENDIX D**

**PROOF OF THEOREM 3**

Denote \( \Psi = \lim_{\eta \rightarrow +\infty} \frac{1}{\eta} \sum_{i=1}^{\eta} E \left[ 1_{B^D \geq P_S, B^D \geq P_D} \right] \) under any stationary power control policy not depending on \( u \) at \( S \). Due to the same reason as in (67), \( \Psi \leq \frac{\lambda_D}{P_D} \). If \( \lambda_D \geq P_D \), following the proof of Lemma 1, \( D \) always has enough energy, and thus according to Theorem 3, the optimal policy at \( S \) is threshold-based. And according to Theorem 2, the optimal threshold \( P^*_S = \max (\lambda_S, B_h) \).

If \( \lambda_D < P_D \), consider a non-EH \( S \) with average power constraint \( \lambda_S \) first. Any policy at \( S \) can be characterized as “transmit with power consumption PDF \( g(P) \) whenever \( B^D \geq P_D \)”, as \( S \) knows \( B^D \). For the set of policies with the same \( \Psi_D \) (the probability at any slot that \( B^D \geq P_D \)), denote the corresponding power PDF as \( g(P)|\Psi_D \). Following the similar proof procedure as in Lemma 3, the optimal \( g(P)|\Psi_D \) must have the same structure as (63). Therefore the optimal policy must be threshold-based. Denote the transmission threshold as \( P^*_S \), following the same procedure in the proof of Proposition 1 we get the same transmission and receiving probability \( \Psi_{P^*_S, P^*_D} \) as for the EH \( S \) case. Therefore the optimal solutions of the two systems are the same, which indicates that for EH \( S \), the threshold-based policy is optimal.

Finally, solving
\[
\max_{\eta \geq 0} \phi(P_S) \triangleq \exp \left( -\left( \frac{2R - 1}{P_{\text{T}}} \right) \min_{{\text{P}}} \left( \frac{\lambda_S}{P_S}, \frac{\lambda_D}{P_D} \right) \right) \] (68)
will get the optimal \( P^*_S \) in the theorem.

**APPENDIX E**

**PROOF OF PROPOSITION 2**

Similar to the proof of Lemma 1 an energy packet queue \( Q \) is also constructed for node \( D \). The difference is that, in \( Q \) whenever an energy packet, of volume \( P_{\text{T}} \), is served by the “server”, some energy with amount of \( (1-\xi)P_{\text{T}} \) gets back to the “source” instantaneously with probability \( 1 - \Psi_S \), where \( \Psi_S = \min_{{\text{P}}} \left( \frac{\lambda_S}{P_S}, \frac{\lambda_D}{P_D} \right) \) is the transmission probability of \( S \). This is because \( D \) only spends \( \xi P_{\text{T}} \) when \( S \) is not transmitting. Recall that only when \( B^D \geq P_D \) will \( D \) try to detect, and otherwise the detection is useless. As a result, the equivalent energy arrival rate is
\[
\lambda_D + (1-\xi)P_{\text{T}}(1 - \Psi_S)\Psi_D.
\]

Following similar procedures of proving Lemma 1 if \( \lambda_D + (1-\xi)P_{\text{T}}(1 - \Psi_S)\Psi_D > P_D \), then \( \Psi_D = 1 \). This requires \( \lambda_D \geq [1 - (1-\xi)](1 - \Psi_S) \) \( P_D \). Otherwise, if \( \lambda_D + (1-\xi)P_{\text{T}}(1 - \Psi_S)\Psi_D < P_D \), according to Little’s Law [30], we have
\[
\Psi_D = \frac{\lambda_D + (1-\xi)P_{\text{T}}(1 - \Psi_S)\Psi_D}{P_D},
\] (69)
and so that
\[
\Psi_D = \frac{\lambda_D}{[1 - (1-\xi)](1 - \Psi_S)P_D}.
\] (70)
This completes the proof.

**APPENDIX F**

**PROOF OF PROPOSITION 3**

Similar to the proof of Proposition 2 an energy packet queue \( Q \) is constructed for node \( D \). But the moment of energy gets back to the “source” is different. Recall that only when \( B^D \geq P_D \) will \( D \) try to detect and receive, and otherwise the detection is useless. As a result, the equivalent energy arrival rate is
\[
\lambda_D + (1-\xi)P_{\text{T}}(1 - \Psi_S)\Psi_D + (1-\eta)P_{\text{T}}P(P_{\text{Tx}})\Psi_S\Psi_D, \quad \text{(a)}
\]
\[
\lambda_D + (1-\xi)P_{\text{T}}(1 - \Psi_S)\Psi_D + (1-\eta)P_{\text{T}}P(P_{\text{Tx}})\Psi_S\Psi_D, \quad \text{(b)}
\]
where \( \Psi_S = \min_{{\text{P}}} \left( \frac{\lambda_S}{P_S}, \frac{\lambda_D}{P_D} \right) \) is the transmission probability of \( S \), and: (a) represents the case that \( S \) is not transmitting, and thus \( 1 - (1-\eta)P_{\text{T}} \) of energy is put back to the energy queue; (b) represents the case that \( S \) is transmitting but channel outage occurs (with probability \( P(P_{\text{Tx}}) \)), and thus \( 1 - (1-\eta)P_{\text{T}} \) amount of energy is put back to the energy queue. Following similar procedures of proving Lemma 1 if \( \lambda_D + (1-\xi)P_{\text{T}}(1 - \Psi_S)\Psi_D + (1-\eta)P_{\text{T}}P(P_{\text{Tx}})\Psi_S\Psi_D > P_D \), then \( \Psi_D = 1 \). This requires \( \lambda_D \geq [1 - (1-\xi)](1 - \Psi_S) + (1-\eta)P_{\text{T}}P(P_{\text{Tx}})\Psi_S\Psi_D \). Otherwise, according to Little’s Law [30], we have
\[
\Psi_D = \frac{\lambda_D + (1-\xi)P_{\text{T}}(1 - \Psi_S)\Psi_D + (1-\eta)P_{\text{T}}P(P_{\text{Tx}})\Psi_S\Psi_D}{P_D}, \quad \text{(71)}
\]
and so that
\[
\Psi_D = \frac{\lambda_D}{[1 - (1-\xi)](1 - \Psi_S) - (1-\eta)P(P_{\text{Tx}})\Psi_S\Psi_D}. \quad \text{(72)}
\]
This completes the proof.

**APPENDIX G**

**PROOF OF COROLLARY 1**

When \( D \) knows that \( S \) is taking the disjoint threshold-based policy with threshold value \( P_S, P_D \) is different from (29) in Lemma 2 while \( \Psi_S \) remains the same as (18) in Lemma 1. To calculate \( \Psi_D \), similar to the proof of Proposition 2 an energy packet queue \( Q \) is constructed for node \( D \). But the moment of energy gets back to the “source” is \( P_D \) with probability \( P(P_{\text{Tx}}) \), corresponding to the occurrence of channel outage. Because \( D \) knows the threshold power \( P_S \) and the CSI, if the channel
is in outage, it is not necessary to spend any receiving energy. As a result, the equivalent energy arrival rate is

\[ \lambda_D + p(P_{tx}) P_D \Psi_D. \]

Following similar procedures of proving Lemma 1 if \( \lambda_D + p(P_{tx}) P_D \Psi_D \geq P_D \), then \( \Psi_D = 1 \). This requires \( \lambda_D \geq [1 - p(P_{tx})] P_D \). Otherwise, if \( \lambda_D + p(P_{tx}) P_D \Psi_D < P_D \), according to Little’s Law [30], we have

\[ \Psi_D = \frac{\lambda_D + p(P_{tx}) P_D \Psi_D}{P_D}, \]

and so that

\[ \Psi_D = \frac{\lambda_D}{1 - p(P_{tx})} P_D. \]

As a result, given \( \Psi_S = \min \left( 1, \frac{\lambda_D}{P_{tx}} \right) \), and since the events \( B_S^t \geq P_S \) and \( B_D^t \geq P_D \) are mutually independent, the corollary is proved.

**APPENDIX H**

**PROOF OF COROLLARY 2**

Denote the power control policy as a probability dense function (PDF) \( g(P) \), and denote the per-slot transmission successful probability with transmission power \( P \) as \( f(P) = 1 - p(P) \), where \( p(P) \) is the channel outage probability defined in (1). In this way, the average transmission successful probability is

\[ p_{suc} = \int_0^{+\infty} g(P) f(P) dP. \]

Following the way of deriving \( \Psi_D \) in Appendix G by replacing \( 1 - p(P_{tx}) \) (for disjoint threshold-based policy) with \( p_{suc} \) (for power control policy described by \( g(P) \)), we get

\[ \Psi_D = \min \left( 1, \frac{\lambda_D}{p_{suc} P_D} \right). \]

Then, the average successful probability \( \phi \) becomes

\[ \phi = p_{suc} \Psi_D = \min \left( p_{suc}, \frac{\lambda_D}{P_D} \right), \]

where the first equality holds since the channel condition and the choice of the transmission power are independent, as \( S \) only has CDI. From this equation, it is easy to see that maximizing \( \phi \) is equivalent to maximizing \( p_{suc} \). As a result, according to Lemma 5 and the optimal policy at \( S \) is threshold-based, and the optimal threshold \( P_S^* \) is the same as the one in Theorem 2.
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