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Abstract

Byte-pair encodings is a method for splitting a word into sub-word tokens, a language model then assigns contextual representations separately to each of these tokens. In this paper, we evaluate four different methods of composing such sub-word representations into word representations. We evaluate the methods on morphological sequence classification, the task of predicting grammatical features of a word. Our experiments reveal that using an RNN to compute word representations is consistently more effective than the other methods tested across a sample of eight languages with different typology and varying numbers of byte-pair tokens per word.

1 Introduction

After its introduction, the Transformer model (Vaswani et al., 2017) has emerged as the dominant architecture for statistical language models, displacing recurrent neural networks, in particular, the LSTM and its variants. The Transformer owes its success to several factors, including the availability of pretrained models, which effectively yield rich contextual word embeddings. Such embeddings can be used as is (for so-called feature extraction), or the pre-trained models can be finetuned to specific tasks.

At the same time as Transformer models became popular, the tokenization of natural language texts have shifted away from methods explicitly oriented towards words or morphemes. Rather, statistical approaches are favoured: strings of characters are split into units which are not necessarily meaningful linguistically, but rather have statistically balanced frequencies. For example, the word “scientifically” may be composed of the tokens: “scient”, “ifical”, “ly” — here the central token does not correspond to a morpheme. That is, rather than identifying complete words or morphemes, one aims to find relatively large sub-word units occurring significantly often, while maximizing the coverage of the corpus (the presence of the “out of vocabulary” token is minimized). Approaches for composing words from sub-word units have focused on combining character $n$-grams (Bojanowski et al., 2017), while other approaches have looked at splitting words into roots and morphemes (El Kholy and Habash, 2012; Chaudhary et al., 2018; Xu and Liu, 2017), and then combining them.

In this paper, we consider Byte-Pair Encodings (BPE) (Sennrich et al., 2015). BPE has been popularized by its usage in translation and the BERT Transformer model (Devlin et al., 2018). The BPE algorithm does not specifically look for either character $n$-grams or morphs, but rather it aims at splitting a corpus $C$ into $N$ tokens, where $N$ is user defined. Even though BPE is not grounded in morphosyntactic theory, the characteristics of the sub-word units generated by BPE will be directly influenced by morphosyntactic patterns in a language. In particular, it is reasonable to expect that the statistical characteristics of BPE to be different between languages with different typologies. One issue with this tokenization scheme is that models based on BPE provide vector representations for the BPE tokens (which we call token embeddings from now on), while one is typically interested in representations for the semantically meaningful units in the original texts, words. In sum, one wants to combine token embeddings into word embeddings.
Our main goal is to explore how to best combine token embeddings in the context of sequence classification on words, that is, the task of assigning a label to every word in a sentence. Coming back to our example, we must combine the token embeddings assigned to the BPE tokens "scient", "ifical" and "ly" to form a word representation of “scientifically” (as a vector) which we can then assign a label to.

To our knowledge, this is a little-studied problem. For the original BERT model [Devlin et al. (2018)] simply state that for named entity recognition the first sub-word token is used as the word representation. For morphological sequence classification [Kondratyuk (2019)], [Kondratyuk and Straka (2019)] report that only small differences in performance were found between averaging, taking the maximum value or first sub-word token. In this paper we explore the problem in further detail and identify the effect that different methods have on the final performance of a model. Additionally, with the increased interest in multilingual NLP it becomes important to explore how different computational methods perform cross-linguistically. That is, because languages are different morphosyntactically, one can expect various computational methods not to be uniformly effective.

2 Task

To investigate composition methods for token embeddings we focus on the task of morphological sequence classification. The task is to assign a tag to a word that represent its grammatical features, such as gender, number and so on. In addition to the word-form, the system can use information from context words as cues. While the grammatical features primarily are given by the word-form, useful information is also found in the context.

Thus, we have to identify $k$ different tags for a word, each with $C_i$ possible classes, making the task a multi-class classification problem. We simplify the classification problem by combining the different tags into a composite tag with up to $\prod_i^k C_i$ classes (instead of making $k$ separate predictions). This task is suitable for our goal as the output space is large, ranging from 100 to 1000 possible tags for a word, depending on the grammatical features present in the language[1], and is directly linked to the affixes in the word-form. A system must efficiently encode information about the structure of the target words as well as the context words to be able to predict the correct grammatical features.

3 Data

For both training and testing data, we use the Universal Dependencies dataset (Nivre et al., 2018) annotated with the UniMorph schema (McCarthy et al., 2018). We are mainly interested in how the accuracy is influenced by different composition methods, but also consider the type of morphology a language uses as a factor in this task. With this in mind, we consider both languages that use agglutinative morphology where each morpheme is mapped to one and only one grammatical feature, and languages that use fusional morphology where a morpheme can be mapped to one or more grammatical features. The fusional languages that we consider are Arabic, Czech, Polish and Spanish, and the agglutinative languages that we consider are Finnish, Basque, Turkish, and Estonian. We show the size, the average number of BPE tokens per word, and the number of morphological tags for each treebank in Table 1.

The fusional languages were chosen such that two of them (Czech and Polish) have a higher BPE per word ratio than the other two (Arabic and Spanish). We make this choice because one factor that impacts the accuracy obtained by a composition method may be the BPE per word ratio. By having both fusional and agglutinative languages with similar BPE per word ratio we can take this variable into account properly in our analysis.

4 Method

In this section we present the model used for morphological sequence classification, the methods that we use to compose token embeddings, and how the model is trained.

For practical reasons, we only consider tag combinations observed in the dataset

\[\text{Our code is available at: } \text{https://github.com/adamlek/ud-morphological-tagging}\]
| Language         | Typology     | BPE word | Tags  | Train  | Validation | Test  |
|------------------|--------------|----------|-------|--------|------------|-------|
| Basque-BDT       | Agglutinative| 1.79     | 919   | 97336  | 12206      | 11901 |
| Finnish-TDT      | Agglutinative| 1.98     | 591   | 161791 | 19876      | 20541 |
| Turkish-IMST     | Agglutinative| 1.73     | 1056  | 46417  | 5708       | 5734  |
| Estonian-EDT     | Agglutinative| 1.86     | 512   | 346986 | 43434      | 43825 |
| Spanish-AnCora   | Fusional     | 1.25     | 177   | 439925 | 55196      | 54449 |
| Arabic-PADT      | Fusional     | 1.39     | 300   | 225494 | 28089      | 28801 |
| Czech-CAC        | Fusional     | 1.77     | 990   | 395043 | 50087      | 49253 |
| Polish-LFG       | Fusional     | 1.75     | 634   | 104730 | 13161      | 13076 |

Table 1: Treebank statistics showing the language typology, average number of BPE tokens per word, the number of (composite) morphological tags and the size of the datasets in terms of words.

4.1 Model
Our model is composed of three components, each of them detailed below. First, the input sequence of BPE tokens is fed to a Transformer model, which yields a contextual vector representation for each BPE token. The contextual information here is the surrounding BPE tokens in the sentence. Then, the token embeddings are combined using a composition module, which we vary for the purpose of evaluating each variant. This component yields one embedding per original word. Then we pass the word embeddings through a bidirectional LSTM, which is followed by two dense layers with GELU (Hendrycks and Gimpel, 2016) activation. These dense layers act on each word embedding separately (but share parameters across words). An outline of the model is presented in Figure 1, where $f$ represents the different methods we use to combine token embeddings.

4.1.1 Underlying Transformer Model
To extract a embeddings for each BPE token, we use the XLM-RoBERTa [Conneau et al., 2019] model[^3]. XLM-R is a masked language model based on the Transformer, specifically RoBERTa [Liu et al., 2019b], and trained on data from 100 different languages, using a shared vocabulary of 250000 BPE tokens. All the languages that we test are included in the XLM-R model. In this experiment we use the XLM-R base model with 250M parameters. It has 12 encoder layers, 12 attention heads and use 768 dimensions for its hidden size.

4.1.2 Feature extraction
The XLM-R model uses 12 layers to compute a vector representation for a BPE token. It has been shown in previous research [Kondratyuk and Straka, 2019] that the different layers of the Transformer model encode different types of information.

To take advantage of this variety, we compute token embeddings as a weighted sum of the layer representation [Kondratyuk and Straka, 2019], using a weight vector $w$, of size $l$, where $l$ is the number of layers in the Transformer model. The weight vector $w$ is initialized from a normal distribution of mean 0 and standard deviation 1. If $r_{ji}$ is the layer representation at layer $j$ and token position $i$, we calculate the weighted sum as follows:

$$x_i = \sum_{j=1}^{l} \text{softmax}(w)_j r_{ji}$$ (1)

Consequently, in end-to-end training, the optimiser will find a weight for extracting information from each layer (softmax$(w)_j$) which maximizes performance.

4.1.3 Composition of BPE token embeddings
The weighted sum yields a token embedding for each BPE token. We proceed to combine them into words as they appear in the data. The model that we use to combine token embeddings is as follows.

[^3]: We use the huggingface implementation [https://huggingface.co/transformers/model_doc/xlmroberta.html](https://huggingface.co/transformers/model_doc/xlmroberta.html)
Figure 1: Model outline for one input. A word \( w_n \) is tokenized into \( k \) BPE tokens. The Transformer model produces one embedding per token per layer. We then calculate a weighted sum over the layers to obtain one representation per token. The resulting token embeddings are then passed to a composition function \( f \) that combines the \( k \) different token embeddings into a word embedding. The word embedding is then passed to an LSTM followed by a dense prediction layer.

For each sentence we extract \( n \) token embeddings \( x_0 \) to \( x^{n-1} \) from XLM-R\textsubscript{base}, and then align them to words. We then pass all token embeddings in a word to a function \( f \) which combines the tokens into a word embedding.

We consider four methods for composing token embeddings: taking the first token embedding, summation, averaging, and using an RNN. Taking the first token embedding, summation and averaging have been used in previous work (Sachan et al., 2020; Kondratyuk, 2019; Devlin et al., 2018), but using an RNN has not been explored before to our knowledge.

**First:** The first method is the standard one used by Devlin et al. (2018), which is to use the first token embedding in a word.

**Sum:** For the Sum method, we use an element-wise sum. That is, we calculate the vector sum of the token embeddings. Assuming that we have \( T \) token embeddings in a word \( X \) (the word is a matrix of size \((T, 768)\)), for dimension \( i \) we calculate the word embedding by summing the token embeddings:

\[
f(X)_i = \sum_{j=1}^{T} x^j_i
\]

**Mean:** In the mean method we calculate the sum as above and divide by the number of BPE tokens in the word. Thus, for word \( X \) we calculate the word embedding by averaging over the sum:

\[
f(X)_i = \frac{1}{T} \sum_{j=1}^{T} x^j_i
\]

**RNN:** For this method we employ a bidirectional LSTM to compose the token embeddings. For each word, we pass the sequence of token embeddings through an LSTM and use the final output as the word representation.

4.1.4 Word-level features and classification

The above methods of composing BPE tokens produce one contextual embedding per word. We then pass the word embeddings through an LSTM to take into account the word contexts. While the BPE token embeddings are already contextual, they are conditioned on the BPE token context, not word context. We pass the hidden states for each word to a residual connection with the pre-LSTM representation. We then pass this to two dense layers with GELU activation followed by a dense layer that computes class-scores for each word. We then use a softmax layer to assign probabilities and compute the loss accordingly.

Commonly, systems analyzing morphology use character embeddings as an additional source of information. We opted not to include character embeddings because this would obfuscate the effect of the composition method and may mask some of the effects of the different methods.
4.1.5 Label smoothing

Given that many of the languages have a large number of morphological tags, we want to prevent the model from growing overconfident for certain classes. To address this issue we introduce label smoothing (Szegedy et al., 2016), that is, instead of the incorrect classes having 0% probability and the correct class 100% probability we let each of the incorrect classes have a small probability.

Let $\alpha$ be our smoothing value, in our model we follow (Kondratyuk and Straka, 2019) and use $\alpha = 0.03$, and $C$ the number of classes, then given a one-hot encoded target vector $t$ of size $C$, we calculate the smoothed probabilities as:

$$t_{\text{smooth}} = (1 - \alpha)t + \frac{\alpha}{C}$$

In words, we remove $\alpha$ from the correct class then distribute $\alpha$ uniformly among all classes.

4.2 Training

In our experiments we consider two possible training regimes. In the first regime we finetune the XLM-R model’s parameters, in the second we only extract weights for BPE tokens, that is, we use the model as a feature extractor. In all cases, we use end-to-end training.

When finetuning the model we freeze the XLM-R parameters for the first epoch, effectively not finetuning at first. When training the model we use a cosine annealing learning rate (Loshchilov and Hutter, 2016) with restarts every epoch, that is, the learning rate starts high then incrementally decreases to $1e{-12}$ over $N$ steps, where $N$ is the number of batches in an epoch. We use the Adam optimizer with standard parameters, with a learning rate of $0.001$ for layer importance parameter ($w$ in Section 4.1.2), the parameters of the Word-LSTM, of the classification layer, and of the BPE-combination module (when an RNN is used). For the Transformer parameters, we use a lower learning rate of $1e{-6}$. We summarize the hyperparameters used in Table 2.

As an additional regularization in addition to weight decay and adaptive learning rate, we use dropout throughout the model. Generally, we apply dropout before some feature is computed. Initial experiments revealed that a high dropout yielded the best results. We summarize the dropout used as: We replace 20 percent of the BPE tokens with $<$UNK$>$. Then, we compute a weighted sum of the layer representations, to regularize this operation we apply dropout on layer representations with a probability of 0.1, that is we set all representations in the layer to 0. We then combine the token embeddings into word embeddings and apply a dropout of 0.4%, and pass these into the Word-LSTM. Before the contextualized representation is passed to the classification layer, we apply a dropout of 0.4%.

5 Results

Even though our aim is to compare the relative performance of various BPE-combination methods rather than to improve on the state of the art in absolute terms, we compare our results against the baseline reported by McCarthy et al. (2019). This comparison serves the purpose of checking that our system is generally sound. In particular, the actual state of the art, as reported by McCarthy et al. (2019), uses treebank concatenation or other methods to incorporate information from all treebanks available in a language, which means that results are not reported on a strict per-treebank basis and thus our numbers are not directly comparable. We report the accuracy of prediction morphological tags for each of our composition methods, and for our two training regimes in Table 3.

Our system performs better than the baseline. As a general trend we see that the RNN method tends to perform better than all other tested methods. This trend is consistent across both language families (agglutinative and fusional) and training regimes showing that, while the advantage of the RNN is small,
Table 3: Accuracy for morphological tagging. We show scores both for finetuning the XLM-R model and extracting features.

| Treebank     | Baseline | Finetuning | Feature extraction |
|--------------|----------|------------|--------------------|
|              |          | First      | Sum | Mean | RNN | First      | Sum | Mean | RNN |
| Basque-BDT   | .676     | .857       | .884 | .877 | .901 | .759       | .789 | .780 | .834 |
| Finnish-TDT  | .751     | .961       | .958 | .960 | .965 | .853       | .856 | .847 | .899 |
| Turkish-IMST | .620     | .848       | .859 | .855 | .884 | .742       | .741 | .735 | .775 |
| Estonian-EDT | .740     | .956       | .955 | .955 | .961 | .855       | .856 | .853 | .901 |
| Spanish-AnCora | .842 | .977       | .977 | .977 | .979 | .951       | .954 | .952 | .962 |
| Arabic-PADT  | .770     | .946       | .946 | .947 | .951 | .920       | .923 | .920 | .936 |
| Czech-CAC    | .771     | .968       | .968 | .968 | .975 | .863       | .887 | .881 | .924 |
| Polish-LFG   | .657     | .956       | .953 | .953 | .959 | .828       | .844 | .840 | .878 |
| Average      | .728     | .933       | .937 | .936 | .946 | .846       | .856 | .851 | .888 |

Table 4: Accuracy for morphological tagging on all words that are composed of two or more BPE tokens.

| Treebank     | Finetuning | Feature extraction |
|--------------|------------|--------------------|
|              | First      | Sum | Mean | RNN | First      | Sum | Mean | RNN |
| Basque-BDT   | .739       | .802 | .790 | .835 | .657       | .715 | .703 | .774 |
| Finnish-TDT  | .940       | .946 | .946 | .952 | .780       | .805 | .794 | .861 |
| Turkish-IMST | .730       | .780 | .778 | .818 | .653       | .683 | .664 | .711 |
| Estonian-EDT | .938       | .939 | .939 | .949 | .779       | .805 | .803 | .868 |
| Spanish-AnCora | .956 | .961 | .959 | .964 | .922       | .937 | .930 | .947 |
| Arabic-PADT  | .889       | .896 | .898 | .907 | .902       | .909 | .906 | .923 |
| Czech-CAC    | .940       | .947 | .947 | .959 | .786       | .849 | .840 | .900 |
| Polish-LFG   | .917       | .920 | .918 | .927 | .696       | .761 | .752 | .812 |
| Average      | .881       | .899 | .897 | .913 | .772       | .808 | .799 | .849 |

it occurs consistently. In general we find that finetuning yields higher accuracy than plain feature extraction, on average the difference is about 5.8 percentage points. This difference is to be expected when finetuning has 250M more parameters tuned to the task than the feature extraction.

Focusing on the finetuning regime only, we see the largest benefits of the RNN method for Basque with an increased performance of 3.25 points, and 2.7 points for Turkish over using mean or averaging. The first method for Basque and Turkish performs worse with a decrease of 4.4 percentage points for Basque and 3.6 points for Turkish compared to the RNN method. In the bare features extraction regime, we see a larger benefit for the RNN, of 3.7 percentage points (Turkish) and 4.95 points (Basque). Again, this is not unexpected: When finetuning the error rate is smaller, and therefore there is a smaller margin for a subsequent phase to yield and improvement.

Table 3 reports average accuracy for every word, including those which are only composed of a single BPE token. To highlight the strengths and weaknesses of each composition method, we also compute the accuracy for longer words only (composed of two or more BPE tokens). The results can be seen in Table 4. We see the same trend for accuracy on words that are composed of two or more BPE tokens, as in the overall accuracy, where the RNN outperforms all other methods. We can also see that the average increase in accuracy when using an RNN is larger. This holds both when finetuning or extracting bare features. Given that the number of BPE tokens per word varies in the different languages, we also look at the accuracy of the different methods given the number of BPE tokens. We show per-language performance with the different methods in Figure 2.
Figure 2: Per-language accuracy on tokens with different numbers of BPE components, for the finetuning training regime. The last data point on the x-axis refers to all tokens composed of seven or more BPE tokens. We indicate the method by encoding First as brown, summation as green, averaging as blue and RNN as red. The accuracy is given on the y-axis. We show the Agresti-Coull approximation of a 95%-confidence interval for the RNN method (Agresti and Coull, 1998). We do not show the intervals for other methods to avoid excessive clutter.

6 Discussion

For predicting morphological features, the RNN method is more effective than the other proposed methods (summing, averaging or taking the first BPE token). This holds regardless of training regime (finetuning versus feature extraction) and across languages with different BPE per word ratios.

As we see it, the advantage of the RNN over commutative methods (Sum, Mean) and taking the first BPE token is that it can take the order of elements into account. In broad terms, information about the order of elements in morphology allows a system to determine what is a stem, prefix, or suffix. Thus allowing a model to collect more predictive information from token embeddings.

We can suspect that the average BPE per word ratio in a language affects the performance of the composition method used. To further control this variable, in Figure 3 we plot the average number of BPE tokens per word in each language (x-axis), and compare this average against the gain in accuracy yielded by using the RNN method over summation (y-axis). For finetuning we see that in general the average number of BPE tokens does not matter that much. The two cases where it does matter is for Turkish and Basque, where we see a substantial improvement of about 3 percentage points. We note however that these are also the languages with the lowest amount of training data. For the other languages the improvements lie in the range .6 to 1.2 percentage points. This indicates that when finetuning, the model can provide information that allows commutative methods to properly compose BPE tokens. However, looking at bare feature extraction we see that there is a larger gap between the low BPE-ratio and the high BPE-ratio languages.

Our sample of languages contain both fusional and agglutinative languages, and the typology does not appear to have an effect in our experiments. We see about the same trends for the fusional languages with a high BPE per word ratio as the agglutinative languages.

6.1 First method

The idea behind the First method is that the Transformer is sufficiently powerful to pool the relevant information into the first BPE token embedding. However, our experiments reveal that it is less efficient than any other method we tested for morphological sequence classification across languages. We see in
6.2 Sum and Mean

When we consider the commutative methods of combining token embeddings, summation or averaging, we see no clear advantage for either of them over the other one, when doing finetuning. However, when extracting features only we see hints that summation is more effective than averaging. For feature extraction, summation is .5 percentage points better than averaging, and words composed of two or more BPE tokens exhibit an advantage of .9 point for summation.

This discrepancy suggests that by averaging, we are removing some predictive information from the pretrained BPE token embeddings, that is, by reducing the values in the token embeddings uniformly across a sequence of token embeddings we lose useful information. We believe that some token embeddings contain more predictive information than others, and by summing them we retain all the information. But when we finetune, the difference between summing and averaging almost disappears: the model appears to learn how to distribute the information uniformly across the token embeddings that compose a word and is thus able to retain the information better. Interestingly, the model learns to distribute the information across multiple BPE token embeddings more efficiently than pushing the information into the first token. This is shown by the large difference in accuracy between finetuning and feature extraction for the First and averaging method.

6.3 Parameterization of First, Sum and Mean

One question that arises when looking at Figure 3 specifically considering the performance on words composed of only one BPE token is the following: can the superiority of the RNNs be attributed to
Table 5: The accuracy of morphological tagging when we parameterize the First, Sum and Mean method with a non-linear transformation layer.

| Treebank         | Baseline | First  | Sum  | Mean | RNN  | First  | Sum  | Mean | RNN  |
|------------------|----------|--------|------|------|------|--------|------|------|------|
| Basque-BDT       | .676     | .864   | .894 | .890 | .901 | .772   | .793 | .794 | .834 |
| Finnish-TDT      | .751     | .958   | .959 | .961 | .965 | .857   | .856 | .855 | .899 |
| Turkish-IMST     | .620     | .850   | .875 | .867 | .884 | .742   | .722 | .729 | .775 |
| Estonian-EDT     | .740     | .956   | .958 | .958 | .961 | .865   | .856 | .853 | .901 |
| Spanish-AnCora   | .842     | .978   | .977 | .978 | .979 | .953   | .954 | .952 | .962 |
| Arabic-PADT      | .770     | .949   | .945 | .947 | .951 | .925   | .923 | .920 | .936 |
| Czech-CAC        | .771     | .969   | .972 | .972 | .975 | .873   | .887 | .881 | .924 |
| Polish-LFG       | .657     | .957   | .953 | .955 | .959 | .832   | .844 | .840 | .878 |
| Average          | .728     | .935   | .942 | .941 | .946 | .852   | .854 | .853 | .888 |

its ability to take context into account, or simply to containing more parameters and extra layers? We would expect that for the words with only one BPE token, the performance of the model would be the same for all methods. For practical reasons, we push all word embeddings through an RNN, effectively doing a non-linear transformation with tanh activations on the words composed of only one BPE token. Typically, the difference in accuracy between various methods for one-BPE-token words is small (barely visible in Figure 2). But for example in Finnish, we see a larger difference. Although in general if we perform better on longer words consisting of BPE tokens that also appear as words in the data, we could also expect the performance to be better for words of BPE length one, because we will have more accurate representations of the contextual words.

We test this hypothesis by parameterizing the First, Sum, and Mean method. Essentially, we need to increase the capabilities of these methods. This is done by passing all BPE token embeddings through a non-linear transformation with ReLU activation before we compute the Sum, Mean, or select the first BPE-token. Our experiment, whose results are shown in Table 5, shows that while adding parameters to the First, Sum, and Mean method generally improve their performance slightly, ranging between a change of −0.2 and +0.6 percentage points, but their performance never exceeds that of the RNN method.

7 Conclusions and Future Work

In conclusion, our results indicate that using an RNN to compose word representations from token representations, obtained from a large Transformer model, is more efficient than two commutative methods, summing and averaging, and also more effective than letting a Transformer model automatically pool the predictive word-level information into the first BPE token embedding. We show this for the task of morphological sequence classification, in eight different languages with varying morphology and word-lengths in term of BPE tokens, as well as for two training regimes, finetuning and feature extraction.

In future work, we want to continue experimenting with the different BPE token embedding composition methods, specifically looking at more complex syntactic and semantic tasks, such as dependency and/or constituency parsing, semantic role labeling, named entity recognition, and natural language inference. We also wish to run our experiments on the hundreds of available UD treebanks to improve the robustness of our results.
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