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This paper presents results from partial-wave analyses of the photoproduction reactions $\gamma p \rightarrow \eta p$ and $\gamma n \rightarrow \eta n$. World data for the observables $d\sigma/d\Omega$, $T$, $P$, $F$, and $E$ were analyzed as part of this work. The dominant amplitude in the fitting range from threshold to a c.m. energy of 1900 MeV was found to be $S_{11}$ in both reactions, consistent with results of other groups. At c.m. energies above 1600 MeV, our solution deviates from published results, with this work finding higher-order partial waves becoming significant. Data off the proton suggest that the higher-order terms contributing to the reaction include $P_{11}$, $P_{13}$, and $F_{15}$. The final results also hint that $F_{17}$ is needed to fit double-polarization observables above 1900 MeV. Data off the neutron show a contribution from $P_{13}$, as well as strong contributions from $D_{13}$ and $D_{15}$.

I. INTRODUCTION

In recent years, a wealth of new high-precision experimental data has been measured at various facilities including JLab, MAMI, LEPS, SLAC, and GRAAL for a number of observables with the goal of better understanding the spectrum of $N^*$ and $\Delta^*$ resonances. Despite past efforts, there are still predicted resonances that have not been found, known as the problem of the “missing resonances”, and other resonances whose properties are not well determined. Two possible explanations for this are that (1) the missing resonances do not exist or (2) they couple mainly to reactions not yet analyzed. This work investigates the second possibility. Knowledge gained from this and future work is expected to help theorists trying to understand the fundamental features of Quantum Chromodynamics (QCD) or the theory of the quarks and gluons that bind matter into hadrons.

It has been shown that at least eight measured observables are needed to perform a complete experiment \[1\]. The database analyzed in this work for $\gamma p \rightarrow \eta p$ and $\gamma n \rightarrow \eta n$ include significant amounts of data for five of the eight needed observables. These five are $d\sigma/d\Omega$, $T$, $P$, $F$, and $E$ measured at various c.m. energies from threshold to 1900 MeV. Also analyzed were seven $P$ and $12 C_{\alpha}$ data points. Data for the helicity-dependent cross section were analyzed as $d\sigma/d\Omega$ and $E$ data. Table I tabulates the number of data available for each observable and shows that while there is a wealth of differential cross-section data, the polarization measurements are still limited. Because there are still insufficient data for a complete experiment, information from other reactions, including $\gamma N \rightarrow \pi N$ and $\pi N \rightarrow \eta N$, was used to constrain the fits.

This work analyzed the world data of eta photoproduction off the nucleon in the c.m. energy range from threshold up to almost 2000 MeV. The final generated energy-dependent solutions were then used in the KSU multichannel framework to improve knowledge about the $N^*$ and $\Delta^*$ resonance parameters. Section II outlines the basic formalism used throughout this work including sign conventions for the different spin observables. Section III describes the general procedure that we used to obtain the results. Section IV describes results of the analyses for the reactions $\gamma p \rightarrow \eta p$ and $\gamma n \rightarrow \eta n$. Comparisons to results from Bonn (2016) \[29\] and Jülich (2015) \[33\] are also shown. Fits to the data are shown in Appendix A.

II. FORMALISM

Four helicity amplitudes are needed to describe the photoproduction of a pseudoscalar ($J^P = 0^-$) meson and a $J^P = \frac{3}{2}^+$ baryon off of a nucleon target \[34\]. Each of the four helicity amplitudes can be expanded in terms of electric and magnetic multipoles $E_{l\pm}$ and $M_{l\pm}$, respectively, where $l = 0, 1, 2, \ldots$ is the orbital angular momentum of the final-state hadrons and $j = l \pm \frac{1}{2}$ is the total angular momentum. Each multipole is a complex function of energy, which makes the helicity amplitudes complex functions of both energy and scattering angle:

\[
H_N = \sqrt{\frac{1}{2}} \cos \left( \frac{\theta}{2} \right) \sum_{l=0}^{\infty} [(l+2) E_{l+} + lM_{l+}] \\
+ lE_{(l+1)-} - (l+2) M_{(l+1)-} \left( P_{l} - P_{l+1} \right), \quad (1a)
\]
$\sigma(\theta) = \frac{q^2}{4\pi} \left[ |H_N|^2 + |H_D|^2 + |H_{SA}|^2 + |H_{SP}|^2 \right]$

$\Sigma \sigma(\theta) = \frac{q^2}{4\pi} \text{Re} \left[ H_{SP} H_{SA}^* - H_N H_D \right] \quad B$

$T \sigma(\theta) = \frac{q^2}{4\pi} \text{Im} \left[ H_{SP} H_N^* + H_D H_{SA} \right] \quad T$

$P \sigma(\theta) = -\frac{q^2}{4\pi} \text{Im} \left[ H_{SP} H_N^* + H_N H_{SA} \right] \quad R$

$G \sigma(\theta) = -\frac{q^2}{4\pi} \text{Im} \left[ H_{SP} H_{SA}^* + H_N H_D \right] \quad B, T$

$H \sigma(\theta) = -\frac{q^2}{4\pi} \text{Im} \left[ H_{SP} H_D^* + H_N H_{SA} \right] \quad B, T$

$F \sigma(\theta) = \frac{q^2}{4\pi} \text{Re} \left[ H_{SA} H_D^* + H_{SP} H_N^* \right] \quad B, T$

$E \sigma(\theta) = \frac{q^2}{4\pi} \left[ |H_N|^2 + |H_{SA}|^2 - |H_D|^2 - |H_{SP}|^2 \right] \quad B, T$

| Observable | Expt. |
|------------|-------|
| $H_{SP}$ | $\sqrt{\frac{1}{2}} \cos \left( \frac{\theta}{2} \right) \sin(\theta) \sum_{l=1}^{\infty} [E_{l+} - M_{l+}]$ |
| $H_{SA}$ | $\sqrt{\frac{1}{2}} \sin \left( \frac{\theta}{2} \right) \sin(\theta) \sum_{l=1}^{\infty} [E_{l+} - M_{l+}]$ |
| $H_{D}$ | $\sqrt{\frac{1}{2}} \sin \left( \frac{\theta}{2} \right) \sum_{l=0}^{\infty} [(l+2) E_{l+} + l M_{l+}]$ |

The literature also mentions measurements of $(d\sigma/d\Omega)^2$ and $(d\sigma/d\Omega)^3$, which are the helicity-dependent cross sections. They are related to the $d\sigma/d\Omega$ and $E$ observables by

$$\frac{d\sigma}{d\Omega} = \frac{d\sigma}{d\Omega} + E \frac{d\sigma}{d\Omega} \propto |H_N|^2 + |H_{SA}|^2$$

and

$$\frac{d\sigma}{d\Omega} = \frac{d\sigma}{d\Omega} - E \frac{d\sigma}{d\Omega} \propto |H_{SP}|^2 + |H_D|^2.$$
Due to complexities that arise from interference effects, an iterative procedure was needed to obtain good quality fits to the data. The procedure involved two main steps that were iterated as many times as necessary to obtain convergence. The first step (single-energy fits) was to allow a subset of the partial-wave amplitudes (including $S_{11}$ as needed) to vary in each energy bin. This generated a discrete solution for each of the varied partial-wave amplitudes. These single-energy results were then used as input to energy-dependent fits (the second step) that were also used to determine the resonance parameters. In this second step, resonance parameters were adjusted to generate a smooth energy-dependent solution of the single-energy amplitudes. Finally, the output of the second step was used as input to the first step. This iterative procedure was continued until $\chi^2$ reached a global minimum for this and all other analyzed reactions in the energy-dependent analysis.

The single-energy fits described above used a modified gradient descent algorithm to determine an optimal set of values for the partial-wave amplitudes, with each bin’s parameters being treated as independent. Because not all measured observables are available in all energy bins, the algorithm’s standard $\chi^2$ function allowed too much variation in the amplitudes between different energy bins. A penalty term was added to the standard $\chi^2$ term to limit this bin-to-bin variation in the solution. This had the desired effect of improving the fits at the expense of permitting only small updates to the parameters during each iteration. The explicit form for a penalty term was

$$\chi^2_{\text{penalty}} = f[(PW_{\text{ED}}^R - PW_{\text{fit}}^R)^2 + (PW_{\text{ED}}^I - PW_{\text{fit}}^I)^2],$$

where $PW_{\text{ED}}^R$ and $PW_{\text{ED}}^I$ are the real and imaginary parts of the partial-wave amplitude found in the preceding energy-dependent fit and $PW_{\text{fit}}^R$ and $PW_{\text{fit}}^I$ are the corresponding real and imaginary parts of the amplitude determined during each step of the single-energy fit. The factor $f$ was a parameter chosen to control the strength of the penalty term. For the initial round of single-energy fits, we set $f = 0$ for no penalty term at all. After the first round of energy-dependent fits, we used values from the energy-dependent fits to constrain selected partial waves in the next round of single-energy fits. This was initially done with a weak penalty constraint (e.g., $f = 10$), but as iterations progressed and the energy-dependent solutions did a better job of describing the fitted observables, the strength of the penalty term was adjusted up to $f = 100$. This biased results to single-energy solutions that were somewhat similar to the current energy-dependent solution. To verify the penalty term wasn’t causing the fits to converge to a local minimum, multiple starting solutions were used to determine which potential solution produced the best fit. Once the single-energy solutions and energy-dependent solutions converged to both give a good description of the observables, final uncertainties on the amplitudes in the single-energy solutions from step one were obtained by fixing the phases of each partial-wave amplitude at the values from our energy-dependent solution, and then allowing only their moduli to vary. This phase constraint was needed to fix both the global phase of the solution and to constrain the final results due to lack of all spin observables at all energies. An additional penalty constraint was used as well, but kept small enough that the penalty contribution to $\chi^2$ was less than 10%. The resulting single-energy solutions, projected into real and imaginary parts, were then used as input to a final energy-dependent fit in which all parameters were free to vary, to determine final uncertainties in the $N^*$ and $\Delta$ resonance parameters. Our final fits included all amplitudes up to $G_{17}$ for both $\gamma p \rightarrow \eta p$ and $\gamma n \rightarrow \eta n$, although $F_{17}$ was the highest amplitude necessary for good fits.

IV. RESULTS

This section presents final results for the partial-wave analyses of both $\gamma p \rightarrow \eta p$ and $\gamma n \rightarrow \eta n$. It compares results with those of other groups and shows the quality of agreement for the integrated cross-section data that were not directly fitted.

A. $\gamma p \rightarrow \eta p$

For the reaction $\gamma p \rightarrow \eta p$, the fits of the observables $d\sigma/d\Omega$, $T$, $F$, and $E$ were very good over the entire energy range; however, the fits of the beam asymmetry $\Sigma$ showed minor problems at backward angles in the c.m. energy range 1650 to 1800 MeV. Table III shows the $\chi^2$ contribution from each individual observable for the different works as well as the total over all observables. We note that the $\chi^2$ contribution from the differential cross section obtained in this work is significantly smaller than that by other groups with minimal impact to the spin observables. This is in part because new high-precision data for some observables used in this work were unavailable to the other groups at their time of analyses. In order to provide a good description of the data, the amplitudes $S_{11}$ and $D_{13}$ were needed starting at threshold and $P_{11}$, $P_{13}$, and $F_{15}$ waves were important above 1600 MeV. At energies above 1900 MeV, $F_{17}$ appears important, but the lack of spin observables at these energies made it difficult to make any definitive conclusions. The magnitude of $S_{11}$ partial-wave amplitude above 1600 MeV was found to differ from the results of BuGa [29], which found $S_{11}$ saturating the integrated cross section over almost the entire energy range analyzed in this work.

The integrated cross section ($\sigma$) was obtained by integrating the differential cross section over the full angular range. The helicity-1/2 and 3/2 cross sections were generated by integrating the helicity-dependent differential cross-section data as defined in Eqs. (2) and (3). Figures 1, 2, and 3 show the full integrated cross section as well as the helicity-1/2 and 3/2 integrated cross
sections. The curves generated through the integrated cross-section points were obtained by fitting the differential cross-section data and extracting the integrated cross section from the individual partial-wave amplitudes. As Figs. 1 and 2 show, the $\gamma p \rightarrow \eta p$ cross section rises sharply above threshold and is dominated by a bump associated with the $S_{11}(1535)$ resonance, which couples strongly to the $\eta N$ channel. Smaller contributions come from couplings to the $P_{11}(1440)$ and $P_{13}(1880)$ resonances and the $P_{13}(1720)$ resonance. Further details are discussed in Ref. [40]. Overall, the curves describe the data well through the entire energy region. The curve for $\sigma$ slightly overshoots the data near 1600 MeV but our fits to $d\sigma/d\Omega$ data were found to be in good agreement. The helicity-1/2 and helicity-3/2 plots also showed good agreement within experimental uncertainty and the scatter in the points.

Figure 1 compares the $\gamma p \rightarrow \eta p$ partial-wave amplitudes from this work with results from BnGa [29] and Jülich [33]. For this reaction, the only amplitude that is in agreement between all the groups is $S_{11}$. Higher partial waves all exhibit major discrepancies with at least one of the groups. This lack of agreement indicates that additional data are needed from unmeasured double polarization observables to obtain a unique solution.

To obtain further progress towards the goal of a single solution for $\eta$ photoproduction off the nucleon, Fig. 3 shows what observables show the most difference between the three groups compared in this work. A measurement of both $C_x$ and $C_z$ would be ideal at c.m. energies between 1600 and 1800 MeV while above 1800, the predictions for these two observables actually converge and a better measurement would be either $G$ or $H$.

### TABLE III. $\chi^2$ contributions for $\gamma p \rightarrow \eta p$.

| Observable | KSU | BnGa (2016) | Jülich (2015b) |
|------------|-----|-------------|----------------|
| $d\sigma/d\Omega$ | 44000 | 83000 | 58000 |
| $T$ | 1500 | 1200 | 900 |
| $\Sigma$ | 950 | 380 | 1100 |
| $F$ | 680 | 480 | 340 |
| $E$ | 620 | 690 | 1300 |
| $C_x$ | 16 | 20 | 30 |
| $(d\sigma/d\Omega)^{1/2}$ | 810 | 550 | 1300 |
| $(d\sigma/d\Omega)^{3/2}$ | 200 | 250 | 350 |
| Fit Total | 50000 | 87000 | 64000 |

The data points are from ERBE 1968 [11], DYTMAN 1995 [5], KRUSCHE 1995 [9], PRICE 1995 [42], DUGGER 2002 [10], CREDE 2005 [12], NAKABAYASHI 2006 [13], BARTALINI 2007 [14], CREDE 2009 [15], and MCNICOLL 2010 [16]. The curves also show the contribution to the cross section by successively adding each partial wave.
vented further improvements to the fits. The $S_{11}$ amplitude dominates the reaction from threshold up to 1620 MeV, with $P_{13}E$ and $D_{15}$ showing significant contributions in the region of the narrow structure near 1680 MeV. Table IV lists shows the $\chi^2$ contributions for this work and BnGa (2016) [29]. Again, individual and total contributions are shown. This work does a slightly better job at describing a few of the observables while BnGa (2016) does better at others. Note that preliminary data for the observables $T$ [22] and $F$ [22] as well as the first measurement of $E$ data published in 2017 [31] were only included in the KSU analysis.

| Observable | KSU   | BnGa (2016) |
|------------|-------|-------------|
| $d\sigma/d\Omega$ | 6300  | 6800        |
| $T$        | 480   | 700         |
| $\Sigma$   | 240   | 200         |
| $F$        | 220   | 440         |
| $E$        | 250   | 150         |
| $(d\sigma/d\Omega)_{\frac{1}{2}}$ | 310   | 260         |
| $(d\sigma/d\Omega)_{\frac{3}{2}}$ | 210   | 140         |

TABLE IV. $\chi^2$ contributions for $\gamma n \rightarrow \eta n$. Column 1 shows the name of the observable, columns 2 and 3 show the $\chi^2$ contributions from this work and BnGa (2016) [29], respectively. The c.m. energy range was from 1490 to 1875 MeV with 5 MeV binning.

Forces [9] and [7] show integrated cross-section results. The dominant structure in Figs. [9] and [7] is the bump associated with the $S_{11}(1535)$ resonance, which couples strongly to the $\eta N$ channel. Both of these figures also reveal what appears to be a narrow structure less than 100 MeV wide near 1680 MeV. Much has been written about this structure. Some researchers have concluded that the bump must be from either a $P_{11}$ resonance or due to an interference effect between two $S_{11}$ resonances [43, 44] because the structure only appears in the helicity-1/2 data (see Figs. [7] and [8]). The argument has been made that the helicity-1/2 cross section contains contributions from $S_{11}$ and $P_{11}$, while the helicity-3/2 cross section does not, so the bump must be due to these two amplitudes.

The present work provides an alternative interpretation of the bump as a complicated structure generated by a number of resonances, specifically $D_{13}(1700)$, $D_{15}(1675)$, and the tail of the $S_{11}(1535)$. As mentioned above, this would generate a bump in the helicity-3/2 cross section. Our predictions of the helicity cross sections (Figs. [7] and [8]) show that the data allow and even hint at a small bump within the size of the error bars and scatter of the points. While the fits to the integrated cross section seem to overshoot the data at c.m. energies near 1650 MeV, the energy resolution in the region around the bump is 30 MeV (and wider at higher energies), despite the cross-section points being roughly 10 MeV apart [20]. Further details about the resonance content (masses, widths, branching ratios, pole positions, etc.) can be found in Ref. [40].

Plots comparing the $\gamma n \rightarrow \eta n$ partial-wave amplitudes determined in this work with BnGa results [29] are shown in Figure 9. The $S_{11}$ amplitude is similar except in the c.m. energy region near 1680 MeV where the BnGa group explains the bump as an $S_{11}$ interference and what looks like a cusp effect, possibly from the opening of the $K\Sigma$ channel near 1680 MeV. The only other amplitude that is similar between the two groups is the $D_{13}E$ amplitude.

In our fits, there appears to be more structure than that found in the BnGa solution. Resonance peaks are clearly seen in multiple amplitudes with the imaginary part of the amplitude forming a peak when the corresponding real part approaches zero, as expected for a Breit-Wigner resonance.

At this point, additional measurements of any of the 16 observables would be useful to constrain the fits further and confirm previous measurements. As such, no predictions are shown at this point.
FIG. 4. Comparison of the individual $\gamma p \rightarrow \eta p$ partial-wave amplitudes for each group. Blue, black, and red curves are from this work, BnGa [2], and Julich [3], respectively. The solid curves are the real parts and the dotted curves are the imaginary parts of the amplitudes. The amplitudes are in units of mfm.
FIG. 5. Predictions of $C_x$, $C_z$, $G$, $H$, and $P$ at various energies for the reaction $\gamma p \rightarrow \eta p$. Measurement of any of these observables at the shown energy would provide strong evidence for any needed changes in the three works results. The top two plots on the left are for $C_x$ and $C_z$, respectively, at a c.m. energy of 1670 MeV. The top right plot is for $P$ at 1770 MeV, and the bottom three plots are for $G$, $H$, and $P$, respectively, at 1870 MeV. The blue solid curves are from this work, the black dotted curves are from BnGa [29], and the red dotted curves are from Julich [33].
FIG. 6. Integrated cross section for $\gamma n \rightarrow \eta n$. The data points are from Werthmuller 2014 [20] and the plot also shows the contribution to the cross section by successively adding each partial wave.

FIG. 8. Helicity-3/2 integrated cross section for $\gamma n \rightarrow \eta n$. The data points are from Witthauer 2017 [31] and the plot also shows the contribution to the cross section by successively adding each partial wave.

FIG. 7. Helicity-1/2 integrated cross section for $\gamma n \rightarrow \eta n$. The data points are from Witthauer 2017 [31] and the plot also shows the contribution to the cross section by successively adding each partial wave.
FIG. 9. Comparison of the individual $\gamma n \rightarrow \eta n$ partial-wave amplitudes for each group. The blue and black curves are from this work and BnGa [29], respectively. The solid curve is the real part and the dotted curve the imaginary part of the amplitude. The amplitudes are in units of mfm.
V. SUMMARY AND CONCLUSIONS

Results from a partial-wave analysis of available data for $\gamma N \to \eta N$ were presented. $S_{11}$, $P_{11}$, $P_{13}$, and $F_{15}$ amplitudes were found to be important for the reaction $\gamma p \to \eta p$ in the energy range from threshold to 2000 MeV. $S_{11}$, $P_{13}$, $D_{13}$, and $D_{15}$ were important for $\gamma n \to \eta n$. This is consistent with the Moorhouse selection rule [45], which predicts that the $D_{15}(1675)$ resonance may couple to $\gamma n$ but not to $\gamma p$.

Also, despite the wealth of new data, measurements of additional double polarization measurements are still needed to obtain agreement between the different partial-wave analyses.

The $\gamma p \to \eta p$ and $\gamma n \to \eta n$ amplitudes from this work have been included in an updated multichannel energy-dependent partial-wave analysis [40] that also incorporates our single-energy amplitudes for $\gamma p \to K^+\Lambda$ [40].

In Ref. [40], we present and discuss the resonance parameters obtained from a fit of single-energy amplitudes for these reactions combined with corresponding amplitudes for $\gamma N \to \pi N$, $\pi N \to \pi N$, $\pi N \to \pi \pi N$, $\pi N \to KA$, and $\pi N \to \eta N$. Reference [40] also includes Argand diagrams that compare the results of our single-energy fits with our final energy-dependent partial-wave amplitudes.
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Appendix A: Final Fits to Experimental Data

Figures 10 - 25 show fits to $\gamma p \to \eta p$ and $\gamma n \to \eta n$ data for the observables $d\sigma/d\Omega$, $\Sigma$, $T$, $F$, and $E$. The partial-wave amplitudes used to generate the curves are available in the form of data files [47]. Also shown are the fits from BnGa 2016 [29] and Jülich 2015b [33].
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FIG. 10. Fits to $d\sigma/d\Omega$ data for $\gamma p \rightarrow \eta p$ at $W = 1490$ to 1770 MeV. See text for references.
FIG. 11. Fits to $d\sigma/d\Omega$ data for $\gamma p \rightarrow \eta p$ at $W = 1790$ to 1990 MeV. See text for references.
FIG. 12. Fits to $\Sigma$ data for $\gamma p \to \eta p$ at $W = 1490$ to 1710 MeV. See text for references.
FIG. 13. Fits to $\Sigma$ data for $\gamma p \rightarrow \eta p$ at $W = 1750$ to 1910 MeV. See text for references.
FIG. 14. Fits to $T$ data for $\gamma p \to \eta p$ at $W = 1490$ to 1850 MeV. See text for references.
FIG. 15. Fits to $F$ data for $\gamma p \rightarrow \eta p$ at $W = 1490$ to 1850 MeV. See text for references.
FIG. 16. Fits to $E$ data for $\gamma p \rightarrow \eta p$ at $W = 1490$ to 1710 MeV. See text for references.
FIG. 17. Fits to $E$ data for $\gamma p \rightarrow \eta p$ at $W = 1730$ to 1970 MeV. See text for references.
FIG. 18. Fits to $d\sigma/d\Omega$ data for $\gamma n \rightarrow \eta n$ at $W = 1495$ to $1585$ MeV. See text for references.
FIG. 19. Fits to $d\sigma/d\Omega$ data for $\gamma n \rightarrow \eta n$ at $W = 1595$ to $1735$ MeV. See text for references.
Fig. 20. Fits to $d\sigma/d\Omega$ data for $\gamma n \rightarrow \eta n$ at $W = 1745$ to $1875$ MeV. See text for references.
FIG. 21. Fits to $\Sigma$ data for $\gamma n \to \eta n$ at $W = 1510$ to 1885 MeV. See text for references.
FIG. 22. Fits to $E$ data for $\gamma n \rightarrow \eta n$ at $W = 1495$ to 1665 MeV. See text for references.
FIG. 23. Fits to $E$ data for $\gamma n \rightarrow \eta n$ at $W = 1685$ to 1885 MeV. See text for references.
FIG. 24. Fits to preliminary $T$ data (not shown) [22] for $\gamma n \rightarrow \eta n$ at $W = 1510$ to 1885 MeV.
FIG. 25. Fits to preliminary $F$ data (not shown) $^{22}$ for $\gamma n \rightarrow \eta n$ at $W = 1510$ to 1885 MeV.