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Abstract

Kickstarting deep reinforcement learning algorithms facilitate a teacher-student relationship among the agents and allow for a well-performing teacher to share demonstrations with a student to expedite the student’s training. However, despite the known benefits, the demonstrations may contain sensitive information about the teacher’s training data and existing kickstarting methods do not take any measures to protect it. Therefore, we use the framework of differential privacy to develop a mechanism that securely shares the teacher’s demonstrations with the student. The mechanism allows for the teacher to decide upon the accuracy of its demonstrations with respect to the privacy budget that it consumes, thereby granting the teacher full control over its data privacy. We then develop a kickstarted deep reinforcement learning algorithm for the student that is privacy-aware because we calibrate its objective with the parameters of the teacher’s privacy mechanism. The privacy-aware design of the algorithm makes it possible to kickstart the student’s learning despite the perturbations induced by the privacy mechanism. From numerical experiments, we highlight three empirical results: (i) the algorithm succeeds in expediting the student’s learning, (ii) the student converges to a performance level that was not possible without the demonstrations, and (iii) the student maintains its enhanced performance even after the teacher stops sharing useful demonstrations due to its privacy budget constraints.

1 Introduction

Neural networks, widely used in deep reinforcement learning, are known to be vulnerable to privacy attacks that target their training data. For example, membership attacks can determine whether a specific data point has been used to train the neural network under attack or not [23, 25, 12, 16]. Such vulnerabilities risk the privacy of users who provide personal information such as medical data or location data to train deep reinforcement learning agents. For example, in the emerging medical applications of deep reinforcement learning such as dynamic treatment recommendation [26], lack of privacy measures could breach the privacy of the involved patients. Therefore, rigorous privacy guarantees are needed when training deep reinforcement learning agents with personal and sensitive user information.

We consider the problem of kickstarting deep reinforcement learning through a privacy lens. Kickstarting methods employ already trained agents as teachers to share demonstrations with a student...
who has to learn the same task from scratch. Existing methods in [18, 19, 20] can significantly expedite the training of the students; however, they do not take any privacy measures in sharing the teacher demonstrations. Due to the privacy vulnerabilities of neural networks, there is a need to retain the benefits of kickstarting while ensuring that the teacher’s sensitive information is kept private. To this end, we make two contributions to redesign the students and the teachers, and develop a novel privacy-preserving kickstarting algorithm.

In the first contribution, we use the framework of differential privacy [8] to protect the teacher’s privacy while sharing its policy with the student. Through differential privacy’s quantitative formulation, it is possible to provide rigorous privacy guarantees, which is one of the main reasons that it is widely used to protect the privacy of the users of machine learning algorithms [1, 17]. From a differential privacy perspective, the policy that the teachers share with the students is a query of their sensitive training data, and we will randomize policies to protect them.

We use the Dirichlet mechanism, which was shown to obfuscate small differences between two entries of a finite-support probability vector [11] to enforce differential privacy. Our main contribution is to provide new analyses that generalize the Dirichlet mechanism’s privacy protections to all entries of a probability vector. A policy is a probability distribution over the action space of the environment. Assuming that the environment’s action space is finite, we deploy the Dirichlet mechanism as the privacy mechanism of the teachers, and our new analysis shows that the entire policy is protected.

We derive analytical expressions for the level of the Dirichlet mechanism’s differential privacy and allow the teachers to enforce their desired strength of privacy protections, thereby granting them full control over their privacy. Furthermore, the teachers can manage their privacy budget throughout the sequence of demonstrations that they share with the students by keeping track of their history of previous privacy levels. A privacy budget measures the privacy loss due to repeated queries on a fixed dataset and we follow the convention to permit queries up to a budget and then to disallow queries once the budget is expended [2, 7].

In the second contribution, we design the student’s learning algorithm. The Dirichlet mechanism, similar to conventional differential privacy mechanisms, enforces privacy by perturbing its output which can be harmful to students who do not handle these outputs properly. We design the students such that their objectives incentivize them to approximate the policy that the privacy-preserving demonstrations provide; however, we make sure that the students do not attempt to approximate the teacher’s perturbed policy beyond an accuracy threshold that we determine from a concentration bound on the output of the Dirichlet mechanism. The resulting privacy-aware students avoid being misled by the perturbations by automatically balancing the amount of information that they use in their learning from the demonstrations and their own interactions with the environment.

In the experiments, we implement the proposed privacy-preserving kickstarting algorithm using teachers with varied privacy budgets. Across all privacy budgets tested, we observed that privacy-aware students converge roughly 4-times faster than their teachers and often outperform them even though their networks have 50% smaller hidden layers. However, teachers with higher privacy budgets train students with a superior performance level and robustness to environmental changes, which we measure with the run-to-run variance across different environment seeds. The performance level of the students who blindly follow the demonstrations are significantly worse than the privacy-aware students, indicating that the students’ privacy-awareness is crucial to the utility of the privacy-preserving kickstarting algorithm.

2 Preliminaries

In this section, we will set the notation that we use throughout the paper and formally define differential privacy.

2.1 Notation

We denote by \( \mathbb{N}, \mathbb{R}, \) and \( \mathbb{R}_+ \) the set of positive integers, real numbers, and non-negative reals, respectively. For all \( n \in \mathbb{N} \), let \( [n] := \{1, \ldots, n\} \). For a fixed \( \eta \in \mathbb{R}_+ \), we define the \( \eta \)-restricted
Figure 1: Schematic of a privacy-preserving kickstarting algorithm. At every time step, the student interacts with the environment and has the option to ask for the teacher’s policy. We use a privacy mechanism before sharing the teacher’s policy to protect the privacy of the training dataset with which the teacher has been trained.

\[
\Delta_{n, \eta} := \left\{ x \in \mathbb{R}^n \mid \sum_{i \in [n]} x_i = 1, x_i \geq \eta, \forall i \in [n] \right\}.
\]

We use notation \( \Delta_n \) to refer to the entire unit simplex, \textit{i.e.}, when \( \eta = 0 \) in (1). Finally, we denote the \( p \)-norm of a vector \( x \in \mathbb{R}^n \) by \( \|x\|_p \).

2.2 Problem Statement

Deep reinforcement learning agents interact with an environment that is modeled as a Markov decision process comprising a state and action space, transition probabilities, and a reward function. We consider deep reinforcement learning agents who do not know the transition probabilities and must compute a policy that maximizes their cumulative rewards. A policy is a probability distribution over the action space at every state of the environment. We assume that the agents observe the environment’s state space through \( d \)-dimensional feature vectors and we assume that the action space is finite. As a result, the policy of the agents are members of the unit simplex.

In kickstarting deep reinforcement learning, the agents have the option of asking for demonstrations from some already trained teacher agents as shown in Figure 1. Precisely, at every state observation, the students can ask for the teachers’ policy corresponding to the student’s current environment observation. The teachers generate their policies using neural networks that take as input an environment observation and output a policy. Due to the privacy vulnerabilities of neural networks, we pose the problem of privacy-preserving kickstarting, wherein we seek to find a privacy mechanism for the teachers to securely share their policies with the student and to find a deep reinforcement learning algorithm for the students to be able to benefit from such policies.

2.3 Differential Privacy

We use the notion of differential privacy [8] as the underlying definition of data privacy. Differential privacy is provided by a probabilistic mapping, or a mechanism, and requires the mechanism to generate approximately indistinguishable outputs for the inputs that are similar. We next define adjacency, which captures the notion of similarity.

**Definition 1 (Adjacency Relationship).** Let \( X \) and \( X' \) be two vectors in \( \mathbb{R}^d \) and fix a constant \( b \in \mathbb{R}_+ \). Then \( X \) and \( X' \) are \( b \)-adjacent if and only if \( \|X - X'\|_2 \leq b \).

The general definition of differential privacy allows for any adjacency relationship that the mechanism designer sees fit for its application. In kickstarting deep reinforcement learning, teachers share the policy that corresponds to the student’s environment observation. With environment observations as \( d \)-dimensional vectors, we define the adjacency relationship over the space of vectors in \( \mathbb{R}^d \). In Section 6, we discuss the consequences of defining adjacency relationship according to Definition 1 and discuss how it can protect the privacy of the training datasets of the teachers. Reflecting the definition of differential privacy in [14], we now define \((\epsilon, \delta)\)-differential privacy.

**Definition 2 (\((\epsilon, \delta)\)-Differential Privacy).** Fix a probability space \((\Omega, \mathcal{F}, P)\), input space \( D \), and a measurable output space \((R, \mathcal{M})\), where \( \mathcal{M} \) is some \( \sigma \)-algebra. For constants \( \epsilon \in \mathbb{R}_+, \delta \in [0, 1) \),
and \( b \in \mathbb{R}_+ \), a mechanism \( M : \Omega \times D \mapsto R \) is \((\epsilon, \delta)\)-differentially private if, for all measurable subsets \( S \subseteq R \) and all \( b \)-adjacent \( X \) and \( X' \),
\[
\Pr (M(X) \in S) \leq \exp(\epsilon) \cdot \Pr (M(X') \in S) + \delta.
\]

The differential privacy mechanism that we design for the teacher has its domain space \( D \) set to \( \mathbb{R}_+^d \), the space of environment observations. The mechanism must share a policy with the student; therefore, the output space \( R \) is the space of probability vectors over the environment’s action space which we assume to be finite. Fixing \( m \) as the number of actions, the output space of the privacy mechanism is the \( m \)-fold simplex \( \Delta_m \). Later in the proofs we use the notion of probabilistic differential privacy, which we define as follows:

**Definition 3 (Probabilistic Differential Privacy).** Fix a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), input space \( D \), and a measurable output space \((R, \mathcal{M})\), where \( \mathcal{M} \) is some \( \sigma \)-algebra. For constants \( \epsilon \in \mathbb{R}_+ \), \( \delta \in [0, 1) \), and \( b \in \mathbb{R}_+ \), a mechanism \( M : \Omega \times D \mapsto R \) satisfies \((\epsilon, \delta)\)-probabilistic differential privacy if we can partition \( R \) into disjoint sets \( R_1 \) and \( R_2 \) such that, for all \( X \in D \) and all measurable \( S \subseteq R_1 \),
\[
\Pr (M(X) \in S) \leq \delta
\]
and, for all \( X' \in D \) \( b \)-adjacent to \( X \) and all measurable \( S \subseteq R_2 \),
\[
\Pr (M(X) \in S) \leq \exp(\epsilon) \cdot \Pr (M(X') \in S).
\]

We show that the privacy mechanism that we develop in the sequel is probabilistically differentially private. We then use the fact that \((\epsilon, \delta)\)-probabilistic differential privacy implies \((\epsilon, \delta)\)-differential privacy \cite{15} and show that the mechanism is differentially private according to Definition 2.

3 Privacy-Preserving Teachers

In this section, we develop the teacher’s privacy mechanism to share its policy with the students. In environments with finite action spaces, the policy is a vector within the unit simplex and privatizing the policy requires a privacy mechanism that does not destroy their special structure, namely the properties that all entries are non-negative and that their sum is 1. Three common differential privacy mechanisms are the Gaussian, Laplacian, and exponential mechanism \cite{8}. The first two mechanisms inject infinite-support noise and break the structure of the policy, and the exponential mechanism has a finite output range whereas the teacher has infinitely many policies that belong to the unit simplex; therefore, they are not readily applicable to privatizing the teacher’s policy in kickstarting.

The Dirichlet mechanism, first introduced in \cite{11}, can mask small differences in two arbitrary entries of a simplex-valued vector in that it generates approximately indistinguishable outputs for inputs with such differences. The Dirichlet mechanism takes as input a simplex-valued vector and a parameter \( k \), and outputs an element of the simplex. Formally, for \( \eta > 0 \) and \( \pi \in \Delta_n, \eta \), the Dirichlet mechanism with input \( \pi \) and parameter \( k > 0 \), denoted \( \text{Dir}_k(\pi) \), outputs \( x \in \Delta_n \) with probability
\[
\Pr (\text{Dir}_k(\pi) = x) = \frac{\Gamma(k) \prod_{i \in [n]} x_i^{k \pi_i - 1}}{\Gamma(k(\pi_i))},
\]
where \( \Gamma \) is the gamma function, defined as \( \Gamma(z) = \int_0^\infty x^{z-1} \exp(-x)dx \). The expected value of the Dirichlet mechanism’s output is equal to its input for all values of \( k \). The parameter \( k \) adjusts the concentration of the output around its expected value and the distribution becomes more concentrated around the input as \( k \) increases.

The Dirichlet mechanism may achieve a higher accuracy than the conventional differential-privacy mechanisms because it does not require additional projections back onto the unit simplex. For example, in comparison with a Gaussian mechanism that provides the same level of \((\epsilon, \delta)\)-differential privacy, the empirical mean of the 1-norm distance between the input and output of the Dirichlet mechanism has been found to be almost 50% less than that of the Gaussian mechanism \cite{11}.

The adjacency relationship upon which the Dirichlet mechanism was originally defined labels two simplex-valued vectors adjacent if they differ in at most two of their components with their 1-norm distance not exceeding a constant \( b \). We define the adjacency relationship differently and in accordance with the nature of the demonstrations that the teachers share with the students in
kickstarting. Hence, we need to show that the Dirichlet mechanism enforces \((\epsilon, \delta)\)-differential privacy with respect to the adjacency relationship in Definition 1. To this end, we will first generalize the adjacency relationship in [10] to one that applies to simplex-valued vectors whose 2-norm distance is below a constant \(b\), across all of their components. Then, we use the property of Lipschitz continuity of neural networks to prove differential privacy with respect to the adjacency relationship that we established in Definition 1.

Neural networks with conventional activation functions such as ReLU, sigmoid, and softmax are known to be Lipschitz continuous [6, 24]. Recall that a function \(f : \mathbb{R}^n \to \mathbb{R}^m\) is \(L\)-Lipschitz continuous if and only if there exists a constant \(L \in \mathbb{R}_+\) such that, for all \(x, y \in \mathbb{R}^n\), \(\|f(x) - f(y)\|_2 \leq L\|x - y\|_2\). The Lipschitz constant of a neural network can be computed efficiently due to the kickstarting. Hence, we need to show that the Dirichlet mechanism enforces \((\epsilon, \delta)\)-differential privacy.

**Theorem 1.** Fix an \(L\)-Lipschitz function \(f : \mathbb{R}^d \to \Delta_{m, \eta}\) and a Dirichlet mechanism \(\text{Dir}_k\) for some parameter \(k > 0\). Then, the composition mechanism \(M = \text{Dir}_k \circ f\) is \((\epsilon, \delta)\)-differentially private with

\[
\delta = 1 - \mathbb{P}(\text{Dir}_k \left(\left[\eta, \eta, \ldots, 1 - (m - 1)\eta\right]^\top\right) \in \Delta_{m, \tau})
\]

and

\[
\epsilon = O \left(\frac{k \log(k) \cdot b \cdot L \cdot \log \left(\frac{1}{\tau}\right)}{\tau}\right)
\]

where \(b\) is the adjacency-relationship coefficient and \(\tau > 0\).

**Proof.** We will show that the composition mechanism \(M\) is \((\epsilon, \delta)\)-differentially private by showing that it satisfies \((\epsilon, \delta)\)-probabilistic differential privacy. Fix a constant \(\tau \in \mathbb{R}_+\) and let \(R_1 = \Delta_{m, \eta} \setminus \Delta_{m, \tau}\). We must find \(\delta\) such that, for all inputs \(X\) in the domain of \(M\) and all measurable subsets \(S \subseteq R_1\), \(\mathbb{P}(M(X) \in S) \leq \delta\). By Lemma 2 of [11], the function \(I_{k, \tau} : \Delta_{m, \eta} \mapsto \mathbb{R}\) with

\[
I_{k, \tau}(p) = \int_{\Delta_{m, \tau}} \Gamma(k) \prod_{i \in [m]} \frac{x_i^{k_i-1}}{\Gamma(k_i)} dx
\]

is log-concave and its input domain is a convex set; therefore, its minimum occurs at the extreme points of its domain space \(\Delta_{m, \eta}\). The extreme points of \(\Delta_{m, \eta}\) are the basic feasible solutions of the system of \(m\) inequalities

\[
\forall i \in [m - 1] : x_i \geq \eta, \quad \text{and} \quad \sum_{i \in [m - 1]} x_i \leq 1 - (1 - m)\eta.
\]

A basic feasible solution of \(m\) inequalities in \(\mathbb{R}^n\) must activate \(n\) of the inequalities and, in the inequality system in [9], we have \(n = m - 1\). Therefore, the vertices of \(\Delta_{m, \eta}\) have \(m - 1\) components equal to \(\eta\) and one component equal to \(1 - (m - 1)\eta\). Because \(I_{k, \tau}\) is symmetric in the components of its input, for all \(p \in \Delta_{m, \eta}\), \(I_{k, \tau}(p) \geq I_{k, \tau}(p^*)\), where \(p^*\) is any vertex of \(\Delta_{m, \eta}\). Note that

\[
I_{k, \tau}(p) = \mathbb{P}(\text{Dir}_k(p) \in \Delta_{m, \tau}), \quad \forall p \in \Delta_{m, \eta}.
\]

Any distribution according to which the input \(X \in \mathbb{R}^d\) is drawn satisfies

\[
\mathbb{P}(M(X) \in S) \leq \max_p \{1 - \mathbb{P}(\text{Dir}_k(p) \geq \tau)\} = 1 - \min_p I_{k, \tau}(p) - I_{k, \tau}(p^*), \quad \forall S \subseteq R_1.
\]

Using (10), we can conclude (6). To show that (7) holds, in the supplementary materials, we show that, for all \(\pi\) and \(\pi'\) in \(\Delta_{m, \eta}\) such that \(\|\pi - \pi'\|_2 \leq b\) and all \(z \in R_2 = \Delta_{m, \tau}\),

\[
\log(\mathbb{P}(\text{Dir}_k(\pi) = z)) \leq \log(\mathbb{P}(\text{Dir}_k(\pi') = z)) + \sqrt{\log(m) \cdot \log(b)}
\]

\[
+ (m - 1) \log(\Gamma(k\eta)) + \log(\Gamma(k(1 - (m - 1)\eta))) - m \log(\Gamma(k/m)).
\]

Then, using the fact that \(f\) is \(L\)-Lipschitz continuous, we find \(\epsilon\) in (4) as

\[
\epsilon = \sqrt{\log(m) \cdot \log(b)} + (m - 1) \log(\Gamma(k\eta)) + \log(\Gamma(k(1 - (m - 1)\eta))) - m \log(\Gamma(k/m)),
\]

and we conclude the theorem.
Lemma 1. Let \( \text{Dir}_k \) be a Dirichlet mechanism with parameter \( k > 0 \), and \( \pi \in \Delta_{n, \eta} \), for some \( \eta > 0 \). Then, for all \( \beta > 0 \),

\[
\mathbb{P} \left( \| \text{Dir}_k(\pi) - \pi \|_2 \geq \sqrt{\frac{\log(1/\beta)}{2(k + 1)}} \right) \leq \beta. \tag{14}
\]

Lemma 1 determines the probability of large deviations of the output of the Dirichlet mechanism from its input. The student only observes the output policy that the Dirichlet mechanism generates and, for a fixed \( \beta \), a 2-norm ball around the observed policy is likely to contain the teacher’s true policy. Therefore, if the student attempts to fully approximate the observed policy, it is likely that it will be attempting to learn from noisy data which can be misleading. As a result, we will only penalize the student’s approximation as long as it lies outside the 2-norm ball in \( \Delta_{m, \tau} \).

Similar to the existing kickstarting methods \([20, 19] \), we allow the student to simultaneously learn from the teacher demonstrations and from its interactions with the environment. However, instead of using an information-theory measure, we use the 2-norm distance to augment the student’s objective because it is simpler to implement and it is compatible with the concentration bound in Lemma 1.

We denote the student’s parametric policy by \( \pi_{\theta}(s) \in \Delta_m \), where \( \theta \) represents the parameters of the student’s underlying neural network and \( s \) is a state observation in \( \mathbb{R}^d \), and denote the teacher’s privacy-preserving demonstration by \( \pi^t(s) \). Let \( J(\theta) \) denote the objective function of the deep reinforcement learning algorithm upon which we base the student’s algorithm. The objective function \( J \) usually represents the expected total rewards of the agent or some surrogate function thereof; however, its implementation varies across existing algorithms.

Let \( k \) denote the parameter of the teacher’s Dirichlet mechanism and fix a confidence level \( \beta \). We define the variable \( \alpha_\lambda \) to capture the radius of the 2-norm ball in (14) as follows:

\[
\alpha_\lambda = \sqrt{\frac{\log(1/\beta)}{2(k + 1)}}, \tag{15}
\]

where \( \lambda \) is a hyperparameter by which we can shrink the ball if the bound is conservative. We then define the function

\[
\phi_\lambda \left( s, \pi^t(s) \right) := \| \pi_{\theta}(s) - \pi^t(s) \|_2 \cdot \mathcal{I}\{\| \pi_{\theta}(s) - \pi^t(s) \|_2 > \alpha_\lambda \}, \tag{16}
\]

Remark. Computing \( \delta \) in (9) requires computing an \( m \)-fold integral of the Dirichlet probability distribution function over the \( \eta \)-restricted simplex, and may be computationally expensive. In the implementations, we approximately compute \( \delta \) for fixed values of \( \tau \). In particular, let \( Z \) be a Bernoulli random variable that equals 1 if \( \text{Dir}_k \left( \begin{bmatrix} \eta, \eta, \ldots, 1 - (m - 1)\eta \end{bmatrix} \right) \notin \Delta_{m, \tau} \), and equals 0 otherwise. Then, by the Chebyshev inequality, the empirical mean of \( Z \) satisfies

\[
\mathbb{P} \left( \frac{1}{N} \sum_{i \in [N]} Z_i \geq \frac{t}{\sigma_Z} \right) \leq \frac{1}{t^2}. \tag{13}
\]

where \( \sigma_Z \) is the variance of \( Z \) and the variance of Bernoulli variables is upper bounded by 1/4. We note that \( \mathbb{E}[Z] = 1 - \mathbb{P}(\text{Dir}_k \left( \begin{bmatrix} \eta, \eta, \ldots, 1 - (m - 1)\eta \end{bmatrix} \right) \in \Delta_{m, \tau}) \). Hence, we can compute a \( t \)-approximation of \( \delta \) by evaluating the output of the Dirichlet mechanism \( \mathcal{O}(t^{-2}) \) times.

4 Privacy-Aware Students

In this section, we complete the privacy-preserving kickstarting algorithm by designing the student’s learning algorithm in accordance to the privacy mechanism that we developed in the previous section. By following a teacher-student framework, we implicitly assume that the teacher’s policy performs better than the student’s policy; therefore, it is desirable for the student’s policy to approximate the teacher’s policy. However, due to the perturbations of the privacy mechanism, the shared demonstration may mislead the student. As a result, the student must be aware of the perturbations and rely on its own environment interactions when the perturbations are too strong. The following concentration bound from \([10] \) helps us determine the magnitude of the perturbation of the teacher’s privacy mechanism.
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where $I$ is the indicator function that activates the teacher demonstrations and

$$I\{\|\pi_\theta(s) - \pi'(s)\|_2 \geq \alpha\} := \begin{cases} 1 & \text{if } \|\pi_\theta(s) - \pi'(s)\|_2 \geq \alpha, \\ 0 & \text{otherwise}. \end{cases}$$

Finally, we propose the augmented objective function

$$\tilde{J}(\theta) = J(\theta) - E_{s \sim d^{\pi_\theta}, \pi' \sim \text{Dir}_k}[\phi_\lambda(s, \pi')],$$

where $d^{\pi_\theta}$ is the stationary state distribution under the student’s policy. In case the two terms on the right-hand side of (17) have unbalanced orders of magnitude, we can introduce an additional hyperparameter to balance the two terms. However, we did not include the additional hyperparameter to keep the notations simple.

The objective function in (17) makes the student’s learning algorithm privacy-aware because it takes the perturbations of the privacy mechanism into account. Moreover, by maximizing $\tilde{J}(\theta)$, the student will not blindly copy the teacher’s demonstrations and remains a deep reinforcement learning agent.

Popular reinforcement learning algorithms such as trust-region policy optimization [22] and proximal policy optimization [21] optimize some surrogate function of the objective $J(\theta) = \mathbb{E}_{s \sim d^{\pi_\theta}}[V^\pi(s)]$, where $V^\pi$ is the value function of the agent’s policy. To approximate the expectation above, the algorithms use roll-out trajectories to compute the empirical mean of the discounted total reward of the policy. Similar to these algorithms, we compute the expectation $\mathbb{E}_{s \sim d^{\pi_\theta}, \pi' \sim \text{Dir}_k}[\phi_\lambda(s, \pi')]$ from roll-out trajectories.

**Remark.** We are mindful of the fact that subsequent queries from a differential privacy mechanism may weaken its strength of privacy protections. In particular, the composition of $k$ mechanisms with each mechanism enforcing $(\epsilon, \delta)$-differential privacy mechanism will enforce an overall differential privacy of $(k\epsilon, k\delta)$, given that the same input is queried [8]. Therefore, it is conventional to allocate a privacy budget for repeated queries in differential privacy [2] [7]. In kickstarting, the teachers do not answer the same query over and over again; however, the sequence of the student’s environment observations are correlated via the dynamics of the environment and we must allow the teachers to allocate and manage a privacy budget for themselves.

To allow the teachers to manage their privacy budget, we decrease the concentration parameter of the Dirichlet mechanism, $k$, at the start of each roll-out trajectory. A decrease in $k$ both strengthens the Dirichlet mechanism’s differential privacy and decreases the accuracy of the output policy. Depending on the rate at which we decrease $k$, at a certain point, the objective of the student will completely disregard the teacher demonstrations by (16) and the student will rely on its own interactions with the environment. At that point, the teachers can generate completely random policies under $(0, 0)$-differential privacy without harming the student’s performance. Therefore, the teachers can decrease $k$ according to their privacy budget and set $k = 0$ once they expend their budget. However, teachers with higher privacy budgets may be more beneficial to the students, which is indeed what we observe in the next section.

## 5 Numerical Results

In this section, we showcase the performance of the privacy-preserving kickstarting deep reinforcement learning algorithm that we developed in the previous two sections. We implement the algorithm using the Spinning Up library [3] and the experiments take place in the *Air Raid-ram-v0* environment from OpenAI Gym [4]. All of the reinforcement learning agents use proximal policy optimization (PPO) as their base algorithm. In the sequel, we perform four experiments. The first experiment establishes our choice of teacher and student agents. In the second experiment, we deploy kickstarting for the agents without any privacy protections. In the third experiment, we test the privacy-preserving kickstarting algorithm using privacy-aware students, which is the main contribution of this paper. In the last experiment, we show that privacy-awareness is necessary for the students to retain the benefits of kickstarting while protecting the privacy of the teachers.

In the first experiment, we train two agents with different neural network sizes. The first agent has two hidden layers, each of which has 64 neurons and the second agent has two hidden layers with 32 neurons within each layer. Figure 2(a) shows the learning curves of the two agents across four million environment interactions and indicates that the agent with a smaller hidden layer performs
worse than the other agent. Therefore, we use the converging policy of the better performing agent as the teacher to kickstart the training of the other agent.

In the second experiment, we use kickstarting to train the student but we do not deploy the Dirichlet mechanism yet. Because of the absence of perturbations, we set $\lambda$ in (17) to zero on the student’s side. As a result, the algorithm reduces to conventional kickstarting without any privacy protections. The results are shown in Figure 2(b) and they are indicative of the known benefits of kickstarting, namely a significant improvement in the students’ sample efficiency [20] and model compression. Model compression methods, such as policy distillation [19], employ teacher agents with sophisticated models to train agents with smaller networks that approximate the performance level of the teachers. As the final observation, the run-to-run variance of the kickstarting algorithm is significantly lower than the teacher and the student who does not benefit from kickstarting. Therefore, the students can improve upon their robustness under kickstarting.

In the third experiment, we deploy the Dirichlet mechanism. To manage the privacy budget of the teacher, we follow the remark at the end of Section 4 and progressively increase the level of the teacher’s differential privacy until they no longer carry any useful information. Specifically, we multiply the Dirichlet mechanism’s parameter $k$ by a vanishing coefficient at the beginning of each roll-out trajectory. Figure 2(c) compares the performance of two privacy-aware students under privacy-preserving kickstarting with vanishing coefficients 0.1 and 0.3. Both agents converge roughly 4 times faster than the teacher; however, kickstarting with a lower vanishing coefficient consumes a lower privacy budget and the resulting student has a lower performance. The student’s performance corresponding to a lower privacy budget is also less robust to environmental changes than those with higher budgets as the confidence clouds suggest in Figure 2(c).

Figure 2(c) corresponds to $\lambda = 0.5$. In the supplementary materials, we show the performance of the algorithm for $\lambda \in \{0.1, 0.5, 1, 2\}$ and choose $\lambda = 0.5$ because it is associated with the student’s best
We also provide additional plots in the supplementary materials that correspond to the vanishing coefficients in \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\}.

The fourth experiment demonstrates that it is necessary for the students’ learning algorithms to be privacy-aware when the teachers deploy their privacy mechanisms. We set \(\lambda\) to zero in (17) and compare the performance of two students under privacy-preserving kickstarting with vanishing coefficients 0.3 and 0.9 in Figure 2(d). In comparison with the results in Figure 2(c), the privacy-unaware students perform significantly worse. In fact, once the teachers expend their privacy budget and share completely random policies, the students perform worse than the baseline PPO agents that do not use kickstarting at all.

In all of the experiments above, the confidence clouds correspond to the 85th percentile of 30 random seeds of the environment, and the lines represent the point-wise median of the runs. In the experiments where the Dirichlet mechanism is deployed, we initialize \(k\) with 5 which corresponds to \((4.46, 0.05)\)-differential privacy by Theorem 1. Unless specified, for example, for the network size, we have used the default initialization of the Spinning Up library to set the hyperparameters of the PPO algorithm. The simulations were run on a computer with a 3.5 GHz quad-core Intel processor. The longest computation time per epoch was 9 seconds where every epoch consists of 1000 environment interactions. All codes and datasets are included in the supplementary materials.

### 6 Conclusions and Discussions

In this paper, we developed a privacy-preserving kickstarting algorithm as a result of two main contributions: first, we designed a privacy mechanism that protects the differential privacy of the teachers, and secondly, we designed a privacy-aware learning algorithm for the students that can benefit from the privacy-preserving demonstrations that the teachers share with them.

By Theorem 1, we show that the policy that the Dirichlet mechanism outputs is probable to be the output of a class of environment observations that are adjacent by Definition 1. In the example of membership attacks, the attackers train shadow models that copy the behavior of their victim agents and use these shadow models to answer the question “Has a given environment observation been used to train the agent or not?” Theorem 1 guarantees that, if the membership attacker answers ’yes’ to a specific environment observation, it is probable that it answers ’yes’ to every other adjacent environment observation. Therefore, the attacker cannot recover the exact training data of the teacher by observing its inputs and outputs.

Although we impose an error on recovering the exact training data, the attacker can still recover an approximation of the training data and, depending on the privacy budget that the teacher consumes, the attacker can improve its approximation by repeating its query. Therefore, the potential users of the privacy-preserving kickstarting algorithm that we propose must be mindful of the nature of the privacy protections that we offer to avoid any privacy breaches. As a result, a possible negative consequence of this paper is that the privacy protections that we provide may not align with users’ intuition for privacy.

### 7 Related Works

In this section, we review some of the existing works that protect the user privacy of machine learning algorithms. The work in [1] develops a privacy-preserving deep learning algorithm that enforces differential privacy by injecting a Gaussian noise to the gradients that are used to update the parameters of the neural network. The works in [5, 28, 13] enforce differential privacy for a classifier by injecting noise to its objective function. These methods require access to the internal models of the teachers and are invasive. In this paper, however, we do not require access to the internal model of the teachers because we privatize the policy, which is the output of the teachers’ neural networks.

The work in [17] considers the problem of knowledge transfer between a collection of teachers and a student, which is closely related to this paper. To enforce differential privacy, the authors of [17] perform a randomized voting between the teachers to choose the teacher that shares the demonstration. The requirement of voting makes the methodology not applicable to problems with one teacher, whereas in this paper, we can consider individual teachers.
References

[1] Martin Abadi, Andy Chu, Ian Goodfellow, H. Brendan McMahan, Ilya Mironov, Kunal Talwar, and Li Zhang. Deep learning with differential privacy. In Proceedings of the 2016 ACM SIGSAC Conference on Computer and Communications Security, CCS ’16, page 308–318, New York, NY, USA, 2016. Association for Computing Machinery.

[2] Martin Abadi, Andy Chu, Ian Goodfellow, H Brendan McMahan, Ilya Mironov, Kunal Talwar, and Li Zhang. Deep learning with differential privacy. In Proceedings of the 2016 ACM SIGSAC conference on computer and communications security, pages 308–318, 2016.

[3] Joshua Achiam. Spinning Up in Deep Reinforcement Learning. 2018.

[4] Greg Brockman, Vicki Cheung, Ludwig Pettersson, Jonas Schneider, John Schulman, Jie Tang, and Wojciech Zaremba. Openai gym, 2016.

[5] Kamalika Chaudhuri, Claire Monteleoni, and Anand D Sarwate. Differentially private empirical risk minimization. Journal of Machine Learning Research, 12(3), 2011.

[6] Patrick L Combettes and Jean-Christophe Pesquet. Lipschitz certificates for neural network structures driven by averaged activation operators. arXiv preprint arXiv:1903.01014, 2019.

[7] Fida Kamal Dankar and Khaled El Emam. Practicing differential privacy in health care: A review. Trans. Data Priv., 6(1):35–67, 2013.

[8] Cynthia Dwork, Aaron Roth, et al. The algorithmic foundations of differential privacy. Foundations and Trends in Theoretical Computer Science, 9(3-4):211–407, 2014.

[9] Mahyar Fazlyab, Alexander Robey, Hamed Hassani, Manfred Morari, and George J Pappas. Efficient and accurate estimation of lipschitz constants for deep neural networks. In Advances in Neural Information Processing Systems (NeurIPS), 2019.

[10] Parham Gohari, Matthew Hale, and Ufuk Topcu. Privacy-preserving policy synthesis in markov decision processes. In 2020 59th IEEE Conference on Decision and Control (CDC), pages 6266–6271. IEEE, 2020.

[11] Parham Gohari, Bo Wu, Calvin Hawkins, Matthew Hale, and Ufuk Topcu. Differential privacy on the unit simplex via the dirichlet mechanism. IEEE Transactions on Information Forensics and Security, pages 1–1, 2021.

[12] Maziar Gomrokchi, Spencer Main, and Donis Precup. Privattack: A membership inference attack framework against deep reinforcement learning agents. NeurIPS 2020 Workshop, 2020.

[13] Bargov Jayaraman, Lingxiao Wang, David Evans, and Quanquan Gu. Distributed learning without out distinction: Privacy-preserving empirical risk minimization. Advances in Neural Information Processing Systems, 31:6343–6354, 2018.

[14] Jerome Le Ny and George J Pappas. Differentially private filtering. IEEE Transactions on Automatic Control, 59(2):341–354, 2013.

[15] Ashwin Machanavajjhala, Daniel Kifer, John Abowd, Johannes Gehrke, and Lars Vilhuber. Privacy: Theory meets practice on the map. In 2008 IEEE 24th international conference on data engineering, pages 277–286. IEEE, 2008.

[16] Xinlei Pan, Weiyao Wang, Xiaoshuai Zhang, Bo Li, Jinfeng Yi, and Dawn Song. How you act tells a lot: Privacy-leakage attack on deep reinforcement learning. arXiv preprint arXiv:1904.11082, 2019.

[17] Nicolas Papernot, Martin Abadi, Ulfar Erlingsson, Ian Goodfellow, and Kunal Talwar. Semi-supervised knowledge transfer for deep learning from private training data. arXiv preprint arXiv:1610.05755, 2016.

[18] Emilio Parisotto, Jimmy Lei Ba, and Ruslan Salakhutdinov. Actor-mimic: Deep multitask and transfer reinforcement learning. arXiv preprint arXiv:1511.06342, 2015.

[19] Andrei A Rusu, Sergio Gomez Colmenarejo, Caglar Gulcehre, Guillaume Desjardins, James Kirkpatrick, Razvan Pascanu, Volodymyr Mnih, Koray Kavukcuoglu, and Raia Hadsell. Policy distillation. arXiv preprint arXiv:1511.06295, 2015.

[20] Simon Schmitt, Jonathan J Hudson, Augustin Zidek, Simon Osindero, Carl Doersch, Wojciech M Czarnecki, Joel Z Leibo, Heinrich Kuttler, Andrew Zisserman, Karen Simonyan, et al. Kickstarting deep reinforcement learning. arXiv preprint arXiv:1803.03635, 2018.
For all $\pi$ and $\pi'$ in $\Delta_{m,\eta}$ such that $\|\pi - \pi'\|_2 \leq b$ and all $z \in R_2 = \Delta_{m,\tau}$, we write
\[
\log \left( \frac{\mathbb{P}(\text{Dir}_k(\pi) = z)}{\Gamma(k)} \right) = \sum_{i \in [m]} (k\pi_i - 1) \log(z_i) - \sum_{i \in [m]} \log(\Gamma(k(\pi_i))). \tag{18}
\]
We then write
\[
\log \left( \mathbb{P}(\text{Dir}_k(\pi) = z) \right) = \log \left( \mathbb{P}(\text{Dir}_k(\pi') = z) \right) + \sum_{i \in [m]} (k\pi_i - k\pi'_i) \log(z_i) - \sum_{i \in [m]} \log(\Gamma(k\pi_i)) + \sum_{i \in [m]} \log(\Gamma(k\pi'_i)).
\]
Using the fact that $z \in R_2$, we have that, for all $\|\pi - \pi'\|_2 \leq b$ and small values of $\tau$,
\[
\sum_{i \in [m]} (k(\pi_i - \pi'_i)) \log(z_i) \leq \sqrt{mbk}|\log(\tau)|. \tag{19}
\]
We now show that
\[
-\sum_{i \in [m]} \log(\Gamma(k\pi_i)) - \sum_{i \in [m]} \log(\Gamma(k\pi'_i)) \leq (m-1) \log(\Gamma(k\eta)) + \log(\Gamma(k(1-(m-1)\eta))) - m \log(\Gamma(k/m)). \tag{20}
\]
The composition of the logarithm and the gamma function is convex \[27\]. Evaluating the Karush-Kuhn-Tucker optimality conditions corresponding to the optimization problem
\[
\begin{align*}
\max_{\pi} & & -\sum_{i \in [m-1]} \log(\Gamma(k\pi_i)) - \log(\Gamma(k\pi_m)) \\
\text{s.t.} & & \forall i \in [m-1] : \pi_i \geq \eta \\
& & \pi_m = 1 - \sum_{i \in [m-1]} \pi_i,
\end{align*}
\]
the gradient of the objective function, which is concave, at $\pi = [k/m, k/m, \ldots, k/m]$ is zero and $\pi$ is an interior point of $\Delta_{m, \eta}$. Therefore,

$$- \sum_{i \in [m]} \log(\Gamma(k\pi_i)) \leq -m \log(\Gamma(k/m)).$$ \hspace{1cm} (22)

We now consider the optimization problem

$$\max_{\pi} \sum_{i \in [m-1]} \log(\Gamma(k\pi_i)) + \log(\Gamma(k\pi_m))$$ \hspace{1cm} (23)

$$\text{s.t.} \quad \forall i \in [m-1]: \pi_i \geq \eta$$

$$\pi_m = 1 - \sum_{i \in [m-1]} \pi_i.$$  \hspace{1cm} (24)

The objective above is convex and the space of the feasible solutions is convex; therefore, the maximum occurs at an extreme point. As a result,

$$\sum_{i \in [m]} \log(\Gamma(k\pi'_i)) \leq (m-1) \log(\Gamma(k\eta)) + \log(\Gamma(k(1-(m-1)\eta))).$$ \hspace{1cm} (24)

Combining (22), (24), we have that that

$$- \sum_{i \in [m]} \log(\Gamma(k\pi_i)) + \sum_{i \in [m]} \log(\Gamma(k\pi'_i)) \leq$$

$$(m-1) \log(\Gamma(k\eta)) + \log(\Gamma(k(1-(m-1)\eta))) - m \log(\Gamma(k/m)).$$ \hspace{1cm} (25)