The Effect of Scanning Strategy on Intraoral Scanner’s Accuracy
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Abstract: The purpose of the present study was to examine the impact of scanning strategy on trueness and precision of the impression acquired from an intraoral scanner. Fifteen complete-arch, mandibular, post-orthodontic treatment casts were scanned with a laboratory scanner (Identica SE 3D, Medit) as the gold standard, and with an intraoral scanner (i500 Medit) following three different paths of the scanning head over the arch (scanning strategies A, B, and C). The hand scans were performed twice by one examiner and repeated by a second examiner, resulting in 180 triangular mesh surfaces (digital casts). The meshes were superimposed on the gold standards using the Viewbox 4 software. The closest distances between the meshes were computed and trueness and precision were evaluated using a General Linear Model. An interaction was found among the examiner and strategy. The accuracy of complete-arch impressions was affected by the scanning strategy; the manufacturer’s recommended strategy (A) was statistically significantly better ($p < 0.05$) than B and C, which were similar. An average accuracy below 50 µm, which is clinically acceptable in most orthodontic procedures, was achieved with all the examined scanning strategies.
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1. Introduction

Several systematic reviews and meta-analyses on digital scanning have been published, evaluating accuracy, patient preference, and time reduction [1–3]. Specifically in orthodontics, where fully dentate scans are usually acquired, digital scanning simplifies the diagnostic and treatment procedures, results in a better time management [3,4] and highly satisfied patients [4–6], achieves a high accuracy [7–9], and requires a smaller learning curve [10,11].

For correct scanning, the clinician positions the scanned object at the center of the viewfinder [11] and moves the head of the intra-oral scanner (IOS) along a specific path, the so-called scanning strategy. The impact of the scanning strategy on the accuracy of the impression is not yet fully determined. Scanning strategies different than those suggested by the IOS manufacturer may lead to a significantly lower accuracy [12,13]. Anh et al. [14] demonstrated that the precision of the digital model depends on the starting point of the scan. Oh et al. [15] concluded that the vertical rotation of the IOS should be avoided. Medina et al. [16] and Passos et al. [17] tested multiple IOS systems and found that scan strategy affects the accuracy of IOSs differently, depending on their data capturing method. In maxillary edentulous cases, the optimum scanning strategy may depend on the surface characteristics and the presence of palatal rugae [18]. IOS systems that use active triangulation technology have not been adequately tested.

All scanning systems create the three-dimensional (3D) model by merging (‘stitching’) several images taken under different viewpoints [19]. The scan strategy is closely related to the image stitching software; if scanner movement is too fast or has extreme changes in orientation, the stitching process may be compromised [20,21].

The aim of this study was to examine the effect of scanning strategy on trueness and precision of the digital impression. The manufacturer’s recommended strategy was
compared with two alternatives: one without extreme changes in the IOS head direction and one with continuous changes. The null hypothesis was that scanning strategies do not affect the accuracy of the impressions.

2. Materials and Methods

2.1. Sample

A sample size estimation was performed in advance of the study, based on an ANOVA repeated measures, within subjects test. Using an alpha level of 0.05, a power of 0.8, an effect size of 0.4, and an estimated correlation between measurements of 0.5, we arrived at a sample size of 12 (G*Power 3.1.9.7, Universität Kiel, Kiel, Germany). This was augmented to 15 to compensate for potential overestimation of the correlation.

Thus, our sample comprised 15 complete-arch mandibular post-treatment permanent dentition dental casts from patients of the Department of Orthodontics, School of Dentistry, National and Kapodistrian University of Athens (Athens, Greece). Informed consent was obtained from all participants and/or their legal guardians.

2.2. Scanning Procedure

The casts were scanned with the laboratory scanner Identica SE 3D (Medit, Seoul, Korea), which was considered the gold standard, and with the IOS i500 (version 1.1.1, Medit, Seoul, Korea) following three different scanning strategies (see below). The scans, following all strategies, were performed twice by examiner 1 and were repeated twice by examiner 2, totaling 180 meshes. Examiner 1, during the first session, was aiming for a detailed scan without time limit; a time limit of 60 secs (recommended scanning time by Medit) was set for the remaining scans. Additionally, 5 casts were scanned twice with the laboratory scanner in order to validate its precision. Here we follow the ISO 5725-1 definitions of trueness, precision, and accuracy [22].

The Medit Link software (version 2.2) was used for intraoral scanning. The settings were set to ‘mandible scanning’, 16 mm scanning depth and filtering level of 1. The high-resolution option was deactivated. The IOS was calibrated before each scan session.

In scanning strategy A, recommended by the manufacturer, the scan was continuous, starting from the occlusal surface of the lower left posterior teeth, followed by the anterior teeth with an alternating labio-lingual movement, and finally the occlusal surface of the lower right posterior teeth. The scan was completed with the impression of the lingual and labial surfaces (Figure 1A).

In scanning strategy B, the scan was performed in a single uninterrupted motion. It started from the buccal surface with a left-to-right direction, then captured the occlusal surfaces and finally the lingual (Figure 1B).

In scanning strategy C, the scan was performed in a continuous labial-lingual motion, with a left-to-right direction (Figure 1C).
At the end of each scan, scanning time was recorded and the files were post-processed by Medit Link. The options of not filling holes and excluding unreliable data were selected and then files were exported in object file (.obj) format.

2.3. Mesh Superimposition

To compare the impressions acquired with IOS to the reference casts from the laboratory scanner, we used the Viewbox 4 software (version 4.1.0.10 BETA, dHAL software, Kifissia, Greece). The meshes were imported without further processing. Each mesh acquired from the Medit Identica consisted of approximately 1,000,000 vertices and 2,000,000 triangles. The corresponding meshes from the Medit i500 consisted of around 140,000 vertices and 280,000 triangles. Each impression acquired from the laboratory scanner (reference impression) was superimposed on the corresponding one from the IOS i500, using the crowns of the teeth only, and not the whole cast, and were performed through the iterative closest point algorithm (ICP). The distances between the closest pair of points of the superimposed meshes were computed (around 75,000 distances per cast). The same procedure was followed for each mesh acquired twice from the laboratory scanner.

2.4. Statistical Analysis

SPSS statistics (version 26.0 IBM Corp. Armonk, NY, USA) was used for the statistical analysis. A General Linear Model was created for the data acquired from the superimpositions between meshes from IOS and the laboratory scanner. The dependent variable was the mean value of absolute distances between casts and the fixed factors were examiner, strategy, and repeat. Post-hoc analysis (Tukey, Scheffe) was conducted to assess which strategy was statistically significantly different. The level of significance was set at 0.05.

For the precision study, the mean value of the distances between the closest pair of points of each superimposed mesh was computed. This was conducted for examiner 1 and examiner 2, separately. Hence, there were two means for every cast scanned with the same strategy and their standard deviation (SD) was estimated. This process was repeated for every cast. The mean value of the SDs represents the precision of the IOS for the examined scanning strategy.

3. Results

The results regarding the precision of the laboratory scanner are shown in Table 1.

Table 1. Descriptive statistics for evaluating the precision of the laboratory scanner.

| Mesh | Mean (±SD) | Median |
|------|------------|--------|
| 1    | 5.1 (±16.8) | 2.8    |
| 2    | 10.0 (±31.4)| 4.7    |
| 3    | 6.6 (±33.5) | 3.3    |
| 4    | 7.5 (±28.6) | 3.7    |
| 5    | 9.6 (±37.7) | 4.0    |

Values in µm.

Figure 2 shows the superimposition between two meshes scanned with Identica SE 3D (Medit).

The mean trueness values of the IOS were 37.5 (±12.5) µm, 44.8 (±17.3) µm, and 43.9 (±20.0) µm, for scanning strategies A, B, and C, respectively (Table 2).

Examiner one got better results than examiner two on all strategies. However, there was an interaction between examiner and strategy, since examiner one was equally better in strategies A and B but much better in strategy C than examiner two, who had the worst performance using this strategy (higher error). This fact implies that strategy C might be examiner-sensitive (Figure 3).
This fact implies that strategy C might be examiner-sensitive (Figure 3).

### Table 2. Results of the trueness study of the IOS. Mean and standard deviation for each scanning strategy, examiner, and session.

| Strategy A | Strategy B | Strategy C |
|------------|------------|------------|
| Examiner 1 | Examiner 2 | Examiner 1 | Examiner 2 | Examiner 1 | Examiner 2 |
| 26.8 (±6.5) | 39.6 (±14.3) | 29.3 (±6.1) | 47.2 (±15.7) | 27.4 (±8.6) | 48.4 (±17.5) |
| 35.5 (±7.6) | 48.1 (±10.2) | 45.1 (±12.1) | 57.5 (±19.8) | 34.5 (±12.5) | 65.1 (±16.3) |
| Overall | 37.5 (±12.5) | 44.8 (±17.3) | 43.9 (±20.0) |

Values in μm.

### Figure 2. Superimposition of 2 impressions of the same cast, both acquired with the laboratory scanner. The color-map indicates its precision. Values in μm.

### Figure 3. Comparison of the achieved trueness between the examiners for each scanning strategy. Error bars: 95% confidence interval. Values in μm.

Both examiners achieved less accurate results during the second scan session. Additionally, the second scan session results were similarly less accurate for all scanning strategies. No interaction between the examiner and the repeat or between the strategy and the repeat was detected. Strategy A was the most accurate in both sessions.
The General Linear Model demonstrated that the mean value of the absolute distances depends on three factors: the examiner, the strategy, and the repeat. In addition, there was a positive correlation between the examiner and the strategy (Tables 3 and 4).

Table 3. Results parameter estimates of the General Linear Model.

| Parameter          | Coefficient Estimate | 95% Confidence Interval | p-Value |
|--------------------|----------------------|-------------------------|---------|
| Intercept          | 36.5                 | 31.5 to 41.6            | 0.000   |
| Examiner 2         | 25.8                 | 19.2 to 32.4            | 0.000   |
| Strategy A         | 0.1                  | -6.5 to 6.8             | 0.965   |
| Strategy B         | 6.3                  | -0.4 to 12.9            | 0.063   |
| Session 1          | -11.2                | -15.0 to -7.4           | 0.000   |
| Examiner 2 × strategy A | -13.0          | -22.4 to -3.7           | 0.006   |
| Examiner 2 × strategy B | -10.7          | -20.0 to -1.3           | 0.026   |

Reference levels: Examiner = 1 Strategy = C, Session = 2.

Table 4. Results tests of between-subjects effects of General Linear Model.

| Source              | Type III Sum of Squares | df | Mean Square | F     | p-Value |
|---------------------|-------------------------|----|-------------|-------|---------|
| Corrected Model     | 23,355.3                | 6  | 3892.6      | 23.2  | 0.000   |
| Intercept           | 318,109.7               | 1  | 318,109.7   | 1893.3| 0.000   |
| Examiner            | 14,398.6                | 1  | 14,398.6    | 85.7  | 0.000   |
| Strategy            | 1896.7                  | 2  | 948.4       | 5.6   | 0.004   |
| Session             | 5611.2                  | 1  | 5611.2      | 33.4  | 0.000   |
| Examiner × strategy | 1448.8                  | 2  | 724.4       | 4.3   | 0.015   |

R Squared = 0.446 (Adjusted R Squared = 0.426). Values in μm.

Post-hoc analysis demonstrated that strategy A was statistically significantly better and differed from B and C, which were similar (Figure 4).

Figure 4. Representative superimpositions for each scanning strategy (A–C). The color-map indicates the trueness of Medit i500. Premolars and molars of the lower left quadrant presented inferior trueness, probably because this region was the scan’s starting point for all strategies. Values in μm.

The mean precision values of the IOS were 2.7 (±2.4) μm, 4.7 (±3.0) μm, and 3.4 (±2.7) μm for scanning strategies A, B, and C, respectively (Table 5).

Table 5. Results of the precision study of the IOS. Mean of the standard deviations (±standard deviation) for each scanning strategy and examiner.

| Strategy A         | Strategy B         | Strategy C         |
|--------------------|--------------------|--------------------|
|                    | Examiner 1         | Examiner 2         | Examiner 1         | Examiner 2         | Examiner 2         |
| Mean of SDs        | 2.9 (±2.5)         | 2.4 (±2.3)         | 5.4 (±2.2)         | 4.0 (±3.5)         | 4.0 (±2.6)         | 2.7 (±2.7)         |
| Overall            | 2.7 (±2.4)         | 4.7 (±3.0)         | 3.4 (±2.7)         |

SDs, standard deviations. Values in μm.
Scanning strategy C was faster than A and B (Table 6). The 1st scan session lasted 69 s while the 2nd was 47 s, on average.

Table 6. Average scanning time (±standard deviation) for each scanning strategy.

|                   | Strategy A |            | Strategy B |            | Strategy C |            |
|-------------------|------------|------------|------------|------------|------------|------------|
|                   | Examiner 1 | Examiner 2 | Examiner 1 | Examiner 2 | Examiner 1 | Examiner 2 |
| Session 1         | 93 (±16)   | 53 (±5)    | 84 (±14)   | 51 (±5)    | 80 (±12)   | 49 (±6)    |
| Session 2         | 48 (±7)    | 52 (±6)    | 47 (±6)    | 47 (±4)    | 42 (±8)    | 46 (±6)    |
| Overall           | 62 (±21)   |            | 57 (±18)   |            | 54 (±17)   |            |

Values in seconds.

4. Discussion

The null hypothesis was rejected, since scanning strategy A provided statistically significantly better results, albeit with little clinical consequence. Strategy C was 8 s faster, but this is also clinically negligible.

The in vitro design of this study allowed for a high number of scans \( n = 180 \) and ensured similar scanning conditions. In addition, a high precision reference scan from a laboratory scanner was available for testing trueness. However, dental casts do not simulate the clinical situation adequately; saliva, blood, a patient’s movement, a limited work field, moving soft tissues, pharyngeal reflexes, the translucency of the oral mucosa, lighting conditions, malaligned or crowded arches, and metal appliances with reflective surfaces are factors not taken into account [14,15,23–27]. Trueness and precision are significantly affected by the reflection, refractive index, and translucency of the substrate [28,29].

In the current study all scans were performed by two examiners, to investigate the interaction between the examiner and the scanning strategy. Examiner one achieved better accuracy results on all strategies, probably because of more experience than examiner two [30,31].

This study is one of the few to investigate the effect of scan strategy on the accuracy of active triangulation IOS. In active triangulation, the object’s distance is computed from the image coordinates of two different points of view [20]. Active triangulation scanners are affected by different substrates more than those using confocal microscopy [28]. Medina et al. [16] investigated the impact of scanning strategy on the accuracy of four IOS systems, two using confocal microscopy, one active wavefront sampling, and one active triangulation. Only a confocal IOS was depended on the scanning strategy. It attained better accuracy results when a sequential strategy (similar to the strategy C of the current study) was followed. In contrast, the active triangulation IOS that we examined was affected by scanning strategy, with the sequential strategy leading to inferior results. This could be attributed to the different IOS system used, regarding both hardware and software.

To create the 3D model, all scanning systems use “image stitching” algorithms, which may produce inaccuracies, especially if the surfaces to be joined together do not have salient features. In scanning strategy A, which was statistically significantly better, the scan started from the occlusal surfaces of the posterior teeth, an area with complex morphology. In scanning strategies B and C, the scan started from the buccal surface of the posterior teeth, a region with simpler morphology, potentially leading to errors in the image stitching process. A previous study [14] also indicated a relation between the starting point and the accuracy of the IOS, but the starting points did not include different tooth surfaces and the scanners were based on the principle of confocal microscopy. In contrast, Oh et al. [15], using the same IOS and software as with the current paper, but different scanning strategies, noted that the starting position of the scan does not affect accuracy.

In this study we focused on complete dentate arches, as frequently encountered in orthodontics. In patients whose dentitions are malaligned or crowded, who have orthodontic appliances, such as brackets with deep undercuts and highly reflective or translucent surfaces, scanning might not be as accurate [2,14,27]. In edentulous cases,
accuracy may depend significantly on the topography of the mucosa and the presence of characteristic structures such as the palatal rugae; in such cases, scanning strategy seems to be an important factor [18].

The accuracy of the IOS regarding the individual axes (x, y, z) has not been fully determined [32]. A recent study [15] emphasized that rotations and vertical movements of the scanner head should be minimized, since a change of direction may disrupt the image-stitching process. We observed significantly lower accuracy in strategy C, in which rotations dominate. Interestingly, strategy B, in which the IOS was held mostly horizontally, led to a similar inferior accuracy. This is in agreement with the outcomes of Passos et al. [17], who observed that the sequential strategy led to significantly inferior results than the mainly linear, dominant strategy. However, the results of the sequential strategy were similar with many other linear strategies.

In the current study, the i500 (Medit) reached errors below 50 µm using any of the three scanning strategies, similar to previous studies [33,34]. This error is clinically acceptable for orthodontic diagnosis and treatment planning [26,35–37]. Intra-arch linear measurements, such as intercanine width and Bolton analysis, can be reliably achieved [35,38]. However, other orthodontic procedures may need a higher accuracy. Errors of 50 µm may be significant, compared to commonly planned interproximal enamel reductions (IPR) of 100–500 µm per tooth [39]. Furthermore, the recording of the occlusal contacts could be inaccurate [40,41] as 50–100 µm are considered as a contact [42], with the traditional articulating paper having a thickness of 80 µm. However, bite registration is a more complex procedure, not examined in this study.

The accuracy of 50 µm is clinically acceptable for 3D printing and the fabrication of orthodontic appliances. Digital workflow can manufacture single unit fixed dental prostheses within the 120 µm maximum marginal misfit [43]. Accordingly, it would be reasonable to assume that digital workflow may also be used for the fabrication of orthodontic bands, and even more so for the 3D printing of dental casts for diagnosis and manufacturing of orthodontic appliances [44–46], and for direct 3D printing of retainers [47] and indirect bonding transfer trays [48].

Based on these results, the i500 (Medit) can acquire clinically acceptable scans, using any of the three strategies. However, because inaccuracies in scanning can lead to the accumulation of errors in the following steps of the digital workflow, the manufacturer’s recommended strategy may be preferable. Scanning strategies that include rotation of the IOS head might be examiner-sensitive. Scanning the anterior region of the arch proved to be challenging on several casts. Superimpositions of all scanning strategies (Figure 4) confirm previous results [11,14] that labial inclination of the anterior teeth and the resulting shadowing from the occlusal view lead to an inferior scanning accuracy, mostly at interproximal surfaces. Such circumstances can occur in patients with severe crowding, possibly leading to errors in appliance manufacturing [14]. In all cases, meticulous scanning without a time limit is suggested.

Future in vivo studies should include IOSs based on all image acquisition principles to further understand the interaction between scanning strategy and scanner technology. Future research may concentrate on the IOS software, especially the image-stitching algorithm and guided scanning strategies, which could lead to improvements in accuracy.

5. Conclusions

The i500 (Medit) produced digital complete arch impressions with an average trueness value below 50 µm and an average precision value below 5 µm, using any of the examined scanning strategies.

The manufacturer’s recommended scanning strategy was statistically more accurate, but the observed difference of 6–7 µm between the recommended and the alternative strategies is clinically negligible.
Author Contributions: Conceptualization, N.A.G.; Formal analysis, D.J.H.; Investigation, N.A.G. and C.-M.C.G.; Methodology, N.A.G. and C.-M.C.G.; Project administration, D.J.H.; Resources, D.J.H.; Software, D.J.H.; Supervision, D.J.H.; Validation, D.J.H.; Visualization, N.A.G. and C.-M.C.G.; Writing—original draft, N.A.G. and C.-M.C.G.; Writing—review and editing, D.J.H. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Informed consent was obtained from all participants and/or their legal guardians.

Data Availability Statement: Please contact the corresponding author for data requests.

Conflicts of Interest: Demetrios Halazonetis has financial interest in the software Viewbox. The authors declare no other conflict of interest.

References
1. Afrashtehfar, K.I.; Alnakeb, N.A.; Assery, M.K.M. Accuracy of intraoral scanners versus traditional impressions: A rapid umbrella review. J. Evid. Base Dent. Pract. 2022, 10, 1719. [CrossRef]
2. Christopoulou, I.; Kaklanos, E.G.; Makrygiannakis, M.A.; Bitsanis, I.; Perlea, P.; Tsolakis, A.I. Intraoral scanners in Orthodontics: A critical review. Int. J. Environ. Res. Public Health 2022, 19, 1407. [CrossRef] [PubMed]
3. Goracci, C.; Franchi, L.; Vichi, A.; Ferrari, M. Accuracy, reliability, and efficiency of intraoral scanners for full-arch impressions: A systematic review of the clinical evidence. Eur. J. Orthod. 2016, 38, 422–428. [CrossRef]
4. Burzynski, J.A.; Firestone, A.R.; Beck, F.M.; Fields, H.W., Jr.; Deguchi, T. Comparison of digital intraoral scanners and alginate impressions: Time and patient satisfaction. Am. J. Orthod. Dentofac. Orthop. 2018, 153, 534–541. [CrossRef] [PubMed]
5. Sfondrini, M.F.; Gandini, P.; Malfatto, M.; Di Corato, F.; Trovati, F.; Scribante, A. Computerized Casts for Orthodontic Purpose Using Powder-Free Intraoral Scanners: Accuracy, Execution Time, and Patient Feedback. Biomed. Res. Int. 2018, 2018, 4103232. [CrossRef] [PubMed]
6. Manganò, A.; Beretta, M.; Luongo, G.; Manganò, C.; Manganò, F. Conventional Vs Digital Impressions: Acceptability, Treatment Comfort and Stress Among Young Orthodontic Patients. Open Dent. J. 2018, 12, 118–124. [CrossRef]
7. Mennito, A.S.; Evans, Z.P.; Nash, J.; Bocklet, C.; Lauer, A.; Bacro, T.; Cayouette, M.; Ludlow, M.; Renne, W.G. Evaluation of the trueness and precision of complete arch digital impressions on a human maxilla using seven different intraoral digital impression systems and a laboratory scanner. J. Esthet. Restor. Dent. 2019, 31, 369–377. [CrossRef]
8. Michelinakis, G.; Apostolakis, D.; Tsagarakis, A.; Kourakis, G.; Pavlakis, E. A comparison of accuracy of 3 intraoral scanners: A single-blinded in vitro study. J. Prostheth. Dent. 2020, 124, 581–588. [CrossRef]
9. Böhner, L.; Gamba, D.D.; Hanisch, M.; Marcio, B.S.; Neto, P.T.; Laganà, D.C.; Sesma, N. Accuracy of digital technologies for the scanning of facial, skeletal, and intraoral tissues: A systematic review. J. Prostheth. Dent. 2019, 121, 246–251. [CrossRef]
10. Lee, S.J.; Gallucci, G.O. Digital vs. conventional implant impressions: Efficiency outcomes. Clin. Oral Implant. Res. 2013, 24, 111–115. [CrossRef]
11. Zimmermann, M.; Mehl, A.; Mörmann, W.H.; Reich, S. Intraoral scanning systems—a current overview. Int. J. Comput. Dent. 2015, 18, 101–129. [PubMed]
12. Ender, A.; Mehl, A. Influence of scanning strategies on the accuracy of digital intraoral scanning systems. Int. J. Comput. Dent. 2013, 16, 11–21. [PubMed]
13. Müller, P.; Ender, A.; Joda, T.; Katsoulis, J. Impact of digital intraoral scan strategies on the impression accuracy using the TRIOS Pod scanner. Quintessence Int. 2016, 47, 343–349. [PubMed]
14. Anh, J.W.; Park, J.M.; Chun, Y.S.; Kim, M.; Kim, M. A comparison of the precision of three-dimensional images acquired by 2 digital intraoral scanners: Effects of tooth irregularity and scanning direction. Korean J. Orthod. 2016, 46, 3–12. [CrossRef]
15. Oh, K.C.; Park, J.M.; Moon, H.S. Effects of Scanning Strategy and Scanner Type on the Accuracy of Intraoral Scans: A New Approach for Assessing the Accuracy of Scanned Data. J. Prosthodont. 2020, 29, 518–523. [CrossRef] [PubMed]
16. Medina-Sotomayor, P.; Pascual, M.A.; Camps, A.I. Accuracy of four digital scanners according to scanning strategy in complete-arch impressions. PLoS ONE 2018, 13, e0202916. [CrossRef] [PubMed]
17. Passos, L.; Meiga, S.; Brigagão, V.; Street, A. Impact of different scanning strategies on the accuracy of two current intraoral scanning systems in complete-arch impressions: An in vitro study. Int. J. Comput. Dent. 2019, 22, 307–319. [CrossRef] [PubMed]
18. Zarone, F.; Ruggiero, G.; Ferrari, M.; Manganò, F.; Joda, T.; Sorrentino, R. Comparison of different intraoral scanning techniques on the completely edentulous maxilla: An in vitro 3-dimensional comparative analysis. J. Prostheth. Dent. 2020, 124, 762.e1–762.e8. [CrossRef] [PubMed]
19. Flügge, T.V.; Schlager, S.; Nelson, K.; Nahles, S.; Metzger, M.C. Precision of intraoral digital dental impressions with iTero and extraoral digitization with the iTero and a model scanner. Am. J. Orthod. Dentofac. Orthop. 2013, 144, 471–478. [CrossRef] [PubMed]
20. Richert, R.; Goujat, A.; Venet, L.; Viguie, G.; Viennot, S.; Robinson, P.; Fargès, J.C.; Fages, M.; Ducret, M. Intraoral Scanner Technologies: A Review to Make a Successful Impression. J. Healthc. Eng. 2017, 2017, 8427595. [CrossRef]

21. Haddadi, Y.; Bahrami, G.; Isidor, F. Effect of Software Version on the Accuracy of an Intraoral Scanning Device. Int. J. Prosthodont. 2018, 31, 375–376. [CrossRef][PubMed]

22. ISO 5725-1:1994; Accuracy (Trueness and Precision) of Measurement Methods and Results—Part 1: General Principles and Definitions. International Organization for Standardization: Geneva, Switzerland, 1994.

23. Patzelt, S.B.; Vonau, S.; Stampf, S.; Att, W. Assessing the feasibility and accuracy of digitizing edentulous jaws. J. Am. Dent. Assoc. 2013, 144, 914–920. [CrossRef][PubMed]

24. Arakida, T.; Kanazawa, M.; Iwaki, M.; Suzuki, T.; Minakuchi, S. Evaluating the influence of ambient light on scanning trueness, precision, and time of intra oral scanner. J. Prosthodont. Res. 2018, 62, 324–329. [CrossRef]

25. Liczmanski, K.; Stamm, T.; Sauerland, C.; Blanck-Lubarsch, M. Accuracy of intraoral scans in the mixed dentition: A prospective non-randomized comparative clinical trial. Head Face Med. 2020, 16, 11. [CrossRef][PubMed]

26. Wiranto, M.G.; Engelbrecht, W.P.; Tutein Nolthenius, H.E.; van der Meer, W.J.; Ren, Y. Validity, reliability, and reproducibility of linear measurements on digital models obtained from intraoral and cone-beam computed tomography scans of alginate impressions. Am. J. Orthod. Dentofac. Orthop. 2013, 143, 140–147. [CrossRef]

27. Park, J.M.; Choi, S.A.; Myung, J.Y.; Chun, Y.S.; Kim, M. Impact of Orthodontic Brackets on the Intraoral Scan Data Accuracy. Biomed. Res. Int. 2016, 2016, 5075182. [CrossRef]

28. Dutton, E.; Ludlow, M.; Mennito, A.; Kelly, A.; Evans, Z.; Culp, A.; Kessler, R.; Renne, W. The effect different substrates have on the trueness and precision of eight different intraoral scanners. J. Esthet. Restor. Dent. 2020, 32, 204–218. [CrossRef]

29. Li, H.; Lyu, P.; Wang, Y.; Sun, Y. Influence of object translucency on the scanning accuracy of a powder-free intraoral scanner: A laboratory study. J. Prostheth. Dent. 2017, 117, 93–101. [CrossRef]

30. Waldecker, M.; Rues, S.; Trebing, C.; Behnisch, R.; Rammelsberg, P.; Bömicke, W. Effects of Training on the Execution of Complete-Arch Scans. Part 2: Scanning Accuracy. Int. J. Prosthodont. 2021, 34, 27–36. [CrossRef]

31. Resende, C.C.D.; Barbosa, T.A.Q.; Moura, G.F.; Tavares, L.D.N.; Rizzante, F.A.P.; George, F.M.; Neves, F.D.D.; Mendonça, G. Influence of operator experience, scanner type, and scan size on 3D scans. J. Prosthet. Dent. 2021, 125, 294–299. [CrossRef]

32. Motel, C.; Kirchner, E.; Adler, W.; Wichmann, M.; Matta, R.E. Impact of Different Scan Bodies and Scan Strategies on the Accuracy of Digital Implant Impressions Assessed with an Intraoral Scanner: An In Vitro Study. J. Prosthodont. 2020, 29, 309–314. [CrossRef][PubMed]

33. Ender, A.; Zimmermann, M.; Mehli, A. Accuracy of complete- and partial-arch impressions of actual intraoral scanning systems in vitro. Int. J. Comput. Dent. 2019, 22, 11–19. [CrossRef]

34. Lee, J.H.; Yun, J.H.; Han, J.S.; Yeo, I.L.; Yoon, H.I. Repeatability of Intraoral Scanners for Complete Arch Scan of Partially Edentulous Dentitions: An In Vitro Study. J. Clin. Med. 2019, 8, 1187. [CrossRef][PubMed]

35. Naidu, D.; Freer, T.J. Validity, reliability, and reproducibility of the iOC intraoral scanner: A comparison of tooth widths and Bolton ratios. Am. J. Orthod. Dentofac. Orthop. 2012, 144, 309–314. [CrossRef] [PubMed]

36. San José, V.; Bellot-Arcis, C.; Tarazona, B.; Zamora, N.; Lagravere, M.O.; Paredes-Gallardo, V. Dental measurements and Bolton index reliability and accuracy obtained from 2D digital, 3D segmented CBCT, and 3D intraoral laser scanner. J. Clin. Exp. Dent. 2017, 9, e1466–e1473. [CrossRef]

37. Aragón, M.L.; Pontes, L.F.; Bichara, L.M.; Flores-Mir, C.; Normando, D. Validity and reliability of intraoral scanners compared to conventional gypsum models measurements: a systematic review. Eur. J. Orthod. 2016, 38, 429–434. [CrossRef]

38. Suryajaya, W.; Purbiati, M.; Ismah, N. Accuracy of digital dental models and three-dimensional printed dental models in linear measurements and Bolton analysis. F1000Research 2021, 10, 180. [CrossRef]

39. De Felice, M.E.; Nucci, L.; Fiori, A.; Flores-Mir, C.; Perillo, L.; Grassia, V. Accuracy of interproximal enamel reduction during clear aligner treatment. Prog. Orthod. 2020, 21, 28. [CrossRef]

40. Botsford, K.P.; Frazier, M.C.; Ghoneima, A.A.M.; Utreja, A.; Bhamidipalli, S.S.; Stewart, K.T. Precision of the virtual occlusal record. Angle Orthod. 2019, 89, 751–757. [CrossRef]

41. Gintaute, A.; Keeling, A.J.; Osnes, C.A.; Zitzmann, N.U.; Ferrari, M.; Joda, T. Precision of maxillo-mandibular registration with intraoral scanners in vitro. J. Prosthodont. Res. 2020, 64, 114–119. [CrossRef]

42. Owens, S.; Buschang, P.H.; Throckmorton, G.S.; Palmer, L.; English, J. Masticatory performance and areas of occlusal contact and near contact in subjects with normal occlusion and malocclusion. Am. J. Orthod. Dentofac. Orthop. 2002, 121, 602–609. [CrossRef][PubMed]

43. Svanborg, P. A systematic review on the accuracy of zirconia crowns and fixed dental prostheses. Biomater. Investig. Dent. 2020, 7, 9–15. [CrossRef][PubMed]

44. Keating, A.P.; Knox, J.; Bibb, R.; Zhurov, A.I. A comparison of plaster, digital and reconstructed study model accuracy. J. Orthod. 2008, 35, 191–201. [CrossRef][PubMed]

45. Hazeveld, A.; Huddleston Slater, J.J.; Ren, Y. Accuracy and reproducibility of dental replica models reconstructed by different rapid prototyping techniques. Am. J. Orthod. Dentofac. Orthop. 2014, 145, 108–115. [CrossRef]

46. Sweeney, S.; Smith, D.K.; Messersmith, M. Comparison of 5 types of interocclusal recording materials on the accuracy of articulation of digital models. Am. J. Orthod. Dentofac. Orthop. 2015, 148, 245–252. [CrossRef]
47. Cole, D.; Bencharit, S.; Carrico, C.K.; Arias, A.; Tüfekçi, E. Evaluation of fit for 3D-printed retainers compared with thermoform retainers. *Am. J. Orthod. Dentofac. Orthop.* 2019, 155, 592–599. [CrossRef]

48. Bakdach, W.M.M.; Hadad, R. Linear and angular transfer accuracy of labial brackets using three dimensional-printed indirect bonding trays: A systematic review and meta-analysis. *Int. Orthod.* 2022, 20, 100612. [CrossRef]