Predicting the Travel Distance of Patients to Access Healthcare using Deep Neural Networks
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Abstract—Objective: Improving geographical access remains a key issue in determining the sufficiency of regional medical resources during health policy design. However, patient choices can be the result of the complex interactivity of various factors. The aim of this study is to propose a deep neural network approach to model the complex decision of patient choice in travel distance to access care, which is an important indicator for policymaking in allocating resources. Method: We used the 4-year nationwide insurance data of Taiwan and accumulated the possible features discussed in earlier literature. This study proposes the use of a convolutional neural network (CNN)-based framework to make predictions. The model performance was tested against other machine learning methods. The proposed framework was further interpreted using Integrated Gradients (IG) to analyze the feature weights. Results: We successfully demonstrated the effectiveness of using a CNN-based framework to predict the travel distance of patients, achieving an accuracy of 0.968, AUC of 0.969, sensitivity of 0.960, and specificity of 0.989. The CNN-based framework outperformed all other methods. In this research, the IG weights are potentially explainable; however, the relationship does not correspond to known indicators in public health, similar to common consensus. Conclusions: Our results demonstrate the feasibility of the deep learning-based travel distance prediction model. It has the potential to guide policymaking in resource allocation.

Index Terms—deep neural network, machine learning, patient choice, public health, policymaking.

Clinical and Translational Impact Statement—Deep learning technology is feasible in investigating the distance that patients would travel while accessing care. It is a tool that integrates complex interactive variables with highly imbalanced data distributions.

I. INTRODUCTION

It is the ideal for people to receive sufficient healthcare services without the need to travel a distance. However, nonmedical financial obstacles, such as transportation and high travel burdens, have been acknowledged as key barriers in accessing healthcare [1], [2]. Several studies have identified that patients are willing to travel further distances under certain circumstances. For example, [3] noted that patients with chronic illnesses travel approximately two-thirds of the distance to a physician compare to those who report no chronic illnesses. Further, [4] observed that half of the patients expressed that they would travel a distance to reduce the time on a waiting list for surgery. Other studies have identified an association between patient travel distance and disease severity [1], [4], [5]. However, studies have shown that the burden of travel makes treatment an unaffordable option [6]. Furthermore, [7] showed that patient health outcomes (for example, survival rates, length of hospital stay, and non-attendance at follow-up) decrease gradually as the distance to the healthcare facilities increases. Some studies noted that follow-up services must be geographically accessible to ensure utilization, irrespective of insurance status [8], [9].

Previous studies have used econometrics to predict patient choice. For example, [10] built patient choice models to predict the hospital that a patient would go to in the region using multinomial logit (MNL) and utility-maximizing nested logit. Furthermore, [11] distinguished patient choice between hospital-based and clinic-based care using a two-level nested MNL model, and [12] described the impact of quality on hospital choice using MNL. Generally, the purpose of econometrics is to estimate the interaction of
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variables and to explain causality, whereas it does not make predictions that indicate an action [10], [13].

Improving geographical access remains a key issue in health policy design [6], [17]. Travel distance is an essential piece of information that affects a patient’s choice [10], [13]-[15]. Evaluating the travel distances of patients is a way of investigating whether the medical resources of the area are sufficient, estimating potential medical demands, and the tolerable distance that an individual is willing to travel [4], [16]. It provides important guidance for allocating resources from the perspective of policy [16], [18].

Most earlier studies mainly relied on conventional statistics and econometrics to analyze the impact of specific variables under certain hypotheses, preconditions, and limited patient groups. This involved in ruled out the potential confounding variables under balanced label sampling [13], [19]. However, it may be insufficient to support decision-making in reality when patient choices can result from a complex interaction of various factors and circumstances [4], [6], [19]-[22]. It is difficult to determine the insufficiency of regional medical resources without a tool that can integrate complex interactive variables and illustrate their interactivity under highly imbalanced circumstances. Such restrictions limit policymakers’ decisions based on their experiences and interpretations.

Machine learning is known to be capable of processing multidimensional features and provides a generalized prediction [13], [23]. It has exhibited excellent performance in the medical domain, such as early risk detection [24], [25], mortality prediction [26], [27], symptom classification [28], and patient admission prediction [29]. The aim of this study is to propose a framework using a deep learning approach to predict the travel distance of a patient. The proposed approach has the potential to support decision making in policy design. To the best of our knowledge, this is the first study to demonstrate the feasibility of deep learning techniques in predicting the travel distance of patients to access healthcare.

The remainder of this paper is organized as follows. The methods section illustrates the retrieval of data, extraction of features, and the predicted target. Furthermore, it introduces machine learning methods, training strategies, evaluation indicators, and model interpretation methods. The results section illustrates the prediction and interpretation of the outcomes. The discussion section thoroughly interprets our findings. Finally, the conclusion section concludes our findings.

II. METHODS AND PROCEDURES

The training and testing processes used in study are illustrated in Fig. 1. The following subsections introduce our method according to different phases, including data collection, data preprocessing, model training, prediction, performance evaluation, and interpretation of the prediction model.

A. Data Collection

The data used in this research were the insurance claims from two million clinical declaration files and the Registry for Beneficiaries files from the Taiwan National Health Insurance Research Database (NHIRD), dated January 1, 2008 to December 31, 2011. The data released were originally sampled to ensure their representation of the population across Taiwan. The files included demographic information and visiting records of outpatients and emergency settings. In addition, four publicly announced data were included. One is the “physician density” information that referred to the number of practicing physicians serving per 10,000 people in each region of Taiwan [30]. Second, the national calendar was used to distinguish between workdays, weekends, and national holidays. Third, the center latitude and longitude of each district was used to calculate the travel distance of each visit. Fourth, the number of medical institutes and medical staff in each region, which were used to calculate the healthcare accessibility index (acc. index) based on the adjustment of the enhanced two-stage floating catchment area (2SFCA) method. The 2SFCA is a way to evaluate the local accessibility of medical care based on the regional physician-to-population ratio and the weight of distance decay effect (that is, the farther the distance is required to travel, the less likely an individual is to use a healthcare service) [2], [17], [31], [32].

This study was approved by the Research Ethics Committee at the National Taiwan University (No. 202004EM035 and No. 202104EM038) and waived the requirement for informed patient consent for the data, which had already been de-identified before analysis.
area under the receiver operating characteristics curve. In the training
dataset, the minimum number of traveled distances is 10–15 km \( (n = 379,301) \). The balanced label sampling used the under-sample strategy to randomly select data of other labels to reach an even amount of data, resulting in label balanced dataset having \( n = 1,517,204 \) \( (=379,301 \times 4) \).

B. Data Preprocessing

Feature Extraction

This study extracted 25 features that were accumulated from the earlier literature \([34]-[39]\), as listed in Table I, and the detailed calculation equations are summarized in the Appendix \([40]\). Incomplete or questionable data, such as individuals without a birthdate or gender (or with two genders), records without a date, a birthdate later than the visit date, patients without any visiting records, patients without a primary diagnosis, incomplete information of visiting hospitals, patients unable to determine their place of residence (POR), and places that could not indicate the acc. index, were excluded. To avoid having dominated predictors, a Pearson correlation test was performed, presenting with a heatmap to demonstrate the correlation between all features and the prediction target.

| Entity        | Characteristics of the entity (Features)                                                                 |
|---------------|----------------------------------------------------------------------------------------------------------|
| Patients      | Age, gender, low income (Yes/No), total number of visits, total number of diseases, total number of chronic diseases, usual provider of care (UPC), least usual provider of care (LUPC), sequential continuity of care index (SEOC), continuity of care index (COCI), and Charlson comorbidity index (CCI) score. |
| Providers     | Practicing physicians serving per 10,000 people (physician density), the most frequent provider continuity (MFPC), the least frequent provider continuity (LFPC), region groups (north, central, south, east, and island) (Yes/No), and the healthcare accessibility index of each region (acc. index). |
| Incidents     | Whether a surgery was involved (Yes/No), whether it was an emergency service (Yes/No), whether it was considered as a severe condition (Yes/No), whether the visit day was a workday (Yes/No), and the disease importance rate (DIR) of the target disease during that visit. |

Definition of Travel Distance

The targeted prediction outcome in this study was the travel distance of the patients. The POR and the location of the hospital were required to calculate the travel distance for each visit. Owing to the nature of privacy protection, the NHIRD provides the POR of each patient with an approximate district that the patient registers as a hometown when filling the insurance form. However, registered districts often differ from where the patient actually lives. People may leave their hometown and live at an alternative location for several reasons, which makes it difficult to capture the travel distance. This study adopted the method proposed by Lin et al. \([41]\) to obtain the estimated POR. It mainly used the records of treatment for flu, respiratory infection conditions, or emergency services to determine the POR of patients. These types of care services are less likely

to travel far away. The estimated rules are shown in Fig. 2. This study identified the center of the POR district and the center of the hospital district with latitude and longitude, and calculated the distance between the two centers to obtain the estimated travel distance \([2, 17, 31]\). Considering the characteristics of the distance decay effect, impedance differentiations among areas \([4, 32, 33]\), and that the distance was determined through approximation, we categorized the distance into four levels (<5 km, 5–10 km, 10–15 km, and >15 km). Approaching the prediction with approximate labels instead of actual values was considered to result in better generalization and more straightforward in practical use.

Data Normalization and Training Strategy

After the preprocessing, all the numerical values (including age, number of diseases and chronic diseases, number of visits, number of votes as the most frequent provider continuity (MFPC), the least frequent provider continuity (LFPC), physician density, Charlson comorbidity index (CCI), accessibility index of each region, and disease importance rate (DIR)) were normalized between -1 and 1. The categorical features (including gender, regional groups, and the indication of low income, surgery, emergency service, severe condition, and workdays) were transformed into one-hot encoding \([43]\), which converts a categorical variable that has \( n \) values into \( n \) variables. The numeric and categorical features were then concatenated into a patient visit vector to represent each event. Each physician visit was seemed as an independent visit event.

Afterward, the data were randomly split into training and testing data at an 80:20 ratio. Owing to the imbalanced
distribution of patient travel distance, the training data were further randomly undersampled to reach a balanced label among the four distance labels. The training data were then randomly separated into five subsets. The training process included the rotation of each subset as a validation subset whereas the others acted as a training subset. On the other hand, considering that the models were required to face the actual behavior of patient travel, the testing data remained in its original label distribution, as the final evaluation of this research remains in its original label distribution.

C. Model Training

This study proposes a convolutional neural network (CNN)-based framework for travel distance prediction. The proposed framework was tested against three conventional machine learning methods and a deep learning method to demonstrate its effectiveness. The three conventional machine learning methods were regression analysis (RA), random forest (RF), and support vector machine (SVM). Because the conventional machine learning method does not inherit the ability of feature selection, principal component analysis (PCA) is added to conventional machine learning methods for feature reduction. That is, conventional machine learning methods underwent two preprocessing steps, one with PCA and the other without PCA. PCA is a multivariate statistical technique that extracts important information from the data and expresses it as a set of new orthogonal variables, known as the principal components [44], [45]. In our design, the number of components to be kept was set to 95%.

The deep learning method used was a multilayer perceptron (MLP) and the proposed CNN-based framework. Deep learning is known to inherit the ability to extract useful features automatically [46]-[48]; hence, PCA was not applied to MLP and CNN. The following are a brief introduction of the used methods used, including the conventional machine learning methods (i.e., RA, RF, and SVM) and deep learning methods (i.e., MLP and CNN):

Regression Analysis

Generally, RA is used to model and explain the relationship between a dependent variable $y$ and other independent variables $x$. A standard model can be denoted as $y_i = x_i \beta + e_i$, where $i = 1, ..., N$; $x \beta = x_1 \beta_1 + \cdots + x_m \beta_m$. The estimated $\hat{\beta}$ is obtained by solving $X^T r = X^T (y - \hat{y})$, where $\hat{y} = X \hat{\beta}$ denotes the vector of the fitted value [49], [50]. In our design, the RA used the logistic regression method with a one-vs-rest scheme to model multiclass prediction.

Random Forest

RF is a tree-based classifier that ensembles the results of multiple decision trees. By setting the number of decision trees to be generated and the number of features to be selected, RF was tested for the best split when growing the trees. It returns the probabilities of the averaging classes of the produced trees for classification tasks or the general mean value of trees for regression tasks. The performance is considered better than that of a single classifier [51], [52]. In our design, the user-defined number of trees to be generated was set to 100, and the number of features to determine the best split was set to five.

Support Vector Machine

The basic idea of SVM is to establish a hyperplane that can maximize the distance between the plane and the nearest data [53], [54]. The hyperplane $f(x)$ that separates the given data can be denoted as $f(x) = w^T x + b = \sum_{j=1}^{M} w_j x_j + b$, where M denotes the number of samples, and the inputs are $x_i$, where $i = \{1, 2, ..., M\}$. In our design, the C parameter, which indicates the tolerance degree of misclassification, was set to 0.2.

Multi-Layer Perceptron

MLP is a complex version of an artificial neural network that contains multiple hidden layers [55], [56], where every neuron in layer i is fully connected to every other neuron in layer $i + 1$. In a multi-layer neural network, each layer of the network is trained to produce a higher level of representation of the observed pattern [57], [58]. The computation of MLP can be denoted as $\hat{y} = \sigma (\sum_{j=1}^{d} w_{ij} + b_{ij})$, where each hidden layer computes a weight $w_{ij}$ and a bias $b_{ij}$ of the output from the previous layer, followed by a nonlinear activation function $\sigma$ that calculates the sum as outputs. The number of units in the previous layer is represented by $d$, and the output of the previous layer is represented by $x_j$. In our design, the proposed MLP model contained 25 input nodes (based on input features) and five hidden layers containing 1500 neurons each. Rectified linear unit (ReLU) activation functions were used between each layer. Four output nodes symbolized the four categorized levels of distance.

Convolutional Neural Network

The concept of CNN is to extract meaningful information from the spatial pattern of data, which is primarily used for pattern recognition within images. CNNs comprise three types of layers: convolutional (Conv) layers, pooling layers, and fully-connected (FC) layers. The Conv layer uses a small array of numbers, called a kernel, to repeatedly apply across the input, and calculate an element-wise product between the input and the kernel to extract the spatial dimensionality, as shown in Fig. 3. The element-wise product is then summed up to obtain the output value in the corresponding position, called a feature map.

The pooling layers operate over each feature map; max-pooling, for example, takes only the maximum value of a certain size of matrix on the feature map, shown in Fig. 4, and denotes it as the feature in that section. Finally, the FC layer, which is analogous to the MLP form, predicts the final outcome based on the pooling results [59]-[61].
Fig. 3. An example of the convolution operation.

![Convolution Operation](image)

Fig. 4. An example of max-pooling operation.

| 12 | 20 | 30 | 0  |
|----|----|----|----|
| 8  | 12 | 2  | 0  |
| 34 | 70 | 37 | 4  |
| 112| 100| 25 | 12 |

In this study, we used a CNN to predict the distance that the patients would travel. The design of the proposed model is illustrated in Fig. 5. In our design, four one-dimensional convolutional (Conv1D) layers with a ReLU activation function and max-pooling were used. The convolution kernel size was set to 3, stride was set to 1, and the width of the max-pooling was 3. The FC layer had two hidden layers each containing 500 neurons. The final fully-connected output layer (FCO) consists of four output nodes to condense the result to a four-categorized output.

This study further demonstrated how adding layers to the proposed framework contributed to the prediction results and achieved optimization. The process included 1-layer Conv+1-layer FCO, 2-layer Conv+1-layer FCO, 3-layer Conv+1-layer FCO, 4-layer Conv+1-layer FCO, 4-layer Conv+1-layer FC+1-layer FCO, and finally, the proposed framework with 4-layer Conv+2-layer FC+1-layer FCO. A ReLU activation function was included in every FC layer to achieve nonlinear transformation.

### D. Model Evaluation

The prediction model was evaluated using indicators including the receiver operating characteristics (ROC) curve, area under the receiver operating characteristics curve (AUC), accuracy, sensitivity, specificity, precision, and F1 score [62]. (1)–(5) demonstrate the calculation of the indicators. For a multi-class classification of travel distance, the macro-average was used to generalize the performance index, which computed the metric independently for each class and then obtained the average to consider each class equally. The AUC used the one-vs-rest scheme to demonstrate the general performance.

\[
\text{Accuracy} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{FP} + \text{FN} + \text{TN}} \quad (1)
\]

\[
\text{Sensitivity} = \frac{\text{TP}}{\text{TP} + \text{FN}} \quad (2)
\]

\[
\text{Specificity} = \frac{\text{TN}}{\text{TN} + \text{FP}} \quad (3)
\]

\[
\text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}} \quad (4)
\]

\[
\text{F1} = 2 \times \frac{\text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}} \quad (5)
\]

### E. Integrated Gradients Interpretation

Although deep learning models can achieve excellent performance, the model cannot explain how and why the model reaches its prediction, known as the black-box problem [47], [63]. The lack of transparency in the model is a serious barrier to implementing the application in practice [64]. This study explored the interpretation of the proposed model using the Integrated Gradients (IG) method [65]. Using a function \( F: \mathbb{R}^n \rightarrow [0,1] \) to represent a deep neuron network, let input \( x \in \mathbb{R}^n \) and baseline input \( x' \in \mathbb{R}^n \). IG considers the straight-line path from the baseline \( x' \) to the input \( x \), and computes all the integral gradients at all points along the path. The IG is obtained by cumulating these gradients, denoted as in (6), where the baseline is commonly
chosen as near-zero $F(x') \approx 0$ so that it can be ignored and represents the weight of the individual input feature. $i$ represents the $i^{th}$ dimension along the $x$ and $x'$ paths.

$$IG_i(x) := (x_i - x'_i) \times \int_{x=0}^{1} \frac{\partial F(x+a(x-x_i))}{\partial x_i} da$$ (6)

The IG was further averaged to obtain a weight for each input feature. We used an open-source interpretation library Captum [66] to implement the IG. This study was implemented with Python version 3.7.6, combined with PyTorch framework 1.1.0, scikit-learn 0.22.2, and Captum 0.3.1.

### III. Results

A total of 7,139,603 visiting records of patients were included in the analysis, of which 65% of the patients had traveled less than 5 km, 17% had traveled 5–10 km, 6% had traveled 10–15 km, and 11% had traveled more than 15 km. Demographic information of the patients is shown in Table II. The number of distance labels each patient traveled across accumulates up to 1.89 (SD = 0.80), and the headcount for each distance label shows that 92.45% of the patients have a record of choosing institutes that are nearby (< 5 km). Meanwhile, 32.01% of the patients had a record of choosing institutes that were far away (> 15 km).

According to the correlation heatmap shown in Fig. 6, six pairs of correlated features exceeded ±0.7: the total number of diseases and the total number of chronic diseases (0.998), MFPC and LFPC (0.986), age and CCI score (0.879), usual provider of care (UPC) and sequential continuity of care index (SECON) (0.778), the total number of visits and the total number of diseases (0.759), and the total number of visits and the total number of chronic diseases (0.758). None of the features appeared to be a dominant feature (correlation exceeding ±0.7) towards the distance, nor was the distance in level form or continuous value form.

The results indicated that the proposed CNN-based framework exceeded the performance of all other methods, achieving an accuracy of 0.968, AUC of 0.969, sensitivity of 0.960, and specificity of 0.989, as shown in Table V. Fig. 7 shows the ROC curve of the CNN-based framework against all other methods. Fig. 8 shows the contributions of the layers added to the proposed framework. The detailed performance values are listed Table VI in the appendix.

The interpretation results are shown in Fig. 9. The detailed values are listed Table VII in the appendix. The top three weighted features were the LFPC, physician density, and the number of chronic diseases. The last three weighted features were the MFPC, total number of visits, and SECON.

### TABLE II

**Demographic Information of Patients**

| Item                              | Value                       |
|-----------------------------------|-----------------------------|
| Age, mean (SD)                    | 49.331 (17.522)             |
| Male, number of patients (%)      | 195,789 (46.819)            |
| Noted low income, number of patients (%) | 11,755 (2.811)            |

### TABLE III

**Information of Hospitals**

| Item                  | Value                        |
|-----------------------|------------------------------|
| Hospital              |                              |
| Medical center, n (%) | 20 (0.103)                   |
| Levels                |                              |
| Regional hospital, n (%) | 77 (0.398)                   |
| District hospital, n (%) | 356 (1.840)                  |
| Clinic                |                              |
| MFPC, mean (SD)       | 45.205 (168.565)             |
| Region                |                              |
| Northern, n (%)       | 8,181 (44.294)               |
| Groups                |                              |
| Central, n (%)        | 5,302 (27.410)               |
| Southern, n (%)       | 5,364 (27.731)               |
| Eastern, n (%)        | 446 (2.306)                  |
| Island                |                              |
| MFPC, mean (SD)       | 24.410 (21.331)              |
| Number of visits, n (%) |                              |
| 5–10 km, n (%)        | 180,997 (43.282)             |
| 10–15 km, n (%)       | 88,336 (21.124)              |
| > 15 km, n (%)        | 133,868 (32.012)             |

### TABLE IV

**Information of Incidents**

| Item                  | Value                        |
|-----------------------|------------------------------|
| Hospital              |                              |
| Medical center, n (%) | 584,048 (8.180)              |
| Levels                |                              |
| Regional hospital, n (%) | 747,859 (10.475)            |
| District hospital, n (%) | 573,836 (8.037)             |
| Clinic                |                              |
| Is surgery, n (%)     | 181,269 (2.539)              |
| Is ER, n (%)          | 134,784 (1.888)              |
| Is severe, n (%)      | 245,176 (3.434)              |
| DIR, mean (SD)        | 0.1970 (0.183)               |
| Workday, n (%)        | 5,963,772 (83.531)           |
| Distance of travel, mean (SD) | 9.012 (30.031)            |
| Distance of travel, n (%) |                              |
| < 5 km, n (%)        | 4,667,188 (65.370)           |
| 5–10 km, n (%)       | 1,229,860 (17.226)           |
| 10–15 km, n (%)      | 474,010 (6.639)              |
| > 15 km, n (%)       | 768,545 (10.765)             |

n = 418,180. n: number of patients; SD: standard deviation.

n = 19,343. n: number of patients; SD: standard deviation.
Feature correlation heatmap. Correlation was calculated using the Pearson correlation test.

TABLE V

|      | A    | B    | C    | D    | E    | F    | G    | H*   |
|------|------|------|------|------|------|------|------|------|
| AUC  | 0.645| 0.639| 0.689| 0.666| 0.656| 0.667| 0.809| 0.969|
| Accuracy | 0.455| 0.452| 0.602| 0.562| 0.484| 0.506| 0.654| 0.968|
| F1   | 0.321| 0.316| 0.390| 0.363| 0.342| 0.357| 0.511| 0.945|
| Sensitivity | 0.362| 0.356| 0.403| 0.384| 0.376| 0.391| 0.556| 0.960|
| Specificity | 0.797| 0.795| 0.809| 0.803| 0.800| 0.803| 0.848| 0.989|
| Precision | 0.328| 0.325| 0.404| 0.368| 0.352| 0.357| 0.539| 0.932|

A: regression analysis without PCA; B: regression analysis with PCA; C: random forest without PCA; D: random forest with PCA; E: SVM without PCA; F: SVM with PCA; G: MLP; H*: CNN (proposed framework).

IV. DISCUSSION

In our study, we successfully demonstrated the effectiveness of using a deep learning-based framework to predict the travel distance of patients. The results indicated that deep learning methods (MLP and CNN) outperformed conventional machine learning methods (RA, RF, and SVM) in processing structuralized insurance data. The proposed CNN-based framework outperformed all other methods. The performance converges and is optimized by adding layers by layers. Although the models were trained based on balanced label sampling, the results showed that the model was feasible when the testing data were highly imbalanced [19], [21]. This implies that the designed framework can be applied in real practice. In addition, we adopted a cross-validation strategy as an act of generalizing data distribution. The reported result is based on the validation of unseen data, which were isolated before the training process. This avoids the potential for overfitting in the prediction model. Meanwhile, based on the number of distance labels that a patient traveled and the number of headcounts for each distance label, both results indicate that patients may change their choice of travel distance under different circumstances; therefore, each visit event should be considered as independent.

Although conventional machine learning methods are known to require the process of feature selection, our results showed that, with or without the PCA process, performance did not differ much; nonetheless, the features used decreased from 25 to 16. This indicates that after PCA, conventional
machine learning methods can use fewer features and resulting in an approximate performance. Notably, conventional machine learning methods were incapable of handling large amounts of data, whereas SVM failed to converge without increasing parameter c. The insurance and public health data include nationwide records, which are typically large and sparse. In contrast, the deep learning approach is known to extract useful information automatically without additional preprocessing [46]-[48]. This has the potential to achieve an ideal end-to-end system that requires no further interference after data input. In addition, it has no difficulty in processing a large volume of data. Combined with the observation of performance results, we conclude that deep neural networks are a better choice for implementation in public health problems such as predicting the travel distance of patients.

According to the IG interpretation results, the effect of the features on the prediction results can be positive or negative. Although all the features included were extracted based on earlier studies (meaning that they should all appear to be significant features), not all variables appear to be as effective. Some of the features are weighted approximately to zero, indicating that the scenario in Taiwan may appear differently. In general, patient preference (LFPC and MFPC), medical resources in each region (physician density and region groups), the complexity of diseases (number of chronic diseases), and the regularity of visits (total number of visits and SECOC) were weighted as the most effective features of the prediction results. It is worth noting that LFPC and MFPC are weighted as the top and last features, respectively, symbolizing that patient preference affects significantly and in different directions (positively and negatively). This indicates that the IG weights are potentially explainable and can be related to disciplinary knowledge in public health.

In addition, although some of the features shows correlated with each other in the Pearson correlation test, the calculated IG weight did not appear correspondingly (such as the total number of chronic diseases and the total number of diseases). Traditionally, acc. index and CCI score are considered more sophisticated indicators to identify the density of medical resources and the complexity of disease. Their IG weight did not exceed the value of physician density and the number of chronic diseases, which are indicators that provided less insight. Both results indicate that common consensus, such as correlation or sophisticated indicators, may not necessarily affect the prediction model simultaneously. The discipline of social science typically focuses on clarifying the causality and interrelationship of variables that affect patients’ access to healthcare services. However, the machine learning approach attempted to provide a prediction that integrates the interaction results of the variables [79]. Further studies are required to interpret the differences in between.

Ensuring freedom of choice for patients is valued across countries. It has the potential to empower patients by prompting providers to compete for patients through a customer-market mechanism, improving care quality, efficiency, and wait time [67]-[76]. In Taiwan, freedom is assured under the universal coverage of National Health Insurance [77], [78], which is a perfect field for observing patient choice.

The decision-making process in policymaking generally involves current status investigation, policy design and evaluation, and post-implementation evaluation. Our work focused on supporting the first phase, whereas the model was capable of simulating patient choice with up to 96% accuracy. The policymaker can input patient data based on household registration in a particular region and investigate the distance that the patients would travel. Such information led to the evaluation of whether the patients considered the medical resources in the region to be sufficient or whether there are other considerations that induce them to travel further. In addition, the prediction result of patient choice has the potential to direct us in understanding patients’ reactions under the current medical resource allocation. Based on the characteristics of patients’ choices, the distance they would travel can be further analyzed, and the conclusion is informative in policy design. Our work led to a more precise current status investigation, and as a return, may potentially lead to more precise resource allocation.

The prediction was based on the trajectory of the de-identified patient-visit data commonly collected by insurance companies. Therefore, the model is highly achievable elsewhere, as it does not involve complex information that is difficult to collect or violates patient privacy. However, because of the nature of the de-identified data, the distance to travel can only be determined based on projection and assumption and cannot be validated accurately, which is a limitation of this study. Applications using deep learning technology are promising in healthcare policymaking, and further investigation is encouraged before industrialization, such as the discussion of individual impacts of each feature and its effect on the model performance and resource allocation.

V. Conclusion

This study successfully demonstrated the effectiveness of using machine learning to predict the travel distance of patients. The proposed CNN-based framework performs well in processing structured insurance data. It was capable of handling complex combinations of features and imbalanced datasets, which is commonly noted when facing the problem of patient choice.

APPENDIX

A. Characteristics of the Patients

Age, gender, low income (Yes/No), total number of visits, total number of diseases, total number of chronic diseases, four continuity indicators, and a disease complexity index were included as characteristics of the patients. Age was determined according to the birthdate and visit date. The denotation of gender and low income was the status
identified when entering the insurance. The total number of visits was calculated as the number of visiting records during the study period. The total number of diseases and chronic diseases were identified using the International Classification of Diseases (ICD) codes for each patient. The four continuity indicators captured the duration, density, dispersion, and continuity of an individual while accessing care [34]-[36]. To track the duration and density of patients accessing care, the UPC and least usual provider of care (LUPC) were used to indicate the visiting ratio of medical institutes. The UPC represented the most frequently visited institute, while LUPC represented the least frequently visited institute. The patients were required to visit the provider at least once to denote an institute as LUPC. The SECOC was used to calculate the change in providers, representing the dispersion of care. The continuity of care index (COCI) is a single indicator that represents the continuity of care for an individual. The calculation of the four continuity indicators is shown in (7) to (10), where N denotes the total number of visits, n_i denotes the number of visits to the i-th provider, k denotes the number of providers once visited, and C_j is denoted as 1 when the j-th provider is the same as the (j + 1)th provider (0, if not). In addition, we included the CCI score [37] for the disease complexity of the individual.

\[
\text{UPC} = \max \left( \frac{n_i}{N} \right) \quad (7)
\]

\[
\text{LUPC} = \min \left( \frac{n_i}{N} \right) \quad (8)
\]

\[
\text{SECOC} = \sum_{i=1}^{N-k} \frac{n_i^2}{\sum_{i=1}^{N} n_i^2 - N} \quad (9)
\]

\[
\text{COCI} = \left( \frac{\sum_{i=1}^{N-1} C_j}{N(N-1)} \right) \quad (10)
\]

B. Characteristics of the Providers

We characterized the providers using four indicators: the physician density of each region, MFPC, LFPC, and acc. index. Regarding patients’ “vote with their feet” in choosing providers by themselves, we calculated the MFPC and LFPC to represent the patients’ experiences and recommendations for each institute [38], [39]. The MFPC represents the frequency of being voted as the UPC, and the LFPC represents the frequency of being voted as the LUPC. Each patient was able to vote for only one MFPC or LFPC. The calculations are shown in (11) and (12), where p indicates the total number of patients, and UPC_i and LUPC_i indicate the ith patient who voted the provider as the UPC or LUPC, respectively. The acc. index of each region was calculated based on the adjustment of the enhanced two-stage floating catchment area method [2], [17], [31], [32], where the distance decay of each regional physician-to-population ratio is considered.

\[
\text{MFPC} = \sum_{i=1}^{p} \text{UPC}_i \quad (10)
\]

\[
\text{LFPC} = \sum_{i=1}^{p} \text{LUPC}_i \quad (11)
\]

C. Characteristics of the Incidents

Each incident was characterized based on five encoded features. Through the encoded ICD codes and treatment codes of visiting records, we identified whether surgery was involved (Yes/No), whether it was an emergency service (Yes/No), whether it was considered as a severe condition (Yes/No), whether the visit day was a workday (Yes/No), and the disease importance rate (DIR) of the target disease during that visit. The identification of surgeries and emergency services was based on the treatment codes defined by the NHIRD. Severity was defined based on the emergency triage results. Triage results rank for levels 1 to 3 (1 = resuscitation, 2 = emergency, and 3 = urgent) were listed as severe, and the conditions that were included in the catastrophic illness announced by the National Health Insurance were also listed as severe. The date of the incident was categorized as workday or non-workday. We used the DIR to represent the importance of the target disease in that visit to determine whether the visit of the patient was a regular or singular event. The encoded primary diagnosis was identified as the target disease at that visit. The DIR represents the ratio of importance and is calculated as shown in (13), where N indicates the total number of visits to the patient, and d_i indicates the total number of visits for disease d_i. We used only the primary diagnosis of the visit to identify the DIR.

\[
\text{DIR} = \frac{d_i}{N} \quad (13)
\]

| TABLE VI | PERFORMANCE COMPARISON BETWEEN DIFFERENT LAYERS OF THE PROPOSED CNN-BASED FRAMEWORK |
|----------------|-------------------------------------------------|
| 1-layer | 2-layer | 3-layer | 4-layer | 4-layer |
| Conv+ | Conv+ | Conv+ | CNN+ | Conv+ |
| FCO | FCO | FCO | FCN | FCO (Proposed Model) |
| | | | | |
| AUC | 0.689 | 0.719 | 0.922 | 0.947 | 0.956 | 0.969 |
| Accuracy | 0.461 | 0.522 | 0.820 | 0.932 | 0.959 | 0.968 |
| F1 | 0.365 | 0.411 | 0.737 | 0.888 | 0.933 | 0.945 |
| Sensitivity | 0.425 | 0.459 | 0.780 | 0.917 | 0.949 | 0.960 |
| Specificity | 0.810 | 0.824 | 0.940 | 0.978 | 0.986 | 0.989 |
| Precision | 0.369 | 0.415 | 0.709 | 0.865 | 0.919 | 0.932 |
| Recall | 0.425 | 0.459 | 0.780 | 0.917 | 0.949 | 0.960 |

Conv: convolutional layer. FC: fully-connected layers. FCO: fully-connected output layer.

| TABLE VII | INTEGRATED GRADIENTS FEATURE INTERPRETATION VALUES OF THE CNN-BASED FRAMEWORK |
|----------------|-------------------------------------------------|
| | Integrated Gradients Value |
| LFPC | 1.384 |
| physician density | 1.148 |
| chronic disease count | 0.293 |
| region group - north | 0.081 |
| region group - central | 0.051 |
| all disease count | 0.023 |
| UPC | 0.020 |
Continuity of care index. LUPC: least usual provider of care. CCI: Charlson comorbidity index. DIR: disease importance rate. SECCO: sequential continuity of care index. MFPC: most frequent provider continuity.
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