Power suppressed corrections show new features of infrared cancellations
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1 Introduction

A proper treatment of radiative corrections of infrared (IR) origin is of paramount importance in order to calculate theoretical predictions at the level of accuracy demanded by experiments. In first place, the very presence of divergences requires to define suitable observables — obtained by adding virtual corrections and real emissions diagrams — that are finite. In second place, finite observables feature, as a remnant of IR divergences, large logarithms that threaten to spoil the convergence of the perturbative series. It is then necessary to
calculate higher orders contributions and/or perform an all-order resummation of leading terms (see [1] for a collection of the main references). In the Standard Model (SM), in the case of QED and QCD, one loop leading IR radiative correction are proportional to $\alpha \log^2(Q/\lambda)$, $Q$ being a typical energy scale of the observable under consideration and $\lambda$ an IR cutoff (for instance a fictitious photon mass). After defining suitable inclusive observables, a cancellation takes place between virtual and real corrections and the divergence for $\lambda \to 0$ is cancelled [2]. In the case of weak interactions, the mass of the weak gauge bosons $M_Z \approx M_W$ acts as an IR cutoff and one loop corrections of IR origin are proportional to $\log^2(Q/M_W)$ [3–6]; therefore there is no need to add real emission in order to obtain a finite result. Nevertheless, electroweak corrections feature, in the case of inclusive observables, a striking phenomenon: real emissions and virtual corrections do not cancel each other and the full dependence on the infrared cutoff $M_W$ is retained; this effect has been called Block-Nordsieck violation [7–11].

In this paper we focus on power-suppressed contributions, that at one loop are proportional to $\mu^2/Q^2 \log^2(Q/\lambda)$. If $\mu$ coincides with $\lambda$, there are no true divergences since $\lambda^2 \log^2 \lambda \to 0$ as $\lambda \to 0$. The divergence, and the need to add real emissions, is instead retained if $\mu$ is some fixed mass like a fermion mass for instance. This kind of contributions has been considered in the context of QED and QCD [12–15]; a more general approach with focus on the cancellation between real and virtual corrections can be found in [16–18]. For the virtual effects in a spontaneously broken theory see [19].

The purpose of this paper is to elucidate the mechanism of KLN-like cancellations of power-suppressed radiative corrections of IR origin in a spontaneously broken gauge theory. We do not distinguish between terms that are, in the limit in which some field is massless, “truly divergent” or “not divergent”; instead, we consider all together the mass suppressed terms that scale like $1/Q^2 n \log Q^2$. We try to answer to the question: can we define a combination of observables which is free from these power-suppressed terms? We find that this is indeed possible, although the final state sum is over very different final states like fermion-antifermion and gauge boson-Higgs. The cancellation mechanism is in fact dictated by a full exploitation of the KLN theorem where degeneracy is related only to energy conditions irrespective of the spin and charge nature of the hard particles. While the truly divergent terms are related to the KLN theorem, it turns out that by defining a KLN sum over final states we obtain that finite terms cancel as well. We do not attempt to define phenomenologically viable observable, instead we study the pattern of IR cancellations.

The model we consider the simplest possible Model featuring spontaneous symmetry breaking: a $U'(1) \otimes U(1)$ gauge model, with spontaneous symmetry breaking. The spectrum of the Model also includes fermions and scalars as discussed in detail in appendix A. Our observable is the decay width of an heavy $Z'$ gauge boson, the final state being composed of various light particles. Our computations concern one loop results and retain the full mass dependent structure for the coefficients that multiply the double log corrections generically of the form $f(m_i/Q) \log^2 Q^2$, where $m_i$ are the masses of the various light particles and $Q$ is the heavy $Z'$ mass. Our results are relevant for models that enlarge the Standard Model by adding a heavy $U(1) Z'$. As a byproduct of our computations we discover some interesting technical points that concern the mechanism of cancellation of power suppressed terms.
and a general recipe for their computations (discussed in appendix B) and the analytical properties of the Passarino-Veltman $C_0$ function \[20\] (discussed in appendix C). The paper is organized as follows.

In section 2 we collect, for ease of reading, the key relations which play crucial importance throughout our work.

In section 3, we introduce the power suppressed leading log corrections analysing the SM electroweak decay process $Z \rightarrow e^+e^-$ plus $Z \rightarrow e^+e^\gamma$. We get the expressions both for virtual and real photon emission and we elucidate the way the cancellation of the IR divergence works including also the power suppressed terms.

In section 4, we use our toy model based on $U'(1) \otimes U(1)$ to study the interplay between various decay channels needed to ensure the cancellation of the power suppressed leading log corrections. The chiral character of the abelian gauge groups results important to emphasize the full generality of the mechanism of the various cancellations.

In section 5 we return to the original Kinoshita-Lee-Nauenberg (KLN) cancellation theorem and revisit from a deeper perspective its assumption in light of the results obtained in the previous section.

Finally, we summarize our findings in section 6.

2 Notations

In this paper we calculate the decay rate of a heavy particle, that decays at tree level into two light particles. We denote by $Q$ the heavy particle mass and by $m_i$ the light particles masses. The tree level width $\Gamma_{\text{tree}}$ receives a one loop correction that we call $\Gamma^V$ in which we identify the various terms on the basis of the scaling behaviour with powers of $\log Q$:

$$\Gamma = \Gamma_{\text{tree}} + \Gamma^V; \quad \Gamma^V = \Gamma^V_{LL} \log^2 Q^2 + \Gamma^V_{NL} \log Q^2 + \delta \Gamma^V$$

(2.1)

We are interested only in the $\log^2 Q$ term $\Gamma^V_{LL}$. Notice that the argument of the double log will also depend on the light masses but we are interested in the high energy limit, i.e. the scaling behavior with $Q$. Therefore terms like $\log^2(Q/m_1) \log(Q/m_2)$ produce the same $\log^2 Q$ behavior while differing by single $\log Q$ terms that we neglect. Among the double-log terms there are leading terms that truly scale with $Q$, like $\log^2 Q$, but also power-suppressed terms that are proportional to some power of the light masses, like for instance $(m_i^2/Q^2) \log^2 Q$. We label the first kind of terms “LL” and the second kind “LL_{PS}” where PS stands for Power Suppressed. These terms have attracted a lot of interest in the literature in various contexts, see refs. \[12–19\]. The power-suppressed double-log terms are the main topic of the present work.

In the calculation of the one loop width appears the relevant two-body phase space $\Phi_2$ and the Passarino-Veltman scalar integral $C_0$ \[20\] (see our definitions in eq. (C.1) and eq. (C.3)). We define:

$$\Gamma^V_{LL} = Q V(\epsilon_i) \mathcal{I}^V, \quad \mathcal{I}^V = -i Q^3 \Phi_2 C_0.$$  

(2.2)

The a-dimensional combination $\mathcal{I}^V$ behaves as $\propto \log^2 Q$ with no power-suppressed terms, see eq. (C.26) and eq. (C.27). All the dependence on the mass terms $\epsilon_i \equiv m_i/Q$ is therefore
encoded in the a-dimensional function $V(\epsilon_i)$. It turns out that the latter is a polynomial of degree 6 in the variables $\epsilon_i$ (see appendix D where our results are shown).

Finally, for real corrections we adopt the same notations as for virtual corrections, making obvious modifications. For instance, eq. (2.2) still holds in the form

$$\Gamma^R_{LL} = Q R(\epsilon_i) \mathcal{I}^R, \quad \mathcal{I}^R = Q^2 \int \frac{d\Phi_3}{D_A D_B}.$$  \hspace{1cm} (2.3)

where the integral over the three body phase space of the two relevant propagator denominators (dubbed $D_{A,B}$ in the above equation and defined in (C.38)), is involved. We discuss in more detail the structure of the above integral in appendix C.2 (see in particular eq. (C.28) and eq. (C.39) for a more explicit form of $\mathcal{I}^R$). A quite interesting property is that $\mathcal{I}^R$ and $\mathcal{I}^V$ have the same asymptotic high-energy behavior, that is

$$\mathcal{I}^V = \mathcal{I}^R = \frac{1}{512 \pi^3} \log^2 Q^2 + \mathcal{O}(\log Q).$$ \hspace{1cm} (2.4)

In our analysis is important to verify the validity of eq. (2.4) when power-suppressed double logarithms are taken into account. As far as virtual corrections are concerned, we demonstrate analytically in appendix C that $\mathcal{I}^V$ in eq. (2.4) is actually free from any powersuppressed double logarithm.\footnote{Note that similar results can be obtained with techniques different from the ones used in this paper [21, 22]} As far as real corrections are concerned, and considering the most generic mass configuration, we were not able to find solid-rock analytical proof that the same statement holds true for $\mathcal{I}^R$. However, in appendix C we verify that the QED limits (both with massless and massive fermions) enjoy this property. For these reasons, we do not consider too rash the conclusion that eq. (2.4) remains valid also when power corrections are taken into account, and we shall stick to this assumptions throughout the rest of our work.

From now on we drop the subscript $LL$ from $\Gamma^V_{LL}$; by $\Gamma^V,R$ we therefore indicate only the double log component of the (virtual or real) one loop correction to the width.

Let us now illustrate another very general property, that we call “$IR$ unitarity theorem” and is demonstrated in appendix B. Consider the decay of an initial particle into final particles, in a generic theory. The relevant diagrams are depicted in figure 1 and symbolize virtual corrections (when the cut encounters two particle lines) and real emissions (when the cut encounters three particle lines). Notice that diagrams that involve one loop self-energies are not drawn, since they do not give rise to double logs.

Referring to eqs. (2) and (3), we now consider the functions $R(\epsilon_i)$ describing real corrections and $V(\epsilon_i)$ describing virtual corrections in the case of generic particles $A, B, C, D, X$ (see figure 1). The $IR$ unitarity theorem can be written as:

$$V^{(X)}_{CD} + V^{(X)}_{AB} + R^{(X)}_{AD} + R^{(X)}_{BC} = 0 \hspace{1cm} (2.5)$$

As already stated, this equality holds at the double log level and includes all power suppressed terms. Note that the $X$ state, present in the “$t$-channel” of the bubble diagram, corresponds to the soft (infrared and collinear) particle emitted from (for real corrections) or exchanged...
Figure 1. Diagrams contributing to one-loop two-body decay (the first two diagrams with the cut that encounters two particle lines) and three-body decay (the last two diagrams with the cut that encounters three particle lines).

between (for virtual corrections), the two hard states, described with the lower indices of the virtual $V$ and real $R$ processes. The above results are valid for any theory and it concerns only decay processes. Notice, however, that the relationship with the observables is not a priori clear. For instance $A, B$ may be different particles from $C, D$. Consequently, $V^{(X)}_{CD}$ is related to the $Z' \rightarrow CD$ decay while $V^{(X)}_{AB}$ is related to the different $Z' \rightarrow AB$ decay. In next section we show how the IR unitarity theorem is useful in order to define IR safe observables.

3 Warm-up discussion: power-suppressed infrared divergences in abelian gauge theories

To warm up we consider, in the SM, the electroweak decay process $Z \rightarrow e^+ e^-$, and compute QED radiative corrections; the photon is given a fictitious mass $\lambda$ to regularize IR divergencies, while $m_\psi$ is the electron mass. At the tree level, the above decay process is described by the total decay rate (averaged over the three polarizations of the decaying $Z$ boson, and taking the sum over the final-state spins)

$$\Gamma_{Z,\text{tree}} = \frac{g^2 Q}{96 \pi c_W^2} \left[ \left( 1 - 4 s_W^2 + 8 s_W^4 \right) - \epsilon_\psi^2 \left( 1 + 8 s_W^2 - 16 s_W^4 \right) \right] \sqrt{1 - 4 \epsilon_\psi^2} \epsilon_\psi \rightarrow 0 = \frac{g^2 Q}{96 \pi c_W^2} \left( 1 - 4 s_W^2 + 8 s_W^4 \right),$$

(3.1)

where the hard scale $Q$ is set by the $Z$ boson mass, $Q = m_Z$, $g$ is the SU(2) weak coupling constant while for the Weinberg angle $\theta_W$ we define the shorthand notations $c_W \equiv \cos \theta_W$ and $s_W \equiv \sin \theta_W$ and we define $\epsilon_\psi \equiv m_\psi / Q$. We now compute, at one-loop, infrared QED radiative corrections. This exercise will serve as a warm-up for the more complicated computation that we shall do in the context of a spontaneously broken abelian gauge theory. We start from one-loop virtual corrections to the decay $Z(q) \rightarrow e^-(p_a) e^+(p_b)$ and we work in the $Z$ rest frame, where $q = (Q, 0, 0, 0)$. At the level of the modulus squared of the
amplitude, the relevant diagram (together with its complex conjugate) is given by

\[ |M_{\text{vir}}|^2 = \int \frac{d^4k}{(2\pi)^4} \frac{Z(q)}{(2\pi)^4} (2\pi)^4 e^{-i(p_a\cdot k)} e^{+i(p_b\cdot k)} \]

\[ \text{tree level ampl} \times \text{tree level ampl}^* = \frac{g^2}{4c_W^2} \int \frac{d^4k}{(2\pi)^4} \frac{ie^2}{[(p_a+k)^2 - m_{\psi}^2][(-p_b+k)^2 - m_{\psi}^2]} \left[ \frac{1}{3} \sum_{\text{pol}} \epsilon_\rho(q) \epsilon_\sigma^*(q) \right] T^{\rho\sigma}. \]

(3.2)

\[ T^{\rho\sigma} = g_{\mu\nu} \text{tr} \left[ \left( \slashed{p}_a + m_{\psi} \right) \gamma^\mu \left( \slashed{p}_a + \slashed{k} + m_{\psi} \right) \gamma^\rho A_{LR} \left( \slashed{p}_b - \slashed{k} - m_{\psi} \right) A_{RL} \gamma^\sigma \right] \]

(3.3)

where we use the shorthand notation \( A_{LR} \equiv (1 - 2s_W^2)P_L - 2s_W^2P_R \) with \( P_{R,L} = (1 \pm \gamma^5)/2 \) the chiral projectors. We adopt the Feynman gauge propagator for gauge bosons. In eq. (3.2), we use the fictitious photon mass \( \lambda \equiv \epsilon Q \) while the electron mass is \( m_{\psi} \equiv \epsilon \psi Q \).

After doing the trace, the structure \([\sum_{\text{pol}} \epsilon_\rho(q) \epsilon_\sigma^*(q)]T^{\rho\sigma}\) contains two kinds of terms. The first kind does not depend on the integral variable \( k \); \( Q^4 \) is one of those terms for instance. This kind of terms sums up to a combination of invariants multiplied by the scalar integral with three propagators at the denominator; this integral is known as the \( C_0 \) Passarino-Veltman function in the literature and is defined in eq. (C.3). The second kind of terms does depend on the integration variable \( k \), like for instance terms proportional to \( Q^2(k \cdot p_a) \).

In this case we use the trick explained in appendix C, which entails the substitutions:

\[ p_a \cdot k \to -\frac{\lambda^2}{2}, \quad p_b \cdot k \to -\frac{\lambda^2}{2}, \quad k^2 \to \lambda^2 \]

(3.4)

Eventually therefore, all of the terms we are interested in (i.e. at the double log level) turn out to be proportional to the \( C_0 \) function.\(^2\) Taking into account the two body phase space, we obtain the final result:

\[ \Gamma_{Z \to \psi \bar{\psi}}^V = Q V_{\psi \bar{\psi}} \mathcal{I}^V; \]

(3.5)

\[ V_{\psi \bar{\psi}} = -\frac{2g^4}{3e_W^2 s_W^4} \left[ (1 - 4s_W^2 + 8s_W^4) \left( 1 + \epsilon^2 \right)^2 - \epsilon_W^2 \left( 3 + 2\epsilon^2 \right) + 2 \left( 1 + 8s_W^2 - 16s_W^4 \right) \epsilon_W^4 \right] \]

(3.6)

where \( \mathcal{I}^V \) is defined in eq. (2.2).

\(^2\)We remark that in our approximation, and within our gauge-fixing choice, one-loop self-energy diagrams vanish. This is because these diagrams only contain single-logarithmic infrared divergences while we are only interested in double-logarithmic corrections. It is worth emphasising that this is a gauge-dependent statement. In the Coulomb or in the axial gauge, for instance, infrared double-logarithms originate from the self-energy corrections to the external lines \([23, 24]\).

\(^3\)This trick is equivalent to the Passarino-Veltman reduction mechanism where, at the end, we keep only the full coefficient in front of the \( C_0 \) function.
The calculation of real corrections proceeds along the same lines of virtual ones. Of course kinematics is different since in the case of real corrections we have \( p_a + p_b + k = q \) instead of \( p_a + p_b = q \) and three body phase space instead of the two body one. Moreover we have two propagator denominators instead of the three present in the case of virtual corrections. The final result is:

\[
\Gamma^R_{Z \to \psi \bar{\psi}} = Q R_{\psi \bar{\psi}} \mathcal{I}^R; \tag{3.7}
\]

\[
R_{\psi \bar{\psi}} = \frac{2 g^4}{3 cW_s^2} \left[ \left( 1 - 4 s_W^2 + 8 s_W^4 \right) \left( 1 + \epsilon^2 \right)^2 - \epsilon^2 \left( 3 + 2 \epsilon^2 \right) + 2 \left( 1 + 8 s_W^2 - 16 s_W^4 \right) \epsilon^4 \right]; \tag{3.8}
\]

where \( \mathcal{I}^R \) is the integral of the two propagators over the three body phase space \( d\Phi_3 \):

\[
\mathcal{I}^R(Q^2, m_{\psi}^2, \lambda^2) = Q^2 \int \frac{d\Phi_3(m_{\psi}, m_{\psi}, k)}{((p_a + k)^2 - m_{\psi}^2)((p_b + k)^2 - m_{\psi}^2)} \tag{3.9}
\]

3.1 \textbf{Z decay into massless fermions}

Let us now discuss our results for QED corrections to \( Z \) decay, beginning with the case \( m_{\psi} = 0 \) (massless QED). In this case the \( C_0 \) function and the three-body phase space can be exactly calculated. We find

\[
\mathcal{I}^V = \frac{1}{256 \pi^3} \left[ \text{Li}_2(1 + \epsilon^2) + \frac{1}{2} \log^2(-\epsilon^2) + \frac{\pi^2}{6} \right], \tag{3.10}
\]

\[
\mathcal{I}^R = \frac{1}{256 \pi^3} \left[ -\text{Li}_2 \left( \frac{1}{1 + \epsilon^2} \right) + \text{Li}_2 \left( \frac{\epsilon^2}{1 + \epsilon^2} \right) + 2 \log(\epsilon) \log \left( \frac{\epsilon}{1 + \epsilon^2} \right) \right]. \tag{3.11}
\]

At the double-log level, we find

\[
\mathcal{I}^R(Q^2, 0, \lambda^2) = \frac{1}{512 \pi^3} \log^2 \epsilon^2 + 0 \times \log^2 \epsilon^2, \tag{3.12}
\]

\[
\mathcal{I}^V(Q^2, 0, \lambda^2) = \frac{1}{512 \pi^3} \log^2 \epsilon^2 + 0 \times \log^2 \epsilon^2, \tag{3.13}
\]

where it is emphasized that there are no power suppressed terms at any order in \( \epsilon \). We obtain here an interesting result: the integrals which are relevant for virtual and for real corrections have the same double-log behavior; moreover, these integrals are free from power suppressed terms. This is rather surprising since \( \mathcal{I}^V \) depends, as discussed in eq. (2.2), on the \( C_0 \) function and the two-body phase space while \( \mathcal{I}^R \) is an integral over the three body phase space, as discussed in eq. (3.9). This result holds more in general than in QED: indeed, it holds for any combination of internal and external masses. In appendix C we discuss some cases in which this equality is proven to be true and give arguments for its validity in the general case. With this in mind, in order to calculate the various observables and in order to compare real and virtual corrections, we can concentrate on the modulus squared of the amplitudes rather than on details of the relevant phase space.
Specializing eqs. (3.5), (3.7) to the case \( \epsilon \phi = 0 \) and using eq. (3.12) we obtain that radiative corrections are factorized with respect to the tree level width in eq. (3.1):

\[
\Gamma_R = -\Gamma_V = \Gamma_{Z, \text{tree}} \frac{\alpha}{2\pi} \mathcal{R}(\epsilon) \log^2 \epsilon^2 , \quad \mathcal{R}(\epsilon) = \left(1 + \epsilon^2\right)^2 .
\]  

(3.14)

The \( \epsilon \)-independent term in \( \mathcal{R}(\epsilon) \) corresponds to the so called eikonal approximation which features a factorization at the amplitude level. The eikonal approximation is a semiclassical one, and features the emission of one (or more) soft particles along a hard line as illustrated in figure 2, panel (a). Because of its classical nature, the soft particle emission does not change the spin of the emitting particle and it is universal, i.e. it does not depend neither on the spin of the emitting particle nor on the form of the vertex \( \mathcal{M}_0 \) describing the two body decay; in this case, double-log unsuppressed terms are generated in the three body width.

On the other hand, in the case of a non-eikonal contribution of the kind shown in figure 2, panel (b), the spin of the particle is changed along the hard line; in this case no double log unsuppressed terms are generated.\(^4\)

Since the eikonal emission is the only one producing unsuppressed double-logs terms and since it is universal, whatever the form of the hard vertex, it is always true that \( \mathcal{R}(\epsilon) = 1 + \ldots \) where the dots represent the \( \epsilon \)-dependent terms that depend on the particular process considered. For instance, in the case of the decay of a heavy neutral scalar \( \Phi \rightarrow e^+ e^- \), mediated by the interaction vertex \( \Phi \bar{\psi} \psi \), we obtain \( \mathcal{R}(\epsilon) = 1 \) exactly. So the leading IR behavior, governed by the eikonal, is universal while the power suppressed terms are process dependents. Limiting the analysis to the eikonal current is precisely what separates, in the standard approach, the hard part of the scattering process from the infrared physics. However, this picture is no longer valid when power-suppressed corrections are included precisely because, as explained above, one is forced to go beyond the eikonal approximation to compute higher twists.

Let us now come the pattern of cancellations between real and virtual corrections. Eq. (3.14) implies that \( \Gamma_V + \Gamma_R = 0 \). At the level of leading (eikonal) IR corrections, the cancellation of \( \log^2 \epsilon^2 \) terms is guaranteed by the KLN [25, 26] theorem: the sum of virtual corrections.

\(^4\)Note that the eikonal and non-eikonal emissions belong to the same Feynman diagram, albeit evaluated in two different kinematical configurations.
and real corrections must be free of IR divergences, i.e. terms that diverge in the limit of vanishing photon mass $\epsilon \to 0$. However, power suppressed terms $\propto \epsilon^2 \log^2 \epsilon$ are zero in the $\epsilon \to 0$ limit and the KLN theorem says nothing about them. Nevertheless, these terms also cancel. While there is no apriori reason for this cancellation, there is a technical reason. On the one hand, the fact that $\mathcal{I}^V = \mathcal{I}^R$ including power corrections — as discussed in eq. (3.12) — implies that comparing real corrections with virtual ones one can forget about phase space details and consider only squared amplitudes. On the other hand, the squared amplitudes for real and virtual corrections are related by what we call the “$p+k$ theorem” (see appendix B) where it turns out that are exactly equal also for double-log power-suppressed corrections. Hence the cancellation.

3.2 Z decay into massive fermion

Let us now turn our attention to the massive case $m_\psi \neq 0$. As a first observation, we note that the virtual correction $\Gamma^V_{Z \to \psi \bar{\psi}}$ in eq. (3.5) does not factorize the tree-level result in eq. (3.1). Furthermore, the scalar three-point integral diverges logarithmically in the limit $\lambda \to 0$ (but finite $m_\psi$). This is the soft infrared divergence associated to the massless photon exchange. Because of the presence of terms proportional to $\epsilon^2_\psi$ in $V_\psi \bar{\psi}$, eq. (3.5) features power suppressed terms proportional to $\epsilon^2_\psi \log^2 \epsilon$ that are divergent in the IR $\epsilon \to 0$ limit; the same holds for the real corrections, see eq. (3.7). This shows that power-suppressed corrections (in this case those proportional to $m_\psi$) are infinities in the physical limit $\lambda \to 0$.

We conclude that in gauge theories, power-suppressed infrared corrections may give rise to actual divergences. Let us now come to the pattern of cancellations. Just as in the massless cases, we have $\mathcal{I}^V = \mathcal{I}^R$; in fact this is a general (and by no means obvious) statement, that we discuss in appendix B. Moreover we see from eqs. (3.5), (3.7) that $V_\psi \bar{\psi} = -R_{\psi \bar{\psi}}$. This is also a general relationship that comes from the “$p+k$ theorem” discussed in appendix B. We conclude that $\Gamma^R + \Gamma^V = 0$. Just like in the massless case, we have a complete cancellation of all leading and power-suppressed terms at one loop. This cancellation is only in part related to the KLN theorem: for instance, $\epsilon^2_\psi \log^2 \epsilon$ terms are IR divergent and must cancel due to the KLN theorem, while $\epsilon^2 \log^2 \epsilon$ terms are not IR divergent and are unrelated to KLN; they cancel due to the “IR unitarity theorem” that we prove in appendix B.

All the above results can be summarized in the following rule. In QED, power-suppressed double-logarithmic corrections at one loop cancel out, if we sum over all possible cut diagrams.

Diagrammatically, this statement reads

$$\sum_{\text{all cuts}} \begin{array}{c}
\begin{array}{c}
\text{virtual} \\
\text{real}
\end{array}
\end{array} = 0$$

(3.15)

The first two cuts correspond to virtual corrections while that last two cuts to real emission. This is the conventional unitarity rule (KLN theorem) that guarantees infrared finiteness. Our computation, however, shows that this cancellation is more general, and involves power-suppressed corrections that do not diverge in the IR. This happens by virtue of a combination of the “$p+k$ theorem” and of the relationship in eq. (2.4).
Table 1. Summary of the main quantum numbers and the mass spectrum for the model given by the Lagrangian density in eqs. (4.1), (4.2), (4.3).

4 The case of spontaneously broken abelian gauge theories

In order to clarify the main features related to the cancellation of the higher twist double logs we choose the simplest (but not so simple) model able to match the main points.

Our model is based on the gauge group $U'(1) \otimes U(1)$ where an heavy $Z'$ gauge boson (related to the spontaneous breaking of $U'(1)$) is decaying into lighter particles: light $Z$ gauge bosons (due to the spontaneous breaking of $U(1)$), a light Higgs, light massive chiral fermions, both charged under the full group $U'(1) \otimes U(1)$. The Lagrangian of the model can be divided into three pieces: $\mathcal{L}_f$ describes the gauge interaction of the fermionic fields $\psi$, $\mathcal{L}_s$ describes the gauge interaction of the scalar fields $\varphi$ and $\varphi'$ plus the Higgs potentials $V(\varphi)$ and $V(\varphi')$ generating a specific spontaneous breaking pattern as a consequence of which the mass of the $Z'$ gauge boson is much higher than the mass of the $Z$ boson; finally $\mathcal{L}_m$ gives the Yukawa interactions between fermions and scalars. Finally the gauge fixing Lagrangian is discussed in appendix A.

\begin{align}
\mathcal{L}_f &= \bar{\psi} \left[ \partial_{\mu} + ig (y_L P_L + y_R P_R) Z_\mu + ig' (f_L P_L + f_R P_R) Z'_\mu \right] \gamma^\mu \psi, \tag{4.1} \\
\mathcal{L}_s &= \left| (\partial_{\mu} + ig f_\varphi Z_\mu) \varphi' \right|^2 + \left| (\partial_{\mu} + ig f_\varphi Z' + ig y_\varphi Z_\mu) \varphi \right|^2 + V(\varphi) + V(\varphi'), \tag{4.2} \\
\mathcal{L}_m &= \left( h f_{\varphi} \bar{\psi} P_L \psi + h.c. \right). \tag{4.3}
\end{align}

where $P_{R/L} = (1 \pm \gamma_5)/2$, $f_{R/L}$ ($y_{R/L}$) are the $U'(1)$ ($U(1)$) fermionic gauge charges of the right-handed fermions $\psi_R = P_R \psi$ and left-handed $\psi_L = P_L \psi$, respectively. To implement, in a natural way, the spontaneous breaking of the gauge groups $U'(1) \otimes U(1)$ the two complex Higgs fields get a vev and can be decomposed as $\varphi' = (h' + v' + i \phi')/\sqrt{2}$, with $v'$ the vev breaking $U'(1)$, and $\varphi = (h + v + i \phi)/\sqrt{2}$, with $v$ the vev for the breaking of $U(1)$. The scalar fields are charged with respect $U'(1)$ with hypercharge $f_{\varphi'}$ and $f_\varphi = f_R - f_L$ and with respect $U(1)$ with hypercharge $y_{\varphi'} = 0$ and $y_\varphi = y_R - y_L$. The hierarchy requirements of a much higher mass for the $Z'$ gauge boson over the $Z$ implies $v' \gg v$ (assuming that the gauge coupling are of the same order). We summarize in table 1 below the main quantum numbers and the mass spectrum of the various fields. Note that the gauge fields $Z$ and $Z'$ mix in a mass matrix that needs a diagonalization process describe in the appendix. The
diagonal eigenstates $M \ll Q$ result non trivial function of the vevs $v$ and $v'$, see eq. (A.5). All the Feynman rules are given in appendix A. Our computations are done in Feynman gauge. In order to shorten our notation, in virtual corrections, when we write a $Z$ internal line we mean that the contributions of the Feynman $Z$ propagator and of the Goldstone $\phi$ propagator are summed over. In the case of real $Z$ emission we use the sum over transverse and longitudinal polarizations.

In order to understand the pattern of double logs of IR origin, let us consider first the $Z'$ decay into fermion-antifermion.

Virtual corrections are affected by IR sensitive terms; the usual procedure consists in adding real $Z$ emission, i.e. summing the probabilities for $Z' \to \psi \bar{\psi}$ and $Z' \to \psi \bar{\psi}Z$, $Z$ being the light gauge boson. We can give to this observable the name $Z' \to \psi \bar{\psi}X$ where $X = \emptyset, Z$ and call it the “standard” inclusive observable. This observable corresponds to adding all possible cuts of diagram $S_1$ in figure 3. As far as leading (double) logs are concerned, this is the end of the story: this observable is free from IR divergences that would occur in the limit of vanishing $Z$ mass. However, since we are interested in mass suppressed double logs, there are other diagrams contributing to the observable we just defined and that produce this kind of terms. First, we must add the two cuts of $S_2(a)$ diagram (see eq. (D.3)) and the diagram $A_1(a)$ (see eq. (D.7)) that correspond to virtual corrections to the two body decay into fermion-antifermion. Secondly, we must also add diagram $A_1(c)$ relative to real $Z$ emission. Adding all these diagrams we have therefore:

$$Z' \to \psi \bar{\psi}X; \quad X = \emptyset, Z, h \quad \Rightarrow \quad \sum_{\text{all cuts}} S_1 + S_2(a) + A_1(a) + A_1(c) = S_2(a)$$

(4.4)

where use has been made of the “IR unitarity theorem” of appendix B, implying, in this case, $\sum_{\text{all cuts}} S_1 = A_1(a) + A_1(c) = 0$. The contribution of diagram $S_2(a)$ can be read off from eq. (D.3). We find, at order $\epsilon^2$:

$$\Gamma(Z' \to \psi \bar{\psi}X; \quad X = \emptyset, Z, h) = \Gamma_{\text{tree}} - \frac{1}{192 \pi^3} \epsilon^2 \psi F_{h \psi}^2 \left( F_{Z' L}^2 + F_{Z' R}^2 \right) QL^2$$

(4.5)

where $F_{h \psi}$ is related to the Yukawa coupling between the light Higgs and the fermion in the mass eigenstate basis while $F_{Z' L}$ and $F_{Z' R}$ refer, in the same basis, to the chirality-dependent couplings of the heavy $Z'$ gauge boson with $\psi$. Therefore, we obtain that the width for this observable features uncanceled mass suppressed double logs of IR origin ($LL_{PS}$). Since real emissions tend to cancel virtual corrections, by looking at $S_2$ we are led to enlarge the definition of the observable by including the $h$ in the final state as well: $Z' \to \psi \bar{\psi}X; \quad X = \emptyset, Z, h$. We must then add also diagram $A_1(b)$ that contributes to the same observable, and we obtain:

$$Z' \to \psi \bar{\psi}X; \quad X = \emptyset, Z, h \quad \Rightarrow \quad \sum_{\text{all cuts}} S_1 + \sum_{\text{all cuts}} S_2 + \sum_{i=a,b,c} A_1(i) = -A_1(d)$$

(4.6)

The contribution from the cut $A_1(d)$ corresponds, in our language, to $I_{Z h}^{(\psi)}$ which can be read from eq. (D.7), and obviously features uncanceled power suppressed double logs. The reason for the non-cancellation is simple: as we have seen in eq. (2.5), the sum over all
possible cuts of a given diagram gives 0; this is the “IR unitarity theorem”. However, on the right-hand side of eq. (4.6) the contribution of diagram $A_1$ is unbalanced: summing over cuts $a, b, c$ we obtain minus the contribution of cut $d$, and, therefore, a power suppressed double logarithms.

We can obtain a full cancellation by including all the cuts present in $A_1$. However, this generates new final states: in this case the $Zh$ final state of $A_1$. In turn, this entails an enlargement in the definition of the observable that forces to include an analogous cut diagram present in $A_2$. Again, in order to have full cancellation one must include all possible $A_2$ cuts and this forces to include all cut diagrams of $S_3$ in figure 3. Ultimately, all of the diagrams of figure 3 have to be included and one has to sum over all possible decay channels in order to cancel power-suppressed double logarithms of IR origin. We note that a similar observation was made in ref. [27] while discussing the possibility to limit the sum implied by the KLN theorem to the initial or final state only.

All the cancellations discussed above can be checked using the expressions collected in appendix D. We remark that the explicit expressions of $V^{(X)}_{AB}$ and $R^{X}_{AD}$ corresponding to each diagrams in figure 3 were obtained using the Ward identities discussed in appendix A.

Let us now start with another final state, namely $Zh$; in this case there are qualitative differences with respect to the previous case, as we shall see shortly. We define the “standard” inclusive observable as $Z' \rightarrow Zh X$. The soft particle $X$ can be $\emptyset, Z, h$. By looking at figure 3, we can write:

$$Z' \rightarrow Zh X; X = \emptyset, Z, h \Rightarrow S_3(a) + A_1(d) + \sum_{\text{all cuts}} A_2 = S_3(a) + A_1(d) \Rightarrow V_{Zh}^{(Z)} + V_{Zh}^{(\psi)}.$$  

(4.7)

Notice that in the definition of the “standard” inclusive observable we do not include the diagram $S_3(c)$ in figure 3 since the latter features two hard Higgs particles in the final state. Coming back to eq. (4.7), we have that the sum over all cuts of $A_2$ diagram vanishes but the contributions of $S_3(a)$ and $A_1(d)$ do not. In the notation discussed in section 2, the contribution from the cuts $S_3(a)$ and $A_1(d)$ corresponds, respectively, to $V_{Zh}^{(Z)}$ and $V_{Zh}^{(\psi)}$.

What is interesting to notice is that $S_3(a)$ gives rise to an unsuppressed $LL$ contribution:

$$S_3(a) \quad \Rightarrow \quad V_{Zh}^{(Z)} = -\frac{1}{12} F_{ZZ}^2 F_{Z'Zh}^2 \left[ 1 + O(\epsilon^2) \right],$$  

(4.8)

which can be read off from eq. (D.5). In the above expression $F_{ZZ}$ and $F_{Z'Zh}$ refer to the three-linear couplings $Z-Z-h$ and $Z'-Z-h$ in the mass eigenstate basis, see appendix A. It is rather surprising: we have here a “standard” inclusive observable in which even IR divergent leading logs are present! In order to understand this, we must recall that, because of the Ward Identities of the theory, a final state longitudinal gauge boson is equivalent to the corresponding Goldstone boson: this is the equivalence theorem [28–30]. So let’s see what happens by looking at figure 2, panel (c): a spin 0 Higgs boson transforms into a spin 1 gauge boson along the hard line, emitting a soft gauge boson. Since the spin changes, apparently this is not an eikonal contribution giving rise to double logs, as we have
Figure 3. Unitarity cuts contributing to various two-body decay channels (virtual corrections) and three body channels (real emissions). Dashed lines represent the light Higgs boson $h$ (both real and virtual, depending on the specific diagram considered). In virtual corrections, $Z$ internal lines represent the sum over the Feynman $Z$ propagator and the Goldstone $\phi$ propagator. In the case of real $Z$ emission, we sum over transverse and longitudinal polarizations. We collect all analytical expressions for the various diagrams contributing to each bubble in appendix D. As a side comment, notice that we named with $S_{i=1,2,3}$ the diagrams Symmetric under reflection over the center of each bubble, while the rest of the diagrams are named $A_{i=1,2}$. 
discussed in section 3.1. This is true for transverse polarizations. However, because of the equivalence theorem, longitudinal $Z$s are equivalent to spin 0 Goldstone bosons, and the spin is unchanged along the hard line, giving rise to eikonal-type double logs. Mechanisms of this type are present both in real and virtual contributions present in the $S_3$ bubble: one has to sum over all possible cuts in order to have an infrared-free result. Then a domino effect similar to the one explained in the $\psi\bar{\psi}$ case starts: because of the presence of diagram $A_1(d)$ one has to include all of the cuts of $A_1$. The observable is then enlarged to include fermions final states and this leads to include all $S_2$ cuts. Ultimately, all available cuts have to be included.

To sum up, we can represent this situation in the schematic summarized in figure 4. The central line in this graph is given by the various possible decay channels, and on the top of them there are the various diagrams that contribute (see also figure 3): for instance $A_1, A_2$ and $S_3$ all contribute to $Z' \to Zh$. The colored lines connect decay channels that share at least one graph: for instance $Z' \to Zh$ and $Z' \to Zhh$ are connected because $S_3$ contributes to both. This graph makes it clear that all channels are interconnected and to have full cancellation all of them have to be considered. We may summarize the situation in this way:

In order to cancel leading ($LL$) and subleading ($LL_{PS}$) double logs of IR origin, one must define an observable that includes all possible final states.
Discussion: degeneracy and cancellation of infrared double logarithms

When calculating observables in a given theory, singularities may arise that are not related to the UV behaviour and are instead of IR origin and are related to the presence of massless particles in the spectrum. This, in turn, entails the existence of degenerate states. For instance, the states with an electron and an arbitrary number of soft photons are degenerate in energy with the single electron state, in the limit of vanishing photon energies; this singularity is related to the masslessness of the photon. Additionally, a massless quark accompanied by an arbitrary number of collinear gluons is degenerate with a single quark state even if the gluons energies are not vanishing. In the latter case one speaks about “collinear” divergencies; we treat them together with the properly ‘infrared’ divergencies related with vanishing photon (or gluon) energy and collectively call them infrared divergencies.

The KNL theorem discussed first in refs. [25, 26] is the keystone of the cancellation of potential infrared singularities mentioned above (see also [31]). The essence of this theorem relies on very general grounds: perturbation theory with degenerate states, unitarity of the theory. The theorem states that the transition amplitude squared is finite once we sum over initial and final degenerate states

\[ |S|^2 = \sum_{\phi_i, \phi_f \in \mathcal{D}(E)} |\langle \phi_f | S | \phi_i \rangle|^2 < \infty \] (5.1)

where \( \phi_i \) and \( \phi_f \) are initial and final states (eigenstates of the free Hamiltonian), and the ensemble \( \mathcal{D}(E) \) is given by all the states degenerate in energy in a \( \Delta > 0 \) range, i.e. \( |E_{i/f} - E| < \Delta \). The demonstration is done in perturbation theory using the interaction picture and relies on the use of old fashioned time-ordered perturbation theory with a generic Hamiltonian \( H = H_0 + V \) (with \( H_0 \) the free Hamiltonian and \( V \) the interaction perturbation) [31]. At first order in perturbation theory, such divergences manifest themselves through the presence of single and double logs whose argument is a ratio of scales, the heavy hard scale of the process \( Q \) and a light cut off scale \( m \): \( \log^2 (Q^2/m^2) \), with \( n = 1, 2 \). The scale \( m \) might be a cutoff scale introduced to give meaning to divergent integrals: this is the case of a fictitious mass for the photon in QED. In other cases, in presence of light massive particles with physical mass \( m \ll Q \), the cut off is provided by the mass \( m \) itself, so that the truly IR divergences become a “would be” IR divergences whose phenomenological importance can be relevant [3–11]. In general, a double averaging, over the initial states \( \phi_i \) and the final state \( \phi_f \) is necessary for the complete IR safeness of the S matrix (see the comments in [32–37] for the initial coherent state structure suggested by the KLN theorem). In this paper, however, we concentrate uniquely on the final state sum, analysing processes that do not need the initial averaging sum. For this purpose, we consider an initial state given by a neutral heavy particle \( \Phi \) (in this case the hard scale \( Q \) is given by the heavy mass of \( \Phi \)) that decays in all possible allowed light states. On top of the leading IR divergences, \( LL \equiv \log^2(Q^2/m^2) \) there are also similar corrections that give Power Suppressed infrared divergences of the form \( LL_{PS} \equiv (m^2/Q^2) \log^2(Q^2/m^2) \), that also come from the presence of almost degenerate particles in the spectrum. Notice that the leading double log terms
come from states that are both infrared and collinear, each type of singularity giving rise to a logarithm. The $LL_{PS}$ need not be true divergences when we take the limit $m \to 0$ but there are cases where the different mass composition of the light particles allows IR contribution of the form $(m_1^2/Q^2) \log^2(Q^2/m_2^2)$ where $m_1 \neq m_2$ and the limit $m_2 \to 0$ generates a true divergence.

The most general structure of the degenerate ensemble $\mathcal{D}(E)$, related to a process initiated by a neutral heavy particle $\Phi$ that decays in all possible allowed light states, can be summarized as follows:

$$\sum_{\text{Final states } \phi_f \text{ with } |E_f - E| < \Delta} \sum_{\text{Kin}} \sum_{\text{Quantum Numbers}} \sum_{\text{Channels}} |\langle \phi_f | S | \Phi \rangle|^2.$$  \hspace{1cm} (5.2)

We now give a description of the final states involved in the sum in eq. (5.2). First, we have two body final states that we denote by $\langle \bar{p}p |$ where $p$ is a generic particle. These two body channel define the energy $E$ appearing in $\mathcal{D}(E)$ ensemble that contains all the states degenerate in Energy with the two hard final partons; namely, $E = Q$ where $Q$ is the $\Phi$ mass. One loop corrections to the two body decay are included. Then we have three body states, summed over three conceptually different substates: kinematically degenerate states, quantum number degenerate states and all possible different channels. The first sum in eq. (5.2) is related to kinematical degeneracy: a hard particle state $A$ with three momentum $p + k$ is degenerate with the state formed by two particles $B, X$ with momenta $p$ and $k$ only when one of the two particles has vanishing energy and/or the two particles are collinear. To be more definite, we denote as $|A(p + k)B(p), X(k)\rangle$ such a state, where the first two states $p, A, B$ are hard partons while the third is soft (infrared+collinear) (see also figure 2). Note that the ordering of the three body states is important: for example $|\bar{q}q, Z\rangle$ and $|\bar{q}Z, q\rangle$ provide two different configurations where the hard states are the first two particles while the third one is the IR/collinear one. We think of $k$ as a discrete variable over which we sum; the continuum limit can be performed as a final step. This sum is related to infrared and collinear singularities (generally called as IR) that show up as double logs both leading, $LL \sim \log^2(Q^2/m^2)$, and power suppressed, $LL_{PS} \sim (m^2/Q^2) \log^2(Q^2/m^2)$. We give now an example where the kinematical sum is sufficient to eliminate the infrared singularities, by considering in QED the decay into charged particles $p$ that interact with massless photons $\gamma$:

$$\text{Kinematical Sum : } \sum_k |\langle \bar{q}q, \gamma(k) | S | \Phi \rangle|^2 \to LL + LL_{PS},$$  \hspace{1cm} (5.3)

In eq. (5.3) $NLL$ stands for next to leading log, meaning either a single log or no log at all. Indeed in QED, as we have seen in section 3.2, including final (soft) photons is necessary and sufficient in order to obtain an observable free from double logs.

The next sum appearing in eq. (5.2) is over quantum numbers. This is the case in the SM for color quantum numbers for instance, or isospin. Collectively indicating with $\alpha$ the
hard particles quantum numbers and with $a$ the gauge bosons quantum numbers, we have:

$$
\begin{align*}
\text{Quantum Numbers Sum :} & \quad \left\{ \begin{array}{c}
|\langle \bar{q} \alpha | S | \Phi \rangle|^2 \rightarrow LL + LL_{PS} \\
|\langle \bar{q} \alpha q_\beta | S | \Phi \rangle|^2 + \sum_{k,a} |\langle \bar{q} \alpha q_\beta | S | \Phi \rangle|^2 \rightarrow LL + LL_{PS}, \\
\sum_{\alpha,\beta} |\langle \bar{q} \alpha q_\beta | S | \Phi \rangle|^2 + \sum_{k,a,\alpha,\beta} |\langle \bar{q} \alpha q_\beta | S | \Phi \rangle|^2 \rightarrow NLL,
\end{array} \right. \\
\text{Channel sum :} & \quad \left\{ \begin{array}{c}
\sum_{X=Z,h} \sum_k |\langle X \bar{q} q_k | S | Z' \rangle|^2 \rightarrow LL + LL_{PS} \\
\sum_{X=Z,h} \sum_k \left( |\langle X \bar{q} q_k | S | \Phi \rangle|^2 + |\langle X q \bar{q}(k) | S | \Phi \rangle|^2 \right) \rightarrow LL_{PS} \\
|\langle Z h | S | Z' \rangle|^2 \rightarrow LL + LL_{PS} \\
\sum_k |\langle Z h, h(k) | S | \Phi \rangle|^2 \rightarrow LL_{PS} \\
\sum_k \left( |\langle Z Z, Z(k) | S | \Phi \rangle|^2 + |\langle h h, Z(k) | S | \Phi \rangle|^2 \right) \rightarrow LL + LL_{PS}
\end{array} \right. \\
\end{align*}
$$

(5.4)

Here, to cancel all the $LL$ logs, we need to sum over all the colours of the quarks and over the emission of IR gluons of all possible colours (note that, at single IR log level, there are non cancelling power suppressed IR divergences in QCD [38–44]). Without this sum the decay process is IR divergent [45, 46]. The necessity of summing over final particels’ quantum numbers is related to the fact that states in the same kinematical configuration but with different quantum numbers are of course degenerate, and therefore belong to the same set $D(E)$ appearing in eq. (5.1). A similar effects is present also for $SU(2)_L$ multiples with the Isospin sum. The difference is that the gauge group is spontaneously broken and the gauge mediators are massive (see [3–11]). Notice that summing over isospin quantum numbers entails summing over particles of different nature connected by isospin, like electron and neutrino for instance (see [47, 48] for the relevance of the above effects in a cosmological setting).

Finally the Channels sum is the new feature that we want to discuss in this paper. The example that we give corresponds to the description of the toy model of section 4, a spontaneously broken $U(1)$ model. At tree level, the heavy $Z'$ can decay into two light states: a fermion-antifermion state ($Z' \rightarrow q \bar{q}$) and a light $Z$ gauge boson-light higgs state ($Z' \rightarrow Z h$). We assume also that the fermion $q$ interact with the previous gauge boson. Then we have the following set of possible, degenerate in energy, final states.

$$
\begin{align*}
\sum_{X=Z,h} \sum_k |\langle X \bar{q} q_k | S | Z' \rangle|^2 \rightarrow LL + LL_{PS} \\
\sum_{X=Z,h} \sum_k \left( |\langle X \bar{q} q_k | S | \Phi \rangle|^2 + |\langle X q \bar{q}(k) | S | \Phi \rangle|^2 \right) \rightarrow LL_{PS} \\
|\langle Z h | S | Z' \rangle|^2 \rightarrow LL + LL_{PS} \\
\sum_k |\langle Z h, h(k) | S | \Phi \rangle|^2 \rightarrow LL_{PS} \\
\sum_k \left( |\langle Z Z, Z(k) | S | \Phi \rangle|^2 + |\langle h h, Z(k) | S | \Phi \rangle|^2 \right) \rightarrow LL + LL_{PS}
\end{align*}
$$

(5.5)

Note that the $|\bar{q} q\rangle$ state contains the virtual ($t$-channel) $Z$-$h$ corrections.

The cancellation of the leading $LL$ IR divergences for “anomalous” channel $Z' \rightarrow Z h$ requires the introduction of the three body decays $Z' \rightarrow hh$, $Z(soft)$ and $Z' \rightarrow ZZ$, $Z(soft)$ where we see a change for the hard state from $Zh$ to $hh$ and $ZZ$. This can be understood
in terms of what we have described in section 4: the longitudinal component of a Z is in reality a Goldstone boson \( \phi \). This phenomenon was already discovered in [10] where the resummation of the initial state emission from boson gauge fusion were performed. As we have noticed in section 4, when we look carefully to the \( Z' \rightarrow Zh \) decay process we discover that the leading logs come from the process \( Z' \rightarrow \phi h \) where the longitudinal part of the Z gauge boson is playing the leading role. The interaction in between the light scalar sector is “non diagonal” in the sense that the eikonal interaction induced by a Z-soft emission mixes different hypercharge states in the scalar \( \phi-h \) system: \( (\phi \partial_\mu h - h \partial_\mu \phi) Z^\mu \). The emission of a soft Z is flipping a goldstone \( \phi \) into an higgs \( h \) or viceversa. The KLN cancellation for this channel is then explicable with the “Quantum Number Sum” in the sense that substituting \( Zh \rightarrow \phi h \) and applying the sum over the \( \phi-h \) quantum numbers, we automatically get

\[
| \langle \phi h | S | \Phi \rangle |^2 + \sum_k \left( | \langle hh, Z(k) | S | \Phi \rangle |^2 + | \langle \phi \phi, Z(k) | S | \Phi \rangle |^2 \right) \rightarrow LL_{PS} \quad (5.6)
\]

that translated into the physical massive gauge boson (\( \phi \rightarrow Z \)) becomes

\[
| \langle Zh | S | \Phi \rangle |^2 + \sum_k \left( | \langle hh, Z(k) | S | \Phi \rangle |^2 + | \langle ZZ, Z(k) | S | \Phi \rangle |^2 \right) \rightarrow LL_{PS}. \quad (5.7)
\]

With the emission of a soft transverse Z gauge boson we generate the LL corrections and, as well known, the only change in the final state induced by such a process is a quantum number change (eikonal emission is blind for what concern the spin of the hard emitting state). Once we average over the appropriate quantum numbers, LL corrections are cancelled. Then it remains the sum over all the other possible decay channels that cancel the higher twist double log corrections. The above sum include hard states of different spin (here fermion and bosons) and it is because of this feature that we named the sum as “channel sum”. The two particle hard state that contains the double logs (here \( |q \bar{q} \rangle \) and \( |ZH \rangle \)) define the Leading IR subsystem of \( D(E) \) that we call \( D(E)_{LL} \) composed by the hard state \( |q \bar{q} \rangle \) plus \( |ZH \rangle \) containing a soft Z/h boson (or \( |Zh \rangle \) plus \( |h h, Z \rangle \) and \( |ZZ, Z \rangle \) containing a soft Z boson). Note that in this case the hard states retain their intrinsic spin structure (the real amplitudes for \( |Zh \rangle \) are \( |\phi h \rangle \) plus \( |h h, Z \rangle \) and \( |\phi \phi \), \( \phi \phi Z \rangle \) containing a soft Z boson) (for non abelian interactions the hard states can change colour/isospin). The rest of the degenerate states allowed by the interactions will belong to the remaining subset of \( D(E) \) that we call \( D(E)_{LL_{PS}} \). Such a subset \( D(E)_{LL_{PS}} \) (in our simplified case consist of the states \( |Zq, \bar{q} \rangle \), \( |Z \bar{q}, q \rangle \) and \( |Zh, h \rangle \)) contains as hard particles both bosons and also mixed spin states, boson plus fermions, and it’s the ensemble needed to cancel the higher twist double logs. Very schematically we can write the following decomposition

\[
D(E) = D(E)_{LL_{PS}} \cup D(E)_{LL}
\]

where

\[
D(E)_{LL} = \{ |q \bar{q} \rangle + |q \bar{q}, Z \rangle + |q \bar{q}, h \rangle \} + \{ |ZH \rangle + |h h, Z \rangle + |ZZ, Z \rangle \}
\]

\[
D(E)_{LL_{PS}} = \{ |Zq, \bar{q} \rangle + |Z \bar{q}, q \rangle + |Zh, h \rangle \} \quad (5.8)
\]
where the sum over each single ensemble at the level of amplitude squared generate the following pattern of double logs cancellations

No average: \[ |S|^2 \to \alpha \log^2 Q^2 + \frac{m^2}{Q^2} \log^2 Q^2 \] (5.9)

Average over \( \mathcal{D}(E)_{LL} \): \[ \sum_{\mathcal{D}(E)_{LL}} |S|^2 \to \alpha + \frac{m^2}{Q^2} \log^2 Q^2 \] (5.10)

Average over \( \mathcal{D}(E)_{LL} \mathcal{D}(E)_{LLPS} \): \[ \sum_{\mathcal{D}(E)_{LL} + \mathcal{D}(E)_{LLPS}} |S|^2 \to \alpha \] (5.11)

To be crystal-clear, let us stress that eqs. (5.9)–(5.11) are valid up to NLL terms which are set to zero here for ease of reading. Furthermore, \( \alpha \) is a shorthand notation that replaces a one-loop suppression factor of the kind \( g^2/4\pi^2 \) with the appropriate coupling \( g = g, g', \ldots \) that depends on the specific interaction involved.

6 Conclusions

In this paper we have considered corrections of infrared origin in a spontaneously broken \( U'(1) \otimes U(1) \) gauge theory. The model we have chosen includes a heavy \( Z' \) with mass \( Q \) and a spectrum of light particles \( i \) with mass \( m_i = \epsilon_i Q, \epsilon_i \ll 1 \). We have calculated one loop virtual corrections that scale like

\[ \frac{1}{(Q^2)^k} \log^2 Q^2, \quad k = 0,1,\ldots \] (6.1)

along with the relevant real emission counterparts. The terms with \( k = 0 \) are the leading contributions, while \( k \geq 1 \) corresponds to the power suppressed terms we focus our interest in; our calculations are exact, meaning that they include contributions for all values of \( k \).

The main result of our work is the following. Consider the decay of the heavy particle in a given channel, for instance \( Z' \to f \bar{f} \); this observable features corrections of infrared origin of the type discussed above. In the standard treatment, one deals with such infrared corrections by defining an inclusive observable obtained by adding the emission of a light particle \( X \). However this standard treatment fails in our case, since \( \Gamma(Z' \to f \bar{f}) + \sum_X \Gamma(Z' \to f \bar{f}X) \) still features uncancelled double logs of infrared origin. Our detailed analysis then shows that the only way of cancelling all leading and power suppressed terms is to include all possible decay channels, and this must include channels very different from the starting one like \( Z' \to Zh \), \( Z \) being the light \( U(1) \) gauge boson and \( h \) the light Higgs boson.

The necessity of summing over channel with very different experimental signatures and particles of different spin, is not always at work in our Model. In appendix A we discuss the specific cases in which this IR phenomenon is at work. Specifically, all the following requirements are necessary, at the same time (see table 2):

- \( \epsilon_\psi \neq 0 \), massive fermions. If this condition is not met, Higgs and goldstone fields do not interact with massless fermions.
• \( y_\phi = y_R - y_L \neq 0 \), chiral fermions under \( U(1) \) gauge group. If this condition is not met, there are no couplings \( Z' Zh \) and \( ZZh \) with transverse gauge bosons.

• \( f_\phi = f_R - f_L \neq 0 \), chiral fermions under \( U'(1) \) gauge group. If this condition is not met, the decay channel \( Z' \rightarrow Zh \) is zero so the heavy \( Z' \) can decay only in light fermions.

In the absence of only one of the above features the “standard” KLN cancellation mechanism works also for \( LL_{PS} \) corrections. In the SM we can get a sort of parallelism with our toy model as soon as: the physical \( Z \) gauge boson can simulate our hypothetical \( Z' \) (and in this case \( U'(1) \) is generated by the combination \( T_3 - s_W^2 Q \) of weak isospin and the charge operators), the photon \( \gamma \) can simulate our hypothetical \( Z \) (\( U(1) \) in this case is generated by the charge operator \( Q \)) and the fermion sector is given by the massive electron field. As you see, in SM we miss only the last requirement necessary to have the full exploitation of the KNL theorem: \( U(1) \) electric gauge group is vector-like. So, the only possible phenomenological models where the above three requirements can be present is in a new physical scenario where an extra heavy \( Z' \) gauge boson can be produced at future colliders.

Several technical results have been achieved as a byproduct of the calculations performed here. In first place, we give an expression for the scalar function \( C_0 \), which is relevant for one loop calculations in any theory. This expression holds at the double-logarithmic level and is valid for power suppressed terms at all orders. Secondly, we give a recipe for calculating power suppressed terms in any theory, by defining suitable substitutions that isolate such terms. Thirdly, we demonstrate a theorem, that we call the “IR unitarity theorem” that states that, by summing over all cuts of a given self-energy diagram, all double-logarithmic contributions exactly cancel. The surprising feature is that this is true not only for terms that are IR divergent when a mass \( \lambda \) goes to zero and a mass \( m \) is kept finite, like \((m^2/Q^2) \log^2(Q^2/\lambda^2)\), but also for IR finite terms like \((\lambda^2/Q^2) \log^2(Q^2/\lambda^2)\). Our results rely on the fact that the relevant integrals in the case of virtual and real corrections are equal i.e. \( I^V = I^R \). We calculated \( I^V \) exactly, while we were unable to prove this identity for generic masses; however there are a number of subcases in which we can calculate \( I^R \) and we give general arguments in favor of this identity (see the end of appendix C). Finally, we derive the Ward identities for the theory after mixing is taken into account, i.e. in the mass eigenstate basis.
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A Mass spectrum, Ward Identities and Feynman rules

The Lagrangian (4.2) in the scalar sector can be written in a matricial formality which is useful to derive the Ward Identities of the theory. For this purpose, we collect the two gauge fields \( Z^\mu, Z'^\mu \) in one doublet \( Z^T \equiv (Z, Z') \) and we do the same for the scalars \( \varphi^T = (\varphi, \varphi') \). The hypercharge operators become the \( 2 \times 2 \) diagonal matrices \( Y = \text{diag}(y_\varphi, y_{\varphi'}) = 0 \) and \( F = \text{diag}(f_\varphi, f_{\varphi'}) \). Additionally we have \( \varphi = \langle \varphi \rangle + h + i \phi / \sqrt{2} \). Then:

\[
L_s = (D_\mu \varphi)^\dagger (D_\mu \varphi) \quad D_\mu \equiv \partial_\mu + i g Z_\mu Y + i g' Z'_\mu F.
\] (A.1)

The gauge fixing Lagrangian is tailored to cancel the \( \varphi - Z \) mixing terms, which are given by

\[
|\partial_\mu + i g Z_\mu Y + i g' Z'_\mu F| \varphi|^2 \rightarrow \frac{1}{2} \langle \varphi \rangle^\dagger (i g Z_\mu Y + i g' Z'_\mu F) \partial_\mu \phi + \text{h.c.} \quad (A.2)
\]

and are canceled by

\[
L_{gf} = \frac{1}{2} |\partial_\mu Z_\mu - g \langle \varphi \rangle^\dagger Y \phi|^2 + \frac{1}{2} |\partial_\mu Z'_\mu - g' \langle \varphi \rangle^\dagger F \phi|^2 = \frac{1}{2} |\partial_\mu Z_\mu - W \phi|^2 \quad (A.3)
\]

having introduced the matrix

\[
W = \begin{pmatrix} g \langle \varphi \rangle^\dagger Y \\ g' \langle \varphi \rangle^\dagger F \end{pmatrix} = \begin{pmatrix} g v y_\varphi & 0 \\ g' v f_{\varphi'} & g f_{\varphi} \end{pmatrix}.
\] (A.4)

From eq. (A.1) it is straightforward to obtain that the mass terms for gauge bosons are given by \( Z^T WW^T Z \) while eq. (A.3) generates a term \( \varphi^T W^T W \varphi \). Since the mass matrix in the \( Z-Z' \) sector \( WW^T \) and the mass matrix in the \( \varphi-\varphi' \) sector \( W^T W \) have same trace and same determinant, the eigenvalues i.e. the physical masses are the same, and they are given by

\[
M^2/Q^2 = \frac{1}{2} \left\{ g'^2 \left( v^2 f_{\varphi}^2 + v'^2 f_{\varphi'}^2 \right) + g^2 v^2 y_\varphi^2 \right. \\
\left. \mp \sqrt{g'^2 \left( v^2 f_{\varphi}^2 + v'^2 f_{\varphi'}^2 \right) + g^2 v^2 y_\varphi^2}^2 - 4 g^2 v^2 v'^2 g'^2 y_{\varphi'}^2 f_{\varphi'}^2 \right\}. \quad (A.5)
\]

Remember that we are working in the hierarchical regime \( Q \gg M \) obtained in the limit \( g' f_{\varphi'} v' \gg g y_\varphi v \). Let us now come to the Ward Identities, which can be read off directly from the gauge fixing term (A.3). When the operator \( \partial_\mu Z_\mu - W \phi \) is applied to a given Green function, the result is 0; this relates Green functions with an external gauge boson and an arbitrary number of remaining external legs to Green functions with Goldston bosons and the same remaining external legs. This holds in the gauge basis, what happens in the mass eigenstate basis? Let us first notice that any (real) matrix can be asymmetrically diagonalized with two unitary matrices \( U_Z, U_\varphi \) in the following way:

\[
D = U_Z^T W U_\varphi \quad (A.6)
\]
where $D$ is a diagonal matrix. Let us now show that $U_Z$ and $U_\varphi$ are precisely the unitary matrices that diagonalize the mass matrices through the transformations $Z = U_Z Z_m$, $\varphi = U_\varphi \varphi_m$. Indeed, using eq. (A.6) we have:

$$Z^T W W^T Z = Z_m^T U_Z^T W U_Z (U_Z^T W U_\varphi)^T Z_m = Z_m^T D^2 Z_m; \quad \varphi^T W^T W \varphi = \varphi_m^T D^2 \varphi_m$$

(A.7)

The diagonalisation procedure allows to write the unitary matrices in the following form:

$$U_Z = \exp[i \theta \sigma_2], \quad \tan(2\theta) = \frac{2 g g' f_\phi y_\phi v^2}{g'^2 (v^2 f_\phi^2 + v'^2 f_{\phi'}^2) - g^2 v^2 y_\phi^2}$$

(A.8)

$$U_\varphi = \exp[i \beta \sigma_2], \quad \tan(2\beta) = \frac{2 g'^2 f_\phi f_{\phi'} v v'}{g'^2 f_{\phi'}^2 v'^2 - (g^2 y_\phi^2 + g'^2 f_{\phi'}^2) v^2}$$

(A.9)

The Ward Identities (WI) in the mass eigenstates base are now easily written by using eq. (A.6)

$$\partial_\mu Z^\mu = W \varphi \quad \Rightarrow \quad \partial_\mu Z^\mu = D \varphi_m, \quad D = \text{diag}(M, Q).$$

(A.10)

Therefore WI acquire, in the mass eigenstates base, a very simple form, as follows. Take an amplitude with an external light gauge boson ($Z_m$) and make the substitution $\epsilon_\mu(k) \rightarrow ik_\mu/M$; this amplitude is equal to the one obtained by substituting the light gauge boson with the corresponding light Goldstone $\varphi_m$. The same holds for heavy states with $M \rightarrow Q$.

**Note that from now on we drop the index $m$ in $Z_m, \varphi_m$ so in our graphs and Feynman rules by $Z$ we mean the light gauge boson mass eigenstate, and so on.**

We define the dimensionless parameter $\epsilon \equiv M/Q \ll 1$, and we use it as an expansion parameter. For instance, we find (notice that such expansion holds only for $y_\phi \neq 0$)

$$\cos \theta = 1 - \frac{g'^2 f_{\phi'}^2 \epsilon^4}{2 g^2 y_\phi^2} + O(\epsilon^4), \quad \sin \theta = -\frac{g g' f_\phi \epsilon^2}{g y_\phi} + O(\epsilon^4),$$

(A.11)

$$\cos \beta = 1 - \frac{g'^2 f_{\phi'}^2 \epsilon^2}{2 g^2 y_{\phi'}^2} + O(\epsilon^4), \quad \sin \beta = -\frac{g' f_{\phi'} \epsilon}{g y_{\phi'}} + +O(\epsilon^3).$$

(A.12)

As far as the masses of the goldstones are concerned, we find the exact expressions $m_\phi^2 = M^2$ and $m_{\phi'}^2 = Q^2$. We now move to consider cubic interactions in the mass eigenstates basis. We will write both the exact expressions for the interaction vertices and their expansion in $\epsilon$. The vertices listed below are only those necessary for calculating the quantities of relevance in this paper.
Gauge boson/fermion interactions.

\[
\begin{align*}
-a^\mu &\quad \frac{\bar{\psi}_b}{\gamma^\mu} \\
\quad \psi_b &\quad = \\
\end{align*}
\]

\[
\begin{align*}
-i( gy_L c_\theta + g f_L s_\theta) &\simeq -i g y_L \left( 1 - \frac{g'^2 f_L f_\phi}{g'^2 y_\theta^2} \right) \equiv -i F_{ZL} \\
\quad \{a,b\} &\equiv \{Z,L\} \\
-i( gy_R c_\theta + g f_R s_\theta) &\simeq -i g y_R \left( 1 - \frac{g'^2 f_R f_\phi}{g'^2 y_\theta^2} \right) \equiv -i F_{ZR} \\
\quad \{a,b\} &\equiv \{Z,R\} \\
-i(g' f_L c_\theta - g y_L s_\theta) &\simeq -i g' f_L \left( 1 + \frac{y_L f_\phi}{f_L y_\phi} \right) \equiv -i F_{Z'L} \\
\quad \{a,b\} &\equiv \{Z',L\} \\
-i(g' f_R c_\theta - g y_R s_\theta) &\simeq -i g' f_R \left( 1 + \frac{y_R f_\phi}{f_R y_\phi} \right) \equiv -i F_{Z'R} \\
\quad \{a,b\} &\equiv \{Z',R\} \\
\end{align*}
\]

(A.13)

Scalar/fermion interactions.

\[
\begin{align*}
\frac{s}{\bar{\psi}} &\quad = \\
\quad \psi &\quad = \\
\end{align*}
\]

\[
\begin{align*}
-i h_f / \sqrt{2} &\equiv -i F_{h\psi} \quad s = h \\
-h_c c_\beta \gamma^5 / \sqrt{2} &\simeq - \frac{h_c}{\sqrt{2}} \left( 1 - \frac{g'^2 f_\phi^2 c_\beta^2}{g'^2 y_\phi^2} \right) \gamma^5 \equiv F_{\phi\psi} \gamma^5 \quad s = \phi \\
\end{align*}
\]

(A.14)

Gauge boson/scalar interactions.

\[
\begin{align*}
\bar{a}_a &\quad = \quad (p_h + p_\phi)^a \\
\quad \phi &\quad = \\
\end{align*}
\]

\[
\begin{align*}
-(g' f_\phi s_\theta c_\beta + g y_\phi c_\theta c_\beta) &\equiv - g y_\phi \left( 1 - \frac{3 g'^2 f_\phi^2 c_\beta^2}{2 g'^2 y_\phi^2} \right) \equiv F_{zh\phi} \\
\quad a = Z \\
-(g' f_\phi c_\theta c_\beta - g y_\phi s_\theta c_\beta) &\equiv - f_\phi g' \left( 1 + \left( 1 - \frac{g'^2 f_\phi^2}{2 g'^2 y_\phi^2} \right) c_\beta^2 \right) \equiv F_{zh\phi} \\
\quad a = Z' \\
\end{align*}
\]

(A.15)

\[
\begin{align*}
\bar{h} &\quad = \\
\quad Z' &\quad = \\
\end{align*}
\]

\[
\begin{align*}
2 i v (g' f_\phi s_\theta + g y_\phi c_\theta)^2 &\simeq 2 i g y_\phi M \left( 1 - \frac{3 g'^2 f_\phi^2 c_\beta^2}{2 g'^2 y_\phi^2} \right) \equiv i M F_{ZZh} \\
\quad a = Z \\
2 i v \left[ \left( g'^2 f_\phi^2 - g^2 y_\phi^2 \right) s_\theta c_\theta + g' f_\phi y_\phi \left( c_\theta^2 - s_\theta^2 \right) \right] &\simeq 2 i g y_\phi M \left[ 1 + \left( 1 - \frac{g'^2 f_\phi^2}{2 g'^2 y_\phi^2} \right) c_\beta^2 \right] \equiv i M F_{Z'Zh} \\
\quad a = Z' \\
\end{align*}
\]

(A.16)
Scalar interactions.

\[ h \quad s_3 \]

\[ s_2 \]

\[ -6i \lambda v \simeq -\frac{3i g m^2_{\psi}}{M} \left( 1 - \frac{g'^2 f^2 v^2}{2g'^2} \right) \equiv -\frac{i m^2_{\psi}}{M} F_{h\bar{h}} \quad \{s_2, s_3\} = \{h, h\} \]

\[ -2i \lambda v c_\beta \simeq -\frac{ig m^2_{\psi}}{M} \left( 1 - \frac{3g'^2 f^2 v^2}{2g'^2} \right) \equiv -\frac{i m^2_{\psi}}{M} F_{h\phi} \quad \{s_2, s_3\} = \{\phi, \phi\} \]

(A.17)

Because of the WI, not all the vertices listed above are independent. Indeed, we find the following relationships:

\[ \frac{m^2_{\psi}}{M} (F_{ZL} - F_{ZR}) = F_{\psi\psi}, \quad F_{Z'Zh} = 2 F_{Z'h}, \quad F_{Zzh} = 2 F_{Z'h} = 2 F_{h\phi} \]

(A.18)

so that one can express all observables in terms of vertices involving gauge bosons: all vertices involving Goldstones in place of gauge bosons can be derived from the former. One can check the validity of identities (A.18) by using the following equations obtained using (A.6):

\[ g y_{\phi} s_\theta - g' f_{\phi} c_\theta = \frac{Q}{v} s_\beta, \quad g y_{\phi} c_\theta + g' f_{\phi} s_\theta = \frac{M}{v} c_\beta \to t g_\beta = \frac{g y_{\phi} t g_\theta - g' f_{\phi}}{g y_{\phi} + g' f_{\phi} t g_\theta} \]

(A.19)

Some limits deserve some care (in table 2 we report our findings in a compact form):

- \( y_{\phi} = 0 \): the \( Z \) gauge boson is massless \( M = 0 \), fermions are \( U(1) \) vector like \( y_L = y_R \), and the mixing angles for the gauge and goldstone bosons are: \( c_\theta = 1, c_\beta = \frac{f_0' v'}{\sqrt{f_0^2 v^2 + f_0'^2 v'^2}} \). In this limit there are no couplings with transverse gauge bosons \( (Z' Z h \text{ and } Z Zh \text{ are null}) \) while the coupling with goldstone mode \( Z' \phi h, \phi' \phi h, \phi \phi h \) are non zero. We also have that the \( F_{ZR} = F_{ZL} \) and this implies that the \( A_1 \) diagram is zero.

- \( f_{\phi} = 0 \): both gauge and goldstone bosons mass matrices are diagonals \( (c_\theta = 1 \text{ and } c_\beta = 1) \) with eigenstates \( M = g y_{\phi} v \) and \( Q = g' f_{\phi} v' \). Fermions are \( U'(1) \) vector like \( f_L = f_R \). In this case the decay channel \( Z' \to Z h \) is zero so the heavy \( Z' \) can decay only in light fermions. The \( A_1 \) diagram is zero.

- Massless fermions \( \epsilon_{\psi} = 0 \): Higgs and goldstone fields do not interact anymore with fermions. The \( S_2 \) and \( A_1 \) diagrams are clearly zero.

- Massless higgs \( \epsilon_{h} = 0 \): Only the diagram \( A_2 \) is zero being proportional to the coupling \( \lambda \propto m_h \to 0 \).

- Zero vev \( v = 0 \): This limits implies that all the light spectrum is massless \( (m_h = m_{\psi} = M = 0) \). All power suppressed corrections are going to zero and only the leading log corrections, proportional to the Sudakov double logs, remains. In \( S_1 \) we have the Sudakov of the fermion decay channel while in \( S_3 \) we have the Sudakov related to the decay \( Z' \to \phi h \) channel.
Table 2. Presence (✔) or absence (✘) of bubble diagrams for specific limits. See figure 3 for the diagrammatic definition of $S_{1,2,3}$ and $A_{1,2}$.

| Condition                                                                 | $S_1$ | $S_2$ | $S_3$ | $A_1$ | $A_2$ |
|---------------------------------------------------------------------------|-------|-------|-------|-------|-------|
| $y_{\phi} = 0, (\epsilon = 0)$                                           | ✔     | ✔     | ✔     | ✘     | ✘     |
| $f_{\phi} = 0$                                                            | ✔     | ✔     | ✘     | ✘     | ✘     |
| $\epsilon_A = 0$                                                          | ✔     | ✘     | ✔     | ✘     | ✓      |
| $\epsilon_A = 0$                                                          | ✔     | ✔     | ✔     | ✘     | ✘     |
| $v = 0, (\epsilon = \epsilon_{v,k} = 0)$                                 | ✔     | ✘     | ✔     | ✘     | ✘     |

Figure 5. Diagrammatic comparison between a one-loop two-body decay graph (on the left-side, when the dot-dashed blue cut encounters two particle lines) and a three-body decay process (on the right-side, when the dot-dashed blue cut encounters three particle lines). The indices $X$, $A$, $B$, $C$, $D$ label the particle in the corresponding leg. The flow of momenta $p_A$, $p_B$ and $k$ follows the black arrows. The virtual diagram $V_{AB}^{(X)}$ is related to the $Z' \to AB$ decay with particles $X$, $C$ and $D$ entering as internal particles in the one-loop correction. The real diagram $R_{AB}^{(X)}$ is related to the three-body decay $Z' \to ADX$ with particles $C$ and $B$ entering as internal particles.

As a final comment, let us remember that the presence of the $A_1$ bubble is the element that relate the decay rate of the $Z'$ into fermionic and purely bosonic channels (see the schematic in figure 4). The fact that the $A_1$ bubble is zero in some cases, it means that the cancellation of the $LL$ and $LL_{PS}$ corrections proceed in the usual way. From the above discussion we realize that the $A_1$ bubble is non zero only for massive fermions and both gauge groups being chirals (for example in the SM, we missed the chirality of the photon gauge couplings). The configuration with non trivial $A_1$ could be present in the presence of new physics related to an extra heavy $Z'$ gauge boson to be produced in the future colliders.

B Numerator substitutions and the “$p + k$ theorem”

In order to calculate the double log power suppressed terms we are interested in, we make a certain number of simplifications that we illustrate here. Consider diagram $V_{AB}^{(X)}$ in figure 5.

The calculation features a numerator constructed from a calculation involving the vertices (fermion loops and so on), and a denominator which is the product of three propagators

$$D_K = k^2 - m_X^2, \quad D_C = (p_A + k)^2 - m_C^2, \quad D_D = (p_B - k)^2 - m_D^2.$$  \hspace{1cm} (B.1)
Now, in the Feynman gauge (Lorentz invariant gauge) we work in, the numerator is composed by Lorentz invariant terms that do not depend on the integration variable $k$ (like $Q^2, p_A^2, \ldots$) and by terms that do depend on $k$ (like $p_A \cdot k, k^2, \ldots$). The former are directly proportional to the $C_0$ function defined in eq. (C.3). One should then perform a separate integral for the $k$-dependent terms; however such integration is not necessary. Let us consider for instance a $(p_A \cdot k)$ term. Using eq. (B.1) we can write:

$$2 (p_A \cdot k) = D_C - D_k + m_C^2 - p_A^2 - m_k^2$$

Now, the terms $D_C, D_k$ in the numerator cannot produce double logs by simple power counting: these terms cancel a propagator in the denominator and lower the degree of IR divergence so that no maximal (double log) terms can be generated.\footnote{Another way of seeing it is that these terms become proportional to a scalar two point integral, also known as $B_0$ function, that is free from double logs, see [49]} Ultimately, we can calculate the $k \cdot p_A$ term simply by making the substitution $2 (p_A \cdot k) \rightarrow m_C^2 - p_A^2 - m_k^2$, so that also this term becomes proportional to the $C_0$ function. Similar substitutions in the numerator hold for all $k$-dependent terms.

The “$p + k$ theorem” states that the algebraic manipulations done for the cut of a given bubble lead to the same result (apart from a sign) for virtual and real contributions. Using the definitions given in eqs. (2.2), (2.3) and referring to figure 1, this statement becomes

$$R^{(X)}_{AD} = R^{(X)}_{BC} = -V^{(X)}_{CD} = -V^{(X)}_{AB}.$$  

A corollary of this theorem is the IR unitarity theorem quoted in eq. (2.5) that we use throughout this paper. The theorem is connected to the fact that

i) The role of $p_B$ in the virtual cut is played by $p_B + k$ in the real cut, as is apparent from figure 5, and

ii) the same happens for four-momentum conservation.

Let us come to the demonstration. When evaluating the cuts, in both cases we have a numerator constructed involving the vertices and spinorial indeces (fermion loops and so on) and a denominator given by the propagators. Since we work in a covariant gauge, the numerator can only depend on the six independent invariants constructed with the momenta $p_A, p_B, k$. However $p_A^2 = m_A^2$ and $k^2 = M^2$ are the same in both graphs, so we are left with 4 relevant invariants. Moreover, $(p_A \cdot k)$ is handled in the same way in both graphs, so we are left with three invariants that we can choose to be $p_B^2, p_A \cdot p_B, p_B \cdot k$. Momentum conservation allows to write a linear condition between these three invariants, so only two are left: we can write the virtual numerator as $N[p_B^2, p_A \cdot p_B]$. Point i) ensures that the very same function $N$ appears in the real contribution; the numerator, once the substitution $p_B \rightarrow p_B + k$ is made, can be written as $N[(p_B + k)^2, p_A \cdot (p_B + k)]$. Here comes the only non-trivial step. For virtual contributions $p_B^2 = m_B^2$ holds; for real contributions $(p_B + k)^2$ appears instead. However we can write $(p_B + k)^2 = D_B + m_B^2$, $D_B$ being the relevant propagator dominator. Since the term in $D_B$ at the numerator cannot
produce double logs, we can make the substitution \((p_B + k)^2 \to m_B^2\). We can thus write \(N[m_B^2, p_A \cdot p_B]\) for virtuals and \(N[m_B^2, p_A \cdot (p_B + k)]\) for reals. A similar mechanism holds for the variable \(p_A \cdot p_B\). Indeed, for virtual terms momentum conservation \(Q = p_A + p_B\) implies \(2p_A \cdot p_B = Q^2 - p_A^2 - p_B^2 \to Q^2 - m_A^2 - m_B^2\) while for real terms \(Q = p_A + p_B + k\) implies \(2p_A \cdot (p_B + k) = Q^2 - p_A^2 - (p_B + k)^2 \to Q^2 - m_A^2 - m_B^2\). The final result after doing the substitutions, is \(N[m_B^2, Q^2 - m_B^2 - m_A^2]\) both for real and virtual contributions.

Some comments are in order.

- The demonstration holds for any combination of internal/external masses and for any kind of interactions since it relies solely on Lorentz invariance and momentum conservation.

- Clearly, it holds only for double-log terms, both leading and power suppressed. For instance we have \(p_B^2 = m_B^2\) for virtuals which is equivalent to \((p_A + p_B)^2 \to m_B^2\) for reals only if we neglect subleading terms.

- We have shown that \(V^{(X)}_{AB} = -R^{(X)}_{AD}\) but, by swapping \(p_A\) with \(p_B\) in the demonstration, we can show that \(V^{(X)}_{AB} = -R^{(X)}_{BC}\). And with the same line of reasoning we can also demonstrate that \(V^{(X)}_{CD} = -R^{(X)}_{BC}\). Therefore, eq. (B.3) holds.

C The “Integral theorem”

In this appendix we show that the equality reported in eq. (2.4) holds, \(\mathcal{I}_V\) and \(\mathcal{I}_R\) being defined in eq. (2.2) and eq. (2.3). Let us begin with the integral associated with virtual corrections.

C.1 Virtual corrections: the double-log structure of the scalar three-point integral \(C_0\)

In the case of virtual corrections, we start from the Lorentz-invariant two-body phase space. Consider a particle with four-momentum \(q\) and mass \(Q\) decaying into two (distinct) particles with four-momenta \(p_a\) and \(p_b\) and masses, respectively, \(m_a\) and \(m_b\). The conservation of energy and momentum is \(q = p_a + p_b\). In the rest frame of the decaying particle, the total decay rate is (an additional factor \(1/2\) is present if the final-state particles are identical)

\[
\Gamma^V = |\mathcal{M}_{q \to p_ap_b}|^2 \frac{1}{16\pi Q} \sqrt{1 - \frac{2(m_a^2 + m_b^2)}{Q^2} + \frac{(m_a^2 - m_b^2)^2}{Q^4}} \Phi_2(m_a^2, m_b^2). \tag{C.1}
\]
Consider the modulus squared of the amplitude $|\mathcal{M}_{q\to p_a p_b}|^2$. On dimensional ground, the factor $|\mathcal{M}_{q\to p_a p_b}|^2$ has mass-dimension 2. Diagrammatically, we have

The first diagram in eq. (C.2) gives the tree-level contribution to the decay rate. The second and third diagram are one-loop virtual corrections. We are interested in the double-log terms generated by the last two diagrams. To this end, it is necessary to investigate the structure of the scalar three-point integral.

We consider the scalar three-point integral defined by

\begin{equation}
\mathcal{C}_0 \left( q^2, p_a^2, p_b^2, m_A^2, m_B^2, m_k^2 \right) = q \int \frac{d^4k}{(2\pi)^4} \frac{1}{(k^2 - m_k^2 + i\epsilon) \left[(p_a + k)^2 - m_A^2 + i\epsilon\right] \left[(p_b - k)^2 - m_B^2 + i\epsilon\right]},
\end{equation}

with $q = p_a + p_b$. First, we introduce the Feynman-parameter representation and integrate over the four-momentum $k$. We find

\begin{equation}
\mathcal{C}_0 \left( q^2, p_a^2, p_b^2, m_A^2, m_B^2, m_k^2 \right) = \frac{(-i)}{(4\pi)^2} \int_0^1 dx_1 dx_2 dx_3 \delta(1-x_1-x_2-x_3) \frac{1}{g(x_1, x_2, x_3) - q^2 x_2 x_3},
\end{equation}

where $g(x_1, x_2, x_3) = m_k^2 x_1 + m_A^2 x_2 + m_B^2 x_3 - p_a^2 x_1 x_2 - p_b^2 x_1 x_3 - i\epsilon$.

We are interested in the high-energy limit $q^2 \gg p_a^2, p_b^2, m_A^2, m_B^2, m_k^2$ of eq. (C.4) and, in particular, our aim is to isolate the double-log terms. To this end, we introduce the Mellin

---

We stick to the case of $d = 4$ space-time dimensions since our attention is focused on the IR structure of the integral rather than on its ultraviolet behavior. Notice also that in some cases an overall constant $i/16\pi^2$ is factored out of the integral measure to simplify the output. For instance, our $\mathcal{C}_0$ is related to the scalar three-point integral $\mathcal{I}_3$ defined in ref. [50] by $\mathcal{C}_0 = (i/16\pi^2) \mathcal{I}_3$. 

---
transform of the scalar three-point integral. We follow the method outlined in ref. [51] that we generalize to include power-suppressed double-log corrections (at all orders).

Before proceeding, let us give few standard definitions. If the function $f(r)$ fulfills certain integrability conditions, the Mellin transform of $f(r)$ is defined by

$$M[f(r), \xi] = \int_0^\infty r^{\xi-1} f(r) dr,$$

and it converges absolutely and is holomorphic in a vertical strip $\alpha < \text{Re}(\xi) < \beta$. The exact values of $\alpha$ and $\beta$ depend on the function $f(r)$. The Mellin transform can be continued analytically on the entire complex $\xi$-plane; its analytical continuation contains poles in the two complex half-planes with $\text{Re}(\xi) \geq \beta$ and $\text{Re}(\xi) \leq \alpha$. The inverse transform is

$$f(r) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} r^{-\xi} M[f(r), \xi] d\xi,$$

where the integral is a line integral taken over a vertical line in the complex plane whose real part $c$ is arbitrary as long as $\alpha < c < \beta$. To compute the integral, as illustrated in the picture above, we close the integration contour in the right-hand complex half-plane and apply the theorem of residues so that the poles with $\text{Re}(\xi) > \beta$ will reconstruct the function $f(r)$ (assuming we drop the contribution from the arch at infinity). The utility of the Mellin transform can be illustrated with the help of the following example. Suppose that the Mellin transform of a certain function has a pole of order $(n+1)$ at $\xi = \xi_0$. The contribution of this pole to the inverse Mellin transform is

$$\frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} d\xi r^{-\xi} \frac{n!}{(\xi - \xi_0)^{n+1}} = \frac{(-1)^n}{r^{\xi_0}} \log^n r.$$  

From this simple computation it follows that we can obtain the double-logs of the function $f(r)$ from the third-order poles of its Mellin transform. Furthermore, we see that the leading term corresponds to the pole that sits on the right edge of the convergence domain, that is the pole with $\text{Re}(\xi_0) = \beta$; sub-leading double logs (which are important for us) can be computed including the subsequent third-order poles that one encounters moving rightwards from $\text{Re}(\xi_0) = \beta$.

In order to exploit this result, the rationale will be the following. As a first step, we need to compute the Mellin transform of eq. (C.4), $M[C_0(q^2, p_a^2, p_b^2, m_A^2, m_B^2, m_k^2), \xi]$, that we
shall indicate in the following with the shorthand notation $M[C_0(q^2), \xi]$. Second, by looking at the third-order poles of $M[C_0(q^2), \xi]$ it will be possible to extract, by means of the inverse Mellin transform, the double-log terms of the scalar three-point integral.

The Mellin transform of the scalar three-point integral can be computed starting from the following identity [52]

$$
\int_0^\infty dr_1 \cdots dr_n \frac{r_1^{\xi_1-1} \cdots r_n^{\xi_n-1}}{(A_0 + A_1 r_1 + \cdots + A_n r_n)^\eta} = \frac{\prod_{i=0}^n \Gamma(\xi_i)}{\Gamma(\eta) \prod_{i=0}^n A_i^{\xi_i}}.
$$

(C.9)

where $\eta = \sum_{i=0}^n \xi_i$ and $\text{Re}(\xi_i) > 0$; $\alpha_i \geq 0$ are arbitrary real and non-negative constants, which do not all vanish simultaneously. We consider the special case with $\alpha_0 = 1$ and $\alpha_i > 0$; the delta function in eq. (C.9) reduces to $\delta(1-r_0)$, and we can use it to integrate over $r_0$. We find

$$
\int_0^\infty dr_1 \cdots dr_n \frac{r_1^{\xi_1-1} \cdots r_n^{\xi_n-1}}{(A_0 + A_1 r_1 + \cdots + A_n r_n)^\eta} = \frac{\prod_{i=0}^n \Gamma(\xi_i)}{\Gamma(\eta) \prod_{i=0}^n A_i^{\xi_i}}.
$$

(C.10)

Consider now the simple case with $n = 1$. We have

$$
\int_0^\infty dr_1 \frac{r_1^{\xi_1-1}}{(A_0 + r_1 A_1)^\eta} = \frac{\Gamma(\eta-\xi_1)\Gamma(\xi_1)}{\Gamma(\eta) A_0^{\xi_1} A_1^{\xi_1}}.
$$

(C.11)

where we used $\eta = \xi_0 + \xi_1$ to rewrite $\xi_0 = \eta - \xi_1$. Eq. (C.11) is the Mellin transform of $(A_0 + r_1 A_1)^{-\eta}$, and can be used to compute the Mellin transform of eq. (C.4) if we set $\eta = 1$ and identify $A_0 = g(x_1, x_2, x_3)$, $r_1 = |q^2|$ and $A_1 = (-\sigma - i\epsilon)x_2x_3$ with $\sigma \equiv q^2/|q^2| = \pm 1$.

All in all, we find the Mellin transform of the scalar three-point function

$$
M[C_0(q^2), \xi] = \frac{(-i)\Gamma(1-\xi)\Gamma(\xi)}{(4\pi)^2(-\sigma - i\epsilon)^2} \int_0^1 dx_2 \int_0^{1-x_2} dx_3 \frac{1}{g(1-x_2-x_3, x_2, x_3)^{1-\xi} x_2^\xi x_3^\xi},
$$

(C.12)

where we used the delta function in eq. (C.4) to integrate over $x_1$. Notice that we introduced an infinitesimal imaginary part both in $A_0$ (which was actually already present in the definition of $g(x_1, x_2, x_3)$) and $A_1$ to ensure the applicability of eq. (C.10) [52]. In eq. (C.12), $\Gamma(\xi)$ is holomorphic in the complex half-plane $\{\xi \in \mathbb{C} | \text{Re}(\xi) > 0\}$ and $\Gamma(1-\xi)$ is holomorphic in the complex half-plane $\{\xi \in \mathbb{C} | \text{Re}(\xi) < 1\}$. The strip of convergence of eq. (C.12), therefore, is given by $0 < \text{Re}(\xi) < 1$. The Gamma function $\Gamma(1-\xi)$ in eq. (C.12) has simple poles at $\xi = 1, 2, 3, \ldots$. According to our general argument, the leading term in the high-energy expansion of the three-point function is given by the residue of the pole at $\xi = 1$. To understand the order of this pole, we need to expand the integrand in eq. (C.12).

First, we define $h(x_2, x_3) \equiv g(1-x_2-x_3, x_2, x_3)$ with $h(0,0) = m_k^2$. We Taylor-expand
around \( \{x_2, x_3\} = \{0, 0\} \), and, up to terms with two powers of \( x_i=2,3 \), we find

\[
\frac{1}{h(x_2,x_3)^{1-\xi}} = \frac{1}{(m_k^2 - i\epsilon)^{1-\xi}} + \frac{x_2(1-\xi)(m_k^2 - m_A^2 + p_a^2)}{(m_k^2 - i\epsilon)^{2-\xi}} + \frac{x_3(1-\xi)(m_k^2 - m_B^2 + p_b^2)}{(m_k^2 - i\epsilon)^{2-\xi}}
\]

\[
+ \frac{x_2x_3(1-\xi)}{(m_k^2 - i\epsilon)^{3-\xi}} \left\{ [m_k^4 - m_k^2 (m_A^2 + m_B^2) + (m_A^2 - p_a^2) (m_B^2 - p_b^2)] (2-\xi) + m_k^2 (p_a^2 + p_b^2) (1-\xi) \right\}
\]

\[
+ \frac{x_2^2(1-\xi)}{4 (m_k^2 - i\epsilon)^{5-\xi}} \left\{ 2m_k^4 \left[ m_k^4 - 2m_k^2 m_A^2 + (m_A^2 - p_a^2)^2 \right] (2-\xi) + 4m_k^2 p_a^2 (1-\xi) \right\}
\]

\[
+ \frac{x_2^3(1-\xi)}{4 (m_k^2 - i\epsilon)^{5-\xi}} \left\{ 2m_k^4 \left[ m_k^4 - 2m_k^2 m_B^2 + (m_B^2 - p_b^2)^2 \right] (2-\xi) + 4m_k^2 p_b^2 (1-\xi) \right\} .
\]  

(C.13)

We now integrate over \( x_2, x_3 \). We find

\[
\int_0^1 dx_2 \int_0^{1-x_2} dx_3 \frac{x_2 x_3^m}{x_2 x_3} \frac{\Gamma(2 + m - \xi) \Gamma(1 + n - \xi)}{\Gamma(3 + m + n - 2\xi)},
\]

with \( \text{Re}(\xi) < 1 + m \wedge \text{Re}(\xi) < 1 + n \).

(C.14)

From this integral, combined with the \( \Gamma(1-\xi) \) factor already present in eq. (C.12), it is clear that only the first term in the expansion of eq. (C.13), that is the one with \( n = m = 0 \) in eq. (C.14), gives a third-order pole at \( \xi = 1 \) for the Mellin transform \( M[C_0(q^2), \xi] \). If we compute its residue we obtain, via the inverse Mellin transform, the corresponding term in the high-energy expansion of the three-point function. We find (setting \( q^2 = Q^2 \)) the well-known result

\[
C_0 \left( Q^2, p_a^2, p_b^2, m_A^2, m_B^2, m_k^2 \right) = \frac{i}{32\pi^2 Q^2} \log^2 Q^2.
\]  

(C.15)

In our analysis we are interested in sub-leading corrections to the above expression. This means that we need to move to the next pole at \( \xi = 2 \), and check which term in the expansion in eq. (C.13) gives, once integrated by means of eq. (C.14) and combined with the \( \Gamma(1-\xi) \) factor in eq. (C.12), a third-order pole. It is easy to see, in this respect, that the only relevant term in eq. (C.13) is the one with \( n = m = 1 \). If we compute its residue, we find

\[
C_0 \left( Q^2, p_a^2, p_b^2, m_A^2, m_B^2, m_k^2 \right) = \frac{i}{32\pi^2 Q^2} \left[ 1 + \frac{(p_a^2 + p_b^2)}{Q^2} \right] \log^2 Q^2.
\]  

(C.16)

In the computation of the decay rate, the amplitude squared in eq. (C.2) is multiplied by the two-body phase space factor \( \Phi^{(2)}_{\text{LIPS}} \) in eq. (C.1). If we set \( p_a^2 = m_a^2 \) and \( p_b^2 = m_b^2 \) in eq. (C.16) and expand at the quadratic order in the parameters \( \epsilon_a \equiv m_a/Q \) and \( \epsilon_b \equiv m_b/Q \), we find

\[
C_0 \left( Q^2, p_a^2, p_b^2, m_A^2, m_B^2, m_k^2 \right) \Phi_2 \left( m_a^2, m_b^2 \right) = \frac{i}{32\pi^2 Q^2} \log^2 Q^2, \quad \text{at order } O \left( \epsilon_{a,b}^2 \right).
\]  

(C.17)
It is natural to ask what happens including power-suppressed terms. To answer this question, we need to generalize the expansion in eq. (C.16). The claim is that eq. (C.17) is valid at all orders as far as power-suppressed terms are concerned.

From our previous discussion, we know that the power-suppressed correction of order $O(\epsilon^{2(p-1)})$ is given by the inverse Mellin transform, computed by means of the residue theorem, of the third-order poles of $M[C_0(q^2), \xi]$ at $\xi = p$ for $p = 1, 2, 3, \ldots$. We rewrite the Mellin transform $M[C_0(q^2), \xi]$ as

$$M[C_0(q^2), \xi] = \frac{(-i)\Gamma(1-\xi)\Gamma(\xi)}{(4\pi)^2(-\sigma-i\epsilon)^\xi} \int_0^1 dx_2 \int_0^{1-x_2} dx_3 \frac{1}{g(1-x_2-x_3,x_2,x_3)^{1-\xi}x_2^2x_3^2} \tag{C.18}$$

where $1/h(x_2,x_3)^{1-\xi}|_{\{n,m\}}$ represents a generalization of eq. (C.13), that is the term of order $O(x_2^2x_3^m)$ in the Taylor expansion of $1/h(x_2,x_3)^{1-\xi}$ around $\{x_2,x_3\} = \{0,0\}$. For fixed $\{n,m\}$ and positive $\xi$, therefore, the singular structure of $M[C_0(q^2), \xi]$ is entirely given by the factor

$$\frac{\Gamma(1-\xi)\Gamma(2+m-\xi)\Gamma(1+n-\xi)}{(1+m-\xi)\Gamma(3+m+n-2\xi)}. \tag{C.20}$$

The strategy of the computation is the following. First, we need to identify for which values of $\{n,m\}$ eq. (C.20) has third-order poles at $\xi = p$. Second, for these values of $\{n,m\}$ we compute the inverse Mellin transform of eq. (C.19) by means of the residue theorem and sum over all possible $\{n,m\}$ pairs; actually, as we shall see next, this last sum is not needed since for $\xi = p$ we only have one third-order pole.

The key point is to realize that eq. (C.20) admits only one third-order pole at $\xi = p$, given by $n = m = p - 1$. The proof goes as follows.

* The third-order poles in eq. (C.20) are obtained as a product of three simple poles.

* The factor $\Gamma(1-\xi)$ always gives a simple pole at $\xi = p$ for $p \in \mathbb{Z}^+$ since $\Gamma(1-\xi)$ has simple poles at $\xi = 1, 2, 3, \ldots$. Another simple pole at $\xi = p$ comes from the factor $1/(1+m-\xi)$ if we take $m = p - 1$. This fixes the value of $m$. Consider now the two $\Gamma$ functions at the numerator of eq. (C.20). Since we just fixed $m = p - 1$, we have $\Gamma(2+m-\xi) = \Gamma(1+p-\xi)$ which has poles at $\xi = p + 1, p + 2, \ldots \neq p$. This means that the only possibility to get another simple pole at $\xi = p$ is to extract it from the other $\Gamma$ function $\Gamma(1+n-\xi)$. The latter has simple poles at $\xi = n + 1, n + 2, \cdots = p$ from which we have $n = p - 1, p - 2, \ldots$. Apparently, therefore, we have third-order poles at $\{n,m\} = \{p-1,p-1\}, \{p-2,p-1\}, \{p-3,p-1\}, \ldots$.

However, not all the above values of $n$ are allowed. The only values of $n$ that are allowed are those for which the $\Gamma$ function $\Gamma(3+m+n-2\xi)$ in the denominator
of eq. (C.20) is non-singular (otherwise it would decrease the order of the pole from three to two). This means that we need to avoid values of \{n, m\} such that \(n + m = 2p - 3, 2p - 4, \ldots\) which are the poles of \(\Gamma(3 + m + n - 2\xi)\) for \(\xi = p\). For instance, \(\{n, m\} = \{p - 2, p - 1\}\) gives \(n + m = 2p - 3\) which is invalidated by the above argument. It follows that the only valid third-order pole comes from \(\{n, m\} = \{p - 1, p - 1\}\).

Consider now the following situation. As before, the factor \(\Gamma(1 - \xi)\) always gives a simple pole at \(\xi = p\). However, this time we do not fix \(m\) by requiring the factor \(1/(1 + m - \xi)\) to be singular at \(\xi = p\). On the contrary, we try to get the remaining two simple poles out of the two \(\Gamma\) functions \(\Gamma(2 + m - \xi)\) and \(\Gamma(1 + n - \xi)\) in the numerator of eq. (C.20). This means that, apparently, we have all possible combinations of \(m = p - 2, p - 3, p - 4, \ldots\) and \(n = p - 1, p - 2, p - 3, \ldots\) at our disposal. However, as before, we need to avoid poles of the \(\Gamma\) function \(\Gamma(3 + m + n - 2\xi)\) in the denominator of eq. (C.20). This condition (which, as before, translates into \(n + m \neq 2p - 3, 2p - 4, \ldots\)) automatically excludes all above possibilities.

In conclusion, at a given order \(O(\epsilon_{a, b}^{2(p-1)})\) we only need to compute, by means of the residue theorem, the inverse Mellin transform of eq. (C.19) for fixed \(\{n, m\} = \{p - 1, p - 1\}\). We are now in the position of generalizing eq. (C.16).

Consider first the case \(p_a^2 = p_b^2 = m^2\). The residue of the third-order pole at \(\xi = p\) gives

\[
\mathcal{C}_0^{(p)}(Q^2, m^2, m^2, m_A^2, m_B^2, m_k^2) = \frac{i}{32\pi^2 Q^2} \left[ 4^{p-1} \left( \frac{m^2}{Q^2} \right)^{p-1} \frac{(1/2)_{p-1}}{(1)_{p-1}} \right] \log^2 Q^2, \tag{C.21}
\]

where \((a)_n\) is the Pochhammer symbol. If we now sum over the whole tower of third-order poles, we find

\[
\mathcal{C}_0(Q^2, m^2, m_A^2, m_B^2, m_k^2) = \sum_{p=1}^{\infty} \mathcal{C}_0^{(p)}(Q^2, m^2, m^2, m_A^2, m_B^2, m_k^2) = \frac{1}{\sqrt{1 - 4m^2/Q^2}} \frac{i}{32\pi^2 Q^2} \log^2 Q^2, \tag{C.22}
\]

where the factor \(1/\sqrt{1 - 4m^2/Q^2}\) reproduces precisely the inverse of the Lorentz-invariant two-body phase space. The case with \(m_a^2 \neq m_b^2\) can be solved with the same technique. We find

\[
\mathcal{C}_0^{(p)}(Q^2, m_a^2, m_b^2, m_A^2, m_B^2, m_k^2) = \frac{i}{32\pi^2 Q^2} \left[ \left( \frac{m_a^2 - m_b^2}{Q^2} \right)^{p-1} \mathcal{C}_0^{(1/2)}(1/2, \frac{m_a^2 + m_b^2}{m_a^2 - m_b^2}) \right] \log^2 Q^2, \tag{C.23}
\]
where $C_n^{(m)}(x)$ is the Gegenbauer polynomial. If we now sum over the whole tower of third-order poles, we find

$$C_0 \left( Q^2, m_a^2, m_b^2, m_A^2, m_B^2, m_k^2 \right) = \sum_{p=1}^{\infty} C_0^{(p)} \left( Q^2, m_a^2, m_b^2, m_A^2, m_B^2, m_k^2 \right) = \frac{1}{\sqrt{1 - \frac{2(m_a^2 + m_b^2)}{Q^2} + \frac{(m_a^2 - m_b^2)^2}{Q^4}}} \frac{i}{32\pi^2} \log^2 Q^2. \quad (C.24)$$

Consequently, given the expression for the two body phase space $\Phi_2(m_a^2, m_b^2)$ in eq. (C.1), at all orders in the expansion in power-suppressed terms we find

$$C_0 \left( Q^2, m_a^2, m_b^2, m_A^2, m_B^2, m_k^2 \right) \Phi_2 \left( m_a^2, m_b^2 \right) = \frac{i}{512\pi^3} \log^2 Q^2. \quad (C.25)$$

As a consequence of the “$p+k$ theorem” discussed in appendix B, we can now write the contribution of the second diagram in eq. (C.2) to the total decay width as

$$\Gamma^V \ni Q V_{AB}^{(X)} \mathcal{I}^V, \quad \text{with} \quad \mathcal{I}^V = -i Q^3 C_0 \Phi_2. \quad (C.26)$$

In the above expression $\mathcal{I}^V$ is the a-dimensional phase-space integral that includes the scalar $C_0$ function, and that we introduced in eq. (2.2); on the contrary, $V_{AB}^{(X)}$ is the a-dimensional combination of masses and couplings that follows from the application of the “$p+k$ theorem” to the one-loop diagram shown in the top row of eq. (C.2). Notice that in $V_{AB}^{(X)}$ we are using the same notation introduced in eq. (2.5). In the double-log approximation of eq. (C.25), we find

$$\mathcal{I}^V = \frac{1}{512\pi^3} \log^2 Q^2, \quad (C.27)$$

which is the asymptotic behavior quoted in eq. (2.4).

### C.2 Real corrections

In the case of real emission, we need the Lorentz-invariant three-body phase space. Consider a particle with four-momentum $q$ and mass $Q$ decaying into three particles with four-momenta $p_a$, $p_b$ and $k$ and masses, respectively, $m_a$, $m_b$ and $m_k$. The conservation of energy and momentum is $q = p_a + p_b + k$. The partial decay rate in the rest frame of the decaying particle is

$$d\Gamma^R = \frac{(2\pi)^4}{2Q} |M_{q \to p_a p_b k}|^2 d\Phi_3(q; p_a, p_b, k),$$

$$d\Phi_3(q; p_a, p_b, k) \equiv \frac{d^3p_a}{(2\pi)^3 2E_a} \frac{d^3p_b}{(2\pi)^3 2E_b} \frac{d^3k}{(2\pi)^3 2E_k} \delta(q - p_a - p_b - k). \quad (C.28)$$

where $d\Phi_3(q; p_a, p_b, k)$ is the Lorentz invariant phase space. We indicate with $|M_{q \to p_a p_b p_k}|^2$ the (dimensionless) matrix element squared that includes the sum over the final-state spins and the average over the initial state polarizations. In our case, the decay process depends only on two independent kinematic variables. This is because the three final
state three-vectors (nine variables) are constrained by four energy-momentum conservation equations; furthermore, the decay is isotropic in the rest frame of \( q \) (this is true if the decaying particle is a scalar or, in the case of a vector, if we average over its polarization states, the latter being our case) so that the final state cannot depend on the three angles that describe its orientation. From this argument, it follows that only two independent variables are left. We rewrite the partial decay rate in the form

\[
d\Gamma^R = \frac{|\mathcal{M}_{q\to p_ap_b}|^2}{16\pi Q} \frac{dE_adE_k}{4\pi^2},
\]

(C.29)

where we use as independent variables the two energies \( E_a \) and \( E_k \).

To compare with the total decay rate in eq. (2.3), we need to integrate over the energies. The boundary of the physical region is determined by the configurations in which the three-momentum \( \vec{p}_a \) is parallel or antiparallel to \( \vec{k} \); these two conditions read

\[
Q^2 - 2Q(E_a + E_k) + 2E_aE_k + m_a^2 + m_k^2 - m_b^2 = \pm 2\sqrt{(E_a^2 - m_a^2)(E_k^2 - m_k^2)}.
\]

(C.30)

From these two boundaries, one extracts the minimal and maximal energies \( E_{k,\text{min}}(E_a) \) and \( E_{k,\text{max}}(E_a) \) solving for \( E_k \) as function of \( E_a \) (the opposite slicing is also possible). The analytical expression for \( E_{k,\text{min}}(E_a) \) and \( E_{k,\text{max}}(E_a) \) contain a square root, and the positivity of its argument corresponds to the boundaries \( E_{a,\text{min}} \) and \( E_{a,\text{max}} \). For completeness, we find

\[
\frac{E_{k,\text{max}}}{Q} = \frac{(1-x_a)(1-2x_a+\epsilon_k^2+\epsilon_b^2) + \sqrt{(x_a^2-\epsilon_a^2)(1-2x_a+\epsilon_a^2-(\epsilon_b-\epsilon_k)^2)}}{2(\epsilon_a^2 + (1-2x_a))},
\]

(C.31)

\[
\frac{E_{k,\text{min}}}{Q} = \frac{(1-x_a)(1-2x_a+\epsilon_k^2+\epsilon_b^2) - \sqrt{(x_a^2-\epsilon_a^2)(1-2x_a+\epsilon_a^2-(\epsilon_b+\epsilon_k)^2)}}{2(\epsilon_a^2 + (1-2x_a))},
\]

(C.32)

\[
\frac{E_{a,\text{max}}}{Q} = \frac{1}{2} \left[ 1 + \epsilon_a^2 - (\epsilon_b+\epsilon_k)^2 \right],
\]

(C.33)

\[
\frac{E_{a,\text{min}}}{Q} = \epsilon_a,
\]

(C.34)

with \( \epsilon_i \equiv m_i/Q \) and \( x_a \equiv E_a/Q \). The total decay rate, therefore, is given by

\[
\Gamma^R = \frac{1}{64\pi^3Q} \int_{E_{a,\text{min}}}^{E_{a,\text{max}}} dE_a \int_{E_{k,\text{min}}(E_a)}^{E_{k,\text{max}}(E_a)} dE_k |\mathcal{M}_{q\to p_ap_b}|^2 \equiv \frac{1}{64\pi^3Q} \int_{\text{BC}} dE_adE_k |\mathcal{M}_{q\to p_ap_b}|^2.
\]

(C.35)

We now move to discuss the structure of the amplitude squared \( |\mathcal{M}_{q\to p_ap_b}|^2 \).
Diagrammatically, we have

\[
|M_{q \rightarrow p_a p_b k}|^2 = \begin{vmatrix}
q & A & p_a \\
X & k & p_b \\
p_b & B & p_a
\end{vmatrix}^2 = \begin{vmatrix}
q & X \\
p_a & k \\
B & p_b
\end{vmatrix}^2
\]

where \(A\) and \(B\) indicate intermediate propagators with masses given, in full generality, by \(m_A\) and \(m_B\), respectively. Furthermore, we indicate with \(X\) the soft particle with four-momentum \(k\) that is radiated in the final state. In the explicit evaluation of eq. (C.36) we can make use of the same technical substitutions discussed in appendix B. Schematically, the four terms on the right-hand side of eq. (C.36) will have, after these substitutions, the following form

\[
A_X B \equiv \frac{1}{D_A D_B} \times \text{function of couplings and masses with dim 4} = Q^4 R_{AB}^{(X)}
\]

with analogue expressions for the remaining three diagrams; in eq. (C.37) we factored out the two propagator denominators, and the remaining amplitude squared is nothing but a combination of couplings and masses (with mass-dimension 4) that factors out from the integration over \(\{E_a, E_k\}\) required in eq. (C.29). The propagator denominators, on the contrary, depend on energy and, therefore, must be included in the integration that gives the total decay rate. In terms of the integration variables \(\{E_a, E_k\}\), the explicit form of the two propagators is

\[
D_A = 2Q(E_a + E_k) - Q^2 + m_b^2 - m_a^2, \quad D_B = Q(Q - 2E_a) + m_a^2 - m_B^2.
\]

In eq. (C.37) we introduced the a-dimensional function \(R_{AB}^{(X)}\) which we already defined in eq. (2.3); the subindices in \(R_{AB}^{(X)}\) refer to the internal particles while the subscript refers to the real emission (see also eq. (2.5) where the same notation was used).

Notice that the first two diagrams in eq. (C.36) vanish in our approximation since they do not give double-logarithmic infrared corrections.

Coming back to eq. (C.35), we find that the diagram in eq. (C.37) contributes to the total three-body decay width as follows

\[
\Gamma^R \geq Q^4 R_{AB}^{(X)} T^R, \quad \text{with} \quad T^R \equiv \frac{Q^2}{64\pi^3} \int_{BC} dE_a dE_k \frac{dE_a dE_k}{D_A D_B}.
\]
In the above expression $I_R$ is the a-dimensional phase-space integral we introduced in eq. (2.3). We rewrite it in the form

$$I_R = \frac{1}{64 \pi^3} \int_{BC} \frac{dx_a dx_k}{2(x_a + x_k) - 1 + \epsilon_A^2 - \epsilon_A^2 - \epsilon_B^2} ,$$

(C.40)

with boundary conditions in eqs. (C.31)–(C.34). We consider the following limits.

- **Massless QED.** This case corresponds to $m_a = m_A = m_b = m_B = 0$ and $m_k = \lambda$ with $\lambda$ a fictitious photon mass. In this case the integrations can be carried out exactly. We find

$$I_R = \frac{1}{256 \pi^3} \left[ -\text{Li}_2 \left( \frac{1}{1 + \epsilon^2} \right) + \text{Li}_2 \left( \frac{\epsilon^2}{1 + \epsilon^2} \right) + 2 \log(\epsilon) \log \left( \frac{\epsilon}{1 + \epsilon^2} \right) \right]$$

(C.41)

In the double-log limit, we find

$$I_R = \frac{1}{512 \pi^3} \log^2 Q^2 ,$$

(C.42)

which is precisely our result for $I^V$ in eq. (C.27).

We would like to prove the relation $I_R = I^V$ in more general situations beyond the simple case of the massless QED. Unfortunately, we were not able to perform analytically the integration in eq. (C.40) in the most generic mass configuration. Nevertheless, we are in the position to make few interesting comments.

- **Massive QED.** This case corresponds to $m_a = m_A = m_b = m_B = m_\psi$ and $m_k = \lambda$ with $\lambda$ a fictitious photon mass. In this case we can invoke the KLN theorem. As previously discussed, the virtual integral $I^V$ does not contain power-suppressed double logarithms. This must be true also for $I_R$ otherwise terms of the kind $(m_\psi^2/Q^2) \log(Q/m_\psi) \log(Q/\lambda)$ would give rise to uncanceled IR divergences in the physical limit $\lambda \to 0$, in contradiction with the KLN theorem.

- **Generic mass configuration.** Another case which can be handled analytically is the mass configuration $m_a = m_b = 0$, $m_A = m_B = m_\psi$, $m_k = \lambda$. We do not report here the full result of the integration in eq. (C.40) but, at the double-logarithmic level, we find again eq. (C.42) with no power-suppressed terms.

- **Photon pole dominance.** For virtual contributions, the leading double logs are generated by the region of the pole of the exchanged virtual particle (The X particle in figure 1). If we assume that the same is true also for power suppressed terms, then $I_R = I^V$ always, since $\delta(k^2 - m_X^2) d^4 k$ reconstructs the real three body phase space.

D Results

In this appendix we collect our results about the explicit computation of the bubble diagrams classified as in figure 3. We make use of the Feynman rules and WI derived in appendix A. Remember that whenever a virtual $Z$ appears, we automatically include the $\phi$ Goldstone boson contribution.
D.1 $S_1$ diagram

We start from the bubble dubbed $S_1$ in the classification illustrated in figure 3. The virtual diagrams are given by

$$V_{\bar{\psi}\psi}^{(Z)} = \begin{align*}
& \frac{8}{3} \left[ \mathcal{F}_{ZL} \mathcal{F}_{ZR} \epsilon_\phi^2 \left[ 2 \mathcal{F}_{ZR} \mathcal{F}_{ZL} \left( 1 + \epsilon^2 - 3 \epsilon_\phi^2 \right) + \left( \mathcal{F}_{ZL}^2 + \mathcal{F}_{ZL}^2 \right) \left( 2 + \epsilon^2 - 3 \epsilon_\phi^2 \right) \right] \\
& + \mathcal{F}_{ZL}^2 \left[ \mathcal{F}_{ZR} \mathcal{F}_{ZL} \left( 2 \epsilon^2 + 1 \right) \epsilon_\phi^2 + \left( \epsilon^2 + 1 \right)^2 + 5 \epsilon_\phi^2 \right] \left( \mathcal{F}_{ZL}^2 \right) \epsilon_\phi^2 \\
& + \mathcal{F}_{ZR}^2 \left[ \mathcal{F}_{ZR} \mathcal{F}_{ZL} \left( 2 \epsilon^2 + 1 \right) \epsilon_\phi^2 - 3 \epsilon_\phi^4 \right] \\
& + \mathcal{F}_{ZR}^2 \left[ \mathcal{F}_{ZR} \mathcal{F}_{ZL} \left( 2 \epsilon^2 + 1 \right) \epsilon_\phi^2 + \left( \epsilon^2 + 1 \right)^2 + 5 \epsilon_\phi^2 \right] \left( \mathcal{F}_{ZL}^2 \epsilon_\phi^2 \right) \right] \\
& \approx -\frac{8}{3} g^2 y^2 \left( f_L^2 y_L^2 + f_R^2 y_R^2 \right) \\
& + \frac{2 \epsilon^2}{3 y_\phi^2} \left\{ -8 g^2 y^2 \phi \left[ f_L^2 y_L^2 (y_R - 2 y_L) + f_R^2 y_R^2 (2 y_R - y_L) + f_L f_R (y_L^2 - y_R^2) \right] \\
& + 2 g y^2 h^2 y_L^2 \left( -y_L y_R (f_L + f_R)^2 + 2 f_L y_L^2 (2 f_L - f_R) - 2 f_R y_R^2 (f_L - 2 f_R) \right) \\
& - 8 g^2 y \phi (f_L - f_R) \left( f_L^3 y_L + f_R^3 y_R \right) \right\}.
\end{align*}$$

As stated before, we include the contribution of the virtual $\phi$ exchange. The corresponding coupling with fermions $\mathcal{F}_{\phi \psi}$, given in eq. (A.14), is rewritten by means of the Ward identities in eq. (A.18). Furthermore, we use the identity $\epsilon_\phi = \epsilon$ (see comment below eq. (A.12)). In eq. (D.1), as well as in all following diagrams, $h.c.$ stands for the hermitian conjugate diagram (from now on, we shall not draw them explicitly).

The real diagrams contributing to the same bubble are given by

$$R_{\bar{\psi}\psi}^{(Z)} = \begin{align*}
& \mathcal{F}_{ZL} \mathcal{F}_{ZL} \mathcal{F}_{ZL} \epsilon_\phi^2 \left[ 2 \mathcal{F}_{ZR} \mathcal{F}_{ZL} \left( 1 + \epsilon^2 - 3 \epsilon_\phi^2 \right) + \left( \mathcal{F}_{ZL}^2 + \mathcal{F}_{ZL}^2 \right) \left( 2 + \epsilon^2 - 3 \epsilon_\phi^2 \right) \right] \\
& + \mathcal{F}_{ZL}^2 \left[ \mathcal{F}_{ZR} \mathcal{F}_{ZL} \left( 2 \epsilon^2 + 1 \right) \epsilon_\phi^2 + \left( \epsilon^2 + 1 \right)^2 + 5 \epsilon_\phi^2 \right] \left( \mathcal{F}_{ZL}^2 \epsilon_\phi^2 \right) \\
& + \mathcal{F}_{ZR}^2 \left[ \mathcal{F}_{ZR} \mathcal{F}_{ZL} \left( 2 \epsilon^2 + 1 \right) \epsilon_\phi^2 - 3 \epsilon_\phi^4 \right] \\
& + \mathcal{F}_{ZR}^2 \left[ \mathcal{F}_{ZR} \mathcal{F}_{ZL} \left( 2 \epsilon^2 + 1 \right) \epsilon_\phi^2 + \left( \epsilon^2 + 1 \right)^2 + 5 \epsilon_\phi^2 \right] \left( \mathcal{F}_{ZL}^2 \epsilon_\phi^2 \right) \right] \\
& \approx -\frac{8}{3} g^2 y^2 \left( f_L^2 y_L^2 + f_R^2 y_R^2 \right) \\
& + \frac{2 \epsilon^2}{3 y_\phi^2} \left\{ -8 g^2 y^2 \phi \left[ f_L^2 y_L^2 (y_R - 2 y_L) + f_R^2 y_R^2 (2 y_R - y_L) + f_L f_R (y_L^2 - y_R^2) \right] \\
& + 2 g y^2 h^2 y_L^2 \left( -y_L y_R (f_L + f_R)^2 + 2 f_L y_L^2 (2 f_L - f_R) - 2 f_R y_R^2 (f_L - 2 f_R) \right) \\
& - 8 g^2 y \phi (f_L - f_R) \left( f_L^3 y_L + f_R^3 y_R \right) \right\}.
\end{align*}$$
We sum over the three polarizations of the emitted Z boson. By explicit computation, we find precisely the relation $R^{(Z)}_{\psi\bar{\psi}} = -V^{(Z)}_{\psi\bar{\psi}}$ which is indeed guaranteed by the IR unitarity theorem in eq. (2.5).

D.2 $S_2$ diagram

We now move to consider the bubble $S_2$. As far as the virtual diagrams are concerned, we find

$$V^{(h)}_{\psi\bar{\psi}} = \frac{4}{3} h \mathcal{F} \left( \mathcal{F} Z \mathcal{F} Z' \right) \epsilon^2 \left( 4 - 4 \epsilon^2_h + \epsilon^2 \right) + 2 \mathcal{F} Z' \mathcal{F} Z' \left( \epsilon^2 - 4 \epsilon^2 \right) \left( \epsilon^2 - 3 \epsilon^2 \right)$$

As before, we find $V^{(h)}_{\psi\bar{\psi}} = -R^{(h)}_{\psi\bar{\psi}}$ with, diagrammatically

$$R^{(h)}_{\psi\bar{\psi}} = \frac{4}{3} h \mathcal{F} \left( \mathcal{F} Z \mathcal{F} Z' \right) \epsilon^2 \left( 4 - 4 \epsilon^2_h + \epsilon^2 \right) + 2 \mathcal{F} Z' \mathcal{F} Z' \left( \epsilon^2 - 4 \epsilon^2 \right) \left( \epsilon^2 - 3 \epsilon^2 \right)$$

D.3 $S_3$ diagram

For the virtual diagram, we find

$$V^{(Z)}_{Zh} = \frac{1}{24} \mathcal{F}^2_{Zh} \mathcal{F}^2_{Zh} \left[ \epsilon^4 \left( 30 - 12 \epsilon^2_h \right) + \epsilon^2 \left( -5 \epsilon^4_h - 16 \epsilon^2_h + 6 \right) + \epsilon^4_h \left( \epsilon^4_h + 2 \epsilon^2_h - 1 \right) \frac{6 \epsilon^6_h - 2 \epsilon^6_h - 4 \epsilon^6 + 10 \epsilon^6 + 2}{\epsilon^2} \right]$$

$$\simeq - \frac{4}{3} g^2 g' f^2_{\phi} y^2_\phi \left[ \epsilon^4 \left( 30 - 12 \epsilon^2_h \right) + \epsilon^2 \left( -5 \epsilon^4_h - 16 \epsilon^2_h + 6 \right) + \epsilon^4_h \left( \epsilon^4_h + 2 \epsilon^2_h - 1 \right) \frac{6 \epsilon^6_h - 2 \epsilon^6_h - 4 \epsilon^6 + 10 \epsilon^6 + 2}{\epsilon^2} \right]$$

Notice the presence of a non-vanishing term in the limit $\epsilon \to 0$ which corresponds to a leading double-logarithm. As far as the three-body decay diagrams are concerned, the IR
unitarity theorem is verified by the inclusion of

\[ R_{ZZ}^{(Z)} = F_{ZZ} h + h.c. \]

\[ R_{hh}^{(Z)} = F_{zz} h + h.c. \]

(D.6)

D.4 A1 diagram

Consider now the diagrams that belong to the bubble A1. We focus first on diagrams of the kind A1(a). Explicitly, we have (the factor 2 in front of the first diagram accounts for the exchange of the internal particles in the loop)

\[ V(\psi) = 2 \times \begin{array}{c}
\frac{\epsilon_{\phi}}{3} F_{h\phi} F_{Z'zh} \left\{ -\epsilon_{h}^{2} + \epsilon_{h}^{2} + 1 \right\} \left[ \left( \epsilon_{h}^{2} \epsilon_{h}^{2} - \epsilon_{h}^{2} - 1 \right) \epsilon_{\phi}^{2} + 2 \epsilon_{\phi}^{2} \right] (F_{ZL} F_{Z'L} + F_{ZR} F_{Z'R}) \\
+ \left[ -2 \epsilon_{h}^{2} \left( \left( \epsilon_{h}^{2} - 5 \right) \epsilon_{\phi}^{2} + \epsilon_{h}^{2} \right) + \left( \epsilon_{h}^{2} - 1 \right) \epsilon_{\phi}^{2} + \epsilon_{h}^{2} \epsilon_{\phi}^{2} \right] \left( F_{ZR} F_{Z'L} + F_{ZL} F_{Z'R} \right) \right\}
\end{array} \]

\[ \simeq \frac{2}{3} f_{\phi} g_{\phi}^{2} e^{2} h_{f}^{2} \left[ \frac{h_{f}^{2} f_{\phi}}{g_{\phi}^{2} y_{\phi}^{2}} - \frac{4 (f_{L \gamma L} + f_{R \gamma R})}{y_{\phi}} \right], \]

where once again we remind that in the virtual Z line we also sum over the Goldstone φ, and make use of the Ward identities in eq. (A.18) to rewrite its couplings. We find the identity

\[ V(\psi)_{\psi\psi} = V(\psi)_{Z\psi} = 2 \times \begin{array}{c}
\frac{\epsilon_{\phi}}{3} F_{h\phi} F_{Z'zh} \left\{ -\epsilon_{h}^{2} + \epsilon_{h}^{2} + 1 \right\} \left[ \left( \epsilon_{h}^{2} \epsilon_{h}^{2} - \epsilon_{h}^{2} - 1 \right) \epsilon_{\phi}^{2} + 2 \epsilon_{\phi}^{2} \right] (F_{ZL} F_{Z'L} + F_{ZR} F_{Z'R}) \\
+ \left[ -2 \epsilon_{h}^{2} \left( \left( \epsilon_{h}^{2} - 5 \right) \epsilon_{\phi}^{2} + \epsilon_{h}^{2} \right) + \left( \epsilon_{h}^{2} - 1 \right) \epsilon_{\phi}^{2} + \epsilon_{h}^{2} \epsilon_{\phi}^{2} \right] \left( F_{ZR} F_{Z'L} + F_{ZL} F_{Z'R} \right) \right\}
\end{array} \]

where, in the language of figure 3, \( V(\psi)_{Z\psi} \) represents the bubble A1(d).
As in the other cases, the validity of the IR unitarity theorem for the $A_1$ bubble can be checked explicitly by adding diagrams that account for three-body decays. We have

$$R^{(\psi)}_{Z\psi} = \begin{array}{c}
R^{(h)}_{Zh} = -V^{(h)}_{Zh} \end{array}$$

Notice that, both in eq. (D.9) and eq. (D.10), the first diagram accounts for the emission of a soft fermion while the second diagram accounts for the emission of a soft antifermion. In eq. (D.10), the sum over the virtual Goldstone $\phi$ is understood. Eq. (D.9) corresponds to the bubble $A_1(c)$ in the language of figure 3 while eq. (D.10) to $A_1(b)$. We find

$$R^{(\psi)}_{Z\psi} + R^{(\psi)}_{\psi h} = -V^{(\psi)}_{\psi h} = -V^{(\psi)}_{Zh},$$

from which the IR unitarity theorem follows.

### D.5 $A_2$ diagram

The virtual diagrams are

$$V^{(h)}_{Zh} = \begin{array}{c}
V^{(h)}_{Zhh} \end{array}$$

and we find $R^{(h)}_{Zh} = -V^{(h)}_{Zh}$. 
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