Thermally induced magnetic relaxation in square artificial spin ice
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The properties of natural and artificial assemblies of interacting elements, ranging from Quarks to Galaxies, are at the heart of Physics. The collective response and dynamics of such assemblies are dictated by the intrinsic dynamical properties of the building blocks, the nature of their interactions and topological constraints. Here we report on the relaxation dynamics of the magnetization of artificial assemblies of mesoscopic spins. In our model nano-magnetic system - square artificial spin ice – we are able to control the geometrical arrangement and interaction strength between the magnetically interacting building blocks by means of nano-lithography. Using time resolved magnetometry we show that the relaxation process can be described using the Kohlrausch law and that the extracted temperature dependent relaxation times of the assemblies follow the Vogel-Fulcher law. The results provide insight into the relaxation dynamics of mesoscopic nano-magnetic model systems, with adjustable energy and time scales, and demonstrates that these can serve as an ideal playground for the studies of collective dynamics and relaxations.

Ever since Rudolf Kohlrausch's\(^1\) early studies of the discharge of a Leyden jar, measurements of time-dependent relaxation have been a common method to gain insights into the dynamics of many-body systems. The documented examples cover a wide range of physical systems, spanning from dielectric\(^2,3\), magnetic\(^4\), and amorphous materials\(^5,6\) to particles\(^7,8\) and proteins\(^9\). To this day, the relaxation and diffusion in interacting many-body systems represents intriguing, yet unsolved, challenges within condensed matter physics and statistical mechanics\(^10\). Disorder, heterogeneity, boundaries, interfaces and presence of multiple relaxation times represent typical obstacles for a meaningful description of the relaxation in real systems.

Recently, the studies of relaxation in interacting many body ensembles have been extended to systems with inherent frustration, caused by geometrical constraints, such as in the spin ice pyrochlores\(^11\). The magnetic relaxation in these magnetically frustrated materials is linked to the creation and flow of magnetic monopole currents\(^12\), which have been found to be strongly affected by impurities and boundary effects\(^13\). In order to circumvent the obstacle of such additional complexity, we have studied the relaxation of lithographically defined nano-magnetic systems, square artificial spin ice, i.e. a two-dimensional analogue of pyrochlore spin ice materials\(^14-16\). It was recently shown that the geometry of the lithographically defined lattices dictates their thermal dynamics\(^17\). Exploiting this result, we extend our investigation to the evolution of the magnetic relaxation of structures with different interaction energies. By determining the time dependence of the magnetization at different temperatures, we establish a link between the micro-magnetic nature of the magnetic elements and their collective dynamic response.

The relaxation of the square artificial spin ice was recorded using a custom built SQUID-magnetometer. By recording the time dependent magnetization, the thermal excitations of the arrays could be followed in time. A schematic representation of the measurement protocol, the magnetic configuration of the array and plausible excitations are found in Fig. 1. Starting from a fully dressed state, (I), all initial excitations of type-3 result in a reduction of the magnetization of the array, see Fig. 1 (II). At a next step in the relaxation process, extended strings are formed, consisting of type-3 vertices at the ends, which are connected by type-1 vertices, as illustrated
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in Fig. 1 (II). As for the initial excitations all of the excitations involved in the formation of a string reduce the magnetization of the array.

**Results and Discussion**

In this study, two arrays with different periodicity, $d$, but with the same size and geometry of the elements, were used, see Fig. 2a. The periodicity of the arrays is 380 nm and 420 nm, respectively. This implies a difference in interaction strength, as the distance between the elements is different in these samples. The magnetic interaction of the elements is stronger in the $d = 380$ nm array, as compared to the $d = 420$ nm array. This difference influences the magnetization as a function of temperature, with the transition from a frozen to a dynamic state occurring at higher temperatures for the sample with shorter distance between the elements due to the stronger inter-island interactions. The frozen region is defined as the region in which the dynamics of the array is much slower than the experimental observation time.

In magnetic relaxation experiments it is important to start from a well defined state. To ensure that the arrays are fully dressed, several magnetization measurements were performed at different temperatures, $M_{\text{TRM}}(T)$, using different cooling fields. It was found that a field of 800 A/m (10 Oe) is sufficient to dress the array in a configuration consisting of only Type-2 states, see Fig. 2b. Figure 2c shows two $M_{\text{TRM}}(T)$ curves for the 380 nm array measured at two different heating rates, 0.3 and 3 K/min. Increased heating rate is found to shift the transition by to a higher temperature ($\approx 10$ K), as seen in Fig. 2c. The shift is due to the difference in observation time of the two heating rates, with the slower heating rate having a longer observation time. Looking at the shape of the decay of the $M_{\text{TRM}}(T)$ curves, two features are noteworthy: A time independent decrease in magnetization below 150 K and a time dependent decrease in the temperature range 160–230 K. The decrease in the magnetization up to 150 K is dominated by the change in the magnetization of the elements, while the contribution from excitations (reversal) of the elements is negligible at this time scale. Above 160 K, the excitations of the arrays come into play, giving...
rise to rate dependent reduction in the magnetization. Since the thermal energy causes the excitations, the time needed for complete relaxation of an array is very long at low temperatures. On the other hand, the relaxation time will be much shorter at higher temperatures. This in turn implies a restriction with respect to the available time window, and only a part of the relaxation of the magnetization can be obtained. To study the relaxation process in more detail, several temperatures in the interval 170 to 260 K were examined using the relaxation protocol described in Fig. 1a (see also Methods). The data for the d = 420 nm array is presented in Fig. 3a, where it can be seen that for low temperatures the array is still close to the dressed (saturated) state due to the slow relaxation, while at higher temperatures the array has almost completely lost the magnetization. A similar behavior is seen for the d = 380 nm array in Fig. 3b. However, the transition for this array is shifted to higher temperatures, as seen from the relaxation curves corresponding to the d = 420 nm array, which has significantly lower magnetization.

It is noteworthy that the transitions for both arrays, take place at much lower temperatures than the intrinsic ordering temperature of the magnetic material, which is 410 K17 (see Methods).

By selecting a specific time in the relaxation curves, the magnetization as a function of temperature for that observation time can be reconstructed. Such curves are shown for the d = 420 nm array in Fig. 3c for t = 3, 30, 300 and 3000 s. For comparison a DC magnetization as a function of temperature measurement (M vs. T) at a heating rate of 3 K/min is also shown. As can be seen in Fig. 3c the points extracted from the relaxation measurement for 30 s and the direct DC measurement overlap.

In-between the high temperature (dynamic islands) and the low temperature (frozen islands) regions, there is an intermediate transition region where the relaxation rate is high. This is more clearly seen in Fig. 3d which depicts the relaxation rate, \( S = dM/d\log(t) \), at \( t = 300 \) s, for all measured temperatures for both the arrays. The minimum in the \( S(T) \) curve, corresponding to the maximum in relaxation rate, occurs at about 20 K lower in temperature for the d = 420 nm array than for the 380 nm array. The temperature of the minimum for a specific time, \( t \), can be used as a determination of the effective blocking temperature for the system. The blocking temperature is defined as the temperature for which the average relaxation time of the islands is the same as the experimental observation time.

---

Figure 2. Array structure and magnetic characterization. (a) Atomic force microscopy image of the \( d = 380 \) nm array with an overlay showing the patterned geometry of the array. The elongated islands are stadium shaped with \( l = 330 \) nm and \( w = 150 \) nm. The islands are placed in a square lattice architecture with periodicities of 380 nm (shown) and 420nm (not shown). The different periodicities lead to difference in the magnetic interaction between the islands in the arrays, with the \( d = 380 \) nm array being stronger interacting. (b,c) show the magnetic response of the \( d = 380 \) nm array as a function of temperature. (b) \( M_{\text{TRM}}(T) \) measured after cooling in fields of different strength. As can be seen there is hardly any difference between the different curves indicating that the array starts from a fully dressed state [see Fig. 1 (I)] already at the lowest field, 800 A/m. (c) The dependence of the \( M_{\text{TRM}}(T) \) on the heating rate. The onset of decay of the collective array magnetization is shifted to higher temperatures when using a higher heating rate (i.e. a shorter observation time).
The behavior in Fig. 3a,b illustrates the interdependence of the remanent magnetization on time and temperature. This is further elucidated in Fig. 4 were the magnetization is plotted as a function of temperature and time in a color map. It can be seen that the magnetization changes in a stripe like fashion, where a given value of the magnetization is not unique, but can be achieved through different combinations of time and temperature. The contour lines in the figure have constant magnetization and are separated by the same magnetization step. This implies that the time and temperature dependence of the relaxation rate $S$ is reflected in the density of contour lines, where a low density means a low relaxation rate. An alternative way of looking at the data presented in Fig. 3d is to look at contour line density along the gray lines at $t = 300$ s in Fig. 4. If the observation time is changed from 300 s to a shorter observation time of 3 s, represented by the gray lines at $t = 3$ s, the temperature of the maximum relaxation rate, increases by roughly 20 K. This accords with the shift of the M vs. T curves for different observation times in Figs 2c and 3c.

The relaxation in Fig. 3 occurs across a large time window and it is not described by a simple exponential function. However, a stretched exponential, $M = M_0 \exp\left(-\left(t/\tau\right)^\beta\right)$, where $\beta$ is the stretching exponent, $M_0$ is the magnetization at $t = 0$ and $\tau$ is the relaxation time, can be used to describe the relaxation process. To illustrate the influence of $\beta$, the stretched exponential decay in the time window 0.1 to 10 000 s is plotted in Fig. 5a, using $\tau = 1000$ s and $M_0 = 1$. As can be seen in Fig. 5a, a simple exponential ($\beta = 1$) decays rapidly and does not describe the relaxation behavior illustrated in Fig. 3. In Fig. 5a the relaxation data measured at 200 K is shown for the 420 nm array; comparing this to the stretched exponential curves one observes that it accurately matches the $\beta = 0.15$ curve. The 200 K data was also fitted to a stretched exponential decay, yielding $\tau \approx 1000$ s and $\beta \approx 0.15$; red line in the inset of Fig. 5a. Extending this fitting procedure to the measured relaxation data, presented in Fig. 3a,b, the temperature evolution of $\tau$ can be studied. It should be noted that $\tau$ and $\beta$ are strongly coupled and therefore physical meaningful fits can only be made in a relatively narrow temperature region (see supplementary material for more details). For a region of about 30 K, $\beta$ is relative stable (around 0.15 for both arrays) and a reliable determination of the temperature dependence of $\tau$ can be made. For example, $\tau$ changes by 3 orders of magnitude from about 10$^5$ to 10$^2$ s for both arrays, in the interval 180 to 210 K for the $d = 420$ nm array and 200 to 230 K for the $d = 380$ nm array. The extracted $\tau(T)$ values were fitted to the Vogel-Fulcher law, $\tau = \tau_0 \exp\left[E_g/k_B\left(T - T_0\right)\right]$, where $\tau_0 = 10^{-11}$ s is a constant that describes the relaxation time of the individual islands at very high temperatures.

Figure 3. Magnetic relaxation. Normalized magnetization as a function of time for different temperatures as indicated by the color bar for (a) the $d = 420$ nm array and (b) the $d = 380$ nm array. (c) Normalized magnetization as a function of temperature for different observation times for the $d = 420$ nm array. The points are selected by choosing data points along the vertical grey lines in (a), which correspond to specific observation times. The solid line in (c) corresponds to a DC M vs. T measurement of the $d = 420$ nm array, the observation time of this DC measurement is 30 s. (d) The relaxation rate, $S = dM/d\log_{10}(t)$, determined from (a,b), at 300 s as a function of temperature. The minimum corresponds to the maximum relaxation rate and could be taken as an effective blocking temperature for $t = 300$ s.
temperatures, $T_0$ describes the interaction strength, $E_B$ is the energy barrier which the magnetic moment of the island has to overcome in order to reverse its direction and $k_B$ is the Boltzmann constant. The fits for both arrays are shown in Fig. 5b. From these fits, the energy barrier, $E_B$, and the interaction strength $T_0$, are derived. A value of $E_B/k_B = 4650$ K is received for the 380 nm array and 4430 K for the 420 nm array, while for $T_0$ the values are 72 and 62 K, respectively. The results for $T_0$ are consistent with a stronger interaction between the elements in the 380 nm array as compared to the elements in the 420 nm array, as expected. The energy barrier of the islands is expected to be rather similar for the two arrays, due to the fact that the islands have the same size and shape in the two arrays and the temperature ranges for the fits partly overlap. Therefore fits where the energy barrier was fixed to 4500 K were also made, yielding $T_0 = 77$ K for the 380 nm array and $T_0 = 60$ K for the 420 nm array. The individual blocking temperature, $T_B$, of an island can be determined from $\tau_{\text{obs}} = \tau_0 \exp\left[\frac{E_B}{k_B T_B}\right]$, where $\tau_{\text{obs}}$ is the observation time and is taken as 30 s. Using $E_B/k_B = 4500$ K a blocking temperature of approximately 160 K can be estimated. The energy barrier, $E_B$, of the individual islands can mainly be attributed to their shape anisotropy. Using this approximation the energy barrier can be estimated from $E_B(T) = \mu_0 M_s(T)^2 \Delta N V/2$, where $\mu_0$ is the vacuum magnetic permeability, $M_s(T)$ is the magnetization of an island at temperature $T$, $\Delta N$ is the differential demagnetizing factor calculated using the Osborn methodology21 (see Supplementary materials for details), and $V$ is the volume of the magnetic island. By using this approach and the temperature dependence of $M$ described in the Methods, a mean value of the energy barrier was determined to be $E_B/k_B = 4900$ K at 195 K and $E_B/k_B = 4500$ K at 215 K. By comparing these calculated values of $E_B$ with the values estimated from the relaxation experiments, it can be seen that they are in good agreement.

In summary, it is shown that the relaxation behavior of the investigated square artificial spin ice systems is well described by a stretched exponential decay. The arrays offer direct control over the relevant interaction - the magnetic dipolar interaction - via the geometry of the islands and the periodicity, while avoiding complicating factors such as disorder and magnetic domain walls. The relaxation experiments performed in this study yield direct information about the collective dynamics of the system over a quite wide time window and large temperature range. With the aid of data treatment based on well-established relaxation models, information about the energetics and dynamics of the individual building blocks can be acquired. Consequently, artificial spin ice arrays can be used as a new type of model system for the study of relaxation phenomena in magnetic nanosystems.

Concerning the collective dynamics of mesoscale magnetic systems, much remains to be explored, especially with respect to the temporal dynamics16,22 and phase transitions23. Artificial spin ice and more general artificial ferroic systems are micro-magnetic variants of interacting many-body systems15. These have developed over the past years from a testbed for the study of ground-state ordering and low-energy behavior, to a playground for the exploration of collective excitations and dynamics16,17,22,24. Artificial ferroic systems with tunable dynamical
properties can be designed by considering different materials and geometries rather than being limited just by microscopic material properties. This facilitates the study of dynamics in many-body systems on adjustable length, energy and time scales, enabling the design of new devices with tailored electromagnetic properties in the relevant frequency regimes.

The new emergent dynamics of mesoscale objects, such as the patterned nanomagnets comprising the artificial spin ice arrays and the related magnetic charge defects due to thermal fluctuations, further highlight the promise these systems offer in the design of reconfigurable magnonic devices.

**Methods**

The magnetic arrays investigated here were produced by post-patterning on a δ-doped Pd(Fe) thin film using e-beam lithography. δ-doped Pd(Fe) is a three-layer system of Pd (40 nm) - Fe (2.2 monolayers) - Pd (2 nm) produced by DC magnetron sputtering on a Magnesium oxide (MgO) substrate with a Vanadium (V) seeding-layer. The two square artificial spin ice arrays used cover an area of 2 × 2 mm². The elongated islands forming the arrays are stadium shaped and have dimensions of 330 nm × 150 nm. However the periodicity, d, is not the same, with one array having d = 380 nm and the other d = 420 nm, see Fig. 2a.

Magnetic characterization was performed using a custom built SQUID suitable for low field and low signal measurements and a commercial Quantum design MPMS SQUID magnetometer. In both set-ups the arrays
were oriented in the [110]-direction with respect to the applied magnetic field, as shown in Fig. 2a. Magnetization as a function of temperature experiments where made using the temperature dependent thermoremanent magnetization protocol, $M_{TRM}(T)$, where the array is cooled from the superparamagnetic regime (300 K) in an applied magnetic field, $H_m$, down to a low temperature where the field is switched off and the magnetization is recorded upon heating with a constant rate. In the custom built SQUID an applied field of $H_m = 800$ A/m (10 Oe) was used, while in the MPMS applied fields of $H_m = 800$, 1600, 4000 and 8000 A/m (10, 20, 50 and 100 Oe) were used. Magnetization as a function of time was measured using the time dependent thermoremanent magnetization relaxation protocol, $M_{TRM}(T)$, where the array is cooled from the superparamagnetic regime in an applied field of 800 A/m (10 Oe) to the measurement temperature, $T_m$. Upon reaching $T_m$ the field is switched off and the magnetization is recorded as a function of time, $t$, $t = 0$ is defined as the instant when the field is switched off. The experiment was made for several temperatures [$T_m = 170$ to 260 K] and the relaxation was measured in the time window 0.3 to 3000 s. The magnetization in Figs 3 and 4 is normalized to $M_{TRM}(T = 130 K)$ for the corresponding array and is denoted as $M_{norm}$.

The magnetic moment of an individual island was determined from its area and the magnetization of the continuous film, measured by using the commercial MPMS SQUID magnetometer. The resulting island magnetic moment, determined in this way, is $m_0 = 7.4 \times 10^5 \mu T$ at $T = 5$ K. From measurements performed with a Vibrating Sample Magnetometer (VSM), it was revealed that the temperature dependence of the in-field volume magnetization can be described by the function $M(T) = m_0 V \cdot (1 - T / T_m)^{\alpha}$, with $T^* = 410$ K and $V$ being the island volume. For the energy barrier calculation, $E_B$, a reduced island magnetic moment was used, in order to take into account the non-collinearities of the magnetic moments close to the edges of the islands.
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