Deep Learning Classification of Building Types in Northern Cyprus
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Abstract—Among the areas where AI studies centered on developing models that provide real-time solutions for the real estate industry are real estate price forecasting, building age, and types and design of the building (villa, apartment, floor number). Nevertheless, within the ML sector, DL is an emerging region with an interest increases every year. As a result, a growing number of DL research are in conferences and papers, models for real estate have begun to emerge. In this study, we present a deep learning method for classification of houses in Northern Cyprus using Convolutional neural network. This work proposes the use of Convolutional neural networks in the classification of houses images. The classification will be based on the house age, house price, number of floors in the house, house type i.e. Villa and Apartment. The first category is Villa versus Apartments class; based on the training dataset of 362 images the class result shows the overall accuracy of 96.40%. The second category is split into two classes according to age of the buildings, namely 0 to 5 years; Apartments 6 to 10 years Apartments. This class is to classify the building based on their age and the result shows the accuracy of 87.42%. The third category is villa with roof versus Villa without roof apartments class which also shows the overall accuracy of 87.60%. The fourth category is Villa Price from 10,000 euro to 200,000 Euro to above and the result shows the accuracy of 81.84%. The last category consists of three classes namely 2 floor Apartment versus 3 floor Apartment, 2 floor Apartment versus 4 floor Apartment and 2 floor Apartment versus 5 floor Apartment which all shows the accuracy of 83.54%, 82.48% and 84.77% respectively.

From the experiments carried out in this thesis and the results obtained we conclude that the main aims and objectives of this thesis which is to used Deep learning in Classification and detection of houses in Northern Cyprus and to test the performance of AlexNet for houses classification was successful. This study will be very significant in creation of smart cities and digitization of real estate sector as the world embrace the used of the vast power of Artificial Intelligence, machine learning and machine vision.
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I. INTRODUCTION

For each economy in the world, the importance of real estate statistics is undisputed and widely accepted. The drivers of demand and the availability of prices for real estate vary across nations. Such drivers depend on various variables that can alter over time. The real estate market is, indeed, competitive and it can be a challenge to recognize a complete list of drivers. However, it may not be practical for researchers to include an extensive description of factors.[1]. Among the areas where AI studies centered on developing models that provide real-time solutions for the real estate industry are real estate price forecasting, building age, and types and design of the building (villa, apartment, floor number). Nevertheless, within the ML sector, DL is an emerging region with an interest increases every year. As a result, a growing number of DL research are in conferences and papers, models for real estate have begun to emerge. In this study, our emphasis is to provide an approach using deep learning for classification of houses in Northern Cyprus.

As a machine learning technique, deep learning emulates the function of the human brain after analyzing the given datasets to make a human-like decision. Deep learning is an algorithm that uses artificial multi-layer neural networks to learn the characteristics of unstructured data correlation. It retrieves the functionality using raw data in the form of regression and or classification[2].

In order to increase the level of computer vision, the use of the deep learning approach of the Convolutional neural network in image classification is praised worldwide. Using training algorithms, deep learning can identify the input datasets and allow the computer to classify or identify the image depending on the form of training. This work proposes the use of Convolutional Neural Networks in building types classification using houses images. The classification will be based on the house age, house price, number of floors in the house, house type i.e. Villa and Apartment. For this reason, database of the houses images is collected and going to be used with our system.

II. RELATED WORK

Although the building age, price and types of the building are significant parameter in the construction specifications, the information is not always accessible or complete. For the
Deep learning Researchers have also used conventional neural networks to classify images and produce a good result. Using Fundus images, Sertan Serte and Ali Serenar [7] presents a generalized deep learning model for glaucoma detection. The model is trained and evaluated on several datasets and architectures, contrary to previous studies. The findings show that 80% of the time, the model is equal or better than previous work in the literature. They [8] also introduces, using fundus images to detect early and advanced glaucoma automatically. The ResNet-50 and GoogleNet CNN algorithms are trained and fine-tuned using transfer learning to classify. The suggested method also produces good result.

III. STUDY AREA

Northern Cyprus comprises of the north east portion of the Cyprus island. Turkish Republic of Northern Cyprus is its official name. The island only recognized by Turkey but international communities still considered both North and South to be one country[9].

TRNC ranges from Morpho Bay to the west and to the top of the northeastern Karpass Peninsula. The village of Louroujina is its southernmost point. A United Nations-controlled buffer zone extends between South and North and separates the capital Nicosia on both parts[10].

In recent years, Northern Cyprus has experienced a remarkable construction boom. These building activities have increased dramatically following the failed peace plan initiated in 2003 by former UN Secretary-General Kofi Annan[12]. Ever since, Northern Cyprus' architectural design has shown a strong tendency towards post-moderation. The creation of Northern Cyprus' modern architecture is inspired from improvements since about the 1980s in Turkey and by Turkish designers who have not been officially recognized for their job. The buildings types in Northern Cyprus are mostly Villa, residence or apartment, penthouse, bungalow[13].
IV. DATASET

The beginning of this work is dataset collection, all image was access from the popular Northern Cyprus real estate company 101 Elver. The company is known as the leading real estate portal of Northern Cyprus[14]. Their mission is to create a platform where all properties for sale or rent in Cyprus are located, where buyers and sellers meet. All the images in the data set are collected from Nicosia Area of Northern Cyprus. The dataset can be access at www.101elver.com.

The first category is Villa versus Apartments class. The second category is split into two class namely 0 to 5 years old Apartments 6 to 10 years old Apartments. The third category is villa with roof versus Villa without roof apartments class. The fourth category is Villa Price from 10,000 euro to 200,000 Versus Villa Price from 200,000 Euro to above. The last category consists of three classes namely 2 floor Apartment versus 3 floor Apartment, 2 floor Apartment versus 4 floor Apartment and 2 floor Apartment versus 5 floor Apartment.

Table 1: Classes of the houses and the number of images in each case

| Class                                         | Number of images | Number of Training Image | Number of Testing Image |
|-----------------------------------------------|------------------|--------------------------|-------------------------|
| Apartment                                     | 219              | 110                      | 110                     |
| Villa                                         | 143              | 72                       | 72                      |
| 0-5 Years old Apartments                      | 207              | 145                      | 63                      |
| 6-10 Years old apartments                     | 145              | 101                      | 44                      |
| Villa with roof                               | 209              | 146                      | 63                      |
| Villa without roof                            | 195              | 137                      | 59                      |
| Villa Price from 10,000 Euro to 200,000 Euro  | 206              | 144                      | 62                      |
| Villa Price from 200,000 Euro to Above        | 301              | 211                      | 90                      |
| Apartments with 2 floors                      | 170              | 119                      | 51                      |
| Apartments with 3 floors                      | 151              | 106                      | 45                      |
| Apartments with 4 floors                      | 104              | 73                       | 31                      |
| Apartments with 5 floors                      | 132              | 92                       | 40                      |
| Total                                         | 2182             |                          |                         |
V. METHOD

A. Preprocessing

The dataset has been arranged five different categories each one contain sub folders of the classes to be classify. The name of each sub folder is the name of the class. To take care of data inadequacy, we used Data augmentation techniques[15][16]. Also, the method supplies the network with the required details of learning of training data and reduced the probability of over fitting. We have images of various sizes in the dataset, but the AlexNet architecture needs 256X256 input images[15]. We have therefore changed the training and testing of images using online bulk resizer https://bulkresizephotos.com/en to render images appropriate for our network Some additional augmentation operations were added, such as randomly rotating the training images along the vertical axis and converting images up to 30 pixels in both vertically and horizontal[17]. MATLAB's image Data Augmenter library has been used for all the preprocessing tasks, which have various sets of data pre - processing options, such as translation, reflection, scaling, rotation, scaling, augmentation and shearing have been used in the training results[18][19].

B. Alexnet

Against all traditional machine learning and computer vision methods, AlexNet achieved state-of-the-art detection performance. It was an exciting development for object recognition and classification tasks in the field of machine learning and computer vision and is the point in history from which interest in deep learning has rapidly grown[20]. Compared to LeNet, Alex Krizhevsky and others introduced this deeper and wider CNN model in 2012 and won the ImageNet Large Scale Visual Recognition Challenge (ILSVRC), the most difficult ImageNet challenge for object detection[20].

Our network architecture is described in the figure below. It comprises eight layers that have been learned, five that are convolutional and three that are fully connected. Some of the new or unique features of the architecture of our network are listed below.

The first five are convolutional layer and the remaining three are completely connected. Convolution and Max-Pooling with LRN (Local Response Normalization) are done by the first convolutional layer, in which ninety-six 11 x 11 in size different receptive filters are used. The Max-Pooling operations are conducted with 3 x 3 filters with a step size of 2[21].

The 2nd, 4th and 5th convolution layer kernels are only linked to the kernel maps on the preceding layer that are on the same GPU. The 3rd convolution layer kernels are linked to kernel maps on 2nd layer.

Max-pooling layers follow all feedback layers in the preceding layer and the 5th convolutional layer is linked to all neurons by the neurons in the fully connected layers. The ReLU is added to the output of fully-connected and convolutional layer[15]. An input image is filtered by the 1st convolutional layer of 224x224x3 with ninety-six kernels with size with a distance between adjacent neurons' receptive field centers of 4-pixel kernel map.

Figure 2: AlexNet Architecture[22]
The 2nd convolutional layer takes output of the first convolutional layer as input and filters it with 256 kernels of 5 x 5 x 48 size. Without any interference of pooling or normalization layer, 3rd, 4th and 5th convolutional layers are related[23]. The 3rd convolutional layer of size 3 x 3 x 256 has 384 kernels connected to the outputs of the 2nd convolutional layer. The 4th convolutional layer of size 3 x 3 x 192 has 384 kernels, and the 5th convolutional layer of size 3 x 3 x 192 has 256 kernels. Which makes the fully-connected layers to have the total of 4096 neurons each[24].

C. Learning details

For our 1st Model (0-5 years vs. 5-10 years old), we train our model with weighted learning rate of 10, mini batch size 10, MaxEpoch 100 and Valid frequency of 3. We used 70% of our data for training and 30% for validation.

For the 2nd models (Villa with roof vs. Villa without roof, Villa Price from 10,000 Euro to 200,000 Euro Vs. Villa Price from 200,000 Euro to Above and 2 floor Apartments Vs. 3,4 and 5 floor Apartment) we train them with weighted learning rate of 20, mini batch size 20, MaxEpoch 100 and Valid frequency of 3. We used 70% of our data for training and 30% for validation.

We train 3rd first model (Villa Vs. Apartment) with weighted learning rate of 25, basic learning rate of 25, Minibatch size of 10, MaxEpochs of 100, valid frequency 3. We also used 50% of our data for training and 50% for Validation shown in table below.

For all the models, all the network parameters used was adjusted manually throughout training to get the best result. For all the models, all the network parameters used was adjusted manually throughout training to get the best result.

MATLAB Version 2019a was used for implementation. The network was developed on a personal computer with 7th Gen intel(R) Core i7-7500u and NVIDIA® GeForce 940MX SUPER GPU*1 MATLAB version R2019a was used.

D. Performance Matrices

Accuracy is a data measure described as the proportion of data samples correctly classified from the result to all samples. specificity and sensitivity similarly, are Statistical indicators that accurately forecast the percentage of Both the tests with positive data and a part of all the negative data samples respectively[25].

For of class of input images, True Negative (TN), True positive (TP), False Negative (FN) and False Positive (FP), result obtained may vary according to result obtained from the confusion matrix. If an apartment is forecast as an apartment, it shows a TP for that class. In contrast to this class, all the accurate predictions for other classes are referred to as TN. If an input image of an apartment is predicted as a villa, it is considered false positive[26].

In a nutshell Sensitivity tests the proportion of accurately labeled data correctly classify to the overall data correctly identified as positive classification[27]. Specificity tests how good the other groups are estimated by the algorithm. Accuracy tests the overall accuracy of the algorithm’s classification rate[25].

VI. RESULT

A. Villa and Apartments Class

Transfer learning with pre-trained AlexNet was used in the system proposed. From the result we obtained, we can believe that there is a great success was achieved by the proposed approach where the Villa vs. Apartment class is precisely classified. The accuracy overall achieved is 96.40% as shown from the figure below, we can see that the values of other metrics are Sensitivity is 98.17%, Specificity is 97.36%, Prevalence is 98.20% Positive Predicted Value is 98.37% and Negative Predicted Value is 96.21%. The result is summarized in table below

B. 0-5 Years and 6-10 years (old) Apartments Class

On the basis of the results obtained, we may conclude that a good success was achieved by the proposed approach where the classification of 0-5 Years Vs. 6-10 years age Apartments Class is 87.42% accurate as we shown from the figure below. we can see that the values of other metrics are Sensitivity is 85.29%, Specificity is 80.68%, Prevalence is 89.20% Positive Predicted Value is 88.17% and Negative Predicted Value is 81.67%. The result is summarized in table below.

The training cycle parameters are also recorded such as Epoch, number of iteration and iteration per Epoch and validation frequency as also recorded.

C. Villa With roof and Villa without roof class

The accuracy overall achieved is 87.60% as shown from the figure below, we can see that the values of other metrics are Sensitivity is 93.65%, Specificity is 81.03%, Prevalence is 59.21% Positive Predicted Value is 82% and Negative Predicted Value is 82.96%. The result is summarized in table below.

D. Villa Price Class

The accuracy achieved as was 81.84%. The values of other metrics are sensitivity of 80.56% which shows the proportion of accurately labeled data correctly identified to the overall number of data correctly identified as positive is not is reliable. 
The value of specificity is recorded at 85.48% which is good performance. 79.29%, 72.96% and 82% for prevalence, positive predicted value and Negative predicted Value respectively. The result is summarized in table below.

On the basis of the results obtained, the proposed method is needed to be improving to achieve good result.

E. 2 floors and 3 floors Apartment Class

The overall accuracy achieved was 83.84%. The values of other metrics are sensitivity of 84.31% which shows the result of the proportion of accurately labeled data correctly identified to the overall number of data correctly identified as positive is good.

The value of specificity is recorded at 80%. The result shows how the other groups are estimated by the algorithm is good. 83.13%, 69.23% and 61.43% for prevalence, positive predicted value and Negative predicted Value respectively. The result is summarized in table below.

On the basis of the results obtained, the proposed method is needed to be improving to achieve good result.

F. 2 floors versus 4 floors Apartment class.

Based on the result obtained, we may conclude that a great success was achieved by the proposed approach where the 2 floor and 4 floors Apartment class is precisely classified.

Overall accuracy was 82.48%. The values of other metrics are 89.41% for sensitivity, 71.15% for Specificity, 62.04% for prevalence, 80.43% for positive predicted value and 83.52% for Negative predicted Value. the result is summarized in table below.

G. 2 floors and 5 floor Apartments Class

The accuracy was recorded at 84.77%. The values of other metrics are 87.06% for sensitivity, 81.82% for specificity, 56.29% for prevalence, 83.08% for positive predicted value and 86.05%

the result is summarized in table below. Hence the proposed system performance is good.

Table 2. Table of results

| Dataset   | Class                             | Predictive Positive Value | Predictive Negative Value | Prevalence | Accuracy % | Sensitivity % | Specificity % |
|-----------|-----------------------------------|---------------------------|---------------------------|------------|------------|---------------|---------------|
| Category One | Apartments                        | 0.9837                    | 0.9621                    | 0.9820     | 96.40      | 98.17         | 97.36         |
|           | Villa                             |                           |                           |            |            |               |               |
| Category Two | 0-5 Years apartments Vs 6-10 Years Apartments | 0.8817                    | 0.8167                    | 0.8920     | 87.42      | 85.29         | 80.68         |
| Category Three | Villa with roof Vs Villa without roof | 0.8429                    | 0.9216                    | 0.5207     | 87.60      | 93.65         | 81.03         |
| Category Four | Villa Price from 10,000 euro to 200,000 Vs Villa Price from 200,000 Euro to above | 0.8200                    | 0.5296                    | 0.5929     | 81.84      | 85.56         | 85.48         |
| Category Five | 2 floor Vs 3 floor Apartments      | 0.6143                    | 0.6923                    | 0.5313     | 83.54      | 84.31         | 80.00         |
|           | 2 floor Vs 4 floor Apartment      | 0.8352                    | 0.8043                    | 0.6204     | 82.48      | 89.41         | 71.15         |
|           | 2 floor Vs 5 floor Apartment      | 0.8605                    | 0.8308                    | 0.5629     | 84.77      | 87.06         | 81.82         |
VII. CONCLUSION AND RECOMMENDATIONS

In this paper, we review Artificial Neural Networks, its working principles and training algorithm such as back propagation learning techniques. Deep learning was discussed which include deep learning approaches such supervised learning, semi-supervised, un-supervised and reinforcement learning. Convolutional neural network has a significant effect on image classification[15][28] that makes it suitable candidate to use in this research.

After study and implementation of deep learning in the field of house classification it is concluded that deep leaning while using AlexNet provide very good result. First these images were downloaded from 101e lever, a leading real estate company in Cyprus and the image is resized to fit our network[29].

The first category is Villa versus Apartments class; based on the training dataset of 362 images the class result shows the overall accuracy of 96.40%. This shows that villa vs. apartment class has been very well classified. The second category is villa with roof versus Villa without roof apartment’s class which also shows the overall accuracy of 87.60%.

The first category is split into two classes namely 0 to 5 years Apartments 6 to 10 years Apartments. This class is to classify the building based on their age and the result shows the accuracy of 87.42%.

The fourth category is Villa Price class from 10,000 euro to 200,000 Versus Villa Price from 200,000 Euro to above and the result shows the accuracy of 81.84%

The last category consists of three classes namely 2 floors Apartment versus 3 floors Apartment, 2 floors Apartment versus 4 floors Apartment and 2 floors.
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