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Abstract: In most parts of the electromagnetic spectrum, solar radiation cannot penetrate clouds. Therefore, cloud detection and masking are essential in image preprocessing for observing the Earth and analyzing its properties. Because clouds vary in size, shape, and structure, an accurate algorithm is required for removing them from the area of interest. This task is usually more challenging over bright surfaces such as exposed sunny deserts or snow than over water bodies or vegetated surfaces. The overarching goal of the current study is to explore and compare the performance of three Convolutional Neural Network architectures (U-Net, SegNet, and DeepLab) for detecting clouds in the VENµS satellite images. To fulfill this goal, three VENµS tiles in Israel were selected. The tiles represent different land-use and cover categories, including vegetated, urban, agricultural, and arid areas, as well as water bodies, with a special focus on bright desert surfaces. Additionally, the study examines the effect of various channel inputs, exploring possibilities of broader usage of these architectures for different data sources. It was found that among the tested architectures, U-Net performs the best in most settings. Its results on a simple RGB-based dataset indicate its potential value for any satellite system screening, at least in the visible spectrum. It is concluded that all of the tested architectures outperform the current VENµS cloud-masking algorithm by lowering the false positive detection ratio by tens of percents, and should be considered an alternative by any user dealing with cloud-corrupted scenes.
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1. Introduction

Cloud cover has always been a challenge for the land-surface remote sensing community. As almost seventy per cent of the Earth’s land surface is covered by clouds [1], and this proportion is even higher over oceans [2] and the tropics [3], the issue of clouds contaminating the spectral domain of an Earth observation scene represents an unavoidable obstacle in the field of remote sensing. The most common way of dealing with this complication is to automatically rate remote sensing images by estimating their cloud cover scores and letting the user filter out the cloud-corrupted ones [4]. Consequently, a need for a cloud detection system arises.

The fact that by their nature clouds are formless and dynamic features that are spectrally variable at different parts of the electromagnetic spectrum [5] makes their detection a challenging problem. The extensive heterogeneity of the Earth’s surface additionally...
hinders their detection, especially over bright surfaces such as snow and deserts, and the so-called aerosol twilight zone makes cloud border detection a delicate task [6].

Several operational algorithms exist to assess cloud masks for remote sensing data, however, due to the use of diverse spectral instruments providing varying spectral bands for different satellite systems, many of them are strictly platform-dependent. Examples include the Automated Cloud Cover Assessment (ACCA) [4,7] and Landsat Ecosystem Disturbance Adaptive Processing System (LEDAPS) cloud algorithm [8] developed for Landsat satellite systems and Sen2Cor for the Sentinel-2 optical imaging mission [9]. Illustrations of the trend of extending existing algorithms to be multi-platform include, e.g., Function of Mask (FMask), which was originally developed for Landsat [5] and extended to work on Sentinel-2 products [10], eXtensible Bremen AERosol Retrieval (XBAER-CM), developed originally using only ENVISAT MERIS data [11], and MACCS-ATCOR Joint Algorithm (MAJA), which currently the default cloud-masking algorithm for Vegetation and Environment New Micro-Satellite (VENµS) data and works on Formosat 2, Landsat, and Sentinel-2 images as well [12].

Most of these cloud detection systems are based on combinations of spectral thresholding (FMask [5], ACCA [7], Sen2Cor [9]), although a few attempt to utilize the time-series characteristic of satellite data. Satellite data from revisitations of the same location on different days can be used, e.g., in MAJA [12] or the modification of FMask called TMask [13]. Although the latter approach usually achieves better results, its drawbacks lie in the requirement that data be processed in chronological order [12] and in the need for a certain number of clear images per year [13], resulting in from data availability demands and possible data delivery delays. Moreover, the algorithm can be easily confused in the case of succeeding cloudy images or ephemeral changes [13].

Another approach is to use tools that take into account both the spectral information in one pixel and its surroundings, as well as the relationship between them. Considering the growing success of convolutional neural networks (CNNs) on tasks involving object detection and segmentation in the last several years [14], as well as the fact that their strength is in finding such relationships, it is only natural that remote sensing scientists have followed this trend. Experiments with CNNs utilized to assess cloud masks in remote sensing data have already been conducted. Scientists have mainly developed ad hoc architectures [15–19] or implemented ad hoc modified versions of popular models such as [20], which uses a modified version of U-Net [21], Ref. [22], which introduces atrous convolutions into U-Net, and Ref. [23], which modifies the VGG-16 model [24]. Although all of the mentioned architectures have been claimed to outperform all the other tested methods, only four of the proposed models have been compared to other CNNs. These are [19] (and therefore [17], having an extensive overlap), which was compared to the performance of AlexNet [25] and the architecture of [26]; Ref. [18], which was compared to the performance of [27] and DeepLab V2 [28]; and Ref. [22], which was compared with eight state-of-the-art models. Due to this evidence of comparison deficiency and considering that remote sensing images are slightly different from typical common photos, a comparison of popular CNN architectures that serve as backbones for the mentioned ad hoc models and reporting of their performance on remote sensing data would be valuable. As cloud detection is a common problem in the field of remote sensing, a considerable number of studies have been undertaken to solve this issue, such as [29] for Sentinel 2, [30] for Sentinel 3 images, [31] for Landsat images, [32] for MODIS images, [33] for SPOT VEGETATION images, [34] for GaoFen 6 images, and [35] working with data from WorldView 2 and Sentinel 2. However, to the best of the authors’ knowledge, no scientific paper dealing with cloud detection for the VENµS satellite has been published except for the original MAJA [12] proposal paper. Considering the results of CNNs reported in studies mentioned in the last paragraph, this approach seems to be a promising candidate for improving cloud mask accuracy for satellite systems with limited cloud masking algorithm alternatives, such as VENµS.
Although multiple cloud types appear in the sky [36], their rich differentiation is not the most common goal of cloud detection in remote sensing, as illustrated by the fact that none of the mentioned default cloud classifiers ([5,9,11,12]) relies on such details. Two of the above-mentioned architectures ([15,20]) approach the task as a multi-class problem by differentiating four classes (thick clouds, thin clouds, cloud shadows, and cloudless pixels), three of them as a three-class problem ([18,19] as thick clouds, thin clouds, and cloudless pixels and [35] as clouds, cloud shadows, and cloudless pixels), and two ([17,23]) as a binary problem (clouds vs. cloudless pixels).

The overarching goal of this study is to investigate the performance of common CNN architectures on the task of cloud detection in VENµS satellite images. The project strives to improve cloud mask accuracy overlooking selected areas over the land of Israel. Hence, this research is carried over various man-made and natural landscapes, with a special focus on bright desert surfaces. Additionally, the study examines the effect of various channel inputs, exploring possibilities of broader usage of these architectures for different data sources. Although cloud shadows corrupting pixel values are definitely an important issue for remote sensing researchers [37] and have been considered previously [35], they are beyond the scope of this study.

The main contributions of this paper are as follows:

- This study can serve as a benchmarking basis for the use of CNNs for cloud detection;
- Thus far, no papers dealing with cloud detection on VENµS images have been published except for the original MAJA algorithm proposal;
- This study explores the effect on the performance of a CNN of using various band and index combinations.

The rest of this paper is organized as follows: Section 2 describes the dataset created for and used in this research; Section 3 designates implemented models and their parameters; the results of the research are presented in Section 4; and the discussion and conclusions are drawn in Sections 5 and 6, respectively.

2. Data

2.1. The VENµS Satellite

VENµS is an Earth observation space mission jointly developed, manufactured, and operated by the National Centre for Space Studies (CNES) in France and the Israel Space Agency (ISA). The satellite, launched in August 2017, crosses the equator at around 10:30 a.m. Coordinated Universal Time (UTC) through a sun-synchronous orbit at 720 km height with 98° inclination. During its first phase, named VM1, the scientific goal of VENµS was to frequently acquire images on 160 preselected sites with a two-day revisit time, a spatial resolution of 5 m, and 12 narrow bands, ranging from 424 to 909 nm, as described in Table 1. This spectral range was designed to characterize vegetation status, monitor water quality in coastal and inland waters, and estimate the aerosol optical depth and the water vapour content of the atmosphere. To observe specific sites within its 27-km swath, the satellite can be tilted up to 30 degrees along and across the track. Uniquely, the preselected sites are always observed with constant view azimuth and zenith angles. Four spectral bands were set between the atmospheric absorption areas in the red-edge region. In addition, and exceptionally, two identical red bands are located at both extremities of the focal plane. The 2.7-s difference between the first and the last red bands of the push broom scanner enables a stereoscopic view and three-dimensional measurements [38].
Table 1. VENµS spectral bands and their primary applications. Source: [38].

| Band   | Central Wavelength [nm] | Bandwidth [nm] | Main Application                      |
|--------|-------------------------|----------------|---------------------------------------|
| Band 1 | 423.9                   | 40             | Atmospheric correction, water          |
| Band 2 | 446.9                   | 40             | Aerosols, clouds                       |
| Band 3 | 491.9                   | 40             | Atmospheric correction, water          |
| Band 4 | 555.0                   | 40             | Land                                  |
| Band 5 | 619.7                   | 40             | Vegetation indices                     |
| Band 6 | 619.7                   | 40             | DEM, image quality                     |
| Band 7 | 666.2                   | 30             | Red edge                              |
| Band 8 | 702.0                   | 24             | Red edge                              |
| Band 9 | 741.1                   | 16             | Red edge                              |
| Band 10| 782.2                   | 16             | Red edge                              |
| Band 11| 861.1                   | 40             | Vegetation indices                     |
| Band 12| 908.7                   | 20             | Water vapour                          |

2.2. Training Dataset

VENµS satellite data do not cover the entire world, focusing only on specific scientific sites. Therefore, it is not very common to sense a compact area with multiple diverse land cover types or land use classes. Such areas do exist, however; one such area is Israel. Thanks to its elongated shape and location on the Mediterranean Sea, it covers a plethora of heterogeneous classes, ranging from vegetated regions to barren land. Thus, Israel was chosen as the area of interest for this study.

The experimental dataset used in this study consists of cloudy VENµS scenes over the area of Israel. Currently, the only cloud masks for VENµS satellites have been those automatically generated by the MAJA algorithm [12]. Manual examinations of MAJA masks have revealed their insufficiency and extensive overestimation of cloud-covered areas, especially in urban regions and the southern parts of the country, which are represented almost exclusively by arid areas. Arid areas, snow, and ice fields [27] are generally considered to be among of the most complex land cover classes that need to be distinguished from clouds, which is due to the similarities in their visible and near-infrared spectrum signal response and their formless nature, with no clear or systematic texture patterns.

The experimental dataset used in this study had to be created manually in order to determine whether it was possible to obtain better cloud masks for VENµS satellite data using CNNs. Three VENµS tiles were chosen for be labelling: W07, S01, and S05 (see Figures 1 and 2). These sites were considered to contain at least a small portion of each of the main land cover types appearing in Israel, that is, vegetated areas, urban areas, agricultural areas, water bodies, and arid areas, while leaving most of their variations unseen for later utterly independent experiments. Nine tiles from scenes spanning April to August 2018 and 2019 were manually labelled for these sites. In order to pay attention to the above-mentioned problematic arid land cover classes, more than a half of the dataset consisted of scenes from the Negev desert (tile S05). A comparison of cloud masks generated by MAJA and labels created manually is illustrated in Figure 3.
Figure 1. VENµS tile strips over Israel.
Two datasets were generated. The first included thin and thick clouds as well as clear pixels, while the second included only a binary mask with either clear or cloudy pixels, as detailed in the list below and depicted in Figure 4.

1. Three-class dataset: thick clouds, thin clouds, cloudless
• thick cloud: an absolutely non-transparent cloud pixel;
• thin cloud: a pixel corrupted by a semi-transparent cloud;
• cloudless: clear and cloud-free pixels.

2. Binary class dataset: clouds, cloudless

• a derived product from the three-class dataset created by joining the two cloud classes (thick and thin) into one.

![Figure 4. Comparison of manual binary and multi-class cloud masks: (a) RGB representations of patches of VENµS tiles; (b) binary mask; (c) multi-class mask, thick clouds (in grey) and thin clouds (in white).](image)

For each of the above-listed labelled datasets, three sets of input bands were used:

1. VENµS scenes containing all spectral bands (see Table 1);
2. RGB VENµS scenes;
3. RGB + NDVI VENµS scenes.

These labelling and input band variations allowed to test the performance of CNNs on VENµS data depending on whether the classification is binary or multi-class as well as to make inferences about their utility in any other satellite data source containing at least red, green, and blue bands, making the results as general as possible. The third band variation containing RGB enhanced by the normalized difference vegetation index (NDVI) was added as an exemplary study of whether NDVI helps the CNN models to improve their prediction; this was carried out in order to test such claims [39] and to test its effect, especially over the desert land type with extremely sparse vegetation.
Manual labelling was carried out using the labelling tool developed as part of [40] and provided through the official university website (https://dspace.cvut.cz/handle/10467/95456, accessed on 11 October 2022). As all the other versions of the dataset are only derived products of the full-band multi-class one, only this one is provided to save space on the provider’s storage disks; it can be obtained online (https://zenodo.org/record/7040177, accessed on 11 October 2022) and is licensed with the Creative Commons Attributions 4.0 International license (https://creativecommons.org/licenses/by/4.0/legalcode, accessed on 11 October 2022).

3. Methodology

After the training datasets were created, as described in Section 2, tested architectures were chosen. Their choice and description can be found in Section 3.1. Seventy percent of the dataset was then used for training and thirty percent to validate the utilized architectures. The way the experiments were conducted is detailed in Section 3.2. The entire workflow is illustrated in Figure 5.

![Figure 5. The workflow of the study.](image)

3.1. Architectures

Out of the four CNN architectures commonly employed for image segmentation in the field of remote sensing ([41,42]) as depicted in Figure 6, three were chosen for implementation. The architectures were chosen based on their utilization as backbone models in the CNN-based cloud cover studies mentioned in Section 1. As far as possible, all of them are used in their original settings, and are therefore described only briefly.

![Figure 6. Overview of the commonly employed architectures for image segmentation in the field of remote sensing. Of the four most common encoder–decoder architectures, three were implemented: U-Net, SegNet, and DeepLab. Source: [42].](image)
The fundamental goal of the CNN architectures examined here is to perform semantic segmentation. They are based on the encoder–decoder structure, the most common structure for image segmentation [42]. The encoder maps every given input $x \in X \subset \mathbb{R}^{d_0}$ to a feature space $z \in Z \subset \mathbb{R}^{d_\kappa}$, and this feature map then serves as an input for the decoder to produce an output $y \in Y \subset \mathbb{R}^{d_0}$, where $\kappa$ denotes the depth of the network [43]. A more illustrative depiction of this idea can be seen in Figure 7.

![Figure 7](image)

**Figure 7.** An encoder–decoder CNN architecture with $\kappa$ layers and skip connections; $q_l$ refers to the number of channels, $m_l$ denotes each channel dimension, and $d_l$ depicts the total dimension of the feature at the $l$-th layer. Source: [43].

All architectures were enhanced by an option to include dropout layers [44] after each batch normalization layer to test the dropout effect on overfitting, as used in [45]. Otherwise, they were used in their original setting.

### 3.1.1. U-Net

Although U-Net was initially designed to segment neuronal structures in electron microscopy images [21], the architecture quickly established itself as the state-of-the-art model in computer vision, including remote sensing [42]. It is, as depicted in Figure 8, a symmetric U-shaped (hence the name) five-level encoder–decoder [43] CNN using skip connections built upon a fully convolutional network (FCN) [46]. In an addition to FCN, the decoder contains a large number of feature channels symmetrical to corresponding encoder layers, allowing the model to propagate context information to higher resolution layers; these corresponding levels are connected by skip connections transferring the entire feature maps. All fully connected layers of the FCN are dropped, making the model much lighter in terms of the required parameters.

The total number of parameters of the U-Net architecture used for the full-band dataset in this study was 31,060,546, out of which 31,048,770 were trainable.
Figure 8. U-Net architecture. The channel number of feature maps is indicated on top of the boxes and the feature map size at the lower left/lower right edge of the image. In the experiment, it was enhanced by optional dropout layers following the CNN layers and by working with different feature map sizes, with the input being 1024 × 1024 pixels and convolutions used to preserve the shape. Source: [47].

3.1.2. SegNet

SegNet [48] is a symmetrical U-shaped encoder–decoder [43] CNN, similar to U-Net in its core. As can be seen in Figure 9, there are three differences from U-Net. First, there is an extra lowest-level convolutional block. Second, the portion of convolutional blocks within one level is one layer deeper. The biggest difference lies in the design of skip layers; in U-Net, they propagate entire feature maps to be concatenated with the upsampling layers’ output, whereas in SegNet they transfer only pooling indices, which are then used for upsampling. The memory saved in the skip connections allows the use of extra layers and convolutional blocks when compared to U-Net.

Figure 9. SegNet architecture. Source: [48].

The total number of parameters of the SegNet architecture used for the full-band dataset in this study was 62,502,530, out of which 62,481,538 were trainable.

3.1.3. DeepLabv3+

An alternative to common convolution is atrous (sparse) convolution. The advantage of this approach lies in the ability to enlarge the receptive field via dilation while keeping the same number of parameters, generally resulting in architectures with fewer parameters. Atrous convolutions have been used in the task of cloud detection both in the field of remote sensing, such as [22], who used atrous convolutions in U-Net, and in other fields,
such as [49]. One of the models using atrous convolutions while serving as a backbone for many other networks is DeepLab.

The architecture known as DeepLab is available in many generations. The first generation [50] merely utilized the idea of atrous convolutions in its architecture; the second generation [28] expanded this design into atrous spatial pyramid pooling (ASPP) and experimented with ResNet [51] as its backbone architecture; and the third generation [52] augmented the ASPP module with image-level features to capture global context [53] and included batch normalization layers [54]. Finally, the DeepLabv3+ [55] generation used DeepLabv3 as the encoder following the encoder–decoder paradigm [43], resulting in segmentation refinement, especially at object borders. DeepLabv3+ is the generation implemented in this study.

As a result, DeepLabv3+ consists of multiple stages. The first stage of the encoder is a backbone architecture, a CNN without its classification layers. The authors of the original paper experimented with ResNet and Xception [56] as backbone architectures; in this research, it is represented by ResNet-50, ResNet-101, and ResNet-152. The second stage of the encoder is the ASPP applied on the output of the backbone architecture, followed by an atrous separable convolution. The decoder consists first of a concatenation of the atrous separable convolution output and a convoluted low-level output from the backbone architecture, and second of convolutional blocks and upsampling, as illustrated in Figure 10.

![Figure 10. DeepLabv3+ architecture. Source: [57].](image)

The total number of parameters in the DeepLabv3+ architecture used for the full-band dataset in this study is as follows, divided by the three backbones:

- ResNet-50: 17,860,786, out of which 17,826,002 were trainable
- ResNet-101: 36,931,250, out of which 36,844,242 were trainable
- ResNet-152: 52,644,018, out of which 52,510,930 were trainable

3.2. Experiments
3.2.1. Experiment Settings

In order to receive both training and validation samples from every tile in the dataset, patches of size $1024 \times 1024$ were used in the experiments, resulting in 72 patches (four
patches per each of 2048 \times 2048 tiles); 70\% of such patches were used for training and the rest served to validate the model, always using at least one patch from a tile in the validation section. Every training ran for at most 1000 epochs, with models being saved only when reaching a lower validation loss value than in the previous best epoch. The patience of 100 epochs for early stopping was used to avoid overfitting; if the validation loss value did not decrease for 100 epochs, the training was stopped. As the activation function for the convolutional layers, the rectified linear unit (ReLU) function was chosen, as it is widely used in deep learning [58]. Batch normalization layers were used after activation layers.

Every architecture ran twice on each dataset (see Section 2), once without the utilization of dropout layers and once with dropout layers, with a rate of 0.5 (50\%) following every batch normalization layer. Moreover, the impact of simple data augmentation was tracked; every training run was first performed only with the original dataset, then repeated using data enhanced by their rotations (by 90, 180, and 270 degrees, resulting in a dataset four times bigger than the original one).

The results for all the described settings are presented in Section 4.

3.2.2. Loss Functions

To evaluate the performance of the trained models, binary cross entropy and Dice loss were used for the binary and multi-class datasets, respectively.

The cross entropy is the average number of bits needed to encode data from a source with a distribution $q$ while using model $p$ [59]. Using it as a loss function for two classes, the goal is to minimize the Kullback–Leibler divergence [60]. Mathematically, the loss function can be described as follows:

$$H_q(p) = 1 - \frac{1}{N} \sum_{i=1}^{N} (y_i \ast \log(p(y_i)) + (1 - y_i) \ast \log(1 - p(y_i))),$$

where $H_q(p)$ is the binary cross entropy loss, $N$ is the number of training/validation samples, $y_i$ is the ground-truth label, and $p(y_i)$ is the predicted probability of the sample having the ground-truth value.

Using Dice loss, the user wants to minimize the so-called Sørensen–Dice coefficient, which is a measure of the association between compared classes defined for two classes as a ratio of twice the common area of two sets to the sum of the cardinalities of the sets [61]. Its use in ANNs and semantic segmentation began in the 1990s, e.g., in [62]. Dice loss was used for the multi-class dataset because it computes the loss function relatively for each class instead of working with the absolute number of pixels per class, helping to lower the effect of imbalanced classes. Mathematically, the Sørensen–Dice coefficient can be described as follows:

$$D = \frac{2 \sum_i g_i p_i}{\sum_i g_i^2 + \sum_i p_i^2},$$

where $D$ is the Sørensen–Dice coefficient, $N$ is the number of training/validation samples, $g_i$ is the count of ground-truth pixels for sample $i$, and $p_i$ is the count of predicted pixels for sample $i$.

4. Results

The results for all settings for both the multi-class and binary datasets are presented in Tables 2 and 3, respectively. All loss function values reported in the tables and all figures in this chapter were computed over the independent validation set, as described in Section 3.2.

It is apparent from the tables that the results from the binary classification are much more accurate. This finding indicates that most errors in Table 2 are due to inadequate differentiation between thick and thin clouds instead of from the problem of cloud vs. cloud-free pixels. This issue was anticipated, as the border between these two classes is not very clear and there could be different ground-truth labels for pixels with the same spectral reflectance in the training dataset due to human error.
Table 2. Dice loss values over the validation dataset for different architectures and settings on the multi-class dataset. For rows: dN% stands for dropout, N specifies the dropout ratio, and mN specifies the ResNet version used as a backbone model for DeepLabV3+. For columns: fb stands for the dataset utilizing the full-band images, rgb stands for the dataset utilizing only the red, green, and blue bands, rgb Ndvi represents rgb enhanced by the NDVI, and _a represents the augmented version of the dataset.

| Architecture          | fb     | fb_a    | rgb    | rgb_a    | rgb Ndvi | rgb Ndvi_a |
|-----------------------|--------|---------|--------|----------|----------|------------|
| U-Net_d00             | 0.330  | 0.368   | 0.384  | 0.434    | 0.348    | 0.340      |
| U-Net_d50             | 0.353  | 0.362   | 0.415  | 0.380    | 0.467    | 0.359      |
| SegNet_d00            | 0.383  | 0.401   | 0.406  | 0.403    | 0.373    | 0.372      |
| SegNet_d50            | 0.439  | 0.422   | 0.431  | 0.497    | 0.494    | 0.398      |
| DeepLabV3+_rn50_d00   | 0.378  | 0.423   | 0.431  | 0.444    | 0.435    | 0.506      |
| DeepLabV3+_rn50_d50   | 0.410  | 0.429   | 0.405  | 0.445    | 0.356    | 0.452      |
| DeepLabV3+_rn101_d00  | 0.423  | 0.420   | 0.375  | 0.377    | 0.386    | 0.349      |
| DeepLabV3+_rn101_d50  | 0.426  | 0.452   | 0.420  | 0.406    | 0.368    | 0.484      |
| DeepLabV3+_rn152_d00  | 0.411  | 0.396   | 0.380  | 0.399    | 0.353    | 0.356      |
| DeepLabV3+_rn152_d50  | 0.412  | 0.436   | 0.415  | 0.404    | 0.390    | 0.424      |

Table 3. Binary cross entropy loss values over the validation dataset for different architectures and settings on the binary dataset. For rows: dN% stands for dropout, N specifies the dropout ratio, and mN specifies the ResNet version used as a backbone model for DeepLabV3+. For columns: fb stands for the dataset utilizing the full-band images, rgb stands for the dataset utilizing only the red, green, and blue bands, rgb Ndvi represents rgb enhanced by the NDVI, and _a represents the augmented version of the dataset.

| Architecture          | fb     | fb_a    | rgb    | rgb_a    | rgb Ndvi | rgb Ndvi_a |
|-----------------------|--------|---------|--------|----------|----------|------------|
| U-Net_d00             | 0.062  | 0.090   | 0.090  | 0.100    | 0.058    | 0.049      |
| U-Net_d50             | 0.069  | 0.097   | 0.089  | 0.091    | 0.091    | 0.114      |
| SegNet_d00            | 0.115  | 0.094   | 0.119  | 0.107    | 0.086    | 0.097      |
| SegNet_d50            | 0.268  | 0.189   | 0.239  | 0.139    | 0.114    | 0.141      |
| DeepLabV3+_rn50_d00   | 0.116  | 0.181   | 0.094  | 0.107    | 0.101    | 0.068      |
| DeepLabV3+_rn50_d50   | 0.137  | 0.118   | 0.111  | 0.135    | 0.118    | 0.125      |
| DeepLabV3+_rn101_d00  | 0.095  | 0.075   | 0.137  | 0.065    | 0.238    | 0.063      |
| DeepLabV3+_rn101_d50  | 0.097  | 0.141   | 0.111  | 0.107    | 0.153    | 0.122      |
| DeepLabV3+_rn152_d00  | 0.151  | 0.171   | 0.145  | 0.159    | 0.155    | 0.153      |
| DeepLabV3+_rn152_d50  | 0.180  | 0.189   | 0.192  | 0.186    | 0.222    | 0.226      |

Section 4.1 looks at the results from the architecture point of view, Section 4.2 examines the results obtained with different datasets, and Section 4.3 compares the results obtained in this study with cloud masks obtained by MAJA [12].

4.1. Comparison among Architectures

Comparing the loss values of U-Net, SegNet, and multiple variations of DeepLabV3+ reported in Tables 2 and 3, U-Net shows the best results for almost every setting. The few minor exceptions are assumed to be caused by bad initial random values of the weights on account of their rarity.

Another finding is that using dropout layers with a rate of 0.5 (50%) actually led to higher loss value in 82% of the times, and therefore to lower accuracy, which was in contrast
to the expected behaviour. Furthermore, dropout did not help to increase the performance of SegNet. Although dropout layers are used in many papers to avoid overfitting ([19,45,63–65]), comparing performance with and without dropout is not common. Hence, this finding points out that such an experiment should be considered when testing a new architecture.

Examples of the detection performance are presented in Figures 11 and 12. Visual inspection of the results leads to the same conclusion as above, with U-Net performing the best among the chosen architectures. DeepLabV3+ usually smoothened detected clouds too much (additionally, DeepLabV3+ with ResNet-152 as the backbone model apparently has a problem with urban areas, as depicted in Figure 12k). Meanwhile, SegNet underpredicts cloud areas, especially thinner and smaller ones. U-Net seems to miss a few extra small cloud patches, and otherwise corresponds with the ground-truth label very well. Visual inspection reveals that the non-dropout version of SegNet consistently outperformed the dropout one because the results returned when using dropout layers are too crispy and scattered. However, all architectures seem to deal well with holes in clouds, and to be similarly prone to the more challenging land covers such as urban and arid areas, as illustrated in Figures 11 and 12, respectively.

Figure 11. Binary detection of clouds on a patch of an S01 VENµS tile from various architecture settings: (a) RGB representation of a patch of an S01 VENµS tile; (b) ground-truth mask; (c) U-Net—Dropout 0%; (d) U-Net—Dropout 50%; (e) SegNet—Dropout 0%; (f) SegNet—Dropout 50%; (g) DeeplabV3+ with ResNet-50—Dropout 0%; (h) DeeplabV3+ with ResNet-50—Dropout 50%; (i) DeeplabV3+ with ResNet-101—Dropout 0%; (j) DeeplabV3+ with ResNet-101—Dropout 50%; (k) DeeplabV3+ with ResNet-152—Dropout 0%; (l) DeeplabV3+ with ResNet-152—Dropout 50%.
Figure 12. Binary detection of clouds on a patch of an S05 VENμS tile from various architecture settings: (a) RGB representation of a patch of an S05 VENμS tile; (b) ground-truth mask; (c) U-Net—Dropout 0%; (d) U-Net—Dropout 50%; (e) SegNet—Dropout 0%; (f) SegNet—Dropout 50%; (g) DeeplabV3+ with ResNet-50—Dropout 0%; (h) DeeplabV3+ with ResNet-50—Dropout 50%; (i) DeeplabV3+ with ResNet-101—Dropout 0%; (j) DeeplabV3+ with ResNet-101—Dropout 50%; (k) DeeplabV3+ with ResNet-152—Dropout 0%; (l) DeeplabV3+ with ResNet-152—Dropout 50%.

4.2. Comparison among Datasets

Comparing loss values over different datasets, a conclusion that extra bands or indices treated as bands are valuable for the cloud detection model performance can be drawn with an appropriate degree of caution. There are only two examples in which a model trained on an RGB dataset performed better than the others for the multi-class problem, and only three for the binary problem, as reported in Tables 2 and 3, respectively. However, when comparing RGB to the results for RGB enhanced by the NDVI, the results are slightly in favour of pure RGB (lower loss value in 55%).

The original expectation from the effect of data augmentation was to lower the loss function in almost all cases. However, it helped to get a lower loss function value in twelve cases out of thirty for the multi-class dataset and fourteen cases out of thirty for the binary one. A possible reason for such behaviour could be that the clouds over Israel are not direction-independent; as most of the clouds in Israel originate from the Mediterranean Sea, this could be a conceivable explanation.

Visual inspection of the results leads to a few findings. As shown in Figure 13, the binary classifier running on the RGB + NDVI dataset suffers a great deal of overdetection in arid areas. As the loss value according to Table 3 is not high, it performs well in non-arid areas; an experiment focusing mainly on the influence of NDVI or other indices such as the crust index [66] on cloud detection over arid areas could be valuable. For the multi-class version illustrated in Figure 14, the overdetection is not as extreme; however, the model
nonetheless expects many small scattered cloud patches where either no clouds appear or parts of bigger clouds should be.

Another observation from the visual results is that data augmentation solves the aforementioned issue mentioned, as it is able balance differences between different architectures. It is especially helpful for thin cloud detection, which seems to be very unsuccessful for arid areas, and worked particularly well for the RGB + NDVI dataset, as can be seen in Figure 14.

Figure 13. Binary detection of clouds on a patch of an S05 VENμS tile with various inputs using U-Net—Dropout 0%. (a) RGB representation of a patch of an S05 VENμS tile; (b) ground-truth mask; (c) after a training using full-band input; (d) using only RGB; (e) using RGB enhanced with NDVI; (f) using augmented full-band input; (g) using only augmented RGB; (h) using augmented RGB enhanced with NDVI.
Figure 14. Multi-class detection of clouds on a patch of an S05 VEns tile with various inputs using U-Net—Dropout 0%. White represents thin clouds, grey represents thick clouds. (a) RGB representation of a patch of an S05 VEns tile; (b) ground-truth mask; (c) after a training using full-band input; (d) using only RGB; (e) using RGB enhanced with NDVI; (f) using augmented full-band input; (g) using only augmented RGB; (h) using augmented RGB enhanced with NDVI.

4.3. Comparison with MAJA

As illustrated in Figures 15 and 16, visual comparison of MAJA-based cloud masks and the results obtained by U-Net favours U-Net. MAJA masks tend to suffer from considerable overestimation of cloud-covered areas.

Comparison of confusion matrices reported in Figures 15 and 16 supports this claim, showing that although 100% of cloud-covered pixels are labelled as cloudy on MAJA masks, more than 65% of the cloud-free pixels are usually considered to be cloudy as well; this mislabelling radically reduces the number of applicable products offered to the user. Although U-Net misses a few cloudy pixels, its mislabelling is minimal, never reaching the level of 5%.
Figure 15. Comparison of the MAJA cloud mask and results from the binary detection of U-Net without dropout layers trained on the full-band dataset. A patch of S01 tile covering an urban area.

Figure 16. Comparison of the MAJA cloud mask and results from the binary detection of U-Net without dropout layers trained on the full-band dataset. A patch of S05 tile covering an arid area.
5. Discussion

This study describes a new cloud mask methodology for VENµS images and conducts research utilizing this task to test the most common CNN architectures for semantic segmentation. U-Net attained the best results among the tested architectures, outperforming the current default algorithm MAJA by tens of percents in terms of lowering the false positive prediction and having few problems with the challenging arid terrain in southern Israel. Its main strength was shown to be in differentiating between clouds and non-cloud pixels, whereas in the case of thick cloud vs. thin cloud differentiation, it evidently prefers the thick cloud class. Nevertheless, this behaviour does not necessarily mean that the performance of CNNs is worse for thin clouds, as this could be caused by ground truth label imperfection or class imbalance.

In addition, we conducted research exploring the effect of dropout layers and data augmentation. Dropout layers were found to be an advantage in only 25% of cases, and data augmentation in slightly more than one third of cases. This finding hints that other experiments should pay attention to these tools. An experiment dealing with the effect of data augmentation on spatially dependent features could be valuable.

Additionally, the influence of different band sets on the performance of CNN models was investigated. It was found that in most cases a model trained on full-band VENµS images reached better results than reduced sets. Indices such as NDVI proved their strength in cloud detection, and a corresponding analysis could be helpful in the task of cloud detection. Despite this finding, the model’s performance over a simple RGB dataset was valuable, and outperformed default MAJA masks, leading to the conclusion that the proposed model could be useful even for data sources screening only the visible spectrum.

However, the fact that all of the CNN architectures used in this study improved the cloud mask accuracy does not mean that their usage is without drawbacks. The nature of CNNs is that they work as ‘black boxes’, and although user experience can help to foresee the network’s behaviour, it is believed to be impossible to understand and appropriately trust the meaning of millions of their parameters. In recent years, explainable artificial intelligence has been used to deal with this complication [67], and would be a valuable enhancement for any continuation of deep learning-based cloud detection. Another issue is the fact that neural networks generally have extremely high data requirements. Although there is an open dataset provided with this article to fight this difficulty, models trained on this dataset can perform slightly worse on data coming from other satellite systems or other locations, as they may not have seen relevant backgrounds (e.g., high latitude or high altitude areas) before and because even the RGB-surveying satellites differ slightly in their use of central bandwidths. Another problem is connected to the dataset used in this study, which includes only limited types of clouds that appeared in the areas of interest during the chosen period. As such, its performance on different cloud types, such as cirrus clouds, has not been tested. The final downsides that should be mentioned are the time and resources requirements of the models; it took three days to train U-Net on thirty CPU cores, while it took only one hour on a Tesla V100 GPU.

6. Conclusions

Cloud cover has always been an obstacle for many tasks in remote sensing. For certain satellite systems, there are numerous approaches to detect and mask cloud-corrupted pixels; however, this is not the case with the VENµS satellite system. The current algorithm used to obtain cloud masks for VENµS scenes is MAJA. Using sample zones selected in Israel, this paper shows MAJA’s insufficiency and tendency to extensively overestimate the cloud cover, especially in urban regions and in the almost exclusively arid southern parts of the country.

Recent research on CNNs has shown promising results in cloud cover detection, making them candidates for increasing cloud mask quality. Although all cited papers proposing CNN-based cloud detection have claimed to outperform all the other tested methods, only half of them were compared to other CNNs. This lack of comparison makes the choice of a
model challenging for remote sensing scientists with no experience with CNNs. This paper can serve as such a benchmark. It explores the cloud detection performance of a selection of the most common CNN architectures while lowering the false positive detection ratio by tens of percents when compared to the MAJA algorithm. Moreover, it investigates their performance over different settings, including diverse numbers of classes (binary vs. multiclass), diverse band and index variations (RGB vs. RGB + NIR vs. full-band), and the effect of overfitting avoidance strategies (dropout, data augmentation). Our results show that U-Net is the best-performing architecture among the most common basic CNNs. Its accuracy over difficult land cover types such as deserts and its performance over a simple RGB dataset illustrate its potential for other satellite systems.

Where possible, this paper is being published under open science principles [68]; the code (https://github.com/pesekon2/cloud-detection-venus, accessed on 11 October 2022) and data (https://zenodo.org/record/7040177, accessed on 11 October 2022) used in this study are freely accessible under the MIT license (https://opensource.org/licenses/MIT, accessed on 11 October 2022) and the Creative Commons Attributions 4.0 International license (https://creativecommons.org/licenses/by/4.0/legalcode accessed on 11 October 2022), respectively.
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Abbreviations

The following abbreviations are used in this manuscript:

| Abbreviation | Description |
|--------------|-------------|
| ACCA         | Automated Cloud Cover Assessment |
| CNN          | Convolutional Neural Network |
| FCN          | Fully Convolutional Network |
| Fmask        | Function of Mask |
| LEDAPS       | Landsat Ecosystem Disturbance Adaptive Processing System |
| MAJA         | MACCS-ATCOR Joint Algorithm |
| NDVI         | Normalized Difference Vegetation Index |
| ReLU         | Rectified Linear Unit |
| RGB          | Red, Green, Blue |
| VENµS        | Vegetation and Environment New Micro-Satellite |
| XBAER-CM     | eXtensible Bremen AeRosol Retrieval |
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