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ABSTRACT

Recurrent meta reinforcement learning (meta-RL) agents are agents that employ a recurrent neural network (RNN) for the purpose of “learning a learning algorithm”. After being trained on a pre-specified task distribution, the learned weights of the agent’s RNN are said to implement an efficient learning algorithm through their activity dynamics, which allows the agent to quickly solve new tasks sampled from the same distribution. However, due to the black-box nature of these agents, the way in which they work is not yet fully understood. In this study, we shed light on the internal working mechanisms of these agents by reformulating the meta-RL problem using the Partially Observable Markov Decision Process (POMDP) framework. We hypothesize that the learned activity dynamics is acting as belief states for such agents. Several illustrative experiments suggest that this hypothesis is true, and that recurrent meta-RL agents can be viewed as agents that learn to act optimally in partially observable environments consisting of multiple related tasks. This view helps in understanding their failure cases and some interesting model-based results reported in the literature.

1 INTRODUCTION

In recent years, meta reinforcement learning (meta-RL) agents have been reported to achieve significant results in terms of adapting to new but related tasks in a sample-efficient manner. After being trained on multiple tasks sampled from a pre-specified task distribution, in order to obtain the domain relevant priors, these agents were shown to be able to quickly adapt to unseen tasks sampled from the same distribution. In agents that employ recurrent neural networks (RNN) (Duan et al., 2016; Wang et al., 2016), these priors correspond to the learned weights of the RNN, which are said to come to implement a learning algorithm that is very fast and different from the learning algorithms used to obtain these weights, e.g. policy gradient algorithms. However, due to their black-box nature, the underlying working mechanisms behind these agents are not yet understood and thus it is not clear what is going on inside the agent.

In this study, we shed light on the internal working mechanisms of these agents by first reformulating the meta-RL problem using the POMDP framework and then by hypothesizing that the RNN’s learned activity dynamics is acting as a belief states for an agent acting in a partially observable environment (POE). To test this hypothesis, we perform several illustrative experiments on both bandit and gridworld tasks. Both our quantitative and qualitative results show that this hypothesis is true. This indicates that recurrent meta-RL agents can be viewed as agents that learn to act optimally in POEs consisting of multiple related tasks. The main contributions of this study are (1) the careful experiments that we perform and (2) the perspective that we provide on the internal working mechanisms of these agents. We hope that our findings will help in developing new meta-RL algorithms that can train agents to learn more powerful and interesting learning algorithms.

Related Work. Meta-RL is a long-standing problem that has been studied for more than three decades (see e.g. Schmidhuber et al. [1996], Thrun & Pratt [1998]). In recent years, with the popularization of deep learning, many meta-RL studies have used deep neural networks to tackle this problem. The approaches used include learning a good weight initialization for quick adaptation (Finn et al., 2017), an objective function for sample efficient training (Houthooft et al., 2018) and hyperparameters for better asymptotic performance (Xu et al., 2018).
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Figure 1: (Left) The network architecture of the RL^2 agent. Here, the value layer is discarded after training. (Middle) The interaction between a regular agent and its POE, where the agent is composed of two parts: (1) a state estimator (SE) and (2) a policy (π). (Right) The inside view of the RL^2 agent: the LSTM acts as a state estimator and the policy layer acts a policy over belief states.

In this study, we are particularly interested in meta-RL algorithms in which the agents employ an RNN for the purpose of “learning a learning algorithm” that is capable of faster learning than regular, engineered learning algorithms [Duan et al., 2016; Wang et al., 2016]. Unlike these studies however, we focus on understanding the underlying working mechanisms behind these agents, rather than on their performance against state-of-the-art engineered algorithms. The closest to our work is the study of Ortega et al. (2019), which aims for a theoretical understanding of recurrent meta-RL agents by recasting them within a Bayesian framework. However, unlike our study, they do not make explicit connections between recurrent meta-RL and the POMDP framework. Another closely related work is the study of Humplik et al. (2019), however, unlike our study, they do not provide explanations for the inner working mechanisms of recurrent meta-RL agents.

2 Background

Markov Decision Processes. In RL [Sutton & Barto, 2018], the environment is usually modelled as a finite Markov decision process (MDP). A finite MDP is described as a tuple (S, A, R, P, d_0, γ), where S is the set of states (including the absorbing state), A is the set of actions, R: S × A × S → R is the reward function, P: S × A × S → [0, 1] is the transition distribution, d_0: S → [0, 1] is the initial state distribution and γ ∈ [0, 1) is the discount factor. In the MDP framework, at each timestep t, after taking an action a_t, the agent receives the environment’s next state s_{t+1}. The goal of the agent is to find a policy π: S × A → [0, 1] that maximizes the expected sum of discounted rewards E_π[∑_{t=0}^{∞} γ^t R(s_t, a_t, s_{t+1}) | s_0 ∼ d_0].

Partially Observable MDPs. A partially observable environment (POE) is modelled as a finite partially observable MDP (POMDP) [Kaelbling et al., 1998]. A finite POMDP is described as a tuple (S, A, R, P, d_0, γ, Ω, O), where S, A, R, P, d_0 and γ are defined in the same way as in MDPs, Ω is the set of observations and O: X × S × Ω → [0, 1] is the observation distribution. At each timestep t, the environment is in some state s_t. The agent takes an action a_t, which causes the environment to transition to state s_{t+1} with probability P(s_{t+1} | s_t, a_t). At the same time, the agent receives an observation o_{t+1} with probability O(a_t, s_{t+1}, o_{t+1}) and an immediate reward r_t = R(s_t, a_t, s_{t+1}). Importantly, unlike in the MDP framework, the observation o_{t+1} only contains partial information about the environment’s current state s_{t+1}. Thus, in order to behave effectively, the agent has to keep an internal belief state b_t ∈ B, a probability distribution over states that summarizes its previous experience up to timestep t. For this purpose, the agent employs a state estimator that computes a belief state b_t based on the current observation o_{t+1}, previous action a_{t-1}, and previous belief state b_{t-1}. The observation o_{t+1} may or may not contain r_t [Izadi & Precup, 2005]. In the case where o_{t+1} contains r_t, the agent updates its belief state using Bayes’ rule as follows:

\[ b_{t+1}(s_{t+1}) = \frac{1}{\eta} \sum_{s_t \in S} P(s_{t+1} | s_t, a_t, o_{t+1}) P(o_{t+1} | s_t, a_t) P(r_t | s_t, a_t, o_{t+1}) b_t(s_t), \]

where η is the normalizing constant and P(r_t | s_t, a_t, o_{t+1}) = 1 if R(s_t, a_t, s_{t+1}) = r_t and 0 otherwise. It should be noted that this update requires the agent’s state estimator to have an accurate P, O and R model of the POMDP. The agent then uses this belief state b_{t+1} for selecting the next action a_{t+1} (see middle of Figure 1). The goal of the agent is to find a policy π: B × A → [0, 1] that again maximizes E_π[∑_{t=0}^{∞} γ^t R(s_t, a_t, s_{t+1}) | s_0 ∼ d_0].
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3 Problem Formulation

At a high level, in recurrent meta-RL (Duan et al., 2016; Wang et al., 2016), an agent is trained on an environment that consists of a finite set of tasks sampled from a pre-specified task distribution. It is expected that the agent will learn a learning algorithm (a policy that first explores and then exploits) that can solve new tasks sampled from the same distribution. Each task is defined as a finite, episodic MDP and multiple episodic interactions are allowed with a given MDP. A single episodic interaction is called an episode and a sequence of episodic interactions is called a trial (Duan et al., 2016). It is assumed that all the tasks share the same A and γ, but may differ in their S, R, P and d0. However, this MDP formulation of the tasks can be problematic, because in its interaction with the environment, the agent does not receive any direct information on the identity of the current task, which is part of the environment’s current state. Because of this, we reformulate the problem as follows.

Let T be a set of tasks and P(T) be a pre-specified distribution over the tasks T ∈ T. We define each task T as a finite episodic POMDP with a special structure, in which attempts to transition to the absorbing state instead result in a reset to its initial states for K − 1 times in a row. Only in the Kth attempt it results in a transition to the absorbing state, where K > 1. We also define an interaction up to a reset as an episode and an interaction up to the absorbing state as a trial. As in the original formulation, we assume that the tasks in T share the same A and γ but may differ in their S, R, P, d0, Ω and O. The objective under this formulation is to train the agent on a POE consisting of a finite set of tasks Ttrain = {T}, i = {1,...,M}, where Ti ∼ P(T), so that the expected sum of discounted rewards on all the tasks in Ttrain is maximized. Here, in its training interaction with the POE, tasks are uniformly presented to the agent and at each timestep t, the agent only receives an observation ot, rather than the POE’s current state st = (ot, it) which contains the current task identity it. After being trained, the agent is expected to perform well on a new POE consisting of a new finite set of tasks Ttest = {T}, j = {1,...,N}, where Tj ∼ P(T), based on a small number of interactions with the tasks in Ttest. In this formulation, Ttrain and Ttest may or may not share the same tasks, i.e., either Ttrain ∩ Ttest ≠ ∅ or Ttrain ∩ Ttest = ∅.

4 Experimental Results

Architectures and Algorithms. We start this section by using RL2 to collectively refer to the algorithms proposed by Duan et al. (2016) and Wang et al. (2016). In RL2, the meta-RL agent employs an LSTM (Hochreiter & Schmidhuber, 1997) with a policy and value layer on top, and it is trained on a POE consisting of multiple related tasks, to map concatenated inputs of the form xt+1 = (xt, it, ot) to policies π(xt+1) and value functions V (x′ t+1) (see left of Figure 1). Importantly, the agent’s internal state, the LSTM’s hidden activations and cell state (ht, ct), is preserved between episodes in a trial, so the gathered information can be passed between episodes. After being trained to maximize the expected sum of discounted rewards over trials in the POE, the LSTM’s activity dynamics is said to implement an efficient learning algorithm. However, due to the black-box nature of neural networks, it is not clear what is going on inside the agent.

Based on our POMDP formulation above, we hypothesize that the RL2 agent’s learned activity dynamics is acting as belief states for optimal behavior in its POE consisting of multiple related tasks. In this view, the agent’s LSTM acts as a state estimator that receives current observations ot+1 = (xt+1, rt, at), previous actions at and previous belief states bt = ht and computes new belief states bt+1 = ht+1, which are then used by the agent’s policy layer to select next actions at+1 (see right of Figure 1). Here, rt in ot+1 serve as partial information about the current task identity. In order to test this hypothesis, we prepare a training setting in which we first reset the RL2 agent’s internal state between episodes and then reveal the current task identity at each timestep as a part of the observation, after the first episode. This setting allows us to have a control over what information the agent is carrying in its activity dynamics between episodes in a trial. If an agent trained in this way displays a similar quantitative and qualitative performance to the RL2 agent, we can safely conclude that the RL2 agent’s activity dynamics is acting as belief states on the current task identity. Since this agent does not have any means to implement a learning algorithm, we refer to it as RL1.

We now describe our experiments for testing this hypothesis. For illustration purposes, we consider two simple environments consisting of only two tasks, on which we both train and test the agents.
It should be noted that this kind of simplicity is required for performing informative experiments. More information on our network architectures and algorithm hyperparameters can be found in Appendix A.1.

(1) Dependent Bandit Environment. We start by considering the dependent bandit environment proposed in [Wang et al. (2016)], which consists of structured two-arm bandit tasks in which the arm distributions are dependent Bernoulli distributions with parameters \((p, 1-p), p \sim [0, 1]\). For illustration purposes however, here we consider a simpler version of this environment where \(p \sim \{0, 1\}\). That is, there are two tasks in the task distribution and in each task only one of the arms pays out a reward of +1, deterministically. Each arm pull is defined as an episode and the trials consist of 10 episodes. In this environment, the agent receives only the current reward (which is either 0 or +1) as an observation and the task identity is determined by the currently optimal arm.

We train both the RL\(^2\) and RL\(^1\) agents on this environment. The results are shown in the middle of Figure 2. We observe that RL\(^1\) shows similarity to RL\(^2\) in the learning curves, asymptotic performance and in the final qualitative behavior, in which both choose a random arm in the first episode, and then choose the optimal arm in the following episodes, resulting in a final average test reward of 9.5. This suggests that the information passed between the episodes in a trial is a belief state on the identity of the current task, which confirms our hypothesis that the activity dynamics is acting as belief states for optimal behavior in POEs consisting of multiple related tasks.

(2) Corridor Environment. In order to see if the previous results also generalize to more complex scenarios, we perform further experiments on the corridor environment. This environment is a gridworld that consists of a single corridor as shown in the left of Figure 2. There are two tasks in which the agent spawns in state S and has to navigate either to the left (G1) or right (G2) end of the corridor. The task dynamics are deterministic and, after reaching the goal, the agent receives a reward of +10, which ends the episode. The trials consist of 2 episodes. In this environment, the agent receives its own location (in one-hot form) and the current reward (which is either 0 or +10) as an observation and the task identity is determined by the current location of the goal.

We train both the RL\(^2\) and RL\(^1\) agents on this environment. The results are shown in the right of Figure 2. We again observe that RL\(^1\) shows similarity to RL\(^2\) in the learning curves, asymptotic performance and final qualitative behavior. Both agents learn to search for the goal in the first episode, and then directly navigate to it in the second one (see the left of Figure 2) resulting in a final average timesteps to the goal of 15.5. This again suggests that the information passed between episodes is a belief state on the identity of the current task and further confirms our hypothesis.

5 Conclusion and Discussions

To summarize, in this study, we shed light on the internal working mechanisms of recurrent meta-RL agents by first reformulating the meta-RL problem using the POMDP framework and then by performing experiments to confirm the hypothesis that the learned activity dynamics of these agents is acting as belief states. It should be noted that even though we have specifically considered recurrent meta-RL agents that employ an RNN, our results naturally apply to meta-RL agents that employ any kind of memory-based architecture. This suggests that recurrent meta-RL agents can be viewed as agents that learn to act optimally in POEs consisting of multiple related tasks.

This view helps in understanding the failure cases recently reported in the literature. For instance:

- The experiments of [Humlplik et al. (2019)] show that the final qualitative behavior of the RL\(^2\) agent does not change when its input is augmented with the outputs of a belief network. In our view, this is expected, as the RL\(^2\) agent is already employing a state estimator inside.
- Alver & Precup (2020) have reported that the RL\(^2\) agent performs poorly when the rewards are sparse. This is also expected, because when no immediate reward is present, the agent’s state estimator cannot update the belief states to infer the current task identity.
- Houthoof et al. (2018) have reported that after being trained to navigate a simulated ant robot in the forward direction, the RL\(^2\) agent cannot navigate it to the opposite direction. In the view that we provide, this is expected, as navigating backwards is not a task that the agent was trained on, thus its state estimator cannot correctly compute the belief states for effective behavior.
The experiments of [Wang et al. (2021)] show that if the current task identity is not provided during training, a memory-based meta-RL agent (similar to the RL$^2$ agent) performs similarly to a random policy on the Alchemy benchmark. This is expected, as the complexity of the Alchemy benchmark prevents the agent from forming an accurate state estimator that can correctly compute the belief states.

Yu et al. (2020) have reported that the RL$^2$ agent performs poorly even in the simplest evaluation mode of the Meta-World benchmark. Similar to the case with Houthooft et al. (2018), this is expected, as the test tasks in this benchmark are tasks on which the agent was not trained.

Our view also helps in explaining the interesting model-based behavior of the RL$^2$ agent reported by Wang et al. (2016). Even though the RL$^2$ agent was trained by a model-free algorithm, it displays model-based behavior. In the view that we provide, this is expected, as in order for the agent’s state estimator to compute accurate belief states, it also has to model the transition distribution $P$, the observation function $O$ and the reward function $R$ of the current task in the POE (see Eqn. 1).

In future work, we hope to use our improved understanding provided in this paper in order to develop better algorithms that can train agents to learn more powerful and interesting learning algorithms.

REFERENCES

Safa Alver and Doina Precup. A brief look at generalization in visual meta-reinforcement learning. arXiv preprint arXiv:2006.07262, 2020.

Yan Duan, John Schulman, Xi Chen, Peter L. Bartlett, Ilya Sutskever, and Pieter Abbeel. RL$^2$: Fast reinforcement learning via slow reinforcement learning. arXiv preprint arXiv:1611.02779, 2016.

Chelsea Finn, Pieter Abbeel, and Sergey Levine. Model-agnostic meta-learning for fast adaptation of deep networks. In Proceedings of the 34th International Conference on Machine Learning-Volume 70, pp. 1126–1135. JMLR. org, 2017.

Sepp Hochreiter and Jürgen Schmidhuber. Long short-term memory. Neural computation, 9(8): 1735–1780, 1997.

Rein Houthooft, Yuhua Chen, Phillip Isola, Bradly Stadie, Filip Wolski, Jonathan Ho, and Pieter Abbeel. Evolved policy gradients. In Advances in Neural Information Processing Systems, pp. 5400–5409, 2018.

Jan Humplik, Alexandre Galashov, Leonard Hasenclever, Pedro A Ortega, Yee Whye Teh, and Nicolas Heess. Meta reinforcement learning as task inference. arXiv preprint arXiv:1905.06424, 2019.
Masoumeh T Izadi and Doina Precup. Using rewards for belief state updates in partially observable markov decision processes. In *European Conference on Machine Learning*, pp. 593–600. Springer, 2005.

Leslie Pack Kaelbling, Michael L Littman, and Anthony R Cassandra. Planning and acting in partially observable stochastic domains. *Artificial intelligence*, 101(1-2):99–134, 1998.

Pedro A Ortega, Jane X Wang, Mark Rowland, Tim Genewein, Zeb Kurth-Nelson, Razvan Pascanu, Nicolas Heess, Joel Veness, Alex Pritzel, Pablo Sprechmann, et al. Meta-learning of sequential strategies. *arXiv preprint arXiv:1905.03030*, 2019.

Juergen Schmidhuber, Jieyu Zhao, and Marco Wiering. Simple principles of metalearning. Technical report, 1996.

Richard S Sutton and Andrew G Barto. *Reinforcement learning: An introduction*. 2018.

Sebastian Thrun and Lorien Pratt. Learning to learn: Introduction and overview. In *Learning to learn*, pp. 3–17. Springer, 1998.

Jane X Wang, Zeb Kurth-Nelson, Dhruva Tirumala, Hubert Soyer, Joel Z Leibo, Remi Munos, Charles Blundell, Dharsan Kumaran, and Matt Botvinick. Learning to reinforcement learn. *arXiv preprint arXiv:1611.05763*, 2016.

Jane X Wang, Michael King, Nicolas Porcel, Zeb Kurth-Nelson, Tina Zhu, Charlie Deck, Peter Choy, Mary Cassin, Malcolm Reynolds, Francis Song, et al. Alchemy: A structured task distribution for meta-reinforcement learning. *arXiv preprint arXiv:2102.02926*, 2021.

Zhongwen Xu, Hado van Hasselt, and David Silver. Meta-gradient reinforcement learning. In *Proceedings of the 32nd International Conference on Neural Information Processing Systems*, pp. 2402–2413, 2018.

Tianhe Yu, Deirdre Quillen, Zhanpeng He, Ryan Julian, Karol Hausman, Chelsea Finn, and Sergey Levine. Meta-world: A benchmark and evaluation for multi-task and meta reinforcement learning. In *Conference on Robot Learning*, pp. 1094–1100. PMLR, 2020.

A Appendix

A.1 Network Architecture and Hyperparameters

In our experiments we used the same network architecture for both the bandit and gridworld tasks. We first concatenate the current observation (containing both the current observation and the current reward) with the agent’s previous action (in one-hot form) and then pass it to an LSTM cell with 48 units. We then pass the LSTM cell’s output through two fully connected layers to obtain the policy logits and the value function. All the weights are initialized to zero before the training process.

The hyperparameters of the RL$^2$ and RL$^1$ agents, which are built on top of the A2C algorithm, are given in Table 1.

| Learning rate | 1e$^{-3}$ | Learning rate | 1e$^{-4}$ |
|---------------|----------|---------------|----------|
| Discount      | 0.80     | Discount      | 0.90     |
| Entropy coefficient | 0.001    | Entropy coefficient | 0.01    |
| Gradient clip | 1.00     | Gradient clip | 5.00     |
| # of episodes in trial | 10       | # of episodes in trial | 2       |
| Value function loss coefficient | 0.05    | Value function loss coefficient | 0.05    |

Table 1: Hyperparameters of the RL$^2$ and RL$^1$ agents in the (left) bandit and (right) gridworld tasks.