Topological Invariants of a Filling-Enforced Quantum Band Insulator

Abijith Krishnan,1 Ashvin Vishwanath,2 and Hoi Chun Po1

1Department of Physics, Massachusetts Institute of Technology, Cambridge, MA 02139, USA
2Department of Physics, Harvard University, Cambridge, MA 02138, USA

Traditional ionic/covalent compound insulators arise from a commensuration between electron count and system volume. In traditional insulators, e.g. ionic/covalent compounds, electrons effectively occupy filled, localized orbitals, and the electron filling per primitive unit cell is an integer. Alternatively, a two dimensional (2D) system of free electrons in a strong magnetic field has an insulating bulk for an integer number of electrons per magnetic flux quanta and thus exhibits the integer quantum Hall effect (IQHE).

Beyond the 2D electron gas, TIs exist in systems without a magnetic field, often with symmetries such as time-reversal symmetry (TRS) [1–3]. However, these TIs are characterized by topological invariants no longer tied to electron filling. For example, the Haldane model can be toggled between Chern number 0 and 1 upon tuning of a model parameter without changing the electron filling [4]. The band-inversion paradigm, which connects the phase transition between trivial and topological phases to a change in band ordering, explains this decoupling between filling and topology. Because the electron filling plays a spectator role through the topological transition, the band inversion picture implies that the topological and trivial phases have the same electron filling.

Nevertheless, in some cases, electron filling can dictate nontrivial topology in the insulating ground state of a crystal, as discussed in a series of works relating electron filling, crystalline symmetries, and band degeneracies [5–7]. In particular, Ref. [8] found that band insulators can exist even when the electron filling is less than that required for forming any atomic insulator. Such insulating states do not admit a traditional localized electron description and are dubbed “filling-enforced quantum band insulators” (feQBIs). Symmetry-based methods for diagnosing band topology [10, 11], including the theory of symmetry indicators [10], have helped uncover the possible symmetry settings for realizing feQBIs.

While symmetry-based methods can reveal the presence of nontrivial band topology via symmetry representations, they do not reveal if the unveiled topological phases possess familiar topological invariants like a Chern number or a Z2 glide invariant. Furthermore, the revealed phase may not be stable to the incorporation of a trivial, atomic insulator as background degrees of freedom: such is the case for the fragile topological phases [13, 14]. Recent progress has helped identify the pathological phases diagnosed by symmetry-based methods for some systems with TRS [14–17]. However, the physical properties of feQBIs specifically have not yet been established. For example, the feQBIs discussed in Ref. [8] are compatible with the notion of fragile topology [13]. In contrast, the non-TRS feQBIs in Ref. [16] are realized at electron fillings which are half-integral in units of fillings realized in atomic insulators. Such feQBIs must carry stable topological invariants. Because these feQBIs combine electron filling with stable topological invariants, they could potentially realize a true, crystalline analogue of the filling-topology correspondence in IQHE and could delimit the universality of the band inversion paradigm for crystalline TIs.

In this work, we investigate the relationship between

I. INTRODUCTION

Electrical insulators often arise from a commensuration between electron count and system volume. In traditional insulators, e.g. ionic/covalent compounds, electrons effectively occupy filled, localized orbitals, and the electron filling per primitive unit cell is an integer. Alternatively, a two dimensional (2D) system of free electrons in a strong magnetic field has an insulating bulk for an integer number of electrons per magnetic flux quanta and thus exhibits the integer quantum Hall effect (IQHE).

The two described commensuration scenarios have distinct boundary electronic properties. While traditional insulators have featureless boundaries, the IQHE exemplifies the topological insulator (TI) [14, 15], whose bulk insulating behavior arises from quantum interference effects and can be characterized by nontrivial topological invariants, like the integer Chern number. The boundary correspondingly exhibits chiral edge modes. Remarkably, in the IQHE, the topological invariant is tied to electron filling even in the presence of a periodic potential [4].

Beyond the 2D electron gas, TIs exist in systems without a magnetic field, often with symmetries such as time-reversal symmetry (TRS) [1–3]. However, these TIs are characterized by topological invariants no longer tied to electron filling. For example, the Haldane model can be toggled between Chern number 0 and 1 upon tuning of a model parameter without changing the electron filling [4]. The band-inversion paradigm, which connects the phase transition between trivial and topological phases to a change in band ordering, explains this decoupling between filling and topology. Because the electron filling plays a spectator role through the topological transition, the band inversion picture implies that the topological and trivial phases have the same electron filling.

Nevertheless, in some cases, electron filling can dictate nontrivial topology in the insulating ground state of a crystal, as discussed in a series of works relating electron filling, crystalline symmetries, and band degeneracies [5–7]. In particular, Ref. [8] found that band insulators can exist even when the electron filling is less than that required for forming any atomic insulator. Such insulating states do not admit a traditional localized electron description and are dubbed “filling-enforced quantum band insulators” (feQBIs). Symmetry-based methods for diagnosing band topology [10, 11], including the theory of symmetry indicators [10], have helped uncover the possible symmetry settings for realizing feQBIs.

While symmetry-based methods can reveal the presence of nontrivial band topology via symmetry representations, they do not reveal if the unveiled topological phases possess familiar topological invariants like a Chern number or a Z2 glide invariant. Furthermore, the revealed phase may not be stable to the incorporation of a trivial, atomic insulator as background degrees of freedom: such is the case for the fragile topological phases [13, 14]. Recent progress has helped identify the pathological phases diagnosed by symmetry-based methods for some systems with TRS [14–17]. However, the physical properties of feQBIs specifically have not yet been established. For example, the feQBIs discussed in Ref. [8] are compatible with the notion of fragile topology [13]. In contrast, the non-TRS feQBIs in Ref. [16] are realized at electron fillings which are half-integral in units of fillings realized in atomic insulators. Such feQBIs must carry stable topological invariants. Because these feQBIs combine electron filling with stable topological invariants, they could potentially realize a true, crystalline analogue of the filling-topology correspondence in IQHE and could delimit the universality of the band inversion paradigm for crystalline TIs.

In this work, we investigate the relationship between

1 A fragile TI can be trivialized by adding to it an atomic state. In contrast, conventional topological invariants like the Chern number are additive under such operation, and are never trivialized by the addition of an atomic state.
the electron filling and a symmetry-protected topological invariant in a symmetry setting identified in Ref. [10]. This symmetry setting admits non-TRS feQBIs at filling 2 despite the requirement that all atomic insulators have filling in multiples of 4. The identified invariant is the quantized magneto-electric polarizability, which manifests itself as a $\mathbb{Z}_2$ glide invariant, for Altland–Zirnbauer symmetry Class A insulators [18] in space group 106 [19, 20]. In this paper, we prove that the magneto-electric polarizability of all 4-band, filling 2 feQBIs in space group 106 is necessarily $\theta = \pi \mod 2\pi$. We further conjecture that, analogously to the one-to-one correspondence between the Chern number and electron filling in quantum hall problems, our result implies a one-to-one correspondence between the Chern number and the filling $(4n \text{ vs } 4n + 2)$ of any class A insulator in space group 106. This conjecture would imply that there is no way, at all fillings, to drive a phase transition between the two phases with distinct $\theta$ angles while respecting all specified symmetries and keeping the filling fixed. The conjectured impossibility of this transition defies the usual expectation from topological band theory, and its validity is an interesting open question.

This paper is organized as follows. In Sec. II, we outline the necessary symmetry setting for a space group 106 feQBI with filling 2 [10]. In Sec. III, we provide an example 4-band tight-binding model of such an feQBI using gapless 2D building blocks. In Sec. IV, we introduce the $\mathbb{Z}_2$ glide invariant in SG 106 and in Sec. V we prove that all 4-band, filling 2 feQBIs in space group 106 have a nontrivial $\mathbb{Z}_2$ glide invariant [21, 22]. Finally, in Sec. VI we discuss how our results for the 4-band model could be extended to general feQBIs in space group 106 and elaborate on the implications of the possible extension.

II. OVERVIEW OF 4-BAND SYMMETRY SETTING

In this work, we show that any class A, half-filled insulator realized in any 4-band model in space group (SG) 106 has the axion angle $\theta = \pi$. We first review the symmetry representations which allow for a half-filled 4-band insulator in the SG 106 symmetry setting [10]. SG 106 exists in a tetragonal Bravais lattice. Per our conventions, every unit cell has dimension $1 \times 1 \times 1$ (for simplicity, we scale the $z$-dimension to match the $x$ and $y$ dimensions). On top of lattice translations, SG 106 is generated by two symmetries: a 42 screw, i.e. $(x, y, z) \mapsto (y, -x, z + 1/2)$, and a vertical glide, i.e. $(x, y, z) \mapsto (1/2 + x, 1/2 - y, z)$. Thus, up to lattice translations, SG 106 has 8 representative elements, displayed in Table I.

In SG 106, both Wyckoff positions $a$ and $b$ have the minimal number of sites per unit cell, which is 4. The filling 2 feQBIs are possible only when we consider orbitals residing in Wyckoff position $b$ – $(1/2, 0, z_0), (0, 1/2, z_0)$, $(1/2, 0, z_0 + 1/2), (0, 1/2, 0 + 1/2)$ (we set $z_0 = 0$ for convenience) [10]. Throughout, we assume spinless electrons without time-reversal symmetry, which correspond to symmetry class A. We label the annihilation operators for the orbitals at the Wyckoff sites as $a, b, c,$ and $d$ respectively. A unit cell with atoms in Wyckoff position $b$ is displayed in Fig. 1 (Note: the Wyckoff positions have roman letters $a, b, c, ..., \text{ whereas we label the sites with italic letters } a, b, c, d.$)

The degrees of freedom considered here, $p$ orbitals in Wyckoff position $b$, are special from the symmetry representation point of view because they support the existence of a full direct band gap at all high-symmetry momenta. More precisely, this set of orbitals leads to a pair of identical, two-dimensional irreducible representations at any of the high-symmetry points in the Brillouin zone [10, 11], and therefore all compatibility relations can be satisfied with only half of the bands. Further model calculations show that the gap can be sustained everywhere in the Brillouin zone, and therefore a band insulator is attainable at filling 2 [10].

Alternatively, we could have $s$ orbitals at each site or considered sites in Wyckoff position $a$. The latter case is distinct from Wyckoff position $b$ because the $X$ and $Y$ symmetries would send each orbital to itself, up to lattice translations and a minus sign. Either or both of these choices would violate the compatibility relations at half filling, and a feQBI is thus impossible with those degrees of freedom.

Next, we deduce the action of SG 106 elements on the Wyckoff sites. For simplicity, we perform this analysis up to Bravais lattice translations, as Bravais lattice translations do not factor into our later analysis [10]. First, notice

---

Table I. Representative elements of space group 106 up to lattice translations.

| Element | Action on $(x, y, z)$ |
|---------|----------------------|
| $e$     | $(x, y, z)$          |
| $S$     | $(y, -x, z + 1/2)$   |
| $C_2$   | $(-x, -y, z)$        |
| $S^3$   | $(-y, x, z + 1/2)$   |
| $X$     | $(1/2 - x, 1/2 + y, z)$ |
| $Y$     | $(1/2 + x, 1/2 - y, z)$ |
| $S_X$   | $(1/2 + y, 1/2 + x, 1/2 + z)$ |
| $S_Y$   | $(1/2 - y, 1/2 - x, 1/2 + z)$ |

---

2 More precisely, the orbitals are allowed to be any linear combination of $p_x$ and $p_y$ orbitals.

3 Orbitals related by a lattice translation have identical transformation properties, and so for the analysis it suffices the relate the symmetry elements up to translations.
that \(S^2 = C_2\) and that \(XY = C_2\). Without loss of generality (the phase is either \(\pi/2\) or \(-\pi/2\)), we assign

\[
S \cdot a(1/2, 0, 0) = id(0, -1/2, 1/2).
\]

Additionally, using the \(p\)-character of the orbitals, we assign, without loss of generality (either \(X\) or \(Y\) must have a negative sign in its definition)

\[
X \cdot a(1/2, 0, 0) = b(0, 1/2, 0),
Y \cdot a(1/2, 0, 0) = -b(1, 1/2, 0).
\]

Using the relation \(SXS^{-1} = Y\) (which holds up to Bravais lattice translation), we generate the action of all other elements on the electronic orbitals, as shown in Table II. With these real-space symmetry relations, we also generate the momentum-space symmetry matrices as follows. We order the orbitals as \((a, b, c, d)\), and for each symmetry \(G\), we compute \(M_G^{ij}(k)\), where

\[
G(k) = \mathcal{O}(Gk) \cdot M_G^{ij}(k) \cdot \mathcal{O}^j(k)^\dagger.
\]

The symmetry matrices are thus given by

\[
M_X(k) = \begin{pmatrix}
0 & e^{-ik_y} & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & -e^{-ik_y} \\
0 & 0 & -1 & 0
\end{pmatrix},
\]

\[
M_Y(k) = \begin{pmatrix}
0 & -1 & 0 & 0 \\
e^{-ik_x} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & e^{-ik_x} & 0
\end{pmatrix},
\]

\[
M_S(k) = i \begin{pmatrix}
0 & 0 & 0 & e^{-ik_x} \\
0 & 0 & e^{-ik_x} & 0 \\
0 & 1 & 0 & 0 \\
e^{-ik_x} & 0 & 0 & 0
\end{pmatrix}.
\]

We obtain these matrices using the convention

\[
\mathcal{O}^j(r)^\dagger = \frac{1}{\sqrt{N}} \sum_r e^{ik\cdot r} \mathcal{O}^j(r)^\dagger,
\]

where \(N\) is the number of lattice sites, and \(r\) is the location of each Bravais lattice unit cell. The corresponding symmetry relations in momentum space are given as follows. For symmetry elements \(G, H, \) and \(G'\), and a lattice translation \(L(r)\), suppose the identity \(GH = L(r)G'\) holds in position space. Then, in momentum space, the identity takes the form

\[
G(Hk)H(k) = e^{-i\mathbf{k} \cdot \mathbf{r}} G'(k).
\]

### III. 2D BUILDING BLOCKS OF 4-BAND FEQBI

Now that we have described the necessary symmetry setting for a 4-band, filling 2 FeQBI, we construct an example model of the FeQBI from which we can glean insight. We emphasize that our proof in the next sections is not specifically tied with the model construction we present here. Topological crystalline insulators in 3D are typically studied by analyzing the properties of lower-dimensional analogues that respect the symmetries of the 3D insulator, i.e., 1D and 2D electronic phases occupying suitable subregions of the 3D crystals. In this section, we take a similar approach for our SG 106 symmetry setting by first considering 2-band systems on the intersecting planes given by

\[
x + y = (n + 1/2), \quad x - y = (n + 1/2), \quad (3)
\]

for integers \(n\). Because they respect the diagonal glide symmetries, \(SX\) and \(SY\), up to lattice translations, these planes are natural choices for lower-dimensional analogues. We populate the former planes in Eq. (3) with \(a\) and \(c\) orbitals and the latter planes with \(b\) and \(d\) orbitals. In other words, the only allowed bonds are along

\[
\begin{array}{c|c|c|c}
G & G \cdot a_0 & G \cdot b_0 & G \cdot c_0 \\
\hline
e & a_0 & b_0 & c_0 & d_0 \\
S & id_{0,-1,0} & i0 & ib_{0,-1,1} & i\alpha_{0,0,1} \\
C_2 & -a_{-1,0,0} & -b_{-1,0,0} & -c_{-1,0,0} & -d_{-1,0,0} \\
S^3 & -i0 & -i\alpha_{-1,0,0} & -ib_{0,0,1} & -i\alpha_{1,0,1} \\
X & b_0 & a_{0,0,1} & d_0 & -c_{0,1,0} \\
Y & -b_{1,0,0} & -a_0 & d_{1,0,0} & c_0 \\
SX & id_{0,1,0} & id_{0,0} & -ia_{1,1,1} & -ib_{1,0,1} \\
SY & -ic_0 & -i0 & ia_{0,0,1} & ib_{0,0,1}
\end{array}
\]

FIG. 1. A unit cell with atoms placed in Wyckoff position \(b\) in SG 106. Circles with no boundaries depict atoms in other unit cells that border the displayed unit cell.
As expected from our real-space analysis of the symmetries (that $SX$ preserves the set of $a−c$ planes and $b−d$ planes), this symmetry matrix acts on the $a−c$ planes and $b−d$ planes separately. We are thus free to restrict our attention to the action of this symmetry solely on the $a−c$ planes:

$$
\begin{pmatrix}
0 & -e^{ik_x-k_z} \\
-e^{ik_x} & 0
\end{pmatrix}
$$

Under this symmetry, a 2D Hamiltonian on the $a−c$ planes takes the form

$$
H_{a−c}(k) = E_{a−c}(k)\mathbb{I} + r_{a−c}(k)
\begin{pmatrix}
0 & ie^{ik_x}/2 \\
-ie^{ik_x}/2 & 0
\end{pmatrix}
$$

where $E_{a−c}$ and $r_{a−c}$ are both real functions. Because the Hamiltonian is invariant under $k_z \rightarrow k_z + 2\pi$, we get the condition $r_{a−c}(k) = -r_{a−c}(k + 2\pi \hat{z})$. Thus, $r_{a−c}$ must have a 0, and $H_{a−c}$ is gapless.

Because each set of intersecting plane is gapless, and the sets are related to each other via the $X$ glide, the above argument indicates that constructing a feQBI with these 2-D decoupled intersecting planes is impossible. We can extend this argument to illustrate that any band insulator in this symmetry setting realized at the filling of 2 cannot be atomic. If there were a filling 2 atomic insulator, its Hamiltonian could be deformed into one whose ground state is a product state of two filled orbitals. However, because the glide symmetry forces us to assign one orbital per unit cell to each set of intersecting planes, which we just showed to be gapless, no atomic state can exist at filling 2.

Nevertheless, we can build an feQBI by coupling the 2D intersecting planes. We define the function $P_G$, which, for an order 2 group symmetry $G$ and Hamiltonian $H$, returns a new Hamiltonian symmetric under $G:

$$
P_G \circ H = \frac{1}{2} [H + MG(G^{-1}k)H(G^{-1}k)MG(G^{-1}k)^{-1}].
$$

Then, because $X$ and $Y$ are both order 2 symmetries, and because $S^2$ maps the subgroup spanned by $X$ and $Y$ to itself, we can generate a SG 106 Hamiltonian $H_{106}$ from any tight-binding Hamiltonian $H_0$ by computing

$$
H_{106}(k) = P_S \circ P_Y \circ P_X \circ H_0(k).
$$

In our case, we use the following $H_0(k)$:

$$
\begin{pmatrix}
2t_x \cos(k_x) & 0 & t_z + t_c \cos(k_x - k_y) & t_d \\
0 & 0 & 0 & 0 \\
t_z^* + t_c^* \cos(k_x - k_y) & 0 & 0 & 0 \\
t_d^* & 0 & 0 & 0
\end{pmatrix}
$$

Here, $t_z$ and $t_c$ are the strengths of bonds on the intersecting planes, $t_z$ is a nonzero nonchiral coupling between the $ac$ and between the $bd$ planes, and $t_d$ is a sufficiently
strong bond between the intersecting planes. All bonds are complex except for \( t_x \). Fig. 3 displays the band structure of a feQBI with initial Hamiltonian given by Eq. (6) for bonds \( t_x = 2, t_z = 2+i, t_c = 2+3i \), and \( t_d = 12-20i \). Eq. (A1) in Appendix A gives the full form of \( H_{106}(k) \).

IV. GLIDE INVARIANT IN SPACE GROUP 106

We now characterize the nontrivial topology of 4-band feQBIs in SG 106. A natural choice of topological invariant is the \( Z_2 \) glide invariant, which is introduced in Ref. 21 and 22, and is equivalent to the more general magnetoelectric polarizability, or \( \theta \)-angle 19, 20. We first give a brief description of the glide invariant for the symmetry \( X \) before proving that all feQBIs in the SG 106 symmetry setting have the glide invariant.

To compute our glide invariant, we first simultaneously diagonalize our SG 106 Hamiltonian \( H_{106}(k) \) and the symmetry matrix \( M_X(k) \) on the glide invariant planes in \( k \)-space: \( k_x = 0 \) and \( k_z = \pi \) \( \cite{21} \). Suppose our SG 106 Hamiltonian has filling 2n. Because \( M_X(k) \) has two eigenvalues, \( \pm e^{-ik_y/2} \), each of the filled states belong to the “positive,” or \( +e^{-ik_y/2} \), sector or the “negative,” or \( -e^{-ik_y/2} \), sector. We thus label the filled states of \( H_{106} \) on the glide invariant planes as \( v_{i\pm}(k_y, k_z) \), where \( i \) indexes the \( n \) eigenvectors in each sector. Because \( \pm e^{-ik_y/2} \leftrightarrow \mp e^{-ik_y/2} \) under \( 2\pi \) translations in \( k_y \), the eigenstate \( v_{i\pm} \) have the following periodicities:

\[
v_{i\pm}(k_y, k_z) = v_{i\pm}(k_y, k_z + 2\pi) = v_{i\mp}(k_y + 2\pi, k_z). \tag{7}\]

The glide invariant is given by the sum of three integers, \( n_0 \), \( n_I \), and \( n_{II} \), modulo 2, each associated with a different Brillouin zone plane \( \cite{21} \). Planes I and II are the glide invariant planes \( k_z = 0 \) and \( k_z = \pi \) respectively, and half-plane 0 is the \( k_y = \pi, 0 \leq k_x \leq \pi \) half-plane. Because of the other symmetries in SG 106, there is no net Chern number on planes I and II (see Appendix C). Planes I and II and half-plane 0 are depicted in Fig. 4(a).

We first subtract the integral of the positive sector Berry connection on a loop around plane I from the integral of the positive sector Berry curvature on plane I. This number is always a multiple of \( 2\pi \), so we define

\[
2\pi n_I = \int_I \text{tr} F_I^I - \int_{-\pi}^{\pi} dk_z \text{tr} \left( \mathbf{A}_I^I \right) \hat{z} (\pi, k_z) + \int_{-\pi}^{\pi} dk_z \text{tr} \left( \mathbf{A}_I^I \right) \hat{z} (-\pi, k_z). \tag{8}\]

Here we use that the contributions from the line segments \( k_x = 0, k_z = \pm \pi \) cancel each other, but the contributions from \( k_z = 0, k_y = \pm \pi \) do not as a consequence of Eq. \( \cite{7} \). We compute \( n_{II} \) similarly:

\[
2\pi n_{II} = \int_{II} \text{tr} F_{II}^I - \int_{-\pi}^{\pi} dk_z \text{tr} \left( \mathbf{A}_{II}^I \right) \hat{z} (\pi, k_z) + \int_{-\pi}^{\pi} dk_z \text{tr} \left( \mathbf{A}_{II}^I \right) \hat{z} (-\pi, k_z). \tag{9}\]

Finally, we subtract the integral of the total Berry connection on a loop around half-plane 0 from the integral of the total Berry curvature on half-plane 0. Then,

\[
2\pi n_0 = \int_0^{2\pi} \text{tr} F - \int_{-\pi}^{\pi} dk_z \left[ \text{tr} \left( \mathbf{A}_I^I \right) \hat{z} (\pi, k_z) + \text{tr} \left( \mathbf{A}_{II}^I \right) \hat{z} (-\pi, k_z) \right] + \int_{-\pi}^{\pi} dk_z \left[ \text{tr} \left( \mathbf{A}_I^I \right) \hat{z} (\pi, k_z) + \text{tr} \left( \mathbf{A}_{II}^I \right) \hat{z} (-\pi, k_z) \right]. \tag{10}\]

Here, we use that the contributions from the line segments \( k_y = \pi, k_z = \pm \pi \) to the Berry connection integral around half-plane 0 cancel each other. We also use that \( (\mathbf{A}_I^{II}) (k_y, -\pi) = (\mathbf{A}_I^{II}) (k_y, \pi) \), a consequence of Eq. \( \cite{7} \). Finally, the glide invariant is given by

\[
n = n_0 + n_I + n_{II} \mod 2. \tag{11}\]

In Fig. 4 we display the configuration of the glide-invariant planes, and we compute both the Berry phase integrals

\[
\Theta(k_y = \pi, k_z)_{I \pm II} = \int_{-\pi}^{\pi} \text{tr} \left( \mathbf{A}_I^{II} \right) \hat{z} (k_y, k_z^\prime) dk^\prime
\]

and the Berry curvatures

\[
\text{tr} F_I^I (k_y, k_z), \quad \text{tr} F_{II}^I (k_y, k_z), \quad \text{tr} F (k_y, k_z)
\]

for the model in Eqs. (5) and (6). Our calculations result in a nontrivial glide invariant \((n_0 = 0, n_I = 0, \text{and } n_{II} = 1, \text{though these individual integers may vary based on choice of gauge}).

V. GLIDE INVARIANT FOR 4-BAND SG 106 FEQBIS

We now prove that in the necessary symmetry setting (Wyckoff position b, p-character orbitals, spinless electrons – see Sec. 7) for 4-band, half-filled insulators in SG 106, the Y glide and S screw symmetries mandate that the glide invariant be nontrivial. In our derivation, we find it convenient to work in the \( X \) glide eigenbasis, given by the columns of the below matrix:

\[
B_X(k) = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & e^{-ik_y/2} & 0 & e^{-ik_y/2} \\
0 & 1 & 0 & 1 \\
e^{-ik_y/2} & 0 & e^{-ik_y/2} & 0 \\
0 & 1 & 1 & 1
\end{pmatrix}. \tag{12}\]

The first two columns of \( B_X \) span the positive (\( +e^{ik_y/2} \) eigenvalue) sector while the last two columns span the negative (\( -e^{ik_y/2} \) eigenvalue) sector. Note that \( B_X \) is periodic under \( k_y \to k_y + 4\pi \), and the first two columns swap with the last two columns under \( k_y \to k_y + 2\pi \).
This choice of basis block-diagonalizes the SG 106 Hamiltonian on the glide-invariant planes. Moreover, because the \( k_y \to k_y + 2\pi \) symmetry swaps the columns of \( B_X \), the Hamiltonian in the \( X \) glide eigenbasis is

\[
H^p(k_y, k_z) = \begin{pmatrix}
    h^p_\mu(k_y, k_z)\sigma^\mu & 0 \\
    0 & h^p_\mu(k_y + 2\pi, k_z)\sigma^\mu
\end{pmatrix}, \quad (13)
\]

where \( p \) is an index labeling the glide-invariant plane \((I/II)\), \( \sigma^\mu \) is the Pauli matrix basis, and \( h^p_\mu(k_y, k_z) \) is a 4-tuplet of functions periodic under \( k_y \to k_y + 4\pi, k_z \to k_z + 2\pi \). We compute \( H^p \) from the SG 106 Hamiltonian \( H_{106} \) as follows:

\[
H^p(k_y, k_z) = B_X(k)\dagger H_{106}(k)B_X(k),
\]

where the \( x \)-component of \( k \) corresponds to plane \( p \). If \( H_{106} \) describes an feQBI, each block of \( H^p \) must be gapped, i.e., \( (h^0_\mu, h^p_1, h^p_2) = \tilde{h}^p \) must have nonzero magnitude.

On the glide invariant planes I and II, we restrict \( H^p \) further using the \( Y \)-glide symmetry. On Plane I, the \( Y \) glide takes the form

\[
M_Y^I(k) = B_X(Yk)\dagger M_Y(k)B_X(k) = e^{-ik_y/2} \begin{pmatrix}
    -\mathbb{I} & 0 \\
    0 & \mathbb{I}
\end{pmatrix},
\]

where \( \mathbb{I} = \sigma^0 \) is the \( 2 \times 2 \) identity matrix, and the \( x \)-component of \( k \) is 0. Under the \( Y \) symmetry, the functions \( h^I_\mu \) satisfy

\[
h^I_\mu(k_y, k_z) = h^I_\mu(-k_y, k_z). \quad (14)
\]

Likewise, on Plane II, the \( Y \) glide takes the form

\[
M_Y^{II}(k) = B_X(Yk)\dagger M_Y(k)B_X(k) = e^{-ik_y/2} \begin{pmatrix}
    0 & -\mathbb{I} \\
    \mathbb{I} & 0
\end{pmatrix},
\]

where the \( x \)-component of \( k \) is \( \pi \). Under the \( Y \) symmetry, the functions \( h^{II}_\mu \) satisfy

\[
h^{II}_\mu(k_y, k_z) = h^{II}_\mu(2\pi - k_y, k_z). \quad (15)
\]

Finally, on half-plane 0, we work in the \( Y \) glide eigenbasis, given by the columns of the below matrix:

\[
B_Y(k) = \frac{1}{\sqrt{2}} \begin{pmatrix}
    0 & 1 & 0 & 1 \\
    0 & -e^{-ik_y/2} & 0 & e^{-ik_y/2} \\
    e^{-ik_y/2} & 0 & -e^{-ik_y/2} & 0
\end{pmatrix}.
\]

In this basis, the Hamiltonian is block diagonal on half-plane 0:

\[
H^0(k_x, k_z) = \begin{pmatrix}
    h^0_\mu(k_x, k_z)\sigma^\mu & 0 \\
    0 & h^0_\mu(k_x + 2\pi, k_z)\sigma^\mu
\end{pmatrix}. \quad (16)
\]

During our derivation, we sometimes for convenience will denote the Berry phase integral as \( \lambda^{I/II}_\pm(k_y) \), where

\[
\lambda^{I/II}_\pm(k_y) = \int_{-\pi}^{\pi} \text{tr} \left( A^{I/II}_\pm \right)^z (k_y, k_z)dk_z. \quad (17)
\]

### A. Plane I Contribution

We now compute \( n_I \), the integer associated with Plane I, by constraining the Hamiltonian \( H^I \) using the \( Y \) glide. As Eq. (8) states, the integer \( n_I \) satisfies

\[
2\pi n_I = \int \text{tr} F^I_+ - \lambda^I_+(\pi) + \lambda^I_-(\pi).
\]

Even though the basis of \( H^I \) is \( k \)-dependent, we directly use the positive sector eigenstates of \( H^I \) to compute the Berry connection and curvature contributions to \( n_I \) (see Appendix B for a proof). Because \( H^p \) restricted to the positive sector is just the \( 2 \times 2 \) matrix \( h_\mu(k_y, k_z)\sigma^\mu \), we use the standard results for the Berry connection and curvature for a two-level system [25]:

\[
A^I_+ = \frac{\hat{h}^I_\mu \nabla_k \hat{h}^I_\mu - \hat{h}^I_\mu \nabla_k \hat{h}^I_\mu}{2|\hat{h}^I_\mu|^2 (|\hat{h}^I_\mu|^2 - |h^I_\mu|^2)},
\]

\[
F^I_+ = -\frac{1}{2|\hat{h}^I_\mu|^2} \hat{h}^I_\mu \cdot \left( \frac{\partial \hat{h}^I_\mu}{\partial k_y} \times \frac{\partial \hat{h}^I_\mu}{\partial k_z} \right). \quad (18)
\]

Eq. (14) implies that \( h^I_\mu \) is even in \( k_y \). Therefore, \( F^I_+ \) is odd in \( k_y \), so the integral of \( F^I_+ \) vanishes on plane I. Moreover, per Eq. (14), \( (A^I_\pm)^z \) is even in \( k_y \), so \( (A^I_\pm)^z(\pi, k_z) = (A^I_\pm)^z(-\pi, k_z) \). Thus,

\[
n_I = 0. \quad (19)
\]
Berry connection terms with the S matrix transformation are best visualized in cylindrical coordinates, i.e., \((h_1, h_2) = h_\phi (\cos \phi, \sin \phi)\). Under the matrix transformation, 
\[
\begin{align*}
h_3^{II}(\pi, k_z) &= -h_3^{II}(\pi, k_z) \\
h_4^{II}(\pi, k_z) &= h_4^{II}(\pi, k_z) \\
\phi^{II}(\pi, k_z) &= \phi^{II}(\pi, k_z) - k_z + \pi.
\end{align*}
\]  

The effects of this matrix transformation are best visualized in cylindrical coordinates, i.e., \((h_1, h_2) = h_\phi (\cos \phi, \sin \phi)\). Under the matrix transformation, 
\[
\begin{align*}
h_3^{II}(\pi, k_z) &= -h_3^{II}(\pi, k_z) \\
h_4^{II}(\pi, k_z) &= h_4^{II}(\pi, k_z) \\
\phi^{II}(\pi, k_z) &= \phi^{II}(\pi, k_z) - k_z + \pi.
\end{align*}
\]  

In cylindrical coordinates, the Berry connection is 
\[
A_+^{II} = \frac{|\vec{h}_3^{II}| + h_3^{II}}{2|\vec{h}_3^{II}|} \nabla_k \phi,
\]  

and thus \(A_+^{II}(\pi, k_z)\) and \(A_+^{II}(\pi, k_z)\) are related by 
\[
\begin{align*}
A_+^{II}(\pi, k_z) &= A_+^{II}(\pi, k_z) + \nabla_k \phi |_{\phi^{II}(\pi, k_z)} + \\
&= \frac{1}{2} \left( -1 + \frac{h_3^{II}(\pi, k_z)}{|\vec{h}_3^{II}|}\right) \vec{\hat{z}}.
\end{align*}
\]  

Therefore, 
\[
2\pi n_{II} = \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} F^{II}_+(k_y, k_z) dk_y dk_z - \Delta \phi^{II}(\pi) + \\
\pi - \int_{-\pi}^{\pi} \frac{h_3^{II}(\pi, k_z)}{2|\vec{h}_3^{II}|} dk_z.
\]

FIG. 4. Numerical calculations of the glide invariant for the model in Equations (19), (20). (a) Schematic of the glide invariant planes I and II and the half-plane 0. (b,c) Berry phase integrals \(\Theta(k_z)\) along the \(k_y = \pi\) line for plane I (e) and plane II (f). (d-f) Computation of the positive sector Berry curvature on planes I and II (e and f) and the total Berry curvature on half-plane 0 (d).

**B. Plane II Contribution**

The \(n_{II}\) integer is similarly given by 
\[
2\pi n_{II} = \int F^{II}_+ - \lambda^{II}_+(\pi) + \lambda^{II}_-(\pi).
\]

We simplify the above expression by relating the two Berry connection terms with the S screw symmetry (because \(S \cdot (\pi, \pi, k_z) = (\pi, -\pi, k_z)\)). Then, for \(k = (\pi, \pi, k_z)\), \(H^{II}(Sk)\) is given by 
\[
B_X(Sk)^\dagger M_S(k) B_X(k) H^{II}(k) B_X(k)^\dagger M_S(k)^\dagger B_X(Sk).
\]

The effects of this matrix transformation are best visualized in cylindrical coordinates, i.e., \((h_1, h_2) = h_\phi (\cos \phi, \sin \phi)\). Under the matrix transformation, 
\[
\begin{align*}
h_3^{II}(\pi, k_z) &= -h_3^{II}(\pi, k_z) \\
h_4^{II}(\pi, k_z) &= h_4^{II}(\pi, k_z) \\
\phi^{II}(\pi, k_z) &= \phi^{II}(\pi, k_z) - k_z + \pi.
\end{align*}
\]
where

$$\Delta \phi^{II}(k_y) = \int_{-\pi}^{\pi} \frac{\partial \phi^{II}}{\partial k_z} \mid_{(k_y, k_z)} dk_z. \quad (23)$$

1. Plane 0 Contribution

Recall that

$$2\pi n_0 = \int_0^\pi tr F - \lambda^I_+(\pi) - \lambda^I_-(\pi) + \lambda^I_+(0) + \lambda^I_-(0).$$

Using Eq. (21), we find that the Berry connection contribution from plane II, $-\lambda^I_+(-\pi) - \lambda^I_-(\pi)$, is given by

$$-2\lambda^I_+(-\pi) - \Delta \phi^{II}(\pi) + \pi - \int_{-\pi}^{\pi} \frac{h^{II}_I(\pi, k_z)}{2h^{II}(\pi, k_z)} dk_z. \quad (24)$$

We likewise compute the plane I contribution using that $S : (0, \pi, k_z) = (\pi, 0, k_z)$. Then, for $k = (0, \pi, k_z)$, $H^{II}(Sk)$ is given by

$$B_X(Sk)M_S(k)B_X(k)H^I(k)B_X(k)^\dagger M_S(k)^\dagger B_X(Sk).$$

This transformation gives us

$$-h_3^{II}(0, k_z) = h_3^I(\pi, k_z),$$

$$h_0^{II}(0, k_z) = h_4^I(\pi, k_z),$$

$$-\phi^{II}(0, k_z) + k_z - \pi = \phi^I(\pi, k_z).$$

Therefore, the Berry connection contribution from plane I is given by

$$2\lambda^I_+(-\pi) - 2\Delta \phi^{II}(0) + 2\pi - \int_{-\pi}^{\pi} \frac{h^{II}_I(0, k_z)}{h^{II}(0, k_z)} dk_z. \quad (25)$$

Finally, we compute the Berry curvature contribution from half-plane 0. Because half-plane 0 is invariant under the Y-glide, the Y-eigenbasis is a convenient choice of basis for computing the Berry curvature integral. As with the X glide, the Y glide splits the filled states of $H_{106}$ into a positive and negative sector on half-plane 0. Therefore,

$$\int_0^{\pi} tr F = \int_0^{\pi} F^0_+ + F^0_.$$

We also compute this integral by equating it to an integral on plane II, this time using the product of symmetries $YS$, which maps $(k_x, \pi, k_z)$ to $(\pi, k_x, k_z)$. The $YS$ symmetry transformation gives us

$$h_0^I(k_x, k_z) = h_3^I(k_x + 2\pi, k_z)$$

$$h_0^I(k_x, k_z) = h_4^I(k_x + 2\pi, k_z)$$

$$\phi^0(k_x, k_z) = \phi^0(k_x + 2\pi, k_z) - k_z.$$

Under this transformation, the Berry connections on half-plane 0 and plane II have the following relation:

$$A^0_+(k_x, k_z) = -\left(1 + \frac{h^{II}_I(k_x + 2\pi, k_z)}{2h^{II}(k_x + 2\pi, k_z)}\right)\hat{z} +$$

$$A^{II}_+(k_x + 2\pi, k_z).$$

We thus get a boundary term for the Berry curvature:

$$F^0_+(k_x, k_z) = -\partial_{k_z} \left(1 + \frac{h^{II}_I(k_x + 2\pi, k_z)}{2h^{II}(k_x + 2\pi, k_z)}\right) +$$

$$F^{II}_+(k_x + 2\pi, k_z).$$

Because $\left(1 + \frac{h^{II}_I}{2h^{II}(\pi)}\right)$ is an analytic function on the Brillouin zone, we can apply Stokes’ theorem to the boundary term. From Eqs. (14) and (20) and from the 4\pi periodicity in $k_y$, we have

$$h_3^{II}(0, k_z) = h_3^I(2\pi, k_z)$$

$$h_3^{II}(\pi, k_z) = -h_3^I(3\pi, k_z).$$

Then, because $F^{II}_+(k_y + 2\pi, k_z) = F^{II}_-(k_y, k_z)$,

$$\int_0^{\pi} tr F = \int_0^{\pi} dk_z \int_0^{\pi} dk_y \frac{h^{II}_I}{h^{II}(0, k_z)}.$$  

(26)

Combining the three contributions to $n_0$ gives us

$$2\pi n_0 = \int_{-\pi}^{\pi} dk_z \int_{-\pi}^{\pi} dk_y (F^{II}_+ + F^{II}_-)dk_ydk_z +$$

$$2\lambda^{II}_-(0) - 2\lambda^{II}_+(-\pi) + 3\pi -$$

$$\int_{-\pi}^{\pi} \frac{h^{II}_I(\pi, k_z)}{2h^{II}(\pi, k_z)} - \Delta \phi^{II}(\pi) - 2\Delta \phi^{II}(0). \quad (27)$$

C. Total Glide Invariant

Because $n_II = 0$ and because we are working in $Z_2$, the total glide invariant is given by $n = n_0 - n_{II}$. To combine Eqs. (22) and (27), we first apply

$$\int_{-\pi}^{\pi} \int_{-\pi}^{\pi} F^{II}_+ dk_ydk_z = -\int_{-\pi}^{\pi} \int_{-\pi}^{\pi} F^{II}_- dk_ydk_z$$

to our expression for $n_{II}$. Then, we find that

$$2\pi n = - \left[\int_{-\pi}^{\pi} \int_{-\pi}^{\pi} F^{II}_+ dk_ydk_z - \lambda^{II}_+(0) + \lambda^{II}_+(-\pi)\right] +$$

$$2\pi - 2\Delta \phi^{II}(0). \quad (28)$$

The bracketed term in Eq. (28) is the difference between a Berry connection integral on a closed loop and the Berry curvature integral within the closed loop.
Thus, when multiplied by $-2$, this term is an integer multiple of $4\pi$. Additionally, according to Eq. (23), $\Delta \phi^I(0)$ is the change in phase of the function $h^I_{1z}(0,k_z)-i h^I_{2z}(0,k_z)$ over the loop $k_z = -\pi \rightarrow k_z = \pi$. If $h^I_{1z} + i h^I_{2z}$ is always nonzero, this change in phase is always a multiple of $2\pi$, and if $h^I_{1z} + i h^I_{2z}$ is 0 at some $(0,k_z)$, we can add a small symmetry-preserving perturbation to move the zero outside of the loop $(0,k_z)$. Therefore, the last term in Eq. (28), $2\Delta \phi^I(0)$, is also an integer multiple of $4\pi$. Thus, after taking Eq. (28) modulo $4\pi$, only the $2\pi$ remains, and so the glide invariant $n = 1 \mod 2$, i.e., it is nontrivial.

VI. DISCUSSION

We have established that a 4 band, filling 2 feQBI realized by fermions in SG 106 and the symmetry class A (i.e., spinless fermions without time-reversal symmetry) has a nontrivial magnetoelectric polarizability and thus is an axion insulator. Can this result be strengthened to show that all insulators in SG 106 at the non-atomic filling of $4n + 2$ are axion insulators with axion angle $\theta = \pi$, while all insulators at filling $4n$ have the trivial axion angle $\theta = 0$? If this stronger statement were valid, SG 106 would display a one-to-one correspondence between filling and topological invariant previously exhibited in 2D crystals with external magnetic fields [4]. Although we only conjecture the validity of this stronger statement instead of providing a complete argument, the following observations explain the rationale behind our conjecture.

First, we observe that the non-atomic filling cannot be realized by a weak phase, which in our setting corresponds to a stack of Chern insulators in real space (the two orthogonal glides forbid such a phase anyway, as we argue in Appendix [C]). If such a weak phase was consistent with the non-atomic filling, then we could go to the decoupled limit, and each of the decoupled planes would also carry a non-atomic filling. Because symmetry analysis dictates that no feQBI is possible in two dimensions for class A [10], we conclude the feQBI must correspond to a 3D phase without any decoupled plane limit.

Now, suppose the strong factor is either the group $\mathbb{Z}$ or $\mathbb{Z}_m$, where $m$ denotes a positive integer. In both cases, there exists a reference non-trivial insulator that generates all the entries in the strong factor through the following operation: to generate the entry indexed by $n$, we first take $n$ copies of the reference state. Next, we allow for arbitrary symmetry- and gap-preserving coupling between the different copies while allowing for the addition of any trivial atomic insulator with the same set of symmetries. Now, if the axion angle of the reference “generating insulator” were 0, then all the entries in the strong factor would also have $\theta = 0$. Because the non-trivial phase we have found in this paper would not be compatible with any of the entries in the classification, this would be impossible. The same argument applies to the non-atomic filling, i.e., if the generating insulator had an atomic filling of $4n$, then again all band insulators would have filling $4n$. As such, we have established that the feQBI's here always have a nontrivial axion angle, which leads to our conjecture.

The argument above relies on the assumption that the strong factor of the (stable) classification has a single generator. We leave this as a conjecture, but remark that it is a plausible one given that the same property holds for the corresponding discussion of topological (crystalline) insulators in class AII [13, 15, 17]. To complete the argument, one can adopt the frameworks in Refs. [26–30] for the classification of topological crystalline phases and derive the full classification, which could then be compared with the $\mathbb{Z}_2$ axion angle. We also note that, in fact, the Hamiltonian we introduced in Sec. III could also be understood in the mentioned classification frameworks. Alternatively, it might be possible to establish the conjecture by a systematic investigation on the possible Wilson loop behavior for any filling $4n + 2$ insulator.

Lastly, we point out that the filling-enforced nature of the nontrivial phases at filling $4n + 2$ would imply that it is impossible to drive a symmetry-respecting transition from the nontrivial phase to a trivial phase [8]. In other words, the nontrivial phase considered here cannot be understood through a band-inversion paradigm [1, 2, 31]. More specifically, if, as we have proposed, the notion of feQBI's exactly maps onto the familiar notion of an axion insulator in our symmetry setting (class A in space group 106), the axion insulator here cannot be accessed from a trivial, atomic state through the tuning of the symmetry-allowed mass term of an emergent Dirac fermion. Thus, if our conjecture holds, a more detailed understanding on why such a transition is forbidden by the symmetries on hand is an interesting open problem, especially when one incorporates interactions. Alternatively, if the conjecture does not hold, then there must be stable topological crystalline insulators in the present symmetry setting which have an axion angle of $\theta = 0 \mod 2\pi$ and a filling of $4n + 2$. Given that the spatial symmetries involved are only glides, screws, and a two-fold rotation, we are not aware of a candidate state and as such this alternative scenario will also be interesting in its own right.
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Appendix B: Berry Connection after X Glide Basis Transformation

Here, we derive the form of the Berry connection for a filled state written as a linear combination of X Glide eigenstates. Recall that the X glide eigenbasis is

\[
B_X(k) = \frac{1}{\sqrt{2}} \begin{pmatrix}
  e^{-ik_y/2} & 0 & -e^{-ik_y/2} & 0 \\
  1 & 0 & 1 & 0 \\
  0 & -e^{-ik_z/2} & 0 & e^{-ik_z/2} \\
  0 & 1 & 0 & 1
\end{pmatrix},
\]

Let \( b_{1+}^+(k) \) and \( b_{2+}^+(k) \) be the first two columns of \( B_X(k) \), and let \( b_{1-}^-(k) \) and \( b_{2-}^-(k) \) be the last two columns. Then, on the glide invariant planes \( k_x = 0 \) or \( k_x = \pi \), we can write any positive sector filled state of the SG 106 Hamiltonian as

\[ v^+(k) = a_{1+}^+(k)b_{1+}^+(k) + a_{2+}^+(k)b_{2+}^+(k). \]

In other words, if \( v^+ \) is a filled eigenstate of the original SG 106 Hamiltonian, \((a_{1+}^+, a_{2+}^+, 0, 0)\) is a filled eigenstate of \( H^p \) in Equation (13).

We now compute the Berry connection. Let

\[
\mathbf{A}_+^p = -iv^+(k)\nabla_k v^+(k)
\]

be the true Berry connection on the glide invariant plane \( p \), and let

\[
\tilde{\mathbf{A}}_+^p = -i \sum_j a_{j+}^+(k)\nabla_k a_{j+}^+(k)
\]

be the Berry connection computed directly from the eigenstates of \( H^p \). We expand the true Berry connection \( \mathbf{A}_+^p \) as follows:

\[
\mathbf{A}_+^p = -i \sum_{j,l} a_{j+}^+(k) b_{j+}^+(k) \nabla_k (a_{l+}^+(k) b_{l+}^+(k)).
\]
Here, $X$ is the $n \times n$ glide symmetry matrix. The trace of the Berry curvature at $(k^0_x, k^0_y)$ is given by

$$\text{tr} F(k^0_x, k^0_y) = \text{tr} i \left[ \frac{\partial B^\dagger}{\partial k_y} \right]_{(k^0_x, k^0_y)} \left[ \frac{\partial B}{\partial k_x} \right]_{(k^0_x, k^0_y)} - \text{tr} i \left[ \frac{\partial B^\dagger}{\partial k_x} \right]_{(k^0_x, k^0_y)} \left[ \frac{\partial B}{\partial k_y} \right]_{(k^0_x, k^0_y)}.$$

Using the cyclic property of the trace and that $\partial (A^\dagger A) = 0$ for any matrix $A$, we find that the last three lines of Eq. [C2] go to 0. Thus, we are left with

$$\text{tr} F(-k^0_x, k^0_y) = i \text{tr} \left( \frac{\partial B^\dagger}{\partial k_y} \right) \left( \frac{\partial B}{\partial k_x} \right) - i \text{tr} \left( \frac{\partial B^\dagger}{\partial k_x} \right) \left( \frac{\partial B}{\partial k_y} \right).$$

Let us now consider the first line of Eq. [C3]. This term is effectively the trace of the Berry curvature for an insulator with filled states given by the orthonormal columns of $U$.

We compute the Berry curvature at $(-k^0_x, k^0_y)$ using

$$\frac{\partial}{\partial k_x} (X(-k_x, k_y)B(-k_x, k_y)U(-k_x, k_y)) \bigg|_{(-k^0_x, k^0_y)} = -\frac{\partial}{\partial k_x} (X(k_x, k_y)B(k_x, k_y)U(k_x, k_y)) \bigg|_{(k^0_x, k^0_y)}.$$

Then, the trace of the Berry curvature at $(-k^0_x, k^0_y)$, assuming that all derivatives are taken at $(k^0_x, k^0_y)$, is

$$\text{tr} F(-k^0_x, k^0_y) = \text{tr} F(k^0_x, k^0_y),$$

and thus the Chern number is given by

$$c = \int_{k_x=k^0_x} \text{tr} F = 0.$$
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