Time and space in segmentation
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Arthropod segmentation and vertebrate somitogenesis are leading fields in the experimental and theoretical interrogation of developmental patterning. However, despite the sophistication of current research, basic conceptual issues remain unresolved. These include: (i) the mechanistic origins of spatial organization within the segment addition zone (SAZ); (ii) the mechanistic origins of segment polarization; (iii) the mechanistic origins of axial variation; and (iv) the evolutionary origins of simultaneous patterning. Here, I explore these problems using coarse-grained models of cross-regulating dynamical processes. In the morphogenetic framework of a row of cells undergoing axial elongation, I simulate interactions between an ‘oscillator’, a ‘switch’ and up to three ‘timers’, successfully reproducing essential patterning behaviours of segmenting systems. By comparing the output of these largely cell-autonomous models to variants that incorporate positional information, I find that scaling relationships, wave patterns and patterning dynamics all depend on whether the SAZ is regulated by temporal or spatial information. I also identify three mechanisms for polarizing oscillator output, all of which functionally implicate the oscillator frequency profile. Finally, I demonstrate significant dynamical and regulatory continuity between sequential and simultaneous modes of segmentation. I discuss these results in the context of the experimental literature.

1. Introduction

Arthropod segmentation [11] and vertebrate somitogenesis [2,3] are paradigmatic examples of developmental pattern formation. They involve the coordination of diverse cellular processes—signalling, gene expression, morphogenesis—yet can be conveniently abstracted to a single dimension, making them conducive to mathematical modelling and theoretical analysis.

The spatial patterns produced by segmentation processes have at least three components (figure 1a). First, periodicity—the reiterated nature of individual metameres. Second, the intrinsic polarity of these units, evident in the expression of segment-polarity genes. Finally, regionalization—variation in the length and identity of metameres according to their position along the anteroposterior (AP) axis. Segmentation patterns are highly robust within species [4–6] but evolutionarily flexible between species [7–10], with differences in the number, size and specialization of segments contributing to the considerable morphological diversity of segmented clades.

Segment patterning emerges, in most species, from fundamentally temporal developmental mechanisms. In both vertebrates and arthropods, temporal periodicity is generated by a ‘segmentation clock’ (molecular oscillator), then translated into spatial periodicity by a ‘wavefront’ of cell maturation that sweeps the elongating AP axis from anterior to posterior at a tightly controlled rate [11–17]. These tissue-scale dynamics are generated, at the molecular level, by the characteristic rates, time delays and flow properties of intercellular and intracellular regulatory networks [18–23], in combination with morphogenetic processes [24–26].

Genetic, environmental and pharmacological perturbations can alter the segment pattern [13,27–37], providing insight into its mechanistic basis.
However, despite the experimental sophistication of vertebrate research in particular, these approaches are often constrained by functional redundancy and pleiotropic effects. Modelling studies provide a complementary way to interrogate segmentation processes, and have produced important conceptual advances [12,23,38,39]. Yet a range of modelling approaches with contrasting regulatory bases have been able to give more or less convincing approximations of empirical observations, and it can be unclear how to best choose between them [38,40–50].

In this context, it is a worthwhile exercise to step away from the particularities of specific genes, signals and experimental species, and consider the generic ramifications of basic assumptions. Here, I identify four aspects of the segmentation process where the nature of patterning is open to question or unclear. I then explore each of these issues using coarse-grained, illustrative models, in which potentially complex processes are represented by interactions between phenomenological ‘dynamical modules’. Finally, I discuss the implications of these results in the context of the experimental literature.

2. Patterning problems in segmentation

2.1. Sources of spatial information

Developmental patterning requires that cells’ state trajectories (changes in internal state over time) are influenced by their location—either their global position within the tissue or embryo, or their local position relative to certain other cells. In other words, some cell state variable must respond to a source of spatial information, and different values for this variable must cause otherwise identical cells to diverge in fate. Three general mechanisms that accomplish this have been identified:

1. **Self-organization** (i.e. reaction–diffusion) mechanisms [51–53] (figure 1b, left), in which small heterogeneities between cells, perhaps originating ultimately from stochastic fluctuations, are amplified by coupled positive and negative feedback loops into regular spatial patterns with a characteristic length scale. The key here is that the feedback loops and diffusive processes effect a local exchange of state information between cells, so that state trajectories become dependent on relative position.

2. **Positional information** (PI) mechanisms [54–56] (figure 1b, middle), in which a polarized scalar variable (e.g. the concentration of a graded morphogen) provides a coordinate system for a bounded embryonic field. Cells ‘interpret’ the positional information to acquire a ‘positional value’; the value serves as a proxy for a cell’s position within the field, and influences its subsequent state trajectory. PI processes are constrained by the accuracy and precision with which the PI signal is established and interpreted.

3. **Time–space translation** (TST) mechanisms [12,57–61] (figure 1b, right), in which a tissue-scale velocity converts a temporal pattern into an isomorphic pattern arrayed across space. The velocity (e.g. a wave of gene expression across a field of cells, or a flow of cells relative to the source of an extracellular signal) causes cells at each position to experience a particular input at a different time relative to ongoing changes to cell state, with correspondingly different effects on cell fate.

These modes of patterning are conceptually distinct, but are unlikely to be cleanly dissociable in real systems. Cell states change constantly as the result of intrinsic processes (e.g. the synthesis and turnover of gene products) and extrinsic influences (e.g. the transduction of extracellular chemical and mechanical signals), and, in an embryonic context, thousands of cells respond to each other’s signals and move relative to one another simultaneously. The massively parallel feedback loops between cell state, signalling and morphogenesis, occurring over a wide range of time scales and length scales [62], mean that non-trivial developmental phenomena are unlikely to be governed by a single patterning mechanism, but will instead emerge from a recursive blend of self-organization, PI and TST. The challenge of developmental biology is to unpick these processes and render the whole system comprehensible. Indeed, perhaps it is in the interactions between patterning mechanisms that...
explanations for developmental robustness and evolutionary flexibility are to be found [63].

2.2. SAZ organization and the ‘determination front’

With some significant exceptions (see below), segmentation occurs in the context of posterior elongation, with segments/somites emerging sequentially from the anterior of a segment addition zone (SAZ, arthropods) or the presomatic mesoderm (PSM, vertebrates). (Unless otherwise indicated, ‘SAZ’ is hereafter used as a generic term that encompasses both SAZ and PSM.)

In both arthropods and vertebrates, the posterior tip of the SAZ continuously moves away from more anterior structures, either by a mix of convergence extension movements and cell proliferation (arthropods [64–68], or by cell influx, cell proliferation and a greater motility of posterior versus anterior cells (vertebrates) [25,69–74]. These processes, and therefore the maintenance of axis elongation, depend directly or indirectly on a posterior signalling centre (PSC) involving Wnt signalling, itself maintained by positive feedback loops [28,75–85]. The posterior signalling environment maintains SAZ cells in an immature, unpatterned state, preventing their differentiation into segmental fates [15,27,28,86–89].

The more anterior the location of a cell within the SAZ, the more remote it is from the PSC, both in terms of physical distance, and in terms of time. (Note that the SAZ is a dynamic structure through which there is a continuous flux of cells.) At a certain point within the SAZ, cells undergo a significant state transition, and begin expressing different sets of transcription factors (e.g. Odd-paired rather than Dichaete/Sox21b and Caudal in arthropods [11,15,84,90–94]; Paraxis/TCF15 versus Mesogenin, and a combinatorial code of T-box factors in vertebrates [37,95–100]). The transition coincides with the specification of segmental fate, at least partially because the transcription factors on either side of it differentially regulate segmentation gene enhancers [100–106]. This transition or ‘determination front’ [113] can therefore be identified with the wavefront of the clock and wavefront model.

The positioning of the determination front—and the origins of spatial organization within the SAZ more generally—is fundamental to the control of segmentation. It is clear that SAZ geometry is affected by the levels of Wnt and other signals within the embryo [2,107]. Less clear, however, are the respective roles played by spatial and temporal information in producing these outcomes. The more anterior a cell is, the further it is from the PSC and the closer it is to patterned tissue that may produce antagonistic signals such as retinoic acid [108]. However, it will also have spent a longer time degrading posterior signals [27,28,109] and potentially undergoing other autonomous changes in cell state. Because temporal and spatial coordinate systems are overlaid on one another in this way, they are extremely difficult to disentangle.

There are two distinct regulatory questions here. The first, and simplest, asks to what extent the signalling environment along the SAZ is shaped by position-dependent, diffusive effects, as opposed to advection (bulk transport) and temporal decay [45]. While both play some role, the latter effects appear to dominate in embryos. For example, Wnt perturbations take hours to affect somitogenesis in zebrafish, with effects on SAZ gene expression travelling from posterior to anterior at the rate of cell flow [86], and dissected PSM tissue generally maintains an endogenous maturation and patterning schedule [110–113]. By contrast, most segmentation models assume that SAZ patterning is governed by a characteristic length scale, rather than by a characteristic time scale.

The second question, less frequently raised, concerns the relationship between the signalling levels a cell experiences, and the dynamics of its internal state. Most segmentation models implicitly assume a PI framework, in which a cell moves within a PI field, continuously monitoring a graded signal, until a particular positional value induces a change in cell state [38,42–44,114,115]. (Other models propose that cells actually respond to a different property of the field [46,48], but the basic principle of decoding a PI signal remains the same.) An alternative hypothesis is that cells travel autonomously along a maturation trajectory from a ‘posterior’ state to an ‘anterior’ state over a period of time, with the signalling environment governing the rate of cell state change, but not determining cell state per se.

The two hypotheses predict quite different behaviours: the former suggests that intermediate cell states are stable in intermediate signalling environments and that cell maturation is associated with the decoding of a specific external trigger; the latter suggests that intermediate cell states are inherently unstable and that signalling levels and cell state can be partially decoupled. Significantly, recent results from stem cells and ex vivo cultures support the latter hypothesis by pointing to an important role for cell-intrinsic dynamics: stems cells in constant culture conditions will transition from a posterior PSM-like state to an anterior PSM-like state over a characteristic period of time [95,116,117], while more anterior PSM cells will oscillate slower than posterior PSM cells in otherwise identical culture conditions [118].

Thus, the emphasis in the modelling literature on SAZ length scale and morphogen decoding is at odds with empirical findings. However, because much of axial elongation can be approximated by a pseudo-steady-state scenario [38] in which the dimensions of the SAZ remain constant, and spatial and temporal coordinate systems coincide (and are therefore accurate proxies for one another), time scale-based and length scale-based models often yield similar predictions. A central aim of this study is to explicitly contrast these two patterning frameworks and determine their characteristic implications.

2.3. Prepatterns and polarity

Segments and somites both have an inherent polarity, but their polarity manifests in different ways. In arthropods, the segmentation process generates a segment-polarity repeat with three distinct expression states (i.e. anterior, posterior and a buffer state in between), with polarized signalling centres forming wherever the anterior and posterior states abut [119–123]. These signalling centres demarcate the boundaries of the future (para)segments, and later pattern the intervening tissue fields by a PI mechanism [124–127].

In vertebrates, the segment-polarity pattern is just a simple alternation of anterior and posterior fates [128,129], and is not necessary for boundary formation per se [130–132]. Instead, somitic fissure formation depends on the relative timing of cells’ mesenchymal to epithelial transition (MET), and differences in their functional levels of specific
extra-cellular matrix (ECM) components such as Cadherin 2 (CDH2) [133]. Both are modulated by the segmentation clock [134,135], explaining the regularity, scaling properties and species-specificity of somite size, as well as the tight coordination between somite boundary formation and the segment-polarity pattern. However, note that there is spatial information in the ECM pattern that is absent from the segment-polarity pattern [136]—this explains why the somitic fusiess that gate cohorts of cells into coherent morphological structures form only at P-A segment-polarity interfaces, and not also at the A-P interfaces in between, as would be predicted by a prepattern mechanism.

Thus, arthropod segments are polarized because their morphogenesis is specified by a polarized prepattern, while vertebrate somites are polarized because morphogenesis intersects with a non-polarized prepattern in a polarized way. However, in both cases, the origin of this polarity still needs to be explained. In all vertebrates and at least some arthropods, the segmentation clock is thought to be based around coupled oscillations of her/hes gene expression and Notch signalling [29,33,39,89,137–147]; both theoretical models and empirical data suggest that such networks generate sinusoidal oscillations, which are not inherently polarized [23,46,89,117,142,148,149]. The problem thus arises of how a non-polarized pattern in time is able to specify a polarized pattern in space. I will present two strategies for how this could be achieved, one inspired by data from arthropods, and the other by data from vertebrates.

2.4. Axial variation and scaling

In real embryos, elongation, SAZ maintenance and segmentation eventually terminate, usually all at roughly the same time, after the production of a species-specific and relatively invariant number of segments [98,150]. These segments often have different sizes and molecular identities according to their axial position; for example, tail segments are usually smaller than trunk segments and express more 5’ Hox genes. Understanding how segmentation ‘profiles’ are generated requires determining (i) which parameters of the segmentation process are modulated to produce axial variation and terminate segment addition, and (ii) how the dynamics of these parameters are controlled.

2.4.1. Segment identity and segmentation duration

In both vertebrates and arthropods, segment identities are specified by sequentially expressed Hox genes [151–155]; in at least some arthropods, Hox gene expression is regulated by another set of sequentially expressed transcription factors, encoded by the gap genes [156,157]. Hox and gap gene expression is established in parallel with, but independent of, segment boundary patterning. Indeed, segment number and segment identity can be decoupled by various perturbations [20,34,158–160].

Hox and gap gene expression is activated by posterior factors such as Cdx and Wnt [15,161–164], and the individual genes also cross-regulate each other’s expression. Thus Hox and gap gene expression depends partly on the state of the SAZ and partly on intrinsic dynamics [57,165–167]. As well as generating regionalization information, the sequential expression of these genes affects segment patterning, via effects on SAZ maintenance and axial elongation [78,168–171].

Reaction–diffusion processes [43,45,150] could additionally play a role in controlling the duration of segmentation, as could the proliferation rate and initial size of unpatterned tissues [73,172]. Thus, segmentation termination is likely controlled by some kind of effective timer, but it is not clear whether this timer resides in the dynamical properties of a particular gene network, or is broadly distributed in the system at large.

2.4.2. Segment size control

In a clock and wavefront framework, segment length is determined jointly by clock period and wavefront velocity [12,38]. Both parameters change over the course of embryogenesis [88,98,150,173], but the change in oscillation period is opposite of that expected from the changes in segment size, increasing at late stages while segment sizes decrease. Thus, variation in the clock is more important for explaining segment size variation between species [22,98,174,175] than the size variation in an individual embryo over time. In addition, the oscillation period is unaffected by embryo size variation, although such variation has a strong effect on segment length [43]. Therefore, variation in segment size over time and between individuals must be largely a consequence of variation in wavefront velocity.

Wavefront velocity is generally similar to—but not necessarily identical with—the axial elongation rate; discrepancies between the two velocities reflect temporal variation in SAZ length [149]. Examining how the segment profile is generated therefore requires understanding how elongation rate and SAZ length are regulated over time. Are changes to these properties linked to Hox gene expression changes or independent of them? Are elongation rate and SAZ length controlled separately or are they mechanistically linked? What accounts for observed scaling relationships between segment length, SAZ length and oscillator wave patterns [4,43,46,98,149,173]? Within species, these scaling relationships are broadly (though not entirely [176,177]) conserved between individuals, despite variation in embryo size and strong temperature dependence of developmental rates. At the same time, they vary moderately within individuals over the course of segmentation, and can vary dramatically across species.

Determining the upstream temporal regulation and proximate mechanistic causes of axial variation is central to questions of developmental robustness and evolutionary flexibility. At the same time, by providing a more exacting set of observations for segmentation models to explain, the investigation of these issues should also generate considerable insight into the control of segmentation at ‘steady state’. I will demonstrate this point by showing that the downstream effects of temporal variation in elongation rate and SAZ size depend on whether the SAZ is patterned by spatial or temporal information.

2.5. Simultaneous segmentation and its evolution

Finally, in several groups of holometabolous insects (including the best-studied segmentation model, Drosophila), the ancestral segmentation process has been modified by evolution to such an extent that it is almost unrecognizable [178]. The segmentation clock has been replaced by stripe-specific patterning by gap genes [179–184], while segments mature near-simultaneously at an early stage of embryogenesis, rather than sequentially over an extended period of time. Contrasting
with the temporal nature of clock and wavefront patterning, the Drosophila blastoderm has become one of the flagship models of positional information [185-187].

Yet, in recent years, it has been found that many of the dynamical aspects of Drosophila segmentation gene expression are strikingly reminiscent of sequential segmentation. For example, domains of gap gene and pair-rule gene expression move from posterior to anterior across nuclei over time [120,188-192], while the timing of pattern maturation is regulated by factors associated with the SAZ in sequentially segmenting arthropods [11,106,193]. At the same time, there have been several experimental results that belie a strict PI framework, such as those characterizing the activation thresholds of Bicoid target genes [194,195], or the informational content of maternal gradients [185,186,196].

Clarifying the regulatory homologies between simultaneous and sequential segmentation and determining the functional significance of Drosophila segmentation gene dynamics will shed light on both simultaneous and sequential segmentation processes, as well as the evolutionary trajectories between them. I will delineate the regulatory changes and initial conditions required to maintain segment patterning in the absence of elongation, providing an initial framework for such efforts.

3. Modelling framework

The four issues described above—(i) the origins of spatiotemporal order within the SAZ, (ii) the origins of segment polarisation, (iii) the proximate and ultimate regulatory causes of axial variation, and (iv) the existence of extreme transmogrifications of the segmentation process—are as much questions about the origins and transformations of spatial information as they are questions about particular biological mechanisms. To focus attention on spatial information, I have chosen to use a modelling framework that simulates the dynamics and interactions of regulatory processes within cells but remains agnostic as to their molecular implementation. To easily follow the logic of patterning, the models are simple, uni-dimensional and deterministic.

Unlike models that explicitly specify the properties of the patterning field, here the emphasis is on internal cell state and on autonomously driven cellular dynamics. An ‘embryo’ is modelled as a one-dimensional array of largely autonomous ‘cells’: the state of each cell is represented by a vector of state variables, each of which represents a particular ‘dynamical module’ (figure 2a). For simulations, I use discrete time and synchronous update: the state of a cell at $t_{n+1}$ is calculated from its state at $t_n$ according to pre-specified regulatory rules, which are identical for all cells.

Each dynamical module represents a set of cellular components, such as a cross-regulatory gene network, that executes a coherent dynamical behaviour. The modules may be of three general types. A ‘timer’, $\tau$ (figure 2b, left), decreases from an initial state 1 to a final state 0 at rate 1/$\tau$ (where $\tau$ is the timer duration in time steps). (Note that this is just an abstract representation of a canalized cell state trajectory and should not be confused with linear decay of a particular gene.) An ‘oscillator’, $\phi$ (figure 2b, middle), generates a sinusoidal output: it has a hidden phase value $\phi$ [0, 1] which advances at rate 1/$\phi$ (where $\phi$ is the period in time steps), and is converted to a functional output level by the function $\phi = (\sin(2\pi\phi - 1/4)) + 1)/2$. Finally, a ‘switch’, $s$ (figure 2c, right), remains at an initial state 0 until one of its mutually exclusive states is activated by a rule. Each module may additionally be regulated by the current state of one or more different modules, allowing for flexible context-specific behaviour.

Each embryo has an initial length $L_0$ (usually 1 cell) and a polarity defined by a PSC, which is extrinsic to the row of cells. The PSC emits a Boolean posterior signal, which has a spatial range of $r$ cell diameters. The signal can affect cell state by entering as a variable in the regulation of a dynamical module. It also induces embryonic elongation. Elongation is effected within the model by duplicating the posterior-most cell (including all its state variables) at regular time intervals determined by an elongation rate $v$ (e.g. if $v = 0.2$ the embryo adds a cell every 5 time steps). Each increase in embryonic length posteriorly displaces the PSC by one cell diameter, freeing the ($L - r$)th cell from its influence. (This elongation mechanism is simply a modelling convenience, representing any combination of cell proliferation, cell rearrangement or cell recruitment.)

For many of the simulations, no other morphogenetic or cell communication processes are included, and initial conditions are identical between cells. As a consequence, the elongation-driven dynamics of the posterior signal (i.e. a velocity) is the sole source of spatial information in the system; all patterning must occur via TST. In other simulations, cells are allowed to calculate their spatial distance from the posterior signal or to have different initial conditions, introducing PI effects. Self-organization effects are excluded from the models so as to more clearly contrast PI and TST, but they are undoubtedly important in real segmenting tissues, particularly for counteracting stochasticity.

The meanings of all model symbols are listed in table 1, and the series of models that I investigate is summarized in the

### Table 1. Table of model symbols.

| symbol | meaning |
|--------|---------|
| $t$    | time    |
| $x$    | AP position |
| $\tau$ | timer (1) |
| $T$    | duration of timer (1) |
| $\lambda$ | SAZ length scale |
| $\phi$ | oscillator phase |
| $p$    | oscillator period |
| $s$    | switch |
| $n$    | number of switch states |
| $l$    | embryo length |
| $L_{SAZ}$ | SAZ length |
| $L_{seg}$ | segment length |
| $v$    | elongation rate |
| $t$    | signal range |
| $\theta$ | oscillator threshold |
| $k$    | feedback shape parameter |
4. A clock and timer model

The first model (figure 3a) presents a simple clock and wavefront scenario, which will be iterated on in later sections. Here, the main concern is establishing the basic logic of the model and understanding the effect of each parameter on model behaviour. I contrast two variants of the model, one in which the SAZ is patterned by temporal information, and another in which the SAZ is patterned by spatial (positional) information. Their patterning output is overall similar, but they are differently affected by the elongation rate.

The temporal variant of the model involves a timer, an oscillator and a switch. The timer represents cellular maturation; a lower timer state causes a segmentation clock. Finally, the switch represents a binary choice between anterior and posterior segment-polarity fates.

The timer is maintained in its initial state (1) by the posterior signal, elongation generates a dynamic gradient of PI system: the SAZ would be associated with a typical length. Finally, segment-polarity expression is activated stably in a wavefront in the posterior of the embryo (where $\tau = 1$); these narrow into anteriorly progressing kinematic waves where $0 < \tau < 1$.

When simulated, the model generates typical ‘clock and wavefront’ behaviour (figure 3b,c). When the timer reaches 0, it triggers a hand-over from the oscillator to the switch (expressed only when $\tau > 0$) to the switch (expressed only when $\tau = 0$), with segment-polarity fate (switch value) determined by the final oscillator level as it turns off (1 if $\phi > 0.5$; 2 otherwise). In addition, the frequency of the oscillator is modulated by the timer: a lower timer state causes slower oscillations. The regulatory interactions between the modules reflect, in simplified form, those between PSM transcription factors (the timer), the *hes/Notch* segmentation clock (the oscillator) and *mesp* segment-polarity genes (the switch) in vertebrate somitogenesis, as inferred from genetic perturbations and functional analysis of enhancers [101-103,202,203].

When simulated, the model generates typical ‘clock and wavefront’ behaviour (figure 3b,c). When the timer reaches 0, it triggers a hand-over from the oscillator to the switch (expressed only when $\tau > 0$) to the switch (expressed only when $\tau = 0$), with segment-polarity fate (switch value) determined by the final oscillator level as it turns off (1 if $\phi > 0.5$; 2 otherwise). In addition, the frequency of the oscillator is modulated by the timer: a lower timer state causes slower oscillations. The regulatory interactions between the modules reflect, in simplified form, those between PSM transcription factors (the timer), the *hes/Notch* segmentation clock (the oscillator) and *mesp* segment-polarity genes (the switch) in vertebrate somitogenesis, as inferred from genetic perturbations and functional analysis of enhancers [101-103,202,203].

When simulated, the model generates typical ‘clock and wavefront’ behaviour (figure 3b,c). When the timer reaches 0, it triggers a hand-over from the oscillator to the switch (expressed only when $\tau > 0$) to the switch (expressed only when $\tau = 0$), with segment-polarity fate (switch value) determined by the final oscillator level as it turns off (1 if $\phi > 0.5$; 2 otherwise). In addition, the frequency of the oscillator is modulated by the timer: a lower timer state causes slower oscillations. The regulatory interactions between the modules reflect, in simplified form, those between PSM transcription factors (the timer), the *hes/Notch* segmentation clock (the oscillator) and *mesp* segment-polarity genes (the switch) in vertebrate somitogenesis, as inferred from genetic perturbations and functional analysis of enhancers [101-103,202,203].

When simulated, the model generates typical ‘clock and wavefront’ behaviour (figure 3b,c).
Figure 3. Clock and timer model. (a) Summary of model. From left to right: diagram of model structure (dynamical modules shown as coloured boxes, other model features shown as white boxes, regulatory connections indicated with arrows); oscillator frequency as a function of timer state; regulatory logic of the ‘temporal’ model variant (timer state replaced by a PI value, which is a function of distance). The frequency profile I have chosen scales the oscillator frequency by \(1/(1-e^{-\tau})\). (b,c) Example simulation output (see electronic supplementary material, Movie 1), for the parameter values and time points shown. Only one switch state is plotted. Note that faster oscillations (smaller \(P\)) produce shorter segments; a slower timer (larger \(T\)) produces a longer SAZ; faster elongation (larger \(v\)) produces longer segments and a longer SAZ. (d,e) Simulation output compared between the temporal variant (left, solid lines) and the spatial variant (right, dotted lines), for a range of different parameter values. \(L_{\text{SAZ}} = \text{number of cells where signal is on} = T \times v\). \(L_{\text{seg}} = \text{number of cells where signal is off} = \lambda\). Whether cell maturation is governed by a characteristic time scale \(T\) or a characteristic length scale \(\lambda\) can be determined only by \(P\) and \(v\). In addition, \(\Delta \text{phase} = \text{oscillator phase difference between anterior and posterior of SAZ. The variants differ only in their\(\text{ temporal}: \ L_{\text{SAZ}} = T \times v \) temporal variant, \(L_{\text{seg}} = P \times v\) spatial variant; \(\Delta \text{phase} \propto T\) \(\Delta \text{phase} \propto 1/P\) temporal variant, \(\Delta \text{phase} \propto \lambda\) spatial variant).
SAZ length scales linearly with either $T$ or $\lambda$, as does the oscillator phase difference across the SAZ, which determines the number of SAZ stripes. The phase difference also scales with oscillator frequency in both models.

However, the two variants are affected differently by the elongation rate (figure 3c; electronic supplementary material, Movie 2). With a timer, SAZ length is proportional to elongation rate ($L_{\text{SAZ}} = T \times v$), but with a PI system SAZ length depends (by definition) only on $\lambda$. Furthermore, with a timer the SAZ phase difference is essentially independent of the elongation rate, but with a PI system slower elongation is associated with an increasing number of stripes. A timer-based system therefore naturally predicts scaling of SAZ length with elongation rate and scaling of wave dynamics with SAZ length, while a PI-based system does not.

5. A clock and two timers

The next model (figure 4) examines how a more complex segment-polarity pattern could be generated. Arthropods generate at least three states for every segmentation clock cycle (figure 4c, middle), instead of just two states as in vertebrates (figure 4c, top). Some groups of arthropods (insects, centipedes) pattern two segments for every oscillator cycle [17,204], and must generate a pair of triplet repeats (i.e. six states; figure 4c, bottom).2

If cells are able to calculate ‘where’ they are within an oscillation cycle (i.e. oscillation phase), it is theoretically possible to generate a segment-polarity pattern of arbitrary complexity, simply by changing the mapping between the input phase values and the output switch states. For example, two input thresholds are needed for a three-state pattern, and five thresholds are needed for a pair-rule pattern. The trivial way to implement this is to allow cells direct access to the oscillator phase variable that is ‘hidden’ in the clock and timer model just described. Unambiguous phase determination would be possible, for example, if the segmentation clock was a multi-gene ‘ring oscillator’ [205], because each portion of the phase would correspond to a unique combination of transcription factor concentrations. Under this scenario, the segment-polarity pattern would always scale with segment length.

However, suppose the core oscillator is based on direct $\text{her}/\text{hes}$ gene autorepression, as is the case in vertebrates [206], and potentially arthropods as well [1]. Now there is no one-to-one mapping between oscillator output (i.e. $\text{Her}/\text{Hes}$ protein concentration) and oscillator phase, because

Figure 4. Clock and two timers model. (a) Left, diagram of model structure (dynamical modules shown as coloured boxes, other model features shown as white boxes, regulatory connections indicated with arrows). Right, cartoons of the raw oscillator signal (top), the oscillator signal digitized by a threshold (middle), and the sawtooth response of timer 2 to the digitized signal (bottom). (b) Example network topology for timer 2. Genes A-C form an AC-DC circuit capable of driving an $A \rightarrow B \rightarrow C$ sequence of expression [197]. High oscillator expression represses the two later-expressed genes (B and C), derepressing gene A and resetting the sequence to its initial state. The ‘3-state’ and ‘pair-rule’ patterns require polarized regulatory input. Green = anterior fate; grey = posterior fate; white = middle fate; orange = alternative anterior fate. (c) Diagrams of different segment-polarity patterns. The ‘3-state’ and ‘pair-rule’ patterns require polarized regulatory input. Green = anterior fate; grey = posterior fate; white = middle fate; orange = alternative anterior fate. (d) Example simulation output (see electronic supplementary material, Movie 3), for parameter values shown. The $T_2$ duration is the same in each case. The top two rows have the same oscillator period but different timer 2 : switch mappings (3-state versus pair-rule). The bottom three rows all have the same timer 2 : switch mapping (pair-rule) but different oscillator periods.
oscillator output both increases and decreases over the course of a cycle. (This is the motivation for hiding the phase variable from the other modules—in this scenario, oscillator phase is implicit in the combination of oscillator transcripts and proteins present in a cell, but not determinable from the protein level alone.) For cells to unambiguously determine their position within an oscillator repeat, they must instead compute phase information from the oscillator’s dynamics.

Suppose an additional timer module is inserted into the clock and timer model, to mediate the interaction between the oscillator and the switch (figure 4a, left). Let the original timer be ‘timer 1’ ($T_1$), and the new timer ‘timer 2’ ($T_2$). Like the oscillator, timer 2 can only be expressed where $T_1 > 0$, and so is similarly restricted to the SAZ. It also receives periodic input from the oscillator: when oscillator levels are at their peak (above a threshold $\theta = 0.995$), timer 2 resets to its initial state (1), else it decreases at rate $1/T_2$ until it reaches its ground state (0). Timer 2 therefore measures the time since the oscillator was last at its peak, and produces a polarized sawtooth pattern downstream of symmetrical oscillator input (figure 4a, right; note that the analogue oscillator signal is effectively digitized to peak (ON) versus non-peak (OFF) as regards its downstream effects).

The inclusion of timer 2 in this model was inspired by the arthropod pair-rule gene network. In *Drosophila*, this network does indeed function downstream of a potential oscillator component (the *her/hes* gene *hairy* regulates, but is not significantly regulated by, other pair-rule genes), and upstream of the segmental pattern (pair-rule genes other than hairy directly regulate segment-polarity genes) [120,207]. Several pair-rule genes oscillate in the arthropod SAZ [1,91,205,208], and the documented interactions between them are consistent with the network topology shown in figure 4b, which is one implementation of an oscillator-resettable timer [1,120].

Combining an oscillator with a downstream timer allows for more flexible segment patterning than does the basic clock and timer model (figure 4d). Because the switch is patterned by timer 2 rather than the oscillator, polarized (and potentially complex) segment-polarity patterns become easy to produce. In addition, because the oscillator and timer 2 each have their own characteristic time scale, the segment pattern is no longer forced to scale with segment length. If $T_2$ is of similar magnitude to $P$, the state of timer 2 makes a good proxy for oscillator phase, and the resulting segment-polarity pattern will resemble the timer 2:switch mapping. However, if $T_2 < P$, timer 2 will have to wait some time at 0 before the oscillator hits its next peak, and the final state in the timer 2:switch mapping will take up a larger proportion of the pattern than it would if the time scales were balanced. (If the oscillator cycles with double-segment periodicity, this effect will cause alternate segments to be different lengths, as seen in some scolopendrid centipedes.) Conversely, if $T_2 > P$, timer 2 will always be reset by the oscillator before it reaches 0, and posterior segment-polarity states within the timer 2:switch mapping may not be produced. (In an extreme case, this effect could even change the periodicity of patterning from double-segmental to single-segmental.) Finally, if the oscillator and timer 2 happen to have different frequency profiles, the segment pattern will no longer be independent of the time scale of timer 1 (electronic supplementary material, figure S2). This is because the phase relationship between the oscillator and timer 2 will vary across the length of the SAZ, and the longer it takes for a cell to exit the SAZ, the greater this divergence will become.

6. A clock and timer with feedback

Decoding the phase of symmetrical oscillations is thus one mechanism to generate a polarized spatial pattern. An alternative mechanism is to use the TST process to modify the oscillations themselves; periodicity is generated by symmetrical temporal oscillations as usual, but the spatial pattern recorded by the embryo is no longer a faithful copy of this input.

The motivation here is to create a sawtooth spatial output similar to that seen for CDH2 in nascent somites. CDH2 levels affect cell adhesion, and boundary formation is favoured where low and high levels of CDH2 directly abut [209]. Regulatory inputs from the segmentation clock establish a smooth gradient of CDH2 across each nascent somite [134], with sharp high-to-low transitions prefiguring the somitic fissures [133,136]. Strikingly, an ectopic fissure forms in the middle of each somite in mouse *CDH2* mutants [210] (i.e. boundaries form at P-A and A-P transitions), suggesting that this sawtooth pattern is instructive for polarized morphogenesis.

A symmetrical temporal pattern can only be transformed into a polarized spatial pattern if the translation velocity varies over time. To illustrate the concept, suppose a wavefront is transcribing synchronous sinusoidal oscillations by freezing them in space (figure 5). If the wavefront velocity is constant (figure 5a), the spatial output pattern is just the temporal input pattern scaled by the velocity. In other words, because the wavefront moves at a uniform rate, each section of the temporal pattern is given equal weight in the spatial output.

If the wavefront velocity is variable, however, the output pattern will qualitatively change. If the wavefront moves faster or slower than average during some part of the oscillation cycle, the corresponding part of the input pattern will be stretched or compressed, respectively, in the output. If the wavefront pauses during part of the cycle, the corresponding section of the pattern will be skipped. To extract a sawtooth pattern from the temporal signal, the wavefront would need to ‘transcribe’ only half of the input pattern, stretch it to fill a whole segment length, and discard the rest—i.e. move at 2x speed for the first half of each oscillation cycle and pause for the second half (figure 5b), or vice versa for reversed polarity (figure 5c). (Note that the repeat length of the pattern is the same in all cases, but the length scale of the waves is doubled in figure 5b,c when compared with figure 5a.) This patterning outcome requires that the wavefront velocity is strictly coordinated with both the oscillator period and the oscillator phase, suggesting that it could only occur in an embryo if there was feedback from the oscillator on the wavefront.

Significantly, pulsatile movement of the wavefront has been documented in vertebrates, and shown to be regulated by the segmentation clock [211–215]. In addition, zebrafish *her1* gene expression has been described as showing a sawtooth pattern and a double-segment length scale as it arrests, rather than the expected sinusoidal wave [201],
suggesting that the non-uniform wavefront dynamics do indeed result in oscillation polarization.

I now modify the clock and timer model to show how these effects could arise. Consider a stripped-down version of the clock and timer model that lacks the switch module (figure 6a, left) and simply ‘freezes’ the oscillator phase when the timer reaches 0, giving a clear readout of the transcribed pattern (figure 6f). With this basic set-up, the wavefront moves at a constant velocity, the spatial output is isomorphic to the temporal input, and (as found earlier) neither the timer duration nor the oscillator frequency profile have any practical effect on the spatial output.

To affect the dynamics of the wavefront, the oscillator must modulate either the elongation rate or the timer. Suppose first that the oscillator affects elongation (figure 6b): when the oscillator state in the posterior SAZ is below a threshold level (0.5) elongation proceeds as normal, but above this threshold elongation is suppressed. Axis extension now becomes coordinated with the segmentation clock, as does the movement of the wavefront, and only half of the temporal input pattern is transcribed (figure 6c,f; electronic supplementary material, Movie 4). The phase range of the recorded pattern depends on $T$ (the time scale of the timer), because the transit time of a cell across the SAZ affects which phases of oscillator expression eventually intersect with the stops and starts of the wavefront in the anterior SAZ. The pattern also depends on the shape of the frequency profile, because this affects the average frequency of the oscillator during the cell’s transit. The shallower the frequency profile, the less sensitive the pattern is to a given change in $T$ (electronic supplementary material, figure S3A,B).

If the timer is replaced by a PI field (recall figure 3a, right) to produce a spatial variant of this model, embryo elongation and wavefront velocity show the same periodic dynamics as in the temporal variant. Interestingly, however, the PI field and frequency profile combine to produce a strong buffering effect on the SAZ stripes, so that the spatial output pattern only diverges strongly from the temporal input pattern when the PI field is very short.

Alternatively, the feedback could act on the timer rather than the elongation rate. Suppose that elongation rate remains constant but the oscillator affects the rate at which the timer state decreases (figure 6c). For example, let the timer rate be proportional to $e^{-c,}$ where $c$ is the feedback strength parameter; the timer will decrease more slowly in a given SAZ cell when its oscillator level is high. The wavefront velocity, which now varies across the oscillation cycle, becomes decoupled from the elongation rate, and the spatial output pattern is again affected (figure 6g,h; electronic supplementary material, Movie 5). As just described for the model with feedback on elongation, the spatial pattern that is eventually recorded depends strongly on $T$ and the shape of the frequency profile (electronic supplementary material, figure S3A,C), as well as on the strength of the feedback.

7. A clock and three timers

I now turn back to the clock and two timers model, and modify it to allow for axial variation and finite body length. Suppose a third timer (timer 3), representing Hox and/or gap gene dynamics, is added downstream of timer 1 (figure 7a). Within the SAZ, timer 3 decreases from its initial state (1) to its ground state (0) at rate $1/T_3$. Outside the SAZ, timer 3 remains stable. As a result of TST, the timer 3 value of a mature segment provides a proxy measure of its axial position and can be used to specify its identity. To modulate segment size and trigger segmentation termination, timer 3 additionally needs to affect the wavefront velocity, as discussed above. This implies that it should modulate the elongation rate, and potentially timer 1 as well.

Suppose the elongation rate depends on the state of timer 3, with the mapping between $T_3$ and $\tau$ defined by a particular ‘growth profile’ (figure 7b). The growth profile can be of arbitrary shape but always falls to 0 when $\tau = 0$, thereby terminating axis extension and segment addition. Regardless of whether the temporal or spatial variant of this model is used (recall figure 3a, right), the segment size distribution along the AP axis mirrors the shape of the growth profile, and the final length of the axis (and therefore the final segment number) depends on the magnitude of $T_3$ (figure 7c; electronic supplementary material, Movie 6).

Other aspects of system behaviour differ between the two variants (figure 7d, left; electronic supplementary material, Movie 7). As found earlier, SAZ length scales with elongation rate when the SAZ is patterned by a timer. Accordingly, with the temporal variant, the length of the SAZ over time mirrors the growth profile, albeit with an adaptation time lag that depends on the magnitude of $T_1$. In addition, because the phase difference across the SAZ is independent of the elongation rate, the number of waves within the SAZ remains constant, the length scale of the pattern adapting.
Figure 6. Clock and timer model with feedback. (a–c) Diagrams of simplified clock and timer model with and without feedback (dynamical modules shown as coloured boxes, other model features shown as white boxes, regulatory connections indicated with arrows). (d,e,g) Example simulation output (see electronic supplementary material, Movies 4 and 5), for the model types and parameter values shown. (f) Left, kymograph of the simulation from the top row of (e). Note that the posterior tip of the embryo (purple line) and the determination front (anterior extent of the SAZ, red line) both move in a stop–start manner. Right, plots showing the frequency distribution of recorded clock phases for a range of values of $T$ (top, temporal variant) or $\lambda$ (bottom, spatial variant); darker blue = higher frequency of phase within final output. (Dark blue = over-representation, light blue = under-representation. For the model in (a), the plot would show a uniform field of medium blue, because all oscillation phases are represented equally in the output.) (h) Top left, kymograph of the simulation from the top row of (g). Note that the posterior tip of the embryo (purple line) moves smoothly, but the determination front (red line) moves in a pulsatile manner. Bottom left, kymograph showing timer 1 state during the same simulation. Bottom right, timer state from a ‘mutant’ simulation where the oscillator state is intermitted at $0$; note that the wavefront pulses are gone. Top right, plots showing the frequency distribution of recorded clock phases for a range of values of $T$, using a weak (top) or a strong (bottom) level of feedback on timer 1.

Automatically to the changing SAZ length. By contrast, the behaviour of the spatial variant is almost the opposite: the length of the SAZ is constant over time (because it is defined by $\lambda$, rather than $T_1 \times v$), whereas the phase difference across the SAZ falls as the elongation rate rises, and rises as the elongation rate falls (because the elongation rate determines how long each cell remains within the SAZ). The most striking difference between the temporal and spatial variants occurs after elongation stops: in the temporal variant, the SAZ shrinks and forms segments until it is completely exhausted; in the spatial variant, the SAZ persists indefinitely and accumulates a huge build-up of increasingly crowded-together stripes.\(^4\)

Clearly, the behaviour of the temporal variant is closer to the behaviour of real embryos than is the behaviour of the spatial variant. Indeed, with the temporal variant, the time lag required for a changing elongation rate to affect the length of the SAZ, and eventually the length of new segments, reproduces (and potentially explains) a scaling phenomenon recently discovered in zebrafish, whereby the length of new segments is proportional to past SAZ length but not to current SAZ length [43] (see electronic supplementary material, figure S4).

The temporal variant does diverge from experimental observations, however, by generating an SAZ phase difference that is constant over time. In real embryos, this parameter peaks at the beginning or middle of segmentation
before undergoing a gradual decline [149]. More realistic dynamics can be recovered if timer 3 additionally modulates timer 1: for example, if SAZ cells are made to mature faster towards the end of segmentation, the SAZ phase difference becomes accordingly smaller (figure 7d, right; electronic supplementary material, Movie 10). Other feedback effects can also be incorporated into the model. For example, were timer 3 to reduce the initial state of timer 1 (as opposed to its time scale), the oscillation period in the posterior of the embryo would decrease as dictated by the oscillator frequency profile, mimicking the slower oscillations that are observed towards the end of segmentation or when Wnt levels are reduced [88,102,150,173].

8. Three timers and no clock

Finally, I show how the clock and three timers model can be modified to produce simultaneous rather than sequential patterning.

Kymographs from a typical clock and three timers simulation are shown in figure 8d, top. Timer 1 (left panel) provides a temporal framework; timer 3 and the oscillator (middle panel) generate state differences between cells; and timer 2 and the switch (right panel) together transduce these differences into stable fates. The origins of the final pattern lie, therefore, in the dynamics of the oscillator and timer 3: the oscillator generates a periodic pattern that is transduced into different segment-polarity fates, while timer 3 generates a monotonic pattern that is transduced into region-specific differences.

In essence, time is used to generate sequences of \( \sigma \) and \( \tau_3 \) states, which are then translated into spatial patterns by the rest of the system. The overall mechanism is elegant, but not very efficient—as the kymographs demonstrate, the time period during which each segment is actively undergoing patterning is short, with a much longer time spent waiting around for anterior or posterior segments to undergo maturation. The process would finish much faster if segment patterning could be parallelized.

Figure 7. Clock and three timers model. (a) Diagram of model structure (dynamical modules shown as coloured boxes, other model features shown as white boxes, regulatory connections indicated with arrows). (b) Example growth profiles; note reversed x-axis. (c) Example simulation output (see electronic supplementary material, Movie 6), for parameter values, growth profiles and time points shown. The temporal model variant is used. ‘t = ∞’ indicates that the final segment pattern has been reached. (d) Summary statistics over time for a scenario with a changing growth rate (left, see electronic supplementary material, Movie 7) and a scenario with both a changing growth rate and a changing timer 1 decrease rate (right, see electronic supplementary material, Movie 10). For the first scenario, simulation results for both the temporal model variant (black) and the spatial model variant (purple) are shown. The time axes start at 220 to crop out the early stages of the simulations, where the length of the growing embryo is smaller than the length of a mature SAZ.
Suppose an embryo is initialized at its final length, and, in the absence of a PSC, timer 1 counts down in all cells simultaneously. Without axial elongation, spatial differences in o and t3 are no longer generated automatically, and must be introduced by other means. Since the required timer 3 pattern is monotonic and the required oscillator pattern is not, it seems reasonable to assume that the timer 3 pattern is the easier to create de novo. I therefore build a monotonic gradient of timer 3 states into the embryo’s initial conditions, analogous to the early expression of Drosophila gap genes that is established directly downstream of maternal gradients [157]. I then use this new source of spatial information to recover stripes of oscillator expression, by changing the regulation of the oscillator module: it no longer has autonomous dynamics, but is instead a function of timer 3 (figure 7a). The complex, periodic mapping between timer 3 input and ‘oscillator’ output (figure 8a, right) is analogous to the way that the Drosophila embryo generates a serial array of hairy stripes from gap gene inputs, having evolved a set of stripe-specific enhancers [182,216].

Simulating the new model (figure 8c) produces the same final output as the clock and three timers model, in just a fraction of the time. As can be appreciated from the kymographs of the simulation (figure 8d, bottom), although the tissue-level dynamics are different from the clock and three timers model, its intracellular dynamics are preserved. As timer 3 gradually ticks down in each cell (albeit only through a fraction of its full dynamic range), its monotonic spatial pattern marches anteriorly across the tissue, dragging the ‘oscillator’ pattern with it to produce spatial waves. Because these waves recapitulate the dynamical output of an intact oscillator, the stripe peaks are still able to generate temporal gradients of timer 2 expression in their wakes, just as they would in the SAZ. Finally, shortly after the timer 2 pattern is completed, timer 1 triggers the ‘determination front’ in every cell simultaneously, stabilizing the entire pattern via the activation of the switch.

Comparing the three timers and no clock model (figure 8a) to the Drosophila segmentation hierarchy (figure 8b) [1,217] reveals that their structure is almost identical, except that the gap genes also provide considerable direct input into non-hairy pair-rule genes. In Drosophila, the pair-rule genes (timer 2) are patterned partially by stripe-specific
9. Discussion

In this article, I have used a simple modelling framework to explore the tissue-level consequences of interlinked cell-autonomous dynamical processes in the context of segmentation. I have compared the ramifications of temporal versus spatial regulation of the SAZ, considered the various spatial outputs that can be generated downstream of an oscillation, and examined the evolutionary relationship between sequential and simultaneous segment patterning. Here, I discuss the specific implications of each model, the developmental significance of TST, and the advantages and disadvantages of the ‘dynamical module’ approach.

9.1. Temporal or spatial patterning of the SAZ?

SAZ patterning has been thought about in a number of different ways. One conceptual division concerns whether the anterior and posterior ends of the SAZ are functionally linked. In some models (usually informal), the anterior boundary of the SAZ is determined by the rate of tissue maturation, the posterior boundary of the SAZ is determined by the rate of axial elongation, and the two independent processes must be coordinated (‘balanced’) to maintain an appropriate SAZ length [113,150]. In others models, the rate of axial elongation also determines the rate of tissue maturation [38,147].

The ‘temporal’ and ‘spatial’ model variants I have investigated here are both of the latter type. However, the role played by the elongation rate differs between them. In the spatial variant, the size of the SAZ and its maintenance over time are both independent of elongation; if elongation stops, tissue maturation stops and the SAZ remains the same size. In the temporal variant, SAZ size scales with elongation rate; if elongation stops, tissue maturation continues and the SAZ shrinks until it eventually disappears.

This difference has significant implications for segmentation dynamics, particularly when the elongation rate and/or other system parameters vary over time. Temporal patterning provides a mechanistic explanation for the scaling of SAZ size with embryo size [43] and predicts constant [46] or smoothly varying [149] wave patterns, while spatial patterning does neither. In addition, temporal patterning is very sensitive to variation in elongation rate whereas spatial patterning buffers it; these properties could be advantages or liabilities depending on whether such variation plays instructive or destructive roles in the system. Finally, temporal patterning significantly reduces the interpretational burden of the cell (because its state trajectory can be partially autonomous), and also removes the expectation that the determination front should necessarily correspond with a particular signalling threshold [48].

The strict opposition between temporal (TST) and spatial (P) patterning presented here is artificial; in reality, an SAZ will be patterned by both. (For example, signalling molecules both diffuse, introducing spatial effects, and are advected, resulting in temporal effects.) Experiments that characterize cell state trajectories under a range of constant conditions could help quantify the relative contributions of each patterning mechanism. Similar experiments combined with misexpression of (for example) Hox and gap genes would be informative about the mechanistic origins of axial variation.

9.2. From oscillations to polarization

The problem of segment polarization and the inadequacy of a two-state prepattern was recognized by Hans Meinhardt even before the expression of any segment-polarity gene had been visualized [218,219]. Here, I have demonstrated three strategies by which a sinusoidal temporal input can be used to specify a polarized spatial pattern: (i) using a timer network to calculate oscillation phase; (ii) having the oscillator regulate the rate of elongation; and (iii) having the oscillator regulate the rate of cell maturation.

The first strategy is consistent with, and inspired by, the cross-regulatory interactions between the pair-rule genes in Drosophila [1,120], which likely evolved in a sequential segmentation context [91,120,220]. However, as yet relatively little is known about arthropod segmentation clocks and the way they regulate their downstream targets [1]. Characterizing these networks in sequentially segmenting model species such as Tribolium (beetle) [17,205], Oncopeltus (hemipteran bug) and Parasteatoda (spider) is a research priority.

A more general point illustrated by the timer strategy is that the phase relationship of linked dynamical processes will change along the SAZ if they do not share a common frequency profile. This has been discussed in the context of the vertebrate segmentation clock, which combines direct her/hes autorepression and indirect autorepression via Notch signalling. Modelling suggests that the time delays in the two feedback loops should scale similarly along the SAZ, to avoid the oscillations being extinguished [200,221]. For other cross-regulating processes, altered phase relationships along the SAZ have been clearly documented, and the phenomenon appears to be functionally important for segment patterning [214,222,223].

The other two strategies involve generating a pulsatile rather than smooth progression of the wavefront, so that only certain phases of the oscillations are recorded. Rhythmic SAZ morphogenesis has been described in insects [64], where Toll genes regulate convergent extension downstream of the clock [65]. In vertebrates, cell proliferation has been found to occur preferentially at the trough phase of an oscillation [148], providing another mechanism by which elongation and oscillation could be coordinated. her/hes oscillations have also been shown to delay cell differentiation in cultured cells [224], while wavefront progression appears to be modulated by the segmentation clock in zebrafish [211,215]. Combined with the sawtooth arrest dynamics of zebrafish oscillations [201], these observations suggest that cyclic
wavefront dynamics might play a functional role in patterning somite morphogenesis.

Finally, it is significant that the frequency profile plays an explicit role in all three of the polarization mechanisms I have described. Progressively narrowing travelling waves (a consequence of the frequency profile) are one of the most visually striking features of segmenting systems, but in most segmentation models they lack an instructive function [15,38,43,225].

9.3. From sequential to simultaneous

The final model (three timers and no clock) demonstrates the considerable dynamical and regulatory continuity between sequential and simultaneous modes of segmentation. The central idea is that regionalization processes, ancestrally parallel to and independent of segment patterning, would have provided a rich source of spatial cues that could be exploited to compensate for the loss of autonomous oscillations and the SAZ framework [1,120,226]. Similar expression relationships are thus observed between gap genes and pair-rule genes in sequentially segmenting and simultaneously segmenting species, though stripe formation is governed by gap inputs only in the latter.

Importantly, preservation of the regulatory machinery downstream of the ‘oscillator’ means that the regulatory links between the regionalization system (gap genes) and the segment patterning system (pair-rule genes) need not be extensive, so long as the ancestral gap gene expression dynamics are preserved. At minimum, the gap gene pattern need specify only the start location of each pattern repeat (solid white lines in figure 6d, bottom), and cross-regulation will fill in the rest. In Drosophila, the regulatory links between the gap genes and pair-rule genes are considerably more far-reaching than this [182], and some of the presumed ancestral cross-regulation between the pair-rule genes has apparently been lost [120]. Indeed, gene expression shifts are subtle in most of the embryo, and absent up to around the second or third pair-rule repeat [167,190,192]. However, expression shifts are larger and more extensive in other simultaneously segmenting species, though stripe formation is governed by gap inputs only in the latter.

9.4. Time–space translation in developmental systems

The central idea of TST is that spatial information can be specified by the combination of a timer and a velocity, because distance = velocity × time. Many of the patterning mechanisms in this article depend on the intersection of a moving posterior signal (a velocity) with autonomous cellular processes (time). Most of the patterning burden falls on the latter, whose regulatory logic, rates and time delays are implicitly encoded in the sequences of enhancers, exons and untranslated regions. Thus, the interaction between inherited information and a directional morphogenetic process enables a complex pattern to emerge from a simple initial state.

In the somitogenesis literature, it has sometimes been stated that the segmentation clock determines when patterning occurs, while the wavefront determines where patterning occurs [40,113]. In reality, given that the frequency profile generates spatial waves from the oscillations, and that these may in turn feed back on the wavefront, the division of labour is not this distinct. It is more useful to think about spatial information being split between various different processes, and repeatedly redistributed between them.

9.5. Combining patterning strategies

In most of the models I have presented, the only intercellular signalling process is the Boolean posterior signal. The cells follow autonomous dynamical trajectories and produce coherent spatial patterns only because of their spatial ordering and temporal precision. This framework highlights the patterning capabilities of TST but is obviously incongruous with noisy, three-dimensional biology. In reality, the mechanisms presented here would be integrated with local cell communication, longer-range signalling and morphogenetic feedback.

For example, Notch signalling-mediated self-organization is required to counteract the oscillator desynchronization produced by gene expression noise, division-induced expression delays and cell rearrangement [35,74,233,234]. Beyond simply preventing oscillations from deteriorating, the process also influences their period, amplitude and frequency profile [31,38,118,145,235–239]. It will be necessary to study the interactions between self-organization, PI and TST mechanisms to properly understand the logic and reproducibility of developing systems.

Even the Drosophila blastoderm is a case in point. The establishment of the pattern of gap gene expression, which is impressively robust to variation in egg size and gene dosage [194,240], seems to involve both PI and self-organization mechanisms. The Bicoid concentration gradient is clearly instructive [241], but there is not a strict correspondence between Bicoid concentration and output gene expression to support strongly interpretational pattern formation [194,195]. Indeed, diffusion of gene products between nuclei and cross-regulation between early gradients point to important reaction–diffusion effects [242–246]. Adding in the TST involved in segment patterning, it seems that all three patterning mechanisms are cooperating before complex morphogenesis has even begun.

9.6. The nature and evolution of dynamical modules

The ‘dynamical modules’ of the models represent the expression dynamics of gene regulatory networks, potentially
incorporating other autonomous processes such as signal decay. The focus of the models is on how different sets of dynamical processes might interact with or modulate each other, and how this could generate or transform spatiotemporal patterns.

There is an undeniable need for experimental and modelling studies that link the dynamical behaviours of networks to their topology and quantitative features [23,197,229,247–251], something my study does not attempt to do. However, there are also advantages to using such a high level of abstraction as I do here. First, it focuses attention on the functional role of a dynamical behaviour, rather than its specific molecular implementation, making it easier to recognize general results. Second, a potentially complex process can be represented by a single parameter value (such as an effective time scale), rather than by a large number of regulatory interactions and rates, some of which may be experimentally inaccessible.

Beyond simple convenience, the dynamics of a process may be more conserved and/or functionally relevant than its mechanistic basis. Evolutionary systems drift [252] and local adaptation may cause the regulatory logic of homologous processes to diverge, even while their output is maintained by selection. See, for example, the differences in her/hes gene regulation across different vertebrate segmentation clocks, even though the genes’ oscillatory dynamics and downstream functions are essentially unchanged [174,206,253–255]. At the same time, unrelated processes may fulfil similar functions owing to convergent dynamics [256,257]—different clock and wavefront systems (including arthropod segmentation and vertebrate somitogenesis) are a case in point [258,259].

Finally, certain ‘modules’ may be strikingly conserved across evolution, and perform intriguingly pleiotropic developmental roles. The same temporal sequence of gap gene expression is seen not only in simultaneous and sequential segmentation, but also in the patterning of neuroblasts [260–263]. Hes oscillations, too, are seen in the nervous system [264–266] and various other cellular contexts [224,267,268], while Hox gene dynamics are conserved across bilaterian AP axes [153,161,269] and reiterated in the vertebrate limb [270,271]. Studying the origin, mechanistic basis and evolutionary co-option/adaptation of dynamical modules is likely to provide insight into both micro- and macro-evolutionary change.
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**Endnotes**

1 The mechanistic basis for the frequency profile in real embryos is still unclear, but seems to involve cell-state-dependent time delays [201]. Note that empirically characterized frequency profiles do not decrease smoothly to 0 as shown in figure 3e [19,115,201], but the discrepancy is not important for my conclusions.

2 This is known as ‘pair-rule’ patterning, or double-segment periodicity. Note that the ‘pair-rule gene’ class of transcription factors are not universally expressed in pair-rule patterns, despite the name.

3 More work is needed to characterize pair-rule gene cross-regulation in sequentially segmenting arthropods, and to understand whether pair-rule gene oscillations are autonomously generated, entrained by an upstream oscillator, or both. By characterizing extant oscillation networks, the history of the arthropod segmentation clock may become clearer.

4 The model variants also show distinct responses to abrupt changes in elongation rate (as might be produced by experimental perturbations); see electronic supplementary material, figure S4 and Movies 8 and 9.

**References**

1. Clark E, Peel AD, Akam M. 2019 Arthropod segmentation. Development 146, dev170480. (doi:10.1242/dev.170480)

2. Hubaud A, Pourquié O. 2014 Signalling dynamics in vertebrate segmentation. Nat. Rev. Mol. Cell Biol. 15, 709–721. (doi:10.1038/nrm3891)

3. Oates AC, Morelli LG, Ares S. 2012 Patterning embryos with oscillations: structure, function and dynamics of pair-rule waves in Tribolium. Evol. Dev. 14, 100–112. (doi:10.1046/j.1525-142x.1999.99009.x)

4. Bergmann PJ, Morinaga G. 2019 The convergent evolution of snake-like forms by divergent evolutionary pathways in squamate reptiles. Evolution 73, 481–496. (doi:10.1111/evol.13651)

5. Richardson MK, Allen SP, Wright GM, Raynaud A, Hanken J. 1998 Somite number and vertebrate evolution. Development 125, 151–160.

6. Ward AB, Braisted ELL. 2007 Evolution of axial patterning in elongate fishes: axial patterning in fishes. Biol. J. Linnear Soc. 90, 97–116. (doi:10.1111/j.1095-8312.2007.00714.x)

7. Cooke J. 1975 Control of somite number during morphogenesis of a vertebrate, Xenopus laevis. Nature 254, 196–199. (doi:10.1038/254196a0)

8. Cooke J. 1981 The problem of periodic patterns in embryos. Phil. Trans. R. Soc. Lond. B 295, 509–524. (doi:10.1098/rstb.1981.0157)

9. Maynard Smith J. 1960 Continuous, quantized and modal variation. Proc. R. Soc. Lond. B 152, 397–409. (doi:10.1098/rspb.1960.0047)

10. Ahl D-G, Gibson G. 1999 Axial variation in the theespine stickleback: genetic and environmental factors. Evol. Dev. 1, 100–112. (doi:10.1046/j.1525-142x.1999.99009.x)

11. Clark E, Peel AD. 2018 Evidence for the temporal regulation of insect segmentation by a conserved sequence of transcription factors. Development 145, dev155580. (doi:10.1242/dev.155580)

12. Cooke J, Zeeman EC. 1976 A clock and wavefront model for control of the number of repeated structures during animal morphogenesis. J. Theor. Biol. 58, 455–476. (doi:10.1016/0021-9917(76)90131-2)

13. Dubrulle J, McGrew MJ, Pourquié O. 2001 FGF signaling controls somite boundary position and regulates segmentation clock control of spatiotemporal Hox gene activation. Dev. Biol. 206, 219–232. (doi:10.1006/dbio.2000.0030)

14. El-Sherif E, Averof M, Brown SJ. 2012 A segmentation clock operating in blastoderm and germband stages of Tribolium development. Development 139, 4341–4346. (doi:10.1242/dev.085126)

15. El-Sherif E, Zhu X, Fu J, Brown SJ. 2014 Caudal regulates the spatiotemporal dynamics of pair-rule waves in Tribolium. PLoS Genet. 10, e1004677. (doi:10.1371/journal.pgen.1004677)

16. Palmeirim I, Henriques D, Ish-Horowicz D, Pourquié O. 1997 Avian hairy gene expression identifies a molecular clock linked to vertebrate segmentation and somitogenesis. Cell 91, 639–648. (doi:10.1016/0092-8674(98)80451-1)
2013 Short-lived Her proteins drive robust synchronized oscillations in the zebrafish segmentation clock. *Curr. Biol.* 20, 1254–1258. (doi:10.1016/j.cub.2010.05.071)

22. Hoyle NP, Ish-Horowicz D. 2002 Hairy/E(Spl)-related (Her) genes are central components of the segmentation oscillator and display redundancy with the Delta/Notch signaling pathway in the formation of anterior segmental boundaries in the zebrafish. *Development* 129, 2929–2946.

23. Schröter C, Oates AC. 2009 Segment number and spatial pattern formation governed by signaling gradients. *Nature* 450, 451–456. (doi:10.1038/nature06034)

24. Riedel-Kruse IH, Muller C, Oates AC. 2007 Synchrony dynamics during initiation, failure, and rescue of the segmentation clock. *Dev. Biol.* 308, 23–36. (doi:10.1016/j.ydbio.2006.11.010)

25. Morelli LG, Ares S, Herrgen L, Schröter C, Jülicher F, Lewis J, Kageyama R. 2004 Instability of Hes7 protein is crucial for the somite segmentation clock. *Development* 131, 2571–2583. (doi:10.1242/dev.10224)

26. Wolpert L. 1969 Positional information and the spatial pattern of cellular differentiation. *J. Theor. Biol.* 25, 1–47. (doi:10.1016/0022-5193(69)90016-0)

27. Wolpert L. 1989 Positional information revisited. *Development* 107, 3–12.

28. Wolpert L, Dover GA, Brenner S, Murray JD, Wolpert L. 1981 Positional information and pattern formation. *Phil. Trans. R. Soc. Lond. B* 295, 441–450. (doi:10.1098/rstb.1981.0152)

29. Duboule D. 1994 Temporal collinearity and the phylotypic progression: a basis for the stability of a vertebrate Bauplan and the evolution of morphologies through heterochrony. *Development* 199, 135–142.

30. Durston A, Jansen H, Wacker S. 2010 Review: time, space translation regulates trunk axial patterning in the early vertebrate embryo. *Genomics* 95, 250–255. (doi:10.1002/gcze.2009.11.002)

31. Iimura T, Pourquié O. 2007 Hox genes in time and space during vertebrate body formation. *Dev. Growth Diff.* 49, 265–275. (doi:10.1111/j.1440-1699.2007.00928.x)

32. Summerbell D, Lewis JH, Wolpert L. 1973 Positional information in chick limb morphogenesis. *Nature* 244, 492–496. (doi:10.1038/244492a0)

33. Vasiliauskas D, Stern CD. 2001 Patterning the embryonic axis: FGF signaling and how vertebrate embryos measure time. *Cell* 106, 133–136. (doi:10.1016/S0092-8674(01)00442-1)
segmentation. Nature 423, 863–865. (doi:10.1038/nature01682)
144. Troika A, Schwindender-Schreck J, Brend T, Pontius W, Emeron T, Holley SA. 2012 The Her7 node modulates the network topology of the zebralike segmentation clock via sequestration of the Hes6 hub. Development 139, 940–947. (doi:10.1242/dev.073544)
145. Webb AB, Lengyel IM, Jorg DJ, Valentin G, Julicher F, Morelli LG, Oates AC. 2016 Persistence, period and precision of autonomous cellular oscillators from the zebralike segmentation clock. eLife 5, e08438. (doi:10.7554/eLife.08438)
146. Wright GJ, Giudicelli F, Soza-Ried C, Hanisch A, Trofka A, Schwendinger-Schreck J, Brend T, Pontius W, Irish VF, Martinez-Arias A, Akam M. 1989 Spatial and regional patterning of the vertebrate body plan. Development 135, 287–296. (doi:10.1242/dev.018317)
147. Stuart JJ, Brown SJ, Beeman RW, Denell RE. 1991 A deficiency of the homocentric complex of the beetle Tribolium. Nature 350, 72–74. (doi:10.1038/350072a0)
148. Deschamps J, Duboule D. 2017 Embryonic timing, axial stem cells, chromatin dynamics, and the Hox clock. Genes Dev. 31, 1406–1416. (doi:10.1101/gad.303123.117)
149. Olesnicky EC. 2006 A causal mRNA gradient controls posterior development in the wasp Nasonia. Development 133, 3973–3982. (doi:10.1242/dev.02576)
150. Zhu X, Rudolf H, Healey L, Francois P, Brown SJ, Klingler M, El-Sherif E. 2017 Speed regulation of genetic cascades allows for evolvability in the body plan clock via sequestration of the Hes6 hub. eLife 7, e41208. (doi:10.7554/eLife.41208)
151. Tenen G, Wright D, Feijenstik Z, Bone R, McGrew MJ, Maroto M. 2010 The chick somitogenesis oscillator is arrested before all paraxial mesoderm is segmented into somites. BMC Dev. Biol. 10, 24. (doi:10.1186/1471-2121-10-24)
152. Angelini DR, Liu PZ, Hughes CL, Kaufman TC. 2005 Hox gene function and interaction in the milkweed bug Oncopeltus fasciatus (Hemiptera). Dev. Biol. 287, 440–455. (doi:10.1016/j.ydbio.2005.08.010)
153. Hughes CL, Kaufman TC. 2002 Hox genes and the evolution of the arthropod body plan. Evol. Dev. 4, 459–499. (doi:10.1046/j.1525-142X.2002.00234.x)
154. Mallo M, Wellik DM, Deschamps J. 2010 Hox genes and regional patterning of the vertebrate body plan. Dev. Biol. 344, 7–15. (doi:10.1016/j.ydbio.2010.04.024)
155. Martin A, Senamo JWM, Jarvis E, Bruce HS, Wang J, Ray S, Barber CA, O’Connell LC, Patel NH. 2016 CRISPR/Cas9 mutagenesis reveals versatile roles of Hox genes in crustacean limb specification and evolution. Curr. Biol. 26, 14–26. (doi:10.1016/j.cub.2015.11.021)
156. Irish VF, Martinez-Arias A, Akam M. 1989 Spatial regulation of the Antennapedia and Ultrabithorax homoeotic genes during Drosophila early development. EMBO J. 8, 1527–1537. (doi:10.1002/j.1460-2075.1989.tb03537.x)
157. Jaeger J. 2011 The gap gene network. Cellular Mol. Life Sci. 68, 243–274. (doi:10.1007/s00018-010-0536-y)

158. Cerny AC, Bucher G, Schröder R, Klingler M. 2005 Breakdown of abdominal patterning in the Tribolium Krüppel mutant jawa. Development 132, 5533–5563. (doi:10.1242/dev.02154)
159. Marques-Souza H, Aranda M, Tautz D. 2008 Definining the conserved features of hunchback function for the trunks organization of insects. Development 135, 881–888. (doi:10.1242/dev.018317)
160. Stuart JJ, Brown SJ, Beeman RW, Denell RE. 1991 A deficiency of the homocentric complex of the beetle Tribolium. Nature 350, 72–74. (doi:10.1038/350072a0)
161. Deschamps J, van Nes J. 2005 Developmental regulation of the Hox genes during axial morphogenesis in the mouse. Development 132, 2931–2942. (doi:10.1242/dev.01897)
162. Olesińczyk EC. 2006 A causal mRNA gradient controls posterior development in the wasp Nasonia. Development 133, 3973–3982. (doi:10.1242/dev.02576)
163. Vedel V, Chipman AD, Akam M, Arthur W. 2008 Temperature-dependent plasticity of segment number in an arthropod species: the centipede Strigamia maritima. Evol. Dev. 10, 487–492. (doi:10.1111/j.1525-142X.2008.00259.x)
164. Davis GK, Patel NH. 2002 Short, long, and temporal periodic patterns of even skipped expression are controlled by distinct regulatory elements that respond to different spatial cues. Cell 57, 413–422. (doi:10.1016/0092-8674(89)90916-1)
165. Nakao H. 2013 Analyses of interactions among pair-rule genes and the gap gene Krüppel in Bombayx segmentation. Dev. Biol. 405, 149–157. (doi:10.1016/j.ydbio.2015.06.012)
166. Rosenberg MI, Brent AE, Payne F, Desplan C. 2014 Dual mode of embryonic development is highlighted by expression and function of Nasonia pair-rule genes. eLife 3, e01440. (doi:10.7554/eLife.01440)
167. Schneider MD, Greer C, Gaul U. 2011 How to make stripes: deciphering the transition from non-periodic to periodic patterns in Drosophila segmentation. Development 138, 3067–3078. (doi:10.1242/dev.062141)
168. Small S, Blair A, Levine M. 1992 Regulation of even-skipped stripe 2 in the Drosophila embryo. EMBO J. 11, 4007–4047. (doi:10.1002/j.1460-2075.1992.tb04984.x)
169. Small S, Blair A, Levine M. 1996 Regulation of two pair-rule stripes by a single enhancer in the Drosophila embryo. Dev. Biol. 175, 314–324. (doi:10.1006/dbio.1996.0117)
170. Dubuis JO, Tkacik G, Wieschaus EF, Gregor T, Bialek W. 2013 Positional information, in bits. Proc. Natl Acad. Sci. USA 110, 16301–16308. (doi:10.1073/pnas.1315642110)
171. Gregor T, Tank DW, Wieschaus EF, Bialek W. 2007 Probing the limits to positional information. Cell 130, 153–164. (doi:10.1016/j.cell.2007.05.025)
187. Tkáčik G, Dubois JO, Petkova MD, Gregor T. 2015 Positional information, positional error, and readout precision in morphogenesis: a mathematical framework. Genetics 199, 39–59. (doi:10.1534/ genetics.114.171830)

188. El-Sherif E, Levine M. 2016 Shadow enhancers mediate dynamic shifts of gap gene expression in the Drosophila embryo. Curr. Biol. 26, 1164–1169. (doi:10.1016/j.cub.2016.02.054)

189. Jaeger J et al. 2004 Dynamic control of positional information in the early Drosophila embryo. Nature 430, 368–371. (doi:10.1038/nature02678)

190. Keränen SV, Fowkes CL, Luengo Hendricus CD, Suard D, Knowles DW, Malik J, Biggin MD. 2006 Three-dimensional morphology and gene expression in the Drosophila blastoderm at cellular resolution II: dynamics. Genome Biol. 7, R124. (doi:10.1186/gb-2006-7-12-r124)

191. Lim B, Fukaya T, Heist T, Levine M. 2018 Temporal dynamics of maternal inputs by the even-skipped gene establishes rostrocaudal patterning of somites in zebrafish. Science 125, 247–259. (doi:10.1126/sciadv.2017.01.021)

192. Windner SE, Doris RA, Ferguson CM, Nelson AC, Valentín G, Tan H, Oates AC, Wardle FC, Devoto SH. 2015 Tbx5, Mesp-b and Ripply1 regulate the onset of skeletal myogenesis in zebrafish. Development 142, 1159–1168. (doi:10.1242/dev.113431)

193. Clark E, Akam M. 2016 Odd-paired controls segmentation by altering the pair-rule gene regulatory network. Development 143, 3823. (doi:10.1242/dev.111597)

194. Surkova S, Kosman D, Rokoz K, Myasnikova E, Samsonova AA, Spivak A, Vanarano-Alonso CE, Samsonova M, Reinitz J. 2008 Characterization of the Drosophila segmentation determination morpheme. Dev. Biol. 313, 844–862. (doi:10.1016/j.ydbio.2007.10.037)

195. Perez-Carrasco R, Barnes CP, Schaerli Y, Isalan M, Hunter JD. 2007 Matplotlib: a 2D graphics environment. Computing in Science & Engineering 9, 80–87. (doi:10.1109/MCSE.2007.55)

196. Shih NP, Francois P, Delaune EA, Amacher SL. 2015 Dynamics of the slowing segmentation clock reveal alternating two-segment periodicity. Development 142, 1785–1793. (doi:10.1242/dev.119057)

197. Kesselkin S, Simsek MF, Yu HT, Yang C, Devoto SH, Ay A, Ozbudak EM. 2019 Regulatory network of the scoliosis-associated genes establishes rostrocaudal patterning of somites in zebrafish. eLife 8, e42832. (doi:10.7554/eLife.42832)

198. Wilson MJ, Haveler M, Dearden PK. 2010 Giant, Krüppel, and caudal act as gap genes with extensive roles in patterning the honeybee embryo. Dev. Cell Syst. 4, 357–381. (doi:10.1016/j.jcs.1986. Supplement_4.20)

199. Hunter JD, Condron BG, Zinn K. 1994 Pair-rule expression patterns of even-skipped are found in both short- and long-germ beetles. Nature 367, 429. (doi:10.1038/367429a0)

200. Andasiva Y, Matsu T, Matta T, Higami A, Kohko N, Nakahata Y, Bessho Y. 2014 3’UTR-dependent regulation of mRNAs is critical for the developmental distribution patterns of cydne gene mRNAs. FEBS J. 281, 146–156. (doi:10.1111/febs.12582)

201. Sonnen KE et al. 2018 Modulation of phase shift between Wnt and Notch signaling oscillations controls mesoderm segmentation. Cell 172, 1079–1090.e12. (doi:10.1016/j.cell.2018.01.026)

202. Kobayashi T, Mizuno H, Imayoshi I, Furusawa C, Shiinaighi K, Kayageyama R. 2009 The cadherin gene Cds1 contributes to diverse differentiation responses of embryonic stem cells. Genes Dev. 23, 1870–1875. (doi:10.1101/gad.1823109)

203. Vroomans RMA, Hogeweg P. 2018 Around the clock: gradient shape and noise impact the evolution of oscillatory segmentation dynamics. EvoDevo 9, 24. (doi:10.1186/s12227-018-0113-2)

204. Peal A, Akam M. 2003 Evolution of segmentation: rolling back the clock. Curr. Biol. 13, R708–R710. (doi:10.1016/j.cub.2003.08.045)

205. Crombach A, Wotton KR, Jiménez-Gutiérrez E, Jaeger J. 2016 Gap gene regulatory dynamics evolve along a genotype network. Mol. Biol. Evol. 33, 1293–1307. (doi:10.1093/molbev/msw013)

206. García-Solache M, Jaeger J, Akam M. 2010 A systematic analysis of the gap gene system in the moth midge Chagmia albipunctata. Dev. Biol. 344, 306–318. (doi:10.1016/j.ydbio.2010.04.019)

207. Verdu B, Monk NA, Jaeger J. 2019 Modularity, criticality, and evolvability of a developmental gene regulatory network. eLife 8, e42832. (doi:10.7554/eLife.42832)

208. Wilson MJ, Haveler M, Dearden PK. 2010 Giant, Krüppel, and caudal act as gap genes with extensive roles in patterning the honeybee embryo. Dev.
241. Struhl G, Struhl K, Macdonald PM. 1989 The dependent transcriptional activator. Cell 76, 927–940. (doi:10.1016/0092-8674(89)90366-7)

245. Little SC, Tickonov M, Gregor T. 2013 Precise developmental gene expression arises from globally stochastic transcriptional activity. Cell 154, 789–800. (doi:10.1016/j.cell.2013.07.025)

246. Tsai C, Gergen JP. 1994 Gap gene properties of the pair-rule gene runt during Drosophila segmentation. Development 120, 1671–1683.

247. Barbier I, Perez-Carrasco R, Schaerli Y. 2020 Controlling spatiotemporal pattern formation in a concentration gradient with a synthetic toggle switch. Mol. Syst. Biol. 16, e9361. (doi:10.15252/msb.20199361)

248. Monk NAM. 2003 Oscillatory expression of Hes1, p53, and NF-κB driven by transcriptional time delays. Curr. Biol. 13, 1409–1413. (doi:10.1016/S0960-9822(03)00494-9)

249. Novák B, Tyson JJ. 2008 Design principles of biochemical oscillators. Nat. Rev. Mol. Cell Biol. 9, 981–991. (doi:10.1038/nrm2530)

250. Schaerli Y, Munteanu A, Gill M, Cotterrell J, Sharpe J, Isalan M. 2014 A unified design space of synthetic stripe-forming networks. Nat. Commun. 5, 4905. (doi:10.1038/ncomms5905)

252. True JR, Haag ES. 2001 Developmental system drift and flexibility in evolutionary trajectories. Evol. Dev. 3, 109–119. (doi:10.1146/evoldev.3.2.109)

254. Davis I, Ish-Horowicz D. 1991 Apical localization of pair-rule transcripts requires 3′ sequences and limits protein diffusion in the Drosophila blastoderm embryo. Cell 67, 927–940. (doi:10.1016/0092-8674(89)90366-7)

255. Venzin OF, Oates AC. 2020 What are you synching about? Emerging complexity of Notch signaling in Drosophila embryos. J. R. Soc. Interface 17, 20190436. (doi:10.1098/rsif.2019.0436)

256. François P, Jutras-Dubé L. 2018 Landscape, bifurcations, transient behaviours in a time-dependent toggle switch. Curr. Biol. 28, 615–632. (doi:10.1016/j.cub.2017.09.014)

258. Richmond DL, Gates AC. 2012 The segmentation clock: inherited trait or universal design principle? Curr. Opin. Genet. Dev. 22, 600–606. (doi:10.1016/j.gde.2012.10.003)

259. ten Tusscher KHWJ. 2013 Mechanisms and constraints shaping the evolution of body plan segmentation. Eur. Phys. J. E 36, 54. (doi:10.1140/epje/i2013-13054-7)

260. Elliott J, Jolicoeur C, Ramamurthy V, Cayouette M. 2008 Ikaros confers early temporal competence to mouse retinal progenitor cells. Neuroanatomy 60, 26–39. (doi:10.1016/j.neuro.2008.08.008)

261. Ishikawa T, Pearson B, Hollowbrook S, Doe CQ. 2001 Drosophila neuroblasts sequentially express transcription factors which specify the temporal identity of their neuronal progeny. Cell 106, 711–721. (doi:10.1016/S0092-8674(00)00465-2)

262. Jacob J, Murogawa F, Gould AP. 2008 Temporal control of neuronal diversity: common regulatory principles in insects and vertebrates? Development 135, 3481–3489. (doi:10.1242/dev.016931)

263. Li X, Chen Z, Desplan C. 2013 Temporal patterning of neural progenitors in Drosophila. Curr. Top. Dev. Biol. 105, 69–96. (doi:10.1016/0021-9247(79)90309-4)

264. Manning CS et al. 2019 Quantitative single-cell live imaging links HES5 dynamics with cell-state and fate in murine neurogenesis. Nat. Commun. 10, 2835. (doi:10.1038/s41467-019-10734-8)

265. Shimojo H, Ohtsuka T, Kori H, Miyachi H, Kageyama R. 2008 Oscillators in Notch signaling regulate maintenance of neural progenitors. Neuron 52, 58–64. (doi:10.1016/j.neuron.2008.02.014)

266. Shimoe H, Ohtsuka T, Kageyama R. 2008 Oscillations in Notch signaling regulate maintenance of neural progenitors. Neuron 52, 58–64. (doi:10.1016/j.neuron.2008.02.014)

267. Hirata H, Yoshisuka T, Otsuka T, Besho Y, Harada T, Yoshikawa K, Kageyama R. 2013 Oscillatory control of factors determining multipotency and fate in mouse neural progenitors. Science 342, 1203–1208. (doi:10.1126/science.1242366)

268. Kageyama R, Ohtsuka T, Kobayashi T. 2007 The Hes gene family: repressors and oscillators that orchestrate embryogenesis. Development 134, 1243–1251. (doi:10.1242/dev.007786)

269. Genikhovich G, Technau U. 2017 On the evolution of bilaterality. Development 144, 3392–3404. (doi:10.1242/dev.141507)

270. Sheth R et al. 2016 Distal limb patterning requires modulation of cis-regulatory activities by HoxD13. Cell Rep. 17, 2913–2926. (doi:10.1016/j.celrep.2016.11.039)

271. Zakany J, Duboule D. 2007 The role of Hox genes during vertebrate limb development. Curr. Opin. Genet. Dev. 17, 359–366. (doi:10.1016/j.gde.2007.05.011)