Abstract

Online recommender systems often face long delays in receiving feedback, especially when optimizing for some long-term metrics. While mitigating the effects of delays in learning is well-understood in stationary environments, the problem becomes much more challenging when the environment changes. In fact, if the timescale of the change is comparable to the delay, it is impossible to learn about the environment, since the available observations are already obsolete. However, the arising issues can be addressed if intermediate signals are available without delay, such that given those signals, the long-term behavior of the system is stationary. To model this situation, we introduce the problem of stochastic, non-stationary, delayed bandits with intermediate observations. We develop a computationally efficient algorithm based on UCRL2, and prove sublinear regret guarantees for its performance. Experimental results demonstrate that our method is able to learn in non-stationary delayed environments where existing methods fail.

1. Introduction

Optimizing long-term metrics is an important challenges for online recommender systems (Wu et al., 2017). Consider, for instance, the media recommendation problem, where the final feedback on the content is only given after the customer spent time watching or reading it. Another major case is that of conversion optimization in online marketing (Yoshikawa and Imai, 2018): Here a user’s click on an advertisement/recommendation might be observed almost immediately, but whether the click is converted into a long-term commitment, such as a purchase, can be observed usually only after some much longer delay (Chapelle, 2014), which causes modelling issues for robust inference.

Delayed feedback in online learning have been addressed both in the full information setting (see, e.g., Joulani et al., 2013, and the references therein), and in the bandit setting (see, e.g., Mandel et al., 2015; Vernade et al., 2017; Cesa-Bianchi et al., 2019, and the references therein), assuming both stochastic and adversarial environments. The main take-away message from these studies is that, for bandits, the impact of a constant delay $D$ results in an extra additive $O(\sqrt{DT})$ term in the regret in adversarial settings, or an additive $O(D)$ term in stochastic settings. The aforementioned approaches often provide efficient and provably optimal algorithms for delayed-feedback scenarios. Nonetheless, the algorithms naturally wait for having received enough feedback before actually learning something. This is, in general, sufficient in stationary environments or when comparing with the best fixed action in the adversarial setting. Such methods, however, may be quite unsuitable in a non-stationary environment. For example, it is easy to see that in an environment that changes abruptly, every change results in an extra regret term mentioned above. An extreme example of a bad situation is when the environment changes (abruptly) every $D$ steps, in which case, by the time any feedback is received by the recommender system, its value becomes obsolete, thus no learning is possible. Accordingly, the extra regret terms above sum up to $T$, for example, in the stochastic case a regret of $D$ is suffered for each of the $T/D$ changes. Delays and non-stationarity are, in general, strongly entangled, which badly affects the performance of any online learning algorithm.

In fact, real world problems are non-stationary in most cases. For example, trending or boredom phenomena may affect the conversion rates (Agarwal et al., 2009a), forcing the systems to have estimators as local as possible in time. As such, algorithms developed for non-stationary online learning (see, e.g., Auer et al., 2002a; Garivier and Moulines, 2011; György et al., 2012; Gajane et al., 2018) crucially depend on the availability of recent observations, which is often not possible in the presence of delays. To alleviate this problem, practical systems often monitor – and sometimes optimize for – some proxy information instead of the real target. Typically, the web industry optimizes for click-through rate instead of conversions (Agarwal et al., 2009b).

One step further in utilizing proxy information is to directly model the connection between the proxies and the final outcomes. This approach was formalized recently by Mann
et al. (2019), who proposed a model where intermediate signals can be observed without any delay, while the final feedback is independent of the system’s action given the intermediate feedback, disentangling the effects of delays and non-stationarity. The model is based on the simple observation that even if the observation of the optimized metric is heavily delayed, the systems record many intermediate signals like clicks, labels or flags provided by the customers.

In our media-recommendation example, this means that if a user decided to download a book, the probability of reading the book will be the same. While this model is also only a crude approximation of real-world scenarios, it allows to analyze the effect of such intermediate feedback signals in a principled way, and Mann et al. (2019) show both in theory and in practice that the proposed approach has significant benefits in full-information prediction problems under practical assumptions on the delay and the user population.

In this paper, we propose and analyze the bandit version of the model of Mann et al. (2019), which we call the stochastic non-stationary delayed bandit problem with intermediate observations (NSD for short). Here the system takes actions repeatedly, observes some intermediate feedback immediately, and the target metric after some (fixed) delay. It is assumed that the distribution of the intermediate feedback, called outcomes or signals in what follows, changes over time, while the final (delayed) metric, called the reward, depends on the observed signal in a stationary way, and is conditionally independent of the action given the signals. In this way, our model disentangles the effects of delays and non-stationarity, and hence algorithms leveraging intermediate outcomes can learn even in fast changing environment with large observation delays. In the media-recommendation example, the actions of the systems are recommending books, which a user may or may not download, depending on the system’s action.

We propose and analyze an algorithm for the NSD problem, which can be thought of as a carefully derived variant of the UCRL2 algorithm of Jaksch et al. (2010) for our problem. Similarly to the sliding-window UCB (SW-UCB) algorithm for non-stationary stochastic bandits (Garivier and Moulines, 2011) and the sliding-window UCRL2 (SW-UCRL2) algorithm of Gajane et al. (2018), our method uses sliding-window estimates for the non-stationary parameters of the problem, but these are combined with delayed estimates for the the stationary parameters. We show both theoretically (through regret bounds) and in simulations that the proposed algorithm indeed disentangles the effects of the delay and non-stationarity.

The paper is organized as follows. The NSD bandit framework is presented in Section 2. Our algorithm NSD-UCRL2 is describe in Section 3, while their performance is analyzed theoretically in Section 4. Experimental results are provided in Section 5, while related work and future directions are discussed in Sections 6 and 7.

2. Setting

Notation. For any integer $N > 0$, let $\Delta_N \subset \mathbb{R}^N$ denote the simplex in $N$ dimensions, and let $N$ and $\{N\} := \{1, \ldots, N\}$. For any $x \in \mathbb{R}$, $(x)^+ = \max(0, x)$ is the positive part of $x$. An MDP $M$ is characterized, in the tabular case, by $M = (A, S, P, \theta)$, i.e. a finite set of $S$ states $S = [S]$ and $K$ actions $A := [K]$, a transition probability tensor $P$ and a matrix $\theta$ of reward parameters. Each element shall be precisely instantiated for our setting later.

Learning scenario. We consider a stochastic bandit setting with a finite set of $K$ actions and a finite set of $S$ outcomes, with $K, S \geq 2$. The learning procedure at each round $t$ is the following:

- The learner chooses an action $A_t \in [K]$;
- A categorical outcome $S_t \in [S]$ is revealed. It is assumed that $S_t$ is a categorical variable such that $S_t \sim p_t(a)$, where $p_t(a) \in \Delta_S$. This probability vector may change with time;
- After a possibly random delay $D_t$, a reward $R_t$ drawn from some fixed (but unknown) distribution that depends on the outcome $S_t$ is revealed to the learner. It is assumed that conditionally on $S_t$, the reward $R_t$ is independent of the action $A_t$, and it has mean $\theta_{S_t}$ (the vector of all means will be denoted by $\theta = (\theta_1, \ldots, \theta_S)\top$).

For simplicity, we assume throughout the paper that the rewards are $[0, 1]$-valued and the delays are constant, $D_t = D$; our results can be extended, e.g., to random delays and sub-Gaussian reward distributions.

Note that this factored bandit model can also be viewed as a simple episodic MDP $M = ([S + 1], [K], (P_{a,s})_{a \in [K]}, \theta)$ with $S + 1$ states and $K$ actions, as show in Figure 1. In state 0, the learner takes an action $a \in [K]$ and transitions to a signal state $s \in [S]$ with probability $p_0(s|a)$ (we will use the notation $p_t(a)$ to denote the vector $(p_0(1|a), \ldots, p_0(S|a))^\top$ of transition probabilities). They fall back into state 0 for the next round while a reward with mean $\theta_s$ is generated (but observed later).

Non-stationary transitions. We assume the environment is changing. There is a vast body of literature on non-stationary multi-armed bandits (Auer et al., 2002a; Garivier and Moulines, 2011; Besbes et al., 2014; Auer et al., 2019), contextual bandits (Chen et al., 2019) and reinforcement learning (Jaksch et al., 2010; Gajane et al., 2018) (tabular case).
In this work, we focus on switching environments: there exist $0 \leq \Gamma_T < T$ instants where all transition probabilities abruptly change. At the same time, we assume that the parameter vector $\theta$ of the reward distributions remains fixed. This models the scenario described in the introduction. The popularity of the items to be recommended changes with time, and hence the likelihood $p_t$ of the intermediate observations changes. However, given the intermediate outcomes, the reward distribution does not change. For instance, if a book is downloaded (this is the intermediate outcome) the probability that the user will read it is constant. Note that because of the non-stationarity of the transitions, we estimate them using a sliding window with a fixed window size $W > 0$, given as input to the learner. In contrast, the reward parameters are fixed so no window is needed to estimate them. At every round $1 \leq t \leq T$, for each action $a \in [K]$, we define the windowed counts

$$N_t^W(a) = \max \left\{ 1, \sum_{u=(t-W)^+}^{t-1} \mathbb{I}\{A_u = a\} \right\} ,$$

and for all $s \in [S]$, we estimate the transition probability as

$$\hat{p}_t(s|a) = \frac{\sum_{u=(t-W)^+}^{t-1} \mathbb{I}\{A_u = a, S_u = s\}}{N_t^W(a)} . \quad (2)$$

On the other hand, for each signal $s \in [S]$, we keep the usual counts $N_t^D(s) = \max \{ 1, \sum_{u<t-D} \mathbb{I}\{S_u = s\} \}$ (recall that observing rewards are delayed by $D$, so at the beginning of round $t$ only rewards for rounds before $t-D$ are available), and the empirical average estimator

$$\hat{\theta}_t(s) = \frac{1}{N_t^D(s)} \sum_{u<t-D} R_u \mathbb{1}\{S_u = s\}$$

of the rewards up to round $t-D$. As in standard stochastic bandit models, we consider high-probability upper-confidence bounds for some fixed $\delta > 0$:

$$U_t(s) = \min \left\{ 1, \hat{\theta}_t(s) + \sqrt{\frac{C_{T,\delta}}{N_t^D(s)}} \right\} . \quad (3)$$

This metric is called dynamic because the baseline is the learner that sequentially adapts to environment changes, which is a different and arguably harder problem than competing with the best action in hindsight. Because of our assumption that the environment changes only $\Gamma_T$ times, the optimal action $a^*_t$ also only changes at most $\Gamma_T$ times.

Note that the transition probabilities are not state-dependent as opposed to usual reinforcement learning (RL) settings because in our model there is only one state that allows to take actions. Following the action, a transition is observed to a state where no action can be taken, and only a future reward, assimilated to the state’s expected value, is observed. One can think of our model as a disentanglement of the usual RL setting into a transition-then-reward bandit model.
where \( C_{T,\delta} = 2 \log(2TS/\delta) \). The key step in the learning is to search for the most optimistic MDP in a high-probability parameter space: for some \( \delta > 0 \) we define \( C_{W,T,\delta} = 2S \log(KWT/\delta) \), and for each action \( a \in [K] \),

\[
\rho^*_t(a) = \max_{q \in \Delta_S} \left\{ q^T U_t : \|\hat{p}_t(a) - q\|_1 \leq \sqrt{\frac{C_{W,T,\delta}}{N_t^W(a)}} \right\} \tag{4}
\]

Here \( q \) ranges over the plausible candidate set of transition probabilities for \( p_t(a) \) with estimated average reward \( q^T U_t = \sum_{s \in [S]} q(s)U_t(s) \). Note that since \( U_t(s) \) is an optimistic (upper) estimate of \( \theta_s \) (with high probability), \( \rho^*_t(a) \) is an optimistic estimate of \( \rho_t(a) \). We denote the value of \( q \) achieving the maximum above by \( \hat{p}_t(a) \). The algorithm then acts optimistically by choosing the action with the largest \( \rho^*_t \) index.

This mechanism is reminiscent to the Extended Value Iteration algorithm of (Jaksch et al., 2010), but we only need a simplified version, which is given in Appendix A. Further justifications on the choices of confidence regions are provided in the next section where they are used to prove high-probability upper bounds on the regret. Note that as opposed to the general UCRL2 algorithm of (Jaksch et al., 2010), our method does not require phases.

4. Analysis

In this section we present high-probability upper bounds on the regret of NSD-UCRL2.

4.1. Warm-up: Analysis in the stationary case

As a first step, we provide an analysis of NSD-UCRL2 when the transition probabilities are stationary, that is, \( \Gamma_T = 0 \). This initial result gives an insight on how much regret is suffered due to the use of a sliding-window estimator.

**Theorem 1.** Let \( M = (S, K, P, \theta) \) define a stationary NSD problem with constant delay \( D > 0 \). With probability at least \( 1 - 2\delta \), the regret of NSD-UCRL2 with window size \( W \) is bounded from above by

\[
\mathcal{R}(T) \leq O \left( T \sqrt{KSS \log \left( \frac{KW(T)}{\delta} \right)} + \sqrt{S + T \log \left( \frac{TS}{\delta} \right)} + S(D+1) \right).
\]

With the choice \( W = \Theta(T) \), we get

\[
\mathcal{R}(t) \leq O \left( TKSS \log \left( \frac{KT}{\delta} \right) + \sqrt{S + T \log \left( \frac{TS}{\delta} \right)} + S(D+1) \right).
\]

The proof of the theorem is deferred to Appendix B. It is based on standard techniques used in the literature to derive regret bounds for optimistic algorithms for bandit and MDP problems (mostly on the proof of the minimax bound of UCRL2). The non-standard parts in our derivation come from the fact that the transitions are estimated only based on the most recent window, but without delay, while the rewards can be estimated based on all observations, but these are delayed. Therefore, we need to disentangle the estimation of the transitions and rewards.

**Remark 1** (Random delays). It is possible to extend our analysis used in the proof of Theorem 1 for random delays. When the delays are random, the number of missing observations takes the role of \( D \). The only part of the derivation affected by this change (see the proof for details) is the term \((D_t(s) + 1)/(2(N_t(s) - D_t(s) - 1)^{3/2})\), where now \( D_t(s) \) is the number of missing observations from signal \( s \) at time \( t \). Under mild assumptions on the delays, \( D_t(s) \leq N_t(s)/2 \) for \( t > T_0 \) with high probability where \( T_0 \) is large enough. Then the effect of delays, in expectation, is \( O(T_0 + E[D(s)]) \), where \( E[D(s)] \approx E[D_t(s)] \) for \( t > T_0 \).
4.2. Main Results for NSD Bandits

We can now prove the main results of this section, high-probability upper bounds on the regret of NSD-UCRL2 in non-stationary and delayed environments. We start with a problem-independent bound, which is the extension of Theorem 1 to the non-stationary case.

**Theorem 2.** Let \( M_T = (S, K, (P_t)_{t \leq T}, \theta) \) define an NSD problem with \( \Gamma_T \) switches and constant delays \( D > 0 \). With probability at least \( 1 - 2\delta \), the regret of NSD-UCRL2 is bounded from above by

\[
R(T) \leq O \left( WT_T + 2T \sqrt{\frac{KS \log \left( \frac{KWT}{\delta} \right)}{W}} + \left( \sqrt{S} + 1 + \sqrt{\log(1/\delta)} \right) \sqrt{\frac{T}{\delta}} \log \left( \frac{TS}{\delta} \right) + S(D+1) \right).
\]

Choosing \( W = (T/\Gamma_T)^{2/3}(KS \log(KT/\delta))^{1/3} \), we get

\[
R(T) \leq O \left( T^{2/3} \left( \Gamma_T KS \log KT/\delta \right)^{1/3} \right. \\
\left. + S(D+1) + \sqrt{T(S + \log(1/\delta)) \log(TS/\delta)} \right).
\]

The proof of the theorem – presented in Appendix C – relies on the regret guarantees of NSD-UCRL2 proved in Theorem 1. In short, after each switch, the estimators are all wrong for \( W \) rounds, resulting in a linear \( O(W) \) regret per switch. In between those phases, the algorithm adapts and suffers the sublinear regret proved in Theorem 1. The subtlety of the analysis lies in the separate control of the reward estimation that does not suffer from switches.

Next we present a bound on the number of rounds where suboptimal actions are selected, as well as a problem dependent regret bound. We start with a few more definitions.

Let \( T(W) = \{1 \leq t \leq T : \forall k \in [K], \forall t - W \leq s \leq t, p_s(a) = p_t(a) \} \) denote the round indices where all arms have had stable transition probabilities for at least \( W \) rounds. An action \( a \in [K] \) is called \( \varepsilon \)-bad in step \( t \), if its gap is at least \( \varepsilon \), that is, if \( \Delta_{t,a} = p_t(a^*_t) - p_t(a) \geq \varepsilon \), and let \( B_t^\varepsilon \) denote the set of \( \varepsilon \)-bad actions in round \( t \). The minimum \( \varepsilon \)-bad observation probability for each \( s \in [S] \) is denoted as \( p^Q_{\min}(s) = \min_{a \in B_t^\varepsilon} p(s|a) : t \in [T], a \in B_t^\varepsilon, p(s|a) > 0 \). Following the construction of Garivier and Moulines (2011), it is easy to show a lower bound for signal-agnostic algorithms (i.e., algorithms that do not use the intermediate signals). Indeed, if the reward distributions can be selected arbitrarily for every stationary segment, the regret of a signal-agnostic algorithm is bounded from below by the regret of the same algorithm receiving the information of the change points and restarting (optimally) after each of them. Then, on every stationary segment, the minimax regret lower bound for the \( K \)-armed bandit problem applies (see, e.g., Chapter 15 of Lattimore and Szepesvári), which, together with the effect of the delay \( D \) on this segment, gives a lower bound of \( \sqrt{KT + D} \) regret for a segment of length \( \ell \). Considering environments with stationary segments of equal length \( \ell = T/\Gamma_T \) term, gives the following lower bound:

**Proposition 1.** For any \( \Gamma_T < T \) and any signal-agnostic algorithm, there exists an NSD problem such that the regret is lower bounded as

\[
R(T) \geq \Omega \left( \min \left\{ T, \sqrt{K(\Gamma_T + 1)T + (\Gamma_T + 1)D} \right\} \right).
\]

4.3. Discussion

Proposition 1 shows that for bandit algorithms, delays and non-stationarity are entangled and have a combined impact on minimax regret bounds. In contrast, by leveraging intermediate outcomes, NSD-UCRL2 *disentangles* this effect and only pays the price of the delay once, and not every time a new stationary segment starts (see Theorems 2 and 3). This allows NSD-UCRL2 to achieve sublinear regret in situations where standard, signal-agnostic algorithms would suffer linear regret. For example, if \( D = \Omega(T/(\Gamma_T + 1)) \), the latter suffer linear regret (as the lower bound becomes

Furthermore, the regret of NSD-UCRL2 can be bounded by

\[
O \left( \frac{S}{\Delta_{\min}} \left( \frac{T^2 \log \left( \frac{KW T}{\delta} \right)}{W} + \frac{\log \left( \frac{e}{p_{\min}(s)} \right) \log \left( \frac{TS}{\delta} \right)}{p_{\min}(s)} \right) \right) + WT_T + SD.
\]

The proof is deferred to Appendix D. It is based on a decomposition of the suboptimal actions taken into two groups depending whether the rewards of the actually reachable intermediate signals are estimated up to a required accuracy.
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\(\Omega(T)\), while the bounds for our method guarantee sublinear regret as long as \(S\) is small enough relative to \(\Gamma_T\) (neglecting, of course, other conditions, like \(KST_T = o(T)\)). This emphasizes the main advantage of our feedback model: by disentangling delay and non-stationarity, learning is possible in a much broader family of situations.

Our two upper bounds provide slightly different insights to our algorithm: Theorem 2 shows an \(\hat{O}(T^{1/3}T^{2/3} + D)\) upper bound on the regret. Theorem 3 provides a problem dependent bound that is essentially \(\hat{O}(\sqrt{T \log T} + W \Gamma T + D)\), which depends on the minimum gap of all the actions over the time horizon, and also on the minimum observation probability of the intermediate signals. It also shows that our method cannot suffer large losses too often, as it chooses \(\varepsilon\)-bad actions at most \(\hat{O}(T \sqrt{\log T} + W \Gamma T + D)\) times.

In case the problem is stationary, setting the window size to \(W = T\) essentially recovers the best possible rates in both theorems, including the additive effect of the delay (Joulin et al., 2013). The \(T^{2/3}\) regret rate of Theorem 2 also agrees with the rates derived for MDPs in non-stationary environments (Jaksch et al., 2010; Gajane et al., 2018). The regret guarantee of Theorem 3 improves upon a similar bound of Garivier and Moulines (2011) for the non-stationary bandit problem (without delay), where the dependence on \(\Delta_{\min}\) is quadratic. Similarly to them, we can also obtain a problem dependent regret bound of \(\hat{O}(\sqrt{T \Gamma T} / \Delta_{\min} + D)\), which requires setting the window size as \(W = \Theta(T / \Delta_{\min})\). The bound becomes a bit worse in \(\Delta_{\min}\) if \(W\) is tuned independently of this quantity. The main message of Theorem 3, however, is that if the gaps are not too small, the algorithm can learn really fast, while handling partially delayed observations.

On the other hand, a \(\hat{O}(\sqrt{T \Gamma T})\) minimax regret is possible for non-stationary bandits, and such a result automatically extends to shortest path problems with fixed horizon, an instance of which we consider here. Nevertheless, to our knowledge, no practical algorithm exists for MDPs in general that achieves the minimax rate in a context of changing environments considered in this paper. The task is also not made easier by the combined effects of delays and non-stationarity in our specific problem, which need to be disentangled to utilize the full power of our model. This comes with its own limitations: for example, we could not built on the UBEV algorithm of (Dann et al., 2017) (designed for the stochastic shortest part problem), which improves upon the guarantees of UCRL2 by jointly estimating the transition probabilities and the rewards (value function in their case).

Getting our \(\hat{O}(T^{1/3}T^{2/3} + D)\) or \(\hat{O}(\sqrt{T \Gamma T} / \Delta_{\min} + D)\) regret rates requires setting the window parameter \(W\) using some prior information on the number of switches and on the horizon. This is common practice in the literature (see, e.g., Auer et al., 2002b; Garivier and Moulines, 2011; Besbes et al., 2014, as in face of non-stationarity, it is challenging to design fully adaptive online learning algorithms that do not rely on restricting the length of the history they use. Indeed, in absence of other assumptions on the underlying non-stationary function controlling the rewards, the best a learner can do is to forget the past to maintain estimators as little biased as possible. The optimal behavior should then be to forget the past adaptively.

This is the recent approach taken by (Auer et al., 2019; Chen et al., 2019) for the standard and the contextual multi-armed bandit problems, respectively. They include careful change-detection procedures in their algorithms to detect (almost) stationary segments, and obtain the first fully adaptive \(\hat{O}(\sqrt{T \Gamma T})\) bounds on the dynamic regret with \(\Gamma_t\) switches. It seems straightforward to show that, in a delayed environment, the regret of these methods matches (up to logarithmic factors) the rate of the lower bound of Proposition 1.

These algorithms pull all arms alternately until they identify the current best one and then commit to it and keep a carefully tuned change-point safety check in parallel. It would be interesting to adapt these methods for learning the transition probabilities in our algorithm in order to exploit the fully adaptive ideas mentioned above. We conjecture that the optimal regret for NSD bandits with intermediate observations should be bounded by \(\hat{O}(\sqrt{T \Gamma T} + KST + D)\), but we leave this question as an open problem for future work on this topic.

In all our regret bounds, we treat \(S\) as a constant term. Comparing our regret bounds (Theorems 2 and 3) to the rates achievable by the standard signal-agnostic methods (Proposition 1) shows that NSD-UCRL2 behaves better in terms of the delay than signal-agnostic algorithms when \(\Gamma_T\) is larger than \(S\). However, a large value of \(S\) may deteriorate the first, time-dependent term in our bounds, possibly making NSD-UCRL2 theoretically inferior to signal-agnostic methods in such cases. Deciding whether this is just an artifact of our analysis or a real phenomenon is left for future work. In particular, it could be interesting to derive a problem-dependent lower bound for this new family of structured bandit problems, similarly to those of Graves and Lai (1997) for the standard setting.

5. Experiments

In this section we present experimental results to provide more insight on the impact and potential usefulness of the intermediate signals for different regimes of delays with respect to \(\Gamma_T\). We test our algorithm in different scenarios by comparing it to standard bandit algorithms that are agnostic to the intermediate signals, as well as to oracle bandit strategies that have access to various extra information.
As a Bayesian alternative to NSD which ignore the intermediate observations. Those policies have sublinear regret in stationary and non-stationary environments respectively. Thus, they should provide reasonable performance in our problem (when the delays are not too large), but are expected to be inferior compared to our method, proving that signals at the very least do not hurt. As a Bayesian alternative to NSD-UCRL2, we implemented NSD-PSRL, based on the posterior sampling reinforcement learning (PSRL) algorithm of Osband and Van Roy (2017) (details are given in Appendix F). We expect this method to have similar performance to NSD-UCRL2. We also construct two stronger oracle policies. Oracle-UCB is a signal-agnostic UCB policy that receives the extra-information of the change-points and restarts optimally after each of them. Oracle-NSD is NSD-UCRL2 without windowing but with oracle restarts as well. We also consider full oracles that do not suffer delays, and call them respectively Oracle-NSD-nd and Oracle-UCB-nd. Restarting is the optimal behavior in a non-stationary environment so these oracles should outperform any other algorithms in this setting.

Experimental setup. Throughout the experiments we use the transition probabilities and mean rewards as reported in Table 1. The delay parameter $D$ and the window size $W$ of the algorithm are discussed in the dedicated sections. To simulate non-stationarity, we draw a random integer $r \in \{1, \ldots, K - 1\}$ at each change point and we permute the action vectors of the transition matrix by shifting them $r$ times. So arm $i$ becomes arm $(i + r - 1 \mod K) + 1$. This has the advantage of ensuring the best arm always changes after a change point. Note that a side effect of this construction is that after a few changes, it might be the case that an arm that had better values on average so far suddenly becomes the best one, which allows agnostic policies like UCB to perform well on such a phase (typically the last one in our experiments). But this is an artifact of this experimental setup and we tried our best to design experiments that do not suffer from it.

Unless otherwise stated, we run experiments with time horizon $T = 8000$ with $\Gamma_T = 3$ change points at rounds $\{2000, 4000, 6000\}$. All results presented are averaged over 50 independent runs. The shaded areas in the graphs correspond to the 95% confidence regions.

Choice of $W$. Our theoretical analysis (Theorem 2) suggests that for a problem with $T = 8000$ and $\Gamma_T = 3$, the optimal choice of the window parameter $W$ is of order $T^{2/3} \Gamma_T^{1/3} = 1243$. In Figure 2, we compare the regret of NSD-UCRL2 instantiated with $W \in \{400, 800, 2000\}$ to that of the oracle that knows the change points in a changing environment with no delays ($D = 0$). We can make several observations on those results. First, when the window is too small, the algorithm never reaches the exploitation phase and the regret is linear. This corresponds to the regime where the term in $T^2/3 \Gamma_T^{1/3} \log(WT)/W$ (or $T \log T/(W \Delta_{\text{min}})$ in Theorem 3) is dominant in the regret bound. Then, the larger the window gets, the better is the exploitation and the smaller the regret. However, for $W > 1000$, the variance of the regret gets much larger as the overlap between the phases creates bias in the estimators. This roughly corresponds to the second regime where the term $W \Gamma_T$ becomes dominant. In the next experiments, we will set $W = 800$, which is close to the value suggested by theory and that works best in this calibration experiment.

Table 1. Experiment setting

| reward | $\theta_1$ | $\theta_2$ | $\theta_3$ |
|--------|-----------|-----------|-----------|
| action | $p(1|a)$ | $p(2|a)$ | $p(3|a)$ |
| 1      | 0.8       | 0.4       | 0.2       |
| 2      | 0.1       | 0.8       | 0.1       |
| 3      | 0.8       | 0.1       | 0.8       |
| 4      | 0.1       | 0.4       | 0.5       |

Figure 2. Impact of the choice of window parameter $W$ on the regret of NSD-UCRL2.

Comparison with all the baselines. In this experiment, we set $T = 8000$, $\Gamma_T = 3$, and consider delays $D \in \{100; 500; 1000\}$. The largest value corresponds to the extreme case of $D \approx T/\Gamma_T$. For this experiment, we fix the window parameter to $W = 800$, for both SW-UCB and NSD-UCRL2.

Figure 3 shows the regret of all the policies in the benchmark, including strong oracles. Our NSD-UCRL2 and NSD-PSRL outperform all other strategies, except for the oracle ones. Non-delayed oracles have a significantly reduced regret but our policies have a similar behavior with a reasonable gap when delays are small. Signal-agnostic policies (UCB and SW-UCB) have a linear regret (see Appendix E for linear scale plots) as well as the strong baseline Oracle-UCB when delays are large.
Ablation study: behavior under a misspecified model.

We construct a perturbed model that generates data partially randomly. More precisely, we assume there exists an additional vector of parameters $\mu = (\mu_1, \ldots, \mu_K)$ that controls the rewards for each action $a \in [K]$, independently of the signals. For some mixing parameter $\alpha \in [0, 1]$, at each round $t$, given action $A_t \in [K]$, the environment either uses our model (with probability $1 - \alpha$), or returns a random intermediate observation while generating a reward with expectation $\mu_{A_t}$. Formally

with probability $\alpha$, $S_t \sim \mathcal{U}([S])$ and $R_t \sim \mathcal{B}(\mu_{A_t})$;
with probability $1 - \alpha$, $S_t \sim p_t(\cdot | a)$ and $R_t \sim \mathcal{B}(\theta_{S_t})$;

where $\mathcal{U}([S])$ denotes a uniform distribution over $[S]$ and $\mathcal{B}(\beta)$ denotes a Bernoulli distribution with parameter $\beta$. This means that the expected payoff of arm $a$ at round $t$ is

$$\rho_t(a) = \alpha \mu_a + (1 - \alpha) p_t(\cdot | a)^T \theta.$$

First we test how NSD-UCRL2 performs in this environment in the stationary non-delayed setting, then we analyze its performance in the delayed non-stationary case.

**In the stationary setting**, we identify two types of regime. In a favorable situation, the best arm is not modified by the mixing, i.e. $\arg\max_a \rho_t(a) = \arg\max_a \rho(a)$. In that case, we conjecture that NSD-UCRL2 should be able to have a sublinear regret as it tends to learn the right action. On the contrary, in a bad mixing case, the best arm is not the same and we expect NSD-UCRL2 to fail. In any case, UCB ignores the signals and should have a logarithmic regret.

**In the favorable case**, we expect Oracle-NSD, Oracle-UCB to perform best. In the stationary non-delayed setting, then we analyze its regret.

To test these properties, we set up a simple, stationary problem with only actions 1 and 2 from Table 1, such that action 1 is the best one. A favorable case is when $\mu = (0.9, 0.1)$ such that for any $\alpha$, the optimal action in the mixed model is action 1. A bad case is for instance when $\mu = (0.1, 0.9)$, in which case the best arm is preserved only for small values of $\alpha$. We show some of our results below, more can be found in Appendix E.

On Figure 5, we show the results in both scenarios in the
we cannot directly choose to observe the reward correspond-
As mentioned in the introduction, our model combines the
was done before, we do not expect
NSD
(Talebi et al., 2017). However, the difference is that while in
the contextual version of this problem, where the transition
probabilities of each action depends on a current context
dress real-world modelling issues when dealing with non-
stationary environments and delayed feedback, and miti-
gates the joint effect of these by utilizing some non-delayed
proxy feedback (similarly to the work of Mann et al. 2019).

6. Other Related Work
As mentioned in the introduction, our model combines the
challenges of non-stationary stochastic bandits (Garivier
and Moulines, 2011; Auer et al., 2019) and those of delayed
feedback in online learning (Joulani et al., 2013), and online
learning in episodic MDPs (Dann et al., 2017). The gen-
eral tree-structure of the problem shown in Figure 1 is also
reminiscent of combinatorial (semi-)bandits (Cesa-Bianchi
and Lugosi, 2012; Combes et al., 2015; Kveton et al., 2015;
Talebi et al., 2017). However, the difference is that while in
the aforementioned combinatorial bandit problems one can
directly select which sub-actions to choose, in our model
we cannot directly choose to observe the reward correspond-
ing to a selected signal. This limits the adaptation of the
techniques used in these algorithms, as the corresponding
observation counts can only be controlled indirectly.

7. Conclusions
In this paper, we defined a new stochastic bandit model,
NSD bandits with intermediate observations. It ad-
dresses real-world modelling issues when dealing with non-
stationary environments and delayed feedback, and miti-
gates the joint effect of these by utilizing some non-delayed
proxy feedback (similarly to the work of Mann et al. 2019).
From the theoretical point of view, it provides a mid-way
model between the simple stochastic multi-armed bandit
and the tabular MDPs.

One first possible future extension would be to consider
the contextual version of this problem, where the transition
probabilities of each action depends on a current context
vector. Another potential extension would be to add sev-
eral layers of signals that would be sequentially sent to the
learner before the final reward is revealed. This problem
would then resemble combinatorial bandits and episodic
MDPs with varying delays.

While we presented sub-linear regret guarantees, under-
standing the rate of the minimax regret and modifying the
algorithm to achieve it is of obvious interest. Future work
should also look into problem-dependent guarantees. For in-
stance, it would be interesting to exploit ideas from (Graves
and Lai, 1997) to obtain a gap-dependent asymptotic lower
bound, and seek optimal strategies.
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### A. Extended Value Iteration

The pseudo-code in Algorithm 2 describes how to efficiently solve

\[
\rho_{a,t}^{+} = \max \left\{ q^\top U_t, \text{s.t.} \|\hat{p}_{a,t} - q\| \leq \sqrt{\frac{C_{W,T,\delta} N_t^W(a)}{N_t^P(a)}} := \beta(a,t) \right\}
\]

for every arm \( a \) and at each iteration. The same pseudo-code can be found in Figure 2 of (Jaksch et al., 2010) and we only report it here for completeness.

#### Algorithm 2 Pseudo-code for Extended Value Iteration

```python
1 def constrained_simplex_l1(U_t, P_hat, beta):
2     
3     # Computes the maximum of \sum_s P \cdot U_t \cdot s over P \in \Delta(S) in an l1-ball around P_hat
4     # constrained by beta.
5     S = len(U_t)
6     P = zeros(S)
7     ordered_indices = list(lexsort((arange(S), U_t)))[::-1]
8     
9     # saturate constraints on the dimension of the largest signal value:
10    P[ordered_indices[0]] = min(1, P_hat[ordered_indices[0]] + beta*0.5)
11     
12     # progressively saturate constraints on other dimensions
13    for j in ordered_indices[::-1]:
14        P[j] = max(0, 1-sum(P)+P[j])
15     
16    return P
```

### B. Proof of Theorem 1

**Step 1: Low probability failure events.** We first define three types of failure events:

\[
\mathcal{E}_0 = 1 \left\{ \exists t \in [T], \exists a \in [K], \rho_t^{+}(a) < \rho_t(a) \right\}, \quad (5)
\]

\[
\mathcal{E}_1 = 1 \left\{ \exists t \in [T], \exists a \in [K], \|\hat{p}_t(a) - p_a\| \geq \sqrt{\frac{C_{W,T,\delta} N_t^W(a)}{N_t^P(a)}} \right\}, \quad (6)
\]

\[
\mathcal{E}_2 = 1 \left\{ \exists t \in [T], s \in [S], |\hat{\theta}(s) - \theta_s| > \sqrt{\frac{C_{T,\delta} N_t^P(s)}{N_t^P(s)}} \right\}
\]

In Appendix B.1 we prove that

\[1 P(\mathcal{E}_0 \cup \mathcal{E}_1 \cup \mathcal{E}_2) \leq 1 P(\mathcal{E}_1) + 1 P(\mathcal{E}_2) \leq 2\delta. \quad (7)\]

First it is shown that \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) together imply \( \mathcal{E}_0 \), then the probability of the former two events are bounded using standard techniques.

**Step 2: Regret decomposition.** Now we bound the regret under the assumption that none of the events \( \mathcal{E}_0, \mathcal{E}_1, \mathcal{E}_2 \) hold
Thus, by the Hoeffding-Azuma inequality (Azuma, 1967), with probability at least

$$
\Pr \left[ \sum_{t=1}^{T} \rho_{t}^{+} - \rho_{A_{t}, t} \leq \sum_{t=1}^{T} \rho_{t}^{+} (A_{t}) - \rho_{A_{t}, t} \right] = \sum_{t=1}^{T} \hat{p}_{t}(A_{t}) \theta U_{t} - p_{t}(A_{t})^{T} \theta
$$

It remains to bound each term individually. Since $E_1$ does not occur, we have

$$
A \leq \sum_{t=1}^{T} \left\| \hat{p}_{t}(A_{t}) - p_{t}(A_{t}) \right\|_{1} \left\| U_{t} \right\|_{\infty} \leq \sum_{t=1}^{T} 2 \sqrt{\frac{C_{W,T,\delta}}{N_{t}^{W}(A_{t})}}.
$$

To control the latter sum above, split the time horizon into intervals of length $W$; for any interval $I_{t} = [(l-1)W, lW - 1]$ and any $t \in I_{l}$, let $N_{t}^{W}(a)$ denote the number of times action $a$ was chosen in $[(l-1)W, t-1]$, and set it to 1 if it was not chosen. Then clearly $N_{t}^{W}(a) \geq N_{t}^{I}(a)$ for any $a$, and we have

$$
\sum_{t \in I_{t}} \frac{1}{N_{t}^{W}(A_{t})} \leq \sum_{t \in I_{t}} \frac{1}{N_{t}^{I}(A_{t})} \leq 2\sqrt{K(W+1)}.
$$

Here the second inequality holds because the sum is the largest when each action is chosen $W/K \leq W/K$ times in $I_{t}$ (up to rounding errors—note that since the first real count can be zero, the $1/\sqrt{a}$ terms are repeated twice for each action) and the inequality $\sum_{u=1}^{v} 1/\sqrt{u} \leq 2(\sqrt{v} + T - 1)$. Considering that the number of intervals is $T/W \leq T/W + 1$, we obtain the bound

$$
A \leq O \left( T \sqrt{\frac{K^{2}C_{W,T,\delta}}{W}} \right) = O \left( T \sqrt{\frac{SK \log (W/K)}{W}} \right).
$$

To bound term $B$, use that by the definition of $U_{t}$ and since $E_2$ does not occur, for any $s$ we have

$$
\left| U_{t,s} - \theta_{s} \right| \leq \sqrt{\frac{C_{T,\delta}}{N_{t}^{I}(s)}}.
$$

However, term $B$ features the entanglement of action and signal-related terms. For each signal $s$, the counts $N_{t}^{D}(s)$ are not directly increased by the actions of the agents but only randomly through the transition probabilities $p(A_{t}, s)$. Hence, we need to further decompose this sum. To this end, let $\mathcal{F}_{t}$ denote the $\sigma$-algebra generated by $A_{t}$ and all random variables available to the algorithm before round $t$, and let $e_{s}$ denote the $s$-th standard unit vector in $\mathbb{R}^{S}$. We can decompose the term $B$ as

$$
B = \sum_{t=1}^{T} e_{S_{t}}^{T} (U_{t} - \theta) + (p_{t}(A_{t}) - e_{S_{t}})^{T} (U_{t} - \theta).
$$

Then $e_{S_{t}}, A_{t}$ and $U_{t}$ are $\mathcal{F}_{t}$-measurable, $\mathbb{E}[e_{S_{t}} | \mathcal{F}_{t}] = p_{t}(A_{t})$, and $(e_{S_{t}} - p_{t}(A_{t}))^{T} (U_{t} - \theta)$ is a martingale-difference sequence with respect to $(\mathcal{F}_{t})$. Furthermore, for every $t \in [T]$ and $s \in [S]$, $\left| U_{t,s} - \theta_{s} \right| \leq \left| \theta_{s} - \theta_{s} \right| + \left| U_{t,s} - \theta_{s} \right| \leq 1 + \sqrt{C_{T,\delta}}$, and so

$$
\left| (e_{S_{t}} - p_{t}(A_{t}))^{T} (U_{t} - \theta) \right| \leq 2 + 2\sqrt{C_{T,\delta}}.
$$

Thus, by the Hoeffding-Azuma inequality (Azuma, 1967), with probability at least $1 - \delta$,

$$
\sum_{t=1}^{T} (p_{t}(A_{t}) - e_{S_{t}})^{T} (U_{t} - \theta) \leq (2 + 2\sqrt{C_{T,\delta}}) \sqrt{2T \log \left( \frac{1}{\delta} \right)},
$$
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and we only need to bound $\sum_{t=1}^{T} e_{S_t}^T(U_t - \theta)$. Looking at each coordinate separately, (9) implies that if $E_2$ does not occur, for each $s \in [S]$,

$$\sum_{t=1}^{T} \mathbb{1}\{S_t = s\}(U_t(s) - \theta_s) \leq \sum_{t=1}^{T} \mathbb{1}\{S_t = s\} \sqrt{\frac{C_{T,\delta}}{N_t^D(s)}}.$$  \hspace{1cm}\text{(12)}$$

Defining $N_t(s) := N_{t+1}^D(s) = \sum_{n=1}^{t} \mathbb{1}\{S_t = s\}$, we have

$$\sum_{t=1}^{T} \frac{\mathbb{1}\{S_t = s\}}{\sqrt{N_t(s)}} = \sum_{t=1}^{T} \frac{\mathbb{1}\{S_t = s\}}{\sqrt{N_t(s)}} + \sum_{t=1}^{T} \mathbb{1}\{S_t = s\} \left( \frac{1}{\sqrt{N_t^D(s)}} - \frac{1}{\sqrt{N_t(s)}} \right).$$  \hspace{1cm}\text{(13)}$$

Since $N_t(s)$ increases by 1 every time $\mathbb{1}\{S_t = s\}$, the first term on the right-hand side can be bounded as

$$\sum_{t=1}^{T} \frac{\mathbb{1}\{S_t = s\}}{\sqrt{N_t(s)}} \leq \sum_{n=1}^{N_T(s)} \frac{1}{\sqrt{n}} \leq 2\sqrt{N_T(s)}.$$  \hspace{1cm}\text{(14)}$$

To bound the second term, notice that $N_t^D(s) \geq N_t(s) - D - 1$, thus as long as the latter is positive,

$$\frac{1}{\sqrt{N_t^D(s)}} - \frac{1}{\sqrt{N_t(s)}} \leq \frac{1}{\sqrt{N_t(s) - D - 1}} - \frac{1}{\sqrt{N_t(s)}}$$

$$= \frac{D + 1}{\sqrt{N_t(s)(N_t(s) - D - 1)} \left( \sqrt{N_t(s)} + \sqrt{N_t(s) - D - 1} \right)}$$

$$\leq \frac{D + 1}{2(N_t(s) - D - 1)^{3/2}}$$

Therefore, since $N_t(s) \leq D + 1$ can only hold for $D + 1$ times when the indicator in the second term of (13) is non-zero (in which case we upper bound the summands by 1), the second term of (13) can be bounded by $5(D + 1)/2$, where we used the fact that $\sum_{t=1}^{T} t^{-3/2} \leq 3$.

Combining with (12)-(14) (and since we can bound by 1 the first $D + 1$ terms of (12) when the indicator is non-zero), we have

$$\sum_{t=1}^{T} e_{S_t}^T(U_t - \theta) \leq \sum_{s=1}^{S} \sum_{t=1}^{T} \mathbb{1}\{S_t = s\}(U_t(s) - \theta_s)$$

$$\leq 2\sqrt{C_{T,\delta}} \sum_{s=1}^{S} \sqrt{N_T(s)} + 5S(D + 1)/2$$

$$\leq 2\sqrt{STC_{T,\delta}} + 5S(D + 1)/2$$

where in the last inequality we used Jensen’s inequality and the fact that $\sum_{s=1}^{S} N_T(s) = T$. This, together with (11) implies that with probability at least $1 - 2\delta$ (i.e., under the events we assumed and the concentration inequality (11) which holds with probability at least $1 - \delta$)

$$B \leq O \left( \sqrt{S + 1} + \sqrt{\log(1/\delta)} \right) \left( T \log \left( \frac{TS}{\delta} \right) + S(D + 1) \right).$$  \hspace{1cm}\text{(15)}$$

\textbf{B.1. Bounding the probability of the failure event: proof of (7)}

We prove that

$$\mathbb{P}(E_0 \cup E_1 \cup E_2) \leq \mathbb{P}(E_1) + \mathbb{P}(E_2) \leq 2\delta.$$  \hspace{1cm}\text{(7)}$$

First note that if $E_1$ and $E_2$ are both false, then (i) $p_t(a)$ belongs to the set of distributions over which the maximum is computed in (4); and (ii) for any $q \in \Delta_S$, $q^T U_t \geq q^T \theta$ holds since $U_t(s) = \hat{\theta}_s + C_T \geq \theta_s$. Therefore, in this case,

$$\rho_t^+ = \hat{p}_t(a)^T U_t \geq p_t(a)^T U_t \geq p_t(a)^T \theta = \rho_t,$$
which means that \( \mathcal{E}_0 \) is also false. Therefore, \( \mathcal{E}_1 \cup \mathcal{E}_2 \) imply \( \mathcal{E}_0 \), proving the first inequality in (7) (together with the union bound).

As usual in UCB-type proofs (Auer et al., 2002a), \( \mathbb{P}(\mathcal{E}_1) \) is bounded by taking the union bound over the events that the \( L_1 \) error of \( \tilde{p}_t(a) \) in estimating \( p_t(a) \) from \( u \in [W] \) observations is larger than \( \sqrt{C_{W,T,\delta}/u} \). Defining \( \tilde{p}_{t,u}(a) \) as the empirical estimate of \( p_t(a) \) from taking the first \( u \) transitions corresponding to action \( a \) in the window \([t-W,t-1]\) (with imaginary samples added if needed; also note that \( \tilde{p}_t(a) = \tilde{p}_{t,N^n_t}(a) \)), and using the well-known concentration bound of (Weissman et al., 2003), given in Theorem 4 in Appendix B.2, we get

\[
\mathbb{P}(\mathcal{E}_1) \leq \sum_{t=1}^{T} \sum_{a=1}^{K} \sum_{u=1}^{W} \mathbb{P} \left( \|\tilde{p}_{t,u}(a) - p_t(a)\|_1 > \frac{\sqrt{C_{W,T,\delta}}}{u} \right) \leq \delta. \tag{16}
\]

The probability of \( \mathcal{E}_2 \) can be bounded similarly using the Hoeffding-Azuma inequality: defining \( \tilde{\theta}_u(s) \) as the averaging estimate based on the first \( u \) observations for rewards corresponding to signal \( s \) (again, \( \tilde{\theta}_t(s) = \tilde{\theta}_{N^n_t(s)} \)), the union bound implies

\[
\mathbb{P}(\mathcal{E}_2) \leq \sum_{u=1}^{T-D} \sum_{s=1}^{S} \mathbb{P} \left( |\tilde{\theta}_u(s) - \theta_u| > \frac{C_T}{u} \right) \leq \delta.
\]

Together with (16), this proves (7).

**B.2. Auxiliary technical results**

We recall the following inequality from (Weissman et al., 2003) which provides a tight control of the deviations of an empirical probability vector from its true value.

**Theorem 4.** Let \( Q \) be a probability distribution on the set \([S] = 1, \ldots, S \). Let \( X^n = X_1, X_2, \ldots, X_n \) be independent identically distributed random variables distributed according to \( Q \). The empirical estimate of \( Q \) is defined for each \( s \in [S] \) as

\[
\hat{Q}_t(n) = \frac{1}{n} \sum_{i=1}^{n} 1\{X_i = s\}.
\]

Then, for any \( \delta > 0 \),

\[
\mathbb{P} \left( \|\hat{Q}_t(n) - Q\|_1 \geq \sqrt{\frac{2S \log(2/\delta)}{n}} \right) \leq \delta.
\]

**C. Proof of Theorem 2**

There are \( \Gamma_T + 1 \) stationary phases and we denote \( 1 = \tau_0, \ldots, \tau_{\Gamma_T}, \tau_{\Gamma_T+1} = T \) the rounds when a new stationary phase starts. Let \( \mathcal{T}(W) = \{1 \leq t \leq T : \forall k \in [K], \forall t-W \leq s \leq t, p_s(k) = p_t(k)\} \) denote the round indices when all arms have stable transition probabilities for at least \( W \) rounds.

Redefining the error events \( \mathcal{E}_0 \) and \( \mathcal{E}_1 \) defined in (5) and (6) for \( t \in \mathcal{T}(W) \) only instead of \( t \in [T] \) (and denoting the resulting events by \( \mathcal{E}_0' \) and \( \mathcal{E}_1' \), resp.), we consider the failure event \( \mathcal{E}_0' \cup \mathcal{E}_1' \cup \mathcal{E}_2 \). The difference from the stationary problem is that estimation errors in the rounds where the changing transitions cannot be estimated reliably are not considered. Nonetheless, by the same argument as before, this event has a probability at most \( 2\delta \).

Assuming none of \( \mathcal{E}_0', \mathcal{E}_1' \) and \( \mathcal{E}_2 \) hold and applying the regret decomposition of Step 2 in the proof of Theorem 1, we obtain that with probability at least \( 1 - 2\delta \),

\[
R(T) \leq WT_T + \sum_{i=0}^{\Gamma_T} \sum_{t=\tau_i+W}^{\tau_{i+1}-1} \|\tilde{p}_t(a) - p_u\|_1 + \sum_{t=1}^{T} p_t(A_t)\top (U_t(s) - \theta_s).
\]

Each inner sum in the first term can be bounded as in the proof of Theorem 1:

\[
\sum_{t=\tau_i+W}^{\tau_{i+1}-1} \|\tilde{p}_t(a) - p_u\|_1 \leq O \left( \left( \tau_{i+1} - \tau_i \right) \sqrt{\frac{KS \log(KWT)}{W}} \right).
\]
Summing up for all $i$, and bounding the second term by $O((\sqrt{Q} + 1 + \sqrt{\log(1/\delta)})\sqrt{T\log(TS/\delta) + S(D + 1)}$) as in (15) proves the theorem.

**D. Proof of Theorem 3**

We use the notation from the proof of Theorem 2: Recall that $T = T(W)$ denotes the set of rounds from $[T]$ where $W$ rounds are excluded after every change point, and that $E_0, E_1, E_2$ are failure events for our estimates.

In the rest of the proof we assume that none of $E_0, E_1$ and $E_2$ hold, which happens with probability at least $1 - \delta$. Let $0 < \Delta < \varepsilon$, and for every round $t$ let $B_t^s$ denote the set of $s$-bad actions at time $t$. For every $s \in [S]$, define the set of rounds

$$T_s = \{ t \in [T] : A_t \in B_t^s, p_t(s)A_t > 0, |U_t(s) - \theta_s| > \Delta \}.$$

Furthermore, let

$$T_{\Delta} = \{ t \in [T] : A_t \in B_t^s, |U_t(s) - \theta_s| \leq \Delta \text{ for all } s \text{ such that } p_t(s)A_t > 0 \}.$$

Clearly, $\{ t \in [T] : A_t \in B_t^s \} \subset T_{\Delta} \cup \bigcup_s T_s$. Therefore, to bound the number of times an $\varepsilon$-bad action is selected, it is enough to bound from above the size of the sets $T_s$ and $T_{\Delta}$.

First note that since $A_t$ is selected in round $t$ and $|\theta_s| \leq U_t(s)$ under the complement of $E_2$,

$$p_t(a_t^*)\top \theta - p_t(a_t^*)\top U_t \leq \tilde{p}_t(a_t^*)\top U_t \leq \tilde{p}_t(A_t)\top U_t.$$

(17)

Furthermore, for any $t \in T_{\Delta}$,

$$\tilde{p}_t(A_t)\top U_t \leq \tilde{p}_t(A_t)\top \theta + \Delta \leq p_t(A_t)\top \theta + \Delta + (\tilde{p}_t(A_t) - p_t(A_t))\top \theta \leq p_t(A_t)\top \theta + \Delta + \sqrt{C_{W,T,\delta}/N_t^W(A_t)},$$

where in the last step we used that $\theta_s \in [0,1]$ and the definition of $\tilde{p}_t$. Combining the above with (17), we get

$$p_t(a_t^*)\top \theta - p_t(A_t)\top \theta - \Delta \leq \sqrt{C_{W,T,\delta}/N_t^W(A_t)}.$$

Since $A_t$ is an $\varepsilon$-bad action at time $t$ and $\Delta < \varepsilon$,

$$N_t^W(A_t) \leq \frac{C_{W,T,\delta}}{(\varepsilon - \Delta)^2}.$$

Covering $T$ with at most $[T/W]$ windows of size at most $W$ each, it follows that each of these windows can intersect $T_A = \{ t \in T_{\Delta} : A_t = a \}$ in at most $\frac{C_{W,T,\delta}}{(\varepsilon - \Delta)^2}$ points for each $a \in [K]$. Therefore,

$$|T_{\Delta}| \leq \left\lceil \frac{T}{W} \right\rceil KC_{W,T,\delta} \leq \frac{C_{W,T,\delta}}{(\varepsilon - \Delta)^2}$$

(18)

Next we bound the size of $T_s$ for every $s \in [S]$. Fix $s$. Since under our good events, $0 \leq U_t(s) - \theta_s \leq 2\sqrt{\frac{C_{t,\delta}}{N_t^D(s)}}$, $|U_t(s) - \theta_s| > \Delta$ implies

$$N_t^D(s) < 4C_{t,\delta}/\Delta^2.$$

(19)

Let $T_{s,D} = \{ t \in T_s : t \leq \max(T_s - D) \}$. Note that any action taken in $T_{s,D}$ receives a reward feedback by the end of $T_s$, and let $N_s$ denote the number of observations from $s$ received for rounds belonging to $T_{s,D}$.

Since in every round $t \in T_{s,D}$, with probability at least $\tilde{p}_{\min}^s(s)$ we get a sample from signal $s$, by the Chernoff bound (and the union bound over the size of $T_{s,D}$ and all $s \in [S]$) we get that if $|T_{s,D}| > \frac{8}{\tilde{p}_{\min}^s(s)} \log \frac{TS}{\delta \tilde{p}_{\min}^s(s)},$ then, with probability at least $1 - \delta$,

$$N_s > \tilde{p}_{\min}^s(s)|T_{s,D}|/2.$$

Thus, with high probability, (19) cannot hold for $t = \max(T_s)$ if

$$|T_{s,D}| > \max \left\{ \frac{8}{\tilde{p}_{\min}^s(s)} \log \left( \frac{TS}{\delta \tilde{p}_{\min}^s(s)} \right), \frac{8C_{t,\delta}}{\tilde{p}_{\min}^s(s)\Delta^2} \right\}.$$
Therefore,
\[
|T_s| \leq |T_{s, D}| + D \leq D + \frac{8}{p_{\min}(s)} \left( \log \left( \frac{TS}{\delta p_{\min}(s)} \right) + \frac{C_{t, p}}{\Delta^2} \right).
\]

Putting everything together, and letting \( \Delta = \varepsilon/2 \), we obtain that with probability at least \( 1 - 3\delta \), the number of times the algorithm chooses \( \varepsilon \)-bad arms in \( T \) is bounded by
\[
O \left( \frac{T SK \log(KWT/\delta)}{\varepsilon^2} + SD + \sum_{s \in [S]} \frac{1}{p_{\min}(s)} \log(TS/\delta)(1 - \log(p_{\min}(s))) \right).
\]

Using the standard peeling technique on \( \varepsilon \), we can get an \( O((T/W) \log(T)/\Delta_{\min}) \) regret bound. First, we can lower bound \( p_{\min}(s) \) by \( p_{\min} \), for simplicity. Second, assume that the number of \( \varepsilon \)-bad action choices is at most \( a/\varepsilon^2 + b \). Since actions with gap in \( \Delta_{\min}[2^k, 2^{k+1}) \) for \( k = 0, 1, \ldots, \lceil \log_2(1/\Delta_{\min}) \rceil - 1 \) suffer at most \( 2^{k+1}\Delta_{\min} \) per-round regret, the total regret is bounded by
\[
\sum_{k=0}^{\lceil \log_2(1/\Delta_{\min}) \rceil - 1} 2^{k+1}\Delta_{\min} \left( \frac{a}{\Delta_{\min}} + b \right) = \sum_{k=0}^{\lceil \log_2(1/\Delta_{\min}) \rceil - 1} \frac{2a}{\Delta_{\min} 2^k} + 2^{k+1}\Delta_{\min} b \leq \frac{4a}{\Delta_{\min}} + 4b.
\]

Applying this to our bound in (20) and taking into account that in the windows following the change points, an upper bound on the regret is \( W \), we obtain the desired regret bound.

### E. Additional Experimental Results

**Comparison to the benchmarks in linear scale.** Here we provide a version of Figure 3 with a linear scale on the y-axis. This representation helps in identifying that the regret UCB and SW-UCB grow linearly.
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Figure 7. Cumulative regret of all policies in linear. \( T_T = 3 \) and \( D \in \{100, 500, 1000\} \) from left to right. When a policy uses a window, \( W = 800 \). Oracles know the change points, non-delayed oracles (nd) receive rewards without delays.

**NSD bands with misspecified model.** To complement Figure 4, we provide in Figure 8 the comparison of NSD-UCRL2, SW-UCB and UCB in the favorable case where the best arm is preserved despite the mixing.
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Figure 8. Regret of NSD-UCRL2, SW-UCB and UCB in the same setting as Figure 3 when the model is misspecified. Delays are fixed to \( D = 500 \). From left to right, \( \alpha = (0.1, 0.3, 0.5) \) and \( \mu = (0.9, 0.1, 0.1, 0.1) \) is chosen so that the best arm changes in the mixed model. Despite the mixing, even for non-negligible mixing levels, NSD-UCRL2 learns decently fast.
F. A Bayesian Alternative: NSD-PSRL

Bayesian algorithms are popular alternatives to optimistic ones both in bandits (Chapelle and Li, 2011; Russo et al., 2018) and in reinforcement learning (Osband and Van Roy, 2017). We describe a heuristic variant of NSD-UCRL2 inspired by posterior sampling. This algorithm relies on the prior knowledge of the noise model. In particular, we assume here that the final, delayed rewards are Bernoulli distributed. A similar approach could be followed for Gaussian rewards and other distributions admitting a handy conjugate prior (Korda et al., 2013).

The standard approach consists in maintaining posteriors for all parameters of the problem. For each action $a \in [K]$, keep counts $N_t(a, s)$ of every transition to each of the signals $s$ and maintain a Dirichlet posterior $\pi^D_t(a)$ with parameters $(1 + N_t(a, s))_s$ for transition probabilities $p(\cdot|a)$. For each $s \in [S]$, maintain a Beta posterior $\pi^B_t(s) = \text{Beta}(1 + \sum_{u=1}^{t-1} R_u(s), 1 + N_t(s) - \sum_{u=1}^{t-1} R_t(u))$ for value parameter estimation. Then, at round $t > 0$, all the parameters are sampled from the current posteriors $\tilde{p}_t(a) \sim \pi^D_t(a)$ and $\tilde{\theta}_t(s) \sim \pi^B_t(s)$. The value of each action is then computed using directly these samples: $\tilde{\rho}_t(a) = \tilde{p}_t(\cdot|a)^\top \tilde{\theta}_t$, and the algorithm chooses $A_t \in \text{arg max}_{a \in [K]} \tilde{\rho}_t(a)$.

One way to properly extend Thompson sampling to our situation with non-stationary transitions and delayed rewards would be to introduce a prior over the switch distributions for the environment. Instead, in this paper we take the more heuristic approach and adapt the standard method with the sliding-window counts and delayed estimators already defined for NSD-UCRL2: the posterior for the transition probability of action $a$ is $\pi_t^{D,W}(a) = \text{Dirichlet}(1 + N_t^W(a, 1), \ldots, 1 + N_t^W(a, S))$ and the Beta posterior for $\theta_s$ is computed with the available rewards: $\pi_t^{B,D}(s) = \text{Beta}(1 + \sum_{u=1}^{t-D} R_u(s), 1 + N_t^D(s) - \sum_{u=1}^{t-D} R_u(s))$. NSD-PSRL then selects the best action in this sampled MDP.