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Abstract—Sixth-Generation (6G)-based Internet of Everything applications (e.g., autonomous driving cars) have witnessed a remarkable interest. Autonomous driving cars using federated learning (FL) has the ability to enable different smart services. Although FL implements distributed machine learning model training without the requirement to move the data of devices to a centralized server, it has its own implementation challenges such as robustness, centralized server security, communication resource constraints, and privacy leakage due to the capability of a malicious aggregation server to infer sensitive information of end-devices. To address the aforementioned limitations, a dispersed federated learning (DFL) framework for autonomous driving cars is proposed to offer robust, communication resource-efficient, and privacy-aware learning. A mixed-integer non-linear programming (MINLP) optimization problem is formulated to jointly minimize the loss in federated learning model accuracy due to packet errors and transmission latency. Due to the NP-hard and non-convex nature of the formulated MINLP problem, we propose the Block Successive Upper-bound Minimization (BSUM) based solution. Furthermore, the performance comparison of the proposed scheme with three baseline schemes has been carried out. Extensive numerical results are provided to show the validity of the proposed BSUM-based scheme.

Index Terms—Autonomous driving cars, federated learning, block successive upper-bound minimization.

I. INTRODUCTION

The ongoing trend towards the development of Sixth-Generation (6G) wireless system will enable various emerging Internet of Everything (IoE) applications [1]–[5]. These emerging IoE applications are brain-computer interaction, haptics, autonomous connected vehicles, among others [6]. Autonomous driving cars are expected to offer a wide variety of striking features in the foreseeable future because of the remarkable prevalence of emerging technologies. Autonomous driving cars can offer prominent smart safety features, e.g., traffic sign detection, lane departure warning, collision avoidance, and instant car accident reporting. Other than safe driving features, infotainment services using intelligent caching can be achieved within autonomous driving cars. Such features can be enabled via effective machine learning schemes [7]. Several studies used centralized machine learning for enabling different services in autonomous driving cars [8]. However, there is an inherent issue of privacy leakage in machine learning schemes based on centralized training. The reason for this is the transfer of devices data to the centralized server for training. Coping with the privacy leakage issue of centralized machine learning, federated learning (FL) was introduced that is based on the training of a global machine learning model without transferring data, but only sends learning parameters from devices to a centralized server [9]. Therefore, we can use FL in autonomous driving cars to offer various learning capabilities [10]–[12]. On the other hand, there are scenarios where continuous interaction with data-generating devices is necessary for training a machine learning model. Specifically, 4000 gigaoctet of data is generated by cars every day [13]. One time training of a centralized machine learning model might not produce good results. Additionally, autonomous cars generally have strict latency applications (e.g., autonomous cars accident reporting that require instant analytics at edge [14]). Therefore, edge intelligence (i.e., one of the key enabler of 6G [1]) and FL seems to be a promising solution for the training of a machine learning model for autonomous driving cars enabled by 6G.

Although FL offers various features, it has few serious concerns:

- **Privacy leakage:** A malicious end-device/aggregation server can infer sensitive information of devices using the learning model updates [15], [16]. Therefore, we must ensure complete privacy preservation in FL.
- **Robustness:** In a traditional FL, a global server aggregates the local learning models. FL process can be interrupted in case of a failure of the centralized aggregation server.
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Centralized server security: The traditional FL uses a frequent exchange of updates between the devices and an aggregation server. The centralized server can be attacked by a malicious entity that can alter the learning parameters, and disturbs the learning process.

Communication resources constraints: The frequent exchange of updates between an aggregation server and the devices will require a significant communication resources which will impose limitations on the constrained communication resources.

To enable robust FL for autonomous driving cars over a wireless network, we can use blockchain-based FL [17]. In a typical blockchain-based FL, a device transmits the local model updates towards the miners installed at base stations (BSs). After trustful sharing of local models among miners, the blockchain is used for storing model updates in a secure way. Finally, after completion of the blockchain consensus algorithm, every BS transmits devices local models to its associated devices for global aggregation. However, reaching a consensus among miners have a high latency issue that is not desirable for autonomous driving car scenarios. Therefore, we can use distributed nodes (e.g., BS) for autonomous driving cars that can directly share learning model updates with each other via fast back-haul links without using blockchain and thus, avoid high-latency due to consensus algorithm. On the other hand, resource optimization in the FL process can be enabled via hierarchical learning fashion [18]. However, the hierarchical federated learning has a robustness issue due to the use of centralized aggregation. Other than robustness and resource optimization, we must tackle the privacy leakage issue of FL. Differential privacy preservation scheme was proposed in [19] to offer enhanced privacy preservation in FL by adding noise to local updates prior to their transmission. Differential privacy-based FL might suffer from prolonging in convergence time. Therefore, we must propose new schemes that must not prolong the FL convergence time.

To cope with the aforementioned challenges, we propose a dispersed federated learning (DFL) framework for autonomous driving cars. The proposed framework offers enhanced robustness due to its decentralized aggregation nature. DFL is based on computing sub-global models within various groups (e.g., people within autonomous cars). The users of a group perform learning of their local models and send them to access points within cars for sub-global aggregations. All the end-devices downloads the sub-global models and update their local models. This iterative process is carried out for fixed sub-global iterations. The next step is share the sub-global models among various cars using roadside units (RSUs). Finally, global aggregation takes place at all RSUs which sends the model to the cars. Furthermore, our DFL offers us with the additional advantage of better privacy preservation compared to the traditional FL. One can easily infer sensitive information of end-devices from local models (i.e., at the sub-global servers). On the other hand, it is extremely difficult for a global server to infer devices information from sub-global model updates [20]. Other than privacy, the reuse of already occupied resource blocks by cellular users is more feasible with low transmit power due to close vicinity nature of the devices used for sub-global model computation. To the best of our knowledge, we are first to consider DFL in autonomous driving cars to offer robust, privacy-aware, and resource optimization.

Our contributions are summarized as follows:

- We present a novel DFL framework for autonomous driving cars that uses distributed learning fashion in the training of the FL model to offer robustness, efficient communication resources utilization, and enhanced privacy preservation.
- A mixed-integer non-linear (MINLP) problem is formulated to minimize the global learning cost for the proposed DFL scheme. The formulated cost considers latency and loss in global DFL model accuracy due to packet error rate (PER). Furthermore, flexibility of tuning between error rate and latency is provided by the cost function. Our formulated problem minimizes DFL cost by optimizing resource allocation, power allocation, and association of autonomous cars to RSUs. Our problem remains non-convex even after relaxing resource allocation and association variables from binary to continuous variables. Therefore, we cannot use traditional convex optimization schemes. We propose Block Successive Upper-bound Minimization (BSUM) based solution. BSUM is a power optimization tool for the non-convex, non-smooth problems.
- Finally, numerical results are presented to show the effectiveness of the proposal.

The rest of the paper is organized as follows. Section II discusses related works regarding resource optimization in FL, BSUM-based schemes for resource allocation, association, and power allocation. Section III presents the proposed dispersed federated learning framework. System model and problem formulation are given in Section IV. The proposed solution is given in Section V. Section VI presents numerical results. Finally, the paper is concluded in Section VII.

II. RELATED WORKS

In this paper, we focus on resource optimization in wireless FL. In [11], Khan et al. surveyed incentive mechanism and resource optimization in FL for edge networks. In another study [21], Tran et al. discussed the optimization model and analysis of wireless FL. The authors considered a problem to jointly minimize computing time and energy consumption for FL. Additionally, two trade-offs such as (a) energy consumption of device and FL model computation time, and (b) computation and latencies in communication as per the accuracy level of learning, were discussed. In [22], Chen et al. studied FL over wireless networks. Specifically, loss in global FL model accuracy due to channel uncertainties were studied. A problem was considered to optimize transmit power, user selection, and resource allocation for reducing the packet error error in wireless FL. The authors provided a detailed analysis of PER on the wireless FL accuracy and proved the closed-form expression of the expected FL convergence rate. Using
the derived closed-form expression, the optimization problem is simplified and is solved via the Hungarian algorithm. Furthermore, the authors discussed the implementation complexity of their proposed scheme. In another study [23], Wang et al. considered FL for edge networks. A control algorithm under resource budget constraints that offers a trade-off between global parameter aggregation and local update for minimizing the loss function, was proposed. Validation of their algorithm was carried out using a real dataset through simulation results and prototype implementation. Another work [24] considered wireless FL. The authors proposed a heuristic algorithm for performing resource optimization in wireless FL. However, the high complexity associated with heuristic algorithms is not desirable.

A hierarchical FL was proposed in [18]. Their system model was based on a single MBS and several SBS. Initially, the sub-global model is computed at every SBS, which is then sent to the MBS. To further enhance the communication efficiency, the authors considered gradient sparsification and periodic averaging in their proposed hierarchical FL model. The authors validated their model using CIFAR-10 dataset which showed a significant increase in communication efficiency with almost similar learning model accuracy as compared to traditional FL. On other hand, Wang et al. in [25] provided convergence analysis for the hierarchical FL. All the works considered in [18], [21]–[23], [25] is based on a single server for performing aggregation that might fails due to a security attack or physical damage. Additionally, they did not tackle the privacy leakage issue in FL. Overview of related works is given in Table I. In contrast to the work presented in [21]–[23], our proposed scheme offers robustness operation by truly adopting decentralization (will be explained in more detail in Section III). Furthermore, DFL reuses the resource blocks other users, and thus offers efficient resource management.

In [17], Kim et al. presented an idea of blockchain-based FL. First, local model computation takes place at a set of devices and sending to the miners. The job of the miners is to exchange local model updates in a secure way using blockchain and cross verification. Next, a block is generated having local model updates and send back to devices by the miners. Finally, a global update takes place on every device. The authors performed an end-to-end latency analysis and validated their proposal using numerical results. Although blockchain-based FL can offer trustful verification of wireless FL devices, the blockchain consensus algorithm has an inherent high latency.

Many works considered BSUM for various purposes in wireless networks [26]–[28]. In [28], BSUM was introduced that is based on a generalization of block coordinate descent (BCD). BSUM expands the application of BCD to a broader prospect. For BCD, it’s difficult to solve non-convex optimization problems. On the other hand, BSUM can be applied easily for non-convex problems. In [27], Tun et al. considered a joint content caching and resource allocation for virtualized wireless networks. They have formulated a problem to minimize the overall delay experienced by mobile virtual network

| Reference              | Wireless FL resource optimization | FL robustness | FL privacy awareness | Remark                                         |
|------------------------|-----------------------------------|---------------|----------------------|------------------------------------------------|
| Khan et al. [11]       | ✓                                 | ✗             | ✗                    | Discussed incentive mechanism and resource optimization for FL. |
| Dinh et al. [21]       | ✓                                 | ✗             | ✗                    | Modeled wireless FL and provided a solution.   |
| Chen et al. [22]       | ✓                                 | ✗             | ✗                    | A joint communication and learning framework is presented for wireless FL. |
| Abad et al. [18]       | ✗                                 | ✗             | ✗                    | Presented a hierarchical FL for heterogeneous cellular network. |
| Wang et al. [25]       | ✗                                 | ✗             | ✗                    | Presented hierarchical FL convergence analysis. |
| Wang et al. [23]       | ✗                                 | ✗             | ✗                    | For a certain number of global rounds, the local iterations are optimized. |
| Kim et al. [17]        | ✗                                 | ✓             | ✗                    | Presented a blockchain-based FL.               |
| Ndikumana et al. [26]  | ✗                                 | ✗             | ✗                    | Used BSUM for joint Computing, Caching, Communication, and Control for edge computing. |
| Tun et al. [27]        | ✗                                 | ✗             | ✗                    | Used BSUM for resource allocation and caching in heterogeneous networks. |
| Hong et al. [28]       | ✗                                 | ✗             | ✗                    | Presented use cases of BSUM for various scenarios in wireless networks. |
| Khan et al. [24]       | ✓                                 | ✗             | ✗                    | A heuristic algorithm was proposed for wireless FL resource allocation. |
| Our paper              | ✓                                 | ✓             | ✓                    | Our work proposes a new framework for autonomous driving cars. We formulate a joint association, resource, and power allocation optimization problem and propose a BSUM-based solution. |
operators end-users. They used BSUM for resource allocation, power control, and cache decision while minimizing the overall delay experienced by MVNO end-users. Another work [26] considered control, caching, computation, and communication in mobile edge computing. To jointly optimize network latency and bandwidth usage, the authors formulated an optimization problem. Due to the non-convex nature of the formulated problem, the authors proposed a BSUM-based solution was proposed to minimize the latency and bandwidth usage by optimizing computational offloading (i.e., from end-devices to edge server and between edge servers) and data caching. Their proposed BSUM-based schemes showed promising results. In this paper, we use a BSUM-based solution to solve our formulated optimization because of its effectiveness in solving complex optimization non-convex optimization problems [26]–[28].

III. DISPERSED FEDERATED LEARNING FOR AUTONOMOUS CARS

In this section, we present our DFL framework for vehicular networks. As mentioned earlier that autonomous cars generate a significant amount of data every day. Therefore, using centralized machine learning with one-time training might cause performance degradation. Additionally, sending an enormous amount of generated data will consume significant communication resource. Therefore, FL can be a promising candidate for autonomous driving cars. However, FL has its own challenges. These challenges are robustness, wireless security, high communication resource consumption for training. To enable FL with robustness, wireless security, and communication resource-efficient, we propose a DFL framework for autonomous driving cars. The proposed DFL (presented in Fig. 1(b)) has the following steps:

- **Step 1: Sub-global model computation:** First of all, every device located within autonomous driving cars computes its local model. Within autonomous car, the local models computed by devices are sent to their corresponding access points, where aggregation of the local model takes place for obtaining a sub-global model. The sub-global model is then sent back to the associated devices and thus, the sub-global model is updated in an iterative manner. In our paper, we assume a fixed iterations for computing a sub-global model for all autonomous driving cars. In the proposed DFL framework, we can have learning model weights deviation at the sub-global level and global level. These learning model weights deviation is strictly dependent on the data heterogeneity fashion [29]. To tackle this issue of weight deviations due to data heterogeneity, one must use an effective aggregation scheme.

- **Step 2: Autonomous driving cars and roadside units association:** The autonomous driving cars are associated with the RSUs based on some effective criteria (will be explained later in the paper). It must be noted here that we can easily reuse wireless channel resources occupied by cellular users for communication between autonomous cars and RSUs. Therefore, we can say that our proposed DFL will offer us with efficient reuse of wireless channel resources.

- **Step 3: Sub-global model updates transfer:** After the RSU receives the sub-global model updates from the autonomous driving cars, they transfer them to the other RSUs via a high-speed back-haul link. Here, we can notice that RSU cannot infer sensitive information of devices from sub-global updates. This is one of advantages of DFL over traditional FL.

Fig. 1. Dispersed federated learning enabled autonomous driving cars: (a) System overview, (b) Sequence diagram
Algorithm 1: Dispersed Federated Learning Algorithm.

1: Weights initialization $\omega_0$
2: for $i=1,2,...$, Global Rounds do
3:   **Step 1: Parallel run for all cars**
4:   for $k=1,2,...$, Sub-global iterations do
5:     for $i=1,2,...$, Local iterations do
6:       $\omega_i(i)\leftarrow \omega_i(i-1) - \eta \nabla F_i(\omega_i(i-1))$
7:     end for
8:   $\omega_s(k)\leftarrow$ Sub-global aggregation($\omega_s$)
9: end for
10: **Step 2: Global aggregation at RSUs**
11: $\omega_g\leftarrow$ global Aggregation($\omega_s$)
12: $\omega_i\leftarrow \omega_g$
13: end for

- **Step 4: Global FL model computation:** After the global model computation, every RSU performs global DFL model aggregation. The advantage of performing aggregation of sub-global models at different RSUs is robustness in contrast to traditional FL that is based on centralized aggregation.

- **Step 5: Dissemination of global model updates:** Finally, RSUs send the global models to cars, which disseminates them to their devices.

The summary of the proposed DFL algorithm for autonomous cars is given in Alg. 1. First of all, weights are initialized at access points of autonomous cars which share them with their associated devices (line-1). Next, all the cars compute their sub-global models in a parallel fashion (lines 2-10). Within every car, local learning models are computed and shared with access points to yield a sub-global model. This sharing of learning models between end-devices and access points is in an iterative manner (lines 4-7). The sub-global models are sent to the RSUs next to sub-global model computation. Finally, RSUs share learning model updates with each other and perform global model computation at every RSU (line-12). To show the validity of our DFL in terms of testing accuracy, we use the MNIST dataset for group-IID distribution of data. Group-IID assigns a single class of images to every device in a group of 10 devices that are used for sub-global model computation. We consider 5 autonomous cars, each with 10 devices, and $T$ as the product of local iterations and sub-global iterations. For FL, we consider 8 local iterations per communication round. The testing accuracy vs. communication rounds for DFL is illustrated in Fig. 2 which shows significant performance improvement in terms of testing accuracy over traditional FL. Furthermore, the convergence speed increases with a rise in sub-global iterations. Therefore, DFL seems satiable for adoption in various practical autonomous car scenarios to offer robust, privacy-aware, and higher accuracy than traditional FL. Next, we present the system model and formulate an optimization problem.

IV. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a network that consists of a set $M$ of $M$ edge computing server-based RSUs and a set $N$ of $N$ autonomous driving cars. Both autonomous driving cars and RSUs are located in an area covered by a base station (BS). The set of $Y$ cellular users served by BS is denoted by $\mathcal{Y}$. To offer effective frequency reuse-ability, the same set $\mathcal{R}$ of $R$ orthogonal resource blocks are used by both cellular users and autonomous driving cars for communication with the BS and RSUs, respectively. Within every autonomous driving car, a set $\mathcal{U}_n$ of users with local datasets want to train a global FL model. Next, we discuss FL over wireless networks (Sub-section IV-A), communication model (Sub-section IV-B), and problem formulation (Sub-section IV-C) in the following subsections, respectively.

A. Federated Learning Model

A typical FL process has a devices set that performs learning of their local models. These local models are transmitted to an aggregation server for global aggregation. Finally, the devices download the global model to update their local model. In our model, there are a number of autonomous driving cars which communicate with the RSUs for performing learning. Every device $u_n$ of autonomous car $n$ has a local dataset $\mathcal{D}_{u_n} = [d_{u_n}^1, d_{u_n}^2, ..., d_{u_n}^{k_n}]$, where $k_n$ represents the total number of data samples in the local dataset of device $u_n$ of car $n$. The type of the FL task determines the size of input sample $d_{u_n}^i$ and its output $\Theta_{u_n}^i$. The output $\Theta_{u_n}^i$ is determined by weights $w_{u_n}^i$ for a given input $d_{u_n}^i$. In our model, we assumed a single output for a particular input sample. All the users are assumed to have different dataset sizes and distribution to reflect practical scenarios [11]. For instance, for a linear regression the output is given by $\Theta_{u_n}^i = w_{u_n}^i d_{u_n}^i$. FL is aimed to minimize global loss function $f$, i.e.,

$$
\min_{w_1, w_2, ..., w_N} \frac{1}{K} \sum_{n=1}^{N} \sum_{i=1}^{k_n} f(w_{u_n}^i d_{u_n}^i, \Theta_{u_n}^i),
$$

(1a)

s.t. $w_1^1 = w_2^2 = \ldots = w_N^N = z, \forall u \in \mathcal{U}_n, \forall n \in \mathcal{N}$,

(1b)

where $z$ and $K$ are the global model and size of training data for all devices of all autonomous driving cars, respectively.
The loss function \( f \) depends on the application nature. For instance, for prediction it counts for prediction error. For linear regression problem, the loss function is given by

\[
f(w_n^0, d_{u_n}^0, \Theta_{u_n}^0) = \frac{1}{2}(d_{u_n}^0 w_n^0 - \Theta_{u_n}^0)^2, \quad \forall n \in N.
\]

The constraint (1b) restricts that all the devices must have the same FL model. On the other hand, the global model is given by:

\[
z = \frac{\sum_{n=1}^{N} \sum_{m=1}^{U_n} k_n^m w_n^m}{K}.
\]  

(2)

Mainly, there are two kinds of resources, i.e., computational and communication resources, required for training of the global FL. It is necessary to optimally use these resources for training. Furthermore, wireless FL has a performance degradation due to uncertainties in the wireless channel [22]. The PER for device \( u_n \) of autonomous car \( n \) over resource block \( x_{n,r} \) and water threshold function \( \vartheta \) is given by [30]:

\[
q_{u,n}(A, X, P) = a_{n,m} x_{n,r} \left( 1 - \exp\left( -\vartheta \left( \sum_{m=1}^{U_n} h_{n,m}^0 P_r^r + \sigma^2 \right) \right) \right),
\]

(3)

where \( x_{n,r} \) and \( a_{n,m} \) denote the resource block allocation and autonomous car-RSU association variables, respectively. \( p_n \) denotes the transmit power of car \( n \). The transmission power of the autonomous cars should be selected within the limit.

\[
0 \leq p_n \leq P_m, \quad \forall n \in N
\]

(4)

On the other hand, the total transmission power of all autonomous driving cars must be less than or equal to the maximum allowed transmission power threshold.

\[
\sum_{n=1}^{N} p_n \leq P_{\text{max}}
\]

(5)

To assign resource blocks to autonomous driving cars, we use binary variable \( x_{n,r} \):

\[
x_{n,r} = \begin{cases} 
1, & \text{if car } n \text{ is assigned resource block } r, \\
0, & \text{otherwise.}
\end{cases}
\]

(6)

The association of autonomous car \( n \) with RSU \( m \) is given by the binary variable \( a_{n,m} \):

\[
a_{n,m} = \begin{cases} 
1, & \text{if car } n \text{ is associated with RSU } m, \\
0, & \text{otherwise.}
\end{cases}
\]

(7)

The number of autonomous driving cars associated with a RSU \( m \) is restricted by a maximum number \( \Delta_m \), i.e.,

\[
\sum_{n=1}^{N} a_{n,m} \leq \Delta_m, \quad \forall m \in \mathcal{M},
\]

(8)

where \( \Delta_m \) denotes the maximum autonomous driving cars that can be served by RSU \( m \) simultaneously. To study the effect of PER on FL, we first consider the case of traditional FL. We use the binary variable \( \Pi_n^0 \) to indicate whether the received local model from device \( u_n \) of the autonomous car \( n \) contains errors or not (\( \Pi_n^0 = 1 \) if it does not contain errors and 0 otherwise). To capture the effect of PER on traditional FL model, (2) can be re-written as:

\[
z = \frac{\sum_{n=1}^{N} \sum_{m=1}^{U_n} k_n^m w_n^m \Pi_n^0}{\sum_{m=1}^{U_n} \sum_{u=1}^{U_n} k_n^u w_n^u}.
\]

(9)

Let \( F(z) = \frac{1}{K} \sum_{n=1}^{N} \sum_{m=1}^{U_n} \sum_{u=1}^{U_n} f(z, d_{uK}^0, \Theta_{uK}^0) \). Mainly, PER degrades the wireless FL performance. Therefore, to compute expression for the cost function that counts for the effect of PER on FL, we made several assumptions [21], [22]:

- It is assumed that the gradient \( \nabla(F(z)) \) with respect to \( z \) is uniform Lipschitz continuous [31].

\[
\| \nabla(F(z_t+1)) - \nabla(F(z_t)) \| \leq L \| z_{t+1} - z_t \|
\]

(10)

where \( L \) is positive constant, whereas \( \| \cdot \| \) represent norm of \( * \).

- For \( \mu > 0 \), \( F(z) \) is strongly convex:

\[
F(z_{t+1}) \geq F(z_t) + (z_{t+1} - z_t)^T \nabla F(z_t) + \frac{\mu}{2} \| z_{t+1} - z_t \|^2
\]

(11)

- \( F(z) \) is twice-continuously differentiable function. Using (10) and (11) we can write:

\[
\mu I \leq \nabla^2 F(z) \leq LI
\]

(12)

For FL loss functions (i.e., logistic or linear loss functions) fulfilling the above assumptions and exactly one resource block per autonomous car, then the effect of PER on FL model is given by (3). Therefore, we consider the impact of PER on global model computation for DFL using the cost function \( C_p \) as [22].

\[
C_p(A, X, P) = \sum_{n=1}^{N} q_{n}(A, X, P),
\]

(13)

where \( q_n = a_{n,m} x_{n,r} \left( 1 - \exp\left( -\vartheta \left( \sum_{m=1}^{U_n} h_{n,m}^0 P_r^r + \sigma^2 \right) \right) \right) \). Next, we discuss the channel model.

B. Communication Model

In our system model, orthogonal frequency division multiple access (OFDMA) is considered. Different resource blocks are associated with different autonomous driving cars, and thus there will be no interference between autonomous driving cars. However, we assume that the set orthogonal resource blocks \( \mathcal{R} \) are reused, and thus there will be interference between devices and cellular users. In our work, one resource block can be allocated to a single car:

\[
\sum_{n=1}^{N} x_{n,r} \leq 1, \quad \forall r \in \mathcal{R}.
\]

(14)

Every autonomous car must not get more than one resource block.
\[
\sum_{r=1}^{R} x_{n,r} \leq 1, \forall n \in \mathcal{N}.
\] (15)

The upper limit on resource blocks assigned to the autonomous driving cars can be given by:
\[
\sum_{n=1}^{N} \sum_{r=1}^{R} x_{n,r} \leq R.
\] (16)

Let the up-link channel gain between the autonomous driving cars \( n \in \mathcal{N} \) and RSU \( m \) for \( r \) can be given by \( h_{r,n}^\ast \), and assumed constant during the transmission of learning parameters. The signal-to-interference-plus-noise ratio (SINR) of autonomous car \( n \) is given by:
\[
\Gamma_n = \frac{p_n h_{r,n}^\ast}{\sum_{y \in \mathcal{Y}, y \neq n} h_{y,n}^\ast P_y^\ast + \sigma^2},
\] (17)

where \( p_n \) and \( \sigma^2 \) denote the power transmitted by autonomous car \( n \) associated with RSU \( m \) and noise, respectively. The term \( \sum_{y \in \mathcal{Y}, y \neq n} h_{y,n}^\ast P_y^\ast \) denote the interference for resource block \( r \) on autonomous car because of cellular users. Note that all autonomous cars use different resource blocks, therefore, there will be no interference between the autonomous cars. However, there will be interference between the cellular users and autonomous cars, because autonomous cars resource cellular users resource blocks. The variables \( h_{y,n}^\ast \) and \( P_y^\ast \) denote the transmitted power of the \( y \) cellular user and channel gain between the BS and \( y \) cellular user for a resource block \( r \), respectively. The up-link achievable data rate for the autonomous car \( n \) is given by:
\[
\eta_n = \Omega_{n,m}^r \log_2(1 + \Gamma_n),
\] (18)

where \( \Omega_{n,m}^r \) is the allocated bandwidth to the autonomous car \( n \) associated with RSU \( m \) for a resource block \( r \). We assume that all the resource blocks have equal bandwidth. The bandwidth of the resource block has a proportional effect on the transmission delay while sending the sub-global models from cars to RSUs. Additionally, the cars with better SINR conditions will have good throughput, and thus low latency communication with the RSUs. The transmission delay occurred in sending the sub-global model updates of the autonomous car \( n \) to RSU \( m \) is given by:
\[
T_{n,m}(A, X, P) = \frac{Q_n x_{n,r} a_{n,m}}{\eta_n},
\] (19)

where \( Q_n \) denote the size of sub-global model updates of the autonomous car \( n \).

### C. Problem Formulation

Our problem formulation is to jointly minimize computation time and PER. From (13), it is clear that the PER has a proportional effect on DFL model error. Therefore, we get the intuition of \( C_p \) to reflect PER on a global DFL model in our system model. The total cost for DFL is given by:
\[
C_{\text{Global}}(A, X, P) = \alpha \left( \sum_{n=1}^{N} q_n(A, X, P) \right) + \beta \left( \sum_{n=1}^{N} T_{n,m}(A, X, P) \right),
\] (20)

where \( \alpha \) and \( \beta \) are the constants and their sum is \( \alpha + \beta = 1 \). Note that (20) adds two terms that are different, such as packet error rate and transmission latency. Therefore, we perform min-max normalization for transforming both terms to the range \((0,1)\) prior to adding these terms while performing optimization to capture same effect from both terms. We formulate our problem joint resource allocation, transmission power allocation, and autonomous driving cars association problem \((\text{P1})\) to minimize the cost associated with DFL as follows:

\[\text{P1} : \min_{A, X, P} \quad C_{\text{Global}}(A, X, P) \] (21)

subject to:
\[
0 \leq p_n \leq P_m, \forall n \in \mathcal{N},
\] (21a)
\[
\sum_{n=1}^{N} p_n \leq P_m^\text{max},
\] (21b)
\[
\sum_{n=1}^{N} x_{n,r} \leq 1, \forall r \in \mathcal{R},
\] (21c)
\[
\sum_{m=1}^{M} a_{n,m} \leq 1, \forall n \in \mathcal{N},
\] (21d)
\[
\sum_{r=1}^{R} x_{n,r} \leq 1, \forall n \in \mathcal{N},
\] (21e)
\[
\sum_{n=1}^{N} \sum_{r=1}^{R} x_{n,r} \leq R,
\] (21f)
\[
\sum_{n=1}^{N} a_{n,m} \leq \Delta_m, \forall m \in \mathcal{M},
\] (21g)
\[
a_{n,m} \in \{0, 1\} \quad \forall n \in \mathcal{N}, m \in \mathcal{M},
\] (21h)
\[
x_{n,r} \in \{0, 1\} \quad \forall n \in \mathcal{N}, m \in \mathcal{M}.
\] (21i)

Problem \((\text{P1})\) is to minimize the total cost of one global DFL model computation. Constraint (21a) restricts the transmission power assignment. The total transmission power for all devices should not exceed the upper limit (21b). Constraint (21c) restricts resource blocks allocation. Constraint (21d) shows that the association of an autonomous car can be made to a maximum of one RSU. Every autonomous driving car must be not getting more than one resource block according to the constraint (21e). Constraint (21f) shows that the assigned resource blocks to cars must fulfill the upper limit. The maximum number of autonomous driving cars that can be associated to a particular RSU is restricted by the constraint (21g). Constraints (21h) and (21i) restricts that association variable \( a_{n,m} \) and resource block assignment variable \( x_{n,r} \) to binary values. Problem \((\text{P1})\) has combinatorial nature and it becomes NP-hard for large devices and resource blocks. Problem \((\text{P1})\) remains non-convex even if we transform the binary variables \( A \) and \( X \) into continuous variables, therefore, we cannot use BCD algorithm.
To cope with the aforementioned challenges associated with problem P1, we use the BSUM-based method.

V. BSUM-BASED DFL COST MINIMIZATION

Solving Problem P1 using convex optimization schemes is very difficult due to its combinatorial nature. Therefore, we use BSUM to solve Problem P1 [32]. Next, we present an overview of BSUM (Sub-section V-A) and BSUM-based algorithm (Sub-section V-B) to solve Problem P1.

A. BSUM Overview

BSUM is based on parallel computing in a distributed manner. In contrast to centralized schemes, BSUM offers efficient problem decomposability and faster convergence [33]. The standard form of BSUM can be given by.

\[
\min_{\theta} \ g(v_1, v_2, \ldots, v_J), \ s.t. \ v_j \in Z_j, \forall j \in J, \ j = 1, 2, \ldots, J,
\]

where \( Z := Z_1 \times Z_2 \times \ldots, Z_J \) and \( g(.) \) is a continuous function. \( v_j \) and \( Z_j \) are a block of variables and closed convex set, respectively. A single block of variables can be solved using the BCD algorithm by optimizing the following problem.

\[
v_j^* = \arg\min_{v_j \in Z_j} \ g(v_j, v_j^{-1}),
\]

where \( v_j^{-1} := (v_1^{-1}, \ldots, v_{j-1}^{-1}, v_{j+1}^{-1}, \ldots, v_J^{-1}) \). \( v_j^* = v_j^{-1} \) for \( j \neq k \). It is difficult to solve both (22) and (23). If (22) has non-convex nature then BCD might not always converge. To overcome this issue, one can use BSUM that is based on using upper-bound function \( h(v_j, y) \) of \( g(v_j, y_j) \). Jensen’s upper-bound, linear upper-bound, and quadratic upper-bound are various upper-bound that can be used in BSUM [33]. Upper-bound function must satisfy the following assumptions.

**Assumptions:**

1. \( h(v_j, y) = g(y) \)
2. \( h(v_j, y) > g(v_j, y_j) \),
3. \( h'(v_j, y; q_j) |_{y_j=y_j} = g'(y; q), y_j + q_j \in Z_j \),

where \( h \) denotes the proximal upper-bound function. The global upper-bound nature of \( h \) is guaranteed by assumptions (1) and (2). Additionally, the steps of the upper-bound function \( h(v_j, y) \) are negative of objective function gradient in the direction of \( q \). In this paper, we use an upper-bound that is applied to the objective function via quadratic penalization.

\[
h(v_j, y) = g(v_j, y_j) + \frac{\mu}{2} \ |v_j - y_j|^2,
\]

where \( \mu \) is positive penalty constant. The proximal upper-bound is solved using the following update rule.

\[
\begin{cases}
\quad v_j^* \in \arg\min_{v_j \in Z_j} \ h(v_j, v_j^{-1}), \forall j \in J, \\
\quad v_k^* = v_k^{-1}, \forall k \notin J.
\end{cases}
\]

**Algorithm 2: BSUM Algorithm.**

1. **Initialization:** Set \( k = 0, \epsilon_1 > 0 \), and find initial feasible solutions \( (A^{(0)}, X^{(0)}, P^{(0)}) \);
2. **repeat**
3. Choose index set \( I^k \);
4. Let \( A_i^{(k+1)} \in \min_{A_i \in A_i^c} (A_i; A^{(k)}, X^{(k)}, P^{(k)}) \);
5. Set \( A_k^{(k+1)} = A_i \), \( \forall j \notin I^k \);
6. Find \( X_i^{(k+1)} \) and \( P_i^{(k+1)} \), by solving (29), and (30);
7. \( k = k + 1 \);
8. **until** \( \| \frac{c_i^{(k)} - c_i^{(k+1)}}{c_i^{(k)}} \| \leq \epsilon_1 \);
9. Then, set \( (A^{(k+1)}, X^{(k+1)}, P^{(k+1)}) \) as the desired solution.

BCD algorithm can be considered as a special case of the BSUM algorithm. BSUM operation is based on successive updating blocks of primary variables with the aim of minimizing the upper-bound function of the original objective function. We can use BSUM for solving linear/ non-linear coupling constraints based on convex optimization problems that are separable. In detail, an iterative update of every variables block is performed for minimizing the upper-bound proximal function prior to converging for a joint stationary solution and piece-wise minimum. For a stationary solution to be coordinate-wise minimum, the block of variables should reach a minimum point \( v^* = v_j^{-1} \) [27].

**Remark 1 (Convergence of BSUM Algorithm):** The BSUM algorithm takes a maximum of \( O(\log(1/\epsilon)) \) for converging to \( \epsilon \)-optimal solution in a sub-linear fashion.

B. Distributed Optimization Scheme for DFL Cost Minimization

To employ BSUM for cost minimization of DFL, we rewrite the optimization problem P1 as follows.

\[
\min_{A \subseteq A, X \subseteq X, P \subseteq P} \ C(A, X, P)
\]

where \( C(A, X, P) = C_{\text{Global}}(A, X, P) \). Furthermore, the feasible sets of \( A, X, \) and \( P \) are:

\[
A = \{ A : \sum_{n \in M} a_{n,m} \leq 1, \forall n \in N, \sum_{n \in N} a_{n,m} \leq \Delta_m, \forall m \in M, \}
\]

\[
a_{n,m} \in \{0,1\}, \forall n \in N, m \in M, \}
\]

\[
X = \{ X : \sum_{n=1}^N x_{n,r} \leq 1, \forall r \in R, \sum_{r=1}^R x_{n,r} \leq 1, \forall n \in N, \}
\]

\[
m \in M, \sum_{n=1}^N x_{n,r} \leq R, x_{n,r} \in \{0,1\}, \forall n \in N, m \in M, \}
\]

\[
P = \{ P : 0 \leq p_n \leq P_m, \forall n \in N, \sum_{n=1}^N p_n \leq P_{\text{max}} \}.
\]

For the indices set \( I, k, \forall i \in I^k \) for every iteration. The problem in (26) is still non-convex even after transforming the
binary resource allocation and association variables into continuous variables. Therefore, we cannot apply a BCD-based scheme to solve it. To tackle this issue, a proximal upper-bound function $C_i$ of the objective function in (26) is introduced. Specifically, we add a quadratic penalty term for penalty parameter $\mu > 0$, whose basic purpose is to maintain $h$ convex.

$$C_i(A_i; A, X, P) = C(A_i; \hat{A}, \hat{X}, \hat{P}) + \frac{\mu}{2} \| A_i - \hat{A} \|^2. \quad (27)$$

Similarly, the quadratic penalty can be employed for $X_i$, and $P_i$. Additionally, at every iteration $h$ with respect to $A_i$, $X_i$, and $P_i$ in (27) yields unique $A_i$, $X_i$, and $P_i$ that can be taken as solution of $(k - 1)$ iteration. For $(k + 1)$ iteration, the solution can be given by:

$$A_i^{(k+1)} \in \min_{A_i \in A} C_i \left( A_i; A^{(k)}, X^{(k)}, P^{(k)} \right), \quad (28)$$

$$X_i^{(k+1)} \in \min_{X_i \in A} C_i \left( X_i; X^{(k)}, A^{(k+1)}, P^{(k)} \right), \quad (29)$$

$$P_i^{(k+1)} \in \min_{P_i \in P} C_i \left( P_i; P^{(k)}, A^{(k+1)}, X^{(k+1)} \right). \quad (30)$$

To solve sub-problems in (28)-(30), we use Alg. 2. Furthermore, the complexity of the BSUM algorithm is given below.

**Remark 2 (Complexity of BSUM Algorithm):** The standard BSUM algorithm 2 utilizes the proximal upper bound minimization technique. In proximal upper bound minimization, every block of variables is updated for minimizing upper bound function in an iterative manner. This iterative process is continued until the upper-bound function converges to a coordinate-wise minimum stationary point. From Remark 1 and Assumptions, one can say that the BSUM algorithm 1 achieves a sub-linear convergence rate using flexible update rules. Therefore, we can say that Algorithm 2 has sub-linear iteration complexity $O(1/i)$, where $i$ denotes the iteration.

**VI. NUMERICAL RESULTS**

In this section, we present numerical results to evaluate the performance of our proposed DFL cost minimization scheme based on BSUM. We consider an area $1000 \times 1000$ $m^2$ whose layout is given in Fig. 3. Other simulation parameters are given in Table II. For performance comparison, we consider three baselines, such as baseline-A, baseline-P, and baseline-R. Baseline-A considers proposed BSUM-based association with random resource allocation and random power allocation, whereas baseline-P considers proposed BSUM-based power allocation with random resource allocation and random association. However, baseline-R considers proposed BSUM-based resource allocation with random power allocation and random association. In all results, we used an average of 30 different runs. A sample simulation scenario consisting of cars, cellular users, and RSUs. The cellular users communicate with the central base station and we consider equal power for all cellular users. $C_{\text{Global}}$ denotes average DFL cost for all scenarios. All the cellular will occupy a single resource block. The autonomous driving cars will reuse the resource blocks by cellular users.

Fig. 4(a) represents $C_{\text{Global}}$ vs. iterations for various schemes, such as proposed, baseline-A, baseline-P, and baseline-R. The proposed scheme outperforms all other baseline schemes. Additionally, baseline-A has better performance than the baseline-P and baseline-R. This shows the higher impact of the association on $C_{\text{Global}}$ than power allocation and resource allocation. Baseline-R has the highest cost $C_{\text{Global}}$ which shows that resource allocation in our scenario has the lowest impact on the $C_{\text{Global}}$. For random power allocation in various scenarios (i.e., baseline-A and baseline-R), the randomly allocated power to device might be less than the case of equal or proposed scheme that will cause more performance degradation. On the other hand, it is clear from Fig. 4(a) that all schemes converge fast (i.e., around 5 iterations). Next, we analyze the performance of $C_{\text{Global}}$ vs. iterations for different values of the constant $\mu$ in Fig. 4(b). For $\mu = 0.0001$, $C_{\text{Global}}$ has the lowest values which shows its preferable for use compared to other higher values of $\mu$. Fig. 4(c) shows the performance of various schemes for different values of scaling constants such as $\alpha$ and $\beta$ for 24 autonomous cars and 6 RSUs. For $\alpha = 0$ and $\beta = 1$, $C_{\text{Global}}$ reflects the impact of transmission latency only, whereas for $\alpha = 1$ and $\beta = 0$, $C_{\text{Global}}$ only shows the effect of PER on the FL learning model performance. For all values of $\alpha$ and $\beta$, it is clear from Fig. 4(c) that the proposed scheme outperformed all other baselines.

Fig. 5(a) represents $C_{\text{Global}}$ vs. iterations for different number of cars. Generally increasing the number of cars results in slightly minimizing the cost. The reason for this is due to increasing the number of cars for a fixed number of RSUs.
might cause the cars to connect to nearby RSUs. Connecting to nearby RSU will result in an increasing overall throughput, and thus lowering the value of $C_{\text{Global}}$. Fig. 5(b) shows $C_{\text{Global}}$ vs. iterations for different values of constants $\mu$. (c) $C_{\text{Global}}$ for different values of $\alpha$ and $\beta$.

Fig. 5. (a) $C_{\text{Global}}$ vs. iterations for different cars and 6 RSUs, (b) $C_{\text{Global}}$ vs. iterations for different RSUs and 36 cars, (c) $C_{\text{Global}}$ vs. iterations for proposed scheme and proposed scheme with equal power.

Fig. 6. Comparison of proposed scheme with heuristic scheme of [24] using equal transmit power.

VII. CONCLUSION

In this paper, we have proposed a novel DFL framework for 6G-enabled autonomous driving cars. We have formulated a cost function that takes into accounts for transmission latency and effect of PER on FL performance. Additionally, we have formulated a MINLP optimization problem to minimize DFL cost via joint resource allocation, association, and power allocation. Finally, we compare the performance of the proposed scheme with the heuristic algorithm of [24] as shown in Fig. 6. [24] used a computationally expensive exhaustive search algorithm for association and resource allocation with constant transmit power. Note that exhaustive search algorithm checks all possibilities and selects the best among all available options. It outperforms various algorithms (e.g., decomposition-relaxation-based schemes, one-sided matching game-based schemes) [36], [37]. However, the performance improvement is at the cost of high computing cost. Therefore, we use a heuristic scheme for comparison with our proposed scheme compared to other algorithms. It is clear from Fig. 6 that the proposed scheme outperforms the exhaustive search algorithm of [24].
allocation. Due to NP-hard and non-convex nature of the formulated problem, we have proposed BSUM-based solution because of its powerful nature in solving non-convex, complex problems. In addition, we have provided extensive numerical results to validate our proposal. We concluded that DFL can be employed for various intelligent transportation applications by providing FL in a robust, resource efficient, and privacy-aware manner. Furthermore, we concluded that DFL can serve as a practical application of FL for other 6 G applications.
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