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Abstract

The multicarrier code division multiple access (MC-CDMA) technique has received considerable interest for its potential application to future wireless communication systems due to its high data rate. A common problem regarding the blind multiuser detectors used in MC-CDMA systems is that they are extremely sensitive to the complex channel environment. Besides, the perturbation of colored noise may negatively affect the performance of the system. In this paper, a new coherent detection method will be proposed, which utilizes the modified fast independent component analysis (FastICA) algorithm, based on approximate negentropy maximization that is subject to the second-order cone programming (SOCP) constraint. The aim of the proposed coherent detection is to provide robustness against small-to-medium channel estimation mismatch (CEM) that may arise from channel frequency response estimation error in the MC-CDMA system, which is modulated by downlink binary phase-shift keying (BPSK) under colored noise. Noncoherent demodulation schemes are preferable to coherent demodulation schemes, as the latter are difficult to implement over time-varying fading channels. Differential phase-shift keying (DPSK) is therefore the natural choice for an alternative modulation scheme. Furthermore, the new blind differential SOCP-based ICA (SOCP-ICA) detection without channel estimation and compensation will be proposed to combat Doppler spread caused by time-varying fading channels in the DPSK-modulated MC-CDMA system under colored noise. In this paper, numerical simulations are used to illustrate the robustness of the proposed blind coherent SOCP-ICA detector against small-to-medium CEM and to emphasize the advantage of the blind differential SOCP-ICA detector in overcoming Doppler spread.
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1 Introduction

The use of multicarrier code division multiple access (MC-CDMA) has recently been proposed for future wireless communication systems, and cellular networks in particular [1], due to its high data rate or spectrum efficiency over frequency-selective fading channels [2,3]. MC-CDMA combines orthogonal frequency-division multiplexing (OFDM) with CDMA to spread the data symbol in the frequency domain. The main advantage of OFDM is that the narrowband of the subcarriers may be significantly increased in order to combat frequency-selective fading. As opposed to the spreading of data in the time domain, as in the direct sequence CDMA technique, the spreading of data associated with the subcarriers in MC-CDMA is carried out in the frequency domain. In order to ensure orthogonality among users in the frequency domain, Walsh-Hadamard sequences are often implemented to achieve the spreading [4]. However, a disadvantage of the MC-CDMA system is that it is easily affected by imperfect channel frequency response estimation mismatch [5]. Besides, the system performance may suffer from Doppler spread, which is induced by time-varying fading channels [6].

In general, coherent receivers that utilize channel estimation and compensation achieve a gain of approximately 3 to 4 dB in signal-to-noise ratio (SNR) compared to noncoherent receivers [7] under additive white Gaussian noise (AWGN). Therefore, the design of coherent receivers is based on the assumption that the channel estimate is error-free. However, coherent demodulation is difficult to achieve over time-varying fading channels, as this requires...
frequency and phase synchronization of all carriers, and therefore, it is logical to consider differential phase-shift keying (DPSK) as an alternative modulation scheme [8]. It should also be mentioned that the performance of the system at the receiver end will be degraded by the perturbation of colored noise, which can be defined as the variation in power spectral density in the frequency domain, and may be induced by narrowband interference (NBI) [9,10], intercarrier interference (ICI) in wideband channels [10,11], oversampling [12], channel shortening [13], analog bandpass filter [14], etc. in multichannel systems. In most practical circumstances, white noise is simply a particular instance of colored noise. The assumption of the presence of colored noise is therefore often much more realistic than assuming white noise, which may render difficulties in implementation.

A large number of blind multiuser detection methods, making use of only the spreading sequence and timing of the desired user, have been proposed. The main reasoning behind employing a blind detector is to avoid the requirements of a training sequence and the reduced loss of channel throughput. Suboptimal approaches to the use of blind multiuser detectors, such as [15,16], have also been proposed to mitigate multiple access interference (MAI), which results from multipath fading destroying the orthogonality of the user’s spreading sequences. The performance of each of these methods is heavily dependent on accurate knowledge of the channel impulse response or the signature waveform of the user of interest at the receiver end. Unfortunately, in most real-world, practical circumstances, a perfect estimation of the information within channel parameters cannot be conveyed to the receiver, resulting in the system’s performance degradation accordingly [17-20]. In [15], Honig et al. propose a blind version of the linear minimum mean square error (LMMSE) detector, using constrained minimum output energy (CMOE) as the cost function for MAI suppression. However, in this method, the receiver’s performance is considerably degraded in the presence of channel and data correlation matrix estimation errors [21,22].

There has been substantial research into the use of subspace-based blind receivers [18,23] in the MC-CDMA system. The second-order statistic (SOS)-based technique utilizes eigenvalue decomposition (EVD) on the covariance matrix of the received signal. However, in this technique, the orthogonality between the signal and noise subspaces is subject to serious destruction due to correlated noise subspace [24,25]. Another effective diagonal loading technique [26] has been the widely used approach of enhancing robustness against mismatch errors and correlated noise. The main drawback of this method is that there is uncertainty as to how to precisely choose the optimal value of the diagonal loading factor [27]. In [28], Wang et al. utilize a blind variable-diagonal loading (VDL) multiuser detector, based on the concept of optimizing the worst-case performance over properly chosen bounded uncertainty sets that are determined by a bounding probability, to provide further robustness against small-to-medium prior signal modeling errors in MC-CDMA systems.

Another extensively studied technique is the blind separation of sources (BSS) based on higher-order statistics (HOS), which has a potential for application in a variety of areas, such as biomedical engineering, sonar, radar, speech enhancement, and telecommunications [29-32]. SOS-based techniques usually require the power spectra of the sources to be different [24], while in general, HOS-based techniques depend on the non-Gaussian sources in the probability distribution, even if the sources have the same power spectra. The HOS-based independent component analysis (ICA) algorithm has been implemented to deal with BSS of unknown sources from a mixed-up received signal. This algorithm is based on the assumption of the independence and non-Gaussianity of the sources before maximizing the approximate negentropies of those ones [30,33]. The approximate negentropy can be described by choosing a proper nonlinear cost function. Thereafter, the classical ICA algorithm performs the pre-processing steps, which include centering and whitening [33,34] based on eigenvector projection, to decorrelate the mixed-up received signal, following which it separates the mixture by using a ‘Gram-Schmidt-like’ technique [30,33] after every iteration step under unit variance constraint. However, when using this technique, the weight order of the source separation will be unpredictable, a phenomenon which is referred to as weight order ambiguity [30,35].

The application of ICA has been extended to dealing with complex-valued sources, in addition to real-valued sources [36-40]. In [39], two types of receivers, the RAKE-ICA and MMSE-ICA detectors, have been proposed, which are developed by modifying the classical complex-valued fast independent component analysis (FastICA) algorithm [36], based on the quasi-Newton iteration as well as the proper starting point initializing iterations. Furthermore, a modified stochastic gradient descent ICA detector has been generalized from Amari’s natural gradient algorithm [41]. All of these ICA-based detectors first carry out the centering and whitening steps and then select the appropriate starting point initializing iterations for capturing the correct weight vector. If colored noise exists, the whitening based on eigenvector projection is unable to decorrelate the mixed-up signals [42,43], which means that the system’s performance is degraded accordingly.

Under colored noise environment, the SOS-based technique will fail since some of the correlated noise subspace diverges into the signal eigenvectors causing serious destruction to this orthogonality especially at low SNR [25]. The HOS-based ICA algorithm depends on the non-
Gaussian sources in the probability distribution for BSS and feature extraction [30,33]. Available information may be used to solve the problem of weight order ambiguity, by either indirectly choosing appropriate close point initializing ICA iterations [44] or directly adding the additional constraint [42,45]. Besides, the signal processing technique proposed in [46,47] utilizes the worst-case performance optimization based on second-order cone programming (SOCP) constraint to mitigate estimation error. Therefore, in this paper, a new blind coherent detection will be developed, which utilizes the modified FastICA algorithm [36] and the optimization of the lower bound of the worst-case performance, based on approximate negentropy maximization, as well as the concept of SOCP constraint [46,47]. This method initializes iterations using appropriate starting points to improve robustness against small-to-medium channel frequency response estimation mismatch in the downlink binary phase-shift keying (BPSK)-modulated MC-CDMA system under colored noise.

The application will then be extended to combat large channel estimation mismatch (CEM); that is, the design will be associated with DPSK demodulation without channel estimation and compensation in order to overcome Doppler spread caused by time-varying fading channels in the noncoherent MC-CDMA system under colored noise.

The coherent and differential SOCP-ICA detectors proposed in this paper are capable of dealing with the weight order ambiguity present in the classical ICA algorithm [33,36], converging on the correct solution over complex channels with colored noise. Computer simulations indicate that the performance of the proposed blind multiuser detectors is superior to those in existing literature.

The remaining of this paper is organized as follows. ‘Section 2’ describes the signal model for the downlink MC-CDMA system over Rayleigh fading channel. ‘Section 3’ respectively proposes the blind coherent and differential SOCP-ICA detectors to combat against the small-to-medium CEM and Doppler spread under colored noise. ‘Section 4’ compares both computational complexities with other methods. Simulation results are shown and discussed in ‘Section 5’, and ‘Section 6’ concludes this paper.

2 Signal model

Consider a synchronous downlink MC-CDMA system with M orthogonal subcarriers and K active users. First, the \( i \)th input data symbol of the \( k \)th user, \( b_k(i) \in \{1, -1\} \) \((k \in \{1, 2, \ldots, K\})\), is replicated \( M \) times; each of these \( M \) parallel copies is spreaded by the corresponding chip of the \( k \)th user’s orthogonal Walsh-Hadamard code, \( c_k(m) \in \{0, 1, \ldots, M-1\} \), in the frequency domain. Then, the spreaded symbol is sent to an \( M \)-point inverse discrete Fourier transform (IDFT) to convert the spread data into the time domain. After the parallel-to-series conversion, a cyclic prefix (CP) - presumed to be longer than the maximum delay spread - is inserted to eliminate intersymbol interference (ISI) caused by multipath fading. For the user \( k \), the downlink symbols are finally transmitted over the frequency-selective Rayleigh fading channels and their equivalent effect in discrete time is a finite impulse response tap-delay line filter with channel impulse response \( \beta_k(0), \beta_k(1), \ldots, \beta_k(L_k - 1) \), where \( L_k \) is the channel order of the \( k \)th user. It is assumed that the narrowband signal at each subcarrier suffers from flat fading.

At the receiver end, after removing the CP, the resultant is then passed through a series-to-parallel conversion and sent to an \( M \)-point DFT to convert the data into the frequency domain. For the desired user \( 1 \), the received baseband MC-CDMA signal in the frequency domain can be represented as

\[
y(i) = \sum_{k=1}^{K} Q_k \sqrt{P_k} c_k b_k(i) + n(i),
\]

where \( \sqrt{P_k} \) is the chip energy of the \( k \)th user, \( c_k = [c_k(0), c_k(1), \ldots, c_k(M-1)] \) is the normalized spreading code vector of the \( k \)th user, and \( Q_k = \text{diag}(q_1, q_2, q_3, \ldots, q_{M-1}) \) denotes the channel matrix of the first user, whose diagonal elements are the channel frequency response given by \( q_m = \sum_{l=0}^{L_k-1} \beta_k(l)e^{-j2\pi ml/M}, m = 0, 1, \ldots, M-1 \). It is assumed that \( n(i) \) is a colored noise vector, each element of which contains an additive channel noise that is a zero-mean random variable with a variance of \( \sigma_n^2 \).

3 Blind ICA detection based on SOCP constraint

The HOS-based ICA algorithm is actually a neural network learning rule transformed into an efficient fixed-point iteration. It is based on an assumption of the independence and non-Gaussianity of the sources. Due to using the CDMA technique, it is rationally presumed that each user and path is approximately independent of each other, so each received data sequence can be regarded as an independent source sequence. Afterward, specific features of the received mixed-up signals will be extracted by maximizing their approximate negentropies.

First, the differential entropy \( H \) of a continuous random vector \( \mathbf{z} = [z_1, z_2, \ldots, z_K]^T \) with density \( f(z) \) is defined as \( H(z) = -\int f(z) \log f(z) dz \) [48]. The \( k \)th random variable \( z_k \) is assumed to be of zero mean and unit variance for \( k = 0, 1, \ldots, K \). Negentropy can be simply obtained from differential entropy and defined [30,33] as

\[
J(z) = H(z_{\text{Gauss}}) - H(z),
\]
where \( z_{\text{Gauss}} \) is a Gaussian random vector of the same covariance matrix as \( z \). Mutual information is the theoretical measure of the dependence between random variables. Then, exploiting negentropy, mutual information can be expressed \([30,33]\) as

\[
I(z_1, z_2, \ldots, z_K) = J(z) - \sum_{k=1}^{K} J(z_k),
\]

where \( J(z) \) is a constant for a given covariance matrix. Maximizing the sum of the negentropy of the components subject to a variance constraint equals minimizing mutual information while estimating independence. Therefore, it is clearly shown from (3) that minimizing the mutual information is roughly equivalent to finding the direction in which the negentropy is maximized. Negentropy is a measure that is zero for a Gaussian variable and always nonnegative. An approximation of negentropy for the \( k \)th signal can be given \([33]\) by

\[
J(z_k) = \zeta \{ E(G(z_k)) - E(G(v)) \}^2,
\]

where \( E(\cdot) \), \( G \), and \( \zeta \) denote, respectively, the expectation, any nonquadratic function, and an irrelevant constant and \( v \) is a Gaussian variable of zero mean and unit variance. The random variable \( z_k \) is assumed to be of zero mean and unit variance \([30,33]\). The approximation of negentropy given in (4) readily provides a cost function for carrying out the ICA. It can measure the non-Gaussianity of data sequences by maximizing their approximate negentropies. Generally speaking, super-Gaussian cases, including binary sources, are extensively used and result in \( E(G(z_k)) > E(G(v)) \) \([49]\) with respect to a proper \( G \) function. Therefore, the maximum value of (4) is obtained at a certain optimum of \( E(G(z_k)) \) \([33]\) that is reduced to maximizing \( E(G(z_k)) \) \([36,49]\). Maximizing the negentropy could be interpreted as an estimation of a single independent component, which means that if \( J(z_k) \) is the largest negentropy among all \( J(z_k) \), \( z_k \) has the largest non-Gaussianity.

For complex-valued sources, find a certain signal tap and make \( z_k = w^H y \), where \( w \) is a certain signal tap-weight vector and the superscript \( H \) denotes the complex conjugate transposition. This inference is extended to complex-valued sources in \([36-38,49]\), making the cost function

\[
J(z_k) = E(G(|w^H y|^2)).
\]

Then, maximizing (5) subject to unit variance constraint \( E(|w^H y|^2) = 1 \), the weight vector \( w \) of the classical complex-valued FastICA can obtain the optimization problem \([36]\)

\[
\text{maximize } E(G(|w^H y|^2)), \text{ subject to } E(|w^H y|^2) = 1.
\]

It has been demonstrated through stability analysis \([33]\) that almost any nonquadratic, even function can be regarded as a cost function for non-Gaussianity maximization. For super-Gaussian signals, a suitable choice of the \( G \) function is a smooth, even function with fast computation, such as \( G = \log(0.1 + |w^H y|^2) \). Independent components with super-Gaussian distribution tend to be found first \([33,36]\).

To achieve distinct convergent points, a Gram-Schmidt-like orthogonalization technique \([33]\) is generally applied after every ICA iteration step to separate the signals of each user. However, the weight order of the source separation is unpredictable \([30]\). Even though the desired weight will be captured using centering and pre-whitening \([33,34]\), based on eigenvector projection and an appropriate starting point initializing ICA iterations \([39]\), it is still sensitive and subject to the complex channel model.

Available information may be used to solve the problem of weight order ambiguity, either by indirectly choosing appropriate close point initializing ICA iterations \([44]\) or by directly adding the additional constraint \([42,45]\). ICA is a higher-order, statistical signal processing technique for BSS and features extraction by maximizing the approximate negentropy of input signals, which is significantly less sensitive to the colored noise model than the SOS-based EVD \([24]\). Therefore, the proposed idea - which imposes the additional SOCP constraint in the classical, complex-valued FastICA algorithm and then initializes iterations using the desired spreading code - could attain an adaptive, interference suppression technique for coherent and differential detection over complex channels with colored noise.

### 3.1 Robust coherent SOCP-ICA detection

In the coherent BPSK-modulated MC-CDMA system, the received data vector \( \hat{y}(i) \) at the desired receiver end has been implemented by channel estimation and compensation and can be represented as

\[
\hat{y}(i) = \hat{Q}_1^{-1} y(i) = \sqrt{P_1} \hat{c}_1 b_1(i) + \mathbf{s}_{\text{int}} + \hat{Q}_1^{-1} \mathbf{n}(i),
\]

where \( \hat{Q}_1 \) is the estimated channel frequency response matrix of the desired user, \( \hat{c}_1 = \hat{Q}_1^{-1} \mathbf{Q}_1 \mathbf{c}_1 \) is defined as the presumed (i.e., compensated) spreading signature, and

\[
\mathbf{s}_{\text{int}} = \sum_{k=2}^{K} \hat{Q}_1^{-1} Q_1 \sqrt{P_k} c_k b_k(i) \text{ is the interference vector with regard to user 1. It is usually assumed that the presumed spreading signature } \hat{c}_1 \text{ has perfect knowledge of its spreading code vector, } \mathbf{c}_1 = \mathbf{c}_1, \text{ but this may not be true in real systems since the presumed spreading signature } \mathbf{c}_1 \text{ may include CEM and is therefore nominal. Under unknown CEM, consider the error between the} \]

actual desired spreading code vector \( c_1 \) and its presumed value \( \hat{c}_1 \),
\[
\hat{c}_1 = c_1 + \Delta e,
\]
where \( \Delta e \) denotes an unknown, complex mismatch vector of the desired user. Since the channel frequency response estimation error is known to be complex, circularly symmetric, and Gaussian-distributed [5], it is reasonably inferred that the mismatch term \( \Delta e \) is modeled as a vector of complex, circularly symmetric, Gaussian random variables with zero mean and a variance of \( \sigma_e^2 \).

Now, it is assumed that the norm of mismatch vector \( \Delta e \) would be bounded by a small-to-medium value \( \delta \), i.e., \( \| \Delta e \| \leq \delta \), where \( \| \cdot \| \) denotes the Frobenius norm of a vector. The presumed spreading signature \( \hat{c}_1 \) is expressed as a vector in the set
\[
C_1(\delta) = \{ \hat{c}_1 | \hat{c}_1 = c_1 + \Delta e, \| \Delta e \| \leq \delta \}.
\]

For constraint satisfaction, the weight vector \( w \) must satisfy \( |w^H \hat{c}_1| \geq 1 \) for all vectors \( \hat{c}_1 \in C_1(\delta) \), where \( w \) is the desired signal tap-weight vector of the multiuser detector. Such a constraint guarantees that the data symbols of user 1 can be taken from the mixture, regardless of how its channel estimation is mismatched, while the error is bounded by \( \delta \). Now suppose that the weight constraint is enforced; the main goal will be to find a vector \( w \) that maximizes the cost function \( E\{G(|w^H \hat{y}|^2)\} \). Then, the problem of the worst-case design of the ICA detector based on approximate negentropy maximization can be formulated as
\[
\max_w E\{G(|w^H \hat{y}|^2)\}, \quad \text{subject to} \quad |w^H \hat{c}_1| \geq 1 \quad \text{for} \quad \| \Delta e \| \leq \delta.
\]

The problem in (10) can be rewritten as
\[
\max_w E\{G(|w^H \hat{y}|^2)\}, \quad \text{subject to} \quad \min_{\| \Delta e \| \leq \delta} |w^H \hat{c}_1| \geq 1.
\]

The ICA formulation introduces the additional SOCP condition [46], which has infinitely many nonconvex quadratic constraints on \( w \). According to the derivation of [50], it can be easily shown that in the case of a sufficiently small uncertainty (i.e., where the uncertainty radius \( \delta \leq \|w^H c_1\|/\|w\| \)), the left-hand side of the constraint in (11) can be rewritten as
\[
\min_{\| \Delta e \| \leq \delta} |w^H (c_1 + \Delta e)| = |w^H \hat{c}_1| - \delta \|w\|.
\]

Using (12) and taking into account that the cost function in (10) is not affected by an arbitrary phase rotation of \( w \), the problem of (11) can be described in this form:
\[
\max_w E\{G(|w^H \hat{y}|^2)\}, \quad \text{subject to} \quad w^H \hat{c}_1 - \delta \|w\| \geq 1
\]
\[
(13)
\]

If the cost function in (13) is maximized, the inequality constraint in (13) is satisfied, which means that, while maximizing the cost function in (13), the equality constraint \( w^H \hat{c}_1 - \delta \|w\| = \kappa \) is satisfied, where \( \kappa \geq 1 \). Then, an extra constraint \( \text{Im} \{w^H \hat{c}_1\} \) can be omitted because the equality constraint \( w^H \hat{c}_1 - \delta \|w\| = \kappa \) guarantees that the value of \( w^H \hat{c}_1 \) is real-valued and positive [50]. Using the equality constraint, the weight vector \( w \) is obtained by rewriting the convex optimization problem of (13) as
\[
\max_w E\{G(|w^H \hat{y}|^2)\} \quad \text{subject to} \quad \frac{1}{\delta^2} |w^H \hat{c}_1 - \kappa|^2 = w^H w.
\]

This solves the optimization problem of worst-case performance by maximizing the approximate negentropy subject to the SOCP constraint. The constrained optimization problem in (14) will be derived by the quasi-Newton iteration. Newton’s method is based on the Lagrangian function
\[
J(w) = E\{G(|w^H \hat{y}|^2)\} - \mu_0 \left( \frac{1}{\delta^2} |w^H \hat{c}_1 - \kappa|^2 - w^H w \right).
\]

where \( \mu_0 \) is a Lagrange multiplier. In order to avoid the influence of correlated noise subspace when decorrelating mixed-up signals, the pre-whitening step is omitted. Finally, the desired weight vector with unit variance constraint in the proposed method is as follows (details are presented in Appendix 1):

Step 1. After centering \( \hat{y} \), take a small initial vector \( w(0) = 0.01c_1 \). Let iteration number \( p = 0 \).

Step 2. Update
\[
\hat{w} = R_\delta^H E\{\hat{y}(w^H (p) \hat{y})' g\left(w^H (p) \hat{y} \right)' \}
\]
\[
- E\{g \left( w^H (p) \hat{y} \right)' + |w^H (p) \hat{y}|' g \left( w^H (p) \hat{y} \right)' \} w(p)
\]
\[
+ \mu \cdot R_\delta^H \hat{c}_1,
\]
\[
w(p + 1) = \hat{w}/\sqrt{\hat{w}^H R_\delta \hat{w}}.
\]

where \( R_\delta = E\{\hat{y} \hat{y}^H\} \) is the data correlation matrix and \( g \) and \( g' \) denote the derivatives of \( G \) and \( g \) respectively.

Step 3. Check the convergence of \( w(p) \). If the error measure is \( \sum_{m=1}^M |w_m(p + 1) - w_m(p)| > \varepsilon \), where \( \varepsilon \) is the terminating error value, let \( p = p + 1 \) and go back to step 2. Otherwise, output the vector \( w(p) \).
According to classical FastICA [36], the step that projects \( \mathbf{w} \) through \( \mathbf{w}(p + 1) \rightarrow \mathbf{w} / \sqrt{\mathbf{R}_y \mathbf{w}} \) could enforce the unit variance constraint \( E[|\mathbf{w}^H \mathbf{y}|^2] = 1 \) after each step.

For coherent detection, a new modification of the classical FastICA has been proposed that omits the complex pre-whitening step and directly incorporates the SOCP constraint onto the correct solution. Of course, the desired spreading code is still necessary as a starting point. In the coherent MC-CDMA system, the proposed coherent SOCP-ICA detection is developed to combat small-to-medium, norm-bounded CEM under colored noise. It is worth noting that the proposed coherent detector can be implemented by choosing a proper value for \( \mu \) without estimating \( \delta \). Due to the algorithmic parameter \( \mu \) in (16) (including to the Lagrange multiplier \( \mu_0 \), the parameter \( \kappa \), and the unknown CEM \( \delta \)), the proposed SOCP-ICA possesses the capability of self-adjusting computation against CEM. Self-adjusting computation refers to a model of computing where computations can automatically respond to changes in varying CEM \( \delta \), which means that parameter \( \mu \) can be kept a proper constant under varying circumstances by using self-adjusted \( \mu_0 \) and \( \kappa \) for ICA iterations. The proposed algorithm is non-sensitive to small-to-medium CEM.

### 3.2. Differential SOCP-ICA detection

For a noncoherent receiver, DPSK is usually used to avoid channel estimation and tracking over a time-varying fading scenario [8]. When using the DPSK format, information is encoded in the phase difference between two successive symbol transmissions and the sequence of the transmitted data symbols for user \( k \) is given by \( b_k(i) = a_k(i)b_k(i-1) \), where \( a_k(i) \) is the unmodulated data. In order to decorrelate observed mixtures, after centering \( \mathbf{y} \), the observed data are first projected on the signal eigensubspace for the pre-processing step. To accomplish this, the transformation is given by

\[
\tilde{\mathbf{y}} = \mathbf{E}_s \mathbf{E}_s^H \mathbf{y},
\]

where \( \mathbf{E}_s \) is the signal subspace and corresponds to the principle eigenvectors of the data correlation matrix \( \mathbf{R}_y = E[\mathbf{y}\mathbf{y}^H] \).

In contrast to the small-to-medium, norm-bounded CEM in (11), the formulation will be extended to a large-scale CEM over time-varying channels, which means that a differential SOCP-ICA criterion will not require the channel-state information of the desired user. The proposed differential detection maximizing the approximate negentropy that is subject to worst-case performance is still reasonably applied to the largely

\[
\text{maximize } E\{G(|\mathbf{w}^H \mathbf{y}|^2)\}, \quad \text{subject to } \min_{|\Delta e| \leq \delta} |\mathbf{w}^H \mathbf{c}_1| \geq 1.
\]

Note that the bounded region \( \delta \) of the differential scheme in (18) is different from the coherent in (11). The formulation will then be developed to overcome Doppler spread in the noncoherent MC-CDMA system under colored noise. Without channel estimation, the norm of \( \Delta e \) would be bounded by a large value \( \delta \). The solution to (18) can then be found by maximizing the function

\[
J(\mathbf{w}) = E\{G(|\mathbf{w}^H \mathbf{y}|^2)\} - \mu_0 \left( \frac{1}{\delta^2} |\mathbf{w}^H \mathbf{c}_1 - \mathbf{k}|^2 - \mathbf{w}^H \mathbf{w} \right).
\]

Next, the differential SOCP-ICA is performed as follows (details are similar to what is shown in Appendix 1):

#### Step 1. After centering \( \mathbf{y} \) and projecting on the signal subspace, take a small initial vector \( \mathbf{w}(0) = 0.01 \mathbf{c}_1 \). Let iteration number \( p = 0 \).

#### Step 2. Update

\[
\mathbf{w}(p + 1) \rightarrow \mathbf{w} / \sqrt{\mathbf{R}_y \mathbf{w}},
\]

where \( \mathbf{R}_y = E[\mathbf{y}\mathbf{y}^H] \) is the data correlation matrix.

#### Step 3. Check the convergence of \( \mathbf{w}(p) \). If the error measure is \( \sum_{m=1}^{M} |w_m(p+1) - w_m(p)| > \epsilon \), where \( \epsilon \) is the terminating error value, let \( p = p + 1 \) and go back to step 2. Otherwise, output the vector \( \mathbf{w}(p) \).

Finally, the decoding rule without training sequence for the desired user is given as

\[
\hat{a}_1(i) = \text{sign}(\text{Re}\{\mathbf{w}^H \mathbf{y}(i)\}) \quad (\mathbf{w}^H \mathbf{y}(i-1) > 0).
\]

### 4. Comparison of computational complexity

The computational complexities of both the proposed coherent detector in (16) (including projection) and the differential SOCP-ICA detector in (20) (including pre-processing steps) are about \( O(M^2B) \) in total (details are presented in Appendix 2).

The computational complexity of the proposed detectors will then be compared with the CMOE detector [15], the subsystem-based MMSE detector [23], the robust VDL detector based on bounding probability [28], and the MMSE-ICA detector [39]. The evaluation of the CMOE detector including autocorrelation matrix \( \mathbf{R}_y \) and its inverse operation \( \mathbf{R}_y^{-1} \) has the complexity of order \( O(M^2B) + O(M^2) \).
$O(M^2B)$. In the subspace-based MMSE detector, the EVD of the autocorrelation matrix has the complexity of $O(M^2B) + O(M^2K)$, and the complexity of the projection of the desired signature waveform onto signal subspace is $O(M^2)$. Thus, the final complexity of the subspace-based MMSE is of order $O(M^2B)$. The computation of the VDL detector has the complexity of $O(M^2B)$. Besides, in the MMSE-ICA, the computational complexities of autocorrelation matrix, prior subspace estimation, pre-whitening of the received data, and each unit-gain-based ICA iteration are $O(M^2B)$, $O(M^2K)$, $O(MK)$, and $O(KB)$, respectively. Thus, the final complexity of the MMSE-ICA is of order $O(M^2B)$.

5 Simulation results
Consider a synchronous multiuser MC-CDMA system under colored noise environment, using the following fixed parameters: the central frequency $f_c = 5.2$ GHz, number of subcarrier $M = 64$, sampling rate 20 MHz, Doppler spread equaling 20 Hz. The length of the adopted Walsh-Hadamard code is equal to 64 chips. Thus, the MC-CDMA system can support the maximum number of active users $K = 64$. At the desired receiver end, an unknown Rayleigh multipath fading channel model is adopted where the channel consists of $L_1 = 4$ multipath with gains $\beta_l(l)$ being independent, identically distributed complex Gaussian random variables with zero mean, identical variance $1/L_1$, and delay uniform over $[0, 3T_c]$. Now, it is appropriately assumed that the small-to-medium CEM $\Delta e = N(0, \sigma^2_e)$ happens at the receiver end. An additional $15T_c$ guard interval duration is used to provide protection from ISI due to channel multipath delay spread. The additive colored noise can be modeled by a moving average (MA) process [51] and generated by applying a white Gaussian noise sequence to a corresponding finite impulse response (FIR) filter with transfer function $H(z) = 1 - \alpha z^{-1}$ [52], where $\alpha$ is the correlation coefficient. In order to analyze the performance of coherent and differential detectors under the scenario of highly correlated noise, the correlated coefficient $\alpha$ is equal to 0.8. The power of each interfering user is 3 dB more than that of the desired user at each trial.

For the proposed coherent SOCP-ICA in (16) and the differential SOCP-ICA in (20), the parameter values $\mu$ are equal to 0.91 and 10, respectively. The terminating errors of both the iterative processes are set to $10^{-5}$ at each trial. For comparison purposes, the performance is also compared with the CMOE [15], the subspace-based MMSE [23], the robust VDL [28], and the MMSE-ICA [39] methods. The number of data symbols taken in the simulations is 1,000 data symbols at each trial. The number of Monte Carlo simulations is averaged over 5,000 independent trials.

First, Figure 1 shows the desired symbol error rate (SER) performance versus the received symbol size for each detector while the number of active users $K = 15$, the desired user's SNR =15 dB, and CEM $\delta = 0.1$. It can be found that when sample size is 600 data symbols, the proposed blind differential SOCP-ICA detector can achieve steady performance, and all the other coherent and differential detectors can achieve steady performance within 1,000 data symbols. The results show the speed of convergence of all the schemes and confirm that the 1,000-symbol is enough implementing for all detectors.

Then, consider the influence of the correlated coefficient $\alpha$ on each blind coherent detector with perfect channel estimation and blind DPSK detector. Figure 2

![Figure 1](image-url) SER performance versus the received symbol size (—: coherent, - - -: differential).
depicts the sensitivity in terms of the SER versus $\alpha$ while $K = 15$, SNR = 15 dB, and $\delta = 0$. In general, the performance of the coherent scheme is better than the differential under AWGN noise. The subspace-based MMSE and MMSE-ICA coherent detectors are much more sensitive to the correlated coefficient than the others since parts of the variation of the noise subspace diverge into the signal eigenvectors causing serious destruction to this orthogonality. The blind differential CMOE cannot capture the desired symbols and actually diverges after decoding. The proposed blind coherent SOCP-ICA detector in (16) omitting the complex pre-whitening step based on SOS eigenvector projection has the best performance; the proposed blind differential SOCP-ICA detector degrades with increasing the correlated coefficient $\alpha$ but is still better than the other blind differential ones. Clearly, HOS-based separation technique is less sensitive to colored noise compared to SOS-based EVD.

Figure 3 represents the sensitivity about the SER versus the CEM $\delta$ for $K = 15$ and SNR = 15 dB. For coherent
schemes, the coherent CMOE is sensitive to the estimation mismatch which can lead to serious errors. The VDL detector based on the bounded condition provides a design trade-off between sensitivity and interference suppression. The proposed coherent SOCP-ICA detector which is a HOS-based source separation technique subject to SOCP constraint can provide robustness in the presence of small-to-medium channel mismatch and heavily correlated coefficients and substantially improves the system performance. The differential modulation schemes do not need channel estimation and compensation and are independent with $\delta$. Once $\delta > 0.11$, the proposed blind differential SOCP-ICA detector process is much more robust than the coherent SOCP-ICA.

Figure 4 shows the SER of the coherent schemes for $K=15$ and $K=30$ as a function of the desired user’s input SNR while $\text{CEM} \delta = 0.1$. It is noticed that the performance of the coherent CMOE detector could not get better while SNR is increasing. The CMOE detector based on the optimal solution enforces the response of the interest signal to be of unity and minimizes the total variance of the detector output. While $\text{CEM} \delta$ exists in the constraint of the CMOE detector, the response of the interest signal is no longer constrained to be of unity. A part of the power of the interest signal will donate towards the interference and thus is seriously degraded by the CMOE method while minimizing the total variance of the detector output. This phenomenon is called signal cancellation or self-nulling. About the subspace-based MMSE and MMSE-ICA coherent detectors, it is seen that the performance for $K=30$ becomes better than that for $K=15$ at a larger SNR region. This performance improvement can be explained by the fact that the subspace-based methods are less sensitive to the heavily correlated coefficient by reason of the influence of noise subspace on higher-power signal eigenvectors becoming weaker while increasing more users. The performance of the proposed coherent SOCP-ICA detector is more robust than that of the other coherent ones. Figure 5 shows the SER of the differential schemes for $K=15$ and $K=30$ as a function of the desired user’s input SNR. From Figures 4 and 5, it can be seen that the proposed SOCP-ICA detectors have better performance compared with the others. Figure 6 displays a comparative analysis of the differential schemes and the coherent schemes with perfect channel-state information for $K=15$. It is shown that there is an approximately 3- to 4-dB gap between the differential and the coherent SOCP-ICA with higher SNR.

The near-far effect is exhibited in Figure 7 that the power of each interfering user is more than the desired user’s input power for $K=15$, SNR =15 dB, and $\text{CEM} \delta = 0.1$. The near-far resistance of the proposed SOCP-ICA detectors have better performance than the other ones, and the differential SOCP-ICA is especially the best while each interference-to-noise ratio (INR) is greater than 8 dB.

Figure 8 shows the error measure versus the average number of iterations $p$ for $K=15$, SNR =15 dB, and $\text{CEM} \delta = 0.1$. Here, coherent and differential SOCP-ICA detectors with four different numbers of users, $K$, are considered: 1, 15, 30, and 64. In order to attain the terminating error value $10^{-5}$, it can be observed that the larger $K$ is, the more the iteration numbers are. In general, the differential SOCP-ICA converges much faster than the coherent SOCP-ICA.
The section will analyze the influence of time-varying fading channels. Figure 9 illustrates the performance of the coherent and differential schemes with a high Doppler spread of 200 Hz for \( K = 15 \) and CEM \( \delta = 0.1 \). Then, Figure 10 illustrates the performance of the differential schemes over fast fading channels with a Doppler spread of 2 MHz. Here, 1,000 data symbols are used throughout the system at each trial. The notable feature of Figures 9 and 10 is that all the coherent schemes fail in 200 Hz and the significant performance of the differential SOCP-ICA detector is robust to rapid channel time variations and outperforms the other differential ones. Figure 11 compares the performance of the proposed differential SOCP-ICA employing symbol sizes 1,000 and 2,000 over time-varying fading channels with Doppler spreads of 200 and 2 MHz. The results show that there is an obvious difference in performance for different Doppler spread values under the desired user’s input SNR >18 dB and that both different symbol sizes have almost the same performance over the same fading scenario.

Figure 12 shows a comparative analysis between two different sets of delay taps \([0, T_c, 2T_c, 3T_c] \) and \([0, 4T_c, 8T_c, 12T_c] \) with equal Doppler spread of 20 Hz at the four diversity branches for \( K = 15 \) and CEM \( \delta = 0.1 \). Due to slightly time-varying fading channels, the coherent detectors degrade with increasing the delay taps.

In summary, the outcomes of these experiments have illustrated that the proposed blind coherent SOCP-ICA...
detector can provide robustness against small-to-medium CEM and the blind differential SOCP-ICA detector can successfully overcome Doppler spread under colored noise environment.

6 Conclusions
In this paper, the proposed ICA based on approximate negentropy maximization subject to SOCP constraint has been applied to blind multiuser detection for a synchronous MC-CDMA system. The proposed blind coherent SOCP-ICA detector can provide robustness against small-to-medium CEM under colored noise to achieve better performance than the other coherent ones. Besides, the proposed blind differential SOCP-ICA can successfully overcome Doppler spread over heavily time-varying fading channels with colored noise. Simulation results have demonstrated that the new blind coherent and differential SOCP-ICA detectors substantially improve the system performance.

Appendix 1
This Appendix provides the derivation of (16). According to a new cost function in (15), its Jacobian vector is
\[ \nabla J(w) = 2E(\hat{y}^H \hat{y}^* g(|\hat{y}^H \hat{y}|^2)) - \mu_0 \left[ \frac{1}{\delta^2} (c_1 c_1^T w - \kappa c_1) - w \right]. \]

(21)

Using the Newton iteration technique solving (14), the optimum of the cost function \( E[f(G(|w^H y|^2))] \) subject to the constraint \((1/\delta^2)|w^H c_1 - \kappa|^2 = w^H w \) is obtained at points where \( \nabla J(w) = 0 \). Then, the Jacobian matrix of \( \nabla E(G(|w^H y|^2)) \) can be approximated as

\[ \nabla^2 E(G(|w^H y|^2)) = 2E(\hat{y}^H \hat{y}^* g(|\hat{y}^H \hat{y}|^2) + \hat{y}^H |\hat{y}^H \hat{y}|^2 g'(|\hat{y}^H \hat{y}|^2)) \\
= 2E(\hat{y}^H \hat{y}^* g(|\hat{y}^H \hat{y}|^2) + |\hat{y}^H \hat{y}|^2 g'(|\hat{y}^H \hat{y}|^2)), \]

(22)

where the approximation is done by separating the expectations. The Jacobian of \((1/\delta^2)(c_1 c_1^T w - \kappa c_1) - w \) is \((1/\delta^2)c_1 c_1^T - I \), where \( I \) is the identity matrix. Therefore, the total approximate Jacobian of (21) is

\[ \nabla(\nabla J(w)) = 2E(\hat{y}^H \hat{y}^* g(|\hat{y}^H \hat{y}|^2) + |\hat{y}^H \hat{y}|^2 g'(|\hat{y}^H \hat{y}|^2)) \\
- \mu_0 [(1/\delta^2)c_1 c_1^T - I]. \]

(23)

To utilize the approximate Newton iteration, the weight-updating algorithm is given by
\[ w = w - \frac{\nabla f(w)}{\nabla^2 f(w)} \]

\[ = w - \frac{E[\ddot{y}(w)]^T g([wH^{\ddagger}]) - \mu(2/\delta)^5}{E[y^H y][wH^{\ddagger}] - \mu(2/\delta)^5} - [wH^{\ddagger}] - 1]. \]

(24)

The algorithm can be further simplified by multiplying both sides of (24) by \(-\nabla f(w)\). While choosing a sufficiently small \(\mu_0\), it can be easily shown that the left-hand side of the equality in (24) \(w\) multiplying \(-\nabla f(w)\) can be set as \(w = y\cdot w\), where \(y = -E[g([wH^{\ddagger}]) + [wH^{\ddagger}]g^T([wH^{\ddagger}]) = R\). Then, projecting through \(w(p+1) = w - w / \sqrt{wH^{\ddagger}Rw}\) could enforce the unit variance constraint \(E[wH^{\ddagger}] = 1\) after each ICA iteration. The scalar factor \(\gamma\) will not affect the convergence point. Finally, it can be explicitly simplified as

\[ w = R^{-1}_{Y}E[yH^{\ddagger}(p)][wH^{\ddagger}(p)] + E[yH^{\ddagger}(p)] - \mu R^{-1}_{Y}c_1. \]

(25)

where \(\mu = (\mu_0/2)^5\).

**Appendix 2**

The desired weight vector of the coherent SOCP-ICA detector can be obtained by solving (16). It is assumed that the number of symbols \(B\) is used for each batching processing to form the data matrix \(\tilde{Y} = [y(1), y(2), \cdots, y(B)]\). First, the computational complexity of computing the autocorrelation matrix \(R_{\tilde{y}} = E[\ddot{y}H] = (1/2B)\sum_{i=1}^{B} \ddot{y}(i)\ddot{y}^{H}(i)\) needs \(MB^2\) multiplications implementing and is thus of order \(O(M^2B)\). The inverse autocorrelation matrix \(R_{\tilde{y}}^{-1}\) can be improved from \(O(M^2)\) to \(O(M^2)\) [53]. Then, the iteration step used by the formula in (16) is

\[ \tilde{w} = -R_{\tilde{y}}^{-1}h(p) + \mu c_1 - \chi(p)w(p), \]

(26)

where \(h(p) = (1/2B)\sum_{i=1}^{B} h_i(p)\), the vector \(h_i(p)\) is the \(i\)th vector of \(\{y \otimes h_i(p)\}\), \(\otimes\) is the Khatri-Rao product, and \(h(p) = g([wH^{\ddagger}(p)]^T \otimes \ddot{y}(p))\). Here, \(\otimes\) is taken elementwise and \(\otimes\) stands for elementwise multiplication. Furthermore, \(\chi(p) = (1/2B)\sum_{i=1}^{B} \chi(p)\), the \(\chi(p)\) is the \(i\)th data of \(\chi(p)\) \(\otimes \ddot{y}(p)\). \(\chi(p)\) is of order \(O(MB)\). \(\ddot{y}(p)\) is of order \(O(MB) + O(B)\).

Consequently, the computational complexity of the proposed coherent detector in (16) including projection is of order about \(O(M^2B) + O(M^2) + O(MB) + O(B) = O(M^2B)\) (since \(B > M\)) in total.

The differential SOCP-ICA detector needs to additionally utilize the subspace-based pre-processing step in (17). The computational complexity of autocorrelation matrix \(R_{\tilde{y}}\) and its inverse operation is of order \(O(M^3B) + O(M^3)\). The computational complexity of the classical subspace approach is \(O(M^3)\) for computing the EVD of a \(M \times M\) dimensional matrix. If only \(K\) eigenvectors are used, its computational complexity is reduced to \(O(M^2K)\) by recursive algorithms [54]. The computational complexity of the pre-processing in (17) is of order \(O(M^2) + O(MB)\) for \(B\) symbols. Therefore, the computational complexity of the differential SOCP-ICA detector in (20) including the pre-processing steps \(O(M^2K) + O(M^2) + O(MB)\) is of order about \(O(M^2B)\) in total.
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