A Volumetric Heat Source Model for Thermal Modeling of Additive Manufacturing of Metals
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Abstract: In additive manufacturing of metallic materials, an accurate description of the thermal histories of the built part is important for further analysis of the distortions and residual stresses, which is a big issue for additively manufactured metal products. In the present paper, a computationally volumetric heat source model based on a semianalytical thermal modeling approach is proposed. The proposed model is applied to model the thermal response during a selective laser melting (SLM) process. The interaction between the laser and the material is described using a moving volumetric heat source. High computational efficiency can be achieved with considerable accuracy. Several case studies are conducted to examine the accuracy of the proposed model. By comparing with the experimentally measured melt-pool dimensions, it is found that the error between the predictions obtained by the proposed model and the experimental results can be controlled to less than 10%. High computational efficiency can also be achieved for the proposed model. It is shown that for simulating the thermal process of scanning a single layer with the dimension of 2 mm × 2 mm, the calculation can be finished in around 110 s.
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1. Introduction

Additive manufacturing (AM), defined by ASTM international [1] as “the process of joining materials to make parts from 3D model data, usually layer upon layer, as opposed to subtractive manufacturing and formative manufacturing methodologies”, opens up a new era to design novel structural materials with complex geometries. Direct energy deposition and powder-bed fusion are the two main AM approaches for metallic materials [2]. For both approaches, a 3D object is usually first sliced into thousands of 2D layers. Focused thermal energy—such as the laser, electron-beam, or plasma-arc—is then employed on a working plane to melt and fuse the material (coming from wire or powder) locally with the designed path in accordance with the corresponding 2D cross-sectional layout. After one layer is finished, the working plane is lowered for a small distance and the heat source scans the subsequent slice. This process repeats until the complete 3D object is built. Support structures may sometimes be needed to eliminate overhanging. Finally, the support structures are removed and the built part is cut from the baseplate.

Residual stresses and distortions are major issues for the AM process of metals due to the complex set of heat-cooling cycles during the process [3,4]. Part distortions can disqualify precision components with tight dimensional tolerances, and high values of residual stresses can lead to part failure while being built. It is therefore of great interest to optimize the process parameters and part design in order to minimize the undesired residual stresses and distortions. One approach is experimental trial-and-error. A more systematic way to enhance the understanding of the interplay...
between the processes parameters, design, and final part quality is computational process modeling. Since the transient temperature response is the root cause of part distortions and residual stresses, a computationally efficient thermal model for the AM process of metals is the key step to increase the build quality and repeatability leading to products with superior mechanical properties.

Although the mechanisms for the two AM processes of direct energy deposition and powder-bed fusion are different, the modeling techniques for predicting the thermal transients during these two AM processes in part scale share many common features [5]. In order to obtain certain computational efficiency, the powder or the wire is usually represented as a continuum having effective thermal properties [2], and the interaction between the focused thermal energy and the material can be simplified as a surface or volumetric heat source applied on the material [6]. The temperature transient is usually obtained by solving the Fourier’s law of heat conduction with Neumann and Dirichlet boundary conditions (BCs) using the finite element method (e.g., [7–9]). Phase transitions within the melt pool can also be neglected as a second-order effect to improve the computational efficiency [10,11]. Even with these simplifications, the challenge of the thermal modeling of AM process in part scale is still how to accurately predict the thermal transient within a reasonable amount of time. The modeled part is usually orders of magnitude larger than the heat source, thus resulting in very fine discretizations in both space and time domains to describe the movement of the heat source [2]. It should be noted that even the heat source is modeled as a dimensionless moving point source, the multiscale nature of the problem and the numerical requirements still pose a computational challenge.

One way to address the separation of the scales in the problem is to use an adaptive mesh refinement in the vicinity of the heat source. However, this requires an additional remeshing step within time integration. Zhang et al. [12] developed an adaptive remeshing technique to reduce the computational cost for modeling the heat-transfer process in selective laser melting (SLM, belonging to the family of powder-bed fusion technique). Although the computational efficiency is certainly improved, the influence of the heat source (i.e., the laser) moving path is not fully considered. Instead, the powder-bed deposition is simplified by the scale of an entire layer or fractions of each layer, and each fraction is heated entirely for a certain effective time interval and then cools down. As the thermomechanical response in the metal AM process is very sensitive to the heat source moving path [13], an adaptive remeshing technique which takes into account the influence of the real heat source moving strategy may need to be further developed.

Yang et al. [14,15] proposed a semianalytical thermal approach based on the superposition principle and applied it in modeling the thermal response of the SLM process. The total temperature is decoupled as the superposition of an analytical field and a numerical field. The analytical field corresponds to the temperature caused by the moving heat source in a semi-infinite space, for which a closed-form expression exits. The numerical field is employed to account for the BCs and solved numerically. In the semianalytical approach, there is no need to give fine discretization for the heat source. The mesh size in solving the numerical field scales with the dimension of the modeled part and hence, the computational efficiency can be improved. In the model developed by Yang et al. [14,15], the moving heat source is discretized as a number of dimensionless point sources. Considerable accuracy of the thermal predictions can be achieved at a distance of 100 µm away from the point heat source [14]. However, predictions of the near-field temperature evolution, especially in the vicinity of the center of the melting zone, are less accurate [16,17]. Furthermore, in AM process, the nonaxisymmetric melt-pool observations with respect to the moving direction of the heat source suggest the heat energy distributes nonuniformly over a certain volume, and this cannot be captured by the dimensionless point heat source, for which the energy diffuses isotropically in the space domain. Therefore, it would be more appropriate to model the heat source as volumetric. Li et al. [18] compared the effect of using surface and volumetric heat sources in modeling the laser melting of ceramic materials and found the model incorporating the volumetric heat source increased the accuracy of melt-pool predictions.
In the present paper, taking the SLM process as an example, a volumetric heat source model based on the semianalytical thermal approach proposed by Yang et al. [14,15] is developed to predict the thermal histories of the built part in SLM. Compared to the point heat source model [14,15], the proposed volumetric heat source model is able to capture the nonaxisymmetric nature of the melt pool and give more accurate temperature predictions in the vicinity of the heat source. Meanwhile, the computational efficiency of the proposed volumetric heat source model is not impaired. The predicted melt-pool dimensions by modeling the heat source in SLM as point and volumetric sources are compared. The accuracy of the proposed volumetric heat source model is evaluated by comparing the corresponding simulation results with experiments. Section 2 introduces the volumetric heat source model based on the semianalytical thermal approach. Three case studies are investigated in Section 3 to evaluate the accuracy of the proposed model. The article concludes with a reiteration of the most salient points of the study.

2. Model Description

The semianalytical thermal model developed by Yang et al. [14,15] is briefly introduced in Section 2.1. The SLM process is taken as an example to explain how the semianalytical approach is utilized to model the thermal transients. The volumetric heat source model is then detailed in Section 2.2.

2.1. Semianalytical Thermal Model

Consider a 3D body \( V \) that has already been built on the baseplate, as shown in Figure 1a. The top, lateral, and bottom surfaces of the body \( V \) are represented by \( \partial V_{\text{top}} \), \( \partial V_{\text{lat}} \), and \( \partial V_{\text{bot}} \), respectively. In SLM, a thin layer is laid on the top surface \( \partial V_{\text{top}} \). The bottom surface \( \partial V_{\text{bot}} \) is bonded to the baseplate and the lateral surface \( \partial V_{\text{lat}} \) is in contact with the powder. Since the mean conductivity of the solid body \( V \) is much larger than that of the powder [19], it can be assumed that there is no heat transfer between body \( V \) and the powder, and hence, the lateral surface \( \partial V_{\text{lat}} \) is thermally insulated. The uppermost layer of powder is also neglected since its overall heat capacity is also negligible. The moving laser is modeled as a moving heat source enforced on the top surface \( \partial V_{\text{top}} \). During SLM, the baseplate is usually preheated and keeps a relatively constant temperature [20,21]. This is considered as prescribing a fixed temperature \( T_c \) on the bottom surface \( \partial V_{\text{bot}} \). Consequently, the temperature of body \( V \) caused by the moving heat source on \( \partial V_{\text{top}} \) is governed by the heat equation

\[
\frac{\partial T}{\partial t} = \alpha \nabla^2 T + \frac{\dot{Q}_v}{\rho c_p}
\]  

with the BCs

\[
\frac{\partial T}{\partial n_i} = 0, \quad \text{on} \quad \partial V_{\text{top}} \quad \text{and} \quad \partial V_{\text{lat}}, \quad i = 1, 2, 3
\]

\[
T = T_c, \quad \text{on} \quad \partial V_{\text{bot}}.
\]

The initial condition is

\[
T = T_{\text{ini}}, \quad \text{at} \quad t = 0.
\]

The time is represented by \( t \) and the thermal diffusivity \( \alpha = k/\rho c_p \), where \( k \) is the conductivity, \( \rho \) is the density and \( c_p \) is the specific heat. The heat generation rate is represented by \( \dot{Q}_v \). The Cartesian coordinate system is illustrated in Figure 1a. The normal to the boundary surfaces of \( \partial V_{\text{top}} \) and \( \partial V_{\text{top}} \) are denoted as \( n_i \), and \( T_{\text{ini}} \) is the initial temperature.

It should be noted that Equation (1) is linear by assuming the thermal properties \( k \), \( \rho \), and \( c_p \) are temperature independent. Although for most materials, the specific heat \( c_p \) and conductivity \( k \) are both temperature dependent. However, it has been demonstrated by many studies [15,22,23] that by choosing appropriate effective thermal constants \( c_p \) and \( k \), the linear governing Equation (1)
can still result in accurate prediction of the temperature field. The energy losses due to convection, radiation, and phase transitions are not explicitly accounted for and instead an effective laser power is later employed to implicitly characterize these energy losses.

\[ T = T_0 + T_1 + T_2, \]

where \( T_0 \) is the analytical temperature field caused by the moving heat source in a semi-infinite space, for which the boundary surface coincides with the top surface \( \partial V_{\text{top}} \) of the body \( V \), as shown in Figure 1b. By discretizing the moving heat source as a finite number of individual heat sources, as shown in Figure 1b, the analytical field \( T_0 \) can be expressed as

\[ T_0 = \sum_{I=1}^{N} T_0^{(I)}, \]

where \( T_0^{(I)} \) is the temperature field caused by the \( I \)th heat source in the semi-infinite space and \( N \) is the total number of heat sources. The source density, which represents the number of heat sources per unit length, is given by

\[ \rho_s = \frac{1}{v \Delta t}, \]

where \( v \) is the heat source moving speed and \( \Delta t \) is the duration between the activation of two consecutive sources.

In Equation (6), the \( T_2 \) and \( T_2 \) fields are employed to account for the BCs. The \( T_2 \) is the image source field, which is the temperature field caused by the image sources in the semi-infinite space (see Figure 1b) and can also be obtained analytically, and \( T_2 \) is the complementary field being solved numerically (see Figure 1c). The image sources are added by mirroring the original heat sources with respect to the boundary surfaces. As illustrated in Figure 2, image source \( J_1^{(1)} \) is added by mirroring the heat source \( I \) with respect to boundary \( \partial B^{(1)} \). Consider that the power associated with heat source \( I \) is \( P \). If the power of image source \( J_1^{(1)} \) is \( P \), the heat flux on boundary \( \partial B^{(1)} \) caused by heat source

\[ \frac{\partial T}{\partial n} = \frac{\partial T}{\partial n} \text{on } \partial V_{\text{top}} \text{ and } \partial V_{\text{bot}} \]

\[ \hat{T} = T - T_c \text{ on } \partial V_{\text{bot}} \]

\[ \frac{\partial T}{\partial n} = \frac{\partial T}{\partial n} \text{on } \partial V_{\text{top}} \text{ and } \partial V_{\text{bot}} \]

\[ \frac{\partial T}{\partial n} = \frac{\partial T}{\partial n} \text{on } \partial V_{\text{top}} \text{ and } \partial V_{\text{bot}} \]

\[ \frac{\partial T}{\partial n} = \frac{\partial T}{\partial n} \text{on } \partial V_{\text{top}} \text{ and } \partial V_{\text{bot}} \]

\[ \frac{\partial T}{\partial n} = \frac{\partial T}{\partial n} \text{on } \partial V_{\text{top}} \text{ and } \partial V_{\text{bot}} \]
I and image source $J_1^{(1)}$ would be 0; while if the power of image source $J_1^{(1)}$ is $-P$, the temperature on boundary $\partial B^{(1)}$ caused by heat source $I$ and image source $J_1^{(1)}$ would be 0. Therefore, the no heat flux and prescribed temperature BCs shown in Equations (2) and (3) can be satisfied by adding the image sources. However, take Figure 2 as an example, image source $J_1^{(1)}$ would affect the heat flux and temperature on boundary $\partial B^{(2)}$, and thus, a second-order image source $J_2^{(2)}$ (the subscript denotes the order of the image source and the superscript represents the boundary by which the image source is mirrored) needs to be added. It is obvious that for the parallel boundaries shown in Figure 2, an infinite number of image sources will finally be needed. Therefore, to reduce the computational cost, only a finite number of image sources are added and the BCs are finally accounted for by the complementary field $\hat{T}$. The $\hat{T}$ is expressed as

$$\hat{T} = \sum_{j=1}^{M} \hat{T}^{(j)},$$

where $M$ is the total number of image sources. The analytical expression of $\hat{T}^{(j)}$ is the same as $\hat{T}^{(1)}$, which is detailed discussed in Section 2.2.

![Figure 2](image_url)

**Figure 2.** The strategy of adding image sources. The original heat source is represented by the red source and the image source is represented by the blue source. Image source $J_1^{(1)}$ is added by mirroring the original source with respect to boundary $\partial B^{(1)}$, and image source $J_1^{(2)}$ is added by mirroring the original source with respect to boundary $\partial B^{(2)}$. Image source $J_2^{(2)}$ is added by mirroring image source $J_1^{(1)}$ with respect to boundary $\partial B^{(2)}$. The subscript of $J_1^{(2)}$ denotes the order of the image source, and the superscript represents the boundary by which the image source is mirrored. For the parallel boundaries $\partial B^{(1)}$ and $\partial B^{(2)}$, an infinite number of image sources need to be added.

The complementary temperature field $\hat{T}$ is obtained by solving

$$\frac{\partial \hat{T}}{\partial t} = \alpha \nabla^2 \hat{T}$$

with the BCs

$$\frac{\partial \hat{T}}{\partial n_i} = -n_i \frac{\partial \hat{T}}{\partial x_i} - n_i \frac{\partial \hat{T}}{\partial y_i}, \quad \text{on} \quad \partial V_{top} \quad \text{and} \quad \partial V_{lat},$$

$$\hat{T} = -T - T + T_{c}, \quad \text{on} \quad \partial V_{bot},$$

and initial condition

$$\hat{T} = -\hat{T} + T_{ini}, \quad \text{at} \quad t = 0,$$

where Equations (10) to (12) are a direct consequence of Equations (2) to (4).

The analytical field $\hat{T}$ serves to partially capture the steep temperature gradient in the vicinity of the heat source, and the image source field $\hat{T}$ is employed to describe the steep temperature gradient when the heat source is close to the boundary. As a result, the temperature gradient in $\hat{T}$ field is relatively smooth, and thus, a relatively coarse mesh can be applied in solving $\hat{T}$. 

...
It should be noted that in the semianalytical approach, as there is the need to add image sources, body \( V \) needs to be a convex polyhedron (where any two points within the polyhedron can be connected by a line). For arbitrary complex geometries, the semianalytical approach can still be utilized by using the \( \hat{T} \) field only to account for the BCs. Then, without the image source field and since the temperature gradient will become very steep when the heat source is close to the boundary, a fine discretization in the vicinity of the boundary may be necessary for solving the \( \hat{T} \) field to obtain certain accuracy. The computational efficiency and accuracy for using the \( \hat{T} \) field only to account for BCs to model the nonconvex part are detailed discussed in [15]. In the present paper, for the purpose of validating the accuracy of the proposed volumetric heat source model, only convex body \( V \) is considered so that the accuracy of the model is not very sensitive to the mesh size with the assistance of the image sources.

2.2. Volumetric Heat Source

In the model developed by Yang et al. [14,15], sources \( I = 1 \) to \( N \) and the corresponding images sources are modeled as dimensionless point sources. In the present paper, for individual source \( I \), it is described as a half-ellipsoidal volumetric source (see Figure 3), and the corresponding analytical solutions for \( \hat{T} \) and the gradient of \( \hat{T} \) are developed.

Consider the energy distribution for the heat source \( I \), shown in Figure 3, expressed as

\[
q(x_i) = q_0 \exp\left(-\frac{2(x_1 - S_{1(I)})^2 + (x_2 - S_{2(I)})^2}{r_i^2} - 2 \frac{(x_3 - S_{3(I)})^2}{c^2}\right), \quad i = 1, 2, 3, \tag{13}
\]

where \( q_0 \) is the maximum energy density at the position of \( x_i = S_{i(I)} \). The parameters \( r_i \) and \( c \) are illustrated in Figure 3. In SLM, the \( r_i \) can be considered as the laser spot radius and the parameter \( c \) can be seen as the optical penetration depth (OPD) of the laser. Equation (13) satisfies that the energy density reduces to \( q_0/e^2 \) at the surface of the ellipsoidal source.

The total energy of the heat source is \( Q \), and conservation energy requires that

\[
Q = \int_0^\infty \int_{-\infty}^\infty \int_{-\infty}^\infty q(x_1, x_2, x_3)dx_1dx_2dx_3. \tag{14}
\]

Evaluating Equation (14) yields

\[
q_0 = \frac{4\sqrt{2}Q}{\pi \sqrt{\pi cr_i^2}}. \tag{15}
\]
If heat source $I$ is considered as a single dimensionless point source, the corresponding temperature $T_p^{(I)}$ in a semi-infinite space is given by [24]

$$T_p^{(I)}(x_i^{(P)}, t) = 2QG(x_i^{(P)}, t), \quad (16)$$

where

$$G(x_i^{(P)}, t) = \frac{1}{\rho c_p (\pi \alpha \eta)^{3/2}} \exp\left(-\frac{(x_1 - x_1^{(P)})^2 + (x_2 - x_2^{(P)})^2 + (x_3 - x_3^{(P)})^2}{\eta}\right). \quad (17)$$

The $\eta = 4\alpha(t - t_0^{(I)})$ and $x_i^{(P)}$ is the coordinates for the point of interest. Source $I$ is activated at $t = t_0^{(I)}$. Function $G(x_i^{(P)}, t)$ is the Green function, which is a fundamental solution of Equation (1). Due to the boundary effect caused by the boundary surface of the semi-infinite space, there is a factor 2 in Equation (16).

Due to the linearity of Equation (1), the temperature for point $x_i^{(P)}$ at moment $t$ induced by a heat source with the energy density of $q(x_i)$ is equal to $q(x_i)G(x_i^{(P)}, t)$. In addition, we need to consider the boundary effect caused by the boundary surface of the semi-infinite space. This can be solved by adding an image source with respect to the boundary surface of the semi-infinite space. Consequently, the temperature $\tilde{T}^{(I)}$ caused by a volumetric heat source shown in Figure 3 is expressed as

$$\tilde{T}^{(I)} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} q(x_1, x_2, x_3)G(x_1^{(P)}, x_2^{(P)}, x_3^{(P)}, t)dx_1dx_2dx_3. \quad (18)$$

Finally, the temperature $\tilde{T}^{(I)}$ is given by

$$\tilde{T}^{(I)} = B \frac{\exp\left(-(I_{xy} + I_z)\right)}{D}, \quad (19)$$

where

$$B = \frac{2\sqrt{2}Q}{\rho c_p \pi^{3/2}},$$

$$I_{xy} = -\frac{2\left[(x_1^{(P)} - S_x^{(I)})^2 + (x_2^{(P)} - S_y^{(I)})^2\right]}{2\eta + r_l^2}, \quad (20)$$

$$I_z = -\frac{2(x_3^{(P)} - S_z^{(I)})^2}{2\eta + c^2},$$

$$D = (2\eta + r_l^2)\sqrt{2\eta + c^2}.$$  

It can be seen that if $r_l$ and $c$ both become 0, source $I$ would become a dimensionless point source, and Equation (19) would be equivalent to the temperature caused by a point source as shown in Equation (16). For any given heat source, the total energy $Q = PA\Delta t$, where $P$ is the power and $A$ is a nondimensional coefficient which implicitly accounts for the energy losses during the SLM process, such as due to laser absorptivity, convection, radiation, and phase transitions. The expression for any given image source $I$ is the same as Equation (19) but with different source positions $S_i^{(I)}$. Therefore, with Equation (19), the analytical field $\tilde{T}$ and image source field $\tilde{T}$ can be finally obtained using Equations (6) and (8), respectively.

The gradients of $\tilde{T}$ and $\tilde{T}$ used for solving the $\tilde{T}$ field are given by
\[ \frac{\partial \tilde{T}}{\partial x_i} = -\frac{4x_i(p)}{2\eta + \lambda^2} \tilde{T}, \]
\[ \frac{\partial \hat{T}}{\partial x_i} = -\frac{4x_i(p)}{2\eta + \lambda^2} \hat{T}, \]

(21)

where \( \lambda = r_l \) for \( i = 1, 2 \) and \( \lambda = c \) for \( i = 3 \).

3. Results and Discussions

Three numerical examples are investigated in the present study. For the first example, a single laser scan is applied on a very large baseplate to mimic the scanning of the first layer. The baseplate can be assumed to be a semi-infinite space and thus, the total temperature field \( \hat{T} \) simply becomes \( \tilde{T} \) in the absence of any BCs. The predicted melt-pool width and depth by the proposed volumetric heat source model are compared with the experiments reported in [25]. The material used is stainless steel (SS) 316L. For the second example, a single laser scan is applied on a baseplate with the cubic profile and thus, the BCs need to be considered. The material Ti6Al4V is considered in this example to demonstrate that the proposed model can be applied to different materials. The accuracy of the proposed model is further validated by comparing the predicted melt-pool width and depth with the experiments [8]. A third example is presented to demonstrate the ability of the proposed model to simulate the multiple laser scanning process with various heat source moving paths in the AM process.

The material properties of SS316L and Ti6Al4V are tabulated in Table 1. As suggested by Yang et al. [14], the values quoted in Table 1 are representative for a temperature which is slightly higher than the melting point (\( T_m \)) of SS 316L and Ti6Al4V, respectively. The thermal properties for SS316L and Ti6Al4V in Table 1 correspond to the temperatures of 1727 °C [26] and 2227 °C [27], respectively. The temperature fields \( \tilde{T} \), \( \hat{T} \), and \( \hat{T} \) are all calculated using an in-house Matlab code. The \( \hat{T} \) and \( \hat{T} \) fields are directly calculated using Equations (6) and (8), and the \( \hat{T} \) is solved with an explicit finite difference scheme, centered in space and forward in time.

| Material   | \( T_m \) (°C) | \( k \) (W/mK) | \( \rho c_p \) (MJ/Km³) |
|------------|----------------|----------------|------------------------|
| SS316L [26] | 1427           | 18.97          | 3.8                    |
| Ti6Al4V [27] | 1650           | 42             | 4.38                   |

3.1. A Single Laser Scan on a Semi-Infinite Space

A single laser scan is applied on a semi-infinite space as schematically illustrated in Figure 3 to mimic scanning the first SS 316L powder layer on a very large baseplate [25]. The initial temperature is set to be 25 °C. The laser spot radius \( r_l \) is 27 µm and the OPD \( c \) is set as 60 µm, which is close to the diameter of the powder (54 µm).

A convergence study with respect to the source density \( \rho_s \) is first investigated. The maximum temperature experienced by a point with a distance of 20 µm to the laser scanning line with various source density \( \rho_s \) is calculated. This distance is close to the laser spot radius. The source density \( \rho_s = 100 \times 10^4 \text{ Wms}^{-1} \) is taken as the reference. As shown in Figure 4, the error \( |\hat{T}(\rho_s) - \hat{T}_{\text{ref}}|/\hat{T}_{\text{ref}} \) for two different \( P/v \) is plotted as a function of the source density \( \rho_s \). It can be seen that the error quickly reduces to a value close to 0 and converges at \( \rho_s = 10 \times 10^4 \text{ Wms}^{-1} \). Hence, for the following calculations, the source density \( \rho_s = 10 \times 10^4 \text{ Wms}^{-1} \) is used.
Figure 4. The temperature convergence of $\bar{T}$ as a function of the source density $\rho_s$.

The predicted melt-pools by the volumetric heat source model within the $x_1 - x_2$ plane and $x_2 - x_3$ plane are shown in Figure 5a, b, respectively. The power is 150 W and the speed is 0.8 m/s. The melt-pool is shown as the white area in Figure 5 and determined as the material points heated above the melting point. A regular hexahedral grid with the size of 10 $\mu$m is employed to plot Figure 5. The melt-pool width and depth along the scanning line at $P = 150$ W and $v = 0.8$ m/s are shown in Figure 6. By examining the temperature of the material points in the vicinity of the scanning line (along the width and depth directions, respectively), the boundary of the melt-pool is determined to be the first material point with the temperature below the melting point. The resolution for determining the melt-pool width and depth in this example is 1 $\mu$m. It can be seen that the melt-pool width and depth are both small at the beginning of the laser scan, but quickly reach a higher steady-state value. The melt-pool width and depth then decrease towards the completion of the laser scan. Hence, the calculated width and depth of the melt-pool shown in the following are determined by the steady-state value along the laser scanning line.

Figure 5. The temperature profile within the (a) $x_1 - x_2$ plane and (b) $x_2 - x_3$ plane for the power of 150 W and the speed of 0.8 m/s. The melt-pool is shown as the white area.
The melt-pool width and depth by the proposed volumetric heat source model for various laser powers and speeds, and the corresponding experimental measurements are reported in [25] are plotted in Figure 7a,b. The coefficient $A$ is set to be 0.43 to result in the best agreement for the volumetric heat source model. The simulation results by the point heat source model are also plotted in Figure 7. The uncertainty of the experimental measurements is 5 µm. As explained in [25], the experimental uncertainty is mainly because that the plasma/metal vapor plume during the SLM process can change the laser absorptivity, which causes fluctuations of the effective power. Incorporating a variable coefficient $A$ in the proposed model to accurately account for the variance of the effective power during the SLM would be quite difficult and thus, a more common approach [25] to take the coefficient $A$ as a constant is employed. It can be observed from Figure 7 that the melt-pool width and depth increase with the increasing $P/v$. The value of $P/v$ for the power of 200 W and speed of 1.2 m/s is the same as that for the power of 300 W and speed of 1.8 m/s, and thus, close values of melt-pool width and depth can be observed in Figure 7 both for the experimental and simulation results.

Figure 7. The predicted melt-pool (a) width and (b) depth and the experimental measurements under various laser powers and scanning speeds.
In Figure 7, it can also be seen that the predicted melt-pool width and depth by the volumetric heat source model agree well with the experimental measurements for all the four sets of laser power and speed. In comparison, the predicted melt-pool width by the point heat source model is overestimated (see Figure 7a) and the depth is underestimated (Figure 7b). The predicted melt-pool depth by the point heat source model is actually half of the predicted width as the heat energy diffuses isotropically in the space domain for the point heat source. If we tune the coefficient $A$ to make the width calculated by the point heat source model agree well with the experiments, the calculated depth will also reduce accordingly. Therefore, the difference between the half width and depth of the melt-pool cannot be captured by the point heat source model. In the volumetric heat source model, by adjusting the parameter $c$ to characterize the OPD of the laser, the melt-pool with shallow or deep depth can be conveniently captured.

The error of the predicted results in Figure 7 with respect to the average experimental measurements is evaluated by

$$
\epsilon = \frac{|Y - Y_{\text{exp}}|}{Y_{\text{exp}}},
$$

where $Y$ represents the predicted melt-pool width or depth, and $Y_{\text{exp}}$ represents the averaged experimental melt-pool width or depth. Figure 8 shows the errors of the predicted melt-pool width and depth for both the point and volumetric heat source models. The rectangular bars represent the average error $\bar{\epsilon}$ for the four sets of laser power and speed, and the error bar corresponds to the maximum and minimum error, respectively, in the four sets of laser power and speed. It can be seen from Figure 8 that the maximum errors of the predicted melt-pool width and depth for the point heat source model are close to 20%, while the corresponding maximum errors for the volumetric heat source model are less than 10%. The average errors of the predicted melt-pool width and depth for the point heat source model are around 15%, and the corresponding average errors for the volumetric heat source model are around 5%.

![Figure 8](image1.png)

**Figure 8.** The errors $\epsilon = |Y - Y_{\text{exp}}|/Y_{\text{exp}}$ of the predicted width and depth with respect to the experiments.

### 3.2. A Single Laser Scan on a Finite Space

In this example, a single scan experiment reported in literature [8] is simulated using the proposed model. As shown in Figure 9, the baseplate has a dimension of $4 \text{ mm} \times 2 \text{ mm} \times 0.5 \text{ mm}$ and the material is Ti6Al4V. The bottom surface of the baseplate is set to be at $20^\circ \text{C}$ during the whole process. The laser spot radius is $26 \mu\text{m}$ and the OPD $c$ is set to be $40 \mu\text{m}$, which is also close to the powder diameter ($35 \mu\text{m}$). The coefficient $A$ is set to be 0.77 as suggested in [8]. The laser speed is $0.2 \text{ m/s}$ and various laser powers are investigated. A total number of 64 cubic finite difference cells is used to
discretize the baseplate, resulting in a cell size of 1 mm × 0.5 mm × 0.125 mm. The \( \tilde{T} \) and \( \tilde{T} \) fields can be readily obtained for any point of interest \( x_i^{(P)} \) within the body analytically, while the \( \hat{T} \) field can only be calculated at the nodes of the finite difference cells. Therefore, a linear interpolation of known \( \hat{T} \) values is utilized to estimate the value of \( \hat{T}(x_i^{(P)}) \) on any given material point, which is given by

\[
\hat{T}(x_i^{(P)}) = \sum_{q=1}^{N_q} \Phi(q) \hat{T}(x_i^{(q)}),
\]

where \( q = 1, 2, \ldots, N \) is the index for the grid point with \( \hat{T}(x_i^{(q)}) \) and the total number of grid points of the finite difference cell is denoted as \( N_q \). For an 8-node hexahedral finite difference cell (\( N_q = 8 \)) used in this example, the function \( \Phi(q) \) is expressed as

\[
\Phi(q) = \frac{1}{8} (1 + \xi_i \xi(q)),
\]

where \( \xi_i \) is the normalized position of \( x_i^{(P)} \) in a right-handed local coordinate system having an origin located at the center of the cell and \( \xi_i(q) \) is the normalized position of \( x_i^{(q)} \) given in the same coordinate system. The resolution for determining the melt-pool width and depth in this example is 1 µm.

![Figure 9. A single laser scan is applied on a finite space.](image-url)
A nonlinear thermal analysis using the finite element method was also conducted in [8], in which the nonlinear thermal properties of Ti6Al4V were employed. The temperature distributions along the width direction (see line 1 in Figure 9) at the powers of 40 W and 80 W at a certain time calculated by the proposed volumetric heat source model were compared with the results obtained by the nonlinear model in [8], as shown in Figure 11. Good agreements can be observed between the nonlinear model and the proposed approach. The disparities of the temperature obtained by the two models shown in Figure 11 are characterized by $\kappa = |T_{\text{vol}} - T_{\text{non}}| / T_{\text{non}}$, where $T_{\text{vol}}$ is the temperature obtained by the proposed volumetric heat source model and $T_{\text{non}}$ is the temperature obtained by the nonlinear model proposed in [8]. It is found the $\kappa$ is less 10%. The small disparities are expected, as a nonlinear set of thermal properties which is temperature dependent is used in the nonlinear model while constant thermal properties are employed in the proposed model.

![Figure 10](image1.png)

**Figure 10.** The predicted melt-pool (a) width and (b) depth with the experimental measurements.

![Figure 11](image2.png)

**Figure 11.** The temperature along the width direction (see line 1 in Figure 9) obtained by the proposed volumetric heat source model and the nonlinear model reported in [8].

### 3.3. Building a New Layer with Multiple Laser Scans

Finally, a numerical example for scanning a new layer with multiple scans is conducted. Two scanning strategies are considered in the proposed model. The material of Ti6Al4V is employed
in this example. As shown in Figure 12a, a cube with the dimension of \( l = 2 \) mm is assumed already built, and two scanning strategies (unidirectional, see Figure 12b; and alternating, see Figure 12c) are considered to build the new layer. A total number of 64 cubic finite difference cells is used to discretize the body. The temperature of the bottom surface of the cube is set to be 20 °C during the whole process. An arbitrary set of process parameters is chosen to investigate the temperature histories of point G1 and G2 (see Figure 12a). The laser spot radius is set to be 50 µm and the OPD is 60 µm. The power of the laser is set to be 40 W with a speed of 0.8 m/s. The hatching distance between adjacent tracks is 90 µm and a total number of 21 tracks are applied on the top surface \( \partial V_{\text{top}} \). The thermal response is calculated by the volumetric heat source model.

Figure 13a shows the temperature histories of point G1 under the unidirectional and alternating scanning strategies. The temperature evolutions under the two scanning strategies are well captured. The first peak temperature for the alternating scanning strategy appears earlier than that for the unidirectional scanning strategy. This is because compared with the unidirectional scanning strategy, the first track in the alternating scanning strategy arrives earlier at point G1. The second laser track is the same in both alternating and unidirectional scanning strategies, and thus, the second peak temperatures of point G1 for both scanning strategies occur at the same moment. It also demonstrates that the temperature history of point G1 is sensitive to the scanning strategy. The temperature field \( \tilde{T} \) without considering the BCs under the unidirectional scanning strategy is also plotted in Figure 13a. The peak temperature of \( \tilde{T} \) is only 1439 °C, while the peak temperature of \( T \) is 4493 °C. It can be observed that after including the BCs, the total temperature \( T \) is reasonably much higher than the \( \tilde{T} \), which indicates it is essential to consider the BCs in the thermal modeling of the AM process.

![Figure 12](image_url)

**Figure 12.** (a) A total of 21 laser tracks are applied on the top surface \( \partial V_{\text{top}} \) of the cube, which is discretized by 64 finite difference cells. The temperature histories of point G1 (1.5, 0, 0) mm and G2 (1.5, −0.5, 0) mm are investigated. Two scanning strategies, (b) unidirectional and (c) alternating, are employed.

The temperature histories of point G2 under the two different scanning strategies are compared in Figure 13b. It can be seen that the peak temperature of point G2 is reasonably lower than that of point G1 because point G1 is at the boundary. The peak temperature in Figure 13b is around 1000 °C, which is lower than the melting point 1650 °C. This indicates that the set of process parameters employed may cause the lack of fusion. It is also important to note that scanning strategies can modify the temperature histories which, in turn, have an impact on the resulting residual stresses.

The calculation time for this example by the volumetric heat source model is around 110 s. The calculation associated with \( \hat{T} \) field is only 0.45 s. The high efficiency is because the steep temperature gradient is captured by the \( \hat{T} \) and \( \tilde{T} \) fields, which can be calculated analytically, and thus, coarse mesh can be applied in solving \( \hat{T} \). With this high computational efficiency, it would be very efficient to investigate the thermal histories of an AM part and optimize the process parameters. The calculation is performed using a single-core Intel i7 6600U quad-core processor with a clock speed of 2.60 GHz and 8 GB RAM.
4. Limitations and Future Extensions

In the proposed model, a half-ellipsoid heat source is employed to describe the interaction between the laser and the materials in SLM. Since the laser spot radius is usually small in SLM, it is appropriate to assume a circle heat source profile within the laser scanning plane ($x_1$ – $x_2$ plane). When the size of the heat source becomes large—such as in wire arc additive manufacturing, for which the characteristic size of the heat source is usually in mm scale—a more complex heat source profile, such as the Goldak double ellipsoidal heat source [16], may need to be applied. Therefore, suitable heat source profiles for different metal AM processes with the corresponding analytical solutions of $\tilde{T}$ and $\text{Grad}(\tilde{T})$ need to be further developed. Moreover, in the half-ellipsoid heat source, the OPD of the laser is characterized by the constant parameter $c$, which is independent of the laser power and speed. However, the OPD may vary for different processing parameters, and this cannot be accounted for by the present model. Hence, a thermal model which is capable of characterizing the variance of OPD as a function of the process parameters is also of interest to investigate.

5. Conclusions

A computationally efficient volumetric heat source model based on the semianalytical thermal approach is proposed to simulate the thermal response of the produced part in the AM process. It has shown that the asymmetry of the melt pool in width and depth directions can be well captured by the proposed volumetric heat source model. Two materials of SS 316L and Ti6Al4V are employed to validate the accuracy of the proposed model. As the steep temperature gradients are mainly captured by the analytical field $\tilde{T}$ and the image source field $\tilde{T}$, which can be obtained analytically, high computational efficiency can be achieved in solving $\tilde{T}$ field. Compared with the point heat source model, the volumetric heat source model has higher accuracy and in the meantime, the computational cost of the proposed volumetric heat source model is not impaired because of the concise expressions of $\tilde{T}$ and $\text{Grad}(\tilde{T})$. Moreover, the computational efficiency of the proposed model is independent of the laser spot radius and OPD, indicating that various laser profiles can be easily modeled. The high computational efficiency of the proposed model suggests it is promising to be incorporated in an optimization process (optimizing the topology of the built part or process parameters) to reduce the residual stresses and distortions.
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