Local variants of the Dixmier property and weak centrality for C*-algebras
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We study variants of the Dixmier property that apply to elements of a unital C*-algebra, rather than to the C*-algebra itself. By a Dixmier element in a C*-algebra we understand one that can be averaged into a central element by means of a sequence of unitary mixing operators. Examples include all self-commutators and all quasinilpotent elements. We do a parallel study of an element-wise version of weak centrality, where the averaging to the centre is done using unital completely positive elementary operators (as in Magajna’s characterization of weak centrality). We also obtain complete descriptions of more tractable sets of elements, where the corresponding averaging can be done arbitrarily close to the centre. This is achieved through several “spectral conditions”, involving numerical ranges and tracial states.

1 Introduction

Let $A$ be a unital C*-algebra with centre $Z(A)$ and unitary group $U(A)$. By a unitary mixing operator on $A$ we mean a map $\phi: A \to A$ of the form

$$\phi(x) = \sum_{i=1}^{n} t_i u_i^* x u_i,$$

where $n$ is a positive integer, $u_1, \ldots, u_n \in U(A)$ and $t_1, \ldots, t_n$ non-negative real numbers such that $t_1 + \ldots + t_n = 1$. The set of all such maps is denoted by $Av(A, U(A))$. Given $a \in A$, we define the Dixmier set $D_A(a)$ as the norm-closure of the set $\{ \phi(a) : \phi \in Av(A, U(A)) \}$. If $D_A(a) \cap Z(A) \neq \emptyset$ for all $a \in A$, then $A$ is said to have the Dixmier property.

It is well-known that if $A$ satisfies the Dixmier property, then $A$ is weakly central, that is, for any pair of maximal ideals $M_1$ and $M_2$ of $A$, $M_1 \cap Z(A) = M_2 \cap Z(A)$ implies $M_1 = M_2$ (see e.g. [1] p. 275).
shown by Haagerup and Zsidó in [13] that a unital simple $C^*$-algebra satisfies the Dixmier property if and only if it admits at most one tracial state. In particular, weak centrality is not sufficient to guarantee the Dixmier property. A complete generalization of the Haagerup-Zsidó theorem was obtained in [6, Theorem 2.6].

In [16], Magajna gave a characterisation of weak centrality in terms of a more general averaging as follows. By a unital completely positive elementary operator on $A$ we mean a map $\phi : A \to A$ of the form

$$\phi(x) = \sum_{i=1}^{n} a_i^* x a_i,$$  

(1.1)

where $n$ is a positive integer and $a_1, \ldots, a_n$ elements of $A$ such that $\sum_{i=1}^{n} a_i^* a_i = 1$. The set of all such maps on $A$ is denoted by $\text{EUCP}(A)$. Given $a \in A$, we define the Magajna set $M_A(a)$ as the norm-closure of the set $\{\phi(a) : \phi \in \text{EUCP}(A)\}$ (i.e. the closed $C^*$-convex hull of $a$ in the sense of [15]). Magajna showed in [16, Theorem 1.1] that $A$ is weakly central if and only if for any $a \in A$, $M_A(a) \cap Z(A) \neq \emptyset$.

By a well-known result of Vesterstrøm [24] a unital $C^*$-algebra $A$ is weakly central if and only if it satisfies the centre-quotient property (the CQ-property), that is for any closed two-sided ideal $I$ of $A$, $(Z(A) + I)/I = Z(A/I)$. Motivated by results in [9], where the setting is purely algebraic, the first two authors defined in [5] a local version of the CQ-property as follows. An element $a \in A$ is called a CQ-element if for every closed two-sided ideal $I$ of $A$, $a + I \in Z(A/I)$ implies $a \in Z(A) + I$ ([5, Definition 4.1]). In [5, Theorem 4.8], a description of the set $\text{CQ}(A)$ of all CQ-elements of $A$ was obtained in terms of those maximal ideals of $A$ which witness the failure of the weak centrality of $A$. Further, it was shown that $\text{CQ}(A)$ contains all commutators and products by quasinilpotent elements. However, from both the algebraic and topological viewpoint the set $\text{CQ}(A)$ is in general rather strange. It always contains $Z(A) + J_{wc}(A)$ (where $J_{wc}(A)$ is the largest weakly central ideal of $A$, see [5, Theorem 3.22]), with equality if and only if $A/J_{wc}(A)$ is abelian. Otherwise it fails dramatically to be a $C^*$-subalgebra of $A$: it is not norm-closed and it is neither closed under addition nor closed under multiplication.

In this paper we study local versions of the Dixmier property and of weak centrality, the latter motivated by Magajna’s characterization in terms of EUCP maps. More precisely, given an element $a \in A$, we call $a$ a Magajna element if $M_A(a) \cap Z(A) \neq \emptyset$, and we call it a Dixmier element if $D_A(a) \cap Z(A) \neq \emptyset$. We denote by $\text{Mag}(A)$ and $\text{Dix}(A)$ the sets of Magajna and Dixmier elements of $A$, respectively. That is,

$$\text{Mag}(A) := \{a \in A : M_A(a) \cap Z(A) \neq \emptyset\},$$

$$\text{Dix}(A) := \{a \in A : D_A(a) \cap Z(A) \neq \emptyset\}.$$

Obviously, $A$ has the Dixmier property if and only if $\text{Dix}(A) = A$, and $A$ is weakly central if and only if $\text{Mag}(A) = A$. Quasinilpotent elements and self-commutators are Dixmier (and Magajna) elements. However, a complete description of $\text{Dix}(A)$ and $\text{Mag}(A)$ is in general difficult to obtain. This has led us to also consider the
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\[
\text{Mag}(A) = \{ a \in A : \text{dist}(M_A(a), Z(A)) = 0 \}, \\
\text{Dix}(A) = \{ a \in A : \text{dist}(D_A(a), Z(A)) = 0 \}.
\]

These are more tractable sets. In our two main results, Theorems 3.3 and 4.4, we characterize membership of a given element in the sets \(\text{Mag}(A)\) and \(\text{Dix}(A)\) through several “spectral conditions”, involving numerical ranges and tracial states. Moreover, we show that on selfadjoint elements these spectral conditions also characterize membership in \(\text{Mag}(A)\) and \(\text{Dix}(A)\), so that \(\text{Mag}(A) \cap A_{sa} = \text{Mag}(A) \cap A_{sa}\) and \(\text{Dix}(A) \cap A_{sa} = \text{Dix}(A) \cap A_{sa}\).

In general, one has the inclusions

\[
\text{Dix}(A) \subseteq \text{Dix}(A) \subseteq \text{Mag}(A) \subseteq \text{Mag}(A) \subseteq \text{CQ}(A).
\]

All these inclusions may be proper. A question left unanswered in our investigations is whether the norm closures of \(\text{Mag}(A)\) and \(\text{Dix}(A)\) agree with \(\overline{\text{Mag}(A)}\) and \(\overline{\text{Dix}(A)}\), respectively (the latter are always closed sets).

If \(A = \text{Mag}(A)\), i.e., \(A\) is weakly central, then obviously \(\text{Mag}(A)\) carries a \(C^*\)-algebra structure. It is thus natural to ask whether \(\text{Mag}(A)\) can be in general closed under addition or multiplication. As it turns out, imposing either one of these conditions on \(\text{Mag}(A)\) implies that \(A\) is not far from being weakly central. We show that if \(\text{Mag}(A)\) is either closed under addition or multiplication, then \(A/J_{wc}(A)\) is abelian (Theorem 3.15).

In the case of \(\text{Dix}(A)\), the situation is somewhat different: For a large class of unital \(C^*\)-algebras, which includes those that have a tracial state on every simple quotient, \(\text{Dix}(A) = \text{Mag}(A) \subseteq \text{CQ}(A)\) (Lemma 4.10).

Although \(\text{Mag}(A)\) and \(\text{Dix}(A)\) are not necessarily closed under addition, these sets are always pervasive in the sense that \(\text{span}(\text{Mag}(A)) = Z(A) + \text{Ideal}([A, A])\) (Corollary 3.12) and \(\text{span}(\text{Dix}(A)) = Z(A) + [A, A]\) (Lemma 4.10).

As well as using earlier results on the Dixmier property and weak centrality [5, 6, 15, 16, 24], the methods of this paper rely on the Dauns-Hofmann theorem [22], Michael’s selection theorem [18] and results on commutators, square zero elements and their lifts [1, 17, 20, 21, 23].
Let $A$ be a unital $C^*$-algebra. Let $Z(A)$ denote its centre. By an ideal of $A$ we shall always mean a closed two-sided ideal. For any subset $X$ of $A$, we denote by $\text{Ideal}(X)$ the ideal of $A$ generated by $X$. It is well-known that if $I$ is an ideal of $A$, then $Z(I) = I \cap Z(A)$. As usual, if $x, y \in A$, then $[x, y]$ stands for the commutator $xy - yx$. By $[A, A]$ we denote the linear span of all commutators in $A$.

By $S(A)$ we denote the set of all states on $A$. Given $a \in A$ we denote by $W_A(a)$ the (algebraic) numerical range of $a$, that is $W_A(a) = \{\omega(a) : \omega \in S(A)\}$. It is well-known that $W_A(a)$ is a compact convex set that contains the spectrum of $a$. We use frequently in what follows that if $I$ is an ideal of $A$, then $W_{A/I}(a + I) \subseteq W_A(a)$.

By $\text{Prim}(A)$ and $\text{Max}(A)$ we respectively denote the sets of all primitive and all maximal ideals of $A$. As usual, we equip $\text{Prim}(A)$ with the Jacobson topology. As $A$ is unital, both sets $\text{Prim}(A)$ and $\text{Max}(A)$ are compact. For any ideal $I$ of $A$ we write $\text{Max}_I(A) := \{M \in \text{Max}(A) : I \subseteq M\}$. It is easy to check that the assignment $M \mapsto M/I$ defines a homeomorphism from the set $\text{Max}_I(A)$ onto the set $\text{Max}(A/I)$.

Let us recall some facts around the Dauns-Hofmann theorem and the complete regularization map (see [7] for further details). For all $P, Q \in \text{Prim}(A)$, define $P \approx Q$ if $P \cap Z(A) = Q \cap Z(A)$. By the Dauns-Hofmann theorem ([22, Theorem A.34]), there exists a $C^*$-algebra isomorphism $Z(A) \ni z \mapsto \hat{z} \in C(\text{Prim}(A))$ such that $z + P = \hat{z}(P)1 + P$ (for $z \in Z(A)$, $P \in \text{Prim}(A)$).

Hence, for all $P, Q \in \text{Prim}(A)$ we have $P \approx Q$ if and only if $f(P) = f(Q)$ for all $f \in C(\text{Prim}(A))$. Note that $\approx$ is an equivalence relation on $\text{Prim}(A)$ and the equivalence classes are closed subsets of $\text{Prim}(A)$. It follows that there is one-to-one correspondence between the quotient set $\text{Prim}(A)/\approx$ and a set of ideals of $A$ given by $[P]_\approx \leftrightarrow \bigcap[P]_\approx$, where $[P]_\approx$ denotes the equivalence class of $P \in \text{Prim}(A)$. The set of ideals obtained in this way is denoted by $\text{Glimm}(A)$, and its elements are called Glimm ideals of $A$. The quotient map $\text{Prim}(A) \to \text{Glimm}(A)$ given by $P \mapsto \bigcap[P]_\approx$ is known as the complete regularization map. We equip $\text{Glimm}(A)$ with the quotient topology, which coincides with the complete regularization topology, since $A$ is unital. In this way $\text{Glimm}(A)$ becomes a compact Hausdorff space. In fact, $\text{Glimm}(A)$ is homeomorphic to $\text{Max}(Z(A))$ via the assignment $\text{Glimm}(A) \ni N \mapsto N \cap Z(A) \in$
Recall that for $a \in A$ we define the Magajna set $M_A(a)$ of $a$ as the norm-closure of the set $\{\phi(a) : \phi \in \text{EUCP}(A)\}$. Further, we denote by $\text{Mag}(A)$ the set of all $a \in A$ such that $M_A(a) \cap Z(A) \neq \emptyset$.

Our starting point in the investigation of the set $\text{Mag}(A)$ is the following theorem of Magajna.

**Theorem 3.1** (Theorem 4.1 of [15]). Let $a \in A$. A normal element $b \in A$ belongs to $M_A(a)$ if and only if $W_{A/P}(b + P) \subseteq W_{A/P}(a + P)$ for each $P \in \text{Prim}(A)$.

Given $a \in A$, let us define the set-valued function $\Psi_a : \text{Glimm}(A) \to 2^\mathbb{C}$ by

$$\Psi_a(N) := \bigcap_{M \in \text{Max}^N(A)} W_{A/M}(a + M),$$

for all $N \in \text{Glimm}(A)$. From Theorem 3.1 we deduce the following proposition:

**Proposition 3.2.** Let $a \in A$ and $z \in Z(A)$. Then $z \in M_A(a)$ if and only if $\tilde{z}(N) \in \Psi_a(N)$ for all $N \in \text{Glimm}(A)$, i.e., $\tilde{z}$ is a continuous selection of the set-valued map $\Psi_a$.

**Proof.** Suppose that $\tilde{z}(N) \in \Psi_a(N)$ for all $N \in \text{Glimm}(A)$, i.e., $\tilde{z}(N) \in W_{A/M}(a + M)$ for all $N \in \text{Glimm}(A)$ and all $M \in \text{Max}^N(A)$. Let $P \in \text{Prim}(A)$. Let $N \in \text{Glimm}(A)$ be such that $N \subseteq P$, namely $N = (P \cap Z(A))A$. Since $z + P = \tilde{z}(N)1 + P$, we have that $W_{A/P}(z + P) = \{\tilde{z}(N)\}$. Choose any $M \in \text{Max}(A)$ such that $P \subseteq M$. Then,

$$W_{A/P}(z + P) = \{\tilde{z}(N)\} \subseteq W_{A/M}(a + M) \subseteq W_{A/P}(a + P),$$

where we have used that $A/M$ is a quotient of $A/P$ in the last inclusion. It follows from Theorem 3.1 that $z \in M_A(a)$. Conversely, if $z \in M_A(a)$, then again by Theorem 3.1 we have $W_{A/P}(z + P) \subseteq W_{A/P}(a + P)$ for all $P \in \text{Prim}(A)$. Applying this to maximal ideals we get that

$$\{\tilde{z}(N)\} = W_{A/M}(z + M) \subseteq W_{A/M}(a + M)$$

for all $N \in \text{Glimm}(A)$ and $M \in \text{Max}^N(A)$, as desired.
Theorem 3.3. For an element \( a \in A \) consider the following conditions:

(i) \( a \in \text{Mag}(A) \).
(ii) \( \text{dist}(M_A(a), Z(A)) = 0 \).
(iii) \( \Psi_a(N) \neq \emptyset \) for all \( N \in \text{Glimm}(A) \).

Then (i) \( \implies \) (ii) \( \iff \) (iii). If \( a \) is selfadjoint then (i), (ii) and (iii) are equivalent.

Before proving Theorem 3.3 we establish some preliminary facts. First recall that if \( X \) and \( Y \) are topological spaces, a set-valued function \( \Psi : X \to 2^Y \) is said to be lower semicontinuous (l.s.c.) if for every open set \( U \subseteq Y \), the set

\[ \{ x \in X : \Psi(x) \cap U \neq \emptyset \} \]

is open in \( X \).

Lemma 3.4. Let \( a \in A \).

(i) The function \( f_a : \text{Glimm}(A) \to [0, \infty) \) defined by

\[ f_a(N) := \inf\{\|a + M\| : M \in \text{Max}^N(A)\} \]

is l.s.c.

(ii) If \( a \) is selfadjoint, then the set-valued function \( \Psi_a \) is l.s.c.

**Proof.** (i) Let \( s \geq 0 \) and

\[ C_s := \{ N \in \text{Glimm}(A) : f_a(N) \leq s \} \]

We claim that \( C_s \) is closed in \( \text{Glimm}(A) \). Indeed, suppose that \( (N_\alpha) \) is a net in \( C_s \) converging to some \( N_0 \in \text{Glimm}(A) \). Let \( \epsilon > 0 \). For each index \( \alpha \) there is \( M_\alpha \in \text{Max}^{N_\alpha}(A) \) such that

\[ \|a + M_\alpha\| \leq s + \epsilon. \]

As \( A \) is unital, \( \text{Max}(A) \) is compact, so there is a subnet of \( (M_\alpha) \) convergent to some \( M_0 \in \text{Max}(A) \). Then, by the continuity of the complete regularization map from \( \text{Prim}(A) \) to \( \text{Glimm}(A) \), and the Hausdorffness of \( \text{Glimm}(A) \), we conclude that \( M_0 \) contains \( N_0 \). By the lower semi-continuity of the norm functions \( P \mapsto \|a + P\| \) on \( \text{Prim}(A) \) (see e.g. [8 Proposition II.6.5.6 (iii)]) we get \( \|a + M_0\| \leq s + \epsilon. \) Hence \( f_a(N_0) \leq s + \epsilon. \) Since \( \epsilon > 0 \) was arbitrary, \( f_a(N_0) \leq s \), as required.
(ii) Given a $C^*$-algebra element $b$, let us denote by $\text{sp}(b)$ its spectrum. Now let $a \in A$ be selfadjoint. Define two functions $g, h: \text{Glimm}(A) \to \mathbb{R}$ by

$$g(N) := \inf \{ \max \text{sp}(a + M) : M \in \text{Max}^N(A) \},$$

$$h(N) := \sup \{ \min \text{sp}(a + M) : M \in \text{Max}^N(A) \}.$$  

As $\max \text{sp}(a + M) = \| (\|a\| + 1 + a) + M\| - \|a\|$, we have that

$$g(N) = f_{\|a\|1+a}(N) - \|a\|.$$  

Similarly, $\min \text{sp}(a + M) = \|a\| - \|\|a\|1-a\| + M\|$, from which we deduce that

$$h(N) = -f_{\|a\|1-a}(N) + \|a\|.$$  

Thus, by part (i), $g$ is lower semi-continuous and $h$ is upper semi-continuous. Since the numerical range of a selfadjoint element is the convex hull of its spectrum,

$$W_{A/M}(a + M) = [\min \text{sp}(a + M), \max \text{sp}(a + M)]$$

for all $M \in \text{Max}(A)$. We deduce at once that

$$\Psi_a(N) = [h(N), g(N)],$$

where $\Psi_a(N) = \emptyset$ if $h(N) > g(N)$. It follows that $\Psi_a$ is a l.s.c. set-valued function. \hfill \blacksquare

Given a set $C \subseteq \mathbb{C}$ and $\delta > 0$, let us denote by $C^{\leq \delta}$ the set of complex numbers whose distance to $C$ is $\leq \delta$.

For $a \in A$, $N \in \text{Glimm}(A)$, and $\delta > 0$, let us define

$$W_{N,\delta}(a) := \bigcap_{M \in \text{Max}^N(A)} \left( W_{A/M}(a + M) \right)^{\leq \delta}.$$  

Now fix $r > 0$ and define $\Psi_{a,r}: \text{Glimm}(A) \to 2^{\mathbb{C}}$ by

$$\Psi_{a,r}(N) := \bigcup_{\delta < r} W_{N,\delta}(a).$$ (3.1)

**Lemma 3.5.** Let $a \in A$. For each $r > 0$ the map $\Psi_{a,r}$ is lower semi-continuous. \hfill \Box
Proof. Let $U \subseteq \mathbb{C}$ be an open set and $N \in \text{Glimm}(A)$ such that $U \cap \Psi_{a,r}(N) \neq \emptyset$. Let $\omega \in U \cap \Psi_{a,r}(N)$. Observe that this means that $\omega \in W_{N,\delta}(a)$ for some $\delta < r$. Choose $\epsilon > 0$ such that $\overline{B_\epsilon(\omega)} \subseteq U$ (where $B_\epsilon(\omega) = \{\omega' \in \mathbb{C} : |\omega' - \omega| < \epsilon\}$). Suppose, for the sake of contradiction, that there exists a convergent net $N_\lambda \rightarrow N$ in $\text{Glimm}(A)$ such that $\overline{B_\epsilon(\omega)} \cap \Psi_{a,r}(N_\lambda) = \emptyset$ for all $\lambda$. Choose $\delta < \delta' < r$. Then

$$\overline{B_\epsilon(\omega)} \cap \bigcap_{M \in \text{Max}^N\lambda(A)} \left(W_{A/M}(a + M)\right)^{\leq \delta'} = \emptyset,$$

for all $\lambda$. By Helly’s theorem, for each $\lambda$ there exist $M_{\lambda,1}, M_{\lambda,2}, M_{\lambda,3}$, maximal ideals containing $N_\lambda$, such that

$$\overline{B_\epsilon(\omega)} \cap \bigcap_{i=1,2,3} \left(W_{A/M_{\lambda,i}}(a + M_{\lambda,i})\right)^{\leq \delta'} = \emptyset. \quad (3.2)$$

Pass to subnets if necessary so that $M_{\lambda,i} \rightarrow M_i$, with $M_i$ maximal. By the continuity of the complete regularization map and the Hausdorffness of $\text{Glimm}(A)$, we obtain that $N \subseteq M_i$ for $i = 1, 2, 3$.

Since $\omega \in W_{N,\delta}(a)$, we have that $\omega \in (W_{A/M_i}(a + M_i))^{\leq \delta}$ for $i = 1, 2, 3$. So for each $i$ there exists $\omega_i \in W_{A/M_i}(a + M_i)$ such that $|\omega - \omega_i| \leq \delta$. Now, by the lower semicontinuity of the map $M \mapsto W_{A/M}(a + M)$ ([6, Lemma 4.7]) applied to the three nets $M_{\lambda,i} \rightarrow M_i$, there exists a common index $\lambda_0$ such that

$$W_{A/M_{\lambda_0,i}}(a + M_{\lambda_0,i}) \cap \overline{B_{\delta'}(\omega_i)} \neq \emptyset,$$

for $i = 1, 2, 3$. This implies that

$$\omega \in \left(W_{A/M_{\lambda_0,i}}(a + M_{\lambda_0,i})\right)^{\leq \delta'}$$

for $i = 1, 2, 3$, which contradicts (3.2). □

Lemma 3.6. Let $a, b \in A$. Then the following numbers are equal:

(i) The distance between $M_A(a)$ and $M_A(b)$.

(ii) The minimum number $r \geq 0$ satisfying

$$\text{dist}(W_{A/M}(a + M), W_{A/M}(b + M)) \leq r, \quad (M \in \text{Max}(A)).$$

Proof. It is straightforward to show that the number in (i) bounds from above the number in (ii), using that $W_{A/M}(\phi(a) + M) \subseteq W_{A/M}(a + M)$ for any $\phi \in \text{EUCP}(A)$. Let us prove that the number in (ii) bounds the number in (i) from above. We adapt the proof of [6, Theorem 4.12] to the present context.

First, let us show that the distance between $M_A(a)$ and $M_A(b)$ is the same as the distance between $M_{A^\ast}(a)$ and $M_{A^\ast}(b)$. On the one hand, since $M_A(a) \subseteq M_{A^\ast}(a)$ and $M_A(b) \subseteq M_{A^\ast}(b)$, the distance between the sets
M_A(a) and M_A(b) bounds from above the distance between the sets M_{A^{**}}(a) and M_{A^{**}}(b). On the other hand, the opposite inequality follows from a standard Hahn-Banach/Kaplansky density argument. This argument runs exactly as in the proof of [6, Lemma 4.1], except that unitary mixing operators are replaced by operators in EUCP(A), and the application of the Glimm-Kadison theorem is replaced by the fact that, for x ∈ A, M_{A^{**}}(x) is contained in the σ(A^{**},A^{*})-closure of M_A(x) (see the proof of [15, Theorem 4.1]).

Observe now that the number r described in (ii) does not increase if we replace A by A^{**}, since for each maximal ideal M ∈ Max(A^{**}) and a ∈ A we have that

\[ W_{A/(A∩M)}(a + A ∩ M) = W_{A^{**}/M}(a + M). \]

In view of the facts observed above, it suffices to prove the desired inequality in the von Neumann algebra A^{**}. Let us therefore assume that A is a von Neumann algebra, and in particular, that it is weakly central. Then Glimm(A) ∼= Max(A) via the complete regularization map, and for each a ∈ A the function Ψ_a is l.s.c. by [6, Lemma 4.7] and takes non-empty values (since Max^N(A) is a singleton for all N ∈ Glimm(A)).

Let ε > 0. Consider the set-valued map

\[ Glimm(A) \ni N \mapsto \Psi_a(N) \cap (\Psi_b(N))^{r+\epsilon}, \]

where (Ψ_b(N))^{r+\epsilon} denotes the set of complex numbers whose distance to Ψ_b(N) is < r + ε. By [6, Lemma 4.8], this map is l.s.c. and its values are non-empty compact convex subsets of C. By Michael’s selection theorem, it has a continuous selection, which is of the form N ↦ z_1(N) for z_1 ∈ Z(A). By Proposition 3.2, z_1 ∈ M_A(a).

Consider the set-valued map

\[ Glimm(A) \ni N \mapsto B_{r+2\epsilon}(z_1(N)) \cap \Psi_b(N). \]

This is again a l.s.c. map whose values are non-empty compact convex subsets of C. Let z_2 ∈ Z(A) be a central element corresponding to a continuous selection of this map. Then z_2 ∈ M_A(b) and ||z_1(N) - z_2(N)|| ≤ r + 2ε for all N ∈ Glimm(A). Hence, ||z_1 - z_2|| ≤ r + 2ε. Thus, the distance between M_A(a) and M_A(b) is bounded from above by r + 2ε for an arbitrary ε > 0, whence, also by r.

Proof of Theorem 3.3. (i) ⇔ (ii). This is trivial.

(ii) ⇒ (iii). Assuming (ii), we get sequences φ_n ∈ EUCP(A) and z_n ∈ Z(A) such that

\[ \|φ_n(a) - z_n\| \to 0. \]

Let us fix N ∈ Glimm(A). Set λ_n = z_n(N), so that z_n + N = λ_n 1 + N for all n. Passing to a subsequence if necessary, assume that (λ_n)_n is convergent, with limit ˆλ ∈ C. Let M ∈ Max^N(A) be arbitrary. Since the
numerical range of $\phi_n(a) + M$ is contained in the numerical range of $a + M$. (3.3) implies that

$$\text{dist}(\lambda_n, W_{A/M}(a + M)) \to 0.$$ 

Hence, $\bar{\lambda} \in W_{A/M}(a + M)$. As $M \in \text{Max}^N(A)$ was arbitrary, it follows $\bar{\lambda} \in \Psi_a(N)$ and thus $\Psi_a(N) \neq \emptyset$.

(iii) $\implies$ (ii). Let $r > 0$. By (iii) we certainly have that $\Psi_{a,r}(N) \neq \emptyset$ for all $N \in \text{Glimm}(A)$. Also, by Lemma 3.5 the set-valued function $\Psi_{a,r}: \text{Glimm}(A) \to 2^\mathbb{C}$ is lower semi-continuous. So by the Michael selection theorem ([18, Theorem 3.2]), and the Dauns-Hofmann theorem, there is a central element $z \in Z(A)$ such that

$$\text{dist}(W_{A/M}(a + M), W_{A/M}(z + M)) \leq r, \quad (M \in \text{Max}(A)).$$

By Lemma 3.6 $\text{dist}(M_A(a), z) \leq r$. Since $r$ was arbitrary, $\text{dist}(M_A(a), Z(A)) = 0$.

Now assume that $a = a^*$.

(iii) $\implies$ (i). Assume that $\Psi_a(N) \neq \emptyset$ for all $N \in \text{Glimm}(A)$. Since $\Psi_a$ is l.s.c. in this case, by Lemma 3.4 we can apply the Michael selection theorem directly to $\Psi_a$ to argue the existence of a continuous selection of $\Psi_a$. By Proposition 3.2 this implies that $M_A(a) \cap Z(A) \neq \emptyset$.

The next example demonstrates that the equivalent conditions (ii) and (iii) of Theorem 3.3 in general do not imply (i), even if we replace the property of being selfadjoint by normal.

**Example 3.7.** Let $B = \mathcal{K}(H) + \mathbb{C}p + \mathbb{C}(1 - p)$ be the “Dixmier $C^*$-algebra” (see [12, NOTE 1, p.257]). Let $A = C([-1, 1], M_2(\mathbb{C})) \otimes B$. Let $a, b \in C([-1, 1], M_2(\mathbb{C}))$ be defined as follows:

$$a(t) := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad b(t) := \begin{pmatrix} \alpha(t) & 0 \\ 0 & \beta(t) \end{pmatrix},$$

where $\alpha(t)$ and $\beta(t)$ are curves on the plane such that the interval $[\alpha(t), \beta(t)]$ from $t = -1$ to $t = 0$ starts at $[-1, -1 + 2i]$, remains pinned at $-1$ while rotating till it is flat and equal to $[-1, 1]$ at $t = 0$. Then from $t = 0$ to $t = 1$ the interval $[\alpha(t), \beta(t)]$ is pinned at 1, and rotates till it stops at $[1, 1 + 2i]$. Now define $c \in A$ as

$$c := a \otimes p + b \otimes (1 - p).$$

Identifying $A$ with $C([-1, 1], M_2(B))$, $c$ is given by

$$c(t) = \begin{pmatrix} p + \alpha(t)(1 - p) & 0 \\ 0 & -p + \beta(t)(1 - p) \end{pmatrix},$$

Observe that $c$ is a normal element of $A$. 

Let us continue thinking of $A$ as $C([-1,1], M_2(B))$. Its centre is $C([-1,1], C \cdot 1)$. Its Glimm ideals are $N_t = \{ f \in A : f(t) = 0 \}$ for $t \in [-1,1]$. Then $A/N_t \cong M_2(B)$ has two maximal ideals, $M_2(K(H) + Cp)$ and $M_2(K(H) + C(1-p))$. Back in $A$, $N_t$ is contained in two maximal ideals:

$$M_{p,t} = \{ f \in A : f(t) \in M_2(K(H) + Cp) \},$$

$$M_{1-p,t} = \{ f \in A : f(t) \in M_2(K(H) + C(1-p)) \}.$$

The numerical ranges of the element $c$ with respect to these maximal ideals are

$$W_{A/M_{p,t}}(c + M_{p,t}) = [\alpha(t), \beta(t)],$$

$$W_{A/M_{1-p,t}}(c + M_{1-p,t}) = [-1,1].$$

Since

$$\Psi_c(N_t) = [-1,1] \cap [\alpha(t), \beta(t)] \neq \emptyset$$

for all $t \in [-1,1]$, Theorem [3.3] implies that $\text{dist}(M_A(c), Z(A)) = 0$. On the other hand, $t \mapsto [-1,1] \cap [\alpha(t), \beta(t)]$ has no continuous sections. Thus, $c \notin \text{Mag}(A)$. □

Let $\overline{\text{Mag}}(A)$ denote the set of all $a \in A$ such that $\text{dist}(M_A(a), Z(A)) = 0$.

**Proposition 3.8.** Let $A$ be a unital $C^*$-algebra.

(i) The set $\overline{\text{Mag}}(A)$ is a norm-closed subset of $A$ that is contained in $CQ(A)$.

(ii) For any $a \in \overline{\text{Mag}}(A)$ the real and the imaginary parts of $a$ belong to $\text{Mag}(A) \cap A_{sa}$. In particular, $\overline{\text{Mag}}(A) \cap A_{sa} = \text{Mag}(A) \cap A_{sa}$. □

**Proof.** (i) We first show that $\overline{\text{Mag}}(A)$ is norm-closed. Assume that $x \in A$ is in the norm-closure of $\overline{\text{Mag}}(A)$ and let $\epsilon > 0$. Then there are $a \in \overline{\text{Mag}}(A)$, $\phi \in \text{EUCP}(A)$ and $z \in Z(A)$ such that $\|x - a\| < \epsilon/2$ and $\|\phi(a) - z\| < \epsilon/2$. Then, as $\phi$ is contractive,

$$\|\phi(x) - z\| \leq \|\phi(x) - \phi(a)\| + \|\phi(a) - z\| < \epsilon$$

and thus $x \in \overline{\text{Mag}}(A)$.

We now show that $\overline{\text{Mag}}(A) \subseteq CQ(A)$. Assume, for the sake of contradiction, that there is $a \in \overline{\text{Mag}}(A) \setminus CQ(A)$. Then by [5] Theorem 4.8] there are distinct $M_1, M_2 \in \text{Max}(A)$ with $M_1 \cap Z(A) = M_2 \cap Z(A)$ and distinct scalars $\lambda_1$ and $\lambda_2$ such that $a + M_i = \lambda_i 1 + M_i$ ($i = 1, 2$). As $a \in \overline{\text{Mag}}(A)$, for $\epsilon := |\lambda_1 - \lambda_2|/2 > 0$ there is $\phi \in \text{EUCP}(A)$ and $z \in Z(A)$ such that $\|\phi(a) - z\| < \epsilon$. As $M_1 \cap Z(A) = M_2 \cap Z(A)$, there is a scalar $\lambda$
such that \( z + M_i = \lambda_i + M_i \) (\( i = 1, 2 \)). Thus,

\[
|\lambda_i - \lambda| = \|\phi(a) - z + M_i\| < \epsilon \quad (i = 1, 2),
\]

so that \( |\lambda_1 - \lambda_2| < 2\epsilon = |\lambda_1 - \lambda_2| \); a contradiction.

(ii) Since operators in \( \text{EUCP}(A) \) commute with the involution, the real and the imaginary parts of any element of \( \overline{\text{Mag}}(A) \) belong to \( \overline{\text{Mag}}(A) \cap A_{sa} \). But \( \overline{\text{Mag}}(A) \cap A_{sa} = \text{Mag}(A) \cap A_{sa} \), by the last part of Theorem 3.3.

It follows from Proposition 3.8 that \( \text{Mag}(A) \cap A_{sa} \) is a closed set. Let us show that \( \text{Mag}(A) \) need not be closed.

**Example 3.9.** Let \( A \) and \( c \in A \) be as in Example 3.7. Let \( \epsilon > 0 \). Define

\[
a_\epsilon(t) := \begin{pmatrix} 1 & \epsilon \\ 0 & -1 \end{pmatrix}, \quad (t \in [-1, 1]).
\]

The numerical range of \( a_\epsilon(t) \) is a non-degenerate elliptical disk with foci at \(-1\) and \(1\) ([14, Sec. 210]). Call this elliptical disk \( E_\epsilon \). Define

\[
c_\epsilon := a_\epsilon \otimes p + b \otimes (1 - p) \in A.
\]

Clearly, \( c_\epsilon \to c \) as \( \epsilon \to 0 \). Let us argue that \( c_\epsilon \) belongs to \( \text{Mag}(A) \) for all \( \epsilon > 0 \). Indeed, it is clear that \( t \to E_\epsilon \cap [\alpha(t), \beta(t)] \) has continuous selections for all \( \epsilon > 0 \) (since \( E_\epsilon \) has non-empty interior). By Proposition 3.2, \( M_A(c_\epsilon) \cap Z(A) \neq \emptyset \) for all \( \epsilon > 0 \).

We do not know the answer to the following question:

**Problem 3.10.** Is \( \text{Mag}(A) \) necessarily norm-dense in \( \overline{\text{Mag}}(A) \)? Equivalently, is \( \overline{\text{Mag}}(A) = \overline{\text{Mag}}(A) \)?

**Proposition 3.11.** The following classes of elements \( a \) satisfy that \( 0 \in M_A(a) \), and thus belong to the set \( \text{Mag}(A) \):

(i) self-commutators \([x^*, x]\), with \( x \in A \),

(ii) \( xy \) and \( yx \) for all quasinilpotent \( x \in A \) and all \( y \in A \).

**Proof.** (i) Let \( a = [x^*, x] \). Then \( 0 \in W_A(a) \), since otherwise there would exist \( \epsilon > 0 \) such that \( x^*x \geq \epsilon 1 + xx^* \) or \( xx^* \geq \epsilon 1 + x^*x \), which is seen to be impossible by comparing the norms on both sides. As \( a + I = [x^* + I, x + I] \) for any ideal \( I \) of \( A \), we also have that \( 0 \in W_{A/I}(a + I) \) for any ideal \( I \). Thus, \( 0 \in M_A(a) \) by Theorem 3.1.

(ii) Let \( a = xy \), where \( x \in A \) is quasinilpotent and \( y \in A \) is arbitrary. Let us argue that \( a \) is not invertible: if it were then \( x \) would be right invertible. But a quasinilpotent element is neither right nor left invertible.
Local variants of the Dixmier property and weak centrality

(In general, if $\lambda \in \mathbb{C}$ is a boundary point of the spectrum of an element $a \in A$, then $a - \lambda 1$ is neither left nor right invertible.) Thus $a$ is not invertible. The same argument applies to the image of $a$ in any quotient of $A$. Thus, $0 \in W_{A/I}(a + I)$ for all ideals $I$ of $A$. By Theorem 3.1 $0 \in M_A(a)$, as desired. Similarly, since $x$ is not left invertible, $0 \in M_A(yx)$.

Corollary 3.12. We have the following equalities of sets:

$$\text{span}(\text{Mag}(A)) = \text{span}(\text{CQ}(A)) = Z(A) + \text{Ideal}([A, A]).$$

Proof. As $\text{Mag}(A) \subseteq \text{CQ}(A)$, we have that $\text{span}(\text{Mag}(A))$ is contained in $\text{span}(\text{CQ}(A))$.

Since the quotient $A/\text{Ideal}([A, A])$ is abelian, $\text{CQ}(A)$ is contained in $Z(A) + \text{Ideal}([A, A])$, and since the latter set is a $C^*$-subalgebra of $A$, we immediately get that $\text{span}(\text{CQ}(A))$ is contained in $Z(A) + \text{Ideal}([A, A])$.

It remains to show that $Z(A) + \text{Ideal}([A, A])$ is contained in $\text{span}(\text{Mag}(A))$. Since $Z(A) \subseteq \text{Mag}(A)$, it suffices to show that $\text{Ideal}([A, A]) \subseteq \text{span}(\text{Mag}(A))$. By [23, Theorem 1.3], $\text{Ideal}([A, A])$ coincides with the set $[A, A] + [A, A]^2$. Further, by [23, Corollary 2.3], $[A, A]$ coincides with the closed linear span of all the square zero elements of $A$. Combining these results with Proposition 3.11 (ii), we conclude that $\text{Ideal}([A, A])$ is contained in $\text{span}(\text{Mag}(A))$, as desired.

By [5, Proposition 4.5], the set $\text{CQ}(A)$ contains all commutators. The next example shows that this is no longer true for the sets $\text{Mag}(A)$ and $\overline{\text{Mag}}(A)$.

Example 3.13. Let $H$ be a separable infinite-dimensional Hilbert space with the orthonormal basis $(\xi_n)$. Define an operator $T \in B(H)$ by

$$T \xi_{2^n} := \xi_{2^n} \quad \text{and} \quad T \xi_{2^n-1} := 2 \xi_{2^n-1}, \quad (n \in \mathbb{N}).$$

Then $T$ is a (strictly) positive operator with spectrum $\text{sp}(T) = \{1, 2\}$, so that $W_{B(H)}(T) = \text{co}(\text{sp}(T)) = [1, 2]$. It is easy to see that for any scalar $\lambda$, $T - \lambda I$ is not a compact operator. Hence, $T$ is a commutator by the main result of [10].

Let $C(H)$ denote the Calkin algebra. Define $A$ to be the $C^*$-algebra of all continuous functions $f : [0, 1] \to M_2(C(H))$ that are diagonal at 1. Consider the constant function $a := \text{diag}(T + K(H), 0)$, where $T$ is as above. As $T$ is a commutator, so is $a$. Let $M_1$ and $M_2$ be, respectively, the kernels of $*$-epimorphisms defined by the assignments $f \mapsto f(1)_{11}$ and $f \mapsto f(1)_{22}$. Then $M_1$ and $M_2$ are maximal ideals of $A$ such that $M_1 \cap Z(A) = M_2 \cap Z(A)$,

$$W_{A/M_1}(a + M_1) = W_{C(H)}(T + K(H)) \subseteq [1, 2].$$
and \( W_{A/M_2}(a+M_2) = \{0\} \). In particular, the sets \( W_{A/M_1}(a+M_1) \) and \( W_{A/M_2}(a+M_2) \) are disjoint. Thus, \( a \notin \text{Mag}(A) \) by Theorem 3.3.

**Problem 3.14.** Is there a simple unital \( C^\ast \)-algebra \( A \) without tracial states and such that \( 0 \in W_A(x) \) for every commutator \( x = [a, b] \)? See [23, Example 3.11] for a non-simple example.

In the next theorem we examine various equivalent conditions where \( \text{Mag}(A) \) is assumed to have additional algebraic structure.

Recall that, by [5, Theorem 3.22], \( A \) contains a largest weakly central ideal \( J_{wc}(A) \), and that

\[
J_{wc}(A) = \bigcap_{N \in \text{Max}^N(A)} M,
\]

where \( N \) runs through the set of Glimm ideals such that \( \text{Max}^N(A) \) is not a singleton. (Note: [5, Theorem 3.22] also covers non-unital \( C^\ast \)-algebras; the description of \( J_{wc}(A) \) is slightly different in this case.) Note that \( J_{wc}(A) + \mathbb{C}1 \) is weakly central by [5, Proposition 3.8] or by an elementary direct sum argument if \( J_{wc}(A) \) happens to be unital.

Since the centre of \( J_{wc}(A) + \mathbb{C}1 \) is contained in \( Z(A) \), it follows from Magajna’s Theorem [16, Theorem 1.1] that \( J_{wc}(A) + \mathbb{C}1 \subseteq \text{Mag}(A) \), and hence \( Z(A) + J_{wc}(A) \subseteq \text{Mag}(A) \).

**Theorem 3.15.** Let \( A \) be a unital \( C^\ast \)-algebra. The following conditions are equivalent:

(i) \( \text{Mag}(A) = \text{CQ}(A) \).

(ii) \( A/J_{wc}(A) \) is abelian.

(iii) \( \text{Mag}(A) = \text{CQ}(A) = Z(A) + J_{wc}(A) \).

(iv) \( \text{Mag}(A) \) is closed under addition.

(v) \( \text{Mag}(A) \) is closed under multiplication.

(vi) \( \text{Mag}(A) \) is closed under EUCP operators.

Moreover, under these equivalent conditions \( \text{Mag}(A) = \overline{\text{Mag}}(A) \).

**Proof.** Since

\[
Z(A) + J_{wc}(A) \subseteq \text{Mag}(A) \subseteq \text{CQ}(A),
\]

the equivalence (ii) \( \iff \) (iii) follows from [5, Theorem 4.12].

The implication (iii) \( \implies \) (i) is obvious. Let us show that (i) \( \implies \) (ii). Assume that \( \text{Mag}(A) = \text{CQ}(A) \). Then also \( \overline{\text{Mag}}(A) = \text{CQ}(A) \), as \( \text{Mag}(A) \subseteq \overline{\text{Mag}}(A) \subseteq \text{CQ}(A) \). In particular, by Proposition [3.8, CQ(A)] is norm-closed.

By [5, Theorem 4.12], this is equivalent to \( A/J_{wc}(A) \) being abelian.

We have so far shown that (i), (ii), and (iii) are equivalent, and that under these conditions \( \text{Mag}(A) = \overline{\text{Mag}}(A) \). Observe that (iii) implies (iv), (v), and (vi).

Let us show that (iv) \( \implies \) (ii). Assume, for the sake of contradiction, that \( A/J_{wc}(A) \) is non-abelian. By the spectral characterization of \( J_{wc}(A) \) [3.4], this implies that there exists \( N \in \text{Glimm}(A) \) and distinct maximal
ideals $M, M' \in \text{Max}^N(A)$ such that $A/M$ is non-abelian. By [23, Theorems 3.2 and 4.2], the unit of a $C^*$-algebra without 1-dimensional representations is expressible as a sum whose terms are either a square zero element or a product of two square zero elements. Applied to $A/M$, this implies that

$$1 = \sum_{i=1}^{m} \hat{x}_i + \sum_{i=1}^{n} \hat{y}_i \hat{z}_i,$$

where $\hat{x}_i, \hat{y}_i, \hat{z}_i \in A/M$ are square zero elements. Since $M'$ is mapped onto $A/M$ by the quotient map, and square zero elements can be lifted to square zero elements, there exist square zero lifts $x_i, y_i, z_i \in M'$ of these elements. Let

$$a = \sum_{i=1}^{m} x_i + \sum_{i=1}^{n} y_i z_i.$$

Each term in the sums on the right hand side belongs to $\text{Mag}(A)$ by Proposition 3.11. As $\text{Mag}(A)$ is closed under addition, we conclude that $a \in \text{Mag}(A)$. On the other hand, $a \in M'$ and $a + M = 1 + M$ imply that $a \notin \text{CQ}(A)$, and in particular $a \notin \text{Mag}(A)$. This is the desired contradiction.

Let us show that $(v) \implies (ii)$. Let us establish a preliminary fact: Let $x \in \text{Mag}(A)$, and let $y, z \in A$ be such that $y^2 = z^2 = 0$. Choose $\lambda \in \mathbb{C}$ such that $x + \lambda 1$ is invertible. Then

$$x + y = (x + \lambda 1)(1 + (x + \lambda 1)^{-1}y) - \lambda 1,$$

$$x + yz = (x + \lambda 1)(1 + (x + \lambda 1)^{-1}yz) - \lambda 1.$$

Combining Proposition 3.11 with the fact that $\text{Mag}(A)$ is closed under multiplication, we deduce that the right hand sides of these equations are in $\text{Mag}(A)$. Thus, $x + y$ and $x + yz$ belong to $\text{Mag}(A)$. In particular, $\text{Mag}(A)$ contains all finite sums of the form

$$\sum_{i=1}^{m} x_i + \sum_{i=1}^{n} y_i z_i,$$

where $x_i, y_i, z_i \in A$ are all square zero elements.

Now, using the same arguments as in the proof of $(iv) \implies (ii)$, we conclude that $A/J_{wc}(A)$ must be abelian.

Let us show that $(vi) \implies (ii)$. Again assume, for the sake of contradiction, that there exist $N \in \text{Glimm}(A)$ and distinct $M, M' \in \text{Max}^N(A)$ such that $A/M$ is not abelian. Let $\hat{x} \in A/M$ be a square zero element of norm 1. Since $\hat{x}$ is not invertible and of norm 1, the numerical range of $\hat{x}^* \hat{x}$ is $[0, 1]$. By Theorem 3.1, $1 \in M_{A/M}(\hat{x}^* \hat{x})$. Thus, there exist $\hat{d}_1, \ldots, \hat{d}_n \in A/M$ such that

$$\sum_{i=1}^{n} (\hat{d}_i)^* \hat{x} \hat{d}_i \geq \frac{1}{2} (1 + M)$$

and $\sum_{i=1}^{n} (\hat{d}_i)^* \hat{d}_i = 1$. Since $M'$ maps onto $A/M$ by the quotient map, we can lift $\hat{x}$ to a square zero element of norm one $x \in M'$ ([11, Proposition 2.8]). Choose also lifts $d_1, \ldots, d_n \in A$ of $\hat{d}_1, \ldots, \hat{d}_n$ such that $\sum_{i=1}^{n} d_i^* d_i \leq 1$. 

(This is always possible. Proof: Let $\hat{d} \in M_n(A/M)$ be the contraction with first column equal to $(\hat{d}_1, \ldots, \hat{d}_n)$ and zeros elsewhere. Let $d \in M_n(A)$ be a lift of $\hat{d}$ of norm 1. Then the elements on the first column of $d$ are the desired lifts.) Let $c \in A_+$ be such that $\sum_{i=1}^n d^*_i x d_i + cx^*xc = 1$. Define

$$a := \sum_{i=1}^n d^*_i x d_i + cx^*xc.$$  

We have that $a \in \text{Mag}(A)$, by the invariance of $\text{Mag}(A)$ under EUCP operators. On the other hand, $a \in M'$ and $a + M \geq \frac{1}{2} \cdot 1 + M$, which implies that $\Psi_a(N) = \emptyset$.  

We end this section with another example:

**Example 3.16.** Let $A$ be the $C^*$-algebra consisting of all functions $a \in C([0,1], M_3(\mathbb{C}))$ such that

$$a(1) = \begin{pmatrix} \lambda_{11}(a) & \lambda_{12}(a) & 0 \\ \lambda_{21}(a) & \lambda_{22}(a) & 0 \\ 0 & 0 & \mu(a) \end{pmatrix},$$

for some complex numbers $\lambda_{ij}(a), \mu(a)$, $i, j = 1, 2$ (see [5, Example 4.19]). The centre of $A$ is the set of $a$ such that $a(t) \in \mathbb{C} \cdot 1_3$ for all $t \in [0,1]$. The Glimm ideals are indexed by $[0,1]$: 

$$N_t = \{ a \in A : a(t) = 0 \}, \quad (t \in [0,1]).$$

Using (3.4), we find that

$$J_{\text{wc}}(A) = \{ a \in A : a(1) = 0 \}.$$  

Observe that, since $A/J_{\text{wc}}(A) \cong M_2(\mathbb{C}) \oplus \mathbb{C}$ is non-abelian, the equivalent conditions of the previous theorem are not met. From Theorem 3.3 we obtain a description of $\overline{\text{Mag}}(A)$:

$$\overline{\text{Mag}}(A) = \left\{ a \in A : \mu(a) \in W \begin{pmatrix} \lambda_{11}(a) & \lambda_{12}(a) \\ \lambda_{21}(a) & \lambda_{22}(a) \end{pmatrix} \right\},$$

In this case $\text{Mag}(A) = \overline{\text{Mag}}(A)$. To see this, let $a \in \overline{\text{Mag}}(A)$. By (3.5) there is a state $\omega$ on $M_2(\mathbb{C})$ such that $\omega((\lambda_{ij}(a))) = \mu(a)$. Since the map $M_2(\mathbb{C}) \to M_2(\mathbb{C})$ given by $b \mapsto \omega(b)1_2$ is completely positive, it belongs to $\text{EUCP}(M_2(\mathbb{C}))$ by Choi’s theorem (see [11, Theorem 1]). Hence, there is $\phi \in \text{EUCP}(M_2(\mathbb{C}) \oplus \mathbb{C})$ such that $\phi(a(1)) \in C1_3$. By considering the coefficients of $\phi$ as constant functions in $A$, we may regard $\phi \in \text{EUCP}(A)$. Then $\phi(a) \in \mathbb{C} \cdot 1_A + J_{\text{wc}}(A)$ and this set is contained in $\text{Mag}(A)$. Thus, $a \in \text{Mag}(A)$.  

\[ \square \]
4 The set Dix(A)

Throughout this section, we continue to let $A$ denote a unital $C^*$-algebra. Recall that given an element $a \in A$, we define its Dixmier set $D_A(a)$ by $\{ \phi(a) : \phi : Av(A, U(A)) \}$, where $Av(A, U(A))$ denotes the set of unitary mixing operators on $A$. Further, we denote by $\text{Dix}(A)$ the set of $a \in A$ such that $D_A(a) \cap Z(A) \neq \emptyset$.

For a $C^*$-algebra $B$ (not necessarily unital), let us denote by $T(B)$ the set of tracial states on $B$.

Define

$$Y := \{ N \in \text{Glimm}(A) : T(A/N) \neq \emptyset \}.$$

Lemma 4.1. The set $Y$ is a closed subset of $\text{Glimm}(A)$. □

Proof. Let $(N_{\alpha})_\alpha$ be a net in $Y$ converging to some $N \in \text{Glimm}(A)$. For each $\alpha$, there exists $\tau_\alpha \in T(A)$ such that $\tau_\alpha(N_{\alpha}) = \{0\}$. Since $T(A)$ is $w^*$-compact, there exists $\tau \in T(A)$ and a subnet $(\tau_{\alpha(\beta)})_\beta$ such that $\tau_{\alpha(\beta)} \to \tau$ in the $w^*$-topology.

Let us show that $\tau$ vanishes on $N$. For each index $\beta$, $\tau_{\alpha(\beta)}$ vanishes on $N_{\alpha(\beta)} \cap Z(A)$, and so $\tau_{\alpha(\beta)}|_{Z(A)}$ is a pure state of $Z(A)$ with kernel $N_{\alpha(\beta)} \cap Z(A)$. Hence, $\tau|_{Z(A)}$ is a pure state of $Z(A)$ with kernel $K$, say. Since $N_{\alpha(\beta)} \to N$ in $\text{Glimm}(A)$, we have that

$$N_{\alpha(\beta)} \cap Z(A) \to N \cap Z(A)$$

in $\text{Max}(Z(A))$. On the other hand,

$$N_{\alpha(\beta)} \cap Z(A) \to K$$

in $\text{Max}(Z(A))$. Since $\text{Max}(Z(A))$ is Hausdorff, $K = N \cap Z(A)$. From $\tau(N \cap Z(A)) = \{0\}$ and the Cauchy-Schwarz inequality for states, we get that

$$\tau(N) = \tau(A(N \cap Z(A))) = \{0\}.$$

Thus, $\tau$ vanishes on $N$. It follows that $N \in Y$. □

Recall that given $a \in A$ we denote by $\Psi_a : \text{Glimm}(A) \to 2^C$ the function

$$\Psi_a(N) = \bigcap_{M \in \text{Max}^N(A)} W_{A/M}(a + M) \quad (N \in \text{Glimm}(A)).$$

In the following proposition we make crucial use of \cite[Theorem 4.4]{[6]}:

**Proposition 4.2.** Let $a \in A$ and $z \in Z(A)$. We have $z \in D_A(a) \cap Z(A)$ if and only if

(i) $\hat{z}(N) = \tau(a + N)$ for all $N \in Y$ and $\tau \in T(A/N)$,

(ii) $\hat{z}(N) \in \Psi_a(N)$ for all $N \in \text{Glimm}(A)$.
Proof. Let \( z \in D_A(a) \cap Z(A) \). Let \( N \in Y \) and \( \tau \in T(A/N) \). Then \( z + N = \hat{\tau}(N) + N \), and evaluating on \( \tau \) we get \( \hat{\tau}(N) = \tau(z + N) \). But \( \tau \) is constant on \( D_{A/N}(a + N) \) (since unitary mixing operators preserve the trace) and equal to \( \tau(a + N) \). Hence, \( \hat{\tau}(N) = \tau(a + N) \). This proves (i). Condition (ii) follows from the fact that \( z \) is in the Magajna set of \( a \).

Conversely, suppose that \( z \in Z(A) \) satisfies (i) and (ii). To show that \( z \in D_A(a) \), equivalently, that \( 0 \in D_A(a - z) \), we rely on [6] Theorem 4.4. In view of this result, it suffices to show that \( \tau(a - z) = 0 \) for all \( \tau \in T(A) \) and \( 0 \in W_{A/M}((a - z) + M) \) for all \( M \in \text{Max}(A) \). Let \( \tau \in T(A) \) be an extreme tracial state. By [6] Lemma 2.4 \( \tau|_{Z(A)} \) is a pure state on \( Z(A) \). Hence, there exists \( N \in \text{Glimm}(A) \) such that \( \tau \) vanishes on \( N \cap Z(A) \). By the Cauchy-Schwarz inequality for states, we also have that \( \tau(N) = \{0\} \), so that \( N \in Y \). By (i) we have
\[
\tau(a) = \hat{\tau}(N) = \tau(z).
\]
Hence, by the Krein-Milman theorem, \( \tau(a) = \tau(z) \) for all \( \tau \in T(A) \). Let \( M \in \text{Max}(A) \), and let \( N \) be the unique Glimm ideal of \( A \) contained in \( M \). By (ii), there is a state \( \omega \) of \( A \) such that \( \omega(M) = \{0\} \) and \( \omega(a) = \hat{\tau}(N) \).

Since \( z + M = \hat{\tau}(N) + M \), \( \omega(a - z) = 0 \) and so \( 0 \in W_{A/M}((a - z) + M) \). It follows that \( 0 \in D_A(a - z) \), as required.

Remark 4.3. An immediate consequence of Proposition 4.2 is that \( D_A(a) \cap Z(A) \neq \emptyset \), i.e. \( a \in \text{Dix}(A) \), if and only if

1. for each \( N \in Y \) all the tracial states of \( A/N \) have a common value on \( a + N \), call it \( f_a(N) \),
2. there is a continuous selection of \( \Psi_a : \text{Glimm}(A) \to 2^C \) that agrees with \( f_a(N) \) for \( N \in Y \).

Indeed, such selections give rise to central elements that satisfy the conditions listed in the proposition. Observe also that if \( Y = \emptyset \) (equivalently, \( A \) has no tracial states), then the first condition is vacuously valid; hence \( \text{Dix}(A) = \text{Mag}(A) \) by Proposition 3.2 in this case.

Theorem 4.4. Let \( A \) be a unital \( C^* \)-algebra, and let \( a \in A \). Consider the following conditions:

(i) \( a \in \text{Dix}(A) \).
(ii) \( \text{dist}(D_A(a), Z(A)) = 0 \).
(iii) (a) There is a function \( f_a : Y \to \mathbb{C} \) such that
    (a1) for all \( N \in Y \) and \( \tau \in T(A/N) \), \( f_a(N) = \tau(a + N) \),
    (a2) for all \( N \in Y \), \( f_a(N) \in \Psi_a(N) \).
    (b) For all \( N \in \text{Glimm}(A) \setminus Y \), \( \Psi_a(N) \neq \emptyset \).

Then (i) \( \implies \) (ii) \( \iff \) (iii). Further, if (iii) holds then \( f_a \) is unique and it is continuous on \( Y \). Finally, if \( a \) is selfadjoint, then (i), (ii), and (iii) are equivalent.
Proof. (i) $\implies$ (ii). This is immediate.

(ii) $\implies$ (iii). Suppose that $\text{dist}(D_A(a), Z(A)) = 0$. For each $n \in \mathbb{N}$, there exist a unitary mixing operator $\phi_n$, and $z_n \in Z(A)$, such that

$$\|\phi_n(a) - z_n\| < \frac{1}{n} \quad (4.1)$$

Each $z_n$ gives rise to a continuous function $\tilde{z}_n : \text{Glimm}(A) \to \mathbb{C}$ such that $z_n + N = \tilde{z}_n(N)1 + N$. Let $N \in Y$ and $\tau \in T(A/N)$. Passing to the quotient $A/N$ in (4.1) and evaluating on $\tau$, we get

$$|(\tau(a + N) - \tilde{z}_n(N)| < \frac{1}{n} \quad (n \in \mathbb{N}).$$

Hence, $(\tilde{z}_n(N))_n$ is a convergent sequence with limit $\tau(a + N)$. Thus $\tau(a + N)$ is independent of the choice of $\tau \in T(A/N)$. Define $f_a(N)$ to be this common value. Since $f_a$ is the uniform limit of the sequence of continuous functions $(\tilde{z}_n)$, $f_a$ is continuous on $Y$. (As shown below, the continuity of $f_a$ can also be derived from the formula $f_a(N) = \tau(a + N)$ ($N \in Y$).

Let $N \in Y$, $M$ a maximal ideal of $A$ containing $N$, and $\omega$ a state of $A$ such that $\omega(M) = \{0\}$. By (4.1),

$$|\omega(\phi_n(a)) - \tilde{z}_n(N)| < \frac{1}{n} \quad (n \in \mathbb{N}).$$

Since $\omega \circ \phi_n$ is a state of $A$ annihilating $M$,

$$\text{dist}(\tilde{z}_n(N), W_{A/M}(a + M)) < \frac{1}{n} \quad (n \in \mathbb{N}). \quad (4.2)$$

But $W_{A/M}(a + M)$ is closed and $\tilde{z}_n(N) \to f_a(N)$ as $n \to \infty$. Hence $f_a(N) \in W_{A/M}(a + M)$. Since $M$ can vary through all of Max$^N(A)$, we obtain that $f_a(N) \in \Psi_a(N)$. This proves (iii) (a).

As for (iii) (b), observe that $\text{dist}(M_A(a), Z(A)) = 0$, as $D_A(a) \subseteq M_A(a)$ (since unitary mixing operators are EUCP operators). Thus, $\Psi_a(N) \neq \emptyset$ for all $N \in \text{Glimm}(A)$ by Theorem 3.3.

(iii) $\implies$ (ii). Suppose that the element $a$ satisfies (iii). We begin by showing that $f_a$ is continuous on $Y$.

Let $(N_\alpha)_\alpha$ be a net in $Y$ convergent to some $N \in Y$ and let $(N_\alpha(\beta))_\beta$ be an arbitrary subnet. For each $\beta$, there exists $\tau_\alpha(\beta) \in T(A)$ such that $\tau_\alpha(\beta)(N_\alpha(\beta)) = \{0\}$. Since $T(A)$ is $w^*$-compact, there exists $\tau \in T(A)$ and a subnet $(\tau_\alpha(\beta(\gamma)))_\gamma$ such that $\tau_\alpha(\beta(\gamma)) \to \tau$ in the $w^*$-topology. As in the proof of Lemma 4.1, we obtain that $\tau(N \cap Z(A)) = \{0\}$ and hence $\tau(N) = \{0\}$. We have

$$\lim_{\gamma} f_a(N_\alpha(\beta(\gamma))) = \lim_{\gamma} \tau_\alpha(\beta(\gamma))(a) = \tau(a) = f_a(N).$$

It follows that $f_a(N_\alpha) \to f_a(N)$ and so $f_a$ is continuous on $Y$. The uniqueness of $f_a$ is clear from the equation in (iii) (a1).

Let $r > 0$. By (iii) (a2), $f_a(N) \in \Psi_{a,r}(N)$ for each $N \in Y$, where $\Psi_{a,r}(N)$ is as in [3.1]. On the other hand,
by (iii) (b), \( \Psi_{a,r}(N) \) is non-empty for each \( N \in \text{Glimm}(A) \setminus Y \). As the function \( \Psi_{a,r} : \text{Glimm}(A) \to 2^C \) is lower semi-continuous, by Michael’s selection theorem there exists a continuous function \( F_a : \text{Glimm}(A) \to C \) such that \( F_a(N) \in \Psi_{a,r}(N) \) for all \( N \in Y \). Moreover, \( F_a \) may be chosen such that \( F_a|_Y = f_a \) ([18 Proposition 1.4]). Let \( z \in Z(A) \) be the central element such that \( \hat{z} = F_a \). We now use [6] Theorem 4.12 to show that \( \text{dist}(D_A(a), z) \leq r \).

Let \( \tau \in T(A) \) be an extreme trace. By [6] Lemma 2.4, \( \tau|_{Z(A)} \) is a pure state on \( Z(A) \). Hence, there exists \( N \in \text{Glimm}(A) \) such that \( \tau(N \cap Z(A)) = 0 \). By the Cauchy-Schwarz inequality for states, \( \tau(N) = \{0\} \), so that \( N \in Y \). Thus, by (iii) (a) and our construction of \( z \),

\[
\tau(a) = f_a(N) = \tau(z).
\]

Then, by the Krein-Milman theorem, \( \tau(a) = \tau(z) \) for all \( \tau \in T(A) \).

Let \( M \in \text{Max}(A) \) and let \( N \) be the unique Glimm ideal contained in \( M \). Then \( z + N = \hat{z}(N)1 + N \), and so \( W_{A/M}(z + M) = \{\hat{z}(N)\} \). Since \( \hat{z}(N) \in \Psi_{a,r}(N) \), we have that

\[
\text{dist}(W_{A/M}(a + M), W_{A/M}(z + M)) \leq r.
\]

By [6] Theorem 4.12, the distance between \( D_A(a) \) and \( D_A(z) = \{z\} \) is at most \( r \). Since \( r > 0 \) is arbitrary, \( \text{dist}(D_A(a), Z(A)) = 0 \).

Finally suppose that \( a = a^* \). Let us show that (iii) \( \implies \) (i). Suppose that we have (iii). In this case \( \Psi_a \) is l.s.c. by Lemma 3.4. Thus, by the Michael selection theorem, there exists a continuous selection \( F_a : \text{Glimm}(A) \to C \) such that \( F_a|_Y = f_a \) and \( F_a(N) \in \Psi_a(N) \) for all \( N \in \text{Glimm}(A) \). Let \( z \in Z(A) \) be the central element corresponding to \( F_a \). By Proposition 4.2, \( z \in D_A(a) \cap Z(A) \). Hence \( a \in \text{Dix}(A) \).

**Proposition 4.5.** The following classes of elements \( a \) satisfy that \( 0 \in D_A(a) \), and thus belong to \( \text{Dix}(A) \).

(i) Self-commutators \([x^*, x] \), with \( x \in A \).

(ii) Quasinilpotent elements.

**Proof.** (i) Let \( a = [x^*, x] \) for some \( x \in A \). Then obviously \( \tau(a) = 0 \) for all \( \tau \in T(A) \). Furthermore, as seen in the proof of Proposition 3.11, \( 0 \in W_{A/I}(a + I) \) for every quotient \( A/I \). Thus, we can apply [6] Theorem 4.4 to conclude that \( 0 \in D_A(a) \).

(ii) If \( a \in A \) is quasinilpotent then, by the Murphy-West spectral radius formula, for each \( \epsilon > 0 \) there is an invertible element \( x \in A \) such that \( \|xax^{-1}\| < \epsilon \) (see [18 Proposition 4]). In particular, \( \tau(a) = 0 \) for all \( \tau \in T(A) \). Also, for each ideal \( I \) of \( A \), \( a + I \) is a quasinilpotent element of \( A/I \) so that \( 0 \in W_{A/I}(a + I) \). Invoking again [6] Theorem 4.4, we conclude that \( 0 \in D_A(a) \).
Remark 4.6. Unlike $\text{Mag}(A)$, the set $\text{Dix}(A)$ does not have to contain finite products of nilpotent elements (see Proposition 3.11). To demonstrate this, let $A$ be the $C^*$-algebra from Example 3.16. Consider the functions $\tilde{e}_{ij}$ ($1 \leq i, j \leq 2$) in $A$ which are constant and equal to the matrix units $e_{ij} \in M_2(\mathbb{C})$ ($1 \leq i, j \leq 2$). Then $\tilde{e}_{12}$ and $\tilde{e}_{21}$ are nilpotent elements of $A$, but $\tilde{e}_{12}\tilde{e}_{21} = \tilde{e}_{11} \notin \text{Dix}(A)$. Indeed, if $N_1 = \{a \in A : a(1) = 0\}$, then $N_1 \in \text{Glimm}(A)$ and $A/N_1 \cong M_2(\mathbb{C}) \oplus \mathbb{C}$. The maps $\tau_1, \tau_2 : M_2(\mathbb{C}) \oplus \mathbb{C} \to \mathbb{C}$ given by $\tau_1((a_{ij}), \mu)) := 1/2(a_{11} + a_{22})$ and $\tau_2((a_{ij}), \mu)) := \mu$ are tracial states of $M_2(\mathbb{C}) \oplus \mathbb{C}$ such that $1/2 = \tau_1(e_{11}) \neq \tau_2(e_{11}) = 0$. In particular, the condition (iii) (a1) of Theorem 4.4 is not satisfied for $a = \tilde{e}_{11}$ and $N = N_1$. \hfill \Box

Let us denote by $\overline{\text{Dix}}(A)$ the set of $a \in A$ such that $\text{dist}(D_A(a), Z(A)) = 0$. It is straightforward to check that $\overline{\text{Dix}}(A)$ is a closed set (see the proof of Proposition 3.8).

Note that if $T(A) = \emptyset$, then $\overline{\text{Dix}}(A) = \overline{\text{Mag}}(A)$, by Theorems 3.3 and 4.4.

Theorem 4.7. Let $A$ be a unital $C^*$-algebra such that for all $N \in \text{Glimm}(A) \setminus Y$, $\text{Max}^N(A)$ is a singleton. Then $\text{Dix}(A) = \overline{\text{Dix}}(A)$.

Proof. For $N \in \text{Glimm}(A) \setminus Y$, say $\text{Max}^N(A) = \{M_N\}$. Let $a \in \overline{\text{Dix}}(A)$. Let $f_a : Y \to \mathbb{C}$ denote the function described in Theorem 4.4. Define $\tilde{\Psi}_a : \text{Glimm}(A) \to 2^\mathbb{C}$ by

$$
\tilde{\Psi}_a(N) := \begin{cases} 
\{f_a(N)\} & \text{if } N \in Y, \\
W_{A/M_N}(a + M_N) & \text{if } N \in \text{Glimm}(A) \setminus Y.
\end{cases}
$$

Claim: $\tilde{\Psi}_a$ is l.s.c. To prove this claim, let us first examine $\tilde{\Psi}_a$ on the open set $\text{Glimm}(A) \setminus Y$. Consider the map

$$\text{Glimm}(A) \setminus Y \ni N \mapsto M_N \in \text{Max}(A).$$

Let us prove that it is continuous. Let $N_\alpha \to N$ be a convergent net in $\text{Glimm}(A) \setminus Y$. Then $(M_{N_\alpha})_\alpha$ has convergent subnets, by the compactness of $\text{Max}(A)$. Let us show that they all converge to $M_N$: If $M_{N_\alpha} \to M$, with $M \in \text{Max}(A)$, then by the continuity of the complete regularization map and the Hausdorffness of $\text{Glimm}(A)$, $M \in \text{Max}^N(A)$. By the assumption that $\text{Max}^N(A)$ is a singleton for $N \in \text{Glimm}(A) \setminus Y$, $M = M_N$. This proves the continuity of $N \mapsto M_N$, on the set $\text{Glimm}(A) \setminus Y$. On the other hand, the set-valued map $\text{Max}(A) \ni M \mapsto W_{A/M_N}(a + M) \in 2^\mathbb{C}$ is l.s.c. by [3] Lemma 4.7]. Hence, the composition $N \mapsto W_{A/M_N}(a + M_N)$ is l.s.c. on $\text{Glimm}(A) \setminus Y$.

Let us prove the lower semicontinuity of $\tilde{\Psi}_a$ at $N \in Y$. Let $N \in Y$. Let $\epsilon > 0$. Suppose for the sake of contradiction that there exists a net $(N_\alpha)_\alpha$ in $\text{Glimm}(A)$ such that $N_\alpha \to N$ and $\tilde{\Psi}_a(N_\alpha) \cap B_{\epsilon}(f_a(N)) = \emptyset$. Exploiting the continuity of $f_a$ on $Y$, we can find an index $\alpha_0$ such that $N_\alpha \in \text{Glimm}(A) \setminus Y$ for all $\alpha \geq \alpha_0$. Thus, $W(a + M_{N_\alpha}) \cap B_{\epsilon}(f_a(N)) = \emptyset$ for all $\alpha \geq \alpha_0$. Passing to a convergent subnet, and reindexing, let us assume that $M_{N_\alpha} \to M$ for some $M \in \text{Max}(A)$. As argued previously, the continuity of the complete regularization map and the Hausdorffness of $\text{Glimm}(A)$ imply that $M \in \text{Max}^N(A)$. But $f_a(N) \in W_{A/M}(a + M)$ (by the characterization
of elements of $\overline{\text{Dix}(A)}$ in Theorem \[4.4\]. This contradicts the lower semicontinuity of the map $M \mapsto W_{A/M}(a + M)$ on $\text{Max}(A)$ (\[13\] Lemma 4.7). This completes the proof of the lower semicontinuity of $\widetilde{\Psi}_z$.

Let $z \in Z(A)$ be a central element corresponding to a continuous selection of $\widetilde{\Psi}_z$. Then $z \in D_A(a)$ by Proposition \[4.2\]. Thus, $a \in \text{Dix}(A)$. \hfill $\blacksquare$

**Example 4.8.** Let $B = \mathcal{K}(H) + \mathbb{C}p + \mathbb{C}(1 - p)$ be the “Dixmier $C^*$-algebra”. Let $A = C([-1, 1], \mathcal{O}_2) \otimes B$. As $T(A) = \emptyset$, we have that $\text{Dix}(A) = \text{Mag}(A)$, by Remark \[4.3\]. Then, arguing as in Example \[3.7\], we can find $a \in \overline{\text{Dix}(A)} \setminus \text{Dix}(A)$. Moreover, this element belongs to the norm closure of $\text{Dix}(A)$ (cf. Example \[3.9\]). \hfill $\square$

As with Problem \[3.10\] we do not know the answer to the following question:

**Problem 4.9.** Is $\text{Dix}(A)$ always dense in $\overline{\text{Dix}(A)}$?

**Lemma 4.10.** The set $Z(A) + [A, A]$ contains $\overline{\text{Dix}(A)}$ and is equal to the closed linear span of $\text{Dix}(A)$. \hfill $\square$

**Proof.** Let us show first that $Z(A) + [A, A]$ is a closed set. Let $a \in Z(A) + [A, A]$. Claim: On every quotient $A/N$ by a Glimm ideal $N \in Y$, the element $a$ maps to an element in $C1 + [A/N, A/N]$. Proof: Say $z_n + c_n \rightarrow a$, with $z_n \in Z(A)$ and $c_n \in [A, A]$ for all $n$. Passing to the quotient $A/N$, we get

$$\tilde{z}_n(N)1 + (c_n + N) \rightarrow a + N.$$ 

Let $\tau \in T(A/N)$ (recall that $N \in Y$). Evaluating on $\tau$, we see that $\tilde{z}_n(N) \rightarrow \tau(a)$. Hence, the sequence $(c_n + N)_n$ is also convergent and the limit belongs to the closed set $[A/N, A/N]$. This completes the proof of the claim.

Let $f_a(N)$ denote the common value of all tracial states of $A/N$ on $a + N$, for $N \in Y$. As shown in the proof of Theorem \[4.3\], $f_a : Y \rightarrow \mathbb{C}$ is a continuous function (uniform limit of the functions $\tilde{z}_n|_Y$). By the Tietze extension theorem, we can extend $f_a$ to a continuous function on $\text{Glimm}(A)$, and in this way get $z \in Z(A)$ such that $\tilde{z}(N) = f_a(N)$ for all $N \in Y$. Now $a - z$ is in the kernel of every extreme trace, since each extreme trace factors through $A/N$ for some $N \in Y$. By the Krein-Milman theorem, $a - z$ is in the kernel of every trace. It is thus an element in $[A, A]$. (Indeed, by the Hahn-Banach theorem $[A, A]$ agrees with the intersection of the kernels of all bounded functionals that vanish on commutators, and these functionals are expressible as linear combinations of tracial states via the Hahn-Jordan decomposition.)

Let us show that $\overline{\text{Dix}(A)}$ is contained in $Z(A) + [A, A]$. Let $a \in \overline{\text{Dix}(A)}$. Let $z_n \in Z(A)$ and $\phi_n \in \text{Av}(A, H(A))$ be such that $\phi_n(a) - z_n \rightarrow 0$. Then $z_n + (a - \phi_n(a)) \rightarrow a$. The sequence $z_n + (a - \phi_n(a))$ belongs to $Z(A) + [A, A]$. Thus, $a$ belongs to $Z(A) + [A, A]$, which we have shown agrees with $Z(A) + [A, A]$.

Finally, since $\text{Dix}(A)$ contains both $Z(A)$ and every self-commutator $[x^*, x]$, $x \in A$, and the latter linearly span $[A, A]$ (\[17\] Theorem 2.4), it follows that the closure of the linear span of $\text{Dix}(A)$ is equal to $Z(A) + [A, A]$. \hfill $\blacksquare$

**Theorem 4.11.** The following conditions are equivalent:
(i) \( \text{Dix}(A) = Z(A) + [A,A] \).

(ii) \( \text{Dix}(A) \) is closed under \( \text{Av}(A,U(A)) \).

(iii) \( \text{Dix}(A) \) is closed under addition.

(iv) (a) For all \( N \in Y \) and \( M \in \text{Max}^N(A) \), \( T(A/M) \neq \emptyset \).

(b) For all \( N \in \text{Glimm}(A) \setminus Y \), \( \text{Max}^N(A) \) is a singleton set.

Moreover, when these equivalent conditions hold, \( \text{Dix}(A) = \overline{\text{Dix}}(A) \).

\( \square \)

**Proof.** It is clear that (i) implies (ii).

(ii) \( \implies \) (iii). Suppose that (ii) holds. Let \( a, b \in \text{Dix}(A) \). Let \( \epsilon > 0 \). Choose a unitary mixing operator \( \alpha \) and \( y_1 \in Z(A) \) such that \( \|\alpha(a) - y_1\| < \epsilon \). Now choose a unitary mixing operator \( \beta \) and \( z_1 \in Z(A) \) such that \( \|\beta(\alpha(b)) - z_1\| < \epsilon \). Then, setting \( \phi := \beta \circ \alpha \), we have that \( \|\phi(a) - y_1\| < \epsilon \) and \( \|\phi(b) - z_1\| < \epsilon \). Moreover, \( \phi(a), \phi(b) \in \text{Dix}(A) \). It now follows by a well-known argument of successive averaging that we can find \( \psi_n \in \text{Av}(A,U(A)) \) such that \( \psi_n(a) \to y \in Z(A) \) and \( \psi_n(b) \to z \in Z(A) \). For completeness, we include the proof. Choose \( \phi_1 \in \text{Av}(A,U(A)) \) and \( y_1, z_1 \in Z(A) \) such that \( \|\phi_1(a) - y_1\| < 1/2 \) and \( \|\phi_1(b) - z_1\| < 1/2 \). Set \( a_1 := \phi_1(a) \) and \( b_1 := \phi_1(b) \). As \( a_1, b_1 \in \text{Dix}(A) \), there is \( \phi_2 \in \text{Av}(A,U(A)) \) and \( y_2, z_2 \in Z(A) \) such that \( \|\phi_2(a_1) - y_2\| < 1/4 \), \( \|\phi_2(b_1) - z_2\| < 1/4 \). Set \( a_2 := \phi_2(a_1) \) and \( b_2 := \phi_2(b_1) \). Inductively, we get \( \phi_n \in \text{Av}(A,U(A)) \), \( y_n, z_n \in Z(A) \), \( a_n \in D_A(a) \), and \( b_n \in D_A(b) \), for \( n = 2, 3, \ldots \), such that

\[
\|\phi_n(a_{n-1}) - y_n\| < \frac{1}{2^n}, \quad \|\phi_n(b_{n-1}) - z_n\| < \frac{1}{2^n}.
\]

The sequences \((y_n)_n\) and \((z_n)_n\) are Cauchy. Consequently, setting

\[
y := \lim_{n \to \infty} y_n, \quad z := \lim_{n \to \infty} z_n, \quad \text{and} \quad \psi_n := \phi_n \circ \ldots \circ \phi_1 \in \text{Av}(A,U(A)),
\]

we have that \( \psi_n(a) \to y \) and \( \psi_n(b) \to z \). Observe now that \( \psi_n(a + b) \to y + z \). Hence, \( \text{Dix}(A) \) is closed under addition, i.e., (iii) holds.

(iii) \( \implies \) (iv). Assume that \( \text{Dix}(A) \) is closed under addition. Let \( N \in \text{Glimm}(A) \). Assume that \( N \in Y \), so that \( A/N \) has a tracial state. Suppose, for the sake of contradiction, there exists \( M \in \text{Max}^N(A) \) such that \( T(A/M) = \emptyset \). By Pop’s Theorem [21, Theorem 1] we can write the unit of \( A/M \) as a finite sum of commutators. By [23, Theorem 4.2], these commutators are finite sums of square zero elements. Thus, we can write the unit of \( A/M \) as a finite sum of square zero elements. Lifting those square zero elements to square zero elements in \( A \) and adding, we obtain an element \( a \in A \) which is a lift of \( 1 + M \in A/M \) and is a sum of square zero elements (whence in \([A,A]\)). Using Proposition [4.5] and the assumption that \( \text{Dix}(A) \) is closed under addition, we see that \( a \in [A,A] \cap \text{Dix}(A) \). Let \( z \in D_A(a) \cap Z(A) \). Then \( z + N = \lambda 1 + N \) and \( z + M = \lambda 1 + M \) for the same scalar \( \lambda \). Since \( \lambda 1 + N \in D_{A/N}(a + N) \) and \( T(A/N) \neq \emptyset \), \( \lambda \) is the common value of all tracial states of \( A/N \) on \( a + N \).
Since \( a + N \in [A/N, A/N] \), we have \( \lambda = 0 \). But \( \lambda 1 + M \in D_{A/M}(a + M) = \{1 + M\} \), which gives \( \lambda = 1 \). This proves (iv)(a).

As for (iv) (b), assume that \( N \in \text{Glimm}(A) \setminus Y \), so that \( T(A/N) = \emptyset \). Let \( \dot{a} \) be an arbitrary element of \( A/N \). Combining [21, Theorem 1] and [23, Theorem 4.2], we can write \( \dot{a} \) as a sum of square zero elements in \( A/N \). Lifting them back to \( A \) as square zero elements, using Proposition 4.5 and the assumption that \( \text{Dix}(A) \) is closed under addition, we get a lift \( a \in \text{Dix}(A) \) of \( \dot{a} \). Let \( z \in D_A(a) \cap Z(A) \). Then \( z + N \in D_{A/N}(\dot{a}) \). But \( z + N \) is a scalar in \( A/N \). This shows that \( A/N \) has the Dixmier property and that \( Z(A/N) = \mathbb{C}(1 + N) \). Since \( A/N \) is weakly central and has trivial centre, it has a unique maximal ideal.

(iv) \( \implies \) (i). By assumption, for any \( N \in \text{Glimm}(A) \setminus Y \), \( N \) is contained in a unique maximal ideal \( M_N \) of \( A \).

By Theorem 4.7, it suffices to show that \( \overline{\text{Dix}}(A) = Z(A) + [A, A] \). That \( \overline{\text{Dix}}(A) \) is contained in \( Z(A) + [A, A] \) has already been established in Lemma 4.10. To prove the opposite inclusion, it suffices to show that \( [A, A] \subseteq \text{Dix}(A) \). Let \( a \in [A, A] \). Since traces vanish on commutators, we may define \( f_a \colon Y \to \mathbb{C} \) to be identically 0, and for \( N \in Y \) and \( M \in \text{Max}^Y(A) \) we obtain \( 0 \in W_{A/M}(a + M) \) by (iv)(a) so that \( f_a(N) = 0 \in \Psi_a(N) \). On the other hand, for \( N \in \text{Glimm}(A) \setminus Y \) we have that \( \Psi_a(N) = W_{A/M_N}(a + M_N) \neq \emptyset \). It follows from Theorem 4.4 that \( a \in \overline{\text{Dix}}(A) \). \( \Box \)

**Remark 4.12.** Theorem 4.11 applies, in particular, to all unital \( C^* \)-algebras such that any non-zero simple quotient has at least one tracial state. These include all unital postliminal \( C^* \)-algebras, as each simple quotient of such an algebra is isomorphic to some full matrix algebra \( M_n(\mathbb{C}) \), and all unital AF \( C^* \)-algebras, as in this case the quotients are again unital and AF, and thus have tracial states. Observe that among such \( C^* \)-algebras, \( \text{Mag}(A) \) may well fail to be closed under addition (e.g., the postliminal \( C^* \)-algebras from Examples 3.7 and 3.16). \( \square \)

**Example 4.13.** Let \( A \) be a unital \( C^* \)-algebra with a unique faithful trace \( \tau \) and a unique maximal ideal \( M \) such that \( A/M \) is traceless. (See [3] Section 2 for concrete examples of \( C^* \)-algebras with these properties.) Since \( A \) is weakly central, \( A = \text{Mag}(A) \). On the other hand,

\[
\text{Dix}(A) = \{a \in A : \tau(a) \in W_{A/M}(a + M)\}.
\]

This set is not closed under addition (Theorem 4.11 (iv) (a) fails) and maps onto \( A/M \). Moreover, \( \text{Dix}(A) = \overline{\text{Dix}}(A) \) in this case, by Theorem 4.7. This description of \( \text{Dix}(A) \) can be considered in terms of convexity. Viewing \( S(A/M) \) as a \( w^* \)-compact convex subset of \( A^* \) that does not contain the tracial state \( \tau \), a suitable form of the Hahn-Banach theorem tells us that we can separate by an element of the dual space \( A \) (for example, any element \( a \in M \) such that \( \tau(a) \neq 0 \)). Then the above description of \( \text{Dix}(A) \) tells us that the elements \( a \in A \) that can witness this separation are precisely those in the complement of \( \text{Dix}(A) \). \( \square \)
By [2] Proposition 2.1.10] any unital C*-algebra $A$ contains a largest ideal $J_{dp}(A)$ with the Dixmier property (in the sense that $J_{dp}(A) + C1_A$ has the Dixmier property). Since $Z(J) = J \cap Z(A)$ for any ideal $J$ of $A$, we have that $Z(A) + J_{dp}(A) \subseteq \text{Dix}(A)$. Note also that if $J$ is an ideal of $A$ that is contained in $\text{Dix}(A)$, then $J$ has the Dixmier property and hence is contained in $J_{dp}(A)$. This follows from the fact that $D_{J+\mathbb{C}1_A}(a) = D_A(a)$ for all $a \in J$ (see [3 Remark 2.6]).

In the next theorem we describe $J_{dp}(A)$ more explicitly. Before doing so, we introduce some notation. Consider the set $X \subseteq \text{Glimm}(A)$ defined as

$$X := \{N \in \text{Glimm}(A) : A/N \text{ has the Dixmier property and trivial centre}\}.$$ 

By [6] Corollary 2.10, $N \in X$ if and only if $\text{Max}^N(A)$ is a singleton $\{M_N\}$, $A/N$ has at most one tracial state, and if $A/N$ does have a tracial state then it factors through $A/M_N$. Now, for $N \in \text{Glimm}(A) \setminus X$, define

$$I_N := \left( \bigcap_{M \in \text{Max}^N(A)} M \right) \cap \bigcap_{\tau \in T(A/N)} I_\tau,$$

where, for $\tau \in T(A/N)$,

$$I_\tau := \{a \in A : \tau(a^*a + N) = 0\}.$$

We adopt the usual convention that the intersection of an empty set of ideals of $A$ is equal to $A$ itself.

**Theorem 4.14.** We have

$$J_{dp}(A) = \bigcap_{N \in \text{Glimm}(A) \setminus X} I_N,$$

with $X \subseteq \text{Glimm}(A)$ and $I_N$ for $N \in \text{Glimm}(A) \setminus X$ as defined above. \qed

**Proof.** Call $J$ the intersection of the ideals on the right hand side of the equation. Let us show that $J_{dp}(A)$ is contained in $J$. Since $J_{dp}(A) + C1_A$ has the Dixmier property, it is weakly central, and hence so is $J_{dp}(A)$ (by [5 Remark 3.10]). Hence $J_{dp}(A) \subseteq J_{wc}(A)$. So, by the spectral characterization of $J_{wc}(A)$ [3.4.], we have that $J_{dp}(A) \subseteq \bigcap_{M \in \text{Max}^N(A)} M$ for each $N \in \text{Glimm}(A) \setminus X$ such that $\text{Max}^N(A)$ is not a singleton.

Suppose that $N \in \text{Glimm}(A) \setminus X$ is such that $T(A/N) \neq \emptyset$. Let $\tau \in T(A/N)$, and suppose for the sake of contradiction that $J_{dp}(A)$ is not contained in $I_\tau$. Then there is a positive element $b \in J_{dp}(A)$ such that $\tau(b + N) > 0$. Since $b \in \text{Dix}(A)$, $b + N$ can be averaged in $A/N$ by unitary mixing operators to a scalar multiple of the identity. Hence, $\tau(b + N)1_{A/N} \in D_{A/N}(b + N)$. It follows that the ideal $J_{dp}(A)$ maps onto $A/N$ under the quotient map $A \to A/N$. Since $J_{dp}(A) + C1_A$ has the Dixmier property, with centre contained in $Z(A)$, $A/N$ has the Dixmier property and trivial centre. Thus $N \in X$, contradicting our choice of $N$. 

It remains to deal with the case where $N \in \text{Glimm}(A) \setminus X$ and $N$ is contained in a unique maximal ideal $M_N$ of $A$. Since $N \notin X$, $T(A/N) \neq \emptyset$. Let $\tau \in T(A/N)$. Then $I_\tau$ is a proper ideal of $A$ containing $N$, and hence it is contained in $M_N$. Since $J_{dp}(A) \subseteq I_\tau$ (by the previous paragraph), $J_{dp}(A) \subseteq M_N$ as required.

For the reverse inclusion, let $a \in J$. We claim that $a \in \text{Dix}(A)$. To prove this, we apply Theorem 4.4. Observe that $\Psi_a(N) = \{0\}$ for all $N \in \text{Glimm}(A)$ for which $\text{Max}^N(A)$ is not a singleton. Hence, $\Psi_a(N) \neq \emptyset$ for all $N \in \text{Glimm}(A)$. Let $N$ be a Glimm ideal in the set $Y$ (i.e., such that $T(A/N)$ is non-empty). Suppose first that $N \in Y \setminus X$. Then, since $a \in I_\tau$ for all $\tau \in T(A/N)$, $a + N$ belongs to the kernel of all traces in $T(A/N)$. Set $f_a(N) = 0$. Suppose on the other hand that $N \in Y \cap X$. Define $f_a(N) = \tau_N(a + N)$, where $\tau_N$ is the unique tracial state of $A/N$. Now $f_a$ satisfies the conditions (a1) and (a2) of Theorem 4.4. Hence, $a \in \overline{\text{Dix}}(A)$. Since we have proved this for every element of $J$ (a set invariant under unitary mixing operators), it follows by the method of successive averaging already employed in the proof of Theorem 4.11 that $J \subseteq \text{Dix}(A)$. As noted earlier, this implies that $J$ has the Dixmier property, and so $J \subseteq J_{dp}(A)$.

**Theorem 4.15.** The following conditions are equivalent:

(i) $A/J_{dp}(A)$ is abelian.

(ii) $\text{Dix}(A) = Z(A) + J_{dp}(A)$.

(iii) $\text{Dix}(A)$ is closed under multiplication.

Moreover, under these equivalent conditions $J_{dp}(A) = J_{wc}(A)$, so that

$$\text{Dix}(A) = \text{Mag}(A) = Z(A) + J_{dp}(A) = Z(A) + [A,A].$$

(4.3)

**Proof.** (i) $\implies$ (ii). Suppose that $A/J_{dp}(A)$ is abelian and let $a \in \text{Dix}(A)$. Then $a \in \text{CQ}(A)$ and so, since the image of $a$ in $A/J_{dp}$ is central, $a \in Z(A) + J_{dp}(A)$. Thus $\text{Dix}(A) \subseteq Z(A) + J_{dp}(A)$ and the reverse inclusion always holds as previously noted.

Clearly (ii) $\implies$ (iii).

(iii) $\implies$ (i). Let us show first that $\text{Dix}(A)$ is closed under addition. Let $x \in A$ be a square zero element and let $y \in \text{Dix}(A)$. Then

$$x + y = (1 + x)(1 + (1 - x)y) - 1.$$

Using that $\text{Dix}(A)$ is closed under multiplication (and translations by scalar multiples of 1), we deduce that the right hand side is in $\text{Dix}(A)$. Hence, $x + y$ is in $\text{Dix}(A)$. It follows that $\text{Dix}(A)$ contains all finite sums of square zero elements. This enables us to check the spectral characterization in Theorem 4.11 (iv) for when $\text{Dix}(A)$ is closed under addition. Indeed, in the proof of Theorem 4.11 (iii) $\implies$ (iv), all we used from (iii) was that $\text{Dix}(A)$ contains all finite sums of square zero elements.
Since $\text{Dix}(A)$ is closed under addition, $\text{Dix}(A) = Z(A) + [A, A]$ by Theorem 4.11. In particular, $\text{Dix}(A)$ is norm-closed and contains $[A, A]$. Hence, it contains the $C^*$-algebra generated by $[A, A]$. But this $C^*$-algebra agrees with the ideal generated by $[A, A]$ ([23, Theorem 1.3]). Thus $\text{Ideal}([A, A]) \subseteq \text{Dix}(A)$. Hence, as noted earlier, this ideal is contained in $J_{dp}(A)$. Thus $A/J_{dp}(A)$ is abelian, as desired.

Finally, assume that $A/J_{dp}(A)$ is abelian. Let $B := J_{wc}(A) + \mathbb{C}1_A$, so that $B$ is a unital weakly central $C^*$-algebra. Since $J_{dp}(B)$ contains $J_{dp}(A)$, $B/J_{dp}(B)$ is abelian. As weak centrality is equivalent to the CQ-property ([21]), this implies $B = Z(B) + J_{dp}(B)$. Hence $B$ has the Dixmier property, and so $J_{wc}(A) = J_{dp}(A)$. The equality (4.3) now follows directly from (ii), Theorem 4.11 and Theorem 3.15.

**Remark 4.16.** Note that the equivalent conditions of Theorem 4.15 are satisfied for the “Dixmier $C^*$-algebra” and also for all 2-subhomogeneous $C^*$-algebras (see [5, Corollary 4.15]). On the other hand, if $A$ is the $C^*$-algebra from Example 3.16 then $A/J_{wc}(A)$ is non-abelian, and thus $\text{Dix}(A)$ fails to be closed under multiplication.

**Corollary 4.17.** Suppose that either $\text{Mag}(A)$ or $\text{Dix}(A)$ is closed under addition. Then $\text{Mag}(A) = \text{Dix}(A)$ if and only if $A$ satisfies the equivalent conditions of Theorem 4.15.

**Proof.** If $\text{Mag}(A) = \text{Dix}(A)$ then $\text{Dix}(A)$ is closed under multiplication by Theorem 3.15. Conversely, if $A$ satisfies the equivalent conditions of Theorem 4.15 then $\text{Mag}(A) = \text{Dix}(A)$ as shown above.
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