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Abstract

It is well-known that cyclic codes have efficient encoding and decoding algorithms. In recent years, antiprimitive BCH codes have attracted a lot of attention. The objective of this paper is to study BCH codes of this type over finite fields and analyse their parameters. Some lower bounds on the minimum distance of antiprimitive BCH codes are given. The BCH codes presented in this paper have good parameters in general, containing many optimal linear codes. In particular, two open problems about the minimum distance of BCH codes of this type are partially solved in this paper.
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1 Introduction

Throughout this paper, let \( q \) be a power of a prime \( p \) and let \( \mathbb{F}_q \) denote a finite field with \( q \) elements. A linear \([n, k, d]\) code \( C \) over \( \mathbb{F}_q \) is a \( k \)-dimensional subspace of \( \mathbb{F}_q^n \) with minimum distance \( d \). A very important class of linear codes is the class of cyclic codes, which are invariant under cyclic shifts

\[ (c_0, c_1, \ldots, c_{n-1}) \rightarrow (c_{n-1}, c_0, \ldots, c_{n-2}) \]

of the coordinates. By identifying any vector \((c_0, c_1, \ldots, c_{n-1}) \in \mathbb{F}_q^n\) with \( c_0 + c_1x + \cdots + c_{n-1}x^{n-1} \in \mathbb{F}_q[x]/(x^n-1) \), any code \( C \) of length \( n \) over \( \mathbb{F}_q \) corresponds to a subset of the principal quotient ring \( \mathbb{F}_q[x]/(x^n-1) \). Let \( C = \langle g(x) \rangle \) be a cyclic code, where \( g(x) \) is a monic polynomial
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of smallest degree among all the generators of $C$. Then $g(x)$ is unique and called the generator polynomial, and $h(x) = \frac{x^n - 1}{g(x)}$ is denoted the parity-check polynomial of $C$.

Let $m = \text{ord}_n(q)$ be the order of $q$ modulo $n$, and let $\alpha$ be a generator of $\mathbb{F}^*_q$. Let $\beta = \alpha^{\frac{q^m - 1}{n}}$, then $\beta$ is a primitive $n$-th root of unity in $\mathbb{F}^*_q$. The minimal polynomial $M_\beta(x)$ of $\beta$ over $\mathbb{F}_q$ is the monic polynomial of smallest degree over $\mathbb{F}_q$ with $\beta$ as a root. Let $\delta$ be an integer with $2 \leq \delta \leq n$ and let $b$ be an integer. A BCH code over $\mathbb{F}_q$ with length $n$ and designed distance $\delta$, denoted by $C(q,n,\delta,b)$, is a cyclic code with generator polynomial

$$g_{(q,n,\delta,b)}(x) = \text{lcm}(M_{\beta^0}(x), M_{\beta^{b+1}}(x), \ldots, M_{\beta^{b+\delta-2}}(x))$$

where the least common multiple is computed over $\mathbb{F}_q[x]$. When $b = 1$, the code $C(q,n,\delta,1)$ is called a narrow-sense BCH code. If $n = q^l - 1$, then $C(q,n,\delta,b)$ is referred to as a primitive BCH code. If $n = q^l + 1$, it is called an antiprimitive BCH code by Ding in [13].

BCH codes have been extensively studied in [1, 2, 4, 5, 7, 8, 10, 14, 15, 17, 19, 22–33, 37, 43–45]. Nevertheless, their parameters are known for only a few special classes. As pointed out by Charpin in [7] and Ding in [13], the dimension and minimum distance of BCH codes are difficult to determine in general. Until now, we have very limited knowledge of BCH codes, as the dimension and minimum distance of BCH codes are open in general. For a given alphabet, the dimension and minimum distance of a BCH code are known only for some special lengths and designed distances.

In recent years, many researchers have paid considerable attention to antiprimitive BCH codes. In [30, 32, 41], the parameters of some classes of antiprimitive BCH codes are determined, and there are indeed many codes which have nice parameters. Linear complementary dual (LCD) codes are linear codes that intersect with their dual trivially. LCD codes can be used to protect against side-channel attacks and fault noninvasive attacks [6]. In particular, the antiprimitive BCH codes are LCD codes. Liu et al. studied the dimension of binary and nonbinary antiprimitive BCH codes for some $m$ and $\delta$ in [33, 34]. It is worth mentioning that Ding and Tang also proved that some antiprimitive BCH codes hold several families of $t$-designs in [16, 38]. This has recently renewed the interest in determining the parameters of these codes.

The first objective of this paper is to give a necessary and sufficient condition for $1 \leq a \leq q^m$ being a coset leader modulo $q^m + 1$, which is useful for us to study antiprimitive BCH codes with small dimension and to analyse their parameters. The second objective of this paper is to consider the minimum distance of antiprimitive BCH codes. To investigate the optimality of the codes studied in this paper, we compare them with the tables of the best known linear codes maintained in [21], and some of the proposed codes are optimal. In particular, two open problems recently proposed are partially solved in this paper.

The rest of this paper is organized as follows. Section II introduces some preliminaries. Section III gives the necessary and sufficient condition for $1 \leq a \leq q^m$ being a coset leader modulo $q^m + 1$. Section IV gives a lower bound on the minimum distance of $C(q, q^l+1, \delta, 1)$, a sufficient condition for antiprimitive BCH codes to be MDS and some improved lower bounds on the minimum distance of the codes $C(q, q^l+1, \delta, 0)$ and the codes $C(q, q^l+1, \delta, b)$, respectively. Two open problems in [16, 30] are also partially solved in this section. Section V concludes the paper.
2 Preliminaries

In this section, we introduce some basic concepts and known results on BCH codes, which will be used later in this paper.

2.1 Notation used starting from now on

Starting from now on, we adopt the following notation unless otherwise stated:

- \( n = q^m + 1 \) and \( \delta_i \) is the \( i \)-th largest coset leader modulo \( n \).
- \( \text{Tr}_{q^n}(\cdot) \) is the trace function from \( F_{q^n} \) to \( F_q \).
- \( [x] \) denotes the largest integer less than or equal to \( x \).
- \( \beta \) is a primitive \( n \)-th root of unity in the finite field \( F_{q^{2m}} \).
- \( m_i(x) \) denotes the minimal polynomial of \( \beta^i \) over \( F_q \), where \( 1 \leq i \leq n \).

2.2 Several important linear codes and bounds

For a vector \( \mathbf{c} = (c_1, c_2, \ldots, c_n) \) in \( F_q^n \), we denote by \( wt(\mathbf{c}) = d(\mathbf{c}, \mathbf{0}) \), the Hamming weight of \( \mathbf{c} \), where \( d(\mathbf{c}, \mathbf{0}) \) denotes the distance between \( \mathbf{c} \) and \( \mathbf{0} \). The support of a vector is the set of coordinates where the vector is nonzero. We denote it as \( \text{supp}(\mathbf{c}) = \{ i \in \{1, 2, \ldots, n\} | c_i \neq 0 \} \). In particular, \( |\text{supp}(\mathbf{c})| = wt(\mathbf{c}) \).

Let \( C \) be an \([n, k, d] \) code over \( F_q \), where \( q = r^h \) for some prime power \( r \) and some positive integer \( h \). The subfield subcode of \( C \) over \( F_r \), denoted by \( C|_{F_r} \), is defined by \( C|_{F_r} = \{ \mathbf{c} \in C : c \in F_r^n \} = C \cap F_r^n \).

If \( C \) is a linear code of length \( n \) over \( F_q \), its dual code is defined by \( C^⊥ = \{ \mathbf{x} \in F_q^n | (\mathbf{x}, \mathbf{y}) = \mathbf{x} \cdot \mathbf{y}^T = 0 \text{ for all } \mathbf{y} \in C \} \), where \( \mathbf{y}^T \) denotes the transposition of the vector \( \mathbf{y} = (y_1, \ldots, y_n) \). A linear code \( C \) is called linear complementary dual (LCD for short) if \( C \cap C^⊥ = \{ \mathbf{0} \} \). Let \( f(x) = f_n x^n + f_{n-1} x^{n-1} + \cdots + f_1 x + f_0 \) be a polynomial over \( F_q \) with \( f_n \neq 0 \) and \( f_0 \neq 0 \). The reciprocal \( f^*(x) \) of \( f(x) \) is defined by \( f^*(x) = f_0^{-1} x^n f(x^{-1}) \). A polynomial is self-reciprocal if it coincides with its reciprocal. A code \( C \) is called reversible if \( (c_0, c_1, \ldots, c_{n-1}) \in C \) implies that \( (c_{n-1}, c_{n-2}, \ldots, c_0) \in C \). The following lemma which are known in [42] and [35, p.206] exhibits a relation between an LCD code and its generator polynomial \( g(x) \).

**Lemma 1.** [42], [35, p.206] Let \( C \) be a cyclic code of length \( n \) over \( F_q \) with generator polynomial \( g(x) \). Then the following statements are equivalent.

- \( C \) is an LCD code.
- \( g(x) \) is self-reciprocal.
- \( \beta^{-1} \) is root of \( g(x) \) for every root \( \beta \) of \( g(x) \) over the splitting field of \( g(x) \).

Furthermore, if \(-1\) is a power of \( q \) mod \( n \), then every cyclic code over \( F_q \) of length \( n \) is reversible.
It then follows from Lemma 1 that every cyclic code of length \( q^m + 1 \) over \( \mathbb{F}_q \) is reversible. Then the antiprimitive BCH codes are LCD.

An \([n, k, n-k+1]\) linear code is called maximum distance separable, abbreviated MDS. An \([n, k, n-k]\) linear code is said to be almost maximum distance separable (AMDS for short). A code is said to be near maximum distance separable (NMDS for short) if the code and its dual code are both AMDS.

The minimum distance of BCH codes has the following well-known bound.

**Lemma 2.** *(The BCH bound)* Let \( C \) be a cyclic code with generator polynomial \( g(x) \) such that for some integers \( b \) and \( \delta \geq 2 \),

\[
g(\gamma^b) = g(\gamma^{b+1}) = \cdots = g(\gamma^{b+\delta-2}) = 0,
\]

i.e. the code has a string of \( \delta - 1 \) consecutive powers of \( \gamma \) as zeroes. Then the minimum distance of the code is at least \( \delta \).

For some BCH codes, we have the following bound, which is much better than Lemma 2 when \( \delta \) is getting large.

**Lemma 3.** *[30, Theorem 17]* Let \( C_{(q,q^m+1,\delta,b)} \) denote the cyclic code of length \( q^m + 1 \) with generator polynomial \( g_{(q,q^m+1,\delta,b)}(x) \), then the code \( C_{(q,q^m+1,\delta,0)} \) has minimum distance \( d \geq 2(\delta - 1) \).

### 2.3 Known results on parameters of \( C_{(q,q^m+1,\delta,1)} \) and \( C_{(q,q^m+1,\delta,0)} \)

Some known results on the parameters of the codes \( C_{(q,q^m+1,\delta,1)} \) and \( C_{(q,q^m+1,\delta,0)} \) in [30, 32] are listed by the following lemmas.

**Lemma 4.** *[30]* Let \( q \) be a prime power and \( m, \delta \) be positive integers. Then the code \( C_{(q,q^m+1,\delta,0)} \) has minimum distance \( d \geq 2(\delta - 1) \). Moreover, for any integer \( \delta \) with \( 3 \leq \delta \leq q^\left\lfloor \frac{m-1}{2} \right\rfloor + 3 \), the reversible code \( C_{(q,q^m+1,\delta,0)} \) has parameters

\[
\left[ q^m + 1, q^m - 2m \left( \delta - 2 - \left\lfloor \frac{\delta - 2}{q} \right\rfloor \right), d \geq 2(\delta - 1) \right].
\]

**Lemma 5.** *[32]* Let \( m \geq 3 \) be an integer and \( h = \left\lfloor \frac{m-1}{2} \right\rfloor \). There are the following results for \( 2 \leq \delta \leq q^{h+1} \):

- If \( m \geq 4 \) is an even integer, then \( C_{(q,q^m+1,\delta,1)} \) has parameters

\[
\left[ q^m + 1, q^m + 1 - 2m \left( \delta - 1 - \left\lfloor \frac{\delta - 1}{q} \right\rfloor \right), d \geq \delta \right]
\]

and \( C_{(q,q^m+1,\delta+1,0)} \) has parameters

\[
\left[ q^m + 1, q^m - 2m \left( \delta - \left\lfloor \frac{\delta}{q} \right\rfloor \right), d \geq 2\delta \right].
\]

- If \( m \geq 3 \) is an odd integer, for \( 2 \leq \delta \leq q^{h+1} \), \( C_{(q,q^m+1,\delta,1)} \) has dimension

\[
k = \begin{cases} 
q^m + 1 - 2m \left( \delta - 1 - \left\lfloor \frac{\delta - 1}{q} \right\rfloor \right), & \text{if } \delta \leq q^{h+1} - q; \\
q^m + 1 - 2m \left( q^{h+1} - q - \left\lfloor \frac{\delta - 1}{q} \right\rfloor \right), & \text{if } q^{h+1} - q + 1 \leq \delta \leq q^{h+1}.
\end{cases}
\]
3 A necessary and sufficient condition for $0 \leq a \leq q^m$ being a coset leader

Let $\mathbb{Z}_L$ denote the ring of integers modulo $L$. Let $s$ be an integer with $0 \leq s < L$. The $q$-cyclotomic coset of $s$ is defined by

$$C_s = \{s, sq, sq^2, \ldots, sq^{\ell_s-1}\} \mod L \subseteq \mathbb{Z}_L,$$

where $\ell_s$ is the smallest positive integer such that $s \equiv sq^{\ell_s} \pmod{L}$, and is the size of the $q$-cyclotomic coset. The smallest integer in $C_s$ is called the coset leader of $C_s$.

It is known that coset leaders provide information on the Bose distance and dimension of BCH codes. In this section, we give a necessary and sufficient condition for $0 \leq a \leq q^m$ being a coset leader. We call that $x$ is a coset leader means that $x$ is the coset leader of $C_x$ modulo $n$. Firstly, we consider the case that $q$ is an even prime power.

**Proposition 6.** Let $m \geq 2$ and $q$ be an even prime power. Let $1 \leq i < m$, $l$ and $h$ be integers satisfying

$$1 \leq l \leq \left[\frac{(q^i-1)q}{2(q+1)}\right] \quad \text{and} \quad l\left(q^{m-i} - 1\right) < h < l\left(q^{m-i} + 1\right)\left(q^i - 1\right).$$

Then $0 \leq a \leq q^m$ is a coset leader if and only if $0 \leq a \leq \left[\frac{q^{m+i}+q}{2(q+1)}\right]$ and $a \neq lq^{m-i} + h$.

**Proof.** It is easy to see that $a = 0$ is a coset leader. In the following, we only consider the case $0 < a \leq q^m$. By definition, $a$ is not a coset leader if and only if there exist an integer $0 \leq b < a$ and a positive integer $i$ such that

$$aq^i \equiv b \pmod{n},\quad (1)$$

Since $0 \leq b < a \leq q^m$, we can assume that $1 \leq i \leq 2m$. Firstly, we consider the easy case $i = m$. Note that $aq^m \equiv -a \pmod{n}$, then Eq.(1) can be written as $a + b \equiv 0 \pmod{n}$, which is the same as

$$a + b = n.\quad (2)$$

It is easily seen that Eq.(2) holds if and only if $\frac{q^m}{2} + 1 \leq a \leq q^m$ since $b < a$, then $a$ is not a coset leader if $\frac{q^m}{2} + 1 \leq a \leq q^m$.

Hence, in order to obtain the desired claims, we only need to consider a necessary and sufficient condition for $a$ being not a coset leader when $0 < a \leq \frac{q^m}{2}$ and $i \neq m$. Obviously, Eq.(1) is equivalent to $aq^i = b + nl_0$, which is the same as

$$b + q^nl_0 + l_0 - aq^i = 0,\quad (3)$$

where $l_0$ is an integer. The proof will be carried out by distinguishing the following two cases.
Solving these inequalities, we obtain $1 \leq l_0 q^{m-i} + h_0$, where $h_0$ is a positive integer. Hence, $b = h_0 q^i - l_0$. From $0 \leq b < a \leq \frac{2^m}{2}$, we have

$$\begin{cases}
  l_0 q^{m-i} + h_0 \leq \frac{2^m}{2}, \\
  h_0 q^i - l_0 \geq 0, \\
  h_0 q^i - l_0 < l_0 q^{m-i} + h_0.
\end{cases}$$

Solving these inequalities, we obtain $1 \leq l_0 \leq \frac{q^i}{2} - 1$ and $1 \leq h_0 < \frac{l(q^{m-i}+1)}{q^{i-1}}$. Then Eq.(1) holds if $a = l_0 q^{m-i} + h$, where $1 \leq l_0 \leq \frac{q^i}{2} - 1$ and $1 \leq h_0 < \frac{l(q^{m-i}+1)}{q^{i-1}}$.

**Case 1.** $1 \leq i < m$. In this case, Eq.(3) becomes $b = (a - l_0 q^{m-i}) q^i - l_0$. Since $b \geq 0$, $a$ can be expressed as $a = l_0 q^{m-i} + h_0$, where $h_0$ is a positive integer. Hence, $b = h_0 q^i - l_0$.

It is easily seen that $l$ and $m$ can be expressed as $l = n l_1$. 1

Case 1. $a$ holds if $a q^i \equiv a q^{i-m}$ (mod n). Then $aq^i$ can be expressed as $aq^i = t(q^m + 1) - aq^{i-m}$, where $t$ is a positive integer. Let $l_1 = t - l_0$, then Eq.(3) becomes

$$b = nl_1 - aq^{i-m}. \tag{4}$$

It is obvious that $l_1 > 0$ since $b > 0$. By definition and Eq.(4) we have

$$\begin{cases}
  a > nl_1 - aq^{i-m}, \\
  nl_1 - aq^{i-m} > 0.
\end{cases}$$

Solving these inequalities, the range of the value of $a$ can be given as

$$\frac{l_1 n}{q^{i-m} + 1} < a < \frac{l_1 n}{q^{i-m}}. \tag{5}$$

It is easily seen that

$$\frac{l_1 n}{q^{i-m} + 1} = l_1 (\frac{q^{2m-i}(q^{i-m} + 1) - q^{2m-i} + 1}{q^{i-m} + 1}) = l_1 q^{2m-i} - \frac{l_1 (q^{2m-i} - 1)}{q^{i-m} + 1} \tag{6}$$

and

$$\frac{l_1 n}{q^{i-m}} = l_1 q^{2m-i} + \frac{l_1}{q^{i-m}}. \tag{7}$$

Then we have $\left| l_1 q^{2m-i} + \frac{h}{q^{i-m}} \right| \leq \frac{2^m}{2}$ since $a \leq \frac{2^m}{2}$. Hence, $l_1 \leq \frac{q^{i-m}}{2}$.

From the inequality in (5), Eqs.(6) and (7), we know that $a$ can be written as $a = l_1 q^{2m-i} - h_1$, where $1 \leq l_1 \leq \frac{q^{i-m}}{2}$ and $0 \leq h_1 < \frac{l_1 (q^{2m-i} - 1)}{q^{i-m} + 1}$. Hence, Eq.(1) holds if $a = l_1 q^{2m-i} - h_1$, where $1 \leq l_1 \leq \frac{q^{i-m}}{2}$ and $0 \leq h_1 < \frac{l_1 (q^{2m-i} - 1)}{q^{i-m} + 1}$.

Summarizing the discussions above, we know that $a$ is a coset leader if and only if $a$ does not satisfy any of the following conditions:

1. $\frac{q^m}{2} + 1 \leq a \leq q^m$;
2. $a = l_0 q^{m-i} + h_0$, where $1 \leq i < m$, $1 \leq l_0 \leq \frac{q^i}{2} - 1$ and $1 \leq h_0 < \frac{l_0 (q^{m-i}+1)}{q^{i-1}}$;
3. $a = l_1 q^{2m-i} - h_1$, where $m < i < 2m$, $1 \leq l_1 \leq \frac{q^{i-m}}{2}$ and $0 \leq h_1 < \frac{l_1 (q^{2m-i} - 1)}{q^{i-m} + 1}$.
Obviously, $a$ does not satisfy Condition (2) and Condition (3) if and only if $a$ does not satisfy any of the following conditions:

(I) $a = lq^m - i + h$, where $1 \leq i < m$, $1 \leq l \leq \frac{q^l}{2} - 1$ and $-\frac{l(q^m-i-1)}{q^l+1} < h < \frac{l(q^m-i+1)}{q^l-1}$;

(II) $a = \frac{q^m}{2} - h$, where $m < i < 2m$ and $0 \leq h < \frac{q^m-q^i-m}{2(q^m+i+1)}$.

For any $m + 2 \leq i < 2m$, we can check that

$$\frac{q^m}{2} - \frac{q^m - q^i}{2(q+1)} < \frac{q^m - q^i-m}{2(q^m+i+1)}.$$

Then the range of the value of $a$ is

$$\frac{q^{m+1}+q}{2(q+1)} < a \leq \frac{q^m}{2},$$

if $a$ satisfies Condition (II). Hence, from the discussions above, we know that $a$ is a coset leader if and only if $a$ does not satisfy any of the following conditions:

- $\frac{q^{m+1}+q}{2(q+1)} < a \leq q^m$;
- $a = lq^m - i + h$, where $1 \leq i < m$, $1 \leq l \leq \frac{q^l}{2} - 1$ and $-\frac{l(q^m-i-1)}{q^l+1} < h < \frac{l(q^m-i+1)}{q^l-1}$,

which is the same as that $a$ is a coset leader if and only if

- $a \leq \left\lfloor \frac{q^{m+1}+q}{2(q+1)} \right\rfloor$;
- $a \neq lq^m - i + h$, where $1 \leq i < m$, $1 \leq l \leq \frac{q^l}{2} - 1$ and $-\frac{l(q^m-i-1)}{q^l+1} < h < \frac{l(q^m-i+1)}{q^l-1}$.

Since $a \leq \left\lfloor \frac{q^{m+1}+q}{2(q+1)} \right\rfloor$, we have

$$lq^m - i + \frac{l(q^m-i+1)}{q^l-1} \leq \frac{q^{m+1}+q}{2(q+1)}.$$  \hspace{1cm} (8)

Solving the inequality in (8), we have $l \leq \left\lfloor \frac{(q^l-1)q}{2(q+1)} \right\rfloor$. Hence, the range of the value of $l$ can be restricted to $1 \leq l \leq \left\lfloor \frac{(q^l-1)q}{2(q+1)} \right\rfloor$. The desired claims then follows.

**Example 7.** Let $q = 8$ and $m = 2$. If $0 \leq a \leq 65$, from Proposition 6, we have that $a$ is a coset leader if and only if $a \in \{0, 1, 2, 3, 4, 5, 6, 7, 10, 11, 12, 13, 14, 19, 20, 21, 28\}$.

This result is verified by Magma programs.

We here give an easy application of Proposition 6.
Lemma 8. Let $m = 2$ and $q > 2$, then $\delta_1 = \frac{q^2 - q}{2}$ and $\delta_i = \frac{q^{2-3q+6-2i}}{2}$, where $2 \leq i \leq 4$.

Proof. From Proposition 6, it is easily seen that $0 \leq a \leq q^2$ is a coset leader if and only if $0 \leq a \leq \left\lfloor \frac{q^3 + q}{2(q+1)} \right\rfloor$ and $a \neq lq + h$, where $1 \leq l \leq \frac{q^2}{2}$ and $-\frac{(lq-1)}{q+1} < h < \frac{(lq+1)}{q-1}$. Obviously, we have
\[
\frac{l(q-1)}{q+1} = l\left(\frac{q+1}{q+1} - 2l\right) = l - \frac{2l}{q+1} > l - 1
\]
and
\[
\frac{l(q+1)}{q-1} = l\left(\frac{q-1}{q-1} + 2l\right) = l + \frac{2l}{q-1} < l + 1,
\]
then $-\frac{(lq-1)}{q+1} \leq h \leq \frac{(lq+1)}{q-1}$ is the same as $1 - l \leq h \leq l$ since $h$ is an integer. Hence, we obtain
\[
\delta_1 = \left\lfloor \frac{q^3 + q}{2(q+1)} \right\rfloor = \left\lfloor \frac{q^2(q+1) - q(q+1) - 2q}{2(q+1)} \right\rfloor = \frac{q^2 - q}{2}
\]
and $\delta_i = \frac{q^{2-3q+6-2i}}{2}$, where $2 \leq i \leq 4$. \hfill \Box

The following is a well-known result, which will be used to determine the dimension of BCH codes.

Lemma 9. Let $u, v, a$ be positive integers, then
\[
\gcd(a^u + 1, a^v - 1) = \begin{cases} 
1, & \text{if } v_2(v) \leq v_2(u) \text{ and } a \text{ is even}, \\
2, & \text{if } v_2(v) \leq v_2(u) \text{ is odd and } a \text{ is odd}, \\
a^{\gcd(u, v)} + 1, & \text{if } v_2(v) > v_2(u) \text{ is even}.
\end{cases}
\]

Lemma 10. Let $\delta_1, \delta_2, \delta_3$ and $\delta_4$ be given as in Lemma 8. If $a \in \{\delta_1, \delta_2, \delta_3, \delta_4\}$, then $|C_a| = 4$.

Proof. It is known that $\operatorname{ord}_a(q) = 4$ when $m = 2$, then $|C_a|$ is a divisor of 4. Assume that $|C_a| = t$, then $(q^2 + 1) | \delta_i(q^t - 1)$. From Lemma 9, it is easy to get the desired results. \hfill \Box

From Lemma 3 and the previous conclusions, one can get the following results.

Theorem 11. Let $\delta_1, \delta_2, \delta_3$ and $\delta_4$ be given as in Lemma 8. Let $\delta$ be an integer. Then the BCH code $C_{(q,q^2+1,\delta+1,0)}$ has parameters $[q^2 + 1, 4i, d \geq 2\delta_i]$ if $\delta_i+1 + 1 \leq \delta \leq \delta_i$ ($i = 1, 2, 3$) and $C_{(q,q^2+1,\delta_4+1,0)}$ has parameters $[q^2 + 1, 16, d \geq 2\delta_4]$.

Example 12. The following numerical examples were calculated by Magma programs, which coincide with Theorem 11.

- Let $q = 4$ and $4 \leq \delta \leq 6$, then the code $C_{(4,17,\delta+1,0)}$ has parameters $[17, 4, 12]$.
- Let $q = 4$ and $\delta = 3$, then the code $C_{(4,17,4,0)}$ has parameters $[17, 8, 6]$.
- Let $q = 8$ and $22 \leq \delta \leq 28$, then the code $C_{(8,65,\delta+1,0)}$ has parameters $[65, 4, 56]$.
- Let $q = 8$ and $\delta = 19$, then the code $C_{(8,65,20,0)}$ has parameters $[65, 16, 38]$.
Note that all the four codes are optimal according to the tables of best known codes in [21].

The odd prime power case is different from the even prime power case, and has to be treated separately. In the following, we consider the case that $q$ is an odd prime power.

**Proposition 13.** Let $q$ be an odd prime power. Let $1 \leq i < m$, $l$ and $h$ be integers satisfying

$$1 \leq l \leq \frac{q^i - 1}{2} \quad \text{and} \quad -\frac{l(q^m - 1)}{q^i + 1} < h < \frac{l(q^m - 1)}{q^i - 1}. $$

Then $0 \leq a \leq q^m$ is a coset leader if and only if $a \leq n^2$ and $a \neq lq^m - i + h$.

**Proof.** It is easy to see that $a = 0$ is a coset leader. In the following, we only consider the case $0 < a \leq q^m$. Similar to the discussion in Proposition 6, we have that $a$ is not a coset leader if and only if there exist an integer $0 \leq b < a$ and a positive integer $i$ such that

$$aq^i \equiv b \pmod n, \quad (9)$$

where $1 \leq i \leq 2m$. Clearly, Eq.(9) can be written as $a + b = n$ if $i = m$. Then $a$ is not a coset leader if $\frac{n}{2} < a \leq q^m$. For any positive integer $i$, Eq.(9) can be expressed as

$$b + q^ml_0 + l_0 - aq^i = 0, \quad (10)$$

where $l_0$ is an integer. We now prove a necessary and sufficient condition for $a$ being not a coset leader when $a \leq n^2$ and $i \neq m$ by distinguishing the following two cases.

**Case 1.** If $1 \leq i < m$, then Eq.(10) becomes

$$b = (a - l_0q^{m-i})q^i - l_0.$$ 

Since $b \geq 0$, $a$ can be expressed as $a = l_0q^{m-i} + h_0$, where $h_0$ is a positive integer. Hence, $b = h_0q^i - l_0$. From $0 \leq b < a \leq n^2$, we obtain

$$\begin{cases} 
  l_0q^{m-i} + h_0 \leq \frac{n}{2}, \\
  h_0q^i - l_0 \geq 0, \\
  h_0q^i - l_0 < l_0q^{m-i} + h_0.
\end{cases}$$

Solving these inequalities, we have $1 \leq l_0 \leq \frac{q^i - 1}{2}$ and $1 \leq h_0 < \frac{l_0(q^m - 1)}{q^i - 1}$. Then $a = l_0q^{m-i} + h_0$ is not a coset leader, where $1 \leq l_0 \leq \frac{q^i - 1}{2}$ and $1 \leq h_0 < \frac{l_0(q^m - 1)}{q^i - 1}$.

**Case 2.** If $m < i < 2m$, similar to the discussion in Proposition 6, we have that $a$ is not a coset leader if

$$l_0q^{2m-i} - \frac{l_0(q^{2m-i} - 1)}{q^{i-m} + 1} < a < l_0q^{2m-i} - \frac{l_0}{q^{i-m}}.$$ 

Since $0 < a \leq \frac{n}{2}$, we have $l_0 < \frac{q^{i-m}}{2}$ and

$$\left| l_0q^{2m-i} - \frac{l_0}{q^{i-m}} \right| \leq \frac{n}{2}. $$
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Hence,
\[
    l_0 < \frac{q^i + q^{i-m}}{2(q^m - 1)} = \frac{(q^{i-m} - 1)(q^m - 1) + 2q^{i-m} + 2q^m - 1}{2(q^m - 1)}
    = \frac{q^{i-m} - 1}{2} + 2\frac{q^{i-m} + q^m - 1}{2(q^m - 1)}
    < \frac{q^{i-m} - 1}{2} + 1.
\]

Let \(a\) be expressed as \(a = l_0 q^{2m-i} - h_0\), then \(a\) is not a coset leader if \(0 < l_0 \leq \frac{q^{i-m} - 1}{2}\) and \(1 \leq h_0 < \frac{l_0(q^{2m-i-1})}{q^m-1}\).

Summarizing all the cases, we know that \(a\) is a coset leader if and only if \(a\) does not satisfy any of the following conditions:

1. \(\frac{q}{2} < a \leq q^m\);
2. \(a = l_0 q^{m-i} + h_0\), where \(1 \leq i < m\), \(1 \leq l_0 \leq \frac{q^i}{2}\) and \(1 \leq h_0 < \frac{l_0(q^{m-i+1})}{q^i-1}\);
3. \(a = l_0 q^{2m-i} - h_0\), where \(m < i < 2m\), \(0 < l_0 \leq \frac{q^{i-m} - 1}{2}\) and \(1 \leq h_0 < \frac{l_0(q^{2m-i-1})}{q^m-1}\).

It is clear that \(a\) does not satisfy Condition (2) and Condition (3) is the same as \(a \neq lq^{m-i} + h\), where \(1 \leq i < m\), \(1 \leq l \leq \frac{q^i}{2}\) and \(\frac{l_0(q^{m-i-1})}{q^i+1} < h < \frac{l_0(q^{m-i+1})}{q^i-1}\).

Hence, \(a\) is a coset leader if and only if \(a\) satisfies the following two conditions:

1. \(a \leq \frac{q}{2}\);
2. \(a \neq lq^{m-i} + h\), where \(1 \leq i < m\), \(1 \leq l \leq \frac{q^i}{2}\) and \(-\frac{l_0(q^{m-i-1})}{q^i+1} < h < \frac{l_0(q^{m-i+1})}{q^i-1}\).

The desired claim then follows.

**Example 14.** Let \(q = 7\) and \(m = 2\). If \(0 \leq a \leq 50\), from Proposition 6, we have that \(a\) is a coset leader if and only if

\[
a \in \{0, 1, 2, 3, 4, 5, 6, 9, 10, 11, 12, 17, 18, 25\}.
\]

This result is verified by Magma programs.

It is easy to see that the largest value of \(a = lq^{m-i} + h\) for \(1 \leq l \leq \frac{q^i}{2}\) and \(-\frac{l_0(q^{m-i-1})}{q^i+1} < h < \frac{l_0(q^{m-i+1})}{q^i-1}\) is less than

\[
\frac{q^i - 1}{2} \cdot q^{m-i} + \frac{q^i - 1}{2} \cdot \frac{(q^{m-i} + 1)}{q^i - 1} = \frac{n}{2}.
\]

Hence, \(\delta_1 = \frac{q}{2}\) for any \(m\). It is also very easy to check that \(|C_{\delta_1}| = 1\).

We now give an easy application of Proposition 13.
The \( q \)-ary antiprimitive BCH codes

Lemma 15. Let \( m = 2 \), then \( \delta_2 = \frac{(q-1)^2}{2} \), \( \delta_3 = \frac{q^2-2q-1}{2} \) and \( \delta_4 = \frac{(q-3)(q-1)}{2} \).

Proof. Let \( 1 \leq l \leq \frac{q-1}{2} \), it can be verified that

\[
\frac{l(q-1)}{q+1} = \frac{l(q+1) - 2l}{q+1} = \left\lfloor \frac{l - 2l}{q+1} \right\rfloor = l - 1
\]

(11)

and

\[
\frac{l(q+1)}{q-1} = \frac{l(q-1) + 2l}{q-1} = \left\lfloor \frac{l + 2l}{q-1} \right\rfloor = \begin{cases} 
  l + 1, & \text{if } l = \frac{q-1}{2}, \\
  l, & \text{if } 1 \leq l \leq \frac{q-3}{2}.
\end{cases}
\]

(12)

From Proposition 13, it is easily seen that \( 0 \leq a \leq \frac{q^2}{2} \) is a coset leader if and only if

\[
0 \leq a \leq \frac{q^2}{2} + 1
\]

and

\[
a \neq l(q+1) + h, \quad 1 \leq l \leq \frac{q-1}{2}, \quad -\frac{l(q-1)}{q+1} < h < \frac{l(q+1)}{q-1}.
\]

Then from Eqs.\( (11) \) and \( (12) \), we have

\[
\begin{cases} 
  \delta_2 = \frac{(q-1)^2}{2}, \\
  \delta_3 = \frac{(q-1)^2}{2} - 1, \\
  \delta_4 = \delta_3 - (q-2).
\end{cases}
\]

The desired conclusion then follows.

Lemma 16. Let \( \delta_2 \), \( \delta_3 \) and \( \delta_4 \) be given as in Lemma 15. If \( a \in \{ \delta_2, \delta_3, \delta_4 \} \), then \( |C_a| = 4 \).

Proof. The proof is similar to that of Lemma 10, we omit the details.

From Lemma 3 and the previous conclusions, one can get the following results.

Theorem 17. Let \( \delta_1 = \frac{n}{2} \), \( \delta_2 \), \( \delta_3 \) and \( \delta_4 \) be given as in Lemma 15. Let \( \delta \) be an integer.

Then the BCH code \( C_{(q,q^2+1,\delta+1,0)} \) has parameters \( [q^2 + 1, 4i - 3, d \geq 2\delta] \) if \( \delta_{i+1} + 1 \leq \delta \leq \delta_i \), \( (i = 1, 2, 3) \) and \( C_{(q,q^2+1,\delta+1,0)} \) has parameters \( [q^2 + 1, 13, d \geq 2\delta_4] \).

Example 18. The following numerical examples were calculated by Magma programs, and coincide with Theorem 17.

- Let \( q = 9 \), then the code \( C_{(9,82,32,0)} \) has parameters \( [82,9,62] \).
- Let \( q = 5 \), then the code \( C_{(5,26,8,0)} \) has parameters \( [26,9,14] \).
- Let \( q = 7 \), then the code \( C_{(7,50,19,0)} \) has parameters \( [50,5,38] \).
- Let \( q = 7 \), then the code \( C_{(7,50,18,0)} \) has parameters \( [50,9,34] \).

Note that all the four codes are optimal according to the tables of best known codes in [21].

Remark 19. In [34], when \( m = 2 \), the authors determined the largest coset leader for \( q \) being an even prime power, and determined the first and the second largest coset leaders for \( q \) being an odd prime power.
4 The lower bounds on the minimum distance of antiprimitive BCH codes

In this section, our main task is to study the minimum distance of antiprimitive BCH codes. Let us start with two classes of important polynomials.

4.1 Two classes of important polynomials

We define $[l] := \{1, 2, \ldots, l\}$. The multivariate homogeneous polynomial of degree $r$ in $l$ variables $x_1, x_2, \ldots, x_l$, written $P_{r,l}(x_1, \ldots, x_l)$, is defined recursively by

$$P_{r,l}(x_1, x_2, \ldots, x_l) = x_lP_{r-1,l}(x_1, x_2, \ldots, x_l) + P_{r,l-1}(x_1, x_2, \ldots, x_{l-1});$$

$$P_{r,1}(x_1) = x_1^r; \quad P_{0,l}(x_1, x_2, \ldots, x_l) \equiv 1; \quad P_{-s,l}(x_1, x_2, \ldots, x_l) \equiv 0, \ s > 0.$$ 

Equally efficient notation is $P_{r,l}$.

The elementary symmetric polynomial (ESP for short) of degree $r$ in $l$ variables $x_1, x_2, \ldots, x_l$, written $\sigma_{l,r}(x_1, x_2, \ldots, x_l)$, is defined by

$$\sigma_{l,r}(x_1, x_2, \ldots, x_l) = \sum_{I \subseteq [l], \#I = r} \prod_{j \in I} x_j.$$ 

An $m \times m$ matrix

$$V_{i_1,i_2,\ldots,i_m-1}(a_1, a_2, \ldots, a_m) = \begin{pmatrix}
1 & 1 & \cdots & 1 \\
a_1^{i_1} & a_2^{i_1} & \cdots & a_m^{i_1} \\
\vdots & \vdots & \ddots & \vdots \\
a_1^{i_m-1} & a_2^{i_m-1} & \cdots & a_m^{i_m-1}
\end{pmatrix}$$

is called a generalized Vandermonde matrix, where the elements are all different, that is $s \neq t$ implies $a_s \neq a_t$. Moreover, it is called a Vandermonde matrix, and written simply as $V(a_1, a_2, \ldots, a_m)$, if $i_1 = i_2 = \cdots = i_{m-1} = (m - 2) = 1$.

The following lemma establishes a useful connection between the Vandermonde determinant and the generalized Vandermonde determinant.

Lemma 20. [36, Sec. 338] [39] Let $D_{k_1,\ldots,k_m}(x_1, \ldots, x_{m+1})$ denote the determinant of the matrix

$$\begin{pmatrix}
P_{k_j-1,2} & P_{k_j-2,3} & \cdots & P_{k_j-m,m+1}
\end{pmatrix}_{1 \leq j \leq m},$$

where $(P_{k_j-1,2} \ P_{k_j-2,3} \ \cdots \ P_{k_j-m,m+1})$ denotes the $j$-th row of this matrix. Then the determinant of $V_{k_1,\ldots,k_m}(x_1, \ldots, x_{m+1})$ is equal to

$$D_{k_1,\ldots,k_m}(x_1, \ldots, x_{m+1}) \det(V(x_1, \ldots, x_{m+1})).$$
Let $M_{\eta,l}(x_1, \ldots, x_{\eta+l})$ be the matrix defined as

$$M_{\eta,l}(x_1, \ldots, x_{\eta+l}) = \begin{pmatrix} x_1^{\eta} & \cdots & x_1^{\eta-l} & x_{\eta+1}^{\eta} & \cdots & x_{\eta+l}^{\eta} \\ x_1^{\eta+1} & \cdots & x_1^{\eta-l+1} & x_{\eta+1}^{\eta+1} & \cdots & x_{\eta+l}^{\eta+1} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ x_1^{\eta-1} & \cdots & x_1^{\eta-1} & x_{\eta+1}^{\eta-1} & \cdots & x_{\eta+l}^{\eta-1} \\ x_1^{1} & \cdots & x_1^{1} & x_{\eta+1}^{1} & \cdots & x_{\eta+l}^{1} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ x_1^{l} & \cdots & x_1^{l} & x_{\eta+1}^{l} & \cdots & x_{\eta+l}^{l} \end{pmatrix}$$

with $1 \leq l \leq \eta$ and $x_1, x_2, \ldots, x_{\eta+l}$ being pairwise distinct.

According to the above auxiliary lemma, we obtain the following result.

**Lemma 21.** Let $l$ be a positive integer and $1 \leq l \leq \eta$. Then

$$\det(M_{\eta,l}(x_1, \ldots, x_{\eta+l})) = \frac{\sigma_{\eta+l,l}(x_1, \ldots, x_{\eta+l})}{\sigma_{\eta+l,\eta+l}(x_1, \ldots, x_{\eta+l})} \det(V(x_1, \ldots, x_{\eta+l})).$$

**Proof.** Observe that $\det(M_{\eta,l}(x_1, \ldots, x_{\eta+l})) = \frac{\det(V_{1,2,\ldots,l-1,l+1,\ldots,\eta+l}(x_1, \ldots, x_{\eta+l}))}{\sigma_{\eta+l,\eta+l}(x_1, \ldots, x_{\eta+l})}$. Lemma 20 implies that

$$\det(V_{1,2,\ldots,l-1,l+1,\ldots,\eta+l}(x_1, \ldots, x_{\eta+l})) = \begin{pmatrix} P_{1,l+1} & P_{0,l+2} & 0 & \cdots & 0 \\ P_{2,l+1} & P_{1,l+2} & P_{0,l+3} & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ P_{\eta-1,l+1} & P_{\eta-2,l+2} & P_{\eta-3,l+3} & \cdots & P_{0,l+\eta} \\ P_{\eta,l+1} & P_{\eta-1,l+2} & P_{\eta-2,l+3} & \cdots & P_{1,l+\eta} \end{pmatrix} \cdot \det(V(x_1, \ldots, v_{\eta+l})).$$

It is easy to verify that $P_{0,l} = 1$, $P_{1,l} = \sigma_{l,1}(x_1, \ldots, x_l)$ and $P_{r,l} = \sum_{i_1+\cdots+i_l=r} \prod_{j=1}^{l} x_j^{i_j}$, where $i_1, \ldots, i_l$ are nonnegative integers. The following equality

$$\det(V_{1,2,\ldots,l-1,l+1,\ldots,\eta+l}(x_1, \ldots, x_{\eta+l})) = \sigma_{\eta+l,\eta}(x_1, \ldots, x_{\eta+l}),$$

is proved by induction on $\eta$. The initial case $\eta = 1$ is trivial. When $\eta = 2$,

$$\det(V_{1,2,\ldots,l-1,l+1,\ldots,\eta+2}(x_1, \ldots, x_{\eta+2})) = \det\left( \frac{\sigma_{l+1,1}(x_1, \ldots, x_{l+1})}{P_{2,l+1}} \quad \text{for} \quad \sigma_{l+2,1}(x_1, \ldots, x_{l+2}) \right) = \sigma_{l+1,1}(x_1, \ldots, x_{l+1})\sigma_{l+2,1}(x_1, \ldots, x_{l+2}) - \sum_{i_1+\cdots+i_{\eta+1}=2}^{l+1} \prod_{j=1}^{l+1} x_j^{i_j} = \sigma_{l+2,2}(x_1, \ldots, x_{l+2}).$$

Assuming Eq. (13) holds with $\eta$ replaced by $\eta - a$, where $a \in \{1, 2, \ldots, \eta - 1\}$. For the sake of convenience, let $\det(V_{1,2,\ldots,l-1,l+1,\ldots,\eta+l}(x_1, \ldots, x_{\eta+l})) := F(\eta)$ and let $\sigma_{k,l}$ denote
σ_{k,l}(x_1,\ldots,x_k) in this proof. It then follows from \( F(\eta - a) = σ_{\eta-a+l,\eta-a} \) that

\[
F(\eta) = P_{1,t+1}F(\eta - 1) - P_{2,t+1}F(\eta - 2) + \ldots + (-1)^{n-2}P_{n-1,t+2}F(1) + (-1)^{n-1}P_{n,t+1}F(0)
\]

\[
= P_{1,t+1}σ_{\eta-1+t,\eta-1} - P_{2,t+1}σ_{\eta-2+t,\eta-2} + \ldots + (-1)^{n-2}P_{n-1,t+2}σ_{t+1,1} + (-1)^{n-1}P_{n,t+1}
\]

\[
= σ_{\eta+t,\eta}.
\]

The desired conclusion is therefore obtained. \( \square \)

4.2 The lower bound on the minimum distance of \( C_{(q,q+1,δ,1)} \)

In this subsection, we give a lower bound on the minimum distance of \( C_{(q,q+1,δ,1)} \) under some conditions. Besides, a sufficient condition for the antiprimitive BCH codes to be AMDS (even MDS) is given. When \( l = 1 \), \( \text{ord}_{q+1}(q) = 2 \). Let \( \eta = δ - 1 \), \( U_{q+1} \) be the subgroup of \( F_q^* \) of order \( q+1 \) and \( \binom{U_{q+1}}{i} \) denote the set of all \( i \)-subsets of \( U_{q+1} \).

**Theorem 22.** Let \( q = p^s > 2\eta \) with \( s \) being a positive integer. Then the narrow-sense BCH code \( C_{(q,q+1,δ,1)} \) over \( F_q \) has parameters \([q + 1, q - 2\eta + 1, d] \), where \( d ≥ n + 1 \) if \( σ_{\eta+w,\eta}(u_1,\ldots,u_{\eta+w}) ≠ 0 \) for any \( \{u_1,\ldots,u_{\eta+w}\} \in \binom{U_{q+1}}{\eta+w} \) with \( 1 ≤ w < l \).

**Proof.** For convenience, let \( n = q + 1 \) and \( γ = β^{-1} \). Then \( γ \) is a primitive \( n \)-th root of unity in \( F_{q^2}^* \). Clearly, \( m_i(x) \) has only roots \( β^i \) and \( β^{q} \) with \( 1 ≤ i ≤ \eta \) as \( β^q = β \). By the definition of BCH codes, the generator polynomial of \( C_{(q,q+1,δ,1)} \) is \( g(x) := \prod_{i=1}^{n} m_i(x) \), \( \text{deg}(g(x)) = 2\eta \) and the dimension of \( C_{(q,q+1,δ,1)} \) is \( q-2\eta +1 \). It then follows from Delsarte’s theorem [9] that the trace expression of \( C_{(q,q,δ,1)}^\perp \) is given by

\[
C_{(q,q,δ,1)}^\perp = \{c(a_1,\ldots,a_\eta) : a_1,\ldots,a_\eta \in F_{q^2} \}
\]

where \( c(a_1,\ldots,a_\eta) = (\text{Tr}_{q}^q(a_1γ^i + a_2γ^{2i} + \cdots + a_\etaγ^{\eta i}))_{i=0}^{q-1} \). Define

\[
H = \begin{pmatrix}
1 & γ^1 & γ^2 & \cdots & γ^q \\
1 & γ^2 & γ^4 & \cdots & γ^{2q} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & γ^\eta & γ^{2\eta} & \cdots & γ^{\eta q}
\end{pmatrix}.
\]

It is not difficult to check that \( H \) is a parity-check matrix of \( C_{(q,q+1,δ,1)} \). If \( c = (a_1,\ldots,a_{q+1}) \in C_{(q,q+1,δ,1)} \) and \( wt(c) = d \), then there exists \( \{γ^{i_1},\ldots,γ^{i_d}\} ∈ \binom{U_{q+1}}{d} \) such that \( \sum_{j=1}^{d} a_{s_j}γ^{i_j} = 0 \), where \( \{s_1,\ldots,s_d\} = \text{supp}(c) \). The equation \( \sum_{j=1}^{d} a_{s_j}γ^{i_j} = 0 \) is equivalent to \( \sum_{j=1}^{d} a_{s_j}γ^{-i_j} = 0 \) follows from \( (γ^{i_j})^q = γ^{-i_j} \).

According to the BCH bound and the Singleton bound, we have that \( \eta+1 ≤ d ≤ 2\eta+1 \). Assume that \( d = \eta + w < \eta + l \). Then there are \( \eta + w \) pairwise distinct elements \( u_1,\ldots,u_{\eta+w} ∈ U_{q+1} \) such that

\[
a_{s_1} \begin{pmatrix}
u_1 \\
u_2 \\
\vdots \\
u_\eta
\end{pmatrix} + a_{s_2} \begin{pmatrix}
u_1 \\
u_2 \\
\vdots \\
u_\eta
\end{pmatrix} + \cdots + a_{s_{\eta+w}} \begin{pmatrix}
u_1 \\
u_2 \\
\vdots \\
u_\eta
\end{pmatrix} = 0. \tag{14}
\]
Eq. (14) is equivalent to

\[
\begin{pmatrix}
    u_1^{-w} \\
    u_1^{-w+1} \\
    \vdots \\
    u_1^{-1} \\
    u_1 \\
    u_2 \\
    \vdots \\
    u_1^{-w} \\
    \end{pmatrix} + a_{s_1} + 
\begin{pmatrix}
    u_2^{-w} \\
    u_2^{-w+1} \\
    \vdots \\
    u_2^{-1} \\
    u_2 \\
    \vdots \\
    u_2^{-w} \\
    \end{pmatrix} + \cdots +
\begin{pmatrix}
    u_{q+w}^{-w} \\
    u_{q+w}^{-w+1} \\
    \vdots \\
    u_{q+w}^{-1} \\
    u_{q+w} \\
    \vdots \\
    u_{q+w}^{-w} \\
    \end{pmatrix} = 0.
\]

It then follows since \( a_{s_1}, \ldots, a_{s_{q+w-1}} \) and \( a_{s_{q+w}} \) are not all zeros (in fact, \( a_{s_j} \neq 0 \) for all \( j \in \{1, 2, \ldots, q + w\} \)) that \( \det(M_{q+w}(u_1, \ldots, u_{q+w})) = 0 \). According to Lemma 21, we have \( \sigma_{q+w,q}(u_1, \ldots, u_{q+w}) = 0 \), which is contrary to our assumption. This completes the proof.

Since \( q + 1 \leq d \leq 2q + 1 \), we have the following result, which is a sufficient condition for the antiprimitive BCH codes of this type to be AMDS (even MDS).

**Corollary 23.** If \( \prod_{i=1}^{q} \sigma_{q+i,i}(u_1, \ldots, u_{q+i}) \neq 0 \) for any \( \{u_1, \ldots, u_{2q}\} \in \binom{U_{q+1}}{2q} \), then \( C_{(q,q+1,1)} \) is MDS. If \( \prod_{i=1}^{q-1} \sigma_{q+i,i}(u_1, \ldots, u_{q+i}) \neq 0 \) for any \( \{u_1, \ldots, u_{2q-1}\} \in \binom{U_{q+1}}{2q-1} \), then the minimum distance of \( C_{(q,q+1,1)} \) is no less than \( 2q \).

**Proof.** According to the Singleton bound, we have that \( d \leq 2q + 1 \). From Theorem 22, we have that \( d \geq 2q + 1 \) under the first condition and \( d \geq 2q \) under the second condition. This completes the proof.

In other words, \( C_{(q,q+1,1)} \) is either an MDS code or an AMDS code under the second condition.

**Example 24.** Let \( \{u_1, u_2, \ldots, u_6\} \in \binom{U_{2m+1}}{6} \). From Lemma 9 and Lemma 17 in [38], we have that \( \sigma_{1}(u_1, u_2, u_3, u_4) \neq 0 \) for any \( m \) and \( \sigma_{5,2}(u_1, u_2, u_3, u_4, u_5) \neq 0 \) if \( m \) is odd. According to Corollary 23, \( C_{(2m,2m+1,1)} \) is an either MDS code or an AMDS code if \( m \) is odd. In fact, \( C_{(2m,2m+1,1)} \) is NMDS when \( m \) is odd.

For \( m \geq 3 \), a cyclic code \( C \) of length \( p^m + 1 \) can be defined as follows

\[
N(p^m) = \left\{ (c_1, c_2, \ldots, c_{p^m+1}) \in \mathbb{F}_{p}^{p^m+1} : \sum_{i=1}^{p^m+1} c_i \beta^{i-1} = 0 \right\},
\]

where \( \beta \) is a generator of \( U_{p^m+1} \). This code \( N(p^m) \) is called a \( p \)-ary Zetterberg code and its dual code \( N(p^m)^\perp \) has a very simple trace description

\[
N(p^m)^\perp = \{(\text{Tr}_p^{2m}(a\beta^0), \text{Tr}_p^{2m}(a\beta^1), \ldots, \text{Tr}_p^{2m}(a\beta^{p^m})) : a \in \mathbb{F}_{p^m}\}.
\]

The weight distributions of binary and ternary Zetterberg codes were considered in [20, 37] and their low-weight codewords over binary fields and ternary fields were obtained.
in [37, Table 6.2] and [40, Lemma 6], respectively. Let $B_i^p$ denote the number of its codewords with Hamming weight $i$ over $\mathbb{F}_p$. If $B_i^p = 0$, then $\sigma_{i,1}(u_1, u_2, \ldots, u_i) \neq 0$ for any $\{u_1, u_2, \ldots, u_i\} \in \binom{U_i^{p^m+1}}{i}$. In order to find infinite families of AMDS or MDS codes, we pay more attention to the case that $B_i^p = 0$ with $i \geq 3$.

In the binary case, we observe that $B_4^2 = 0$ for any $m$ and $B_3^2 = 0$ if $m$ is even from [37, Table 6.2]. In the ternary case, we see $B_3^3 = 0$ from [40, Lemma 6]. Ding and Tang proved that $C(2^m, 2^{m+1}, 3, 1)$, $C(2^m, 2^{m+1}, 4, 1)$ and $C(3^m, 3^m+1, 3, 1)$ are indeed AMDS in some cases (in fact, they are NMDS).

In addition to the construction of AMDS codes, the ESPs can also be applied to the construction of $t$-designs. Define

$$\mathcal{B}_{\sigma_{\eta+1,l,q+1}} = \left\{ \{u_1, \ldots, u_{q+1}\} \in \binom{U_{q+1}}{\eta + l} : \sigma_{\eta+1,l}(u_1, \ldots, u_{q+1}) = 0 \right\}. \tag{15}$$

The incidence structure $\mathcal{D}_{\sigma_{\eta+1,l,q+1}} = (U_{q+1}, \mathcal{B}_{\sigma_{\eta+1,l,q+1}})$ may be a $t$-design for some $\lambda$, where $U_{q+1}$ is the point set, and the incidence relation is the set membership. In this case, we say that the ESP $\sigma_{\eta+1,l}$ supports a $t$-$(q+1, k, \lambda)$ design. For more information on $t$-designs from linear codes, please refer to [12]. Unfortunately, all $t$-designs held in MDS codes are complete. So we are more concerned about whether AMDS codes over finite fields hold $t$-designs.

**Remark 25.** Since $\sigma_{\eta+1,l}(u_1, \ldots, u_{q+1}) = \sigma_{\eta+1,l}(u_1, \ldots, u_{q+1})$ and $\sigma_{\eta+1,l}(u_1, \ldots, u_{q+1}) \neq 0$, $\sigma_{\eta+1,l}(u_1, \ldots, u_{q+1}) = 0$ is equivalent to $\sigma_{\eta+1,l}(u_1, \ldots, u_{q+1}) = 0$. Tang and Ding [38] proposed the idea which is to construct $t$-designs from the ESP $\sigma_{k,l}(u_1, \ldots, u_k)$ with $l \leq \frac{k}{2}$ and $1 \leq k \leq q+1$. However, they did not show the relationship between the ESPs and the minimum distance of $C(q,q+1,\delta, 1)$ for any $\delta$. Theorem 22 explains the reason why we pay attention to the ESPs during the coding-theoretic construction. Ding and Tang studied the cases that $\eta = 2$ and 3, and presented several infinite families of linear codes holding infinite families of $t$-designs for $t = 2, 3, 4$ in [16,38].

Tang and Ding proposed an interesting open problem about the cardinality of $\mathcal{B}_{\sigma_{k,l,q+1}}$, and considered the cases $(k, l) \in \{(6,3), (5,2), (4,1), (4,2), (3,1)\}$. Determine the cardinality of the block set $\mathcal{B}_{\sigma_{k,l,q+1}}$ given by (15).

In fact, the cardinalities of $\mathcal{B}_{\sigma_{k,l,p^s+1}}$ are determined by the binary Zetterberg codes, that is, $\#\mathcal{B}_{\sigma_{k,l,p^s+1}} = B_i^p$. It is better to revise the above open problem to “$q$ be a prime power”. Notice that if $p > 2$, then $\#\mathcal{B}_{\sigma_{k,l,p^s+1}} \leq B_i^p$.

For any $q$ and some $\eta$, we have the following result.

**Proposition 26.** If $\eta + 1|q + 1$, then there exists $(u_1, \ldots, u_{q+1}) \in \binom{U_{q+1}}{\eta+1}$ such that

$$\sigma_{\eta+1,1}(u_1, \ldots, u_{q+1}) = \sigma_{\eta+1,q}(u_1, \ldots, u_{q+1}) = 0.$$ 

**Proof.** Let $\gamma$ be a generator of $U_{q+1}$ and $\theta = \frac{\gamma + 1}{\gamma + q}$. Note that $\theta^q + 1 = (\theta - 1)(\theta^q + \cdots + \theta + 1) = 0$. The equality $\theta^q + \cdots + \theta + 1 = 0$ holds because of $\theta - 1 \neq 0$. It then follows from the above remark that $\sigma_{\eta+1,\eta}(1, \theta, \theta^2, \ldots, \theta^q) = 0$. \qed
4.3 The lower bounds on the minimum distance of $C(q,q^m+1,\delta, b)$ for $m \geq 1$

By the Delsarte theorem, we have that $C(q,q^m+1,\delta, b)|_{F_q} = C(q,q^m+1,\delta, b)$. This equality is useful for deriving the minimum distance of $C(q,q^m+1,\delta, b)$. Let $H$ be a parity-check matrix of $C(q,q^m+1,\delta, b)$. If there exists some vector $c = (c_1, \ldots, c_{q^m+1}) \in \mathbb{F}_q^{q^m+1}$ with Hamming weight $i$ such that $cH^T = 0$, then the minimum distance of $C(q,q^m+1,\delta, b)$ is no less than $i$. To some extent, it will help us to determine the minimum distance of some BCH codes with small designed distance $\delta$.

The following theorem improves the lower bound of Lemma 3 when $\delta \equiv 1 \pmod{q}$.

**Theorem 27.** If $\delta \equiv 1 \pmod{q}$ and $n \geq 2\delta$, then $C(q,q^m+1,\delta,0) = C(q,q^m+1,\delta+1,0) = C(q,q^m+1,2(\delta-1),q^m-(\delta-2)) = C(q,q^m+1,2\delta,q^m-(\delta-1))$. Moreover, the code $C(q,q^m+1,\delta,0)$ has minimum distance $d \geq 2\delta$ in this case.

**Proof.** The proof of Theorem 17 in [30] shows that the generator polynomial $g(q,q^m+1,\delta,0)(x)$ has the zeroes $\beta^i$ for all $i$ in the set

$$\{q^m - (\delta - 2), \ldots, q^m - 2, q^m - 1, 0, 1, 2, \ldots, \delta - 2\}.$$

It then follows that $C(q,q^m+1,\delta,0) = C(q,q^m+1,2(\delta-1),q^m-(\delta-2))$ for any positive integer $\delta \geq 2$. Next, we only need to prove that $C(q,q^m+1,\delta,0)|_{F_q} = C(q,q^m+1,\delta+1,0)|_{F_q}$. In a manner similar to the proof of Theorem 22, we need the parity-check matrix of $C(q,q^m+1,\delta,0)$ when $\delta \equiv 1 \pmod{q}$. For convenience, take $\delta = q^t+1$ for some nonnegative integers $j$ and $t$, where $1 < t < q$. Let $\gamma = \beta^{-1}$. Then $\gamma$ is a primitive $(q^m+1)$-th root of unity. Define

$$H = \begin{pmatrix}
1 & 1 & 1 & \cdots & 1 \\
1 & \gamma & \gamma^2 & \cdots & \gamma^{q^m} \\
1 & \gamma^2 & \gamma^4 & \cdots & \gamma^{2q^m} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \gamma^{q^t-1} & \gamma^{2(q^t-1)} & \cdots & \gamma^{(q^t-1)q^m}
\end{pmatrix}.$$  

It is easy to check that $H$ is a parity-check matrix of $C(q,q^m+1,q^{t+1},0)$, and

$$C(q,q^m+1,q^{t+1},0)|_{F_q} = \{c = (c_1, \ldots, c_{q^m+1}) \in \mathbb{F}_q^{q^m+1} : cH^T = 0\}.$$

Raising to the $q$-th power both sides of the equation $c_1 + c_2 \gamma^{q^{t-1}} + c_3 \gamma^{2q^{t-1}} + \cdots + c_{q^m+1} \gamma^{q^m q^{t-1}} = 0$ yields

$$c_1 + c_2 \gamma^{q^{t}} + c_3 \gamma^{2q^{t}} + \cdots + c_{q^m+1} \gamma^{q^m q^{t}} = 0.$$  

Let $w = (1, \gamma^{q^{t}}, \gamma^{2q^{t}}, \cdots, \gamma^{q^m q^{t}})$. It then follows that

$$C(q,q^m+1,q^{t+1},0)|_{F_q} = \{c = (c_1, \ldots, c_{q^m+1}) \in \mathbb{F}_q^{q^m+1} : cH_1^T = 0\},$$

where $H_1 := \binom{H}{w}$. Since $H_1$ is a parity-check matrix of $C(q,q^m+1,q^{t+2},0)$, the desired result is obtained.
The following conclusion generalizes the result in Theorem 27 and gives a lower bound on the minimum distance of the code $C_{(q, q^m+1, \delta, b)}$ for any $b$.

**Corollary 28.** If $\delta \equiv 1 - b \pmod{q}$, then $C_{(q, q^m+1, \delta, b)} = C_{(q, q^m+1, \delta+1, b)}$. Moreover, the minimum distance of the $C_{(q, q^m+1, \delta, b)}$ is no less than $\delta + 1$.

**Proof.** The proof is similar to that of Theorem 27, and is omitted here. \qed

The following lemma is useful in the proof of the subsequent theorem.

**Lemma 29.** \cite[p.247]{3} Let $C$ be a narrow-sense BCH code of length $n$ with designed distance $\delta$ over $\mathbb{F}_q$. If $\delta$ divides $n$, then the minimum distance $d = \delta$.

Inspired by Lemma 29, we give the following results.

**Theorem 30.** Let $\text{Char}(\mathbb{F}_q) = 2$, $m = l_0(2t+1)$ with $l_0$ and $t$ being positive integers and $\delta = q^{l_0} + 1$. Then the minimum distance of $C_{(q, q^m+1, \delta, 0)}$ is $2\delta$.

**Proof.** According to Theorem 27, $d \geq 2\delta$. Then $q^m + 1$ can be written in the form $(q^{l_0} + 1)((q^{l_0})^{2t} + (-1) \cdot (q^{l_0})^{2t-1} + \cdots + (-1)^{2t-1})$ as $m = l_0(2t+1)$. Then there exists $\xi \in U_{q^{m+1}}$, where the order of $\xi$ is $q^{l_0} + 1$. Take $u_i = \xi^i$ and $u_{i+q^{l_0}+1} = \xi^i \cdot \alpha$ with $i = 1, \ldots, q^{l_0} + 1$ and $\alpha \in U_{q^{m+1}} \setminus \langle \xi \rangle$. Notice that $\langle \xi \rangle$ denotes the subgroup generated by $\xi$. We have then

\[
\begin{align*}
\sum_{j=1}^{2(q^{l_0}+1)} u_j^0 &= 0, \\
\sum_{j=1}^{2(q^{l_0}+1)} u_j^1 &= 0, \\
\sum_{j=1}^{2(q^{l_0}+1)} u_j^2 &= 0, \\
&\quad \cdots \\
\sum_{j=1}^{2(q^{l_0}+1)} u_j^{q^{l_0}} &= 0.
\end{align*}
\]

Therefore, there exists a vector $\mathbf{c} \in \mathbb{F}^{m+1}_q$ with $wt(\mathbf{c}) = 2\delta$ such that $\mathbf{c}H^T = \mathbf{0}$, where $H$ is a parity-check matrix of $C_{(q^m, q^{m+1}, \delta, 0)}$. This completes the proof. \qed

Note that if $\text{Char}(\mathbb{F}_q) \neq 2$, Theorem 30 is not necessarily true since $b = 0$. Compared with Lemma 29, the designed distance $\delta$ in Theorem 30 divides the length $q^m + 1$, but $2\delta$ does not divide $q^m + 1$. When $b$ is not equal to 0, we have the following result.

**Corollary 31.** Let $m = l_0(2t+1)$ with $l_0$ and $t$ being positive integers and let $\delta = q^{l_0} + 1 - b$ with $b \neq 0$. Then the minimum distance of $C_{(q, q^m+1, \delta, b)}$ is $\delta + 1$.

**Proof.** The proof is similar to that of Theorem 30, and is omitted here. Notice that there is no limit on $\text{Char}(\mathbb{F}_q)$ because $b \neq 0$. \qed

Combining Theorem 30 and Corollary 31 with Lemma 4 and Lemma 5, the parameters of two families of antiprimitive BCH codes are completely determined.
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**Proposition 32.** Let \( m = l_0(2t + 1) \) with \( l_0 \) and \( t \) being positive integers and let \( \delta = q^m + 1 \geq 3 \). If \( \text{Char}(\mathbb{F}_q) = 2 \), then the reversible code \( C_{(q,q^m+1,\delta,0)} \) has parameters

\[
[q^m + 1, q^m - 2m(q^m - q^{m-1}), 2q^m + 2].
\]

If \( \delta = q^\alpha \geq 2 \), then the reversible code \( C_{(q,q^m+1,\delta,1)} \) has parameters

\[
[q^m + 1, k, \delta + 1],
\]

where \( k \) is given by Lemma 5.

The second result in Proposition 32 is trivial as \( \delta + 1 \) divides \( q^m + 1 \), which is a special case of Lemma 29.

**Theorem 33.** Let \( q = 2 \). Then the following hold:

- \( C_{(2,2^m+1,3,0)} = C_{(2,2^m+1,4,0)} \) if \( m \geq 3 \), and the minimum distance of \( C_{(2,2^m+1,3,0)} \) is 6.
- \( C_{(2,2^m+1,5,0)} = C_{(2,2^m+1,6,0)} \) if \( m \geq 4 \), and the minimum distance of \( C_{(2,2^m+1,5,0)} \) is 10 when \( m \equiv 2 \) (mod 4) and \( m \geq 6 \).
- \( C_{(2,2^m+1,9,0)} = C_{(2,2^m+1,10,0)} \) if \( m \geq 5 \), and the minimum distance of \( C_{(2,2^m+1,9,0)} \) is 18 when \( m \equiv 3 \) (mod 6) and \( m \geq 9 \).

**Proof.** Recall that \( \beta \) is a primitive \( (2^m + 1) \)-th root of unity in \( \mathbb{F}_{2^m} \), \( f^*(x) \) denotes the reciprocal polynomial of \( f(x) \) and \( B^2 \) denotes the number of codewords with Hamming weight \( i \) of the binary Zetterberg code. Referring to [37, Table 6.2], we have that \( B^2_l = 0 \) for any \( l \) and \( B^2_0 = 0 \) if \( l \) is even.

In the first case, from Theorem 27, we have \( d \geq 6 \). If \( m \) is odd, then \( 3|2^m+1 \). According to Theorem 30, \( d = 6 \). If \( m \) is even, then \( 3 \) does not divide \( 2^m + 1 \). Let \( f_1(x) := 1 + x + x^h \) with \( 3 \leq h < 2^m \) and \( h \neq \frac{2^m+2}{2} \). Note that \( f_1(\beta) \) can not be zero because \( B^2_0 = 0 \) when \( m \) is even. We can verify that \( \frac{f_1(\beta)}{f_1(\beta)} \) is an element of \( U_{2^m+1} \). Then there exists \( \beta^t \in U_{2^m+1} \) such that

\[
\frac{f_1(\beta)}{f_1(\beta)} = \frac{1 + \beta + \beta^h}{1 + \beta^{h-1} + \beta^h} = \beta^t.
\]

We claim that \( t \neq 0, 1, h \). Assume that \( t = 0 \). Then \( \beta^{h-2} = 1 \), which is contrary to \( 3 \leq h < 2^l \). Assume that \( t = 1 \). Then Eq.(16) is equivalent to \( \beta^{h+1} = 1 \), which is contrary to \( h < 2^l \). Assume that \( t = h \). Then Eq.(16) is equivalent to \( 1 + \beta + \beta^{2h-1} + \beta^{2h} = 0 \), which is contrary to \( B^2_1 = 0 \). Notice that \( \beta^{2h-1}, \beta^{2h} \notin \{1, \beta\} \) because \( h \neq \frac{2^l+2}{2} \). Therefore, \( \#\{1, \beta, \beta^h, \beta^t, \beta^{h-1+t}, \beta^{h+t}\} = 6 \). Take \( u_1 = 1, u_2 = \beta, u_3 = \beta^h, u_4 = \beta^t, u_5 = \beta^{h-1+t} \) and \( u_6 = \beta^{h+t} \), then \( \Sigma_{t=0}^6 u_t = 0, d = 6 \).

In the second case, from Theorem 27, we have that \( d \geq 10 \). If \( l = 4t + 2 \), then \( 2^{4t+2} + 1 = (4^t + (-1)) \cdots (-1)^{2t} \cdot 1 \). According to Theorem 30, \( d = 10 \).

In the third case, from Theorem 27, we have that \( d \geq 18 \). If \( s = 6t + 3 \), then \( 9|2^l + 1 \). According to Theorem 30, \( d = 18 \). 

\( \square \)
Example 34. The following numerical examples were calculated by Magma programs, which coincide with Theorem 33.

- Let \((q, \delta) = (2, 3)\) and \(3 \leq m \leq 14\), then the minimum distance of the code \(C(2, q^m + 1, 3, 0)\) is 6.
- Let \((q, \delta) = (2, 5)\) and \(m = 6, 10, 14\), then the minimum distance of the code \(C(2, q^m + 1, 5, 0)\) is 10.
- Let \((q, \delta) = (2, 9)\) and \(m = 9\), then the minimum distance of the code \(C(2, q^m + 1, 9, 0)\) is 18.

Remark 35. Since the length \(n = q^m + 1\) grows exponentially, there are few numerical examples we can verify. When \(m = 7, 8, 9, 11, 12, 13\), the minimum distance of \(C(2, q^m + 1, 5, 0)\) is still 10 but it is hard to prove that the minimum distance of \(C(2, q^m + 1, 5, 0)\) is 10 for any \(m\). Similarly, the minimum distance of \(C(2, q^m + 1, 9, 0)\) is 18 if \(m = 10, 11\). There are too few numerical examples to conjecture that the minimum distance of the code \(C(2, q^m + 1, 9, 0)\) is 18 for any \(m\).

The next theorem partially proves Conjecture 23 in [30].

Theorem 36. Let \(q = 3\). We have the following results.

- The minimum distance of \(C(3, 3^m + 1, 3, 0)\) is 4 for any \(m\).
- \(C(3, 3^m + 1, 4, 0) = C(3, 3^m + 1, 5, 0)\), and the minimum distance of \(C(3, 3^m + 1, 4, 0)\) is 8 if \(m\) is odd or \(m \equiv 4 \pmod{8}\) with \(m \geq 3\).

Proof. Let \(\beta\) be a generator of \(U_{3l+1}\). In the first case, from Lemma 4, we have \(d \geq 4\). There exists a quadrinomial \(g_1(x) = (x^{3l+1} + 1) \cdot (x^{3l+1} - 1) = x^{3l} - x^{3l+1} + x^{3l+1} - 1\) which satisfies \(g_1(1) = 1 - 1 + 1 - 1 = 0\) and \(g_1(\beta) = \beta^{-1} - (-1) + (\beta^{-1}) - 1 = 0\). Take \(\{u_1, u_2, u_3, u_4\} = \{-1, 1, 1, -1\}\) and \(\{c_1, c_2, c_3, c_4\} = \{1, -1, 1, -1\}\). Then we have

\[
\begin{cases}
    c_1u_1^0 + c_2u_2^0 + c_3u_3^0 + c_4u_4^0 = 0, \\
    c_1u_1^1 + c_2u_2^1 + c_3u_3^1 + c_4u_4^1 = 0.
\end{cases}
\]

Therefore, the minimum distance of \(C(3, 3^m + 1, 3, 0)\) is 4.

In the second case, from Theorem 27, we have that \(d \geq 8\). If \(l\) is odd, then \(4|3^l + 1\).

There exists an eight-term polynomial \(g_2(x) = (x^{3l+1} + 1) \cdot (x^{3l+1} + 1) \cdot (x^{3l+1} - 1) = x^{3l} - x^{3l+1} + x^{3l+1} - x^{3l+1} + x^{3l+1} - x^{3l+1} - 1\) which satisfies \(g_2(1) = 0\) and \(g_2(\beta) = g_2(\beta^2) = 0\).

If \(l \equiv 4 \pmod{8}\), then \(x^{82} - 1|x^{3l+1} - 1\). There exists an eight-term polynomial \(g_4(x) = x^{3l} + x^{3l} - x^{27} - x^{20} + x^{14} + x^{7} - x - 1\) which satisfies \(g(1)\) for \(x^{82} - 1, g_4(1) = 0, g_4(\beta^{3l}) = 0\) and \(g_4(\beta^{3l}) = 0\). We can verify that \(\beta^{3l}\) and \(\beta^{3l+1}\) are roots of \(g_4(x)\) by Magma. \(\square\)
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Remark 37. Computing by Magma programs, the minimum distance of \( C_{(3,3^{m+1},5,0)} \) is 8 when \( m = 6 \). There are too few numerical examples to conjecture that the minimum distance of the code \( C_{(3,q^{m+1},4,0)} \) is 8 for any \( m \).

With similar discussion as in Theorem 36, it is easy to get the following result.

Corollary 38. The minimum distance of \( C_{(q,q^{m+1},3,0)} \) is 4 if \( q > 2 \) and \( m \geq 3 \).

Example 39. We have the following examples from Corollary 38.

- Let \( q = 3 \) and \( m = 3 \), then the code \( C_{(3,28,3,0)} \) has parameters \([28,21,4]\).
- Let \( q = 5 \) and \( m = 3 \), then the code \( C_{(5,126,3,0)} \) has parameters \([126,119,4]\).

These codes are optimal according to the tables of best known codes in [21]. These results are verified by Magma programs.

Let us focus on the case where \( b = 1 \) in the last part. From [18], it is easy to get the following lemma.

Lemma 40. Let \( q = 2^t \), \( t \geq 1 \) and \( \mathcal{H} = \{ x \in \mathbb{F}_{q^m}^* : \text{Tr}_{q^m}^q(x^{-1}) = 1 \} \), then \( \mathcal{H} \) can be written as

\[
\mathcal{H} = \{ \lambda + \lambda^{-1} : \lambda \in U_{q^m+1} \setminus \{ 1 \} \}.
\]

Theorem 41. Let \( m > 3 \), then the code \( C_{(q,q^{m+1},2,1)} \) has parameters \([q^m+1,q^m+1-2m,d]\), where

\[
d = \begin{cases} 
2, & \text{if } q \text{ is odd}, \\
3, & \text{if } \text{Char}(\mathbb{F}_q) = 2 \text{ and } m \text{ is odd}, \\
4, & \text{if } \text{Char}(\mathbb{F}_q) = 2, q > 2 \text{ and } m \text{ is even}, \\
5, & \text{if } q = 2 \text{ and } m \equiv 2 \pmod{4}, \\
5 \text{ or } 6, & \text{if } q = 2 \text{ and } m \equiv 0 \pmod{4}.
\end{cases}
\]

Proof. The dimension of the code follows from the fact \(|C_1| = 2m\). It is easily seen that \( d > 1 \). Assume that there is a codeword \( c = (c_0,c_1,\ldots,c_{q^m}) \in C_{(q,q^{m+1},2,1)} \), then

\[
\sum_{i=0}^{n-1} c_i \beta^i = 0.
\]

When \( q \) is odd, it is obvious that \( d = 2 \) since \( 1 + \beta^{2^m+1} = 0 \). We next prove the results for \( q \) being an even prime power from the following two cases.

**Case 1:** \( q = 2 \). From the BCH bound and the sphere-packing bound, we obtain that \( 3 \leq d \leq 6 \). If \( d = 3 \), then there exists \( \{u_1,u_2\} \in \binom{U_{2^m+1}}{2} \setminus \{ 1 \} \) such that

\[
1 + u_1 + u_2 = 0. \tag{17}
\]

Raising both sides of Eq.(17) to \((2^m + 1)\)-th power, we have

\[
1 + u_1 + u_1^{-1} = 0.
\]
From Lemma 40, there exists \( u_1 \in U_{2^{m+1}} \setminus \{1\} \) such that \( u_1 + u_1^{-1} = 1 \) if and only if \( \text{Tr}_2^m(1) = 1 \). Hence, \( d = 3 \) if and only if \( m \) is odd. Otherwise, we have \( d > 3 \).

If there is a codeword in \( C_{2,2^{m+1},2,1} \) with Hamming weight 4, then there exists \( \{u_1, u_2, u_3\} \in (U_{\frac{q^{m+1}}{2}}) \setminus \{1\} \) such that

\[
1 + u_1 + u_2 + u_3 = 0. \tag{18}
\]

Raising both sides of Eq.(18) to \((2^m + 1)\)-th power, then

\[
1 = (1 + u_1^{-1} + u_2^{-1}) (1 + u_1 + u_2) = 1 + \text{Tr}_{\frac{q^m}{2}}^m (u_1 + u_2) + u_1 u_2^{-1} + u_1^{-1} u_2,
\]

which means that

\[
\text{Tr}_{\frac{q^m}{2}}^m (u_1 + u_2) = \text{Tr}_{\frac{q^m}{2}}^m (u_1 u_2^{-1}). \tag{19}
\]

From Eq.(18) we have

\[
\text{Tr}_{\frac{q^m}{2}}^m (u_1 + u_2) = \text{Tr}_{\frac{q^m}{2}}^m (1 + u_3) = \text{Tr}_{\frac{q^m}{2}}^m (u_3). \tag{20}
\]

Combining Eqs.(19) and (20), it is easily seen that

\[
u_1 u_2^{-1} + u_1^{-1} u_2 = u_3 + u_3^{-1},
\]

which implies that \( u_3 = u_1 u_2^{-1} \) or \( u_3 = u_1^{-1} u_2 \). Without loss of generality, we assume that \( u_3 = u_1 u_2^{-1} \). Then Eq.(18) becomes \((u_1 + u_2) (1 + u_2^{-1}) = 0\), contradicting our assumption. Hence, \( d = 5 \) or \( 6 \) if \( m \) is even.

If \( m \equiv 2 \pmod{4} \), it is clear that \( 5 \mid 2^m + 1 \). Then

\[
0 = 1 - \beta^{2^m + 1} = \left(1 - \beta^{2^{m+1}}\right) \left(1 + \beta^{2^m+1} + \beta^{2^{m+1}+2} + \beta^{2^{m+2}+3} + \beta^{2^{m+2}+4}\right),
\]

which means that \( 1 + \beta^{2^m+1} + \beta^{2^{m+1}+2} + \beta^{2^{m+2}+3} + \beta^{2^{m+2}+4} = 0 \) since \( 1 - \beta^{2^m+1} \neq 0 \). Hence, \( d = 5 \) if \( m \equiv 2 \pmod{4} \).

**Case 2:** \( q \neq 2 \) is an even prime power. From the BCH bound and the sphere-packing bound, we can check that

\[
3 \leq d \leq 4. \tag{21}
\]

If \( d = 3 \), then there exist \( a_0, a_1 \in \mathbb{F}_q^* \) and \( \{u_1, u_2\} \in (U_{\frac{q^{m+1}}{2}}) \setminus \{1\} \) such that

\[
a_0 + a_1 u_1 + u_2 = 0. \tag{22}
\]

If \( m \) is odd, let \( a_0 = a_1 = 1 \), then Eq.(22) becomes \( 1 + u_1 = u_2 \). Repeating the steps above, we have

\[
1 + u_1 + u_1^{-1} = 0.
\]

From Lemma 40, there exists \( u_1 \in U_{q^{m+1}} \setminus \{1\} \) such that \( u_1 + u_1^{-1} = 1 \). Hence, \( d = 3 \).

If \( m \) is even, from Eq.(22) we have

\[
(a_0 + a_1 u_1)^q = (u_2)^q = 1,
\]
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which implies that
\[ u_1 + u_1^{-1} = \frac{1 + a_0^2 + a_1^2}{a_0 a_1}. \] (23)

It is clear that for any \( a_0, a_1 \in \mathbb{F}_q^* \), let \( q = 2^t \), we have
\[ \text{Tr}_{2^t} \left( \frac{1 + a_0^2 + a_1^2}{a_0 a_1} \right) = m \cdot \text{Tr}_{2^t} \left( \frac{1 + a_0^2 + a_1^2}{a_0 a_1} \right) = 0. \]

From Lemma 40, there does not exist \( u_1 \in U_{q^m+1}\setminus\{1\} \) such that Eq.(23) holds. Combining this with Eq.(21), we have \( d = 4 \) if \( m \) is even. \( \square \)

**Example 42.** The following numerical examples were calculated by Magma programs, which coincide with Theorem 41.

- Let \( q = 2 \) and \( m = 4 \), then the code \( C_{(2,17,2,1)} \) has parameters \([17, 9, 5]\).
- Let \( q = 2 \) and \( m = 6 \), then the code \( C_{(2,65,2,1)} \) has parameters \([65, 53, 5]\).
- Let \( q = 4 \) and \( m = 2 \), then the code \( C_{(4,17,2,1)} \) has parameters \([17, 13, 4]\).

**Remark 43.** In [21, Theorem 18], the authors showed that the minimum distance of \( C_{(q,q^m+1,2,1)} \) is at least 2. In Theorem 41, we give the more precise Hamming distance of \( C_{(q,q^m+1,2,1)} \).

The next corollary partially proves the open problem about the minimum distance of \( C_{(q,q^m+1,3,1)} \) which is mentioned in the last paragraph in [16, Section 4].

**Theorem 44.** Let \( m \) be a positive integer. Then the code \( C_{(3,3^m+1,3,1)} \) has parameters \([3^m + 1, 3^m + 1 - 4m, d]\), where
\[
d = \begin{cases} 
4, & m \text{ is odd}, \\
5, & m \equiv 2 \pmod{4}, \\
6, & m \equiv 4 \pmod{8}, \\
\geq 6, & m \equiv 0 \pmod{8}.
\end{cases}
\]

**Proof.** The dimension of \( C_{(3,3^m+1,3,1)} \) has been given in [16, Theorem 28]. According to Theorem 27, the minimum distance \( d \) of \( C_{(3,3^m+1,3,1)} \) is no less than 4. For convenience, we use the notation \( \sigma_{i,j} \) to denote the \( \sigma_{i,j} (u_1, \ldots, u_i) \) in this proof.

If \( m \) is odd, then \( 3^m + 1 = 3^{2t+1} + 1 = (3 + 1)(3^{2t} - 3^{2t-1} + \cdots - 3 + 1) \). From Corollary 31, we have \( d = 4 \).

If \( m \) is even, then there is no element with order 4 in \( U_{3^m+1} \). For the sake of convenience, put \( q = 3^m \) in this proof. Firstly, we claim that \( d \geq 5 \) in this case. Assume that \( d = 4 \). Then there exists \( c' = (c_1, \ldots, c_{q+1}) \in \mathbb{F}_3^{q+1} \) such that \( c'H^T = 0 \), where \( wt(c') = 4 \). Let \( \text{supp}(c') = \{i_1, i_2, i_3, i_4\} \), then \( c_{i_1}, c_{i_2}, c_{i_3}, c_{i_4} \in \{1, -1\} \subseteq U_{q+1} \). It then follows that
\[
\begin{cases}
\begin{align*}
c_{i_1} u_1 &+ c_{i_2} u_2 + c_{i_3} u_3 + c_{i_4} u_4 = 0, \\
c_{i_1} u_1^2 &+ c_{i_2} u_2^2 + c_{i_3} u_3^2 + c_{i_4} u_4^2 = 0.
\end{align*}
\end{cases}
\]
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By the symmetry of $c_{i_1}, c_{i_2}, c_{i_3}$ and $c_{i_4}$, we only need to consider the following cases:

(i) $\{c_{i_1}, c_{i_2}, c_{i_3}, c_{i_4}\} = \{1, 1, 1, 1\}$;
(ii) $\{c_{i_1}, c_{i_2}, c_{i_3}, c_{i_4}\} = \{1, 1, 1, -1\}$;
(iii) $\{c_{i_1}, c_{i_2}, c_{i_3}, c_{i_4}\} = \{1, 1, -1, -1\}$.

In case (i), we have that

\[
\begin{align*}
\begin{cases}
u_1 + \nu_2 + \nu_3 + \nu_4 &= 0, \\
u_1^2 + \nu_2^2 + \nu_3^2 + \nu_4^2 &= 0.
\end{cases}
\]

Then $\sigma_{4,1} = \sigma_{4,2} = \sigma_{4,3} = 0$. Let $\sigma_x = (x - \nu_1)(x - \nu_2)(x - \nu_3)(x - \nu_4)$. It is easy to obtain that $\sigma(x) = x^4 - \sigma_{4,4}$, and $\sigma(x)$ can not have four zeroes in $U_{q+1}$ as $\gcd(3^m + 1, 4) = 2$.

In case (ii), we obtain that $\sum_{i=1}^{3} \nu_i = \nu_4$ and $\sum_{i=1}^{3} \nu_i^2 = \nu_4^2$. Combining the previous two equations, we have that $\nu_3 \sigma_{2,1} + \sigma_{2,2} = 0$. It then follows from $\nu_3 \in U_{q+1}$ that $\nu_1^2 + \nu_2^2 + \nu_1 \nu_2 = (\nu_1 - \nu_2)^2 = 0$, a contradiction!

In case (iii), we need to check that there is no $\{\nu_1, \nu_2, \nu_3, \nu_4\} \in \left(U_{q+1}^\times\right)^4$ such that $\nu_1 + \nu_2 - (\nu_3 + \nu_4) = 0$ and $\nu_1^2 + \nu_2^2 - (\nu_3^2 + \nu_4^2) = 0$. Combining the previous two equations, we have $\nu_3^2 - (\nu_1 + \nu_2)\nu_3 + \nu_1 \nu_2 = (\nu_3 - \nu_2)(\nu_3 - \nu_1) = 0$, which is contrary to our assumption that $\nu_1, \nu_2$ and $\nu_3$ are pairwise distinct.

In summary, $d > 4$ when $m$ is even. In the even case, we have two more subcases.

- If $m = 4t + 2$, then $3^{4t+2} + 1 = (9 + 1)(9^{2t - 9} + \cdots - 9 + 1)$. It then follows from $5|q + 1$ that there exists $\xi_1$ in $U_{q+1}$ which has order 5. Let $\nu_1 = \xi_1, \nu_2 = \xi_1^2, \nu_3 = \xi_1^3, \nu_4 = \xi_1^4$ and $\nu_5 = \xi_1^5$. It is not difficult to check that $\sum_{i=1}^{5} \nu_i = 0$ and $\sum_{i=1}^{5} \nu_i^2 = 0$.

- If $m = 4t$, then there is no element with order 5 in $U_{q+1}$. We claim that $d > 5$ in this subcase. Assume that $d = 5$. Then there exist $\{u_1, u_2, u_3, u_4, u_5\} \in U_{q+1}$ and $(c_{i_1}, c_{i_2}, c_{i_3}, c_{i_4}, c_{i_5}) \in (\mathbb{F}_3^*\times)^5$ such that

\[
\begin{align*}
\begin{cases}
c_{i_1} u_1 + c_{i_2} u_2 + c_{i_3} u_3 + c_{i_4} u_4 + c_{i_5} u_5 &= 0, \\
c_{i_1} u_1^2 + c_{i_2} u_2^2 + c_{i_3} u_3^2 + c_{i_4} u_4^2 + c_{i_5} u_5^2 &= 0.
\end{cases}
\end{align*}
\]

By the symmetry of $c_{i_1}, c_{i_2}, c_{i_3}, c_{i_4}$ and $c_{i_5}$, we only need to consider the following three cases:

(i) $\{c_{i_1}, c_{i_2}, c_{i_3}, c_{i_4}, c_{i_5}\} = \{1, 1, 1, 1, 1\}$;
(ii) $\{c_{i_1}, c_{i_2}, c_{i_3}, c_{i_4}, c_{i_5}\} = \{1, 1, 1, 1, -1\}$;
(iii) $\{c_{i_1}, c_{i_2}, c_{i_3}, c_{i_4}, c_{i_5}\} = \{1, 1, -1, -1\}$.

In case (i), we have that

\[
\begin{align*}
\begin{cases}
u_3 + \nu_4 + \nu_5 &= -\sigma_{2,1}, \\
u_3 \nu_4 + \nu_3 \nu_5 + \nu_4 \nu_5 &= \sigma_{2,1}^2 - \sigma_{2,2}, \\
u_3 \nu_4 \nu_5 &= -(\sigma_{2,1}^2 + \sigma_{2,1} \sigma_{2,2}).
\end{cases}
\end{align*}
\]
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It then follows from $u_3u_4u_5 \in U_{q+1}$ that $(u_3u_4u_5)^q = (u_3u_4u_5)^{-1}$. Then $(\sigma_2^3 + \sigma_2\sigma_3)^2 = \sigma_2^2\sigma_3$, which is the same as

\[(u_1 - u_2)(u_1^5 - u_2^5) = 0. \tag{24}\]

Eq. (24) holds only if $u_1^5 = u_2^5$. Since $m = 4\ell$ and $\gcd(5, q + 1) = 1$, it then follows from $u_1^5 = u_2^5$ that $u_1 = u_2$, a contradiction!

In case (ii), we observe that

\[
\begin{align*}
  &u_1 + u_2 + u_3 + u_4 = u_5 = \sigma_{4,1}(u_1, u_2, u_3, u_4), \\
  &u_1^2 + u_2^2 + u_3^2 + u_4^2 = u_5^2 = \sigma_{4,1}^2(u_1, u_2, u_3, u_4) - 2\sigma_{4,2}(u_1, u_2, u_3, u_4), \\
  &u_1^{-1} + u_2^{-1} + u_3^{-1} + u_4^{-1} = u_5^{-1} = \sigma_{4,1}^{-1}(u_1, u_2, u_3, u_4) = \frac{\sigma_{4,1}(u_1, u_2, u_3, u_4)}{\sigma_{4,1}(u_1, u_2, u_3, u_4)}.
\end{align*}
\]

Then $\sigma_{4,2}(u_1, u_2, u_3, u_4) = 0$ and $\sigma_{4,2}(u_1, u_2, u_3, u_4) = u_5\sigma_{4,3}(u_1, u_2, u_3, u_4)$. Let $\sigma(x) = x^4 - u_5x^3 - \sigma_{4,3}(u_1, u_2, u_3, u_4)x + u_5\sigma_{4,3}(u_1, u_2, u_3, u_4)$. From the above fact, we can obtain $\sigma(x) = (x^3 - \sigma_{4,3}(u_1, u_2, u_3, u_4))(x - u_5)$, which can not have 4 zeroes in $U_{q+1}$.

In case (iii), we have that

\[
\begin{align*}
  &u_1 + u_2 + u_3 + u_4 + u_5 = 0 = \sigma_{5,1}, \\
  &u_1^2 + u_2^2 + u_3^2 + u_4^2 + u_5^2 = 0 = \sigma_{5,2}^2 - 2 \cdot \sigma_{5,2}, \\
  &u_1^{-1} + u_2^{-1} + u_3^{-1} + u_4^{-1} + u_5^{-1} = 0 = \frac{\sigma_{5,1}}{\sigma_{5,1}}.
\end{align*}
\]

Hence, $\sigma_{5,1} = \sigma_{5,2} = \sigma_{5,3} = \sigma_{5,4} = 0$. Let $\sigma(x) = (x - u_1)(x - u_2)(x - u_3)(x - u_4)(x - u_5)$. Similarly, we have $\sigma(x) = x^5 + \sigma_{5,1}$, which can not have 4 zeroes in $U_{q+1}$ since $\gcd(q + 1, 5) = 1$.

Therefore, $d > 5$ when $m = 4\ell$.

If $m \equiv 4 \pmod{8}$, then $x^{82} - 1|x^{3^m} - 1$. There exists a six-term factor $f(x) = x^{16} - x^{15} + x^{11} + x^5 - x + 1$ which satisfies $f(x)|x^{82} - 1$ and $f(\beta^{\frac{5(q+1)}{4}}) = f(\beta^{\frac{5(q+1)}{4}}) = 0$, where $\beta$ is a generator of $U_{q+1}$. The fact that $\beta^{\frac{5(q+1)}{82}}$ and $\beta^{\frac{5(q+1)}{41}}$ are roots of $f(x)$ was checked by Magma.

This completes the proof. 

Example 45. We have the following examples for the code of Theorem 44.

- Let $m = 2$, then the code $C(3,10,3,1)$ has parameters $[10, 2, 5]$.
- Let $m = 3$, then the code $C(3,28,3,1)$ has parameters $[28, 16, 4]$.
- Let $m = 4$, then the code $C(3, 82, 3, 1)$ has parameters $[82, 66, 6]$.
- Let $m = 5$, then the code $C(3, 244, 3, 1)$ has parameters $[244, 244, 4]$.
- Let $m = 6$, then the code $C(3, 730, 3, 1)$ has parameters $[730, 706, 5]$.

The code $C(3, 244, 3, 1)$ are distance-optimal cyclic codes when $m = 2$ and $m = 3$. These results are verified by Magma programs.
Remark 46. (i) From the above examples in this paper, the codes $C_{(q,q^l+1,0)}$ and $C_{(q,q^l+1,1)}$ are sometimes dimension-optimal or best possible for cyclic codes according to [11, Appendix A] and [21] when $m$ and $\delta$ are small. Some examples which have nice parameters were given in [30, Example 20, Example 22].

(ii) Conjecture 23 in [30] said that the minimum distance of $C_{(3,3^l+1,5,0)}$ is 8, which is supported by Magma experiments. In this paper, we have proved that $d = 8$ when $l$ is odd or $l \equiv 4 \pmod{8}$ in Theorem 36, the remaining case is still open. When $l$ is odd, $l \equiv 2 \pmod{4}$ or $l \equiv 4 \pmod{8}$, the minimum distance of $C_{(3,3^l+1,3,1)}$ are given in Theorem 44. We do not have enough numerical examples to conjecture that $d = 6$ as Magma program is hard to compute the minimum distance of $C_{(3,3^l+1,3,1)}$ when $l \equiv 0 \pmod{8}$. The reader is cordially invited to attack these two remaining cases.

5 Conclusion

The main contributions of this paper are the following:

1. We provided a necessary and sufficient condition for $0 \leq a \leq q^m$ being a coset leader modulo $n$ for any prime power $q$.

2. A lower bound on the minimum distance of $C_{(q,q^l+1,0)}$ is given. Some improved lower bounds on the minimum distance of $C_{(q,q^m+1,0)}$ and $C_{(q,q^m+1,1,b)}$ are given.

3. Two open problems in [16, 30] are partially solved in this paper. The method of using the ESPs $\sigma_{i,j}(u_1, \ldots, u_j)$ to study the minimum distance of BCH codes is novel and innovative.

4. According to the tables of best codes known in [21], some of the proposed linear codes are optimal.
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