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Abstract

In this work we investigate greedy energy sequences on the unit circle for the logarithmic and Riesz potentials. By definition, if \( (a_n)_n \) is a greedy \( s \)-energy sequence on the unit circle, the Riesz potential \( U_{N,s}(x) := \sum_{k=0}^{N-1} |a_k - x|^{-s} \), \( s > 0 \), generated by the first \( N \) points of the sequence attains its minimum value at the point \( a_N \), for every \( N \geq 1 \). In the case \( s = 0 \) we minimize instead the logarithmic potential \( U_{N,0}(x) := -\sum_{k=0}^{N-1} \log|a_k - x| \). We analyze the asymptotic properties of these extremal values \( U_{N,s}(a_N) \), studying separately the cases \( s = 0 \), \( 0 < s < 1 \), \( s = 1 \), and \( s > 1 \). We obtain second-order asymptotic formulas for \( U_{N,s}(a_N) \) in the cases \( s = 0 \), \( 0 < s < 1 \), and \( s = 1 \) (the corresponding first-order formulas are well known). A first-order result for \( s > 1 \) is proved, and it is shown that the normalized sequence \( U_{N,s}(a_N)/N^s \) is bounded and divergent in this case. We also consider, briefly, greedy energy sequences in which the minimization condition is required starting from the point \( a_{p+1} \) (instead of the point \( a_1 \) as previously stated), for some \( p \geq 1 \). For this more general class of greedy sequences, we prove a first-order asymptotic result for \( 0 \leq s < 1 \).
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1 Introduction and main results

1.1 Background

Let \( K \) be a compact and infinite set in the complex plane. A sequence of points \( \{a_n\}_{n=0}^{\infty} \subset K \) is called a Leja sequence on \( K \) if the following extremal property holds for all \( n \geq 1 \):

\[
\prod_{k=0}^{n-1} |a_n - a_k| = \max_{z \in K} \prod_{k=0}^{n-1} |z - a_k|.
\]

In other words, if we define the polynomials \( P_n(z) := \prod_{k=0}^{n-1} (z - a_k) \), the condition is that the uniform norm \( \|P_n\|_K \) is attained at the point \( a_n \) for all \( n \geq 1 \). This old construction was introduced by Edrei in [12], and reappeared later in the works of Leja [19] and Górski [14], the latter in the context of the Newtonian potential in \( \mathbb{R}^3 \). It is very natural to do a comparative analysis of the asymptotic properties of Leja sequences and Fekete tuples on \( K \). One observes that they share several important properties. Fekete tuples are defined as follows. If we let

\[
v_n(K) := \sup \left\{ \prod_{1 \leq j < k \leq n} |x_j - x_k| : x_1, \ldots, x_n \in K \right\}, \quad n \geq 2,
\]
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then a Fekete $n$-tuple for $K$ is a tuple $\omega_n = (x_1, \ldots, x_n, x_{n+1}) \in K^n$ for which the supremum in (1.1) is attained. The classical Fekete-Szegő theorem asserts that the sequence of $n$-th diameters $\delta_n(K) = v_n(K)2^{n(n-1)}$ converges to $c(K)$, the logarithmic capacity of $K$ (see e.g. [29 Thm. 5.5.2]). Interestingly, as it was already proved by Edrei in [12], if $\{a_n\}_{n=0}^\infty$ is a Leja sequence on $K$, then the nested configurations $\alpha_n = (a_0, \ldots, a_n)$ are asymptotically extremal in the sense that
\[
\lim_{n \to \infty} \prod_{0 \leq i < j \leq n-1} |a_i - a_j|^{2/n(n-1)} = c(K).
\]
Hence, this is a common property of Leja sequences and Fekete tuples. Another important property in common, closer to the subject of this paper, is that for the monic polynomials $P_n$ and $Q_n$ whose roots are the points in $\alpha_n$ and $\omega_n$, respectively, we have
\[
\lim_{n \to \infty} \|P_n\|_K^{1/n} = \lim_{n \to \infty} \|Q_n\|_K^{1/n} = c(K),
\]
see [13] Lemma 1 and [29 Thm. 5.5.4].

Let us consider the analogous constructions in the context of the Riesz potential. Given a fixed $s > 0$, a sequence $\{a_n\}_{n=0}^\infty \subset K$ is called a greedy $s$-energy sequence on $K$ if for every $n \geq 1$ we have
\[
\sum_{k=0}^{n-1} \frac{1}{|a_n - a_k|^s} = \inf_{z \in K} \sum_{k=0}^{n-1} \frac{1}{|z - a_k|^s}.
\]
The Riesz $s$-potential generated by the first $N$ points of the sequence $\{a_n\}_{n=0}^\infty$ will be denoted
\[
U_{N,s}(z) := \sum_{k=0}^{N-1} \frac{1}{|z - a_k|^s}, \quad z \in K.
\]
So we have
\[
U_{N,s}(a_N) = \inf_{z \in K} U_{N,s}(z), \quad N \geq 1.
\]
We will use the notation $\alpha_{N,s} := (a_0, \ldots, a_{N-1})$ for the tuple formed by the first $N$ points of the greedy $s$-energy sequence. We call this tuple the $N$-th section of the sequence.

For a configuration $\omega = (x_1, \ldots, x_N)$ of $N \geq 2$ points in $K$, we define
\[
E_s(\omega) := \sum_{1 \leq i < j \leq N} \frac{1}{|x_i - x_j|^s} = 2 \sum_{1 \leq i < j \leq N} \frac{1}{|x_i - x_j|^s}
\]
called the Riesz $s$-energy of $\omega$. We say that a configuration $\omega_{N,s} \in K^N$ is an $N$-point minimal $s$-energy configuration on $K$ if
\[
E_s(\omega_{N,s}) = \inf \{ E_s(\omega) : \omega \in K^N \}.
\]
Let $P(K)$ denote the space of all Borel probability measures supported on $K$. The Riesz $s$-energy of $\mu \in P(K)$ is the double integral
\[
I_s(\mu) := \iint \frac{1}{|x - y|^s} \, d\mu(x) \, d\mu(y).
\]
If the planar compact set $K$ has positive Hausdorff dimension $\dim K$ and $0 < s < \dim K$, the first-order asymptotic behavior of $E_s(\omega_{N,s})$ is the well-known formula
\[
\lim_{N \to \infty} \frac{E_s(\omega_{N,s})}{N^2} = w_s(K)
\]
where the limit is the Wiener constant
\[ w_s(K) = \inf_{\mu \in \mathcal{P}(K)} I_s(\mu) < \infty \]
see e.g. [4 Thm. 4.4.9]. Similarly to what happens in the Leja-Fekete context, in this range for \( s \) formula (1.2) is also valid if we replace \( \omega_{N,s} \) by \( \alpha_{N,s} \), see [23 Thm. 2.1]. Furthermore, by a result of Siciak (see [32 Lemma 3.1]) the extremal values in (1.3) satisfy
\[ \lim_{N \to \infty} \frac{U_{N,s}(a_N)}{N} = w_s(K). \] (1.6)
In the range \( s \geq \dim K \) the first-order asymptotic behavior of the quantities discussed is not understood in general, and additional assumptions on the set \( K \) are usually imposed.

In this work we focus on the particular case of the unit circle \( K = S^1 \), and analyze in detail the asymptotic behavior of the extremal values \( U_{N,s}(a_N) \) in (1.3), for all values of \( s > 0 \). Our results complement those obtained in [24], which described in this context the asymptotic behavior of the energies \( E_s(\alpha_{N,s}) \). We also refine the asymptotic formula (1.2) for the polynomials \( P_n \).

It is a well known fact that for \( 0 < s < 1 \), the normalized arc-length measure on \( S^1 \) is the unique measure in \( \mathcal{P}(S^1) \) with minimal \( s \)-energy. We will denote this measure by \( \sigma \). The \( s \)-energy of \( \sigma \) is given explicitly by
\[ I_s(\sigma) = \frac{\Gamma(1-s)}{\Gamma(1-\frac{s}{2})^2} = 2^{-s} \frac{\Gamma\left(\frac{1-s}{2}\right)}{\sqrt{\pi} \Gamma\left(1-\frac{s}{2}\right)}, \quad 0 < s < 1, \]
cf. [4 Cor. A.11.4]. On the other hand, in the range \( s \geq 1 \) every \( \mu \in \mathcal{P}(S^1) \) has infinite \( s \)-energy.

It was proved in [16] that for any \( s > 0 \), every \( N \)-point minimal \( s \)-energy configuration \( \omega_{N,s} \) on \( S^1 \) consists of \( N \) equally spaced points, and in [6] a complete asymptotic expansion in \( N \) of \( E_s(\omega_{N,s}) \) was found. The analyses in [23, 24] revealed how the asymptotic behaviors of the quantities \( E_s(\alpha_{N,s}) \) and \( E_s(\omega_{N,s}) \) differ significantly when we look at first-order asymptotics in the range \( s > \dim S^1 = 1 \), and they also differ for second-order asymptotics in the range \( 0 < s \leq 1 \), in contrast to the similarities described above.

The method we have employed to obtain our asymptotic results (except Theorem 1.8) is based primarily on the representation of \( U_{N,s}(a_N) \) in terms of the binary expansion of \( N \), which is our equation (3.2). This type of formula was first used in [22] in our study of greedy \( \lambda \)-energy sequences, associated with the nonsingular potentials \( |x-y|^\lambda \), \( \lambda > 0 \). The identity (3.2) for \( U_{N,s}(a_N) \) is deduced from a geometric description due to Białas-Cież and Calvi [3] of the configurations \( \alpha_{N,s} \) in terms of the binary expansion of \( N \). Their result was stated for Leja-sequences on the unit circle, which in this set have the same geometric structure as greedy \( s \)-energy sequences.

In recent years there has been an increasing interest in the study of Leja and greedy energy sequences in Euclidean spaces, as they provide many interesting applications for different areas in mathematics. In addition to the references mentioned above, we find diverse applications in works on numerical analysis, numerical linear algebra, approximation theory [11 [5, 7, 8, 9, 10, 11 [18, 30, 47], potential theory [10, 15, 21, 28, 31], discrepancy theory [27, 33], stochastic analysis [26], among other areas.

1.2 Statement of main results
Let \((a_n)_{n=0}^\infty \) be a Leja sequence on the unit circle, and let \( U_{N,0}(z) := \sum_{k=0}^{N-1} \log \frac{1}{|z-a_k|}, \quad N \geq 1 \). The logarithmic capacity of the unit circle is \( c(S^1) = 1 \), hence the formula (1.2) for \( P_N \) is
equivalent to
\[
\lim_{N \to \infty} \frac{\log \|P_N\|_{S^1}}{N} = \lim_{N \to \infty} \frac{U_N(0, a_N)}{N} = 0.
\]

Our first result is the following improvement of this formula.

**Theorem 1.1.** Let \((a_n)_{n=0}^\infty\) be a Leja sequence on the unit circle, and let \(P_N(z) = \prod_{k=0}^{N-1} (z - a_k)\). For all \(N \geq 1\), we have
\[
0 < \frac{\log \|P_N\|}{\log(N + 1)} \leq 1,
\]
where \(\|P_N\| = \sup_{z \in S^1} |P_N(z)|\). The upper bound is attained if and only if \(N\) is of the form \(N = 2^m - 1, m \geq 1\), and we have
\[
\liminf_{N \to \infty} \frac{\log \|P_N\|}{\log(N + 1)} = 0.
\]

Moreover, for each \(N \geq 1\) fixed, the sequence
\[
\left( \frac{\log \|P_{2^k N}\|}{\log(2^k N + 1)} \right)_{k=0}^{\infty}
\]
is decreasing and its limit is 0.

We introduce now several definitions that play a central role in our analysis. For an integer \(N \geq 1\), let \(\tau_b(N)\) denote the number of \(1\)'s in the binary representation of \(N\), that is,
\[
\tau_b(N) = p \text{ if } N = 2^{n_1} + 2^{n_2} + \cdots + 2^{n_p}, \quad n_1 > n_2 > \cdots > n_p \geq 0.
\]

**Definition 1.2.** Given an integer \(p \geq 1\), let \(\Theta_p\) denote the set of all vectors \(\vec{\theta} = (\theta_1, \ldots, \theta_p) \in \mathbb{R}^p\) such that there exists an infinite sequence \(N \subset \mathbb{N}\) satisfying the following properties: \(\tau_b(N) = p\) for all \(N \in \mathcal{N}\), and for \(N = 2^{n_1} + 2^{n_2} + \cdots + 2^{n_p} \in \mathcal{N}\) as in (1.10) we have
\[
\lim_{N \to \infty} \frac{\theta_k}{N} = \theta_k, \quad \text{for all } 1 \leq k \leq p.
\]

For example, we have \(\vec{\theta} = (8/13, 4/13, 1/13, 0) \in \Theta_4\) since the sequence \(2^{n+3} + 2^{n+2} + 2^n + 1, n \geq 1\), generates in the limit that vector \(\vec{\theta}\). The set \(\Theta_p\) can be given a more direct definition, but the way it is defined above presents the asymptotic property (1.11), which is precisely the one that is needed in our analysis.

The reader can easily check that \(\Theta_p\) consists of all vectors \(\vec{\theta} = (\theta_1, \ldots, \theta_p)\) that can be written in the form
\[
\vec{\theta} = \left( \frac{2^{n_1}}{M}, \frac{2^{n_2}}{M}, \ldots, \frac{2^{n_t}}{M}, 0, \ldots, 0 \right)
\]
where \(M = 2^{n_1} + 2^{n_2} + \cdots + 2^{n_t}\) is an odd integer with \(n_1 > n_2 > \cdots > n_t = 0\) and \(1 \leq t \leq p\). The number of zeros in (1.12) is therefore \(p - t\), if they appear.

**Definition 1.3.** We define the set \(\Theta := \bigcup_{p \in \mathbb{N}} \Theta_p\). Let \(G : \Theta \times (0, \infty) \to \mathbb{R}\) be the function given by
\[
G(\vec{\theta}, s) := \sum_{k=1}^p \theta_k^s \quad \text{if } \vec{\theta} = (\theta_1, \ldots, \theta_p).
\]
We also define the function \( \Lambda : \Theta \to \mathbb{R} \) by
\[
\Lambda(\vec{\theta}) := \sum_{k=1}^{p} \theta_k \log \theta_k \quad \text{if} \quad \vec{\theta} = (\theta_1, \ldots, \theta_p),
\] (1.14)
where we understand that \( \theta_k \log \theta_k = 0 \) if \( \theta_k = 0 \).

We will show that for each fixed \( s \in (0, \infty) \), the function \( G(\vec{\theta}; s) \) is uniformly bounded in \( \vec{\theta} \), see (1.5) and (6.4). The function \( \Lambda \) is also bounded, see Lemma 5.2.

Define the functions
\[
\bar{g}(s) := \sup_{\vec{\theta} \in \Theta} G(\vec{\theta}; s), \quad 0 < s < 1,
\]
(1.15)
\[
g(s) := \inf_{\vec{\theta} \in \Theta} G(\vec{\theta}; s), \quad s > 1,
\]
(1.16)
and the constant
\[
\lambda := \inf_{\vec{\theta} \in \Theta} \Lambda(\vec{\theta}).
\]
(1.17)

In this paper, \( \zeta(s) \) denotes as usual the classical Riemann zeta function \( \sum_{n=1}^{\infty} n^{-s}, s > 1 \), or its analytic extension to \( \mathbb{C} \setminus \{1\} \). Observe that this function takes negative values in the range \( 0 < s < 1 \).

If \( 0 < s < 1 \) and \( (a_n)_{n=0}^{\infty} \) is a greedy \( s \)-energy sequence on \( S^1 \), then in virtue of (1.6) we have
\[
\lim_{N \to \infty} \frac{U_{N,s}(a_N)}{N} = I_s(\sigma).
\]
This formula motivates the study of the second-order asymptotic behavior of \( U_{N,s}(a_N) \) in this range for \( s \), which we describe now.

**Theorem 1.4.** Let \( 0 < s < 1 \), and let \( (a_n)_{n=0}^{\infty} \) be a greedy \( s \)-energy sequence on \( S^1 \). Then the sequence
\[
\left( \frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} \right)_{N=1}^{\infty}
\]
(1.18)
is bounded and divergent, and we have
\[
\limsup_{N \to \infty} \frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} = (2^s - 1) \frac{2 \zeta(s)}{(2 \pi)^s},
\]
(1.19)
\[
\liminf_{N \to \infty} \frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} = \bar{g}(s)(2^s - 1) \frac{2 \zeta(s)}{(2 \pi)^s}.
\]
(1.20)
For each \( \vec{\theta} \in \Theta \), the value \( G(\vec{\theta}; s)(2^s - 1) \frac{2 \zeta(s)}{(2 \pi)^s} \) is a limit point of the sequence (1.18).

By limit point we mean that there is a subsequence of \( (1.18) \) that converges to the indicated value.

The following result can be deduced from [23 Thm. 2.10]. However, in this particular context of the unit circle we wish to provide an alternative proof of (1.21) using the ideas developed in the present work.

**Theorem 1.5.** If \( (a_n)_{n=0}^{\infty} \) is a greedy 1-energy sequence \( (s = 1) \) on \( S^1 \), then
\[
\lim_{N \to \infty} \frac{U_{N,1}(a_N)}{N \log N} = \frac{1}{\pi}.
\]
(1.21)
The following theorem describes the corresponding second-order asymptotic behavior of $U_{N,1}(a_N)$.

**Theorem 1.6.** Let $(a_n)_{n=0}^{\infty}$ be a greedy $s$-energy sequence on $S^1$ with $s = 1$. Then the sequence

$$
\left( \frac{U_{N,1}(a_N) - \frac{1}{N}N \log N}{N} \right)_{N=1}^{\infty}
$$

(1.22)

is bounded and divergent. Moreover, we have

$$
\limsup_{N \to \infty} \frac{U_{N,1}(a_N) - \frac{1}{N}N \log N}{N} = \frac{1}{\pi} \left( \gamma + \log \left( \frac{8}{\pi} \right) \right),
$$

(1.23)

$$
\liminf_{N \to \infty} \frac{U_{N,1}(a_N) - \frac{1}{N}N \log N}{N} = \frac{1}{\pi} \left( \gamma + \log \left( \frac{8}{\pi} \right) + \lambda \right),
$$

(1.24)

where $\gamma = \lim_{N \to \infty} \left( \sum_{k=1}^{N} \frac{1}{k} - \log N \right)$ is the Euler-Mascheroni constant, and $\lambda$ is given by (1.17).

For each $\vec{\theta} \in \Theta$, the quantity $\frac{1}{\pi} \left( \gamma + \log \left( \frac{8}{\pi} \right) \right)$ is a limit point of the sequence (1.22).

Unlike in the cases $0 < s < 1$ and $s = 1$, the first-order normalized sequence (1.25) is divergent, as our next result demonstrates.

**Theorem 1.7.** Let $s > 1$, and let $(a_n)_{n=0}^{\infty}$ be a greedy $s$-energy sequence on $S^1$. Then the sequence

$$
\left( \frac{U_{N,s}(a_N)}{N^s} \right)_{N=1}^{\infty}
$$

(1.25)

is bounded and divergent, and we have

$$
\limsup_{N \to \infty} \frac{U_{N,s}(a_N)}{N^s} = (2^s - 1) \frac{2\zeta(s)}{(2\pi)^s},
$$

(1.26)

$$
\liminf_{N \to \infty} \frac{U_{N,s}(a_N)}{N^s} = g(s)(2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}.
$$

(1.27)

For each $\vec{\theta} \in \Theta$, the value $G(\vec{\theta};s)(2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}$ is a limit point of the sequence (1.25).

All previous results concern greedy energy sequences with a single initial point $a_0$ and all subsequent points $a_n$, $n \geq 1$, satisfying the optimality condition, i.e., minimizing the potential. It is also natural to consider greedy sequences in which the optimality condition is required to hold starting from the point $a_{p+1}$, for some fixed $p \geq 1$. Then the first $p+1$ points $a_0, \ldots, a_p$ are viewed as given initial input.

Let

$$
k_s(z, w) := \begin{cases} 
\log \left( \frac{1}{|z-w|} \right) & s = 0, \\
\frac{1}{|z-w|} & s > 0.
\end{cases}
$$

(1.28)

Let $p \geq 1$ and $a_0, \ldots, a_p$ be $p+1$ distinct points on the unit circle. We shall say that $(a_n)_{n=0}^{\infty}$ is a greedy $s$-energy sequence on $S^1$ with initial set $(a_0, \ldots, a_p)$ if

$$
\sum_{k=0}^{n-1} k_s(a_n, a_k) = \inf_{z \in S^1} \sum_{k=0}^{n-1} k_s(z, a_k), \quad n \geq p+1.
$$

(1.29)
In this setting, we shall use the same notations $\alpha_{N,s} = (a_0, \ldots, a_{N-1})$, $U_{N,s}(z) = \sum_{k=0}^{N-1} k_s(z, a_k)$, and $E_s(\alpha_{N,s}) = \sum_{0 \leq i \neq j \leq N-1} k_s(a_i, a_j)$ employed before. The method used to obtain our previous results is not applicable for this more general class of sequences since the connection with binary representations of natural numbers is lost. However, using standard potential theoretic arguments we can prove the following result in the range $0 \leq s < 1$ (the positive $s$-capacity range for $S^1$).

**Theorem 1.8.** Let $0 \leq s < 1$, and let $(a_n)_{n=0}^{\infty}$ be a greedy $s$-energy sequence on the unit circle with initial set of distinct points $(a_0, \ldots, a_p)$, $p \geq 1$. Then

$$
\lim_{N \to \infty} \frac{E_s(\alpha_{N,s})}{N^2} = \lim_{N \to \infty} \frac{U_{N,s}(a_N)}{N} = I_s(\sigma),
$$

(1.30)

where $I_0(\sigma) = 0$. The sequence $(a_n)_{n=0}^{\infty}$ is uniformly distributed, i.e.,

$$
\frac{1}{N} \sum_{k=0}^{N-1} \delta_{a_k} \longrightarrow \sigma, \quad N \to \infty,
$$

(1.31)

in the weak-star topology.

In the logarithmic case $s = 0$, discrepancy properties of these sequences were studied by Steinerberger [33], proving in particular (1.31). We finally mention some open problems for this more general class of sequences.

López-García and Wagner [24] showed that for Leja sequences with a single initial point (i.e. $s = 0$, $p = 0$) we have

$$
0 \leq \frac{E_0(\alpha_{N,0}) + N \log N}{N} < \log(4/3), \quad N \geq 2,
$$

which implies in particular $E_0(\alpha_N) \sim -N \log N$.

**Problem 1.9.** Let $(a_n)_{n=0}^{\infty}$ be a Leja sequence on $S^1$ with more than one initial point (i.e. $s = 0$, $p \geq 1$). Is it true that $E_0(\alpha_{N,0}) = -N \log N + O(N)$? If $P_N(z) = \prod_{k=0}^{N-1} (z - a_k)$ and $\|P_N\|$ is the $L^\infty$ norm on $S^1$, is it true that log $\|P_N\| = O(\log N)$ and $\lim \sup_{N \to \infty} \log \|P_N\| / \log N = 1$?

Let $s > 0$ and let $(a_n)_{n=0}^{\infty}$ be a greedy $s$-energy sequence with $p \geq 1$. We also expect in this setting that the sequences constructed as in (1.18) (when $0 < s < 1$), (1.22) (when $s > 1$), and (1.25) (when $s = 1$), are bounded and divergent, the latter property implying in particular that the limit (1.21) is valid.

**Problem 1.10.** Assume that $p \geq 1$. Describe in this situation the asymptotic behavior of the sequences (1.18) for $0 < s < 1$, (1.22) for $s = 1$, and (1.25) for $s > 1$.

This paper is organized as follows. In Section 2 we prove Theorem 1.1. In Section 3 we introduce some important definitions and obtain several auxiliary results, including the key formula (3.2). In Sections 4, 5, and 6 we concentrate the asymptotic analysis of the cases $0 < s < 1$, $s = 1$, and $s > 1$ respectively, for sequences with a single initial point. In Section 7 we prove Theorem 1.8.

2 The logarithmic case: Proof of Theorem 1.1

Let $(a_n)_{n=0}^{\infty}$ be a Leja sequence on the unit circle. Theorem 1.1 will be a simple application of the following beautiful identity from [7, Lemma 4]:

$$
\|P_N\| = \prod_{k=0}^{N-1} |a_N - a_k| = 2^{\gamma_s(N)}, \quad N \geq 1,
$$

(2.1)
where \( \| P_N \| \) is the uniform norm on \( S^1 \) of the polynomial \( P_N(z) = \prod_{k=0}^{N-1} (z - a_k) \).

**Proof of Theorem 1.1** For every integer \( N \geq 1 \), we have

\[
N \geq 2^{\tau(N)} - 1.
\]

(2.2)

Indeed, if \( N \) is as indicated in (1.10), then \( n_k \geq p - k \) for each \( 1 \leq k \leq p \), and so

\[
N = \sum_{k=1}^{p} 2^{n_k} \geq \sum_{k=1}^{p} 2^{p-k} = 2^p - 1 = 2^{\tau(p)} - 1.
\]

Applying (2.1) and (2.2) we get

\[
\log \| P_N \| = \log(2^{\tau(N)}) \leq \log(N + 1).
\]

(2.3)

This justifies the second inequality in (1.7). Clearly, equality in (2.3) holds if and only if \( N = 2^m - 1 \), \( m \geq 1 \). It follows from (2.1) that \( \log \| P_N \| = \tau_0(N) \log 2 > 0 \). So (1.7) is justified.

If we take the subsequence \( N(r) = 2^r \), then \( \tau_0(N(r)) = 1 \) for all \( r \), hence

\[
\lim_{r \to \infty} \frac{\log \| P_{N(r)} \|}{\log(N(r) + 1)} = \lim_{r \to \infty} \frac{\log 2}{\log(2^r + 1)} = 0
\]

so (1.8) is justified.

For any \( m \geq 1 \), we have \( \tau_0(m) = \tau_0(2m) \). Hence \( \tau_0(2^k N) = \tau_0(N) \) for all \( k \geq 0 \), and so

\[
\log \| P_{2^k N} \| = \log(2^{\tau_0(2^k N)}) = \log(2^{\tau_0(N)}) = \log \| P_N \| \quad \text{for all} \ k \geq 0,
\]

and the numerator in (1.9) is constant.

Theorem 1.1 is related to the following problem of P. Erdős, which he formulated as Problem 21 in [13]. For a sequence \( (z_k)_{k=1}^{\infty} \) of complex numbers (not necessarily distinct) on the unit circle, let

\[
A_n = A_n(z_1, \ldots, z_n) := \max_{|z|=1} \prod_{k=1}^{n} |z - z_k|.
\]

Is the sequence \( (A_n)_{n=1}^{\infty} \) unbounded for any such sequence \( (z_k)_{k=1}^{\infty} \)? Erdős conjectured that the answer is affirmative, and also asked to estimate how fast the sequence \( \max_{1 \leq n \leq N} A_n \) diverges to infinity. Wagner [25] managed to prove the conjecture, and gave a quantitative estimate of the rate of growth of \( \max_{1 \leq n \leq N} A_n \). His estimate was improved by Beck [2], who showed that

\[
\max_{1 \leq n \leq N} A_n > N^c
\]

where \( c > 0 \) is an absolute constant.

Let \( \{x_k\}_{k=1}^{\infty} \subset [0, 1) \) be the van der Corput sequence, that is, the sequence defined inductively by the formula

\[
x_{2^k x_{l+1}} = 2^{-k-1} + x_l, \quad 1 \leq l \leq 2^k, \quad k \geq 1,
\]

starting from \( x_1 = 0, \ x_2 = 1/2 \). Erdős also observed (see [17], Problem 4.1) that if one maps this sequence to the unit circle to obtain the sequence \( z_k = e^{2\pi i x_k} \) (particular example of Leja sequence on \( S^1 \)), then one has \( A_n \leq n + 1 \) with equality if and only if \( n = 2^k - 1 \) for some integer \( k \). Erdős asked whether it was possible to construct other sequences \( (z_k)_{k=1}^{\infty} \) for which \( A_n \) can increase more slowly than the indicated linear estimate. Linden [20] proved that this is possible, constructing a sequence \( (z_k)_{k=1}^{\infty} \) on the unit circle for which

\[
\limsup_{n \to \infty} \frac{\log A_n}{\log n} < 1.
\]
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3 Some definitions and auxiliary results

In this section we prove some identities that are needed for our asymptotic analysis later. The most crucial is the representation of $U_{N,s}(a_N)$ in terms of the binary expansion of $N$.

**Proposition 3.1.** Let $0 < s < 1$, and let $(a_n)_{n=0}^\infty$ be a greedy $s$-energy sequence on $S^1$. We have $U_{N,s}(a_N) < NI_s(\sigma)$ for all $N \geq 1$.

**Proof.** We have

$$U_{N,s}(a_N) = \int U_{N,s}(a_N) \, d\sigma(x) \leq \int U_{N,s}(x) \, d\sigma(x) = \sum_{k=0}^{N-1} \int \frac{1}{|a_k - x|^s} \, d\sigma(x) = NI_s(\sigma),$$

where the final equality follows from the fact that, by symmetry, $\int |a_k - x|^{-s} \, d\sigma(x) = I_s(\sigma)$. $\blacksquare$

The optimal value \[\mathcal{L}_s(N) := \inf \{ E_s(\omega) : \omega \in (S^1)^N \}, \quad N \geq 2.\]

Recall that this value is the $s$-energy of the collection of $N$-th roots of unity, which easily implies the identity

$$\mathcal{L}_s(N) = 2^{-s} N \sum_{k=1}^{N-1} \left( \frac{k\pi}{N} \right)^{-s} \left( \sin \frac{k\pi}{N} \right)^{-s}.$$

We also set $\mathcal{L}_s(1) := 0$. 
In this paper, an important role will be played by the quantities

$$U_s(N) := \sum_{k=1}^{N} |\exp(\pi i/N) - \exp(2\pi ki/N)|^{-s}.$$

This is the Riesz potential generated by the $N$-th roots of unity $e_k = \exp(2\pi ki/N)$, $1 \leq k \leq N$, evaluated at the midpoint of the short arc between $e_N$ and $e_1$.

**Proposition 3.2.** If $N \geq 2$ and \{e_1, \ldots, e_N\} are the $N$-th roots of unity, then

$$\sum_{k=2}^{N} \frac{1}{|e_k - e_1|^s} = \frac{L_s(N)}{N}.$$

**Proof.** Let $S = \{e_1, \ldots, e_N\}$. We have

$$L_s(N) = \sum_{k=1}^{N} \sum_{z \in S \setminus \{e_k\}} \frac{1}{|z - e_k|^s},$$

By symmetry, this implies

$$L_s(N) = N \sum_{k=2}^{N} \frac{1}{|e_k - e_1|^s},$$

and dividing by $N$ yields the desired equality.

**Proposition 3.3.** If $N \geq 1$, then for any $s > 0$,

$$U_s(N) = \frac{L_s(2N)}{2N} - \frac{L_s(N)}{N}. \quad (3.1)$$

**Proof.** Let $e_k = \exp(2\pi ki/2N)$ for $1 \leq k \leq 2N$. By the definition of $U_s(N)$, we evidently have

$$U_s(N) = \sum_{k=1}^{N} \frac{1}{|e_{2k} - e_1|^s} = \sum_{k=2}^{2N} \frac{1}{|e_k - e_1|^s} - \sum_{k=1}^{N-1} \frac{1}{|e_{2k+1} - e_1|^s}.$$

By Proposition 3.2 this implies

$$U_s(N) = \frac{L_s(2N)}{2N} - \frac{L_s(N)}{N}.$$

If $(a_n)_{n=0}^\infty$ is a greedy $s$-energy sequence on $S^1$, it is obvious that the values $U_{n,s}(a_n)$ will not be changed if we perform a rotation of the sequence. Hence, we may assume without loss of generality that the initial point of a greedy sequence is always the point $a_0 = 1$. In Proposition 3.3 below, we tacitly assume this condition.

For an $M$-tuple $A = (a_1, a_2, \ldots, a_M)$ and an $N$-tuple $B = (b_1, b_2, \ldots, b_N)$, we define the concatenation $(A, B) := (a_1, a_2, \ldots, a_M, b_1, b_2, \ldots, b_N)$. In [3], Proposition 3.4 was proved for Leja sequences. But as it was remarked in [24], this result holds for greedy $s$-energy sequences as well, for any value of $s > 0$, since greedy $s$-energy sequences coincide geometrically with Leja sequences on $S^1$. We now state this result in terms of greedy $s$-energy sequences on $S^1$. 
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Proposition 3.4. Let $s > 0$ and $(a_n)_{n=0}^\infty$ be a greedy s-energy sequence on $S^1$. Then

1) Any $2^n$-th section of $(a_n)$ is formed by the $2^n$-th roots of unity.

2) For any $n \geq 0$, let $\alpha_{2^n}$ be the $2^{n+1}$-th section of $(a_n)$. Then $\alpha_{2^n}$ contains $\alpha_{2^n}$ as its first $2^n$ points, and there exists a $2^n$-th root $\rho$ of $-1$ and a greedy s-energy sequence $(a'_n)_{n=0}^\infty$ on $S^1$ such that $\alpha_{2^n+1} = (\alpha_{2^n}, \rho a'_{2^n})$. (Here, $\alpha_N$ denotes the $N$-th section of $(a'_n)$.)

3) Iterating 2), we see that for any $N = 2^{n_1} + 2^{n_2} + \cdots + 2^{n_p}$, $n_1 > n_2 > \cdots > n_p \geq 0$, there exists for each integer $k$ with $1 \leq k \leq p$ a greedy s-energy sequence $(a^k_N)_{n=0}^\infty \subset S^1$ (with $a_0^k = 1$) such that

$$\alpha_N = (a^1_{2^{n_1}}, \rho_1 a^2_{2^{n_2}}, \rho_1 \rho_2 a^3_{2^{n_3}}, \cdots, \left(\prod_{i=1}^{p-1} \rho_i\right) a^p_{2^{n_p}})$$

for some numbers $\rho_i$ that are $2^{n_i}$-th roots of $-1$. Following our usual convention, we have denoted the $N$-th section of $(a'_n)$ by $\alpha_N'$. We now express $U_{N,s}(a_N)$ in terms of the binary expansion of $N$. All our asymptotic analysis will be based on the identity $\underline{3.2}$. 

Proposition 3.5. Let $s > 0$ be arbitrary, and let $(a_n)_{n=0}^\infty$ be a greedy s-energy sequence on $S^1$. If $N = 2^{n_1} + \cdots + 2^{n_p}$, $n_1 > \cdots > n_p \geq 0$, then

$$U_{N,s}(a_N) = \sum_{k=1}^{p} U_s(2^{n_k}). \tag{3.2}$$

Proof. The proof is by induction on $p$. For simplicity of notation, we write $U_N$ instead of $U_{N,s}$ and $\alpha_N$ instead of $\alpha_N$. If $p = 1$ and $N = 2^n$, then by Proposition 3.4, the points in $\alpha_N = (a_0, \ldots, a_{N-1})$ are the $N$-th roots of unity. The point $a_N$ is the midpoint of one of the arcs between adjacent points in $\alpha_N$, hence $U_N(a_N) = U_s(N)$. For a fixed $p \geq 1$, assume as induction hypothesis that (3.2) is valid for every greedy s-energy sequence on $S^1$ and every $N \geq 1$ with binary representation of length $p$. Let $\tilde{N} = 2^{n_1} + \cdots + 2^{n_p} + 2^{n_{p+1}}$, $n_1 > \cdots > n_p > n_{p+1} \geq 0$. Then, by Proposition 3.4 we can write

$$\alpha_{\tilde{N}} = (a^1_{2^{n_1}}, \rho a_{\tilde{N} - 2^{n_1}}'),$$

where $\rho$ satisfies $\rho^{2^{n_1}} = -1$, and $a'_{\tilde{N} - 2^{n_1}}$ is the section of order $\tilde{N} - 2^{n_1}$ of a greedy s-energy sequence $(a'_k)_{k=0}^\infty$. So $a_k = \rho a'_{k-2^{n_1}}$, $2^{n_1} \leq k \leq \tilde{N}$, where $(a'_0, \ldots, a'_{\tilde{N} - 2^{n_1}}) = a'_{\tilde{N} - 2^{n_1}+1}$. We have

$$U_{\tilde{N}}(a_{\tilde{N}}) = U_{2^{n_1}}(a_{\tilde{N}}) + \sum_{k=2^{n_1}}^{\tilde{N}-1} \frac{1}{|a_k - a_{\tilde{N}}|^s}.$$ 

The point $a_{\tilde{N}}$ is the midpoint of one of the arcs between two adjacent points in $\alpha_{2^{n_1}}$, hence

$$U_{2^{n_1}}(a_{\tilde{N}}) = U_s(2^{n_1}).$$

We also have

$$\sum_{k=2^{n_1}}^{\tilde{N}-1} \frac{1}{|a_k - a_{\tilde{N}}|^s} = \sum_{k=2^{n_1}}^{\tilde{N}-1} \frac{1}{|\rho a'_{k-2^{n_1}} - \rho a'_{\tilde{N} - 2^{n_1}}|^s} = \sum_{k=0}^{\tilde{N}-2^{n_1}-1} \frac{1}{|a'_{k} - a'_{\tilde{N} - 2^{n_1}}|^s} = U_M(a'_M),$$

where $M$ is the number of greedy s-energy sequences on $S^1$ for which $a'_M$ is the midpoint of the arc between $2^{n_1}$ and $2^{n_1} + 1$.
where \( M := \tilde{N} - 2^{n_1} \). The number \( M = 2^{n_2} + \cdots + 2^{n_{p+1}} \) has a binary representation of length \( p \), so by induction hypothesis we obtain

\[
U_M(a_M') = \sum_{k=2}^{p+1} U_k(2^{n_k}).
\]

In conclusion, \( U_{a_N} = \sum_{k=1}^{p+1} U_k(2^{n_k}) \), which finishes the proof of (3.2).

\[ \Box \]

Remark 3.6. For a greedy \( s \)-energy sequence \( (a_n)_{n=0}^{\infty} \subset S^1 \), the energy \( E_s(\alpha_{N,s}) \) of the \( N \)-th section and the optimal values of the Riesz potential are linked by the simple relation

\[
E_s(\alpha_{N,s}) = 2 \sum_{j=1}^{N-1} \sum_{i=0}^{j-1} \frac{1}{|a_i - a_j|^s} = 2 \sum_{j=1}^{N-1} U_{j,s}(a_j).
\]

4 The case \( 0 < s < 1 \)

In this section we will use the following notations. For \( 0 < s < 1 \) and \( N \geq 1 \), let

\[
\mathcal{R}_s(N) := \frac{L_s(N) - N^2 I_s(\sigma)}{N^{1+s}}, \quad (4.1)
\]

\[
\mathcal{W}_s(N) := \frac{U_s(N) - NI_s(\sigma)}{N^s}. \quad (4.2)
\]

The following formula is a particular application of [6, Eq. (1.18)] (take \( p = 0 \) in the referenced equation):

\[
\lim_{N \to \infty} \mathcal{R}_s(N) = \frac{2\zeta(s)}{(2\pi)^s}, \quad 0 < s < 1. \quad (4.3)
\]

We deduce the following result for (4.2).

**Proposition 4.1.** We have

\[
\lim_{N \to \infty} \mathcal{W}_s(N) = (2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}, \quad 0 < s < 1. \quad (4.4)
\]

**Proof.** We have

\[
\frac{U_s(N) - NI_s(\sigma)}{N^s} = \frac{L_s(2N) - 2L_s(N) - 2N^2 I_s(\sigma)}{2N^{1+s}}
\]

\[
= 2^s \frac{L_s(2N) - (2N)^2 I_s(\sigma)}{(2N)^{1+s}} - \frac{L_s(N) - N^2 I_s(\sigma)}{N^{1+s}}
\]

\[
= 2^s \mathcal{R}_s(2N) - \mathcal{R}_s(N)
\]

and the result follows from (4.3).

\[ \Box \]

Note that the limit value in (4.3) is negative.

We establish now bounds for the function \( G(\vec{\theta}; s) \) defined in (1.13), in the range \( 0 < s < 1 \).

**Lemma 4.2.** For all \( \vec{\theta} \in \Theta \) we have

\[
1 \leq G(\vec{\theta}; s) < \frac{2^s}{2^s - 1}, \quad 0 < s < 1. \quad (4.5)
\]
Proof. Fix \( \vec{\theta} = (\theta_1, \ldots, \theta_p) \in \Theta \). Since \( \sum_{k=1}^{p} \theta_k = 1 \) and the function \( x \mapsto x^s \) is concave, we obtain

\[
1 = (\theta_1 + \cdots + \theta_p)^s \leq \theta_1^s + \cdots + \theta_p^s = G(\vec{\theta}; s).
\]

Recall that vectors in \( \Theta_p \) can be described as follows: For each \( \vec{\theta} \in \Theta_p \), there is an odd integer \( M = 2^{n_1} + \cdots + 2^{n_t} \), where \( t \leq p \) and \( n_1 > n_2 > \cdots > n_t = 0 \) such that

\[
\theta_k = \frac{2^{n_k}}{M}, \quad 1 \leq k \leq t, \\
\theta_k = 0, \quad t + 1 \leq k \leq p.
\]

Using this property, we obtain

\[
G(\vec{\theta}; s) = \sum_{k=1}^{p} \theta_k^s = \sum_{k=1}^{t} \left( \frac{2^{n_k}}{M} \right)^s \leq \sum_{k=1}^{t} 2^{s(n_k-n_1)} < \sum_{j=0}^{\infty} (2^s)^{-j} = \frac{2^s}{2^s-1}.
\]

Recall the definition of the function \( \overline{g}(s) \) in (1.15). By Lemma 4.2, we have

\[
1 < \overline{g}(s) \leq \frac{2^s}{2^s-1}, \quad 0 < s < 1.
\]

In particular, the limit values in (1.19) and (1.20) are different. We are now ready for the proof of Theorem 1.4.

Proof of Theorem 1.4. First, note that if \( N = 2^{n_1} + \cdots + 2^{n_r} \), then

\[
\frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} = \sum_{k=1}^{p} \frac{U_s(2^{n_k}) - 2^{n_k} I_s(\sigma)}{N^s} = \sum_{k=1}^{p} \frac{U_s(2^{n_k})}{(2^{n_k})^s} \left( \frac{2^{n_k}}{N} \right)^s = \sum_{k=1}^{p} W_s(2^{n_k}) \left( \frac{2^{n_k}}{N} \right)^s.
\]

By (4.4), the sequence \( (W_s(N))_{N=1}^{\infty} \) is bounded. Let \( C > 0 \) be an upper bound for all \( |W_s(N)| \). Then, for \( N = 2^{n_1} + \cdots + 2^{n_r} \) we have

\[
\left| \frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} \right| \leq \sum_{k=1}^{p} |W_s(2^{n_k})| \left( \frac{2^{n_k}}{N} \right)^s \leq C \sum_{k=1}^{p} 2^{s(n_k-n_1)s} \leq C \sum_{k=0}^{\infty} (2^s)^{-k} = C \frac{2^s}{2^s-1}.
\]

This shows that the sequence (1.18) is bounded.
Fix \( \tilde{\theta} = (\theta_1, \ldots, \theta_p) \in \Theta_p \), for some \( p \in \mathbb{N} \). By definition, there is an infinite sequence \( \mathcal{N} \) of integers \( N = 2^{n_1} + \cdots + 2^{n_p} \) with binary representation of length \( p \) such that

\[
\lim_{N \in \mathcal{N}} \frac{2^{n_k}}{N} = \theta_k, \quad 1 \leq k \leq p. \tag{4.6}
\]

We then have

\[
\lim_{N \in \mathcal{N}} \frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} = \lim_{N \in \mathcal{N}} \sum_{k=1}^{p} \mathcal{W}_s(2^{n_k}) \left( \frac{2^{n_k}}{N} \right)^s
\]

\[= G(\tilde{\theta}; s)(2^s - 1) \frac{2\xi(s)}{(2\pi)^s}. \tag{4.7}\]

From this we deduce several consequences. First, \( G(\tilde{\theta}; s)(2^s - 1) \frac{2\xi(s)}{(2\pi)^s} \) is a limit point of the sequence (1.15). Second, since \( G(\tilde{\theta}; s) \geq 1 \) for such sequences \( \mathcal{N} \) satisfying (4.6) we have

\[
\lim_{N \in \mathcal{N}} \frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} \leq (2^s - 1) \frac{2\xi(s)}{(2\pi)^s}.
\]

(Recall that \( \xi(s) < 0 \) for \( 0 < s < 1 \).) Third, since \( p \) and \( \tilde{\theta} \) were arbitrary, (4.7) implies

\[
\lim_{N \to \infty} \inf_{N \in \mathcal{N}} \frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} \leq \frac{\xi(s)}{(2\pi)^s}.
\tag{4.8}\]

We start now the proof of (4.19). Since

\[
\lim_{n \to \infty} \frac{U_{2^n,s}(a_{2^n}) - 2^n I_s(\sigma)}{(2^n)^s} = \lim_{n \to \infty} \mathcal{W}_s(2^n) = (2^s - 1) \frac{2\xi(s)}{(2\pi)^s},
\]

we have

\[
\lim_{N \to \infty} \sup_{N \in \mathcal{N}} \frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} \geq (2^s - 1) \frac{2\xi(s)}{(2\pi)^s}. \tag{4.9}\]

Let us prove the reverse inequality.

Suppose that \( \mathcal{N} \subset \mathbb{N} \) is a sequence such that

\[
\left( \frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} \right)_{N \in \mathcal{N}} \text{ converges,} \tag{4.10}
\]

and let us show that its limit is \( \leq (2^s - 1) \frac{2\xi(s)}{(2\pi)^s} \). First, suppose there exists \( p \in \mathbb{N} \) such that \( \tau_{\tilde{\theta}}(N) = p \) for infinitely many integers \( N \in \mathcal{N} \). If necessary, we may choose a subsequence \( \tilde{\mathcal{N}} \subset \mathcal{N} \) such that

\[
\lim_{N \in \tilde{\mathcal{N}}} \frac{2^{n_k}}{N} = \theta_k, \quad 1 \leq k \leq p, \quad N = 2^{n_1} + \cdots + 2^{n_p},
\]

for some \( \tilde{\theta} = (\theta_1, \ldots, \theta_p) \in \Theta_p \). In this case, we have

\[
\lim_{N \in \tilde{\mathcal{N}}} \frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} = \lim_{N \in \tilde{\mathcal{N}}} \frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} \leq (2^s - 1) \frac{2\xi(s)}{(2\pi)^s}.
\]

The final inequality above follows from the fact that \( \tilde{\mathcal{N}} \) is a subsequence corresponding to some \( \tilde{\theta} \in \Theta_p \). We have already shown this inequality to be true for such subsequences.
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Now, assume that $\tau_b(N) \to \infty$ as $N \to \infty$ along the sequence $N$. Fix $0 < \epsilon < 1$. Let $M$ be an integer such that
\[
\sum_{k=M}^{\infty} 2^{-sk} < \epsilon. \tag{4.11}
\]
Now, for $N = 2^{n_1} + 2^{n_2} + \cdots + 2^{n_{\tau_b(N)}} \in N$ we write
\[
\frac{U_{N,s}(a_N) - N\ell_s(\sigma)}{N^s} = S_{N,1} + S_{N,2}
\]
where
\[
S_{N,1} := \sum_{k=1}^{M} \mathcal{W}_s(2^{n_k}) \left(\frac{2^{n_k}}{N}\right)^s \tag{4.12}
\]
\[
S_{N,2} := \sum_{k=M+1}^{\tau_b(N)} \mathcal{W}_s(2^{n_k}) \left(\frac{2^{n_k}}{N}\right)^s. \tag{4.13}
\]
If $M \geq \tau_b(N)$, then $S_{N,2}$ is understood to be zero. With $C$ again the upper bound for all $|\mathcal{W}_s(N)|$, we obtain
\[
|S_{N,2}| \leq C \sum_{k=M+1}^{\tau_b(N)} \left(\frac{2^{n_k}}{N}\right)^s \leq C \sum_{k=M+1}^{\tau_b(N)} 2^{-s(n_1-n_k)}
\leq C \sum_{k=M+1}^{\tau_b(N)} 2^{-s(k-1)} < C \sum_{k=M}^{\infty} 2^{-sk} < C\epsilon. \tag{4.14}
\]
Let $\tilde{N} := 2^{n_1} + 2^{n_2} + \cdots + 2^{n_M}$. Observe that this quantity varies with $N$. Then
\[
S_{N,1} = \sum_{k=1}^{M} \mathcal{W}_s(2^{n_k}) \left(\frac{2^{n_k}}{N}\right)^s \left(\frac{\tilde{N}}{N}\right)^s = \left(\frac{\tilde{N}}{N}\right)^s \sum_{k=1}^{M} \mathcal{W}_s(2^{n_k}) \left(\frac{2^{n_k}}{N}\right)^s.
\]
Now, note that
\[
\frac{\tilde{N}}{N} = \frac{2^{n_1} + \cdots + 2^{n_M}}{N} = 1 - \frac{2^{n_M+1} + \cdots + 2^{n_{\tau_b(N)}}}{N}.
\]
Since
\[
\frac{2^{n_k}}{N} \leq 2^{-(k-1)}, \quad 1 \leq k \leq \tau_b(N),
\]
we have
\[
\frac{\tilde{N}}{N} > 1 - \sum_{k=M+1}^{\infty} 2^{-(k-1)} > 1 - \epsilon,
\]
which implies
\[
\left(\frac{\tilde{N}}{N}\right)^s > (1-\epsilon)^s.
\]
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For each $1 \leq k \leq M$, the sequence $2^{n_k} / \tilde{N}$ is bounded, so we may choose a subsequence $\tilde{N} \subset N$ such that

$$\lim_{N \in \tilde{N}} \frac{2^{n_k}}{\tilde{N}} = \theta_k, \quad 1 \leq k \leq M,$$

(4.15)

for some $\tilde{\theta} = (\theta_1, \ldots, \theta_M) \in \Theta_M$.

Observe that by Proposition 3.1,

$$W_s(2^n) = \frac{U_s(2^n) - 2^n I_s(\sigma)}{2^{n_s}} = \frac{U_{n,s}(a_{2^n}) - 2^n I_s(\sigma)}{2^{n_s}} < 0.$$

Hence

$$S_{N,1} = \left(\frac{\tilde{N}}{N}\right)^s \sum_{k=1}^{M} W_s(2^{n_k}) \left(\frac{2^{n_k}}{N}\right)^s < (1 - \epsilon)^s \sum_{k=1}^{M} W_s(2^{n_k}) \left(\frac{2^{n_k}}{N}\right)^s,$$

and we obtain

$$\limsup_{N \in \tilde{N}} S_{N,1} \leq \limsup_{N \in \tilde{N}} (1 - \epsilon)^s \sum_{k=1}^{M} W_s(2^{n_k}) \left(\frac{2^{n_k}}{N}\right)^s = (1 - \epsilon)^s G(\tilde{\theta}; s)(2^s - 1) \frac{2\zeta(s)}{(2\pi)^s} \leq (1 - \epsilon)^s (2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}.$$

It now follows that

$$\lim_{N \in \tilde{N}} \frac{U_{n,s}(a_N) - NI_s(\sigma)}{N^s} = \lim_{N \in \tilde{N}} (S_{N,1} + S_{N,2}) \leq \limsup_{N \in \tilde{N}} S_{N,1} + \limsup_{N \in \tilde{N}} S_{N,2} \leq (1 - \epsilon)^s (2^s - 1) \frac{2\zeta(s)}{(2\pi)^s} + C\epsilon.$$

Letting $\epsilon \to 0$ we get

$$\lim_{N \in \tilde{N}} \frac{U_{n,s}(a_N) - NI_s(\sigma)}{N^s} \leq (2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}.$$

Hence, we have shown that

$$\limsup_{N \to \infty} \frac{U_{n,s}(a_N) - NI_s(\sigma)}{N^s} \leq (2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}. \quad (4.16)$$

Combining (4.9) and (4.16), we have proved (1.19).

We now prove (1.20). In view of (4.9), we only need to justify

$$\liminf_{N \to \infty} \frac{U_{n,s}(a_N) - NI_s(\sigma)}{N^s} \geq g(s)(2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}.$$

Suppose that $\mathcal{N}$ is a sequence of natural numbers such that

$$\left(\frac{U_{n,s}(a_N) - NI_s(\sigma)}{N^s}\right)_{N \in \mathcal{N}}$$

converges.

We will show that its limit is $\geq g(s)(2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}$. First, assume that there exists $p \in \mathbb{N}$ such that infinitely many elements of $\mathcal{N}$ have binary expansion of length $p$. As in our argument to prove
\begin{align*}
\lim_{N \in \mathcal{N}} \frac{2^{n_k}}{N} &= \theta_k
\end{align*}

for all $1 \leq k \leq p$. We then have

\begin{align*}
\lim_{N \in \mathcal{N}} \frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} &= \lim_{N \in \mathcal{N}} \frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} \\
&= G(\tilde{\theta}; s)(2^s - 1) \frac{2\zeta(s)}{(2\pi)^s} \\
&\geq \mathcal{F}(s)(2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}.
\end{align*}

Now suppose that $r_b(N) \to \infty$ as $N \to \infty$ along the sequence $\mathcal{N}$. Let $0 < \epsilon < 1$ and let $M$ be an integer such that

\begin{align*}
\sum_{k=M}^{\infty} 2^{-sk} < \epsilon.
\end{align*}

Now, if $N = 2^{n_1} + 2^{n_2} + \cdots + 2^{n_{r_b}(N)} \in \mathcal{N}$, we write

\begin{align*}
\frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} = S_{N,1} + S_{N,2},
\end{align*}

where $S_{N,1}$ and $S_{N,2}$ are defined again as in (4.12)–(4.13).

Put $\tilde{N} = 2^{n_1} + \cdots + 2^{n_M}$. As in our argument to prove (1.19), we may choose a subsequence $\tilde{\mathcal{N}} \subset \mathcal{N}$ so that there exists a vector $\tilde{\theta} = (\theta_1, \ldots, \theta_M) \in \Theta_M$ such that

\begin{align*}
\lim_{N \in \tilde{\mathcal{N}}} \frac{2^{n_k}}{\tilde{N}} &= \theta_k
\end{align*}

for all $1 \leq k \leq M$. Since

\begin{align*}
S_{N,1} = \sum_{k=1}^{M} W_s(2^{n_k}) \left( \frac{2^{n_k}}{\tilde{N}} \right)^s \left( \frac{\tilde{\eta}}{\tilde{N}} \right)^s \geq \sum_{k=1}^{M} W_s(2^{n_k}) \left( \frac{2^{n_k}}{\tilde{N}} \right)^s,
\end{align*}

we have

\begin{align*}
\liminf_{N \in \tilde{\mathcal{N}}} S_{N,1} \geq G(\tilde{\theta}; s)(2^s - 1) \frac{2\zeta(s)}{(2\pi)^s} \geq \mathcal{F}(s)(2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}.
\end{align*}

Combining this with (4.14), we obtain

\begin{align*}
\lim_{N \in \mathcal{N}} \frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} &= \lim_{N \in \mathcal{N}} (S_{N,1} + S_{N,2}) \geq \liminf_{N \in \mathcal{N}} S_{N,1} + \liminf_{N \in \mathcal{N}} S_{N,2} \\
&\geq \mathcal{F}(s)(2^s - 1) \frac{2\zeta(s)}{(2\pi)^s} - C\epsilon.
\end{align*}

Since $\epsilon$ was arbitrary, this implies

\begin{align*}
\lim_{N \in \mathcal{N}} \frac{U_{N,s}(a_N) - NI_s(\sigma)}{N^s} \geq \mathcal{F}(s)(2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}.
\end{align*}

This concludes the proof of (1.20).
Figure 2: Plots of sequences \( \left( \frac{U_{N,s}(a_N) - N I_1(r)}{N} \right) \), \( 1 \leq N \leq 2048 \), for different values of \( 0 < s < 1 \).
Proposition 4.3. Let $N(p) = 2^p - 1$ for $p \in \mathbb{N}$. Then
\[
\lim_{p \to \infty} \frac{U_{N(p), s}(a_{N(p)}) - N(p)I_s(\sigma)}{(N(p))^s} = \frac{2\zeta(s)}{(2\pi)^s}, \quad 0 < s < 1. \tag{4.17}
\]

Proof. Since $N(p) = \sum_{k=0}^{p-1}2^k$, by (3.2) and (3.1) we have
\[
U_{N(p), s}(a_{N(p)}) = \sum_{k=0}^{p-1} \left( \frac{L_s(2^{k+1})}{2^{k+1}} - \frac{L_s(2^k)}{2^k} \right) = \frac{L_s(2^p)}{2^p} - \frac{L_s(1)}{1} = \frac{L_s(2^p)}{2^p} \tag{4.18}
\]
recalling that $L_s(1) = 0$. Hence,
\[
\frac{U_{N(p), s}(a_{N(p)}) - N(p)I_s(\sigma)}{(N(p))^s} = \frac{\frac{L_s(2^p)}{2^p} - (2^p - 1)I_s(\sigma)}{(2^p - 1)^s} = \frac{L_s(2^p)(2^p - 1)^s}{2^{p(2p - 1)^s}} - \frac{2^p}{(2^p - 1)^s}I_s(\sigma) + (2^p - 1)^{-s}I_s(\sigma) = \frac{\frac{L_s(2^p)}{2^p} - (2^p - 1)^s}{2^{p(2p - 1)^s}} + (2^p - 1)^{-s}I_s(\sigma).
\]
Since $\lim_{N \to \infty} R(N) = 2\zeta(s)/(2\pi)^s$, see (4.1) and (4.3), we obtain
\[
\lim_{p \to \infty} \frac{U_{N(p), s}(a_{N(p)}) - N(p)I_s(\sigma)}{(N(p))^s} = \frac{2\zeta(s)}{(2\pi)^s}. \tag*{\blacksquare}
\]

Remark 4.4. From (4.17) we deduce that
\[
\liminf_{N \to \infty} \frac{U_{N, s}(a_N) - NI_s(\sigma)}{N^s} \leq \frac{2\zeta(s)}{(2\pi)^s}.
\]
Comparing this with (1.20), we obtain
\[
\mathcal{G}(s) \geq \frac{1}{2^{s - 1}}, \quad 0 < s < 1.
\]

5 The case $s = 1$

We start with the following auxiliary result.

Proposition 5.1. We have
\[
\lim_{N \to \infty} \frac{U_1(N)}{N \log N} = \frac{1}{\pi}.
\]

Proof. The following formula is deduced from [25, Thm. 3.2]:
\[
\lim_{N \to \infty} \frac{L_1(N)}{N^2 \log N} = \frac{1}{\pi}.
\]
We have
\[
\frac{U_1(N)}{N \log N} = \frac{L_1(2N)}{2N^2 \log N} - \frac{L_1(N)}{N^2 \log N}
\]
and since $2N^2 \log N = \frac{1}{2}(2N)^2 \log(2N) - 2 \log(2)N^2$, we get

$$\lim_{N \to \infty} \frac{\mathcal{L}_1(2N)}{2N^2 \log N} = \lim_{N \to \infty} \frac{\mathcal{L}_1(2N)}{\frac{1}{2}(2N)^2 \log(2N)} = \frac{2}{\pi}.$$ 

Hence,

$$\lim_{N \to \infty} \frac{U_k(N)}{N \log N} = \lim_{N \to \infty} \left( \frac{\mathcal{L}_1(2N)}{2N^2 \log N} - \frac{\mathcal{L}_1(N)}{N^2 \log N} \right) = \frac{2}{\pi} - \frac{1}{\pi} = \frac{1}{\pi}.$$

\[ \square \]

In this section we will use the notation

$$W_1(N) := \frac{U_1(N)}{N \log N}, \quad N \geq 2.$$ 

Therefore we have

$$\lim_{N \to \infty} W_1(N) = \frac{1}{\pi}. \quad (5.1)$$

**Proof of Theorem 1.5.** Let $N = 2^{n_1} + 2^{n_2} + \cdots + 2^{n_p}$ where $n_1 > n_2 > \cdots > n_p \geq 0$. Then

$$\frac{U_{N,1}(a_N)}{N \log N} = \sum_{k=1}^{p} \frac{U_k(2^{n_k})}{N \log N} = \sum_{k=1}^{p} W_k(2^{n_k}) \frac{2^{n_k} \log 2^{n_k}}{N \log N}.$$ 

Observe that

$$\sum_{k=1}^{p} 2^{n_k} \log 2^{n_k} \leq \sum_{k=1}^{p} 2^n \log N = N \log N,$$

so the sequence $(U_{N,1}(a_N)/N \log N)$ is bounded.

Fix $p \in \mathbb{N}$ and $\vec{\theta} = (\theta_1, \theta_2, \ldots, \theta_p) \in \Theta_p$. Let $N$ be a sequence of natural numbers $N = 2^{n_1} + 2^{n_2} + \cdots + 2^{n_p}$, $n_1 > n_2 > \cdots > n_p \geq 0$, such that

$$\lim_{N \in \mathcal{N}} \frac{2^{n_k}}{N} = \theta_k, \quad 1 \leq k \leq p.$$ 

Fix $1 \leq k \leq p$. First, assume that $\theta_k > 0$. Since

$$\frac{\log 2^{n_k}}{\log N} = \frac{\log 2^{n_k} - \log N + \log N}{\log N} = \frac{\log(2^{n_k}/N)}{\log N} + 1$$

and $2^{n_k}/N \to \theta_k$, we have in this case

$$\lim_{N \in \mathcal{N}} \frac{\log 2^{n_k}}{\log N} = 1.$$ 

Therefore by (5.1) we get

$$\lim_{N \in \mathcal{N}} W_1(2^{n_k}) \frac{2^{n_k} \log 2^{n_k}}{N \log N} = \frac{\theta_k}{\pi}.$$ 

Now assume that $\theta_k = 0$. Since $2^{n_k} \leq N$, we have that $\log 2^{n_k}/\log N$ is bounded, thus

$$\lim_{N \in \mathcal{N}} W_1(2^{n_k}) \frac{2^{n_k} \log 2^{n_k}}{N \log N} = 0.$$
But since $\theta_k = 0$, this limit is also equal to $\theta_k/\pi$ in this case.

It then follows that
\[
\lim_{N \in \mathcal{N}} \frac{U_{N,1}(a_N)}{N \log N} = \frac{\lim_{N \in \mathcal{N}} \sum_{k=1}^{p} W_i(2^{n_k}) 2^{n_k} \log 2^{n_k}}{N \log N} = \frac{\sum_{k=1}^{p} \theta_k}{\pi} = \frac{1}{\pi}.
\] (5.2)

To prove (1.21), we will show that any convergent subsequence
\[
\left( \frac{U_{N,1}(a_N)}{N \log N} \right)_{N \in \mathcal{N}}
\] (5.3)
of the sequence under analysis has limit $1/\pi$. Let $\mathcal{N}$ be such a subsequence.

If there exists $p \in \mathbb{N}$ such that $\tau_b(N) = p$ for infinitely many $N \in \mathcal{N}$, then we may choose a subsequence $\tilde{\mathcal{N}} \subset \mathcal{N}$ associated with a vector $(\theta_1, \ldots, \theta_p) \in \Theta_p$, and our previous argument leading to (5.2) would show that the sequence (5.3) converges to $1/\pi$.

Now assume that $\tau_b(N) \to \infty$ along the sequence $\mathcal{N}$. Let $\epsilon > 0$. Let $M$ be an integer such that
\[
\sum_{k=M+1}^{\infty} 2^{-k} < \epsilon.
\] (5.4)

For $N = 2^{n_1} + 2^{n_2} + \cdots + 2^{n_{\tau_b(N)}} \in \mathcal{N}$ we write
\[
\frac{U_{N,1}(a_N)}{N \log N} = S_{N,1} + S_{N,2},
\]
where
\[
S_{N,1} := \sum_{k=1}^{M} W_i(2^{n_k}) \frac{2^{n_k} \log 2^{n_k}}{N \log N},
\]
\[
S_{N,2} := \sum_{k=M+1}^{\tau_b(N)} W_i(2^{n_k}) \frac{2^{n_k} \log 2^{n_k}}{N \log N}.
\]
The second sum is understood to be zero if $M \geq \tau_b(N)$. Since $(W_i(N))$ converges, there is a constant $C$ such that $|W_i(N)| \leq C$ for all $N$. So we have
\[
|S_{N,2}| \leq C \sum_{k=M+1}^{\tau_b(N)} 2^{n_k} \log 2^{n_k} \leq C \sum_{k=M+1}^{\tau_b(N)} 2^{n_k-n_1} < \sum_{k=M}^{\infty} 2^{-k} < C \epsilon.
\] (5.5)

We now turn our attention to $S_{N,1}$.

Let $\tilde{N} := 2^{n_1} + 2^{n_2} + \cdots + 2^{n_M}$. If necessary, we may choose a subsequence $\tilde{\mathcal{N}} \subset \mathcal{N}$ such that
\[
\lim_{N \in \tilde{\mathcal{N}}} \frac{2^{n_k}}{\tilde{N}} = \theta_k
\]
for all $1 \leq k \leq M$ and for some $\tilde{\theta} = (\theta_1, \theta_2, \ldots, \theta_M) \in \Theta_M$.

Note that
\[
\frac{\tilde{N} \log \tilde{N}}{N \log N} = \frac{\tilde{N} \log (\tilde{N}/N)}{N \log N} + \frac{\tilde{N}}{N}
\]
Since
\[
\frac{\tilde{N}}{N} = 1 - \frac{2^{n_{M+1}} + \cdots + 2^{n_{\tau_b(N)}}}{N} > 1 - \epsilon,
\]
we have
\[ \left| \frac{\tilde{N}}{N} - 1 \right| < \epsilon. \] (5.6)

Hence,
\[
\left| \frac{\tilde{N}\log \tilde{N}}{N\log N} - 1 \right| = \left| \frac{\tilde{N}\log \left( \frac{\tilde{N}}{N} \right)}{N\log N} + \frac{\tilde{N}}{N} - 1 \right|
\leq \left| \frac{\tilde{N}\log \left( \frac{\tilde{N}}{N} \right)}{N\log N} \right| + \left| \frac{\tilde{N}}{N} - 1 \right|
< \left| \log(1 - \epsilon) \right| + \epsilon.
\]

Suppose \( N \in \tilde{N} \) is large enough so that
\[
\left| \sum_{k=1}^{M} W_1(2^{n_k}) \frac{2^{n_k}\log 2^{n_k}}{N\log N} - \frac{1}{\pi} \right| < \epsilon.
\]

For such \( N \) we then have
\[
\left| S_{N,1} - \frac{1}{\pi} \right| = \left| \sum_{k=1}^{M} W_1(2^{n_k}) \frac{2^{n_k}\log 2^{n_k}}{N\log N} \frac{\tilde{N}\log \tilde{N}}{N\log N} - \frac{1}{\pi} \right|
\leq \left| \sum_{k=1}^{M} W_1(2^{n_k}) \frac{2^{n_k}\log 2^{n_k}}{N\log N} \frac{\tilde{N}\log \tilde{N}}{N\log N} - \frac{1}{\pi} \right|
= \left| \sum_{k=1}^{M} W_1(2^{n_k}) \frac{2^{n_k}\log 2^{n_k}}{N\log N} \frac{\tilde{N}\log \tilde{N}}{N\log N} - \frac{1}{\pi} \right|
\leq \left| \sum_{k=1}^{M} W_1(2^{n_k}) \frac{2^{n_k}\log 2^{n_k}}{N\log N} - \frac{1}{\pi} \right| + \left| \frac{\tilde{N}\log \tilde{N}}{N\log N} - 1 \right|
< \epsilon + \frac{1}{\pi} \left( (\log(1 - \epsilon)) + \epsilon \right).
\]

Using (5.5), it then follows that
\[
\left| U_{N,1}(a_N) - \frac{1}{\pi} \right| = \left| S_{N,1} + S_{N,2} - \frac{1}{\pi} \right| \leq \left| S_{N,1} - \frac{1}{\pi} \right| + \left| S_{N,2} \right|
< \epsilon + \frac{1}{\pi} \left( (\log(1 - \epsilon)) + \epsilon \right) + C\epsilon.
\]

Since the sequence (5.3) converges, and \( \epsilon \) is arbitrary, we have shown that
\[
\lim_{N \in \mathcal{N}} \frac{U_{N,1}(a_N)}{N\log N} = \frac{1}{\pi}.
\]

This concludes the proof.

We establish now bounds for the function \( \Lambda(\bar{\theta}) \) defined in (1.14).

**Lemma 5.2.** There exists a constant \( C < 0 \) such that for all \( \bar{\theta} \in \Theta \),
\[
C < \Lambda(\bar{\theta}) \leq 0.
\]
Proof. Fix a vector $\vec{\theta} = (\theta_1, \ldots, \theta_p) \in \Theta$. Since $0 \leq \theta_k \leq 1$ for all $k$, we have

$$\Lambda(\vec{\theta}) \leq 0.$$ 

Note that the function $x \mapsto x \log x$ has an absolute minimum value of $-e^{-1}$, and it is decreasing on the interval $0 < x < e^{-1}$. Let $M$ be large enough so that $2^{-M} < e^{-1}$. If $p \leq M$, then we have the trivial bound

$$\Lambda(\vec{\theta}) = \sum_{k=1}^{p} \theta_k \log \theta_k \geq -\sum_{k=1}^{p} e^{-1} \geq -Me^{-1}.$$ 

Now suppose that $p \geq M + 1$. We will use the inequality $\theta_k \leq 2^{-(k-1)}$ and our choice of $M$ to obtain the following:

$$\Lambda(\vec{\theta}) = \sum_{k=1}^{M} \theta_k \log \theta_k + \sum_{k=M+1}^{p} \theta_k \log \theta_k \geq -Me^{-1} + \sum_{k=M+1}^{p} 2^{-(k-1)} \log 2^{-(k-1)}$$

$$= -Me^{-1} - \log(2) \sum_{k=M+1}^{p} (k-1)2^{-(k-1)}$$

$$> -Me^{-1} - \log(2) \sum_{n=1}^{\infty} n2^{-n} = -Me^{-1} - 2 \log 2.$$ 

Thus, we may take $C = -Me^{-1} - 2 \log 2$. 

Proposition 5.3. The following limit holds:

$$\lim_{N \to \infty} \frac{U_1(N) - \frac{1}{\pi} N \log N}{N} = \frac{1}{\pi} \left( \gamma + \log \left( \frac{8}{\pi} \right) \right),$$

(5.7)

where $\gamma$ is the Euler-Mascheroni constant.

Proof. The following formula is deduced from [6, Thm. 1.3]

$$\lim_{N \to \infty} \frac{L_1(N) - \frac{1}{\pi} N^2 \log N}{N^2} = \frac{1}{\pi} (\gamma + \log (2/\pi)).$$

(5.8)

If $N \geq 1$, then

$$\frac{U_1(N) - \frac{1}{\pi} N \log N}{N} = \frac{L_1(2N) - L_1(N)}{N^2} - \frac{1}{\pi} \log N$$

$$= 2 \frac{L_1(2N) - \frac{1}{2} (2N)^2 \log 2N + \frac{1}{2} (2N)^2 \log 2N}{(2N)^2}$$

$$- \frac{L_1(N) - \frac{1}{2} N^2 \log N + \frac{1}{2} N^2 \log N}{N^2} - \frac{1}{\pi} \log N$$

$$= 2 \frac{L_1(2N) - \frac{1}{2} (2N)^2 \log 2N}{(2N)^2} - \frac{L_1(N) - \frac{1}{2} N^2 \log N}{N^2} + \frac{1}{\pi} \log 4.$$ 

The claim now follows from (5.8).
Figure 3: Plot of the sequence \( \left( \frac{U_{N,1}(a_N)}{N} - \frac{1}{N} \log N \right) \) for \( 1 \leq N \leq 2048 \).

Proof of Theorem 1.6. We will use the notation

\[
T(N) := \frac{U_t(N) - \frac{1}{2} N \log N}{N}, \quad N \geq 1.
\]

So according to (5.7) we have

\[
\lim_{N \to \infty} T(N) = \frac{1}{\pi} \left( \gamma + \log \left( \frac{8 \pi}{\pi} \right) \right). \tag{5.9}
\]

For any index \( N = 2^{n_1} + \cdots + 2^{n_p} \), we have

\[
\frac{U_{N,1}(a_N)}{N} - \frac{1}{2} N \log N = \sum_{k=1}^{p} \frac{U_t(2^{n_k}) - \frac{1}{2} 2^{n_k} \log 2^{n_k} - \frac{1}{2} 2^{n_k} \log (2^{-n_k} N)}{N}
\]

\[
= \sum_{k=1}^{p} \frac{2^{n_k}}{N} \left( T(2^{n_k}) + \frac{1}{\pi} \log \left( \frac{2^{n_k}}{N} \right) \right).
\]

The boundedness of (1.22) then follows immediately from the boundedness of \((T(N))\) and Lemma 5.2.

Fix \( \vec{\theta} = (\theta_1, \ldots, \theta_p) \in \Theta_p \), for some \( p \in \mathbb{N} \). Let \( \mathcal{N} \) be a sequence of natural numbers \( N = 2^{n_1} + 2^{n_2} + \cdots + 2^{n_p} \), \( n_1 > n_2 > \cdots > n_p \geq 0 \), such that

\[
\lim_{N \in \mathcal{N}} \frac{2^{n_k}}{N} = \theta_k, \quad 1 \leq k \leq p. \tag{5.10}
\]
Fix $1 \leq k \leq p$. First, suppose $\theta_k > 0$. It then follows from (5.9) and (5.10) that
\[
\lim_{N \in \mathbb{N}} \frac{2^{n_k}}{N} \left( T(2^{n_k}) + \frac{1}{\pi} \log \left( \frac{2^{n_k}}{N} \right) \right) = \frac{\theta_k}{\pi} \left( \gamma + \log \left( \frac{8}{\pi} \right) + \log \theta_k \right).
\]
If $\theta_k = 0$, then clearly
\[
\lim_{N \in \mathbb{N}} \frac{2^{n_k}}{N} \left( T(2^{n_k}) + \frac{1}{\pi} \log \left( \frac{2^{n_k}}{N} \right) \right) = 0.
\]
Hence,
\[
\lim_{N \in \mathbb{N}} \frac{U_{N,1}(a_N) - \frac{1}{2} N \log N}{\frac{1}{N}} = \lim_{N \in \mathbb{N}} \sum_{k=1}^{p} \frac{2^{n_k}}{N} \left( T(2^{n_k}) + \frac{1}{\pi} \log \left( \frac{2^{n_k}}{N} \right) \right)
= \sum_{k=1}^{p} \frac{\theta_k}{\pi} \left( \gamma + \log \left( \frac{8}{\pi} \right) + \log \theta_k \right)
= \frac{1}{\pi} \left( \gamma + \log \left( \frac{8}{\pi} \right) + \Lambda(\bar{\theta}) \right).
\] (5.11)

Therefore the value (5.11) is a limit point of the sequence (1.22). Since $\bar{\theta}$ is arbitrary, it also follows that
\[
\lim \inf_{N \to \infty} \frac{U_{N,1}(a_N) - \frac{1}{2} N \log N}{\frac{1}{N}} \leq \frac{1}{\pi} \left( \gamma + \log \left( \frac{8}{\pi} \right) + \Lambda(\bar{\theta}) \right).
\] (5.12)

We also deduce from (5.11) that for sequences $N$ associated with a vector $\bar{\theta} \in \Theta_p$, we have
\[
\lim_{N \in \mathbb{N}} \frac{U_{N,1}(a_N) - \frac{1}{2} N \log N}{\frac{1}{N}} \leq \frac{1}{\pi} \left( \gamma + \log \left( \frac{8}{\pi} \right) \right)
\]

Now we turn to the proof of (1.23). If we take the sequence $N = 2^n$, then
\[
\lim_{n \to \infty} \frac{U_{2^n,1}(a_{2^n}) - \frac{1}{2} 2^n \log 2^n}{2^n} = \lim_{n \to \infty} T(2^n) = \frac{1}{\pi} \left( \gamma + \log \left( \frac{8}{\pi} \right) \right),
\]
thus
\[
\lim \sup_{N \to \infty} \frac{U_{N,1}(a_N) - \frac{1}{2} N \log N}{\frac{1}{N}} \geq \frac{1}{\pi} \left( \gamma + \log \left( \frac{8}{\pi} \right) \right).
\]

In order to prove the reverse inequality, we consider an arbitrary sequence $\mathcal{N}$ of natural numbers such that
\[
\left( \frac{U_{N,1}(a_N) - \frac{1}{2} N \log N}{\frac{1}{N}} \right)_{N \in \mathcal{N}} \text{ converges},
\] (5.13)
and we will show that its limit is not greater than $(1/\pi)(\gamma + \log(8/\pi))$. First, suppose there exists $p \in \mathbb{N}$ such that $n_\gamma(N) = p$ for infinitely many $N \in \mathcal{N}$. If necessary, we may choose a subsequence $\mathcal{N} \subseteq \mathcal{N}$ such that for $N = 2^{n_1} + \cdots + 2^{n_p} \in \mathcal{N}$, $n_1 > \cdots > n_p \geq 0$, we have
\[
\lim_{N \in \mathcal{N}} \frac{2^{n_k}}{N} = \theta_k, \quad 1 \leq k \leq p,
\]
for some $\bar{\theta} = (\theta_1, \ldots, \theta_p) \in \Theta_p$. Then
\[
\lim_{N \in \mathcal{N}} \frac{U_{N,1}(a_N) - \frac{1}{2} N \log N}{\frac{1}{N}} = \lim_{N \in \mathcal{N}} \frac{U_{N,1}(a_N) - \frac{1}{2} N \log N}{\frac{1}{N}} \leq \frac{1}{\pi} \left( \gamma + \log \left( \frac{8}{\pi} \right) \right).
\]
The above inequality follows from the fact that \( \hat{N} \) is a sequence corresponding to some \( \hat{\theta} \in \Theta_p \). Now, suppose that \( \tau_0(N) \to \infty \) as \( N \to \infty \) along the sequence \( \mathcal{N} \). Fix \( 0 < \epsilon < 1 \). Let \( M \) be an integer large enough such that

\[
2^{-M} < e^{-1} \quad \text{and} \quad \sum_{k=M}^{\infty} k 2^{-k} < \epsilon. \tag{5.14}
\]

For \( N = 2^{n_1} + \cdots + 2^{n_{\tau_0(N)}} \in \mathcal{N} \), we define

\[
S_{N,1} := \sum_{k=1}^{M} \frac{2^{n_k}}{N} \left( T(2^{n_k}) + \frac{1}{\pi} \log \left( \frac{2^{n_k}}{N} \right) \right)
\]

\[
S_{N,2} := \sum_{k=M+1}^{\tau_0(N)} \frac{2^{n_k}}{N} \left( T(2^{n_k}) + \frac{1}{\pi} \log \left( \frac{2^{n_k}}{N} \right) \right)
\]

where \( S_{N,2} \) is understood to be zero if \( M \geq \tau_0(N) \).

We analyze \( S_{N,2} \) first. Since \( (T(N)) \) converges, there is a constant \( C \) such that \( |T(N)| \leq C \) for all \( N \). For \( k \geq M + 1 \) we have

\[
\frac{2^{n_k}}{N} \leq 2^{-(k-1)} \leq 2^{-M} < e^{-1}
\]

and the function \( x \mapsto |x \log x| \) is increasing for \( 0 < x < e^{-1} \), so it follows from (5.14) that

\[
|S_{N,2}| = \left| \sum_{k=M+1}^{\tau_0(N)} \frac{2^{n_k}}{N} \left( T(2^{n_k}) + \frac{1}{\pi} \log \left( \frac{2^{n_k}}{N} \right) \right) \right|
\]

\[
\leq C \left| \sum_{k=M+1}^{\tau_0(N)} \frac{2^{n_k}}{N} + \frac{1}{\pi} \sum_{k=M+1}^{\tau_0(N)} \frac{2^{n_k}}{N} \log \left( \frac{2^{n_k}}{N} \right) \right|
\]

\[
\leq C \left| \sum_{k=M+1}^{\tau_0(N)} 2^{-(k-1)} + \frac{1}{\pi} \sum_{k=M+1}^{\tau_0(N)} 2^{-(k-1)} \log(2^{-(k-1)}) \right|
\]

\[
< (C + \frac{1}{\pi} \log 2) \epsilon. \tag{5.15}
\]

We turn our attention now to \( S_{N,1} \). We define \( \tilde{N} := 2^{n_1} + \cdots + 2^{n_M} \), truncation of the binary expansion of \( N \). We choose a subsequence \( \tilde{N} \subset \mathcal{N} \) such that for \( N = 2^{n_1} + \cdots + 2^{n_{\tau_0(N)}} \in \tilde{N} \) we have

\[
\lim_{N \in \tilde{N}} \frac{2^{n_k}}{N} = \theta_k, \quad 1 \leq k \leq M, \tag{5.16}
\]

for some \( \tilde{\theta} = (\theta_1, \ldots, \theta_M) \in \Theta_M \). In what follows, let \( L := (1/\pi)(\gamma + \log(8/\pi)) \). We write

\[
\sum_{k=1}^{M} \frac{2^{n_k}}{N} T(2^{n_k}) - L = \sum_{k=1}^{M} \frac{2^{n_k}}{N} \left( \frac{\tilde{N}}{N} T(2^{n_k}) - L \right). \tag{5.17}
\]

Fix \( 1 \leq k \leq M \). If \( \theta_k = 0 \), then (5.16) implies

\[
\lim_{N \in \tilde{N}} \frac{2^{n_k}}{N} \left( \frac{\tilde{N}}{N} T(2^{n_k}) - L \right) = 0. \tag{5.18}
\]
Assume now that $\theta_k > 0$. First, observe that $N_\ast$ tends to infinity as $N$ tends to infinity along the subsequence $N_\ast$ (this follows from the fact that $N_\ast \geq 2^{n_1} \geq 2^{n_k(N)-1} \to \infty$). Therefore, from $\theta_k > 0$ and (5.16) we obtain that $T(2^{n_k}) \to L$ as $N \to \infty$ along $N_\ast$. Observe also that the estimate (5.6) is valid, see (5.14) and (5.4). Using the triangle inequality it easily follows that

$$
\limsup_{N \in \mathcal{N}} \frac{2^{n_k}}{N} \left| \frac{N_\ast}{N} T(2^{n_k}) - L \right| \leq L \theta_k \epsilon. 
$$

(5.19)

We conclude from (5.17), (5.18), and (5.19) that

$$
\limsup_{N \in \mathcal{N}} \left| \sum_{k=1}^{M} \frac{2^{n_k}}{N} T(2^{n_k}) - L \right| \leq L \epsilon. 
$$

(5.20)

Fix $1 \leq k \leq M$ again. We can write

$$
\frac{2^{n_k}}{N} \log \left( \frac{2^{n_k}}{N} \right) - \theta_k \log \theta_k = \frac{2^{n_k}}{N} \log \left( \frac{2^{n_k}}{N} \right) - \frac{2^{n_k}}{N} \log \left( \frac{2^{n_k}}{N} \right) + \frac{2^{n_k}}{N} \log \left( \frac{2^{n_k}}{N} \right) - \theta_k \log \theta_k
$$

$$
= \frac{2^{n_k}}{N} \log \left( \frac{2^{n_k}}{N} \right) \left( \frac{N_\ast}{N} - 1 \right) + \frac{2^{n_k}}{N} \frac{N_\ast}{N} \log \left( \frac{N_\ast}{N} \right)
$$

$$
+ \frac{2^{n_k}}{N} \log \left( \frac{2^{n_k}}{N} \right) - \theta_k \log \theta_k.
$$

From (5.16) and (5.6) we obtain

$$
\limsup_{N \in \mathcal{N}} \left| \frac{2^{n_k}}{N} \log \left( \frac{2^{n_k}}{N} \right) - \theta_k \log \theta_k \right| \leq |\theta_k \log \theta_k| \epsilon + |\epsilon| \log(1 - \epsilon)
$$

which implies

$$
\limsup_{N \in \mathcal{N}} \left| \sum_{k=1}^{M} \frac{2^{n_k}}{N} \log \left( \frac{2^{n_k}}{N} \right) - \Lambda(\tilde{\theta}) \right| = \limsup_{N \in \mathcal{N}} \left| \sum_{k=1}^{M} \left( \frac{2^{n_k}}{N} \log \left( \frac{2^{n_k}}{N} \right) - \theta_k \log \theta_k \right) \right|
$$

$$
\leq \sum_{k=1}^{M} \limsup_{N \in \mathcal{N}} \left| \frac{2^{n_k}}{N} \log \left( \frac{2^{n_k}}{N} \right) - \theta_k \log \theta_k \right|
$$

$$
\leq |\Lambda(\tilde{\theta})| \epsilon + |\log(1 - \epsilon)|
$$

$$
\leq |\epsilon| \epsilon + |\log(1 - \epsilon)|. 
$$

(5.21)

From the definition of $S_{N,1}$ and the estimates (5.20) and (5.21), we easily deduce that

$$
\limsup_{N \in \mathcal{N}} |S_{N,1} - (L + \frac{1}{\pi} \Lambda(\tilde{\theta}))| \leq L \epsilon + \frac{1}{\pi} (|\epsilon| \epsilon + |\log(1 - \epsilon)|). 
$$

(5.22)

If we write

$$
U_{N,1}(s_N) - \frac{1}{2} N \log N
$$

$$
= S_{N,1} + S_{N,2} - (L + \frac{1}{\pi} \Lambda(\tilde{\theta})) + L + \frac{1}{\pi} \Lambda(\tilde{\theta})
$$

$$
\leq |S_{N,2}| + |S_{N,1} - (L + \frac{1}{\pi} \Lambda(\tilde{\theta}))| + L
$$
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where we used that \( \Lambda(\vec{\theta}) \leq 0 \), we obtain from (5.15) and (5.22) that

\[
\lim_{N \to \infty} \frac{U_{N,1}(a_N) - \frac{1}{\pi} N \log N}{N} = \lim_{N \to \infty} \frac{U_{N,1}(a_N) - \frac{1}{\pi} N \log N}{N} \leq \limsup_{N \in \mathcal{N}} (|S_{N,2}| + |S_{N,1} - (L + \frac{1}{\pi} \Lambda(\vec{\theta}))| + L) \\
\leq (C + \frac{1}{\pi} \log 2) \epsilon + L \epsilon + \frac{1}{\pi} (|\lambda| \epsilon + |\log(1 - \epsilon)|) + L,
\]

and letting \( \epsilon \to 0 \) we reach the desired inequality

\[
\lim_{N \to \infty} \frac{U_{N,1}(a_N) - \frac{1}{\pi} N \log N}{N} \leq L.
\]

(5.23)

This finishes the proof of (1.23).

In view of (5.12), the proof of (1.24) will be complete if we show

\[
\liminf_{N \to \infty} \frac{U_{N,1}(a_N) - \frac{1}{\pi} N \log N}{N} \geq \frac{1}{\pi} \left( \gamma + \log \left( \frac{8}{\pi} \right) + \lambda \right).
\]

Let \( \mathcal{N} \) be a sequence of natural numbers for which (5.13) holds, and let us prove that the limit is \( \geq (1/\pi)(\gamma + \log(8/\pi) + \lambda) \). As argued before and in virtue of (5.11), the claim is true if there exists \( p \in \mathbb{N} \) such that \( \tau_b(N) = p \) for infinitely many \( N \in \mathcal{N} \). Now assume that \( \tau_b(N) \to \infty \) along the sequence \( \mathcal{N} \). We can use the same estimates obtained before in the proof of (5.23).

Indeed, for \( \vec{\theta} = (\theta_1, \ldots, \theta_M) \) the vector given by (5.16), writing

\[
\frac{U_{N,1}(a_N) - \frac{1}{\pi} N \log N}{N} = S_{N,1} + S_{N,2} - (L + \frac{1}{\pi} \Lambda(\vec{\theta})) + L + \frac{1}{\pi} \Lambda(\vec{\theta}) \\
\geq \frac{1}{\pi} \left( \gamma + \log \left( \frac{8}{\pi} \right) + \lambda \right) - |S_{N,2}| - |S_{N,1} - (L + \frac{1}{\pi} \Lambda(\vec{\theta}))|
\]

and applying (5.15) and (5.22) we obtain

\[
\lim_{N \in \mathcal{N}} \frac{U_{N,1}(a_N) - \frac{1}{\pi} N \log N}{N} \geq \frac{1}{\pi} \left( \gamma + \log \left( \frac{8}{\pi} \right) + \lambda \right) - (C + L + \frac{1}{\pi} (\log 2 + |\lambda|)) \epsilon - \frac{1}{\pi} |\log(1 - \epsilon)|.
\]

Letting \( \epsilon \to 0 \) we obtain the desired inequality. This concludes the proof of (1.24). \( \square \)

**Remark 5.4.** Let \( N(p) = 2^p - 1 \). As in (4.15), we have \( U_{N(p),1}(a_{N(p)}) = 2^{-p} \mathcal{L}_1(2^p) \). Hence by (5.5) we obtain

\[
\lim_{p \to \infty} \frac{U_{N(p),1}(a_{N(p)}) - \frac{1}{\pi} N(p) \log(N(p))}{N(p)} = \lim_{p \to \infty} \frac{\mathcal{L}_1(2^p) - \frac{1}{2} 2^{2p} (2^p - 1) \log(2^p - 1)}{2^p (2^p - 1)} = \frac{1}{\pi} (\gamma + \log(2/\pi)).
\]

Comparing this limit value with the limit value in (1.24), we deduce the estimate

\[
\lambda \leq -2 \log 2.
\]
The case $s > 1$

We need first the following auxiliary result.

**Proposition 6.1.** If $s > 1$, then

$$\lim_{N \to \infty} \frac{U_s(N)}{N^s} = (2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}.$$  

(6.1)

**Proof.** It follows from [25, Thm. 3.2] that if $s > 1$, then

$$\lim_{N \to \infty} \frac{L_s(N)}{N^{1+s}} = \frac{2\zeta(s)}{(2\pi)^s}.$$  

(6.2)

Applying (3.1) we obtain

$$\lim_{N \to \infty} \frac{U_s(N)}{N^s} = \lim_{N \to \infty} \frac{L_s(N)}{N^{1+s}} = (2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}.$$  

In this section we use the notation

$$W_s(N) := \frac{U_s(N)}{N^s}, \quad s > 1.$$  

Therefore we have

$$\lim_{N \to \infty} W_s(N) = (2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}, \quad s > 1.$$  

(6.3)

Note that this limit value is now positive, contrary to the situation in the range $0 < s < 1$.

Since we are assuming that $s > 1$, for the function $G$ defined in (1.13) we have

$$0 < G((\theta_1, \ldots, \theta_p); s) = \sum_{k=1}^{p} \theta_k^s \leq \sum_{k=1}^{p} \theta_k = 1.$$  

(6.4)

Recall that we defined $g(s) := \inf_{\theta \in \Theta} G(\theta; s)$.

**Proof of Theorem 1.7.** If $N = 2^{n_1} + \cdots + 2^{n_p}$, then

$$\frac{U_{N,s}(a_N)}{N^s} = \sum_{k=1}^{p} \frac{U_s(2^{n_k})}{N^s} = \sum_{k=1}^{p} W_s(2^{n_k}) \left( \frac{2^{n_k}}{N} \right)^s.$$  

If $C > 0$ is an upper bound for the sequence $(W_s(N))$, then

$$0 \leq \frac{U_{N,s}(a_N)}{N^s} = \sum_{k=1}^{p} W_s(2^{n_k}) \left( \frac{2^{n_k}}{N} \right)^s \leq C \sum_{k=1}^{p} \left( \frac{2^{n_k}}{N} \right)^s \leq C \sum_{k=1}^{p} \frac{2^{n_k}}{N} = C$$

so (1.26) is bounded.
Figure 4: Plots of sequences \( \left( \frac{U_{N,s}(a_{N})}{N^{s}} \right) \), \( 1 \leq N \leq 2048 \), for different values of \( s > 1 \).
To prove (1.26)–(1.27) we can use the same argument in the proof of (1.19)–(1.20), with some minor changes which we indicate below. Taking the subsequence \((2^n)\) and applying (6.3) we get
\[
\lim_{n \to \infty} \frac{U_{2n,s}(a_{2n})}{2^{ns}} = \lim_{n \to \infty} W_s(2^n) = (2^s - 1) \frac{2\zeta(s)}{(2\pi)^s},
\]
which implies
\[
\limsup_{N \to \infty} \frac{U_{N,s}(a_N)}{N^s} \geq (2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}.
\]
If \(\vec{\theta} = (\theta_1, \ldots, \theta_p) \in \Theta_p\) is arbitrary, and \(\mathcal{N}\) is a sequence of integers \(N = 2^{n_1} + \cdots + 2^{n_p}\) such that (4.6) holds, then as in (6.7) we obtain
\[
\lim_{N \in \mathcal{N}} \frac{U_{N,s}(a_N)}{N^s} = (2^s - 1) \frac{2\zeta(s)}{(2\pi)^s} G(\vec{\theta}; s) \leq (2^s - 1) \frac{2\zeta(s)}{(2\pi)^s},
\]
where we used (6.4).

To complete the proof of (1.26), we consider as in (4.10) a sequence \(N\) such that
\[
\left( \frac{U_{N,s}(a_N)}{N^s} \right)_{N \in \mathcal{N}}
\]
converges, and we show that
\[
\lim_{N \in \mathcal{N}} \frac{U_{N,s}(a_N)}{N^s} \leq (2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}.
\]
If there exists \(p \in \mathbb{N}\) such that the \(\tau_b(N) = p\) for infinitely many \(N \in \mathcal{N}\), then (6.5) holds.

If \(\tau_b(N) \to \infty\) along \(\mathcal{N}\), we do the decomposition
\[
\frac{U_{N,s}(a_N)}{N^s} = S_{N,1} + S_{N,2}
\]
with \(S_{N,1}\) and \(S_{N,2}\) defined as in (4.12)–(4.13) (with our current definition of \(W_s(N)\)), corresponding to some choice of \(0 < \epsilon < 1\) and \(M\) such that (4.11) holds. Then we have the bound (4.14). Using the inequality
\[
S_{N,1} = \sum_{k=1}^{M} W_s(2^{n_k}) \left( \frac{2^{n_k}}{N} \right)^s \left( \frac{\hat{N}}{N} \right)^s \leq \sum_{k=1}^{M} W_s(2^{n_k}) \left( \frac{2^{n_k}}{N} \right)^s,
\]
where \(\hat{N} = 2^{n_1} + 2^{n_2} + \cdots + 2^{n_M}\), we obtain, passing to a subsequence \(\hat{\mathcal{N}} \subset \mathcal{N}\) satisfying (4.15), the inequality
\[
\lim_{N \in \mathcal{N}} \frac{U_{N,s}(a_N)}{N^s} = \limsup_{N \in \hat{\mathcal{N}}} (S_{N,1} + S_{N,2}) \leq (2^s - 1) \frac{2\zeta(s)}{(2\pi)^s} + C\epsilon,
\]
and letting \(\epsilon \to 0\) we obtain (6.7).

The equality in (6.5), valid for every \(\vec{\theta} \in \Theta_p, p \geq 1\), immediately implies
\[
\liminf_{N \to \infty} \frac{U_{N,s}(a_N)}{N^s} \leq g(s)(2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}.
\]
To prove the reverse inequality
\[ \liminf_{N \to \infty} \frac{U_N(s(a_N))}{N^s} \geq g(s)(2^s - 1) \frac{2\zeta(s)}{(2\pi)^s}, \]
we take as before a sequence \( N \) such that (6.6) converges, and show that
\[ \lim_{N \in \mathcal{N}} \frac{U_N(s(a_N))}{N^s} \geq g(s)(2^s - 1) \frac{2\zeta(s)}{(2\pi)^s} \] (6.9)

We use again the decomposition (6.8). In the case that \( \tau_b(N) \to \infty \) along the sequence \( N \), we need to use the inequality
\[ S_N,1 = \left( \frac{\tilde{N}}{N} \right)^s \sum_{k=1}^{M} W_s(2^{n_k}) \left( \frac{2^{n_k}}{N} \right)^s \geq (1 - \epsilon)^s \sum_{k=1}^{M} W_s(2^{n_k}) \left( \frac{2^{n_k}}{N} \right)^s \]
and passing to an appropriate subsequence \( \tilde{N} \subset N \) satisfying (4.15), using \( S_{N,2} \geq 0 \), we will get
\[ \lim_{N \in \mathcal{N}} \frac{U_N(s(a_N))}{N^s} = \lim_{N \in \tilde{N}} (S_{N,1} + S_{N,2}) \geq \liminf_{N \in \tilde{N}} S_{N,1} \geq (1 - \epsilon)^s \tilde{G}(\tilde{\theta}; s)(2^s - 1) \frac{2\zeta(s)}{(2\pi)^s} \]
for some \( \tilde{\theta} \in \Theta_M \), which implies (6.9) after taking \( \epsilon \to 0 \).

Remark 6.2. As in Proposition 4.3, using (6.2) we can show that for the sequence \( N(p) = 2^p - 1 \) we have
\[ \lim_{p \to \infty} \frac{U_{N(p)}(s(a_{N(p)}))}{N(p)^s} = 2\zeta(s) \frac{(2\pi)^s}{(2\pi)^s}, \quad s > 1. \]

Hence
\[ \liminf_{N \to \infty} \frac{U_N(s(a_N))}{N^s} \leq 2\zeta(s) \frac{(2\pi)^s}{(2\pi)^s}. \]
This and (1.27) imply in particular that
\[ g(s) \leq \frac{1}{2^s - 1}, \quad s > 1. \]

7 Proof of Theorem 1.8

The method we employ is the same one used in the case \( p = 0 \) (as illustrated for example in [31, Section V.1]), only slightly adapted to the case \( p \geq 1 \). Let \( 0 \leq s < 1 \) and \( k_s(z, w) \) be the kernel defined in (1.28). We shall use the notation
\[ U_s^\sigma(z) = \int_{S^1} k_s(z, w) d\sigma(w). \]
Clearly, \( U_s^\sigma \) is constant on \( S^1 \) and its value is \( I_s(\sigma) \), which equals zero if \( s = 0 \).
Let \((a_n)_{n=0}^\infty\) be a greedy \(s\)-energy sequence on \(S^1\) with initial set \((a_0, \ldots, a_p)\) of \(p + 1\) distinct points, \(p \geq 1\). For every \(N \geq p + 2\), we have

\[
E_s(\alpha_{N,s}) = 2 \sum_{j=1}^{N-1} \sum_{i=0}^{j-1} k_s(a_j, a_i) = 2 \sum_{j=1}^{p-1} \sum_{i=0}^{j-1} k_s(a_j, a_i) + 2 \sum_{j=p+1}^{N-1} \sum_{i=0}^{j-1} k_s(a_j, a_i)
\]

\[
\leq E_s(\alpha_{p+1,s}) + 2 \sum_{j=p+1}^{N-1} \sum_{i=0}^{j-1} k_s(z, a_i)
\]

valid for all \(z \in S^1\), where we have applied (1.29). Integrating this inequality with respect to the probability measure \(\sigma\), we get

\[
E_s(\alpha_{N,s}) \leq E_s(\alpha_{p+1,s}) + 2 \sum_{j=p+1}^{N-1} \sum_{i=0}^{j-1} U_s^\sigma(a_i)
\]

\[
= E_s(\alpha_{p+1,s}) + I_s(\sigma)(N(N - 1) - p(p + 1)).
\]  

(7.1)

On the other hand, if \(\omega_N\) denotes the configuration formed by the \(N\)-th roots of unity, we have \(E_s(\omega_N) \leq E_s(\alpha_{N,s})\) for all \(0 \leq s < 1\) and \(N \geq 2\), and we also have

\[
\lim_{N \to \infty} \frac{E_s(\omega_N)}{N^2} = I_s(\sigma)
\]  

(7.2)

(cf. Theorems 2.3.3 and 4.4.9 in [4]). So the inequality \(E_s(\omega_N) \leq E_s(\alpha_{N,s})\) combined with (7.1) and (7.2) imply

\[
\lim_{N \to \infty} \frac{E_s(\alpha_{N,s})}{N^2} = I_s(\sigma).
\]  

(7.3)

In virtue of Theorem 4.4.9 in [4], (7.3) in turn implies (1.31).

Now we assume \(s > 0\) and justify the formula

\[
\lim_{n \to \infty} \frac{U_{n,s}(a_N)}{N} = I_s(\sigma), \quad 0 < s < 1.
\]  

(7.4)

If \(n \geq p + 1\),

\[
U_{n,s}(a_n) = \sum_{k=0}^{n-1} \frac{1}{|a_n - a_k|^s} \leq \sum_{k=0}^{n-1} \frac{1}{|z - a_k|^s}, \quad \text{for all } z \in S^1.
\]  

(7.5)

If we take \(z = a_{n+1}\) in this inequality we get

\[
U_{n,s}(a_n) \leq \sum_{k=0}^{n-1} \frac{1}{|a_{n+1} - a_k|^s} = U_{n+1,s}(a_{n+1}) - \frac{1}{|a_{n+1} - a_n|^s},
\]  

(7.6)

hence

\[
U_{n,s}(a_n) \leq U_{n+1,s}(a_{n+1}), \quad n \geq p + 1.
\]  

(7.7)

Integrating both sides of the inequality (7.5) with respect to \(\sigma\) we also obtain

\[
U_{n,s}(a_n) \leq n I_s(\sigma), \quad n \geq p + 1.
\]  

(7.8)

**Claim:** Let \(0 < \epsilon < I_s(\sigma)\) and suppose that \(m \geq p + 2\) is such that

\[
\frac{U_{m,s}(a_m)}{m} < I_s(\sigma) - \epsilon.
\]  

(7.9)
Then, for any \( p + 1 \leq \kappa_m < m \), we have

\[
E_s(\alpha_{m+1,s}) < E_s(\alpha_{p+1,s} + I_s(\sigma)(\kappa_m(\kappa_m + 1) - p(p+1)) + 2(m - \kappa_m)(I_s(\sigma) - \epsilon).
\] (7.10)

Indeed, we have

\[
\frac{1}{2}E_s(\alpha_{m+1,s}) = \sum_{i=1}^{m} U_{i,s}(a_i) = \sum_{i=p+1}^{m} U_{i,s}(a_i) + \sum_{i=p+1}^{m} U_{i,s}(a_i)
\]

where we have used (7.8), (7.7), and (7.8), and \( U_{i,s}(a_i) \leq U_{m,s}(a_m) < m(I_s(\sigma) - \epsilon) \) for all \( i \leq m \). So (7.10) is justified.

Now we finish the proof of (7.3). Let \( 0 < \epsilon < I_s(\sigma) \). In view of (7.8), it suffices to show that only finitely many indices \( m \) satisfy (7.9). So assume that for infinitely many \( m \geq p + 2 \) we have (7.9). Let \( N \) be the sequence formed by such indices \( m \). Then from (7.10) we obtain

\[
\frac{E_s(\alpha_{m+1,s})}{(m+1)^2} \leq I_s(\sigma)\frac{\kappa_m(\kappa_m + 1)}{(m+1)^2} + 2(I_s(\sigma) - \epsilon\frac{m - \kappa_m}{(m+1)^2} + \eta_m
\] (7.11)

where \( \eta_m = O(m^{-2}) \). Now we choose \( \kappa_m \) so that

\[
\lim_{m \in N} \frac{\kappa_m}{m} = 1 - \frac{\epsilon}{I_s(\sigma)}.
\] (7.12)

This is possible since \( 0 < 1 - \epsilon/I_s(\sigma) < 1 \). If we call \( l_\epsilon \) the limit value in (7.12), then from (7.11) we deduce that

\[
\limsup_{m \in N} \frac{E_s(\alpha_{m+1,s})}{(m+1)^2} \leq I_s(\sigma)^2 + 2(I_s(\sigma) - \epsilon)(1 - l_\epsilon) = I_s(\sigma) - \frac{\epsilon^2}{I_s(\sigma)} < I_s(\sigma)
\]

which contradicts (7.3). Therefore only finitely many \( m \)'s satisfy (7.9) and this concludes the proof of (7.3).

Finally we assume \( s = 0 \) and prove

\[
\lim_{N \to \infty} \frac{U_{N,0}(a_N)}{N} = 0.
\] (7.13)

Arguing as in (7.5), (7.6), and (7.8), we obtain

\[
U_{n,0}(a_n) \leq U_{n+1,0}(a_{n+1}) - \log \frac{1}{|a_{n+1} - a_n|}, \quad n \geq p + 1,
\]

and

\[
U_{n,0}(a_n) \leq n I_0(\sigma) = 0, \quad n \geq p + 1.
\] (7.14)

Hence

\[
U_{n,0}(a_n) \leq U_{n+1,0}(a_{n+1}) + L, \quad n \geq p + 1,
\] (7.15)

where \( L = \log 2 \).

Let \( 0 < \epsilon < L \), and suppose that there are infinitely many \( m \geq p + 2 \) such that

\[
\frac{U_{m,0}(a_n)}{m} < -\epsilon.
\] (7.16)
We will reach a contradiction, which together with (7.14) will imply (7.13). Let \( N \) be the sequence formed by all \( m \) satisfying (7.16). A repeated application of (7.15) shows that for every \( p + 1 \leq i \leq m, m \in N \), we have

\[
U_{i,0}(a_i) \leq U_{m,0}(a_m) + (m - i)L < -\epsilon m + (m - i)L.
\]

Using this estimate and (7.14), we deduce that for any \( p + 1 \leq \kappa_m < m \),

\[
\frac{1}{2} E_0(\alpha_{m+1,0}) = \sum_{i=1}^{m} U_{i,0}(a_i) = \sum_{i=1}^{p} U_{i,0}(a_i) + \sum_{i=p+1}^{\kappa_m} U_{i,0}(a_i) + \sum_{i=\kappa_m+1}^{m} U_{i,0}(a_i)
\]

\[
< \frac{1}{2} E_0(\alpha_{p+1,0}) + \sum_{i=\kappa_m+1}^{m} (-\epsilon m + (m - i)L)
\]

\[
= \frac{1}{2} E_0(\alpha_{p+1,0}) - m \epsilon (m - \kappa_m) + \frac{L}{2} (m - \kappa_m - 1)(m - \kappa_m).
\]

Hence

\[
\frac{E_0(\alpha_{m+1,0})}{(m+1)^2} \leq -\frac{2m\epsilon(m - \kappa_m)}{(m+1)^2} + \frac{L(m - \kappa_m - 1)(m - \kappa_m)}{(m+1)^2} + \eta_m
\]

where \( \eta_m = O(m^{-2}) \). We can choose \( \kappa_m \) so that

\[
\lim_{m \to \infty} \frac{\kappa_m}{m} = 1 - \frac{\epsilon}{L} \in (0, 1).
\]

Let \( l_\epsilon = 1 - \epsilon/L \). Taking limit in (7.17) we get

\[
\limsup_{m \to \infty} \frac{E_0(\alpha_{m+1,0})}{(m+1)^2} \leq -2\epsilon(1 - l_\epsilon) + L(1 - l_\epsilon)^2 = -\frac{\epsilon^2}{L} < 0.
\]

This is a contradiction since we have shown that \( \lim_{N \to \infty} E_0(\alpha_{N,0})/N^2 = 0 \).
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