Hybrid MPI/Open-MP acceleration approach for high-order schemes for CFD
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Abstract. The paper presents hybrid MPI+OpenMP (message Passing Interface/Open Multi-Processor) used for paralleled programs including high-order compact method. The main tools used to implement parallelism in computations are OpenMP and MPI which differ in terms of memory they are based on. OpenMP works on shared-memory and MPI on distributed-memory whereas hybrid model is based on combination of those methods. Tests performed and described in this paper present significant advantages provided by hybrid MPI/OpenMP. Testing computations needed for verifying possibilities of MPI, Open-MP and Hybrid of both are carried out using an academic high-order SAILOR solver. Obtained results seem to be very promising to accelerate simulations for fluid flows as well as for application using high order methods. The proposed approach was tested up to 96 cores with up to 4 nodes.

1. Introduction
For ages researchers have struggled to understand precisely a complex structure of fluid flows. Impressive improvements and achievements in computer technology and increasingly common use of numerical simulations have enabled more elaborate experiments thanks to which there can be observed constant progress in the field of Computational Fluid Dynamics (CFD). Issue that has received lots of attention in the CFD community are high-order discretisation methods that are irreplaceable in DNS (Direct Numerical Simulation) and LES (Large Eddy Simulation) studies focused on very deep and detailed analysis of the fluid flow problems. High-order methods are expected to open the door to high solution accuracy with lower cost, their present status and ways of applications are described in the review paper [1]. In terms of accuracy there are spectral and pseudo-spectral methods that are considered superior to other high-order discretisations ones, however, they can be used mainly in simple computational domains.

One of the most attractive high-order method is compact difference one [2], which combines global approximation (spectral method) and flexibility of the computational domain (finite volume method). However, in this method the approximations of derivatives are obtained by solving linear system of equations (tridiagonal or pentadiagonal) that creates huge difficulties in parallelization as it makes it a necessity to execute algorithm step by step in a serial fashion. In order to divide linear system of equations into independent computational groups special methods have to be applied. There are many methods, such as cyclic reduction method[3], partitioning methods [4, 5, 6, 7] and various implementations of the Gauss elimination method [8, 9, 10], which allow the linear system to be solved in a parallel way.
As shown in the exhaustive review paper [11] the dominant programming tools which are used to implement parallelism in CFD codes are OpenMP, MPI, hybrid OpenMP+MPI and CUDA. However, the CUDA tools is not included in the paper. The main difference between OpenMP and MPI is different access to memory, OpenMP works on shared-memory[12] whereas MPI is based on distributed-memory that means the exchange of data relies on communications between nodes[13]. Hybrid programming is based on the idea of using OpenMP threads to employ the multiple cores in a certain socket/node and MPI to communicate among the sockets/nodes. OpenMP, MPI methods and their combination are presented in Fig. 1. All of the tools mentioned above were widely used by many researches in CFD investigation: pure OpenMP[14, 15], pure MPI[16, 17], as well as hybrid approach MPI+OpenMP[18, 19].

![Figure 1. SMP (Symmetric multiprocessing) cluster: a - typical multi-socket multi-core cluster, b - mapped MPI processes to each core[20].](image1)

![Figure 2. SMP cluster: a - mapped MPI to each node and OpenMP threads to each core on that node, b - mapped MPI processes to each socket and OMP threads to each core on that socket[20].](image2)

Modern multi-socket multi-core SMP cluster, showed in Fig. 1a, allows a program to be run on various configuration[20]. Initial research, which is not presented in the paper, proved that
the best configuration for hybrid approach is to assign MPI to each socket and then to use every core available on that socket as OpenMP threads, as is shown in Fig. 2b. Another option is shown on Fig. 2a, every MPI process is assigned to nodes and then every core available on that node works as threads. The last option is showed in Fig. 1a where MPI process is assigned to every core available in cluster then threads can be pined to the same core. This method is especially useful for pure MPI programs.

The aim of this work is to present hybrid MPI+OpenMP parallelized algorithm for high-order compact method in three spatial dimensions. The test program which was created for this research is included in SAILOR solver used in various LES studies including free jet flows [21], multi-phase flows [22] and flames[23].

2. Numerical algorithm
The SAILOR code is based on a projection method for the pressure-velocity coupling. The time integration is performed by a predictor-corrector (Adams-Bashforth/Adams-Moulton) approach and the spatial discretization is based on the 6th order compact difference method for half-staggered meshes. The detailed description of the SAILOR code was presented in [24].

2.1. Compact Difference Scheme
The 6th order compact finite difference formula for the first order derivative on a collocated mesh is given as [2]:

\[
af_i' - f'_i + af_{i-1}' = \frac{b_1(f_{i+1} - f_{i-1})}{h} + \frac{b_2(f_{i+2} - f_{i-2})}{2h}
\]

where the coefficients are equal to \( a = 1/3, \ b_1 = 7/9, \ b_2 = 1/36 \). The equation (1) written for every node leads to the system of equations:

\[
Af' = Bf
\]

where the matrix \( A \) is tridiagonal.

2.2. Basic tridiagonal matrix algorithm
The tridiagonal matrix is a special type of matrix that the nonzero elements only on the main diagonal \( b \) and two neighbors before (\( a \)) and after (\( c \)) main diagonal. A general system of equations showed in Fig. 3 is:

\[
Ax = RHS
\]

**Figure 3.** Tridiagonal matrix.
and it could be solved by tridiagonal matrix algorithm (TDMA) also known as the Thomas algorithm. It could also be solved by the product of inverse tridiagonal matrix and RHS ($x = A^{-1}RHS$). Nevertheless, the later method is more time-consuming than TDMA. The TDMA algorithm is carried out in two steps:

- **forward** loops from 1 to $n$ and preparing $d$ and $\gamma$ coefficients
  
  $d_i = c_i/b_i$ where $i = 1$

  $d_i = (b_i - a_i * d_{i-1})/c_i$ where $i = 2, 3, ..., n$

  $\gamma_i = rhs_i/b_i$ where $i = 1$

  $\gamma_i = (rhs_i - a_i * \gamma_{i-1})/(b_i - a_i * d_{i-1})$ where $i = 2, 3, ..., n$

- **backward** loops from $n$ to 1 and getting a result $x$

  $x_i = \gamma_i$ where $i = n$

  $x_i = \gamma_i - d_i * x_{i+1}$ where $i = n - 1, n - 2, ..., 1$

and requires to be done step by step in a serial fashion.

2.3. Parallel TDMA "arrowhead" method

The arrowhead method [7] is one of partitioning methods which allows solving equation (3) in a parallel way. The method relies on reducing initial matrix to some new independent diagonal blocks and sparse auxiliary ones along the right and bottom side and a coupling supplementary block (Fig. 4). Reduced matrix is presented in Fig. 5.

![Figure 4. Initial tridiagonal block divide by number of processes[7.](./fig4.png)](./fig4.png)

![Figure 5. Matrix after rearranged to arrowhead form[7.](./fig5.png)](./fig5.png)

The matrix rearrangement is performed in the following way:

- define number of subsystems $M$ which can rely on number of MPI tasks. Every subsystem is shown in Fig. 4 marked by thin black square,

- mark $M - 1$ separations block-rows (orange, green, red and grey colors ) for every subsystem without last one and corresponding block-column (blue) what is shown in Fig. 4

- marked separation block-rows are shifted to the bottom

- marked separation block-columns are shifted to the right
Global formula of this system is written as

\[
\begin{pmatrix}
S & W_r \\
W_l & H
\end{pmatrix}
\begin{pmatrix}
x_s \\
x_h
\end{pmatrix}
=
\begin{pmatrix}
rhs_s \\
rhs_h
\end{pmatrix}
\] (7)

where \( S \) is subsystem, \( H \) - head (orange squares), \( W_l \) - wings (green and blue squares).

The solution of the system is given by the relations

\[
\begin{cases}
x_s = S^{-1}rhs_s - S^{-1}W_rx_h \\
x_h = (H - W_lS^{-1}W_r)^{-1}(rhs_h - W_lS^{-1}rhs_s)
\end{cases}
\] (8)

The system is solved in the following steps:

- preparing \( Z_k = (S^k)^{-1}W_l^k \) on each process, which leads to TDMA solution for \( S_kZ^K = W_l^k \),
- preparing \( H - \sum_{k=1}^M W_l^k Z^k \) on one process,
- preparing \( z_k = (S^k)^{-1}rhs_s^k \) on each process, which leads to TDMA solution for \( S_kz^K = rhs_s^k \),
- preparing \( rhs_h - \sum_{k=1}^M W_l^k z^k \) on one process.

Synchronizing data to one process and preparing coefficients for result:

- preparing \( x_h \) which is a result for \( M - 1 \) subsystems \( x_h = (H - W_lS^{-1}W_r)^{-1}(rhs_h - W_lS^{-1}rhs_s) \) which leads to TDMA solution for \( (H - W_lS^{-1}W_r)x_h = (rhs_h - W_lS^{-1}rhs_s) \),
- sending \( x_h \) by scattering and correction of result on every process \( x_s^k = z^k - Z^k x_h \).

This method is very simple to implement and provide speed-up, especially compared to basic TDMA method. It could be applied for other diagonals like five-diagonal matrix or seven-diagonal matrix.

### 2.4. Test program

The SAILOR code is parallelized using MPI library by dividing the computational domain in the one direction (\( y \)) as presented in the Fig. 6a. Within this approach derivatives in the others directions (\( x, z \)) are obtained in parallel way (the communication between MPI processes is not required). Each subdomain whereas the \( y \)-derivatives are computed using serial TDMA algorithm or the arrowhead method (the communication between MPI processes is required). As it was mentioned in the Introduction in order to present hybrid MPI+OpenMP algorithm the test program was created. The test program prepares analytic function and performs calculations of derivatives in all spatial directions (\( x; y; z \)), however, it does not carry out whole CFD simulation. To allow OpenMP threads cooperate with MPI the domain could be additionally divided. For \( y \)-derivatives (communication between MPI processes is required) division should be done in second direction as presented in the Fig. 6b. For another derivatives (communication between MPI processes in not required) division should be done in the same direction as MPI processes, as shown in the Fig. 6c.

### 3. Results

Tests were run on PLGRID platform, which allows about 2399 TFlops computational power. Running and compiling application was done by using Intel MPI library version 2018 Update 1 and OpenMP in version 5.0. Specification of cluster is shown in table 1. Tested domain had to be fitted to cluster specification and was performed for two mesh sizes, for seven different numbers of computational units and for four different numbers of nodes. The meshes were
structured and the distance between mesh points was constant. Details are shown in table 2. The tests were performed for three different cases: pure MPI tool and serial TDMA, pure MPI and parallel TDMA (arrowhead), hybrid (MPI/OpenMP) and parallel TDMA (arrowhead).

Speed-up is measured by function: \( P = \frac{T^1}{T'} \), where \( T^1 \) is time for particular configuration, \( T' \) is time for basic TDMA solver on one computation unit.

As it can be observed in Figs 7 and 8 the hybrid solution offers great performance especially for many CPUs and it is less efficient for smaller number of CPUs. For minimum number of CPUs it offers similar efficiency that serial TDMA with pure MPI. The maximum performance what was achieved for hybrid solution is:

- for 240x240x240 mesh size:
  - about 7 times faster than serial TDMA and pure MPI
  - about 4.7 times faster than parallel TDMA method and pure MPI
- for 480x480x480 mesh size:
  - about 10 times faster than serial TDMA and pure MPI

Figure 6. Domain dividing: a - to MPI processes, b - to MPI processes and OpenMP in second direction, c - to MPI processes and OpenMP in the same direction.

Table 1. Specification of the test cluster.

| Processors     | Intel E5-2680v3 |
|---------------|-----------------|
| Socket per node | 2               |
| Cores per socket | 12              |
| Clock rate    | 2,50 GHz        |
| Memory size   | 128GB           |
| Nodes         | 2160            |
| Network       | Infiniband FDR 56Gb/s |

Table 2. Number of nodes for computational units and meshes.

| computational units | 1 | 6 | 12 | 24 | 48 | 60 | 96 |
|---------------------|---|---|----|----|----|----|----|
| 240x240x240         | 1 | 1 | 1  | 1  | 2  | 3  | -  |
| 480x480x480         | 1 | 1 | 1  | 1  | 2  | 3  | 4  |
Figure 7. Results for mesh size 240x240x240 points.

Figure 8. Results for mesh size 480x480x480 points.

– about 6.7 times faster than parallel TDMA method and pure MPI

It can also be observed that pure MPI with serial TDMA accelerates with increasing computational units. That is because measured speed-up includes preparing RHS, creating $f$ and performing calculations in the second and third spatial directions. It is also important that both approaches serial TDMA and parallel TDMA method with pure MPI slow down after some "sweet point" depending on mesh size.

4. Conclusions
There is a great demand for fast and efficient systems in today’s word. Hybrid MPI/OpenMP approach is supposed to enhance the speed of calculations for high order methods, what has been proved by the investigations performed. Comparison of all three sorts of approaches shows
the important advantages of the hybrid model over the pure MPI with serial TDMA and pure MPI with parallel TDMA. It is worth mentioning that the size of computational domain directly influences the performance of calculations. The tests indicate that the larger domain is used the larger acceleration is achieved. In the case of computational units below 12 it is sufficient to use pure MPI with parallel TDMA, however, to gain best performance in the case of computational units over 12 taking advantage of the hybrid MPI/OpenMP approach is preferable. As a part of future work this approach will be implemented to whole CFD simulation. Moreover other approaches of performing calculations for high-order methods on heterogeneous clusters with different numbers of socket and core per socket may be compared.
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