Untrained physically informed neural network for image reconstruction of magnetic field sources
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Predicting measurement outcomes from an underlying structure often follows directly from fundamental physical principles. However, a fundamental challenge is posed when trying to solve the inverse problem of inferring the underlying source-configuration based on measurement data. A key difficulty arises from the fact that such reconstructions often involve ill-posed transformations and that they are prone to numerical artefacts. Here, we develop a numerically efficient method to tackle this inverse problem for the reconstruction of magnetisation maps from measured magnetic stray field images. Our method is based on neural networks with physically inferred loss functions to efficiently eliminate common numerical artefacts. We report on a significant improvement in reconstruction over traditional methods and we show that our approach is robust to different measurement axis orientation. While we showcase the performance of our method using magnetometry with Nitrogen Vacancy centre spins in diamond, our neural-network-based approach to solving inverse problems is agnostic to the measurement technique and thus is applicable beyond the specific use-case demonstrated in this work.

Determining the nanoscale magnetic state of materials is crucial to developing a deeper understanding of classical and quantum magnetism [1] and the realisation of next generation spintronics technologies [2, 3]. Typically, this information is difficult to achieve directly and requires, e.g., the use of large-scale imaging facilities [4]. An alternative method is to measure the fields emitted from the source, e.g., magnetic fields, and use these fields to infer information about the structure of the source. However, such a reconstruction process often involves solving an inverse problem that can be ill-posed and thus prone to significant errors (Fig. 1a). Despite this, by using appropriate assumptions and measurement configurations, the method of direct inversion has been used to probe different regimes of current flow [5–7] and magnetisation in 2D van der Waals materials [8, 9]. However, extending these measurements to more exotic materials with complex magnetic structures becomes an issue as the error from the ill-posed transformation can become larger than the signal itself.

In this work, we develop a new methodology for addressing this challenge. We propose to facilitate the ill-posed transformation using neural networks (NN), which learn using a well-posed physically informed forward transformation. We demonstrate that with our method, many of the issues that arise from traditional approaches can be overcome. While deep learning has already been employed to address inverse problems [10–14], this approach has up until now relied on training of the network with large known data sets. This can result in excellent reconstructions, however, in fields that do not generate large swaths of data this type of technique is not applicable. While it is sometimes possible to simulate data for training, this inherently carries the risk of training the network to only solve a subset of the total number of problems and thus may converge to biased or non-physical solutions. Likewise, training NNs on subsets of the total number of problems can result in non-physical solutions and a lack of generalisability. Conversely, our method does not require prior training, as the forward transformation allows the network to learn the transformation for a given data set. As such this is a broadly applicable technique for solving ill-posed reverse problems when the forward problem is well defined.

The relationship between 2D sources of magnetisation and magnetic fields can be described in the Fourier space by the following expression [15]:

\[
\begin{bmatrix}
B_x \\
B_y \\
B_z
\end{bmatrix}
= \begin{bmatrix}
\frac{-1}{\alpha} \frac{k_x^2}{k} & \frac{k_x k_y}{k} & ik_x \\
\frac{k_x k_y}{k} & \frac{k_y^2}{k} & ik_y \\
ike_x & ik_y & -k
\end{bmatrix}
\begin{bmatrix}
M_x \\
M_y \\
M_z
\end{bmatrix}
\]

(1)

where \(B\) and \(M\) are the Fourier-transformed magnetic field and magnetisation vector respectively, \(A\) is the transfer matrix, \(k_x, k_y\) are the Fourier space coordinates
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FIG. 1. Direct training method for solving inverse problems. (a) Illustration of a source and field reconstruction problem, where the transformation \( \mathcal{A} \) is well defined from source to field but the inverse, \( \mathcal{A}^{-1} \) is not. (b) Illustration of measurement of a magnetic field in a sensing plane offset from a magnetic material. (c) Diagram of untrained physically informed neural network (uPINN). Where an input field image is put through a convolutional NN, with weightings at each layer, \( \alpha, \beta, \delta \), etc. The reconstructed source image is transformed back into a field image with the well defined forward transformation, \( \mathcal{A} \), and this reconstruction is used to generate the error function.

with \( k = \sqrt{k_x^2 + k_y^2} \), and \( \alpha = 2e^{k'z'}/\mu_0 \) contains an exponential that represents the propagator between the source and measurement planes and \( \mu_0 \) is the Vacuum permeability. Where we use the assumptions that the magnetisation vector, \( \mathbf{M}(x, y) \), is confined to a 2D plane and that the stray field is measured in a parallel plane at an approximately known height \( z' \), \( \mathbf{B}(x, y, z') \) (Fig. 1b).

The transformation from a magnetisation map to a magnetic field map is a well-posed forward transformation with a unique solution. In contrast, the inverse problem of transforming from a magnetic field map to a magnetisation map is ill-posed as the transformation matrix \( \mathcal{A} \) is singular (\( \det(\mathcal{A}) = 0 \)), such that there is an infinite number of solutions for \( \mathbf{M} \). The problem can be simplified using prior knowledge, e.g. one often assumes the magnetisation has a uniform known direction defined by spherical angles \( (\theta, \phi) \), i.e. \( \mathbf{M}(x, y) = M_{\theta,\phi}(x, y)\Theta \) where \( \Theta = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \). The magnetic field measurement is also generally performed along a single direction \( \Theta_m = (\sin \theta_m \cos \phi_m, \sin \theta_m \sin \phi_m, \cos \theta_m) \), with measured projection \( B_m \). Eq. 1 then simplifies to

\[
B_m = \Theta_m \cdot \mathcal{A} \cdot \Theta \mathbf{M}_{\theta,\phi}, \tag{2}
\]

where the transfer function is now \( \mathcal{A}' = \Theta_m \cdot \mathcal{A} \cdot \Theta \) (which we will denote as simply \( \mathcal{A} \) in the following). Even so, this simplified problem is not invertible for certain values in k-space, e.g for \( k = 0 \), \( k_{x,y} = 0 \), and \( k_x = -k_y \tan \phi \). Moreover, some parameters entering the transfer function may be \textit{a priori} unknown, e.g. for an in-plane magnet \( (\theta = 90^\circ \) but \( \phi \) unknown).

Traditionally, there exist two approaches to tackle this type of reconstruction. First, the analytical reconstruction tries to model the transformation \( \mathcal{A}^{-1} \) using an optimization criterion and prior knowledge. For instance, regularization [16] is an analytical model that attempts to solve the ill-posed problem by minimising an auxiliary parameter that is added to remove the undefined transformation terms at the potential cost of spatial resolution. Second, one can treat unknown values as being stochastic, where it is then possible to estimate the full posterior \( p(x|y) \) with a Bayesian inference [17]. In contrast, our method, which leverages a machine learning architecture to generate the mapping from field to source, bypasses the need to rely on the ill-posed transformation.

Deep neural networks are characterized as universal approximators having the potential to compute any non-linear function [18]. Thus, they are good candidates in tackling reconstruction problems [10–13]. Given a data
set $x_i$, the reconstruction task is modelled by

$$y_i = g_\alpha(x_i) + \epsilon$$

where $g_\alpha(x_i)$ is the NN model with parameter-set $\alpha$, and $\epsilon$ is the noise in the measurement. The goal is to develop a model $g_\alpha$ that will learn to operate as $\mathcal{A}^{-1}$.

While deep learning is the state of the art tool for solving many tasks in natural language processing or computer vision, serious improvements are needed to completely surpass traditional methods for reconstruction tasks [10]. The main issue is that the knowledge provided to the model to learn is constrained to the training data set. In our case, the number of parameters (e.g. magnetisation direction $\theta$, $\phi$, magnetometer standoff $z'$, and magnetometer direction $\theta_m$, $\phi_m$) influencing the reconstructed magnetisation is high. Thus, it requires a large data set to train the network with every possible combination of control parameters. As such, there is a risk of training the network to only solve a subset of the total number of problems which may lead to the network converging to non-physical solutions. Moreover, the network is likely to encounter measurements not seen in the training data as well as the presence of unseen noise. This is particularly problematic as even tiny perturbations in the input can produce artefacts in the reconstructed output [19]. Another challenge for deep learning is that the solution is based on a "black-box" which leaves out any explanations of the reconstruction process. The estimations on new samples are statistical inferences based on previous learning without warranty on the new output.

In our method we circumvent these issues by having the neural network learn directly on each image, see Fig. 1c. While this learning procedure is similar to traditional training of a neural network, i.e. the weights of the network are updated according to the loss function, it differs in that the learning itself is never used for a different image. Nor does the network learn from multiple datasets like traditional training. Our method removes the reliance on large data sets with ground truths for loss functions. Instead it introduces a data specific loss function that is defined by performing the well-posed forward transformation on the ML output, to transform it back into the initially measured experimental quantity. Thus, the error is defined as the difference between the original magnetic field and the reconstructed one. By tailoring the loss function in this manner prior training of the network is no longer required. Furthermore, the output of the ML code is restricted to being a physically relevant result as it must reproduce the measured field. We call this method the untrained physically informed neural network (uPINN) as opposed to the traditional pre-trained model.

As this method directly learns on a single image, we do not face computational burden. Moreover, we can significantly alleviate over-training risk which usually refers to the inability to generalize well on unseen data due to an over-learning of the training data set’s statistical distribution. Hence, this method can be used with convolutional NN as well as fully connected NN. We opted for the former as it converges faster and minimises noise in the output image. In this work, we present results obtained with a convolutional NN following a “U-network architecture” [19], details are given in Appendix D. We also note that similar methods have been employed to reconstruct holograms using simulations fed from the output of CNNs [20].

To benchmark our uPINN with real data, we first employ it to a problem that is also manageable with regular methods, namely the reconstruction of an out-of-plane magnetised source i.e. $\theta = 0$ in Eq. 2. The data was taken using a scanning nitrogen vacancy (NV) magnetometer with an angle of $(\theta_m, \phi_m) = (54.7^\circ, 282^\circ)$ [9] (Fig. 2a, b). Our uPINN quickly converged to a mapping that matches that of the standard method (Fig. 2c). The two methods return the same average magnetisation of the material, $M_z = 11.5 \mu_B/\mu m^2$, while the uPINN more accurately reconstructs the background magnetisation, observable in the height and width of the zero peak in the histogram in Fig. 2d. We attribute this difference to a circumvention of some edge related artifacts that are generated in the Fourier method.

The Fourier method reconstructs based off the observed wave vectors in the magnetic image, as such it
FIG. 3. Determining arbitrary magnetisation direction of easy-axis magnets with a neural network. (a) Illustration of magnetisation image that is used to simulate magnetisation with an arbitrary direction. (b) Example simulation of the magnetic field ($B_z$) image from a magnetisation direction of $(\theta, \phi) = (90^\circ, 135^\circ)$. (c) Comparison of the estimated in-plane angle ($\phi$) error from the uPINN. Left panel: the error function evolution for different assumptions of angle showing a minimum for the correct assumption. Right panel: The error in the angle prediction for different actual angles. (d) Illustration of magnetisation canting out-of-plane to an arbitrary direction. (e) Example simulation of the magnetic field ($B_z$) image from a magnetisation direction of $(\theta, \phi) = (45^\circ, 135^\circ)$. (f) Same as (c) but for out-of-plane $(\theta)$ angles. (g) Illustration of a monolayer of CuCrP$_2$S$_6$, which has a spontaneous magnetisation in-plane, with an applied magnetic field at $(\theta_B, \phi_B) = (54.7^\circ, 90^\circ)$ canting the spins out of the plane with an unknown angle. (h) Magnetic image of a 300 nm thick CuCrP$_2$S$_6$ flake taken with a magnetometer and magnetic field direction of $(\theta_{m,B}, \phi_{m,B}) = (54.7^\circ, 45^\circ)$. (i,j) Reconstructed magnetic field (i) and magnetisation (j) of the CuCrP$_2$S$_6$ flake with the predicted magnetisation angle of $(\theta, \phi) = (84.8(5)^\circ, 46(2)^\circ)$.

We define a loss function, $\Delta B_m = \text{mean}(|B_m - B_{NN}|)$, that reliably estimates the quality of the reconstruction (Fig.2e), reducing the average difference per pixel to $< 8$ nT ($< 3\%$ of the maximal magnetic field strength) within 300 epochs and is mainly localised to individual pixels rather than large areas. Increasing the number of epochs eventually leads to the condition where the uPINN begins to over fit the image and reconstructs the noise directly. While the error function does not reflect this over training, it is visually evident and observed as an increase in the signal to noise ratio (SNR) of the output image (see Appendix E for details) and thus can be selected out a posteriori. We compare the uPINN reconstruction to that from the traditional method, $\Delta M_z = \text{mean}(|M_F - M_uPINN|)$ (Fig.2e, right axis), where $M_F$ ($M_uPINN$) is the reconstructed image via the fourier (uPINN) method. This comparison demonstrates that our model converges to a similar solution

has a loss of information when the magnetic material is not fully contained in the image or if the magnetic field is truncated from the field of view. Our uPINN method on the other hand does not have this restriction as it is fitting the image in order to reconstruct the magnetic field, as such truncation of the magnetic field does not directly affect the reconstruction. Likewise, source materials that cross the boundary of the image do not contribute to a significant loss in the quality of the reconstruction, as there is no magnetic field information to inform the fit to change from the observed source value. In principle, the uPINN method could even be used to attempt to reconstruct sources that exist outside of the field of view but this aspect is beyond the scope of this work.
within 200-epochs, returning an average difference of $\Delta M_z \approx 0.07 \, \mu_B \, \text{nm}^{-2}$ (less than 1% of the maximal magnetisation strength) before becoming over-fitted, which is observed by the increase in the noise of the difference between the two methods.

We now move to solving the more difficult problem of reconstructing the magnetisation in a material with an arbitrary, but piecewise constant magnetisation direction. These types of more general spin textures generate two issues in traditional reconstruction: First, the in-plane component of the magnetisation has more undefined terms than the case of purely out-of-plane magnetisation [15]. Second, the introduction of the additional magnetisation angles greatly expands the parameter space. Here we take simulated data in order to reliably define the magnetisation angle (Fig. 3a), and generate magnetic field images from which we try to reconstruct the underlying spin texture (Fig. 3b). To begin with, we confine the magnetisation to be purely in-plane ($\theta = 90^\circ$), which is a valid restriction for materials with known easy-plane magnetic anisotropy. The uPINN performs well in reconstructing the simulated data with a high degree of accuracy and is capable of determining the in-plane angle. Performing this experiment 1000 times with random magnetisation angles (Fig. 3c), demonstrates that the uPINN does indeed accurately predict the angle, with an uncertainty of $< 2\%$ for an SNR of 20.

In some cases, the experimental conditions or the material quality may lead to a canting of the magnetisation direction (Fig. 3d), resulting in the magnetisation having a component that is out of the plane (Fig. 3e). The uPINN is able to determine the degree of this canting (Fig. 3f) with an uncertainty of $< 1\%$ for an SNR of 20.

To demonstrate this capability, we performed magnetisation reconstructions on experimental data for an in-plane magnetised material (CuCrP$_2$S$_6$, Fig. 3g) that was measured with a non-planar magnetic field [21], resulting in an unknown canting of the magnetisation, and a magnetic field image shown in Fig. 3h. The uPINN reconstruction (Fig. 3i, j) converges to a magnetisation image that produces an average difference in the magnetic fields of $\Delta B \sim 2 \, \mu T$ which corresponds to 3% of the RMS magnetic signal strength. Here the uPINN predicts an in-plane angle of $\phi = 46(2)^{\circ}$ and an out-of-plane magnetisation angle of $\theta = 84.8(5)^{\circ}$. The former nearly matches the in-plane direction of the applied magnetic field $\phi_B = 45^\circ$ which sets the magnetisation direction within the easy-plane of the sample. While the value determined for the out-of-plane magnetisation angle $\theta$ is indicative of the out-of-plane component of the applied magnetic field ($\theta_B = 54.7^\circ$) canting the spins out of being purely in-plane. The spin-canting scales with the strength of the applied magnetic field (Appendix F), indicating that this is indeed a true spin-canting rather than an artefact from the reconstruction process.

We performed comparisons of the magnetisation reconstruction for several different networks: the convolutional neural network (CNN), the fully connected neural network (FCNN), as well as a trained CNN. We did not train a FCNN because of computational burden and its poor generalization abilities. In order to train the CNN, we created a dataset with randomised magnetisation shapes and domains, which was used with the forward solution to
obtain magnetic field images with the associated ground truth. The value and direction of the reconstructed magnetisation is influenced by the value of the magnetic field as well as 5 parameters: the magnetisation angles $\theta$ and $\phi$, as well as the angle of the sensor (here the NV orientation) $\theta_{\text{NV}}$ and 4 $\phi_{\text{NV}}$ and the sample to sensor standoff, $d_{\text{NV}}$. All these parameters were randomly generated in order to create different combinations for the training. Additionally, we included random noise to the magnetic field image. The comparison of the different network’s reconstructions is shown in the Fig.4.

The magnetisation obtained with untrained CNN is more resistant to noise compared to the untrained FCNN due to the filtering effects of convolutional layers. Despite being sharper, the magnetisation obtained with a trained CNN shows artefacts due to the presence of unseen noise, namely the gradient in the input image and produces a drastically different overall magnitude, which can be attributed to the reconstruction of inverse direction magnetisation outside of the material. However, the sharpness of the trained model does indicate that with a large and diverse training dataset, a combination of training and the physically inferred lose function may produce a more accurate result.

In contrast, the traditional Fourier reconstruction method generally amplifies noise when reconstructing in-plane magnetisation which requires spatial filtering to minimise [15] and as such is prone to artefacts in the background that can be larger than the reconstructed magnetisation. In principle this background can be removed with knowledge of the system [8], but this still requires high quality data and is unusable for magnetisation images that are either noisy or don’t capture a significant known zero magnetisation region to normalise the image. While uPINN offer a robust method to minimise the effect of these artefacts while still reconstructing a physically relevant representation of the magnetisation. Additionally, uPINNN doesn’t add a significant computational burden, with image processing taking a few minutes for larger (512x512 pixels) images, which as a post processing technique is an acceptable time frame.

We have developed a method for solving ill-posed inverse problems with neural networks that use the well posed forward problem. This method is comparable to traditional Fourier reconstruction methods when the ill-posed component is minimal, but greatly outperforms when more significant ill-posed terms are introduced into the transformation or when some parameters are a priori unknown. We have demonstrated that our technique is capable of reconstructing the magnetisation of in-plane magnetic material, which hitherto has been difficult to reconstruct. Additionally, we have shown that the uPINN method is capable of predicting the magnetisation angle for an arbitrary direction opening the possibility of detailed studies of changes in magnetisation direction. Furthermore, our method can also be extended to other transformation problems, such as reconstructing current density. Finally, we emphasise that, while we demonstrated this technique using data obtained with nitrogen-vacancy centres in diamond, the technique is agnostic to sensor and only requires the magnetic field map (of any projection). As such, our method readily applies to other nanoscale magnetometry techniques such as, e.g., scanning nano-SQUID magnetometry [22].
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A deep learning architecture is made of neurons that are stacked by layers. Where a neuron \( z \) number of neurons functions can be dramatically improved by increasing the number of neurons in the layer, and \( k \) is the number of neurons in the output layer denoted with the subscript 2. The weights and bias vectors are the data set, \( q \) is the number of neurons in the layer, and \( b_1 \) and \( b_2 \) are of size \( q \times k \) respectively. Where \( d \) is the size of the input data set, \( q \) is the number of neurons in the layer, and \( k \) is the number of neurons in the output layer denoted with the subscript 2. The weights and bias vectors are the set of parameters \( \alpha \) that the model has to update while training. The activation function \( f(.) \) is a non linear transformation carried out on each neuron at each layer. A detailed description of this type of neural network can be found in Ref [23].

In general, the approximation of complex non-linear functions can be dramatically improved by increasing the number of neurons \( z \) in each layer or by adding more layers \( l \) [18]. In multiple layer architectures, the output of each activation function becomes the next layer input, which is then transformed by a new weight matrix and bias vector. At the end of such a multi-layer network, a specific activation function \( f(.) \) - called output function- is used to define the output format into the desired form. In the method presented in this work the output is an image that is the same size as the input image but this can also be used to restrict the output to possibilities for classification problems.

### Appendix B: Training a neural network

In order to train a network one needs a dataset made of pairs of inputs and outputs \((X,Y)\). At the end of a forward pass, the network estimates an output \( Y' \) from the given input, \( X \). The difference between the ground truth \( Y^T \) and the estimation \( Y' \) is computed to obtain the loss function. A common loss function is the mean absolute error, given by

\[
C(Y^T,Y') = \frac{1}{n} \sum_{i=1}^{n} |g(x_i) - y'_i|,
\]

where \( n \) is the number of output parameters, \( g(x_i) \) is the network estimation for the \( i \)-th parameter, and \( y'_i \) is the corresponding ground truth. In order to update the network parameters, a backpropagation algorithm evaluates the gradients of the loss function \( c_{\alpha} \nabla C \) with respect to the weights and biases. This procedure begins calculating the gradients from the last layer and continues layer by layer using the chain rule, which qualifies how much the value of each parameters affects the final loss of the network.

Once the gradients have been evaluated, the optimizer defines parameter update. Commonly, the simplest version of this optimizer can be used, the standard stochastic gradient descent. At each iteration \( i \), it updates individual values of parameters \( \alpha \) based on their respective gradients and a learning rate \( \eta \).

\[
\alpha^{i+1} = \alpha^i - \eta \nabla_{\alpha} C^i
\]

The whole process is set as an optimization problem \( \text{arg min}_{\alpha} C \) where forward-feeding is repeated until some stopping criteria are met.

### Appendix C: Training and learning of a purely physically inferred neural network

Usually, regularization acts on the weights \( \alpha \) size in order to overcome over-fitting. Where a physics regularization deals with the implementation of knowledge into the model. This added knowledge constraints the learning to a desired physical solution by adding a penalty term \( \Phi(Y^\circ) \) to the loss function \( C \). In our case, this term is the forward solution for reconstructing the magnetic field from the magnetization. Thus, at the end of

### Appendix A: Regression task using a feed-forward fully-connected network

A deep learning architecture is made of neurons that are stacked by layers. Where a neuron \( z \) is a linear combination of a weight, \( w \) and a bias \( b \), such that \( z = x_iw_1 + b_1 \) for a given input \( x_i \).

A network that consists of a single hidden layer \( l \) with \( q \) neurons holds the following relationship

\[
y_i \approx g_\alpha(x_i) = f(x_iW_1 + b_1)W_2 + b_2 \quad (A1)
\]

where \( W_1 \) and \( W_2 \) are weight matrices of size \((d \times q)\) and \((q \times k)\), and the bias vectors \( b_1 \) and \( b_2 \) are of size \( q \) and \( k \) respectively. Where \( d \) is the size of the input data set, \( q \) is the number of neurons in the layer, and \( k \) is the number of neurons in the output layer denoted with the subscript 2. The weights and bias vectors are the set of parameters \( \alpha \) that the model has to update while training. The activation function \( f(.) \) is a non linear transformation carried out on each neuron at each layer. A detailed description of this type of neural network can be found in Ref [23].

In general, the approximation of complex non-linear functions can be dramatically improved by increasing the number of neurons \( z \) in each layer or by adding more layers \( l \) [18]. In multiple layer architectures, the output of each activation function becomes the next layer input, which is then transformed by a new weight matrix and bias vector. At the end of such a multi-layer network, a specific activation function \( f(.) \) - called output function- is used to define the output format into the desired form. In the method presented in this work the output is an image that is the same size as the input image but this can also be used to restrict the output to possibilities for classification problems.
each iteration, the magnetic field is computed from the current estimated magnetisation. By doing so, it can be compared with the original magnetic field \( X^0 \) at each iteration and be included in the loss function. The complete loss function with physics constraint \( C_r \) takes the form of

\[
C_r(Y^t, Y^\alpha) = C(Y^t, Y^r) + \lambda [C_p(X^0, \Phi(Y^r))],
\]

where \( \lambda \) is a hyper-parameter controlling the influence of the physics term and \( C_p \) refers to the physical inference cost function. By including this addition term, one can ensure that even on a subset of all possible data, the model will learn the proper function.

In the situation where no ground truths are available it is possible to get rid of the first part of the loss function all together, keeping only the physics term. The loss function then becomes

\[
C_r(Y^t, Y^r) = C_p(X^0, \Phi(g(X^0)))
\]

The ground truth \( Y^r \) disappeared from the loss function and this one only depends on the original input \( X^0 \) and the learned function \( g(.) \) that gives the network estimation. This modification allows a model to train without the required ground-truth value. Moreover, it can directly learn on a single new input without previous training. So instead of traditionally training on a dataset and using the learned weights to make new predictions, a network updates its parameters \( \alpha \) directly on the measured quantity \( X^0 \).

The output of the network is not a statistical inference anymore but a solution depending of the well-posed forward transformation. Thus, the model’s knowledge is not limited to a previous dataset but is directly taken from the input. Seeing that the loss function depends of the well-posed forward transformation, the proposed solution is ensured to be physically relevant.

**Appendix D: Model and network architecture**

The possibility to train the network directly on a single image makes it possible to use different architecture without facing a computational problem. In this main text, we used a convolutional neural network (CNN) following a U-net architecture. Where the cost function was the mean average loss between the reconstructed magnetic field and the original one. Seeing that convolutional layer requires a fixed-size input, a border is added to the input image to match the correct format. In order to make sure this border is not taken into account into the reconstruction, a region of interest (ROI) layer is inserted to focus the learning of the network to the desired region [24]. Out of the 6 parameters influencing the reconstruction of the magnetisation, 4 can be deduced by the model directly. It consists of the 2 NV and magnetisation angles. For this purpose, a sub-network -fully connected- is forked from the main network for each one of those parameters.

The architecture for the convolutional neural network is displayed in the Table I. We also implemented a fully connected network (FCNN) to compare with, whose architecture is displayed in Table II.

**Appendix E: Noise regulation**

One issue with implementing any reconstruction method is noise in the original data can be amplified during the reconstruction process. Thus data with excessive noise is often ruled as ineligible for reconstruction, requiring either additional measurement time or a new measurement to be taken. This reconstruction is different, in fact, the ill-posed problem is known to amplify noise [15]. With a trained neural network, one can generalize a model to get rid of the noise in the reconstruction. However, you still face the risk that unseen perturbations creating artefacts in the reconstruction (see Fig. 4). The untrained neural network reconstructs the image without amplification of the noise, instead the noise is reflected in the reconstructed image directly. There is a trade-off here between the generalization power offered by a trained network and the accuracy and robustness offered by our direct network.

As the untrained neural network learns on the input directly, the quality of the reconstruction is directly linked to the quality of the input. Thus, we can easily improve the reconstruction quality by minimising the noise beforehand. However, removing noise always carries the risk of removing valuable information, which is particularly damaging when dealing with precise measurements. Isolating the denoising from the reconstruction is valuable, as it allows for the possibility of using noisy images without the need for additional training and facilitates double checking of the denoising process itself for loss of information. In contrast, a trained neural network model would have to learn the denoising process, and can thus generalise incorrectly for a given data set.

In the comparison of models we see that CNN has the power to be more noise resistant compared to FCNN due to the convolutional layers. However, the longer the untrained model learns, the more noise is taken into account into the reconstruction. In order to avoid this situation, we include an early stopping criteria, a signal to noise ratio (SNR) metric. Once the SNR has reached a minimum, the learning stops even though the loss function can still be reduced. See Figure 5 for a typical behaviour of the loss function and SNR for increasing epochs.

**Appendix F: Determination of out of plane spin canting**

While the determination of the spin angle in simulations was relatively robust to noise, it is important
TABLE I. Architecture of the convolutional neural network

| Layer Type | Filters | Kernel Size | Stride | Neurons |
|------------|---------|-------------|--------|---------|
| conv       | 8       | 5           | 1      | na      |
| conv (ROI) | 8       | 5           | 1      | na      |
| conv       | 8       | 5           | 2      | na      |
| conv       | 16      | 5           | 2      | na      |
| conv       | 32      | 5           | 2      | na      |
| conv       | 64      | 5           | 2      | na      |
| conv       | 128     | 5           | 2      | na      |
| conv       | 64      | 5           | 2      | na      |
| conv       | 32      | 5           | 2      | na      |
| conv       | 16      | 5           | 2      | na      |
| conv       | 8       | 5           | 2      | na      |
| conv       | 1       | 5           | 2      | na      |
| conv       | 1       | 3           | 1      | na      |

| Parameters | Dense    | na | na | na | 128 |
|           | Dense    | na | na | na | 64  |
|           | Dense    | na | na | na | 1   |

TABLE II. Architecture of the fully connected neural network

| Layer Type | Filters | Kernel Size | Stride | Neurons |
|------------|---------|-------------|--------|---------|
| Dense      | na      | na          | na     | 256    |
| Dense      | na      | na          | na     | 128    |
| Dense      | na      | na          | na     | 64     |
| Dense      | na      | na          | na     | 32     |
| Dense      | na      | na          | na     | 16     |
| Dense      | na      | na          | na     | 32     |
| Dense      | na      | na          | na     | 64     |
| Dense      | na      | na          | na     | 128    |
| Dense      | na      | na          | na     | 256    |

| Parameters | Dense    | na | na | na | 128 |
|           | Dense    | na | na | na | 64  |
|           | Dense    | na | na | na | 1   |

FIG. 5. Error and SNR evolution during the reconstruction process.

CrCuP$_2$S$_6$ is an in-plane A-type antiferromagnet, which in bulk has a small difference in susceptibility between the in-plane and out-of-plane direction [25]. While DFT calculations show that in the monolayer limit there exists a weak anisotropy [26]. A naive single-domain shape anisotropy calculation (agreeing with monolayer DFT calculations) predicts negligible canting over the range of fields probed ($<2^\circ$ at 250 mT) however it is unlikely to capture the complex interplay between the various anisotropies and exchange terms in thicker flakes. Our NN analysis shows a monotonic increase in the canting angle (see Fig 6) as expected, but the increase is much more rapid than the naive prediction. As this is an A-type antiferromagnet and is relatively thick ($\sim$ 300 layers) it is possible that the monolayer DFT calculations
are no longer valid in this regime.

Precise measurement of magnetisation angle is difficult to obtain by other means thus this demonstrates the power of this NN approach to determine small perturbations of spin alignments.
FIG. 6. Determining out-of-plane spin canting with neural networks training. (a) Magnetic images of the same flake in the main text taken at different applied magnetic fields. $B = (65, 150, 200, 250)$ mT, where the field was applied along an in-plane angle of $B_\phi = 45^\circ$ and an angle from the $z$-axis of $B_\theta = 54.7^\circ$. (b) Corresponding magnetisation reconstructions from the above magnetic fields. (c) The predicted spin canting angle ($90^\circ - \theta$) from purely in-plane versus the applied magnetic field.