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ABSTRACT

We combine IRAM Plateau de Bure Interferometer and Herschel PACS and SPIRE measurements to study the dust and gas contents of high-redshift star-forming galaxies. We present new observations for a sample of 17 lensed galaxies at $z = 1.4–3.1$, which allow us to directly probe the cold interstellar medium of normal star-forming galaxies with stellar masses of $\sim 10^{10} M_\odot$, a regime otherwise not (yet) accessible by individual detections in Herschel and molecular gas studies. The lensed galaxies are combined with reference samples of submillimeter and normal $z \sim 1$–2 star-forming galaxies with similar far-infrared photometry to study the gas and dust properties of galaxies in the SFR–$M_*$–redshift parameter space. The mean gas depletion timescale of main-sequence (MS) galaxies at $z > 2$ is measured to be only $\sim 450$ Myr, a factor of $\sim 1.5$ ($\sim 5$) shorter than at $z = 1$ ($z = 0$), in agreement with a $(1+z)^{-1}$ scaling. The mean gas mass fraction at $z = 2.8$ is 40% $\pm$ 15% (44% after incompleteness correction), suggesting a flattening or even a reversal of the trend of increasing gas fractions with redshift recently observed up to $z \sim 2$. The depletion timescale and gas fractions of the $z > 2$ normal star-forming galaxies can be explained under the “equilibrium model” for galaxy evolution, in which the gas reservoir of galaxies is the primary driver of the redshift evolution of specific star formation rates. Due to their high star formation efficiencies and low metallicities, the $z > 2$ lensed galaxies have warm dust despite being located on the star formation MS. At fixed metallicity, they also have a gas-to-dust ratio 1.7 times larger than observed locally when using the same standard techniques, suggesting that applying the local calibration of the $\delta_{\text{CIR}}$–metallicity relation to infer the molecular gas mass of high-redshift galaxies may lead to systematic differences with CO-based estimates.
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1. INTRODUCTION

Most star-forming galaxies follow a relation between their stellar masses and star formation rates (SFRs) that has been well characterized up to $z \sim 2.5$ (e.g., Noeske et al. 2007; Salim et al. 2007; Elbaz et al. 2011; Whitaker et al. 2012). The very existence and tightness of this relation suggests that these galaxies live in a state of equilibrium where their ability to form stars is regulated by the availability of gas and the amount of material they return to the circum-galactic medium through outflows (e.g., Genel et al. 2008; Bouché et al. 2010; Davé et al. 2011, 2012; Krumholz & Dekel 2012; Lilly et al. 2013). Simultaneously, it downplays the importance of galaxy mergers in the global star formation budget of the universe (Robaina et al. 2009; Rodríguez et al. 2011; Kaviraj et al. 2013) and highlights the influence of secular processes with longer duty cycles such as gas accretion, bar formation, and bulge growth (Genzel et al. 2008). We refer to this general framework as the “equilibrium model” for galaxy evolution, the formalism of which is detailed in recent work (e.g., Davé et al. 2012; Lilly et al. 2013).

This paradigm was ushered in by a combination of large imaging surveys, detailed kinematics studies, molecular gas measurements, and theoretical efforts. For example, large optical and infrared surveys have contributed by allowing for the accurate measurement of stellar masses and SFRs in very large galaxy samples, often supported by significant spectroscopic observing campaigns. Recently, Herschel observations in the wavelength range of 70–500 $\mu$m with the PACS and SPIRE instruments have further contributed, by providing direct calorimetric SFRs that have been used to improve and recalibrate other indicators (e.g., Nordon et al. 2010, 2012; Elbaz et al. 2010; Wuyts et al. 2011a).

At the same time, near-infrared integral field spectroscopy measurements at $z \sim 2$ have started revealing that a significant fraction of high-redshift galaxies are rotation-dominated disks (e.g., Förster Schreiber et al. 2006, 2009; Wright et al. 2007; Genzel et al. 2006, 2008; Shapiro et al. 2008; Jones et al. 2010b; Genzel et al. 2013; Wisnioski et al. 2011; Epinat et al. 2012; Newman et al. 2013). These observations convincingly demonstrate that the high SFRs measured in these galaxies are generally not caused by major mergers, as was previously assumed by analogy with the local ULIRGs which have comparable SFRs and are all major mergers (Sanders & Mirabel 1996; Veilleux et al. 2002). Instead, the high SFRs of $z \sim 2$ galaxies are caused by high molecular gas fractions, well above the 5%–10%
typically observed at \( z = 0 \) (Tacconi et al. 2010; Daddi et al. 2010a; Tacconi et al. 2013).

Some of the strongest direct evidence in favor of the equilibrium model above indeed comes from molecular gas observations. In the local universe, with the exception of ULIRGs, it has now been directly observed that the location of a galaxy in the SFR–\( M^* \) plane is mostly determined by its supply of molecular gas, with variations in star formation efficiency (SFE) playing a second order role (Saintonge et al. 2012). Similar conclusions have also been reached based on high-redshift galaxy samples, whether directly using CO data (Tacconi et al. 2013), or indirectly using far-infrared photometry to estimate gas masses (Magdis et al. 2012a). Also, outflows of molecular material, which are an important element in setting the balance between gas and star formation in the models, have now been directly observed in a range of objects (e.g., Sturm et al. 2011). But mostly, it is now possible to detect CO line emission in normal star-forming galaxies at \( z > 1 \) (e.g., Tacconi et al. 2010, 2013; Daddi et al. 2010a). These observations convincingly show that the rapid decline in the specific SFR of galaxies since \( z \sim 2 \) can be explained by the measured gas fractions and a slowly varying depletion timescale (\( t_{\text{dep}} \propto (1+z)^{-1} \); Tacconi et al. 2013).

Out to \( z \sim 1.5 \), it is possible to detect far-infrared emission and CO lines in individual objects with current instrumentation. However, even in the deepest Herschel fields and with long integrations at the IRAM Plateau de Bure Interferometer (PdBI), it is still not possible to measure directly the dust and gas contents of individual normal star-forming galaxies with masses \( \sim 10^{10} \, M_\odot \) at \( z \gtrsim 2 \). A proven way to study molecular gas in high-redshift galaxies with lower masses and lower SFRs is instead to target objects that are gravitationally lensed (Baker et al. 2004; Coppin et al. 2007; Danielson et al. 2011). Samples of lensed star-forming galaxies have, for example also been used to extend to higher redshifts and lower stellar masses studies of the kinematics and stellar populations of disk galaxies, of the mass–metallicity relation (e.g., Jones et al. 2010b; Richard et al. 2011; Wuyts et al. 2012a, 2012b), and of the origin of metallicity gradients in galaxy disks (Yuan et al. 2011; Jones et al. 2013). In this paper, we explore the relation between dust, gas, and star formation at \( z = 2-3 \) using a sample of 17 UV-bright lensed galaxies targeted for deep Herschel PACS and SPIRE observations and having SFRs and stellar masses characteristic of main-sequence (MS) objects at their redshifts. We analyze the results of these observations in the context of the equilibrium model. In addition, we present new IRAM PdBI observations that more than double the number of published lensed galaxies with CO line measurements.

After we describe the sample in Section 2, the multi-wavelength observations are presented in Section 3, including the new Herschel and IRAM PdBI observations. In Section 4, we describe how key quantities such as stellar masses, SFRs, dust masses, dust temperatures, gas masses, and metallicities were calculated homogeneously. The key results of this study are presented in Section 5 and summarized in Section 6; in short, we find that the \( z > 2 \) lensed galaxies have low dust and gas masses, but high dust temperatures as a consequence of an efficient conversion of their gas into stars. Gas mass fractions and depletion times follow a redshift evolution out to \( z = 3 \) that is consistent with the expected scaling relations under the equilibrium model.

All rest-frame and derived quantities in this work assume a Chabrier (2003) initial mass function (IMF), and a cosmology with \( H_0 = 70 \, \text{km} \, \text{s}^{-1} \, \text{Mpc}^{-1} \), \( \Omega_m = 0.3 \), and \( \Omega_\Lambda = 0.7 \). All molecular gas masses (\( M_{\text{HI2}} \)) and derived quantities, such as gas fractions and depletion times, presented and plotted include a factor of 1.36 to account for the presence of helium.

2. SAMPLE

2.1. Lensed Galaxies Sample

The main sample consists of 17 lensed galaxies that were selected for deep Herschel PACS/SPIRE imaging (details of these observations are presented in Section 3.1). These galaxies, selected from the literature, have been discovered as bright blue arcs of conspicuous morphology and then spectroscopically confirmed to be high-redshift lensed objects. As shown in Section 2.1.1, their intrinsic properties are similar to UV-selected Lyman break galaxies (LBGs), or their \( z \sim 2 \) BX/BM analogs, but the observed fluxes are strongly amplified. The sources come both from the traditional method of searching for galaxies lensed by massive clusters, and from the recent searches for bright blue arcs in the Sloan Digital Sky Survey (SDSS), with lenses that are typically individual luminous red galaxies (e.g., Allam et al. 2007). In addition, we also consider the submillimeter-identified Eyelash galaxy (Swinbank et al. 2010), as it is located within the field of view of our Herschel observations of the Cosmic Eye.

The sample is by no means a complete census of UV-bright galaxies, but instead samples some of the best-known objects with rich multi-wavelength observations, including near-infrared imaging and spectroscopy and millimeter continuum and line measurements. In Table 1, the basic properties of the sample are given (coordinates, redshifts, and amplification factors). The galaxies have redshifts in the range of \( 2 < z < 3 \), with the exception of four galaxies with \( z \sim 1.5 \) (median redshift is 2.3), and most have stellar masses in the range of \( 9.5 < \log M_*/M_\odot < 11.0 \) (median, \( 1.6 \times 10^{10} \, M_\odot \)), as will be presented in Section 4.1.

2.1.1. Is the Lensed Galaxies Sample Representative of the \( z > 2 \) Star-forming Population?

As outlined in the Introduction, the power of gravitational lensing is used here to extend the galaxy population where direct measurements of both molecular gas and dust masses can be performed. In particular, most galaxies in the sample have a stellar mass of \( \sim 10^{10} \, M_\odot \) and modest SFRs, as determined from IR and UV photometry, of \( \sim 50 \, M_\odot \, \text{yr}^{-1} \), given their median redshift of \( z = 2.4 \). We stress that the only way to directly detect the far-infrared emission of such galaxies across multiple Herschel bands is to target systems that are gravitationally lensed. Even in the deepest PACS and SPIRE blank fields, this mass/redshift/SFR regime is barely accessible through stacking of tens of galaxies (Reddy et al. 2012; Magnelli et al. 2013). Therefore, it is impossible to directly compare the FIR properties of our lensed galaxies to those of a well-matched, un-lensed reference sample.

However, such a comparison is desirable. Since the lensed galaxies were selected visually based on their rest-frame UV light, there is a possibility that they represent a biased sub sample of the high-redshift star-forming galaxy population. For example, we could expect the selection technique to preferentially isolate objects that are particularly UV-bright, and therefore dust- and metal-poor.

To answer this question, we create a control sample of unlensed galaxies, matching on mass, redshift, and IR luminosity, where the latter is obtained either from PACS or MIPs...
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![Figure 1. Relation between the effective UV attenuation (Aβ) and the UV spectral slope (β), showing the lensed galaxies (blue circles) and stacked points from Reddy et al. (2012) for UV-selected BX/BM galaxies in two bins of β (red squares). The β values for the lensed galaxies are computed from HST photometry, or taken from Richard et al. (2011) and Wuyts et al. (2012a). As a comparison, the relations of Calzetti et al. (2000; dotted line) and Meurer et al. (1999; solid line) are shown, as well as the IR-selected sample of Nordon et al. (2013; gray circles). The lensed galaxy in this figure with the very high value of Aβ is the Eyelash.](image-url)
J0900 and J1527 where measured values of $\beta$ are $-1.8$ while the control samples suggest $-0.6$ and $-1.2$, respectively. We also note that while previous studies of the Cosmic Eye and cB58 suggested that these objects were better represented by a Small Magellanic Cloud extinction law than by the Meurer et al. (1999) relation (see, e.g., Wuyts et al. 2012a), the new Herschel data revise the IR luminosities upward and find these galaxies in agreement with the Meurer/Calzetti relation.

The lack of significant differences in either the effective UV attenuation ($A_{<\text{B58}}$) or the UV slope ($\beta$) between the lensed galaxies of this study and their respective matched control samples suggests that they are not a biased subsample of the underlying population. Therefore, we proceed under the assumption that they are representative of the bulk of the star-forming galaxy population at their specific redshifts and modest masses.

2.1.2. Does Differential Lensing Introduce Biases in the Measurements?

In Table 1, we give the magnification factors used to correct measured quantities for the lensing effect. The magnification factors are derived from optical imaging (typically from HST) and represent the average factor across the disks of these extended galaxies. However, in reality, different regions of the galaxies may be lensed differentially, with regions falling on or near caustics being more strongly magnified. Therefore, components of the galaxy with different spatial extents and compactness may not be magnified uniformly. This effect is known as differential lensing (e.g., Blandford & Narayan 1992).

In practice, this could impact our analysis since both warm dust and high-J CO transitions are typically emitted in denser, more compact regions than cold dust or CO (1-0). Both the far-infrared spectral energy distribution (SED) and the CO spectral line energy distribution (SLED) might be biased, and standard calibrations to measure dust masses and temperatures, as well as excitation corrections to extrapolate total gas masses from a (3–2) line flux, may not apply (Downes et al. 1995; Serjeant 2012). For the specific case of galaxy lenses selected in large area, flux-limited submillimeter/FIR surveys, there is a bias toward galaxies with very compact dusty star-forming regions, as these are most likely to benefit from the strongest magnifications (Hezaveh et al. 2012). With the exception of the Eyelash, our lenses are not submillimeter/FIR-identified, but rather selected from cluster fields and SDSS imaging. In the discovery papers, SDSS galaxy lenses were typically identified visually as blue arcs. This includes the arc length, driven by the basic geometric configuration of lens and background object, as well as flux. Therefore, they will not suffer the specific biases discussed by Hezaveh et al. (2012), but the rest-UV emission used to derive the lensing model may still differ in extent or centroid from that at longer wavelengths.

It is difficult to directly assess the impact of differential lensing, as the exercise requires detailed magnification maps, and high-resolution imaging of the different components (optical/UV continuum, FIR continuum, CO line emission, . . .). Therefore, the effect has been so far quantified only based on simulations and very few special galaxies. In particular, most of the literature on this concentrates on the special case of submillimeter or FIR-selected galaxies such as the Eyelash (e.g., Hezaveh et al. 2012; Serjeant 2012; Fu et al. 2012; Wardlow et al. 2013). As can be seen in Figure 1, the Eyelash is a very special object, the only one in our sample to be submillimeter-selected, and any conclusions drawn from such extreme dusty systems may not apply to all normal star-forming galaxies. However, we can use these studies to get a sense of the amplitude of the issue in the most extreme cases.

Using a submillimeter galaxy as a model, Serjeant (2012) estimates the impact of differential lensing on FIR-selected galaxy samples. He finds that even when comparing quantities measured from rest-frame optical/NIR wavelengths (e.g., stellar masses) and FIR observations (e.g., SFRs), the median differential magnification ratio is $\sim-0.8$ with small dispersion. Therefore, even in these cases, differential lensing does not significantly affect the position of a galaxies in the SFR–mass plane. Serjeant (2012) finds a stronger effect of differential lensing on the CO SLED, but the effect manifests itself mostly for transitions with $J_{\text{upper}} > 4$. Indeed, for the few galaxies in our sample where CO(1–0) measurements are also available, a typical $(3–2)/(1–0)$ line ratio of $\sim 0.7$ is retrieved (Riechers et al. 2010; Danielson et al. 2011), similar to what is measured in unlensed galaxies (e.g., Harris et al. 2010; Ivison et al. 2011; Bothwell et al. 2013). A common explanation for this ubiquitous value of the $(3–2)/(1–0)$ line ratio is that the lines are emitted from the same moderately excited component of the interstellar medium (ISM), but Harris et al. (2010) argue that it may instead reflect a generic feature of multi component star-forming ISMs, in which the different lines are emitted by different but well mixed, optically thick, and thermalized components with different but characteristic filling factors.

Since our Herschel and IRAM observations are mostly unresolved, it is not possible to directly assess the impact of differential lensing on our measurements. Generally, this effect has not yet been extensively studied for normal star-forming high-redshift disks (as opposed to submillimeter or FIR-selected galaxies). However, based on the arguments above and the hypothesis that the FIR continuum and the CO line emission originate from similar physical regions (see however Fu et al. 2012), we can conclude that if occurring, differential lensing is unlikely to significantly affect the results of this study. It may be biasing our gas masses high if the CO SLEDs are affected, but by no more than 40%, comparing our adopted excitation correction $R_{13} = 2.0$ and the value of 1.4 indicated by the observations of the Eye, Eyelash, and cB58 (Riechers et al. 2010; Danielson et al. 2011, see also Section 4.5).

Similarly, differential lensing could be biasing the inferred dust properties. If the more compact, hotter regions of the galaxies are more strongly lensed than the diffuse component, the inferred dust temperatures could be too high (although Hezaveh et al. 2012, show that the effect can be reversed in systems with lower magnification factors of $\mu \sim 10$). This would result in under-estimated dust masses as well. However, the fact that we do not observe a strong effect on the CO SLED argues against a strong effect, but we cannot rule out the possibility of a small bias and include this caveat in the discussion in Section 5.3.

2.2. Comparison Samples

We add additional objects from the literature to the $z \sim 2$ lensed galaxy sample to serve as a comparison point. First, we use a compilation of 16 galaxies in the GOODS-North field for which CO line fluxes as well as deep Herschel photometry are available (Magnelli et al. 2012b). These galaxies are located mostly at $1.0 < z < 1.5$ and sample the SFR-stellar mass plane well. We also use the compilation of submillimeter galaxies (SMGs) from Magnelli et al. (2012a), which expand the sample toward higher SFRs at fixed stellar mass and redshift. All the
SMGs from the Magnelli et al. (2012a) compilation are used in the analysis when only dust measurements are involved, and the subset of these are also found in Bothwell et al. (2013) whenever CO measurements are also needed. All the galaxies in the comparison sample have Herschel PACS and SPIRE photometry, which was processed identically to the lensed galaxy sample in order to derive infrared luminosities, SFRs, dust temperatures, and dust masses (see details in Section 4.2).

The lensed and comparison galaxy samples are shown in Figure 2 in the SFR–$M_*$ plane for two redshift intervals, 1.0 < $z$ < 1.6 and 2.0 < $z$ < 3.0, using the GOODS and EGS catalogs of Wuyts et al. (2011b) to provide a reference and define the MS. These are the samples onto which our measurements of stellar mass and SFR are calibrated (Sections 4.1 and 4.3), making them the best matched reference catalogs. The MS we derive from these is

$$\log \text{SFR}_{MS} = a + b \log (M_*/M_\odot),$$

where $a = [-6.102, -6.704, -6.923]$ and $b = [0.728, 0.807, 0.834]$ for the three redshift intervals of [1.0–1.6], [2.0–2.5], and [2.5–3.0], respectively.

When discussing the molecular gas properties of the lensed galaxies, we also use additional references. In particular, we make use of the data from the COLD GASS survey (Saintonge et al. 2011a), which includes CO(1–0) measurements for a representative sample of 365 SDSS-selected galaxies at 0.025 < $z$ < 0.050 with $M_*>10^{10} M_\odot$. For high-redshift galaxies, the PHIBSS sample (Tacconi et al. 2013) is by far the largest compilation of CO measurements for normal star-forming galaxies, and is the perfect reference to study, e.g., the redshift evolution of the gas contents of galaxies (see Section 5.3).

3. DATA

3.1. Herschel Photometry

3.1.1. PACS Observations and Data Reduction

We have obtained 70, 100, and 160 $\mu$m “mini-scanmaps” of our targets using the PACS instrument (Poglitsch et al. 2010) on board the Herschel Space Observatory (Pilbratt et al. 2010). Total observing time per source was 1 hr at 70 and 100 $\mu$m each, and 2 hr at 160 $\mu$m wavelength, which is observed in parallel to both of the shorter wavelengths. The resulting PACS maps cover an area of $\sim3' \times 1.5'$ at more than half of the peak coverage and have useful information over an area $\sim6' \times 2.5'$. We processed the PACS data to maps using standard procedures similar to those described for the PEP project in Lutz et al. (2011), in build 7.0.1786 of the Herschel HIPE software (Ott 2010). The Herschel blind pointing accuracy is $\sim2''$ rms (Pilbratt et al. 2010). To secure the astrometry, we therefore inspected the PACS maps to identify far-infrared sources clearly associated with counterparts having accurate astrometry (typically from SDSS). These reference positions were used to correct the astrometry of the PACS data to sub-arcsecond accuracy.

3.1.2. SPIRE Observations and Data Reduction

We used the SPIRE instrument (Griffin et al. 2010) to simultaneously obtain 250, 350, and 500 $\mu$m “small maps” of our sources, using 14 repetitions and a total observing time of 35 minutes per source. Maps were produced with the standard reduction pipeline in HIPE (version 4.0.1349). Following the recommendation in the SPIRE Photometer Instrument Description, the maps are scaled with the appropriate flux correction factors of 1.02, 1.05, and 0.94 at 250 $\mu$m, 350 $\mu$m, and 500 $\mu$m, respectively. The typical calibration accuracy of SPIRE maps is 15%. A preliminary source extraction at 250 $\mu$m was performed, and the sources with counterparts in the PACS images (shifted as described above to the appropriate coordinate point) were used to correct the astrometry in all SPIRE bands.

3.1.3. Far-infrared Flux Measurements

We developed a measurement technique that combines aspects of blind source extraction and guided extraction using prior information on the position of the sources. The procedure is aimed at measuring reliable fluxes for the lensed sources across the six Herschel bands, rather than produce complete catalogs in any given band.

The first step is to perform a blind extraction with StarFinder (Dolaiti et al. 2000) on the 100 $\mu$m, 160 $\mu$m, and 250 $\mu$m
maps. The resulting catalogs are used as prior information on the position of sources brighter than 3σ, which is used to extract accurate fluxes. The main advantages of this point spread function (PSF)-fitting technique are that it accounts for most of the blending which could be an issue in these typically crowded fields at the longer wavelengths, and allows for photometry on any specific object that is reliable across the different bands (Magnelli et al. 2009, 2011; Lutz et al. 2011). For the PACS fields at the longer wavelengths, and allows for photometry on the blending which could be an issue in these typically crowded function (PSF)-fitting technique are that it accounts for most of the position of sources brighter than 3σ, which is used to extract accurate fluxes. The main advantages of this point spread function (PSF)-fitting technique are that it accounts for most of the blending which could be an issue in these typically crowded fields at the longer wavelengths, and allows for photometry on any specific object that is reliable across the different bands (Magnelli et al. 2009, 2011; Lutz et al. 2011). For the PACS fields at the longer wavelengths, and allows for photometry on the blending which could be an issue in these typically crowded fields at the longer wavelengths, and allows for photometry on any specific object that is reliable across the different bands (Magnelli et al. 2009, 2011; Lutz et al. 2011).

| Name       | S100 (mJy) | S100 (mJy) | S160 (mJy) | S250 (mJy) | S350 (mJy) | S500 (mJy) | S1250 (mJy) |
|------------|------------|------------|------------|------------|------------|------------|-------------|
| J0712      | 0.1 ± 1.0  | 0.1 ± 1.8  | 1.2 ± 2.9  | 1.1 ± 2.9  | 2.5 ± 3.4  | 4.7 ± 3.1  | ···          |
| J0744      | 0.6 ± 2.0  | 2.2 ± 4.1  | 1.4 ± 5.5  | 0.4 ± 3.4  | 3.9 ± 3.6  | 4.0 ± 3.3  | ···          |
| J0900      | 0.8 ± 1.6  | 9.2 ± 16.6 | 11.1 ± 3.6 | 0.1 ± 1.5  | 3.6 ± 4.1  | 2.1 ± 3.2  | ···          |
| J0901      | 18.9 ± 1.0 | 45.5 ± 2.2 | 119 ± 5.4  | 20.2 ± 7.1 | 27.6 ± 1.2 | 6.0 ± 3.0  | 15.3 ± 1.2a |
| J1133      | 1.0 ± 1.2  | 0.6 ± 1.6  | 4.9 ± 2.3  | 9.1 ± 3.7  | 6.9 ± 3.6  | 6.1 ± 3.1  | ···          |
| J1137      | 8.6 ± 1.0  | 18.5 ± 1.0 | 23.5 ± 2.4 | 20.5 ± 3.2 | 12.9 ± 5.5 | 12.9 ± 4.9 | ···          |
| Horseshoe  | 2.2 ± 0.9  | 6.7 ± 1.1  | 15.2 ± 1.3 | 16.2 ± 3.5 | 18.3 ± 4.3 | 9.3 ± 4.4  | ···          |
| J1149      | 0.5 ± 0.8  | 2.2 ± 1.1  | 4.9 ± 3.1  | 10.6 ± 3.5 | 8.0 ± 3.5  | 3.7 ± 3.5  | ···          |
| Clone      | 9.7 ± 1.2  | 20.6 ± 1.3 | 32.2 ± 3.1 | 30.2 ± 2.9 | 20.2 ± 4.3 | 13.4 ± 3.9 | ···          |
| J1226      | 1.5 ± 0.9  | 5.1 ± 0.9  | 8.6 ± 2.3  | 19.7 ± 3.1 | 28.0 ± 4.3 | 3.1 ± 5.0  | ···          |
| J1343      | 1.3 ± 0.8  | 2.2 ± 1.0  | 4.3 ± 1.5  | 2.8 ± 2.4  | 2.8 ± 2.4  | 2.3 ± 3.3  | 6.1 ± 4.9  |
| J1441      | 1.0 ± 1.0  | 1.0 ± 1.1  | 3.0 ± 2.4  | 1.5 ± 3.2  | 1.3 ± 3.1  | 0.9 ± 2.9  | ···          |
| cB58       | 4.3 ± 0.9  | 9.3 ± 1.0  | 21.6 ± 1.6 | 24.9 ± 2.4 | 16.0 ± 3.3 | 10.9 ± 3.6 | 11.0 ± 0.3b |
| J1527      | 0.7 ± 0.8  | 1.9 ± 1.2  | 3.0 ± 1.6  | 0.3 ± 4.0  | 0.5 ± 4.0  | 0.8 ± 4.4  | ···          |
| Eye        | 5.4 ± 0.7  | 10.9 ± 1.2 | 17.4 ± 1.7 | 26.8 ± 7.0 | 33.1 ± 8.7 | 19.1 ± 10.0| 1.6 ± 0.3   |
| Eyelash    | 8.0 ± 1.0  | 32.9 ± 1.3 | 115 ± 3.6  | 335 ± 19.5 | 438 ± 9.0  | 353 ± 10.3 | 25.5 ± 0.4   |

Notes.

a Including a factor 2.4 scaling to account for aperture effects (see Section 3.2).
b Baker et al. (2001).
c SMA measurement from Swinbank et al. (2010).

3.2. IRAM-MAMBO Photometry

Photometric observations in the 1.2 mm continuum were obtained for part of our sample during the pool observing sessions at the IRAM 30 m telescope in the winters 2006/2007 and 2007/2008. We used the 117 element version of the Max Planck Millimeter Bolometer (MAMBO) array (Kreysa et al. 1998). On–off observations were typically obtained in blocks of 6 scans of 20 subscans each, and repeated in later observing nights unless a detection was already reached. The data were reduced with standard procedures in the MOPSIS package developed by R. Żyłka, using the default calibration files for the applicable pool periods. Table 2 lists the measured 1.2 mm fluxes and their statistical uncertainties. We add the MAMBO detection which we already obtained for cB58 (Baker et al. 2001) and the Submillimeter Array (SMA) flux obtained by Swinbank et al. (2010) for the Eyelash. For J0901, we obtained a clear MAMBO detection at the target position centered on the southern bright lensed component but both the PACS maps and IRAM-PdBI CO maps clearly indicate that the 11′′ MAMBO beam is missing flux. Based on the CO and PACS 100 μm maps, the ratio between the total flux of J0901 and the flux in the southern component is independently measured to be 2.4 and 2.5, respectively. Hence, we scale the MAMBO flux from the southern component by a factor of 2.4 to infer the total flux before further use.

3.3. IRAM-PdBI CO Mapping

Molecular gas mass measurements through observations of the CO(3–2) line have been performed for 10 of the 17 galaxies in the Herschel sample, and we report here on both the previously published measurements and those coming from new PdBI observations. In Sections 5 and 6, the full sample of 17 galaxies is used for the elements of the analysis that do not invoke molecular gas, and this subset of 10 galaxies is used for the rest of the analysis.

3.3.1. Previous CO Observations

The CO line has been previously observed in seven galaxies from our Herschel sample. We briefly review the specifics of the observations of each object below, while a summary of the CO measurements is given in Table 6.
Eye. The Cosmic Eye was observed in the CO(3–2) line with the IRAM PdBI (Coppin et al. 2007). The line width is 190 ± 24 km s$^{-1}$, and the total line flux integrated over the line is 0.50 ± 0.07 Jy km s$^{-1}$. The CO emission appears to be spatially associated with component B of the system, and Coppin et al. (2007) therefore suggest that the appropriate magnification correction factor for the CO line flux is 8 rather than the value of 30 found for the entire system (Dye et al. 2007). However, Riechers et al. (2010) report a detection of the CO(1–0) with the Very Large Array (VLA) that is spatially consistent with the bulk of the rest-frame UV emission, leading them to conclude that the total magnification value of the system should be used. This is the approach we adopt here.

Eyelash. Multiple CO lines of both $^{12}$CO and $^{13}$CO were observed for this object (Danielson et al. 2011). Although a $^{12}$CO(1–0) flux has been measured, for uniformity with the rest of the sample, we adopt for the Eyelash the flux of 13.20 ± 0.10 Jy km s$^{-1}$ measured in the (3–2) line.

J0900. Sharon (2013) reports on both EVLA CO(1–0) and PdBI CO(3–2) observations. For consistency with the rest of the dataset, we adopt the CO(3–2) flux of 19.8 ± 2.0 Jy km s$^{-1}$, which is obtained after primary beam correction given the large angular size of the source.

Clone, Horseshoe. A. J. Baker et al. (in preparation) report on IRAM PdBI compact configuration observations of these two sources, combining datasets taken in 2007 July to October and 2009 April. Using standard reductions and integrating over the spatially extended CO emission, total line fluxes for the redshifted CO(3–2) line of 0.48 ± 0.15 (Clone) and 0.44 ± 0.18 (Horseshoe) are derived.

3.3.2. New PdBI Observations: J0900, J1137, and J1226

In 2011 July–October, we obtained CO(3–2) maps (rest frequency of 345.998 GHz) for three additional UV-bright lensed objects with the IRAM PdBI (Guilloteau et al. 1992). The three targets, J0900, J1137, and J1226, were chosen to extend the parameter space of objects with molecular gas measurements. Specifically, J0900 has the lowest metallicity of the sources with reliable Herschel flux measurements, and J1137 and J1226 are at the very low and very high ends of the redshift range of the sample, respectively.

The lower redshift source, J1137, was observed in the 2 mm band, while for the other two objects the CO(3–2) line was visible in the 3 mm band. Observations were carried out under average to mediocre summer conditions with five of the six 15 m antennae in operation and in compact configuration. A total of 6–10 tracks of various duration per object were necessary to reach the required line sensitivities. Data were recorded with the dual polarization, large bandwidth WideX correlators, providing a spectral resolution of 1.95 MHz over a total bandwidth of 3.6 GHz.

The data were calibrated using the CLIC package and maps produced with MAPPING, within the IRAM GILDAS software environment. A standard passband calibration scheme was first applied, followed by phase and amplitude calibration. Due to the poor observing conditions during some of the runs (e.g., high precipitable water vapor, strong winds, low elevation), particular care was taken to flag data with high phase noise. The absolute flux calibration was done using observations of reference bright quasars, and is typically accurate to better than 20% (Tacconi et al. 2010).

The data cubes were examined for sources at the expected spatial and spectral positions. The CO(3–2) line is clearly detected in J1137, but not in J0900 and J1226. Assuming 200 km s$^{-1}$ line widths, the 3σ upper limit on the line flux is 0.16 Jy km s$^{-1}$ for J1226 and 0.44 Jy km s$^{-1}$ for J0900. The measured CO(3–2) integrated line flux of J1137 is 1.16 ± 0.12 Jy km s$^{-1}$, and the line FWHM is 137 km s$^{-1}$ as determined by a Gaussian fit. The integrated CO(3–2) line map and spectrum of J1137 are shown in Figure 3.

4. DERIVED QUANTITIES

4.1. Stellar Masses

Stellar masses found in the literature can vary significantly for the same object depending on the measurement technique, and specific assumptions made regarding star formation histories, metallicities, and stellar population ages. For example, there is an order of magnitude difference for cB58 between Siana et al. (2008) and Wuyts et al. (2012a), for the Eye between Richard et al. (2011) and Sommariva et al. (2012), and for the 8:00arc between Finkelstein et al. (2009) and Dessauges-Zavadsky et al. (2011) or Richard et al. (2011). Since homogeneity is paramount for the analysis we conduct here, we derive new stellar masses consistently for all the lensed galaxies in our sample.

This is done with Spitzer/IRAC imaging, which is available for all the lensed galaxies with the exception of J1441. The calibrated images at 3.6 μm and 4.5 μm were retrieved from the Spitzer archive, and fluxes were measured using a custom-made pipeline. Since most of the lensed galaxies appear as resolved arcs in the IRAC images, and since they are also often situated in the wings of bright sources (generally, the lensing galaxy), standard photometric tools are not adequate. The details of the extraction technique are given in Appendix B, and the measured 3.6 μm and 4.5 μm fluxes (un-corrected for lensing) are given in Table 3.

To compute stellar masses from these IRAC fluxes that will be consistent with the masses of the comparison sample, we use the catalog of Wuyts et al. (2011b) for the GOODS fields as a calibration set. For each of our lensed galaxies, we extract from the calibration set all galaxies within Δz = ±0.2 that are star forming based on their location in the SFR–M$_{*}$ plane. This subset of galaxies is used to determine the relation between observed 3.6 μm and 4.5 μm fluxes and stellar mass. The scatter in these empirical relations varies from 0.13 dex for the lensed galaxies at z ~ 1.5 to 0.19 dex at the highest redshifts. These uncertainties are comparable to the typical variations in stellar masses derived through SED modeling under varying assumptions (e.g., Förster Schreiber et al. 2004; Shapley et al. 2005; Maraston et al. 2010). Stellar masses for the

6 http://www.iram.fr/IRAMFR/GILDAS
lensed galaxies are then obtained by taking the observed IRAC fluxes (Table 3), correcting them for the lensing magnification, and then applying the empirical calibration determined for each object. The masses derived from the 3.6 \( \mu \)m and 4.5 \( \mu \)m images are consistent within the errors, and we adopt the mean between the two values as our stellar masses. These values are summarized in Table 3 with the errors quoted obtained by propagating the uncertainties on the parameters of the fit to the calibration data set, the measurement errors on the IRAC fluxes, and the uncertainty on the magnification factor. The measurement and calibration uncertainties account for \( \sim 10\% \)–30\% of the error budget, the rest coming from the uncertainty on the magnification.

In Figure 4, we compare previously published stellar masses (typically from SED-fitting) to our IRAC-derived masses when available. For cB58, the Cosmic Eye, and the 8:00arc, two previously published values differing by approximately one order of magnitude are shown. The IRAC-derived masses are always consistent with the higher of the two values. Adopting these higher estimates for these three galaxies, the scatter between the IRAC- and SED-derived stellar masses is 0.23 dex. This scatter and the outlier points are caused by the uncertainty on the calibration of our IRAC-based stellar masses and by different assumptions about star formation histories in the SED modeling.

### 4.2. Dust Masses, Dust Temperatures, and IR Luminosities

The far-infrared SEDs from the PACS, SPIRE, and MAMBO photometry are shown in Figure 5. They represent some of the highest fidelity individual Herschel SEDs of star-forming galaxies at \( z > 1.5 \). These SEDs are used to derive dust temperatures, dust masses, and total infrared luminosities. The procedure is identical to the one applied on the comparison

![Figure 3](image)

**Figure 3.** Results of the IRAM-PdBI observations of J1137. The velocity-integrated map is shown in the middle panel, with contours showing the 2\( \sigma \), 3\( \sigma \), 5\( \sigma \), and 8\( \sigma \) levels. The shape of the PdBI beam for these data \( (3.75 \times 3.26) \) is shown in the bottom-left corner, and the crosses show the position of the lens and of the main arc. On the left panel, the CO(3–2) contours are overlaid on top of the three-color HST ACS image. Both images are centered on \( \alpha_{2000} = 11:37:40.1, \delta_{2000} = +49:36:36.1 \) and have a size of 20\( '' \) × 20\( '' \). Finally, the CO(3–2) line spectrum is shown in the left panel, with the best-fitting Gaussian model shown. The line has a FWHM of 137 km s\(^{-1}\) and a total integrated flux of 1.16 ± 0.12 Jy km s\(^{-1}\).

(A color version of this figure is available in the online journal.)

### Table 3

| Name       | \( S_{3.6} \) (\( \mu \)Jy) | \( S_{4.5} \) (\( \mu \)Jy) | \( \log{M_*/M_\odot} \) This Work | \( \log{M_*/M_\odot} \) Literature | Reference |
|------------|-----------------------------|-----------------------------|---------------------------------|-----------------------------------|-----------|
| 8:00arc    | 165.4 ± 6.4                 | 200.3 ± 8.3                 | 10.88 ± 0.21                    | 11.20 ± 0.40                      | Finkelstein et al. (2009) |
| J0712      | ···                          | ···                          | ···                             | 10.23 ± 0.48                      | Richard et al. (2011)   |
| J0744      | 21.7 ± 1.3                  | 23.0 ± 1.4                  | 9.70 ± 0.11                     | 9.76 ± 0.08                       | Richard et al. (2011)   |
| J0900      | 44.2 ± 5.1                  | 41.1 ± 7.1                  | 10.45 ± 0.16                    | 10.28 ± 0.20                      | Bian et al. (2010)     |
| J0901      | 477.6 ± 20.2                | 556.3 ± 26.4                | 11.49 ± 0.14                    | ···                               | ···                   |
| J1133      | 112.2 ± 26.0                | 130.5 ± 16.7                | 10.17 ± 0.15                    | ···                               | ···                   |
| J1137      | 197.0 ± 22.5                | 192.6 ± 14.0                | 10.21 ± 0.13                    | ···                               | ···                   |
| Horseshoe  | 158.2 ± 11.0                | 123.1 ± 16.0                | 10.30 ± 0.13                    | 10.56 ± 0.19                      | Sommariva et al. (2012)   |
| J1149      | 27.0 ± 2.0                  | 25.2 ± 1.6                  | 9.26 ± 0.13                     | ···                               | ···                   |
| Clone      | 230.8 ± 8.2                 | 218.7 ± 9.9                 | 10.39 ± 0.04                    | ···                               | ···                   |
| J1226      | 52.8 ± 6.0                  | 47.2 ± 4.2                  | 9.72 ± 0.15                     | 9.54 ± 0.07                       | Wuyts et al. (2012a) |
| J1343      | 69.6 ± 7.7                  | ···                          | 9.76 ± 0.10                     | 9.40 ± 0.20                       | Wuyts et al. (2012b) |
| J1441      | ···                          | ···                          | ···                             | ···                               | ···                   |
| cB58       | 79.0 ± 4.3                  | 85.2 ± 5.2                  | 10.03 ± 0.18                    | 9.69 ± 0.14                       | Wuyts et al. (2012a) |
| J1527      | 30.6 ± 3.8                  | 38.2 ± 4.1                  | 10.02 ± 0.15                    | 9.82 ± 0.04                       | Wuyts et al. (2012a) |
| Eye        | 204.7 ± 6.7                 | 185.2 ± 9.1                 | 10.51 ± 0.09                    | 10.53 ± 0.08                      | Richard et al. (2011)   |
| Eyelash    | 132.8 ± 8.3                 | 206.8 ± 12.3                | 10.34 ± 0.10                    | 10.28 ± 0.29                      | Swinbank et al. (2010) |

**Notes.** Alternative published values of stellar masses (in \( \log{M_\odot} \) units) are 10.02 ± 0.36 for the 8:00arc (Richard et al. 2011), 9.55 ± 0.14 for the Cosmic Eye (Sommariva et al. 2012), and 8.94 ± 0.15 for cB58 (Siana et al. 2008).
Herschel with the diffuse ISM. At each grid point, the model SED is compared to the expected values of polycyclic aromatic hydrocarbon (PAH) features and radiation field intensities, and dust fractions in the gas-phase and dust phases. The 8:00 arc, the Eye, and cB58 are shown as the open symbols. A grid of models is created to test the Chabrier IMF when necessary (see Table 3). Alternative published values for the SFR IR are given in Magnelli et al. (2012b).

Alternative published values for the SFR IR are given in Magnelli et al. (2012b). The dust masses are calculated using the models of Draine & Li (2007) (see also Elbaz et al. 2010). The Chabrier IMF is used when necessary (see Table 3). The dust masses are derived from the PACS 160 μm flux. The infrared luminosities derived by the DL07 modeling and by the best-fitting DL07 model SED in Table 4. Nordon et al. (2012) have demonstrated that this method is robust for our z ∼ 2 galaxies, as the uncertainties on the 160 μm to L IR conversion factors provided by the Chary & Elbaz (2001) template library are ≤ 0.1 dex. Even in the cases where the lensed galaxies are not detected in the SPIRE bands, making the fitting of DL07 model templates difficult, there is always a ≥ 3σ detection at 160 μm. For the galaxies with good detections in all PACS and SPIRE bands, there is an excellent agreement between the infrared luminosities derived by the DL07 modeling and by the extrapolation from 160 μm flux (see also Elbaz et al. 2010).

### Table 4

| Name      | T_dust (K) | M_dust (10^8 M☉) | L_IR,DL07 (10^{11} L☉) | SFRIR (M☉ yr⁻¹) | SFRtot (M☉ yr⁻¹) | SFRUV/SFRIR |
|-----------|------------|------------------|------------------------|-----------------|-----------------|-------------|
| 8:00arc   | 50 ± 1     | 31.00 ± 1.52     | 33.44 ± 0.21           | 342.6 ± 13.9    | 354.1 ± 14.4    | 0.033 ± 0.01 |
| J0712     | 49 ± 20    | 1.91 ± 0.69      | 1.29 ± 0.36            | 9.8 ± 23.7      | 12.7 ± 23.8     | 0.293 ± 0.71 |
| J0744     | ...        | ...              | ...                    | 1.20 ± 0.00     | 40.5 ± 159.2    | 0.032 ± 0.127 |
| J0900     | 54 ± 15    | 4.89 ± 0.00      | 6.22 ± 0.52            | 68.2 ± 22.1     | 129.9 ± 26.2    | 0.904 ± 0.358 |
| J0901     | 36 ± 1     | 281.67 ± 0.00    | 67.56 ± 0.00           | 584.9 ± 26.5    | 608.3 ± 27.0    | 0.040 ± 0.009 |
| J1133     | 32 ± 9     | 3.82 ± 0.99      | 0.65 ± 0.19            | 6.3 ± 3.0       | 14.1 ± 3.2      | 1.234 ± 0.606 |
| J1137     | 45 ± 6     | 2.00 ± 0.40      | 1.65 ± 0.14            | 15.6 ± 1.6      | 17.5 ± 1.7      | 0.121 ± 0.027 |
| Horseshoe | 46 ± 2     | 2.99 ± 0.27      | 1.89 ± 0.23            | 25.4 ± 2.2      | 37.3 ± 3.1      | 0.467 ± 0.097 |
| J1149     | 34 ± 12    | 2.86 ± 1.66      | 0.34 ± 0.10            | 3.4 ± 2.8       | 5.1 ± 2.8       | 0.500 ± 0.435 |
| Clone     | 47 ± 1     | 3.58 ± 0.70      | 3.25 ± 0.13            | 33.8 ± 3.3      | 44.3 ± 3.3      | 0.315 ± 0.036 |
| J1226     | 63 ± 6     | 1.42 ± 1.10      | 1.61 ± 0.00            | 21.0 ± 5.6      | 29.5 ± 5.9      | 0.409 ± 0.138 |
| J1343     | ...        | ...              | ...                    | 0.38 ± 0.13     | 5.5 ± 1.9       | 0.89 ± 2.0     | 0.624 ± 0.257 |
| J1441     | ...        | ...              | ...                    | 1.20 ± 0.27     | 19.1 ± 15.3     | 27.0 ± 15.5   | 0.417 ± 0.362 |
| cB58      | 55 ± 1     | 2.74 ± 0.44      | 3.34 ± 0.10            | 52.9 ± 3.9      | 61.5 ± 4.6      | 0.162 ± 0.046 |
| J1527     | ...        | ...              | ...                    | 1.78 ± 0.66     | 26.0 ± 13.9     | 49.5 ± 14.8   | 0.900 ± 0.517 |
| Eye       | 50 ± 4     | 4.30 ± 0.05      | 4.88 ± 0.07            | 68.0 ± 6.6      | 80.2 ± 6.8      | 0.180 ± 0.027 |
| Eyelash   | 37 ± 1     | 77.99 ± 0.00     | 19.31 ± 0.00           | 155.6 ± 4.9     | 155.9 ± 4.9     | 0.002 ± 0.000 |

Note. SFR_{IR} = L_{IR,160μm} × 10^{-10}, with L_{IR,160μm} the infrared luminosity derived from the PACS 160 μm flux.

### Figure 4

Comparison between the stellar masses derived from the IRAC photometry and the values recovered from the literature and converted to a Chabrier IMF when necessary (see Table 3). Alternative published values for the 8:00 arc, the Eye, and cB58 are shown as the open symbols. A color version of this figure is available in the online journal.

#### 4.3. Star Formation Rates

Dust-obscured SFRs can be obtained simply from the infrared luminosities as SFR_{IR} = 10^{-10} L_{IR}, with L_{IR} in units of solar luminosity and SFR_{IR} in M☉ yr⁻¹, assuming a Chabrier IMF. At high redshifts and at high total SFR (SFR_{tot}), SFR_{IR} is the dominant contribution (e.g., Pannella et al. 2009; Reddy et al. 2010; Wuyts et al. 2011b; Whitaker et al. 2012; Nordon et al. 2013; Heinis et al. 2013), and it is commonly assumed that SFR_{tot} ~ SFR_{IR}, neglecting the unobscured component (SFR_{UV}). Since the lensed galaxies in the sample were mostly selected for being bright blue arcs in optical images (i.e., bright in rest-frame UV), and since their total intrinsic SFRs are modest due to their large magnification factors, it is important to estimate the contribution of SFR_{UV} to SFR_{tot}. Following Kennicutt (1998), we measure this for a Chabrier IMF as SFR_{UV} = 8.2 × 10^{-29} L_{UV,1600}. The rest-frame 1600 Å luminosity...
Far-infrared spectral energy distributions. The fluxes have been corrected for the magnification. The red line is the best-fitting modified blackbody function, and the black line is from the Draine & Li (2007) models. (A color version of this figure is available in the online journal.)

\[
L_\nu,1600 = \frac{4\pi D_L^2}{\mu(1+z)} \times 10^{48.6 + m_{1600}/(-2.5)},
\]

where \(D_L\) is the luminosity distance in cm, \(\mu\) is the magnification factor from Table 1, and \(m_{1600}\) is the apparent AB magnitude at a rest wavelength 1600 Å. The most accurate approach to obtain \(m_{1600}\) would be to interpolate between all available bands as was done for example by Nordon et al. (2013), but its main drawback for the lensed galaxy sample is in the lack of homogenous, multi-wavelength photometry. While some galaxies have published photometry in several HST bands, some have been observed only with a single HST filter, while some others only have ground-based photometry available. Given the nature of the available data and the fact that the SEDs of galaxies are typically relatively flat at these wavelengths, we directly adopt for \(m_{1600}\) the observed magnitude in the available optical band closest to rest-frame 1600 Å. Given the typical UV slopes \(\beta\) in the range from \(-2.0\) to \(-1.0\) (see Figure 1), the conversion factor from AB magnitude to SFR\(_{UV}\) has only a very weak wavelength dependence, and therefore this approximation of adopting the closest band leads to systematic uncertainties of no more than 10%.

Therefore, we adopt a total SFR given by SFR\(_{UV}\) + SFR\(_{IR}\) for the lensed galaxies. For the GOODS-N comparison sample, we retrieve the Advanced Camera for Surveys (ACS) photometry from the multi wavelength catalog of Berta et al. (2011)\(^7\) and

\(^7\) Available at http://www.mpe.mpg.de/ir/Research/PEP/index.php.
compute SFR_{UV} from Equation (3) using either B- or V-band magnitudes, depending on the redshift of each galaxy. For the SMG sample, we assume that SFR_{IR} = SFR_{IR}, based on their high IR luminosities and location in the SFR–$M_*$ plane, indicating a very high attenuation of the UV light and therefore a negligible contribution of SFR_{UV} (Buat et al. 2005; Chapman et al. 2005; Wuyts et al. 2011a; Nordon et al. 2013; Casey et al. 2013).

### 4.4. Metallicities

In order to obtain a homogenous set of metallicities for all galaxies in our Herschel/IRAM sample, we have compiled [N II] and Hα line fluxes (Table 5) from the literature. Such fluxes were available for 11 of the 17 lensed galaxies. Using the observed [N II]/Hα ratio, we compute the nebular abundance using the calibration from Denicoló et al. (2002). This is the calibration that produces the least amount of scatter in the mass-metallicity relation (Kewley & Ellison 2008) and that was used by Genzel et al. (2012) to derive a prescription for the mass-metallicity dependence of the CO-to-H$_2$ conversion factor.

In the absence of a measured [N II]/Hα ratio, metallicities measured from the strong line indicator, $R_{23}$, are adopted for the Eye, J1226 (see Appendix C.2), and J1441. These individual measurements are converted to the Denicoló et al. (2002) scale using the appropriate relation given in Kewley & Ellison (2008). For the remaining three galaxies (Eyelash, J1133, and J1137), we use the mass–metallicity (MZ) relation as given in Genzel et al. (2012) to infer a metallicity. For the special case of J0901, we adopt the metallicity value derived from the mass–metallicity relation ($M_*$).

### Notes

- **Table 5** [N II] and Hα Line Fluxes and Derived Gas-phase Metallicities
- **Table 6** Lensed Galaxies CO Line Fluxes and Molecular Gas Masses

---

**Table 5**

| Name | Hα ($10^{-17}$ erg s$^{-1}$ cm$^{-2}$) | [N II]/Hα | log O/H | Method | Reference |
|------|----------------------------------|-----------|----------|--------|-----------|
| 8:00arc | 74.5 ± 0.9 | 0.153 ± 0.005 | 8.52 ± 0.10 | N2 | Richard et al. (2011) |
| J0712 | 10.7 ± 0.3 | 0.210 ± 0.019 | 8.63 ± 0.11 | N2 | Richard et al. (2011) |
| J0744 | 15.4 ± 0.4 | 0.299 ± 0.017 | 8.74 ± 0.10 | N2 | Richard et al. (2011) |
| J0900 | 84.7 ± 3.2 | 0.054 ± 0.011 | 8.20 ± 0.13 | N2 | Bian et al. (2010) |
| J0901 | 72.0 ± 1.0 | 0.889 ± 0.019 | 8.91 ± 0.15 | MZ | Hainline et al. (2009) |
| J1133 | ... | ... | 8.55 ± 0.20 | MZ | This work |
| J1137 | ... | ... | 8.61 ± 0.20 | MZ | This work |
| Horseshoe | 43.4 ± 0.9 | 0.092 ± 0.016 | 8.36 ± 0.13 | N2 | Hainline et al. (2009) |
| J1149 | ... | 0.112 ± 0.050 | 8.43 ± 0.22 | N2 | Yuan et al. (2011) |
| Clone | 202.0 ± 5.0 | 0.193 ± 0.011 | 8.60 ± 0.10 | N2 | Hainline et al. (2009) |
| J1226 | ... | ... | 8.27 ± 0.19 | R23 | Wuyts et al. (2012a) |
| J1343 | 155.0 ± 10.0 | 0.148 ± 0.028 | 8.52 ± 0.13 | N2 | Wuyts et al. (2012b) |
| J1441 | ... | ... | 8.14 ± 0.40 | R23 | Pettini et al. (2010) |
| cB58 | 125.6 ± 3.7 | 0.091 ± 0.021 | 8.36 ± 0.14 | N2 | Teplitz et al. (2000) |
| J1527 | ... | <0.224 ± 0.075 | <8.65 ± 0.18 | N2 | Wuyts et al. (2012a) |
| Eye | ... | ... | 8.64 ± 0.14 | R23 | Richard et al. (2011) |
| Eyelash | ... | ... | 8.61 ± 0.20 | MZ | This work |

**Notes.** The metallicities in this table are either from the N2 indicator using the values of [N II]/Hα from Column 3, the $R_{23}$ indicator, or derived from the mass–metallicity relation ($M_*$). In all cases, the metallicities are converted to the scale of the Denicoló et al. (2002) calibration.

- **Table 6** Lensed Galaxies CO Line Fluxes and Molecular Gas Masses

| Name | $L_{\text{CO}}$ ($10^4$ K km s$^{-1}$ pc$^2$) | $\alpha_{\text{CO,KS}}$ | $\alpha_{\text{CO,dust}}$ | $\alpha_{\text{CO,Z}}$ | log $M_{\text{H}_2}/M_{\odot}$ | $f_{\text{gas,d}}$ | $t_{\text{dep}}$ (Myr) |
|------|----------------------------------|-----------|----------|----------|--------|----------|--------|
| 8:00arc | 0.85 ± 0.24 | 5.18 ± 2.35 | 27.46 | 8.52 | 9.41 | 10.69 | 0.39 |
| J0900 | ... | ... | ... | ... | ... | ... | ... |
| J0901 | 19.80 ± 2.00 | 133.91 ± 40.22 | 20.9 | 1.41 | 3.05 | 11.61 | 0.57 |
| J1137 | 1.16 ± 0.12 | 1.57 ± 0.45 | 6.90 | 1.53 | 7.33 | 10.06 | 0.42 |
| Horseshoe | 0.44 ± 0.18 | 0.87 ± 0.42 | 19.02 | 6.71 | 15.05 | 10.12 | 0.40 |
| Clone | 0.48 ± 0.15 | 0.75 ± 0.28 | 29.70 | 5.91 | 7.58 | 9.75 | 0.19 |
| J1226 | ... | ... | ... | ... | ... | ... | ... |
| cB58 | 0.37 ± 0.08 | 0.87 ± 0.34 | 28.38 | 6.20 | 15.27 | 10.12 | 0.55 |
| Eye | 0.50 ± 0.07 | 1.53 ± 0.41 | 19.32 | 3.20 | 6.72 | 10.01 | 0.24 |
| Eyelash | 13.20 ± 0.10 | 23.17 ± 5.64 | 3.03 | 4.06 | 7.33 | 11.23 | 0.89 |

**Notes.**

- **a** Observed CO(3–2) integrated line fluxes, uncorrected for lensing.
- **b** CO line luminosity, including the magnification correction and an excitation correction to bring this measurement on the CO(1–0) scale (see Equation (4)).
- **c** Measured from $L_{\text{CO}}$ and $\alpha_{\text{CO,Z}}$, the metallicity-dependent conversion factor of Genzel et al. (2012). These values of $M_{\text{H}_2}$ do include the contribution of helium and are therefore total molecular gas masses.
- **d** Molecular gas mass fraction, as defined in Equation (9).
is the luminosity distance in Mpc, and Figure 6. The Astrophysical Journal Leroy et al. (2011) are shown as the filled squares for the gas-to-dust method. Finally, the empirical relation for the metallicity-dependence of the measurement errors on a function of metallicity. Only the lensed galaxies with a direct measurement of metallicity are represented (filled circles). The error bars are obtained by propagating the measurement errors on $L_{\text{CO}}, M_{\text{H}_2}$, and SFR, but do not include the systematic uncertainty in the calibration of the two techniques. The $z = 0$ data points from Leroy et al. (2011) are shown as the filled squares for the gas-to-dust method. Finally, the empirical relation for the metallicity-dependence of $\alpha_{\text{CO}}$ from Genzel et al. (2012) is shown as a solid line, and the value of 4.35 $M_\odot$ (K km s$^{-1}$ pc$^2$)$^{-1}$ derived from Milky Way clouds and typically assumed for solar-metallicity star-forming galaxies is highlighted with the horizontal dotted line.

All the metallicities, as well as the H$\alpha$ luminosities and [N II]/H$\alpha$ line ratios when available, are summarized in Table 5.

### 4.5. Molecular Gas Masses

Starting from $I_{\text{CO}(3–2)}$, the integrated CO(3–2) line fluxes in Jy km s$^{-1}$ presented in Table 6, we calculate the CO luminosity of the lensed galaxies, $L'_{\text{CO}}$, in units of (K km s$^{-1}$ pc$^2$) following Solomon et al. (1997):

$$L'_{\text{CO}} = 3.25 \times 10^7 \frac{I_{\text{CO}(3–2)} R_{13}}{\mu v_{\text{obs}}^2 (1 + z)^2},$$

where $\mu$ is the magnification factor as given in Table 1, $D_L$ is the luminosity distance in Mpc, and $v_{\text{obs}}$ the observed frequency in GHz. The factor $R_{13} = I_{\text{CO}(1–0)}/I_{\text{CO}(3–2)}$ is the excitation correction to extrapolate the CO(1–0) line flux from our CO(3–2) observations. As in Tacconi et al. (2013), we adopt a value of $R_{13} = 2$ based on recent studies of the CO SLED (e.g., Weiss et al. 2007; Dannerbauer et al. 2009; Harris et al. 2010; Ivison et al. 2011; Bauermeister et al. 2013; Bothwell et al. 2013). These studies have targeted both normal high-$z$ star-forming galaxies and SMGs, with similar results pointing to a characteristic value of $R_{13} \sim 2$ that may be due to low excitation or to the typical filling factors of the two lines. Therefore, we apply this value of $R_{13}$ uniformly across our sample, and assume a conservative 20% uncertainty on this value compared to the typical errors presented in these individual studies.

Total molecular gas masses are inferred from $L'_{\text{CO}}$ using the CO-to-H$_2$ conversion factor, $\alpha_{\text{CO}}$. The specific value of $\alpha_{\text{CO}}$ to be applied for each galaxy must be determined with care, as most have sub solar metallicities ((12 + log O/H)$_0 = 8.69 \pm 0.05$; Asplund et al. 2009). Under such low metallicity conditions, both observations and models suggest that the value of $\alpha_{\text{CO}}$ increases, as the CO molecule becomes a poor proxy for H$_2$ (e.g., Israel 1997; Dame et al. 2001; Rosolowsky et al. 2003; Blitz et al. 2007; Leroy et al. 2011; Glover & Mac Low 2011; Shetty et al. 2011; Feldmann et al. 2012; Genzel et al. 2012). Here, different methods to estimate $\alpha_{\text{CO}}$ are investigated.

The first is the “inverse K-S relation” method. Under the assumption that a tight relation exists between the surface density of molecular gas and the SFR surface density, the value of $\alpha_{\text{CO}}$ can be estimated knowing $\Sigma_{\text{SFR}}$ and the CO luminosity. Using a compilation of local and high-redshift galaxies, Genzel et al. (2012) calibrated a relation between $\alpha_{\text{CO}}$ and metallicity using this approach. Since most recent studies suggest that the K-S relation is near-linear (e.g., Leroy et al. 2008; Bolatto et al. 2009; Genzel et al. 2010; Daddi et al. 2010b; Bigiel et al. 2011; Rahman et al. 2012; Saintonge et al. 2012; Shetty et al. 2013; Feldmann 2013), the problem is further simplified and $\alpha_{\text{CO}}$ can be estimated as

$$\alpha_{\text{CO, KS}} = \frac{\text{SFR} \tau_{\text{dep}}(\text{H}_2)}{L'_{\text{CO}}},$$

where $L'_{\text{CO}}$ is the CO(1–0) line luminosity in (K km s$^{-1}$ pc$^2$), and $\alpha_{\text{CO}}$ the CO-to-H$_2$ conversion factor in $M_\odot$ (K km s$^{-1}$ pc$^2$)$^{-1}$. In applying Equation (5), we adopt a redshift-dependent depletion time, $\tau_{\text{dep}}(\text{H}_2) = 1.5(1 + z)^{-1}$, as suggested by Tacconi et al. (2013) and further supported here to $z = 2$–3 in Section 5.3. In Figure 6, left panel, the value of $\alpha_{\text{CO, KS}}$ is plotted against metallicity, for the lensed galaxies. The values of $\alpha_{\text{CO}}$ scatter around the relation derived by Genzel et al. (2012) using this method and a sample of both local and high-redshift galaxies,

$$\log \alpha_{\text{CO}} = -1.27(12 + \log (\text{O/H})) + 11.8.$$  

The second approach, the “gas-to-dust ratio method,” relies on a measurement of the dust mass and a motivated choice of a...
Figure 7. Dust temperature as a function of (a) offset from the star formation main sequence, as defined using the GOODS and EGS catalogs of Wuyts et al. (2011b) as a reference, and (b) infrared luminosity. The infrared color ($S_{60}/S_{100}$), a proxy for dust temperature, is also shown as a function of (c) $\Delta \log(sSFR)$ and (d) $L_{IR}$. The lensed galaxies are shown in colored symbols (red: $z > 2$, orange: $z < 2$), and the GOODS-N and SMG reference sample (see Section 2) is in gray (dark: $z > 2$, light: $z < 2$). The $T_{dust} - \Delta$(MS) relations of Magnelli et al. (2013) between $z \sim 1$ and $z \sim 2$ are shown as the shaded region on the left-hand panels (note that this relation is derived using a sample of galaxies more massive than our typical lensed galaxies). As a comparison, on the right-hand panels, the local relation of Chapman et al. (2003, filled dashed region), the locus of high-redshift SMGs (Chapman et al. 2005, solid filled region), and the relation of Roseboom et al. (2012, dashed line). To convert the different reference relations from $T_{dust}$ to $S_{60}/S_{100}$ (or vice-versa), we have assumed a simple modified blackbody with $\beta = 1.5$.

(A color version of this figure is available in the online journal.)

gas-to-dust ratio. This method has been used successfully in the local universe (e.g., Israel 1997; Gratier et al. 2010; Leroy et al. 2011; Bolatto et al. 2011; Sandstrom et al. 2012), and shown to be applicable also at high redshifts (Magdis et al. 2011, 2012b; Magnelli et al. 2012b). In the case of high-redshift galaxies, the conversion factor can be estimated simply as

$$\alpha_{CO, dust} = \frac{\delta_{GDR}(Z) M_{dust}}{L'_{CO}},$$

where $M_{dust}$ is in solar mass, and we adopt a metallicity-dependent gas-to-dust ratio, $\delta_{GDR}(Z)$, from Leroy et al. (2011). All the assumptions required to apply Equation (7) to high-redshift galaxies are extensively described in Section 5.1 of Magnelli et al. (2012b). In particular, it needs to be assumed that the CO lines and the FIR continuum are emitted from the same physical regions of the galaxies given that Herschel does not resolve them, and that at high redshift $M_{H_2} \gg M_{HI}$, and therefore that the atomic component of the ISM can be neglected in Equation (7) (see Section 5.3.1 for a justification of this assumption). A significant additional uncertainty lies in the assumption that the $\delta_{GDR}(Z)$ relation of Leroy et al. (2011), calibrated on a handful of very nearby galaxies, applies directly at $z \sim 1$–3. Furthermore, other studies of nearby galaxies indicate that the scatter in the $\delta_{GDR} - Z$ relation may be larger than suggested by this specific $z = 0$ sample, especially at low metallicities (Draine et al. 2007; Galametz et al. 2011).

In Figure 6, right panel, $\alpha_{CO, dust}$ measured from Equation (7) is shown as a function of metallicity. The $z > 2$ galaxies follow the inverse relation between $\alpha_{CO}$ and metallicity seen in the $z = 0$ data and in the empirical relation of Genzel et al. (2012), although with a small systematic offset to lower values of $\alpha_{CO}$ at fixed metallicity, the implications of which are discussed in Section 5.2.

Although affected by different sets of uncertainties and assumptions, the two methods of estimating $\alpha_{CO}$ produce consistent results, which in the mean and within their errors reproduce the metallicity-dependence of $\alpha_{CO}$ recently calibrated at $z > 1$ by Genzel et al. (2012), and previously also observed locally (e.g., Wilson 1995; Israel 1997; Boselli et al. 2002; Bolatto et al. 2011; Leroy et al. 2011). Therefore, throughout the rest of this paper, we adopt as a consensus between $\alpha_{CO,KS}$ and $\alpha_{CO, dust}$ the value of $\alpha_{CO}$ obtained from the prescription of Genzel et al. (2012), as given in Equation (6), using our best estimates of metallicities given in Table 5. These values of $\alpha_{CO}$, as well as the CO luminosities and derived molecular gas masses are presented in Table 6.

5. RESULTS

Having derived accurate and homogeneous measures of $M_*$, SFR, $T_{dust}$, $M_{dust}$, $M_{H_2}$, and $12 + \log O/H$ across the lensed galaxies and comparison samples, we now investigate the gas and dust properties of galaxies as a function of their position in the SFR–$M_*–z$ parameter space.
5.1. High Dust Temperatures in $z > 2$ Lensed Galaxies

In Figure 7, we plot the dust temperature against the offset from the star formation MS and the total infrared luminosity, both for the lensed and comparison galaxy samples. While we recover the known trend between $T_{\text{dust}}$ and these two quantities with the comparison sample (Dale et al. 2001; Chapman et al. 2003; Hwang et al. 2010; Magnelli et al. 2012b; Symeonidis et al. 2013), the $z > 2$ lensed galaxies occupy a significantly different region of the plot. Dust temperatures in these galaxies are very high ($T_{\text{dust}} \sim 50$ K), even though they are located on the MS and have modest infrared luminosities ($L_{\text{IR}} \sim 10^{11.1-10^{12}} L_\odot$) given their redshifts and stellar masses. Plotting dust temperatures against specific star formation rate (sSFR) rather than MS offset produces qualitatively equivalent results.

There is evidence that the tightness of the $T_{\text{dust}} - L_{\text{IR}}$ relation observed in classical samples of SMGs (e.g., Chapman et al. 2005, see also Figure 7(b)) is due to selection biases (Casey et al. 2009; Magnelli et al. 2010, 2012a). In particular, the submillimeter selection technique favors colder objects, especially at low $L_{\text{IR}}$. When also considering samples of dusty high-redshift star-forming galaxies selected through other techniques (e.g., the optically faint radio galaxies of Chapman et al. 2004), dust temperatures can be significantly higher at fixed $L_{\text{IR}}$. The lensed galaxies shown in Figure 7(b) extend these results to galaxies with even lower IR luminosities and higher dust temperatures.

To confirm the high $T_{\text{dust}}$ among the lensed galaxies, we also show similar relations using the infrared color in Figures 7(c) and 7(d), defined as the ratio between rest-frame 60 $\mu$m and 100 $\mu$m fluxes ($S_{60}/S_{100}$, where $S_{60}$ and $S_{100}$ are determined by linear interpolation of the Herschel photometry). This quantity, commonly used in IRAS-based studies, is a proxy for $T_{\text{dust}}$ but is independent of any model assumptions. The same behavior is observed for the $z > 2$ lensed galaxies, with these objects having unusually high $S_{60}/S_{100}$ ratios given their modest infrared luminosities.

Among the $z > 2$ lensed galaxies, however, there are two exceptions, J0901 and the Eyelash. With $T_{\text{dust}} \sim 36$ K and $S_{60}/S_{100} \sim 0.5$, these two galaxies follow the general trend between $T_{\text{dust}}$ and the MS offset (or $L_{\text{IR}}$) traced by the various comparison samples (Magnelli et al. 2012a; Roseboom et al. 2012). These two galaxies also differ from the rest of the $z > 2$ lensed galaxy sample in other regards. For example, they have the largest dust masses ($M_{\text{dust}} \sim 10^9 M_\odot$ as compared to $\sim 1-3 \times 10^7 M_\odot$), and although no direct metallicity measurement is available for the Eyelash, J0901 has the highest metallicity of all the galaxies in the sample (see Appendix C.1). Therefore, the high dust temperatures in the rest of the $z > 2$ lensed galaxies seem to be linked to their low dust contents compared to their SFRs. As we could not find evidence in Section 2.1.1 that the $z > 2$ lensed galaxies form a biased subsample of the underlying galaxy population, this observation suggests that $\sim 10^{10} M_\odot$ galaxies at $z = 2-3$ have higher dust temperatures and lower dust masses than similar galaxies at lower redshifts. Using deep Herschel PACS and SPIRE blind fields and a stacking technique, the mean $T_{\text{dust}}$ of normal star-forming galaxies with $M_* \sim 10^{10} M_\odot$ at $z > 2$ is just barely measurable. Such studies indeed suggest a rise in temperature and intensity of the radiation field on the MS in the mass/redshift regime that we have now probed directly with the lensed galaxies (Reddy et al. 2012; Magdis et al. 2012a; Magnelli et al. 2013).

5.2. Gas-to-dust Ratio

In the local universe, the typical gas-to-dust ratio, $\delta_{\text{GDR}}$, for star-forming galaxies with solar metallicities is of the order 100 (Draine et al. 2007). This ratio has been shown to increase in low metallicity environments (e.g., Hunt et al. 2005; Engelbracht et al. 2008; Leroy et al. 2011), as predicted by dust formation models (e.g., Edmunds 2001). The value of $\delta_{\text{GDR}}$ is also expected to vary in high density environments, such as the nuclear regions of starbursts, but observations suggest only a mild decrease of no more than a factor of two (Wilson et al. 2008; Clements et al. 2010; Santini et al. 2010).

In the previous section, we inferred that the high dust temperatures of the $z > 2$ lensed galaxies were due to their low dust masses and metallicities. To understand whether the dust content of these galaxies is abnormally low for their other properties, in Figure 8, we plot the measured value of $\delta_{\text{GDR}}$ as a function of metallicity for the galaxies within 0.5 dex from the star formation main sequence. The gas-to-dust ratio is measured as $\delta_{\text{GDR}} = M_{\text{gas}}/M_{\text{dust}}$, where $M_{\text{gas}}$ is the molecular gas mass from Table 6 calculated from the CO luminosity using the metallicity-dependent conversion factor of Genzel et al. (2012), and $M_{\text{dust}}$ is derived from the Herschel photometry using the DL07 models (see Section 4.2). Figure 8 reveals that the high-redshift galaxies have a gas-to-dust ratio that scales inversely with metallicity like in the local universe. However, fitting the $\delta_{\text{GDR}} - Z$ relation of the $z > 2$ galaxies while keeping the slope fixed to the $z = 0$ reference relation reveals an increase in the mean $\delta_{\text{GDR}}$ at fixed metallicity by a factor of 1.7.

Since measuring CO in normal star-forming galaxies at high redshifts is challenging, there has been significant interest recently in using dust masses as a proxy for the total molecular...
The two z > 2 lensed galaxies with non-solar metallicities (12 + log O/H > 8.6) are marked with open green circles. The blue band is the $T_{\text{dust}} - \Delta \log(s\text{SFR})$ relation of Figure 7 converted to a $T_{\text{dust}} - \text{SFE}$ relation using the relation of Magdis et al. (2012a) between main sequence offset and star formation efficiency, \(\text{SFE} \propto \Delta \log(s\text{SFR})^{1.34 \pm 0.15}\) (see also Saintonge et al. 2012; Sargent et al. 2013).

(A color version of this figure is available in the online journal.)

gas contents (e.g., Magdis et al. 2011, 2012a; Scoville 2012). The method consists in measuring $M_{\text{dust}}$ using far-infrared and/or submillimeter photometry, and then applying the estimated gas-to-dust ratio ($\delta_{\text{GDR}}(Z)$, see Section 4.5) to arrive at the gas mass. Therefore, the systematic offset between the $z > 2$ normal star-forming galaxies and the reference relation of $\delta_{\text{GDR}}(Z)$ needs to be taken into consideration. There are at least three possible explanations:

Are dust properties different at $z > 2$? As detailed in Section 4.2, dust masses for the lensed galaxies are computed using the model of DL07. In this model, dust is considered to be a combination of carbonaceous and amorphous silicate grains with a specific size distribution set to reproduce the Milky Way extinction curve. The model also assumes that a large fraction of the dust is found in the diffuse ISM, and the rest in photodissociation regions, with the two components exposed to different radiation fields, the parameters of which are set to reproduce Milky Way conditions or left as free parameters. As argued by Bolatto et al. (2013), not only are dust grain properties poorly understood even in the local universe, the lack of a clear understanding of how dust is exactly produced and destroyed leads to significant uncertainties in applying the DL07 model to the denser, hotter ISM of high-redshift galaxies.

Is $\alpha_{\text{CO}}$ for the lensed galaxies smaller than expected? If we instead assume that the dust masses are accurately measured in the lensed galaxies, the offset in $\delta_{\text{GDR}}(Z)$ compared to $z = 0$ could be explained by a conversion factor $\alpha_{\text{CO}}$ smaller on average by a factor of $\sim 1.7$. The lensed galaxies are located on the MS, which is interpreted as being the locus of galaxies where star formation takes place in virialized giant molecular clouds rather than in a centrally-concentrated, dense starburst mode. Under such conditions, $\alpha_{\text{CO}}$ should scale as $\rho^{0.3}/T$ (Tacconi et al. 2008; Bolatto et al. 2013). Assuming that gas and dust are thermalized, the large measured values of $T_{\text{dust}}$ may indicate a reduction of $\alpha_{\text{CO}}$, unless the gas density $\rho$ also increases in proportion. The two $z > 2$ lensed galaxies with normal temperatures of $\sim 35$ K (J0901 and the Eyelash, see Figure 7) also have gas-to-dust ratios that are elevated compared to the $z = 0$ relation, arguing that the ISM in the rest of the sample is not only warm but also denser such that $\alpha_{\text{CO}}$ is not affected by the temperature variations.

Is the gas-to-dust ratio really higher at $z > 2$? As a last step, we can assume that none of these concerns apply and that both $M_{\text{gas}}$ and $M_{\text{dust}}$ are accurately measured in the lensed galaxies, leaving us with the conclusion that the gas-to-dust ratio is higher at fixed metallicity than in the local universe. This could happen, for example, if a smaller fraction of the metals are locked up in dust grains under the specific conditions prevailing in the ISM of the high-redshift galaxies, or if the far-infrared emission used to compute $M_{\text{dust}}$ and the rest-frame optical line emission used to compute the metallicity are not emitted from the same physical regions.

However, irrespective of which one of these possible explanations is valid, we can conclude that when measuring dust and gas masses though standard techniques, an offset of 0.23 dex is obtained between the measured gas-to-dust ratio and the standard $z = 0$ prescription of Leroy et al. (2011). Therefore, care must be taken in applying the gas-to-dust ratio method to estimate molecular gas masses of high-redshift galaxies, as small but systematic differences with CO-based measurements may otherwise occur.

5.3. Star Formation Efficiencies and Gas Fractions in $z > 2$ Normal Star-forming Galaxies

In Section 5.1, we suggested that the high $T_{\text{dust}}$ of the lensed galaxies is caused by their low dust contents. To further illustrate this, we repeat the analysis done in Figure 7, but this time normalizing $L_{\text{IR}}$ by the dust or the gas mass. In Figure 9, we first show how both $T_{\text{dust}}$ and the $S_{60}/S_{100}$ ratio depend on the star formation efficiency (\(\text{SFE} \equiv \text{SFR}/M_{\text{H}_2}\)). A correlation between these quantities is expected as $T_{\text{dust}}$ increases as a function of $\Delta \log(s\text{SFR})$ and $L_{\text{IR}}$ (Figure 7), and there is also a positive
correlation between SFE and Δ log(sSFR) (Saintonge et al. 2012; Magdis et al. 2012a; Sargent et al. 2013). Figure 9 reveals that when the gas mass in each galaxy is taken into account, most of the offset between the z > 2 lensed galaxies and the comparison samples disappears, although the z > 2 normal star-forming galaxies still appear to have dust temperatures higher by ≳\(5–10\) K at fixed SFE compared to the reference sample (gray symbols). The offset is strongest for those galaxies with the lowest metallicities. While metallicity may account for part of the remaining offset in \(T_{\text{dust}}\) at fixed SFE, there could also be a contribution from differential lensing (see Section 2.1.2), which if present at all, could manifest itself in an overestimation of the dust temperatures.

In Figure 10, we then show a similar relation, but using the dust rather than the gas mass as the normalization factor, allowing us to include a larger number of galaxies for which dust masses are measured, but gas masses are not available. In this case again, some of the lensed galaxies appear to be systematically offset to higher \(T_{\text{dust}}\) at a fixed value of SFR/\(M_{\text{dust}}\). Since the z > 2 lensed galaxies typically have low metallicities, each dust grain will be exposed to more UV photons for a fixed SFR per unit gas mass, and therefore will have a hotter temperature. There is evidence for this in the fact that the galaxies with ∼solar metallicities more closely follow the relation traced by the reference sample, in particular when using the \(S_{60}/S_{100}\) ratio (see Figure 10). The combination of Figures 8–10 thus argues that in these galaxies, the balance between \(M_{\text{dust}}\), \(M_{\text{gas}}\), and \(Z\) follows expected relations (modulo the possible change of \(\delta_{\text{GDR}}\) with redshift), and that the high dust temperatures are the result of the high SFRs per unit gas and dust mass, i.e., the high SFEs.

This assertion that the z > 2 lensed galaxies have high SFEs (or put differently, short molecular gas depletion timescales, \(t_{\text{dep}}(\text{H}_2)\)) needs to be investigated in more detail. In the local universe, normal star-forming galaxies have \(t_{\text{dep}}(\text{H}_2)\) ∼ 1.5 Gyr (Leroy et al. 2008; Bigiel et al. 2011; Saintonge et al. 2011b, 2012). In the PHIBSS survey, Tacconi et al. (2013) show that at z = 1–1.5 the depletion time for MS galaxies is reduced to ∼700 Myr (with 0.24 dex scatter in the log\(t_{\text{dep}}(\text{H}_2)\) distribution, and assuming a Galactic conversion factor \(\alpha_{\text{CO}}\)). Based on these observations, Tacconi et al. (2013) infer a redshift-dependence of the form \(t_{\text{dep}}(\text{H}_2) = 1.5(1+z)^{-1}\). This redshift evolution is only slightly slower than the dependence of (1 + \(z\))\(^{-1.5}\) expected if \(t_{\text{dep}}(\text{H}_2)\) is proportional to the dynamical timescale (Davé et al. 2012).

The lensed and reference galaxies at z > 2 can be used to track the behavior of the depletion time at even higher redshifts. In Figure 11, left panel, the redshift evolution of \(t_{\text{dep}}(\text{H}_2)\) is shown. The gray band shows the expected trend based on the empirical (1 + \(z\))\(^{-1}\) dependence (upper envelope), and the analytical expectation of a (1 + \(z\))\(^{-1.5}\) dependence (lower envelope). The mean values in four different redshift intervals are shown. For the highest redshift interval (2 < \(z\) < 3), we combine galaxies from the lensed and comparison samples as well as from PHIBSS. While the mean depletion time is ∼700 Myr at z ∼ 1.2, it decreases further to ∼450 Myr at z ∼ 2.2, consistent with the predicted redshift evolution. However, we caution that the sample at z > 2 is by no means complete or representative of all normal star-forming galaxies, but in terms of stellar masses and MS offset, it is at least comparable to the z ∼ 1–1.5 PHIBSS sample and the z = 0 reference sample from COLD GASS. This measurement at z > 2 suggests that the redshift-dependence of the molecular gas depletion time for MS galaxies, as predicted analytically (e.g., Davé et al. 2011, 2012) and recently observed up to z ∼ 1.5 (Tacconi et al. 2013), extends to z ∼ 3.

Using the lensed galaxies and the various comparison samples, we can also trace the redshift evolution of the molecular gas mass fraction,

\[
f_{\text{gas}} = \frac{M_{\text{H}_2}}{M_{\text{H}_2} + M_*}. \tag{8}\]

In what follows, we restrict the samples only to galaxies found within 0.5 dex of the star formation MS at the appropriate redshift, i.e., we study the gas contents of normal, star-forming
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Figure 11. Redshift evolution of the mean gas depletion time (left) and gas mass fraction (right) for main-sequence galaxies from our lensed and reference samples for which a CO-based measurement of $M_\text{H}_2$ is available. Error bars show the standard deviation within each redshift bin. The different colors represent the following datasets: blue: representative $z = 0$ sample from COLD GASS; green: galaxies from Geach et al. (2011) and Bauermeister et al. (2013) at $z \sim 0.4$; orange: the incompleteness-corrected mean values from Tacconi et al. (2013). The red points show the contribution from this study and include all the galaxies in the specified redshift intervals from the lensed and comparison samples as well as from PHIBSS, and corrects for sample incompleteness. On the right panel, the gray shaded region shows the expected trend between $t_\text{dep}(H_2)$ and $z$ described by Equation (10), for $\alpha = -1.0$ and $-1.5$. On the right panel, the gray shaded region is the expected redshift dependence of $f_\text{gas}$ derived from Equations (9)–(11), assuming that $\alpha = -1.0$ (Tacconi et al. 2013) and SFR follows Equation (11) (Lilly et al. 2013). Alternative relations for $f_\text{gas}(z)$ are obtained by assuming that SFR $\propto (1 + z)^{2.5}$ at all redshifts (dotted dark blue line), or else reaches a plateau at $z = 2$ (dashed light blue line). (A color version of this figure is available in the online journal.)

Disks as a function of redshift. Several studies have now reported a rapid increase of $f_\text{gas}$ with redshift (Tacconi et al. 2010; Daddi et al. 2010a; Geach et al. 2011; Magdis et al. 2012a). The most robust analysis so far was performed by Tacconi et al. (2013). In that work, the PHIBSS data at $z \sim 1$ and $z \sim 2$ were corrected for incompleteness and compared to a matched local control sample extracted from the COLD GASS catalog, revealing an increase of $f_\text{gas}$ from 8% at $z = 0$ to 47% at $z \sim 1$ and 47% at $z \sim 2$. These three secure measurements are reproduced in Figure 11 (right panel). There are very few galaxies at $z \sim 0.5$ with published CO measurements, but in Figure 11, the few systems found in Geach et al. (2011) and Bauermeister et al. (2013) are compiled (CO measurements for several galaxies with $0.6 < z < 1.0$ are published also in Combes et al. (2012), but we do not include them here as they are above MS objects).

As the PHIBSS sample extends to $z = 2.4$, we combine all the MS galaxies in our lensed and comparison samples above that redshift to derive a mean gas fraction of $40\% \pm 15\%$ at $(z) = 2.8$. We then apply the methodology of Tacconi et al. (2013) to correct for sample incompleteness. As the sample of lensed galaxies with $z > 2.4$ is rich in on MS and below MS galaxies, accounting for this bias raises the mean gas fraction to 44%. Therefore, our observations suggest that the trend for increasing gas fraction with redshift does not extend beyond $z \sim 2$, and may even be reversing.

Can this flattening of the relation between gas fractions and redshift at $z > 2$ be expected under the equilibrium model? The definition of the gas fraction (Equation (9)) can be re-expressed as

$$f_\text{gas} = \frac{1}{1 + (t_\text{dep} \times sSFR)^{-1}},$$

and the best predictions available for the redshift evolution of $t_\text{dep}$ and SFR used to compute the expected behavior of $f_\text{gas}(z)$. As explained in Section 5.3, it is estimated that

$$t_\text{dep}(z) = 1.5(1 + z)^{\alpha}[\text{Gyr}],$$

with $\alpha$ measured to be $-1.0$ by Tacconi et al. (2013) and predicted to be $-1.5$ in the analytic model of Davé et al. (2012). The relation is normalized to the typical depletion time of 1.5 Gyr observed in local galaxies (Leroy et al. 2008; Bigiel et al. 2011; Saintonge et al. 2011b, 2012). Based on studies of the slope and redshift evolution of the star formation MS, the typical SFR (in Gyr$^{-1}$) of a star-forming galaxy of mass $M_\star$ at redshift $z$ is

$$sSFR(M_\star, z) = \begin{cases} 0.07 \left( \frac{M_\star}{10^{10} M_\odot} \right)^{-0.1} (1 + z)^3 & \text{if } z < 2, \\ 0.30 \left( \frac{M_\star}{10^{10} M_\odot} \right)^{-0.1} (1 + z)^{5/3} & \text{if } z > 2. \end{cases}$$

The above equation is presented by Lilly et al. (2013) based on results from a number of recent high-redshift imaging surveys (Noeske et al. 2007; Elbaz et al. 2007; Daddi et al. 2007; Pannella et al. 2009; Stark et al. 2013). The expected redshift evolution of the gas fraction for galaxies of a given stellar mass can then be obtained by combining Equations (9)–(11). For galaxies in the mass range $10^{10}$–$5 \times 10^{11}$ and for $\alpha = -1.0$ in Equation (10), the expected trend is shown in Figure 11 as the light gray band. At $z > 2$, $f_\text{gas}$ flattens out because of the shallower evolution of SFR with redshift mostly canceling out the $(1 + z)^{-1}$ term from the $t_\text{dep}(H_2)$ relation (Equation (10)). This model predicts a very modest evolution of the mean gas fraction from 47% at $z = 2.2$ to 49% at $z = 2.8$, consistent with our measurement.
A different behavior for \( f_{\text{gas}}(z) \) can be obtained by modifying the redshift-dependence of either \( t_{\text{dep}} \) or sSFR (Equation (9)). For example, if a value of \( \alpha = -1.5 \) is used to set the evolution of \( t_{\text{dep}} \), the mean gas fraction expected at any redshift is lower than in the first model. However, since there is no observational evidence for a redshift evolution of \( t_{\text{dep}} \) different from what has been assumed so far, we instead turn our attention to sSFR.

Equation (11) assumes that at fixed stellar mass, the sSFR increases as \( (1 + z)^3 \) out to \( z = 2 \), and that this evolution then slows down to \( (1 + z)^{5/3} \). If instead we took sSFR to keep increasing steadily with redshift, for example, as \( \text{sSFR} \sim M_{\star}^{-0.3} (1 + z)^{2.8} \) (Tacconi et al. 2013), the predicted mean gas fraction at \( z = 2.8 \) would become 57%, in tension with our measured value of 40% ± 15%.

Alternatively, it has been reported that the characteristic sSFR of MS galaxies reaches a plateau at \( z \sim 2 \) (Stark et al. 2009; González et al. 2010; Rodighiero et al. 2010; Weimann et al. 2011; Reddy et al. 2012). If we assume that sSFR increases up to \( z = 2 \) according to Equation (11) and then remains constant at \( z > 2 \), the mean gas fraction is predicted to drop to 41% at \( z = 2.8 \). While this behavior is consistent with the observations presented here, the existence of such a plateau in sSFR at \( z \sim 2-7 \) has recently been challenged. After accounting for contamination by strong line emission, different authors suggest an increase of the mean sSFR by a factor of 2–5 between \( z = 2 \) and \( z = 7 \) (e.g., Bouwens et al. 2012; Stark et al. 2013; Gonzalez et al. 2012). Therefore, this decrease in \( f_{\text{gas}} \) at \( z > 2 \) should be considered as a lower limit, with the relation based on Equation (11) providing the most realistic prediction of the redshift evolution of the gas fraction, as supported by our observations.

5.3.1. Missing Cold Gas at \( z > 2 \)?

Another factor that could contribute to the redshift evolution of the gas fraction is the relative contribution of atomic hydrogen to the cold gas budget of the galaxies (\( M_{\text{HI}} + M_{\text{H}2} \)) at the different epochs. For star-forming galaxies with \( 10.5 < \log M_{\star}/M_{\odot} < 11.5 \) at \( z = 1-2 \) such as those in the PHIBSS sample, it is generally assumed that \( M_{\text{H}2} \gg M_{\text{H}I} \), at least within the parts of the disks where star formation is actively taking place. This assumption is based on the observed high surface densities, above the characteristic threshold for the atomic-to-molecular conversion. On the other hand, for nearby galaxies with \( \log M_{\star}/M_{\odot} > 10.0 \), it is observed that \( M_{\text{H}I} \sim 3M_{\text{H}2} \), albeit with large galaxy–galaxy variations (Saintonge et al. 2011a). An important fraction of this atomic gas is located in the outer regions of galaxies, outside of the actively star-forming disks, but even within the central regions, a significant fraction of the cold gas is in atomic form as the \( \text{H}1-\text{H}2 \) transition typically occurs at a radius of \( \sim 0.4R_{25} \) (Bigiel et al. 2008; Leroy et al. 2008). Therefore, we can estimate that on average within \( r_{25} \), \( M_{\text{H}I} \sim M_{\text{H}2} \), raising the cold gas mass fraction from 8% when only the molecular phase was considered to \( \sim 15\% \). We cannot directly quantify the fraction of atomic gas in our high-redshift lensed galaxies, but it could be significant given the low stellar masses. Not only do we know locally that the \( \text{H}1 \) fractions increase as stellar masses decrease (Catinella et al. 2010, 2012; Cortese et al. 2011; Huang et al. 2012), it can also be expected that the gas surface densities are lower in the \( z > 2 \), \( \log M_{\star}/M_{\odot} \sim 10 \) lensed galaxies than in others at the high-mass end of the star-formation MS. Therefore, an additional interpretation for the low mean value of \( f_{\text{H}2} \) at \( z = 2.8 \) is that a higher fraction of the cold gas mass is in neutral form than in the sample at \( z = 1.2 \) and 2.2. However, were we missing a significant cold gas component, we would have measured lower than expected gas-to-dust ratios, as any dust should be mixed with both the molecular and atomic phases of the ISM. Figure 8 shows the opposite behavior, suggesting that the lower gas fraction measured at \( z = 2.8 \) is not the result of neglecting the atomic component.

6. SUMMARY OF OBSERVATIONAL RESULTS AND CONCLUSIONS

The main observational results presented in this paper can be summarized as follows.

1. We measure a mean molecular gas depletion time of 450 Myr at \( z = 2.5 \). This decrease of \( t_{\text{dep}} \) by a factor of five since \( z = 0 \) and 1.5 since \( z = 1 \) is consistent with the expected scaling of \( t_{\text{dep}} = 1.5(1+z)^{-2} \) if the depletion time is linked to the dynamical timescale. Our results validate up to \( z \sim 3 \) and down to \( M_{\star} \sim 10^{10} M_{\odot} \) the calibration of this relation established by Tacconi et al. (2013) out to \( z = 1.5 \) using data from the PHIBSS and COLD GASS surveys and a metallicity-dependent conversion factor.

2. The mean gas fraction measured at \( z = 2.8 \) is 40% ± 15% (44% after accounting for sample incompleteness), suggesting that the trend of increasing gas fraction with redshift \([f_{\text{gas}}] = [0.08, 0.33, 0.47] \) at \( z = [0, 1, 2] \) does not extend beyond \( z \sim 2 \). This observation is consistent with recent studies suggesting that the evolution of the mean sSFR of MS galaxies slows down or even reaches a plateau beyond \( z = 2 \).

3. The lensed galaxies at \( z > 2 \) exhibit high dust temperatures, with values of \( \sim 50 \) K such as found typically only in galaxies with extreme IR luminosities. The high values of \( T_{\text{dust}} \) are a consequence of the fact that the lensed galaxies have low metallicities and short gas depletion times, as expected for their high redshifts and low stellar masses.

4. Using CO line luminosities, dust masses, and direct metallicity measurements, the conversion factor \( \alpha_{\text{CO}} \) for the lensed galaxies is estimated using the “inverse K-S” and the gas-to-dust ratio methods, and in both cases agrees with a scaling of \( \alpha_{\text{CO}} \propto Z^{-1.3} \) as parameterized by Genzel et al. (2012).

5. The gas-to-dust ratios in the \( z > 2 \) lensed galaxies exhibit the same metallicity dependence as observed in the local universe, but with a systematic offset (Figure 8). At fixed metallicity, we observe \( \delta_{\text{GDR}} \) to be larger by a factor of 1.7 at \( z > 2 \), suggesting that applying the local calibration of the \( \delta_{\text{GDR}} \)-metallicity relation to infer the molecular gas mass of high-redshift galaxies may lead to systematic differences with CO-based estimates. Most of these results could be explained by assuming that our lensed galaxies sample, mostly selected in SDSS imaging based on high luminosities at rest-UV wavelengths, is heavily biased toward dust-poor objects. This could serve to explain, for example, the high dust temperatures, the low dust and gas masses, and the short depletion times. However, we have conducted extensive tests (see Section 2.1.1), and could not find evidence of any such bias. Instead, the sample appears to be representative of the overall population of MS galaxies at \( z = 2.5 \) with \( M_{\odot} \sim 10^{10} M_{\odot} \). While it should be kept in mind that sample biases may be present, in the absence of evidence to the contrary we have proceeded with the analysis under the
assumption that our results apply to the bulk of the high-redshift galaxy population.

The combined Herschel and IRAM observations presented in this paper then suggest that MS galaxies with modest stellar masses \((9.5 < \log M_*/M_\odot < 10.5)\) at \((z) = 2.5\) have high SFEs and a molecular gas mass fraction no larger than measured at \(z = 1–2\), consistent with a simple model where the redshift evolution of the characteristic sSFR of MS galaxies can be explained by a slowly varying gas depletion time and the measured gas fractions. The short depletion times and the possible redshift evolution of the gas-to-dust ratio imply that these high-redshift galaxies have less dust at fixed SFR, producing the high \(T_{dust}\) values we measure as each dust grain is exposed to more radiation (Figure 7).

Before concluding, we wish to point out that the equilibrium model on which this analysis relies requires that the gas depletion timescale is shorter than the accretion timescale. This balance is reached at a redshift \(z_{eq}\). At \(z > z_{eq}\), the star formation process cannot keep up with the accretion of new gas, and this is thus the epoch where the gas reservoirs of the galaxies are filling up with gas fractions that are expected to be high. However, the exact value of \(z_{eq}\) is still debated. For example, Davé et al. (2012) found that \(z_{eq} \sim 2\) in the absence of outflows, but that even modest outflows raised the threshold to \(z_{eq} \sim 7\), the latter value being in agreement with the analytical work of Boucè et al. (2010). On the other hand, Krumholz & Dekel (2012) suggest that \(z_{eq} \sim 2\), and Papovich et al. (2011) estimate that \(z_{eq} \sim 4\), using a sample of LBGs and an indirect measurement of gas fractions.

In this study, we have used direct measurements of CO line fluxes and the power of gravitational lensing to push the study of the redshift evolution of gas fractions to higher redshifts. After correcting for sample incompleteness, Tacconi et al. (2013) measure a mean gas fraction of 47% at \(z \sim 2.2\). In this study, we directly measure a mean gas fraction of 40% at \((z) = 2.8\), which is then corrected upward to 44% after accounting for sample incompleteness. This observation suggests that \(f_{gas}\) does not increase significantly between \(z = 2\) and 3. A similar conclusion was reached by Magdis et al. (2012b) based on CO observations of two \(z \sim 3\) LBGs. Since gas fractions are expected to be high during the gas accretion phase, these results may indicate that we have not yet observationally reached the regime where galaxies are out of equilibrium, and therefore that \(z_{eq} > 3\). The improved determination of stellar mass and SFRs in large samples of galaxies beyond \(z = 2\), as well as the direct measurement of gas masses in normal star-forming galaxies at \(z > 3\) with ALMA and NOEMA will be essential to refine this picture.
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APPENDIX A

SDSS J1137+4936 LEN S MODEL

J1137 is a galaxy-scale gravitational lens system, where a luminous red galaxy (i.e., the lens galaxy) at \(z = 0.45\) is forming a bright blue arc of the background source (i.e., the source galaxy). Follow-up spectroscopy of the bright blue arc by Kubo et al. (2009) confirms a primary source galaxy redshift of \(z = 1.41\) and shows evidence of a secondary source galaxy at \(z = 1.38\). As shown in Figure 2 of Kubo et al. (2009), SDSS imaging of the blue arc resembles two split knots and does not distinguish between the two background sources that are very close in redshift, forming nearly overlapping multiple images. However, multiwavelength HST-WFPC2 imaging of SDSS J1137 indicates that the bright blue arc is comprised of several images, as shown in Figure 12 (left). Figure 12 (right) demonstrates the subtraction of the lens galaxy light profile, showing the lensed features more clearly:

1. features A–C, which resemble three small knots merging together to form a faint secondary arc, result from the lensing of the source galaxy at \(z = 1.38\);
2. feature D is an extraneous, non-lensing object that is masked during the initial lens modeling process;
3. feature E corresponds to the primary lensed arc, resulting from the lensing of the source galaxy at \(z = 1.41\).

Therefore, an accurate lens model must account for all images except D.

We use LENSFIT (Peng et al. 2006), an extension of the galaxy decomposition software GALFIT (Peng et al. 2002, 2010) for strong gravitational lens analysis, to derive the lens model. We refer the reader to Peng et al. (2006) and Bandara et al. (2013) for a detailed overview of LENSFIT and its application for the analysis of galaxy-scale gravitational lenses discovered in the Sloan Lens ACS (SLACS) Survey, and summarize our methodology below. To describe the mass distribution of the lens galaxy, we assume a singular isothermal ellipsoid mass model (SIE; Kormann et al. 1994) with an external shear field to model the tidal effects by nearby objects. The projected mass density of the SIE model is

\[
\kappa(x, y) = \frac{b}{2} \left[ \frac{2q^2}{1 + q^2} \left( x^2 + y^2/q^2 \right)^{-1/2} \right],
\]

where \(b\) is the mass scale and \(q\) is the axis ratio of the mass model. The mass scale parameter \((b)\) is approximately the Einstein radius of the lens (denoted as \(b_{SIE}\)); however, this relation is only exact at the \(q = 1\) limit (Kochanek et al. 2001; Peng et al. 2006). At this limit, \(b_{SIE}\) is related to the physical quantities of the mass model by

\[
b_{SIE} = 4\pi \frac{\sigma_{SIE}^2}{c^2} \frac{D_L S}{D_S},
\]
where $\sigma_{\text{SIE}}$ is the velocity dispersion of the mass model, and $D_{1\text{S}}$ and $D_{3}$ are angular diameter distances from the lens to the source galaxy and from the observer to the source galaxy, respectively (Kochanek et al. 2001). The SIE mass model of LENSFIT is characterized by the following parameters: mass model centroid ($\chi_{\text{SIE}}, y_{\text{SIE}}$), Einstein radius ($\theta_{\text{SIE}}$), axis ratio of the mass model ($q_{\text{SIE}}$), position angle (P.A.) of the major axis measured E from N ($\text{P.A.}_{\text{SIE}}$), external shear ($\gamma_{\text{SIE}}$), and the P.A. of the external shear component measured E from N ($\text{P.A.}_{\gamma}$). Furthermore, LENSFIT is a parametric lensing code that describes the unlensed source galaxy light profile through a set of parametric functions. To model the source galaxies of J1137, we use Sérsic profiles (Sersic 1968),

$$\Sigma(r) = \Sigma_e \exp\left(\frac{-\kappa(n)}{(r/r_h)^{1/n} - 1}\right),$$  \hspace{1cm} (A3)

where $\Sigma(r)$ is the surface brightness at a given radius $r$, $r_h$ is the half-light radius (i.e., also referred to as the effective radius, $r_e$), $\Sigma_e$ is the pixel surface brightness at the effective radius, and $n$ is the concentration parameter. The elliptically symmetric Sérsic profile is characterized by the following parameters: position of the Sérsic component ($x_s, y_s$), half-light radius ($r_h$), apparent magnitude ($m$), the Sérsic index ($n$), axis ratio of the elliptical profile ($q$), and the P.A. of the major axis measured E from N ($\text{P.A.}_{\text{SIE}}$).

We perform the lens modeling of J1137 in the HST-WFPC2 filters F814W, F606W, and F450W. Since the gravitational lensing phenomenon is achromatic, the mass-model should be identical across multiple filters within the systematic uncertainties. Therefore, when modeling a gravitational lens in multiple filters, the mass-model parameters are typically fixed to those determined by the highest signal-to-noise filter (in this case, the F814W filter). However, we allow the SIE mass model parameters to vary freely for the F606W filter (which also has high signal-to-noise), such that we can test whether the lens modeling process is sufficiently robust to converge to the same mass model parameters for different filters. We find that the SIE mass model parameters from F814W and F606W imaging are virtually indistinguishable, thus confirming that the lens model solution is robust. Since F450W imaging has a lower signal to noise, we initially fix the SIE mass model parameters to those constrained by F814W and F606W imaging. During the final iteration of the F450W lens model, we allow the mass model to vary freely and find that the fractional difference between F450W parameters and those obtained from F814W/F606W imaging is less than ~2%.

The morphology of the $z = 1.41$ unlensed source galaxy (which forms the lensed arc E on the image plane) is best described by three Sérsic components, in the F814W and F606W filters, and two Sérsic components in the F450W filter. In addition, the morphology of the $z = 1.38$ unlensed source galaxy (which forms features A through C on the image plane) is best described by a single Sérsic component in all three filters. Figure 13 shows the results of lens modeling of SDSS J1137 in the F814W filter. As indicated by the “double residual” image of SDSS J1137, shown in the fourth panel of Figure 13, the complete lens model predicts images A through C but not D (which was unmasked during the final steps of the lensing analysis).

LENSFIT output parameters include the unlensed flux of each Sérsic component of the source galaxy light profile. Due to the circular feedback mechanism between the mass model and the source galaxy light profile, the use of multiple Sérsic components to describe the unlensed source galaxy yields the best-fit mass model. In other words, it is important to minimize the residuals of the source galaxy light profile to fully constrain the mass model, using multiple Sérsic components if necessary. However, from the standpoint of computing the overall intrinsic properties of the source galaxy (e.g., for comparison with non-lensed galaxy samples), we require a simplified representation that mimics the analysis techniques of high-redshift studies which typically use a single Sérsic component in galaxy fitting. Therefore, we compute the global properties of the unlensed $z = 1.41$ source galaxy (i.e., the flux of a single Sérsic component that best minimizes the overall residuals) by performing an additional LENSFIT iteration using single Sérsic components.

The SIE mass model, which was fully constrained by the use of multiple Sérsic components to define the $z = 1.41$ source galaxy, and the $z = 1.38$ source galaxy light profile parameters are fixed to those implied by the best-fit lens model.
For this study, the quantity of interest is the magnification factor of the source galaxy at $z = 1.41$ resulting in lensed image $E$, defined as

$$\text{magnification factor} = \frac{\text{flux of the lensed image}}{\text{flux of the unlensed galaxy}}.$$  \hspace{1cm} \text{(A4)}

We use the SExtractor photometry package (Bertin & Arnouts 1996) to deblend and measure the flux within the lensed image $E$ in all three filters. We then combine the total flux of the lensed image, obtained from the SExtractor photometry, and the unlensed flux of the global source galaxy profile to derive the magnification factor, according to Equation (A4). The total magnification factor of SDSS J1137 is the mean value of the F814W, F606W, and F450W filters and corresponds to $\sim 17\times$. To estimate the uncertainty on this measurement, we propagate the errors coming from the determination of both the unlensed and lensed galaxy fluxes, of which the magnification factor is the ratio. The former includes the error on the slope of the mass model (Marshall et al. 2007), the error caused by the lens galaxy subtraction, and the error associated with the PSF model, while the lensed galaxy flux uncertainty comes only from the SExtractor photometry. Including all these sources of uncertainty, we arrive at a total error of 18% for the magnification factor of J1137. This also justifies our choice of a blanket 20% uncertainty on the magnification factors taken from the literature when published without an uncertainty value (see Table 1).

APPENDIX B

IRAC PHOTOMETRY OF THE LENSED GALAXIES

The Spitzer archive was queried for observations of the lensed galaxies in the 3.6 $\mu$m and 4.5 $\mu$m bands, and the calibrated images retrieved. The only lensed galaxy in our sample without IRAC coverage is J1441. The 3.6 $\mu$m images of the other 16 galaxies are shown in Figure 14. Most of the lensed galaxies appear as extended arcs in the IRAC images, and they are generally located within the wings of the foreground lenses, which are typically bright at these wavelengths. For these two main reasons, standard photometry packages are not optimal, and instead a custom IDL script was written to measure accurate fluxes.

We define an annulus, typically centered on the foreground lens, that fully encompasses the arc. The section of this annulus containing the arc is used to integrate the flux of the object, and the remaining section is used to estimate the background, as indicated in Figure 14. The advantages of this approach are twofold: (1) the shape of the aperture naturally matches that of the lensed arcs, and (2) the background is estimated over a region with equivalent noise properties and contamination from the bright lens. The exact parameters defining the aperture (inner and outer radii, P.A. and opening angle) are fixed using curve of growth arguments. In Figure 14, the curves of growth obtained by changing the outer radius of the apertures are shown. The background level within the aperture is estimated by measuring the mode of the sky pixels in the “background aperture” and multiplying it by the area of the aperture. The mode is calculated with the MMM task in IDL (based of the DAOPHOT task of the same name), allowing an accurate measure of the sky properties even in the presence of bright point sources within the “background aperture.” The error on the total flux of the lensed galaxy is obtained by adding in quadrature the uncertainty on the flux in the aperture from the IRAC error map, the scatter in the sky values, and the uncertainty in the mean sky brightness.

However, some of the lensed galaxies are best modeled by a simple circular aperture than with an arc aperture. This is the case of the Eye, the Eyelash, cB58, J0744, J1149, and J1226. In these cases, a simple circular aperture is used, with a radius determined from the curve of growth (see Figure 14). The background is determined from an annulus around this aperture, using the same technique previously described. For the lensed galaxy J0712, neither technique produces reliable results, since the faint blue arc is heavily blended with the brighter lens, as shown in Figure 14. For that galaxy, we adopt the stellar mass of $\log M_*/M_\odot = 10.23 \pm 0.48$ derived by Richard et al. (2011) from SED fitted to the HST photometry.

The final, background subtracted fluxes at 3.6 $\mu$m and 4.5 $\mu$m are summarized in Table 3, and our methodology to derive stellar masses from these fluxes is described in Section 4.1.

APPENDIX C

NOTES ON INDIVIDUAL OBJECTS

C.1. AGN Contamination in J0901?

The lensed galaxy J0901 has been reported by Hainline et al. (2009) to harbor an AGN, based on a high [NII]/H$\alpha$ ratio, above the range expected from star-forming galaxies, suggesting excitation of the lines through AGN and/or shocks (e.g., Kewley et al. 2001; Levesque et al. 2010). Therefore, care must be taken that the AGN emission does not affect our estimates of stellar mass and SFR. Since our stellar masses are derived from the IRAC photometry at 3.6 $\mu$m and 4.5 $\mu$m, in Figure 15, we compare the shape of the observed...
Figure 14. IRAC 3.6 μm images, each 40″ × 40″, for all lensed galaxies in the sample with the exception of J1441 where no such data exist. The apertures used to extract flux measurements are shown with the solid blue lines, and the areas used for background estimation are delineated by the dashed orange lines. In the case of J0712, no reliable flux measurement could be made due to the severe blending between the foreground lens (red cross) and the faint arc (blue line). For all other galaxies, the right panel shows the curve of growth, as was used to determine the maximum size of the aperture (vertical blue lines).

(A color version of this figure is available in the online journal.)
near-infrared SED to templates from the SWIRE library (Polletta et al. 2007). The emission observed in the IRAC bands is fully consistent with the starburst templates, suggesting that the AGN contribution to the mid-infrared emission is negligible.

(A color version of this figure is available in the online journal.)

Figure 15. Fluxes in the IRAC bands for J0901, compared with template SEDs from the library of Polletta et al. (2007) normalized to the observed wavelength of 4.5 μm. Shown are spectra of both starbursts (yellow, orange, and red lines) and AGN-dominated objects (blue and green lines), confirming the conclusion of Fadely et al. (2010) that the AGN contribution to the mid-infrared emission is negligible.

C.2. Metallicity Measurement for J1226

In the absence of a [N II]/Hα ratio measurement, we computed the metallicity for J1226 using the $R_{23}$ and $O_{32}$ indicators, using Hβ, [O III], and [O II] line fluxes from the spectrum of Wuys et al. (2012a), further corrected for extinction (J. R. Rigby 2013, private communication). The values derived are $log R_{23} = 1.00 \pm 0.13$ and $log O_{32} = 0.09 \pm 0.18$. To compute a metallicity from these line ratios, we use the calibration of McLaughlin (2011) as parametrized by Kuzio de Naray et al. (2004). The measured values of $R_{23}$ and $O_{32}$ put this galaxy at the transition between the two branches of the relation, with $12 + log O/H = 8.46$ and 8.45 for the lower and upper branches, respectively. Therefore, we can obtain a reliable metallicity estimate, even without [N II]/Hα to discriminate between the two branches. Finally, we use the relation of Kewley & Ellison (2008) to convert this metallicity to the Denicolò et al. (2002) scale, for consistency with the rest of the sample (Section 4.4). The final value we adopt for J1226 is $12 + log O/H = 8.27 \pm 0.19$, where the uncertainty is the sum in quadrature of the propagated measurement errors, and the average scatter of 0.15 in the McLaughlin (1991) calibration.
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