Interrelations between dopamine and serotonin producing sites and regions of the default mode network
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Abstract
Recent functional magnetic resonance imaging (fMRI) studies showed that blood oxygenation level-dependent (BOLD) signal fluctuations in the default mode network (DMN) are functionally tightly connected to those in monoaminergic nuclei, producing dopamine (DA), and serotonin (5-HT) transmitters, in the midbrain/brainstem. We combined accelerated fMRI acquisition with spectral Granger causality and coherence analysis to investigate causal relationships between these areas. Both methods independently lead to similar results and confirm the existence of a top-down information flow in the resting-state condition, where activity in core DMN areas influences activity in the neuromodulatory centers producing DA/5-HT. We found that latencies range from milliseconds to seconds with high inter-subject variability, likely attributable to the resting condition. Our novel findings provide new insights into the functional organization of the human brain.
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1 INTRODUCTION
Dopaminergic and serotonergic centers in the midbrain and brainstem are the primary sources of the neurmodulatory transmitters dopamine (DA) and serotonin (5-HT). They exert a profound influence on affective and cognitive processes in healthy subjects (Koot et al., 2012) and are considered to be functionally aberrant in various psychiatric disorders such as schizophrenia (Rolland et al., 2015) or major depression (Wagner et al., 2017).

Multiple lines of evidence suggest that blood oxygenation level-dependent (BOLD) signal fluctuations in the default mode network (DMN), are functionally tightly connected to these DA and 5-HT nuclei (Bär et al., 2016; Tomasi & Volkow, 2014; Wagner et al., 2018).

The DMN is one of the most widely studied functional brain networks. At rest, when the mind is engaged in preprocessing of one’s own mental interior, the DMN exhibits increased activity and energy consumption while exhibiting lower activity during focusing on external stimuli (Greicius, Krasnow, Reiss, & Menon, 2003; Raichle et al., 2001). Core regions within the DMN are the ventromedial prefrontal cortex (VMPFC), the perigenual anterior cingulate cortex (pACC), the dorsomedial prefrontal cortex (DMPFC), the posterior cingulate cortex (PCC), the inferior parietal lobe, the lateral temporal cortex and the hippocampal formation (Buckner, Andrews-Hanna, & Schacter, 2008).

Pharmacological studies have demonstrated that activity within the DMN is influenced by DA and 5-HT neurotransmission (Carhart-Harris et al., 2013; Kelly et al., 2009; Kunisato et al., 2011; Metzger, Wiegens, Walter, Abler, & Graf, 2016; Nagano-Saito et al., 2008;
van de Ven, Winigen, Kuypers, Ramaekers, & Formisano, 2013; van Winigen et al., 2014; Wagner et al., 2017). For instance, the fractional amplitude of low-frequency fluctuations in DMN areas is altered during acute tryptophan depletion (ATD), a technique used to decrease plasma levels of the 5-HT precursor tryptophan (Bär et al., 2020; Kunisato et al., 2011). Similarly, the functional connectivity between frontal areas and striatum is reduced under conditions of DA depletion (Nagano-Saito et al., 2008). In a more recent study, van Winigen and colleagues reported reduced functional connectivity between VMPFC and lateral parietal cortex after prolonged intake of serotonin-norepinephrine reuptake inhibitors (van Winigen et al., 2014). Together, these studies demonstrate that the functional integrity of the DMN is subject to the influence of the neurotransmitters 5-HT and DA.

Anatomically, the ascending monoamine systems are widely distributed across multiple brain regions, including core areas of the DMN. The ventral tegmental area (VTA) and substantia nigra pars compacta (SNc)—the DA-synthesizing centers—are the respective origins of the mesocorticolimbic dopaminergic and nigrostriatal systems (Ungerstedt, 1971). The mesocorticolimbic dopaminergic system projects from VTA to the nucleus accumbens (Nac) and cortical and limbic regions, including the medial prefrontal cortex, hippocampus, and amygdala (Ikemoto, 2007). Similarly, the 5-HT system projects from the two upper raphe nuclei—the nucleus raphes dorsalis (DRN) and nucleus centralis superior (Ncs)—via the thalamus to the amygdala and hippocampus and reaches distant regions such as VMPFC and PCC (Azmitia & Segal, 1978).

Recently, using resting-state functional connectivity and graph theoretical analysis, we found that BOLD signal fluctuations in DA and 5-HT centers were significantly correlated with signal fluctuations in VMPFC and PCC and that those centers were thus functionally integrated into the DMN (Bär et al., 2016). Although this study showed the existence of a functional interplay between dopaminergic-serotonergic nuclei and the DMN, there is still little understanding of the directional causal relationship between these regions.

Causal relationships or effective connectivity measures the direct influence that a given neuronal system exerts over others (Friston, 1994), thus providing a mechanistic model to explain the cause of specific functional interactions between brain regions. Combining methods to assess effective connectivity, for example, Granger causality (GC) (Abler et al., 2006; Deshpande, LaConte, James, Peltier, & Hu, 2009; Gaglianese, Costagli, Bernardi, Ricciardi, & Pietrini, 2012; Kayser, Sun, & D’Esposito, 2009; Roebroeck, Formisano, & Goebel, 2005; Seth, Chorley, & Barnett, 2013; Stenner et al., 2015) and methods that quantify the relative latencies between connected areas, such as coherence-based phase delay (Biswal, Yetkin, Haughton, & Hyde, 1995; Lauritzen, D’Esposito, Heeger, & Silver, 2009; Sun, Miller, & D’Esposito, 2005), might improve the understanding of the temporal hierarchy between regions. GC is a data-driven exploratory approach based on linear regressive models that can be applied directly to any time series and does not require prior assumptions about the underlying neural circuitry (Roebroeck, Formisano, & Goebel, 2011). While this method allows inferences about effective connectivity based on the temporal precedence between time-series, it cannot directly measure the relative timing between them. Measuring temporal delays in the brain is crucial to assess how the network’s regions interact and to unravel the sequence of cognitive processes within the network (Sun et al., 2005). Coherence-based methods can estimate time delays by determining phase differences in the coherence between fMRI time series (Lauritzen et al., 2009; Sun et al., 2005). Since the calculation of coherence-based phase delays takes place in the frequency domain, it is largely unaffected by regional variations in the shape of the hemodynamic response function (HRF) (Aguirre, Zarahn, & D’Esposito, 1998; Handwerker, Ollinger, & D’Esposito, 2004). The combination of GC and coherence-based methods has been used in the past to investigate the functional organization of the motor cortex (Brovelli et al., 2004; Kayser et al., 2009) and visual areas (Gaglianese et al., 2012).

Despite the advantages that both methods offer over other approaches, their application to fMRI data can be compromised by several factors. In particular, the temporal scale on which the data is sampled is critical for the interpretation of GC and coherence. Standard fMRI protocols involve sampling intervals (TR) of a few seconds, which by far exceed the millisecond scale of typical inter-neuron delays. Using long TR can lead to pseudocausality impacting the model order estimation in GC (Kayser et al., 2009; Seth et al., 2013). Similarly, the phase-delay fails to capture the corresponding latency between two time-series if the TR becomes too long (Kayser et al., 2009). Recent progress in simultaneous multi-slice acquisition using parallel imaging has made it possible to reduce TR by more than 10 times (Feinberg et al., 2010). At this fine-grained temporal scale, the sensitivity and stability of GC are increased compared with standard acquisitions (Lin et al., 2014; Wen, Rangarajan, & Ding, 2013).

The present study aims to gain more insight into the causal relationship between DMN regions and the DA and 5-HT nuclei. Based on the pharmacological (Kunisato et al., 2011; Nagano-Saito et al., 2008; van Winigen et al., 2014) and known anatomical (Azmitia & Segal, 1978; Ikemoto, 2007) evidences linking DA and 5-HT centers located in midbrain/brainstem with DMN, we tested the hypothesis that these neuromodulatory centers exert a primary bottom-up drive to DMN. To this end, we estimated interregional interactions during the resting-state condition by describing the temporal relationship between BOLD signal fluctuations in core DMN regions and midbrain/brainstem nuclei using Granger causality and phase delay analysis. To overcome the above-mentioned methodological concerns regarding the slow temporal fMRI resolution, we used an ultra-fast fMRI acquisition while preserving a relatively high spatial resolution.

## 2 | MATERIAL AND METHODS

### 2.1 | Subjects

Thirty-two healthy subjects (average age = 24.9 ± 2.5 years, range: 21–31 years, 18 females) recruited from the local university community were studied using resting-state fMRI. None of the participants had any present or past history of psychiatric, neurological, or other
clinically significant disorders, as assessed by the short form of the structured diagnostic interview for ICD-10 psychiatric disorders (M.I. N.J. International Neuropsychiatric Interview (Sheehan et al., 1998). According to the modified version of the Annett’s handedness inventory (Briggs & Nebes, 1975), all participants were right-handed. Informed written consent was obtained in accordance with the protocols approved by the local Ethics Committee.

2.2 Data acquisition

Data were collected on a 3T whole body-system equipped with a 12-element head matrix coil (MAGNETOM TIM Trio, Siemens). The protocol consisted of a resting state scan followed by a structural scan. Participants were instructed to keep their eyes closed during the entire measurement. T2*-weighted images were obtained using a multiband multislice GE-EPI sequence (TR = 484 ms, TE =30 ms, flip angle = 90°, multiband factor = 8) with 56 contiguous transverse slices of 2.5 mm thickness covering the entire brain and including the lower brainstem. The matrix size was 78 x 78 pixels with an in-plane resolution of (2.5 x 2.5) mm2 corresponding to a field of view of 195 mm x 195 mm. A series of 1900 whole-brain volume sets were acquired in one session lasting ~15 min. The choice of fMRI parameters represents a trade-off between fMRI imaging of the cortex and midbrain/brainstem and reliable estimation of GC and phase-delay. Given the susceptibility of midbrain/brainstem areas to signal loss and image distortion, fMRI data were visually inspected for these artifacts. None of the participants’ data had to be discarded due to excessive signal loss or distortion.

High-resolution anatomical T1-weighted volume scans (MP-RAGE) were obtained in sagittal orientation (TR = 2.300 ms, TE = 3.03 ms, TI = 900 ms, flip angle = 9°). FOV = 256 mm x 256 mm, matrix 256 x 256, number of sagittal slices = 192, acceleration factor (PAT = 2) with an isotropic resolution of (1 x 1 x 1) mm3.

2.3 Physiological recordings during fMRI

During the fMRI scan, respiratory and cardiac signals were recorded simultaneously using an MR-compatible BIOPAC MP150 polygraph (BIOPAC Systems Inc., Goleta, CA) and digitized at 500 Hz. Respiratory activity was assessed by a strain gauge transducer incorporated in a belt tied around the chest, approximately at the level of the processus xiphoideus. The cardiac signal, photoplethysmograph (PPG) signal, was recorded using a pulse oximeter attached to the proximal phalanx of the index finger of the subject’s left hand.

To remove MRI-related or movement artifacts, the PPG signal was band-pass filtered (0.05-3 Hz), and the respiratory signal was low-pass filtered with a cutoff frequency of 10 Hz. Pulse-wave onsets were automatically extracted by detecting peaks of the temporal derivative of the filtered PPG signal (Schumann et al., 2018). The quality of peak detection was visually inspected. Correction of false positives (related to movements or extrasystolic beats) was performed by seeking the true pulse wave, while negatives (lack of detection) were approximated by taking half of the interval between the two adjacent beats.

2.4 fMRI preprocessing

Resting-state data analysis was performed using SPM12 (http://www.fil.ion.ucl.ac.uk/spm) and AFNI software package (https://afni.nimh.nih.gov/). The first 20 images were discarded to ensure a steady-state tissue magnetization condition. Physiological noise correction was conducted by regressing eight RETROICOR regressors on a slice-wise basis to model the effects of the respiratory and cardiac cycles (Glover, Li, & Ress, 2000). We also generated five regressors for respiration volumes per time (RVT) on a slice-wise basis, which model slow blood oxygenation level fluctuations (Birn, Smith, Jones, & Bandettini, 2008). The RVT regressors consisted of the RVT function and four delayed terms at 5, 10, 15, and 20 s, respectively (Birn et al., 2008). By combining the RETROICOR with the RVT regressors, the BOLD signal was cleaned from almost all physiologically-induced fluctuations. RETROICOR and RVT regressors were generated by AFNI’s "RetroTS.m," which takes the cardiac and respiratory time series, synchronized with the fMRI acquisition, as input (Jo, Saad, Simmons, Milbury, & Cox, 2010).

Further preprocessing steps of the fMRI data included rigid body realignment to the mean of all images, removal of motion parameters using multiple regression, and high pass filtering to remove all non-relevant ultra-slow fluctuations below 0.01 Hz. Since GC analysis of BOLD time-series relies on high-frequency deflection due to the low-order autoregressive model, no low-pass filtering was performed. For resting-state functional connectivity analysis (RSFC), data were further low-pass filtered with a cutoff frequency of 0.08 Hz along with regression of white matter and cerebrospinal fluid signals and smoothed with a 6 mm full-width-at-half-maximum Gaussian kernel. Finally, images were normalized to the MNI space using the DARTEL (diffeomorphic anatomical registration through exponentiated Lie algebra) procedure integrated into SPM12 (Ashburner, 2007).

To improve the normalization procedure and to more precisely define regions-of-interest (ROIs) within the midbrain and brainstem for the subsequent time-series extraction, neuroimaging data were normalized to the spatially unbiased infra-tentorial template (SUIT, version 3.1) (Diedrichsen, 2006), available as an open-source SPM-toolbox. This procedure was performed after following all previous steps up to high-pass filtering with the cutoff frequency of 0.01 Hz. Using the SUIT toolbox, we applied the following preprocessing steps: (a) segmentation of the whole-brain image dataset as implemented in SPM12, (b) cropping of the image dataset, retaining only the cerebellum and brainstem, (c) normalization using the DARTEL engine (Ashburner, 2007), which uses gray- and white-matter segmentation maps produced during cerebellar isolation to generate a flowfield using Large Deformation Diffeomorphic Metric Mapping (LDDMM, Beg, Miller, Trouvé, & Younes, 2005), and (d) reslicing to a voxel size of (2 x 2 x 2) mm3.
2.5 | Definition of the seed regions

We focused on two dopaminergic centers located in the midbrain and two serotonergic centers in the brainstem. The dopamine-producing ventral tegmental area (VTA, A10) and substantia nigra pars compacta (SNc, A9) (Dahlström & Fuxe, 1964) and the two upper serotonergic Raphe nuclei, raphe dorsalis (DRN, B7) and nucleus centralis superior (NCS, B6 + B8), have been shown to be functionally connected and integrated into the DMN (Bär et al., 2016).

The definition of the location of the VTA and SNc was based on available atlases of the human brainstem (Naidich et al., 2009; Paxinos & Huang, 1995). Due to the high concentration of neuromelanin, the SNc (pars compacta) has a marked contrast to the SN pars reticulata (Yelnik, François, Percheron, & Heyner, 1987) and can be discriminated from neighboring regions, including the red nucleus and the superior cerebellar peduncle, to which it is located dorsolaterally. The VTA was defined by its lateral boundary adjacent to the substantia nigra, medial boundary adjacent to the interpeduncular fossa, and its extent in the posterior direction to halfway up the medial edge of the red nucleus. Finally, VTA and SNc nuclei were merged to form a single dopaminergic ROI (DOP). The DRN (MNI-coordinates, x = 2, y = −26, z = −18) and NCS (MNI-coordinates, x = 0, y = −32, z = −24) nuclei were defined as spherical ROIs of 4 mm radius and also merged to form a serotonergic ROI (SER). Other ROIs included the two core regions of the DMN, that is, PCC (MNI-coordinates, x = 26, y = −32, z = 18) and NCS (MNI-coordinates, x = 1, y = −12, z = 10). We included the thalamus because all ascending DA and 5-HT projections to subcortical and cortical regions pass through it. It serves as a functional and anatomical hub (Hwang, Hallquist, & Luna, 2013; Sherman, 2007) and has strong functional connectivity with midbrain/brainstem and DMN regions (Bär et al., 2016). The VMPFC and PCC ROIs were drawn as spheres of 10 mm radius, as defined in our previous studies (de la Cruz et al., 2019; de la Cruz, Schumann, Köhler, Bär, & Wagner, 2017), while the thalamic ROI was created using the WFU Pick Atlas (Maldjian, Laurienti, & Burdette, 2004; Maldjian, Laurienti, Kraft, & Burdette, 2003). Figure 1 shows all ROIs used throughout the study.

2.6 | Spectral Granger causality

Granger causality relies on the assumption that given two jointly distributed stochastic processes, say $X$ and $Y$, the prediction of the variable $X$ can be improved by incorporating past values of $Y$ (Granger, 1969). Each variable, $X$ and $Y$, can be modeled as an autoregressive (AR) process of order $p$. Here, we used spectral Granger causality (SGC) to examine the direction of influence between DMN areas and DA/5-HT nuclei in the resting state frequency range (i.e., 0.01–0.08; RS-band). SGC has the advantage of having a frequency domain decomposition, and in doing so, one may find at which frequencies two variables interact with each other. The causal spectral influence from $Y$ to $X$ at frequency $\lambda$ can be defined as (Barnett & Seth, 2011):

$$f_{Y \rightarrow X}(\lambda) = \ln \frac{|S_{X}\lambda(\lambda)|}{S_{X}\lambda(\lambda) - H_{XY}(\lambda)\Sigma_{Y}^{-1}H^{*}_{XY}(\lambda)}$$

In the above equation, $S_{X}\lambda(\lambda)$ is the auto-spectrum of $X$, $H_{XY}(\lambda)$ and its complex conjugate $H^{*}_{XY}(\lambda)$ represent the transfer function and are related to the inverse Fourier Transform of the model coefficients. $\Sigma_{Y}$ is defined as: $\Sigma_{Y} = \Sigma_{XX} - \Sigma_{XY} \Sigma_{YY}^{-1} \Sigma_{YY}$, where $\Sigma_{XX}$, $\Sigma_{XY}$, and $\Sigma_{YY}$ are the diagonal and off-diagonal elements of the covariance matrix of residuals, respectively.

If we are only interested in a specific frequency range, for example, resting-state frequency range, then the SGC value can be obtained by integrating over this frequency range:

$$F_{Y \rightarrow X} = \int_{f_{1}}^{f_{2}} f_{Y \rightarrow X}(\lambda) d\lambda$$

where $f_{1}$ and $f_{2}$ correspond to 0.01 and 0.08 Hz, respectively.

For each pair of ROIs, optimal orders of the autoregressive model were derived using the Bayesian information criterion (BIC; Schwarz, 1978). The derived model orders ranged between 0 and 6, with a mean value of 3. An additional test with a fixed model order of 3 was performed, but no appreciable differences were noticed.

2.7 | Phase delay analysis

The phase-delay analysis was performed by using the same ROIs as for SGC. We used Welch's modified periodogram averaging method to estimate power-spectral and cross-spectral density (Welch, 1967). Welch’s method offers high spectral resolution and provides a better noise reduction than the conventional Fourier transform. It splits the
fMRI time series into overlapping segments, which are then windowed in order to reduce spectral leakage. The noise reduction is accomplished by averaging the cross-spectrum over all previously windowed segments. Here, we used a 256-point discrete Fourier transform, a Hanning window, and an overlap of 126 points to compute the periodogram. The phase-delay was estimated by calculating the average slope of the phase-spectrum, which can be written: 

$$\tau = -\phi(\lambda)/(2\pi\lambda),$$

where $$\phi(\lambda)$$ is the phase-spectrum at the respective frequency $$\lambda$$ (Sun et al., 2005). Finally, the phase-delay was averaged over the RS-band. The analysis was conducted using the Python library nitime (nipy.org/nitime).

2.8 | Statistical analysis

Group-level RSFC maps for DOP and SER ROIs were computed using a one-sample t test. To correct these maps for multiple comparisons, we performed a spatial clustering operation using the AFNI’s ClustSim function with 10,000 Monte Carlo simulations. This procedure allowed us to set a corrected $$p < .05$$ for a minimum cluster size of 209 voxels at an initial threshold of $$p < .001$$.

We employed nonparametric permutation testing to assess the statistical significance of SCG (Brovelli et al., 2004). The permutation test was conducted as follows: subject’s time series were randomly shuffled 1,000 times to derive an empirical null distribution of SGC values at each frequency. For each frequency bin, a $$p$$-value was computed as the proportion of permutations that resulted in an SGC value greater than that obtained from the original data. These $$p$$-values were corrected for multiple comparisons across frequency bins using FDR correction, and those less than 5% were considered statistically significant. Finally, we computed the percentage of subjects where SGC was statistically significant.

For statistical analysis of phase-delay, a similar approach was performed using a two-sided one-sample permutation test. Here, the sign of the sample’s phase-delay values is collected and randomly assigned (1,000 times) to the absolute values of the sample to derive an empirical null distribution of mean values. The significance level ($$p$$-value) is found by estimating the proportion of values greater than the mean of the original data. $$p$$-values less than 5% were considered statistically significant.

3 | RESULTS

3.1 | Resting state functional connectivity

We conducted a whole-brain correlation analysis using both DOP and SER ROIs as seed regions. Voxels significantly positively correlated with DOP ROI were found in the anterior cingulate cortex (ACC), midcingulate cortex (MCC), VMPFC, precuneus/PCC, thalamus, brainstem (medulla) and cerebellum (Figure 2, top). Most of these regions are part of the DMN. Significantly negatively correlated voxels with DOP ROI were observed in the left and right occipital cortices.

With respect to the SER ROI, the clusters that survived the statistical threshold exhibited a lower number of significant voxels compared to the DOP ROI (Figure 2, bottom). We found voxels positively correlated with SER ROI in ACC, VMPFC, precuneus/PCC, thalamus, and cerebellum, while those with negative correlations were observed in the left and right occipital cortices. Table 1 summarizes the clusters with significant RSFC for both seed regions.

3.2 | SGC

SGC results are depicted in Table 2. The dominant SGC direction is highlighted in bold, while values in parentheses indicate the percentage of subjects with significant ($$p < .05$$, FDR-corrected) SGC in the resting-state frequency range. Overall, the SGC values were stronger...
in the descending direction than in the ascending direction, suggesting that DMN areas better predict BOLD signal fluctuations in the DOP/SER than vice versa. For instance, the SGC value was five times higher in the direction from PCC to DOP than in the opposite direction. Similarly, the SGC value from VMPFC to SER is more than four times higher than that from SER to VMPFC.

---

**TABLE 1** Brain areas showing significant functional connectivity with the dopaminergic and serotonergic ROIs

| Functional connectivity | Left/right | Brodmann's area | Cluster size | MNI coordinate | Z-score* |
|-------------------------|------------|-----------------|--------------|----------------|----------|
| **Seed: Dopaminergic ROI** |            |                 |              |                |          |
| Anterior cingulate cortex | 24         | 80,067          | –6 24 22     | 7.44           |
| Ventromedial prefrontal cortex | 10/11     |                 | 6 30 –12     | 6.59           |
| Insula | L/R         | 13              | –42 14 0     | 6.82           |
| Thalamus | L/R       |                 | –14 –4 10    | 6.83           |
| Parahippocampal gyrus | L/R        |                 | 24 –26 –10   | 6.13           |
| Caudate | L          |                 | –10 6 4      | 7.04           |
| Dorsolateral prefrontal cortex | L/R | 8/9 | 46 28 22 | 5.27 |
| Superior temporal gyrus | L/R        |                 | 50 –22 8     | 5.97           |
| Posterior cingulate cortex | 23/31      |                 | 6 –44 22     | 6.61           |
| Precuneus | L/R       | 39              | –42 –76 34   | 6.12           |
| Inferior parietal cortex | L/R       | 40              | 58 –46 40    | 6.61           |
| Supplementary motor area | L          | 6               | –40 8 40     | 5.73           |
| Brainstem |            |                 | –3 –34 –51   | 4.82           |
| Cerebellum | L/R       |                 | –10 –60 –42  | 7.17           |
| Occipital cortex | L/R        | 19              | 42 –80 0     | –7.15          |
| **Seed: serotonergic ROI** |            |                 |              |                |          |
| Anterior cingulate cortex | 22         | 37,954          | –2 30 24     | 5.93           |
| Ventromedial prefrontal cortex | 10/11     |                 | –8 46 –8     | 5.93           |
| Thalamus | L/R        |                 | 11 –13 4     | 7.89           |
| Caudate | L/R        |                 | 10 14 –4     | 6.63           |
| Posterior cingulate cortex | 23/31      |                 | –10 –58 28   | 6.11           |
| Precuneus | 31         |                 | 12 –62 34    | 5.64           |
| Brainstem | L/R        |                 | 3 –35 –40    | 4.95           |
| Cerebellum | L/R       |                 | 1 –61 –37    | 6.72           |
| Dorsolateral prefrontal cortex | R         | 9               | 28 40 38     | 6.01           |
| Occipital cortex | L/R        | 19              | 44 –72 –8    | –6.19          |

Note: Statistical significance level set at \( p < .05 \) FWE-corrected (with a combined voxel-level threshold at \( p < .001 \) and a minimum cluster size of 209 voxels using AFNI’ ClustSim).

---

**TABLE 2** The table values are group mean Granger causality with prediction going from source (row) to target (column)

| Source | PCC | VMPFC | THAL | DOP | SER |
|--------|-----|-------|------|-----|-----|
| PCC | **0.188** (100%) | **0.079** (84%) | **0.039** (75%) | **0.031** (66%) | **0.031** (66%) |
| VMPFC | 0.088 (94%) | **0.049** (69%) | **0.027** (56%) | **0.027** (66%) | **0.027** (66%) |
| THAL | 0.035 (56%) | 0.034 (63%) | **0.040** (72%) | **0.033** (56%) | **0.033** (56%) |
| DOP | 0.007 (28%) | 0.009 (34%) | **0.022** (66%) | **0.005** (28%) | **0.005** (28%) |
| SER | 0.007 (28%) | 0.006 (31%) | 0.008 (38%) | 0.002 (25%) | **0.002** (25%) |

Note: The dominant direction is highlighted in bold. Values within parentheses represent the percent of subjects with significant \( p < .05 \) FDR corrected Granger causality. Abbreviations: DOP, dopaminergic area; PCC, posterior cingulate cortex; SER, serotonergic area; THAL, thalamus; VMPFC, ventromedial prefrontal cortex.
Furthermore, 72% of subjects exhibited significant SGC values from the thalamus to DOP, while in 56% of them, the SGC values were significant from the thalamus to SER. The information flow in the opposite direction was significant in 66 and 38% of subjects from DOP and SER to the thalamus, respectively. Interestingly, despite their spatial proximity, less than 29% of subjects showed significant SGC values between DOP and SER nuclei in both directions. For both DMN ROIs, the more substantial influence was found from PCC to VMPFC. Here, significant SGC values were found in 100 and 94% of subjects from PCC to VMPFC and VMPFC to PCC, respectively.

As shown in Figure 3, the optimal order-lags of the autoregressive model for all subjects and ROIs combination as estimated by BIC varied from 0 to 6 and has the highest probability at 3 (~1.5 s). This mean order-lag of 1.5 s is in correspondence with the latencies measured by the coherence analysis (see phase delay section) and with the results of previous studies using Granger causality (Gaglianese et al., 2012; Kayser et al., 2009).

3.3 | Phase delay

The relative BOLD latencies between the brainstem/midbrain nuclei, thalamus, and DMN areas using phase delay analysis are illustrated in Figure 4. Except for the pair THAL-DOP, the phase delay map mainly corresponds with GC results. The average phase delay characterizing the connection PCC-DOP was $1.41 \pm 1.72$ s, which means that activity in DOP follows activity in PCC by almost 2 s. The same behavior was found between VMPFC and DOP, where activity in DOP followed that in VMPFC by 1 s ($0.91 \pm 2.06$ s). Despite the large standard deviations, phase delay values characterizing the connection DMN-DOP were significant ($p < .05$), as determined by a permutation test ($p < .05$). None of the average phase delay values between DMN regions and SER was significant.

Interestingly, the largest and most significant latencies, relative to all other ROIs, were observed between DMN nuclei and the thalamus. In Figure 5, the SGC and phase delay results are combined. The combination of both findings suggests that activation in the core DMN regions precede those from the dopaminergic and serotonergic nuclei. Thus, in contrast to the hypothesis that brainstem/midbrain monoaminergic centers provide bottom-up modulatory influence on the DMN, the phase delay and SGC results suggest that in the resting-state condition, both core DMN regions, VMPFC and PCC, provide top-down influence on both SER and DOP nuclei.

4 | DISCUSSION

In the present study, by combining SGC and a coherence-based phase delay method, we aimed to investigate the temporal organization between DMN regions, thalamus, upper brainstem 5-HT nuclei, and the midbrain DA nuclei. We found that neural activity in the core DMN regions, as measured by the BOLD signal, influences the activity in monoaminergic nuclei in the resting state condition. Thus, refuting our initial hypothesis that 5-HT/DA nuclei provide bottom-up influence on the DMN during resting state.

In line with our previous work (Bär et al., 2016), we observed a positive correlation between DOP and PCC as well as with a large cluster comprising mainly VMPFC, ACC, and midcingulate cortex.
human evolution of the human brain, new descending connections brain (Derryberry & Tucker, 1992). It is well-known that during the influences can be seen as the most recent connections in the human findings, the bidirectional SGC approach adopted in this study revealed the top-down direction is the most likely direction of the information flow. Between DOP/SER and core DMN regions. SGC revealed that the top-
down direction is the most likely direction of the information flow.

FIGURE 5 Spectral Granger causality (dark blue solid) and significant phase-delay (bright blue dotted). Only stronger SGC between the two ROIs is represented. The width of the lines is proportional to the strength of the metric. The SGC is grossly concordant with phase-delay, that is, the region that Granger cause is that who is also leading in the phase-delay analysis (MCC). We found similar clusters using SER as seed region, although to a lesser extent.

The strongly significant correlations between DOP/SER neuromodulatory centers with VMPFC, PCC, and ACC/MCC indicates functional integration among these regions (Bär et al., 2016; Hadley et al., 2014). It also agrees with pharmacological studies that explicitly manipulated the plasma concentration of these monoaminergic neurotransmitters to elicit changes in DMN areas (Kunisato et al., 2011; Nagano-Saito et al., 2008). The functional integration between DMN and DOP/SER centers is also supported by anatomical evidence (Azmitia & Segal, 1978; Gaspar, Berger, Febvret, Vigny, & Henry, 1989; Ikemoto, 2007). For example, the DA neurons located in the VTA innervate several DMN areas, including the medial prefrontal cortex, hippocampus, and cingulate cortices (Gaspar et al., 1989; Ikemoto, 2007). Similarly, animal experiments showed that 5-HT-like fibers originating from the DRN and NCS nuclei reach several cortical regions such as the PCC or medial prefrontal areas (Azmitia & Segal, 1978).

We applied spectral GC to functional resting-state data acquired with an ultra-fast fMRI sequence to investigate causal relationships between DOP/SER and core DMN regions. SGC revealed that the top-down direction is the most likely direction of the information flow. Although contrary to our expectation based on reported anatomical findings, the bidirectional SGC approach adopted in this study revealed that SGC values were stronger from cortical areas to DOP/SER than in the opposite direction. From an evolutionary perspective, top-down influences can be seen as the most recent connections in the human brain (Derryberry & Tucker, 1992). It is well-known that during the human evolution of the human brain, new descending connections were established between the neocortex and the most primitive levels, that is, brainstem and limbic system (Derryberry & Tucker, 1992). An important consequence of the existence of such top-down influences is that cognitive processes mediated by forebrain areas might shape emotional functions of the limbic system and brainstem (Ochsner & Gross, 2008; Phelps & LeDoux, 2005).

Regulation of cortical regions on brainstem structures is also found in the context of the neurovisceral integration model (Thayer & Lane, 2000; Thayer & Lane, 2009). That model posits that frontal areas exert influence on cardiovascular centers located in midbrain/brainstem via limbic structures. This top-down control occurs within a set of functionally connected regions, the so-called central autonomic network, with the main components VMPFC and PCC (Benarroch, 1993). Top-down control is particularly observed when the brain is involved in mental and physical efforts. Such demanding tasks promote cardiovascular responses mediated by brainstem regions, which are, in turn, influenced by the VMPFC (Shoemaker, Norton, Baker, & Luchshyn, 2015; Wong, Massé, Kimmerly, Menon, & Shoemaker, 2007).

Early experiments in rats and primates revealed the role of the prefrontal cortex in the activation of monoaminergic neurons in the brainstem (Aston-Jones, Chiang, & Alexinsky, 1991; Grahn et al., 1999). For instance, uncontrollable stressors cause excess serotonergic activity in DRN, which produces a broad constellation of behaviors (Grahn et al., 1999). However, when the stressor is controllable, stress-induced activation of the DRN is inhibited by the VMPFC, thus stopping the behavioral sequelae (Amat et al., 2005). Such top-down regulation by the VMPFC over the activity of the DRN is in line with the anatomical evidence that the DRN receives input from infralimbic and prelimbic regions within the VMPFC (Peyron, Petit, Rampon, Jouvet, & Luppi, 1997; Vertes, 2004). Similarly, pharmacological and physiological studies also suggest that the prefrontal cortex tonically modulates subcortical dopaminergic transmission (Jackson, Frost, & Moghaddam, 2001; Karreman & Moghaddam, 1996) mediated through efferent projections to dopaminergic neurons in the VTA (Sesack & Pickel, 1992).

Surprisingly, only a limited number of neuroimaging studies have investigated causal relationships between DMN and midbrain/brainstem areas. Norton and colleagues revealed that during a simple handgrip task, VMPFC exerts a direct influence on serotonergic raphe neurons (Norton, Luchshyn, & Kevin Shoemaker, 2013). Another recent study using effective connectivity examined alterations within the hippocampal-basal ganglia-SNC/VTA reward circuit in subjects at high risk of psychosis (Winton-Brown et al., 2017). They found reward-induced effective connectivity from the basal ganglia to the SNC/VTA nuclei and that this connectivity is altered in subjects with a high risk of psychosis. This top-down control is not surprising because reward centers project back to dopaminergic cells in the VTA and SNC nuclei (Groenewegen et al., 1991; Zahm & Heimer, 1990; Zahm & Heimer, 1993).

It is also noteworthy to mention that the presence of BOLD-based connectivity, that is, functional or effective, is not necessarily determined by the existence of anatomical connections (Raichle, 2015). The relationship between structural and BOLD-based connectivity cannot be considered as a simple one-to-one mapping (Hawellek,
Hipp, Lewis, Corbetta, & Engel, 2011; O’Reilly et al., 2013). For example, there is evidence that interhemispheric functional connectivity in monkeys is not affected by decreasing structural connectivity (O’Reilly et al., 2013). Similarly, the white matter damage caused by multiple sclerosis in humans has been observed to correlate with increases in functional connectivity (Hawellek et al., 2011). Therefore, it is plausible to suggest, based on our findings that information flows from the core DMN regions to midbrain/brainstem nuclei even if the known anatomical connectivity favors a bottom-up flow.

We further confirmed the top-down influences identified by SGC using a coherence-based approach. Phase-delay (significant values) and SGC showed complementary results in terms of the information flow, that is, the influencing regions in the SGC analysis were those leading in the phase-delay analysis. Interestingly, we found the largest latencies between DMN regions and thalamus. Large latencies can be considered as functionally separated structures, that is, the thalamus seems to be involved in some serial cognitive processing with other areas, for example, executive network, rather than the DMN. This is entirely plausible as the thalamus has been described as part of the executive control network (Bär et al., 2016; Niendam et al., 2012) as well as being functionally interrelated with motor centers of the cerebral cortex (Ansari, Oghabian, & Hosseini-Zadeh, 2011).

The agreement between phase-delay and SGC analyses has been repeatedly reported in the literature (Brovelli et al., 2004; Gaglianese et al., 2012; Kayser et al., 2009). Both methods should correlate well in the absence of feedback or reciprocal connection, as demonstrated in simulated and experimental BOLD data (Kayser et al., 2009). However, as discussed earlier, reciprocal connections exist between DMN regions and monoaminergic centers, which can lead to a mismatch in SGC and phase delay results. Thus, the fact that both methods concur may suggest a clear dominance of the descending fibers over the ascending ones at rest.

In this study, the order of the autoregressive model was optimized for each pair of ROIs, resulting in a lag distribution from 0 to 6, with an average value of 3. A large distribution of optimal orders is expected for series with a fast sampling rate because order selection criteria tend to select more complex models in order to capture the dynamics of the interacting time series (Roebroeck et al., 2005). For example, an order of 1 or 2 is generally estimated for a low sampling rate due to the stronger influence of the hemodynamic filtering and temporal down-sampling. We also conducted the SGC analysis by fixing the order to 3, but no appreciable differences were observed. Nonetheless, phase delays and optimal order-lags were comparable. The latencies PCC → DOP = 1.41 s, PCC → THAL = 1.43 s, and VMPFC → THAL = 1.59 s roughly correspond to the mean optimal lag of 1.5 s (3 TR). Finally, it should also be noted that zero order-lag offers no plausible biological justification. However, it might serve as an indicator of potential interactions driven by a third region, where conditional Granger causality could perform better. To keep the model as simple as possible, we did not perform conditional SGC.

It should be recalled that fMRI imaging of the midbrain/brainstem is challenging due to the high susceptibility to signal dropout and geometric distortion. Likewise, the optimization of acquisition parameters must be a compromise between imaging the cortex and lower brain areas (Düzel et al., 2015). Our fMRI parameters were chosen as a trade-off between fMRI imaging of the cortex and brainstem and inference of GC/phase-delay. The 2.5 mm brain size and 484-ms TR allowed us sufficient spatial and temporal resolution to correctly identify midbrain/brainstem nuclei while reducing confounds on GC and phase-delay estimates.

Along with technical factors like the sampling rate, the nature of the fMRI BOLD signal poses a further challenge for inferring causal relationships. The HRF due to neural activation is sluggish and peaks a few seconds after the onset of neural activity. This characteristic of the HRF implies that even when temporal resolutions in the millisecond range are achieved, it is not possible to distinguish neural events that occur less than 100 ms apart (Hamilton, Chen, Thomason, Schwartz, & Gotlib, 2011). Likewise, the HRF may vary across brain regions and individuals due to non-neuronal processes (Aguirre et al., 1998; Handwerker et al., 2004). Such variations can reverse temporal precedence at the neural level, affecting the inference of both fMRI GC and phase-delay. Indeed, phase-delay values do not represent absolute estimates of neural latencies since the phase-delay method cannot properly distinguish between hemodynamic and neural delays (Sun et al., 2005).

Although these limitations have raised concerns about the reliability/reproducibility of fMRI GC, many experimental and theoretical investigations indicate that GC can be successfully applied to BOLD data, accurately reflecting neuronal-related timing information. Conti et al. found that directed methods such as GC and undirected methods such as conventional Pearson correlation achieve an equivalent degree of intra- and inter-subject variability when used to compute graph-theoretical measures (Conti et al., 2019). In the same vein, Kayser et al. showed that fMRI GC and coherence-based methods produce convergent results, accurately identifying the direction of influence in individuals performing a motor task. Both methods, in agreement with animal and other human studies, detected the leading influence of the supplementary motor area on the posterior parietal cortex (Kayser et al., 2009). Likewise, Wen and colleagues also demonstrated through simulations that fMRI GC correlates strongly with neural GC (r > .9) (Wen et al., 2013). These findings speak in favor of fMRI GC's reliability despite the sluggish hemodynamics and low temporal resolution of the BOLD signal.

## 5 | LIMITATION

In this study, we applied Granger causality and coherence-based phase-delay on resting-state data. Thus, a limitation of the present work is whether findings can be extrapolated to different brain conditions. Even though resting-state fMRI reflects the neuronal baseline activity of the brain (Biswal et al., 1995) and a strong link exists between resting-state and task-based BOLD signals (Cole, Bassett, Power, Braver, & Petersen, 2014; Tavor et al., 2016), it remains a question for future research whether the observed top-down
hierarchical organization persists in the presence of external demands. Indeed, the absence of a task that could validate the resting-state findings is a limitation in this work. It is challenging to find a reliable task that could simultaneously alter the neural activity of DMN areas and monoaminergic nuclei.

The procedure used to define DMN and thalamus ROIs may also be another limitation. For consistency with our previous publications (Bär et al., 2016; de la Cruz et al., 2017; de la Cruz et al., 2019), we opted for using predefined ROIs instead of a data-based methodology, in which ROIs are defined from connectivity or activation peaks (Gaglianese et al., 2012). However, a connectivity-defined ROI methodology would have resulted in higher SCG values and less variability in phase-delay rather than altering the observed top-down directionalities according to a simulation study performed by Kayser et al. (2009).

In line with most other studies investigating intra-brain interactions, we chose the bivariate SGC framework to examine causal relationships. However, it is known that the brain shows high interdependence among its regions. This implies that if the two analyzed regions are receiving common input from a third one, it can lead to the appearance of spurious causality in the bivariate SGC. In this context, conditional causality is a suitable approach to handle such cases. However, the application of conditional SGC to partial out the influence of third regions was beyond the scope of the current exploratory study.

6 | CONCLUSION

To the best of our knowledge, this is the first study that aims to investigate causal relationships and relative latencies between core DMN regions and midbrain/brainstem nuclei during resting-state fMRI. We employed an ultra-fast MRI acquisition combined with SGC and phase-delay analyses and found strong consistency between both methods. In contrast to our initial hypothesis that neuromodulatory centers influence BOLD signal fluctuations in the DMN regions and thalamus, the results of the present study indicate a direct influence of DMN regions over monoaminergic centers in midbrain/brainstem.
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