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Abstract: Data science is a new academic field that has received much attention in recent years. One reason for this is that our increasingly digitalized society generates more and more data in all areas of our lives and science and we are desperately seeking for solutions to deal with this problem. In this paper, we investigate the academic roots of data science. We are using data of scientists and their citations from Google Scholar, who have an interest in data science, to perform a quantitative analysis of the data science community. Furthermore, for decomposing the data science community into its major defining factors corresponding to the most important research fields, we introduce a statistical regression model that is fully automatic and robust with respect to a subsampling of the data. This statistical model allows us to define the ‘importance’ of a field as its predictive abilities. Overall, our method provides an objective answer to the question ‘What is data science?’.
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1. Introduction

From time to time new scientific fields emerge as a consequence to adapt to a changing world. Examples for the establishment of new academic disciplines are economy (the first professorship in economics was established at the University of Cambridge in 1890 held by Alfred Marshall [1]), computer science (the first department of computer science in the United States was established at Purdue University in 1962 whereas the term ‘computer science’ has appeared first in [2]), bioinformatics (the term was first used by [3]) and most recently data science [4–6]. The first appearance of the term ‘data science’ is ascribed to Peter Naur in 1974 [7] but it took nearly 30 years until there were callings for an independent discipline with this name [8]. Since then, the first Research Center for Dataology and Data Science was established at Fudan University in Shanghai, China, in 2007 and Harvard Business Review called “Data Scientist: The Sexiest Job of the 21st Century” [9].

A question asked by many is ‘What is data science?’ and there are many contributions attempting to provide adequate definitions or characterizations of the field [10–15]. A commonality all of these papers is that they present a qualitative, descriptive list of attributes in an argumentative way.
In contrast, in this paper we present a data-driven, quantitative approach. Interestingly, that means we are using methods from data science in order to define data science itself. The data we are using for our analysis are from Google Scholar. According to a study by [16] the number of scholarly documents indexed by Google Scholar has been estimated to be 160–165 million. Furthermore, it has been estimated that Google Scholar covers about 87% of all scholarly publications [17]. This makes Google Scholar an authoritative academic search engine. Importantly, in addition to this information, Google Scholar allows scientists to create a summary page where scientists can enter a list of research interests. This means Google Scholar provides not only publication statistics but also curated research interests of scientists. Taken together, this makes it a unique source of information to study scholarly activity.

By using data from Google Scholar from scientists who declare a research interest in ‘data science’, we study various publication statistics providing information about the scientists and the research fields they are interested in. Furthermore, for decomposing the data science community into its major defining fields or core fields, we introduce two quantitative methods. The first method is a deterministic method, whereas the second method is a statistical model. Despite the different nature of the two methods, we demonstrate that both methods are robust for a subsampling of the data.

We presented two methods instead of one for better highlighting the significance of Method-2 (see Section 3.6.2). Specifically, Method-1 (see Section 3.6.1) is semi-automatic requiring the manual specification of a threshold. In contrast, Method-2 is an automatic method using the Bayesian information criterion (BIC) [18] to estimate such a threshold. Another difference between the methods is the definition of ‘importance’ to identify the core fields of the data science community. For Method-1, we use the norm of a vector, whereas for Method-2 we use the LMG method [19] allowing to determine the contribution of a predictor to $R^2$ for a regression model. It is the statistical nature of Method-2 that allows the definition of ‘importance’ from a statistical perspective. For all of these reasons, we consider Method-2 as the favorable approach and its results as the main spanning factors of the data science community, hence, providing an objective answer to the question ‘What is data science?’.

In our opinion, our scientometrics study [20,21] of data science is the first of its kind. By providing a fully automatic, comprehensive account for identifying the major influences of data science based on a quantitative analysis of curated scholarly data we contribute to an objective definition of this field. Beyond our study, our approach could be applied to other emerging fields to quantify these in a similar way.

Our paper is organized as follows. In the next section, we present the data and methods we are using for our analysis. In the results section we present our findings, then the following section provides a discussion and implications. This paper ends with concluding remarks.

2. Methods

In this section, we describe first the data we are using for our analysis. Then we describe a enrichment analysis and an importance analysis of a regression model we apply to the data.

2.1. Data

Our analysis is based on data from Google Scholar (https://scholar.google.com/). Google Scholar started in 2004 as a freely accessible repository providing information of scholarly literature, scientists and fields across many disciplines. It indexes automatically most peer-reviewed online academic journals, books and conference articles and other scholarly literature. In addition, it allows scientists to create a summary page of their academic publications and enter scientific fields they are interested in.

We implemented an R script that allows to download information of all scientists that indicated an interest in ‘data science’. Overall, as of March 2018, we find 4460 scientists that declare such an interest. For each of these scientists we obtain information about
1. total number of citations
2. research interests
3. affiliation

which we use for our analysis.

2.2. Enrichment Analysis

For finding enriched scientific fields with highly cited scientists, we apply an enrichment analysis [22]. Our procedure works the following way. First, we are rank ordering all scientists according to their number of citations. Second, we group this list of scientists into two subcategories by introducing a threshold $\gamma$. If the number of citations is above this threshold, we place this scientist in category ‘HC-Yes’, otherwise in category ‘HC-No’. That means we are distinguishing between scientists that have been highly cited or not. Third, we give each scientist a second attribute, ‘Field’. If a scientist has an interest in a specific ‘Field’ we give the scientist the label ‘Field-In’, otherwise ‘Field-Out’. That means we are distinguishing between scientists that have an interest in a specific field or not. As a result, each scientist has now two attributes on which we base our enrichment analysis.

In Table 1 we give a formal overview of this resulting in a contingency table. Each element in the table corresponds to a count value obtained in the way described above. Here

\[ n_{+1} = x + n_{21} \] (1)

gives the total number of scientists interested in a particular field and

\[ n_{+2} = n_{12} + n_{22} \] (2)

gives the number of scientists not interested in this field. Similarly,

\[ n_{1+} = x + n_{12} \] (3)

gives the total number of highly cited scientists and

\[ n_{2+} = n_{21} + n_{22} \] (4)

give the total number of scientists not highly cited. Furthermore, $n = n_{1+} + n_{2+} = n_{+1} + n_{+2}$ gives the total number of scientists studied.

| Field          | In  | Out | Total |
|----------------|-----|-----|-------|
| Highly cited scientists (HC) | Yes | $n_{12}$ | $n_{1+}$ |
|                | No  | $n_{21}$ | $n_{22}$ | $n_{2+}$ |
| Total          | $n_{+1}$ | $n_{+2}$ | $n$      |
The Null Hypothesis we are studying for each field $Y$ can be formulated by the following statement:

**Hypothesis 1** (Null hypothesis: $H_0$). The probability for a scientist to be declared highly cited (‘HC-yes’) and interested in field $Y$ ‘Field-In’ is the same as the probability for a scientist to be declared highly cited (‘HC-yes’) and not interested in field $Y$ ‘Field-Out’?

The exact sampling distribution for this null hypothesis $H_0$ is given by [23]

$$P(x) = \binom{n+1}{x} \binom{n-n+1}{n_1+1} \binom{n}{n_1}$$  \hspace{1cm} (5)

From the sampling distribution, we estimate the $p$-value by

$$p\text{-value} = P(k > x) = \sum_{k \in \{x+1,...,n_1+1\}} P(k)$$  \hspace{1cm} (6)

For assessing the statistical significance we use a significance level of $\alpha = 0.05$ with a Bonferroni correction.

### 2.3. Importance of Fields

For quantifying the importance of fields we use a regression analysis and a method for quantifying the relative importance of predictors (in our analysis fields correspond to predictors). We do this by determining the contribution of a predictor to $R^2$ for a regression model. However, it has been realized that with correlated predictors such an decomposition approach is difficult due to the fact that the ordering of the predictors gives a different decomposition of the sum of squares of the model. For this reason, Lindeman, Merenda, and Gold [19] proposed a procedure, called LMG, to average over all orderings of predictors [24].

LMG is based on a sequential decomposition of $R^2$'s (coefficient of determination),

$$\text{seq}R^2(Y|X) = R^2(Y \cup X) - R^2(X)$$  \hspace{1cm} (7)

For $n$ regressors, $x_1, \ldots, x_n$, let the vector $r = (r_1, \ldots, r_n)$ indicate the permutations of the $n$ indices and let $X_{n+1}(r)$ denote the set of predictors ordered according to $r$, before the new predictor $x_{n+1}$ is added to the model. For this situation, Equation (7) can be written as [25]

$$\text{seq}R^2(\{x_{n+1}\}|X_{n+1}(r)) = R^2(\{x_{n+1}\} \cup X_{n+1}(r)) - R^2(X_{n+1}(r))$$  \hspace{1cm} (8)

From this one obtains LMG by

$$\text{LMG}(x_{n+1}) = \frac{1}{n!} \sum_{\text{permutations of } r} \text{seq}R^2(\{x_{n+1}\} | X_{n+1}(r))$$  \hspace{1cm} (9)

Due to the averaging over permutations, this is computationally demanding. Evaluating Equation (9) for all predictors gives the importance for these. One can show that LMG decomposes $R^2$ into non-negative contributions that sum to the total $R^2$ [25]. Hence, by normalizing LMG by the total $R^2$ one obtains the percentage of this decomposition.

### 2.4. Numerical Analysis

For our numerical analysis we use the statistical programming language R [26].
3. Results

3.1. Scientific Fields

We start our analysis by showing the frequency counts for the top 50 fields, see Figure 1A. That means for each scientific field, we count how many scientists named this field among their research interests. As one can see, ‘machine learning’ is the by far most frequent field followed by ‘artificial intelligence’ and ‘bioinformatics’. After the sixth field (‘statistics’) all other counts are rapidly decaying. From our data we find in total 4040 unique research fields used by the community to describe their research interests. Given the fact that the total number of scientists in our data is 4460 this indicates a very wide interest range of the community.

In Figure 1B we show the top 32 non-technical fields of the data science community with a focus on applications. That means these fields are not computer science or machine learning related but have a clear focus on the application domain. For these fields the minimal frequency is 13 (‘cancer’) and the maximal frequency is 84 (‘internet of things’) followed by ‘computational social science’ with 77 and ‘genomics’ with 62. The pie chart shows the corresponding frequencies.

3.2. Global Community Landscape

In order to obtain a global overview among the connection between the different fields we infer a global network representation. Specifically, we are using the top 50 fields from Figure 1A as variables and apply the BC3Net network inference method [27]. Each field is represented by a binary vector of length $N_s = 4460$, corresponding to the number of scientists, where a ‘1’ indicates a research interest of a scientist in the field and a ‘0’ the lack of such an interest.

The basic idea of BC3Net is a bagging version of C3Net [28] which gives conservative estimates of the relations between the variables using estimates of mutual information values. Previously, this method...
has been successfully used in genomics to infer causal gene regulatory networks from high-dimensional data \cite{29,30} and in finance for inferring investor trading networks \cite{31}.

To obtain a robust network we generate 1000 Bootstrapping data sets on which the BC3Net will be based. These Bootstrapping data sets are generated by sampling with replacement of the components of the profile vectors, corresponding to the scientists.

The resulting network is shown in Figure 2. This network contains 88 edges between the 50 fields and, hence, is a sparse network with an edge density of 0.072. The network is connected and the minimum spanning tree (MST) \cite{32} of the network is shown by the green edges in Figure 2. MST means that the edges in this tree are sufficient in order to obtain a connected network. Hence, these connections are not redundant. For this reason the MST can be seen as the backbone of the network that connects everything (every field) with each other.

![Figure 2. Global community landscape of data science. The network connects the 50 fields with the largest number of scientists. The network has been inferred with BC3Net.](image)

There are several clusters visible in the network reflecting domain specific sub-communities. For instance, the fields biostatistics, genomics, computational biology, bioinformatics and systems biology are closely connected. Similarly, image processing, signal processing and pattern recognition or high performance computing, cloud computing, software engineering, big data analytics and informations...
systems. The intuitive similarity of these fields indicates that the shown network in Figure 2 has a meaningful structure that summarizes the complex relationships between the fields.

3.3. Scientists in the Community

Next, we study the scientists in the community. In Figure 3A we show the top 50 scientists ranked according to their number of citations in the data science community. Similar to the frequency counts of the fields (shown in Figure 1A) also for the number of citations we find only one author (Robert Tibshirani) that has significantly more publications than everyone else with a rapid decay after the seventh author (Wil van der Aalst). The community size of the whole community (number of scientists) is 4460.

To learn about the location of the scientists we used information from the provided email registration. From these we extracted the email extension to identify the location of the scientists. In Figure 3B we show a summary of the results. We could identify 1399 scientists from North America and 1003 from Europe. From these, 233 scientists come from the UK and 119 from Germany. These two countries are the largest communities in Europe. Overall, North America and Europe are clearly dominating the community. It is interesting to note that despite the dominance of these two regions, there are scientists from all continents in the community. Figure 3B includes also information about emails ending in ‘org’ or ‘com’ (672 scientists) and 463 scientists with an unregistered or unrecognizable email, indicated by ‘NA’. The proportion of such scientists for whom no definite location information can be obtained (comprising ‘org’, ‘com’ and ‘NA’) is 25.4%.

3.4. Enrichment of Fields

The next analysis we perform is an enrichment analysis. In this analysis, we study whether the scientists with the highest number of citations in data science prefer to work in particular fields.

To perform such an enrichment analysis we need to assign to the scientists two attributes. The first attribute indicates if a scientist is highly cited or not, and the second attribute indicated if a scientist is

![Figure 3](image-url)

**Figure 3.** (A) Shown are the top 50 scientists according to their citations in the data science community. (B) Location of the scientists. If no location could be identified they are summarized under ‘NA’.
interested in a particular field or not. We assign these attributes in the following way. First, we are rank ordering all scientists according to their number of citations. Second, we group this list of scientists into two subcategories by introducing a threshold. If the number of citations is above this threshold, we place this scientist in category ‘HC-Yes’, otherwise in category ‘HC-No’. That means we are distinguishing between scientists that have been highly cited (HC) or not. Third, we give each scientist a second attribute, ‘Field’. If a scientist has an interest in a specific ‘Field’ we give the scientist the label ‘Field-In’, otherwise ‘Field-Out’. That means we are distinguishing between scientists that have an interest in a particular field or not. As a result, each scientist has now two attributes on which we base our enrichment analysis (see Methods Section 2 for details).

In our procedure, we have one parameter, namely the threshold to distinguish between highly cited scientists and the rest. This parameter is just the number of scientists we consider as highly cited. In Table 2 we show the results of our enrichment analysis with Bonferroni correction for the 52 fields with the highest number of total citations. The number in the first row, correspond to this number of highly cited scientists (called top scientists). The largest threshold we are using is 2000 which corresponds to almost 50% of all scientists and, hence, is very anti-conservative. As we see, by increasing the number of scientists we consider highly cited (moving to the right hand-side of the table) the number of significant fields increases. On the other hand, for a threshold of 10, only the field ‘robotics’ tests significantly.

Table 2. Results of the enrichment analysis for scientific fields. In total 52 fields with the highest number of total citations have been analyzed, but only the statistically significant p-values are shown.

| ↓ Field / # Top Scientists → | 10  | 50  | 100 | 446 | 1000 | 2000 |
|-----------------------------|-----|-----|-----|-----|------|------|
| statistics                  | <0.0001 | <0.0001 |     |     |      |      |
| machine learning            | <0.0001 | < 0.0001 | <0.0001 | <0.0001 |      |      |
| genomics                    |     |     |     |     | <0.0001 |      |
| statistical physics         | <0.0001 |     |     |     |      |      |
| computational biology       |     | <0.0001 |     |     |      |      |
| bioinformatics              | <0.0001 | <0.0001 | <0.0001 | <0.0001 |      |      |
| neuroscience                |     | <0.0001 |     |     | <0.0001 |      |
| deep learning               |     |     |     |     | <0.0001 |      |
| natural language processing |     | <0.0001 | <0.0001 | <0.0001 | <0.0001 | <0.0001 |
| robotics                    | <0.0001 | <0.0001 | <0.0001 | <0.0001 | <0.0001 | <0.0001 |

Overall, we are making the following observations. First, regardless of the chosen threshold, there are always some fields significant. This means there are indeed differences in research interests of scientists highly cited. Second, selecting one particular threshold to define highly cited scientists is subjective. However, it is clear that whatever value it should be this can only include a few percentage of all scientists. For this reason, 100 corresponding to 2.5% (=100/4060) of all scientists, is one sensible possible choice. For this threshold, we find ‘statistics’ and ‘robotics’ to be significant. Third, starting with 52 fields of our analysis, we find only a very few fields significant. Even for a threshold of 2000 there are only 8 fields enriched.

3.5. Joint Properties and Composition of the Community

Next, instead of studying individual properties of the community as in the last sections, we study now joint properties of the data science community. To do this, we analyze scientists and research fields together. In the following we call the research interests briefly ‘fields’.

First, put simply, we are interested in characterizing how many scientists are covered by how many fields. To do this we are rank ordering the fields according to number of scientists interested in and count the number of scientists that are interested in any of these fields. By successively removing fields and
repeating the counting of the scientists we obtain the number of scientists in dependence on the rank ordering of the fields. This means every point on the resulting curve corresponds to (I) a group of fields and (II) a group of scientists. Both groups can be characterized. For instance, for each field in the group of fields one can determine the number of scientists interested in, allowing to identify the field with the minimal number of scientists. Hence, a group of fields can be characterized by the minimal number of scientists interested in any of these fields.

In the following, we consider $D$ the binary data matrix whereas the number of rows corresponds to the number of scientists $N_s = 4460$ and the number of columns to the number of fields $N_f = 4040$. If $D(i, j) = 1$ it means that scientist $i$ has a research interest in field $j$. For instance, to identify how many fields are named by 10 or more scientists we are calculating

$$\sum_{i=1}^{N_s} \sum_{j=1}^{N_f} D(i, j) > 9$$

(10)

Here $\Theta()$ is the theta function that gives one if its argument is true, and otherwise zero. From this, we find 157 fields with this property.

From $D$ we obtain a vector $n = (n_1, \ldots, n_{N_f})$ of length $N_f$ where its component $n_j$ corresponds to the number of scientists interested in field $j$ by

$$n_j = \sum_{i=1}^{N_s} D(i, j)$$

(11)

We use this vector to obtain a ranking of the fields in declining order according to their sizes

$$I^o = \text{order}(n)$$

(12)

Here the components of the vector $I^o$ correspond to the indices of the fields in a way that $n_{I_1^o}, \ldots, n_{I_{N_f}^o}$ give the size of the fields in declining order, i.e., $n_{1}^o \leq n_{2}^o \cdots \leq n_{s}^o$. We are using the ordering of the sizes of the fields by successively removing fields from $D$ to calculate how many scientists are covered by the remaining fields. Formally, this can be done by

$$s_{N_f-k+1} = \sum_{i=1}^{N_s} \Theta\left( \sum_{j \in \{1, \ldots, N_f\} \setminus I^o[k]} D(i, j) > 0 \right)$$

(13)

Here we define $I^o[k]$ as the set $\{I_1^o, I_2^o, \ldots, I_{k-1}^o\}$ that includes all elements of $I^o$ up to index $k-1$ and $I^o[k = 1]$ as the empty set. Furthermore, $'Y \setminus X'$ is the set difference operator that eliminates all elements in $X$ from $Y$. That means $j \in \{1, \ldots, N_f\} \setminus I^o[k]$ goes only over the fields that rank higher than $k$. For instance, using Equation (13) we obtain $s_{N_f} = 4325$ for $k = 1$ and $s_{1} = 1478$ for $k = N_f$.

In Figure 4A, we show the results. We limit in this figure our focus to $l = 157 = N_f - k + 1$ (or less fields), which corresponds to removing $k = 3881$ fields. This leaves us with $s_l = s_{N_f-k+1} = 3603$ scientists that have together only $l$ different research interests. From Figure 4A one can see that the number of scientists covered by a certain number of fields ($x$-axis) is monotonously decreasing until the minimal number of $s_1 = 1478$ is reached for the last field (‘machine learning’). Interestingly, the values of $n_{I^o_k}$ gives the minimal number of scientists for all of these $l$ fields, which is $n_{I^o_k=3881} = 10$ for the leftmost point in Figure 4A. For further selected values of $l$ we give the corresponding values in the figure.

From Figure 4A, we can make two major observations that are important for the next section. First, despite the fact that in total we have 4040 research interests (fields), which is a very large number, only 157
fields attract 10 or more scientists. If one considers the fields as variables and the scientists as samples then it is clear that for any statistical model that builds on these variables and samples, a sufficient size of samples is required for obtaining robust results. Statistical models using variables with less than 10 samples are unlikely to result in robust estimates. For this reason, Figure 4A is informative for assessing the potential quality and the number of fields as characterized by the minimal number of scientists (samples). In the next section, we will introduce a statistical model (Method-2) that will automatically perform a feature selection, but Figure 4A allows to understand the size of the resulting feature set.

![Figure 4A](image)

**Figure 4.** (A) Shown is the number of scientists $s_l$ covered by a certain number of fields ($x$-axis). The number of fields is successively reduced by removing fields with the lowest number of scientists interested in them. (B) Hierarchical clustering of 18 fields. For quantifying the relation between the fields a Manhattan distance has been used and the agglomerative clustering uses complete linkage.

The second major observation from Figure 4A is that the number of scientists covered by a few fields is still in the thousands. For instance, for $l = 18$ we have $s_l = 2567$ scientists and for $l = 50$ we find even $s_l = 3076$ scientists. That means even when we are reducing the number of fields considerably in a way as described above, we are still covering a large proportion of all scientists of the community.

![Figure 4B](image)
Based on the above findings, we want to obtain a conservative overview about the connections among the largest fields in the community. For this reason, we select the 18 largest fields (having a minimal number of 63 scientists per field (see Figure 4A)) and perform a hierarchical clustering for these fields. In Figure 4B, we show the result using a Manhattan distance and a complete linkage clustering. Interestingly, the field ‘machine learning’ has the farthest distance to all other fields indicating that scientists with this interest work on many more fields beyond the 17 used in our analysis. This makes ‘machine learning’ the most diverse field of all. The second most diverse field is ‘artificial intelligence’. All other fields are more similar to each other with the mild exception of ‘data mining’ and ‘big data’.

3.6. Decomposition of the Community

After obtaining an overview of the community by studying its composition in the last sections, we present in the following two methods for decomposing the community. By ‘decomposing’ we mean the identification of major fields that span the data science community. The first method (Method-1) we introduce is semi-automatic with an intuitive interpretation whereas the second method (Method-2) is fully automatic and statistically well defined.

3.6.1. Method-1

Our first method for decomposing the community is based on the realization that we are having two different pieces of information available that make contributions to the community. The first one is about the number of citations and the second one is about the number of scientists interested in a particular field. Based on these two components we define a measure below, we are using for ranking the importance of the fields.

Specifically, for the quantification of ‘contribution to the community’ we are using the two variables, (I) the number of citations in a field $i$, $n_c(field\ i)$, and (II) the number of scientists in a field $i$, $n_s(field\ i)$. The number of scientists corresponds to the number of researcher using a particular label to express their research interest in a field, e.g., ‘statistics’ or ‘natural language processing’, whereas the number of citations corresponds to the total number of citations contributed by all scientists interested in a particular field. To make these numbers comparable, we normalize both by the maximal number of observed citations and scientists respectively. This results in the characterization of each field $i$ by the two-dimensional vector,

$$c(field\ i) = \left( \frac{n_c(field\ i)}{\max_i n_c(field\ i)}, \frac{n_s(field\ i)}{\max_i n_s(field\ i)} \right)$$

For these vectors we quantify the contribution of each field by the Euclidean norm of their corresponding vectors. Finally, we normalize these contributions to obtain the percentage of these contributions.

In Figure 5B, we show the ranking of these contributions. We show only the first 100 fields because the contribution values are rapidly decreasing, as one can see. It is interesting to note that only very few fields have much larger contributions than all others. Specifically, the top 12 fields contribute together almost 25% (from a cumulative distribution, not shown).
Figure 5. Decomposition of data science community. Method-1: (A) Bar chart of 27 fields resulting from the thresholding of the ranked contributions shown in (B). (C) Subsampling similarity with all 27 fields. Method-2: (D) Mallow’s Cp and (E) BIC for a regression of all fields. (F) Bar chart of 20 fields resulting from an importance analysis. (G) Subsampling similarity with all 20 fields. (H) Subsampling frequencies for individual fields for 15% data removal.
In Figure 5B, we added a dashed red line indicating a contribution of 0.005, which corresponds to 27 fields. The reason for choosing this threshold is motivated by the dip in the curve in Figure 5B and our results shown in Figure 4A. The detailed contributions of these 27 fields are shown in Figure 5A. Overall, ‘machine learning’ makes by far the largest contribution followed by ‘statistics’.

To study the robustness of our results, we subsample the data. Specifically, we subsample the data by removing a certain percentage of samples and repeat the analysis. Here a sample corresponds to research interests of a scientist, hence, we repeat the analysis for randomly selecting a certain percentage of scientists which we exclude from our analysis. This mimics to some extend the randomness with which scientists register in Google Scholar. As a result we see if the top fields change or remain robust for the smaller data sets.

We measure the similarity of the randomized and nonrandomized analysis by quantifying the overlap of the fields in common as

\[
\text{subsim}(prs) = \frac{1}{B} \sum_b \frac{\text{#common fields}(prs)}{N_{opt}}
\]

Here \( N_{opt} = 27 \) is the optimal number of fields we estimated from the whole data set, \( B = 100 \) corresponds to the number of subsampled data sets and ‘prs’ means ‘percentage of removed samples’.

The results from this analysis are shown in Figure 5C. Overall, removing up to 15% of the samples (corresponding to the scientists) results in over 90% similarity in the fields. This indicates that our results are highly robust.

### 3.6.2. Method-2

The second decomposition we are defining, is based on the predictive abilities of the fields. For this, we are applying a two-step procedure. In the first step, we identify the key fields with respect to their predictive abilities. In the second step we quantify these by estimating their importance for the predictions.

For step one, we perform a forward-stepwise regression (FSR) [33]. The FSR starts with the simplest model and enters successively one regressor (field) at a time. This builds a sequence of models. Specifically, at each stage of this stepwise procedure we enter the regressor that is most correlated with the residuals. This process is repeated until either all predictors have been entered, or the residuals are zero.

Our regression model is defined by

\[
y_i = \beta_0 + \beta_1 x_{i1} + \cdots + \beta_n x_{in} + \epsilon_i
\]

where the \( \beta_s \) are the regression coefficients, the \( \{x_{i1}, \ldots, x_{in}\} \) are the predictors and \( \epsilon_i \) represents the unexplained part. For \( x_{ij} \) the index \( i \) corresponds to a scientist and \( j \) to a field. The predictors can only assume two values because either scientist \( i \) has an interest in research field \( j \), corresponding to \( x_{ij} = 1 \), or not, indicated by \( x_{ij} = 0 \). The value of \( y_i \) gives the natural logarithm of the total number of citations of scientist \( i \). We used a logarithmic scaling because the number of citations of the scientists varies considerably (see Figure 3) and the logarithmic scaling prevents that individual scientists with a very large number of citations dominate the model.

The result of this step are summarized in Figure 5D,E. Specifically, we are showing two goodness-of-fit measures, Mallow’s Cp [34,35] and the BIC (Bayesian information criterion) [18]. Regarding their interpretation, it is suggested to choose the Cp statistic approaching \( p \) (the number of repressors) from above. For the BIC, which is a variant of the AIC (Akaike information criterion)—with a stronger penalty for including additional variables to the model, the model with the lowest BIC should be selected. In Figure 5D,E the optimal values of Cp and BIC are indicated by the intersections with the black lines.
As one can see from Figure 5D,E, the statistical estimates for the number of fields that should be included in the model vary between 20 (for BIC) and 38 (for Cp). Beyond these numbers, the Cp- and BIC-curve clearly indicate that adding further fields (parameters) to the regression model leads only to marginal effects. It is known that Cp provides more relaxed estimates than BIC including all parameters of relevance to the model, whereas BIC is more conservative focusing on the major core of parameters. That means Mallow’s Cp is more likely to include false positives than BIC but less likely to have false negatives. Here we are interested in the major fields forming the core of data science community and for this reason we are using BIC as our selection criterion.

Based on the BIC results, we select the 20 fields with the highest contribution. For these fields we perform an additional regression, limited to those fields only. Then for the resulting model, we estimate the relative importance of the fields by using the method LMG \[19\] for determining the contribution of a predictor to \(R^2\) for the regression model (see the Methods Section 2.3 for details).

In Figure 5F, we show the result of this importance analysis for the 20 fields. Overall, the top four fields are: machine learning, high energy physics, bioinformatics and biomedical informatics, whereas machine learning is clearly the most important field. Beyond these four fields, all others are similar in their importance except human-computer-interaction and signal processing, which are lowest.

To study the robustness of these results, we preform a subsampling analysis (see Method-1). We quantify the outcome with the subsampling similarity (subsim) as

\[
\text{subsim}(prs) = \frac{1}{B} \sum_b \frac{\#\text{common fields}(prs)}{N_{opt}}
\]

(17)

Here \(N_{opt} = 20\) is the optimal number of fields we estimated from the whole data set using BIC, \(B = 100\) corresponds to the number of subsampled data sets and ‘prs’ means ‘percentage of removed samples’.

In Figure 5G we show results for \(prs \in \{1\%, 2.5\%, 5\%, 7.5\%, 10\%, 15\%\}\). For removing up to 5% of the samples, we observe a very high similarity of over 93% and even for removing 15% of all samples, we still have a similarity of almost 85%. This indicates a high robustness of the identified fields.

Finally, in Figure 5H, we show the subsampling frequency of individual fields for 15% removed samples. In contrast to the subsampling similarity, we defined for estimating the similarity with the whole set of the 20 optimal fields, the subsampling frequency gives the appearance frequency of individual fields in the subsampled data. The green bars indicate the 20 major fields identified by BIC, whereas the red bars correspond to further fields beyond this set of fields that appeared during the subsampling. As one can clearly see, the subsampling frequency for the 20 major fields is always higher than for these additional fields except for ‘human computer interaction’.

4. Discussion

The main contribution of our paper is a decomposition of the data science community in order to identify the fields making major contributions to the community. This means, these fields can be seen as the core factors or spanning factors of data science.

The data we used for our analysis are from Google Scholar. These data do not only provide publication statistics but also curated information about research interests of scientists. This makes these data an unique source of information that allow a data-driven analysis.

We presented two methods instead of only one, to better highlight the significance of Method-2. Specifically, Method-2 is an automatic method whereas Method-1 is semi-automatic requiring the manual specification of a contribution threshold. For Method-2 the BIC allows to estimate this threshold from the data without requiring any manual intervention. Another difference between the methods is the definition of ‘importance’. For Method-1, we used the norm of a vector, whereas for Method-2 we used the LMG
method allowing to determine the contribution of a predictor to $R^2$ for a regression model. This difference originates in the nature of the two models because Method-1 is a deterministic method, whereas Method-2 is a statistical model. Hence, the tools that can be used for the two models are different. Due to its statistical nature, Method-2 allows the definition of ‘importance’ from a statistical perspective, whereas Method-1 does not allow this. The regression framework of Method-2 enabled us to define the ‘importance’ of a field as its predictive abilities. We think this is not only pragmatic but also an elegant aspect of the model. For all of these reasons, we consider Method-2 as the favorable approach and its results as the main spanning factors of data science. Despite the different nature of the two methods, we demonstrated that both are robust for a subsampling of the data.

Due to the fact that Method-2 is a statistical method, it is sometimes difficult to obtain an intuitive understanding of the obtained results. For this reason, we presented different perspectives of the underlying data from Google Scholar to develop such an intuitive understanding of the results of our statistical model. Overall, the total number of identified fields (20) and the fields themselves are plausible from a more intuitive point (see, e.g., Figure 1 or Figure 4). This correspondence is not necessary but helpful when interpreting the results.

Regarding the identified 20 fields, machine learning is the most important field of data science (see Figure 5F). However, also high energy physics and bioinformatics can be considered more important than the remaining 17 fields. All of these fields share having a larger number of scientists interested in them and having high citation numbers. The fact that physicists and bioinformaticians indicate data science as their research interest demonstrates the interdisciplinary character of the field and the need for formally studying its roots. Overall, our results show that the data about the data science community containing information from 4040 different research fields can be reduced to just 20 core fields.

Coming back to the beginning of our paper where we were asking the question ‘What is data science?’ we can now state that these 20 fields, and the questions they study and methods they use, constitute data science.

5. Conclusions

In this paper, we introduced a fully automatic statistical model for identifying the major influences of data science based on a quantitative analysis of curated scholarly data. In our opinion, our approach could be also applied to other emerging fields to quantify these in a similar manner. Beyond such scientometrics analyses, our results could be useful for science of science policies [36,37], e.g., in improving governmental decisions for make better R&D management decisions.
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