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Abstract—Automatic speaker diarization techniques typically involve a two-stage processing approach where audio segments of fixed duration are converted to vector representations in the first stage. This is followed by an unsupervised clustering of the representations in the second stage. In most of the prior approaches, these two stages are performed in an isolated manner with independent optimization steps. In this paper, we propose a representation learning and clustering algorithm that can be iteratively performed for improved speaker diarization. The representation learning is based on principles of self-supervised learning while the clustering algorithm is a graph structural method based on path integral clustering (PIC). The representation learning step uses the cluster targets from PIC and the clustering step is performed on embeddings learned from the self-supervised deep model. This iterative approach is referred to as self-supervised clustering (SSC). The diarization experiments are performed on CALLHOME and AMI meeting datasets. In these experiments, we show that the SSC algorithm improves significantly over the baseline system (relative improvements of 13\% and 59\% on CALLHOME and AMI datasets respectively in terms of diarization error rate (DER)). In addition, the DER results reported in this work improve over several other recent approaches for speaker diarization.

Index Terms—Self-supervised learning, graph structural clustering, path integral clustering, speaker diarization.

I. INTRODUCTION

SPEAKER diarization, the task of partitioning the input audio stream into segments based on speaker sources, has gained substantial interest in the recent years. The challenges in speaker diarization arise from short speaker turns, background noise, overlapping speech etc. Some of these challenges are highlighted in the recent DIHARD evaluations [1], [2], [3]. The early approaches to speaker diarization involved steps of change detection and gender classification [4]. The recent efforts have been directed towards a two stage approach of deriving embeddings from short segments followed by a clustering of the embeddings. The i-vector embedding extraction showed promising improvements for speaker diarization [5]. With the advancements in deep learning, the i-vector embeddings were successfully replaced with deep neural network (DNN) based embeddings like the x-vectors [6], which deploy a time delay neural network (TDNN). The x-vectors are also effective on short recordings [7].

In terms of clustering, the bottom-up clustering has been the most promising for speaker diarization [8]. The approach aims at successively merging until a stopping criterion is met [9]. The agglomerative hierarchical clustering (AHC) [10], a bottom-up approach, is the most popular method used for clustering. The mean-shift algorithm [11] is another approach which iteratively clusters by assigning data points to the means in a local vicinity. There has been efforts on pre-processing methods applied on embeddings like length normalization [12], recording level principal component analysis (PCA) [13] as well as the use of probabilistic linear discriminant analysis (PLDA) based affinity matrix computation for AHC [5], [14]. Vihtlas et al. [15] introduced session specific adaptation of PLDA using unsupervised clustering labels to re-estimate model parameters and speaker labels. The other approaches for clustering include spectral clustering approach [16] and the information bottleneck based approach [17]. Some of the recent approaches to speaker diarization have explored clustering free methods [18] or end-to-end models with two speaker conversations [19].

In this paper, we propose an approach based on self-supervised representation learning for speaker diarization. Self-supervised learning is a branch of unsupervised learning where the data itself provides supervision labels for model learning [20]. Self-supervised learning has been attempted for phoneme and speech recognition tasks [21]. For speaker diarization, the proposed approach involves iteratively updating embedding representations and cluster identities. The approach alternates between merging the clusters for a fixed embedding representation and learning the representations using the given cluster labels. We show that the proposed approach can be applied to traditional AHC and to graph based path integral clustering (PIC) [22].

This paper extends the previous work [23] using path integral clustering (PIC) and for the tasks with unknown number of speakers. We refer to the proposed approach of joint representation learning and clustering as self-supervised clustering (SSC). The key contributions from this work are:

- A simple method to jointly learn deep representations and speaker clusters from an unlabeled recording.
- Using graph based PIC for computing affinity measures between clusters.
- A stopping criterion based on eigen-values of the affinity matrix.
- Incorporating a temporal continuity criterion in the SSC to improve the smoothness of the clustering decisions.

The representation learning framework in the proposed SSC approach uses a triplet similarity based learning. The diarization experiments are performed on the CALLHOME
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In this paper, we propose a novel approach for representation learning and clustering based on self-supervised learning. This approach, termed self-supervised clustering (SSC), is inspired by Yang et. al [45], which explores representation learning using agglomerative clustering based loss. The clustering is a forward operation while the representation learning is a backward operation. The motivation for this framework comes from the intuition that succinct speaker representations are beneficial for clustering while clustering results can provide self-supervisory targets for representation learning. The agglomerative clustering in the proposed SSC approach is based on path integral clustering (PIC), a graph-structural algorithm [22].

In terms of the back-end modeling for speaker diarization, in addition to AHC, k-means clustering [37], and spectral clustering have also been explored [35]. The LSTM affinity measure has also been proposed for speaker diarization [38]. A fully supervised speaker diarization system has been investigated using unbounded interleaved RNN by Zhang et. al. [18]. The model is trained on conversational data directly with speaker labels. Separately, the application of end-to-end modeling for two speaker conversational data has been explored in [19].

In this paper, we propose a novel approach for representation learning and clustering based on self-supervised learning. This approach, termed self-supervised clustering (SSC), is inspired by Yang et. al [45], which explores representation learning using agglomerative clustering based loss. The clustering is a forward operation while the representation learning is a backward operation. The motivation for this framework comes from the intuition that succinct speaker representations are beneficial for clustering while clustering results can provide self-supervisory targets for representation learning. The agglomerative clustering in the proposed SSC approach is based on path integral clustering (PIC), a graph-structural algorithm [22].

### III. Self-Supervised Clustering

The block schematic of the self-supervised clustering (SSC) algorithm is given in Figure 1. The inputs to the model are x-vector embeddings extracted from fixed length audio segments.
A. Notation

The model parameters of the representation learning deep neural network (DNN) are denoted by $\theta$. Let $q$ denote the iteration index. Further, let

- $X_q = \{x_1, \ldots, x_{N_r}\} \in \mathbb{R}^D$ denote the sequence of $N_r$ input x-vector features for the recording $r$.
- $z_q^r = \{z_{q}^{r,1}, \ldots, z_{q}^{r,N_r}\}$ denote the cluster labels for this recording, where each element takes a discrete cluster index value.
- $Y_q = \{y_{q,1}, \ldots, y_{q,N_r}\} \in \mathbb{R}^d$ denote the output representations from the DNN model.
- $C_q^r = \{C_{q,1}^r, \ldots, C_{q,N_r}^r\}$ denote the cluster set where each cluster $C_{q,i}^r = \{y_{q,i}^r, z_{q,i}^r = i, \forall k \in \{1, \ldots, N_r\}\}$.
- $A$ denote the affinity measure between two clusters.
- $S \in \mathbb{R}^{N_r \times N^*_q}$ denote pairwise similarity score matrix obtained using pair-wise similarity $s(i,j)$ between representations at time index $i$ and $j$.
- $N_q$ denote the number of clusters at $q$-th iteration.
- $N^*$ denote the target number of clusters in the algorithm.
- $Q$ denote total number of iterations in the algorithm.

Hyper-parameters:
- $K$ - Number of nearest-neighbors used in PIC (Equation (2))
- $\sigma$ - scaling factor in the computation of path integral in PIC (Equation (3))
- $\alpha$ - weighting factor in DNN learning (Equation (7))
- $\sigma_\alpha$ - threshold to estimate $N_q$.
- $\beta$, $n_b$ - positive decaying factor and floor value respectively (Equation (8))

B. Background - Agglomerative Clustering

The AHC operates directly on short-segment embeddings (for the baseline system, these are the input x-vectors $X_q$) and the algorithm merges two clusters at each step. The clusters to be merged at the $q$-th iteration are determined using

$$\{C_a, C_b\} = \text{argmax}_{C_{i}^q, C_{j}^q \in C_q, i \neq j} A(C_{i}^q, C_{j}^q) \quad (1)$$

The selected clusters $\{C_a, C_b\}$ are merged to form a new cluster $\{C_a \cup C_b\}$ for the next iteration. The merging process is stopped when the stopping criterion is met. The affinity $A$ between clusters can be defined in multiple ways. It is computed using pairwise similarity between embeddings present in the similarity score matrix $S$. The similarity score $(s(i,j))$ in state-of-the-art diarization systems use the PLDA modeling [34], while in the proposed SSC algorithm we use the cosine similarity measure. In conventional AHC, the affinity between two clusters can be defined using different linkage choices [46].

$$A(C_a, C_b) \text{ can be defined using:}$$

- Single-linkage (Nearest-neighbor): The highest similarity score between two elements (one element from each cluster).
- Complete-linkage (Farthest-neighbor): The lowest similarity score between two elements (one element from each cluster).
- Average-linkage: The average similarity score of all pairs of elements (one from each cluster).

In our baseline experiments with AHC, we have used average linkage as the cluster affinity measure in Equation (1). The use of pairwise similarities for affinity may fail to capture the global structure of data [47]. This can be addressed in the graph based agglomerative clustering algorithms.

C. Path Integral Clustering

Path integral clustering (PIC) [22] is a graph-structural agglomerative clustering algorithm [47] where the graph encodes the structure of the embedding space. It exploits the connectivity of directed graph to efficiently cluster the embeddings. The PIC has been attempted for image segmentation and document clustering [48].

The PIC uses path integral as a structural descriptor of clusters. The clustering process is treated as a dynamical system, with vertices as input features (states of the system) and edge weights as transition probabilities between states. The affinity between two clusters is defined as the incremental path integral when the two clusters are merged. This affinity is based on the assumption that, if two clusters are closely connected, the stability of system can be enhanced by merging the two clusters.

The PIC algorithm consists of the following steps,

- Defining the digraph: We build the directed graph based on similarity scores between embeddings. The digraph is denoted as $G = (V,E)$, where $V$ is the set of vertices corresponding to the embeddings in $Y$ and $E$ is the set of edges connecting the vertices. The adjacency matrix $W \in \mathbb{R}^{N_r \times N_r}$ is a sparse matrix defined as

$$\begin{cases} 
1 \exp(-s(i,j)), & \text{if } y_j \in N^K_i, \\
0, & \text{otherwise.}
\end{cases} \quad (2)$$

where, $N^K_i$ is the set of $K$-nearest neighbors of $y_i$. The transition probability matrix $P$ is obtained from the adjacency matrix $W$ by normalizing each row with its sum. The transition probability matrix $P$ contains the edge weights of the graph. The directed edge connecting node $i$ to node $j$ exists only if the value of $[W]_{i,j}$ is non-zero.

- Cluster initialization: We group the embeddings $Y$ with their first nearest neighbour to form $N_r/2$ clusters. If the clusters have common elements, these are further merged.
- Defining path integral: We define path integral $S_C$ of a cluster $C_a$ as the weighted sum of probabilities of all
Fig. 2: Computation of path integral of a graph. Cluster \( C_a \) is represented as graph with edge weights as transition probabilities obtained using Equation (2). Path integral is the sum of probabilities of all possible paths in the graph.

\[
\text{Path Integral} = p_{12} + p_{13} + p_{13}p_{32} + p_{32} + p_{43} + p_{43}p_{32}
\]

Fig. 3: Illustration of incremental paths of clusters \( C_a \) and \( C_b \) for computing affinity using Equation (6). Second and third rows show paths for \( C_a \cup C_b \). Second row highlights paths which start and end in cluster \( C_a \) with purple dashed arrows. Third row shows the paths which start and end in \( C_b \) with blue dashed arrows.

possible paths from any vertex \( i \) to any other vertex \( j \), where \( i, j \) vertices belong to the cluster \( C_a \) and all the vertices along the path also belong to cluster \( C_a \). An illustration of path integral is shown in Figure 2. The unnormalized pairwise path integral\(^1\) \( g_{ij} \) over all paths (lengths \( k \) ranging from 1 to \( \infty \)) from vertex \( i \) to \( j \) for \( G_{C_a} \) is given as:

\[
g_{ij} = \delta_{ij} + \sum_{k=1}^{\infty} \sigma^k \sum_{\gamma \in \Gamma_{ij}^{(k)}} \prod_{s=1}^{k} p_{u_{s-1}.u_s} \quad (3)
\]

where, \( u_0 = i, u_k = j \), \( p_{u_{s-1}.u_s} \) is transition probability from vertex \( u_{s-1} \) to \( u_s \) and \( \delta_{ij} \) is Kronecker delta function defined as \( \delta_{ij} = 1 \) if \( i = j \) and 0 otherwise. \( \Gamma_{ij}^{(k)} \) is the set of all possible paths from \( i \) to \( j \) of length \( k \). The constant \( 0 < \sigma < 1 \) gives more weight to shorter paths compared to longer paths. The path integral \( S_{C_a} \) of the cluster \( C_a \) is then the summation of \( g_{ij} \) over all pairs of vertices \( i, j \in C_a \) normalized by \( |C_a|^2 \).

\(^1\)The proof of the path integral equation is given in Appendix-A

We define the conditional path integral \( S_{C_a|C_a \cup C_b} \) as the path integral of all paths in \( C_a \cup C_b \) such that the paths start and end with vertices belonging to \( C_a \). As shown in Appendix VI, the normalized path integral and the normalized conditional path integral converges to

\[
S_{C_a} = \frac{1}{|C_a|^2} I^T(I - \sigma P_{C_a})^{-1} 1 \quad (4)
\]

\[
S_{C_a|C_a \cup C_b} = \frac{1}{|C_a|^2} I^T(I - \sigma P_{C_a \cup C_b})^{-1} 1_{C_a} \quad (5)
\]

where, \( P_{C_a} \) and \( P_{C_a \cup C_b} \) are the sub-matrices of the transition probability matrix \( P \) obtained by selecting vertices that belong to \( C_a \) and \( C_a \cup C_b \) respectively. Here, \(|C_a|\) denotes the cardinality (\# of vertices) of cluster \( C_a \), 1 is a column vector of all ones of size \(|C_a|\) and \( 1_{C_a} \) is a binary column vector of size \(|C_a| \cup C_b|\) with ones at all locations corresponding to the vertices of \( C_a \) and zeros at all locations corresponding to the vertices of \( C_b \). Note that the identity matrix \( I \) used in Equation (4) and (5) are of dimensions \(|C_a|\) and \(|C_a| \cup C_b|\) respectively.

- **Cluster merging:** The cluster affinity measure for the PIC algorithm is computed as,

\[
A(C_a, C_b) = [S_{C_a|C_a \cup C_b} - S_{C_a}] + [S_{C_b|C_a \cup C_b} - S_{C_b}] \quad (6)
\]

where the term inside each square bracket is called incremental path integral. The computation of the incremental path integral is illustrated in Figure 3. A higher value of affinity between two clusters indicates the presence of more dense connections between them. Thus, merging the clusters with maximum affinity will form a more coherent cluster. Using the definition of affinity (Equation (6)), the clusters with maximum affinity are merged at each iteration as shown in Equation (1).

D. DNN Training - Dynamic Triplet Similarity

The clustering algorithm generates labels \( z^{q-1} \) where each \( z^{q-1} \) can take discrete values from \( \{1,...,N_{q-1}\} \), with \( N_{q-1} \) being the number of clusters at the end of iteration \( (q-1) \). We use the dynamic triplet similarity to train the DNN model. The term dynamic is used to indicate the formation of new triplets after each iteration. We form a positive pair \( \{y_{i}^{q-1}, y_{j}^{q-1}\} \) by selecting the anchor \( y_{i}^{q-1} \) and positive sample \( y_{j}^{q-1} \) from each cluster \( C_a^{q-1} \). Here, \( y^{q-1} \) denotes the representations formed at the DNN output using \( \theta^{q-1} \). The negative pair is formed by
E. SSC Algorithm Overview

The overview of the SSC\textsuperscript{2} algorithm is given in Algorithm 1. The DNN model is trained using gradient ascent with triplet similarity. At the $q$-th iteration, positive and negative triplet pairs are formed using the cluster label indices $z^{q-1}$ of the previous iteration. We calculate the triplet similarity using these triplets and learn the DNN model parameters $\theta^q$ with the inputs as x-vector features $X_r$.

Once the DNN model is trained, we obtain embeddings $Y^q$ from the last layer of DNN. We compute cosine similarity scores matrix $S$ using the embeddings $Y^q$ for the recording.

The PIC based clustering is performed using the similarity measure such that $N^q \leq N^{q-1}$. We estimate $N^q$ based on the stopping threshold $\phi^q$ discussed in next section. We start with $N_r$ clusters and perform multiple merges using the criterion defined in Equation (1) thereby reducing the total number of clusters in the $q$-th iteration. If $N^q = N^*$ or the stopping criterion is met, then the algorithm is stopped. We perform one more iteration of DNN training and clustering to generate the final diarization results. Else, the iteration index is updated and the steps described above are repeated for the $(q + 1)$-th iteration. If $N^*$ is unknown, then the stopping criteria is based on total number of iterations $Q$ or till we reach $N^q = 1$ (whichever is achieved first).

F. Estimation of Number of Clusters (Algorithm 2)

The number of clusters $N^q$ required for clustering at each iteration $q$ is estimated based on explained variance. In this approach, we compute affinity matrix $A$ of $N^{q-1}$ clusters using Equation (6). The diagonal elements are set as the maximum value of non-diagonal elements of the matrix. Then, we compute eigen values of the matrix and arrange them in descending order. We accumulate the eigen values till the cumulative explained variance ratio, which is the ratio of accumulated eigen values to total sum of eigen values, reaches a stopping threshold $\phi^q$ for the $q$-th step. The number of accumulated eigen-values at this step is denoted as $N^q$.

G. Incorporating Temporal Continuity

In the given audio stream, the event that two neighboring x-vector embeddings come from the same speaker is more likely than the event that they belong to different speakers. This heuristic can be incorporated in the clustering algorithm. After DNN training, we obtain similarity score matrix $S$ using the output embeddings and multiply the similarity score $s(i, j)$ with an exponential decaying function of the temporal distance between $i$ and $j$.

$$s'(i, j) = s(i, j)\beta^{\min(n_s, |i-j|)}$$

where, $\beta$ is a positive decaying factor ($0 < \beta < 1$), $|i-j|$ is the absolute value of the time difference between segment $i$ and $j$, $n_s$ denotes a floor value which prevents the similarity score from going too low for segments that are farther in time. The above modification of similarity score encourages neighboring clusters to merge and have smooth transition among clusters.

---

**Algorithm 1: SSC algorithm for joint representation learning and clustering**

Initialize: $q = 0$

$\theta^0 \leftarrow$ (Whitening+PCA)

$Y^0 \leftarrow$ PCA outputs

If unknown $N^* \rightarrow N^* = 1$

while continue do

1) $q \rightarrow q + 1$

2) Sample triplets based on $z^{q-1}$

3) $\theta^{q-1}$ DNN with triplet training $\rightarrow \theta^q$

4) $X_r \leftarrow$ Forward Pass($\theta^q$) $\rightarrow Y^q$

5) $N^q = $Estimate $N^q(Y^q, \phi^q, N^{q-1})$

6) $N^q = \max(N^*, N^q)$

7) if $N^q == N^*$ or $q == Q$ then

\[ Q = q \]

\[ N^* = N^Q \]

break

end

8) $Y^q \leftarrow$ PIC($N^q$ clusters) $\rightarrow z^q = \{z^q_1, ..., z^q_{N_r}\}$

end

Termination:

\[ X_r \rightarrow \{Y^q_1, ..., y^q_{N_r}\} \leftarrow \text{PIC}($N^q$ clusters) \rightarrow \{z^q_1, ..., z^q_{N_r}\} \]

---

**Algorithm 2: Estimate number of clusters $N^q$: Estimate-N^q(Y^q, \phi^q, N^{q-1})**

1) $Y^q \leftarrow$ PIC($N^{q-1}$ clusters) $\rightarrow A \in \mathbb{R}^{N^{q-1} \times N^{q-1}}$ : Affinity matrix of $N^{q-1}$ clusters such that $[A]_{ij} = A(C_i, C_j)$

2) $\lambda_1 \geq \lambda_2 \geq ... \geq \lambda_{N^{q-1}}$ : Eigen values of $A$

\[ \text{total}\_\text{energy} = \sum_{i=1}^{N^{q-1}} \lambda_i \]

3) $v \in \mathbb{R}^{N^{q-1}}$ : cumulative explained variance ratio;

\[ [v]_k = \frac{\sum_{i=1}^{k} \lambda_i}{\text{total}\_\text{energy}} \text{ where } k \in \{1, ..., N^{q-1}\} \]

4) $N^q = \max\{[v]_k \leq \phi^q\}$

5) return $N^q$

\textsuperscript{2}Our implementation of SSC-PIC is available at https://github.com/iiscleap/SSC.git
A. Evaluation Data

CH and AMI datasets.

| Parameter          | CH       | AMI      |
|--------------------|----------|----------|
| Sampling Rate      | 8kHz     | 16kHz    |
| Train set          | SWBD, SRE 04-08 | Voxceleb 1.2 |
| # speakers         | 4,285    | 7,323    |
| Input features     | 23D MFCCs | 30D MFCCs |
| X-vector dimension | 128      | 512      |

IV. EXPERIMENTAL SETUP

A. Evaluation Data

- CALLHOME: The CALLHOME (CH) dataset [24] is a collection of multi-lingual telephone data sampled at 8kHz, containing 500 recordings, where the duration of each recording ranges from 2-5 mins. The number of speakers in each recording varies from 2 to 7, with majority of the files having 2 speakers. The CH dataset is divided equally into 2 different sets, CH1 and CH2, with similar distribution of number of speakers.

- AMI: The AMI dataset [25] comprises of meetings recorded at different sites (Edinburgh, Idiap, TNO, Brno) with sampling frequency of 16kHz. We use the dev and eval sets of the single distant microphone (SDM) condition from the official speech recognition partition of AMI dataset. The AMI-dev set contains 18 meeting recordings and AMI-eval set contains 16 meeting recordings. All the meeting recordings contain 4 speakers except one recording from the eval set which has 3 speakers. The duration of each recording ranges from 20-60 mins.

B. X-vector Extraction

The details of the x-vector model are given in Table I. The TDNN model consists of 5 layers of time-delay neural network and two layers of feed forward architecture operating at frame-level followed by a pooling layer which generates mean and standard deviation statistics at the segment level [6]. The segment level statistics are passed through two feed forward layers to the target layer. The model is trained using cross-entropy loss on the training speakers using the asynchronous stochastic gradient descent (ASGD) algorithm. The first affine layer has 512 output nodes (similar to the PCA dimension used in the baseline system). In the AMI dataset, the number of speakers except one recording from the eval set which has 3 speakers. The duration of each recording ranges from 20-60 mins.

C. Experiments on CH Dataset

1) Baseline: The baseline system used for the CH diarization task comes from the Kaldi recipe. It involves the extraction of 23 dimensional mel-frequency cepstral coefficients (MFCCs). A sliding window mean normalization is applied over a 3s window after the feature extraction. For training the x-vector TDNN model and the PLDA model, we use the SRE 04-08 and Switchboard cellular datasets as given in the Kaldi recipe [49]. This training set had 4,285 speakers. For the diarization task, speech segments (1.5s chunks with 0.75s overlap) are converted to 128 dimensional neural embeddings (x-vectors) [6]. The x-vectors are processed by applying whitening transform obtained from the held-out set followed by length normalization [12]. An utterance level PCA is applied for dimensionality reduction [13] preserving 10% of total energy. These embeddings are used in the PLDA model to compute the similarity score matrix. The clustering is performed using the AHC algorithm as discussed in Section III-B. The AHC stopping criterion is determined using held-out data (CH1 is used for diarization on CH2 data and vice-versa).

2) SSC Algorithm Implementation: We use the same setup in the baseline system to extract the x-vector features. The number of x-vectors per recording ($N_r$) range from 50-700. The DNN model is a two-layer fully connected DNN. The first layer has 128 input and hidden nodes. The second layer has 10 output nodes. The first layer of the DNN also realizes the unit length normalization as the non-linearity. The learning rate is set at 0.001. The model is trained using the triplet similarity defined in Equation (7). We do not split the training triplet samples into mini-batches, but rather perform a full batch training with Adam optimizer [50]. We use a parameter $\eta = 0.5$ (defined as the fraction of the training similarity measure at the zeroth iteration compared to the current iteration) for early-stopping of the DNN model training. Typically, this model training involves 5-10 epochs. The DNN outputs (10 dimensional embeddings) are used to compute the pairwise similarity score matrix using cosine similarity for the PIC.

D. Experiments on AMI Dataset

1) Baseline: The baseline x-vector system uses the DIHARD Challenge recipe for the AMI dataset. It involves the extraction of 30 dimensional MFCCs. The x-vectors are of dimension 512. For training the x-vector extractor and the PLDA model in AMI experiments, we trained the TDNN model using 16 kHz data from VoxCeleb-1 [51] and VoxCeleb-2 [52] datasets containing 7,323 speakers. In the post-processing of the x-vectors, we use the held-out dataset from the second DIHARD challenge [2] for computing the whitening transform. The rest of the steps in the PLDA-AHC baseline system follow the same processing pipeline used in the CH baseline system.

2) SSC Algorithm Implementation: The DNN model is a two-layer feed forward architecture (similar to the CH dataset). The first layer has 512 input and hidden nodes. The second layer has 30 output nodes (similar to the PCA dimension used in the baseline system). In the AMI dataset, the number of x-vectors per recording range from 1000-4000. Hence, a large number of triplets can be generated for each recording. We resort to the use of minibatches in DNN model training. A validation split is also formed in each recording. The loss on the validation set is used to decide the stopping point for training. We perform a learning rate annealing [38] in the DNN model training. The initialization of the DNN model follows the strategy used in CH dataset.

https://kaldi-asr.org/models/m6

https://github.com/iiscleap/DIHARD
A. Choice of Hyper-parameters

- Number of nearest-neighbours $K$ and scaling factor $\sigma$: We choose $K$ and $\sigma$ values based on experiments on the CH1 subset of the CALLHOME dataset. Figure 4 shows the overall DER on CH1 for different values of $K$ and $\sigma$. We observe that as we increase $K$, the DER is increasing. The higher $K$ value also increases computational complexity. Based on the results, the value of $K$ is chosen as 30. For a fixed $K$, we vary $\sigma$ from 0.01 to 0.2. The parameter $\sigma$ has only a minor impact on the final DER performance. The value $\sigma = 0.1$ is chosen for all our experiments.

- Initial number of clusters ($N^0$) and $\alpha$: The DNN training is performed only after the PIC/AHC clustering algorithm is performed for a few iterations to reduce the number of clusters from $N_r$ to $N^0$. If the value of $N^0$ is too large, then the discriminative triplet similarity measure tends to increase the within speaker diversity (controlled by factor $\alpha$). However, if the value of $N^0$ is reduced significantly, then the clusters formed can be potentially impure in terms of the speaker identity of the elements in the cluster.

For CH dataset, we initialize the model using AHC and vary the threshold applied on similarity scores to stop at $N^0$ number of clusters. In Figure 5, we observe that for lower threshold (smaller $N^0$), higher $\alpha$ (more discriminative) is better but as we increase threshold (larger $N^0$), lower $\alpha$ (less discriminative) is optimal. We obtain the best DER with threshold = 0.0 and $\alpha = 0.6$, which is used in CH experiments. In the AMI experiments, we choose $N^0$ as the smallest number obtained using the threshold $\phi$ for the explained variance on the affinity.

- Temporal weighting factors $\beta$ and $n_b$: Figure 6 shows the effect of the hyper-parameters $\beta$ and $n_b$ used in incorporating temporal continuity (Equation 8). The best DER is obtained on the CH1 dataset using $n_b = 2$ and $\beta = 0.95$. The inclusion of temporal continuity discourages frequent speaker turns. Therefore, it is more useful for recordings which are longer in duration and for those with less frequent speaker turns. We found the best parameters on CH1 subset and used it for both the CH and AMI experiments.

B. Triplets sampling strategy

We explore different sampling strategies and measure DER performance on CH1 dataset:

1) Hard Sampling: We sample positive pairs from the same cluster and negative from the nearest neighbor of the anchor belonging to a different cluster. DER obtained on CH1 is 9.4%.

2) Random Sampling: Here, we sample positive pairs from the same cluster and randomly sample negative pairs from any other cluster. We get DER = 6.8%.

3) Easy Sampling: In this case, we sample positive pairs from the same cluster and the negative pair using the farthest data point from the anchor that belongs to a different cluster. DER performance is 8.0%.

Although hard sampling is typically preferred in triplet mining on supervised data, we find that the random sampling works best in our case of unsupervised clusters. The hard sampling may potentially bias the model to disallow the merge of same speaker clusters. However in case of easy sampling, the SSC model learning is somewhat compromised as the negative samples do not provide a discriminative learning criterion.

C. SSC Initialization

The initialization of the DNN model uses the whitening transform and the recording level PCA from the baseline.

![Fig. 4: DER of CH1 dataset for different choices of number of nearest-neighbors $K$ and scaling factor $\sigma$.](image-url)
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![Fig. 6: Effect of temporal weighting ($\beta, n_b$) on DER for CH1 dataset. The best DER is obtained for $n_b = 2$ with $\beta = 0.95$.](image-url)
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Fig. 7: t-SNE based visualization of embeddings extracted on 1.5s audio segments from the recording AMI-ES2011c-SDM. (a) the baseline x-vectors post-processed with whitening transformation and PCA, (b) embeddings obtained after SSC algorithm (DNN embeddings $\mathbf{Y}$). The colors represent speakers in the ground truth and the shapes represent predicted clusters.

**Fig. 7:** t-SNE based visualization of embeddings extracted on 1.5s audio segments from the recording AMI-ES2011c-SDM. (a) the baseline x-vectors post-processed with whitening transformation and PCA, (b) embeddings obtained after SSC algorithm (DNN embeddings $\mathbf{Y}$). The colors represent speakers in the ground truth and the shapes represent predicted clusters.

### D. Stopping Criterion

In the SSC training, the stopping criterion for the DNN representation learning model is based on the triplet-loss. We use the stopping threshold of 0.5 times the triplet-loss at the initial epoch of the model training. The stopping criterion for the SSC merging process is done using the eigen-value ratio in the affinity matrix (Sec. III-F). The exact threshold is selected based on the development data (similar to the AHC threshold estimation).

### E. Visualization of Embeddings

Figure 7 shows the visualization of the embeddings from the baseline system (x-vec. + AHC) and the proposed SSC model for one recording from the AMI dataset. The visualization is performed using t-distributed stochastic neighborhood embedding (t-SNE) which performs an unsupervised dimensionality reduction of the embeddings \([53]\). The embeddings from the baseline system are shown in Figure 7(a) where the x-vectors are extracted from 1.5s segments of audio with half overlap followed by a whitening transform and PCA dimensionality reduction at the recording level. The embeddings from the SSC algorithm are shown in Figure 7(b) for the same recordings.

### Table II: DER (%) for different systems when number of speakers ($N^*$) is known and unknown for the full CH dataset.

| System                                      | Known $N^*$ | Unknown $N^*$ |
|---------------------------------------------|-------------|---------------|
| x-vec. + cosine + AHC                       | 8.9         | 10.0          |
| x-vec. + cosine + Spec. Clus.               | 9.4         | 11.9          |
| x-vec. + PLDA + AHC (Baseline)              | 7.0         | 8.0           |
| x-vec. + cosine + PIC                       | 7.7         | 9.3           |
| Self-supervised AHC (SSC-AHC) [23]          | 6.4         | 8.3           |
| Self-supervised PIC (SSC-PIC)               | 6.4         | 7.5           |
| + Temporal continuity                       | 6.3         | 7.0           |

The colors and shapes indicate the ground-truth and predicted speaker clusters respectively. The ideal embeddings would have one-to-one mapping between shapes and colors. As seen in this Figure, the SSC algorithm provides improved cluster separability (highlighted using F-score in the plots) along with improved association with the ground-truth speakers.

### F. CH Diarization Results

The diarization results on the CH dataset are shown in Table II. Here, the initial set of experiments use x-vector embeddings (with post-processing) clustered with different algorithms (AHC/PIC/Information Clustering) and similarity measures (cosine/PLDA). The spectral clustering is a graph partitioning algorithm which uses eigen values and eigen vectors of Laplacian matrix to perform clustering \([54]\). The Laplacian is computed from similarity score matrix. We use the eigen vectors with non-zero eigen values to perform k-means clustering.

The PLDA-AHC approach gives the best performance for x-vector embeddings and this is used as the baseline system for comparison with the proposed SSC algorithm. For known $N^*$, Self-Supervised PIC (SSC-PIC) shows marginal improvement compared to SSC-AHC. However, for unknown $N^*$, we obtain considerable improvements for the SSC-PIC algorithm. The best results improve significantly over the baseline system for
both the cases of known and unknown number of speakers. The relative improvements in known $N^*$ and unknown $N^*$ respectively for the SSC algorithm over the baseline system are 10% and 13%. We also performed paired student-t test to check the statistical significance of file-level DER improvements obtained for the SSC-PIC over the baseline system in Table II. In this statistical t-test, comparing the baseline and SSC-PIC system, we find a t-statistic of $t = 2.2$ and p value of $p = 0.03$. This indicates that the improvements seen in the proposed approach are statistically significant. In order to show the improvement in per-cluster variance, we computed the F-ratio (ratio of between speaker variance to within speaker variance) based on the similarity scores. We found the F-ratio to improve by 130% on an average on the CH1 dataset with the SSC training.

### G. AMI Diarization Results

The diarization results on the AMI dataset are shown in Table III. Here, the initial set of experiments report using x-vector embeddings (with post-processing) clustered with different algorithms (AHC/PIC/Spe. Clus.) and similarity measures (cosine/PLDA). As the PLDA-AHC performance is significantly better than cosine-AHC, we performed SSC-AHC with PLDA scoring. Our SSC-PLDA-AHC system outperforms the baseline for all scenarios. However, the PIC algorithm achieves the best results compared to other clustering results on AMI. PIC algorithm can be used with PLDA and cosine scoring but the performance is comparatively better with cosine because the cosine scores are bounded which leads to uniformity while clustering. The cosine scoring with PIC gives 43% and 54% relative improvements for dev and eval respectively for known $N^*$ over the baseline system. The SSC algorithm performed with PIC provides additional gains. The incorporation of temporal continuity also improves results. We obtain significant relative improvements (60% for both dev and eval) for known $N^*$. For unknown $N^*$, we obtain relative improvement of 53% and 50% for dev and eval respectively over the baseline system.

### H. Comparison With Other Published Works

Prior works on AMI report results on three domains (Edinburgh, Idiap and Brno) out of the four domains. For comparison, we have also shown SSC-PIC results for these three domains in Table IV. As seen here, the proposed SSC algorithm advances the state-of-the-art results significantly for both the known/unknown $N^*$ condition.

A similar comparison with other published results on the CH dataset is shown in Table V. A much larger pool of published results exist on the CH dataset in the recent years. Based on our survey of recent literature, the best reported results exist on the CH dataset in the recent years. The SSC approach improves over state-of-the-art in CH dataset results as well. However, improvements on AMI dataset shows more significant improvements compared to CH dataset with PIC. One major reason is the difference in the duration of recordings between the datasets. In PIC, the graph is more stable when there are more nodes to build the edge connections. The duration of AMI recordings ranges from 20-60 mins which generates 1000-4000 embeddings. In the CH dataset, the recording duration ranges from 2-5 mins generating 50-400 embeddings. Further, the SSC training also benefits from longer duration as we have more triplets (> 200,000) from AMI to train the network as opposed to CH dataset with < 50,000 triplets.

The SSC algorithm performance is also shown to be superior to the fully supervised diarization algorithms (for example, the RNN based algorithm [18]) which use a significantly large amount of speaker supervised conversational data. In contrast, the proposed SSC algorithm is purely unsupervised and it is developed without any additional training data over the baseline system. Table IV and V therefore highlight the advantages of self-supervised learning and graph structural clustering used in the SSC algorithm. The SSC outputs at segment level can also be used as initialization for further refinement using frame-level VB-HMM modeling [26]. As seen in Table V, this VB-HMM based refinement step further improves the diarization performance to achieve a DER of 4.8% for known $N^*$ case and 5.6% for unknown $N^*$ case on the CH dataset.

---

**TABLE III:** DER (%) for different systems when number of speakers ($N^*$) is known and unknown for the AMI dataset.

| System | Known $N^*$ | Unknown $N^*$ |
|--------|-------------|---------------|
|        | Dev. | Eval. | Dev. | Eval. |
| x-vec + cosine + AHC | 34.6 | 30.2 | 18.2 | 15.5 |
| x-vec + cosine + Spec. Clus. | 30.2 | 25.5 | 40.0 | 31.1 |
| x-vec + PLDA + AHC (Baseline) | 15.7 | 16.0 | 13.7 | 16.3 |
| SSC-PLDA-AHC | 9.4 | 11.1 | 10.7 | 11.6 |
| x-vec + PLDA + PIC | 9.4 | 9.3 | 9.8 | 10.4 |
| x-vec + cosine + PIC | 8.9 | 7.3 | 9.0 | 7.3 |
| SSC-PIC | 7.3 | 7.2 | 8.1 | 7.6 |
| + Temporal continuity | 6.2 | 6.4 | 6.4 | 6.7 |

**TABLE IV:** Comparison of the proposed SSC algorithm with other published works on the AMI dataset (after removing recordings from TNO domain as reported in other works).

| System | DER known $N^*$ | DER unknown $N^*$ |
|--------|----------------|------------------|
|        | Dev. | Eval. | Dev. | Eval. |
| Semi-sup learning [55] | - | - | 17.5 | 22.0 |
| Incremental learning [56] | - | - | 15.6 | - |
| GAN clustering [41] | 10.2 | 10.1 | 11.0 | 11.3 |
| 2-D self attention [57] | - | - | 12.2 | 13.0 |
| Baseline | 14.4 | 16.5 | 12.9 | 13.6 |
| SSC-PIC | 4.6 | 6.5 | 5.2 | 5.4 |

**TABLE V:** Comparison of the proposed SSC algorithm based results with other published works on the CH dataset. Here, VB refers to the use of VB-HMM based refinement.

| System | DER Known $N^*$ | DER Unknown $N^*$ |
|--------|----------------|------------------|
|        | Dev. | Eval. | Dev. | Eval. |
| x-vec [34] (+VB) | - | - | 12.8 (9.9) |
| VB modeling [26] | - | - | 9.0 |
| Bootstrap network [40] | 6.2 | - | 8.6 |
| LSTM scoring [38] | - | - | 7.7 |
| UIS-RNN [18] | - | - | 7.6 |
| Spec. Cluster [54] | - | - | 7.3 |
| Baseline (+VB) | 7.0 (5.0) | - | 8.0 (6.4) |
| SSC-PIC (+VB) | 6.3 (4.8) | - | 7.0 (5.6) |
I. Computational Complexity

The training of DNN and the PIC are two stages to be considered for time complexity at recording level. Based on the triplet sampling strategy discussed in Section III-D, the time complexity for training the DNN at each epoch is \(O(N_p^2\gamma)\). The time complexity for clustering stage is based on choice of algorithm. The baseline AHC has \(O(N_p^3)\) complexity. The proposed PIC algorithm is more efficient in computation as it calculates incremental path integral in linear time and does not require re-computation of similarity scores. It has time complexity of \(O(N_p^2)\). The overall time complexity of SSC-PIC is \(O(RQN_p^2)\), where \(R\) is the number of DNN epochs and \(Q\) is the number of SSC iterations performed. Comparing with the baseline system complexity of \(O(N_p^3)\), the proposed SSC algorithm is more efficient when \(N_r > RQ\). This condition is satisfied for recordings that are 30s or more in duration. We performed a compute-time measurement for the baseline (PLDA + AHC) and SSC-PIC system using x-vectors on an Intel CPU server (single core 64-bit). The compute time for the baseline and proposed SSC were 71.6s and 43.3s respectively for a file of duration 26 minutes from the AMI dev set. This shows that the SSC algorithm achieves an improved DER performance while also reducing the computational complexity.

VI. Conclusion

In this paper, we have proposed an algorithm for self-supervised embedding learning and clustering based on graph-structural path integral. The steps of embedding learning and path integral clustering (PIC) are performed iteratively for the given recording using x-vector features as inputs. The iterative steps validate the hypothesis that improved clustering can be achieved using discriminative representations while self-supervised representations can be learnt with well-separated clusters. The proposed approach, termed as self-supervised clustering (SSC), is applied for speaker diarization task in CH and AMI datasets. The diarization error rates achieved in these tasks are shown to improve the baseline system as well as several other recent state-of-the-art techniques proposed in the field. To the best of our knowledge, the DER results reported in this work constitute the lowest error rates reported till date for diarization on CH and AMI datasets.

APPENDIX A - PROOF OF PATH INTEGRAL

The unnormalized path in Equation 3 is:

\[ g_{ij} = \delta_{ij} + \sum_{k=1}^{\infty} \sigma^k \sum_{\gamma \in \Gamma_{ij}} \prod_{s=1}^{k} p_{u_{\gamma s-1}, u_s} \]

\[ = \delta_{ij} + \sum_{k=1}^{\infty} \sigma^k [P_{C_k}]_{ij} \]

\[ = [I + \sum_{k=1}^{\infty} \sigma^k P_{C_k}]_{ij} \]

\[ = [(I - \sigma P_{C_k})^{-1}]_{ij} \]

The normalized path integral \(S_{C_k}\) (Equation 4) is given as,

\[ [S_{C_k}]_{ij} = \frac{1}{|C_k|^2} [(I - \sigma P_{C_k})^{-1}]_{ij} \]
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