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ABSTRACT
Regularised regression methods have been developed in the past to overcome the shortcomings of ordinarily least squares (OLS) regression of not performing well with respect to both prediction accuracy and model complexity. OLS method may fail or produce regression estimates with high variance in the presence of multi-collinearity or when the predictor variables are greater than the number of observations. This study compares the predictive performance and additional information gained of Ridge, Lasso and Elastic net regularised methods with the classical OLS method using data of breast cancer patients. The findings have shown that using all the predictor variables, the OLS method failed because of the presence of multiple collinearity, while regularised Ridge, Lasso and Elastic net methods produced results that showed the predictor variables mostly significant. Using the training data, the Elastic net and Lasso seemed to indicate more significant predictor variables than the Ridge method. The result also indicated that breast cancer patients in age groups 30-39, those that are married and in stage1 of the disease, have longer survival times, while patients that are in stage2 and stage3 have shorter survival times. The OLS regression produced results only when four of the predictor variables were excluded; even then, the regularised methods still outperformed the OLS regression in terms of prediction accuracy.

Keywords: OLS, Ridge, Lasso, Elastic Net, Breast Cancer Data

INTRODUCTION
Breast cancer is the most frequent cancer in women and is the second most common cancer across the globe. In 2018, it was responsible for an estimated 2.1 million cancers, accounting for the fifth leading cause of cancer deaths worldwide (Bray et al, 2018, Fitzmaurice, 2018). One in every 9 women in developed countries and one in every 20 women in less developed nations may have the risk of breast cancer (Fitzmaurice, 2018).

Massive amount of data with increasing dimensions are being generated in many areas of life, such as medicine, economics, social sciences etc. The massive amount of data is in two dimensions which include the dependent and predictor variables and the number of observations.

In biological data there are often fewer observations available than predictor variables. For instance, gene expression data include more than ten thousand gene profiles from hundreds of patients (see Shen et al, 2011). Variables and features selection methods have become the focus of research in areas of application for which large datasets with tens or hundreds of thousands of variables are available. These areas include text processing of internet documents (see Talib et al, 2016), gene expression array analysis and combinatorial chemistry (Liv et al, 2017). The reasons for variable selection are three-fold: improving the prediction performance of the exposure variables; providing faster and more cost-effective predictors; and providing a better understanding of the underlying process that generated the data (Guyon & Elisseeff, 2003). However, it is undesirable to keep irrelevant predictors in the final model since this makes it difficult to interpret the resultant model and may decrease its predictive ability. In the regularization framework, many different types of penalties have been introduced to achieve variable selection (Yichao & Yufeng, 2009). Ordinary least squares (OLS) method is a popular procedure in regression methods. It is expected not to perform well with respect to both prediction accuracy and model complexity.
OLS regression may result in higher estimates of the regression coefficients in the presence of collinearity or when the number of predictor variables \( P \) is large relative to the number of observation \( N \) (VanderKooij, and Meulman 2006, Wessel and VanWieringen, 2020). The objective of this paper is to analyze the breast cancer data, sourced from Ahmadu Bello University Teaching Hospital, Zaria-Nigeria and to find out which of the predictor variables exert greater influence on the survival of the breast cancer patients. Secondly, the exposure variables shall be used to predict the breast cancer patient’s survival times and compare the prediction accuracy of Ridge, Lasso and Elastic net as regularised models with the classical linear regression model, using matrix algebra.

**MATERIALS AND METHODS**

**Ordinary Least Squares (OLS)**

In multiple linear regression, we consider the following relationship between predictor variables \( X_1, X_2, \ldots, X_p \) and the response variable \( Y \) i.e

\[
Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \cdots + \beta_p X_p + \xi
\]

(1)

where \( \xi \) is the \( n \) column vector of random observation or error term and \( \beta_0, \beta_1, \beta_2, \ldots, \beta_p \) are the regression coefficients. The objective is to find the estimated regression model

\[
y_i = b_0 + b_1 X_{i1} + b_2 X_{i2} + \cdots + b_p X_{ip}
\]

(2)

where \( X_{ij} \) is the \( j \)th predictor variable observation on the \( i \)th subject with \( i = 1, 2, \ldots, n \) and \( j = 0, 1, 2, \ldots, p \). The procedure and computation involved in the linear multiple regression analysis remain the same for any number of predictor variables. Equation (1) can be expressed in matrix form (Melkumova and Shatskikh, 2017).

\[
Y = X\beta + \xi
\]

(3)

where \( Y \) is an \( n \) column vector of dependent variable; \( X \) is \( n \times p \) matrix of predictor variables and \( \beta \) is a \( p \) parameter vector. The \( n \) column vector \( \xi \) is vector of error terms. Also, \( b_0, b_1, b_2, \ldots, b_p \) are the estimators of the unknown vector \( \beta \), The objective of the regression analysis is to estimate the vector \( \beta \) based on the \( X \) and \( Y \) observations:

\[
X = \begin{pmatrix}
1 & x_{11} & \ldots & x_{1,p} \\
1 & x_{21} & \ldots & x_{2,p} \\
\vdots & \vdots & \ddots & \vdots \\
1 & x_{n-1,1} & \ldots & x_{n-1,p} \\
1 & x_{n1} & \ldots & x_{n,p}
\end{pmatrix}
\]

\[
\beta = \begin{pmatrix}
\beta_0 \\
\beta_1 \\
\vdots \\
\beta_p
\end{pmatrix}
\]

\[
Y = \begin{pmatrix}
y_1 \\
y_2 \\
\vdots \\
y_n
\end{pmatrix}
\]

And \( \xi_i = y_i - \sum_{j=0}^{p} \beta_j x_{ij}, i = 1, 2, \ldots, n \).

The Ordinary Least Squares (OLS) estimator is used to estimate the parameters where

\[
\hat{\beta} = (X^T X)^{-1} X^T Y
\]

(4)

and variance of \( \hat{\beta} \) is

\[
Var(\hat{\beta}) = \sigma^2 \text{diag}[(X^T X)^{-1}]
\]

(5)
Ridge regression

In high-dimensional settings when the number of covariates \( p \) exceeds the number of observations \( (n) \), the problem of maximizing the partial log-likelihood cannot be done uniquely. A way to deal with the \( p >> n \) situation is to introduce a penalty term into the partial log-likelihood \( l(\beta) \), referred to as regularization. This approach is also reasonable when covariates are less than the observations \( (p < n) \) settings since it considers collinearity among the predictors and helps to prevent over-fitting (Madjar, 2018). Ridge regression proposed by Hoerl & Kennard (1970) is one of the penalization or regularization methods that reduce this variability by shrinking the coefficients, resulting in more prediction accuracy at the cost of a small increase of bias.

In Ridge regression, the coefficients are shrunken towards zero, but will never become exactly zero. So, when the number of predictors is large, Ridge regression will not provide a sparse model that is easy to interpret. OLS estimate depends on \((X'X)^{-1}\) where if the rank(X) is less than the number of predictors \( (P) \) then \((X'X)\) will not have an inverse. In this situation, Ridge regression can overcome this problem by constraining the coefficient estimates; and thus reduce the estimator's variance and introduce some bias. Rebecca et al. (2015) estimated the parameters using Ridge regression method that exhibits the least bias on large data sets in their study on penalized likelihood methods that improve parameter estimates in occupancy models. With the problem of multi-collinearity, Ridge regression improves the prediction performance.

\[
\hat{\beta}_{ridge} = \arg\min_{\beta} \left[ \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} \beta_j x_{ij} \right)^2 + \lambda \sum_{j=1}^{p} \beta_j^2 \right]
\]

where \( n \) is the number of observations, \( \lambda > 0 \) is a tuning parameter which is the amount of shrinkage of the coefficients and \( p \) is the number of predictors. When \( \lambda = 0 \), equation (6), corresponds to least squares regression. Now for real valued function \( f \), with domain \( S \), \( \arg\min [f(\beta)] \in S(\beta) \) is the set of element in \( S \) that achieve the global minimum in \( S \). Using matrix algebra, we can write equation (5) in matrix form as:

\[
\text{Fig 1: Graphical representation of Ridge Regression and OLS (see https://onlinecourses.science.psu.edu/stat857/node/155/.)}
\]
\[ \hat{\beta}_{\text{ridge}} = (X^T X + \lambda I)^{-1} X^T Y \quad (7) \]

where \( I \) is the \( p \times p \) identity matrix. Adding \( \lambda \) to the diagonal of \( X^T X \) makes the problem nonsingular even with the multi-collinearity in the data. So, we compute equation (7) for a range of \( \lambda \) values (\( \lambda = 0.01, 0.02, 0.03, \ldots, 1 \)) say and choose the optimal \( \hat{\beta}_{\text{ridge}} \) that minimises the mean squared error \( \text{MSE}(\lambda) \),

\[ \text{MSE}(\lambda) = (Y - \hat{Y}_{(\lambda)})^T (Y - \hat{Y}_{(\lambda)}) / n \quad (8) \]

where

\[ \hat{Y}_{(\lambda)} = X \hat{\beta}_{\text{ridge}} \quad (9) \]

Our optimal Ridge regularized parameter estimate \( \text{optimal} \hat{\beta}_{\text{ridge}} \) is then given as,

\[ \text{optimal} \hat{\beta}_{\text{ridge}} = (X^T X + \lambda_{\text{opt}} I)^{-1} X^T Y \quad (10) \]

where \( \lambda_{\text{opt}} \) is the value of \( \lambda \) in which \( \text{MSE}(\lambda) \) attains the global minimum. The variance of the estimate is given by

\[ \text{Var}(\hat{\beta}_{\text{ridge}}) = \sigma^2 \text{diag}[(X^T X + \lambda I)^{-1}X^T X(X^T X + \lambda I)^{-1}] \quad (11) \]

**Least Absolute Shrinkage and Selection Operator (Lasso)**

Tibshirani (1996) proposed a method called Least Absolute Shrinkage and Selection Operator (Lasso), similar to Ridge regression in dealing with many predictor variables. It is a regression analysis method that performs both variable selection and regularization in order to enhance the prediction accuracy and interpretability of the statistical regression model (Emmett-Streib and Dehmer, 2019). However, Lasso is different from Ridge regression because it deals with variable selection and shrinkage of the parameter. Lasso minimises the residual sum of squares subject to the sum of the absolute values of the coefficients. Because of the constraint, Lasso method shrinks some regression coefficients toward zero and others to exactly zero and hence produces a sparse model. Lasso is a method of selecting a subset of variables in a model while simultaneously shrinking the other regression coefficients toward zero, due to some constraints in Lasso principles. The popularity of the classical Lasso lies in its ability to shrink coefficients to zero, thereby automatically performing variable selection, and the effect of the penalization is that Lasso sets the \( \hat{\beta}_j \) s for some variables to zero. In other words, it does the model selection for us (Van Erp et al, 2019, Ahrens et al, 2018, Chaturvedi, 2018). Goeman (2010), efficiently computes estimates of parameters in high dimensional model using \( \ell_1 \) penalized (lasso) method. The dimensionality of the collected data in clinical studies for complex disease such as cancer for example, is growing exceedingly fast. It is analytically challenging for researchers to elucidate the relationship between the most influential factors (variables) and patient survival outcomes (Xiao et al, 2016). Tuji (2010) applied \( \ell_1 \) regularization form of Lasso to select the most significant variables on the survival dataset in their cancer study. Lasso sets coefficients to zero exactly if the variables are not important when (\( \lambda_{\text{opt}} \)) is large enough. Ridge regression and Lasso minimise the RSS with the penalty term as constraints which means that the shrinkage problem will find the smallest RSS within a budget defined by:

a) a circle for Ridge regression
b) a diamond for Lasso (absolute value).

The absolute values are going to be a constraint region that has sharp corners. The solution will be, the first place the RSS contours hit the constraint region. In high dimensions with Lasso, you have edges and corners that make the diamond, and along an edge or a corner, if you hit there, you get a zero. So this is, geometrically, why you get sparsity in the Lasso (https://datacadamia.com/data_mining/lasso).
The Lasso penalty regularised the linear regression coefficients of penalized least square criterion as:

\[ \hat{\beta}_{(\text{lasso})} = \arg \min_{\beta} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} \beta_j x_{ij} \right)^2 + \lambda \sum_{j=1}^{p} |\beta_j| \]  

(12)

where \( n \) is the number of observations, \( p \) is the number of predictors for example, genes. \( \lambda \) is the tuning parameter which determines the amount of shrinkage of the regression coefficients. The higher the value of \( \lambda \), the greater will be the shrinkage of the \( \beta \) coefficient as seen in equation (8) and this in turn, will make the coefficients more robust to collinearity.

Lasso performed better than Ridge in scenarios with many noise predictors and worse in the presence of correlated predictors (Pavlou et al, 2015).

To obtain the \( \beta_{\text{lasso}} \) in matrix form, we need to minimise equation (13) with respect to \( \beta \):

\[ f(\beta) = \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} \beta_j x_{ij} \right)^2 + \lambda \sum_{j=1}^{p} |\beta_j| \]  

(13)

This involves differentiating the equation with respect to \( \beta \) and setting the derivative to zero to in order to obtain the system of equations:

\[ (X^TX) \beta + 0.5\lambda \beta^* = X^TY \]  

(14)

where \( \beta^* \) is defined as,

\[ \beta^* = \begin{pmatrix} \beta_0^* \\ \beta_1^* \\ \vdots \\ \beta_p^* \end{pmatrix} \]  

(15)

Clearly equation (14) is not in closed form, so iterative method has to be used to determine the lasso estimate of \( \beta \). Using the Newton Raphson Algorithm, and for a given \( \lambda > 0 \) and initial value of \( \beta_0 \) one can run the iteration in equation (11):

\[ \beta_t = \beta_{t-1} - (X^TX + 0.5\lambda G_{t-1})^{-1} (X^TX\beta_{t-1} + 0.5\lambda \beta_{t-1} - X^TY) \]  

(16)

where the \( p + 1 \) by \( p + 1 \) diagonal matrix \( G \) is defined as,

\[ G = \text{diag}\left(\frac{1-\beta_0^*}{|\beta_0^*|}, \frac{1-\beta_1^*}{|\beta_1^*|}, ..., \frac{1-\beta_p^*}{|\beta_p^*|}\right) \]  

(17)

and \( t = 1, 2, 3, ..., \) until convergence is achieved. A possible convergence criterion could be to stop the iteration whenever:
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\[(\beta_t - \beta_{t-1})^T(\beta_t - \beta_{t-1}) / (\beta_{t-1})^T(\beta_{t-1}) < 10^{-6}\]  \hspace{1cm} (18)

and take \(\hat{\beta}_{\text{lasso}} = \beta_{t-1}\) for the given \(\lambda\).

To obtain our optimal \(\hat{\beta}_{\text{lasso}}\), we run equation (16) for a range of \(\lambda\) values (\(\lambda=0.01, 0.02, 0.03, ..., 1\)) say and choose the optimal \(\hat{\beta}_{(\text{lasso})}\) that minimises the mean squared error \(\text{MSE}(\lambda)\), while the corresponding value of \(\lambda\) gives the \(\lambda_{\text{opt}}\)

\[
\text{MSE}(\lambda) = \frac{(Y - \hat{Y}_{(\lambda)})^T(Y - \hat{Y}_{(\lambda)})}{n} \quad \text{and} \quad \hat{Y}_{(\lambda)} = X \hat{\beta}_{(\text{lasso})}
\]

(19)

where \(\lambda_{\text{opt}}\) is the value of \(\lambda\) in which \(\text{MSE}(\lambda)\) attains the global minimum. Alternatively, re-run the iteration in equation (16) with \(\lambda_{\text{opt}}\) to obtain the optimal \(\hat{\beta}_{\text{lasso}}\). The variance of \(\hat{\beta}_{\text{lasso}}\) is given by,

\[
\text{Var}(\hat{\beta}_{\text{lasso}}) = \sigma^2 \text{diag}[(X^TX + 0.5\lambda\mathcal{G})^{-1}X^TX(X^TX + 0.5\lambda\mathcal{G})^{-1}]
\]

(20)

where

\[
\sigma^2 = \frac{(Y - \hat{Y}_{(\lambda)})^T(Y - \hat{Y}_{(\lambda)})}{(n-p)}
\]

(22)

and \(n\) is the number of subjects and \(p\) is the number of predictor variables.

**Elastic net**

Elastic net was introduced by Zou and Hastie (2005), to extend the Lasso by improving some of its limitations, especially with respect to the variable selection. The method produces a regression model that is penalized with both the Ridge regression penalty term of \(L_2\) - norm and Lasso regression penalty term of \(L_1\) - norm. The consequence of this is to effectively shrink coefficients just like in Ridge regression and to set some coefficients to zero as in Lasso. The \(L_1\) - norm part of the penalty generates a sparse model by shrinking some regression coefficients exactly to zero. The \(L_2\) - norm part of the penalty removes the limitation on the number of selected variables, encourages grouping effect, and stabilizes the \(L_1\) regularization path (Park and Konishi, 2015).

In this situation, Elastic net not only selects variables, but may also perform better than Lasso with observations that are collinear. Liu and Li (2017) used an efficient Elastic net with regression coefficients method to select the significant variables of the spectrum data. Steele et al., (2018) analyzed the electronic patient health records for predicting patient mortality with Elastic net method. In finance, Ho et al. (2015) used Elastic net to define portfolios of stocks and predict the credit ratings of corporations. Furthermore, Elastic net is particularly useful in cases where the number of predictor variables \((p)\) in datasets are much larger than the number of observations \((n)\). In such cases, Lasso is not capable of selecting more than \(n\) predictors but the Elastic net has this capability (Frank and Matthias, 2019). Elastic net minimises the loss function and the estimated parameter vector is given by

\[
\hat{\beta}_{\text{Elastic}} = \arg \min_{\beta} \left[ \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} \beta_j x_{ij} \right)^2 + \lambda \left( (1-\alpha) \sum_{j=1}^{p} \beta_j^2 + \alpha \sum_{j=1}^{p} |\beta_j| \right) \right]
\]

(23)

where

\[
\lambda = \text{tuning parameter} \quad \alpha = \text{weight that determines how much should be given to Lasso or Ridge regression,}
\]

such that \(0 \leq \alpha \leq 1\), where \(\alpha = 0, \hat{\beta}_{E} \) becomes \(\hat{\beta}_{L} \) and where \(\alpha = 1, \hat{\beta}_{E} \) becomes \(\hat{\beta}_{R} \).

The matrix form (23) does not have a closed form and its solution can only be obtained iteratively using:

\[
\beta_t = \beta_{t-1} - (X^TX + \lambda(\alpha I + 0.5(1-\alpha)\mathcal{G}_{t-1}))^{-1}(X^TY + \lambda(\alpha \beta_{t-1} + 0.5(1-\alpha)\mathcal{G}_{t-1}) - X^TY)
\]

(24)
where \( t = 1, 2, \ldots \) and the diagonal matrix \( G, \beta \) and \( \beta^* \) are as defined in equation (16). For a given \( \alpha \) such that \( 0 < \alpha < 1 \) and a given initial value \( \beta_0 \), one runs equation (24) for each value of \( \lambda (\lambda = 0.01, 0.02, \ldots, 1) \) say, until convergence is achieved based on the convergence criterion defined in equation (18), and then compute the MSE(\( \lambda \)). The \( \lambda_{opt} \) is obtained as that value of \( \lambda \) that returns the minimum MSE(\( \lambda \)). Having obtained \( \lambda_{opt} \) we can use it to re-run equation (24) with values of \( \alpha \) say \( (\alpha = 0.01, 0.02, \ldots, 0.99) \) and for each \( \alpha \) we estimate MSE(\( \alpha \)).

The optimal \( \alpha \) is determined as that \( \alpha \) that returns the smallest MSE(\( \alpha \)). Both the optimal \( \alpha \) and \( \lambda \) are then used in equation (24) to re-run the iteration until convergence. The converged \( \hat{\beta} \) is the elastic net estimate \( \hat{\beta}_{elastic} \) of \( \beta \). The variance of the estimate is then computed as,

\[
\text{Var}(\hat{\beta}_{elastic}) = \sigma^2 \text{diag}[(X^TX + \lambda(at + 0.5(1 - \alpha)G_{t-1}))^{-1}X^TX(X^TX + \lambda(at + 0.5(1 - \alpha)G_{t-1}))^{-1}]
\]

(25)

where \( \sigma^2 \) is defined as

\[
\sigma^2 = (Y - \hat{Y}_{(\lambda)})^T(Y - \hat{Y}_{(\lambda)}) / (n - p)
\]

(26)

and

\[
\hat{Y}_{(\lambda)} = X\hat{\beta}_{(Elastic)}
\]

(27)

The Elastic net penalty is a convex combination of the Lasso and the Ridge constraint functions. Figure 3 shows the effect of weight \( \alpha \) on the regularization. From Fig 3, the Elastic net penalty (in red color or solid line) is located between the Lasso and the Ridge penalties. In this paper, the training dataset is used in building the classical OLS, regularized Ridge, Lasso and Elastic net models.

**Estimating the Models Using Breast Cancer Data**

**The Breast Cancer Data**

In this study, observations of breast cancer data are used and were sourced from Ahmadu Bello University, Teaching Hospital (ABUTH) Zaria, with the following exposure (or predictor) variables. Apart from the intercept, the other variables used in the analysis are age (Age20-29, Age30-39, Age40-49, Age50-59, Age60-69, Age70+), sex (male, female), marital status (married, single) and stage of the disease (stage1, stage2, stage3). For the purpose of analysis, all the 13 predictor variables are coded 1 for the presence of the event and zero otherwise, except for the dependent variable where its natural log is used. The intercept is coded 1. The study duration was for 60 months after having been diagnosed with breast cancer and the survival times in months of the patients is considered as the response variable. The object of the cancer study is to find out which of the predictor variables exert greater influence on the survival of the breast cancer patients, and using the exposure variables to predict the breast cancer patient’s survival time. The sample collected consist of 312 breast cancer patients, and the study subject included 299 females (95.8%) and 13 males (4.2%) with an average age of 43.1 (with standard deviation of 11.7) for females and average age of 48.5 (with standard deviation of 12.0) for males. All the ages range between 20 and 75 years. The 5-year
average survival time in months for females and males after being diagnosed with breast cancer were found to be 52.5 and 38.5 respectively. The data is divided into two subsets. The first subset is the training set ($n_{\text{train}} = 200$ subjects) that will be used in estimating the models, while the second subset is the testing set ($n_{\text{test}} = 112$ subjects), which will be used for assessing the prediction accuracy of the estimated models.

### Estimating the Regression Models

The regression models estimated parameters were obtained from the training data. Using all the predictors and the intercept, the $p \times p$ matrix $X'X$ is singular and so does not have an inverse. As a result, we cannot estimate $\beta$ of equation (4) and the OLS model. The Ridge regularised estimate of $\beta$ of equation (7), with the determined optimal value of $\lambda_{\text{opt}} = 0.01$ as shown in Fig 4(a), its standard error, the t-values and the $p$-values are presented in Table 1(a).

### Table 1(a) : Ridge Regression of Breast Cancer Data

| Variable | Estimate | SE  | t-value | P-value |
|----------|----------|-----|---------|---------|
| Intercept | 0.9024   | 0.3387 | 2.6644 | 0.0084  |
| Age20-29 | 0.0701   | 0.1987 | 0.3529 | 0.7245  |
| Age30-39 | 0.1789   | 0.1430 | 1.2511 | 0.2125  |
| Age40-49 | 0.1432   | 0.1413 | 1.0131 | 0.3123  |
| Age50-59 | -0.0336  | 0.1659 | -0.2023| 0.8399  |
| Age60-69 | 0.1316   | 0.2141 | 0.6146 | 0.5396  |
| Age70-79 | 0.4121   | 0.3134 | 1.3150 | 0.1901  |
| Male     | 0.6327   | 0.6712 | 0.9426 | 0.3471  |
| Female   | 0.4357   | 0.6673 | 0.6530 | 0.5146  |
| Single   | 0.3761   | 0.1769 | 2.1263 | 0.0348  |
| Married  | 0.5263   | 0.1928 | 2.7291 | 0.0070  |
| Stage 1  | 1.3566   | 0.2388 | 5.6808 | 0.0000  |
| Stage 2  | 0.2614   | 0.1592 | 1.6414 | 0.1024  |
| Stage 3  | -0.7156  | 0.1549 | -4.6202| 0.0000  |

Mean Squared Error | 0.8239
R Squared         | 0.3227
Lambda opt        | 0.0100
Residual Standard error | 0.9412

From Fig. 4(a) the different values of lambda ($\lambda$) are on the x-axis, the least value of lambda ($\lambda$) is the optimal and is obtained at the beginning of the curve shown by the arrow i.e between 0.0 to 0.05, and $\lambda_{\text{opt}} = 0.01$.
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The Lasso regularized estimate of $\beta$ of equation (16), with the determined optimal value of $\lambda_{opt} = 0.04$ as shown in Fig 4(b), its standard error, the $t$-values and the $p$-values are presented in Table 1(b).

Table 1 (b): Lasso Regression of Breast Cancer Data

| Variable | Estimate | SE   | t-value | P-value |
|----------|----------|------|---------|---------|
| Intercept| 0.2406   | 0.0088 | 27.3912 | 0.0000  |
| Age20-29 | -0.0605  | 0.0571 | -1.0591 | 0.2909  |
| Age30-39 | 0.0538   | 0.0631 | 0.8514  | 0.3957  |
| Age40-49 | 0.0095   | 0.0003 | 32.7941 | 0.0000  |
| Age50-59 | -0.1646  | 0.2085 | -0.7891 | 0.4311  |
| Age60-69 | -0.0187  | 0.0012 | -15.0659| 0.0000  |
| Age70-79 | 0.2783   | 0.4195 | 0.6632  | 0.5080  |
| Male     | 0.3646   | 0.7635 | 0.4826  | 0.6379  |
| Female   | 0.4369   | 0.7635 | 0.5722  | 0.5679  |
| Single   | 1.5169   | 0.7801 | 1.9446  | 0.0533  |
| Single   | 1.6669   | 0.7964 | 2.0932  | 0.0377  |
| Stage 1  | 1.0066   | 0.3014 | 3.3397  | 0.0010  |
| Stage 2  | -0.0872  | 0.0004 | -218.5425| 0.0000  |
| Stage 3  | -1.0638  | 0.1411 | -7.5380 | 0.0000  |

Mean Squared Error: 0.8240
R Squared: 0.3226
Lambda opt: 0.0400
Residual Standard error: 0.9413

From Fig.4(b) the different values of lambda ($\lambda$) are on the x-axis, the least value of lambda (0.00) is the optimal and is obtained at the lowest part of the curve shown by the arrow i.e. between 0.0 to 0.05, and $\lambda_{opt} = 0.04$

The elastic net regularized estimate of $\beta$ of equation (24), with the determined optimal value of $\lambda_{opt} = 0.02$ and $\alpha_{opt} = 0.01$ as shown in Figs 4(c) and 4(d), its standard error, the $t$-values and the $p$-values are presented in Table 1(c).

Table 1 (c): Elastic net Regularised Regression of Breast Cancer Data

| Variable | Estimate | SE   | t-value | P-value |
|----------|----------|------|---------|---------|
| Intercept| 0.3207   | 0.0142 | 22.5253 | 0.0000  |
| Age20-29 | 0.2450   | 0.2236 | 1.0955  | 0.2747  |
| Age30-39 | 0.3538   | 0.1695 | 2.0874  | 0.0382  |
| Age40-49 | 0.3181   | 0.1649 | 1.9288  | 0.0553  |
| Age50-59 | 0.1420   | 0.0603 | 2.3543  | 0.0196  |
| Age60-69 | 0.3063   | 0.2500 | 1.2250  | 0.2221  |
| Age70-79 | 0.5864   | 0.3763 | 1.5583  | 0.0382  |
| Male     | 0.4373   | 0.7172 | 0.6097  | 0.5428  |
| Female   | 0.4369   | 0.7635 | 0.5722  | 0.5679  |
| Single   | 1.1155   | 0.7466 | 1.4942  | 0.1368  |
| Married  | 1.2657   | 0.7477 | 1.6574  | 0.0991  |
| Stage 1  | 1.0226   | 0.3025 | 3.3807  | 0.0009  |
| Stage 2  | -0.0731  | 0.0002 | -475.6012| 0.0000  |
| Stage 3  | -1.0499  | 0.1414 | -7.4229 | 0.0000  |

Mean Squared Error: 0.8239
R Squared: 0.3227
Lambda opt: 0.0200
Alpha opt: 0.0100
Residual Standard error: 0.9412

Fig 4 (b) : Optimal Lambda Determination for Lasso Regularization

Fig 4 (c) : Optimal Lambda Determination for Elastic net Regularization
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From Fig.4(c) the different values of lambda ($\lambda$) are on the x-axis, the least value of lambda ($\lambda$) is the optimal and is obtained at the lowest part of the curve shown by the arrow i.e between 0.0 to 0.05, and $\lambda_{opt} = 0.02$

From Fig.4(d) the different values of alpha ($\alpha$) are on the x-axis, the least value of alpha ($\alpha$) is the optimal and is obtained at the beginning of the curve shown by the arrow i.e between 0.0 to 0.05, and $\alpha_{opt} = 0.01$

While the Ridge regression results presented in Table 1(a) indicate five variables as statistically significant determinants of survival time of cancer patients, the Lasso results show seven significant variables. The elastic net model indicates that eight variables are significant in determining the survival times of the breast cancer patients. The results indicate that Age60-69, stages 2 and 3 of the disease tend to shorten the survival times of the patients. In contrast, Age30-39, Age40-49, Age50-59, married and stage 1 of the disease tend to increase the patient survival time. Based on the $R^2$ value, the Lasso model appears somewhat superior to the other two models.

When four of the variables namely: Age20-29, Male, Single and Stage 2 of the disease, are dropped from the analysis, the resulting matrix $X^TX$ was able to have an inverse, and the resulting OLS estimated is shown in Table 2(a). Also, the regularized estimates for Ridge, Lasso and Elastic net are also given in Tables 2(b), 2(c) and 2(d), respectively. Apart from the lack of information on the other variables that were dropped from the analysis, all the results are very similar, indicating that the intercept, Stage 1 and Stage 3 of the disease are the only statistically significant variables in the determination of survival time of the breast cancer patients.
The determined optimal $\lambda_{\text{opt}} = 0.02$ and $\alpha_{\text{opt}} = 0.19$ as shown in Figs 5(a) and 5(b), for the Elastic net regularization that resulted in Table 2(d).

From Fig.5(a) the different values of lambda ($\lambda$) are on the x-axis, the least value of lambda ($\lambda$) is the optimal and is obtained at the lowest part of the curve shown by the arrow i.e between 0.0 to 0.1, and $\lambda_{\text{opt}} = 0.02$

From Fig.5(b) the different values of alpha ($\alpha$) are on the x-axis, the least value of alpha ($\alpha$) is the optimal and is obtained at the lowest part of the curve shown by the arrow i.e between 0.1 to 0.2, and $\alpha_{\text{opt}} = 0.19$
We shall apply the estimated models based on the training dataset to assess the prediction accuracy of the regularized Ridge, Lasso and Elastic net as compared to the OLS model using the testing set comprising of $n_{\text{test}} = 112$ patients. As we have seen in Section 3, the OLS model could not be estimated if all the variables are included because of multi-collinearity. This suggests that when all the variables are included, the regularized Ridge, Lasso or Elastic net should be used. Based on the estimated parameters presented in Tables 1(a), 1(b) and 1(c), we predict the log of the survival times of the 112 patients that are used as testing set using the models:

$$\hat{Y}_{(\lambda, \alpha)}(\lambda, \alpha) = X\hat{\beta}_{(\text{regularised})}$$

and the associated MSE values

$$MSE(\lambda, \alpha) = (Y - \hat{Y}_{(\lambda, \alpha)})^T(Y - \hat{Y}_{(\lambda, \alpha)}) / n_{\text{test}}$$

The regularized model can be either Lasso or Ridge when $\alpha = 0$ and $\lambda > 0$ and Elastic net when both $\lambda$ and $\alpha$ are greater than zero. The R version 4.1.1 package was used for all the computations and the developed R codes are with the authors and available on request. The predicted results for Ridge, Lasso and Elastic net when all the variables and the constant are included are presented in Figs 6(a), 6(b) and 6(c), respectively.

Fig. 6(a) depict the plot of log of survival times against the breast cancer cases for actual and predicted values using Ridge regression model.

Fig. 6(b) depict the plot of log of survival times against the breast cancer cases for actual and predicted values using Lasso regression model.
Fig. 6(c) depict the plot of log of survival times against the breast cancer cases for actual and predicted values using Elastic net regression model.

Using the computed MSE values, the Lasso model produced the least MSE of 0.832178, followed by Elastic net model with MSE value of 0.83274, with the Ridge model reporting the highest MSE value of 0.83283. From these results it is clear that the Lasso model would be preferable to the other two models. However, with the four variables: Age20-29, Male, Single and Stage2, of the disease dropped, the predicted and the actual values are presented in Figs 7(a), 7(b), 7(c) and 7(d), respectively for the OLS, Ridge, Lasso and Elastic net models.

The Lasso model maintains its superiority over the other three models with computed MSE value of 0.833866. This is followed by Ridge with MSE value of 0.834409, Elastic net with MSE value of 0.834471 and the OLS model with MSE value of 0.834507. Thus, using the reduced model, the three regularized models are all superior to the OLS model.
Fig. 7(b) depict the plot of log of survival times against the breast cancer cases for actual and predicted values using Ridge regression model after dropping four variables (Age20-29, Male, Single and Stage2).

Fig. 7(c) depict the plot of log of survival times against the breast cancer cases for actual and predicted values using Lasso regression model after dropping four variables (Age20-29, Male, Single and Stage2).

Fig. 7(d) depict the plot of log of survival times against the breast cancer cases for actual and predicted values using Elastic net regression model after dropping four variables (Age20-29, Male, Single and Stage2).
CONCLUSION
The Ridge, Lasso and Elastic net regularized models outperform the linear regression model in terms of prediction accuracy and information content on the predictor variables. The regularised models by design ensured that all the predictor variables can be used in estimating the model. On the regularized models, Lasso model appeared superior to Ridge and Elastic net models. The results of our study have shown that of the 14 variables used, eight are significant factors of breast cancer determination. In this study, we found that breast cancer patients in age group 60-69, that are in Stage 2 and Stage 3 of the disease have lower survival times and therefore have higher risk of dying from the disease. In contrast, patients that are either single or married and are in Stage 1 of the disease have longer survival times and hence lower risk of dying from the disease.

It is, therefore, recommended that the Federal and State Ministries of health should embark and sustain awareness campaigns about the breast cancer in the population in order for the sufferers to be detected and treated early, so as to improve the survival status.
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