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Abstract
In this paper, we consider lattice versions of the decomposition of the Yang-Mills field a la Cho-Faddeev-Niemi, which was extended by Kondo, Shinohara and Murakami in the continuum formulation. For the SU(N) gauge group, we propose a set of defining equations for specifying the decomposition of the gauge link variable and solve them exactly without using the ansatz adopted in the previous studies for SU(2) and SU(3). As a result, we obtain the general form of the decomposition for SU(N) gauge link variables and confirm the previous results obtained for SU(2) and SU(3).
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1 Introduction

If one regards the dual superconductivity [2] as a promising scenario for understanding quark confinement, one has to show the existence of magnetic monopole in the Yang-Mills theory [1], which is an indispensable ingredient for causing the dual superconductivity. One can recall a few examples of magnetic monopoles defined in gauge field theories. In the Maxwell electromagnetism, the Dirac magnetic monopole is realized by introducing singularities in the gauge potential. Otherwise, the Bianchi identity leads to identically vanishing magnetic current. In the non-Abelian gauge theory with (adjoint) matter fields such as the Georgi-Glashow model, one can construct the 't Hooft-Polyakov magnetic monopole without introducing the singularity in the Yang-Mills field thanks to the extra degrees of freedom of matter fields.

In pure Yang-Mills theory in question, two methods are so far known in realizing magnetic monopoles even in the absence of matter fields:

1. Abelian projection [3] and maximal Abelian gauge [4]

2. Decomposition of the Yang-Mills field variable [5, 6, 7, 8, 9, 10] and change of variables [11, 12, 13, 14]

The first method, i.e., Abelian projection (as a partial gauge fixing) proposed by 't Hooft [3] was conventionally used to extract the magnetic monopole from the Yang-Mills field. In the maximal Abelian (MA) gauge [4], the (infrared) Abelian dominance [15] was confirmed by numerical simulations on the lattice for the string tension [16] and correlation functions [18], while magnetic monopole dominance was also confirmed in the string tension [17]. See [19] for reviews.

The second method based on the CFN decomposition of the Yang-Mills field a la Cho [6] and Faddeev-Niemi [7] has been developed especially in the last decade. The second method is recognized to be superior in some aspects to the first one: The magnetic monopole can be constructed in a manifestly gauge-independent way. In particular, the MA gauge is reproduced as a special limit of the second method. In other words, the first method is nothing but a gauge-fixed version of the second method.

In view of these, we have investigated the lattice versions of the CFN decomposition in the previous papers [20, 21, 22] for SU(2) and [21, 23] for SU(3), which enable us to perform numerical simulations. We have given the explicit forms for the new lattice variables $V_{x,\mu}$ and $X_{x,\mu}$ in terms of the original link variable $U_{x,\mu}$ and the color field $n_x$. They are obtained by solving the defining equations which are coupled matrix equations. In order to solve them, in practice, we have so far assumed an ansatz written in terms of $U_{x,\mu}$ and $n_x$ and determined the parameters in the ansatz by using the defining equations. The result was justified from the coincidence with the continuum expression in the naive continuum limit. Therefore, this procedure does not guarantee the generality or uniqueness of the solution for arbitrary lattice spacing.

In this paper, we propose the defining equation of the lattice CFN decomposition and solve them without using any ansatz to obtain the general and exact solution for SU(N) on the lattice with arbitrary lattice spacing. Remarkably, the resulting expressions for SU(2) and SU(3) have the same form as those obtained previously [20, 21, 22, 23, 24]. Therefore, the result of this paper confirms the generality and
uniqueness of the previous solutions, in addition to the general solution in the case of \( SU(N), N > 3 \) for the maximal and minimal options. In particular, the CFN decomposition given in this paper is intrinsic on a lattice without reference to the continuum limit.

2 Defining equation of lattice CFN decomposition

We adopt the \( D \)-dimensional Euclidean lattice \( L_\epsilon = (\epsilon \mathbb{Z})^D \) with a lattice spacing \( \epsilon \). In the lattice gauge theory with a gauge group \( G \), the gauge variable \( U_\ell = U_{x,\mu} \) is defined on an oriented link \( \ell = < x, x + \epsilon \mu > \in L_\epsilon \) running from \( x \) to \( x + \epsilon \mu \) as:

\[
U_{x,\mu} = \mathcal{P} \exp \left\{ -ig \int_x^{x + \epsilon \mu} dx^\mu \mathcal{A}_\mu(x) \right\} \in G. 
\]  

(2.1)

The link variable \( U_{x,\mu} \) obeys the well-known lattice gauge transformation:

\[
U_{x,\mu} \rightarrow \Omega_x U_{x,\mu} \Omega_x^{-1} = U'_{x,\mu}, \quad \Omega_x \in G. 
\]  

(2.2)

In order to construct the lattice version of the CFN decomposition, we need to introduce the color field \( n_x \) which plays the crucial role in the CFN decomposition. The color field is defined as an element of the coset space \( G/H \) with \( H \) being the stability group \([12]\):

\[
n_x \in G/H. 
\]  

(2.3)

In case of \( SU(2) \), the stability group \( H \) is unique, i.e., a compact \( U(1) \) group. While for \( SU(3) \), there are two stability groups, i.e., \( H = U(1) \times U(1) \) and \( H = U(2) \). For \( G = SU(N) \) \( (N \geq 4) \), there exist more than \( N - 1 \) stability groups. In particular, the maximal option corresponds to \( H = U(1)^{N-1} \), while the minimal one to \( H = U(N - 1) \).

The color field \( n_x \) on a lattice is regarded as a site variable defined on a site \( x \) and transforms in the adjoint way by another (independent) gauge rotation:

\[
n_x \rightarrow \Theta_x n_x \Theta_x^{-1} = n'_x, \quad \Theta_x \in G/H. 
\]  

(2.4)

By applying the reduction condition \([11,12]\), the color field must transforms as

\[
n_x \rightarrow \Omega_x n_x \Omega_x^{-1} = n'_x, \quad \Omega_x \in G. 
\]  

(2.5)

In this paper, we do not discuss the reduction condition. See \([20,21,22,23,24] \) for the reduction condition on the lattice.

For a given color field \( n_x \), we consider decomposing the \( G \)-valued gauge variable \( U_\ell = U_{x,\mu} \in G \) into the product of two \( G \)-valued variables \( X_{x,\mu} \) and \( V_{x,\mu} \), defined on the same lattice \([23]\):

\[
U_{x,\mu} = X_{x,\mu} V_{x,\mu} \in G, \quad X_{x,\mu}, V_{x,\mu} \in G. 
\]  

(2.6)
Here we require that $V_{x,\mu}$ is a new link variable which transforms like a usual gauge variable on the same link $\ell = x, x + \epsilon \mu$:

$$V_{x,\mu} \rightarrow \Omega_x V_{x,\mu} \Omega_x^{-1} = V_{x,\mu}', \quad \Omega_x \in G. \tag{2.7}$$

For this gauge transformation to be consistent with the decomposition [12], we introduce the maximal case. We propose a lattice version of the first defining equation:

$$\epsilon D_{\mu}^{(c)}[V] n_\mu := V_{x,\mu} n_{x+\mu} - n_x V_{x,\mu} = 0, \tag{2.9}$$

where $D_{\mu}^{(c)}[V]$ is the lattice covariant derivative in the adjoint representation [21].

This defining equation for the initial color field guarantees that all $N - 1$ color fields $n_x^{(k)}$ ($k = 1, \ldots, N - 1$) prepared in the maximal option are covariantly constant in the background $V_{x,\mu}$:

$$\epsilon D_{\mu}^{(c)}[V] n_x^{(k)} := V_{x,\mu} n_{x+\mu}^{(k)} - n_x^{(k)} V_{x,\mu} = 0 \quad (k = 1, \ldots, N - 1). \tag{2.10}$$

The first defining equation [2.9] is just a lattice or group theoretical version of the Lie-algebra valued defining equations given already in the continuum formulation [12]. This choice is reasonable from the following observations. i) When $V_{x,\mu} = 1$, the covariant derivative $D_{\mu}^{(c)}[V]$ reduces to the (forward) lattice derivative $\partial_{\mu}^{(c)} n_x := \epsilon^{-1}[n_{x+\mu} - n_x]$. ii) The covariant derivative $D_{\mu}^{(c)}[V]$ reproduces correctly the continuum covariant derivative for the adjoint field in the naive continuum limit $\epsilon \rightarrow 0$ up to $O(\epsilon)$:

$$\epsilon^{-1}[V_{x,\mu} n_{x+\mu} - n_x V_{x,\mu}] = \partial_{\mu}^{(c)} n_x - ig[V_{\mu}(x), n_x] + O(\epsilon). \tag{2.12}$$

iii) The covariant derivative $D_{\mu}^{(c)}[V]$ obeys the correct transformation property, i.e., the adjoint rotation on a lattice:

$$D_{\mu}^{(c)}[V] n_x \rightarrow (D_{\mu}^{(c)}[V] n_x)' = \Omega_x (D_{\mu}^{(c)}[V] n_x) \Omega_x^T_{x+\mu}. \tag{2.13}$$

---

By using the mid-point prescription, this is more improved up to $O(\epsilon^2)$:

$$\epsilon^{-1}[V_{x,\mu} n_{x+\mu} - n_x V_{x,\mu}] = \partial_{\mu}^{(c)} n_{x'} - ig[V_{\mu}(x'), n_{x'}] - i\epsilon/2[V_{\mu}(x'), \partial_{\mu}^{(c)} n_{x'} - ig[V_{\mu}(x'), n_{x'}]] + O(\epsilon^2). \tag{2.11}$$
iv) The first defining equation is form-invariant under the gauge transformation, i.e.,

\[ V'_{x,\mu} \mathbf{n}'_{x+\mu} = \mathbf{n}'_{x} V'_{x,\mu}. \]  

(2.14)

Next, we give a general consideration to what extent the defining equations determine the decomposition uniquely, before proceeding to solving them explicitly. In order to consider the meaning of the second defining equation deeper, we return to the first equation. It is important to observe that the decomposition (2.6) is invariant under the simultaneous local transformation of \( V_{x,\mu} \) and \( X_{x,\mu} \): \[ X_{x,\mu} \rightarrow X_{x,\mu} R^{-1}_x, \quad V_{x,\mu} \rightarrow R_x V_{x,\mu}, \quad R_x \in G. \]  

(2.16)

This is the extra \( G \) degrees of freedom which are absent in the original \( G \) lattice theory written in terms of \( U_{x,\mu} \). In order to obtain the unique decomposition (2.6), we must fix the extra degrees of freedom by imposing suitable conditions. Therefore, we examine to what extent the extra degrees of freedom (2.16) is fixed by the first defining equation:

\[ n_x V_{x,\mu} = V_{x,\mu} n_x + \mu. \]  

(2.17)

It is obvious that the diagonal part related to the discrete symmetry of the center \( Z(N) \) of \( SU(N) \) is undetermined by the first defining equation:

\[ \exp(2\pi in/N) \mathbf{1} \in Z(N) \quad (n = 0, 1, \cdots, N). \]  

(2.18)

Suppose that the first defining equation holds after the local rotations (2.16):

\[ n_x R_x V_{x,\mu} = R_x V_{x,\mu} n_x + \mu. \]  

(2.19)

Combining this with the original equation (2.17), we obtain the relationship

\[ n_x R_x V_{x,\mu} = R_x n_x V_{x,\mu} \iff [n_x, R_x] V_{x,\mu} = 0. \]  

(2.20)

This implies that the degrees of freedom of \( R_x \) satisfying the following equation cannot be determined by imposing the first defining equation alone.

\[ [n_x, R_x] = 0. \]  

(2.21)

For the maximal option, the extra symmetry is \( Z(N) \times H, \quad H = U(1)^{N-1} \subset SU(N) \):

\[ R_x = \exp(2\pi in/N) \exp \left\{ i \sum_{k=1}^{N-1} \alpha_x^{(k)} \mathbf{n}_{x}^{(k)} \right\} \in Z(N) \times H = Z(N) \times U(1)^{N-1}, \]  

(2.22)

where \( \alpha^{(k)} \in \mathbb{R} \) and \( \{ \mathbf{n}_{x}^{(k)} \} \) is a maximal set of mutually commutable Hermitian generators for \( U(1)^{N-1} \) with the traceless property \( \text{tr}(\mathbf{n}_{x}^{(k)}) = 0 \) (see section 3). In the minimal option, the extra symmetry is \( Z(N) \times \tilde{H}, \quad \tilde{H} = U(N - 1) \subset SU(N) \):

\[ R_x = \exp(2\pi in/N) \exp \left\{ i \mathbf{h}_x \sum_{k=1}^{(N-1)^2-1} \beta_x^{(k)} \mathbf{u}_{x}^{(k)} \right\} \in Z(N) \times \tilde{H} = Z(N) \times U(N-1), \]  

(2.23)

\[ \text{For another decomposition of the form: } U_{x,\mu} = V_{x,\mu} X_{x,\mu}, \text{ it is advantageous to take} \]

\[ V_{x,\mu} \rightarrow V_{x,\mu} R_{x+\mu}, \quad X_{x,\mu} \rightarrow R^{-1}_{x+\mu} X_{x,\mu}, \quad R_{x+\mu} \in G. \]  

(2.15)
where $\alpha_x, \beta_x^{(k)} \in \mathbb{R}$ and \{ $u_x^{(k)}$ \} is a set of Hermitian generators of $SU(N - 1)$ commutable with $h_x := n_x^{(N-1)}$ (see section 4) with the traceless property $\text{tr}(u_x^{(k)}) = 0$.

Thus, we find that the degrees of freedom corresponding to $H$ or $\tilde{H}$ are left unfixed in the maximal or minimal options, respectively, even after solving the first defining equation. In order to obtain the unique decomposition, therefore, we must impose additional conditions to fix degrees of freedom which remain undetermined by imposing the first defining equation. This role is played by the second defining equation. In the previous papers [21, 22, 23], we used as a second defining equation the condition:

$$\text{tr}[X_{x,\mu} n_x ] = 0. \quad (2.24)$$

This is reasonable from the viewpoint of the naive continuum limit, since it leads to the second defining equation

$$\text{tr}[\mathcal{X}_\mu(x)n(x)] = 0 \quad (2.25)$$

for the Lie-algebra valued field $\mathcal{X}_\mu(x)$ in the continuum, as can be seen from

$$\text{tr}[X_{x,\mu} n_x ] = -ig \text{tr}[\mathcal{X}_\mu(x)n(x)] + O(\epsilon^2), \quad (2.26)$$

using $X_{x,\mu} = \exp \{-ige\mathcal{X}_\mu(x)\} = 1 - ige\mathcal{X}_\mu(x) + O(\epsilon^2)$. In this paper, however, we are looking for a lattice version of the second defining equation valid for the Lie-group valued field $X_{x,\mu}$, which is intrinsic for the lattice with arbitrary lattice spacing $\epsilon$. In the below, we will observe that (2.24) is valid for $SU(2)$ exceptionally, but it is not valid for $SU(N)$, $N \geq 3$. We need more care for the second defining equations.

Thus, imposing simultaneously the first and second defining equations uniquely fix the decomposition (2.6) by eliminating the extra gauge degrees of freedom associated to the decomposition.

3 Maximal case

For the Yang-Mills gauge theory with a gauge group $G = SU(N)$, it is convenient to introduce a set of $(N^2 - 1)$-dimensional unit vector fields $n^{(k)}(x)$ ($k = 1, \cdots, r$) with the components $n^A_{(k)}(x)$, i.e., $n^{(k)}(x) \cdot n^{(k)}(x) := n^A_{(k)}(x)n^A_{(k)}(x) = 1$ ($A = 1, 2, \ldots, \text{dim} G = N^2 - 1$) where $r := \text{rank} G = N - 1$ is the rank of the gauge group $G = SU(N)$. But it is not essential to introduce $r$ fields $n^{(k)}(x)$, since it is enough to introduce a single color field $n(x)$, see [12]. We omit the summation symbol for $A$ in what follows. The $n^{(k)}(x)$ fields having the value in the Lie algebra $\mathcal{G}$ are constructed according to

$$n^{(k)}(x) = n^A_{(k)}(x)T^A = U^\dagger(x)H_k U(x), \quad U(x) \in G, \quad (3.1)$$

where $H_k$ are generators in the Cartan subalgebra in the generators $T^A$ of the Lie-algebra $\mathcal{G} = su(N)$ of $G = SU(N)$. We adopt the normalization $\text{tr}(T_A T_B) = \frac{1}{2}\delta_{AB}$.

It is known that an arbitrary complex-valued $(N \times N)$ matrix $M$ can be decom-
posed into the following form:

\[ M = M_{G/H} + M_{H}. \]

\[ M_{H} = \frac{1}{N} \text{tr}(M) 1 + 2 \sum_{k=1}^{N-1} \text{tr}(Mn^{(k)})n^{(k)}, \quad M_{G/H} = \sum_{k=1}^{N-1} [n^{(k)}, [n^{(k)}, M]] . \] (3.2)

The double commutator is calculated as

\[ M_{G/H} := \sum_{k=1}^{N-1} [n^{(k)}, [n^{(k)}, M]] = \left\{ \sum_{k=1}^{N-1} n^{(k)}n^{(k)}, M \right\} - \sum_{k=1}^{N-1} 2n^{(k)}Mn^{(k)} \]

by using the relation

\[ \sum_{k=1}^{N-1} n^{(k)}n^{(k)} = \frac{1}{2} \left( 1 - \frac{1}{N} \right) 1, \] (3.3)

which follows from

\[ n^{(k)}_{x}n^{(l)}_{x} = \begin{cases} \frac{1}{2k(k+1)}n^{(l)}_{x} & (l < k) \\ \frac{1}{2N} 1 - \frac{1}{2k(k+1)}n^{(k)}_{x} + \sum_{k+1 \leq m \leq N-1} \frac{1}{2m(m+1)}n^{(m)}_{x} & (l = k) \\ \frac{1}{2l(l+1)}n^{(k)}_{x} & (l > k) \end{cases} . \] (3.4)

Therefore, the identity (3.2) is rewritten into

\[ M = \text{tr}(M) 1 + 2N \sum_{k=1}^{N-1} \text{tr}(Mn^{(k)})n^{(k)} - 2N \sum_{k=1}^{N-1} n^{(k)}Mn^{(k)}. \] (3.6)

[Necessity: (2.9) \implies (3.18) & (3.20)] We apply the identity (3.6) to \( X_{x,\mu} \) to obtain

\[ X_{x,\mu} = \text{tr}(X_{x,\mu}) 1 + 2N \sum_{k=1}^{N-1} \text{tr}(X_{x,\mu}n^{(k)}_{x})n^{(k)}_{x} - 2N \sum_{k=1}^{N-1} n^{(k)}_{x}X_{x,\mu}n^{(k)}_{x} . \] (3.7)

By using \( X_{x,\mu} = U_{x,\mu}V^{-1}_{x,\mu} \) and \( V^{-1}_{x,\mu}n^{(k)}_{x,\mu} = n^{(k)}_{x,\mu + \mu}V^{-1}_{x,\mu} \) which follows from the first defining equation, the last term in eq. (3.7) is cast into

\[ n^{(k)}_{x}X_{x,\mu}n^{(k)}_{x} = n^{(k)}_{x}U_{x,\mu}V^{-1}_{x,\mu}n^{(k)}_{x} = n^{(k)}_{x}U_{x,\mu}n^{(k)}_{x,\mu + \mu}V^{-1}_{x,\mu} = \left( n^{(k)}_{x}U_{x,\mu}n^{(k)}_{x,\mu + \mu}U^{-1}_{x,\mu} \right) X_{x,\mu}. \] (3.8)

By defining

\[ K_{x,\mu} := 1 + 2N \sum_{k=1}^{N-1} n^{(k)}_{x}U_{x,\mu}n^{(k)}_{x,\mu + \mu}U^{-1}_{x,\mu}, \] (3.9)

\[ \text{The Lie-algebra version of this identity (3.2) was given in Appendix B of [12]. This identity (3.2) is obtained by the similar consideration, although we omit the derivation.} \]
therefore, eq. (3.7) is rewritten as
\[K_{x,\mu}X_{x,\mu} = \text{tr}(X_{x,\mu})\mathbf{1} + 2N \sum_{k=1}^{N-1} \text{tr}(X_{x,\mu}n_x^{(k)})n_x^{(k)} \quad \text{(no sum over } x, \mu)\] (3.10)

Here we apply the polar decomposition theorem \[23\] to \(K_{x,\mu}\) which is assumed to be a regular matrix (namely, the inverse \(K_{x,\mu}^{-1}\) exists). Then we can obtain the unitary matrix \(\hat{K}_{x,\mu}\) and a positive definite Hermitian matrix \(H_{x,\mu} := \sqrt{K_{x,\mu}K_{x,\mu}^\dagger}\) such that
\[K_{x,\mu} = \sqrt{K_{x,\mu}K_{x,\mu}^\dagger}\hat{K}_{x,\mu} \iff \hat{K}_{x,\mu} = (\sqrt{K_{x,\mu}K_{x,\mu}^\dagger})^{-1}K_{x,\mu}.\] (3.11)

Applying (3.11) to \(K_{x,\mu}\) of (3.10), eq. (3.10) reads
\[
\hat{K}_{x,\mu}X_{x,\mu} = \left(\sqrt{K_{x,\mu}K_{x,\mu}^\dagger}\right)^{-1}\{\text{tr}(X_{x,\mu})\mathbf{1} + 2N \sum_{k=1}^{N-1} \text{tr}(X_{x,\mu}n_x^{(k)})n_x^{(k)}\} \quad \text{(no sum over } x, \mu),
\] (3.12)

where \(\hat{K}_{x,\mu}X_{x,\mu} \in U(N)\), since \(X_{x,\mu} \in SU(N)\) and \(\hat{K}_{x,\mu} \in U(N)\).

It is shown (see Appendix) that all \(n_x^{(k)}\) commute with \(K_{x,\mu}K_{x,\mu}^\dagger\):
\[\{K_{x,\mu}K_{x,\mu}^\dagger, n_x^{(k)}\} = 0 \quad (k = 1, \cdots, N - 1).\] (3.13)

Then, using the same argument as that given in (2.19) and (A.7) in Appendix A of \[23\], it is also shown that
\[\left(\sqrt{K_{x,\mu}K_{x,\mu}^\dagger}\right)^{-1}n_x^{(k)} = 0 \quad (k = 1, \cdots, N - 1).\] (3.14)

By applying the identity (3.2) to \(M = \left(\sqrt{K_{x,\mu}K_{x,\mu}^\dagger}\right)^{-1}\), we find that \(\left(\sqrt{K_{x,\mu}K_{x,\mu}^\dagger}\right)^{-1}\)
is written as a linear combination of \(\mathbf{1}\) and \(n_x^{(k)}\) \((k = 1, \cdots, N - 1)\). Thus the right-hand side of (3.12) is written as a linear combination of \(\mathbf{1}\) and \(n_x^{(k)}\) with appropriate coefficients \(a_x^{(0)}\) and \(a_x^{(k)}\):
\[
\hat{K}_{x,\mu}X_{x,\mu} = \exp\left\{ia_x^{(0)}\mathbf{1} + i \sum_{k=1}^{N-1} a_x^{(k)}n_x^{(k)}\right\},
\] (3.15)

since \(\{1, n_x^{(1)}, \ldots, n_x^{(N-1)}\}\) is a maximal set of mutually commuting matrices.

Taking the determinant of both sides of (3.15), we obtain for \(\hat{K}_{x,\mu} \in U(N)\)
\[\det(\hat{K}_{x,\mu}) = \det\left\{\exp\left\{ia_x^{(0)}\mathbf{1}\right\}\right\},\] where we have used \(\det(X_{x,\mu}) = 1\) for \(X_{x,\mu} \in SU(N)\) and \(\det\left\{\exp\left\{i \sum_{k=1}^{N-1} a_x^{(k)}n_x^{(k)}\right\}\right\} = 1\), since \(\det[\exp\left\{ia_x^{(k)}n_x^{(k)}\right\}] = \det\left\{ia_x^{(k)}\text{tr}(n_x^{(k)})\right\} = 1\) due to \(\text{tr}(n_x^{(k)}) = 0\). Therefore, we obtain
\[\det(\hat{K}_{x,\mu}) = (\exp\left\{ia_x^{(0)}\right\})^N,\] (3.16)
and hence
\[
\exp\left\{ia_x^{(0)}\mathbf{1}\right\} = e^{2\pi ip_x/N}\mathbf{1}(\det(\hat{K}_{x,\mu}))^{1/N} \quad (p_x = 0, \cdots, N - 1).
\] (3.17)
Thus we have solved the first defining equation and the solution for \( X_{x,\mu} \) is given by
\[
X_{x,\mu} = \hat{K}^{-1}_{x,\mu}(\det(\hat{K}_{x,\mu}))^{1/N} g_x^{-1},
\]
where \( \hat{K}_{x,\mu} = \left( \sqrt{K_{x,\mu} K_{x,\mu}^\dagger} \right)^{-1} K_{x,\mu} \) and \( \hat{K}_{x,\mu}^\dagger = K_{x,\mu}^\dagger \left( \sqrt{K_{x,\mu} K_{x,\mu}^\dagger} \right)^{-1} \).

\[
g_x = e^{-2\pi ip_x/N} \exp \left\{ -i \sum_{k=1}^{N-1} a_x^{(k)} r_x^{(k)} \right\} \quad (p_x = 0, \ldots, N - 1).
\]

Indeed, \( g_x \) is an element of the extra symmetry considered in [22]: \( Z(N) \times H \), \( H = U(1)^{N-1} \subset SU(N) \). Consequently, the solution of the first defining equation for \( V_{x,\mu} = X^\dagger_{x,\mu} U_{x,\mu} \) is given by
\[
V_{x,\mu} = g_x \hat{K}_{x,\mu} U_{x,\mu}(\det(\hat{K}_{x,\mu}))^{-1/N}.
\]
It should be remarked that \( g_x^{-1} \) (or \( g_x \)) in the above expressions for \( X_{x,\mu} \) (or \( V_{x,\mu} \)) is undetermined from the first defining equation alone in agreement with the general consideration. In order to fix it, we must impose further conditions, i.e., the second defining equation, by equating \( g_x \) with an element \( g_x^0 \),
\[
g_x = g_x^0.
\]
The simplest one is to take \( g_x^0 = 1 \), or
\[
(\det(\hat{K}_{x,\mu}))^{-1/N} \hat{K}_{x,\mu} X_{x,\mu} = g_x^0 = 1.
\]
We can check that the naive continuum limit of [3.22] reduces to the second defining equation [2.25] in the continuum formulation. \[\text{Sufficiency:} \ [3.18] \& \ [3.20] \implies [2.25] \]
By using (A.5):
\[
n_x^{(k)} \hat{K}_{x,\mu} = K_{x,\mu} U_{x,\mu} n_x^{(k)} U^\dagger_{x,\mu},
\]
we check that the above expression [3.20] for \( V_{x,\mu} \) satisfies the first defining equation:
\[
n_x^{(k)} V_{x,\mu} = g_x(\det(\hat{K}_{x,\mu}))^{-1/N} n_x^{(k)} \hat{K}_{x,\mu} U_{x,\mu}
= g_x(\det(\hat{K}_{x,\mu}))^{-1/N} \left( \sqrt{K_{x,\mu} K_{x,\mu}^\dagger} \right)^{-1} n_x^{(k)} K_{x,\mu} U_{x,\mu}
= g_x(\det(\hat{K}_{x,\mu}))^{-1/N} \left( \sqrt{K_{x,\mu} K_{x,\mu}^\dagger} \right)^{-1} K_{x,\mu} U_{x,\mu} n_x^{(k)} U^\dagger_{x,\mu}
= g_x(\det(\hat{K}_{x,\mu}))^{-1/N} \left( \sqrt{K_{x,\mu} K_{x,\mu}^\dagger} \right)^{-1} K_{x,\mu} U_{x,\mu} n_x^{(k)} U^\dagger_{x,\mu} = V_{x,\mu} n_x^{(k)}.
\]

5 If we introduce \( V_{x,\mu} \) by \( V_{x,\mu} := K_{x,\mu} U_{x,\mu} := U_{x,\mu} + 2N \sum_{k=1}^{N-1} n_x^{(k)} U_{x,\mu} n_x^{(k)} \), then \( V_{x,\mu} \) is rewritten into the form given in [23]:
\[
V_{x,\mu} = g_x \left( \sqrt{V_{x,\mu} V_{x,\mu}^\dagger} \right)^{-1} V_{x,\mu} \left[ \det(\left( \sqrt{V_{x,\mu} V_{x,\mu}^\dagger} \right)^{-1} V_{x,\mu}) \right]^{-1/N},
\]
where we have used \( K_{x,\mu} U_{x,\mu} = \tilde{V}_{x,\mu} \), \( U^\dagger_{x,\mu} K_{x,\mu} = \tilde{V}^\dagger_{x,\mu} \), and \( K_{x,\mu} K_{x,\mu}^\dagger = \tilde{V}_{x,\mu} \tilde{V}^\dagger_{x,\mu} \), and the resulting equality \( \det(\hat{K}_{x,\mu}) = \det(\left( \sqrt{K_{x,\mu} K_{x,\mu}^\dagger} \right)^{-1} K_{x,\mu}) = \det(\left( \sqrt{V_{x,\mu} V_{x,\mu}^\dagger} \right)^{-1} V_{x,\mu}) \).

6 Note that \( K_{x,\mu} = N1 + O(\epsilon) \), but \( K_{x,\mu} K_{x,\mu}^\dagger = N1 + O(\epsilon^2) \) due to the cancellation of order \( \epsilon \) terms and hence \( (\sqrt{K_{x,\mu} K_{x,\mu}^\dagger})^{-1} = (1/N)1 + O(\epsilon^2) \). Moreover, \( \det(K) = \det(1 + O(\epsilon)) = 1 + \text{tr}(O(\epsilon)) = 1 + O(\epsilon^2) \) due to the tracelessness of the order \( \epsilon \) terms by explicit calculation. Then \( \det(\hat{K}_{x,\mu})^{-1/N} = 1 + O(\epsilon^2) \). From [3.11], \( K_{x,\mu} X_{x,\mu} = \text{tr}(X_{x,\mu})1 + 2N \sum_{k=1}^{N-1} \text{tr}[X_{x,\mu} n_x^{(k)} n_x^{(k)}] = \text{tr}(11) + 2N \sum_{k=1}^{N-1} \text{tr}[-i\epsilon g x \mu(x) n_x^{(k)} n_x^{(k)}] = O(\epsilon^2) + O(\epsilon^2). \) Therefore, \( \hat{K}_{x,\mu} X_{x,\mu} = 1 - 2i\epsilon \sum_{k=1}^{N-1} \text{tr}[x_\mu(x) n_x^{(k)} n_x^{(k)}] + O(\epsilon^2). \) Thus, [3.22] leads to \( \text{tr}[x_\mu(x) n_x^{(k)}] = 0 \) up to \( O(\epsilon) \).
Thus, the sufficiency is shown irrespective of the extra part $g_x$.

## 4 Minimal case

Now we discuss the minimal case of $SU(N)$. In the minimal case, we introduce a single (traceless Hermitian) color field:

$$h(x) \in G/\tilde{H}. \quad (4.1)$$

It is known that an arbitrary complex-valued ($N \times N$) matrix $M$ can be decomposed into two parts:

$$M = M_{G/\tilde{H}} + M_{\tilde{H}},$$

where $M_{G/\tilde{H}}$ is the $G/\tilde{H}$ part satisfying $\text{tr}(M_{G/\tilde{H}}h) = 0$ and $M_{\tilde{H}}$ is the $\tilde{H}$ part satisfying $[h, M_{\tilde{H}}] = 0$ where $\tilde{M}$ is defined by a subset of generators $u^k \in su(N-1)$ such that $[u^k, h] = 0$ ($k = 1, \ldots, (N-1)^2 - 1$).

In order to make the following calculations easier, we adopt a specific representation:

$$h(x) = n_r(x) := U^\dagger(x)H_rU(x) \in G/\tilde{H}, \quad (4.3)$$

where $H_r$ is the final Cartan matrix given by $H_r = \frac{1}{\sqrt{2N(N-1)}} \text{diag}(1, \cdots, 1, -N + 1)$.

The double commutator in eq(4.2) is calculated as

$$M_{G/\tilde{H}} := 2(1 - 1/N) [h, [h, M]],$$

where we have used

$$hh = \frac{1}{2N} - \frac{N - 2}{\sqrt{2N(N-1)}} h. \quad (4.5)$$

Thus, the identity is cast into

$$\frac{N^2 - 2N + 2}{N} M + (N - 2) \sqrt{\frac{2(N - 1)}{N}} [h, M] + 4 (N - 1) hMh$$

$$= \text{tr}(M) 1 + N\tilde{M} + 2N\text{tr}(Mh) h. \quad (4.6)$$

---

7 The Lie-algebra version of this identity (4.4) was given in Appendix B of [12]. This identity (4.2) is obtained by the similar consideration, although we omit the derivation.
Then (4.11) reads

\[ N^2 - 2N + 2 \frac{X_{x,\mu}}{N} + (N-2) \sqrt{2(N-1) \frac{1}{N}} \{ h_x, X_{x,\mu} \} + 4(N-1) h_x X_{x,\mu} h_x \]

\[ = \text{tr} (X_{x,\mu}) 1 + N \bar{X}_{x,\mu} + 2N \text{tr} (X_{x,\mu} h_x) h_x. \quad (4.7) \]

By using \( X_{x,\mu} = U_{x,\mu} V_{x,\mu}^{-1} \) and \( V_{x,\mu}^{-1} h_x = h_x U_{x,\mu} V_{x,\mu}^{-1} \) which follows from the first defining equation, \( \{ h_x, X_{x,\mu} \} \) and \( h_x X_{x,\mu} h_x \) are rewritten as

\[ \{ h_x, X_{x,\mu} \} := h_x X_{x,\mu} + X_{x,\mu} h_x = (h_x + U_{x,\mu} h_x U_{x,\mu}^{-1}) X_{x,\mu}, \quad (4.8) \]

\[ h_x X_{x,\mu} h_x = h_x U_{x,\mu} V_{x,\mu}^{-1} h_x = h_x U_{x,\mu} h_x U_{x,\mu}^{-1} X_{x,\mu}. \quad (4.9) \]

By defining

\[ L_{x,\mu} = \frac{N^2 - 2N + 2}{N} 1 + (N-2) \sqrt{2(N-1) \frac{1}{N}} (h_x + U_{x,\mu} h_x U_{x,\mu}^{-1}) \]

\[ + 4(N-1) h_x U_{x,\mu} h_x U_{x,\mu}^{-1}, \quad (4.10) \]

therefore, we obtain

\[ L_{x,\mu} X_{x,\mu} = \text{tr} (X_{x,\mu}) 1 + N \bar{X}_{x,\mu} + 2N \text{tr} (X_{x,\mu} h_x) h_x. \quad (4.11) \]

We now apply the polar decomposition theorem to \( L_{x,\mu} \), which is assumed to be a regular matrix (namely, the inverse \( L_{x,\mu}^{-1} \) exists). Then we can obtain the unitary matrix \( \hat{L}_{x,\mu} \) and a positive definite Hermitian matrix \( H_{x,\mu} := \sqrt{L_{x,\mu} L_{x,\mu}^{-1}}; \)

\[ L_{x,\mu} = \sqrt{L_{x,\mu} L_{x,\mu}^{-1}} \hat{L}_{x,\mu} \iff \hat{L}_{x,\mu} = (\sqrt{L_{x,\mu} L_{x,\mu}^{-1}})^{-1} L_{x,\mu}. \quad (4.12) \]

Then (4.11) reads

\[ \hat{L}_{x,\mu} X_{x,\mu} = \left( \sqrt{L_{x,\mu} L_{x,\mu}^{-1}} \right)^{-1} \{ \text{tr} (X_{x,\mu}) 1 + N \bar{X}_{x,\mu} + 2N \text{tr} (X_{x,\mu} h_x) h_x \} \quad \text{no sum over} \ x, \mu, \quad (4.13) \]

where \( \hat{L}_{x,\mu} X_{x,\mu} \in U(N) \), since \( X_{x,\mu} \in SU(N) \) and \( \hat{L}_{x,\mu} \in U(N) \).

It is shown that all \( h_x \) commute with \( L_{x,\mu} L_{x,\mu}^{-1} \), see Appendix:

\[ [L_{x,\mu} L_{x,\mu}^{-1}, h_x] = 0 \quad (k = 1, \cdots, N-1), \quad (4.14) \]

In the similar way to the maximal option, we can show that

\[ [\left( \sqrt{L_{x,\mu} L_{x,\mu}^{-1}} \right)^{-1}, h_x] = 0. \quad (4.15) \]

By applying the identity (4.12) to \( M = \left( \sqrt{L_{x,\mu} L_{x,\mu}^{-1}} \right)^{-1} \), we find that \( \left( \sqrt{L_{x,\mu} L_{x,\mu}^{-1}} \right)^{-1} \) is written as a linear combination of \( 1 \), \( h_x \) and \( u_x^{(\ell)} \) \( (\ell = 1, \cdots, (N-1)^2 - 1) \). Thus the right-hand side of (4.13) is written as a linear combination of \( 1 \), \( h_x \) and \( u_x^{(\ell)} \) with appropriate coefficients \( a_x^{(0)}, a_x \) and \( a_x^{(\ell)} \):

\[ \hat{L}_{x,\mu} X_{x,\mu} = \exp \left\{ ia_x^{(0)} 1 + ia_x h_x + i \sum_{\ell=1}^{(N-1)^2 - 1} a_x^{(\ell)} u_x^{(\ell)} \right\}, \quad (4.16) \]
Indeed, \( \{1, h_x, u^{(1)}_x, \ldots, u^{(N-1)^2-1}_x\} \) constitute the closed set of generators.

Taking the determinant of both sides of (4.16), we obtain \( \det(\hat{L}_{x,\mu}) = \det \{ \exp \{ ia_x(0)_x \} \} \), where we have used \( \det(X_{x,\mu}) = 1 \) for \( X_{x,\mu} \in SU(N) \), \( \det \{ i \sum_{\ell=1}^{(N-1)^2-1} a^{(\ell)}_x u^{(\ell)}_x \} = 1 \), since \( \exp \{ i \sum_{\ell=1}^{(N-1)^2-1} a^{(\ell)}_x u^{(\ell)}_x \} \in SU(N-1) \), and \( \det \{ ia_x h_x \} = 1 \), since \( \det \{ ia_x h_x \} = \exp \{ ia_x \text{tr}(h_x) \} = 1 \), with \( \text{tr}(h_x) = 0 \). Therefore, we obtain

\[
\det(\hat{L}_{x,\mu}) = (\exp \{ ia_x(0)_x \})^N, \tag{4.17}
\]

and hence

\[
\exp \{ ia_x(0)_x \} = e^{2\pi i q_x/N} 1 (\det(\hat{L}_{x,\mu}))^{1/N} \quad (q_x = 0, \ldots, N-1). \tag{4.18}
\]

Thus, we have solved the first defining equation and the solution for \( X_{x,\mu} \) is given by

\[
X_{x,\mu} = \hat{L}^\dagger_{x,\mu} (\det(\hat{L}_{x,\mu}))^{1/N} g_x^{-1}, \tag{4.19}
\]

where \( \hat{L}_{x,\mu} = \left( \frac{1}{\sqrt{L_{x,\mu} L_{x,\mu}^\dagger}} \right) L_{x,\mu} \), \( \hat{L}^\dagger_{x,\mu} = L_{x,\mu}^\dagger \left( \frac{1}{\sqrt{L_{x,\mu} L_{x,\mu}^\dagger}} \right) \) and

\[
g_x = e^{-2\pi i q_x/N} \exp \left\{ \sum_{\ell=1}^{(N-1)^2-1} a^{(\ell)}_x u^{(\ell)}_x \right\} \quad (q_x = 0, \ldots, N-1) \tag{4.20}
\]

Indeed, \( g_x \) is an element of the extra symmetry considered in (2.23): \( Z(N) \times \tilde{H}, \quad \tilde{H} = U(N-1) \subset SU(N) \). Consequently, the solution of the first defining equation for \( V_{x,\mu} = X_{x,\mu}^\dagger U_{x,\mu} \) is given by

\[
V_{x,\mu} = g_x \hat{L}_{x,\mu} U_{x,\mu}(\det(\hat{L}_{x,\mu}))^{-1/N} = g_x (\sqrt{L_{x,\mu} L_{x,\mu}^\dagger})^{-1} L_{x,\mu} U_{x,\mu} (\det(\hat{L}_{x,\mu}))^{-1/N}. \tag{4.21}
\]

Thus, \( g_x \) in the above expressions for \( X_{x,\mu} \) and \( V_{x,\mu} \) are undetermined from the first defining equation alone in agreement with the general consideration. In order to fix it, we must impose further conditions, i.e., the second defining equation.

[Sufficiency: (4.19) & (4.21) \( \implies \) (2.9)] By using (A.12):

\[
n_x L_{x,\mu} = L_{x,\mu} U_{x,\mu} n_x U_{x,\mu}^\dagger, \tag{4.22}
\]

the sufficiency, i.e, the above expression (4.21) for \( V_{x,\mu} \) satisfies the first defining equation (2.9) is shown in the same way as that in the maximal case.

5 \textbf{SU}(2) case

In the \( SU(2) \) case, the maximal and minimal options are the same and cannot be distinguished. In fact, \( K_{x,\mu} \) and \( K_{x,\mu} \) are the same:

\[
K_{x,\mu} = L_{x,\mu} = 1 + 4 n_x U_{x,\mu} n_{x+\mu} U_{x,\mu}^{-1}, \quad K^\dagger_{x,\mu} = L^\dagger_{x,\mu} = 1 + 4 U_{x,\mu} n_{x+\mu} U_{x,\mu}^\dagger n_x. \tag{5.1}
\]

The specific feature of the \( SU(2) \) case is that \( K_{x,\mu} K^\dagger_{x,\mu} \) is proportional to the unit matrix:

\[
K_{x,\mu} K^\dagger_{x,\mu} = \frac{1}{2} \text{tr}(K_{x,\mu} K^\dagger_{x,\mu}) 1, \tag{5.2}
\]
which was already shown in the footnote 6 of [21] where \( K_{x,\mu} K_{x,\mu}^\dagger = \tilde{V}_{x,\mu} \tilde{V}_{x,\mu}^\dagger \). Therefore, \( \hat{K}_{x,\mu} \) is proportional to \( K_{x,\mu} \), namely, \( K_{x,\mu} \) agrees with the unitary \( \hat{K}_{x,\mu} \) up to a numerical factor:

\[
\hat{K}_{x,\mu} = \left( \sqrt{K_{x,\mu} K_{x,\mu}^\dagger} \right)^{-1} K_{x,\mu} = \left( \sqrt{\text{tr}(K_{x,\mu} K_{x,\mu}^\dagger)/2} \right)^{-1} K_{x,\mu}. \tag{5.3}
\]

Therefore, we have

\[
X_{x,\mu} = \hat{K}_{x,\mu}^\dagger (\det(\hat{K}_{x,\mu}))^{1/2} g_x^{-1} = \frac{(\det(K_{x,\mu}))^{1/2}}{\text{tr}(K_{x,\mu} K_{x,\mu}^\dagger)/2} K_{x,\mu}^\dagger g_x^{-1}, \tag{5.4}
\]

For SU(2), thus, the second defining equation (2.24) is exceptionally satisfied when \( g_x = 1 \), since

\[
\text{tr}[X_{x,\mu} n_x] = \frac{(\det(K_{x,\mu}))^{1/2}}{\text{tr}(K_{x,\mu} K_{x,\mu}^\dagger)/2} \text{tr}[n_x K_{x,\mu}^\dagger g_x^{-1}]
\]

\[
= \frac{(\det(K_{x,\mu}))^{1/2}}{\text{tr}(K_{x,\mu} K_{x,\mu}^\dagger)/2} \text{tr}[n_x g_x^{-1} + U_{x,\mu} n_{x+\mu} U_{x,\mu}^\dagger g_x^{-1}], \tag{5.5}
\]

where we take into account \( \text{tr}(n_x) = 0 \) and the cyclicity of the trace.

6 Conclusion

In this paper, we have given a lattice version of the decomposition of the Yang-Mills field, which was originally proposed by Cho [6], Faddeev and Niemi [7], and later developed by Kondo, Shinohara and Murakami [11, 12] in the continuum formulation. For the SU(N) gauge group, we have proposed a set of defining equations for specifying the decomposition of the gauge link variable and solve them without using the ansatz which was assumed in our own papers for SU(2) and SU(3). Finally, we have obtained the general form of the decomposition for SU(N) gauge link variables, which confirms the previous results obtained for SU(2) [20, 21, 22] and SU(3) [23, 24].

A Proof of commutativity

A.1 Maximal case

In what follows, we omit the indices, \( x \) and \( \mu \), and denote \( n_x \) by \( n \) and \( n_{x+\mu} \) by \( n' \). An identity for the color field (3.5) is

\[
n^{(k)} n^{(\ell)} = \frac{1}{2N} \delta_{k\ell} 1 + \frac{1}{2} \sum_{m=1}^{N-1} d_{k\ell m} n^{(m)}, \tag{A.1}
\]

where \( d_{k\ell m} := 2 \text{Tr}\{(n^{(k)}, n^{(\ell)}) n^{(m)}\} \) and for \( k < \ell < m \), \( d_{kkk} = \frac{2(1-k)}{\sqrt{2(k+1)}} \), \( d_{kkm} = \frac{2}{\sqrt{2m(m+1)}} \), \( d_{kmm} = 0 \), \( d_{k\ell m} = 0 \).
For convenience, we rewrite

\[ K = 1 + 2N \sum_{k=1}^{N-1} n^{(k)} m^{(k)}, \quad m^{(k)} := Un^{(k)}U^\dagger. \]  

Then we have

\[
\begin{align*}
n_{(k)}K &= n_{(k)} + 2N \sum_{k=1}^{N-1} n_{(k)} n_{(\ell)} m_{(\ell)} \\
&= n_{(k)} + 2N \sum_{k=1}^{N-1} \left[ \frac{1}{2N} \delta_{k\ell} 1 + \frac{1}{2} \sum_{\ell=1}^{N-1} d_{k\ell m} n_{(m)} \right] m_{(\ell)} \\
&= n_{(k)} + m_{(k)} + N \sum_{k=1}^{N-1} \sum_{\ell=1}^{N-1} d_{k\ell m} n_{(m)} m_{(\ell)}. \tag{A.3}
\end{align*}
\]

On the other hand, we have

\[
\begin{align*}
Km_{(k)} &= m_{(k)} + 2N \sum_{k=1}^{N-1} n_{(\ell)} m_{(\ell)} m_{(k)} \\
&= m_{(k)} + 2N \sum_{k=1}^{N-1} n_{(k)} \left[ \frac{1}{2N} \delta_{k\ell} 1 + \frac{1}{2} \sum_{\ell=1}^{N-1} d_{k\ell m} m_{(m)} \right] \\
&= n_{(k)} + m_{(k)} + N \sum_{k=1}^{N-1} \sum_{\ell=1}^{N-1} d_{k\ell m} n_{(\ell)} m_{(m)} \tag{A.4}
\end{align*}
\]

Therefore, we have shown

\[
\begin{align*}
n_{(k)}K &= Km_{(k)}, \quad K^\dagger n_{(k)} = m_{(k)}K^\dagger. \tag{A.5}
\end{align*}
\]

Thus, we conclude

\[
\begin{align*}
n_{(k)}KK^\dagger = Km_{(k)}K^\dagger = KK^\dagger n_{(k)} \iff [n_{(k)}, KK^\dagger] = 0. \tag{A.6}
\end{align*}
\]

### A.2 Minimal case

Define \( m := Un'U^\dagger \). Then the formula (A.5)

\[
\begin{align*}
nn &= \frac{1}{2N} 1 - \frac{N - 2}{\sqrt{2N(N-1)}} n, \tag{A.7}
\end{align*}
\]

leads to

\[
\begin{align*}
mmm &= \frac{1}{2N} 1 - \frac{N - 2}{\sqrt{2N(N-1)}} m. \tag{A.8}
\end{align*}
\]

Then we have

\[
\begin{align*}
nn - mmm &= -\frac{1}{\sqrt{2N(N-1)}} (n - m). \tag{A.9}
\end{align*}
\]

Moreover, we find from (A.7) and (A.8)

\[
\begin{align*}
nnm - nmm &= -\frac{1}{2N} (n - m). \tag{A.10}
\end{align*}
\]
We rewrite $L$ in the form
\begin{equation}
L = \frac{N^2 - 2N + 2}{N} 1 + (N - 2)\sqrt{\frac{2(N - 1)}{N}}(n + m) + 4(N - 1)nm, \quad (A.11)
\end{equation}
to calculate $nL - Lm$ by using (A.9) and (A.10)

\[
nL - Lm = \frac{N^2 - 2N + 2}{N}(n - m) + (N - 2)\sqrt{\frac{2(N - 1)}{N}}(nn - mm) + 4(N - 1)(nnm - nmm)
\]
\begin{equation}
= \left[ \frac{N^2 - 2N + 2}{N} - \frac{(N - 2)^2}{N} - \frac{2(N - 1)}{N} \right] (n - m) = 0. \quad (A.12)
\end{equation}

In the similar way to the maximal case, thus, we conclude
\[
nLL^{\dagger} = LmL^{\dagger} = LL^{\dagger}n \iff [n, LL^{\dagger}] = 0. \quad (A.13)
\]
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