Quantum Monte Carlo study of the Protonated Water Dimer
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We report an extensive theoretical study of the protonated water dimer $\text{H}_2\text{O}_2^+$ (Zundel ion) by means of the highly correlated variational Monte Carlo and lattice regularized Monte Carlo approaches. This system represents the simplest model for proton transfer (PT) and a correct description of its properties is essential in order to understand the PT mechanism in more complex aqueous systems. Our Jastrow correlated AGP wave function ensures an accurate treatment of electron correlations. Exploiting the advantages of contracting the primitive basis set over atomic hybrid orbitals, we are able to limit dramatically the number of variational parameters with a systematic control on the numerical precision, a crucial ingredient in order to simulate larger systems. We investigate the energetics and geometrical properties of the $\text{H}_2\text{O}_2^+$ as a function of the oxygen-oxygen distance, taken as reaction coordinate. In both cases, our QMC results are found in excellent agreement with state-of-the-art coupled cluster CCSD(T) techniques. Calculations on proton transfer static barriers and dissociation energies display the same agreement. A comparison with density functional theory results in the PBE approximation points out the crucial role of electron correlations for a correct description of the PT in the dimer. Finally, the ability of our method to resolve very tiny energy differences ($\sim 0.1 \text{ Kcal/mol}$) at which the proton hopping takes place and the corresponding structural variations optimized directly in the VMC framework is also proven. Our approach combines these features with a $N^3-N^5$ scaling with number of particles. This value is favorable with respect to other highly correlated ab initio approaches and it allows the simulation of more realistic PT models; a test calculation on a larger protonated water cluster is hence carried out. The QMC approach used here represents a promising candidate to provide the first high-level ab-initio description of PT in water.

I. INTRODUCTION

Water is a key element for life, but nevertheless its properties arising from its unique structure are not fully understood yet. A large amount of published works explored the several phases of water and many efforts have been spent by the scientific community in order to match experimental findings with theoretical predictions.

From the chemical and biological points of view, a deep understanding of the properties of aqueous systems and therefore of liquid water is fundamental. Over the past years, the structural and dynamical properties of liquid water have been investigated relying on the state-of-the-art molecular dynamics techniques such as empirical force field methods and ab initio molecular dynamics (AIMD). The latter methodology has been extensively employed for the study of liquid water as well as aqueous solution of biological interest within, this technique, the atomic force fields required as input by any molecular dynamics simulation are constructed from ab initio potential energy surfaces (PESs) and therefore directly derived from first principles electronic structure calculations.

Working out an accurate PES for liquid water has been a longstanding challenge in the scientific community; this is due mainly to the absence of an ab initio method able to develop a reliable PES that describes breaking and formation of hydrogen bonds; other issues are related to difficulties in simulating weak interaction and polarization effects in the network of polar molecules.

The simulation of liquid systems requires model clusters with a large amount of molecules and therefore a good scalability is fundamental in order to carry out simulations in a reasonable computational time; therefore the technique which has been mostly employed over the past years is density functional theory (DFT) which combines scalability and flexibility features. Nevertheless, molecular dynamics simulations which start from DFT-based PES fail in reproducing basic properties of liquid water such as the melting point temperature and the oxygen-oxygen radial distribution function $g_{\text{OO}}$.

Another major problem which has not been elucidated yet by AIMD is the description of proton transfer (PT) in liquid water, phenomenon which goes under the name of Grotthuss mechanism. This process is extremely important in a wide range of biological systems and it influences many dynamical processes in material science, biochemistry and bioenergetics; for example, PT is one of the main mechanism for charge transport through the cell membranes; it plays an important role in several enzymatic reactions and photosynthesis and moreover proton has the role of mediator and promoter of many acid-base reactions in solution.

Although over the past years many experimental and theoretical works have been devoted to the study of Grotthuss reaction, an accurate quantitative explanation of the underlined mechanism is not fully reached yet. Theoretical investigations still fail in PT basic
properties predictions, such as the activation barrier. Experimental measures of this quantity have been carried out\cite{23,24} and followed by many attempts of its numerical estimation\cite{25,26,38}, without a satisfactory accordance. Nevertheless, over the past years AIMD simulations have given many insights on the physics of Grothuss mechanism\cite{23,27,31}. It has been found that proton transport is abnormally high and it is not driven by any ordinary diffusion process. The picture which is instead commonly accepted describes the translocation of excess positive charge along the hydrogen-bonded network as structural diffusion of the defects. Ref. \cite{51} has very recently shed new lights on proton transfer and has highlighted the complex nature of the process which involves both structural and dynamical changings of the hydrogen-bonded network.

One of the main issues which sets back from a complete understanding of PT in water, is related to the very sensitive thermal behavior of PT. The required PES precision of the order of few tenths of Kcal/mol has been reached only recently by the state-of-the-art computational methods beyond DFT, such as coupled cluster (CC), multi-reference configuration interaction (MRCI) and the full configuration interaction quantum Monte Carlo (FCIQMC) methods; on the other hand, they are characterized by a much poorer scalability with respect to DFT and therefore they do not allow simulation of sufficiently large molecular clusters.

Over the past years, two main structural models has been proposed to explain proton hydration: M. Eigen\cite{25} considered as core of PT the complex $H_9O_5^+$ in which an hydronium $H_5O^+$ is strongly bounded to three water molecules; G. Zundel\cite{23} proposed a different reaction which involves the simpler $H_5O_2^+$ complex (the “Zundel ion” or “protonated water dimer”) as core of the transfer of proton between two $H_2O$ molecules.

It has been demonstrated\cite{27} that these two models occur only as limiting or ideal structures for a more complex phenomenon which involves a large portion of the hydrogen-bonded network. Nevertheless they constitute a perfect testing ground for the most advanced simulation techniques. In particular, the protonated water dimer $H_5O_2^+$ is the smallest system in which an excess proton is shared between water molecules; due to its simplicity, many studies have been carried out to elucidate its properties. Over the past years, several accurate theoretical works have appeared on the Zundel ion to study its structure and energetics\cite{23,28}; the fast development of spectroscopical instruments allowed to probe experimentally vibrational properties of ionic species and therefore many studies on this side have been published\cite{24} on $H_5O_2^+$. Also molecular dynamics simulations which include quantum effects via Feynman path integrals have been performed (see Ref. \cite{33} as a relevant example) and recently an accurate PES has been produced\cite{33} with state-of-the-art coupled cluster technique including single, double and perturbative triple excitations (CCSD(T)).

In the present paper, we report on an extensive study of the protonated water dimer using a quantum Monte Carlo (QMC) approach based on a highly correlated variational wave function for energy and geometry calculations. This approach has a very good scalability with the number of particles with respect to other post-DFT methods. We demonstrate that it also insures the precision of a few tenths of Kcal/mol required for an accurate study of the system. These appealing targets are achieved by our Jastrow correlated antisymmetrized geminal power wave function (JAGP), developed on an efficient contracted single particle basis set. While the JAGP provides the necessary ingredients to treat both dynamical and static correlations, the contracted basis set, based on atomic hybrid orbitals, reduces dramatically the computational cost to optimize the JAGP wave function. Thanks to these promising features, we hope that it will pave the way to a complete understanding of the underlined physics of PT and other properties of liquid water.

The paper is organized as follows. In Sec \ref{sec:computational} we introduce the computational techniques used in this work. In particular, in Subsec. \ref{sec:wavefunction} we describe the variational ansatz and basis set which are the optimal compromise between accuracy and computational cost for water clusters. In Sec. \ref{sec:protonatedwaterdimer} we present our results on the single $H_2O$ molecule, the subject of a vast amount of literature. It represents thus the most suitable system for a first benchmark of our approach. For the single $H_2O$, we study the basis set and wave function convergence and show that we have an accuracy comparable to the latest QMC studies. Sec. \ref{sec:waterclusters} is devoted to the main results of our paper on the protonated water dimer. We performed structural calculations which aim at finding the ground state geometry of $H_5O_2^+$ at the JAGP level of theory. In order to work out a zero-temperature potential energy landscape, we chose the distance between the two oxygens as a natural reaction coordinate. Along this path, we investigated how the symmetric “Zundel” configuration - namely the one with the proton evenly shared between the two oxygens - evolves to a symmetry-broken geometry, where the excess proton is more bounded to one of the two molecules. We believe that this crossover is critical to understand the physics of PT in larger water clusters. Here we show how our approach describes this relevant region of the $H_5O_2^+$ PES. The evaluation of proton transfer static barriers at fixed $OO$ distances shows that our QMC approach has a global accuracy close to the state-of-the-art CCSD(T) calculations performed by Huang et al.\cite{25}, with a discrepancy of 0.2 Kcal/mol obtained by diffusion Monte Carlo (DMC) on the variational Monte Carlo (VMC) geometries. In conclusion (Sec. \ref{sec:conclusion}), we show that the favorable scalability of our method allows one to simulate larger protonated water clusters in a reasonable computational cost without loosing the accuracy reached in the smaller Zundel ion. For the sake of test, we performed a structural optimization on a more realistic PT model, i.e. the cluster of 6 water molecules and one excess proton, to study the behavior of
the computational cost with the system size in practice.

II. COMPUTATIONAL METHODS

A. Density Functional Theory calculations

In this Section we present how we performed DFT-based calculations on the Zundel ion. They are carried out to obtain optimized starting geometries and wave functions for further quantum Monte Carlo calculations.

The DFT geometry has been obtained by a Car-Parrinello dynamics performed in a plane waves basis set with the QUANTUM ESPRESSO suite of codes. The technical details of this calculation are reported in Subsec. II A 1.

Once the ground-state DFT geometry is found, the Kohn-Sham (KS) orbitals, used as starting input of our QMC wave function, are determined by the DFT code of the TURBORVB package, which works in a localized Gaussian basis set, as described in Subsec. II A 2.

1. Plane waves DFT

With the aim at finding the optimal DFT geometry for further QMC structural relaxation (see Sec. II B 2), we use the Perdew-Burke-Ernzerhof (PBE) version of the generalized gradient approximation for the exchange-correlation functional. It has been proven to be quite reliable in describing properties of liquid water. Core electrons are taken into account using a norm conserving Trouiller-Martins pseudopotential. The Kohn-Sham orbitals are expanded over plane waves up to a cutoff of 37.5 H for the wave function and 150 H for the charge density in a periodic box of 30 Bohr radii per side.

The zero-temperature geometry relaxation is performed with damped dynamics within the Car-Parrinello (CP) approach. This method allows a very small force convergence threshold of $\sim 10^{-5}$ H/au on each atomic component at the end of the relaxation. The potential energy surface of the dimer is very flat and it develops on energy differences of less than 1 Kcal/mol. Therefore such an accuracy on atomic forces is essential for the minimization to provide a reliable DFT description of the system.

2. Gaussian DFT

We perform gaussian DFT calculations with both pseudopotentials and full electron-ion potentials. The single-particle Kohn-Sham (KS) orbitals $\{\phi_i(r)\}$ are used later on as optimized starting guess for the QMC wave function, as discussed in Sec. II B 1.

The one-body DFT wave function is expanded over a primitive basis of Gaussian type orbitals (GTO’s) centered on the atom $a$, defined up to a normalization constant as:

$$\psi_{a,l,m,n}^{\text{GTO}}(r) \propto |r - R_a|^l e^{-\zeta_{l,n}|r-R_a|^2} Z_{l,m}(\Omega_{r-R_a}),$$

with $m \in [-l, l]$ and $n \in [1, n_l]$, where $\{l, m\}$ are angular momentum quantum numbers, $n_l$ identifies the number of Gaussians for each angular momentum shell, $Z_{l,m}(\Omega)$ are the spherical harmonics, and $r$ and $R_a$ are the electron and ion positions, respectively. Our DFT basis set is even tempered, namely for each angular momentum $l$ the exponents of the Gaussians are expressed as a power series: $\zeta_{l,n} = \alpha_l \beta_l^{n-1}$ for $n = 1, \ldots, n_l$. This allows a reduction of the number of parameters, for each shell $l$ the full $\zeta_{l,n}$ series is fixed just by three values: $\alpha_l$, $\beta_l$, and $n_l$. Denoting the set of GTO quantum numbers as $\mu = \{l, m, n\}$, the DFT orbitals $\{\phi_i(r)\}$ expanded over the primitive basis set read:

$$\phi_i(r) = \sum_a N_{\text{atoms}} N_{\text{basis}}(a) \sum_\mu \zeta_{\alpha_a,\beta_a} \psi_{a,\mu}^{\text{GTO}}(r),$$

where $N_{\text{atoms}}$ identifies the number of atoms of the system, $N_{\text{basis}}(a)$ is the size of the GTO set of the atom $a$. Thus the global DFT wave function can be expressed as the determinant of the matrix $\{\phi_i(x_\mu)\}$:

$$\Psi_DFT(x_1, \ldots, x_N) = \det \phi_i(x_j),$$

with $\{x_i = (r_i, \sigma_i)\}$ the spatial and spin coordinates of the $N$ electrons in the system, and $\phi_i(x_j) = \phi_i(r_j)\sigma_i$ are the spin orbitals.

The ab-initio Hamiltonian of a quantum system is characterized by the divergence of the Coulomb potential at the electron-electron and electron-ion coalescence points. When the potential energy becomes infinite, the wave function of the system must have a cusp to cure the corresponding singularity of the Hamiltonian. These singularities represent a serious issue when an approximated wave function ansatz is employed to solve the Schrödinger equation of a quantum system.

Within a DFT framework, the divergence created by electron-electron coalescence is intrinsically solved by the mean-field description of the system, which maps the interacting Hamiltonian onto a one with independent electrons. Nevertheless, the electron-ion coalescence still represents a problem. One way to cure the latter divergence is to employ a smooth pseudopotential. The pseudo-interaction is chosen such that it eliminates the need of electron-ion cusps in the wave function, by leading to a faster basis set convergence.

In this work we employ an alternative way to solve this issue. We introduce an additional factor to the DFT wave function ansatz which automatically satisfies the electron-ion cusp conditions and cancels out the corresponding divergences of the Hamiltonian.

We rewrite Eq. 3 as:

$$\tilde{\Psi}_DFT(x_1, \ldots, x_N) = J_1(r_1, \ldots, r_N) \det \phi_i(x_j),$$

with

$$J_1(r_1, \ldots, r_N) = \prod_{\{i < j\}} \frac{1}{|r_i - r_j^+|}.$$
where the function $J_1$ is called one-body Jastrow factor, borrowed from the QMC notation. It is defined by means of a simple function $u(r)$ which contains only one variational parameter $b$:
\[
  u(|r - R|) = \frac{1 - e^{-b|r - R|}}{2b}.
\]

The one-body Jastrow factor $J_1$ then reads:
\[
  J_1 = \exp \left( - \sum_i \sum_j (2Z_j)^{3/4} u((2Z_j)^{1/4}|r_i - R_j|) \right),
\]

where $R_j$ are the atomic coordinates corresponding to the atomic number $Z_j$. In the function $u$, the multiplicative factor $(2Z_j)^{3/4}$ is set by the electron-ion cusp conditions, while the scaling length $(2Z_j)^{1/4}$ deals with the large distance behavior set by the random phase approximation.

Eq. 4 has the typical functional form of the Jastrow-single determinant (JSD) variational ansatz for quantum Monte Carlo calculations. Indeed the one-body Jastrow of Eq. 4 has been introduced in Ref. 50 to provide a solution of the electron-ion cusp conditions within a QMC framework. Differently from QMC, our $\Psi_{\text{DFT}}$ presents only the one-body Jastrow factor since in DFT the many-body electron-electron interaction is solved within a mean-field description.

By letting the wave function to fulfill the electron-ion cusp conditions, we are able to perform calculations considering the bare interaction for both oxygen and hydrogen atoms (full potential calculations). Furthermore, at variance with conventional DFT calculations based on gaussian localized orbitals, in our approach all the overlap matrix elements involved are computed as numerical integrals over a uniform mesh. Such integrals, due to the presence of the Jastrow factor, converge very rapidly with the number of points in the mesh and thus can be evaluated with a reasonable computational effort.

With the aim at reducing the computational cost, calculations are carried out also by replacing the 1s core electrons of oxygen with the pseudopotential approximation, while the hydrogen atoms are treated always with the full Coulomb potential.

The oxygen pseudopotential that we used in both DFT and QMC calculations is the Burkatzki-Filippi-Dolg (BFD) pseudopotential, introduced in Ref. 52. It is built by means of an energy-consistent approach in order to reproduce the valence all-electron excitation energies for a number of different atomic configurations computed at a scalar relativistic Hartree-Fock (HF) level.

Gaussian DFT calculations are performed with a local density approximation (LDA) for the exchange-correlation functional. The optimal basis sets which approach the DFT complete basis set limit are $O(8s8p6d)\ H(5s5p)$ and $O(9s9p6d)\ H(5s5p)$ for the pseudopotential and full potential cases, respectively. Expanding the wave function over these basis sets, the variational parameters ($\alpha_l, \beta_l, n_l$ for each angular momentum $l$ and the one-body Jastrow parameter $b$) are optimized at the DFT level of theory, by minimizing the total LDA-DFT energy.

### B. Variational Quantum Monte Carlo calculations

Quantum Monte Carlo (QMC) refers to several numerical techniques for electronic structure calculations of quantum systems. The interest of the scientific community for these methods has remarkably grown over the last three decades since they were successfully applied to highly correlated electronic systems, and from small- to medium-size quantum chemistry systems.

The QMC techniques used in this work are wave function-based, hence they aim at finding the many-body wave function in a representation as close as possible to the true ground state of the system. The analytic form of the wave function has to be square-integrable and computable in a finite amount of time, but it does not present any further restrictions. This property allows us to introduce correlations in a compact and efficient way.

Another appealing feature of QMC methods is the scaling with the number of particles. Independently of the technique, QMC provides an intrinsic scaling of $\sim N^3 - N^4$, with $N$ the number of electrons, whereas state-of-the-art coupled cluster single and double (CCSD) is $\propto N^6$ and coupled cluster single, double and triple (CCSD(T)) methods are $\propto N^7$. Therefore QMC approaches allow the treatment of larger molecular clusters with respect to other highly-correlated methods.

Major efforts have been done to reduce the multiplicative scaling prefactor of QMC techniques, i.e. the cost of a single-point calculation. The research has followed two main paths. From one side more compact trial wave functions have been developed. One of the most promising functions is the Jastrow-Antisymmetrized Geminal Power (JAGP) used in this work. A description of the wave function ansatz is given in Subsec. 11B1.

A second way to decrease the scaling prefactor relies on improving the quantum Monte Carlo estimators. QMC total energy calculations are in general much more efficient than those of other observables, due to the zero-variace property of the energy estimator. Generally speaking, estimators of other important observables, as the charge density, do not possess this property. Some other bare estimators, as the one for the atomic forces, could have infinite variance. Thus they affect the overall computational efficiency of the QMC calculation. In particular, over the recent years a major improvement has been achieved in the development of an efficient estimator for nuclear forces.

In the present work, we use a version of this estimator based on the space-warp coordinate transformation and implemented with an exact infinitesimal differentiation method. This allows a single sample calculation of
the ionic forces with a computational effort of the order of \(N^3\); this scaling is comparable to the one for total energy. Moreover, the infinite variance of the space-warped force estimator in the proximity of the nodal surface of the wave function is solved as explained in Refs.\[58,63\]. The latter Reference provides also a nice review on the latest progress in the QMC nuclear forces evaluation. Therefore, by means of this state-of-the-art scheme force estimator we are able to perform efficient structural optimizations at the QMC level of theory also for not-so-light atoms as oxygen.

1. Wave function ansatz

The typical Quantum Monte Carlo wave function is made of a symmetric bosonic factor (Jastrow factor applied to an antisymmetric fermionic part (determinantal part):

\[
\Psi(x_1, \ldots, x_N) = J(r_1, \ldots, r_N) \times \psi_D(x_1, \ldots, x_N),
\]

where the set \(\{x_i = (r_i, \sigma_i)\}\) represents spatial and spin coordinates of the electrons, as in Eq. 3.

The Jastrow factor is a function of the electron-electron separation. It has been proven to be a crucial ingredient in order to well reproduce correlations of the true many-body wave function; it contributes mainly in the description of dynamical correlation effects arising from charge fluctuations. Furthermore, it has been shown that the Jastrow factor is particularly suitable in the treatment of Van der Waals intermolecular forces. They play an important role also in the physics of the protonated water dimer, therefore an efficient parametrization of the Jastrow is essential.

We split this factor in one-body, two-body and three/four-body terms \(J = J_1 J_2 J_3\).

The one-body factor accounts for electron-ion interactions and it has already introduced in Eqs.\[59\]. The two-body term deals with the electron-electron interactions. In complete analogy with the one-body Jastrow, it is parametrized by a simple function of the electron-electron separation:

\[
u(r_i - r_j) = 1 - e^{-b|r_i - r_j|}.\]

Then it reads:

\[
J_2(r_1, \ldots, r_N) = \exp \left( \sum_{i<j}^N \nu(r_i - r_j) \right).\]

\(J_1\) and \(J_2\) satisfy the Kato cusp conditions, therefore correcting the divergence of the Coulomb potential energy at electron-ion and electron-electron coalescence points, respectively.

The function \(\nu\) rapidly decays to a constant value as the electron-ion and electron-electron distances increase;

thus the large distance behavior of correlations is described by the three/four-body Jastrow term \(J_3\). It deals with electron-electron-ion (if \(a = b\)) and electron-ion-electron-ion (in the case \(a \neq b\)) correlations effects and it represents an essential part of our wave function; therefore we parametrize it in a richer way than the other Jastrow terms:

\[
J_3(r_1, \ldots, r_N) = \exp \left( \sum_{i<j}^N \Phi_J(r_i, r_j) \right)
\]

\[
\Phi_J(r, r') = \sum_{a,b} \sum_{\mu,\nu} g^{a,b}_{\mu,\nu} \psi^{GTO}_{a,\mu}(r) \psi^{GTO}_{b,\nu}(r'),
\]

where \(N_{\text{basis}}\) represents the number of GTO’s of the primitive Jastrow basis for each atom. The Jastrow uncontracted orbitals \(\psi^{GTO}_{a,\mu}(r)\) have the same form as the primitive GTO basis set \(\psi^{GTO}_{a,\mu}(r)\) for the determinantal part in Eq. 1. The Jastrow primitive GTO basis used in this work is \([O]3s2p1d[H]2s1p\).

The choice of the fermionic part of the wave function is more delicate. In the case of spin unpolarized systems \((N_{\uparrow} = N_{\downarrow})\) of \(N\) electrons, we can express it in a general way as an antisymmetrized product of the geminals or pairing functions \(\Phi(x_i, x_j)\) of the system:

\[
\Psi_D(x_1, \ldots, x_N) = \hat{A} [\Phi(x_1, x_2), \ldots, \Phi(x_{N-1}, x_N)]
\]

\[
= pf(\Phi(x_i, x_j)).
\]

The geminals are antisymmetric functions of two electron coordinates expressed as a product of a spatial symmetric part and a spin singlet:

\[
\Phi(x_i, x_j) = \phi(r_i, r_j) \frac{\delta(\sigma_i, \uparrow)\delta(\sigma_j, \downarrow) - \delta(\sigma_i, \downarrow)\delta(\sigma_j, \uparrow)}{\sqrt{2}}.
\]

The simplest, but computationally most expensive expansion of the geminal is over the uncontracted atomic orbitals, and it reads:

\[
\phi(r_i, r_j) = \sum_{a,b} \sum_{\mu,\nu} \lambda^{a,b}_{\mu,\nu} \psi^{GTO}_{a,\mu}(r_i) \psi^{GTO}_{b,\nu}(r_j),
\]

where the orbitals \(\psi^{GTO}_{a,\mu}(r)\) have the form reported in Eq. 1 with \(\mu = (l, m, n)\). \(N_{\text{basis}}\) represents the number of primitive GTO’s per atom. The introduction of the many-body Jastrow factor \(J\) in the total QMC wave function (Eq. 7) allows a reduction of the primitive basis set size without loss of accuracy. This reduction has several advantages in the QMC framework. At first it obviously decreases the computational effort for the wave function calculation. Furthermore it also guarantees a more robust energy minimization. Indeed, given the fact that QMC energy derivatives are noisy, using a more compact primitive basis set reduces its redundancy and helps in finding more quickly the global minimum since the number of the effective directions in the Hilbert space.
is smaller. The size-reduced primitive basis employed for the determinantal part is $O(5s5p2d)H(4s2p)$ and $O(6s6p2d)H(3s2p)$ for pseudopotential and all-electron calculations, respectively. The number of variational parameters expanded over GTO’s atomic orbitals is $P_{\text{AGP}} \propto N_{\text{total basis}} \times (N_{\text{total basis}} + 1)$, where $N_{\text{total basis}}$ is the total number of GTO’s in the whole system.

In this work we use two distinct functional forms for $\psi_D$. They are distinguished by the number of non zero eigenvalues - i.e. the rank - of the matrix $\{\lambda_{\mu,\nu}^{a,b}\}$ in Eq. (1).

The first one is commonly referred as single determinant (SD) and it is recovered when the $\{\lambda_{\mu,\nu}^{a,b}\}$ matrix has the lowest possible rank compatible with the number of electrons in the system, namely when its rank is equal to $N/2$. It can be shown that it is equivalent to the Slater determinant ansatz for HF calculations. In this case the general expansion (11), after diagonalization of the matrix $\{\lambda_{\mu,\nu}^{a,b}\}$, is written as:

$$\phi(r_i, r_j) = \sum_{k}^{N/2} \lambda_k \psi_k^{\text{MO}}(r_i) \psi_k^{\text{MO}}(r_j), \quad (12)$$

where $\psi_k^{\text{MO}}(r) = \sum_{a,b} \rho_{a,b}^{k} \psi_{a,b}^{\text{GTO}}(r)$ are molecular orbitals (MO). In this work we obtain them starting from the optimized Kohn-Sham orbitals of Gaussian DFT calculations discussed in Sec. III A. The number of variational parameters in this case is $P_{\text{SD}} \propto N/2 \times N_{\text{total basis}}$ where $N_{\text{total basis}}$ is the number of linear coefficients for each MO, equal to the total number of GTO’s. Close to the CBS limit $N_{\text{total basis}} \gg N$, and so in the SD there is a significant reduction of the number of parameters with respect to the fully uncontracted AGP expansion in Eq. (11). Multiplying the SD by the Jastrow factor one obtains the JSD wave function, which is optimized simultaneously in both the J and SD parts.

The SD represents a particular limit of the function in Eq. (11). Letting the rank of $\{\lambda_{\mu,\nu}^{a,b}\}$ be greater than $N/2$, one introduces multiconfigurational states and goes beyond the single determinant representation. In this more general case the determinantal wave function is called Antisymmetrized Geminal Power (AGP).

The AGP is the particle-conserving version of the Bardeen-Cooper-Schrieffer (BCS) wave function and it accounts for static correlations in the system, namely deriving from nearly-degenerate electronic energy levels. Together with the Jastrow factor it forms the Jastrow-Antisymmetrized Geminal Power (JAGP) wave function which represents a practical implementation of the resonance valence bond idea introduced by Linus Pauling for chemical systems. The JAGP wave function has been proven to be particularly accurate in describing a wide range of strongly correlated systems, and it is the second variational form we tested in our work after the JSD.

In order to benefit from the AGP ansatz without paying the cost of dealing with a too large number of variational parameters, which will make the calculation unfeasible for big systems, we develop the AGP expansion on a contracted basis set. We used atomic hybrid orbitals, also employed in Ref. 63, as contractions of the primitive GTO’s. One of the features of the AGP ansatz (without Jastrow) is that the geminal is also the one-body density matrix of the system. With the aim at finding the most effective local (atomic) basis set to describe the whole system, we project the full one-body density matrix on its local atomic constituents, by retaining in the expansion of Eq. (11) only the $\lambda_{\mu,\nu}^{a,b}$’s with $a = b$, and setting to zero the other terms. By diagonalizing the projected one-body density matrix, we obtain a set of local natural orbitals for each atomic fragment. The atomic orbitals obtained in this way are hybrid (i.e. linear combination of primitive Gaussians not restricted to a given angular momentum shell), as they describe the hybridization arising from the atomic embedding, which breaks the spherical symmetry around the nucleus. We call them atomic hybrid orbitals. Thanks to this feature, for each atom we keep not only the information on the local electronic structure due to the nuclear charge, but also the information of the nuclear embedding in the compound, namely the impact of the environment on its electronic structure.

The initial AGP useful to fix the hybrid basis can be determined by DFT calculations (in that case the rank of the AGP is $N/2$ as it comes directly from an SD wave function), or by a previously optimized JAGP wave function (in the latter case the Jastrow factor is disregarded and only the determinantal part is taken in the one-body density matrix determination). Once the hybrid basis set is chosen, and the AGP expanded upon it, the geminal reads:

$$\phi(r_i, r_j) = \sum_{a,b}^{N_{\text{atoms}}} \sum_{\alpha,\beta}^{N_{\text{hyb}}} \tilde{\lambda}_{a,\alpha}^{b,\beta} \psi_{a,\alpha}^{\text{hyb}}(r_i) \psi_{b,\beta}^{\text{hyb}}(r_j), \quad (13)$$

where $\psi_{a,\alpha}^{\text{hyb}}(r)$ is chosen, and the AGP expanded upon it, the geminal

$\phi(r_i, r_j) = \sum_{a,b}^{N_{\text{atoms}}} \sum_{\alpha,\beta}^{N_{\text{hyb}}} \tilde{\lambda}_{a,\alpha}^{b,\beta} \psi_{a,\alpha}^{\text{hyb}}(r_i) \psi_{b,\beta}^{\text{hyb}}(r_j), \quad (13)$

are the contracted atomic hybrid orbitals, and $\mu = (l, m, n)$ as before. $N_{\text{hyb}}$ is the number of atomic hybrid orbitals required for an accurate description of each atom. After their first determination by DFT or by previous JAGP calculations, they are further optimized in the QMC energy minimization.

The number of variational parameters of the wave function is $P_{\text{hyb}} \propto N_{\text{total hyb}}^2 + N_{\text{basis}} \times N_{\text{total hyb}}$, where $N_{\text{total hyb}}$ is the total number of hybrid Gaussians in the whole system. Since $N \approx N_{\text{total hyb}} << N_{\text{total basis}}$, the hybrid orbitals represent the optimal basis set, which reduces at most the total number of parameters in the correlated AGP framework.

In order to find the best value of $N_{\text{hyb}}$ for oxygen and hydrogen, we carried out a detailed analysis of the variational energy versus the hybrid basis size for the single water molecule, reported in Sec. III A.

2. Quantum Monte Carlo methods

All QMC calculations of this work have been carried out with the TURBOVB program.64
All the variational parameters of the JSD and JAGP wave functions have been optimized by means of the stochastic reconfiguration method with Hessian accelerator, also called “linear method”. The forces on the parameters and ionic positions have always finite variance thanks to a reweighting scheme for finite systems introduced in Ref. 65 to cure the variance explosion around the nodes of the wave function.

A systematic way of improving the quality of the VMC ansatz is to perform lattice regularized diffusion Monte Carlo (LRDMC) calculations, a projective technique which filters out the high-energy components yielding a more accurate evaluation of the correlation energy. In the case of non-local pseudopotentials, as the one for the oxygen, LRDMC goes beyond the locality approximation, by providing always a variational upper bound of the true ground state energy.

In the present paper, we report on both VMC and LRDMC calculations of the protonated water dimer. The BFD energy-consistent pseudopotential described in Sec. II A 2 has been employed to replace the oxygen-core 1s electrons. Statistical error bars are kept smaller than 0.1 Kcal/mol in all QMC final calculation.

III. RESULTS AND DISCUSSION

We report the results of our QMC study of protonated water dimer. This Section is organized as follows.

The first part (Sec. III A) is devoted to benchmark computations on water molecule which aim at proving the quality of our QMC ansatz.

The second part (Sec. III B) presents the QMC study on the protonated water dimer. Different level of theory are compared with QMC calculations for both geometry and energetics outcomes in order to assess the accuracy of our approach in the study of proton transfer systems.

A. Benchmark calculations of the \( H_2O \) molecule

The single water molecule has been the subject of many numerical studies based on several quantum chemistry methods. It is essential to have a good description of its structural and electronic properties in order to tackle the study of larger water clusters, as the intramolecular degrees of freedom will significantly affect the intermolecular environment due to the large water dipole moment and the strong directionality of the H bond.

Here we report our pseudopotential and all-electron calculations on the water molecule with different wave function types and basis sets, with the aim at choosing the best compromise between accuracy and efficiency in order to transfer the most convenient ansatz to the zundel complex and eventually to larger water clusters.

1. Pseudopotential calculations

As reported in Sec. III the BFD pseudopotential has been used for oxygen, while the two hydrogens have been treated all-electron. The primitive Gaussian basis set is O(5s,5p,2d) and H(4s,2p) for the determinant, while for the Jastrow factor it is O(3s,2p,1d) and H(2s,1p). Note that the latter basis set has been recently claimed to be one of the most accurate in an extensive QMC study of single molecule water properties, which used the same Jastrow ansatz as ours. The inhomogeneous three- and four-body Jastrow term (Eq. 10) has been developed directly on the uncontracted primitive basis set, whose flexibility guarantees a very good description of dynamical correlations. On the other hand, for the antisymmetric part we tested two main wave function forms, the single Slater determinant (obtained by using a geminal with rank \( N/2 \)), and the AGP function. The difference in energy between the JSD and the JAGP wave functions, reported in Tab. I shows the size of static correlations in the system, which amounts to 5-6 mH. This leads also to better geometrical properties, as seen in Tab. III. The JAGP geometry is closer to the experiment than the JSD one, in both the OH distance and the HOH angle. The structural effects of static correlations in the water molecule have been already pointed out in Ref. 65, where they were attributed mainly to a change in the local description of the oxygen atom. In order to analyze in deeper detail the role of the AGP correlations in the water molecule, we studied the natural orbital occupations coming from the diagonalization of the geminal. One of the appealing features of the AGP theory is that the geminal wave function is directly related to the one-body density matrix of the system (without Jastrow factor). Its diagonalization yields the molecular natural orbitals as eigenvectors and their weights are related to the modulus of the AGP eigenvalues which are plotted in Fig. 1. The Figure shows that indeed the orbitals above the HOMO (highest occupied molecular orbital in the single Slater determinant representation) have a sizable weight, with a distribution which falls abruptly to zero only after the 40-th orbital (gray area in the plot). This reflects the multi determinant character of the water molecule, taken into account by the AGP ansatz. We thus believe that, although the entanglement of quantum levels at the origin of static correlations can come from the oxygen atom, its impact in water has a genuine molecular character. Last but not least, the multi determinant AGP representation leads to a better description of the nodal surface of the true ground state, with a gain of about 2.5 mH in the fixed node LRDMC energy with respect to the one obtained by using the JSD as trial wave function, as reported in Tab. IV.

We turn now the attention on how to reduce the AGP basis set in an effective way. So far, both the JSD and JAGP wave functions have been developed on the uncontracted primitive basis in order to exploit at most its flexibility. Thus, the total number of variational parame-
TABLE I: Pseudopotential calculations. VMC energies and number of parameters for the QMC wave functions used in this work of the single water molecule, fixed here at the experimental geometry. The BFD pseudopotential has been used for O. The primitive Gaussian basis set is O(5s,5p,2d) and H(4s,2p) for the determinant. The number of total parameters varies depending on the type of contractions used in the determinantal part. The Jastrow functional form has been kept fixed and developed on a primitive Gaussian basis set of O(3s,2p,1d) and H(2s,1p). This gives a number of 213 Jastrow parameters, divided into 184 $g_{\alpha\beta}^{a,b}$, 9 $\zeta$ Gaussian exponents in the uncontracted basis, 1 two-body homogenous Jastrow factor coefficient and 1 parameter for the analogous one-body part. The other parameters come from the determinant, and are reported in the last set of columns.

| Wave function ansatz                      | Energy $E_s$ (H) | Variance (H$^2$) | $E_s - E_{JSD}$ (mH) | number of parameters $\lambda_{\alpha\beta}^{a,b}$ |
|------------------------------------------|-----------------|------------------|----------------------|---------------------------------|
| JSD (uncontracted orbitals)              | −17.24821(7)    | 0.2655(6)        | 0.0                  | 682                             |
| JAGP (hybrid orbitals: 4O 1H)            | −17.25013(8)    | 0.2635(12)       | −1.91(11)            | 21                              |
| JAGP (hybrid orbitals: 4O 5H)            | −17.25183(6)    | 0.2510(6)        | −3.62(10)            | 105                             |
| JAGP (hybrid orbitals: 8O 2H)            | −17.25267(7)    | 0.2426(18)       | −4.46(10)            | 78                              |
| JAGP (hybrid orbitals: 8O 5H)            | −17.25392(6)    | 0.2412(34)       | −4.89(10)            | 171                             |
| JAGP (uncontracted orbitals)             | −17.25389(6)    | 0.2296(5)        | −5.68(10)            | 682                             |

*Here the number of parameters is the same as the one in the JAGP wave function since in the JSD ansatz we rewrite the corresponding geminal (of rank N/2) on the uncontracted basis in order to optimize the MO’s, as explained in Ref. [62].

TABLE II: As Tab. I but for all-electron calculations. We report here the VMC energies and number of parameters for the all-electron QMC wave functions of the single water molecule, taken at the QMC relaxed geometry. The geometries are reported in Tab. III. The primitive Gaussian basis set is O(6s,6p,2d) and H(4s,2p) for the determinant. The number of total parameters varies depending on the type of contractions used in the determinantal part. The Jastrow functional form has been kept fixed and developed on a primitive Gaussian basis set of O(3s,3p,1d) and H(2s,1p). This gives a number of 418 Jastrow parameters, divided into 406 $g_{\alpha\beta}^{a,b}$, 10 $\zeta$ Gaussian exponents in the uncontracted basis, 1 two-body homogenous Jastrow factor coefficient and 1 parameter for the analogous one-body part. The other parameters come from the determinant, and are reported in the last set of columns.

| Wave function ansatz                      | Energy $E_s$ (H) | Variance (H$^2$) | $E_s - E_{JSD}$ (mH) | number of parameters $\lambda_{\alpha\beta}^{a,b}$ |
|------------------------------------------|-----------------|------------------|----------------------|---------------------------------|
| JSD (uncontracted orbitals)              | −76.40025(8)    | 1.412(3)         | 0.0                  | 1383                            |
| JAGP (hybrid orbitals: 9O 2H)            | −76.40504(9)    | 1.399(6)         | −4.79(12)            | 91                              |
| JAGP (uncontracted orbitals)             | −76.40660(7)    | 1.374(3)         | −6.35(11)            | 1383                            |

TABLE III: Geometrical properties of the global minimum of the water molecule. We report a comparison between different QMC wave functions and experimental results.[23,24]

|                  | $\overline{O-H}$ (Å) | $\angle$ HOH (°) |
|------------------|-----------------------|-----------------|
| pseudo JSD       | 0.9542(4)             | 104.730         |
| pseudo JAGP      | 0.9549(4)             | 104.549         |
| all-electron JSD | 0.9539(4)             | 105.187         |
| all-electron JAGP| 0.9557(4)             | 105.101         |
| experiment       | 0.95721(30)           | 104.522(50)     |

TABLE IV: LRDMC energy results extrapolated to the zero lattice space limit. The LRDMC calculations are performed in the fixed-node approximation. In the last row, we compute the energy gain due to a better nodal description provided by the JAGP wave function with respect to the JSD one. Note that the agreement between the pseudopotential and all-electron calculations has an accuracy of the order of 0.1 mH, despite their very different total energies.

|                  | pseudo     | all-electron |
|------------------|------------|--------------|
| $E_{JSD}$ (H)    | −17.26280(6) | −76.42475(15) |
| $E_{JAGP}$ (H)   | −17.26282(6) | −76.42690(14) |
| $E_{JAGP} - E_{JSD}$ (mH) | −2.48(9) | −2.15(21) |

We define a new smaller basis set by contracting the O(5s,5p,2d)/H(4s,2p) Gaussian primitive basis via atomic natural hybrid orbitals. Each atom in the system is described by its own set of hybrid orbitals. We study how the size of the contracted hybrid basis set affects the quality of the geminal expansion. We compare it with its rigorous lowest energy limit provided by the uncontracted JAGP reference previously computed. The results are re-
ported in Tab. II. The smallest basis set which includes the 1s for H and the 2s and 2p orbitals for O, thus taking into account the 2s2p near degeneracy at the atomic O level, is the 4O 1H hybrid set (in self-explaining notations). It gives the poorest energy and variance among the hybrid basis sets considered, though being lower than the JSD ansatz. The best energy is obtained with the largest hybrid basis tried here, namely the 9O 5H set. It recovers a large fraction of static correlations and its energy is less than 1mH above the uncontracted JAGP one. However, the price to pay is that the parameter reduction is weak, the total number of parameters being close to the one of the full JAGP expansion (see last column of Tab. II). Indeed, while the number of \( \lambda_{a,b} \) is still significantly lower than the one for the uncontracted basis set, nevertheless the parameters in the contracted orbitals grow too much. The best compromise between efficiency, i.e. total number of variational parameters, and accuracy, i.e. variational energy, is provided by the 8O 2H basis, as it yields a significant gain in energy with a small/moderate number of parameters. This advantage will be remarkable for large number of atoms, as the number of variational parameters corresponding to this atomic natural hybrid orbitals grows only linearly with the number of atoms; on the other hand the number of parameters corresponding to \( \lambda_{a,b} \) grows instead quadratically, but it remains still affordable since it is dramatically reduced by this approach (see Tab. II).

Finally, we study how the AGP spectrum changes with the contracted hybrid basis sets. Fig. 1 shows that, after a complete wave function optimization, the natural orbital eigenvalues magnitude of the hybrid AGP covers the \( 10^{-2} \) to \( 10^{-4} \) range of the fully uncontracted AGP expansion, except for the shortest 4O 1H basis, which clearly spans a too small Hilbert space. Moreover, we checked that the JAGP expanded on the optimal 8O 2H basis gives the same fixed node LRDMC energy as the full JAGP, signalling that the nodal surface is properly described even by the hybrid 8O 2H contraction. Therefore we are going to use it in the study of the protonated water dimer presented after in the paper. As reported in the method Section, the gain in efficiency of the hybrid basis set is expected to be larger and larger as the system size increases, as the quadratic growth of the \( \lambda_{a,b} \) with the number of atoms depends strongly on the atomic basis size.

2. All-electron calculations

To study the accuracy of the pseudopotential approximation, we carried out also all-electron calculations of the water molecule. With respect to the pseudopotential calculations, the primitive and contracted basis sets for O have been extended in order to account for the additional 1s electrons. The primitive basis set is then O(6s6p2d) and O(3s3p1d) for the determinant and Jastrow term respectively, while the optimal contracted hybrid basis set is 9O 2H. In Tab. II we report the variational energies for different wave functions. The energy gain provided by the all-electron JAGP wave function is very close to the one in pseudopotential calculations. The substantial difference between the two calculations is apparent also in Fig. 1 where the eigenvalues of the higher energy molecular natural orbitals in the AGP behave similarly. The LRDMC energy difference between the JAGP and JSD trial wave functions coincides within the error bars with the one with pseudopotentials. The nodal contribution to the fixed-node energy is the same. The JAGP LRDMC energy is one of the best ever published in literature, in statistical agreement with the one computed by Luchow and Fink\(^{[3]}\) (76.429(1) H), who used 300 determinants in the trial wave function, and with the one by Zen et al.\(^{[4]}\) (76.42660 H), who used the same ansatz as ours in the trial. The JAGP LRDMC projected energy is only 11 mH higher than the extrapolated exact result of 76.438 H\(^{[5]}\).

The all-electron calculations confirm the importance of including static correlations to have a better description of the geometry, as shown in Tab. III. However the HOH angle turns out to be less accurate than the one obtained with pseudopotentials if compared to the experiment, most probably because it is a quantity very
sensitive to the basis set convergence, which is harder to reach in all-electron calculations. Another drawback of all-electron calculations is of course the larger variance for an equivalent wave function ansatz, due to the 1s electron fluctuations, as one can easily evince from the comparison between Tab. I and Tab. II.

Due to the larger primitive basis set required in all-electron calculations, the parameter reduction allowed by the hybrid basis contraction (9O 2H) has a great impact on the efficiency. The total number of parameters is reduced by almost a factor of 4 in the determinantal part of the single molecule, without any significant loss of accuracy in the JAGP total energy (see Tab. III).

The use of the BFD pseudopotential for oxygen, and the JAGP ansatz together with the hybrid basis set, tested in the water molecule, is transferred to the protonated water dimer.

B. Protonated water dimer

The protonated water dimer represents the simplest model for proton transfer in aqueous systems. In our work we focus on the energetics of \( H_3O^+ \) related to proton transfer by choosing suitable reaction coordinate (RC). Selecting a RC allows to reduce the complexity of the full-dimensional PES. It projects it onto a single-dimensional subset which retains the most important physical features of the full hypersurface.

Since it is not unique, a correct choice of RC is essential in order to filter out the physical features which suitably describe the considered phenomenon. We propose a mechanism of proton transfer within the dimer which leads to a natural definition of our RC.

As modeled by our system, the proton transfer reaction takes place in three different steps. At first the excess proton is bounded to one water molecule forming an \( H_3O^+ + H_2O \) complex. By thermal fluctuations the oxygen-oxygen separation can get closer to the optimal distance of the Zundel complex (around 2.39 Å); at this stage the system assumes a “Zundel configuration” with the proton equally shared between the two oxygens. A further stretch of \( OO \) disfavors the Zundel configuration and a new \( H_2O + H_3O^+ \) complex is produced. The overall effect of this process is a transfer of a proton along the hydrogen bond between two oxygen atoms. This mechanism suggests to choose the oxygen-oxygen separation as RC for the dimer potential energy curve.

We present in the following the geometry and energetics of the protonated water dimer. Results on the global minimum geometry are reported at first. The potential energy curve is the result of a stretching of the oxygen-oxygen distance; the behavior of the excess proton is thus investigated along the same path. A particular attention is devoted to the behavior of the \( H_3O^+ + H_2O \) complex in the broken-symmetry region of the energy landscape. Proton transfer static barriers at different \( O\bar{O} \) distances are calculated in order to further estimate the accuracy of our approach. All QMC calculations are performed with the JAGP wave function ansatz developed on an atomic hybrid basis set, as discussed in the previous Sec. III A.

1. Properties of the symmetric global minimum

The minimum energy structure of \( H_3O^+ \) has been debated in the scientific community, as there are two candidates with competing energies: a \( C_2 \)-symmetric structure, commonly addressed as Zundel configuration, with the proton evenly shared between the two oxygens, and a \( C_s \)-symmetric one with the proton slightly localized on one \( H_2O \) molecule (see Fig. 2). Several \textit{ab-initio} investigations have shown that a better treatment of electron correlations turns out in a change of the ground state (GS) geometry from the \( C_s \)-sym to the \( C_2 \)-sym configuration. Accurate highly-correlated studies has eventually confirmed that the global minimum is \( C_2 \) symmetric.

At a QMC level of theory, the \( H_3O^+ \) GS shows a \( C_2 \) Zundel configuration with centro-symmetric excess proton (left part of Figure 2), in agreement with the previous studies. The main geometrical parameters of the global minimum are presented in Tab. VI both for the pseudopotential and all-electron calculations.

If compared with CCSD(T), the QMC ground state geometries show an agreement of up to 0.005 Å in the atomic separations, and up to 1° in the angles. As the angle is close to 180°, in this case its determination is more delicate and could be affected by a larger statistical bias. Therefore we notice a slight discrepancy on this quantity between QMC and coupled cluster outcomes. Nevertheless, these differences do not affect the overall description of the GS and the energetics of the system. In the present work, also the \( C_s \)-symmetric structure has been taken into account (left-hand side of Fig. 2). Tab. VII which reports the VMC optimized \( C_s \) geometries, confirms the trend seen in Tab. VI for the GS, although the discrepancies in the bond lengths are slightly larger between different methods, the CCSD(T) values being in between the all-electron and pseudopotential VMC results.

The energy difference between the \( C_s \) configuration and the \( C_2 \)-symmetric global minimum turns out to be 0.25(8) Kcal/mol at VMC level and 0.23(8) Kcal/mol with LRDMC. This is in satisfactory agreement with previous results carried out with Møller-Plesset perturbation theory (0.28 Kcal/mol) and CCSD(T) (0.46 Kcal/mol) techniques. The quality of pseudopotential is hence verified also for the Zundel complex. In view of this, its PES along the chosen RC will be worked out mainly with this approximation due to its substantially lower computational demand.
FIG. 2: QMC optimized geometries for global $C_2$ minimum (left) and for $C_4$ local minimum (right).

| TABLE V: Geometrical properties (distances in Å, angles in °) of the $C_2$-symmetry minimum of protonated water dimer, comparison between different computational methods. See Fig. 2 (left-hand side) for atoms notation. |
| --- |
| | $O_1O_2$ | $O_1H^+$ | $H^+O_2$ | $\angle O_1H^+O_2$ | $O_1H_1$ | $O_1H_2$ |
| DFT-PBE | 2.4111 | 1.2074 | 1.2074 | 173.661 | 0.9697 | 0.9691 |
| DFT - B3LYP | 2.3847(5) | 1.1930(5) | 1.1942(8) | 174.71(7) | 0.9605(8) | 0.9701 |
| QMC - all-electron | 2.3905(4) | 1.1944(6) | 1.1989(5) | 174.43(9) | 0.9640(7) | 0.9628(6) |
| CCSD(T) | 2.3864 | 1.1950 | 1.1950 | 173.730 | 0.9686 | 0.9682 |

| TABLE VI: Geometrical properties (distances in Å, angles in °) of the $C_4$-symmetry minimum of protonated water dimer. See Fig. 2 (right-hand side) for atoms notation. |
| --- |
| | $O_1O_2$ | $O_1H^+$ | $H^+O_2$ | $\angle O_1H^+O_2$ | $O_1H_1$ | $O_1H_2$ |
| DFT - B3LYP | 2.3996(6) | 1.1154(8) | 1.2507 | 175.4 | 0.9746 | 0.9741 |
| QMC - all-electron | 2.3913(3) | 1.1285(5) | 1.2648(4) | 175.29(6) | 0.9635(4) | 0.9616(5) |
| CCSD(T) | 2.3898 | 1.1233 | 1.2720 | 175.646 | 0.9641 | 0.9645 |

2. Stretching the $OO$ distance

From the global minimum $C_2$-sym configuration we stretch the oxygen-oxygen distance in order to study the potential energy curve and to elucidate the proton transfer properties in the dimer. The structural relaxation at the VMC level for fixed $OO$ separation requires a careful procedure due to the flatness of the PES. Starting from a PBE-DFT optimized geometry (see Sec. II A 1 for technical details) and a JAGP variational wave function fully optimized in the electronic part, the atomic coordinates are relaxed with the steepest descent method, considering them as additional variational parameters of the QMC wavefunction.

For the sake of comparison, we minimize a parametrized full-dimensional PES fitted from CCSD(T) calculations to find the best coupled cluster estimates of energy and geometry. By means of the downhill simplex minimization technique, we find the configuration of lowest CCSD(T) energy at the same constrained $OO$ distance as the corresponding QMC and DFT calculations.

In Fig. 3 we plot the energy landscape along the RC for PBE-DFT, CCSD(T), VMC and LRDMC, the latter computed at the VMC geometry. For VMC technique, we report also full potential calculations for some $OO$ separations. We notice a substantial agreement among all techniques in the region at the left of the global minimum of the curve, except for a rigid shift by 0.02 Å between the PBE-DFT results and the others. The PBE $OO$ minimum is indeed located at 2.41 Å, while the minimum of the other methods turns out to be at $\sim 2.39$ Å. Hence this part of the energy curve is only slightly influenced by a better treatment of correlations.

On the other hand, the region at the right of the minimum, at intermediate $OO$ distances ($\geq 2.55$ Å), displays a different behavior. The PBE-DFT overestimates...
FIG. 3: Potential energy curve (Kcal/mol) of the protonated water dimer projected on the \( O\bar{O} \) distance. Comparison between different computational methods. Structural relaxation is performed at each level of theory. Each curve has its minimum as reference point.

FIG. 4: CCSD(T) and VMC energy landscape (Kcal/mol) as a function of the \( O\bar{O} \) distance (\( \AA \)) with respect to the LRDMC energies (the zero of the y-axis). Full potential VMC results are reported for few points along with dissociation energies. The green area represents the error bar achieved in typical LRDMC run, i.e., \( \sim 0.1 \) Kcal/mol.

FIG. 5: Protonated water dimer energy landscape (Kcal/mol) as a function of \( O\bar{O} \) distance (\( \AA \)). All the calculations are performed with VMC-optimized geometry. The zero energy reference point corresponds to the minimum of each curve.

FIG. 6: Separations (\( \AA \)) between the two oxygens and the excess proton as a function of the reaction coordinate for different computational methods.

The curves reported in Fig. 3 are obtained with the minimum energy geometry at each level of theory (except for the LRDMC, whose geometry is set at the VMC level). In order to obtain a more reliable comparison and avoid the bias coming from the use of different geometries, we carried out the same calculations employing the VMC-optimized structures for every technique. The result is reported in Fig. 5. The trend displayed in Fig. 3 for method-optimized geometries is remarkably enhanced when the same configuration of the dimer is considered. Away from the minimum, the PBE-DFT energies show a larger overestimation of the slope.

The slope of the dimer potential energy curve is related to the behavior of the excess proton in the system. In Fig. 6 this property is elucidated. We report in the same plot the separations between the excess proton and each of the two oxygens: \( O\bar{H}^{+} \) and \( H^{+}O\bar{O} \). The structure of the dimer is relaxed at different level of theories with the same procedure carried out for the potential energy curve in Fig. 5. The plot clearly shows the appearance of two distinct regimes of the dimer. One is characterized by a symmetric Zundel configuration with the proton evenly...
bonded to the two oxygens; from the point of view of proton transfer physics, it is basically equivalent to the GS configuration. Stretching the $\overline{OO}$ distance results in the formation of a $H_2O^+ + H_2O$ complex with the proton localized on one water molecule. These configurations belong to the asymmetric regime of the dimer. Within this regime, the initial $C_2$ point symmetry of the GS geometry is broken due to proton localization.

Notice that the $C_{\text{av}}$-sym local minimum presented in Sec. III B displays a localized proton at a distance of $\sim 2.39$ Å, smaller than the symmetry-breaking distance shown in Fig. 6. However, we verified that if one stretches the $\overline{OO}$ distance starting from this local minimum, the energies obtained are higher than the values plotted in Fig. 6 and Fig. 5.

The distances obtained by the QMC relaxation of the atomic coordinates are in excellent agreement with the CCS(T) calculations; in particular the root mean square distance between the two data sets over the whole $\overline{OO}$ range is of $\sim 0.007$ Å for both $O_1H^+$ and $O_2H^+$. Electron correlation plays a key role in determining the stability of the symmetric configuration of the dimer. The overestimation of the potential energy curve slope by PBE-DFT in Fig. 3 corresponds to an overestimation of the symmetry-breaking $\overline{OO}$ separation by $\sim 0.13$ Å with respect to higher-level post-DFT ab-initio methods, and to a very poor description of the geometry in the symmetry-broken regime close to the symmetry-breaking point, where the discrepancy in the $\overline{OO}$ distances is the largest (going up to 0.15 Å).

3. Implications for more realistic PT models

The zero-temperature potential energy curves reported in Fig. 3 and Fig. 5 seem to conflict with the proton transfer mechanism discussed in the introduction of Sec. III B, since the configuration with centrosymmetric proton is energetically favored and therefore it represents a stable state rather than a transition state between two asymmetric configurations with localized proton.

This contradiction is only apparent. Indeed, Ref. 25 has shown that the introduction of thermal and polarization effects due to the physical environment, favors the asymmetric regime of the complex. Indeed, at finite temperature the free energy landscape displays a global minimum shifted towards the asymmetric regime and the Zundel-like structure does not represent anymore the energetically favored configuration. Moreover, a recent experimental result shows that the average $\overline{OO}$ distance in liquid water is of $2.81$ Å which clearly corresponds to a symmetry-broken configuration of the dimer (see Fig. 3). Anyway, in order to jump from a water molecule to one of its neighbors, the proton must pass through a Zundel configuration. Describing correctly the energetics and geometry of the protonated water dimer in the symmetry-breaking transition region is therefore of paramount importance to hope having an accurate description of the PT in more realistic models.

Indeed, as already mentioned, Fig. 6 highlights that at 0 K a better treatment of electronic correlations turns out in a stability of the asymmetric regime over a considerably wider range of $\overline{OO}$ distances with respect to DFT results. Hence we expect that, at finite temperature and including the surrounding physical environment, the value of the free energy activation barrier for proton transfer would be significantly higher than the PBE-DFT prediction.

4. Properties of the symmetry-broken configurations

In this Section we focus the attention on some relevant properties of the broken-symmetry region where the excess proton is localized on a water molecule. At the QMC level of theory, the formation of a $H_2O^+ + H_2O$ complex occurs at an oxygen-oxygen distance of $\sim 2.43$ Å in perfect accordance with CCSD(T) results, as seen in Fig. 6.

A quantity which has been extensively studied over the past years is the static proton transfer barrier, i.e. the barrier that the $H^+$ has to overcome in order to jump from one $H_2O$ molecule to the other at a fixed $\overline{OO}$ distance in the symmetry-broken regime. This quantity does not provide a realistic comparison with the experimental activation barrier for PT, as the $\overline{OO}$ distance will shorten during the proton hopping. Nevertheless, it is relevant in order to provide a further check of the accuracy of our QMC approach. Fixing the $\overline{OO}$ distance, the barriers are obtained as difference between the asymmetric configuration with localized proton and a structure with the excess proton in a centrosymmetric position. Calculations are performed in three representative $\overline{OO}$ separations; the results are shown in Tab. VII where they are compared with existent data in literature.

The first $\overline{OO}$ distance is 2.47 Å, very close to the symmetry-breaking point of the dimer as displayed by highly correlated approaches; on the contrary, at a DFT level the configuration with centrosymmetric proton is still energetically favored, as shown by Fig. 6. It has been noticed that the PES in this region is particularly flat. Furthermore the potential energy curve of the dimer develops on very tiny energy differences around the symmetry-breaking point. These issues make the calculations in this region of the PES extremely delicate since the stochastic noise can considerably affect the quality of the QMC predictions.

Indeed, Tab. VII shows that QMC and CCSD(T) display a vanishing energy barrier of the order of 0.1 Kcal/mol as the hydrogen is displaced along the oxygen-oxygen axis. The height of this barrier is slightly above the attained statistical error in our typical QMC run. However, despite the very sensitive behavior of the dimer PES around the symmetry-breaking point, the accuracy of our force minimization algorithm allows to account for the tiny energy differences involved; thus it ensures the necessary precision to describe the PT physics in the
TABLE VII: Static proton transfer barriers (Kcal/mol) at fixed OO separations. Comparison between different level of theory.

| Method                  | O – O distance |
|-------------------------|----------------|
|                         | 2.47 Å | 2.6 Å | 2.7 Å |
| DFT-PBE                 | -0.74  | 0.19  | 1.94  |
| DFT-PBE (best)          | 0.27   | 1.46  |       |
| VMC                     | 0.28(6) | 2.99(8) | 5.99(8) |
| LRDMC                   | 0.37(8) | 2.64(7) | 5.57(7) |
| CCSD(T) - CCSD(T) geometry | 0.22  | 2.37  | 5.24  |
| CCSD(T) - QMC geometry  | 0.28   | 2.29  | 5.32  |
| CCSD(T) - MP2 geometry  | 0.28   | 2.08  | 4.85  |
| QCISD(T) - MP2 geometry | 2.06   | 4.82  |       |
| MS-EVB                  | 2.05   | 5.11  |       |
| MP2                     | 1.77   | 4.39  |       |

The other results are obtained at larger oxygens separations, further from the symmetry-breaking point. They confirm the general behavior already seen along the OO RC. LRDMC and CC results are in a good agreement up to 0.2 – 0.3 Kcal/mol, whereas the VMC slightly overestimates the barrier. As well known from previous works, DFT substantially underestimates the barrier with respect to post-DFT methods which provide a better treatment of correlations.

Finally, let us analyze the extreme limit of the asymmetric Zundel configuration, namely when OO → ∞, with the formation of one H2O and one hydronium. The dissociation energy D_e of H3O₂⁺ is computed by setting the distance between the two oxygens to 14 Å. With the CCSD(T) PES, we checked that this is already in the large distance plateau. We get a D_e of 33.02(9) Kcal/mol by VMC, and 32.54(8) Kcal/mol by LRDMC, to be compared with the CCSD(T) value of 32.68 Kcal/mol from Ref. [41], while the PBE-DFT gives D_e = 29.55 Kcal/mol. The agreement between the LRDMC and CCSD(T) is impressive, while it is already good for the VMC estimate. This is mainly due to the size consistency of the JAGP ansatz, obtained once the Jastrow is close to the complete basis set limit. The VMC and CCSD(T) dissociation energies are plotted in Fig. [4] with respect to LRDMC values.

5. Test on a larger molecular cluster

QMC methods present a favorable scalability with the number of particles with respect to other highly correlated approaches such as CC. With the aim at proving this feature also for our approach, we performed a benchmark calculation on a more realistic PT model composed of 6 water molecules and one excess proton, which will be the subject of a further study. In Table VIII, we report a comparison of the computational time required to carry out typical VMC and LRDMC runs for different sizes of the protonated water cluster at fixed optimized variational parameters and geometry. The calculations have been carried out on the HPC Curie thin nodes (2.7 GHz 8 core Intel Sandy Bridge processors), and performed with a target statistical error of 0.06 Kcal/mol in the total energy. By performing a simple fit on the data in Table VIII we notice that the simple VMC displays a ~ N^3 scaling with the number of particles; the more accurate LRDMC, carried out at a lattice space of a = 0.125 Å, shows instead an almost perfect N^4 scaling. However, the LRDMC calculations are still feasible in a reasonable computational time for the 6 H2O cluster, while the VMC is still cheap at that cluster size.

IV. CONCLUSIONS

In this paper we presented an extensive study of the protonated water dimer by means of the VMC and LRDMC techniques.

The JAGP ansatz employed in this work implements an accurate treatment of both static and dynamical correlations among electrons. The expansion of the determinantal part over atomic hybrid orbitals ensures a drastic reduction of the number of variational parameters thus making the wave function optimization procedure efficient and robust even for large systems. The comparison with previous published QMC calculations on the single water molecule showed the quality of our wave function ansatz.

Total energy calculations are performed with the less expensive Variational Monte Carlo approach along with the more precise projective Diffusion Monte Carlo. The powerful minimization algorithm implemented in our QMC software, allows an efficient estimation of the forces acting on each atomic component with a reasonable computational cost. Hence both energetics and geometry calculations are performed within the QMC framework.
A simple mechanism of proton transfer in the dimer has been presented and exploited to choose a suitable reaction coordinate for the potential energy curve. The energy landscape as a function of the oxygen-oxygen distance is computed and compared with density functional theory in the PBE approximation and with CCSD(T) results; LRDMC is in excellent agreement with CCSD(T) calculations (within 0.2 – 0.3 kcal/mol), whereas minor differences (up to about 1 kcal/mol) are shown by VMC. Ref. [5] has recently reported a similar accuracy for small water clusters by diffusion Monte Carlo calculations.

Geometrical properties of the excess proton are also investigated by VMC structural relaxations, which provide geometries remarkably close to the ones obtained by a CCSD(T) fitted PES. We show the presence of two distinct regimes of the dimer depending on the oxygen-oxygen distance: one with a centrosymmetric excess proton and the other with the proton localized on one of the water molecules. The stability of these configurations crucially depends on the level of theory employed to describe the electronic structure of the system. A better treatment of electron correlation results in the stability of the asymmetric proton geometry over a wider range of distances.

These results, together with the proton transfer static functions, show that our QMC approach has a global accuracy comparable with the state-of-the-art coupled cluster in both geometry and energetics of the dimer, with the advantage of having a better scaling with the number of particles.

The accuracy shown by our QMC calculations combines with a favorable scalability with the number of particles with the respect to other highly correlated techniques, as demonstrated with a test simulation on a larger protonated water cluster.

These features make this approach a very promising candidate for the study of proton transfer in complex aqueous systems. In particular, we have shown that the VMC method is cheap, provides very accurate geometries and a global accuracy of less than 1 kcal/mol in the most important region for the PT physics. We hope that our work will inspire further studies on this direction, and pave the way for accurate highly-correlated simulations of more realistic proton transfer models which will eventually shed new insights onto the PT mechanism in water.
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