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Abstract—The rising interest in applications requiring the transmission of small amounts of data has recently lead to the development of accurate performance bounds and of powerful channel codes for the transmission of short-data packets over the AWGN channel. Much less is known about the interaction between error control coding and channel estimation at short blocks when transmitting over channels with states (e.g., fading channels, phase-noise channels, etc.) for the setup where no a priori channel state information (CSI) is available at the transmitter and the receiver. In this paper, we use the mismatched-decoding framework to characterize the fundamental tradeoff occurring in the transmission of short data packet over an AWGN channel with unknown gain that stays constant over the packet. Our analysis for this simplified setup aims at showing the potential of mismatched decoding as a tool to design and analyze transmission strategies for short blocks. We focus on a pragmatic approach where the transmission frame contains a codeword as well as a preamble that is used to estimate the channel (i.e., no use is made of the data field for channel estimation purposes). This preamble is used to estimate the channel (i.e., no use is made of the data field for channel estimation). Achievability and converse bounds on the block error probability achievable by this approach are provided and compared with simulation results for schemes employing short low-density parity-check codes. Our bounds turn out to predict accurately the optimal trade-off between the preamble length and the redundancy introduced by the channel code.

I. INTRODUCTION

The need for machine-type communications and for telecommand and remote control systems that operate under strict latency and reliability constraints has recently caused a rising interest in protocols and error correction schemes for the transmission of small amounts of data [1]. Considerable efforts have been spent over the last years in the design of powerful short error-correcting codes (see, e.g., [2] and the references therein), and in understanding the fundamental performance limits in the regime of small block size [3]–[6]. Much less is known about the interaction between error control coding and other crucial receiver operations such as synchronization and channel estimation. For instance, very few works study the rates achievable with short codes over fading channels, for a given packet error probability requirement, when channel state information (CSI) is not available a priori at the receiver and at the transmitter [7]–[9]. Furthermore, most of the available achievability bounds rely upon noncoherent transmission strategies and do not target explicitly the practically relevant setup in which pilot symbols are embedded within each transmission frame to enable channel estimation at the decoder.

Information theoretic tools that are useful in investigating this specific setup are those relying on mismatched decoding— a framework that allows one to characterize performance limits when the decoding rule is not matched to the statistical law governing the communication channel [10]–[16]. In particular, the mismatch may be caused by an imperfect estimation of the channel state based on pilot transmission, which may lead to the adoption of a suboptimal decoding metric.

A thorough understanding of this problem and of the involved fundamental tradeoffs is of paramount importance to design efficient communication protocols for the transmission of short messages. Indeed, when packets are large, a considerable amount of channel uses can be dedicated to pilot transmission, which allows the decoder to acquire almost perfect CSI (provided that the channel state varies sufficiently slowly), without affecting in a tangible manner the transmission rate. On the contrary, when packets are short the use of a large number of pilots may yield an unacceptable rate loss. This calls for a precise analysis of the tradeoff between the number of channel uses dedicated to estimating the channel, and the number of channel uses allocated to the transmission of the coded information at short block lengths.

The aim of this paper is to demonstrate, through a simple yet practically relevant example, the usefulness of mismatch decoding as a tool to design and analyze transmission strategies for short blocks. Specifically, we shall address the problem of transmitting a short data packet over an additive white Gaussian noise (AWGN) channel with unknown (complex) channel coefficient that stays constant over the duration of the transmission frame.

We focus on the pragmatic approach where the transmission frame is split into two fields: a field hosting pilot symbols (preamble) and a field containing the encoded information (data field). Furthermore, we focus on the case where only the preamble is used to estimate the channel (i.e., no use is made of the data field for channel estimation purposes). This pragmatic approach is likely far from optimal, as recently exemplified in [9], but it is prevalent in practical implementations. We provide achievability and converse bounds on the block error probability achievable by this approach. Furthermore, we compare our bounds with simulation results for schemes employing short low-density parity-check (LDPC)
codes [17], and show that the bounds allow one to accurately predict the optimal trade-off between the size of the preamble and the redundancy introduced by the channel code.

II. PRELIMINARIES

In the following, random variables and their realizations are denoted by uppercase and lowercase letters, respectively. We consider the transmission of \( k \) bits of information over \( N \) channel uses of the complex AWGN channel

\[
Y_\ell = hX_\ell + Z_\ell, \quad \ell = 1, \ldots, N.
\]

Here, the input symbols \( \{X_\ell\} \) are assumed to belong to a finite cardinality constellation \( \mathcal{X} \subset \mathbb{C} \), whose average power is normalized to one, i.e., \( |\mathcal{X}|^{-1} \sum_{x \in \mathcal{X}} |x|^2 = 1 \). The noise samples are independent and \( \mathcal{CN}(0, 2\sigma^2) \)-distributed and the channel coefficient \( h \) is complex, it is constant over the frame (i.e., over the \( N \) channel uses), and it is not known at the transmitter and at the receiver.

A. Pragmatic Approach

We consider a pragmatic approach where \( m \) out of the \( N \) channel uses are employed to transmit a pilot containing pilot symbols known to the receiver. The remaining \( n = N - m \) channel uses are employed to transmit the \( k \) data symbol, which are encoded using an \((n, k)\) code. We refer to the overall rate of this scheme as \( R = k/n \), whereas the code rate is denoted by \( R_c = k/m \). An example of the frame structure just described, for the case of a binary coding scheme with systematic encoding, is depicted in Fig. 1.

The receiver estimates the channel coefficient using the preamble, and the channel estimate is provided to the decoder of the \((n, k)\) code, which treats the estimate as if it was perfectly accurate (mismatch decoding). When designing such a scheme, one faces the following trade-off between channel estimation and channel coding: for given \( k \) and \( N \), one may decide to acquire an accurate channel estimate by taking \( m \) large, which, however, implies also choosing a weak channel code, i.e., one that introduces a low redundancy and has a large code rate. Alternatively, one may decide to accept a less accurate channel estimate by taking \( m \) small and to utilize a more robust channel code, i.e., one that introduces more redundancy and has a smaller code rate. The purpose of this paper is to shed lights on this tradeoff.

B. Performance with Ideal CSI

Without loss of generality, we shall assume throughout the reminder of the paper that the unknown deterministic channel coefficient has value \( h = 1 \). In this case, the signal-to-noise ratio is \( (2\sigma)^{-1} \) and \( E_b/N_0 = (2\sigma^2)^{-1} \) where \( E_b \) denotes the energy per information bit, and \( N_0 \) is the single-sided noise power spectral density. The channel transition probability density function is the complex Gaussian

\[
W(y|x; h) = \frac{1}{2\pi\sigma^2} \exp \left( -\frac{1}{2\sigma^2} |y - hx|^2 \right)
\]

and (in the ideal CSI setting) it is perfectly known to the receiver. In the asymptotic limit of large frame size (i.e., large \( N \)), reliable transmission can be achieved by selecting a code with rate \( R_c \) lower than the channel capacity \( \log(1 + |h|^2/(2\sigma^2)) \) independently of whether \( h \) is known to the receiver or not. Indeed, since \( h \) is assumed to be constant over the frame (independently of its length), one can perfectly estimate the channel at the receiver with a negligible rate penalty. As we shall see later, this is no longer the case when the frame is short.

As performance metric for the case of short frames, we shall use Gallager’s random coding bound (GRCB) [18], which—for the case of perfect CSI—gives the following upper bound to the minimum average block error probability \( P^*_B \) achievable using \((n, k)\) codes:

\[
P^*_B \leq \tilde{P}_B
\]

with

\[
\tilde{P}_B = 2^{-n E_G(R_c)}
\]

and \( E_G(R_c) = \max_{0 \leq \rho \leq 1} (E_0(\rho) - \rho R_c) \) where

\[
E_0(\rho) = -\log_2 \mathbb{E} \left[ \left( \mathbb{E} \left[ \frac{W(Y|X'; h)}{W(Y|X; h)} \right] \right)^\rho \right].
\]

Here, \( (X, Y, X') \sim Q(x)W(y|x; h)Q(x') \), and we choose the input distribution \( Q(\cdot) \) to be the uniform distribution over the constellation alphabet \( \mathcal{X} \). Writing the Gallager’s \( E_0 \) function in the specific form given in (1) will turn out useful when we introduce the mismatched case.

III. PRAGMATIC APPROACH: PERFORMANCE BENCHMARKS UNDER MISMATCHED DECODING

In this section, by leveraging on the mismatched decoding approach [10], [12], we show how the GRCB can be extended to provide an upper bound on the average block error probability \( P_B \) for the case when the receiver acquires an imperfect estimate of the channel coefficient \( h \) through the pilot symbols contained in the preamble. We will then particularize the obtained result for the special case of binary phase shift keying (BPSK) modulation, for which we will provide also a converse result, i.e., a lower bound on the block error probability.

We shall denote the maximum likelihood (ML) estimate of the unknown deterministic channel coefficient \( h \) by the random variable (r.v.) \( \hat{H} \). Furthermore, we let \( \hat{h} \) be a realization of \( \hat{H} \).
The estimation error $\Delta = h - \hat{H}$ is a $CN(0, \sigma_\Delta^2)$-distributed r.v. with $\sigma_\Delta^2 = 2\sigma^2/m$. Finally, we denote the phase estimation error by $\theta = \arg(\hat{h})$.

**A. Random Coding Bound under Mismatched Decoding**

In the mismatched decoding framework, the receiver decodes the channel outputs $\{y_\ell\}_{\ell=1}^N$ using the following maximum metric rule (here, $c^*$ is the set of codewords of the chosen code)

$$\hat{x} = \arg \max_{x \in c^*} \prod_{\ell=1}^n q(x_\ell, y_\ell),$$

where $q(x, y)$ denotes the mismatched metric and $x = [x_1, \ldots, x_N]$. In our setting, the mismatched metric that results by treating the channel estimate $\hat{h}$ as perfect, is $q(x, y, \hat{h}) = W(y|x; \hat{h})$, i.e.,

$$q(x, y, \hat{h}) = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{1}{2\sigma^2}|y - \hat{h}x|^2\right).$$

It follows from [10] that for a given channel estimate $\hat{h}$, we have

$$P_B(\hat{h}) \leq P_B(\hat{h})$$

where

$$P_B(\hat{h}) := 2^{-nE_G(R_c, \hat{h})}$$

with $E_G(R_c, \hat{h}) = \max_{0 \leq \rho \leq 1, s \geq 0} \left(E_0(s, \rho, \hat{h}) - \rho R_c\right)$ and

$$E_0(s, \rho, \hat{h}) = -\log_2 \mathbb{E}\left[\left(\mathbb{E}\left[\left(\frac{q(X', Y, \hat{h})}{q(X, Y, \hat{h})}\right)^s\right| X, Y\right)\right]^{\rho}.\right.$$

Averaging over the random channel estimate, we finally get

$$\mathbb{E}\left[P_B(\hat{H})\right] \leq \mathbb{E}[P_B(\hat{H})] =: \tilde{P}_B$$

Observe that (4) guarantees the existence of a $(n, k)$ code with an average error probability lower than the right-hand side (RHS) of (4), where the average is both over the noise and over the channel estimate, but not the existence of a $(n, k)$ code with error probability lower than the RHS of (2) for every $\hat{h}$.

**B. The BPSK Case**

Assume BPSK modulation, i.e., that the channel input alphabet is $X = \{-1, +1\}$. Denote the mismatch log-metric ratio by

$$L(Y, \hat{h}) \triangleq \log \left(\frac{q(Y, \hat{h})}{q(-Y, \hat{h})}\right).$$

Then

$$\mathbb{E}\left[\left(\frac{q(X', Y, \hat{h})}{q(X, Y, \hat{h})}\right)^s\right| X, Y\right] = \frac{1}{2} + \frac{1}{2} \exp(-sXL(Y, \hat{h})).$$

We can write the log-metric ratio as

$$L(Y, \hat{h}) = \frac{2}{\sigma^2} \Re\left\{\tilde{Y}\hat{h}^*\right\}$$

for $s = \frac{2}{\sigma^2}|\hat{h}| \cos(\theta)X + \frac{2}{\sigma^2} \Re\left\{Z|\hat{h}| \exp(-j\theta)\right\}.$

Let $Z' \triangleq \Re\{Z|\hat{h}| \exp(-j\theta)\}$. We next observe that $Z'$ is normally distributed with zero mean and variance $|\hat{h}|^2\sigma^2$. It follows then from (5) that the mismatch causes a scaling of the log-metric ratio by $|\hat{h}|/(\cos(\theta))$. This implies that, when $\cos(\theta) \geq 0$, the mismatched GRCB is a function only of the phase mismatch $\theta$ between $h$ and $\hat{h}$ and it does not depend on the amplitude mismatch. Indeed, let $X = \cos(\theta)$, set $s = s' \cdot \cos(\theta)/|\hat{h}|$ in (5), and then substitute (5) in (3). It follows from Holder’s inequality [18] that the optimal value of $s'$ is $s' = 1/(1 + \rho)$. This implies that, for a given phase estimation error $\theta \in [-\pi/2, \pi/2]$ the mismatched GRCB reduces to the random coding bound (1) of a binary-input real-valued AWGN channel with input $\hat{X}$ and degraded signal-to-noise ratio

$$(E_b/N_0)' = (E_b/N_0) + 10 \log_{10} \cos^2(\theta).$$

For $\theta \notin [-\pi/2, \pi/2]$, the error probability is set to 1 (see Example 5 in [11]).

In fact, one can apply steps similar to the ones just outlined to transform any available finite-blocklength bound for the real AWGN channel that holds under the assumptions of ML decoding and equal-power channel input vectors (this last assumption holds for any code combined with BPSK modulation), into a finite-blocklength bound for our pragmatic scheme. In particular, we can obtain a lower bound on the average error probability $P_B$ by using the 1959 sphere packing bound (SPB) [19] for each phase estimation error $\theta$, and then by averaging over $\theta$.

**IV. Numerical Results**

In Fig. 2, we plot the SPB and the GRCB for the case of perfect CSI and BPSK modulation. Here, $N = 512$ and $k = 256$, which results in an overall rate $R = 1/2$. Since we assumed perfect CSI, there is no preamble ($n = N$) and the overall rate $R$ coincides with the code rate $R_c$. We also provide bounds for the case when the channel coefficient is estimated through a preamble of length $m = 16$. Here, the code rate is increased to $R_c = 256/(512 - 16) \approx 0.516$ to accommodate the 16-symbol preamble. The gap between the GRCB for the ideal CSI case and the one for our pragmatic scheme increases as the block-error probability is decreased and it reaches about 1.5 dB at a block error probability of $10^{-4}$. The two SPB curves behave similarly. Our bounds allow us to conclude that the block error probability curve of the best (496, 256) code for our pragmatic scheme (with preamble of size $m = 16$) lies within the blue shaded area in Fig. 2.

One may wonder whether changing the length of the preamble in Fig. 2 results in better performance. We address this question in Fig. 3, where we depict bounds on the minimum signal-to-noise ratio $(E_b/N_0)$ required to achieve a target error probability of $10^{-3}$ as a function of the preamble length $m$ for fixed $N = 512$ and $R = 1/2$. The upper bound is obtained using the GRCB whereas the lower bound relies on the SPB. For reference, we also consider the case of ideal CSI, for which $m = 0$. We see from Fig. 3 that the optimum preamble length is roughly between 24 and 45 symbols. Within this range, the bounds are flat and give a minimum signal-to-noise ratio of about 2.5 dB for the GRCB (roughly 0.7 dB...
Block Error Probability

Fig. 2. Block error probability vs. signal-to-noise ratio according to the SPB and the GRCB with ideal CSI and with pilot-based channel estimation. BPSK modulation, frame length $N = 512$ symbols, $k = 256$ information bits.

Fig. 3. Signal-to-noise ratio required to achieve a block error probability of $10^{-5}$ for various preamble lengths. BPSK modulation, frame length $N = 512$ symbols, $k = 256$ information bits.

Fig. 4. Block error probability vs. signal-to-noise ratio according to the GRCB with ideal CSI and with pilot-based channel estimation. 16-QAM, frame length $N = 512$ symbols, $k = 1024$ information bits.

away from the ideal CSI case), and of $1.9 - 2$ dB for the SPB (again, about $0.7$ dB away from the ideal CSI case). The blue shaded area in Fig. 3 represents the region where the performance of the best ($512 - m, 256$) code lies.

On the same chart, we provide also the $(E_b/N_0)^*$ of a specific LDPC. More specifically, we designed a $(512, 256)$ LDPC code from an irregular repeat accumulate (IRA) ensemble [20] with degree distribution pair (edge-oriented) $\lambda(x) = (1/3)x + (2/3)x^3$, $\rho(x) = x^3$. We obtained the higher rate codes required to accommodate preambles of different length $m$, by puncturing a corresponding amount of parity bits. Specifically, we selected periodic puncturing patterns with period $[(N - k)/m]$. A block-circulant version of the progressive edge growth (PEG) algorithm [21] has been used to design the code parity-check matrix. The code performance follows closely the prediction of the two bounds, showing an optimum at a preamble length of 24 symbols. At larger preamble lengths, the performance degrades faster than what predicted by our bounds. This behavior can be partially explained by the introduction of punctured bits, which may impair the iterative decoding convergence. At the optimal preamble length of 24 symbols, the minimum SNR required by the LDPC code is about $0.5$ dB away from the GRCB, which is in good agreement with the results for short binary LDPC codes over coherent channels that have been reported in the literature (see e.g. [2], [22]). Observe that, in this specific case, over-dimensioning the preamble length is less critical than under-dimensioning it.

In Figs. 4 and 5, we provide a similar analysis for the case of a 16-quadrature amplitude modulation (QAM) modulation with frame length $N = 512$ and $k = 1024$ information bits, which result in an overall rate of $R = 2$ bits per channel use. In Fig. 4, we plot the GRCB for the perfect CSI case (here, $N = n$ and $R = R_c$) and for our pragmatic scheme with preamble length $m$ equal to 8, 16, 24, and 32. As converse bound, we depict the min-max converse bound [6, Th. 27] computed for the case of spherical codes, perfect knowledge at the receiver of the amplitude $|h|$ of the channel coefficient. Furthermore, we assume that the phase of $h$, which is unknown to the receiver, is uniformly distributed. All these assumptions yield indeed a converse bound (i.e., a lower bound on the block-error probability), which can be computed following steps similar to the ones reported in [8]. We also depicted the
so-called normal approximation [6, Eq. (296)] for the perfect CSI case (i.e., the one for a standard complex AWGN channel). The small gap between the normal approximation and the min-max conjecture suggests that the lack of knowledge of the phase of $h$ has a very limited impact on performance if one uses an optimal coding scheme.

We see from Fig. 4 that short preamble lengths yield a better performance at high error probabilities. However, the gap from the ideal CSI case increases rapidly as the error probability decreases. The block error probability curves for the case of larger preamble length have a slope that follows the one of the perfect CSI case, though with a loss that is due to the use of a larger code rate. The gap to the converse bound is more significant than in the BPSK case. This is mainly due to the shaping loss (recall that the converse bound relies on spherical codes whereas all achievability bounds assume 16-QAM).

In Fig. 5, we plot upper bounds (obtained using the GRCB) on the minimum signal-to-noise ratio $(E_b/N_0)^*$ required to achieve a block error probability of $10^{-3}$, both for the perfect CSI case, and for our pragmatic scheme as a function of the preamble length. In this case, the optimum preamble length is about 20 symbols, which is much shorter than the one in the BPSK case. This is due to the larger signal-to-noise ratio at which the 16-QAM scheme operates which allows accurate channel estimation with fewer observations.

V. CONCLUSIONS AND LOOK FORWARD

In this paper, we used the mismatched-decoding framework to characterize the fundamental tradeoff occurring in the transmission of short data packet over an AWGN channel with unknown gain that stays constant over the packet. We focused on a pragmatic approach where the transmission frame contains a codeword as well as a preamble that is used to estimate the channel. Achievability and converse bounds on the block error probability achievable by this approach are provided and compared with simulation results for schemes employing short low-density parity-check codes. The developed bounds turn out to predict accurately the trade-off between the preamble length and the redundancy introduced by the channel code.
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