Modeling EEG data distribution with a Wasserstein Generative Adversarial Network to predict RSVP Events
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Abstract—Electroencephalography (EEG) data are difficult to obtain due to complex experimental setups and reduced comfort with prolonged wearing. This poses challenges to train powerful deep learning model with the limited EEG data. Being able to generate EEG data computationally could address this limitation. We propose a novel Wasserstein Generative Adversarial Network with gradient penalty (WGAN-GP) to synthesize EEG data. This network addresses several modeling challenges of simulating time-series EEG data including frequency artifacts and training instability. We further extended this network to a class-conditioned variant that also includes a classification branch to perform event-related classification. We trained the proposed networks to generate one and 64-channel data resembling EEG signals routinely seen in a rapid serial visual presentation (RSVP) experiment and demonstrated the validity of the generated samples. We also tested intra-subject cross-session classification performance for classifying the RSVP target events and showed that class-conditioned WGAN-GP can achieve improved event-classification performance over EEGNet.
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I. INTRODUCTION

Electroencephalography (EEG) is an attractive neuroimaging tool for measuring brain activities due to its portability, noninvasiveness and its ability to capture spatiotemporal dynamics of human brains. However, obtaining high-quality EEG data could be labor-intensive and costly. The scarcity of high-quality EEG data poses significant challenges in the era of deep learning (DL) to train high-performing deep models to predict cognitive events and understand associated brain dynamics and mechanisms. It is thus of great interest in developing cost-effective approaches to augment the limited EEG samples so that the superb ability of DL in learning data representation can be fully exploited for EEG-based cognitive event classification.

Generative Adversarial Networks (GANs) are a class of deep generative models that can learn to generate samples from the data distribution [1]. The basic, or vanilla, GAN consists of a generator and a discriminator, both of which are deep neural networks. The generator tries to fool the discriminator by producing realistic fake samples, and the discriminator tries to distinguish between the real and fake samples [2]. The generator and discriminator are optimized together according to a two-player minimax game. GAN has been recently applied in a variety of applications from generating photorealistic images of human faces, to image style transferring, and to data augmentation [3]–[7]. In addition to serving as deep generative models, the GAN framework has also been extended to solve many other learning problems including domain adaption [8] and semi-supervised learning [9]–[14]. Such a GAN model architecture can also be useful for class-conditioned learning [15], [16], where the class labels are used in generating samples from a specific class and a classifier can also be added to the discriminator to predict the labels of an unlabeled sample. Intuitively, this approach augments the training samples with GAN generated samples. Once trained, no sample generation is needed and the classifier exploits the superior ability of GAN in learning data representations to achieve improved performance. GAN based algorithms for class-conditioned learnings are an active area of research, with many new improvements being proposed [13], [14], [16]–[19].

Motivated by these advancements of GAN, this study aims to explore GAN architectures for generating synthetic EEG data and design class-conditioned architectures for improving the performance of EEG-based cognitive event classification without the need to collect additional samples. A recent model called EEG-GAN for generating a single-channel EEG data from a motor task was proposed in [20]. This study evaluated several upsampling methods in the generator architecture for their ability to address the frequency artifacts in the generated EEG samples. The paper suggests using interpolation as a preferred method for the upsampling task over deconvolution due to its better ability to control frequency artifacts. No single interpolation method stands out...
to be the best because the quantitative evaluation and visual inspection led to contradictive conclusions. The study also cautioned extra care in interpreting the results from quantitative evaluation methods such as the inception score, because they could end up favoring a model that generates a distribution away from the real distribution [20][21]. As not a single metric could provide sufficient information about the quality of the generated samples, visual inspection is indispensable and quite often is still the most reliable practice. Two other recent work [23][24] addressed the problem of generating multi-channel EEG samples but both in the context of data augmentation for classification of cognitive tasks. Although a recurrent neural network was proposed for the generator in [24] to model temporal dynamics of EEG signals and a conditional Wasserstein GAN was introduced in [23] to improve the stability of GAN training, no attention is given to the influence of different upsampling approaches on the artifacts in the generated samples and careful quality assessment of the generated samples is lacking. While both studies showed that augmenting existing training samples with GAN-generated samples improved classification performance for emotion recognition and motor imagery tasks, sample generation and classification were treated as separate tasks. As a result, GAN was not fully exploited for classification because the generated samples were not optimized to improve the classification performance.

To address these issues in the existing work, this study proposed a novel WGAN model with a gradient penalty specifically designed for generating high-quality multi-channel EEG data. This study carefully examined the impact of different upsampling approaches on signal frequency and amplitude. Study results confirmed the fact as reported in EEG-GAN that deconvolution resulted in signal artifacts. However, the results also revealed that interpolation considerably degraded the signal amplitude even though it is better than deconvolution in preserving the signal frequency.

To overcome these problems, this study proposed and evaluated a two-step upsampling approach with a combination of bi-cubical interpolation, followed by deconvolution with bi-linear weight initialization. Based on this novel WGAN model, we also proposed a class-conditioned WGAN model that performs event classification in addition to sample generation. Because the sample generation is trained to optimize the classification, it is designed to improve the classification performance using training samples alone.

The remaining of the paper is organized as follows. Section II introduces the background on Wasserstein Generative Adversarial Networks with gradient penalty (WGAN-GP) and class-condition WGAN-GP (CC-WGAN-GP). We discuss the proposed upsampling scheme and provide the details of the proposed architectures for WGAN-GP and CC-WGAN-GP. Section III presents the experimental results on evaluating the performance of the proposed WGAN in generating samples from single- and multi-channel EEG data. Cross-session prediction results by CC-WGAN-GP are also discussed. Section IV summarizes the main results and concludes this study.

II. METHODS

A. Background on Wasserstein Generative Adversarial Networks

1) Vanilla WGAN-GP: The GAN is designed to learn to generate samples from the distribution of the training data. It consists of two deep networks that try to outplay each other [2]. Given the training, or “real”, data distribution \( P_r \) and the generated, or “fake”, data distribution \( P_f \), the discriminator network \( D \) with parameters \( \theta_D \) is trained to distinguish between the real \( x_r \) and fake \( x_f \) data. The second deep network, the generator \( G \) with parameter \( \theta_G \) takes a latent noise sample \( z \) from the distribution \( P_z \) as input and is trained to generate fake samples \( x_f \) to fool the discriminator \( D \). This results in a minimax game, in which the \( G \) is forced by the \( D \) to produce better samples. The vanilla GANs suffer heavily from training instability and mode collapsing and thus are restricted to generating low resolution samples [25]. Much advancement in training stability and the sample quality has been made in recent years [26, 27]. The Wasserstein GAN with a gradient penalty (WGAN-GP) loss function has been shown to effectively improve the training stability and convergence [25]. The WGAN loss computes the Wasserstein distance, also called the earth moving distance between the real and fake data distributions [26]:

\[
\mathcal{W}(P_r, P_f) = E_{x_r \sim P_r}[D_{\theta_D}(x_r)] - E_{x_f \sim P_f}[D_{\theta_D}(x_f)].
\]

The discriminator is trained to minimize the Wasserstein distance for a fixed generator or \( \theta_G^* \):

\[
L_D(\theta_D, \theta_G^*) = \mathcal{W}(P_r, P_f)
\]

(2)

whereas the generator is trained to maximize the following loss with a fixed \( \theta_G^* \):

\[
L_G(\theta_G, \theta_D^*) = E_{x_f \sim P_f}[D_{\theta_D}(x_f)] - E_{x_r \sim P_r}[D_{\theta_D}(G_{\theta_G}(z))]
\]

(3)

The WGAN requires \( D \) to be K-Lipschitz [26], which can be achieved by clipping the weights of the discriminator to be inside an interval \([-c, c]\). To better enforce the Lipschitz continuity on the discriminator, a solution is achieved by adding the following gradient penalty to the WGAN loss [25]:

\[
\mathcal{W}(P_r, P_f) = \mathcal{W}(P_r, P_f) + \lambda \mathbb{E}_{\tilde{x} \sim \mathcal{P}[\tilde{x}]}[\|\nabla_{\tilde{x}} D(\tilde{x})\|^2 - 1]^2
\]

(4)

where \( \lambda \) is a hyper-parameter controlling the trade-off between the WGAN loss and gradient penalty, \( \tilde{x} \) denotes the samples lying on a straight line between \( P_r \) and \( P_f \).

2) Class-Conditioned WGAN-GP (CC-WGAN-GP)

Classifier: The WGAN framework can be extended for supervised learning from the training data with class labels \( y \), by replacing the discriminator with the discriminator/classifier as shown in Figure 1 [15][18]. Specifically, the discriminator/classifier share the lower layers \( S \) with parameters \( \theta_S \) but have a unique discriminator branch \( D \) with parameters \( \theta_D \) and a classifier branch \( C \) with parameters \( \theta_c \) at the output. Adding a classifier branch does not entirely change the basic WGAN framework and the discriminator still plays the same role in the GAN training. However, the generator \( G \) becomes the class conditioned WGAN, which generates samples \( x_S \) conditioned on the class labels \( y \) in addition to the random sample \( z \).

The use of class labels for improving GAN training has proven to be very effective for training stability and controlling the generator output [15]. A popular such model is the auxiliary GAN (ACGAN) [16], which uses the auxiliary class labels in the generator and perform the classification.
task. We adopt a similar idea in our proposed CC-WGAN-GP. However, AC-GAN used the cross-entropy loss for both the discriminator and classifier, whereas we used the Wasserstein distance for the discriminator loss and the cross-entropy for the classifier. Specifically, the discriminator branch and the shared layers of CC-WGAN-GP are trained to minimize the WGAN-GP loss for a fixed $\phi_D$ as

$$L_D(\phi_D, \phi_D, \phi_S) = \mathbb{W}(P_r, P_f).$$

(6)

The class labels $y_f$ for the fake samples are also used as target labels for the classifier branch to optimize it on the generated data $x_f$. The classification branch now maximizes the likelihood of classes $y_f$ and $y_f$ for the real and fake samples respectively for a fixed $\phi_D$ as

$$L_C(\phi_D, \phi_D, \phi_S) = E[\log p(y_f|x_f)] + E[\log p(y_f|x_f)].$$

(7)

where $x_f = G(\phi_S, x_f)$. Equivalently, the discriminator/classifier branch is trained to minimize the following combined loss

$$L_{D/C}(\phi_D, \phi_D, \phi_S, \phi_S) = L_D(\phi_D, \phi_D, \phi_S) - L_C(\phi_D, \phi_C, \phi_S).$$

(8)

The generator is then trained to maximize the following modified loss for fixed $\phi_D$, $\phi_C$, and $\phi_S$:

$$L_G(\phi_D, \phi_D, \phi_C, \phi_S) = E_{x_f, y_f}[D_{\phi_D}(G_{\phi_S}(x, y_f))] + L_C(\phi_D, \phi_C, \phi_S).$$

(9)

Note from (6) and (7) that this training of the classifier resembles augmenting classification training with GAN generated samples as proposed in [23][24]. However, instead of training the GAN separately from the classifier, the proposed CC-WGAN-GP trains the classifier as part of the GAN, thus fully exploiting GAN’s ability in learning data representations for improved classification performance.

B. The proposed generator upsampling layer for EEG time-series data

This section discusses our proposed generator design for accurately generating EEG signals. The GAN generator takes a vector of random noise as input and generates samples by gradually upsampling the input dimension. The upsampling method plays an important role in determining the quality of generated samples, which in turn will impact overall GAN training. The upsampling task is also a key feature of the GAN architecture for the generation of time-series EEG data because it controls the artifacts in the generator and directly affects the stability of the discriminator and classifier training. Deconvolution, also known as transposed convolution or fractionally strided convolution, has been effectively used for increasing the resolution in image-related tasks and can also be used here for upsampling in the GAN generator [27]. In the deconvolution operation, based on an upsampling factor, zeros are inserted between consecutive input values and a trainable kernel is applied to perform a convolution operation as shown in Fig. 2. The number of zeros to be inserted is calculated by subtracting 1 from the upsampling factor. However, when the kernel stride of the deconvolution is smaller than the kernel size, there is an uneven overlap in the output regions [28]. The uneven overlap causes the checkerboard pattern in the resulting image [29]. Ideally, the weights should be learned for unevenly overlapping positions so that the checkerboard patterns at the output can be mitigated. However, it is a balancing act to learn the weights for both evenly and unevenly overlapping positions. This problem can be partially addressed by choosing a kernel size that is divisible by the deconvolution stride but evenly overlapping regions can also cause the learned kernels to produce similar artifacts. A significant presence of such patterns in time series signals produces huge frequency artifacts, which can force the discriminator to learn a trivial solution to reject the generated samples based on these artifacts and ruin the entire training process. One natural approach to avoid these artifacts is to unfold the deconvolution process by using an upsampling layer through linear interpolation, cubical interpolation, or nearest-neighbor interpolation followed by a convolutional kernel [30].
As will be seen in Section III, interpolation methods such as the nearest neighbor and bi-cubical interpolations tend to produce significantly reduced signal amplitudes as compared to real signals, although the generated signals can match the shape of the real EEG signals. The classifier of such a CC-WGAN model also yields both poor classification performance and longer converge times. Conversely, the deconvolution matches the amplitude but produces large artifacts in the generated signals.

To address these issues, we propose a deconvolution layer with linear weights initialization. The idea of initializing the deconvolutional kernel is to encourage a linear interpolation. The linear weights initialization for one-dimensional upsampling assumes an upsampling factor of 3 and a deconvolutional kernel with weights $w_1, w_2, w_3, w_4$, and $w_5$ as depicted in Fig. 3. The weight calculation for interpolation of $i_1$ (Fig. 2) is performed by sliding the center weight $w_3$ on $i_1$. The linear weights $w_1$ and $w_4$ can now be calculated based on the contribution of $z_1$ and $z_2$ to interpolate $i_1$, where $z_1$ and $z_2$ are the elements of input to the upsampling layer. Hence, the weight $w_4$ turns out to be $2/3$ and $w_1$ to be $1/3$. Similarly, by sliding the center weight $w_2$ at $i_2$, we can calculate the contributions of $z_1^2$ and $z_2^2$ for interpolating $i_2$. Finally, we can assign a weight value 1 to the center weight $w_3$. This way we can still preserve the advantages of the linear interpolation by avoiding artifacts and have a trainable kernel to help learn the amplitude of real samples and at the same time increase the classification performance.

The edges of generated samples, especially in the case of multi-channel EEG data could have log-spiral amplitude, where the generated signals in individual channels can be seen as having very high or very low amplitude at the edges [31]. Also, sometimes the generated samples are DC-shifted versions of real EEG samples. The phenomenon is likely caused by the upsampling process, especially the interpolation of EEG signal values at the edges, where the contributing signal time points are less in numbers as compared to that of a central time point. To fix this, we propose to first generate a higher resolution sample say $72 \times 72$ instead of the original $64 \times 64$ and then have a clipping layer to crop it to the dimension of the real sample. The generated samples are then normalized to zero to remove the DC shift.

C. The proposed WGAN architectures

This section details the architectures of the proposed WGAN models. For all the models, the generator includes a two-step upsampling by a factor of 2 with combinations of fully connected layers and convolutional layers. The first upsampling step uses a bi-cubical interpolation followed by a convolutional layer. The second step uses a deconvolution with bi-linear weights initialization. This upsampling arrangement gives the best performance in reducing artifacts and improving WGAN training and classification. The kernel size of the deconvolution is kept as $(1 \times 4)$ for experimenting on one-channel EEG data and $(4 \times 4)$ for 64-channel data while the stride is kept as $2$ for both cases. The deconvolutional kernel in both cases is kept divisible by the stride in order to avoid checkerboard patterns as discussed in section II (B) and [29]. We next discuss the detailed architectures for generating epochs of single-channel and 64-channel EEG signals and predicting events by the CC-WGAN classifier.

1) WGAN-GP model for one-channel EEG signal

Table I shows the detailed WGAN-GP model architecture for generating an epoch of a single-channel EEG signal. The generator takes input as a sample from a 120-dimensional i.i.d standard normal distribution followed by a fully connected layer of 1024 neurons and the Leaky Relu activation function. Another fully connected layer with 2048 neurons is added and batch normalization is performed at the output of this layer followed by the Leaky Relu. The output of the Leaky Relu is reshaped to $(128 \times 1 \times 1)$. A bi-cubical interpolation upsampling with batch normalization and Leaky Relu is included to increase the resolution in the time dimension to $(128 \times 1 \times 32)$. The resultant output is fed to a 2D convolutional block with 64 kernels of size $(1 \times 3)$ with batch normalization and activation for the second stage of upsampling, which uses a deconvolution layer of $(1 \times 4)$ kernel with bilinear weight initialization. Finally, a convolutional layer with a single kernel of size $(1 \times 3)$ is applied at the end of the generator to generate a 2D EEG sample, since we want to generate a 2D sample consistent with

| Table 1: The proposed architecture for one-channel EEG data |
|-----------------------------------------------|
| **Generator** | **Discriminator** |
| Layer | Output Shape | Layer | Output Shape |
| Input layer | 120 | Input layer | 64, 1 |
| Fully connected | 1024 | Gaussian noise | 64, 1 |
| LeakyReLU | 1024 | Conv. 2D | 64, 64 |
| Fully connected | 2048 | LeakyReLU | 64, 1 |
| Batch Norm. | 2048 | Conv. 2D | 64, 128 |
| LeakyReLU | 2048 | LeakyReLU | 64, 128 |
| Reshape | 1, 16, 128 | Conv. 2D | 1, 16, 128 |
| Upsampling | 1, 32, 128 | LeakyReLU | 1, 16, 128 |
| Batch Norm. | 1, 32, 128 | Fully connected | 2048 |
| LeakyReLU | 1, 32, 128 | Fully connected | 1024 |
| Conv. 2D | 1, 32, 64 | LeakyReLU | 1024 |
| Batch Norm. | 1, 32, 64 | Fully connected | 1 |
| LeakyReLU | 1, 32, 64 | Output layer | 1 |
| Deconv. with | 1, 64, 128 | | |
| Bilinear weights | | | |
| Batch Norm. | 1, 64, 128 | Trainable: 4,736 |
| LeakyReLU | 1, 64, 128 | | |
| Conv. 2D | 1, 64, 1 | Total: 2,173,441 |
| Output layer | 1, 64, 1 | | |

| Table 2: The proposed architecture for 64-channel EEG data |
|-----------------------------------------------|
| **Generator** | **Discriminator** |
| Layer | Output Shape | Layer | Output Shape |
| Input layer | 120 | Input layer | 64, 64, 1 |
| Fully connected | 1024 | Gaussian noise | 64, 64, 1 |
| LeakyReLU | 1024 | Conv. 2D | 64, 64, 1 |
| Batch Norm. | 41472 | LeakyReLU | 64, 64, 1 |
| LeakyReLU | 41472 | Conv. 2D | 32, 32, 128 |
| Reshape | 18, 18, 128 | LeakyReLU | 32, 32, 128 |
| Upsampling | 36, 36, 128 | Conv. 2D | 16, 16, 128 |
| Batch Norm. | 36, 36, 128 | LeakyReLU | 16, 16, 128 |
| LeakyReLU | 36, 36, 128 | Fully connected | 32768 |
| Conv. 2D | 36, 36, 64 | Fully connected | 1024 |
| Batch Norm. | 36, 36, 64 | LeakyReLU | 1024 |
| LeakyReLU | 36, 36, 64 | Fully connected | 1 |
| Deconv. with | 72, 72, 128 | Output layer | 1 |
| Linear weight | | | |
| Clip layer | 64, 64, 128 | | |
| Batch Norm. | 64, 64, 128 | | |
| LeakyReLU | 64, 64, 128 | | |
| Conv. 2D | 64, 64, 1 | | |
| Output layer | 64, 64, 1 | | |
real signals. The single kernel is used to keep the depth of the generated sample as 1. The discriminator takes an input dimension of $1 \times 64$ and has a common CNN architecture. Gaussian white noise with mean 0 and a standard deviation 0.05 is added at the beginning of discriminator architecture to help improve training stability and model learning as proposed in [22], [32]. They argue that the main source of instability stems from the fact that the real and the generated distributions have disjoint supports or lie on low-dimensional manifolds. In the case of an optimal discriminator, this will result in zero gradients that then stop the training of the generator. By adding Gaussian noise to the discriminator, we can avoid the zero gradients and help sustain the GAN training. We next add three blocks of 2D convolution with Leaky Relu and flatten the output to feed to a fully connected block with 1024 neurons. A layer with the linear activation is added in the end to produce a single neuron.

2) 64-channel WGAN-GP:

The main difference between the 64-channel and 1-channel architectures is that for the 64-channel (Table 2) the operations such as upsampling, convolution, and activations are performed in both EEG channel and time dimensions. The dimension of the convolutional kernel is kept as $(3 \times 3)$ and the dimension of the deconvolutional kernel with bi-linear weights is $(4 \times 4)$. To generate 64-channel signals, the number of neurons of the second fully connected layer (Table 2) is increased from 2048 to 41,472 and after applying a batch normalization and Leaky Relu, the output is reshaped to $18 \times 18$ as shown in Table 2. As discussed in section II, we generate a higher dimension $(72 \times 72)$ signal and then crop it to $(64 \times 64)$ with the customized clipping layer. The discriminator architecture is very similar to the one used in the one-channel case except that we use $(3 \times 3)$ convolution kernels and apply all operations such as batch normalization in both the time and channel dimensions.

3) 64-Channel CC-WGAN-GP Classifier:

The CC-WGAN-GP classifier has a similar model architecture as the 64-channel WGAN-GP. Since the input to the generator is class-conditioned, the randomly generated labels are embedded in the input noise vector. An embedded layer is added at the input of the generator for this purpose. Since the goal is to train a classifier simultaneously with the WGAN training, the normalization is done during the training process within the generator itself. A customized normalization layer is also added at the output of the generator. The normalized output is sent to the network $S$ shared by the discriminator and classifier (Fig. 1), which has the same network structure as the 64-channel vanilla WGAN-GP except that it has two output branches for discrimination and classification. The discriminator has the same architecture as before while the classifier branch has a fully connected layer with two neurons that predict the likelihood of a sample belonging to a target or a non-target class.

D. Evaluation methods for the generated samples

The evaluation of GAN performance and sample quality is an open problem. There are multiple quantitative measures including inception score, Frechet inception score, Euclidian distance, and sliced Wasserstein distance, each often limited in their scope [33]. The EEG-GAN has also cautioned the use of these quantitative evaluation approaches to access the quality of generated EEG as they often give contradicting evaluation and can lead to a model that generates a distribution far from the real one [20], [21], [34], [35].

The inception score based evaluation matrices are widely used to access the quality of image generation where an efficient inception classifier trained on the ImageNet dataset is necessary to determine the entropy of the conditional label distribution of generated samples [22]. However, for RSVP data and most of the EEG-based classification, there is a limitation with obtaining a highly accurate classifier, which would cause the inception scores inconclusive. Also, the inception score fails to give useful information about the generator and is susceptible to noise. In this case, a good quality assessment along with visual inspection is still the most effective approach for evaluating the generated EEG signals. We discuss next the approaches adopted in this study.

1) Visual Inspection. Visual inspection of the generated samples has proven to be one of the best ways to assess the quality of the samples in case of images. For the RSVP EEG data, one can inspect if ERP (Event-related Potential) or P300 is present in the generated target samples. This can be used to inspect whether or not the generated samples resembling the features in the raw data. Fig. 4 shows an averaged P300 in target responses from a sample subject.

2) Log-Likelihood score from Gaussian mixture models (GMMs). The complexity of the experiment and human brain activities causes the RSVP data to have multiple modes under both target and non-target events. A key aspect of assessment is to inspect if the WGAN models capture the characteristics of the EEG signals. To this end, we propose to use the GMM to assess the modes of single-channel EEG data. Given an EEG sample $x$, we assume that it follows a GMM with $K$ components, i.e.,

\[
p(x) = \sum_{k=1}^{K} \omega_k \mathcal{N}(x | \mu_k, \Sigma_k)
\]

where $\mathcal{N}(\cdot | \cdot ; \cdot)$ is the Gaussian distribution and $\mu_k$ and $\Sigma_k$ are the mean and covariance matrix of component $k$, and $\omega_k \in (0, 1)$ is the weight of component $k$ with the constraint $\sum_{k=1}^{K} \omega_k = 1$. A Bayesian Information Criteria (BIC) is used for selecting the best number of mixture components $K$. To quantitatively evaluate the quality of the generated single-channel samples, we calculate the log-likelihood $\log p(x)$ for each of the generated samples before averaging them as the final log-likelihood score. The closer the score of an upsampling approach is to that of the real samples, the better the approach.

III. EXPERIMENTS AND RESULTS

The experiments for investigating the performance of the proposed WGAN-GP models are divided into four parts. We started our experiments with training a WGAN-GP model to generate a sinusoidal signal whose frequency and amplitude are known. We evaluated different upsampling methods in matching the frequency and amplitude of the sinusoid. Then, then, we train a WGAN-GP for the single-channel data and examined the ability of different upsampling schemes in matching the modes of the EEG signals. Next, we extended the investigation to generating 64-channel target and non-target samples. The insights gained from these experiments are used to create a class-conditioned WGAN-GP classifier. The classification performance is investigated for each subject and compared with EGGNet. During the WGAN training, we kept the training ratio of the discriminator and generator to 1:5. This arrangement provides maximum performance regarding the amplitude and matches the morphology of the
A. The RSVP Dataset

1) The RSVP experiment. This study used the dataset collected from the BCIT X2 rapid serial visual presentation (RSVP) experiment [32][33], where the test subjects were asked to identify rare target images from a continuous burst of image clips presented at a rate of 5 Hz. The images (512 x 662 pixels) are of 5 different objects (doors, chairs, etc.) and in each session, one of the five objects was treated as target and other objects were non-targets. Each of the 10 subjects performed 5 sessions (~1 h per session). EEG signals were measured by 256-channel BioSemi EEG systems.

2) The RSVP dataset. The preprocessing was performed using PREP [38], [39], which included band-pass filtering from 0.1 to 55 Hz, robust signal referencing, identifying and interpolating the bad channels (channels with a low recording SNR), and baseline removal using EEGLab [40]. All these preprocessed datasets were down-sampled to 64Hz and a subset of 64 channels associated with the visual cortex region were selected. The data collected from Subjects 2 and 9 did not show clear ERPs for target images and hence were excluded from this study. One-second EEG epochs after each image presentation onset were extracted and z-score normalized by the epoch mean and standard deviation. We chose the samples from session 1 of subject 1 (S1R1) for investigating the task of EEG generation and use samples from all subjects for the classification task. The heatmaps of the averaged target and non-target epochs are shown in Fig. 4(a)&(c). ERPs are visible in the target heatmap around 300ms. For the non-target heatmap, a 5Hz pattern can be clearly seen, which is the result of the repetitive image presentation at 5Hz.

As an intermediate step of the investigation, we also examined the training of a WGAN model to generate samples from a single EEG channel. To this end, we used the sequential forward selection criteria for selecting an EEG channel with the maximum discriminate power [41]. A support vector machine (SVM) with a polynomial kernel was trained for each channel for S1R1 and the POz channel was selected (Area under the ROC curve (AUC)=54.59%) as a result. The averaged signals for the target and non-target samples of S1R1 at POz are shown in Fig. 4b&d and the P300 can be clearly seen in the target epochs.

B. Generating noisy sinusoid signals

Assessing the pros and cons of the generator architecture directly on multi-channel EEG signals consisting of multiple unknown frequency components with varying amplitude and phase is highly challenging. Instead, to gain a fundamental understanding of how the different generator upsampling schemes could impact the generated time-series data, we first focused on generating a simple sinusoid signal with known frequency and amplitude. A toy dataset containing 5000 samples of noisy sinusoid was created, where each sample has 64 values sampled from a 1s sinusoid with a frequency of 5Hz and an amplitude of 1 corrupted with additive white Gaussian noise with variance 1. Experiments were designed to understand the effect of various upsampling methods on capturing the frequency and amplitude of this simple sinusoid. The upsampling approaches including nearest-neighbor interpolation (NN) and bi-cubical interpolation (BC) proposed in EEG-GAN [20], deconvolution (DC), and deconvolution with bilinear weights initialization (DCBL) and their combinations were examined for the two-step upsampling process. The upsampling combinations including deconvolution followed by another deconvolution (DC-DC), EEG-GAN proposed bicubic interpolation followed by bicubic interpolation (EEG-GAN-BCBC) & nearest neighbor followed by nearest neighbor (EEG-GAN-NNNN), bicubic interpolation followed by a deconvolution with bilinear weights initialization (BC-DCBL) and deconvolution with bilinear weights initialization followed by another deconvolution with bilinear weights initialization (DCBL-DCBL) were examined. Fig. 5 shows the results. As can be seen, the deconvolution combination (DC-DC) created considerable very low-amplitude artifacts mainly due to the

Figure 4. Averaged heatmaps/responses of target/nontarget samples from session 1 of subject 1. (a) The heatmap of the target sample with the topograph at 300ms. (b) Plot of the target signal at POz channel. (c) The heatmap of the nontarget sample with the topograph at 300ms. (d) Plot of the nontarget signal at POz channel.

Figure 5. Averaged real sinusoid and generated sinusoids by various upsampling combination.
“checkerboard effect” of the deconvolution [29]. On the other hand, the interpolation-based upsampling methods (EEGGAN-BCBC; EEG-GAN-NNNN) could match the frequency of the sinusoid but failed to generate the correct amplitude. In contrast, the proposed combination of bi-cubical interpolation followed by deconvolution with bi-linear weights initialization (BC-DCBL) outperformed all other approaches and correctly modeled both the frequency and amplitude of the sinusoid.

C. Generating one-channel EEG data:

The experiments performed in the previous section on sinusoid provide insights into the ability of various upsampling methods in matching sinusoid frequency and amplitude, giving a strong motivation to use BC-DCBL. However, it is still important to investigate how these methods perform in generating more complicated and realistic EEG data with multiple modes in their distributions. Here, we focused on three upsampling approaches from the previous section (BC-DCBL, DCBL-BC, BC-BC), which were shown to generate comparatively better sinusoidal waveforms. These approaches are examined for generating EEG signals from a single channel. For this purpose, we trained two WGAN-GP models for target and non-target signals separately using samples from the POz channel of S1R1.

To quantitatively evaluate of generated samples, we first fitted the real target and non-target EEG samples with GMM and then calculated the Log-likelihood distances between the real EEG and GMM samples (Real~GMM) as well as the generated samples and GMM samples (Gen~GMM) by different generator architectures i.e. upsampling methods. BC-DCBL has a likelihood distance closer to that of (Real~GMM) for both generated target samples and the difference of the log-likelihood between Real~GMM and Gen~GMM is significantly less for BC-DCBL than those from other approaches for both target (p value 2.3e-10; t-test) and non-target data (p value 1.4e-10; t-test) as shown in Table 3.

Finally, we inspected the averaged generated target and non-target samples from the BC-DCBL architecture, which has shown so far to provide the best performance. The averaged generated target and non-target POz samples are shown in Fig 6(a)&(b). The similarity between these results and the real averaged target and non-target samples in Fig. 4(b)&(d) is evident. The ERP can be seen clearly in the generated target sample and the 5Hz presentation-associated pattern is also visible in the non-target epoch. Taken together, the BC-DCBL scheme has shown to provide the best performance in matching the frequency and amplitude of the sinusoid and learning the modes, ERP, and signal patterns of the one-channel EEG signals.

D. Generating 64-channel EEG data

Based on the results from the previous sections, we trained the WGAN-GP models to generate 64-channel EEG data using the BC-DCBL upsampling scheme. The proposed generator includes the BC-DCBL upsampling layers with 3x3 convolutional kernels. Two separate WGAN-GP models were trained for the target and non-target samples. To evaluate the quality of the generated samples, visual inspection was performed by comparing the heatmaps of the averaged generated samples with those of the real samples. We also compare the generated target and non-target samples from the POz channel with the real samples. A topograph at P300 is plotted for both the generated target and non-target samples to show event-related potentials. The heatmaps of target and non-target samples are depicted in Fig. 7(a) & 7(c), respectively. We can clearly see the P300 of the ERPs in the target epoch and even detailed ERP patterns in the real target heatmap in Fig. 4(a). The 5Hz oscillations associated with the repetitive image presentation are also visible in both target and non-target epochs, although this oscillation patterns are not as smooth and sharp as in the real nontarget epoch in Fig. 4(c). The topography of the generated samples for the generated target sample at 300ms also confirmed that ERPs were predominately from the occipital region. In contrast, the prefrontal region is activated in the non-target sample around 300ms. We also plotted the averaged generated target and non-target samples of POZ by various methods.

| No. of GMM comp. | Real | BC-DCBL | DCBL-BC | BC-BC |
|------------------|------|---------|---------|-------|
| Target 4        | -66.0698 | -54.4797 | -44.0369 | -43.3063 |
| Non-Target 3     | -30.4407 | -43.7535 | -56.3205 | -49.3205 |

Figure 6. (a) Plot of averaged generated target POz samples. (b) Plot of average generated non-target POz samples.

Figure 7. (a) Heatmap of the generated target sample with the topograph at 300ms. (b) Plot of the generated target signal at the POz channel. (c) Heatmap of the generated nontarget sample with the topograph at 300ms. (d) Plot of the generated nontarget signal at the POz channel.
nontarget signals at POz channel as depicted in Fig. 7(b)&(d) and they again captured the ERP and image presentation patterns in the real signals. Taken together, all these results clearly demonstrate the ability of the trained WGANs in capturing important signal features in the generated EEG signals.

### E. Classification of RSVP events with class-conditioned WGAN-GP

Once we validated the performance of WGAN in generating EEG signals, we extended the architecture to train the CC-WGAN-GP for RSVP target classification. The experiments in this section were performed on all 5 recording sessions of the 8 subjects. To investigate the performance, we focused on the intra-subject cross-session classification, where 5-fold cross-validation was performed for each subject and for each fold, data from 4 sessions were used for training and those from the 5th session were used for testing. Because we were interested in the classification performance, to assess the training convergence, the checkpoints were created where the AUC performance of the CC-WGAN-GP classifier was evaluated after each training epoch and the model with the maximum classification performance was retained in the end for prediction.

The results were compared with EEGNet and shown in Fig. 8. Except for subject 1, the CC-WGAN-GP outperformed EEGNet in terms of averaged AUC for each of the subjects. The improvement ranges from 0.28% (subject 10) to 16.4% (subject 8), with an averaged improvement of 5.83% across subjects. At the session level, out of 40 cross-session tests, CC-WGAN-GP obtained an averaged performance of 82.98±7.68, compared to EEGNet’s 77.16±13.59. This result suggests that CC-WGAN-GP has not only a significantly higher per-session AUC than EEGNet (p-value 0.01, one-side t-test) but also a more robust performance due to a small AUC standard deviation. Furthermore, as expected, CC-WGAN-GP has greater AUC improvements in cases where EEGNet has lower performance. Interestingly, the AUC improvement has a significant negative correlation with the EEGNet AUC (Pearson correlation: -0.84; Fig. 9). This is a compelling result that substantiates the exact motivation for us to take advantage of the superb ability of GAN in learning the data representation to help improve classification performance.

Taking these results together, we conclude that the proposed CC-WGAN-GP can improve the classification performance of the supervised DL models and result in more robust predictions.

### IV. DISCUSSION AND CONCLUSION

A systematic study was performed to investigate the GAN model for generating time-series EEG responses and for performing semi-supervised EEG-based event classification. Wasserstein-GAN with a gradient penalty was investigated for generating single-channel EEG data and 64-channel EEG data. The models were created using a wide range of experiments and by carefully inspecting the GAN training over its ability to model complex brain activities measured by EEG. The upsampling step is crucial for generator architecture. We observed that the interpolation alone resulted in much-reduced amplitude in the generated samples, slowed down the training convergence, and eventually caused the training to diverge, thus incapable of generating quality samples. To address this problem, we proposed a two-step upsampling approach with a combination of bicubic interpolation followed by deconvolution with bilinear weight initialization. This proposed approach was demonstrated to be able to generate samples with the desired amplitude and
mitigate the frequency artifacts, thus resulting in improved GAN training.

Another phenomenon observed in the generated samples was the lop-sided amplitude, i.e., irregular amplitudes on the edges of generated samples. The phenomenon was addressed by first generating a higher dimension EEG sample in the upsampling layer and then cropping it in later layers using a customized clipping layer to output the generated samples with the dimension of the real sample. This trick helped the training and improved the quality of the generated samples. The additional DC shift was further removed by normalizing the generated samples over their mean.

Evaluating the quality of the generated EEG samples with multiple modes is still an open research topic. As discussed earlier, the existing quantitative evaluation matrices often produce inconclusive results because of ill-satisfied conditions. We proposed a log-likelihood score based on mixture Gaussian models to access the quality of generated samples. This proposed approach aims at capturing the modes of the sample distributions and was shown to produce quantitative results consistent with a visual inspection.

Another key contribution of the paper is the proposed Class-Conditioned Wasserstein Generative Adversarial Network Classifier with the gradient penalty (CC-WGAN-GP). The proposed model includes a classifier in WGAN-GP to perform task classification. In addition, the class label is also included in the generator, which helps alleviate mode collapse [15], an important design consideration for generating EEG signals with complex patterns. Two recent works in [23] and [24] proposed to augment the training EEG samples with GAN generated samples and showed that this GAN-based augmentation approach can improve the classification performance. However, because GAN was trained independent of the classification task, the generated samples cannot be guaranteed to always help improve the classification. Also, determining the optimal number of augmented samples associated with the best classification performance is nontrivial and could complicate the process of classification training. In contrast, one key advantage of our proposed CC-WGAN-GP over existing GAN-based data augmentation approaches is that sample generation and classification are trained together with a unified loss so that the generated samples are optimized for improved classification performance. Test results on 40 intra-subject, cross-session prediction of RSVP target events demonstrated robust performance improvement over the state-of-the-art EEGNet. The improvement was especially pronounced for cases when EEGNet’s performance was low.

We believe that this work contributes to advancing the current GAN research for generating EEG data and improving EEG-based event classification. This work has the potential for further expansion into related applications such as EEG super-resolution, semi-supervised learning, transfer learning, and domain adaptation.
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