**Abstract**—In this paper, an improved scatter correction with moving beam stop array (BSA) for x-ray cone beam (CB) CT is proposed. Firstly, correlation between neighboring CB views is deduced based on John’s Equation. Then, correlation-based algorithm is presented to complement the incomplete views by using the redundancy (over-determined information) in CB projections. Finally, combining the algorithm with scatter correction method using moving BSA, where part of primary radiation is blocked and incomplete projections are acquired, an improved correction method is proposed. Effectiveness and robustness is validated by Monte Carlo (MC) simulation with EGSnrc on humanoid phantom.

**Index Terms**—Beam Stop Array, Consistency Condition, CT, Scatter Correction, John’s Equation

## I. INTRODUCTION

Scatter is an open problem in CBCT. Various scatter correction methods are proposed [1-9] and yet continued research is necessary [10]. In the existed methods, scatter estimation with BSA measurements, herein named BSA method [1], is a reliable way. In this method, besides the usual scan, using an extra scan with BSA, scatter is measured view by view. Considering that scatter is slow-variant, it is estimated with 2D spatial interpolation based on the measurements. When the estimated scatter is removed from the projections acquired in the usual scan, primary is got and scatter correction is achieved. Its main limitation is much dose due to the extra scan. Improved BSA method greatly reduces the dose by adopting a sparse-view extra scan with BSA for scatter measurements and estimations. Scatter in other views is estimated by angular cubic interpolation with the estimated scatter in the measured sparse views [2]. For more dose reduction and operation facility, efforts are aiming at integrating the step of scatter measurements into the usual scan, i.e., using appurtenances like moving BSA or collimator leaves to get scatter-removed projections in single scan [3, 4]. Here we focus on the moving BSA method [3], in which scatter is measured in each view with moving BSA and the lost primary blocked by BSA is spatially interpolated. Different with scatter estimation, spatial interpolation has limitation in the estimation of blocked primary, because it performs well only in low frequency but not all the primary is in that way. For this reason, although in [3], the authors design a raster-moving BSA to prevent primary being blocked at fixed position, thereby to reduce the cumulated interpolation error, streak artifacts and noise increase are inevitable in the reconstructed image.

Aiming at overcome above-mentioned limitations, we are searching novel interpolation method for restoring more lost information. Based on the seminal work about John’s Equation [11], we get a correlation between neighboring CB views. Accordingly, correlation-based algorithm restoring incomplete views is designed. We name it view-completing algorithm (VCA). Through combining VCA with moving BSA configuration, we get an improved scatter correction method.

## II. METHODS

### A. John’s Equation in CBCT Configuration

Weighted 3D x-ray transform satisfies a cone beam consistency condition, named John’s Equation [12]. Denote x-ray spot as \( \xi \) and detector cell \( \eta \), \( g(\xi, \eta) \) is the line integral of object \( f \) through \( \xi \) and \( \eta \),

\[
g(\xi, \eta) = \int_{-\pi}^{\pi} f(\xi + t(\eta - \xi))dt = X(f(\xi; \eta)) \cdot |\xi - \eta|^{-1} \ldots (1)
\]

\( X(f(\xi; \eta)) \) is CT data (3D x-ray transform). Denote \( g_{\xi, \eta} \) as the partial differential of \( g \) to variables \( x \) and \( y \). John’s Equation is:

\[
g_{\xi, \eta}(\xi_0; \eta) - g_{\eta, \xi}(\xi; \eta_0) = 0, i, j = 1, 2, 3 \ldots (2)
\]

For spiral CBCT shown in Fig. 1, (2) is integrated to (3) [11]:

\[
g_u - r g_w = -\frac{2u}{r+d} g_v - \frac{uv}{r+d} g_u - \left( \frac{r+d + u^2}{r+d} \right) g_w \ldots (3)
\]

Fig. 1. Flat panel CBCT configuration. \( u \) and \( v \) are coordinates on the 2D detector. \( r \) is the rotation angle. \( r \) and \( d \) represent the distances of source to center and center to detector respectively. \( z \) is the longitudinal coordinate.
Approximation $g_{\alpha} \equiv g_{\alpha} \frac{(r+1)^2 + u^2 + v^2}{r(r+1)}$ is adopted into (3), similarly as that used in [13], we get:

$$g_{\alpha} \equiv \frac{2u}{r+d} g_u - \frac{uv}{r+d} g_v + \frac{v^2}{r+d} g_w \tag{4}$$

Denote $g'(t, k_1, k_2)$ as the Fourier transform of $g(t, u, v)$, wherein superscript $*$ representing Fourier transform. We will simplify $g'(t, k_1, k_2)$ as $g'(t)$ and $g(t, u, v)$ as $g(t)$ later. In frequency domain, the counterpart of (4) is:

$$k_1 g'_{t} \equiv \frac{j}{r+d} \left( -2k_1 g'_{k_1} g'_{k_2} - k_1 k_2 g'_{k_1 k_2} \right) \tag{5}$$

On this basis, we notice that further derivation is:

$$g'_{t} = \frac{j}{r+d} \left( -2k_1 g'_{k_1} g'_{k_2} - k_1 k_2 g'_{k_1 k_2} \right), \text{ } k_2 \neq 0 \tag{6}$$

Denote the right part of (6) as $G(t, g'(t))$, $\Delta t$ represents a tiny rotation in $t$, (6) could be simply written as:

$$\frac{g'(t+\Delta t) - g'(t)}{\Delta t} \approx G \left( t, g'(t) \right), \text{ } k_2 \neq 0$$

i.e., $g'(t+\Delta t) = g'(t) + \Delta t \cdot G \left( t, g'(t) \right), \text{ } k_2 \neq 0$. \hspace{1cm} (7)

From (7), we get a correlation between neighboring CB projections in frequency domain (except longitudinal zero frequency). Using this correlation, it is possible to compute $g'(t+\Delta t)$ (except $g'(t+\Delta t, k_1, 0)$) from neighboring view $g'(t)$. Compared with common spatial interpolation, the correlation in (7) would be a novel promising interpolation because it supplies a quasi-exact way utilizing angular-contained information.

**B. View-completing Algorithm (VCA)**

For incomplete spiral CB projections $g(t+\Delta t)$, according to (7), we can develop VCA to restore $g(t+\Delta t)$ using information in the neighboring views $g(t)$ and $g(t+2\Delta t)$.

1) Firstly, $g(t+\Delta t)$ is initially restored by spatial interpolation. The result is denoted as $g_{IR}^{\Delta t}(t+\Delta t)$, wherein superscript means initial restoration.

2) If one of the neighboring views is complete, e.g., $g(t)$ is complete. In frequency domain, $g'(t)$ is put into (7) and current view $g^{\Delta t}(t+\Delta t)$ is computed, wherein superscript means computed. Since (7) is not applicable for $k_2=0$, we just let $g^{\Delta t}(t+\Delta t, k_1, 0)$ equal to $g^{\Delta t}(t+\Delta t, k_1, 0)$. Back to space domain, we get $g^{\Delta t}(t+\Delta t)$. Corresponding to blocked pixels, value of $g^{\Delta t}(t+\Delta t)$ is replaced by $g'(t+\Delta t)$ and refined restoration $g^{IR}(t+\Delta t)$ is got, wherein superscript means refined restoration.

3) If both neighboring views are incomplete, when compute $g^{\Delta t}(t+\Delta t)$ with $g(t)$, $g(t)$ needs to be spatial interpolated also.

The following procedure is the same with 2).

In our opinion, in the situation of 3), although both $g(t)$ and $g(t+\Delta t)$ are incomplete, complementary information exists. In another word, between neighboring incomplete views, one has part of complement information that the other lost, and vice versa. We inferentially realize this since it is well known that there is redundancy in 3D projections. Now we will study whether this is reasonable. Referring to (3), we are aware that John’s Equation is local in spiral CBCT. For neighboring CBCT views, according to tiny angular rotation, redundancy is contained in the neighborhood of same position. i.e., if pixel $(u, v)$ is blocked in current view, to recover it, in the neighboring view, information on pixel $(u, v)$ and its peripheral pixels should be known. We name it View-Completing Condition (VCC). In the situation of 3), VCA is effective when VCC is fulfilled. VCC will be further validated by simulation later.

**C. Improved Scatter Correction with Moving BSA**

In [3], the blocked positions change according to the views, so VCC is fulfilled (on condition that movement of BSA is large enough). In our following improved scatter correction with moving BSA, utilizing VCA is straightforward:

1) One scan with moving BSA is performed. According to each view, scatter is estimated using the measurements with moving BSA and is subtracted from the views. With this step, scatter-free views are got.

2) For the restoration of blocked primary, VCA is iteratively adopted view by view.

Compared with previous version [3], in proposed method, advantages of (7) and spatial interpolation are combined by VCA. Firstly, more lost information especially high frequency information is restored since (7) is effective in most frequency. Secondly, for longitudinal zero frequency which is beyond the ability of (7), VCA keeps spatial interpolation because it could perform well estimation in low frequency.

**III. SIMULATIONS**

Both analytical and MC simulations are performed. Firstly, we validate VCC and the effect of VCA with analytical simulation [14] on FORBILD [15], which is a complex head phantom with rich high frequency details. Secondly, to simulate a realistic application and test robustness under noise (quantum noise and inconsistency due to approximate scatter estimation), MC (Egsnrc [16]) simulation on humanoid phantom Zubal [17] is adopted. FDK algorithm is used in reconstruction [18]. In the reconstructed volume, representative slices such as center slice, off-center-slice existing serious blocking are investigated. Simulation configuration is circular CBCT, because it is the special case of spiral and is more commonly used in practice (Fig.2). The application for spiral case is straightforward.

**A. The Validation on VCC**

We validate VCC with CBCT scan on FORBILD (right-top
image in Fig.2). Detector is 850 $\times$ 200. View Number is 1080. Each view is blocked by raster-moving BSA. BSA has 10×6 blockers and each blocker shades 5×5 pixels. BSA movements are 0,1,2,3,4,6,7 pixels per view. For each view, horizon 1D cubic spline interpolation as in [3] is used and initial restoration is got. On the other hand, refined restoration is got by VCA (the first cycle of computation). The ratio of refined restoration to initial restoration is defined as Relative Error, see (8), wherein, $\text{View}_0$ is the ideal non-blocking projections. For each movement, Relative Error is a 1D array with elements of view numbers. Mean Relative Error is defined in (9).

$$\text{Error}_{\text{Relative}}(t) = \frac{1}{\text{ViewNumber}} \sum_{v} \sum_{t} \left| \text{View}_0(u,v,t) - \text{View}(u,v,t) \right|$$

$$\text{Mean Error}_{\text{Relative}} = \frac{1}{\text{ViewNumber}} \sum_{t} \text{Error}_{\text{Relative}}(t)$$

Results are plotted in Fig.3. It demonstrates that when the BSA is static, VCA has little improvement compared with interpolation. When BSA is moving, the positive effect is exhibited. It is more evident with more movements (right image). When movement is large, e.g., 7 pixels per view, the VCC is fully satisfied (recall that blocker shades are 5 pixels width, so 7 pixels are large enough for one blocked area plus a neighborhood). At this time, in each view, VCA is better than interpolation, because in left image, refined restoration is below initial restoration according to each view.

B. Evaluation of VCA with analytical simulation

We iteratively perform view-completing to FORBILD with moving BSA. BSA moves 6 pixels per view. The other parameters are same with above section. Results are shown in Fig. 4. It could be observed that streaks due to inaccurate interpolation (2$^{\text{nd}}$ column, Fig.4) are greatly reduced with VCA and vision-satisfied restoration could be achieved through three iterations. This evaluation is only with noise-free views. Results for noisy case will be shown in section D where both scatter and quantum-noise are considered.

C. MC Simulation

To generate scatter data, we simply revise the normal transmission user code in EGSnrc [16]: if photons never been scattered till they will hit the detector, then their weights are set zero. To save time, Richardson-Lucy fitting [19] is adopted. The primary is computed by analytical ray-tracing method [14]. Quantum noise is included in accordance with 10$^{6}$ photons.

To evaluate the accordance between simulation and real equipments, data from micro CT (skyscan 1076) is used. The parameters are the same with [20]. A homogenous water phantom is scanned and result is shown in Fig.5. Profiles of simulated data agree well with real data. The average normalized error is below 5%. Relative large error is observed near the edge for tiny geometry misalignment in the measurement of real data.

D. Results of Improved Scatter Correction in MC simulation

To eliminate the influence of beam-hardening effect, X-ray source is chosen as monochromatic 60keV (This is common in preliminary MC simulation for scatter correction [3, 5] and will help us study the effect of correction methods alone). Circular chest scan is performed to Zubal phantom [17] (right-bottom image in Fig.2). Distance of source to center and center to detector are 750 mm and 375 mm respectively. Flat panel (CsI) is 800×200, with pixel resolution of 1mm×1mm. Total view number is 540. BSA moves 6 pixels per view. The BSA has 20×10 blockers and the blocker shades 5×5 pixels on the detector. The distance between adjacent blocker shades is 40 and 20 pixels in row and column directions. Considering the
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Fig. 4. Performance of proposed VCA. Reconstruction of Sc and S1 marked in Fig.2 are displayed in 1$^{\text{st}}$ and 3$^{\text{rd}}$ row, from left to right respectively is reconstructed image with ideal projection, interpolated projection, results of 1$^{\text{st}}$, 2$^{\text{nd}}$ and 3$^{\text{rd}}$ cycle of iterations with VCA. Displayed window is [0,100] HU. Accordingly, difference image is shown in 2$^{\text{nd}}$ and 4$^{\text{th}}$ row, displayed with [-10, 10] HU. In first column of 2$^{\text{nd}}$ and 4$^{\text{th}}$ row, for better comparison, results of 3$^{\text{rd}}$ iteration is duplicated.
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Fig. 5. Validation of MC (Egsnrc) simulation. Left: profiles of measured and simulated projection of water phantom (logarithmic scale). Right: Normalized error of simulation data corresponding to the same profile.
penumbra edge effects, scatter is assumed to be measured accurately only in the centered shaded pixel. To combat with scatter (Fig.6), four BSA correction methods are compared (Fig.7). They are BSA method [1], improved BSA methods (the sparse views occupy 5% of the total views) [2], moving BSA methods based on interpolation and proposed moving BSA method with VCA. In comparison, BSA method is referred as an ideal correction. Form Fig. 7, we can see that with our method, evident improvement is achieved compared with method that only uses spatial interpolation, and a quasi-ideal correction is got. In improved BSA method, inaccurate scatter estimation due to sparse-view measuring causes under- or over- correction observed in some positions.

IV. DISCUSSION AND CONCLUSION

In both analytical (Fig.4) and MC (Fig.7) simulations, using proposed methods, significant streaks removing and noise reduction are observed compared with [3]. We reveal that VCA is effective when VCC is fulfilled and validate this with simulation. Considering that VCA works among neighboring views, we think it is applicable independent of the moving way of BSA, as long as the movement of BSA is large enough to fulfill VCC. It is useful because in practice, the movements may have tiny geometry misalignment.

To conclude, View-completing algorithm is developed and used in scatter correction with moving BSA. The improved method is efficient, robust and with potential use in practice.
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