Analysis of a preQ₁-I riboswitch in effector-free and bound states reveals a metabolite-programmed nucleobase-stacking spine that controls gene regulation
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ABSTRACT

Riboswitches are structured RNA motifs that recognize metabolites to alter the conformations of downstream sequences, leading to gene regulation. To investigate this molecular framework, we determined crystal structures of a preQ₁-I riboswitch in effector-free and bound states at 2.00 Å and 2.65 Å-resolution. Both pseudoknots exhibited the elusive L2 loop, which displayed distinct conformations. Conversely, the Shine-Dalgarno sequence (SDS) in the S2 helix of each structure remained unbroken. The expectation that the effector-free state should expose the SDS prompted us to conduct solution experiments to delineate environmental changes to specific nucleobases in response to preQ₁. We then used nudged elastic band computational methods to derive conformational-change pathways linking the crystallographically-determined effector-free and bound-state structures. Pathways featured: (i) unstacking and unpairing of L2 and S2 nucleobases without preQ₁—exposing the SDS for translation and (ii) stacking and pairing L2 and S2 nucleobases with preQ₁—sequestering the SDS. Our results reveal how preQ₁ binding reorganizes L2 into a nucleobase-stacking spine that sequesters the SDS, linking effector recognition to biological function. The generality of stacking spines as conduits for effector-dependent, interdomain communication is discussed in light of their existence in adenine riboswitches, as well as the turnip yellow mosaic virus ribosome sensor.

INTRODUCTION

An emerging theme among nonprotein-coding (nc)RNAs that interact with cognate effectors is their propensity to use structural communication conduits that relay the effector-binding status in one domain to a distal region that modulates biological activity through conformational changes (1,2). Identifying and understanding these networks remains a central challenge in the ncRNA field (1–4). Riboswitches are ideal systems to explore ligand-induced ncRNA conformational changes due to their highly selective recognition of cognate effectors (5), a typically two-domain organization that features a conserved aptamer connected to a gene-regulatory expression platform (6,7), and their tractability for high-resolution structural analysis (8,9). Representative co-crystal structures have been determined for >30 distinct riboswitch classes bound to their cognate effectors (9), as well as to natural and synthetic compounds (10–14). Such knowledge has transformed our understanding of the molecular principles used by RNA to recognize small molecules (5,15–20) and, in some instances, has provided deeper insights into antibacterial design (12,21). However, only a handful of riboswitch structures are known in the effector-free state (3,4,14,22–27), and only a fraction of these reveal appreciable conformational differences compared to their effector-bound forms (3,4,22,24). Accordingly, structures that reveal conforma-
tional differences between effector-free and bound states are prized for their potential to reveal how effector recognition remodels the expression platform to reprogram biological activity (28,29).

The majority of known effector-free riboswitch structures correspond to transcriptional regulators. However, the Vibrio vulnificus (Vvu) add adenine riboswitch, the Gloeobacter violaceus guanine-II riboswitch, the Thermobifida fusca guanine-III riboswitch and the Thermoanaerobacter tengcongensis (Tte) preQ1-I riboswitch each regulate translation (Supplementary Table S1) (30–34). The Tte riboswitch structure is particularly informative because it harbors not only nucleotides required for preQ1 binding but also nucleobases of the Shine-Dalgarno sequence (SDS), thus allowing simultaneous visualization of aptamer and expression platform domains (33,30,35,36) (Figure 1A–C). To our knowledge, the Tte preQ1-I riboswitch is the only translational riboswitch crystallized in effector-free and bound states that includes the aptamer and expression platform (Supplementary Table S1). This organization has facilitated experimental and computational investigations of effector-mediated folding. Computational simulations suggested the formation of an in silico GpU platform between G11 and U12 that could facilitate unpairing of A32 and G33 from the anti-(a)SDS strand (37). Gō model simulations and experimental studies suggested that the Tte riboswitch adopts a mostly folded effector-binding pocket prior to preQ1 binding (22,31). Single-molecule experiments further revealed that both the preQ1-free and bound states underwent bursts of SDS accessibility to a 16S rRNA probe, wherein the timeframe of accessibility and burst frequency diminished with added preQ1 (38). This work provided insight into preQ1-dependent changes in riboswitch conformation and dynamics, supporting an induced-fit mode of effector binding. However, atomistic pathways used by riboswitches to sense and communicate effector binding to distal expression platforms remain an insufficiently studied area of the field.

To address this challenge, we determined two new crystal structures of the Tte preQ1-I riboswitch under low-salt conditions with bound Mn2+ ions. For the first time, loop L2 of the pseudoknot was ordered in electron density maps of both effector-free and bound states. The observation that the SDS remains base paired as part of helix S2—in all known crystal forms of translational preQ1-I riboswitches (22,35,36)—prompted us to conduct a series of solution experiments to probe preQ1-dependent conformational changes. These solution experiments included surface plasmon resonance (SPR), 2’-aminopurine (2AP) fluorescence, SHAPE-seq (Selective 2’-Hydroxyl Acylation analyzed by Primer Extension) and DMS-seq using dimethylsulfate. We then conducted nudged elastic band (NEB) simulations using our crystal structures of the preQ1-free and preQ1-bound states as endpoints in an all-atom approach to model low-energy pathways describing the interconversion of the two conformations. The most plausible, experimentally-supported pathways exhibited dissolution of SDS-sDS base pairs in S2 during the effector-free state—an attribute that differs markedly from the crystal structure. Importantly, the preQ1-occupied status of the binding pocket appears to be communicated by a ‘stacking spine’ of nucleobase interactions that is nucleated by preQ1 recognition in loop L2 (Figure 1D). We discuss the broader relevance of such spines, which are underscored by their presence in the Vvu add riboswitch, as well as the TLS-linker-UPD interaction found in the turnip yellow mosaic virus (TYMV) 3’-UTR.
MATERIALS AND METHODS

RNA purification

Wildtype Tte 33-mer RNA (Figure 1B) and other variants were synthesized by Dharmaco (Lafayette, CO, USA). Deprotection was performed as described by the manufacturer except that heating was for 1 h at 65 °C. Light sensitive precautions were taken to ensure the photostability of 2AP variants. RNA was purified by 15% denaturing PAGE and DEAE chromatography (39) with care to minimize UV exposure (40). After ethanol precipitation of pooled DEAE fractions, the RNA was dissolved in water and desalted on a PD-10 column (GE Healthcare). Sample quality was assessed by analytical PAGE stained with SYBR Gold (Thermo-Fisher) and visualized on a Gel Doc XR+ (BioRad). Yield was measured spectrophotometrically. Pure 2AP RNA variants were dissolved to a concentration of 5 μM in 20 mM Na-HEPES pH 7.0 and 0.1 mM EDTA and stored in 100 μl aliquots at −80 °C. All other RNA was stored as a lyophilized powder at −20 °C.

Structure determinations

The lyophilized riboswitch was dissolved in 60 μl folding buffer comprising 50 mM Na-HEPES pH 7.0, 0.10 M NaCl and 0.002 M MgCl2 (effector-free state) or 0.002 M MnCl2 (effector-bound state) and warmed to 65 °C for 3 min. The RNA was diluted to 1 ml with hot folding buffer and heated for an additional 3 min at 65 °C. The RNA was cooled to 24 °C. For the preQ1-bound state, 20 mM preQ1 (LeadGen Labs, LLC) in water was titrated into the riboswitch to achieve a 2:1 ligand–RNA molar ratio. RNA samples were concentrated to 0.4 mM by centrifugation using a PTFE Nanosep MF concentrator (Pall Corp., Inc). Crystals were grown from VDX plates (Hampton Research) by hanging-drop vapor-diffusion wherein 1 μl of RNA was combined with 1 μl of well-solution drawn from 1 ml. Effector-free crystals grew from solutions of 19% (w/v) PEG MME 2000, 0.15 M KCl, 0.05 M Na-cacodylate pH 7.0, 0.005 M MnCl2, 0.001 M MgCl2 and 0.002 M spermidine. Effector-bound crystals grew from 22% (w/v) PEG MME 2000, 0.15 M KCl, 0.05 M Na-cacodylate pH 7.0, 0.015 M MnCl2 and 0.002 M spermidine. Effector-free crystals grew in 3 weeks at 20 °C as hexagonal rods of size 0.3 mm × 0.075 mm × 0.075 mm. Effector-bound crystals grew in 1 week at 20 °C as hexagonal rods to a size of 0.12 mm × 0.05 mm × 0.05 mm. Crystals were cryo-protected by 3 min transfers into well solutions supplemented with 5% to 20% (v/v) glycerol. Single rods were captured in nylon loops using 16 mm copper pins (Hampton Research) with c* oriented parallel to the axis. Crystals were plunged into N2(l) for shipping to the Stanford Synchrotron Radiation Lightsource (SSRL). X-ray data collection is described in the Supplementary Methods.

Both bound-state and effector-free crystals were nearly isomorphous with the prior high-salt Tte preQ1-1 riboswitch structure (Protein Data Bank entry 3sg0). As such, each structure was determined using cycles of rigid body, positional, and temperature factor refinement in PHENIX (41). The prior test set was preserved for both new structures to maintain unbiased cross-validation as described (42). Both structures were rebuilt in COOT (43) and refined in PHENIX as necessary. Mn2+ ions were placed first into the higher-resolution effector-free structure to assist with coordination-sphere assignment. Distance and geometry restraints for Mn2+ were 2.07 ± 0.16 Å for Mn2+–O distance and 2.11 ± 0.13 Å for Mn2+–N distances with interaxial coordination angles approaching 90.0° (44,45). Placement of Mn2+ at sites I to VI was assisted by the anomalous signal, which ranged from 9.3 σ to 23.5 σ for the effector-free state and 5.6 σ to 16.0 σ for the preQ1-bound state. Waters were placed by manual building. Intensity and refinement statistics are provided in Table 1. Accessible surface area analysis and all-atom superpositions were performed in CCP4i using AreaiMol and LsqKab (46–48). Cartoons and structural models were drawn in PyMOL (Schrödinger LLC).

Surface plasmon resonance

CM5 chips conjugated to Neutravidin were prepared using reagents from GE Healthcare (22) on a BiaCore T200 (GE Healthcare, Inc.). Biotinylated Tte riboswitches and position 14 variants were deprotected by the manufacturer (Dharmacon, Inc.). Dry RNA was dissolved in 50 μl of 10 mM Na-cacodylate pH 7.0 and heated to 65 °C for 3 min; the RNA was added to 450 μl of 10 mM Na-cacodylate with 2 mM MgCl2 preheated to 65 °C, incubated for 3 min, and cooled in a heating block to 24 °C. RNA stocks ranging in concentration from 63 to 111 μM were diluted to 400 nM by a running buffer comprising 10 mM Na-HEPES pH 7.4, 0.10 M NaCl and 3 mM MgCl2. Each Tte riboswitch sample was immobilized within an individual flow cell to yield a surface density of ~4000 response units (RU); the reference cell contained Neutravidin only. The kinetic experiments were run at a buffer flow rate of 100 μl min⁻¹. PreQ1 (12.5 nM–400 nM) was injected for 180 s and allowed to dissociate for 600 s. The surface was regenerated using a 60 s injection of 3 M guanidine–HCl run at 30 μl min⁻¹. Running buffer was passed over the chip for 160 s before beginning the next injection cycle. Experimental data were processed using the double-referencing method (49) and the buffer subtracted sensorgrams were fit to a 1:1 binding model to determine rate constants (k on and k off) and the equilibrium binding constant (K D). Table 2 shows average kinetic and equilibrium-binding parameters. SPR experiments on the A14(DAP) sample were performed in triplicate; all other samples were performed in quadruplicate.

Isothermal titration calorimetry

Details of ITC are in the Supplemental Methods. Representative thermograms and curve fits are provided in Supplementary Figures S1A and S2. Average thermodynamic parameters are given in Supplementary Table S2.

Fluorescence emission

The 2AP variants were folded as follows, except where noted. An aliquot of 2AP RNA was thawed and heated to 65 °C for 3 min. The RNA was diluted to 1 ml with
Fluorescence emission of 2AP was measured for each variant as a function of preQ₁ concentration as described (50, 51). Briefly, each folded 100 nM riboswitch sample was added to a quartz cuvette (Starna Cells, Inc.). preQ₁ was pipetted into the RNA with manual mixing and allowed to equilibrate until three successive readings agreed to within 1%. Each point in a binding curve is the average of these readings. The total volume increase did not exceed 5%. Excitation and emission wavelengths were 320 nm and 390 nm attained with a Fluoromax-4 Spectrofluorometer (Horiba Scientific) using 10 trials per read, a 0.2% error rate and slit width of 5.0 nm. Argininalamide was titrated into Tte variant A13(2AP) to assess non-specific binding (Supplementary Figure S1B). Titration of buffer into A32(2AP) labeled Tte riboswitch was also conducted (Supplementary Figure S1C). Both controls revealed no significant titration signal. Binding curves from three replicates were then used to generate a single average curve for each experiment.

Background fluorescence resulting from titration of preQ₁ into buffer was subtracted from each emission measurement. To determine the apparent equilibrium dissociation constant, K_D, corrected data were fit using Prism (GraphPad Software, Inc.) to a one-site binding model (Equation 1) with the following variables: Y is the observed emission at the iᵗʰ titration; R_f is fluorescence intensity at zero preQ₁ concentration; R_b is the fluorescence intensity at saturating preQ₁; [preQ₁] is the concentration of preQ₁ for the iᵗʰ titration; K_D and R² were derived from non-linear regression fitting using the Levenberg–Marquardt method. The broad range of counts per second (CPS) for replicate runs were normalized (Equation 2) such that the maximum CPS value of each replicate was 1.0 and the minimum was 0. The variables are: E, the normalized fluorescence emission at the iᵗʰ titration; Z, the background corrected fluorescence emission at the iᵗʰ titration (Y-average background at that point); A, the maximum emission for the replicate; B, the minimum emission for the replicate.

\[
Y = R_f + \frac{R_b - R_f}{2[R_{NA}]} (K_D + [\text{preQ}_1] + [R_{NA}]) - \sqrt{(K_D + [\text{preQ}_1] + [R_{NA}])^2 - 4X[R_{NA}]} \\
E = \frac{Z - B}{A - B}
\]

**Chemical modification of RNA**

For chemical-modification experiments, the riboswitch was synthesized by T7 polymerase (39). The transcription product contained the 33-mer Tte riboswitch placed in a folding cassette. The 5′-end of the cassette possessed a short stable hairpin, whereas the 3′-end harbored a strong hairpin followed by a unique primer binding site as described (52). The cassette also provided a baseline level for SHAPE and DMS reactivity in duplex regions expected to be insensitive to preQ₁. The 17-mer DNA primer and 90-mer DNA template were from IDT Inc. The transcript synthesized by T7 polymerase was: 5′-ggceucugggcacUGGGUCGC AGUAACCAGUUAAACAAACAAAGucaugggguc
The in vitro transcribed product was PAGE purified, desalted (39) and stored at −20 °C in 0.5× TE buffer. For DMS alkylation, 20 pmol of pure RNA was dissolved in 24 μl of 0.5× TE buffer per modification condition. The RNA was heated to 95 °C for 2 min and placed on ice 2 min. A 12 μl volume of 3x RNA folding mix (333 mM HEPES pH 8.0, 333 mM NaCl and 20 mM MgCl2) was added; for the bound-state riboswitch, preQ1 was also added to a final concentration of 200 nM, yielding an RNA concentration of 0.01 nM. RNA was incubated at 24 °C for 20 min. A volume of 4 μl 1% (v/v) DMS (Sigma-Aldrich) (54,55). A volume of 2 μl of neat ethanol was added to the controlsamples were treated with neat ethanol. Alkylation proceeded 20 min, followed by quenching with 200 μl of 30% (v/v) 2-mercaptoethanol, 200 mM NaCl, 0.25 mg/ml GlycoBlue (Thermo-Fisher Sci) and 2 mM EDTA pH 8.0 (53). Samples were ethanol-precipitated with 800 μl neat ethanol and stored at −20 °C. Precipitated RNA was harvested by centrifugation at 18 000 × g for 40 min at 4 °C. The air-dried pellet was dissolved in 20 μl of 0.5× TE buffer.

For SHAPE, the RNA was folded as described (above), except that the 24-μl-folded-RNA sample was split in half after addition of 12 μl of folding mix, yielding 18 μl of free-state or bound-state RNA per reaction condition. Acylation was performed with 2-methyl nicotinic acid imidazolide (NAI) (Sigma-Aldrich) (54,55). A volume of 2 μl of 0.6 M NAI in DMSO was added to a concentration of 60 mM. Alternatively, 2 μl of DMSO was added to the control samples. The reactions proceeded 20 min at 24°C and were terminated by addition of a stop solution comprising 90 μl water, 5 μl 4 M NaCl, 1.5 μl GlycoBlue and 2 μl of 100 mM EDTA pH 8.0. The RNA was ethanol-precipitated by addition of 350 μl of neat ethanol. Pelleted RNA was recovered as described above. We conducted two or more replicates of specific chemical modification conditions, which were analyzed by PAGE. Subsequently, representative samples of each condition reported in the Supplementary Methods (i.e. gel lanes of Supplementary Figure S3) were subjected to next-generation sequencing.

Samples for next-generation sequencing were prepared in groups of four. These groups included RNA analyzed in the presence and absence of preQ1, as well as matched controls prepared in the presence and absence of DMS or NAI. Each sample was subjected to reverse transcription using Superscript III (Thermo-Fisher Sci) based on the primer 5′-GAACCGGACCGAAGCCCG-3′. DNA library preparation and analysis was conducted using the SHAPE-Seq v2.1 workflow (56). Sequencing adapters were ligated to the cDNA using CircLigase (Lucigen). Separate PCR reactions using Phusion DNA Polymerase (NEB) were mixed for each sample and amplified 15 cycles with an annealing temperature of 65 °C with 15 s extension. Sample pairs (+preQ1 and –preQ1) contained identical Illumina indexes for sequencing; however, the (+) and (−) samples were distinguished using a unique selection primer for each as follows: CTTTCCCTACACGACGCTTCCGATCTRRRY (++) and CTTTCCCTACACGACGCTTCCGATCTRRRY (−). Following PCR, samples were purified using Agencourt Ampure XP beads (Beckman Coulter). The concentration and quality were assessed using the Qubit fluorometer (ThermoFisher) and Bioanalyzer (Agilent). Samples were pooled equimolar and were sequenced on an Illumina MiSeq system with a paired-end-run recipe of 2 × 35 bp. Following sequencing, Spats-v1.9.30 (56,57) was used to demultiplex the positive and negative signals and calculate SHAPE reactivities based on the target sequence: TGGCCCTTCGGCCACCTGGGTCGAG TACCCCGAGTAACAAAAACAGTGCATCCGGGT TCGCCGGATCCAATCGGGCCTGCGTGCTCGGTC. Of the reads, >60% (~600,000) mapped to the target. Reactivity spectra were generated using Spats. Individual reactivities were plotted as a function of nucleotide position (Supplementary Figure S4). Differential reactivities, defined as |[Reactivity]Effector-Bound−[Reactivity]Effector-Free| (54,58), were plotted as a function of nucleotide position and mapped onto specific crystal structures using Pymol (Schrödinger LLC). We emphasize that all chemical modification reactions were conducted under the same buffer conditions but mapping of the reactivity values as ρ or differential ρ was based upon the identification of structures (i.e. low-salt preQ1-free, low-salt preQ1-bound or high-salt preQ1-bound) that best explained the respective experimental results.

### Computational analysis

To identify minimum energy pathways for Tte riboswitch interconversion between the effector-free and preQ1-bound states, we used the nudged elastic band (NEB) method (59,60) as implemented in Amber 18 (61) using explicit solvent (62). Fixed endpoints were derived from crystal structures of the effector-free state (this study) and a prior high-salt, preQ1-bound state (PDB entry 3q50) (22). Three Mn2+ cations coordinated to N7 of G5 (site III), G8 (site II) and G33 (site Ia) in the effector-free crystal structure were retained as Mg2+ cations in both structures (Figure 2A); similar Mn2+ coordination was observed in the new bound-state crystal structure herein (Figure 2B). C7 was replaced with...
an N3(H+) cytidine to stabilize the C7•G11-C30 base tripe, as observed in other RNAs (63), prior preQ1-I riboswitch MD simulations (37), as well as MD simulations of the effector-free Tte riboswitch performed here. Each structure was solvated in a truncated octahedron of OPC water (64) with 12 Å padding from the RNA. A total of 25 K+ ions were added to neutralize the system, and then 10 K+ and 10 Cl⁻ ions were added to model KCl at a bulk concentration of 150 mM (65). To make the NEB endpoints chemically identical, 431 water molecules were removed from the effector-free system, leaving each riboswitch with 7039 waters total.

Each solvated structure was minimized using 2000 steps each of steepest descent and conjugate gradient minimization with 1 kcal mol⁻¹ Å⁻² Cartesian restraints on non-hydrogen atoms in the RNA. Then, this minimization was repeated without Cartesian restraints. The systems were equilibrated in three steps: (i) heating from 0 K to 298.15 K over 100 ps at constant volume; (ii) running dynamics at 298.15 K for 200 ps at 1 atm pressure (controlled by a Monte Carlo barostat) and (iii) running dynamics at 298.15 K for 100 ps at constant volume. All three equilibration steps used a Langevin integrator with a collision frequency of 5 ps⁻¹, 1 kcal mol⁻¹ Å⁻² Cartesian restraints on all RNA atoms and a time step of 2 fs. The final frame of the final equilibration step was subjected to 4000 steps each of steepest descent and conjugate gradient minimization with no Cartesian restraints to produce the coordinates of the NEB endpoints.

All simulations used the Amber ff99+bsc0+ChiOL3 RNA force field (66–68), the Li-Merz OPC-HFE parameters for monovalent ions (69), and the 12–6–4 parameters for Mg²⁺ ions (70). Since these Mg²⁺ parameters were tuned for TIP4P-Ew water, the pairwise Lennard-Jones parameters for the interaction between Mg²⁺ and the oxygen of OPC water were modified to copy the pairwise Lennard-Jones parameters for the interaction between Mg²⁺ and the oxygen of TIP4P-Ew water in that model. Parameters for N3(H⁺) cytidine were taken from the residue name ‘CP’ from all_prot_nucleic10.lib in Amber 18. Electrostatics were computed using the Particle Mesh Ewald method (71,72) with a 10 Å direct space cutoff. The SHAKE algorithm (73) was used to constrain the bond lengths of covalent bonds to hydrogen.

NEB pathways were found using simulated annealing (74). Solvent atoms were retained for the constant-volume NEB calculation, but NEB spring forces were applied only to RNA heavy atoms. The calculation used 24 images, with 12 images started from the coordinates of each of the fixed endpoints. First, the images were heated from 0 K to 298.15 K over 100 ps using an NEB spring constant of 10 kcal mol⁻¹ Å⁻² and a time step of 2 fs. Subsequent NEB steps used a spring constant of 25 kcal mol⁻¹ Å⁻² and a time step of 1 fs. Next, the images were equilibrated at 298.15 K for 200 ps, heated from 298.15 K to 498.15 K over 100 ps, equilibrated at 498.15 K for 200 ps, cooled from 498.15 K to 298.15 K over 100 ps, and then equilibrated at 298.15 K for 200 ps. Finally, quenched dynamics were run for 200 ps at 0 K with a time step of 2 fs. The total simulation time for the NEB protocol was 1100 ps. The final frame of the quenched dynamics simulation was taken as the coordinates of the image in the minimal energy path.

A second NEB calculation was conducted in which the aSDS-SDS base pairings of helix S2 were preserved. We applied upper-boundary harmonic restraints with an energy constant of 20 kcal mol⁻¹ Å⁻² on the heavy atoms involved in 6 hydrogen bonds observed in both the preQ₁-bound and effector-free crystal structures; the restraints included: G33N1–C9N3, G33N2–C9O2, C9N4–G33O6, A32N6–A10N3, A32N6–A1002 and A10C2–A32N7. Two improper torsion restraints for each base pair were used to enforce coplanarity: C9N1–C9C4–G33N3–G33N7, C9C6–C9C2–G33N1–G33N9, A10N9–A10N1–A32N1–A32N9 and A10N7–A10N3–A32N7–A32N3. The restraints were flat around the values observed in the NEB endpoints with a width of 15° for the C9–G33 pair and 30° for the A10•A32 pair; outside of the flat region,
the restraint was harmonic with an energy constant of 5 kcal mol\(^{-1}\) Å\(^{-2}\).

Analysis of NEB trajectories, including principal component analysis and visualization of principal components on endpoint structures, was performed using LOOS (75).

RESULTS

Quality control and folds of effector-free and preQ\(_1\)-bound T. subtilis riboswitch structures

Structures of riboswitches in effector-free states are valued for their potential to reveal conformational changes induced by ligand binding (28) (Supplementary Table S1). We previously determined the crystal structure of the effector-free T. subtilis translational riboswitch at 2.85 Å-resolution (22). The results revealed that A14 of loop L2 enters the binding pocket, where it overlaps the site of effector recognition. However, electron-density maps were unclear for the remainder of loop L2. The positions of U12 and C15 were uncertain and A13 was excluded from the model due to conformational disorder. Parallel observations were made for loop L2 of the B. subtilis preQ\(_1\)-I riboswitch, as well as more recent T. preQ\(_1\)-I riboswitch structures captured in the effector-free and preQ\(_1\)-bound states (36, 76, 77). Accordingly, we sought to elucidate changes in loop L2 by screening for new crystallization conditions. We found that solutions of poly(ethylene) glycol and Mn\(^{2+}\) could re-

PreQ\(_1\) binding influences Mn\(^{2+}\) coordination near the effector-binding pocket

Our choice of Mn\(^{2+}\) for crystallization was empirical since this ion produced superior diffraction compared to other liquor ions containing Mg\(^{2+}\) alone. At present, we do not know why Mg\(^{2+}\) could not be completely supplanted by Mn\(^{2+}\) in the preQ\(_1\)-bound state (see Materials and Methods). Prior work showed that Mg\(^{2+}\) can bind to N7 of purine—albeit infrequently—whereas Mn\(^{2+}\) readily binds N7 and has a higher affinity for this site than Mg\(^{2+}\) (45). Indeed, our ITC experiments revealed that preQ\(_1\) binds the wildtype T. subtilis riboswitch with 3-fold higher affinity in 4 mM Mn\(^{2+}\) compared to 4 mM Mg\(^{2+}\) (\(\Delta \Delta G = -0.8\) kcal mol\(^{-1}\)) (45). Overall, the improved binding affinity of Mn\(^{2+}\) at N7 of guanine and integration of these ions into crystal contacts appeared to contribute favorably to X-ray diffraction.

The high-salt Li\(_2\)SO\(_4\) conditions used in our prior T. subtilis riboswitch structure hindered Mg\(^{2+}\) binding to specific sites and interfered with riboswitch recognition of the methylamine moiety of preQ\(_1\) (22). The absence of observable Mg\(^{2+}\) ions in our earlier work makes it worthwhile to highlight new details of Mn\(^{2+}\) coordination here. In both structures, sites Ia and V mediate crystal contacts, and site VI participates in a sharp U-bend between S1 and L3 (Supplementary Figure S7). The site Ib Mn\(^{2+}\) is found only in the preQ\(_1\)-bound state and likely neutralizes charge by coordinating between the non-bridging pro-

Analysis of NEB trajectories, including principal component analysis and visualization of principal components on endpoint structures, was performed using LOOS (75).
of preQ1, which has a positive charge (Figure 2E). Although this interaction is not clear in 2mFo – DFo electron density maps, it is better defined in noise-filtered, feature-enhanced maps (Supplementary Figure S5B). An alternative model in which the methylamine hydrogen bonds to the 2′-OH of G11 was not supported by the electron density and mutation of this nucleotide to 2′-deoxy G11 had no appreciable effect on preQ1 affinity (22). Guanine is conserved at position 5 of the consensus sequence in type I and II preQ1 riboswitches (7), supporting the N7 interactions posited here in terms of preQ1 recognition and divalent ion coordination in the effector-free state. Such detail on divalent ion binding was not observed previously due to the 4.0 M concentration of Li+ used in crystallization (22).

As noted, the methylamine group of preQ1 interacts with N7 of G5, blocking coordination of the site III Mn2+. Due to conformational differences between the bound and effector-free states, the Mn2+ at site III is missing key ligands when A14 moves out of the binding pocket. Instead, Mn2+ binding is favored at nearby site IV in the preQ1-bound state, wherein inner-sphere coordination shifts to N7 of G4 (Figure 2E). Like the other Mn2+ sites, five waters complete the coordination sphere, mediating contacts to N7 of G3 as well as O6 and non-bridging oxygens of G4. Such coordination is typical of divalent ion coordination at tandem guanine sites in RNA duplexes (44). Overall, the new models of the preQ1-bound and effector-free states provide a solid foundation for experiments designed to explore the conformational changes associated with preQ1 recognition and communication of the effector-bound status of the binding pocket to the distal expression platform.

Loop L2 adopts three conformations influenced by preQ1 binding

The largest difference between the effector-free and preQ1-bound structure was observed at L2 (Figure 3A and B). A pairwise, all-atom superposition yielded an average rmsd of 1.1 Å but the rmsd for nucleotides U12 through C15 was 5.1 Å. The backbone in the effector-free state adopts an S-shaped curve that extrudes U12, A13, and specificity base C15; A14 enters the aptamer pocket concomitantly and overlaps the site of preQ1 binding. The Watson–Crick face of A14 mimics the minor-groove edge of preQ1, as observed under high-salt conditions (22). In contrast, U6 of loop L1 and A29 of loop L3 remained stationary in the pocket, where the O4 keto group of U6 hydrogen bonds to N6 of A14 and the N6 of A29 hydrogen bonds to N1 of A14 (Figure 3A). The nucleobase interactions with A14 are reminiscent of preQ1 readout in both the low- and high-salt preQ1-bound states (Figure 3B,C). Although preQ1 recognition in the low-salt, bound-state structure is similar to that of the prior high-salt structure (all-atom rmsd of 0.65 Å), the backbone conformations differ at L2 (average rmsd of 4.2 Å). Specifically, A13 bulges away from the core in the low-salt structure, whereas A13 stacks between A14 and A32 in the prior high-salt model (Figure 3B and C).

The distinct L2 conformations show key differences in core base stacking that have implications for communicating the occupancy status of the effector-binding pocket to the distal expression platform. The intervening long-range interaction network can be visualized when the L2 bases are depicted as CPK models (Figure 3D-F). In the effector-free state, A13 stacked upon specificity base C15, which recognizes preQ1. In the preQ1-bound state, A14 stacks atop specificity base C15, which recognizes preQ1. In the preQ1-bound state, A14 simultaneously occupied the preQ1 pocket while A32 and G33 of the SDS remained stacked and base paired to A10 and C9 to form helix S2 of the pseudoknot.

In the preQ1-bound state under low-salt, a different L2 loop conformation was observed. C15 moved inside the pocket for preQ1 recognition, partially stacking atop C15 but the bases were oriented orthogonally to the helical axis (Figure 3D). A14 simultaneously occupied the preQ1 pocket while A32 and G33 of the SDS remained stacked and base paired to A10 and C9 to form helix S2 of the pseudoknot.
This interaction formed a non-canonical, intermolecular A13′-A31 pair comparable to the intramolecular A13-A31 pair observed in the prior high-salt structure (22) (Supplementary Figure S8B and C). In contrast, A13 did not engage in an analogous interaction in the effector-free state (Supplementary Figure S8D). These observations highlight the preference of loop L2 to adopt a continuous nucleobase stack when preQ1 occupies the effector-binding pocket.

The various conformations observed in the crystal structures underscore the flexibility of the L2 loop. However, the full extent of preQ1-dependent stabilization of L2 was realized fully in the context of the original high-salt, bound-state structure wherein continuous intramolecular base stacking was observed (Figure 3F). Namely, π-stacking occurred amongst A13, A14 and C15. This stack is flanked by C16 of helix S1 on one side and A32 of helix S2 on the other side. A32 and G33 represent the first two bases of the SDS that must base pair with the 3′-end of the 16S rRNA for translation initiation. An important implication of our observations is that continuous stacking by the L2 nucleobases buttresses the SDS in response to preQ1, supporting a gene-off state. In addition, S2 bases are likely to be more dynamic than implied by the effector-free crystal structure, wherein the SDS is buried. For this reason, we conducted solution-based experiments to test this hypothesis.

Variations at position 14 of loop L2 influence preQ1 binding and dissociation kinetics

As a first step toward characterizing the flexibility of L2 loop nucleotides in solution, we first tested the observation that A14 occupies the effector-binding pocket, ostensibly competing with preQ1 (Figure 3A,D). We tested this hypothesis by altering the number of hydrogen bonds formed between position 14 and aptamer-core bases, which is predicted to alter the kinetics of preQ1 association ($k_{on}$) and dissociation ($k_{off}$), as measured by SPR. The wildtype preQ1-free state reveals two hydrogen bonds between A14 and preQ1-recognition bases U6 and A29 (Figure 4A), whereas the preQ1-bound state shows that A14 makes two hydrogen bonds to the G11 minor-groove edge. Wildtype preQ1 binding yielded a $k_{on}$ of $(11.60 \pm 1.13) \times 10^4 \text{ M}^{-1} \text{s}^{-1}$ and $k_{off}$ of $(2.12 \pm 0.16) \times 10^{-4} \text{ s}^{-1}$ (Table 2). These rate constants and the $K_D$ of $1.84 \pm 0.08 \text{ nM}$ agree well with prior SPR measurements on the wildtype Tte riboswitch, which yielded a $k_{on}$ of $(7.77 \pm 0.04) \times 10^4 \text{ M}^{-1} \text{s}^{-1}$, a $k_{off}$ of $(1.53 \pm 0.01) \times 10^{-4} \text{ s}^{-1}$, and $K_D$ of $2.05 \pm 0.29 \text{ nM}$ (22).

Accordingly, we substituted the adenine analogue 2,6-diaminopurine (DAP) at position 14 with the prediction that it would deter preQ1 binding due to its ability to form an additional hydrogen bond to A29 in the effector-free state (Figure 4B). Indeed, A14(DAP) slowed $k_{off}$ by ~6-fold compared to wildtype (Table 2). In contrast, $k_{off}$ remained nearly unchanged—an ~1.2-fold effect—as reflected by the comparable wildtype and A14(DAP) half-lives of dissociation, which were 55 min and 46 min. Similarities in $k_{off}$ support the structure-based analysis that suggests both A14 and A14(DAP) share common Watson-Crick features in the context of L2 that allow each base to engage in nearly identical hydrogen-bonding patterns with the minor-groove edge of G11 in the preQ1-bound state (Figure 4B).

We then sought to alter the preQ1 binding kinetics when position 14 makes fewer hydrogen bonds to preQ1 recognition bases. The adenine analogue 2-aminopurine (2AP) was substituted at position 14 (A14(2AP)), where it is predicted to form two hydrogen bonds to A29 but no contacts to U6 in the preQ1-free state (Figure 4C). This substitution resulted in a faster $k_{on}$ than A14(DAP) by 2.2-fold but a slower $k_{on}$ than wildtype by 2.5-fold (Table 2). The results suggest that multiple hydrogen bonds between the nucleobase at posi-
tion 14 and A29 reduce the preQ₁ association rate, possibly by stabilization of position 14 in the binding pocket. Conversely, A14(2AP) was predicted to make only one hydrogen bond to G11 in the preQ₁-bound state—rather than two as observed for wildtype. This weaker interaction provides a plausible explanation for the faster $k_{\text{off}}$ of A14(2AP), which is ~5-fold faster than wildtype with a $t_{1/2}$ of 10.3 min (Table 2). Unexpectedly, substitution of purine for adenine at position 14 (A14(Pur)) showed trends similar to A14(2AP) in terms of slowing preQ₁ association (Table 2). A14(Pur) is predicted to make only one hydrogen bond to A29, although an additional favorable interaction could occur in the pocket to slow effector binding. A14(Pur) is also predicted to form a single hydrogen bond to G11 in the preQ₁-bound state (Figure 4D). Like 2AP, A14(Pur) elicits a 3.2-fold faster preQ₁ dissociation rate compared to wildtype with a $t_{1/2}$ of 17.2 min (Table 2). Overall these experiments support the supposition that A14 enters the preQ₁-binding pocket but must exit for efficient preQ₁ association. Moreover, the pattern of hydrogen bonds made by A14 to G11 in the preQ₁-bound state suggests that A14 can stack inside the aptamer core (Figure 3F) and influences effector dissociation.

**PreQ₁ binding influences the stacking of nucleotides in the L2 loop and S2 helix**

We next tested the hypothesis that bases within loop L2 and adjacent to helix S2 change their base stacking in response to preQ₁. We replaced individual adenines at positions 10, 13, 14 and 32 with the fluorescent isomer of adenine, 2AP, and monitored changes in emission as a function of preQ₁ concentration (Figure 5). The fluorescence of 2AP depends on its environment such that solvation leads to greater fluorescence emission, whereas quenching occurs in less hydrated, base-stacked environments (78). We first analyzed A14(2AP) because it provided an independent means to validate SPR data (above) while providing a benchmark for other 2AP variants.

The results revealed that A14(2AP) loses fluorescence emission with added preQ₁ (Figure 5C), suggesting that position 14 is less stacked and more solvated in the effector-free state. The preQ₁-dependent change in position 14 solvent accessibility and stacking agrees to some extent with the observed environmental differences in our structures (Figure 5A and B). Although A14 exhibits a lower solvent accessible surface area in the effector-free state (41 Å²) compared to the effector-bound states prepared under low-salt and high-salt conditions (195 and 123 Å²), the diminution in A14(2AP) fluorescence suggests that the nucleobase makes dynamic excursions into and out of the binding pocket in the absence of preQ₁. A similar change in A14(2AP) fluorescence emission was observed independently using stopped-flow methods (79). To ascertain that the A14(2AP) modification does not impair Tetrariboswitch folding, we calculated an apparent $K_D$ from the A14(2AP) fluorescence emission curve, which yielded a value of 34.2 ± 1.6 nM (Figure 5C). This value falls within 1.8-fold of the $K_D$ of 19.3 ± 0.8 nM measured independently for A14(2AP) by ITC (Supplementary Table S2), and within 1.4-fold of the $K_D$ of 24.5 ± 4.6 nM measured by SPR (Table 2). Experiments for A13(2AP) revealed comparable fluorescence decreases with increasing preQ₁ (Figure 5D). The apparent $K_D$ of 25.7 ± 2.4 nM from the emission spectrum agreed well with the value of 21.6 ± 1.1 nM attained by ITC (Supplementary Table S2). These observations support an A13 conformation wherein adenine stacks between A14 and A32 when preQ₁ binds, as observed in the high-salt co-crystal structure (Figure 5B).

We next probed changes in the nucleobase environment within the aSDS and SDS of pseudoknot stem S2. Although our crystal structures suggest that these positions form identical hydrogen bonds in the effector-free and bound states, we hypothesized that these nucleobases are flexible in solution in the absence of preQ₁. Individual 2AP substitutions at positions 10 and 32 of the aSDS and SDS each yielded fluorescence emission decreases with added preQ₁ (Figure 5E and F). The results imply effector-dependent
conformational changes to the nucleobase environments such that they experience increased solvent shielding and greater base stacking with added effector. The apparent $K_D$ values from fitting the A10(2AP) and A32(2AP) fluorescence decay curves (i.e. 13.9 ± 0.7 and 12.3 ± 1.4 nM) were in good agreement with those from ITC (i.e. 12.6 ± 2.0 and 10.5 ± 2.4 nM) (Supplementary Table S2).

The site-specific fluorescence-emission analysis here supports preQ1-mediated conformational changes in bases 13 and 14 of the L2 loop. These observations are mostly consistent with base stacking observed in the $T_{te}$ riboswitch crystal structure (Figure 5B and Supplementary Figure S8). Namely, the high-salt preQ1-bound state features nucleobase stacking that starts with the C15-preQ1 pair, and proceeds through A14 and A13 (Figure 5B). In contrast, the effector-free structure, and prior biophysical analysis, implied that helix S2 retains its fold in the absence of preQ1—perhaps undertaking only modest induced-fit adjustments upon sensing the effector (22,31,38). By comparison, the solution experiments here demonstrated that loop L2 bases, as well as A10 and A32 of the aSDS and SDS, are dynamic with measurable unstacking in the absence of preQ1 (Figure 5E and F). This observation is corroborated in part by an independent NMR analysis of the G11–C30 pair in the binding pocket ceiling that revealed at least two S2 conformations in the absence of preQ1 (79).

**PreQ1 reduces global riboswitch flexibility and increases base pairing in helix S2**

The possibility that A10, A13, A14 and A32 spend more time exposed to solvent due to greater overall dynamics of the fold in the preQ1-free state prompted us to conduct a global analysis of preQ1-dependent flexibility changes. We first used SHAPE-seq to reveal how effector recognition alters 2’-hydroxyl acylation, where increased reactivity was interpreted as an indicator of greater nucleotide flexibility (80,81). SHAPE-seq analysis of the effector-free $T_{te}$ riboswitch revealed several flexible regions: A13 and C15 of loop L2; U21, U22 and A23 at the S1-L3 transition; and C9 and A10 of the aSDS as well as A32 and G33 of the SDS (Supplementary Figure S4A). The reactivities (ρ-values) (56) at these positions were markedly higher than those of stems comprising canonical Watson–Crick base pairs (e.g. S1 of the $T_{te}$ riboswitch or hairpins S0 and S3 of the SHAPE cassette that flanks the riboswitch) (Supplementary Figure S4A). Mapping the acylation reactivity of the preQ1-free riboswitch onto the preQ1-free crystal structure revealed numerous flexible nucleotides outside stem S1, most notably in loop L2 segments adjacent to the binding pocket and helix S2 harboring the SDS (Figure 6A).

Mapping the SHAPE reactivity of the preQ1-bound sample onto the preQ1-bound crystal structure showed that most nucleotides have appreciably lower reactivities than the effector-free state (Figure 6A, B and Supplementary Figure S4A, B). Regions of reduced reactivity included: the L1 loop harboring ligand-recognition base U6; the SDS–aSDS pairs within stem S2; and the A-rich tail of loop L3. The sharp turn joining S1 and L3 remained reactive—as observed for the effector-free state — suggesting the nucleotides are predisposed to acylation (Supplementary Figure S6C). The most reactive position was A13 in loop L2, which produced a higher acylation level than the preQ1-free state (Supplementary Figure S4A, B). The effector-free model reveals that the 2’-OH of A13 hydrogen bonds to a non-bridging phosphate oxygen of C15 (Supplementary Figure S9A), potentially reducing acylation. This interaction does not occur in the effector-bound structures because C15 enters the pocket to recognize preQ1, presumably leaving the A13 2’-OH exposed. Specifically, in the preQ1-bound, high-salt conformation the A13 2’-OH hydrogen bonds to O4′ of A14 (Supplementary Figure S9B), whereas the preQ1-bound, low-salt structure reveals no contacts to the 2’-OH of A13, supporting the high-degree of acylation (Supplementary Figure S9C).

To pinpoint changes in $T_{te}$ riboswitch flexibility resulting from preQ1 binding, we performed a differential reactivity ($Δρ$) analysis. Here values corresponding to $ρ_{\text{bound}} - ρ_{\text{free}}$ were mapped onto the high-salt preQ1-bound structure and plotted as a function of nucleotide position (Figure 6C and D). In accord with the role of the $T_{te}$ riboswitch in translational regulation (22,35,38), nucleotides within aSDS-SDS pairs (i.e. C9–G33 and A10–A32) became less flexible with added preQ1. A14 and C15 also decreased subtly in flexibility, consistent with participation of L2 nucleobase in stacking and effector recognition (Figures 1D and 3B, C, E, F). In general, the A-rich tail from A23 to A28 showed decreased flexibility as well, consistent with its stabilizing minor-groove interactions with S1 (35,76,77) and preQ1 readout by position A29 (Supplementary Figure S6).

We next conducted a DMS-seq analysis to investigate the dependence of riboswitch base pairing on preQ1 binding. In particular, reduced DMS methylation of adenine N1 and cytosine N3 was seen as an indicator of Watson–Crick pairing (56). Our results revealed susceptibility to methylation in the absence of effector in the following regions: C9 and A10 of the aSDS; A13 of loop L2; the A-rich tail of loop L3; and the SDS base A32 (Figure 6E and Supplementary Figure S4C). In the presence of preQ1, most bases showed markedly reduced methylation. However, A10 of the helix S2 (i.e. the aSDS) and A13 of loop L2 (Figure 6F and Supplementary Figure S4D) remained reactive, consistent with the absence of Watson–Crick pairing by these bases in both effector-free and bound-state crystal structures (Supplementary Figures S7A, S8C, D and S9). As expected, helical regions with Watson-Crick pairing, such as S1, were well protected from DMS methylation, regardless of added preQ1.

To identify changes in base-pairing that resulted from preQ1 binding, we performed a differential DMS-reactivity ($Δρ$) analysis (Figure 6G,H). The results reveal that C9, as well as C30, A31 and A32 became less susceptible to methylation with added preQ1, consistent with greater helical character in S2—in support of a gene-off conformation that buries the SDS. In general, the loop L3 nucleobases became less susceptible to methylation as well. This observation suggests that the A-amino kissing interactions in the minor groove of S1 play an integral role in conformational stability of the riboswitch, wherein the Watson–Crick faces of the L3 loop bases are sequestered upon preQ1 binding (Supplementary Figure S6); several L3 adenines that show direct hydrogen bonding between N1 and the S1 mi-
Figure 6. Structural mapping of preQ1-dependent 2'-hydroxyl group acylation and base methylation for the *T. thermophilus* riboswitch. (A) SHAPE-seq reactivity (ρ) values mapped onto the preQ1-free crystal structure (Figure 2A). (B) SHAPE-seq reactivity (ρ) values mapped onto the preQ1-bound structure (Figure 2B). Here and elsewhere, preQ1 is shown as a green ball-and-stick model but no reactivity values were measured. (C) Differential SHAPE reactivities mapped onto the preQ1-bound high-salt structure (PDB entry: 3q50) (22). The differential reactivity key is: light blue means little or no flexibility change between preQ1-free and bound states; red equals the greatest increase in flexibility with added preQ1; dark blue equals the largest decrease in flexibility with added preQ1. (D) Plot of differential SHAPE reactivity (Δρ) versus sequence position. The *T. thermophilus* riboswitch sequence encompasses nucleotides 1–33. Nucleotides on the 5'- and 3'-ends were derived from a folding cassette (52). The Δρ values were mapped to the structure in panel C. Here and elsewhere canonical helical regions in the cassette and riboswitch (i.e. S0, S1 and S3) were used to calculate standard deviations of Δρ; these are drawn as orange, dashed lines to indicate signal-to-noise thresholds. The colors of the bars match the colors of the corresponding base in panel C. Bars corresponding to bases in the folding cassette (see Materials and Methods) are colored gray. (E) DMS-seq ρ values mapped onto the preQ1-free crystal structure (Figure 2A). (F) DMS-seq ρ values mapped onto the preQ1-bound low-salt structure (Figure 2B). (G) DMS Δρ mapped onto the preQ1-bound high-salt structure (PDB entry: 3q50) (22). The differential reactivity key is: green means little change in Watson-Crick face accessibility between preQ1-free and bound states; red equals the greatest increase in accessibility with added preQ1; dark blue equals the largest decrease in accessibility with added preQ1. (H) Plot of DMS Δρ versus sequence position. The Δρ values were mapped to the structure in panel G. N.d. means not determined. Individual reactivity values are provided in Supplementary Figure S4.
nor groove (i.e. A23, A26, A27 and A28) exhibited reduced methylation (Figure 6G and H). Similarly, A13 of loop L2 also showed decreased methylation, consistent with hydrogen bonding of its N1 imine to the 2'-OH of A31, while contributing to the continuous loop-L2-nucleobase stack that buttresses A32 and G33 of the SDS (Supplementary Figure S9B).

Computational modeling reveals a simple pathway for a free-to-bound-state transition

We next considered how the preQ₁-free state—wherein A14 overlaps the preQ₁ binding site—could interconvert to the effector bound-state. Although unbiased MD has captured microsecond timescales of preQ₁ riboswitch conformational changes (37,82), it is insufficient to observe largescale motions, such as pathways connecting ligand-free and bound states (37). Accordingly, our ability to resolve the first intact structures of the effector-free and preQ₁-bound states prompted us to use NEB (59)—a method that delineates low-energy pathways joining two molecular conformations. The fixed endpoints for each NEB pathway were assigned to be the preQ₁-free coordinates of this investigation (Figure 2A) and the high-salt, preQ₁-bound coordinates (Figure 1C) (22) with the effector removed. Since NEB is not deterministic, we generated four independent pathways in the absence of restraints on the pathways (Figure 7A–C and Supplementary Movies S1–S4). The potential energy of the atoms subject to NEB spring forces by image (Supplementary Figure S10A) suggests that the independent pathways pass over potential energy barriers at different rates. Therefore, a principal component analysis (PCA) of all unrestrained NEB trajectories grouped together was used to identify common features of progress coordinates that allow the effector-free riboswitch to adopt a conformation that accommodates preQ₁ in the binding pocket (Figure 7D–F and Supplementary Figure S10). The first two principal components (PCs) explain 61% and 23% of the variance across pooled images, indicating that these two PCs are sufficient to visualize the NEB trajectories in a reduced 2-dimensional projection (Supplementary Figure S10B). We interpret PC1 as a progress coordinate that describes the atomistic motions that must occur for the effector-free riboswitch to adopt a conformation that can accommodate preQ₁ in the binding pocket observed in the bound-state crystal structure. PC2 describes an orthogonal set of atomistic motions that perturbs the endpoint structures in a way that permits the productive motions associated with PC1 to be favorable.

We next sought to identify which atomistic motions were associated with these two PCs. Projecting PC1 onto the structure of the preQ₁-free endpoint revealed that this coordinate involves motion of A14 out of the preQ₁-binding pocket, reorganization of residues in loop L2, and contraction of the riboswitch along the helical axis from S1 to S2 (Figure 7G). A similar projection of PC2 onto the same structure revealed that this coordinate involves motion of residues in S2—including nucleotides within the SDS and aSDS—in a direction orthogonal to the helical axis (Figure 7H). By visualizing low-energy minima along a representative pathway (Figure 7A, Supplementary Movie S1 and Supplementary Figure S11A-C) and plots of these atomistic motions as a function of the progress coordinate PC1 (Figure 7D–F and Supplementary Figure S11D–G), a coherent description of the sequence of events along this pathway emerges.

In contrast to the effector-free crystal structure, in which helix S2 is paired, all four NEB trajectories revealed early breaking of the two aSDS-SDS base pairs C9–G33, A10•A32, and G8•A31 during the preQ₁-free to preQ₁-bound transition (Figure 7B, D and Supplementary Figure S11D, E). These base pairs, present in both endpoint structures, remained broken until late in the pathway. Following disruption of these pairs from the effector-free state, A14 leaves the preQ₁ binding pocket and stacks between L2 bases A13 and C15 (Figure 7B,E and Supplementary Figure S11B, F). Next, an interaction between A13 of loop L2 and A32 of the SDS completes long-range nucleobase stacking observed in the preQ₁-removed endpoint (Figure 7C and Figure 7A–C without restraints. The complete trajectory is provided as Supplementary Movie S1. Images shown are: (A) image 1, corresponding to the preQ₁-free endpoint, (B) image 9, corresponding to a low-energy intermediate, and (C) image 24, corresponding to the preQ₁-bound endpoint. RNA residues are colored as described in Figure 1. Dashed, gray lines represent distances between nucleobases that form either stacking interactions in loop L2 or base pairs in stem S2. (D–F) Nucleobase distances (between the centroids of nucleobase atoms C2, C4, and C6) are plotted as a function of a progress coordinate — the first principal component (PC) from the unrestrained NEB pathway — to facilitate comparison between trajectories. Vertical lines indicate the value of this progress coordinate for the images depicted in panels A–C: cyan for image 1 (A), yellow for image 9 (B), and purple for image 24 (C). Nucleobase distances plotted are (D) C9-G33, representing the breaking of the aSDS-SDS base pairs. (E) A13-A14, representing the formation of the L2 nucleobase stacking interactions, and (F) A13-A32, representing docking of the L2 stacking interactions into stem S2. (G–H) Visualization of the first (G) and second (H) PCs, describing 61% and 23% of the variance, as a projection onto the preQ₁-bound endpoint. Red lines represent the direction of the PC eigenvector for every atom. In (H), the magnitude of the red lines is scaled by the relative variances between the second and first PCs (0.38).
F). Finally, the disrupted base pairs C9–G33, A10•A32 and G8•A31 return to their paired positions (Figure 7D and Supplementary Figure S11D, E). Although the four NEB pathways disagree about the extent to which the residues in helix S2 deviate from the base-paired conformations observed in the endpoint structures and about the details of nucleotide motions in some steps, the broader sequence of events is common to all trajectories.

We next generated plausible NEB pathways in which helix S2 base pairs cannot open (Supplementary Movies S5–S8 and Supplementary Figure S12), as seen in the effector-free crystal structure (Figure 2A). Restraints were applied to enforce interbase hydrogen bonds and coplanarity of aSDS–aSDS base pairs C9–G33 and A10•A32. Projecting these restrained NEB trajectories onto the first two PCs from the unrestrained NEB simulations revealed that the restrained trajectories adopt the same parabola shape as the unrestrained trajectories (Supplementary Figure S10C and D); however, the motion of the restrained trajectories along PC2 was restricted compared to the unrestrained trajectories (Supplementary Figure S10B and D). Accordingly, the restrained base pairs as well as the G8•A31 pair in S2 do not exhibit the SDS–aSDS fraying seen in the unrestrained pathway (Supplementary Figure S12B, D, H, J, K). Continuous base stacking involving C15, A14, A13, A32 and G33 proceeds in a manner similar to the unrestrained trajectories. However, greater variability exists between the restrained pathways in terms of the sequence of interactions formed (Supplementary Figure S12E, F, L, M).

Importantly, the restrained NEB trajectories show inconsistencies with our experimental observations. SHAPE-seq analysis demonstrated decreased flexibility at C9 and A10 of the aSDS as well as A32 and G33 of the SDS in the presence of preQ1 (Figure 6C and D). DMS-seq revealed reduced methylation at C9, A31 and A32 when preQ1 is bound (Figure 6G and H). A10 and A32 also changed from less stacked to more stacked environments with added preQ1 (Figure 5E and F). As such, the unrestrained NEB trajectories showed better agreement with experimental observations. PreQ1 addition also reduced S2 flexibility and increased base-pairing according to SHAPE-seq and DMS-seq (Figure 6). On the other hand, DMS-seq and 2AP fluorescence analysis at positions 13 and 14 support both the unrestrained and restrained NEB pathways wherein these bases unstacked early in the trajectory but coalesce as part of a continuous L2 loop nucleobase stack as they move toward the preQ1-bound state. Hence, although it is feasible to undertake interconversion pathways in which helix S2 remains base paired, these pathways are not as well aligned with solution experiments as the unrestrained pathways. Notably, neither restrained nor unrestrained NEB pathways indicated formation of the G11pU12 platform that was previously posited to unpair A32 and G33 from the aSDS strand (37).

**DISCUSSION**

The principles of molecular recognition used by riboswitches to bind their cognate effectors are well understood (9). However, a knowledge gap exists in our understanding of how ligand binding leads to conformational changes that reprogram associated expression platforms that control gene expression (2). To address this challenge, we undertook local and global analyses of preQ1-dependent changes in nucleotide stacking, flexibility and base pairing. Although previous biophysical and computational studies suggested that the *T. thermophilus* preQ1 riboswitch is mostly pre-folded without its effector (22,31,37), our results provide greater atomistic understanding of how the riboswitch reorganizes a partially unfolded state to bind preQ1 and convey this occupancy status to the distal expression platform. Accordingly, helix S1 at the base of the pseudoknot maintains canonical base pairing—as demonstrated by its low flexibility and lack of methylation in the presence or absence of preQ1 (Figure 6 and Supplementary Figure S4). In contrast, SDS-aSDS pairing in helix S2 and loop L3 showed significant decreases in flexibility and methylation upon preQ1 binding. To attain a coherent picture of the associated effector-dependent conformational changes, we leveraged the new, effector-free crystal structure of the *T. thermophilus* preQ1 riboswitch and a prior preQ1-bound structure as endpoints for NEB calculations (Supplementary Movies S1–S4). An obvious feature that emerged early in NEB pathways was a constellation of stacked bases in loop L2 comprising A13, A14 and C15 (Figure 7B, E, Supplementary Figure S11B, F and Supplementary Movies S1–S4). In general, the results of the unrestrained NEB pathways showed agreement between independent trajectories, and between computational trajectories and solution experiments, providing confidence that the proposed pathways are reasonable approximations of riboswitch motion — albeit in the absence of induced-fit adjustments due to the ligand. Importantly, single-molecule experiments performed on the *T. thermophilus* preQ1 riboswitch demonstrated that transitions between open and closed SDS conformations occur multiple times in the presence or absence of preQ1 binding (38).

Despite the success of NEB, two caveats potentially limit the interpretation of our computationally predicted interconversion pathways. First, NEB identifies pathways connecting two states that pass through intermediate conformations with low potential energy. Yet, NEB is blind to the free energy of these intermediate conformations. Although the unrestrained and restrained NEB trajectories exhibit similar potential energy barriers (Supplementary Figure S10A and C), additional simulations would be needed to understand the barriers in free energy in order to discriminate between the feasibility of the respective pathways without reference to solution experiments. Second, NEB requires chemically identical endpoints. To meet this requirement, preQ1 was removed from the endpoint derived from the preQ1-bound structure. The absence of the ligand likely causes our simulations to underestimate the favorability of conformations in which direct interaction with preQ1 is expected.

The collective NEB and solution experiments imply that the riboswitch adopts a third conformation—distinct from the effector-free and preQ1-bound crystal structures reported here—wherein SDS–aSDS base pairs in helix S2 are broken. In the absence of the effector, the riboswitch likely samples an equilibrium between two conformations in which the SDS is either accessible or sequestered in base pairs with the aSDS, the latter of which is captured in the
effector-free crystal structure. PreQ₁ binding then shifts this equilibrium toward a conformation containing SDS-aSDS base pairs, captured in the preQ₁-bound crystal structure. This binding model is consistent with the decrease in 2AP fluorescence (Figure 5) and changes in SHAPE reactivity (Figure 6C and D) observed upon titration of preQ₁ and the exploration of conformations in which the SDS is accessible in the unrestrained NEB pathways (Figure 7B and D). Altogether, these findings allow us to propose that loop L2 acts as a molecular communication conduit that connects preQ₁ sensing by C15 with SDS-aSDS base pairing in helix S2, located >10 Å from the binding pocket. Based on strong experimental evidence, the S2 helix is most likely unpaired in the absence of effector, as indicated in the early stages of unrestrained NEB pathways.

Importantly, the local L2 loop nucleobase stack observed in the preQ₁-bound conformation forms part of a global nucleobase ‘stacking spine’ that spans the length of the riboswitch structure (Figure 8A, inset). This network is expected to impart global fold stability, as underscored by a recent study demonstrating preQ₁-dependent stabilization of helix S2 in the presence of helicase (83). A key feature of the sensing network is the position of specificity base C15 inside the L2 loop where it base pairs with preQ₁, thereby completing a coaxial stack between helices S1 and S2 (Figure 8A). Same-strand stacking provides a structural buttress for the SDS, which sits directly atop loop L2. In contrast, L2 unstacks in the absence of effector (Supplementary Figure S1A,B), breaking the nucleobase stacking-spine network and exposing the SDS for translation initiation. In short, the stacking spine serves as molecular network that links effector binding to the distal SDS while imparting global stability to the riboswitch fold.

A search for analogous nucleobase spines led to the Vvu add riboswitch structure, which also exhibits a same-strand-stacking network that spans the length of the structure (Figure 8B, inset). This network depends upon adenine recognition to complete co-axial helical stacking of the three-way helical junction—the archetypal fold of purine riboswitches (84). Serial crystallography and spectroscopic analysis revealed that the effector-free conformation of the multi-helix junction differs substantially from the effector-bound state (3). Upon binding, adenine stabilizes switch-helix P1 via cross-strand and same-strand stacking (Figure 8B). Linker J1-2 forms a network of nucleobase interactions akin to loop L2 of the Tte preQ₁-I riboswitch (Figure 8A, B). This network is interrupted in the absence of adenine as revealed by the effector-free conformation (Supplementary Figure S13C, D). Unlike the Tte preQ₁ riboswitch, which integrates the SDS into its pseudoknot fold, adenine binding by the Vvu riboswitch affects the underlying P1 switch helix, which stabilizes the distal SDS.

A well-characterized nucleobase-stacking spine has been described previously for the TLS-linker-UPD ncRNA of TYMV (85). The UPD folds as a pseudoknot that acts as a structure-based sensor of ribosomes. The folded UPD enhances translation via a long-range interaction network that stabilizes the upstream TLS domain (1). A short linker comprising unpaired nucleotides acts as an interdomain communication conduit (Figure 8C). The intact UPD favors formation of a stacked spine that runs from the UPD, through the linker, and into the TLS variable domain and D-loop...
Analogs spines span the lengths of the Tte preQ1-I and Vvu add riboswitches, as noted (Figure 8A and B, insets).

Each riboswitch aptamer is functionally analogous to the UPD of TYMV, which senses the ribosome rather than a small-molecule effector. Accordingly, the interdomain linker joining the TLS and UPD is analogous to L2 of the Tte preQ1-I riboswitch and J1–2 of the Vvu add riboswitch, which change conformation in response to effector binding (Supplementary Figure S13). In each case, the folding status of a key linker or loop impacts the stability of a distal element that controls function—i.e., the SDS of the Tte preQ1-I riboswitch, the P1 switch helix of the Vvu add riboswitch, or the TLS of the TYMV 3' UTR. Although stacking spines are not universally conserved communication conduits in ncRNAs, additional investigations are needed to identify and understand the role of such networks in gene-regulation.

Even though we established that the Tte preQ1-I riboswitch undergoes specific effector-dependent structural changes, the overall fold is still considered largely pre-folded relative to other family members. Indeed, the B. subtilis and Fusobacterium nucleatum (Fnu) preQ1-I riboswitches were significantly unfolded without preQ1 (22,31,37,86). The stability of the Tte preQ1-I riboswitch is achieved to some degree by overlap of nucleobase A14 with the preQ1 binding site, giving rise to a closed state (Supplementary Figure S14A). Our SPR experiments revealed that base variations at position 14 influenced preQ1 association and dissociation rates (Figure 4), supporting the hypothesis that A14 makes excursions into and out of the binding pocket. NEB trajectories further revealed that A14 exits the pocket via simple pathways, giving rise to open conformations that can accommodate preQ1. Prior single-molecule analysis indicated that the SDS of the Tte preQ1-I riboswitch continuously toggles between accessible and inaccessible states in the absence or presence of preQ1 (38). Accordingly, the ability of the riboswitch pocket to toggle between open and closed conformations provides a plausible mechanism to prevent structural collapse in the absence of effector. Similar 'placeholder' nucleobases that overlap effector-binding pockets have been observed for A46 of the Tte SAM-I riboswitch and U48 of the Vvu adenine riboswitch (3,4) (Supplementary Figure S14B,C). Like the Tte preQ1-I riboswitch, these riboswitches significantly alter their backbone trajectories to achieve binding-pocket closure.

CONCLUSION

preQ1-I riboswitch is a metabolite-sensing gene regulator that controls translation. Our experimental results support a gene-regulatory pathway in which loop L2 and stem S2 of the pseudoknot exhibit reduced base pairing and less same-strand stacking in the absence of preQ1. Complementary NEB calculations provide new atomistic details about the conformations sampled during interconversion of the effector-free and preQ1-bound states. The collective results pinpoint the location and types of chemical interactions that likely change during the proposed induced-fit recognition of preQ1 (31). Effector recognition by specificity base C15 reorganizes loop L2, leading to a bridge of continuously stacked bases that buttress the SDS. The importance of L2 is further underscored by synthetic ligands that target preQ1-I riboswitches in a manner that forces L2 bases into an unstacked effector-free-like conformation (36). Such compounds are not as effective in functional assays compared to preQ1, most likely because they interrupt the long-range stacking spine that links effector binding to the expression platform. Similar uncoupling was reported for specific mutants of the Lactobacillus rhamnosus preQ1-II riboswitch, which bound tightly to preQ1 but exhibited poor gene regulation in live cells (2). The broader utility of stacking spines for interdomain communication is exemplified by their presence in the Vvu add riboswitch and the TLS-linker-UPD ribosome sensor within the TYMV 3' UTR. Nonetheless, such stacking spines are not universally conserved in riboswitches. The class III preQ1 riboswitch positions its expression platform within a pseudoknot oriented orthogonally to its aptamer, precluding a continuous stacking-spine interaction (87). The thiamine pyrophosphate riboswitch uses two parallel helical domains that sandwich the effector within the molecular interface (88,89). Accordingly, riboswitches likely use many different conduits to link effector binding with biological function. This remains an insufficiently studied but fundamentally important aspect of the switching mechanism.
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