AIRY IDEALS, TRANSVECTIONS AND $\mathcal{W}(\mathfrak{sp}_{2N})$-ALGEBRAS
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Abstract. In the first part of the paper we propose a different viewpoint on the theory of higher Airy structures (or Airy ideals) which may shed light on its origin. We define Airy ideals in the $h$-adic completion of the Rees Weyl algebra, and show that Airy ideals are defined exactly such that they are always related to the canonical left ideal generated by derivatives by automorphisms of the Rees Weyl algebra of a simple type, which we call transvections. The standard existence and uniqueness result in the theory of Airy structures then follows immediately.

In the second part of the paper we construct Airy ideals generated by the non-negative modes of the strong generators of the principal $\mathcal{W}$-algebra of $\mathfrak{sp}_{2N}$ at level $-N - 1/2$, following the approach developed in [7]. This provides an example of an Airy ideal in the Heisenberg algebra that requires realizing the zero modes as derivatives instead of variables, which leads to an interesting interpretation for the resulting partition function.
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1. Introduction

Airy structures were introduced in [25] (see also [1]) as an algebraic reformulation of the topological recursion of Chekhov-Eynard-Orantin [15, 20, 21]. They were then generalized to higher Airy structures in [7], paralleling the construction of the higher topological recursion from [11, 12, 13]. The key result in the theory of Airy structures is the existence and uniqueness of a partition function annihilated by the differential operators that form the Airy structure. This partition function often plays the role of a generating series for interesting enumerative invariants, such as Hurwitz numbers or Gromov-Witten invariants, and the existence of an Airy structure implies that the generating series is uniquely fixed by a set of differential constraints, such as Virasoro or $\mathcal{W}$-constraints.

1.1. A different viewpoint on Airy structures

In this paper we first propose a different point of view on the definition of higher Airy structures. To be precise, according to the literature on the subject we consider in this paper “quantum higher crosscapped Airy structures”. For simplicity, from now on we will call such objects simply Airy structures, or more precisely Airy ideals, as they really are left ideals.

Airy ideals are usually understood in terms of a collection of $\hbar$-dependent differential operators in the Weyl algebra – which may be in terms of a finite or countably infinite number of variables – that satisfy a certain number of properties. While the proof of these properties, such as existence and uniqueness of the partition function, is fairly straightforward, the definition of Airy ideals may seem to come out of nowhere. Our aim in the first part of this paper is to shed light on where the definition of Airy ideals comes from. As we will see, it is intimately connected to the existence of certain automorphisms of the Rees Weyl algebra which we call transvections.

The starting point of the story is the standard Rees construction, which turns filtered algebras and modules into graded algebras and modules by introducing a parameter $\hbar$. We apply this construction to the Weyl algebra (in a finite or countably infinite number of variables) and its polynomial left module. We further construct the $\hbar$-adic completions of the Rees Weyl algebras and modules. This provides a clean and natural interpretation of the introduction of an $\hbar$ parameter, which plays a crucial role in the theory of Airy ideals. It avoids the need to deal with formal power series in the variables; however, it is absolutely key that we consider the $\hbar$-adic completion of the algebra and its modules (i.e., that we consider formal power series in $\hbar$).

Airy ideals will live in the completed Rees Weyl algebra (they are $\hbar$-dependent differential operators). But before we define Airy ideals, we consider a simple left ideal, which plays a fundamental role: the canonical left ideal $\mathcal{I}_{\text{can}}$ in the completed Rees Weyl algebra generated by the derivatives $\hbar \partial_a$. It is clear that the quotient of the completed Rees Weyl algebra by this left ideal is isomorphic, as a left module, to the completed Rees polynomial module, since each equivalence class clearly contains a polynomial representative. As we will see, the canonical left ideal $\mathcal{I}_{\text{can}}$ plays a key role, because Airy ideals will be defined exactly such that they are always the image of the canonical left ideal under a certain type of automorphisms of the completed Rees Weyl algebra.

To understand this statement, we introduce a class of automorphisms of the completed Rees Weyl algebra that we call “transvections”. Those automorphism transform the derivatives $\hbar \partial_a$, but keep the variables $\hbar x_a$ and $\hbar$ invariant. A transvection maps the canonical left ideal $\mathcal{I}_{\text{can}}$ into a left ideal $\mathcal{I}$ generated by a complete set of commuting first-order differential operators $\tilde{H}_a$. Since it is an automorphism, it follows that the quotient of the completed Rees Weyl algebra by $\mathcal{I}$ is canonically isomorphic as a left module to the completed Rees polynomial module twisted by the automorphism $\phi$. We can reformulate this in terms of the standard (untwisted) action of differential operators using what we call “modules of exponential type”. As a result, we find a unique exponential solution to the differential equations $\mathcal{I} \cdot Z = 0$ after imposing a suitable initial condition.
All this structure provides the foundations to understand the definition of Airy ideals. Airy ideals (usually called Airy structures in the literature) are left ideals in the completed Rees Weyl algebra generated by some operators $H_a$ (not necessarily first-order) satisfying a set of conditions. We show that given an Airy ideal $\mathcal{I}$, there always exists a stable transvection $\phi$ such that $\mathcal{I}$ is isomorphic to $\phi(\mathcal{I}_{\text{can}})$. This is rather striking; it is the key result in the theory of Airy ideals. One could say that the definition of Airy ideals is precisely such that this result holds. It implies that the quotient of the completed Rees Weyl algebra by an Airy ideal $\mathcal{I}$ is canonically isomorphic as a left module to the completed Rees polynomial module twisted by $\phi$. In terms of the standard (untwisted) action of differential operators, the quotient is isomorphic to a module of exponential type, which in turn implies the existence of a unique exponential solution $Z$ to the equations $\mathcal{I} \cdot Z = 0$ after imposing a suitable initial condition. This is the fundamental existence and uniqueness theorem first proved by Kontsevich and Soibelman in [25]. It appears here as a byproduct of the fact that Airy ideals are always related to the canonical left ideal $\mathcal{I}_{\text{can}}$ generated by derivatives by a transvection. Neat!

With this viewpoint on Airy ideals, we further explore the connection with the Heisenberg algebra and the free boson VOA, which is where many examples of Airy ideals are found. Indeed, the Heisenberg algebra is intimately connected to the Weyl algebra – it is almost the same, but one needs to be careful with the existence of zero modes in the Heisenberg algebra, which have no counterparts \textit{a priori} in the Weyl algebra. We investigate this carefully, and show that we can construct Airy ideals in the Heisenberg algebra in two different ways: by either considering the zero modes to act as variables or as derivatives. So far in the literature all examples of Airy ideals constructed within the Heisenberg algebra (such as Airy ideals for $\mathcal{W}$-algebras in [7, 8, 10, 14, 27]) have used the first scenario, where the zero modes are understood as variables (or often set to zero). The example that we investigate in this paper uses the second scenario, where the zero modes act as derivatives. This leads to an interesting new interpretation for the partition function, as it does not live in the Fock module of the Heisenberg algebra anymore – it involves conjugate modes to the zero modes of the Heisenberg algebra and thus is an element of an infinite length indecomposable module of the Heisenberg algebra.

1.2. \textbf{Airy ideals for $\mathcal{W}(\mathfrak{sp}_{2N})$}

In the rest of the paper we propose a new class of Airy ideals constructed as modules of $\mathcal{W}$-algebras, in the spirit of [7]. We study the principal $\mathcal{W}(\mathfrak{sp}_{2N})$-algebra at level $-N - 1/2$. It is naturally realized within the symplectic fermion algebra of rank $N$. Using the boson-fermion correspondence, we show that it can also be obtained within the rank $N$ free boson VOA.

We then construct a twisted module for the rank $N$ free boson VOA, which restricts to a (untwisted) module for the $\mathcal{W}(\mathfrak{sp}_{2N})$-algebra. Our goal is to show that the non-negative modes of the strong generators of $\mathcal{W}(\mathfrak{sp}_{2N})$ in this module generate an Airy ideal. This is not directly the case, but we show that we can introduce an automorphism (known as “dilaton shift”) on the algebra of bosonic modes such that the image of the non-negative modes of the strong generators of $\mathcal{W}(\mathfrak{sp}_{2N})$ under this automorphism generate an Airy ideal.

The upshot is that all results in the theory of Airy ideals then apply to $\mathcal{W}(\mathfrak{sp}_{2N})$. We get that the quotient of the completed Rees algebra of bosonic modes by the Airy ideal is canonically isomorphic to the $\hbar$-adically completed Fock module for the rank $N$ free boson VOA, but twisted by a transvection. Similarly, this quotient is also isomorphic to a module of exponential type generated by a particular state (the partition function associated to the Airy ideal), which we can construct recursively order by order in $\hbar$. What is interesting is that this state does not live in the Fock module for the free boson VOA, since it involves the modes conjugate to the zero modes. It lives inside a huge extension, see section 2.8.1. This is a key consequence of the crucial fact that we need to interpret zero modes as derivatives in this particular case.
Finally, by construction the state (the partition function) is annihilated by the non-negative modes of the strong generators of \( W(\mathfrak{sp}_{2N}) \). Therefore, the action of the negative modes generates a (\( \hbar \)-adically completed) Fock module for \( W(\mathfrak{sp}_{2N}) \). Its existence and uniqueness is guaranteed by the theory of Airy ideals – in fact we can construct it explicitly order by order in \( \hbar \).

1.3. Outline

In section 2 we develop our new point of view on Airy ideals. We review preliminaries on filtered algebras and modules in Section 2.1. We apply the Rees construction to the Weyl algebra in Section 2.2, and to its polynomial module in Section 2.3. We explore related twisted modules, and introduce modules of “exponential type” in Section 2.3. In Section 2.4 we study a special class of automorphisms for the Rees Weyl algebra, which we call transvections. They will play a key role in the following. We introduce the notion of Airy ideals in Section 2.5 (Definition 2.26). The key result, which states that Airy ideals are always related to the canonical left ideal generated by derivatives via a stable transvection, is proved in Theorem 2.28. Its main corollary, which is the existence and uniqueness of a partition function, is explored in Corollary 2.33. In Section 2.6 we explain how we can construct Airy ideals concretely (see Lemma 2.39).

We study two special cases of the construction in Section 2.7 – when the differential operators either do not depend on all variables, or do not involve all derivatives. These special cases are naturally realized when we connect the Weyl algebra to the Heisenberg algebra, via a choice of interpretation of the zero modes; this is explored in Section 2.8.

Sections 3 and 4 are devoted to the construction of Airy ideals for the \( W(\mathfrak{sp}_{2N}) \)-algebras. We review basic properties of \( W(\mathfrak{sp}_{2N}) \) in Section 3, and show how we can write down explicit formulae for the strong generators of \( W(\mathfrak{sp}_{2N}) \) in a twisted module for the rank \( N \) free boson VOA. In Section 4 we show that there exists an automorphism (a dilaton shift) of the algebra of modes such that the image of the non-negative modes of the strong generators of \( W(\mathfrak{sp}_{2N}) \) under this automorphism generate an Airy ideal – this is the key result of that section, which is Theorem 4.3 for \( N = 3 \), and Theorem 4.8 for general \( N \).
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2. AIRY IDEALS

In this section we propose a different point of view on the definition of Airy structures, as explained in the Introduction.

2.1. Preliminaries

2.1.1. Cyclic modules and twisted modules

We first review basic concepts in the theory of modules that will be needed later on. Let \( \mathcal{D} \) be an associative algebra over \( \mathbb{C} \) and \( \mathcal{M} \) a left \( \mathcal{D} \)-module. We write \( r \cdot m \in \mathcal{M} \) for the action of \( r \in \mathcal{D} \) on \( m \in \mathcal{M} \).

**Definition 2.1.** The annihilator of an element \( v \in \mathcal{M} \), which is denoted by \( \text{Ann}_\mathcal{D}(v) \), is defined as

\[
\text{Ann}_\mathcal{D}(v) = \{ P \in \mathcal{D} \mid P \cdot v = 0 \}. \tag{2.1}
\]

\(^1\)We could work over any field \( K \) of characteristic zero instead of \( \mathbb{C} \).
It is naturally a left ideal in $\mathcal{D}$.

**Definition 2.2.** A left $\mathcal{D}$-module $\mathcal{M}$ is cyclic if it is generated by a single element $v \in \mathcal{M}$.

It is easy to show that a cyclic left $\mathcal{D}$-module $\mathcal{M}$ generated by $v \in \mathcal{M}$ is canonically isomorphic to $\mathcal{D}/\text{Ann}_\mathcal{D}(v)$.

We will also need the notion of a twisted module with respect to an automorphism $\phi: \mathcal{D} \to \mathcal{D}$.

**Definition 2.3.** Let $\phi: \mathcal{D} \to \mathcal{D}$ be an automorphism, and $\mathcal{M}$ a left $\mathcal{D}$-module. The twisted module $\phi \mathcal{M}$ is given by the same vector space as $\mathcal{M}$, but with the new operation
\[
 r \cdot \phi m = \phi^{-1}(r) \cdot m.
\]

(2.2)

It is easy to show that, if $\mathcal{M}$ is a cyclic left $\mathcal{D}$-module generated by $v \in \mathcal{M}$, then the twisted module $\phi \mathcal{M}$ is also cyclic and generated by $v$. Furthermore, the annihilator of $v \in \phi \mathcal{M}$, which we denote by $\phi \text{Ann}_\mathcal{D}(v)$ to avoid confusion with the annihilator $\text{Ann}_\mathcal{D}(v)$ of $v$ in $\mathcal{M}$, is:
\[
 \phi \text{Ann}_\mathcal{D}(v) = \phi (\text{Ann}_\mathcal{D}(v)).
\]

(2.3)

It then follows that $\phi \mathcal{M}$ is canonically isomorphic to $\mathcal{D}/\phi (\text{Ann}_\mathcal{D}(v))$.

2.1.2. Filtrations, Rees algebras and Rees modules

We now review the Rees construction for filtered algebras and modules. We write $\mathbb{N}$ for the set of non-negative integers, and $\mathbb{N}^*$ for the set of positive integers.

**Definition 2.4.** An exhaustive ascending filtration on $\mathcal{D}$ is an increasing sequence of subspaces $F_i \mathcal{D} \subseteq \mathcal{D}$, for $i \in \mathbb{N}$:
\[
\{0\} \subseteq F_0 \mathcal{D} \subseteq F_1 \mathcal{D} \subseteq F_2 \mathcal{D} \subseteq \ldots \subseteq \mathcal{D},
\]

(2.4)

such that $\bigcup_{i \in \mathbb{N}} F_i \mathcal{D} = \mathcal{D}$ and $F_i \mathcal{D} \cdot F_j \mathcal{D} \subseteq F_{i+j} \mathcal{D}$ for all $i, j \in \mathbb{N}$. An algebra $\mathcal{D}$ with such a filtration is called a filtered algebra.

Filtered modules are defined in a similar way.

**Definition 2.5.** Let $\mathcal{M}$ be a left $\mathcal{D}$-module. An exhaustive ascending filtration on $\mathcal{M}$ is given by an increasing sequence of subspaces $F_i \mathcal{M} \subset \mathcal{M}$ for $i \in \mathbb{N}$:
\[
\{0\} \subseteq F_0 \mathcal{M} \subseteq F_1 \mathcal{M} \subseteq F_2 \mathcal{M} \subseteq \ldots \subseteq \mathcal{M},
\]

(2.5)

such that $\bigcup_{i \in \mathbb{N}} F_i \mathcal{M} = \mathcal{M}$ and $F_i \mathcal{D} \cdot F_j \mathcal{M} \subseteq F_{i+j} \mathcal{M}$ for all $i, j \in \mathbb{N}$. A left $\mathcal{D}$-module $\mathcal{M}$ with such a filtration is called a filtered module.

From a filtered algebra, we can construct a graded algebra in a natural way: this is the Rees construction. Note that this construction is different from the standard associated graded algebra $\text{Gr}(\mathcal{D}) = \bigoplus_{n=1}^{\infty} \mathcal{G}_n$ with $\mathcal{G}_n = F_n \mathcal{D}/F_{n-1} \mathcal{D}$.

**Definition 2.6.** Given a filtered algebra $\mathcal{D}$, we define the Rees algebra $\mathcal{D}^h$ as:
\[
\mathcal{D}^h = \bigoplus_{n \in \mathbb{N}} h^n F_n \mathcal{D}.
\]

(2.6)

It is a graded algebra, graded by $h$ (with $\deg(h) = 1$). When needed, we write $\mathcal{D}^h_n := h^n F_n \mathcal{D}$ for the subspace of homogeneous elements of degree $n$.

It will be very important for us to consider not only Rees algebras, but also their completions with respect to the $h$-adic topology.
Definition 2.7. We define the completed Rees algebra $\hat{D}^h$ as
\[
\hat{D}^h = \prod_{n \in \mathbb{N}} \hbar^n F_n D,
\] (2.7) which is the completion with respect to the $\hbar$-adic topology. Explicitly, an element $P \in \hat{D}^h$ can be written as a formal power series in $\hbar$:
\[
P = \sum_{n=0}^{\infty} \hbar^n P_n,
\] (2.8) for some $P_n \in F_n D$.

The same Rees construction can be applied to filtered modules.

Definition 2.8. Given a filtered $D$-module $M$, we define the Rees module $M^h$ as
\[
M^h = \bigoplus_{n \in \mathbb{N}} \hbar^n F_n M.
\] (2.9) It is a graded left $D^h$-module, and we write $M^h_n = \hbar^n F_n M$ for the subspace of homogeneous elements. We define the completed Rees module $\hat{M}^h$ as
\[
\hat{M}^h = \prod_{n \in \mathbb{N}} \hbar^n F_n M,
\] (2.10) which is the completion with respect to the $\hbar$-adic topology.

2.2. Rees Weyl algebra

We now apply the Rees construction to the Weyl algebra (in either a finite or countably infinite number of variables).

Let $A$ be an index subset, either finite or countably infinite. We write $x_A = \{x_a\}_{a \in A}$ for the set of variables $x_a$ with $a \in A$, and $\partial_A = \{\partial_a\}_{a \in A}$ for the set of partial derivatives $\partial_a$ with respect to the variables $x_a$.

Definition 2.9. If $A$ is a finite index set, we define the Weyl algebra $D_A = \mathbb{C}[x_A][\partial_A]$ to be the algebra of differential operators over the polynomial ring $\mathbb{C}[x_A]$ in the variables $x_A$. $D_A$ is the free associative algebra over $\mathbb{C}$ generated by $\{x_A, \partial_A\}$ modulo the commutation relations
\[
[x_a, x_b] = 0, \quad [\partial_a, \partial_b] = 0, \quad [\partial_a, x_b] = \delta_{ab}, \quad \forall a, b \in A.
\] (2.11)

In the case where $A$ is countably infinite, we define $D_A$ to be a particular completion of the Weyl algebra $\mathbb{C}[x_A][\partial_A]$.

Definition 2.10. If $A$ is a countably infinite index set, we define the completed Weyl algebra $\hat{D}_A$ to be the completion of the Weyl algebra $\mathbb{C}[x_A][\partial_A]$ that contains potentially infinite sums in the derivatives, but with polynomial coefficients. (Elements of $\hat{D}_A$ remain of finite order as differential operators.)

In other words, we can write an element $P \in \hat{D}_A$ uniquely as
\[
P = \sum_{m=0}^{M} \sum_{a_1, \ldots, a_m \in A} p_{a_1 \ldots a_m}(x_A) \partial_{a_1} \cdots \partial_{a_m},
\] (2.12) for some $M \in \mathbb{N}$, where the $p_{a_1 \ldots a_m}(x_A)$ are polynomials in the variables $x_A$. If $A$ is a countably infinite index set, we see that the sums over the indices $a_i$ can be infinite, but the coefficients are

This completion should not be confused with the $\hbar$-adic completion of Rees algebras and modules discussed in the previous section.
always polynomial (they cannot include infinite sums of monomials). For example, what this means is that an operator like $\sum_{a \in A} \partial_a$ is in $D_A$, while $\sum_{a \in A} x_a$ is not.

There is a natural exhaustive ascending filtration on $D_A$ called the Bernstein filtration. To construct it, we give degree one to the variables $x_a$ and the partial derivatives $\partial_a$, and define the subspaces $F_i D_A$ as containing all operators in $D_A$ of degree $\leq i$. More precisely:

**Definition 2.11.** The Bernstein filtration on $D_A$ is defined by

$$F_i D_A = \left\{ \sum_{m,k \in \mathbb{N}} \sum_{a_1, \ldots, a_m \in A} \frac{\partial^{(k)}}{\partial^{m+k=i}} p^{(k)}_{a_1 \cdots a_m}(x_A) \partial_{a_1} \cdots \partial_{a_m} \right\},$$

(2.13)

where the $p^{(k)}_{a_1 \cdots a_m}(x_A)$ are polynomials of degree $\leq k$. Here, $F_0 D_A = \mathbb{C}$.

From the definition of $D_A$ and its Bernstein filtration, it is clear that

$$[F_m D_A, F_n D_A] \subseteq F_{m+n-2} D_A.$$  

(2.14)

As in the previous section, we construct the Rees algebra associated to the filtered algebra $D_A$ with the Bernstein filtration.

**Definition 2.12.** The Rees Weyl algebra $D_A^\hbar$ associated to $D_A$ with the Bernstein filtration is

$$D_A^\hbar = \bigoplus_{n \in \mathbb{N}} \hbar^n F_n D_A,$$

(2.15)

which is a graded algebra, graded by $\hbar$ with $\deg(\hbar) = 1$. We write $D^\hbar_{A,n} = \hbar^n F_n D_A$ for homogeneous elements of degree $n$. We define its $\hbar$-adic completion, as in Definition (2.7)

$$\hat{D}^\hbar_A = \prod_{n \in \mathbb{N}} \hbar^n F_n D_A.$$  

(2.16)

From (2.13) we get that

$$[\hat{D}^\hbar_{A,n}, \hat{D}^\hbar_{A,m}] \subseteq \hbar^2 \hat{D}^\hbar_{A,m+n-2}.$$  

(2.17)

**Remark 2.13.** The Rees Weyl algebra $D_A^\hbar \subset \hat{D}^\hbar_A$ is the subalgebra consisting of differential operators that are polynomials in $\hbar$. Note that we can also think of the Rees Weyl algebra $D_A^\hbar$ as the free associative algebra over $\mathbb{C}$ generated by $\{\hbar, \hbar x_A, \hbar \partial_A\}$, where $\hbar$ is a central element, and the other generators satisfy the commutation relations

$$[\hbar x_A, \hbar x_B] = 0, \quad [\hbar \partial_A, \hbar \partial_B] = 0, \quad [\hbar \partial_A, \hbar x_B] = \hbar^2 \delta_{ab}, \quad \forall a, b \in A.$$   

(2.18)

**Example 2.14.** To clarify the notation, an operator $P \in \hat{D}^\hbar_A$ can be written as

$$P = \sum_{n \in \mathbb{N}} \hbar^n \sum_{m,k \in \mathbb{N}} \sum_{a_1, \ldots, a_m \in A} p^{(n)}_{a_1 \cdots a_m}(x_A) \partial_{a_1} \cdots \partial_{a_m},$$

(2.19)

where the $p^{(n)}_{a_1 \cdots a_m}(x_A)$ are polynomials of degree $\leq k$.

Because of the subtleties arising due to infinite sums when $A$ is a countably infinite index set, we need to define a particular property for collections of operators in $\hat{D}^\hbar_A$, which we call boundedness (this condition is called “filtered family of operators” in [9] – see Section 2.1.2).

**Definition 2.15.** Let $I$ be a finite or countably infinite index set, and $\{P_i\}_{i \in I}$ be a collection of operators $P_i \in \hat{D}^\hbar_A$ of the form

$$P_i = \sum_{n \in \mathbb{N}} \hbar^n \sum_{m,k \in \mathbb{N}} \sum_{a_1, \ldots, a_m \in A} p^{(n)}_{i(a_1 \cdots a_m)}(x_A) \partial_{a_1} \cdots \partial_{a_m},$$

(2.20)
We say that the collection of operators \( \{P_i\}_{i \in I} \) is bounded if, for all fixed choice of indices \( a_1, \ldots, a_m, n, k \), the polynomials \( p_{i; a_1 \ldots a_m}^{(n,k)}(x_A) \) vanish for all but finitely many indices \( i \in I \). We note that the condition is trivially satisfied if \( I \) is a finite index set.

There is a fundamental reason why we consider bounded collection of differential operators. In the following we will study left ideals \( I \) in \( \hat{D}_A^h \) consisting of all \( \hat{D}_A^h \)-linear combinations of a collection of operators \( \{P_i\}_{i \in I} \); that is, any \( Q \in I \) can be written as

\[
Q = \sum_{i \in I} c_i P_i
\]

for some \( c_i \in \hat{D}_A^h \). If \( I \) is a finite index set, this is the left ideal generated by the collection of operators \( \{P_i\}_{i \in I} \). However, if \( I \) is a countably infinite index set, we will want our ideal \( I \) to contain not only finite \( \hat{D}_A^h \)-linear combinations of the \( P_i \), but also infinite ones.\(^3\) But if \( \{P_i\}_{i \in I} \) is an arbitrary collection of operators, infinite \( \hat{D}_A^h \)-linear combinations of the \( P_i \) may give rise to divergent infinite sums, or to operators whose coefficients are not polynomials in the variables \( x_A \) (they may contain infinite sums of monomials). However, if the collection \( \{P_i\}_{i \in I} \) is bounded, this cannot happen; in this case, it is straightforward to show that infinite \( \hat{D}_A^h \)-linear combinations of the \( P_i \) are always well defined operators whose coefficients are polynomials in the variables \( x_A \) (since they are finite sums of polynomials), and therefore in \( \hat{D}_A^h \). This is the key reason why we consider bounded collection of operators in \( \hat{D}_A^h \).

**Remark 2.16.** For the readers familiar with the literature on Airy structures, a word of caution is required at this stage. Our \( h \) differs from the usual \( h \) in the literature on Airy structures. More precisely, as should become clear later, to connect the two approaches, one should start with the traditional definition of Airy structures (for instance in [25, 7]), rescale the variables as \( x_i \rightarrow h^{1/2}x_i \), and then redefine \( h \rightarrow h^2 \). With this transformation, the grading defined in [25, 7] becomes the natural \( h \)-grading on the Rees algebra that we introduce here, with \( \deg(h) = 1 \).

We could also introduce \( h \) as in the traditional literature on Airy structures using the Rees construction. What we would need to do then is consider a different filtration on the Weyl algebra, namely the “order filtration” instead of the Bernstein filtration, which is defined by

\[
F_i D_A = \left\{ \sum_{m=0}^i \sum_{a_1, \ldots, a_m \in A} p_{a_1 \ldots a_m}(x_A) \partial_{a_1} \cdots \partial_{a_m} \right\},
\]

where the polynomials \( p_{a_1 \ldots a_m}(x_A) \) have arbitrary degree. In other words, \( F_i D_A \) consists of differential operators of order at most \( i \), but with polynomial coefficients of arbitrary degree (it corresponds to giving degree one to the partial derivatives \( \partial_a \), but degree zero to the variables \( x_a \)). We could then define the corresponding Rees algebra; the result would be the standard \( h \)-dependent Weyl algebra considered in the literature on Airy structures.

Although the two approaches are ultimately equivalent, we find the introduction of \( h \) via the Bernstein filtration instead of the order filtration more natural and transparent, as, among other things, it allows us to work with the Rees polynomial module (i.e. we also introduce \( h \) for a \( D_A^h \)-module via the Rees construction), and we don’t need to deal with formal power series in the variables \( x_A \), as will become clear later – we only need to consider the \( h \)-adic completions for the Weyl algebra and its polynomial module.

\(^3\)We will often abuse notation and still say that this ideal is “generated” by the \( P_i \), even though an ideal generated by a set only contains finite linear combination of the elements in the set, regardless of whether the set is finite or countably infinite. For us, we always include both finite and infinite linear combinations when the generating set is countably infinite.
2.3. Left $\hat{D}_A^h$-modules

2.3.1. Polynomial $D_A$-module

A natural left $D_A$-module is the polynomial algebra $M_A = \mathbb{C}[x_A]$, where the action is given by the standard action of differential operators on polynomials. In the case where $A$ is countably infinite, one should be a little bit careful here, since our algebra $D_A$ is the completion of the Weyl algebra, which includes potentially infinite sums over the derivatives. However, since $M_A$ is a polynomial algebra, the action of differential operators in $D_A$ on polynomials always collapses the infinite sums to finite sums, and so the action is well defined.\footnote{For instance, we need to be careful that we don’t encounter situations like the differential operator $\sum_{a \in A} \partial_a$ acting on $\sum_{b \in B} x_b$, since $\sum_{a \in \mathbb{N}} \partial_a \left( \sum_{b \in B} x_b \right) = \sum_{a \in \mathbb{N}} x_a$ which is of course divergent. But, while $\sum_{a \in A} \partial_a$ is in $D_A$, $\sum_{b \in A} x_b$ is not in $M_A$ since it is not a polynomial. We never run into this kind of issues because all infinite sums collapse to finite sums, since all elements of $M_A$ are polynomials, even if we work with infinitely many variables.}

The polynomial module $M_A$ is a cyclic left $D_A$-module, generated by $1 \in M_A$. Moreover, the annihilator of 1 is

$$\text{Ann}_{D_A}(1) = \left\{ \sum_{a \in A} c_a \partial_a \mid c_a \in D_A \right\},$$

which is the left ideal consisting of $D_A$-linear combinations of the derivatives. It is clear that $M_A$ is canonically isomorphic to $D_A/\text{Ann}_{D_A}(1)$.

2.3.2. Rees polynomial $\hat{D}_A^h$-module

Let us now apply the Rees construction to the polynomial $D_A$-module. We can define many filtrations on the polynomial algebra $M_A$ that are compatible with the Bernstein filtration on $D_A$. We will use the following standard filtration.

**Definition 2.17.** We define the degree filtration on $M_A$ as:

$$F_i M_A = \{ \text{polynomials of degree } \leq i \}.$$

It is easy to check that $M_A$ with this filtration is a filtered $D_A$-module. We then apply the Rees construction for filtered modules.

**Definition 2.18.** We define the Rees polynomial module associated to the degree filtration and its $h$-adic completion:

$$\hat{M}_A^h = \bigoplus_{n \in \mathbb{N}} h^n F_n M_A, \quad \hat{M}_A^h \hat{M}_A^h = \prod_{n \in \mathbb{N}} h^n F_n M_A.$$ (2.25)

Both are graded left $D_A^h$-modules, and the completed module $\hat{M}_A^h$ is also a left $\hat{D}_A^h$-module.

**Example 2.19.** To clarify the notation, an element $f \in \hat{M}_A^h$ is a formal $h$-power series

$$f = \sum_{n=0}^{\infty} h^n f^{(n)}(x_A)$$ (2.26)

where the $f^{(n)}(x_A)$ are polynomials in the variables $x_A$ of degree $\leq n$.

In the following we will mostly be interested in the completed module $\hat{M}_A^h$, realized as a left $\hat{D}_A^h$-module. It is easy to show that it is a cyclic module, generated by $1 \in \hat{M}_A^h$. The annihilator of 1 is:

$$\text{Ann}_{\hat{D}_A^h}(1) = \left\{ \sum_{a \in A} c_a h \partial_a \mid c_a \in \hat{D}_A^h \right\} =: \mathcal{I}_{\text{can}},$$ (2.27)

"
which is the left ideal consisting of $\hat{D}_A^h$-linear combinations of the derivatives $h\partial_a$. As we will refer to this canonical left ideal many times in the following, we introduce the shorthand notation $I_{can}$. $\hat{\mathcal{M}}_A^h$ is canonically isomorphic to $\hat{D}_A^h/I_{can}$, which is easy to see.

Since we are working with the Weyl algebra, we can also think of this as solving differential equations. The statement above is that $Z = 1 \in \hat{\mathcal{M}}_A^h$ is a solution to the differential equations $I_{can} \cdot Z = 0$. That is, $h\partial_a(1) = 0$ for all $a \in A$, which is obvious. In fact, it is the unique solution to the system $I_{can} \cdot Z = 0$ if we impose the initial condition $Z|_{x_A = 0}^A = 1$. We call this unique solution $Z = 1$ the partition function associated to the left ideal $I_{can}$.

2.3.3. $\hat{D}_A^h$-modules of exponential type

As explained above, the completed Rees polynomial $\hat{D}_A^h$-module $\hat{\mathcal{M}}_A^h$ is cyclic and generated by 1. In the following we will consider a more general class of $\hat{D}_A^h$-modules, which we call “of exponential type”.

**Definition 2.20.** Let

$$Z = \exp \left( \sum_{n=0}^{\infty} h^{n-1} q^{(n+1)}(x_A) \right)$$

(2.28)

for some polynomials $q^{(n+1)}(x_A)$ of degree $\leq n + 1$. We define $\hat{\mathcal{M}}_A^h Z$ to be the cyclic left $\hat{D}_A^h$-module generated by $Z$, where the action of $\hat{D}_A^h$ on $\hat{\mathcal{M}}_A^h Z$ is the standard action of differential operators on polynomials and exponentials of polynomials. It is clear that it is a well defined $\hat{D}_A^h$-module, because of the degree condition on the polynomials $q^{(n+1)}$. We call such modules of exponential type.

Note that given a $\hat{D}_A^h$-module of exponential type, we can always uniquely choose the generator $Z$ to satisfy the property that $Z|_{x_A = 0}^A = 1$, i.e. $q^{(n+1)}(0) = 0$.

2.4. Transvections, twisted $\hat{D}_A^h$-modules, and $\hat{D}_A^h$-modules of exponential type

2.4.1. Transvections

We now define an important class of automorphisms of $\hat{D}_A^h$, which we call “transvections”.

**Definition 2.21.** Define the map $\phi$ that acts on $\hat{D}_A^h$ as $\phi : (h, hx_a, h\partial_a) \mapsto (h, hx_a, \bar{H}_a)$, for all $a \in A$, with

$$\bar{H}_a = h\partial_a + \sum_{n=0}^{\infty} h^n \partial_a q^{(n+1)}(x_A)$$

(2.29)

for some polynomials $q^{(n+1)}(x_A)$ of degree $\leq n + 1$. We call $\phi$ a transvection. We say that it is stable if $q^{(1)} = q^{(2)} = 0$.

**Remark 2.22.** We note here that $\partial_a q^{(n+1)}(x_A)$ in (2.29) means the derivative of the polynomial $q^{(n+1)}(x_A)$ with respect to the variable $x_a$, not the product of $\partial_a$ and $q^{(n+1)}(x_A)$ in the Weyl algebra. Equivalently, we could write $\bar{H}_a$ as

$$\bar{H}_a = h\partial_a + \sum_{n=0}^{\infty} h^n [\partial_a, q^{(n+1)}(x_A)]$$

(2.30)
where on the right-hand-side we now mean the commutator with respect to the product in the Weyl algebra.

**Lemma 2.23.** $\phi$ is an automorphism of $\hat{D}^h_A$.

**Proof.** For any $P \in \hat{D}_A^h$, it is clear that $\phi(P) \in \hat{D}_A^h$. Furthermore, the map $\phi$ preserves the commutation relations between the generators of the Rees Weyl algebra, since $[H_a, h x_b] = \hbar^2 \delta_{ab}$ and

$$
[H_a, H_b] = \left[ h \partial_a + \sum_{n=0}^{\infty} \hbar^n \partial_a q^{(n+1)}(x_A), h \partial_b + \sum_{n=0}^{\infty} \hbar^n \partial_b q^{(n+1)}(x_A) \right]
$$

$$= \sum_{n=0}^{\infty} \hbar^{n+1} \left( \partial_a \partial_b q^{(n+1)}(x_A) - \partial_b \partial_a q^{(n+1)}(x_A) \right) = 0.
$$

We can think of transvections as conjugations. Indeed, for any $P \in \hat{D}_A^h$, we can think of $\phi(P)$ as being given by

$$
\phi(P) = \exp \left( - \sum_{n=0}^{\infty} \hbar^{n-1} q^{(n+1)}(x_A) \right) P \exp \left( \sum_{n=0}^{\infty} \hbar^{n-1} q^{(n+1)}(x_A) \right),
$$

where multiplication here is understood as multiplication in the Rees Weyl algebra (after formally expanding the exponentials). Using standard properties of derivatives of exponentials, it is clear that this is equivalent to the map specified above.\footnote{As in footnote 3, we note here that the argument of the exponential is not in $\hat{M}_A^h$, but this is not a problem.}

### 2.4.2. Twisted polynomial $\hat{D}_A^h$-modules

Now consider the Rees polynomial $\hat{D}_A^h$-module $\hat{M}_A^h$. Given a transvection $\phi : \hat{D}_A^h \to \hat{D}_A^h$, we can construct a twisted left $\hat{D}_A^h$-module $\phi \hat{M}_A^h$. Thinking of the transvection as a conjugation, the action on the twisted module is given by

$$
P \cdot \phi v = \phi^{-1}(P) \cdot v
$$

$$= \exp \left( \sum_{n=0}^{\infty} \hbar^{n-1} q^{(n+1)}(x_A) \right) P \exp \left( - \sum_{n=0}^{\infty} \hbar^{n-1} q^{(n+1)}(x_A) \right) \cdot v.
$$

Since $\hat{M}_A^h$ is a cyclic $\hat{D}_A^h$-module generated by 1, we know that the twisted module $\phi \hat{M}_A^h$ is also cyclic and generated by 1.

Furthermore, the annihilator of 1 in the twisted module is

$$
\phi \text{Ann}_{\hat{D}_A^h}(1) = \phi \left( \text{Ann}_{\hat{D}_A^h}(1) \right) = \phi(\mathcal{I}_{\text{can}}),
$$

where we used (2.27) for the annihilator of 1 in the polynomial module. In other words, it is the image of the canonical left ideal generated by the derivatives $h \partial_a$ under the automorphism $\phi$. From the definition of transvections (Definition 2.21), we obtain that

$$
\phi \text{Ann}_{\hat{D}_A^h}(1) = \phi(\mathcal{I}_{\text{can}}) = \left\{ \sum_{a \in A} c_a \bar{H}_a \mid c_a \in \hat{D}_A^h \right\},
$$

with the $\bar{H}_a$ defined in (2.29). If we denote this ideal by $\mathcal{I}$, we conclude that the twisted module $\phi \hat{M}_A^h$ is canonically isomorphic to $\hat{D}_A^h / \mathcal{I}$.\footnote{As in footnote 3, we note here that the argument of the exponential is not in $\hat{M}_A^h$, but this is not a problem.}
Lemma 2.24. Let \( \mathcal{I} \subset \hat{D}_A^h \) be the left ideal \( \mathcal{I} = \left\{ \sum_{a \in A} c_a \hat{H}_a \mid c_a \in \hat{D}_A^h \right\} \), where

\[
\hat{H}_a = h \partial_a + \sum_{n=0}^{\infty} h^n \partial_a q^{(n+1)}(x_A)
\]  

(2.36)

for some polynomials \( q^{(n+1)}(x_A) \) of degree \( \leq n + 1 \). Then \( \hat{D}_A^h / \mathcal{I} \) is a cyclic left module canonically isomorphic to the twisted module \( \hat{\mathcal{M}}_A^h \), where \( \phi : \hat{D}_A^h \rightarrow \hat{D}_A^h \) is the transvection \( \phi : (h, hx_a, \hat{H}_a) \mapsto (h, h x_a, \hat{H}_a) \).

2.4.3. \( \hat{D}_A^h \)-modules of exponential type

As usual, we can think of this result from the point of view of differential equations. The left ideal \( \mathcal{I} = \left\{ \sum_{a \in A} c_a \hat{H}_a \mid c_a \in \hat{D}_A^h \right\} \) is isomorphic to the twisted module \( \hat{\mathcal{M}}_A^h \). In other words, \( Z' = 1 \) is a solution to the equations \( \mathcal{I} \cdot Z' = 0 \). In fact, as before, it is the unique solution if we impose the initial condition \( Z'|_{x_A=0} = 1 \).

However, from the viewpoint of differential equations, this is not so nice, because the action of \( \mathcal{I} \) on \( Z' \) here is the twisted action \( ' \cdot \), not the standard action of differential operators. Fortunately, since \( \phi \) is a transvection, we can think of it as conjugation, and the action can be written as in (2.33). This means that, instead of thinking of \( \hat{D}_A^h / \mathcal{I} \) as the cyclic twisted module \( \hat{\mathcal{M}}_A^h \), we can think of it as the unique (untwisted) \( \hat{D}_A^h \)-module of exponential type \( \hat{\mathcal{M}}_A^h \) generated by

\[
Z = \exp \left( -\sum_{n=0}^{\infty} h^{n-1} q^{(n+1)}(x_A) \right).
\]  

(2.37)

Furthermore, imposing \( Z|_{x_A=0} = 1 \), we can uniquely choose the generator with \( q^{(n+1)}(0) = 0 \). \( \mathcal{I} \) is of course the annihilator of \( Z \).

In other words, what we have shown is that the \( Z \) in (2.37) with \( q^{(n+1)}(0) = 0 \) is the unique exponential solution to the differential equations \( \mathcal{I} \cdot Z = 0 \) satisfying the initial condition \( Z|_{x_A=0} = 1 \). This is summarized in the following lemma.

Lemma 2.25. Let \( \mathcal{I} \subset \hat{D}_A^h \) be the left ideal \( \mathcal{I} = \left\{ \sum_{a \in A} c_a \hat{H}_a \mid c_a \in \hat{D}_A^h \right\} \), where

\[
\hat{H}_a = h \partial_a + \sum_{n=0}^{\infty} h^n \partial_a q^{(n+1)}(x_A)
\]  

(2.38)

for some polynomials \( q^{(n+1)}(x_A) \) of degree \( \leq n + 1 \). Then \( \hat{D}_A^h / \mathcal{I} \) is canonically isomorphic to the module of exponential type \( \hat{\mathcal{M}}_A^h \) with

\[
Z = \exp \left( -\sum_{n=0}^{\infty} h^{n-1} q^{(n+1)}(x_A) \right).
\]  

(2.39)

In other words, \( Z \) is a solution to the differential equations \( \mathcal{I} \cdot Z = 0 \), and if we set \( q^{(n+1)}(0) = 0 \), it is the unique solution satisfying the initial condition \( Z|_{x_A=0} = 1 \). We call \( Z \) the partition function associated to the left ideal \( \mathcal{I} \).

This is of course a rather trivial statement here as the differential equations are straightforward to solve; it may look like we rewrote something very easy in a very complicated way (but isn’t it part of the fun of doing mathematics? \( \odot \)). In any case, this result will play an important role in the following, which is why we highlight it.
This can also be interpreted from the point of view of integrability. In classical mechanics, we say that a classical system is "integrable" if there exists a complete set of Poisson commuting observables; in the quantum world this becomes a complete set of commuting operators. Here, we consider a left ideal \( \mathcal{I} \) generated by a complete set of commuting first-order differential operators \( \bar{H}_a \). Integrable systems are interesting because they can in principle be solved; similarly, we found that there always exists a solution to the differential equations \( \mathcal{I} \cdot Z = 0 \), and it is unique after imposing an initial condition. The fundamental reason here is because the \( \bar{H}_a \) are related to the \( \hbar \partial_a \) by an automorphism of the completed Rees Weyl algebra (a transvection).

2.5. Airy ideals, Airy modules, and partition functions

In the previous section we saw that, given a transvection \( \phi \) on \( \hat{D}_A^h \), we can construct a twisted polynomial module \( \hat{\mathcal{M}}^h_A \), which is canonical isomorphic to \( \hat{D}_A^h / \mathcal{I} \) where \( \mathcal{I} \) is the ideal generated by a completed set of commuting first-order differential operators of the form (2.29). From the point of view of differential equations, we can instead think of \( \hat{D}_A^h / \mathcal{I} \) as a module of exponential type \( \hat{\mathcal{M}}^h_A Z \), with \( Z \) the unique exponential solution (2.37) to the differential equations \( \mathcal{I} \cdot Z = 0 \) after imposing a suitable initial condition.

This is nice, but in the end, at least from the point of view of differential equations, this is rather trivial; after all, solving the system of equations \( \bar{H}_a \cdot Z = 0 \) with \( \bar{H}_a \) of the form (2.29) is obvious, and it is clear that (2.37) is the unique solution with \( Z \big|_{x_A=0} = 1 \). We do not need the fancy ideas of transvections, twisted modules, and modules of exponential type to show this!

The power of the formalism however becomes apparent when we introduce Airy ideals. The idea here is that we introduce a more general class of left ideals \( \mathcal{I} \subset \hat{D}_A^h \), which we call Airy ideals (traditionally called "Airy structures" in the literature). Then, we show that if \( \mathcal{I} \) is an Airy ideal, then it is equal to the image of the canonical left ideal \( \mathcal{I}_{\text{can}} \) generated by the derivatives \( h \partial_a \) for some stable transvection \( \phi \). This is rather striking, and far from obvious \textit{a priori}. As a result, Lemmas 2.24 and 2.25 apply; \( \hat{D}_A^h / \mathcal{I} \) is isomorphic to a twisted polynomial module or a module of exponential type, depending on the viewpoint. As a result, there exists a unique solution to the differential equations \( \mathcal{I} \cdot Z = 0 \) after imposing a suitable initial condition.

We remark that it is absolutely key that we work in the \( h \)-adic completion of the Rees Weyl algebra here, since the transvection \( \phi \) will generally involve operators \( \bar{H}_a \) that are formal power series in \( h \). Working within the \( h \)-adic completion enables us to relate Airy ideals to twisted polynomial modules and modules of exponential types.

2.5.1. Airy ideals

Let us now define the concept of an Airy ideal in \( \hat{D}_A^h \).

**Definition 2.26.** Let \( \mathcal{I} \subset \hat{D}_A^h \) be a left ideal. We say that it is an \textit{Airy ideal} (also called \textit{Airy structure} in the literature) if there exists operators \( H_a \in \hat{D}_A^h \), for all \( a \in A \), such that:

1. The collection of operators \( \{H_a\}_{a \in A} \) is bounded (see Definition 2.15).
2. The left ideal \( \mathcal{I} \) can be written as

\[
\mathcal{I} = \left\{ \sum_{a \in A} c_a H_a \mid c_a \in \hat{D}_A^h \right\},
\]

which consists as usual of finite and infinite (if \( A \) is countably infinite) \( \hat{D}_A^h \)-linear combinations of the \( H_a \).
(3) The operators \( H_a \) take the form
\[
H_a = \hbar \partial_a + O(\hbar^2). \tag{2.41}
\]

(4) The left ideal \( I \) satisfies the property:
\[
[I, I] \subseteq \hbar^2 I. \tag{2.42}
\]

**Remark 2.27.** Before we move on, we remark that Condition (4) is non-trivial. First, remark that, trivially, any left ideal \( I \subseteq \hat{D}_A^h \) satisfies
\[
[I, I] \subseteq I, \tag{2.43}
\]
since \( PQ - QP \in I \) for all \( P, Q \in I \). Furthermore, from (2.17), any left ideal \( I \subseteq \hat{D}_A^h \) satisfies
\[
[I, I] \subseteq \hbar^2 \hat{D}_A^h. \tag{2.44}
\]

Combining the two statements, we conclude that the commutator of any two elements in an arbitrary left ideal \( I \) is an element of the ideal \( I \) that starts at \( O(\hbar^2) \). However, this does not mean that it is equal to \( \hbar^2 \) times an element of the ideal \( I \). That it must be so is the content of Condition (4).

As an example, let \( A = \{1, 2\} \), and consider the left ideal \( I \) generated by \( H_1 = \hbar \partial_1 \) and \( H_2 = \hbar \partial_2 + \hbar^2 x_1 \). The commutator of \( H_1 \) and \( H_2 \) is \( [H_1, H_2] = \hbar^3 \). It is true that \( \hbar^3 \in I \), since
\[
\hbar^3 = \hbar \partial_1 (\hbar \partial_2 + \hbar^2 x_1) - (\hbar \partial_2 + \hbar^2 x_1) (\hbar \partial_1). \tag{2.45}
\]

If we single out a power of \( \hbar^2 \) on the right-hand-side of the commutator, it is also true that \( \hbar \notin I \), as is easy to check. Thus this ideal does not satisfy Condition (4).

**2.5.2. Airy ideals, transvections and twisted modules**

Since \( I \subseteq \hat{D}_A^h \) is a left ideal, it is clear that \( \hat{D}_A^h / I \) is a cyclic left \( \hat{D}_A^h \)-module. What is not clear however is how it relates to the Rees polynomial \( \hat{D}_A^h \)-module \( \hat{M}_A^h \). This connection is the fundamental theorem in the theory of Airy ideals.

**Theorem 2.28.** Let \( I \subseteq \hat{D}_A^h \) be an Airy ideal. There there exists a stable transvection \( \phi : \hat{D}_A^h \rightarrow \hat{D}_A^h \) (see Definition 2.2.1) such that \( I = \phi(I_{\text{can}}) \), where \( I_{\text{can}} \) is the left ideal generated by the derivatives \( \hbar \partial_a \). As a result, \( \hat{D}_A^h / I \) is a cyclic left module canonically isomorphic to the twisted polynomial module \( \hat{\phi} \hat{M}_A^h \).

This is a powerful theorem. What it means is that we can find a complete set of commuting first-order differential operators \( H_a \) of the form
\[
\hat{H}_a = \hbar \partial_a + \sum_{n=2}^{\infty} \hbar^n \partial_a q^{(n+1)}(x_A), \tag{2.46}
\]
for some polynomials \( q^{(n+1)}(x_A) \) of degree \( \leq n + 1 \), such that the Airy ideal \( I \) can be rewritten as
\[
I = \left\{ \sum_{a \in A} c_a \hat{H}_a \mid c_a \in \hat{D}_A^h \right\}. \tag{2.47}
\]

This is highly non-trivial, as the original Airy ideal \( I \) will not usually be presented in this form.

To prove Theorem 2.28, we will first prove a series of lemmas. The first three lemmas do not require Condition (4) in the definition of Airy ideals Definition 2.26. The fourth lemma highlights the crucial role played by Condition (4).

**Lemma 2.29.** Let \( I \subseteq \hat{D}_A^h \) be a left ideal satisfying conditions (1)--(3) of Definition 2.26. Then for any \( P \in \hat{D}_A^h \), we can write
\[
P = \sum_{n=0}^{\infty} \hbar^n p^{(n)}(x_A) + Q \tag{2.48}
\]
for some polynomials $p^{(n)}(x_A)$ of degree $\leq n$ and some $Q \in \mathcal{I}$.

Proof. Let $P \in \mathcal{D}_A^h$. We can write

$$P = p^{(0,0)} + h \left( p^{(1,1)} + \sum_{b \in A} p_b^{(1,0)} \partial_b \right) + h^2 \left( p^{(2,2)} + \sum_{b \in A} p_b^{(2,1)} \partial_b + \sum_{b,c \in A} p^{(2,0)}_{bc} \partial_b \partial_c \right) + O(h^3),$$

where the $p^{(m,k)}$ are polynomials of degree $\leq k$ (we removed the dependence in $x_A$ for clarity).

The idea is simple. Since $\mathcal{I}$ is an Airy ideal, it is generated by a bounded collection of operators $\{H_a\}_{a \in A}$ of the form $H_a = h \partial_a + O(h^2)$. So for each term in $P$ that is not polynomial, we can replace the right-most derivative $h \partial_a$ by $H_a$, up to higher order terms in $h$. Applying this procedure recursively order by order in $h$, we will end up rewriting $P$ as a polynomial plus an operator in the ideal $\mathcal{I}$. We see here that it is key that we are working in the $h$-adic completion of the Rees Weyl algebra, otherwise we would not be allowed to keep going order by order in $h$ forever.

More precisely, we start at $O(h)$. We use $h \partial_b = H_b + O(h^2)$ to rewrite

$$h \left( p^{(1,1)} + \sum_{b \in A} p_b^{(1,0)} \partial_b \right) = h p^{(1,1)} + \sum_{b \in A} p_b^{(1,0)} H_b + O(h^2).$$

The first term is a polynomial term, and the second term is in $\mathcal{I}$. The procedure however created new terms at the next order, $O(h^2)$, which we must study further. If we write $H_a$ as

$$H_a = h \partial_a + h^2 \left( g_a^{(2,2)} + \sum_{b \in A} g_{ab}^{(2,1)} \partial_b + \sum_{b,c \in A} g_{abc}^{(2,0)} \partial_b \partial_c \right) + O(h^3),$$

where the $g_{abc}^{(2,0)}(x_A)$ are polynomials of degree $\leq i$, then the terms of $O(h^2)$ created by the procedure above take the form

$$-h^2 \left( \sum_{b \in A} p_b^{(1,0)} g_b^{(2,2)} + \sum_{b,c \in A} p_b^{(1,0)} g_{bc}^{(2,1)} \partial_c + \sum_{b,c,d \in A} p_b^{(1,0)} g_{bcd}^{(2,0)} \partial_b \partial_c \partial_d \right).$$

When the index set $A$ is countably infinite, we need to make sure that the terms in brackets do not involve infinite divergent sums, and are all in $F_2 \mathcal{D}_A$ (with respect to the Bernstein filtration, see Definition 2.11). We note that because the collection of operators $\{H_a\}_{a \in A}$ is bounded, all polynomials $g_{abc}^{(2,0)}$ vanish for all but finitely many $a \in A$. Therefore, the sums over $b \in A$ collapse to finite sums and are well defined. The remaining sums over $c, d \in A$ are potentially infinite, but they come with derivatives in these indices, and hence all terms in brackets in (2.02) are in $\mathcal{D}_A$. Furthermore, looking at the degree of the terms with respect to the Bernstein filtration, we see that they are all in $F_2 \mathcal{D}_A$.

Now repeat the procedure for all terms at $O(h^2)$, including the newly obtained terms, keeping the polynomial terms and replacing the right-most derivatives in the other terms by $H$’s up to terms of higher order in $h$. The result will be a polynomial term at $O(h^2)$, plus a term that is in the ideal $\mathcal{I}$, plus corrections at higher order. The argument above shows that the corrections are well defined. Then keep applying this procedure recursively, order by order in $h$. In the end, all that remains are polynomial terms plus terms in the ideal $\mathcal{I}$. That is, we conclude that we can write

$$P = \sum_{n=0}^{\infty} h^n p^{(n)}(x_A) + Q$$

for some polynomials $p^{(n)}(x_A)$ of degree $\leq n$ and some $Q \in \mathcal{I}$. For instance,

$$p^{(0)} = p^{(0,0)}, \quad p^{(1,1)} = p^{(0,1)}, \quad p^{(2,2)} = p^{(2,2)} - \sum_{b \in A} p_b^{(1,0)} g_b^{(2,2)},$$

and so on and so forth. □
Lemma 2.30. Let $\mathcal{I} \subset \mathcal{D}_A^h$ be a left ideal satisfying conditions (1)–(3) of Definition 2.26. Then there exist operators $\bar{H}_a \in \mathcal{I}$, for all $a \in A$, of the form

$$\bar{H}_a = \hbar \partial_a + \sum_{n=0}^{\infty} \hbar^n p_a^{(n)}(x_A) \tag{2.55}$$

for polynomials $p_a^{(n)}(x_A)$ of degree $\leq n$. Furthermore, the collection of operators $\{\bar{H}_a\}_{a \in A}$ is bounded.

Proof. We know that $H_a = \hbar \partial_a + P_a$ for some $P_a \in \mathcal{D}_A^h$ of $O(h^2)$. From Lemma 2.30, we can write

$$H_a = \hbar \partial_a + \sum_{n=0}^{\infty} \hbar^n p_a^{(n)}(x_A) + Q_a \tag{2.56}$$

for some polynomials $p_a^{(n)}(x_A)$ of degree $\leq n$ and some $Q_a \in \mathcal{I}$. We define

$$\tilde{H}_a = H_a - Q_a = \hbar \partial_a + \sum_{n=0}^{\infty} \hbar^n p_a^{(n)}(x_A). \tag{2.57}$$

Clearly, $\tilde{H}_a \in \mathcal{I}$. Furthermore, since the collection $\{H_a\}_{a \in A}$ is bounded, the polynomials $p_a^{(n)}(x_A)$ must vanish for all but finitely many $a \in A$, and hence the collection $\{\tilde{H}_a\}_{a \in A}$ is also bounded. \hfill \square

Lemma 2.31. Let $\mathcal{I} \subset \mathcal{D}_A^h$ be a left ideal satisfying conditions (1)–(3) of Definition 2.26, and $\bar{I} \subseteq I$ be the left ideal generated by the $H_a$ of Lemma 2.30. Then $\bar{I} = I$.

In other words, we can think of $I$ as being generated by the $H_a$ instead of the $H_a$: $I = \{\sum_{a \in A} c_a \bar{H}_a \mid c_a \in \mathcal{D}_A^h\}$.

Proof. By definition, $\tilde{H}_a = H_a - Q_a$ for some $Q_a \in \mathcal{I}$. We can write $Q_a = \sum_{b \in A} p_{ab} H_b$ for some $p_{ab} \in \mathcal{D}_A^h$. In fact, from the proof of Lemma 2.30, we know that $p_{ab} = O(h)$.

We can write

$$\tilde{H}_a = H_a - \sum_{b \in A} p_{ab} H_b \tag{2.58}$$

But then, $H_b = \tilde{H}_b + Q_b = \tilde{H}_b + \sum_{c \in A} p_{bc} H_c$, and thus we get

$$\tilde{H}_a = H_a - \sum_{b \in A} p_{ab} \tilde{H}_b - \sum_{b, c \in A} p_{ab} p_{bc} H_c. \tag{2.59}$$

We note here that since both $\{H_a\}_{a \in A}$ and $\{\tilde{H}_a\}_{a \in A}$ are bounded, the collection $\{Q_a\}_{a \in A}$ is also bounded, and hence the sum over $b \in A$ in the third term on the right-hand-side is well defined. Furthermore, since $p_{ab} = O(h)$, $p_{ab} p_{bc} = O(h^2)$.

Continuing this process recursively, we end up with the statement that

$$\tilde{H}_a = H_a - \tilde{Q}_a \tag{2.60}$$

where $\tilde{Q}_a$ is an infinite sum of terms that are linear combinations of the $\tilde{H}_b$ with coefficients starting at higher and higher order in $\hbar$. Thus, for a finite power of $\hbar$, only a finite number of terms contribute, and the result is that $\tilde{Q}_a \in \mathcal{I}$. It follows that $H_a \in \mathcal{I}$, and hence $\bar{I} \subseteq \mathcal{I}$. We conclude that $I = \bar{I}$. \hfill \square

So far we have not used at all Condition (4) in the definition of Airy ideals Definition 2.26. This condition is crucial; imposing Condition (4) implies that there are no non-zero polynomials in an Airy ideal $\mathcal{I}$. In particular, it implies that the operators $H_a$ commute with each other, which in turn implies the existence of a stable transvection that relates $\mathcal{I}$ to the canonical left ideal $\mathcal{I}_{\text{can}}$, as we will see.

Lemma 2.32. Let $\mathcal{I} \subset \mathcal{D}_A^h$ be an Airy ideal. Then there are no non-zero polynomials in $\mathcal{I}$.
Now let 

$$\bar{H}_a = h\partial_a + \sum_{n=2}^{\infty} h^n p_a^{(n)}(x_A).$$  

(2.61)

We prove the Lemma by induction on the power of \( h \). Let \( N \geq 2 \) be a positive integer. The induction hypothesis is that all polynomials in \( I \) start at least at \( O(h^N) \). Then we show that it implies that they must start at least at order \( O(h^{N+1}) \). By induction on \( N \), this means that all polynomials in \( I \) must vanish.

The base case for the induction is obvious. We need to show that all polynomials in \( I \) must start at least at \( O(h^N) \). But since \( I \) is generated by \( \bar{H}_a \) of the form (2.61), it is clearly impossible to get a polynomial with a \( h^0 \) constant term or a \( h^1 \) linear term as a linear combination of \( \bar{H}_a \)'s.

Now assume that all polynomials in \( I \) start at least at \( O(h^N) \). The commutator of the \( \bar{H}_a \) is:

$$[\bar{H}_a, \bar{H}_b] = \left[h\partial_a + \sum_{n=2}^{\infty} h^n p_a^{(n)}(x_A), h\partial_b + \sum_{n=2}^{\infty} h^n p_b^{(n)}(x_A)\right]$$

$$= h^2 \sum_{n=2}^{\infty} h^{n-1} \left(\partial_a p_b^{(n)}(x_A) - \partial_b p_a^{(n)}(x_A)\right).$$  

(2.62)

By Condition (4) of Definition 2.26, we know that

$$\sum_{n=2}^{\infty} h^{n-1} \left(\partial_a p_b^{(n)}(x_A) - \partial_b p_a^{(n)}(x_A)\right) \in I.$$

(2.63)

By assumption, this must start at least at \( O(h^N) \), so we must have that

$$\partial_a p_b^{(n)}(x_A) = \partial_b p_a^{(n)}(x_A), \quad \text{for all } a, b \in A \text{ and } n = 2, \ldots, N.$$  

(2.64)

Assuming first that \( A \) is a finite index set, by Poincaré’s lemma we conclude that there exists polynomials \( q^{(n+1)}(x_A) \) of degree \( \leq n + 1 \) such that

$$p_a^{(n)}(x_A) = \partial_a q^{(n+1)}(x_A), \quad \text{for all } a \in A \text{ and } n = 2, \ldots, N.$$  

(2.65)

Moreover, if we require that \( q^{(n+1)}(0) = 0 \), then the polynomials are uniquely fixed.

If \( A \) is a countably infinite index set, then Poincaré’s lemma still holds, but the \( q^{(n+1)}(x_A) \), which will still be of degree \( \leq n + 1 \), could \textit{a priori} involve infinite linear combinations of monomials of the same degree. However, since the collection of operators \( \{ \bar{H}_a \}_{a \in A} \) is bounded, we know that for a fixed \( n \), the polynomials \( p_a^{(n)}(x_A) \) vanish for all but finitely many \( a \in A \). This means that for each \( n \) the conditions (2.64) become a finite system in a finite numbers of variables, and thus we conclude by Poincaré’s lemma that the \( q^{(n+1)}(x_A) \) will be polynomials.

As result, we conclude that we can write

$$\bar{H}_a = h\partial_a + \sum_{n=2}^{N} h^n \partial_a q^{(n+1)}(x_A) + \sum_{n=N+1}^{\infty} h^n p_n(x_A).$$  

(2.66)

Now let

$$\phi_N : (h, hx_a, h\partial_a) \mapsto (h, hx_a, h\partial_a - \sum_{n=2}^{N} h^n \partial_a q^{(n+1)}(x_A)).$$

(2.67)

It is a stable transvection, and

$$\phi_N(\bar{H}_a) = h\partial_a + \sum_{n=N+1}^{\infty} h^n p_n(x_A).$$

(2.68)
Under this automorphism, the ideal $\mathcal{I}$ is mapped to the ideal $\phi_N(\mathcal{I})$ generated by the $\phi_N(\hat{H}_a)$ above. Now suppose that $P$ is a polynomial in $\mathcal{I}$. By definition of the transvection, $\phi_N(P) = P$, and thus $P$ must also be in $\phi_N(\mathcal{I})$. But looking at the form of the generators $\phi_N(\hat{H}_a)$ in (2.68), it is clear that any polynomial in $\phi_N(\mathcal{I})$ must start at least at $O(h^{N+1})$. Therefore, $P$ must start at least at $O(h^{N+1})$, which completes the induction. 

With these four lemmas under our belt, the proof of Theorem 2.28 is straightforward.

**Proof of Theorem 2.28** By Lemma 2.31 we can write $\mathcal{I}$ as $\mathcal{I} = \{\sum_{a \in A} c_a \hat{H}_a \mid c_a \in \hat{D}_A^h\}$ for some operators $\hat{H}_a \in \mathcal{I}$ of the form

$$\hat{H}_a = h\partial_a + \sum_{n=2}^{\infty} h^n p_a^{(n)}(x_A), \quad (2.69)$$

with the $p_a^{(n)}(x_A)$ polynomials of degree $\leq n$. Since there are no non-zero polynomials in $\mathcal{I}$ (Lemma 2.32), and that the commutator $[\hat{H}_a, \hat{H}_b] \in \mathcal{I}$ is a polynomial, we must have

$$[\hat{H}_a, \hat{H}_b] = 0 \quad \text{for all } a, b \in A. \quad (2.70)$$

Using Poincaré’s Lemma as in the proof of Lemma 2.32 we conclude that we can rewrite the differential operators as

$$\hat{H}_a = h\partial_a + \sum_{n=2}^{\infty} h^n \partial_a q^{(n+1)}(x_A), \quad (2.71)$$

for polynomials $q^{(n+1)}(x_A)$ of degree $\leq n + 1$ with $q^{(n+1)}(0) = 0$. We have thus shown that $\mathcal{I}$ is the image of $\mathcal{I}_{\text{can}} = \{\sum_{a \in A} c_a h\partial_a \mid c_a \in \hat{D}_A^h\}$ under the stable transvection $\phi : (h, hx_a, h\partial_a) \mapsto (h, h_x, \hat{H}_a)$. By Lemma 2.24 it follows that $\hat{D}_A^h/\mathcal{I}$ is a cyclic left module canonically isomorphic to the twisted polynomial module $\hat{M}_A^h$. \hfill \Box

### 2.5.3. Partition function

As usual, we can reformulate Theorem 2.28 in the language of differential equations. Lemma 2.25 directly implies the following corollary, which is the existence and uniqueness theorem at the foundation of the theory of Airy ideals (or Airy structures), first proved by Kontsevich and Soibelman in [25].

**Corollary 2.33.** Let $\mathcal{I} \subset \hat{D}_A^h$ be an Airy ideal. Then there exists a unique module of exponential type $\hat{M}_A^h \mathbb{Z}$ that is canonically isomorphic to $\hat{D}_A^h/\mathcal{I}$. Furthermore, if we impose the initial condition $Z|_{x_A=0} = 1$ on the generator, then it is uniquely fixed and takes the form

$$Z = \exp \left( \sum_{g \in \mathbb{Z}^{2g-2+n}, n \in \mathbb{N}^*} \hbar^{2g-2+n} F_{g,n}(x_A) \right) \quad (2.72)$$

for some polynomials $F_{g,n}(x_A)$ homogeneous of degree $n$ with $F_{g,n}(0) = 0$. In other words, $Z$ is the unique solution to the differential equations $\mathcal{I} \cdot Z = 0$ satisfying the initial condition $Z|_{x_A=0} = 1$. We call $Z$ the partition function of the Airy ideal $\mathcal{I}$.

---

\[\text{The use of homogeneous polynomials } F_{g,n}(x_A) \text{ of degree } n \text{ instead of the polynomials } q^{(k+1)}(x_A) \text{ of degree } \leq k+1 \text{ previously used in Lemma 2.25 is simply to connect with the existing literature on the topic, but it is straightforward to show that it is equivalent: the polynomials } q^{(k+1)}(x_A) \text{ of degree } \leq k+1 \text{ are reconstructed as } q^{(k+1)}(x_A) = \sum_{g \in \mathbb{Z}^{2g-2+n}, n \in \mathbb{N}^*} F_{g,n}(x_A).\]
Equivalently, $Z$ is the unique solution to the differential equations $H_a Z = 0$, for all $a \in A$, where the $H_a$ generated the Airy ideal $I$.

**Remark 2.34.** We note here that we could have proven existence and uniqueness of the partition function directly from the definition of Airy ideals; the proof is fairly straightforward, and goes by induction on $\hbar$. This is what is done in [25] (see also [10]). However, our approach of relating Airy ideals to transvections, twisted modules, and modules of exponential type may shed light on what an Airy ideal really is, and why there always exists a unique partition function annihilated by an Airy ideal.

### 2.5.4. Airy modules

Given an Airy ideal $I \subset \hat{D}_\hbar A$, we have shown that $\hat{D}_\hbar A/I$ is a cyclic left module canonically isomorphic to the twisted polynomial module $\phi \hat{M}_A$, or equivalently to the module of exponential type generated by the partition function $Z$. Turning this around, we can define the notion of an Airy left $\hat{D}_\hbar A$-module.

**Definition 2.35.** We say that a cyclic left $\hat{D}_\hbar A$-module is Airy if it is generated by an element $v$ whose annihilator $\text{Ann}_{\hat{D}_\hbar A}(v)$ is an Airy ideal.

It is easy to show that all modules of exponential type (see Definition 2.20) are Airy modules.

**Lemma 2.36.** Let $\hat{M}_A Z$ be a left $\hat{D}_\hbar A$-module of exponential type, with generator

$$Z = \exp \left( \sum_{n=0}^{\infty} \hbar^{n-1} q^{(n+1)}(x_A) \right)$$

for some polynomials $q^{(n+1)}(x_A)$ of degree $\leq n + 1$. Then $\hat{M}_A Z$ is an Airy module.

**Proof.** This is clear. As we have seen in Lemma 2.25, the module of exponential type $\hat{M}_A Z$ is canonically isomorphic to $\hat{D}_\hbar A/I$, where

$$I = \left\{ \sum_{a \in A} c_a \bar{H}_a \mid c_a \in \hat{D}_\hbar A \right\},$$

with

$$\bar{H}_a = \hbar \partial_a - \sum_{n=0}^{\infty} \hbar^n \partial_a q^{(n+1)}(x_A).$$

Since $[\bar{H}_a, H_b] = 0$ for all $a, b \in A$, it is easy to show that $I$ satisfies the four conditions in the definition of Airy ideals (Definition 2.26).

**Lemma 2.37.** Let $\phi : \hat{D}_\hbar A \to \hat{D}_\hbar A$ be a transvection, and $\phi \hat{M}_A$ the $\phi$-twisted polynomial module. Then $\phi \hat{M}_A$ is an Airy module.

**Proof.** Same argument as in the proof of the previous Lemma.
2.5.5. \(h\)-polynomial and \(h\)-finite Airy ideals

The existence of a partition function becomes particularly interesting when the operators \(H_a\) live in the subalgebra \(\mathcal{D}_A^h\); that is, the \(H_a\) are polynomials (instead of formal series) in \(h\). Even more interesting is when all \(H_a\) are polynomials of degree less than a certain fixed positive integer \(N\). We thus formulate the following definition.

Definition 2.38. Let \(\mathcal{I} \subset \mathcal{D}_A^h\) be an Airy ideal. We say that it is \(h\)-polynomial if there exists \(H_a \in \mathcal{D}_A^h\) for all \(a \in A\) (i.e., they are polynomials in \(h\)) satisfying the conditions of Definition 2.26.

We say that \(\mathcal{I}\) is \(h\)-finite if it is \(h\)-polynomial, and there exists a positive integer \(N\) such that all \(H_a\) are polynomials in \(h\) of degree \(\leq N\). We call the smallest such \(N\) the \(h\)-degree of \(\mathcal{I}\).

We also say that an Airy left \(\hat{\mathcal{D}}_A^h\)-module is \(h\)-polynomial (resp. \(h\)-finite) if it is generated by an element \(v\) whose annihilator is \(h\)-polynomial (resp. \(h\)-finite).

For example, an Airy ideal generated by a collection of operators \(\{H_a\}_{a \in \mathbb{N}^*}\) that are polynomials of degree 2 in \(h\) is \(h\)-finite, and has \(h\)-degree 2. However, an Airy ideal generated by a collection of operators \(\{H_a\}_{a \in \mathbb{N}^*}\) that are polynomials of degree \(a\) in \(h\) is \(h\)-polynomial, but not \(h\)-finite (as the \(h\)-degree of the \(H_a\) keeps increasing as \(a\) increases).

Why are \(h\)-finite Airy ideals particularly interesting? We saw in Lemma 2.30 that all left \(\hat{\mathcal{D}}_A^h\)-modules of exponential type \(\hat{\mathcal{M}}_A^h Z\) are Airy modules. In other words, any exponential of the form

\[
Z = \exp \left( \sum_{g \in \mathbb{N}, n \in \mathbb{N}^*} \frac{h^{2g-2+n}}{2g-2+n} F_{g,n}(x_A) \right)
\]

(2.76)
is the partition function for some Airy ideal. Indeed, the Airy ideal is given by

\[
\mathcal{I} = \left\{ \sum_{a \in A} c_a \hat{H}_a \mid c_a \in \hat{\mathcal{D}}_A^h \right\},
\]

(2.77)
with

\[
\hat{H}_a = h \partial_a - \sum_{g \in \mathbb{N}, n \in \mathbb{N}^*} \frac{h^{2g-1+n}}{2g-2+n} \partial_a F_{g,n}(x_A).
\]

(2.78)

This is a rather trivial statement.

But are all \(Z\) of the form (2.76) partition functions for Airy ideals that are \(h\)-finite? In other words, can we always rewrite the Airy ideal \(\mathcal{I}\) above as an ideal generated by operators \(H_a\) that are \(h\)-polynomials of degree \(\leq N\) for some \(N\)? Equivalently, which partition functions of the form (2.76) satisfy differential equations \(H_a Z = 0\) for \(h\)-polynomial operators \(H_a\) of degree \(\leq N\) for some \(N\) that generate an Airy ideal?

This is a very interesting question. The existence of such operators \(H_a\) implies a recursive structure for the polynomials \(F_{g,n}(x_A)\), which is the foundation of the story of topological recursion reformulated in the language of Airy structures. See [25, 14, 17] for more on this recursive structure. Traditionally, the usual topological recursion formula is obtained directly by applying the differential operators \(\hat{H}_a\) on the partition function \(Z\), and setting the result to 0. This gives a recursion for the polynomials \(F_{g,n}(x_A)\) (or their coefficients) if the operators \(H_a\) are \(h\)-polynomials of degree \(\leq N\) for some \(N\). From our point of view, this recursive structure is encapsulated in the recursive construction of the commuting first-order operators \(\hat{H}_a\) from the \(H_a\). When the \(H_a\) are polynomials in \(h\), the infinite set of polynomials (order by order in \(h\)) in the operators \(\hat{H}_a\) will be constructed out of a finite set (in \(h\)) of polynomials in the \(H_a\), and hence will satisfy some recursive structure determined by initial conditions. The two recursions are of course equivalent, as is easy to show.
2.6. Constructing Airy ideals

We are interested in constructing Airy ideals $I \subseteq \hat{D}_A^h$, because as we saw in Corollary [2.33] there exists a unique partition function $Z$ such that $I \cdot Z = 0$. More often than not, what we will be interested in is the partition function $Z$, which may be a generating series for some enumerative invariants. Conversely, if the generating series for a particular set of enumerative invariants takes the form of a partition function for a $(\hbar$-finite) Airy ideal, then what this means is that it satisfies a set of differential constraints that uniquely fix the generating series, such as Virasoro constraints, $W$-constraints, etc.

How can we construct Airy ideals? We need to construct a left ideal $I \subseteq \hat{D}_A^h$ that satisfies the properties of Definition 2.26. So what we do is construct a collection of differential operators $\{H_a\}_{a \in A}$ with $H_a \in \hat{D}_A^h$. To show that the left ideal generated by the $H_a$ is an Airy ideal, what we need to show is:

1. The collection $\{H_a\}_{a \in A}$ is bounded;
2. $H_a = \hbar \partial_a + O(h^2)$;
3. $[H_a, H_b] = h^2 \sum_{c \in A} f_{abc} H_c$ for some $f_{abc} \in \hat{D}_A^h$.

It is easy to show that the third condition is equivalent to requiring that $[I, I] \subseteq h^2 I$, Condition (4) in Definition 2.26.

Concretely, sometimes we may construct a collection of operators $H_a \in \hat{D}_A^h$ that do not satisfy the condition $H_a = h \partial_a + O(h^2)$, but that satisfy the other two conditions. Does that mean that they do not generate an Airy ideal? Not necessarily. For instance, if $I$ and $A$ are two finite index sets of the same length, then any two collections of differential operators $\{G_i\}_{i \in I}$ and $\{H_a\}_{a \in A}$ related by an invertible $\mathbb{C}$-linear transformation generate the same left ideal in $\hat{D}_A^h$. This can be generalized to the infinite context as follows (see Definition 2.3 in [8]).

**Lemma 2.39.** Let $I$, $A$ be either finite or countably infinite index sets. Let $\{H_i\}_{i \in I}$ be a collection of operators $H_i \in \hat{D}_A^h$ such that:

1. The collection $\{H_i\}_{i \in I}$ is bounded;
2. $[H_i, H_j] = h^2 \sum_{k \in I} f_{ijk} H_k$ for some $f_{ijk} \in \hat{D}_A^h$;
3. $H_i = \sum_{a \in A} M_{ia} h \partial_a + O(h^2)$, \hspace{1cm} \text{(2.79)}
   where the $M_{ia}$ are complex numbers such that for all fixed $a \in A$, the $M_{ia}$ vanish for all but finitely many $i \in I$.
4. There exists complex numbers $N_{bj}$, with $b \in A$ and $j \in I$, such that for all fixed $j \in I$, they vanish for all but finitely many $b \in A$, and
   $$\sum_{i \in I} N_{bi} M_{ia} = \delta_{ab} \quad \forall a, b \in A \quad \text{and} \quad \sum_{a \in A} M_{ia} N_{aj} = \delta_{ij} \quad \forall i, j \in I. \hspace{1cm} \text{(2.80)}$$

Then the left ideal $I = \{ \sum_{i \in I} c_i H_i \mid c_i \in \hat{D}_A^h \} \subseteq \hat{D}_A^h$ is an Airy ideal.

Moreover, $I$ can also be written as $I = \{ \sum_{a \in A} c_a \hat{H}_a \mid c_a \in \hat{D}_A^h \}$, where the $\hat{H}_a$ are defined by

$$\hat{H}_a = \sum_{i \in I} N_{ai} H_i \in \hat{D}_A^h, \hspace{1cm} \text{(2.81)}$$

and satisfy $\hat{H}_a = h \partial_a + O(h^2)$.

**Proof.** First, we note that the conditions in (2.80) are well defined, since because of the constraints on the coefficients $N_{bj}$ and $M_{ia}$ both sums collapse to finite sums.
Remark 2.40. In [9], the authors define “Airy structures in normal form” as being given by collections of differential operators \((H_a)_{a \in A}\) satisfying the condition \(H_a = \hbar \partial_a + O(h^2)\), and “Airy structures” as being given by collections of differential operators related to Airy structures in normal forms by transformations as in Lemma 2.39. From our point of view, since we define an Airy structure (or rather an Airy ideal) as being the left ideal itself, we do not need to make such a distinction. 

Now, by condition (2) it is clear that \(\mathcal{I}\) satisfies condition (2) of Definition 2.26. Moreover, because of condition (1), it is clear that the \(\tilde{H}_a\) are well defined operators in \(\hat{D}^h_A\). It is also clear from the properties of the complex numbers \(M_{ia}\) and \(N_{bj}\) that

\[
\tilde{H}_a = \sum_{i \in I} N_{ai} H_i \tag{2.82}
\]

\[
= \sum_{i \in I} N_{ai} \left( \sum_{b \in A} M_{ib} \hbar \partial_b \right) + O(h^2) \tag{2.83}
\]

\[
= \sum_{b \in A} \left( \sum_{i \in I} N_{ai} M_{ib} \right) \hbar \partial_b + O(h^2) \tag{2.84}
\]

\[
= \hbar \partial_b + O(h^2), \tag{2.85}
\]

where in the third line we could exchange the order of the sums since the \(M_{ib}\) are such that for all fixed \(b \in A\), they vanish for all but finitely many \(i \in I\). Therefore, to show that \(\mathcal{I}\) is an Airy ideal, all that we have to show is that the ideals \(\mathcal{I} = \{ \sum_{i \in I} c_i H_i \mid c_i \in \hat{D}^h_A \}\) and \(\mathcal{J} = \{ \sum_{a \in A} c_a \tilde{H}_a \mid c_a \in \hat{D}^h_A \}\) are the same.

First, we note that we can invert the relation between the \(\tilde{H}_a\) and the \(H_i\). As \(\tilde{H}_a = \sum_{i \in I} N_{ai} H_i\), we have

\[
\sum_{a \in A} M_{ia} \tilde{H}_a = \sum_{a \in A} M_{ia} \left( \sum_{j \in I} N_{aj} H_j \right) = \sum_{j \in I} \left( \sum_{a \in A} M_{ia} N_{aj} \right) H_j = H_i, \tag{2.86}
\]

where we could exchange the order of the sums since the \(N_{aj}\) are such that for all fixed \(j \in I\), they vanish for all but finitely many \(a \in A\).

Now suppose that \(P \in \mathcal{I}\). Then we can write

\[
P = \sum_{i \in I} f_i H_i \tag{2.87}
\]

for some \(f_i \in \hat{D}^h_A\). But then

\[
P = \sum_{i \in I} f_i H_i = \sum_{i \in I} f_i \left( \sum_{a \in A} M_{ia} \tilde{H}_a \right) = \sum_{a \in A} \left( \sum_{i \in I} f_i M_{ia} \right) \tilde{H}_a. \tag{2.88}
\]

Since the \(M_{ia}\) are such that for all fixed \(a \in A\), they vanish for all but finitely many \(i \in I\), the sums \(\sum_{a \in A} f_i M_{ia}\) are finite, and hence certainly produce well defined operators in \(\hat{D}^h_A\). Therefore \(P \in \mathcal{J}\), and hence \(\mathcal{I} \subseteq \mathcal{J}\).

Conversely, suppose that \(Q \in \mathcal{J}\). Then we can write

\[
Q = \sum_{a \in A} g_a \tilde{H}_a = \sum_{a \in A} g_a \left( \sum_{i \in I} N_{ai} H_i \right) = \sum_{i \in I} \left( \sum_{a \in A} g_a N_{ai} \right) H_i, \tag{2.89}
\]

for some \(g_a \in \hat{D}^h_A\). Again, since the \(N_{ai}\) are such that for all fixed \(i \in I\), they vanish for all but finitely many \(a \in A\), the sums \(\sum_{a \in A} g_a N_{ai}\) are finite and hence produce well defined operators in \(\hat{D}^h_A\). Therefore \(Q \in \mathcal{I}\), and hence \(\mathcal{J} \subseteq \mathcal{I}\). We conclude that \(\mathcal{I} = \mathcal{J}\). □
2.7. Two special cases

We now look at two special cases of the construction, which will be necessary to connect with the Heisenberg algebra in the next section.

Consider the Weyl algebra $D_A = \mathbb{C}[x_A] \langle \partial_A \rangle$. Let $I \subset A$ be a subset of the index set $A$, and let $J = A \setminus I \subset A$. There are two subalgebras that can be constructed easily:

1. $\mathcal{D}(x_J, \partial_A) := \mathbb{C}[x_J] \langle \partial_A \rangle \subset D_A$, which is the subalgebra of differential operators whose coefficients do not depend on the variables $x_I$;
2. $\mathcal{D}(x_A, \partial_J) := \mathbb{C}[x_A] \langle \partial_J \rangle \subset D_A$, which is the subalgebra of differential operators in which the derivatives $\partial_I$ do not appear.

It is clear that both of those are subalgebras of the Weyl algebra $D_A$. In fact, in the second case, we can think of the subalgebra $\mathcal{D}(x_A, \partial_J)$ as being the Weyl algebra $D_J$ but over the polynomial ring $\mathbb{C}[x_A]$. We will however not take this point of view here, since we want the extra variables $x_J$ to be included in the Bernstein filtration, so it makes perhaps more sense to view $\mathcal{D}(x_A, \partial_J)$ as a subalgebra of $D_A$.

The Bernstein filtration can be defined on the subalgebras as well, and we can construct the Rees Weyl subalgebras $\hat{D}^h(x_J, \partial_A)$ and $\hat{D}^h(x_A, \partial_J)$ and their $h$-adic completions $\hat{D}^h(x_J, \partial_A)$ and $\hat{D}^h(x_A, \partial_J)$, which are subalgebras of $\hat{D}^h_A$. The construction of transvections, twisted modules, modules of exponential types, and Airy ideals also goes through the subalgebras. Let us be a bit more precise.

2.7.1. The subalgebra $\hat{D}^h(x_A, \partial_J)$

We consider differential operators in $\hat{D}^h_A$ whose coefficients are polynomials in all the variables $x_A$, but that only involve derivatives in $\partial_J$. Then the Rees polynomial algebra $\hat{M}^h_A$ is a left $\hat{D}^h(x_A, \partial_J)$-module.

We highlight a few simple statements here, which follow from the construction of the previous sections:

1. Let
   \[
   \mathcal{I}_{\text{can}}(x_A, \partial_J) := \left\{ \sum_{j \in J} c_j \tilde{\partial}_j | c_j \in \hat{D}^h(x_A, \partial_J) \right\}.
   \] (2.90)
   Then $\mathcal{I}_{\text{can}}(x_A, \partial_J)$ is the annihilator of $1 \in \hat{M}^h_A$, and the Rees polynomial module $\hat{M}^h_A$ is canonically isomorphic to $\hat{D}^h(x_A, \partial_J)/\mathcal{I}_{\text{can}}(x_A, \partial_J)$.

2. We can define transvections as in Definition 2.21 with non-trivial action only on the derivatives $h \partial_J$, but with polynomials $p_a^{(n+1)} = \partial_a q^{(n+1)}$ that depend on all variables $x_A$. Those transvections are automorphisms of the subalgebra $\hat{D}^h(x_A, \partial_J)$. Then, if we define the left ideal
   \[
   \mathcal{I} = \left\{ \sum_{j \in J} c_j \tilde{H}_j | c_j \in \hat{D}^h(x_A, \partial_J) \right\}
   \] (2.91)
   with the $\tilde{H}_J$ defined as in Definition 2.21, it is clear that $\hat{D}^h(x_A, \partial_J)/\mathcal{I}$ is a cyclic left $\hat{D}^h(x_A, \partial_J)$-module canonically isomorphic to the twisted module $\hat{M}^h_A$.

3. We can also rephrase the statement in terms of modules of exponential type. We get that $\hat{D}^h(x_A, \partial_J)/\mathcal{I}$ is canonically isomorphic to the module of exponential type $\hat{M}^h_A Z$ with
   \[
   Z = \exp\left( -\sum_{n=0}^{\infty} h^{n-1} q^{(n+1)}(x_A) \right),
   \] (2.92)
where the \( q^{(n+1)} (x_j) \) are degree \( \leq n + 1 \) in the variables \( x_A \) as usual. In terms of differential equations, what this says is that \( Z \) is a solution to the differential equations \( I \cdot Z = 0 \). A subtelty arises however in the uniqueness statement. Indeed, there are many choices of polynomials \( q^{(n+1)} (x_A) \) that give rise to the same transvection, since the transvection only involves the derivatives \( \partial_j q^{(n+1)} (x_A) \) with respect to the variables \( \partial_j \). In other words, any two \( q^{(n+1)} (x_A) \) that differ by a polynomial \( p^{(n+1)} (x_I) \) in the variables \( x_I \) give rise to the same transvection in the subalgebra \( \hat{D}^h (x_A, \partial_I) \). As a result, we can state the uniqueness result as saying that there is a unique solution to the differential equation \( I \cdot Z = 0 \) with \( Z \big|_{x_I=0} = 0 \), which basically amounts to not only requiring that the \( q^{(n+1)} (0) = 0 \) but also that they do not depend at all on the variables \( x_I \). Or, we could give up on uniqueness, and state that we can construct families of solutions of the form (2.92) parametrized by the variables \( x_I \). The unique solution above would then pick the origin of this family.

As usual, we can define Airy ideals as in Definition 2.26 but requiring that the ideal \( I \subset \hat{D}^h (x_A, \partial_I) \).

That is, we only have differential operators \( H_j = \hbar \partial_j + O(\hbar^2) \) for \( j \in J \subset A \). Then everything goes through, and Theorem 2.28 holds. Corollary 2.33 also holds, with the caveat about uniqueness mentioned in point (3) above.

More precisely, if \( I \subset \hat{D}^h (x_A, \partial_I) \) is an Airy ideal, then \( \hat{D}^h (x_A, \partial_I) / I \) is canonically isomorphic to the twisted module \( \hat{M}_A^h \) for some stable transvection \( \phi \) of \( \hat{D}^h (x_A, \partial_I) \), and also canonically isomorphic to a module of exponential type \( \hat{M}_h Z \) with \( Z \) of the form (2.92) with \( q^{(1)} (x_A) = q^{(2)} (x_A) = 0 \).

From the point of view of differential equations, we conclude that we can construct families of solutions to the differential equations \( I \cdot Z \), parametrized by the extra variables \( x_I \), of the form

\[
Z = \exp \left( \sum_{g \in \mathbb{H}, n \in \mathbb{N}, g \geq -2+n \geq 0} \hbar^{2g-2+n} F_{g,n} (x_A) \right),
\]

(2.93)

for some polynomials \( F_{g,n} (x_A) \) homogeneous of degree \( n \) with \( F_{g,n} (0) = 0 \). We can also state that there is a unique such solution satisfying the initial condition \( Z \big|_{x_I=0} = 1 \), which amounts to imposing that the polynomials \( F_{g,n} \) do not depend on the variables \( x_I \) (this is the origin in the family of solutions parametrized by the \( x_I \)).

2.7.2. The subalgebra \( \hat{D}^h (x_I, \partial_A) \)

In this case, we consider differential operators in \( \hat{D}^h_A \) whose coefficients are polynomials but only in the variables \( x_J \subset x_A \). Let \( \hat{M}_j^h \) be the \( h \)-adic completion of the Rees polynomial module in the variables \( x_J \). It is clearly a left \( \hat{D}^h (x_I, \partial_A) \)-module, where the derivatives \( \partial_I \) act trivially.

(1) Let

\[
I_{\text{can}} (x_I, \partial_A) := \left\{ \sum_{a \in A} c_a \hbar \partial_a \mid c_a \in \hat{D}^h (x_I, \partial_A) \right\}.
\]

(2.94)

Then \( I_{\text{can}} (x_I, \partial_A) \) is the annihilator of \( 1 \in \hat{M}_j^h \), and the Rees polynomial module \( \hat{M}_j^h \) is canonically isomorphic to \( \hat{D}^h (x_I, \partial_A) / I_{\text{can}} (x_I, \partial_A) \).

(2) We can define transvections as in Definition 2.21 but with the polynomials \( p_a^{(n+1)} = \partial_a q^{(n+1)} \) depending only on the variables \( x_I \). Those transvections are automorphisms of the subalgebra \( \hat{D}^h (x_I, \partial_A) \). Then, if we define the left ideal

\[
I = \left\{ \sum_{a \in A} c_a \partial_a \mid c_a \in \hat{D}^h (x_I, \partial_A) \right\}
\]

(2.95)
with the $H_a$ defined as in Definition 2.21, it is clear that $\hat{D}^h(x_J, \partial_A)/\mathcal{I}$ is a cyclic left $\hat{D}^h(x_J, \partial_A)$-module canonically isomorphic to the twisted module $\hat{M}_J^h$.

(3) We can also rephrase the statement in terms of modules of exponential type as usual, but we need to be a little bit careful here. While the polynomials $p_a^{(n+1)} = \partial_a q^{(n+1)}$ do not depend on the variables $x_I$, this does not mean that the polynomials $q^{(n+1)}$ do not depend on the $x_I$. What it means is that they can be written as

$$q^{(n+1)}(x_I) + s^{(n+1)}(x_I)$$

(2.96)

for linear polynomials $s^{(n+1)}(x_I)$ in the variables $x_I$. (Here we extend the action of the differential operators on the module by the natural action on the variables $x_I$.) In other words, we get that $\hat{D}^h(x_J, \partial_A)/\mathcal{I}$ is canonically isomorphic to the module of exponential type $\hat{M}_J^h \mathcal{Z}$ with

$$Z = \exp \left( -\sum_{n=0}^{\infty} \hbar^{n-1} q^{(n+1)}(x_I) - \sum_{n=0}^{\infty} \hbar^{n-1} s^{(n+1)}(x_I) \right),$$

(2.97)

where the $q^{(n+1)}(x_I)$ are degree $\leq n + 1$ in the variables $x_I$ as usual, but the $s^{(n+1)}(x_I)$ are linear polynomials in the variables $x_I$. In terms of differential equations, what this says is that $Z$ is a solution to the differential equations $\mathcal{I} \cdot Z = 0$, and if we set $q^{(n+1)}(0) = 0$ and $s^{(n+1)}(0) = 0$, it is the unique solution satisfying $Z|_{x_A=0} = 1$.

Then, we can define Airy ideals as in Definition 2.26 but requiring that the ideal $\mathcal{I} \subset \hat{D}^h(x_J, \partial_A)$. That is, the $H_a$ are differential operators with coefficients that do not depend on the $x_I$. Then everything goes through, and Theorem 2.28 holds, with the transvection $\phi$ being of the form above (i.e. not involving the variables $x_I$). Corollary 2.33 also holds, with the caveat that the partition function takes the form (2.97).

More precisely, if $\mathcal{I} \subset \hat{D}^h(x_J, \partial_A)$ is an Airy ideal, then $\hat{D}^h(x_J, \partial_A)/\mathcal{I}$ is canonically isomorphic to the twisted module $\hat{M}_J^h$ for some stable transvection $\phi$ of the form above, and also canonically isomorphic to a module of exponential type $\hat{M}_J^h \mathcal{Z}$ with $Z$ of the form of (2.97) with $q^{(1)}(x_I) = q^{(2)}(x_I) = s^{(1)}(x_I) = s^{(2)}(x_I) = 0$. Using the standard notation in the literature on Airy structures, we conclude that the unique exponential solution to the differential equations $\mathcal{I} \cdot Z$ with initial condition $Z|_{x_A=0}$ takes the form

$$Z = \exp \left( \sum_{g \in \mathbb{N}, n \in \mathbb{N}^*} \hbar^{2g-2-n} F_{g,n}(x_J) + \sum_{g \in \mathbb{N}^*} \hbar^{2g-1} F_{g,1}(x_I) \right),$$

(2.98)

for some polynomials $F_{g,n}$ homogeneous of degree $n$ in the respective variables, with $F_{g,n}(0) = 0$.

To connect further with standard notation in the literature, it is customary to write down the following expansions for the homogeneous polynomials $F_{g,n}$:

$$F_{g,n}(x_J) = \frac{1}{n!} \sum_{j_1, \ldots, j_n \in J} F_{g,n}[j_1, \ldots, j_n] x_{j_1} \cdots x_{j_n},$$

(2.99)

where the $F_{g,n}[j_1, \ldots, j_n] \in \mathbb{C}$ are coefficients symmetric under permutations of the entries. What (2.98) says is that, if we were to define the coefficients above for all entries $a_j \in A$ and write down a general partition function, then the coefficients $F_{g,n}[a_1, \ldots, a_n]$ would vanish whenever $n \geq 2$ and at least one of the entries is in $I$. 
2.8. Airy ideals and the Heisenberg algebra

The Weyl algebra is obviously closely connected to the universal enveloping algebra of the Heisenberg algebra. Thus, not surprisingly, many Airy ideals can be constructed from this vantage point. We now review this construction.

2.8.1. The Heisenberg algebra

Let \( \mathfrak{h} \) be the Heisenberg Lie algebra with basis \( \{ J_n \}_{n \in \mathbb{Z}} \cup \{ c \} \) and Lie bracket

\[
[J_m, J_n] = m\delta_{m,-n} c, \quad [J_m, c] = 0, \quad \forall m, n \in \mathbb{Z}.
\]  

(2.100)

Abusing notation a little bit, we will write \( U(\mathfrak{h}) \) for the quotient of its universal enveloping algebra by the ideal \( c = 1 \). It is the free associative algebra over \( \mathbb{C} \) generated by \( \{ J_m \}_{m \in \mathbb{Z}} \) modulo the commutation relations

\[
[J_m, J_n] = m\delta_{m,-n}, \quad \forall m, n \in \mathbb{Z}.
\]  

(2.101)

It is the algebra of modes of the rank one free boson vertex operator algebra (VOA), often denoted by \( \pi \). For future use, we define \( U_+(\mathfrak{h}) \) as being the subalgebra generated by the positive modes, \( U_{\geq 0}(\mathfrak{h}) \) as being the subalgebra generated by the non-negative modes, \( U_-(\mathfrak{h}) \) as being the subalgebra generated by the negative modes, and \( U_0(\mathfrak{h}) \) as being the subalgebra generated by the zero mode.

Simple modules of the free boson VOA (or Heisenberg VOA) are Fock modules \( \pi_{\lambda} \), parameterized by a complex weight label \( \lambda \). They are generated by a highest-weight state \( |\lambda\rangle \) satisfying

\[
J_n|\lambda\rangle = 0 \quad \text{for } n > 0, \quad J_0|\lambda\rangle = \lambda|\lambda\rangle
\]  

(2.102)

and the negative modes act freely on the highest-weight state. In particular as a vector space \( \pi_{\lambda} \) coincides with the polynomial ring in the negative modes. Not every module of the Heisenberg VOA is completely reducible and in fact there are infinite length indecomposable modules constructed as follows. Consider the polynomial ring \( \mathbb{C}[y] \) in one variable. It becomes a module for the abelian Lie algebra \( \mathbb{C}J_0 \) generated by \( J_0 \) under

\[
\rho_\lambda : \mathbb{C}J_0 \to \mathbb{C}[y], \quad J_0 \mapsto \frac{d}{dy} + \lambda.
\]  

(2.103)

The module will be denoted by \( \rho_\lambda \) and it induces firstly to a module of the non-negative modes by demanding that the positive modes act as zero and then to a module \( \pi_{\rho_\lambda} \) of the free boson VOA by letting all negative modes act freely. In formulas, the induced module is

\[
\pi_{\rho_\lambda} = \text{Ind}_{U_{\geq 0}(\mathfrak{h})}^{U(\mathfrak{h})} \rho_\lambda.
\]  

(2.104)

\( \pi_{\rho_\lambda} \) has the Fock module \( \pi_{\lambda} \) as submodule while the quotient is isomorphic to \( \pi_{\rho_\lambda} \) itself, that is it satisfies the non-split exact sequence

\[
0 \to \pi_{\lambda} \to \pi_{\rho_\lambda} \to \pi_{\rho_\lambda} \to 0.
\]  

(2.105)

As a vector space \( \pi_{\rho_\lambda} \) is isomorphic to the polynomial ring in the negative modes together with the extra variable \( y \) on which the zero-mode acts as \( \frac{d}{dy} + \lambda \).

We also want to think of \( J_0 \) as a variable. For this consider the representation of \( \mathbb{C}J_0 \)

\[
\kappa_\lambda : \mathbb{C}J_0 \to \mathbb{C}[y], \quad J_0 \mapsto y + \lambda
\]  

(2.106)

and the induced module

\[
\pi_{\kappa_\lambda} = \text{Ind}_{U_{\geq 0}(\mathfrak{h})}^{U(\mathfrak{h})} \kappa_\lambda.
\]  

(2.107)

\( \pi_{\kappa_\lambda} \) has the Fock module \( \pi_{\lambda} \) as homomorphic image (mapping \( y \) to zero) while the kernel is isomorphic to \( \pi_{\kappa_\lambda} \) itself, that is it satisfies the non-split exact sequence

\[
0 \to \pi_{\kappa_\lambda} \to \pi_{\kappa_\lambda} \to \pi_{\lambda} \to 0.
\]  

(2.108)
As a vector space $\pi_{\kappa_{\lambda}}$ is isomorphic to the polynomial ring in the negative modes together with the extra variable $y$ on which the zero-mode acts via multiplication by $y + \lambda$. Both modules $\pi_{\rho_{\lambda}}$ and $\pi_{\kappa_{\lambda}}$ are naturally modules of a slightly larger algebra that we will discuss now.

2.8.2. Adding a conjugate zero-mode

$U(\mathfrak{h})$ is almost the Weyl algebra $D[\hbar]$ under the identification

$$J_m = \partial_m, \quad J_{-m} = mx_m, \quad m \in \mathbb{N}^*,$$

(2.109)

but not quite: the zero mode $J_0$ is missing. The zero mode is central, as it commutes with all other modes $J_m$. To take into account the zero mode $J_0$, we introduce a conjugate zero mode $\tilde{J}_0$ that satisfies the commutation relations

$$[J_m, \tilde{J}_0] = \pm \delta_{m,0}. \quad (2.110)$$

The choice of sign here will be dictated by our interpretation of the zero mode $J_0$ and its conjugate $\tilde{J}_0$. We then consider the free associative algebra over $\mathbb{C}$ generated by the $\{J_m\}_{m \in \mathbb{Z}}$ and $\tilde{J}_0$, which is isomorphic to $U(\mathfrak{h}) \otimes_{\mathbb{C}} \mathbb{C}[J_0]$. Now we have two choices to map the resulting algebra to the Weyl algebra. We set the parameters of the modules of the previous section to $y = x_0$ and $\lambda = 0$.

(\pi_{\kappa_0}) The case $\pi_{\kappa_0}$ corresponds to a minus sign in (2.110), and, as operators on $\pi_{\kappa_0}$, $J_0 = x_0$ is a variable, and $\tilde{J}_0 = \partial_0$ is a derivative. Via the identification (2.109) we see that $\pi_{\kappa_0}$ is $\mathbb{C}[x_0, x_1, \ldots]$ the polynomial ring in infinitely many variables including $x_0$. Modes of fields of the Heisenberg vertex algebra are infinite sums of monomials in the derivatives, excluding $\partial_0$, whose coefficients are polynomials, that is elements of $\mathbb{C}[x_0, x_1, \ldots]$. This means that $\pi_{\kappa_0}$ carries an action of $D_N$ and the algebra of modes of the Heisenberg VOA is contained in the subalgebra $D(x_N, \partial_N) \subset D_N$ (a special case of the type of subalgebras considered in Section 2.7.1).

(\pi_{\rho_0}) The case $\pi_{\rho_0}$ corresponds to a plus sign in (2.110), and $J_0 = \partial_0$ acts as a derivative, and $\tilde{J}_0 = x_0$ as a variable. The module $\pi_{\rho_0}$ then is also interpreted as $\mathbb{C}[x_0, x_1, \ldots]$ and so it again carries an action of $D_N$, but this time the modes of fields of the Heisenberg vertex algebra are infinite sums of monomials in the derivatives, including $\partial_0$, but with polynomial coefficients in $\mathbb{C}[x_1, \ldots]$. The conjugate zero-mode $\tilde{J}_0 = x_0$ doesn’t appear. This means the algebra of modes of the Heisenberg VOA is now contained in the subalgebra $D(x_N, \partial_N) \subset D_N$ (a special case of the type of subalgebras considered in Section 2.7.2).

In both cases, we identify a completion of the universal enveloping algebra $U(\mathfrak{h})$ with a subalgebra of the Weyl algebra $D_N$. Note that as modules for $D_N$ our two modules $\pi_{\kappa_0}$ and $\pi_{\rho_0}$ are isomorphic and are highest-weight modules generated by a highest-weight vector $|x_0\rangle$ on which all positive modes act as zero and all non-negative ones act freely. Let us call this $D_N$ module $M$.

Finally, we introduce $\hbar$. In both cases, we implement the Rees construction with respect to the filtration on $U(\mathfrak{h}) \otimes_{\mathbb{C}} \mathbb{C}[J_0]$ defined by

$$F_i \left( U(\mathfrak{h}) \otimes_{\mathbb{C}} \mathbb{C}[J_0] \right) = \{\text{polynomials of degree } \leq i \text{ in the modes } J_m, \tilde{J}_0 \}. \quad (2.111)$$

This is of course mapped to the Bernstein filtration as required. We then introduce $\hbar$ via the Rees construction. Ultimately, the result is the free associative algebra over $\mathbb{C}$ generated by $\hbar$, $\hbar J_0$ and the $\{\hbar J_m\}_{m \in \mathbb{Z}}$ modulo their commutation relations, which is isomorphic to the Rees Weyl algebra $D^\hbar$ (see Remark 2.13). Finally, we consider the $\hbar$-adic completion, which is mapped to $\tilde{D}^\hbar_{N\hbar}$.

As a result of all this, we have identified the $\hbar$-adic completion of the Rees universal enveloping algebra, which we denote by $\tilde{U}^\hbar(\mathfrak{h})$, with either the subalgebra $\tilde{D}^\hbar(x_N, \partial_N)$, or the subalgebra $\tilde{D}^\hbar(x_N, \partial_N)$, depending on the choice of interpretation for the central zero mode $J_0$, i.e. the choice of module $\pi_{\kappa_0}$ or $\pi_{\rho_0}$.
Because of this identification, all the results summarized in Section 2.7.1 and 2.7.2 apply. Let us summarize their meaning in the context of the Heisenberg algebra.

2.8.3. Identifying $\widehat{U}_h^h(\mathfrak{h})$ with $\widehat{D}_h(\mathfrak{h},\partial_{n^\ast})$

The three results highlighted in Section 2.7.1 then have the following interpretation in the case of $\pi_{n_0}$, i.e. $J_0 = x_0$ is a variable:

1. Let $\mathcal{I}_{can}$ be the left ideal in $\widehat{U}_h^h(\mathfrak{h})$ generated by the positive modes $J_m$, $m \in \mathbb{N}^\ast$. Then $\widehat{U}_h^h(\mathfrak{h})/\mathcal{I}_{can}$ is canonically isomorphic to the $(h$-adic completion of the Rees) module $M$ generated by $|x_0\rangle$, which is clear.

2. We define transvections as usual, they take the form $\phi: (h, hJ_m, hJ_0, hJ_m) \mapsto (h, hJ_m, hJ_0, \bar{H}_m)$, with

$$\bar{H}_m = hJ_m + \sum_{n=0}^{\infty} h^n [J_m, q^{(n+1)}(J_0, J_m, J_\ast, \ldots)], \quad m \in \mathbb{N}^\ast,$$

(2.112)

where the $q^{(n+1)}$ are polynomials of degree $\leq n + 1$ in the non-positive modes. Then, if we define $\mathcal{I}$ to be the left ideal generated by the $\bar{H}_m$, $\widehat{U}_h^h(\mathfrak{h})/\mathcal{I}$ is canonically isomorphic to the $(h$-adic completion of the Rees) module $M$ twisted by the automorphism $\phi$.

3. Rephrasing in terms of modules of exponential type, we get that $\widehat{U}_h^h(\mathfrak{h})/\mathcal{I}$ is canonically isomorphic to the module generated by the state

$$Z|x_0\rangle = \exp \left( -\sum_{n=0}^{\infty} h^{n-1} q^{(n+1)}(J_0, J_m, J_\ast, \ldots) \right) |x_0\rangle.$$

(2.113)

This is of course a family of Fock modules $\pi_{x_0}$, parametrized by the choice of highest weight $x_0$. There is a unique choice if we impose that the highest weight is $x_0 = 0$ (in other words, we set the zero mode $J_0$ to zero) and the polynomials satisfy $q^{(n+1)}(0) = 0$.

The interesting statements however are for Airy ideals in $\widehat{U}_h^h(\mathfrak{h})$. To construct an Airy ideal, we need to construct a collection of operators $\{H_j\}_{j \in \mathbb{N}^\ast}$ in $\widehat{U}_h^h(\mathfrak{h})$ of the form

$$H_j = hJ_j + O(h^2),$$

(2.114)

and satisfying the properties of Definition 2.26. Such collections will naturally arise, for instance, from the modes of the strong generators of some algebras, such as $\mathcal{W}$-algebras, which can be constructed as sub-VOAs of the Heisenberg VOA. If we are given such an Airy ideal $\mathcal{I}$, then we know that $\widehat{U}_h^h(\mathfrak{h})/\mathcal{I}$ is canonically isomorphic to a twisted module as above for some stable transvection $\phi$, and also canonically isomorphic to a module of exponential type generated by a state as in (2.113) with $q^{(1)} = q^{(2)} = 0$.

In particular, since $q^{(1)} = q^{(2)} = 0$ the argument of the exponential starts at $O(h)$, and expanding the exponential we can think of the state $Z|x_0\rangle$ as living in the $h$-adic completion of the Rees module $M$ generated by $|x_0\rangle$. To summarize, given any Airy ideal, we showed that $\widehat{U}_h^h(\mathfrak{h})/\mathcal{I}$ is canonically isomorphic to a cyclic left module generated by a state in the $h$-adic completion of the Rees Fock module.

This is particularly interesting if the modes $H_j$ that generate the Airy ideal actually are a subset of the modes (such as the positive modes) of the strong generators of a sub-VOA, such as a $\mathcal{W}$-algebra. In this case, what we have a constructed is a state $Z|x_0\rangle$ in the $h$-adic completion of the Rees Fock module for $\widehat{U}_h^h(\mathfrak{h})$ that is annihilated by all the modes $H_j$ in this subset. Considering the action of the other modes of the sub-VOA on this state, we obtain a cyclic module for this sub-VOA, which is

\[\text{To be precise, we would need to define the Rees Fock module slightly more generally here, since if we expand the exponential the polynomial coefficients will be 3 times the $h$-degree, but this can be done easily without complication.}\]
generated by the state $Z|x_0\rangle$. Depending on the subset of modes considered, this may be a highest weight module, or a Whittaker module, for the sub-VOA $\mathfrak{W}(\mathfrak{sp}_{2N})$.

2.8.4. Identifying $\hat{U}^\hbar(\mathfrak{h})$ with $\hat{D}^\hbar(x_{N\ast}, \partial_{\hbar})$

The three highlighted results have the following interpretation in the case of $\pi_{\rho_0}$, i.e. $J_0 = \partial_0$ is a derivative:

1. Let $\mathcal{I}_{\text{can}}$ be the left ideal in $\hat{U}^\hbar(\mathfrak{h})$ generated by the non-negative modes $J_m$, $m \in \mathbb{N}$. Then $\hat{U}^\hbar(\mathfrak{h})/\mathcal{I}_{\text{can}}$ is canonically isomorphic to the ($\hbar$-adic completion of the Rees) $\hat{D}^\hbar(x_{N\ast}, \partial_{\hbar})$ submodule of $M$ generated by $|x_0\rangle$, which is clear.

2. We define transvections as usual, they take the form $\phi : (\hbar, hJ_{-m}, hJ_0, hJ_m) \to (h, hJ_{-m}, \hat{H}_0, \hat{H}_m)$, with

\[
\hat{H}_m = hJ_m + \sum_{k=0}^{\infty} h^n [J_m, q^{(n+1)}(J_{-1}, J_{-2}, \ldots)], \quad m \in \mathbb{N},
\]

where the $q^{(n+1)}$ are polynomials of degree $\leq n + 1$ in the negative modes. Then, if we define $\mathcal{I}$ to be the left ideal generated by the $\hat{H}_m$, $\hat{U}^\hbar(\mathfrak{h})/\mathcal{I}$ is canonically isomorphic to the ($\hbar$-adic completion of the Rees) submodule of $M$ generated by $|x_0\rangle$ and twisted by the automorphism $\phi$.

3. Rephrasing in terms of modules of exponential type, we get that $\hat{U}^\hbar(\mathfrak{h})/\mathcal{I}$ is canonically isomorphic to the submodule of $M$ generated by the state

\[
Z|x_0\rangle = \exp \left( -\sum_{n=0}^{\infty} h^{n-1} q^{(n+1)}(J_{-1}, J_{-2}, \ldots) - \sum_{n=0}^{\infty} h^{n-1} s^{(n+1)}(\hat{J}_0) \right) |x_0\rangle,
\]

where the $s^{(n+1)}(\hat{J}_0)$ are linear polynomials in the conjugate zero mode $\hat{J}_0$, which acts on $|x_0\rangle$ as $\hat{J}_0|x_0\rangle = x_0|\pi x_0\rangle$. There is a unique choice of generator if we impose that the polynomials satisfy $q^{(n+1)}(0) = s^{(n+1)}(0) = 0$.

We can proceed and study Airy ideals in $\hat{U}^\hbar(\mathfrak{h})$ as usual. To construct an Airy ideal, we need to construct a collection of operators $\{H_a\}_{a \in \mathbb{N}}$ in $\hat{U}^\hbar(\mathfrak{h})$ of the form

\[
H_a = hJ_a + O(h^2),
\]

and satisfying the properties of Definition 2.26. Note that there is a $H_0$ associated to the zero mode $J_0$ here. Such collections again naturally arise form sub-VOAs such as $W$-algebras. If we are given an Airy ideal $\mathcal{I}$, then we know that $\hat{U}^\hbar(\mathfrak{h})/\mathcal{I}$ is canonically isomorphic to the submodule of $M$ generated by $|x_0\rangle$ as above but twisted by some stable transvection $\phi$. It is also canonically isomorphic to a module of exponential type generated by a state as in (2.116) with $q^{(1)} = q^{(2)} = s^{(1)} = s^{(2)} = 0$.

What is really interesting here is the appearance of the conjugate zero modes $\hat{J}_0$ in the exponential in (2.116). Again, for an Airy ideal we must have $q^{(1)} = q^{(2)} = s^{(1)} = s^{(2)} = 0$, so that the argument of the exponential starts at $O(h)$. We can expand the exponential, but the resulting state does not live in the $\hbar$-adic completion of the Rees Fock module generated by $|x_0\rangle$ over $\hat{U}^\hbar(\mathfrak{h})$, because of the appearance of the conjugate modes $\hat{J}_0$. It instead lives in the submodule of $M$ generated by $|x_0\rangle$ over the $\hbar$-adic completion of the Rees algebra associated to $U(\mathfrak{h}) \otimes_\mathbb{C} \mathbb{C}[\hat{J}_0]$. This is a key distinction between this scenario and the previous one.

In particular, if the $H_a$ form a subset of modes of the strong generators of a sub-VOA, such as a $W$-algebra, we once again constructed a state $Z|x_0\rangle$ that is annihilated by all the modes $H_a$ in this subset, and this states generates a cyclic module for the sub-VOA, which could be a highest weight module, or a Whittaker module, depending on the subset of modes. However, the state $Z|x_0\rangle$ is not anymore in a Fock module over $U(\mathfrak{h})$ (suitably $\hbar$-adically completed), but rather in the larger module $M = \pi_{\rho_0}$. 
Remark 2.41. We note that in some cases, $Z|x_0\rangle$ may still live in the $\hat{h}$-adic completion of the Rees Fock module generated by $|x_0\rangle$ over $\hat{\mathcal{U}}^h(\mathfrak{h})$. This will happen if all the linear polynomials $s^{(n+1)}(\tilde{J}_0)$ vanish. In turn, this will happen if the transvection $\phi$ does not act on $hJ_0$, that is, $\tilde{H}_0 = hJ_0$. From the point of view of Airy ideals, this means that the operator $H_0$ is simply equal to $\tilde{H}_0 = hJ_0$. This was the case for instance in some of the constructions in [7].

In this particular case, it does not matter what scenario we use to interpret the zero mode. On the one hand, if we think of $J_0$ as a variable $x_0$, then since $H_0 = hJ_0$ must kill $Z|x_0\rangle$, we must have $x_0 = 0$, i.e. we set the zero mode to zero. On the other hand, if we think of $J_0$ as a derivative, then $Z|x_0\rangle$ does not include the conjugate modes $\tilde{J}_0$ because the $s^{(n+1)}(\tilde{J}_0)$ vanish, and hence $H_0 = hJ_0$ naturally kills $Z|x_0\rangle$, i.e. we can simply set $J_0$ to zero as before. In both cases the state $Z|x_0\rangle$ is the same, lives in the Fock module, and we can simply set the zero mode to zero, which is what was done in [7].

However, this is a very particular case; for general Airy ideals, there is no reason why the operator $H_0 = hJ_0 + O(h^2)$ that starts with the zero mode should not have terms of $O(h^2)$ or higher. We will see an example of that in the next sections when considering $W(\mathfrak{sp}_{2N})$-algebras.

Remark 2.42. We note that even if the operator $H_0 = hJ_0 + O(h^2)$ has higher order terms, it does not mean that the linear polynomials $s^{(n+1)}(\tilde{J}_0)$ will be non-zero. $H_0$ could still be special enough such that all $s^{(n+1)}(\tilde{J}_0) = 0$, in which case $Z|x_0\rangle$ would live in the $\hat{h}$-adic completion of the Rees module generated by $|x_0\rangle$ over $\hat{\mathcal{U}}^h(\mathfrak{h})$. It appears to be not so easy to determine whether a given Airy ideal will be such that all $s^{(n+1)}(\tilde{J}_0) = 0$; however, what is easy to show is that, if $H_0$ has polynomial terms at $O(h^2)$, then the linear polynomials $s^{(n+1)}(\tilde{J}_0)$ do not all vanish. So this gives a simple criteria to determine when $Z$ involves the conjugate zero modes $\tilde{J}_0$.

2.8.5. The rank $N$ free boson $\pi^N$

In this section we simply note that the construction of the previous section continue to hold if we consider direct sums of Heisenberg algebra $\mathfrak{h} := \bigoplus_{i=1}^N \mathfrak{h}^{(i)}$, with basis $\{J_n^{i}\}_{i \in \{1,\ldots,N\}, n \in \mathbb{Z} \cup \{c\}}$ and Lie bracket

$$[J_m^i, J_n^j] = m \delta_{m,-n} \delta_{i,j} c, \quad [J_m^i, c] = 0, \quad \forall m, n \in \mathbb{Z}, i, j \in \{1, \ldots, N\}. \quad (2.118)$$

The universal enveloping algebra is constructed as usual, quotienting by the ideal $c = 1$. It is the free associative algebra generated by the modes $J_n^{(i)}$ modulo their commutation relations. It is the algebra of modes for the rank $N$ free boson VOA $\pi^N$.

The only difference with the previous section is that we now have $N$ zero modes $J_0^i$. We thus introduce $N$ conjugate zero modes $\tilde{J}_0^i$, and proceed as before with the identification with the Weyl algebra $\mathcal{D}_A$, where we now consider the multi-index set $A = \{(i, n) \mid i \in \{1, \ldots, N\}, n \in \mathbb{N}\}$.

In principle, for each zero mode we can make a choice between the two scenarios of the previous section, i.e. whether we consider $J_0^i$ as a variable or a derivative. It is usually more meaningful to make the same choice for all zero modes. Then we proceed as before, and the results are very similar, so there is no need to re-state them here.

2.8.6. The VOA viewpoint

The last few sections can also be reformulated from the viewpoint of VOAs, which is how the construction of Airy ideals naturally arises. Recall that a VOA is given by the data of a vector space of states $V$, and a state-field correspondence $Y : V \to \text{End}(V)[[z^{\pm 1}]]$, which satisfies a number of defining axioms. Given a vector $v \in V$, we call $Y(v, z) = \sum_{n \in \mathbb{Z}} v_n z^{-n-1}$ the corresponding field, and the endomorphisms $v_n$ its modes.
A VOA module is another space $M$, with a maps $Y_M : V \to \text{End}(M[[z^{\pm 1}]])$. It realizes the modes of $Y_M(v, z)$ as endomorphisms of the space $M$.

The rank one free boson VOA is generated by a single state $\chi \in V$, with corresponding field $Y(\chi, z) = \sum_{n \in \mathbb{Z}} J_n z^{-n-1}$. Its modes $J_n$ satisfy the commutation relations of the Heisenberg algebra $\mathfrak{h}$ with $c = 1$:

$$[J_m, J_n] = m\delta_{m, -n}. \quad (2.119)$$

The associative algebra of modes is the universal enveloping algebra $U(\mathfrak{h})$.

To map to $\hat{D}_N^h$ and $\hat{M}_N^h$ as in the previous sections, we think of the Rees polynomial algebra $\hat{M}_N^h$ as a VOA module, with map $Y^h : V \to \text{End}(M[[z^{\pm 1}]])$ acting on the generating state $\chi \in V$ as

$$Y^h(\chi, z) = \sum_{n \in \mathbb{Z}} h J_n z^{-n-1}. \quad (2.120)$$

We also impose that the module satisfies the property

$$Y^h(T v, z) = h \partial_z Y^h(v, z) \quad (2.121)$$

for all $v \in V$, where $T$ is the translation endomorphism on $V$. This turns the algebra of modes into the Rees graded algebra with respect to Li's filtration by conformal weight on the algebra of modes of the free boson [26]. It allows us to identify the algebra of modes with a subalgebra of the Rees Weyl algebra $\hat{D}_N^h$ (as in Sections 2.8.3 or 2.8.4, depending on the interpretation of the zero mode $J_0$), which acts on the module $M = \hat{M}_N^h$ (which is also, of course, a left module for the algebra of modes).

Introducing $\hbar$ in this way is in fact very simple. Since it turns the algebra of modes into the Rees graded algebra associated to the filtration by conformal weight, we can simply introduce $\hbar$ at the end of a calculation. Indeed, if $v \in V$ is a state of conformal weight $m$, then we know that its field in the $\hbar$-deformed module will be given by

$$Y^h(v, z) = \hbar^m Y(v, z). \quad (2.122)$$

The rank $N$ free boson VOA is constructed similarly by taking an $N$-fold tensor product of the rank one free boson VOA. It is generated by $n$ states $\chi^i \in V$, $i = 0, \ldots, N - 1$, with corresponding fields $Y(\chi^i, z) = \sum_{n \in \mathbb{Z}} J_n^i z^{-n-1}$. The modes satisfy the commutation relations

$$[J_m^i, J_n^j] = m\delta_{m, -n}\delta_{i, j}, \quad (2.123)$$

as in the previous section with $c = 1$. The algebra of modes is the corresponding universal enveloping algebra, and everything goes through as before.

2.8.7. Twisted modules for the rank $N$ free boson VOA

In many application, the starting point is not quite the algebra of modes of the rank $N$ free boson VOA as in the previous section, but rather the algebra of modes of a twisted module for the rank $N$ free boson VOA.

Roughly speaking, if $\sigma$ is an automorphism of a VOA $V$ of finite order $r$, then a $\sigma$-twisted VOA module is another space $M$ and a map $Y_{\sigma} : V \to \text{End}(M[[z^{\pm 1/r}]])$. The difference of course is that fractional powers of $z$ appear.

In this paper we will only consider the case of the rank $N$ free boson VOA, which is generated by states $\chi^i \in V$, $i = 0, \ldots, N - 1$, with the automorphism $\sigma$ that cyclically permutes the $N$ states:

$$\sigma : \chi^0 \to \chi^1 \to \ldots \to \chi^{N-1} \to \chi^0. \quad (2.124)$$

In this case, we can define a diagonal basis $v^a \in V$, $a = 0, \ldots, N - 1$, with

$$v^a = \sum_{j=0}^{N-1} \theta^{-aj}\chi^j, \quad (2.125)$$
with $\theta = e^{2\pi i/N}$. The inverse relation is

$$\chi^i = \frac{1}{N} \sum_{a=0}^{N-1} \theta^{ia} v^a.$$  \hfill (2.126)

In this diagonal basis, the automorphism $\sigma$ acts by multiplication by roots of unity:

$$\sigma: v^a \mapsto \theta^a v^a, \quad a = 0, \ldots, N - 1.$$  \hfill (2.127)

The map $Y_\sigma: V \to \text{End}(M[[z^{\pm 1/r}]])$ takes the simpler form

$$Y_\sigma(v^a, z) = \sum_{k \in \mathbb{Z}} J_{kN} z^{-k-1},$$  \hfill (2.128)

with the modes satisfying the commutation relations

$$[J_{mN}, J_{nN}] = Nm \delta_{m,-n}.$$  \hfill (2.129)

In the end, what we found is that, after redefining indices $mN \mapsto k$, the algebra of modes of the $\sigma$-twisted module is nothing but the universal enveloping algebra of the Heisenberg algebra $\mathfrak{h}$ with $c = 1$ already studied in Section 2.8.1 which is the algebra of modes for the rank one free boson. It has only one zero mode $J_0$, not $N$ zero modes as in the untwisted rank $N$ case studied in the previous section.

As the algebra of modes of the twisted modules is identified with the universal enveloping algebra of the Heisenberg algebra $\mathfrak{h}$, all the results of Sections 2.8.3 and 2.8.4 apply, depending on a choice of interpretation for the zero mode.

While we only need to consider the fully cyclic automorphism $\sigma$ in the rest of the paper, we note that more general automorphisms can certainly be considered, see for instance [7, 9, 14]. For an automorphism $\sigma$ in the symmetric group $S_N$ that corresponds to a permutation of the $N$ free bosons, the construction works pretty much the same as explained here, applied independently to each cycle in the permutation (see [9, 14]). More precisely, in the end one obtains a set of bosonic modes for each cycle of the permutation $\sigma$. The resulting algebra of modes is then naturally identified with the algebra of modes of the untwisted rank $M$ free boson as in the previous section, with $M$ being the number of cycles in $\sigma$. It has $M$ distinct zero modes, one for each cycle in the permutation $\sigma$.

2.8.8. Boundedness in the VOA setting

Condition (1) in the definition of Airy ideals, see Definition 2.26, states that the collection of operators $\{H_a\}_{a \in A}$ must be bounded. If the Airy ideal is generated by a subset of modes of the strong and free generators of a VOA realized as a sub-VOA of the Heisenberg VOA, then the boundedness condition is automatically satisfied. This is what we prove in this section.

Consider a VOA $W$, that is freely and strongly generated by $N$-fields $W^1, \ldots, W^N$ and that allows for an embedding in the rank $N$ Heisenberg algebra $\pi^N$. Let $H$ be the Virasoro zero-mode of the usual Virasoro field of the Heisenberg algebra. Let

$$W^m(z) = \sum_{k \in \mathbb{Z}} W^m_k z^{-k-1}$$  \hfill (2.130)

be the mode expansion of the field $W^m(z)$ and we require that $W^m$ has weight $\Delta_m \in \mathbb{Z}_{>0}$ in the sense that

$$[H, W^m_k] = (\Delta_m - k - 1)W^m_k$$  \hfill (2.131)

for all $k$. Let

$$W^m_k = \sum_{\substack{0 \leq a_1 \leq \ldots \leq a_s \leq N \\& \\& \, \, i_1, \ldots, i_s \in \{0, \ldots, N\}}} A_{a_1, \ldots, a_s}^{i_1, \ldots, i_s}(m, k) J_{a_1}^{i_1} \cdots J_{a_s}^{i_s}$$  \hfill (2.132)
where the $A_{1}^{a_1}, \ldots, A_{t}^{a_t}(m, k)$ are polynomials in the negative modes. Then the boundedness condition in the VOA setting for the non-negative modes $W_k^m$ is that for any set $0 \leq a_1 \leq \cdots \leq a_t$ one has $A_{1}^{a_1}, \ldots, A_{t}^{a_t}(m, k) = 0$ for all but finitely non-negative modes $W_k^m$. Interpreting the modes of the Heisenberg algebra as variables and derivatives as before immediately translates to the boundedness condition in the Weyl algebra setting.

**Lemma 2.43.** The boundedness condition for non-negative modes $W_k^m$ holds on modules of $\pi^N$.

**Proof.** Note that $[H, J_k] = -kJ_k$ for the Heisenberg modes. Let $I = \{ (i_1, k_1), \ldots, (i_r, k_r) \}$ an ordered index set of length $r$, that is $i_1, \ldots, i_r \in \{ 1, \ldots, N \}$ and $k_1, \ldots, k_r \in \mathbb{Z}$ with $k_a \geq k_{a-1}$ and if $k_a = k_{a-1}$ then $i_a \geq a-1$. Set $p_I = J_{k_1}^{i_1} \cdots J_{k_r}^{i_r}$ and $kJ = k_1 + \cdots + k_r$ so that $[H, p_I] = -kp_I$. Let $I$ be the set of all such index sets of any length. Then $W_k^m$ is of the form

$$W_k^m = \sum_{\forall \sigma \in \mathcal{I}_{k}} a_I p_I$$

for certain coefficients $a_I$. We are interested in the boundedness conditions in the VOA setting. This means for a given ordered monomial $J_{k_1}^{i_1} \cdots J_{k_r}^{i_r}$ with $k_s \geq 0$ (and hence all $k_i \geq 0$) we wonder if there exists $(i_1, k_1), \ldots, (i_r, k_r)$ such that $a_I \neq 0$ for $I = \{ (i_1, k_1), \ldots, (i_r, k_r) \}$. We have that $k_1 \leq k_2 + \cdots + k_r$ and so we necessarily have $a_I = 0$ if $k + 1 - \Delta_m > k_1 + \cdots + k_r$. In particular there are only finitely many pairs $(m, k)$ such that $a_I$ can be non-zero, i.e. the boundedness condition holds.

Let $\sigma$ be a finite order automorphism of the Heisenberg algebra that leaves $W$ and $H$ invariant. Then the $\sigma$-twisted module is still a module for $W$ and still graded by $H$. Note that with the set-up of the previous setting the twisted modes $J_{k}^{N}$ have $H$ eigenvalue $-k$. As an operator on a $\sigma$-twisted module

$$W_k^m = \sum_{0 \leq a_1 \leq \cdots \leq a_t} A_{a_1, \ldots, a_t}(m, k)J_{a_1} \cdots J_{a_t}$$

with $A_{a_1, \ldots, a_t}(m, k)$ polynomials in the negative modes.

**Lemma 2.44.** The boundedness condition for non-negative modes $W_k^m$ holds on $\sigma$-twisted modules after any possible shift of negative modes.

**Proof.** The argument is the same as the previous Lemma: $J_{a_1} \cdots J_{a_t}$ has $H$-eigenvalue $-(a_1 + \cdots + a_t)/N$ and so $A_{a_1, \ldots, a_t}(m, k) = 0$ if $k + 1 - \Delta_m > a_1 + \cdots + a_t)/N$, that is for all but finitely many pairs $(m, k)$. Any possible shift of negative modes is nothing but a homomorphism on polynomials in the negative modes and so if $A_{a_1, \ldots, a_t}(m, k) = 0$ then the same remains true after any possible shift of negative modes.

**Remark 2.45.** The boundedness condition of course holds for subsets of non-negative modes as well. In some cases, see [7], one also wants to include some negative modes $W_k^m$. The argument for boundedness is still exactly the same. Therefore, the collections of modes considered in [7] are all bounded, and the Airy ideals constructed in these papers are indeed well defined.

### 3. $\mathcal{W}(\mathfrak{sp}_{2N})$ and Twisted Modules

We now switch gears, and construct examples of Airy ideals within the algebra of modes of a $\sigma$-twisted module for the rank $N$ free boson VOA. More precisely, we will consider Airy ideals that are generated by the non-negative modes of the strong generators of the principal $\mathcal{W}$-algebra of $\mathfrak{sp}_{2N}$ at level $-N-1/2$, which we denote by $\mathcal{W}^{-N-1/2}(\mathfrak{sp}_{2N})$. To do so, we need to realize the $\mathcal{W}^{-N-1/2}(\mathfrak{sp}_{2N})$-algebras as sub-VOAs of the rank $N$ free boson VOA. In this section we review background notions.
on the $W^{-N-1/2}(\mathfrak{sp}_{2N})$-algebras, how they can be realized within the rank $N$ free boson VOA, and how we can construct modules for them from twisted modules for the rank $N$ free boson VOA.

3.1. Generators of $W(\mathfrak{sp}_{2N})$

We consider the universal principal $W$-algebra of type $C_N$ at level $-N-1/2$. This algebra is isomorphic to the orbifold of $N$-pairs of symplectic fermions; the reason is that the coset $\text{Com}(V^k(\mathfrak{sp}_{2N}), V^k(\mathfrak{osp}_{1/2|N}))$ is isomorphic to $W(\mathfrak{sp}_{2N})$ for generic $k$.

The boson-fermion correspondence gives a pair of free fermions: $e_i(z), f^i(z)$, where $e_i(z)\partial_z - f^i(z) = 2$. Let $Y_{e, f} = e_i(z)e_j(w)\delta_{ij}$ be symplectic fermions. Then $Y(\mathfrak{sp}_{2N})$ is isomorphic to $W^{-N-1/2}(\mathfrak{sp}_{2N})$.

Let us be a little more precise. The symplectic fermion algebra of rank $N$, $\mathfrak{A}(N)$, is strongly and freely generated by $N$ pairs of symplectic fermions $\{e_i(z), f^i(z)\}_{i=1,2,...,N}$ by their OPEs are given by

$$e_i(z)f^j(w) \sim \delta_{ij} (z-w)^2.$$  

Proposition 3.1 ([17]). Let $\{e_i, f^i\}_{i=1,...,N}$ be symplectic fermions. Then $Y(\mathfrak{sp}_{2N})$ is freely generated by fields $W^2, W^4, \ldots, W^{2N}$ of conformal weights $2, 4, \ldots, 2N$ respectively that have the following free field description:

$$W^m(z) = \frac{1}{(m-2)!} \sum_{i=1}^N (e_i(z)\partial_z^{m-2} f^i(z) + \partial_z^{m-2} e_i(z)f^i(z)), \quad m = 2, 4, \ldots, 2N.$$  

We can express the above result in terms of free bosonic fields after making use of the boson-fermion correspondence [23]. Let $Y(\cdot, z)$ denote the state-operator map for the integral lattice VOA $V_{2N}$ generated by an orthonormal basis $\{\chi^0, \chi^1, \ldots, \chi^{N-1}\}$, and

$$\chi^i(z) = \sum_{n\in\mathbb{Z}} \chi^i_n z^{-n-1}$$

be the free bosonic fields, which satisfy the OPE:

$$\chi^i(z)\chi^j(w) \sim \delta_{ij} (z-w)^2.$$  

Recall that the free fermion OPE is generated by a pair of odd fields $\psi(z), \psi^*(w)$ with OPE

$$\psi(z)\psi^*(w) \sim \frac{1}{z-w}.$$  

The boson-fermion correspondence gives a pair of free fermions:

$$\psi_i(z) := Y(e^{\chi^i}, z), \quad \psi_i^*(z) := Y(e^{-\chi^i}, z),$$

where

$$Y(e^{\chi^i}, z) = z^{\chi^i}U_{\chi^i} \exp\left(\sum_{n<0} \chi^i_n \frac{z^{-n}}{n}\right) \exp\left(\sum_{n>0} \chi^i_n \frac{z^{-n}}{n}\right).$$

and the shift operators $U_{\chi^i}$ satisfy

$$[\chi^i_m, U_{\chi^i}] = \delta_{m,0} U_{\chi^i}, \quad m \in \mathbb{Z}.$$  

The fields

$$e^i(z) := \psi_i(z), \quad f^i(z) := \partial_z \psi_i^*(z)$$

generate a VOA isomorphic to $\mathfrak{A}(N)$. 
Proposition 3.2. Let \( \{W^m(z)\}_{m=2,\ldots,2N} \) be the fields defined in (3.9), and define the states:
\[
\nu^m := [e^{\chi_i}e^{-\chi_{-m}^i} + e^{\chi_i}e^{-\chi_{-m+1}^i}]I. \tag{3.11}
\]
Then
\[
W^m(z) = \sum_{i=0}^{N-1} Y(\nu^m, z). \tag{3.12}
\]

Proof. Translation covariance implies the formula
\[
f^i(z) = Y(e^{-\chi_i}, 1, z). \tag{3.13}
\]
The result then follows directly from (3.7) and application of the reconstruction theorem (See [22, Theorem 4.4.1]) to the VOA \( \mathcal{A}(N) \).

This Proposition gives us an expression for the strong generating fields of \( \mathcal{W}(\mathfrak{sp}_{2N}) \) within the rank \( N \) free boson VOA, which is the starting point to study whether subsets of modes (such as non-negative modes) of the generators of \( \mathcal{W}(\mathfrak{sp}_{2N}) \) generate an Airy ideal.

3.2. Twisted module

In fact, to construct an Airy ideal generated by the modes of the generators of \( \mathcal{W}(\mathfrak{sp}_{2N}) \), we will need to start with a \( \sigma \)-twisted module for the rank \( N \) free boson VOA (see Section 2.8.7). Upon reduction to the \( \mathcal{W}(\mathfrak{sp}_{2N}) \) sub-VOA, it will become a normal, untwisted, module for \( \mathcal{W}(\mathfrak{sp}_{2N}) \).

Let us first review basic properties of twisted modules (studied in detail in [5]) and prove some important formulas. Let \( Q \) be an integral lattice with bilinear form \( \langle \cdot, \cdot \rangle \). Let \( \sigma \) be an automorphism of \( Q \), and let \( \mathcal{V} \) be the lattice VOA of \( Q \). The bilinear form can be linearly extended to \( \mathbb{C} \otimes \mathbb{Z} \mathcal{V} \). Let \( M \) be a \( \sigma \)-twisted \( \mathcal{V} \) module.

We use the same notation as in Section 2.8.7. We consider the rank \( N \) free boson VOA. Let \( \chi^0, \chi^1, \ldots, \chi^{N-1} \) be an orthonormal basis for \( Q \). We consider the cyclic automorphism \( \sigma : \chi^0 \mapsto \chi^1 \mapsto \ldots \mapsto \chi^{N-1} \mapsto \chi^0 \), and the corresponding \( \sigma \)-twisted module with map \( Y_\sigma \). Let \( v^0, v^1, \ldots, v^{N-1} \) be the diagonal basis defined in (2.125), with inverse relation (2.126). The twisted fields are as in (2.128), which we reproduce here for convenience:
\[
Y_\sigma(v^a, z) = \sum_{k \in \frac{1}{N}\mathbb{Z}} J_{kN} z^{-k-1}. \tag{3.14}
\]

Using the inverse relation (2.128), we get the twisted fields associated to the original generators \( \chi^i \):
\[
Y_\sigma(\chi^i, z) = \frac{1}{N} \sum_{m \in \mathbb{Z}} \theta^{imN} J_{mN} z^{-m-1} \tag{3.15}
\]
\[
= \frac{1}{N} \sum_{m \in \mathbb{Z}} \sum_{n=0}^{N-1} \theta^{ia} J_{a+Nm} z^{-m-1}, \tag{3.16}
\]
where \( \theta = e^{2\pi i/N} \).

Our goal is to construct the twisted fields \( W^m_\sigma(z) \) associated to the \( \mathcal{W}(\mathfrak{sp}_{2N}) \) generators \( W^m(z) \). From Proposition 3.2, we know that this involves calculating the twisted fields for products of elements of the form \( e^{\chi^i}e^{-\chi^j} \) for \( a, b > 0 \). The following two formulas do exactly that.

Lemma 3.3. Let \( d \geq 1, \epsilon \in \{1, -1\} \) and \( \{\chi^i\}_{i=0,1,\ldots,N-1} \) be an orthonormal basis of \( \mathbb{C}^N \). Then
\[
-Y_\sigma(e^{\epsilon \chi^i} e^{-\chi^j}, z) = \sum_{k=0}^{d} \frac{c_k}{z^{d-k}} S_{d-k}(\epsilon \chi^i, z) \tag{3.17}
\]
where \( c_k \) is the \( k \)-th coefficient in the Taylor expansion of the function

\[
g(x) = \frac{1}{N} x^{1-N} \prod_{k=1}^{N-1} (x^{1/N} - g^k)
\]

at \( x = 1 \). In particular, \( c_k \) is independent of the basis vectors \( \chi_i \) and \( \epsilon \), and \( c_0 = 1, c_1 = 0 \). Moreover, the \( S_k^h \) are the Faà di Bruno polynomials defined by

\[
S_n(\chi^i, z) := \frac{1}{n!} \left( \partial_z + Y_\sigma(\chi^i, z) \right)^n 1.
\]

**Proof.** The proof is exactly analogous to the proof of Lemma 3.7 in [4]. One can check that, \( g'(1) = 0 \) and thus \( c_1 = 0 \). \( \square \)

**Remark 3.4.** From (3.10) and the anticommutativity of free fermions it follows that

\[
Y_\sigma(e^{\chi^i}_{-1} e^{-\chi^i}_{-\epsilon}) = -Y_\sigma(e^{-\chi^i}_{-\epsilon} e^{\chi^i}_{-1}).
\]

**Lemma 3.5.** Let \( a, b \in V \) be elements of a VOA and \( T \) be the translation operator. Then

\[
\partial_z Y_\sigma(a_{-m} b_{-n} 1, z) = Y_\sigma(a_{-m-1} b_{-n} 1, z) + Y_\sigma(a_{-m} b_{-n-1} 1, z).
\]

**Proof.** From [5] equation 3.14] (see also (2.121) in Section 2.8.6).

\[
\partial_z Y_\sigma(v, z) = Y_\sigma(Tv, z).
\]

In addition we know that

\[
Tv = v_{-2} 1.
\]

Applying the above two formulas to the vector \( v = a_{-m} b_{-n} 1 \) yields (3.21). \( \square \)

Lemmas (3.17) and (3.5), in conjunction with Proposition 3.2 allow us to write down explicit expressions for the twisted fields \( W^m_\sigma(z) \) associated to the strong generators of \( \mathcal{W}(\mathfrak{sp}_{2N}) \). At this stage, we now introduce \( \hbar \) in our twisted module as in Section 2.8.6. It turns the algebra of modes into the graded Rees algebra associated to Li’s filtration by conformal weight. Put simply, since the strong generators \( W^m_\sigma(z) \) have conformal weights \( m \), it simply rescales them by \( \hbar^m \).

We summarize the result in the following lemma.

**Lemma 3.6.** Let \( \{ \chi^i \}_{i=0,1,...,N-1} \) be states generating the rank \( N \) free boson VOA and \( \sigma \) the fully cyclic automorphism. Then the twisted fields \( W^m_\sigma, h(z), m = 2, 4, \ldots, 2N \) corresponding to the strong generators of \( \mathcal{W}(\mathfrak{sp}_{2N}) \) in the \( \hbar \)-deformed \( \sigma \)-twisted module read:

\[
W^m_{\sigma, h}(z) = \hbar^m \sum_{i=0}^{N-1} \left[ \sum_{k=0}^{N-1} c_k \left( S_{m-k}(-\chi^i, z) + S_{m-k}(\chi^i, z) \right) 
+ \sum_{k=1}^{m-1} k c_k S_{m-1-k}(\chi^i, z) - \sum_{k=0}^{m-1} c_k z \partial_z S_{m-1-k}(\chi^i, z) \right] \quad m = 2, 4, \ldots, 2N.
\]

**Proof.** Using Proposition 3.2 we can write,

\[
W^m_\sigma(z) = \sum_{i=0}^{N-1} \left( Y_\sigma(e_{-1}^{\chi^i} e_{-m}^{-\chi^i} 1) + Y_\sigma(e_{-m+1}^{\chi^i} e_{-\epsilon}^{-\chi^i} 1) \right).
\]
The first term in the sum above can be commuted directly from lemma 5.3 with \( \epsilon = -1 \) and is given by,

\[
Y_\sigma(e^{\chi_1} e^{-\chi_1} 1) = \sum_{k=0}^{m} \frac{c_k}{z^{k+1}} S_m-k(-\chi_i, z)
\]  

(3.26)

where the \( c_k \)s are as in Lemma 5.3. The second term in (3.26) is given by an application of Lemma 3.3 followed by Lemma 3.5:

\[
Y_\sigma(e^{\chi_i} e^{-\chi_i} 1) = \partial_1 Y_\sigma(e^{\chi_i} e^{-\chi_i} 1, z) - Y_\sigma(e^{\chi_i} e^{-\chi_i} 1, z)
\]

\[
= \sum_{k=0}^{m-1} \frac{k c_k}{z^{k+1}} S_{m-1-k}(\chi_i, z) - \sum_{k=0}^{m-1} \frac{c_k}{z^{k+1}} \partial_1 S_{m-1-k}(\chi_i, z) + \sum_{k=0}^{m} \frac{c_k}{z^{k+1}} S_{m-k}(\chi_i, z).
\]  

(3.27)

Adding the above two formulas gives \( W^m_\sigma(z) \). Finally, since \( W^m_\sigma(z) \) has conformal weight \( m \), we get \( W^m_{\sigma, h}(z) = h^m W^m_\sigma(z) \), which yields (4.2).

\[ \square \]

**Remark 3.7.** Note that only terms invariant under the automorphism \( \sigma \) will survive after summing over the index \( i \) in the above formulas, and hence the expressions will simplify considerably.

### 4. Constructing Airy ideals for \( \mathcal{W}(\mathfrak{sp}_{2N}) \)

In the previous section we obtained twisted fields \( W^m_{\sigma, h}(z) \) for the strong generators of \( \mathcal{W}(\mathfrak{sp}_{2N}) \) in a \( h \)-deformed \( \sigma \)-twisted module for the rank \( N \) free boson VOA. Our goal is to show that the non-negative modes of these fields generate an Airy ideal \( \mathcal{I} \) in the \( h \)-completed Rees algebra of bosonic modes \( \hat{U}^h(\mathfrak{h}) \). More precisely, this will not be true for the twisted fields \( W^m_{\sigma, h}(z) \) directly. What we will do is construct an automorphism of \( \hat{U}^h(\mathfrak{h}) \), which is usually called “dilaton shift” (and is very similar to the transvections studied in Section 2.4.1), such that he image of the fields \( W^m_{\sigma, h}(z) \) under this automorphism are such that their non-negative modes generate an Airy ideal.

As explained in Section 2.8 to construct an Airy ideal we need to choose a scenario to map \( \hat{U}^h(\mathfrak{h}) \) into the Rees Weyl algebra: we need to make a choice for the action of the zero mode. In the case of \( \mathcal{W}(\mathfrak{sp}_{2N}) \), only one choice works: we need to make the zero mode acts as a derivative, and hence we find ourselves in the scenario explored in Section 2.8.4. As far as we are aware, this is the first example of a \( \mathcal{W} \)-algebra explored in the literature that involves this scenario.

We present first the calculations for the special case of \( \mathcal{W}(\mathfrak{sp}_6) \), since the calculations are more explicit. We then move on to the general case.

#### 4.1. An Airy ideal for \( \mathcal{W}(\mathfrak{sp}_6) \)

**4.1.1. The strong generators**

We use the notation in Section 2.8.6 and Section 2.8.7. We consider the rank 3 free boson VOA, generated by states \( \{ \chi^0, \chi^1, \chi^2 \} \). We consider the fully cyclic automorphism \( \sigma \), and the corresponding \( \sigma \)-twisted module with map \( Y_\sigma \). Let \( v^0, v^1, v^2 \) be the diagonal basis. For clarity, we write

\[
\chi^i(z) := Y_\sigma(\chi^i, z), \quad v^i(z) = Y_\sigma(v^i, z), \quad i = 0, 1, 2.
\]  

(4.1)
We index the modes of the twisted fields in the diagonal basis as usual:

\[ u^0(z) = \sum_{n \in \mathbb{Z}} J_{3n} z^{-n-1}, \]
\[ u^1(z) = \sum_{n \in \mathbb{Z}} J_{3n+1} z^{-n-4/3}, \]
\[ u^2(z) = \sum_{n \in \mathbb{Z}} J_{3n+2} z^{-n-5/3}. \] (4.2)

We introduce \( \hbar \) in our module as in Section [2.8.6] which turns the algebra of modes into the graded Rees algebra associated to Li’s filtration by conformal weight.

We obtained the twisted fields \( W^m_{\sigma, \hbar}(z) \) for the strong generators of \( \mathcal{W}(\mathfrak{sp}_6) \) in our \( \hbar \)-deformed \( \sigma \)-twisted module in Lemma [3.6]. For clarity, we now drop the subscripts \( \sigma, \hbar \) on the generators, and denote them simply by \( W^m(z) \). In the case of \( \mathfrak{sp}_6 \), we have three such generators, \( W^2(z), W^4(z), W^6(z) \).

We define the modes of the strong generators as

\[ W^m(z) = \sum_{k \in \mathbb{Z}} W^m_k z^{-k-1}. \] (4.3)

From Lemma [3.6] it is easy to see that each of these modes takes the form

\[ W^m_k = h^m p^m_k (J_a), \] (4.4)

where \( p^m_k (J_a) \) is a polynomial (a sum of normal ordered monomials) in the bosonic modes \( J_a \) of degree \( \leq m \). As such, the non-negative modes \( W^m_k \) with \( k \geq 0 \) certainly do not generate an Airy ideal (see Definition [2.26] and Lemma [2.39]), as they are homogeneous of degree \( m \) in \( \hbar \), and \( m > 1 \). This is not surprising, since \( \hbar \) was introduced via Li’s filtration by conformal weight, and the fields \( W^m(z) \) have conformal weight \( m \).

To obtain an Airy ideal we somehow need to break the \( \hbar \) homogeneity of the strong generators of \( \mathcal{W}(\mathfrak{sp}_6) \). In order to do this, we introduce an automorphism of the Rees algebra of bosonic modes \( \hat{U}^\hbar(\hbar) \) called “dilaton shift”.

**Definition 4.1.** Let \( \phi: \hat{U}^\hbar(\hbar) \to \hat{U}^\hbar(\hbar) \) be the automorphism given by

\[ \phi: (h, hJ_m) \mapsto (h, hJ_m + \delta_{m, -3} + \delta_{m, -4}). \] (4.5)

In other words, it simply shifts the modes \( hJ_{-3} \mapsto hJ_{-3} + 1 \) and \( hJ_{-4} \mapsto hJ_{-4} + 1 \). It can be understood as acting by conjugation; for any \( P \in \hat{U}^\hbar(\hbar) \), we can think of \( \phi(P) \) as being given by

\[ \phi(P) = \exp \left( \frac{J_3}{3\hbar} - \frac{J_4}{4\hbar} \right) P \exp \left( -\frac{J_3}{3\hbar} + \frac{J_4}{4\hbar} \right). \] (4.6)

This is very similar to the transvections studied in Section [2.4.1] except that now the non-trivial action is on the coordinates (on the negative modes \( J_{-3} \) and \( J_{-4} \)) instead of the derivatives.

This is an automorphism of the Rees algebra of bosonic modes. The strong generators \( W^m(z) \) of \( \mathcal{W}(\mathfrak{sp}_6) \) are mapped to new fields \( \phi(W^m(z)) \) under this automorphism. We introduce the following notation for the image fields and their modes:

\[ H^m(z) := \frac{3^{m-1} m!}{2} \phi(W^m(z)), \quad H^m_k := \frac{3^{m-1} m!}{2} \phi(W^m_k). \] (4.7)

The rescaling of the generators here is simply for convenience.

Clearly, the action of \( \phi \) breaks homogeneity in \( \hbar \), which is what we want. Our goal is to show that the non-negative modes \( H^m_k, k \geq 0 \), generate an Airy ideal in \( \hat{U}^\hbar(\hbar) \). To do so, we need to prove Conditions (1)–(4) in Lemma [2.39]. We first focus on Condition (3), which amounts to studying the \( O(\hbar^0) \) and \( O(\hbar^1) \) terms in the \( H^m_k \).
Lemma 4.2. The modes $H^m_k$ satisfy, for $k \geq 0$:

\[ H^2_k = h(2J_{3k} + 2J_{3k+1}) + O(h^2), \]
\[ H^4_k = h(4J_{3k} + 12J_{3k+1} + 12J_{3k+2} + 4J_{3k+3}) + O(h^2), \]
\[ H^6_k = h(6J_{3k} + 30J_{3k+1} + 60J_{3k+2} + 60J_{3k+3} + 30J_{3k+4} + 6J_{3k+5}) + O(h^2). \]

Proof. We start with Lemma 3.6 for the strong generators $W^m(z)$, $m = 2, 4, 6$. We mentioned before that the modes take the form

\[ W^m_k = h^m p^m_k (J_a), \]

where $p^m_k (J_a)$ is a polynomial in the bosonic modes of degree $\leq m$. We note that the automorphism $\phi$ acts as $hJ_{-3} \mapsto hJ_{-3} + 1$ and $hJ_{-4} \mapsto hJ_{-4} + 1$. As such, it can decrease the order in $h$. We are interested in resulting terms of order $O(h^0)$ and $O(h^1)$. Clearly, only the monomials of degree $m$ and $m - 1$ in the polynomials $p^m_k (J_a)$ can give rise to terms of order $O(h^0)$ and $O(h^1)$ following the action of $\phi$. So we are only interested in these higher degree terms.

From Lemma 3.6, we get:

\[ W^2(z) = h^2 \sum_{i=0}^{2} \left( \chi^i(z)^2 - \partial_z \chi^i(z) + \frac{1}{27} z^2 \right), \]
\[ W^4(z) = h^4 \sum_{i=0}^{2} \left( \frac{2}{4!} \chi^i(z)^4 - \frac{1}{3!} \partial_z \chi^i(z)^3 + \text{lower degree} \right), \]
\[ W^6(z) = h^6 \sum_{i=0}^{2} \left( \frac{2}{6!} \chi^i(z)^6 - \frac{1}{5!} \partial_z \chi^i(z)^5 + \text{lower degree} \right), \]

where "lower degree" means polynomial terms of degree $\leq m - 2$ in the bosonic modes.

These expressions are in terms of the bosonic fields $\chi^i(z)$. We need to rewrite them in terms of the twisted fields $v^i(z)$ in the diagonal basis, since the bosonic modes $J_a$ are defined for the twisted fields $v^i(z)$ (see 4.2). Recall that

\[ \chi^i(z) = \frac{1}{3} \sum_{a=0}^{2} \theta^a v^a(z), \]

where $\theta = e^{2\pi i/3}$.

We consider first the highest degree terms in the fields $W^m(z)$, of degree $m$ in the bosonic modes. In terms of the fields $v^i(z)$, the highest degree terms read:

\[ \frac{3}{h^2} W^2(z) = (v^0(z))^2 + 2v^1(z)v^2(z) + \ldots \]
\[ \frac{4!3^5}{2h^4} W^4(z) = (v^0(z))^4 + 4v^0(z)(v^1(z))^3 + 4v^0(z)(v^2(z))^3 + 12(v^0(z))^2v^1(z)v^2(z) + 6(v^1(z))^2(v^2(z))^2 + \ldots \]
\[ \frac{6!3^5}{2h^6} W^6(z) = (v^0(z))^6 + (v^1(z))^6 + (v^2(z))^6 + 20(v^0(z))^3(v^2(z))^3 + 20(v^0(z))^3(v^1(z))^3 + \ldots \]

We can write a general formula as:

\[ \frac{m!3^{m-1}}{2h^m} W^m(z) = \sum_{\alpha_0 + \alpha_1 + \alpha_2 = m} \frac{m!}{\alpha_0!\alpha_1!\alpha_2!} (v^0(z))^\alpha_0 (v^1(z))^\alpha_1 (v^2(z))^\alpha_2 + \text{lower degree}. \]
In terms of the modes, we get:
\[
\frac{m!3^{m-1}}{2^m h^m} W^m_k = \sum_{\alpha_1 + 2\alpha_2 + \alpha_3 \alpha_0 + \alpha_1 + \alpha_2 = m} \sum_{p,q,r} \beta_0^p \beta_q^r \beta_j^j = 3k + 3 - 3m
\]
\[
\alpha_0 \alpha_1 \alpha_2 \prod_{i=1}^{\alpha_0} J_{\beta_{0i}} \prod_{i=1}^{\alpha_1} J_{\beta_{1i}} \prod_{i=1}^{\alpha_2} J_{\beta_{2i}} : + \text{lower degree},
\]
\[
\alpha_0 \alpha_1 \alpha_2 \prod_{i=1}^{\alpha_0} J_{\beta_{0i}} \prod_{i=1}^{\alpha_1} J_{\beta_{1i}} \prod_{i=1}^{\alpha_2} J_{\beta_{2i}} : + \text{lower degree},
\]
where $\beta^j_i \equiv j \pmod{3}$.

With these formulae, we can implement the automorphism $\phi$ from Definition 4.1 (the dilaton shift) on the highest degree terms. We see that for the non-negative modes, $k \geq 0$, we obtain precisely the $O(h^3)$ terms in the statement of the Lemma, and no terms of $O(h^0)$. Next we look at the terms of degree $m - 1$ in the bosonic modes in the fields $W^m(z)$. Those could potentially contribute terms of $O(h^1)$ after applying the automorphism $\phi$. In terms of the fields $v^i(z)$, the degree $m - 1$ terms read:
\[
- \frac{1}{h^2} W^2(z) = \partial_z v^0(z) + \ldots
\]
\[
- \frac{3}{h^2} W^4(z) = \partial_z [(v^0(z))^3 + (v^1(z))^3 + (v^2(z))^3 + 6v^0(z)v^1(z)v^2(z)] + \ldots
\]
\[
- \frac{1}{h^2} W^6(z) = \partial_z [(v^0(z))^5 + 10(v^0(z))^2(v^2(z))^3 + 20(v^0(z))^3v^1(z)v^2(z) + 5(v^1(z))^4v^2(z)
\]
\[
+ 30v^0(z)(v^1(z))^2(v^2(z))^2 + 10(v^0(z))^2(v^2(z))^5 + 5v^1(z)(v^2(z))^4] + \ldots
\]
The action of the automorphism $\phi$ from Definition 4.1 on these degree $m - 1$ terms does give rise to $O(h^1)$ terms in the image fields $H^m(z)$. Those terms take the form:
\[
H^2(z) = 0 + \ldots
\]
\[
H^4(z) = -6h + \ldots
\]
\[
H^6(z) = -90h + \ldots,
\]
where we singled out the $O(h)$ terms that arise from applying $\phi$ to the degree $m - 1$ terms in the $W^m(z)$. What is key is that these terms are constants, i.e. do not come with powers of $z$. As a result, they only appear in the modes $H^4_{-1}$ and $H^6_{-1}$, and hence do not contribute to the non-negative modes $H^m_k$ with $k \geq 0$. This concludes the proof of the Lemma.

4.1.2. The Airy ideal

We now prove that the left ideal generated by the modes $\{H^2_k, H^4_k, H^6_k\}$ with $k \geq 0$ in $\hat{U}(h)$ is an Airy ideal. We find ourselves in the scenario of Section 2.8.2 where the zero mode $J_0$ of the field $v^0(z)$ (which is the only zero mode, see (4.2)) acts as a derivative $\partial_0$.

**Theorem 4.3.** Let $\mathcal{I}$ be the left ideal in $\hat{U}(h)$ generated by the $\{H^2_k, H^4_k, H^6_k\}$ with $k \geq 0$. Then $\mathcal{I}$ is an Airy ideal.

**Proof.** To prove that $\mathcal{I}$ is an Airy ideal, we need to check that Conditions (1)–(4) in Lemma 2.39 are satisfied.

**Condition (1).** The boundedness condition is automatically satisfied for the modes of the fields of a VOA (see Lemma 2.44).

**Condition (2).** It is always satisfied for the subset of non-negative modes of the strong generators of a VOA (see Proposition 3.14 in [7]).

**Condition (3).** For simplicity, let us re-index our operators $H^m_k$, $i = 2, 4, 6$, as
\[
H^m_k = L_{3k + \frac{m}{3} - 1}.
\]
Then the operators are indexed by \( \{ L_i \}_{i \in I} \) with \( I = A = \mathbb{N} \). We want to determine whether

\[
L_i = \sum_{a \in \mathbb{N}} M_{ia} hJ_a + O(h^2)
\]

for some coefficients \( M_{ia} \) such that for all fixed \( a \in \mathbb{N} \), they vanish for all but finitely many \( i \in \mathbb{N} \). But we have shown in Lemma 4.2 that

\[
H_2^2 = L_{3k} = h(2J_{3k} + 2J_{3k+1}) + O(h^2),
\]

\[
H_3^4 = L_{3k+1} = h(4J_{3k} + 12J_{3k+1} + 12J_{3k+2} + 4J_{3k+3}) + O(h^2),
\]

\[
H_4^6 = L_{3k+2} = h(6J_{3k} + 30J_{3k+1} + 60J_{3k+2} + 60J_{3k+3} + 30J_{3k+4} + 6J_{3k+5}) + O(h^2).
\]

As a result, we see that for a fixed \( a = 3k + b \) with \( b \in \{0, 1, 2\} \), the only non-vanishing coefficients \( M_{ia} \) are for \( i \leq 3k + 2 \). In particular, for all \( a \in \mathbb{N} \) they vanish for all but finitely many \( i \in \mathbb{N} \), as required.

**Condition (4).** We need to show that there exists coefficients \( N_{bj} \) such that

\[
\sum_{i \in \mathbb{N}} N_{bi} M_{ia} = \delta_{ab}, \quad \sum_{a \in \mathbb{N}} M_{ia} N_{aj} = \delta_{ij},
\]

and such that for all fixed \( j \in \mathbb{N} \), the coefficients \( N_{bj} \) vanish for all but finitely many \( b \in \mathbb{N} \). Equivalently, we need to show that we can invert the relations (4.29)–(4.31) to get

\[
\sum_{i \in \mathbb{N}} N_{bi} L_i = hJ_b + O(h^2),
\]

with the coefficients such that for all fixed \( i \in \mathbb{N} \) they vanish for all but finitely many \( b \in \mathbb{N} \).

Let \( J_k := h \begin{pmatrix} J_{3k} \\ J_{3k+1} \\ J_{3k+2} \end{pmatrix} \), \( K_k := \begin{pmatrix} L_{3k} \\ L_{3k+1} - 4hJ_{3k+3} \\ L_{3k+2} - 60hJ_{3k+3} - 30hJ_{3k+4} - 6hJ_{3k+5} \end{pmatrix} \) and \( M = \begin{pmatrix} 2 & 2 & 0 \\ 4 & 12 & 12 \\ 6 & 30 & 60 \end{pmatrix} \) for all \( k \geq 0 \). From (4.29) – (4.31), we have the matrix equations

\[
MJ_k + O(h^2) = K_k, \quad \forall k \geq 0.
\]

As \( M \) is invertible, we can invert the above relation to get

\[
hJ_{3k} + O(h^2) = \frac{15}{16} L_{3k} - \frac{5}{16} L_{3k+1} + \frac{1}{16} L_{3k+2} - \frac{5}{2} hJ_{3k+3} - \frac{15}{8} hJ_{3k+4} + \frac{3}{8} hJ_{3k+5}
\]

\[
hJ_{3k+1} + O(h^2) = -\frac{7}{16} L_{3k} + \frac{5}{16} L_{3k+1} - \frac{1}{16} L_{3k+2} + \frac{5}{2} hJ_{3k+3} + \frac{15}{8} hJ_{3k+4} + \frac{3}{8} hJ_{3k+5}
\]

\[
hJ_{3k+2} + O(h^2) = \frac{1}{8} L_{3k} - \frac{1}{8} L_{3k+1} + \frac{1}{24} L_{3k+2} - 2hJ_{3k+3} - \frac{5}{4} hJ_{3k+4} - \frac{1}{24} hJ_{3k+5}
\]

Substituting back the formulas for \( hJ_{3k+3}, hJ_{3k+4}, \) and \( hJ_{3k+5} \) recursively we can write

\[
hJ_{3k+i} + O(h^2) = \sum_{m \in \mathbb{N}} N_{3k+i,m} L_m
\]

for \( k \geq 0 \) and \( i \in \{0, 1, 2\} \) and where all \( N_{3k+i,m} = 0 \) for \( m < 3k \). Equivalently, for any fixed \( m \in \mathbb{N} \), the only non-vanishing coefficients are \( N_{3k+i,m} \) with \( 3k \leq m \). In particular, for all fixed \( m \in \mathbb{N} \) the coefficients vanish for all but finitely many \( 3k + i \in \mathbb{N} \), and the condition is satisfied.

As all conditions of Lemma 2.39 are satisfied, we conclude that the left ideal \( \mathcal{I} \) generated by the \( \{ H_k^2, H_k^4, H_k^6 \}, k \geq 0 \), is an Airy ideal. Furthermore, from the calculation above we see that we can also think left ideal \( \mathcal{I} \) as being generated by the differential operators \( (k \geq 0, i \in \{0, 1, 2\}) \):

\[
\tilde{L}_{3k+i} = \sum_{m \in \mathbb{N}} N_{3k+i,m} L_m = hJ_{3k+i} + O(h^2).
\]

In particular, we notice that we have an operator \( \tilde{L}_0 = hJ_0 + O(h^2) \) (and in fact, one can show that the \( O(h^2) \) contributions are non-vanishing for this operator). Therefore, we find ourselves in the scenario...
of Section 2.8.4] where the map from the algebra of modes $\hat{U}^h(\mathfrak{h})$ to the Rees Weyl algebra goes to the subalgebra $B^h(x_{\mathfrak{n}v}, \partial_{\mathfrak{n}v})$ – we need to interpret the zero mode $J_0$ as a derivative in the Weyl algebra.

$\square$

Now that we know that the left ideal $\mathcal{I}$ generated by the modes of the strong generators of $W(\mathfrak{sp}_6)$ is an Airy ideal, we obtain an immediate Corollary from Theorem 2.28 (see also Section 2.8.4).

**Corollary 4.4.** Let $\mathcal{I}$ be the left ideal in $\hat{U}^h(\mathfrak{h})$ generated by the non-negative modes $\{H^2_k, H^4_k, H^6_k\}$, with $k \geq 0$. Then $\hat{U}^h(\mathfrak{h})/\mathcal{I}$ is a cyclic left module canonically isomorphic to the ($h$-adically completed) submodule of $M$ (see Section 2.8.4) for the rank 3 free boson VOA generated by $|x_0\rangle$, but twisted by some stable transvection on $\hat{U}^h(\mathfrak{h})$.

$\hat{U}^h(\mathfrak{h})/\mathcal{I}$ is also canonically isomorphic to a module of exponential type generated by a state

$$v := Z|x_0\rangle = \exp \left( \sum_{g \in \frac{1}{2}N, n \in N^*} h^{2g-2+n} F_{g,n}(J_{-1}, J_{-2}, \ldots) + \sum_{g \in \frac{1}{2}N^*} h^{2g-1} F_{g,1}(\tilde{J}_0) \right) |x_0\rangle,$$

for some polynomials $F_{g,n}$ homogeneous of degree $n$ in the respective modes, with $F_{g,n}(0) = 0$. Here the $\tilde{J}_0$ are the modes conjugate to the zero modes $J_0$.

Furthermore, by construction the state $v$ is annihilated by all non-negative modes $\{H^2_k, H^4_k, H^6_k\}$, with $k \geq 0$:

$$H^m_k v = 0, \quad m = 2, 4, 6, \quad k \in \mathbb{N}. \quad (4.41)$$

Therefore, the action of the negative modes $H^m_k$, $k < 0$ on $v$ generates a ($h$-adically completed) Fock module for $W(\mathfrak{sp}_6)$.

**Remark 4.5.** What is particularly interesting here is that the state $v$ does not live in the $h$-completion of the Fock module generated by $|x_0\rangle$; indeed, the conjugate modes $\tilde{J}_0$ appear in $v$. This is a direct consequence of the fact that we need to interpret the zero mode $J_0$ as a derivative instead of a variable – see Section 2.8 and in particular Section 2.8.4.

### 4.2. Airy ideals for $W(\mathfrak{sp}_{2N})$

In this section we generalize the above construction for all $N \geq 3$. We follow closely the methods and logic of the previous section.

#### 4.2.1. The strong generators

We use the notation in Section 2.8.6 and Section 2.8.7. We consider the rank $N$ free boson VOA, generated by states $\{\chi^0, \chi^1, \ldots, \chi^{N-1}\}$. We consider the fully cyclic automorphism $\sigma$, and the corresponding $\sigma$-twisted module with map $Y_\sigma$. Let $v^0, v^1, \ldots, v^{N-1}$ be the diagonal basis. For clarity, we write

$$\chi^i(z) := Y_\sigma(\chi^i, z), \quad v^i(z) = Y_\sigma(v^i, z), \quad i = 0, 1, \ldots, N - 1. \quad (4.42)$$

We index the modes of the twisted fields in the diagonal basis as usual:

$$v^k(z) = \sum_{n \in \mathbb{Z}} J_{Nn+k} z^{-n-1-k/N}, \quad k = 0, 1, \ldots, N - 1 \quad (4.43)$$

We introduce $h$ in our module as usual, which turns the algebra of modes into the graded Rees algebra associated to the filtration by conformal weight.

We obtained the twisted fields $W^m_{\sigma,h}(z)$ for the strong generators of $W(\mathfrak{sp}_{2N})$ in our $h$-deformed $\sigma$-twisted module in Lemma 3.6. As before, for clarity we drop the subscripts $\sigma, h$ on the generators,
and denote them simply by $W^m(z)$. We define the modes of the strong generators as

$$W^m(z) = \sum_{k \in \mathbb{Z}} W_k^m z^{-k-1}. \quad (4.44)$$

From Lemma 3.6 it is easy to see that each of these modes takes the form

$$W_k^m = h^m p_k^m (J_a), \quad (4.45)$$

where $p_k^m(J_a)$ is a polynomial (a sum of normal ordered monomials) in the bosonic modes $J_a$ of degree $\leq m$. As for the $N = 3$ case, the modes $W_k^m$ with $k \geq 0$ certainly do not generate an Airy ideal as they are homogeneous of degree $m$ in $\hbar$, and $m > 1$. To obtain an Airy ideal we introduce an automorphism of $\hat{U}_h(\mathfrak{h})$ (dilaton shift) that breaks the $\hbar$-homogeneity.

**Definition 4.6.** Let $\phi : \hat{U}_h(\mathfrak{h}) \to \hat{U}_h(\mathfrak{h})$ be the automorphism given by

$$\phi : (h, hJ_m) \mapsto (h, hJ_m + \delta_{m,-N} + \delta_{m,-N-1}). \quad (4.46)$$

In other words, it simply shifts the modes $hJ_{-N} \mapsto hJ_{-N} + 1$ and $hJ_{-N-1} \mapsto hJ_{-N-1} + 1$. It can be understood as acting by conjugation; for any $P \in \hat{U}_h(\mathfrak{h})$, we can think of $\phi(P)$ as being given by

$$\phi(P) = \exp \left( \frac{J_N}{N\hbar} + \frac{J_{N+1}}{(N+1)\hbar} \right) P \exp \left( -\frac{J_N}{N\hbar} - \frac{J_N}{(N+1)\hbar} \right). \quad (4.47)$$

This is of course a natural generalization of the dilaton shift Definition 4.1 for $N = 3$.

The strong generators $W^m(z)$ of $\mathcal{W}(\mathfrak{sp}_{2N})$ are mapped to new fields $\phi(W^m(z))$ under this automorphism. We introduce the following notation for the image fields and their modes:

$$H^m(z) := \frac{N^m m!}{2} \phi(W^m(z)), \quad H^m_k := \frac{N^m m!}{2} \phi(W^m_k). \quad (4.48)$$

Clearly, the action of $\phi$ breaks homogeneity in $\hbar$, which is what we want. Our goal is to show that the non-negative modes $H^m_k$, $k \geq 0$, generate an Airy ideal in $\hat{U}_h(\mathfrak{h})$. As in the $N = 3$ case, we need to prove Conditions (1)–(4) in Lemma 4.2 for $N = 3$. We first focus on Condition (3), which amounts to studying the $O(h^0)$ and $O(h^1)$ terms in the $H^m_k$.

**Lemma 4.7.** The modes $H^m_k$ satisfy, for $k \geq 0$ and $m = 2, 4, 6, \ldots, 2N$:

$$H^m_k = h \sum_{i=0}^{m-1} \frac{m!}{(m-i-1)!} J_{N(k+i)} + O(h^2). \quad (4.49)$$

**Proof.** We start with Lemma 3.6 for the strong generators $W^m(z)$. We mentioned before, the modes take the form

$$W^m_k = h^m p_k^m (J_a), \quad (4.50)$$

where $p_k^m(J_a)$ is a polynomial in the bosonic modes of degree $\leq m$. As in the proof of Lemma 4.2 for $N = 3$, to study the $O(h^0)$ and $O(h^1)$ terms in the modes $H^m_k$ we are only interested in the monomials of degree $m$ and $m - 1$ in the polynomials $p_k^m(J_a)$.

First, Lemma 3.6 implies that

$$\frac{1}{h^m} W^m(z) = \sum_{i=0}^{N-1} \left[ \frac{2 : \chi^i(z)^m :}{m!} - \frac{1}{(m-1)!} \partial_z : \chi^i(z)^{m-1} : \right] + \text{lower degree}, \quad (4.51)$$

where “lower degree” stands for terms of degree $\leq m - 2$ in the bosonic modes.

These expressions are in terms of the bosonic fields $\chi^i(z)$. We need to rewrite them in terms of the twisted fields $v^i(z)$ in the diagonal basis. Recall that

$$\chi^i(z) = \frac{1}{N} \sum_{a=0}^{N-1} \theta^{ia} v^a(z), \quad (4.52)$$
where \( \theta = e^{2\pi i/N} \).

We consider the degree \( m \) terms in the fields \( W^m(z) \). They read:

\[
\frac{m!N^{m-1}}{2\hbar^m} W^m(z) = \sum_{\alpha_0!\alpha_1!\ldots\alpha_{N-1}!} \frac{m!}{\alpha_0!\alpha_1!\ldots\alpha_{N-1}!} \prod_{p=0}^{N-1} v^p(z)^{\alpha_p} + \text{lower degree.} \tag{4.53}
\]

In terms of the modes, we get:

\[
\frac{m!N^{m-1}}{2\hbar^m} W_k^m = \sum_{\alpha_0!\alpha_1!\ldots\alpha_{N-1}!} \prod_{i=1}^{N} J_{\beta_i^1} : J_{\beta_i^1} : \ldots : J_{\beta_i^1} : + \text{lower degree}
\]

\[
\tag{4.54}
\]

where \( \beta_i^j \equiv j \pmod{N} \) for all \( i \) and \( \sum_{j=0}^{N-1} \sum_{i=1}^{\alpha_i} \beta_i^j = N(k + 1 - m) \).

Now we want to implement the dilaton shift (the automorphism \( \phi \) of Definition 4.6) on these highest degree terms. From (4.51), the \( O(h^0) \) terms can only come from a term proportional to \( (J_{-N})^m \), but these terms only come up in the mode expansion of \( W^m_{-1} \). Therefore the dilaton shift does not produce \( O(h^0) \) terms in the non-negative modes.

As for the \( O(h^1) \) terms, they are essentially determined by the conditions:

\[
\sum_{i=0}^{N-1} i\alpha_i \equiv N, \quad \sum_{i=0}^{N-1} \alpha_i = m. \tag{4.55}
\]

To get a \( O(h^1) \) term we have to shift all modes except for one in the mode expansion given by (4.51), hence we only need to consider terms with \( \alpha_i = 0 \) for \( i = 1, 2, \ldots, N - 2 \) or \( \alpha_i = 1 \) for some \( i = 1, 2, \ldots, N - 2 \). For a term of the form \( \prod_i J_{\gamma_i} \) we recall that the modes add up as follows,

\[
\sum_{i=1}^{N} \gamma_i = N(k + 1 - m). \tag{4.56}
\]

The lowest and highest index of the \( O(h^1) \) terms produced in \( H_k^m \) are due to the terms with \( \alpha_0 = m \) and \( \alpha_{N-1} = m - 1 \) respectively, that is terms of the form

\[
: J_{Nk} (J_{-N})^{m-1} :, \quad b_{m,k} : J_{Nk+m-1} (J_{-(N+1)})^{m-1} :, \tag{4.57}
\]

and are given by

\[
mJ_{Nk}, \quad d_{m,k} J_{Nk+m-1}, \tag{4.58}
\]

respectively, where

\[
b_{m,k} = 1, \quad \text{if } m - 1 \equiv N - 1 \pmod{N} \tag{4.59}
\]

\[
b_{m,k} = m, \quad \text{otherwise} \tag{4.60}
\]

and \( d_{m,k} = m \). In between these two extreme cases we have terms of the form,

\[
\frac{m!}{(m-a-1)!a!} : J_{Nk+a} (J_{-N})^{m-a-1} (J_{-(N+1)})^a :, \quad a = 1, 2, \ldots, m - 2, \tag{4.61}
\]

and after the dilaton shift these yield the following \( O(h^1) \) terms:

\[
\frac{m!}{(m-a-1)!a!} J_{Nk+a}. \tag{4.62}
\]
Finally, we look at the sub-leading degree \( m-1 \) terms in the fields \( W^m(z) \), which may contribute \( O(\hbar^1) \) terms after dilaton shift. From (4.51) the degree \( m-1 \) term in \( \frac{1}{\hbar^m} W^m(z) \) is proportional to

\[
\sum_{i=0}^{N-1} \partial_z : (\chi^i(z))^{m-1} :.
\]  

(4.63)

After changing to the diagonal basis only terms of the form

\[
\partial_z : (v^0(z))^{m-1} :, \quad \partial_z : (v^{N-1}(z))^{m-1} : \delta_{N|m-1}, \quad \partial_z : (v^0(z))^{m-1-a(v^{N-1}(z))^a} : \delta_{N|a}, \quad 0 < a < m-1,
\]  

(4.64)

can yield \( O(\hbar^1) \) corrections. Note that these are terms that are firstly invariant under \( \sigma \) and secondly have as factors only the dilaton shifted fields \( v_0(z) \) and \( v_{N-1}(z) \). After performing the dilaton shifts \( hJ_{-N} \leftrightarrow J_{-N} + 1 \) and \( hJ_{-N-1} \leftrightarrow hJ_{-N-1} + 1 \) it is easy to check that \( O(\hbar) \) corrections are only produced for negative modes, and are zero for all non-negative modes, as in the \( N = 3 \) case. The easiest way to see this is to reformulate the dilaton shift as,

\[
v_0(z) \mapsto v_0(z) + \frac{1}{\hbar},
\]  

(4.65)

\[
v_{N-1}(z) \mapsto v_{N-1}(z) + \frac{z^{1/N}}{\hbar}.
\]  

(4.66)

Then the \( O(\hbar) \) terms produced by each of the terms mentioned in (4.64) in the operators \( W^m(z) \) from this dilaton shift are respectively of the form,

\[
h\partial_z(z^0), \quad h\partial_z(z^{\frac{m-1}{N}}), \quad h\partial_z(z^{\frac{N}{2}}).
\]  

(4.67)

As the powers of \( z \) in the above expressions are non-negative, the result follows.

\[ \square \]

4.2.2. The Airy ideal

We now prove that the left ideal generated by the modes \( \{H^m_k\}_{m=2,4,...,2N} \) with \( k \geq 0 \) in \( \hat{U}^h(\mathfrak{h}) \) is an Airy ideal. We find ourselves in the scenario of Section 2.8.4, where the zero mode \( J_0 \) of the field \( v^0(z) \) (which is the only zero mode, see (4.2)) acts as a derivative \( \partial_0 \).

**Theorem 4.8.** Let \( \mathcal{I} \) be the left ideal in \( \hat{U}^h(\mathfrak{h}) \) generated by the \( \{H^m_k\}_{m=2,4,...,2N} \) with \( k \geq 0 \). Then \( \mathcal{I} \) is an Airy ideal.

**Proof.** To prove that \( \mathcal{I} \) is an Airy ideal, we need to check that Conditions (1)–(4) in Lemma 2.39 are satisfied.

- **Condition (1).** The boundedness condition is automatically satisfied for the modes of the fields of a VOA (see Lemma 2.44).

- **Condition (2).** It is always satisfied for the subset of non-negative modes of the strong generators of a VOA (see Proposition 3.14 in [7]).

- **Condition (3).** For simplicity, let us re-index our operators \( H^m_k \), \( i = 2,4,...,2N \), as

\[
H^m_k =: L_{Nk+4-1}.
\]  

(4.68)

Then the operators are indexed by \( \{L_i\}_{i \in \mathcal{I}} \) with \( I = A = \mathbb{N} \). We want to determine whether

\[
L_i = \sum_{a \in \mathbb{N}} M_{ia} hJ_a + O(\hbar^2)
\]  

(4.69)
for some coefficients $M_{ia}$ such that for all fixed $a \in \mathbb{N}$, they vanish for all but finitely many $i \in \mathbb{N}$. But we showed in Lemma [4.7] that

$$H_k^m = L_{Nk+\frac{m}{2}-1} = \hbar \sum_{i=0}^{m-1} \frac{m!}{(m-i-1)!} J_{Nk+i} + O(h^2).$$

(4.70)

In particular, we can write (for $k \geq 0$ and $n \in \{0, 1, \ldots, N - 1\}$)

$$L_{Nk+n} = \sum_{a \in \mathbb{N}} M_{Nk+n,a} hJ_a + O(h^2),$$

(4.71)

with $M_{Nk+n,a} = 0$ for all $a < Nk$. In other words, for a fixed $a$, the only non-vanishing coefficients $M_{Nk+m,a}$ are for $Nk \leq a$. In particular, for any fixed $a \in \mathbb{N}$, the coefficients $M_{ia}$ vanish for all but finitely many $i \in \mathbb{N}$, as required.

**Condition (4).** We need to show that there exists coefficients $N_{bj}$ such that

$$\sum_{i \in \mathbb{N}} N_{bi} M_{ia} = \delta_{ab}, \quad \sum_{a \in \mathbb{N}} M_{ia} N_{aj} = \delta_{ij},$$

(4.72)

and such that for all fixed $j \in \mathbb{N}$, the coefficients $N_{bj}$ vanish for all but finitely many $b \in \mathbb{N}$. Equivalently, we need to show that we can invert the relation (4.28) to get

$$\sum_{i \in \mathbb{N}} N_{bi} L_i = hJ_b + O(h^2)$$

(4.73)

with the coefficients such that for all fixed $i \in \mathbb{N}$ they vanish for all but finitely many $b \in \mathbb{N}$.

We proceed as for the $N = 3$ case. We rewrite (4.70) as

$$L_{Nk+\frac{m}{2}-1} = \sum_{i=0}^{m-1} c_i^m hJ_{Nk+i} + O(h^2), \quad c_i^m = \frac{m!}{(m-i-1)!}.$$ 

(4.74)

Let $J_k := \begin{pmatrix} J_{Nk} \\ J_{Nk+1} \\ \vdots \\ J_{Nk+N-1} \end{pmatrix}$, $K_k := \begin{pmatrix} L_{Nk} - \sum_{m>Nk+N+1} c_m^2 hJ_{Nk+m} \\ L_{Nk+1} - \sum_{m>Nk+N+1} c_m^2 hJ_{Nk+m} \\ \vdots \\ L_{Nk+N-1} - \sum_{m>Nk+N+1} c_m^2 hJ_{Nk+N-1} \end{pmatrix}$ and

$$(M)_{ij} = \begin{cases} 0, & j > 2i \\ \binom{2i}{j-1}, & \text{otherwise} \end{cases}$$

(4.75)

for $1 \leq i, j \leq N$. From (4.74), we get matrix equations

$$MJ_k + O(h^2) = K_k, \quad k \geq 0.$$ 

(4.76)

One can see that $M$ is invertible. This can be shown in various ways, such as converting to an upper/lower triangular matrix using Gaussian elimination or LU decomposition. Note that dividing the $i$th row by $i$ gives a matrix,

$$(M)_{ij} = \begin{cases} 0, & j > 2i \\ \binom{2i}{j-1}, & \text{otherwise} \end{cases}$$

(4.77)

which is a submatrix of the infinite ‘Pascal matrix’. Submatrices of the Pascal matrix with non-zero diagonal entries are invertible, as proved in [23].

As $M$ is invertible, we can invert the matrix equations to get (for $k \geq 0$ and $i \in \{0, 1, \ldots, N - 1\}$):

$$hJ_{Nk+i} + O(h^2) = \sum_{j=1}^{N} \delta_{ij} L_{Nk+j-1} + \sum_{j=N}^{2N-1} \epsilon_{ij} hJ_{Nk+j}$$

(4.78)
for some constants $\delta_j, \epsilon_j \in \mathbb{Q}$. Substituting back recursively the formulae for $hJ_{Nk+j}$, we end up with

$$hJ_{Nk+i} + O(h^2) = \sum_{m \in \mathbb{N}} N_{Nk+i,m} \pi^{L_1}(L_m),$$

(4.79)

for $k \geq 0$ and $i \in \{0, 1, 2, N - 1\}$ and where all $N_{Nk+i,m} = 0$ for $m < Nk$. Equivalently, for any fixed $m \in \mathbb{N}$, the only non-vanishing coefficients are $N_{Nk+i,m}$ with $Nk \leq m$. In particular, for all fixed $m \in \mathbb{N}$ the coefficients vanish for all but finitely many $Nk + i \in \mathbb{N}$, and the condition is satisfied.

As all conditions of Lemma 2.39 are satisfied, we conclude that the left ideal $\mathcal{I}$ generated by the $\{H_k^m\}$, $k \geq 0$, $m \in \{2, 4, \ldots, 2N\}$ is an Airy structure. Furthermore, from the calculation above we see that we can also think of the left ideal as being generated by the differential operators ($k \geq 0$, $i \in \{0, 1, 2, \ldots, N - 1\}$):

$$\hat{L}_{Nk+i} = \sum_{m \in \mathbb{N}} N_{Nk+i,m} L_m = hJ_{Nk+i} + O(h^2).$$

(4.80)

In particular, as in the $N = 3$ case we have an operator $\hat{L}_0 = \hbar J_0 + O(h^2)$. Therefore, we are again in the scenario of Section 2.8.4 where we need to interpret the zero mode $J_0$ as a derivative in the Weyl algebra.

Now that we know that the left ideal $\mathcal{I}$ generated by the modes of the strong generators of $\mathcal{W}(\mathfrak{sp}_{2N})$ is an Airy ideal, we obtain an immediate Corollary from Theorem 2.28 (see also Section 2.8.4).

**Corollary 4.9.** Let $\mathcal{I}$ be the left ideal in $\hat{U}^h(\mathfrak{h})$ generated by the non-negative modes $\{H_k^m\}_{m=2,4,\ldots,2N}$, with $k \geq 0$. Then $\hat{U}^h(\mathfrak{h})/\mathcal{I}$ is a cyclic left module canonically isomorphic to the (h-adically completed) submodule of $\mathcal{M}$ (see Section 2.8.4) for the rank $N$ free boson VOA generated by $|x_0\rangle$, but twisted by some stable transvection on $\hat{U}^h(\mathfrak{h})$.

$\hat{U}^h(\mathfrak{h})/\mathcal{I}$ is also canonically isomorphic to a module of exponential type generated by a state

$$v := Z|0\rangle = \exp \left( \sum_{g \in \frac{1}{2}\mathbb{N}, n \in \mathbb{N}^*} h^{2g-2+n} F_{g,n}(J_{-1}, J_{-2}, \ldots) + \sum_{g \in \frac{1}{2}\mathbb{N}^*} h^{2g-1} F_{g,1}(\tilde{J}_0) \right) |0\rangle,$$

(4.81)

for some polynomials $F_{g,n}$ homogeneous of degree $n$ in the respective modes, with $F_{g,n}(0) = 0$. Here the $\tilde{J}_0$ are the modes conjugate to the zero modes $J_0$.

Furthermore, by construction the state $v$ is annihilated by all non-negative modes $\{H_k^m\}_{m=2,4,\ldots,2N}$, with $k \geq 0$:

$$H_k^m v = 0, \quad m = 2, 4, \ldots, 2N, \quad k \in \mathbb{N}. \quad \text{(4.82)}$$

Therefore, the action of the negative modes $H_k^m$, $k < 0$ on $v$ generates a (h-adically completed) Fock module for $\mathcal{W}(\mathfrak{sp}_{2N})$.

**Remark 4.10.** As in the $N = 3$ case, the state $v$ does not live in the $\hbar$-completion of the Fock module generated by $|x_0\rangle$ for the free boson VOA; indeed, the conjugate modes $\tilde{J}_0$ appear in $v$. This is a direct consequence of the fact that we need to interpret the zero mode $J_0$ as a derivative instead of a variable – see Section 2.8 and in particular Section 2.8.4.
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