Solar Energy Prediction Model Based on Artificial Neural Networks and Open Data
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Abstract: With climate change driving an increasingly stronger influence over governments and municipalities, sustainable development, and renewable energy are gaining traction across the globe. This is reflected within the EU 2030 agenda, that envisions a future where there is universal access to affordable, reliable and sustainable energy. One of the challenges to achieve this vision lies on the low reliability of certain renewable sources. While both particulars and public entities try to reach self-sufficiency through sustainable energy generation, it is unclear how much investment is needed to mitigate the unreliability introduced by natural factors such as varying wind speed and daylight across the year. In this sense, a tool that aids predicting the energy output of sustainable sources across the year for a particular location can aid greatly in making sustainable energy investments more efficient. In this paper, we make use of Open Data sources, Internet of Things (IoT) sensors and installations distributed across Europe to create such tool through the application of Artificial Neural Networks. We analyze how the different factors affect the prediction of energy production and how Open Data can be used to predict the expected output of sustainable sources. As a result, we facilitate users the necessary information to decide how much they wish to invest according to the desired energy output for their particular location. Compared to state-of-the-art proposals, our solution provides an abstraction layer focused on energy production, rather that radiation data, and can be trained and tailored for different locations using Open Data. Finally, our tests show that our proposal improves the accuracy of the forecasting, obtaining a lower mean squared error (MSE) of 0.040 compared to an MSE 0.055 from other proposals in the literature.
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1. Introduction

Renewable energies have been gaining traction in the last decades. Non-polluting, and not limited by resources, these energies would be an ideal source of electricity for any activity, whether domestic or industrial, if it was not because of their unreliability. Indeed, renewable energies throughput varies significantly depending on the conditions and the characteristics of the place where they are located, which makes it difficult to estimate how much benefit in terms of power is going to be obtained from them.

One of the most relevant energies in recent years has been solar energy. Solar energy has a better-defined behavior than wind-based energies and harnesses considerable amounts of power from the sun in certain countries. As such, it is one of the most important renewable energies for a wide
array of countries in south Europe, such as Spain, and other locations in the same longitude, such as Saudi Arabia [1] or India [2].

Solar energy can be broken down into two different kinds of energy: thermal solar energy, which converts solar radiation into thermal energy used for heating industrial processes, desalination plants, homes, or water purification plants, among others [3]; and photovoltaic solar energy, through which solar radiation is converted into electrical energy that can be transported for other uses than heating.

Despite this wide array of uses, photovoltaic energy presents varying performance from panel to panel, as shown in Figure 1. Combined with changing atmospheric conditions from the place where the panels are finally installed, it becomes challenging for customers to determine whether solar energy is a viable investment for them.

A potential solution for this problem would be to create a solar map, which contains the amount of solar energy received by each area annually. This approach has been applied successfully in certain Spanish towns [5]. Unfortunately, the cost involved in making these solar maps is considerable, which makes them widely unavailable. As a result, a large part of the potential self-producers of solar energy stop their investment, since they do not have the appropriate tools to estimate the technical-economic viability of the project.

Compared to existing approaches, in this paper, we propose a solution based on neural networks that helps to easily estimate the energy output of the solar panels installed in the target area while being significantly less costly than solar maps. Currently, a considerable part of the literature focuses on solar radiation forecasting rather than solar energy production prediction. This introduces additional uncertainty for users, since they only know how much energy their installation will receive, but not how much energy it will produce. Moreover, so far studies are built upon private data, limiting the applicability of the solutions proposed, due to the difficulty to find or build the necessary data to train and run the models. Taking this into account, the advantages that our approach presents are as follows:

- It can be built from Open Data. Therefore, it only requires data that can be freely found available on the web, and anyone with technical knowledge can build their own tailored version.
- It focuses on energy production, rather than solar radiation. Consequently, we are adding an abstraction layer that can answer higher-level questions. These questions range from analyzing

![Figure 1. Range of photovoltaic conversion efficiencies of solar panels, from 1976 until present [4].](image-url)
the suitability of a specific place for a solar installation to its return on investment (ROI) from an economic point of view.

- It provides solid accuracy results. The approach provides competitive results on the MSE (Mean Squared Error) and MAE (Mean Absolute Error) metrics that have been found in the literature.

Thus, our solution can be built and adapted for most areas around the world, providing a great substitute for locations where solar maps are not available. Therefore, thanks to our approach, the risk of installing new solar energy panels will be reduced and investments in new installations will be fostered.

The remainder of this paper is structured as follows. Section 2 presents the related work in solar energy models. Section 3 covers the aspects related to solar energy generation that must be taken into account for the neural network. Section 4 presents the structure of the different topologies and experiments carried out, and presents our solution for solar energy forecasting. Section 5 discusses the results and limitations of the approach, and finally, Section 6 describes the conclusions and sketches future works.

2. Related Work

In this section, we provide information about the state of the art literature in the research field and we point out the main advantages that our proposal can provide to the research community.

Many solar energy models have been proposed in the literature using different techniques and approaches. For instance, linear mathematical functions have been used on different project as in Algeria [6], with Satellite data [7], in sparse regions [8], or in Malaysia [9]. On the other hand, non-linear functions have been used for calculating daily diffuse solar radiation [10], irradiation models [11], and they have been combined with Ångstrom coefficients in quadratic models [12] and unrestricted methods [13]. If we focus on fuzzy logic approach, it has been used with meteorological parameters [14] and for short-term energy forecasting [15]. Finally, we can find genetic algorithms used in order to achieve the self-sustainability of a pump [16] and finally, the use of artificial neural networks (ANN).

Linear models present the advantages of being easily understandable, and their linearity makes them a suitable tool that will guarantee finding optimal weights to every component (and consequently, a quasi-optimal solution) if a linear relation exists. However, linear models usually present poor predictive performance, because the relationships that can be learned are so restricted that they usually oversimplify a complex reality. In addition, linear models are very sensitive to outliers (anomalies). Thus, outliers should be clearly identified and removed before applying the linear functions, which is not always an easy task.

Non-linear functions present the advantage of being capable of dealing with more complex relationships (since they are not constrained only to linear functions). However, because there are so many candidates, it can be necessary to conduct some research to determine which function provides the best fit for the data at hand. In turn, they require a significantly higher time investment than linear models.

Fuzzy logic models have the advantage that can deal properly with imprecise data thanks to their well-defined rule base. This capability provides more flexibility whereas other methods get compromised. Nevertheless, the disadvantages outnumber the advantages: the design of the rules can be very complex, it is necessary to have domain knowledge in order to deal properly with the problem presented, and defining precise values for creating the rule base can be difficult.

Genetic algorithms are a suitable tool when a quasi-optimal solution is needed. In addition, they manage noisy functions better than linear models. However, these algorithms require convergence, which may require a long time and a decent-sized population, making this approach very costly from a temporal point of view.

Finally, ANNs and their use in the field of solar energy deserve a separate section. ANNs exploit the use of graphic cards for boosting their computation speed [17]. This makes these systems optimal
for prediction in multidimensional spaces, where their high cardinality makes it much more likely to find non-linear functions between different magnitudes or dimensions. Nevertheless, this ability to adapt to the distribution function presents the problem that it is very possible that the neural network largely overfits the training data, producing the effect called “overfitting” [18]. When this happens, the ANN “memorizes” the data received and loses its capability of prediction. This can create a false sense of accuracy in the model. To avoid this, a split of the data must be carried out between training models and test models (80%–20% or 90%–10% for different samples), with the aim of obtaining what would be the degree of accuracy of the model trained with completely unknown samples. Due to their suitability for multidimensional spaces, ANNs have been widely used in the solar energy field. A great variety of models have been presented, both for the construction of solar panels [19], and for the field of solar energy modeling in Nigeria [20], stand-alone installations [21], daily local energy radiation forecasting [22], residential stand-alone self-sustainability [23], solar power forecasting [24], 24-h-ahead energy production prediction [25], or global forecasting of energy prediction in Spain [26].

However, these approaches present some problems. On one hand, in [20], general aggregated values from solar radiation for a whole month were used in the forecasting. In contrast, our approach breaks down values from solar radiation (one for every 5 min) in order to allow our ANN to calculate the amount of energy generated even across very short ranges of time. On the other hand, references [21,22] have been used to forecast solar radiation, whereas in our approach we focus on solar power output prediction. In this way, we provide an abstraction layer to the customer, focused ROI of the installation. In [23], the authors focused on the ROI of the solar installation. However, this ANN was focused on a specific stand-alone installation, while our ANN aims to provide a general method that could be applied to almost any installation as long as their characteristics are provided. Finally, compared to the structure of the ANN in [24] and [25], our structure focuses on predicting the output of specific installations located in specific places, instead of general solar power forecast.

To better understand our model, in the next section we cover the factors that influence solar energy generation

3. Input Data for Solar Energy Prediction

In order to design an ANN for solar energy prediction, it is important to analyze the main factors that affect solar energy generation. These factors will have to be considered by the model as inputs, which will need to be adequately tailored for each particular situation we wish to predict. Therefore, in the following, we analyze these elements and how they affect solar energy production.

The first set of elements that has an influence on solar energy forecasting are solar components. These components provide the solar energy input to be processed and converted into electrical energy, such as with the excitation of electrons in a photovoltaic cell, generating energy from a renewable source. There are three solar components [27] that lead to energy production on a solar panel:

- **Direct radiation**: Direct radiation is the component that is neither reflected nor scattered, reaching the directly the surface.
- **Diffuse radiation**: Diffuse radiation is the component of the solar energy that is scattered by the atmosphere and reaches the surface.
- **Reflected radiation**: Reflected radiation is the part of the radiation reflected by the surface or other elements and reaches the surface.

These three solar components can be combined (sum) into a Global Radiation value. However, this value does not take into account the angle at which solar rays reach solar panels, which alters the energy input received. We consider this value as Global Horizontal Irradiation (GHI). GHI is used to calculate the energy input received at a certain angle, Global Tilted Irradiation, effectively estimating the raw energy input received by a solar panel taking into account its inclination. Meteorological stations usually measure solar global and diffuse radiation intensities on horizontal surfaces. Consequently, the solar radiation incident on a tilted surface must be determined by converting the solar radiation
intensities measured on a horizontal surface to that incident on the tilted surface of interest (the solar panels) in order to design the system size and estimate its long-term performance. The beam radiation on a tilted surface can be computed by the relatively simple geometrical relationship between the horizontal and tilted surfaces.

Aside from the energy carried by solar rays, the amount of electric solar energy generated also varies depending on various parameters and conditions that vary depending on the moment of the day. Among these factors, the most notable ones are:

- **Solar azimuth angle**: It is the angle from due north in a clockwise direction of the sun. It influences solar energy generation. Usually, this information would need to be input into the model. However, our approach provides an abstraction layer that deals properly with this parameter.

- **Air temperature**: Air temperature has been demonstrated to have a strong influence on solar models [27] and a high correlation with solar photovoltaic generation. Solar panels are tested at room temperature (25 °C) and, therefore, the information provided by the manufacturer most often corresponds to a rather unusual situation of a solar panel operating under strong sunlight but with low temperature [28].

- **Wind speed**: Wind speed is closely related with air temperature. In the same way as air temperature affects photovoltaic panels, wind speed can influence temperature variance and consequently on performance of energy conversion [29].

Finally, once solar rays reach the solar panel, the final group of elements that influence energy generation are electrical components themselves. These are related to electricity and photovoltaic installation and they can have a strong influence on electrical production. These components are:

- **Performance of the photovoltaic (PV) panel**: The electrical energy conversion ratio of solar panels greatly influences the amount of energy generated, depending on the radiation received. Currently, there is a great variety of photovoltaic panels, with a great variety of different compositions, offering very varied performances.

- **Size of the generating installation**: The larger the generating installation, the greater the collection of solar energy, and therefore, the greater the amount of electrical energy produced. This is one of the foremost factors in order to get a properly electrical energy production.

In order to provide a better overview of all factors involved in energy generation, we present an overview in Figure 2:

![Figure 2. Solar radiation in Earth's atmosphere [27].](image-url)
Once we have summarized the factors that affect solar energy generation, in the next section we present how we make use of these factors to predict solar energy output taking into account the characteristics of the solar panel installation as well as its location and other particular conditions.

4. Solar Energy Prediction Model Based on Neural Networks and Open Data

In this section we present our prediction model based on ANNs. To this aim, we first present how data is selected. Then, we present the topology of the neural network. Finally, we present the experiment setup for training and testing the neural network.

4.1. Data Selection

The digital revolution has transformed curated public research data into an essential upstream resource whose value increases with use. The use of Open Data [30] in artificial intelligence (AI) systems makes those systems highly replicable and allows users to gather data to replicate these systems tailored to their needs. Thus, in order to maximize the applicability of our model, our aim is to select Open Data that is publicly available and allows for the reusability of the model. However, not all Open Data is suitable for training AI models. In this sense, we define a set of requirements for selecting which data are adequate to be gathered.

In order to train and test our model, we require data from different locations and solar panel installations across Europe. Accordingly, any dataset to be used for training purposes must provide the following information across a range of time:

1. Information about the amount of energy generated by that installation
2. Information about solar factors
3. Information about geological and atmospheric factors
4. Information about electrical factors that conform that installation.

In our case, we have identified the following Open Data sources that fulfill these information needs:

- **PVOutput [31]**: A free service for sharing and comparing Photovoltaic output data. It provides large volumes of raw data related to solar photovoltaic production. From this data source, we can obtain information about the amount of energy generated by an installation in a range of time (item 1), information about the solar azimuth angle (item 3), and information about the electrical factors that conform that installation (item 4).

- **Photovoltaic Geographical Information System (PVGIS) [32]**: PVGIS is a system developed by the European Commission Joint Research Centre, at the JRC site in Ispra, Italy, since 2001. The focus of PVGIS is research in solar resource assessment, photovoltaic (PV) performance studies, and the dissemination of knowledge and data about solar radiation and PV performance. The information available on the platform is monthly, daily and even hourly solar radiation. Therefore, it fulfills the requirement of solar factors in a specific range of time (item 2) and the information about air temperature and winds speed for that range of time (item 3).

For our training and testing, we have selected five installations for each of the four countries selected. The selection of the countries was done according to their different climatological conditions and the size of their contribution to the PVOutput dataset. These countries are Italy, Germany, United Kingdom, and Belgium. For each installation, in addition to the data required for the datasets, the following information must be provided:

1. Location, with Universal Transverse Mercator (UTM) coordinates
2. Brand and model of the solar panels installed
3. Full data (or almost full data) over the selected period (between 2014 and 2017, including data of the energy generated each day)
4. Orientation and tilt of the solar panels installed.

After filtering the installations that fulfilled all these conditions, we obtained the following parameters from PVOutput:

- Size of installation (kW)
- Energy generated (kWh/day)
- Ratio of solar energy conversion (%). This value can be obtained from manufacturer of the solar panel (taking in account model and brand)

All these data are complemented by retrieving solar radiation data from PVGIS. The data is provided by the service through several satellites (PVGIS-SARAH, PVGIS-CMSAF, PVGIS-ERA5). These satellites are part of METEOSAT and have been used to carry out the training and testing of the model. The API provided by the web service also provides an abstraction to the mathematical calculation detailed in point 3.1, so that it provides data such as panel tilt angle ($\alpha$) and angle of azimuth ($\phi$), returning the amount of solar radiation received directly by the solar panels at the desired point. The data supplied by the PVGIS API has the following structure:

- Datetime with format YYYY/DD/MM: HH:mm (24 h)
- Beam (direct) irradiance on the inclined plane (on photovoltaic panel) (W/m$^2$)
- Diffuse irradiance on the inclined plane (on photovoltaic panel) (W/m$^2$)
- Reflected irradiance on the inclined plane (on photovoltaic panel) (W/m$^2$)
- Sun height (degrees)
- Temperature of the air (degree Celsius)
- Wind speed (m/s)

Each of these satellites provides one measure in a range of 5 min in every hour in different timeframes. That implies that only 3 of the 12 parts of “5 min” that comprise an hour are real and, consequently, the other 9 parts have been interpolated. This introduces certain noise and uncertainty on predictions, lowering the accuracy of the proposed model.

4.2. Artificial Neural Network

In this section, we provide information about the different experiments that were carried out to evaluate the different structural alternatives for the ANN.

The training dataset consists of 2 years of daily forecasting of 16 different installations distributed across 4 different countries. For testing purposes, we predicted 2 years of daily energy generation for 4 unknown installations (for the ANN) on 4 different countries as well.

In order to find out the optimal ANN structure, different approaches to the problem with different topologies of neural networks were tested. These topologies vary according to different parameters, in search of the best experimental ANN, namely the one that provides the most accurate forecast:

- Solar forecasting can be done using global energy (GR) as input parameter or it can be separated into its components: directed radiation (DR), diffused radiation (FR), and reflected radiation (RR), as we can see in Figure 3. Depending how this information is provided, the input will have one structure or other.
- Information related about solar parameters provided by the satellites is supplied every 5 min. That information can be connected with a dense layer (where all the information related with solar parameters are interconnected with each other), or we can use a stratified layer to isolate solar radiation data. With this last approach, the solar parameters from one range of time are not interfering in other ranges and it forms an isolated information core (Figure 4).
• Number of hidden layers (1 or 2). It has been shown that the number of hidden layers of the ANN can influence the precision of the result, therefore different hypotheses were tested [33].

This approach is used together with broken-down radiation and when an additional layer hidden layer is used (or at least, when is used an additive layer with one neuron). If paired together with global radiation, or if only one hidden layer is used, the stratification does not add predictive capability to the ANN.

- Reflected irradiance on the inclined plane (on photovoltaic panel) (W/m²)
- Diffuse irradiance on the inclined plane (on photovoltaic panel) (W/m²)
- Beam (direct) irradiance on the inclined plane (on photovoltaic panel) (W/m²)
- Ratio of solar energy conversion (%). This value can be obtained from manufacturer of the solar panel. The calculation detailed in point 3.1, so that it provides data such as panel tilt angle (θ), azimuth (φ), and angle of elevation (α) of the satellite orbit.

Figure 3. Global vs Decomposed radiation structure. (a) Global radiation (b) Decomposed radiation.

Figure 4. Dense vs Stratified layer structure. (a) Dense layer (b) Stratified layer.
An additional layer is necessary if broken-down radiation is used, whereas if global radiation is the input element, then only one hidden layer is necessary (Figure 5).

- Formula for calculating the number of neurons in the hidden layers. It has been shown that the number of neurons in the hidden layers can influence the result, so the number of neurons in the hidden layers was varied, following examples from the literature [34]. The proposed formulas are as follows:

\[
\text{Hidden} = \frac{2}{3} (\text{In} + \text{Out}) \quad (1)
\]

\[
\text{Hidden} = \frac{3}{2} (\text{In} + \text{Out}) \quad (2)
\]

\[
\text{Hidden} = \frac{1}{2} (\text{In} + \text{Out}) + \sqrt{\text{Training}} \quad (3)
\]

where: \( \text{In} \) = Number of elements/dimensions in the Input layer, \( \text{Out} \) = Number of elements/dimensions on the output layer, \( \text{Training} \) = Number of samples.

**Figure 5.** Comparison of layers structure. (a) One hidden layer (b) Two hidden layer.

For ANNs with two hidden layers, the number of neurons of this layer was calculated taking into account that the input layer for the formula is the output of the first layer.

In order to summarize, the following table (Table 1) represents different approaches and attributes that each ANN has for every case described above. In order to be able to run each of these ANN, data was adapted attending to the structure of each neural network.
After presenting the different neural network configurations, we provide information about the metrics that were used to evaluate the suitability of the different ANN structures proposed. To know which of the proposed approaches is the most accurate, two statistical parameters that have been used in literature and are well documented in surveys, such as [35] and [36], were used. Additionally, they have been applied in comparative problems of prediction [33], solar power forecasting for smart grid energy management problem [37], and in a system for weather prediction with multiclass support vector machines [38]:

- **MAE (Mean Absolute Error):** MAE measures the average magnitude of the errors in a set of predictions, without considering their direction. It is the average over the test sample of the absolute differences between prediction values (A) and real values (B) where all individual differences have equal weight. The mathematical representation is:

  \[
  \text{MAE} = \frac{1}{n} \sum_{i=0}^{n} |A_i - B_i| \tag{4}
  \]

- **MSE (Mean Squared Error):** MSE measures the average magnitude of the squared errors in a set of predictions. As the error is squared, it will be always positive, and the direction of the error is irrelevant. The mathematical representation is:

  \[
  \text{MSE} = \frac{1}{n} \sum_{i=0}^{n} (A_i - B_i)^2 \tag{5}
  \]

The experiments were carried out using an Intel Pentium i9-7920X CPU 2.90 GHz, with 64 Gb RAM and 12 cores and 2 NVIDIA GeForce RTX 2080 Ti. Each training run for every approach tested lasted around 8 h.

5. Results, Discussion, and Limitations

In this section, we present a comparison of the results obtained by the different configurations of neural networks that we described, with the statistical parameters cited in Section 4.2. In order to avoid overfitting, we analyze the evolution of the train and test value for every iteration, selecting the optimal number of iterations.

Only the graphic result with the best approach is shown in this section (Figure 6). The rest can be found in the Appendix A.
As can be seen in the result charts, results vary significantly depending on the ANN structure selected. The approach with a dense layer obtains the worst results, as MAE and MSE are greater than 0.04 and 0.2, respectively. This result can be expected since solar radiation may vary significantly depending on the range of time, which denotes that each range of time should be completely isolated from other ranges. In general, all experiments using a stratified layer obtain better results than all the approaches based on dense connection.

Another aspect to take in account is whether radiation should be decomposed. According to the general results obtained, decomposed radiation provides better results than global radiation. The only exception is approach number 8, which has good MSE and MAE values. According to the results, it seems that the ANN can find relationships between the different elements that conform the solar radiation. In this way, the overall performance gets better when broken-down solar data is used. It is noteworthy that all approaches that use decomposed solar radiation use a stratified layer.

Finally, the different formulas used for calculating the number of neurons in hidden layers in every approach only present slight differences in performance. On dense layer connections the results are not conclusive (some of the approaches have slight accuracy improvements, whereas other approaches obtain worse results). However, on stratified layer we always obtain slight improvements.

We must highlight that approach number 13 (stratified layer, two hidden layers, and decomposed radiation) provides the best result of the whole experiment. It obtains significantly lower error values on both metrics (MSE ≈ 0.04 and MAE ≈ 0.16) compared to the initial approaches. Translated into accuracy, this means an average error of ±16% on energy production forecasting, tested over one installation for each country, whose data has not been fed as input to the model (four in total).

5.1. ANN Topologies Results

In this subsection, we present the specific results obtained by all the alternative ANN layouts that we have tested. Furthermore, we also provide a discussion on the performance of each of the models and their particularities. If the different alternatives are not considered relevant, Section 5.2 compares the result of our best performing model with state-of-the-art approaches.

- In approach 1, we can see oscillations in the training and validation datasets. In addition, it must be pointed that optimal iterations are centered around 500 epochs. From that point on, the validation dataset loses its minimum error value (0.2) and starts to grow.

- Approach 2 is very similar to the previous one. Global radiation, number of hidden layers, and dense connections are maintained (it changes the formula used for the number of neurons on the hidden layer). As we can see in the figures in the Appendix A, there are greater oscillations in MSE and MAE values than in the previous case, with similar results. As a result, this approach would be worse than previous one.
• In approach 3, we can see oscillations on the initial phases of the training/test phases, until it smooths from epoch 300 onwards. However, the results are not interesting, due to higher values of MSE and MAE (0.067 and 0.024, respectively).
• Approach 4 is the first pair of graphs with the dense layer connection and decomposed radiation. As it can be easily seen, there are too many oscillations, due to the fully connected approach with the decomposed radiation that conforms a huge multidimensional space of possibilities. Thus, the distribution function can be very difficult to learn properly. In addition, the results are not interesting due to higher values of MSE and MAE (0.10 and 0.27, respectively).
• Similar to the previous case, there are too many oscillations in approach 5. As a result, we can conclude that the formula used for calculating the number of neurons on hidden layer is less important than other parameters. As in the previous case, error values are relatively higher compared to best performing topologies.
• The third approach with dense layer and decomposed radiation is reflected in approach 6. It follows the trend of the other two: too many oscillations and elevated values of MSE (0.11) and MAE (0.27) for the validation dataset.
• Approach 7 is a hybrid of topologies with one hidden layer and topologies with two hidden layers. In this approach, we are using decomposed radiation, but only a simple add layer is used to obtain the distribution function. As it can be observed in the provided figures, the results are the worst across all the topologies, and they must be represented with a different scale.
• In approach 8, we find the first pair of figures with the stratified layer connection and global radiation approach. We can observe in the graphs that the optimal value of test is acquired with a notably higher number of epochs than in previous cases (10,000 vs 500). However, the oscillations have disappeared, and the results are quite more promising, with lower values of MSE and MAE (0.046 and 0.18, respectively).
• The figures that we can see in approach 9 follow the trends of previous one. With the modification of the number of neurons in the hidden layers, we try to tune the algorithm, in order to provide better results. However, the results are not clearly improved.
• In approach 10, we are tuning the parameters of number of hidden neurons, looking for slight improvements on MAE and MSE. With the second formula, the results are not clearly improved compared to previous cases.
• Finally, in approach 13, we are tuning the parameter of the number of hidden neurons, looking at slight improvements on MAE and MSE. These results slightly improve the MSE and MAE value obtained in approach 8, obtaining 0.0161 (vs. 0.1757) and 0.04025 (vs. 0.04646), respectively. Thus, these results make this ANN configuration the best one out of the studied topologies.

5.2. Results Compared to the State-Of-The-Art

There are several approaches published in the literature for solar radiation and solar energy prediction. However, the comparability across approaches is limited due to several discrepancies that we must highlight.

First, the interval of predictions is different across approaches. We predict energy up to 5-min intervals, whereas other approaches provide a daily or monthly basis. This is not a limitation in our
case, since intervals can be aggregated. However, it is not possible to de-aggregate daily and monthly predictions into smaller intervals.

Second, our approach predicts solar energy (output), whereas many of the other approaches focus on predicting solar radiation (input). There are only few proposals that try to predict solar energy.

Third, our approach is generic, and has been tested with several installations with different characteristics in different locations. Other approaches in the literature focus on a single location, and thus can provide more accurate results at the cost of generalizability.

Taking these aspects into account, we present the comparison of results in Table 2.

| Approach                                                                 | MSE        | Type of Prediction | Prediction Granularity | MAE   |
|--------------------------------------------------------------------------|------------|--------------------|------------------------|-------|
| Solar power forecasting using artificial neural networks [24]             | 0.069–0.055| Energy             | Daily, Monthly         | -     |
| 24-h-ahead forecasting of energy production in solar PV systems [25]     | -          | Energy             | Daily                  | Spring: 0.122, Summer: 0.211, April–Sept: 0.266 |
| Contribution of quantification of solar radiation in Algeria [6]          | 0.0157–0.0418| Radiation        | Monthly                | -     |
| Solar energy prediction model based on artificial neural networks and open data | 0.040      | Energy             | 5 Min, Daily, Monthly  | 0.161 |

As we can see in the table, the best MSE result obtained by approaches in the literature that predict solar energy is within the range from 0.069 to 0.055 [24]. This is slightly less performing than our model, which obtained an MSE of 0.040. In addition, the prediction is daily or monthly, whereas our model is capable of producing 5-min-interval predictions, thus offering higher flexibility.

For those solar energy prediction approaches where MSE is not available and MAE is used instead, we obtained a competitive result. In [25], the authors presented different results for different seasons and ranges of time, ranging from MAE = 12.2% in Spring to MAE = 26.6% from April to September. Compared to these results, our approach obtained an MAE ≈ 0.161 for a whole year of daily predictions. As before, our approach presents higher flexibility, allowing for 5-min-interval predictions or up to daily and monthly basis.

Finally, the proposal in [6] was selected as the main representative of proposals that predict solar radiation instead of solar energy output. This proposal focused on the location of Algeria, and obtained an MSE in the range of 0.157 to 0.0418. Our approach would stay competitive, with an MSE of 0.040 that would be located in the upper (worst) end of the range. However, compared to these results, our approach not only remains more flexible and is more generic (considers multiple locations), but also predicts solar energy output, which has to take into account the characteristics and effect of solar panels and additional weather conditions.

As aforementioned, these results should be taken carefully, since each of the approaches uses their own dataset due to the absence of an existing benchmark. Moreover, most of the approaches make use of private data, which makes it difficult to reuse the same datasets for testing purposes.

5.3. Discussion and Limitations

Although our approach presents several advantages compared to the state of the art, we must still point out some of its own problems and limitations.

First, a critical mass of data is needed in order to achieve a proper training and test of the model for other locations than those that have already been considered in this paper. This can require some training time and resources. In our case the training process took 8 h, without account for the preprocessing of the data and the creation of all the different ANN layouts. Moreover, if a certain feature is not available or a new one was to be added, the retrain process would be mandatory.
The second limitation is the existing threats to the validity of the results. Although we have performed several tests with several countries, the absence of suitable benchmarks makes it difficult to properly compare existing techniques and approaches. Moreover, due to the specification degree required and the quantity of variables involved, such as granularity of the prediction, metrics used, and whether solar radiation or solar energy production is predicted, it is difficult to obtain a quantitative value to discriminate between existing approaches. This also emphasizes the need for the creation of a proper benchmark for future solar models that try to predict solar energy production.

6. Conclusions

Most research so far has focused on predicting solar radiation, rather than focusing on solar energy production forecasting. However, the conversion of solar radiation into solar energy power is far from trivial. Solar energy is influenced by factors such as temperature, wind, or the solar panels used, adding an extra layer of complexity over solar radiation. As a result, users do not have a clear idea how much solar energy output can be expected, and how much they should invest in an installation according to their location and the characteristics of the solar panels to be bought.

In this paper we have presented a model that provides a solution for users and authorities interested in sustainable energy power forecasting based on solar power. Our approach presents an ANN structure that has been tested with different topologies and provides solar energy forecasting with data that has been obtained from Open Data sources. Compared to existing approaches, it presents the following advantages:

• It is trained with Open Data. Consequently, everyone with proper technical knowledge can access the data sources and get the data for building their own ANN model.
• It is focused on solar power forecasting, rather than solar radiation prediction. As a result of that, we can answer high-level questions (focused on return on investment (ROI) of the installation), thanks to the abstraction layer that has been included between solar radiation and its conversion to solar power.
• It provides solid accuracy results. The presented method provides competitive results on MAE and MSE metrics compared to other approaches that we have found in the literature.

In this way, our approach can be applied widely as long as there is Open Data published for the location, simply re-training or tuning the presented model. Moreover, our model can be modified to predict solar energy production on specific hour fragments, since its resolution is much higher than existing models.

In addition, another advantage of the presented model is the speed to generate new forecasts. Due to the fact that the ANN is already trained, the computation of a new prediction can be done in just a few seconds if all the data required is provided.

Furthermore, with the proliferation of IoT in solar power installations, data generated will increase considerably in the next years. As a result, our algorithm will become more accurate and precise.

Besides that, it must be pointed out that with a few modifications on the ANN proposed, the model can be tuned to predict energy solar production in specific hour fragments.

This proposal allows users to predict, given an installation and the solar energy received over a period of time, the energy generation of the installation for those specific ranges of time under normal conditions, accessing the corresponding data in the cited references.

Finally, while we have tested our approach with a variety of solar installations, the system can be specialized to focus on specific installation types, thus likely increasing its accuracy. For instance, a user could focus on installations with specific sizes or specific types of solar panel. Nevertheless, this still requires providing all the necessary information to train the ANN, which may or may not be available for that specific installation.

Nevertheless, there is still much work to be done in the area. For instance, a large, curated dataset would lead to increased accuracy in the predictions as well as foster investment in the area. Moreover,
while we have focused on solar energy, the approach could be extended to other sustainable energies, such as wind-based energy production.

To this aim, our future work is focused on fostering sustainable energy self-supplying, by using open data provided by different administrations to analyze the self-sufficiency capabilities of a village or town. This way, we can provide information in advance about when and how much non-renewable energy will be needed to cover the gap until all energy demand can be covered.
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**Appendix A**

This section presents the results for all the approaches.

![Figure A1](image1.png)

**Figure A1.** Approach 1: Dense layer. Formula (1). Hidden layers = 1. Global radiation. (a) MSE. (b) MAE.

![Figure A2](image2.png)

**Figure A2.** Approach 2: Dense layer. Formula (2). Hidden layers = 1. Global radiation. (a) MSE. (b) MAE.
Figure A3. Approach 3: Dense layer. Formula (3). Hidden layers = 1. Global radiation. (a) MSE. (b) MAE.

Figure A4. Approach 4: Dense layer. Formula (1). Hidden layers = 1. Decomposed radiation. (a) MSE. (b) MAE.

Figure A5. Approach 5: Dense layer. Formula (2). Hidden layers = 1. Decomposed radiation. (a) MSE. (b) MAE.
Figure A6. Approach 6: Dense layer. Formula (3). Hidden layers = 1. Decomposed radiation. (a) MSE. (b) MAE.

Figure A7. Approach 7: Stratified layer. Add layer Hidden layers = 1. Decomposed radiation. (a) MSE. (b) MAE.

Figure A8. Approach 8: Stratified layer. Formula (1). Hidden layers = 2. Global radiation. (a) MSE. (b) MAE.
Figure A9. Approach 9: Stratified layer. Formula (2). Hidden layers = 2. Global radiation. (a) MSE. (b) MAE.

Figure A10. Approach 10: Stratified layer. Formula (3) Hidden layers = 2. Global radiation. (a) MSE. (b) MAE.

Figure A11. Approach 11: Stratified layer. Formula (1) Hidden layers = 2. Decomposed radiation. (a) MSE. (b) MAE.
Figure A12. Approach 12: Stratified layer. Formula (2) Hidden layers = 2. Decomposed radiation. (a) MSE. (b) MAE.

Figure A13. Approach 13: Stratified layer. Formula (3) Hidden layers = 2. Decomposed radiation. (a) MSE. (b) MAE.
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