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Abstract

Active learning aims to develop label-efficient algorithms by querying the most representative samples to be labeled by a human annotator. Current active learning techniques either rely on model uncertainty to select the most uncertain samples or use clustering or reconstruction to choose the most diverse set of unlabeled examples. While uncertainty-based strategies are susceptible to outliers, solely relying on sample diversity does not capture the information available on the main task. In this work, we develop a semi-supervised minimax entropy-based active learning algorithm that leverages both uncertainty and diversity in an adversarial manner. Our model consists of an entropy minimizing feature encoding network followed by an entropy maximizing classification layer. This minimax formulation reduces the distribution gap between the labeled/unlabeled data, while a discriminator is simultaneously trained to distinguish the labeled/unlabeled data. The highest entropy samples from the classifier that the discriminator predicts as unlabeled are selected for labeling. We extensively evaluate our method on various image classification and semantic segmentation benchmark datasets and show superior performance over the state-of-the-art methods.

1. Introduction

The outstanding performance of modern computer vision systems on a variety of challenging problems [14] is empowered by several factors: recent advances in deep neural networks [11], increased computing power [10], and an abundant stream of data [33], which is often expensive to obtain. Active learning focuses on reducing the amount of human-annotated data needed to obtain a given performance by iteratively selecting the most informative samples for annotation.

Notably, a large research effort in active learning, implicitly or explicitly, leverages the uncertainty associated with the outcomes on the main task for which we are trying to annotate the data [66, 32, 18, 23, 68, 4]. These approaches are vulnerable to outliers and are prone to annotate redundant samples in the beginning because the task model is equally uncertain on almost all the unlabeled data, regardless of how representative the data are for each class [56]. As an alternative direction, [56] introduced a task-agnostic approach in which they applied reconstruction as an unsupervised task on the labeled and unlabeled data, which allowed for train-
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Figure 1: Left: Diversity-based task-agnostic active learning approaches perform unsupervised learning on all data and adversarially train a discriminator to predict whether to label a sample. The red-circled samples show a failure case for such methods, where the unlabeled samples closest to the discriminator’s decision boundary are all from the same class and do not provide a diverse set of data to label. Right: Our proposed approach (MAL) performs semi-supervised learning on all data and uses the label information to learn per-class prototypes and then train a binary classifier to predict which samples to label. In contrast to the diversity-based approach, the selected red-circled samples are chosen because they are farther from the class prototypes, and as a result, come from different classes.
Figure 2: The MAL pipeline: both labeled and unlabeled data are input into a common feature encoder $F$, followed by a normalization layer and a cosine similarity-based classifier $C$ which is trained to maximize entropy on unlabeled data, whereas $F$ is trained to minimize it. We also train a discriminator $D$ (a binary classifier) to predict labeledness of the data. Samples with highest entropy from the classifier that the discriminator predicts as unlabeled are selected for labeling.
example and at the end samples which (i) are predicted as unlabeled with high confidence by the discriminator and (ii) achieved high entropy by the classifier $C$ will be sent to the oracle.

While distance-based classification [45, 48, 8] and minimax entropy for image classification [28, 37, 25, 50, 59] have been studied before, to the best of our knowledge, our work is the first to use them together for active learning. This work is also the first to show semi-supervised learning with minimax entropy for semantic segmentation. Our results demonstrate significant performance improvements on a variety of image classification benchmarks such as CIFAR100, ImageNet, and iNaturalist2018 and on semantic segmentation using the BDD100K driving dataset.

2. Related Work

Active learning: Recent work in active learning can be divided into two sets of approaches: query-synthesizing (generative) methods or query-acquiring (pool-based) methods. Query-synthesizing methods produce informative synthetic samples using generative models [41, 43, 73, 61] while pool-based approaches focus on selecting the most informative samples from a data pool. We focus chiefly on the latter line of research.

Pool-based methods have been shown both theoretically and empirically to achieve better performance than Random sampling [53, 16, 20]. Among pool-based methods, there exist three major categories: uncertainty-based approaches [23, 68, 4], representation-based (or diversity) approaches [51, 66, 56], and hybrid approaches [70, 47, 2]. Pool-based sampling strategies have been studied widely with early works such as information-theoretic methods [40], ensembles methods [44, 16] and uncertainty heuristics [60, 39] surveyed by Settles [52].

Uncertainty-based pool-based methods have been studied in both Bayesian [18, 32] and non-Bayesian settings. Some Bayesian approaches have leveraged Gaussian processes or Bayesian neural networks [29, 49, 12] for uncertainty estimation. Gal et al. [18, 17] demonstrated that Monte Carlo (MC) dropout can be used for approximate Bayesian inference for active learning on small datasets. However, as discussed in later works [51, 32], Bayesian techniques often do not scale well to large datasets due to batch sampling. In the non-Bayesian setting, uncertainty heuristics such as distance from the decision boundary, highest entropy, and expected risk minimization have been widely investigated [6, 60, 69]. Ensembles have shown to be successful in representing uncertainty [38, 70] and can outperform MC dropout approaches [5].

Diversity-based methods focus on sampling images that represent the diversity in a set of unlabeled images. Sener et al. [51] proposed a core-set approach for sampling diverse points by solving the k-Center problem in the last-layer embedding of a model. They also produced a theoretical bound on core-set loss that scales with the number of classes, meaning that performance deteriorates as class size increases. Furthermore, with high-dimensional data, distance-based representations including core-set often suffer from a convergence of pairwise distances in high dimensions, known as the distance concentration phenomenon [15]. Variational adversarial active learning (VAAL) was proposed by [56] as a task-agnostic diversity-based algorithm that samples data points using a discriminator trained adversarially to discern labeled and unlabeled points on the latent space of a variational auto-encoder.

Hybrid approaches leverage both uncertainty and diversity. BatchBALD [32] was proposed as a tractable remedy for non-jointly informative sampling in BALD. Using a Monte Carlo estimator, BatchBALD approximates the mutual information between a batch of points and the model’s parameters and greedily generates a batch of samples. Rather than using model outputs as is standard for most uncertainty-based approaches, BADGE [2] utilizes the gradient of the predicted category with respect to the last layer of the model. These gradients provide an uncertainty measure as well as an embedding that can be clustered via k-means++ [1] initialization to select diverse points.

Although active learning research in semantic segmentation has been a bit more sparse, approaches largely parallel those of classification methods such as in the use of MC Dropout [23], feature entropy and conditional geometric entropy for uncertainty measures [34]. Diversity-based samplers like VAAL [56] were also shown to be effective on semantic segmentation. Recently, [7] proposed a deep reinforcement learning approach for selecting regions of images to maximize Intersection over Union (IoU).

Entropy regularization Entropy regularization has been widely used in parametric models of posterior probabilities to benefit from unlabeled data or partially labeled data [24]. Entropy was also proposed to be used for clustering data and training a classifier simultaneously [35]. In the field of domain adaptation, [62] used cross-entropy between target activation and soft labels to exploit semantic relationships in label space whereas [58] trained a discriminative classifier using unlabeled data by maximizing the mutual information between inputs and target categories. In [50], they used entropy optimization for semi-supervised domain adaptation. Recently [67] proposed a fully test-time adaptation method that performs entropy minimization to adapt to the test data at inference time.

Adversarial learning Adversarial learning has been used for different problems such as generative modeling models [22], object composition [3], representation learning [42], domain adaptation [63], continual learning [13], and active learning [56]. The use of an adversarial network enables the model to train in a fully-differentiable man-
3. Minimax Active Learning

In this section, we introduce MAL formulation for image classification and semantic segmentation settings. Our training procedure is shown in Algorithm 1.

We consider the problem of learning a label-efficient model by iteratively selecting the most informative samples from a given split to be labeled by an oracle or a human expert. We start with an initial small pool of labeled data denoted as $\mathcal{L} = \{(x^L_i, y^L_i)\}_{i=1}^{N_L}$, and a large pool of unlabeled data denoted as $\mathcal{U} = \{(x^U_i)\}_{i=1}^{N_U}$ where our goal is to populate a fixed sampling budget, $b$, using an acquisition strategy to query samples from the unlabeled pool $(x_U \sim X_U)$ such that the expected loss is minimized.

3.1. MAL for image classification

MAL starts with encoding data using a convolutional neural network (CNN), denoted as $F$, to a $d$-dimensional latent vector where features are normalized using an $\ell_2$ normalization. Similar to [8] in few-shot learning and [50] in domain adaption, we exploit a cosine similarity-based classifier denoted as $C$ and parametrized by the weight matrix $W \in \mathbb{R}^{d \times K}$, which takes the normalized features as input and maps them to $K$ class prototype vectors $[w_1, w_2, \cdots, w_K]$, where $K$ is the total number of classes in the dataset. The outputs of $C$ are converted to probability values $p \in \mathbb{R}^K$ using a Softmax function ($\sigma$). We first train $F$ and $C$ by performing a $K$-way classification task on the already labeled data using a standard cross-entropy loss shown below

$$\mathcal{L}_{CE} = -\mathbb{E}_{(x_L, y_L) \sim \mathcal{L}} \sum_{k=1}^{K} \mathbb{I}_{[k=1]} \log(\sigma(\frac{1}{T} W^T F(x_L)))$$

(1)

where the subscript $i = \{1, \cdots, N\}$ is dropped for simplicity. Eq. 1 learns the weight vectors $w$ for each class by computing entropy which represents cosine similarity between each $w$ and the output of the feature extractor.

Our key idea is to learn a discriminative feature space by minimizing the intraclass distribution gap on the unlabeled data by adversarially maximizing the entropy so that all samples have equal distance to all prototypes. We formulate this minimax game using Shannon entropy [54]:

$$\mathcal{L}_{Ent} = \min_{F} \max_{C} \left( -\sum_{k=1}^{K} p(y = k|x_U) \log p(y = c|x_U) \right)$$

(2)

where we first minimize the entropy in $F$, and that is minimizing the cosine similarity score between unlabeled samples associated with the same prototype, which results in a more discriminative representation. Next, we maximize entropy in $C$, hence making a more uniform feature space. To achieve the adversarial learning, the sign of gradients for entropy loss on unlabeled samples is flipped by a gradient reversal layer [19].

The end goal of this minimax game is to generate a mixture of latent features associated with the labeled and unlabeled data, where a discriminator can be trained to map the latent representation to a binary label, which is 1 if the sample belongs to $\mathcal{L}$ and 0 otherwise. We call this binary classifier $D$ and use a standard binary cross-entropy loss to train it.

$$\mathcal{L}_{BCE} = -\mathbb{E}[\log(\frac{1}{T} F(x_L))] - \mathbb{E}[\log(1 - \frac{1}{T} F(x_L))]$$

(3)

As shown in Algorithm 3, at the end of each split, we train a model with the collected data and report our performance. We first initialize the task model, denoted as $M$, using a pre-trained feature extractor $F$ from the MAL training process and use it to continually learn all the collected splits.

3.2. MAL for semantic segmentation

For semantic segmentation, MAL similarly starts with encoding data using a convolutional neural network ($F$). However, the output is now a $d \times h \times w$ latent tensor where $h$ and $w$ are the height and width of the output filters, respectively as the segmentation task requires spatial information. After $\ell_2$ normalization, we pass this tensor through a classifier $C$, which uses $K$ prototype convolution filters $[w_1, w_2, \cdots, w_K]$ to produce a $K \times h \times w$ tensor. This tensor is then upsampled to the original image size and converted to probability tensor using the Softmax function, the result being $K \times H \times W$ where $H$ and $W$ are the height and width of the input images, respectively. $F$ and $C$ are trained using a pixel-average cross-entropy loss, where here the label is a $H \times W$ segmentation map.

To learn a discriminative feature space, we similarly train $F$ to minimize entropy and adversarially train $C$ to maximize it. However, in this formulation, entropy is taken to be the pixel-average in the output. To have our latent feature space contain labeledness information, we again train a discriminator as in above, but our discriminator model now takes in $d \times h \times w$ tensors as input and outputs a binary prediction for whether or not a sample is labeled.

3.3. Sampling strategy in MAL

The sampling strategy in MAL is shown in Algorithm 2. The key idea to our approach is that we have two conditions to select a sample for labeling. (1) We use the probability associated with the discriminator’s predictions as a score to rank samples based on their diversity, which can be interpreted as how similar they are to previously seen data. The
Algorithm 1 Minimax Active Learning (MAL)

Input: Labeled pool \( \mathcal{L} \), Unlabeled pool \( \mathcal{U} \), Initialized models for \( \theta_F, \theta_C, \theta_D \)

Input: Hyperparameters: epochs, \( M, \alpha_1, \alpha_2, \alpha_3 \)

1: for \( e = 1 \) to epochs do
2: \( X_U \sim \mathcal{U} \)
3: Compute \( \mathcal{L}_{CE} \) by using Eq. 1
4: \( \theta'_F \leftarrow \theta_F - \alpha_1 \nabla \mathcal{L}_{CE} \)
5: \( \theta'_C \leftarrow \theta_C - \alpha_2 \nabla \mathcal{L}_{CE} \)
6: Compute \( \mathcal{L}_{D} \) by using Eq. 3
7: \( \theta'_D \leftarrow \theta_D - \alpha_3 \nabla \mathcal{L}_{D} \)
8: end for

return \( \theta_F, \theta_C, \theta_D \)

Algorithm 2 Sampling Strategy in MAL

Input: \( b, X_L, X_U \)

Output: \( X_L, X_U \)

1: Select samples \( (X_s) \) with \( \min_b \{ \theta_D(F(x)) \} \) and \( \max_b \{ \theta_C(F(x)) \} \)
2: \( Y_s \leftarrow \mathcal{O}_{RAC} \mathcal{L}(X_s) \)
3: \( (X_L, Y_L) \leftarrow (X_L, Y_L) \cup (X_s, Y_s) \)
4: \( X_U \leftarrow X_U \setminus X_s \)
5: return \( X_L, X_U \)

closer the probability is to zero, the more confident \( D \) is that it comes from the unlabeled pool. (2) We use the entropy obtained by \( C \) on the unlabeled data and use it as a score to rank samples based on how far they are from class prototypes. We take the top \( b \) samples that meet both conditions. Unlike the uncertainty-based methods, our approach is not vulnerable to outliers as condition (1) prevents it because outliers never achieve a high confidence score from the discriminator because they are not similar to any samples that \( D \) has seen. On the other hand, unlike diversity-based approaches, MAL is task-aware and can identify unlabeled samples far from the learned class prototypes.

4. Experiments

In this section, we review the benchmark datasets and baselines used in our evaluation as well as the implementation details.

Datasets. We have evaluated MAL on two common vision tasks: image classification and semantic segmentation. For large-scale image classification, we have used ImageNet [9] with more than 1.2M images of 1000 classes and iNaturalist2018 [64], which is a heavily imbalanced dataset with more than 430K natural images containing 8142 species. We have also used CIFAR100 [36] with 60K images of size 32 \( \times \) 32 as a popular benchmark in the field. To highlight the benefits of evaluating active learning algorithms in more realistic scenarios, we also created an imbalanced version of CIFAR100 (see Section 4.1). For semantic segmentation, we evaluate our method on BDD100K [72] which is a diverse driving video dataset with 8K images (7K for training and 1K for testing) and 19 classes with full-frame instance segmentation annotations collected from distinct locations in the United States. The statistics of these datasets are summarized in the appendix.

Baselines: we compare the performance of MAL against several other diversity and uncertainty based active learning approaches including VAAL [56], Coreset [51], Entropy [66], BALD [18]. We also show results for Random sampling in which samples are uniformly sampled at random, without replacement, from the unlabeled data and serves as a competitive baseline in active learning. To make an appropriate and fair comparison, we used the originally published code for all the baselines and integrated them into our code-base to ensure using identical data pools and training protocols.

Performance measurement. We evaluate the performance of MAL on the main task at the end of labeling predefined splits of the dataset using the task model \( M \). In classification we use ResNet18 [27] for our \( M \) network and measure accuracy whereas, in segmentation, we compute mean IoU on the collected data where \( M \) is a dilated residual network (DRN) [71]. Algorithm 3 shows how we train \( M \) by initializing it with the feature extractor module \( (F) \) learned during MAL’s training which results in MAL achieving a higher mean accuracy only by using the initial labeled pool and the unlabeled data before annotating any new instances, compared to all the baselines in all the experiments (see Section 4.1 and 4.2). Results for all our experiments, except for ImageNet and CIFAR100-Imbalanced, are averaged over 5 runs. ImageNet and CIFAR100-Imbalanced results however, are obtained by averaging over 3 and 10 repetitions, respectively.
4.1. MAL on image classification benchmarks

**Implementation details.** Images in ImageNet and iNaturalist2018 are resized to 256 and then random-cropped to 224. We used random horizontal flips for data augmentation for all the datasets. For ImageNet, we used 5% of the entire dataset for the initial labeled pool and considered a budget size of 5% for each split. These numbers are both 10% for iNaturalist2018 and 2% for CIFAR100 dataset. The pool of unlabeled data contains the rest of the training set from which samples are selected to be annotated by the oracle. Once labeled, they will be added to the initial training set and training is repeated on the new training set. We assume the oracle is ideal and provides accurate labels. The architecture used in the task module for image classification is ResNet18 [27] with Xavier initialization [21]. The discriminator is a 3-layer multilayer perceptron (MLP) with ReLU non-linearities [46] and Adam [31] is used as the optimizer for $F$, $C$, and $D$. Training MAL continues for 60 epochs in ImageNet and iNaturalist2018 and for 100 epochs in CIFAR100.

**MAL performance on ImageNet.** Figure 3 shows mean accuracy obtained by our method (error are shown in error bars) compared to prior works and Random sampling for 4 splits from 5% − 20% data labeling. We first want to highlight that, in all the experiments, MAL achieves a higher mean accuracy in the beginning before selecting instances for labeling due to the effective semi-supervised learning strategy performed during adversarial training of $F$ and $C$. We improve the state-of-the-art by more than 100% increase in the gap between the accuracy achieved by the previous state-of-the-art method (VAAL) and Random sampling. As can be seen in Fig. 3, this improvement can be also viewed in the number of samples required to achieve a specific accuracy. For instance, the accuracy of 41.92 ± 0.75% is achieved by MAL using 128K images whereas VAAL should be provided with almost 32K more images and Coreset and Random sampling with 64K more labeled images to obtain the same performance. Random sampling remains a competitive baseline as BALD performs below that.
MAL performance on iNaturalist2018. Figure 3 shows the accuracy achieved on iNaturalist2018 as a large-scale heavily long-tailed distribution with 8142 classes. Comparing the mean accuracy values across all the splits, shows that MAL evidently outperforms VAAL, Random sampling, Entropy, Coreset, and BALD by a large margin of nearly 4%. From the labeling-reduction point of view, this means that MAL requires 10% fewer annotations than all the baselines to obtain a fixed accuracy which is equivalent to 43K samples. This experiment highlights the value of evaluating on realistic datasets representing real-world difficulties associated with active learning. It surprisingly shows that all the previous baselines perform nearly identically when the class distribution is heavily imbalanced even though their performance appeared to be distinguishable on the ImageNet experiment. These results suggest active learning algorithms should be designed and tested on datasets representative of the real world.

MAL performance on CIFAR100. Figure 3 shows the performance of MAL on CIFAR100 which is a common benchmark used in active learning literature. MAL achieves mean accuracy of 44.8 ± 0.4% by using only 10% of the labels whereas the most competitive baseline, VAAL, obtains 41.6 ± 0.4%. All other baselines including Random, Coreset, Entropy, and BALD reach 40%. MAL consistently requires 2% less data which is equivalent to 1000 fewer number of labels compared to Random/Coreset/Entropy/BALD methods in order to achieve the same accuracy. This number is 1% for the most competitive baseline, VAAL, which performs slightly worse than MAL on the third and fourth splits when using 3000 and 4000 labeled images.

MAL performance on CIFAR100-Imbalanced. Prior work has largely considered using datasets with equally distributed images among classes [56, 51, 38, 66]. Our results on iNaturalist2018 dataset show that the majority of the algorithms in the literature fail in such scenarios, and hence, only evaluating on balanced datasets cannot accurately capture the performance of active learning algorithms. In an effort to mitigate this problem, we created an imbalanced version of CIFAR100 by keeping random ratios from each class, such that the least populated class has at least five instances while allowing for imbalances up to 100x. We use imbalance ratios of \{10^{-2}, 10^{-1.5}, 10^{-1}, 10^{-0.5}, 10^{0}\}. We use each ratio for 20 randomly chosen classes without replacement.

Figure 3 shows the results for the CIFAR100-Imbalanced experiment averaged over 10 runs, where the large error bars are the result of each run starting with a different imbalanced distribution. MAL outperforms the baselines across all the runs by an average margin of 1.94 ± 0.41% whereas Random sampling and Coreset perform similarly while BALD and Entropy perform worse. Due to the significant difference in the imbalance ratio across runs, the performance of some methods including MAL, BALD, and Entropy appear to remain unchanged after adding the next split, but this is an artifact of averaging the substantially different performances from the different imbalance ratios. For each fixed imbalance ratio, the performance always improved by adding additional data. By looking at the number of labels required to reach a fixed performance, MAL achieves 9.74 ± 0.40% at the end of the first split using 2000 labeled samples whereas the best baseline (VAAL) only achieves 8.5 ± 0.93% at the end of the fourth split using 4000 labels.

4.2. MAL on image segmentation benchmarks

Implementation details. Similar to the image classification setup, we used random horizontal flips for data augmentation. Images and segmentation labels are resized to 224 × 224, with nearest-neighbor interpolation being used on the segmentation map. For the initial labeled pool, we used 5% of the entire dataset, and for active learning, we use a budget size of 5% of the full training set, which is equivalent to 350, 700, 1050, and 1400 samples. The architecture used in F is DRN [71], and C is a convolutional layer followed by an upsampling layer. Our setup for C is similar to what is used in the full segmentation model in the DRN paper. For our discriminator, instead of using a 3-layer MLP, we use a 3-layer CNN followed by a small fully-connected layer. Finally, for our choice of optimizer, we use Adam [30].

MAL performance on BDD100K. Figure 4 demonstrates our results on BDD100K dataset compared with two other baselines as well as the reference Random sampling. MAL consistently demonstrate better performance by achieving the highest mean IoU across different labeled data ratios. MAL is able to achieve 37.60 ± 0.41% using only 20% labeled data (1400 segmented images). In terms of required labels by each method, MAL needs 350 annotations to reach 37.60 ± 0.41% of mIoU whereas VAAL demands nearly 520, and Random sampling and Entropy require 700 labeled images to obtain the same mIoU. Considering the difficulties in full-frame instance segmentation, MAL is able to effectively reduce the required time and effort for such dense annotations.

5. Ablation study

Figure 5 shows our ablation study results. In this section, we take a deeper look into our model by performing an ablation study on CIFAR100 to inspect the contribution of the key modules in MAL as well as its sampling strategy. We compare our results with the most complete version of MAL and Random sampling. As shown by our ablations, each aspect of MAL is essential to its overall performance, indicating that the individual components operate in a complementary fashion to benefit the overall method.
Ablating the minimax entropy optimization. For the first ablation, we eliminate the role of minimax entropy between \( F \) and \( C \) such that they only perform regular classification on the labeled data and no adversarial loss is computed using entropy. Note that we still train \( D \) on \( F \)'s feature space to predict the labeledness and use its prediction along with entropy values obtained by \( C \) to select samples for labeling. This setting performs worse than Random sampling and MAL by a large margin but it is the best performer among other ablations, showing the importance of using semi-supervised learning in active learning.

Ablating the discriminator. In this ablation, we eliminate \( D \), and hence it is no longer trained on \( F \)'s latent space and is not used during the sample selection (i.e., we use samples with the highest entropy values obtained by \( C \)). This setting is the second best performing reduced version of MAL, which shows that the effect of using entropy values optimized adversarially is more critical than the discriminator's predictions.

Using uncertainty-based sampling only. This ablation is similar to removing \( D \) in terms of sampling criterion. However, here we still have a discriminator trained with \( F \) but we do not use its prediction to select our samples. The performance is slightly worse than also removing \( D \) from the training process but they both fail at sampling any informed sample beyond the first split.

Using diversity-based sampling only. This ablation removes the role of using entropy values obtained by \( C \) for the sampling strategy. This setting yields the poorest results showing that using entropy values obtained by a cosine-based classifier trained to maximize the entropy plays a major role in our overall architecture.

It is worth mentioning that the high-level outcome of our ablation study is aligned with those found in [56]. They found using unlabeled data (unsupervised reconstruction of images in their case) had the largest effect on their overall performance. Similarly, we found the same for semi-supervised learning in MAL. However, we showed unlabeled data can be utilized more effectively when they are used in an adversarial game with labeled data.

5.1. Choice of the network architecture for \( F \):

In order to assure MAL is insensitive to the ResNet18 architecture used in our classification experiments, we also used VGG [55] network architecture in MAL and the most competitive baseline (VAAL). Our results are shown in the appendix which clarifies that the choice of the architecture does not affect the performance gap between MAL and VAAL.

6. Conclusion

In this paper, we proposed a pool-based semi-supervised task-aware active learning algorithm, MAL, that learns a discriminative representation on the unlabeled data in an adversarial game between a feature extractor and a cosine similarity-based classifier while minimizing the expected loss on the labeled data. We train a binary classifier on this mixture of latent features so that it can distinguish between the labeled and unlabeled pool and implicitly learn the uncertainty for the samples deemed to be from the unlabeled pool. We introduced a hybrid sampling strategy that selects samples that are (i) most different from the already labeled data and (ii) farthest from class prototypes learned by a cosine-similarity classifier. We demonstrate state-of-the-art results on small and large-scale image classification (CIFAR100, ImageNet, iNaturalist2018) and a large scale semantic segmentation driving dataset (BDD100K).
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Supplementary Material
Minimax Active Learning

A. Datasets
Table 1 shows a summary of the datasets used in our experiments. CIFAR100, ImageNet, and iNaturalist2018 are datasets used for image classification, while BDD100K was used for semantic segmentation. The budget for each dataset is the number of images that can be sampled at the end of each split.

Table 1: Summary of the utilized datasets

| Dataset          | #Classes | Train  | Test   | Initially Labeled | Budget | Image Size |
|------------------|----------|--------|--------|-------------------|--------|------------|
| CIFAR100 [36]    | 100      | 50000  | 10000  | 5000              | 2500   | 32 × 32    |
| iNaturalist2018 [20] | 8142    | 437513 | 24426  | 43751             | 43751  | 224 × 224  |
| ImageNet [9]     | 1000     | 1281167| 50000  | 64058             | 64058  | 224 × 224  |
| BDD100K [72]     | 19       | 7000   | 1000   | 350               | 350    | 224 × 224  |

B. Choice of Architecture
Table 2 shows the performance of our method is robust to the choice of the architecture by having consistently better performance over VAAL [56] on CIFAR100 using VGG16-BN and ResNet18. As described in the main paper, task learner and $F$ share the same CNN. For the classifier head in the task learner using VGG backbone, we used only one fully connected layer after the convolutional layers with $(512 \times 7 \times 7) \times 100$ where $(512 \times 7 \times 7)$ is the output size of the CNN and 100 is total number of classes in CIFAR100. This results in having 14.72M, 12.90M and 13.11M parameters in $F$, $C$, and $D$, respectively while $T$ has 17.23M parameters. In our ResNet18 model, $F$, $C$, $D$, and $T$ have 11.18M, 156.93K, 525.83K, and 11.23M parameters, respectively.

Table 2: Performance of MAL using ResNet18 and VGG16 on CIFAR100 versus VAAL on the same network architecture.

|                  | 2%        | 4%        | 6%        | 8%        | 10%       |
|------------------|-----------|-----------|-----------|-----------|-----------|
| VAAL-VGG16 [56]  | 25.67 ± 0.98| 35.67 ± 0.42| 44.23 ± 1.32| 47.89 ± 0.83| 49.23 ± 0.61|
| MAL-VGG16 (Ours) | 28.72 ± 0.73| 39.84 ± 1.20| 46.66 ± 0.91| 49.97 ± 0.56| 51.02 ± 0.76|
| VAAL-ResNet18 [56]| 24.18 ± 0.48| 32.44 ± 0.40| 38.47 ± 0.25| 40.89 ± 0.27| 41.64 ± 0.39|
| MAL-ResNet18     | 26.14 ± 0.58| 35.42 ± 0.32| 39.56 ± 0.23| 42.44 ± 0.63| 44.81 ± 0.40|