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Abstract—Obtaining large spectral efficiency (SE) and energy efficiency (EE) subject to quality of experience (QoE) is one of the prime concerns for the wireless next generation networks, however a major confrontation with its trade-off which is becoming apparent while optimizing both SE and EE parameters concurrently. In this work, an analytical framework for a cognitive-femtocell network is proposed to be dealt with and overcome the situations regarded as unwelcome. Here, the conflict of SE-EE trade-off in downlink (DL) transmission is expressed methodically by Pareto Optimal Set (POS) based on a multi-empirical most effective use of a resource scheme as a function of femto base station (FBS) and macro base station (MBS) transmit power and base station (BS) density, respectively. Then, SE and EE are formulated in a utility function by applying Cobb-Douglas production function to transform the multi-empirical difficulty into the single-empirical optimization case. Besides, it is analytically shown that the SE-EE trade-off can be optimize through a distinctive universal optimum among the Pareto optimal by fine-tuning the weighting metric other than BS transmit power and density, respectively. Simulation results validate that it is possible to obtain the EE-SE trade-off with SIR threshold at different weighting factor.

Index Terms—Macrocell, Femtocell, Utility Function, Pareto Optimal Set, Energy Efficiency, Spectral Efficiency

I. INTRODUCTION

Nowadays heterogeneous cellular networks (HetNets) in wireless communication compose of macro base stations (MBSs), where each MBS is overspread with number of femto base stations (FBSs). In [1], the cognitive-femtocell network scenario consisting of macro base station (MBSs) positioned in a circular grid shape whilst the femtocells are indiscriminately located within the network coverage of each MBS. Provided this network framework, presented in [2], an optimal FBS number can possible achieve with respect to a macrocell which optimizes the efficiency level of the network performance at different traffic. From the survey of the optimal FBS density in order to restrict the outage probability, this is demonstrated in [3], [4] that different functional structure possible to establish in the interference restricted system which permits the EE accomplishment to be optimized. The work presented in [5]–[7] illustrated the viability of obtaining the remarkable furtherance in the SE response of a two-tier network.

At a recent time, a literature review dealing with nearly all elements of the deployment and functional methods for improving the SE and EE response is given in [12]. Power tuning alongside orthogonal spectrum allotment can be a propitious radio resource management (RRM) strategy to attenuate co-channel interference in the system level keeping large EE response [8], [9]. The fruitfulness of attenuating the unwanted signal with optimal power tuning (OPT) method is explored in [10], [11], [13] where it is demonstrated that the accomplishment obtained at the receiver can be improved by making unwanted signal power lower than a specific limit and putting an extra attention on the importance of making use of power tuning at the transmitter. The EE response alongside the maximal OPT metrics for optimizing the EE are computed in [19] applying a model that describes the structure of cell membranes for estimating the interference achieved at a precise cell of interest presuming that the unwanted FBSs are positioned exterior to that of the macrocell network coverage circles of constant radius.

For a widely applicable system model configuration comprising of UE, MBSs and FBSs which are deployed as two independent spatial Poisson point process (PPP) distribution, the presented work of [15] determines the obtainable coverage probability formulation in the closed form expression applying the Stochastic Geometry Tools. Even though the discovery in [16]–[18] exhibit promising outcomes for enhancing the SE applying OPT, the emphasis of these surveys is limited to the uplink (UL) transmission gives only insufficient comprehension on the comprehensive network response. Furthermore, the potential to procure less energy consumptions at FBSs or MBSs through fine-tune the power in DL transmission not been discussed in detail in [10]. At a recent time, the efficacy of performance on the capacity whilst experiencing the smallest amount of power dissipation in DL at the FBSs is presented in [22], [24] where the power attenuations obtained are an outcome of executing a adaptive power tune method at the FBSs. The SE response of a two-layer wireless network with the DL OPT approach is probed in [20], [21], [25] applying Stochastic Geometry Tools where outstanding performance are exhibited by adjusting the FBS transmit power depending upon path loss between a FBS and an UE.

A. Background and Related Work

Based on Shannon’s law, conflicts of objects may occur while optimizing both EE and SE simultaneously but it is necessary to optimizing both of them simultaneously in an ideal case, therefore a trade-off lies between two parameters [36]. Moreover, optimizing either EE or SE does not signify that another one is also becoming optimized. As a matter
of fact, the optimum EE response may result in bad SE response and vice versa. Thus, it is utmost concerned in cellular networks to establishing a trade-off between EE and SE. The EE-SE trade-off has been demonstrated in [37], [38] for circular array antenna at each node putting the special attention by eliminating out-of-cell interference in the high-rate reliable vehicular communications and also to the places where both transmitters and receivers having whole channel state information.

Existing literatures investigations on EE-SE trade-off can be classified into two types [39], [40]: first one is to articulating on the distinguished features between EE and SE as precisely as possible and second one is to optimize EE with an SE need. Particularly, in [41] and [42], the closed-form approximation for EE-SE trade-off has been demonstrated for numerous network models. In [43], [50], EE-SE trade-off maximization issue in orthogonal frequency division multiple access (OFDMA) based system model in DL transmission is presented to optimize EE with a minimum SE need. Besides, this optimization issue in DL distributed antenna networks is probed in [44], [49] to optimize EE by adjusting SE at a fixed level. Quite a few disadvantages can be identified in the preceding works. In the first type, because of deficiency of a distinctive solution in comprehensive optimization, the EE-SE trade-off unable to provide straight direction to the network operator; whereas in the second type, EE is optimized by limiting the SE performance.

To succeed in dealing with the disadvantages of preceding design foundation, a unite EE-SE trade-off metric has been proposed that may be applied to maximizing both EE and SE concurrently. The POS is the set of entire Pareto optimal nodes. Also, a node is Pareto optimal if and only if the rest of the points are unable make both of them (i.e., EE and SE) improved concurrently. To find the solution of a multi-empirical difficulty, the distinctive universal optimal solution to be determined by making POS distinctive. The aim is to obtain a distinctive universal optimal solution even though entire nodes in $P^{POS}$ is Pareto optimal. An effective technique to differentiate a distinctive node in POS is the Cobb-Douglas production technique. The multi-empirical optimization is a field of more than one benchmark resolution which is related to the mathematical optimization issues and integral part of more than one objective function to be optimized concurrently. Multi-empirical optimization may be useful in different areas of science and engineering where optimal verdicts require to be considered in the existence of trade-offs between the objects for their conflicts of interest. In [45]–[47], a multi-empirical optimization technique is introduced to fix the resource allotment issue for EE-SE tradeoff. Furthermore, the multi-empirical optimization difficulty is shown to be similar to a single-empirical optimization difficulty in optimizing the obtainable data rate with limitation of less power consumption. To determine a distinctive universal optimal solution, the Cobb-Douglas production is applied to transform multi-empirical difficulty into the single-empirical optimization case [39], [48].

### B. Contributions and Organization

The significant threefold contributions of this work that fulfill the paramount aim are outlined as follows:

- Initially the paper develops the closed-form expressions of network SE and network EE, respectively, for a cognitive-femtocell network and then examine methodically in detail in order to explain and interpret the insight of the various operational regimes and also to determine the feasible conditions for which optimum network performance can achieve.
- An analytical model development of a basic structure underlying a two-layer network to investigate and probe the different features of SE and EE in comparison to that of one layer network presented in [6]. The closed-form expressions as a function of transmit power, BS density, and SINR thresholds are explicitly demonstrated for SE and EE keeping the constraint that the probability of the indiscriminately distributed users reach a throughput level that cross the minimum threshold for QoE.
- To measure the amount of performance gap of SE to that of EE, the fundamentals of Pareto Optimal Set and Cobb-Douglas production function are utilized to expressing a new utility function to present the SE-EE tradeoff [40]. The use of EE-SE trade-off multi-empirical case is expressed mathematically in most effective way in (10) with the establishment of transmit power POS for constant BS density and the BS density POS for constant transmit power, respectively. Next, multi-empirical case is converted into the single-empirical optimization case by utility function and extends (10) to (19). Thereafter, it is proved that $\log U$ is strictly quasi-concave with regard to $\rho^{POS}$ for fixed BS density and with regard to $\rho^{POS}$ for constant transmit power respectively, proposed in **Theorem 3** and **Theorem 4**. The graphical response of the SE-EE trade-off parameter is illustrated with regard to different weighting factor and also at different optimal transmit power to probing the potential merits of SE and EE to get them balance for the introduced network.

The remainder of this paper is outlined as follows. Section II describes the system model. Section III is the most important technical part of this work, where the expressions of major parameters are presented for the system model. Furthermore, numerical and simulation results are analyzed and discussed in Section IV before the conclusion in Section V. Finally, proofs are provided in the Appendix to increase the readability.

### II. System Model

The down link (DL) system model is regulated by the considerations listed over the succeeding sub-sections.

- **Network architecture**: A double-layer cellular network in which deployment of a large number of Femto cells is been put into effect within the network of macrocell. The users (i.e., known as underprivileged users) located far apart from the MBS will get service by the cognitive-femtocell network which in turn aids to provide consistent quality of experience (QoE). The FBS access the assigned
frequency band utilizing the OFDMA [23] technique. Here, each FBS can concurrently maintain DL communication to other users within its vicinity.

Fig. 1: A two-tier heterogeneous cellular network model consists of macrocell and femtocell

- **FBS and MBS deployment**: Two independent spatial Poisson point process (PPP) distribution, and FBS and MBS density per unit area as \( p_f \) and \( p_m \) respectively are taken into account for the deployment of the set of FBSs (i.e., \( \Psi_f \)) and the deployment of the set of FBSs (i.e., \( \Psi_m \)) in the network model. The position of a FBS and a MBS can be denoted by \( F_i \) and \( M_g \) for its index \( i \in \Psi_f \) and \( g \in \Psi_m \).

- **User distribution**: In Fig. 1, we considered that users are randomly distributed, and \( S_f \) be the set of users in the Femto cells and \( S_m \) be the set of users in the Macro cells. Network coverage radius of a femto cell can be denoted by \( r \). Assume the FU of interest as FU \( F_i,s \). The radial separation between FU \( F_i,s \) and \( F_i \) represents the straight-line distance between two points \( F_i \) and \( x_{i,s} \) in Euclidean space. It is also considered that equal number of FUs (i.e., \( w_f = w, \forall s \in S_f \)) occupying an accessible spectrum of \( wb \) Hz per FU.

- **Transmit power**: It is considered that all FBSs (i.e., \( \Psi_f \)) transmit accounting uniform power (i.e., \( p_f \) W) per RBG. Therefore, total transmitted power for \( S \) number of FUs (i.e., \( P = S_p_f \)) by a FBS is assigned over the complete RBGs.

- **Channel Model**: The channel model is consist of the large scale path loss (L SPL) and the small scale fading (SSF), where small scale fading is superimposed over additive white Gaussian noise (AWGN) channel and average thermal noise power, \( \tau_0 \), is considered to characterized AWGN channel.

On the whole, the advantages of the proposed model are listed as below:

1) It is worthy for short distance and long distance communication, respectively and also this gives the better performance evaluation in contrast to the other channel models.

2) The capability to obtain comparatively plain expressions and manifest explanatory comprehensions on the system model accomplishment, mainly in the restriction of a multi-layer networks co-existence scenario.

3) A model of remarkable versatility as it can allow fine-tune the parameters such as weighting factor and SINR, respectively, to apprehend different propagation characteristics.

4) The physical interpretation for some values of weighting factor has been investigated in the section III.

5) The practicality of this model is suitable for the implementation as it is bounded and continuous.

In spite of the above, the number of shortcomings can also be identified. The proposed model is restricted to a two-tier model of the heterogeneous cellular networks, although it can extend for even more tiers but for that it is recommended to incorporate well established path loss models as special case. Thus, neither it can be claimed that the versatility and practicality of the system model is the best network model nor that it can take the place of existing heterogeneous network models. Preferably, it is an another proposed model which is appropriate for vehicular communications and it permits us to demonstrate interesting findings that could be perceived in practice.

III. PERFORMANCE ANALYSIS

A. DL Success Probability:

The success probability (SP), i.e., \( \eta_s \), can be defined as the probability that the SINR of the FU during the signal
transmission of its associated FBS higher than the required SINR threshold, i.e., \( \varphi \). Therefore, based on the considerations 1-6 in section II, the SINR by the FU of interest \( s \) during the signal transmission of its associated FBS \( i \) can be expressed by:

\[
\gamma_{i,s} = \frac{p_f h_{i,s} d_{i,s}^{-\alpha}}{\sum_{j \in \Psi_s} p_f h_{j,s} d_{j,s}^{-\alpha} + \sum_{g \in \Psi_m} p_m h_{g,s} d_{g,s}^{-\alpha} + \tau_0},
\]

where \( h_{i,s}, h_{j,s} \) and \( h_{g,s} \) represent SSF coefficient of the channel between \( j \)th FBS and \( s \)th FU, between interfering \( j \)th FBS and \( s \)th FU, and between \( j \)th FBS and \( s \)th FU respectively; \( d_{i,s}^{-\alpha}, d_{j,s}^{-\alpha} \) and \( d_{g,s}^{-\alpha} \) represent LSPL between \( i \)th FBS and \( s \)th FU, between interfering \( j \)th FBS and \( s \)th FU, and between interfering \( j \)th MBS and \( s \)th FU respectively, where the path loss exponent \( \alpha > 2 \); \( I_f = \sum_{j \in \Psi_s} p_f h_{j,s} d_{j,s}^{-\alpha} \) indicates co-tier interference generated due to other FBSs (i.e., \( j \neq i \)) for communicating on the same RBG allotted to \( s \)th FU, \( I_m = \sum_{g \in \Psi_m} p_m h_{g,s} d_{g,s}^{-\alpha} \) indicates cross-tier interference generated due to the MBSs for communicating on the same RBG allotted to \( s \)th FU and \( \tau_0 \) stands for average thermal noise power.

For the assumption of the Homogeneous Poisson Point Process (H-PPP) system model, the probability that \( s \)th FBS at \( F_i \) can successfully transmit to \( s \)th FU located at the origin (i.e., \( x_{i,s} = 0 \)) is \( \eta(d, \rho_f, \Psi_f) = P^0 [\gamma_{i,s} > \Psi_f] \), where \( P^0 \) and \( \rho_f \) represent Palm distribution and density of FBSs deployment per \( m^2 \), respectively. According to the Slivnyaks theorem, \( \eta \) is identical for other FBSs for their transmission to the FUs. Following the method provided in [26], \( \eta \) is expressed as (proof is delegated in Appendix A):

\[
\eta(d, \rho_f, \Psi_f) = \exp \left[ -\rho_f \xi_0 - \frac{\zeta}{\rho_f} \right],
\]

where \( \xi_0 = d^2 \Psi_f \frac{\lambda_f}{\lambda_m} \) is the FBS coverage influential metric, where \( \lambda_f = 2\pi \Gamma \left( \frac{2}{\alpha} \right) \Gamma \left( 1 - \frac{2}{\alpha} \right)^{-1} \) (where \( \Gamma \) is the Gamma function of \( m \)) is a parameter that dependent on pathloss exponent; \( \zeta = \epsilon \Psi_f d^\alpha \tau_0 \) is a metric that dependent on channel condition and \( \Psi_f \).

### B. Network Spectral Efficiency:

At each interval of time, the density of FBSs (i.e., \( \rho_f \)) communicating in the DL on an RBG is a random variable. Additionally, the SP is also dependent on \( \rho_f \) each interval of time, as stipulated in (2). Although, by averaging on large iterations, the possibility of transmitting signal successfully can be similar for entire FBS to FU pairs in the H-PPP system model according to the Slivnyaks theorem. The SE can be re-expressed with the incorporation of density of FBSs (i.e., \( \rho_f \)) and MBS (i.e., \( \rho_m \)), as first given in [6], based on the involvement in DL concurrent transmission:

\[
\phi_{SE} (\rho_f, \rho_m) = \rho_f S_f \exp \left[ -\rho_f \xi_0 - \frac{\zeta}{\rho_f} \right] \frac{\log_2 (1 + \varphi_f)}{B} + \rho_m S_g \exp \left[ -\rho_m \xi_0 - \frac{\zeta}{\rho_m} \right] \frac{\log_2 (1 + \varphi_m)}{B} = \rho_f \exp \left[ -\rho_f \xi_0 - \frac{\zeta}{\rho_f} \right] \log_2 (1 + \varphi_f) + \rho_m \exp \left[ -\rho_m \xi_0 - \frac{\zeta}{\rho_m} \right] \log_2 (1 + \varphi_m),
\]

The SE established in (3) signifies the degree of compactness of transmission in the system model, which is estimated by the multiplication of density of successful transmission to the throughput per unit bandwidth (BW). In this regard, the throughput per unit BW obtained by the transmission of only one FBS on an RBG with BW of \( \omega \) Hz is expressed as the multiplication of \( \eta(d, \rho_f, \Psi_f) \) and \( \frac{\log_2 (1 + \varphi_f)}{B} \). Therefore, throughput of a Femto cell is obtained by the product of \( \frac{\log_2 (1 + \varphi_f)}{B} \) and \( S_f \), where \( S_f \) indicates number of FUs in a Femto cell and enhancement in the quantity of the SE is then achieved by the incorporation of \( \rho_f \). Thus, (3) is explicated as the system SE. It is deduced from (3) that enhancing FBS density causes a superior SE, nevertheless, it is to some extent as described in the succeeding. Instinctively, a large FBS density causes an interference-limited process, where simultaneous transmissions by interfering FBSs worsen the SP on all links cause lesser SE. The response of SE is characterized by **Theorem 1**.

**Theorem 1**: The SE is strictly quasi-concave in \( \{\rho_f, \rho_m\} \in \{0, \infty\} \). Hence, the universal optimal SE is distinctive.

**Proof**: Proof is delegated in Appendix B.

Subjected to **Theorem 1**, the optimum BS density which optimizes the SE without any outage limitation can be indicated by \( \rho^*_SE \) and this can be achieved by configuring to zero the derivative of \( \phi_{SE} (\rho_f) \) with respect to \( \rho_f \) (i.e., \( \phi_{SE} (\rho_f) \)). Hence, we can obtain \( \rho^*_SE = \frac{1}{\zeta} \) by setting for \( \rho = \rho^*_SE \). Therefore, the optimum SE obtained at \( \rho^*_SE \) under no outage limitation is approximately expressed by \( \log_2 (1 + \varphi_f) \frac{\log_2 (1 + \varphi_f)}{\zeta} \), which is followed for interference limited condition whilst \( \rho_f \xi_0 >> \frac{\zeta}{\rho_f} \). This can be ensured that the success probability of \( e^{-1} \approx 0.37 \) at \( \rho^*_SE \) is unsatisfactory for the operation of conventional network under no outage limitation. Thus, the SE can be maximized by incorporating an outage probability (OP) entity \( k \) corresponding to \( \varphi \) as:

\[
\max_{\rho_f} \phi_{SE} (\rho_f, \rho_m) \text{ Subject to: } 1 - \eta(d, \rho_f, \Psi_f) \leq k,
\]

\[
\max_{\rho_m} \phi_{SE} (\rho_f, \rho_m) \text{ Subject to: } 1 - \eta(d, \rho_m, \Psi_m) \leq k,
\]

where \( 1 - \eta(d, \rho_f, \Psi_f) \), positioned on the left of the above inequality, indicates the OP. The solution of (4) achieved
by the Lagrange function can be expressed as $\mathcal{L}(\rho_f, \lambda) = \phi_{SE}(\rho_f) - \lambda(1 - \eta(d, \rho_f, \Psi_f) - k)$, where $\lambda$ term stands for Lagrange multiplier. For the condition $k < 1 - e^{-1}$, $\lambda > 0$ and this implies that the OP constraint is enabled i.e., $1 - \eta(d, \rho_f, \Psi_f) = k$, followed by the optimum network BS density, i.e., $\rho = (\rho_f + \rho_m)$, is achieved as:

$$\rho^* = \left\{ \frac{-\log_2(1 - k_f) - \zeta \rho_f^{-1}}{\xi_f} + \frac{-\log_2(1 - k_m) - \zeta \rho_m^{-1}}{\xi_m} \right\}$$  

(5)

where $\rho^*$ aids to optimise the SE under an outage limitation. As $\eta$ (ref. to [2]) is a function which exponentially decreases with $\rho$, the optimum FBS density (i.e., $\rho^*$) reposes at a point under an outage limitation is all the time smaller than $\rho_{SE}^*$ for $\{k_f, k_m\} < 0.4$ whilst OP entity grown to $k_f = 1 - e^{-1}$ $\frac{\xi_f}{\rho_f}$ and $k_m = 1 - e^{-1}$ $\frac{\xi_m}{\rho_m}$ for the user taking the service from Femtocell or Macrocell respectively and it is possible to obtain a BS density that optimises under an outage limitation (see an outage-limitation SE) at an alike BS density that optimises the SE under no outage limitation i.e., $\rho^* = \rho_{SE}^*$. Obviously, this is not achievable as this framework matches almost exactly to a subject of study whilst outage entity is $\{k_f, k_m\} > 1 - e^{-1} \approx 0.63$. Hence including the numerical value of $k$, the highest outage limitation SE reached at $\rho^*$ can become:

$$\phi_{SE}(\rho^*) = \frac{(1 - k_f) - \log_2(1 - k_f) - \zeta \rho_f^{-1} \log_2(1 + \varphi_f)}{\xi_f} + \frac{(1 - k_m) - \log_2(1 - k_m) - \zeta \rho_m^{-1} \log_2(1 + \varphi_m)}{\xi_m}$$  

(6)

From the above equation, it can be noticed that $\phi_{SE}(\rho^*)$ is also highly influenced by $\varphi_f$ and $\varphi_m$. In this case, fixing $\varphi_f$ and $\varphi_m$ to a high value will normally indicate that the $\eta$ will be even lesser whilst working in a large interference situation. Thus, to retain a specific SE specified outage object, the amount of interference in the system model should be regulated by restricting $\rho_f$ and $\rho_m$ that exploit the allocated frequency band. In noise-limited scenarios, enhancing the transmit power level of FBS and MBS up to the maximum possible transmit power, i.e., $P_f$ and $P_m$, permit to enhance the SE. Although interference limited scenarios, the utilization of large transmit power cannot enhance the SE due to associated grow in the received signal strength (RSS) cancel each other out by large interference power from the adjacent BSs. As the difficulty is to exploit the network operation in allocated spectrum with interference limited scenarios, we neglect $\tau_0$ by taking both $\rho_f \xi_f >> \frac{\xi_f}{\rho_f}$ and $\rho_m \xi_m >> \frac{\xi_m}{\rho_m}$ into account. Point to be noted that this will not have an impact on the high SE attainments because of less effect of $\zeta$ on $\eta$. Based on this consideration, the SINR threshold $\varphi_f$ and $\varphi_m$ can be reconsidered by the SIR threshold $\varphi_f$ (i.e., $\varphi_f \equiv \varphi_f$) and $\varphi_m$ (i.e., $\varphi_m \equiv \varphi_m$).

C. Network Energy Efficiency:

Following the power dissipation model as given in [6], the EE can be established by defining it as the total throughput obtained over an allocated RBG with BW $B$, which is normalized by the sum power dissipation in the system model.

$$\phi_{EE}(\rho_f, \rho_m) = \frac{\rho_f \exp(-\rho_f \xi_f - \frac{\omega}{\rho_f}) B \log_2(1 + \varphi_f) + \rho_m \exp(-\rho_m \xi_m - \frac{\omega}{\rho_m}) B \log_2(1 + \varphi_m)}{\rho_f Q_f + \rho_m Q_m}$$  

(7)

where power dissipation at an individual BS in the femto and macro layers can be expressed as:

$$Q_f = a_f P_f + b_f \quad Q_m = a_m P_m + b_m$$  

(8)

where $a_f$ and $a_m$ indicate coefficient of a BS belongs to the femto or macro layer respectively. Here, $P_f$ and $P_m$ represent the total transmits power assigned to $S_f$ and $S_g$ users over the complete RBGs is given by $P_f = S_f P_f$ and $P_m = S_m P_m$ respectively. $b_f$ and $b_m$ denote power-offset which compensate FBS and MBS power for added attenuation and amplification during the signal transmission.

Theorem 2: The EE is strictly quasi-concave in $\rho_f \in [0, \infty)$, $\forall \rho_m, \varphi_f, \varphi_m, \xi_f, \xi_m, P_f, P_m, Q_f, Q_m > 0$. Hence, universal optimum femto-tier BS density $\rho_{f}^*$ that makes the outage non-restricted EE as large as possible and its solution can be given by:

$$\exp(\rho_{f}^* - \xi_f - \zeta) = \frac{\rho_m Q_m - \rho_{f}^* \rho_m Q_m + \rho_{f}^* Q_f}{(Q_f + \zeta (\rho_m Q_m + \rho_{f}^* Q_f))}$$  

(9)

where $\mu = \frac{\log_2(1 + \varphi_f) \exp(\rho_m L)}{\rho_m \log_2(1 + \varphi_m)}$, and $L = \xi_f (\rho_{f}^* - 1)$

Proof: Proof is delegated in Appendix C.

The condition that can be drawn from the quasi-concave characteristic of EE for the dual-layer is that, for a network arrangement as stated in Theorem 2, growing $\rho_f$ further results in a quick grow in the SE than the total power absorbed by the two tiers. This context, defined by the region $\rho_f \in [0, \rho_{f}^*]$, is categorized as the growing energy efficiency (G-EE) pattern. Above $\rho_{f}^*$, the total power absorbed by the two tiers of the networks overloads on the obtained SE, resulting in a reducing energy efficiency (R-EE) pattern where the EE response reduces from its maximum value as $\rho_f$ grows. It may follow to a point where the networks EE is equal to that obtained by the only macro-tier.

D. Spectral Efficiency-Energy Efficiency Trade-off:

A multi-empirical most effective use of a resource scheme is proposed to deal with the resource allocation difficulty for EE-SE trade-off that can be adjustable based on the importance of EE or SE function by applying a tradeoff metric. The most effective use of EE-SE trade-off multi-empirical case is presented as follows:
A unique universal optimum for case $p$ is $\text{POS}$ if there is no other feasible case where $\tilde{t}$ respectively.

Based on $f_i(z) \geq f_i(z^*)$, $\forall i \in \{1, 2, \cdots, n\}$, where $f_i(z)$ is the empirical function [27], [28], [35].

In particular, here, $\{p_f, p_m\}$ or $\{p_f, p_m\} \in p$ is $\text{POS}$ if there is no other feasible $p_f$ or $p_m$ or $\rho_f$ or $\rho_m$ that satisfies $\phi_{SE}(p_f, p_m) \geq \phi_{SE}(p_f^*, p_m)$ and $\phi_{EE}(p_f^*, p_m^*) \geq \phi_{EE}(p_f, p_m)$ or $\phi_{SE}(p_f', p_m') \geq \phi_{SE}(p_f, p_m)$ and $\phi_{EE}(p_f', p_m') \geq \phi_{EE}(p_f, p_m)$.

**Corollary 1:** For constant $\{p_f, p_m\}$, the $\text{POS}$ of transmit power for case (C1) is:

$$p_{\text{POS}} = \begin{cases} \{p_f | p_f = p_{f,\text{max}}\}; & p_f^* \geq p_{f,\text{max}}^*; \\ \{p_f | p_f^* \geq p_f \leq p_{f,\text{max}}\}; & p_f^* < p_{f,\text{max}}^*. \end{cases}$$

Similarly,

$$p_{\text{POS}} = \begin{cases} \{p_m | p_m = p_{m,\text{max}}\}; & p_{m}^* \geq p_{m,\text{max}}^*; \\ \{p_m | p_m \leq p_m \leq p_{m,\text{max}}\}; & p_{m}^* < p_{m,\text{max}}^*. \end{cases}$$

where $p_f^*$ and $p_{m}^*$ indicate the existence of the universal optimal to maximize $\phi_{SE}(p_f, p_m)$ and $\phi_{EE}(p_f, p_m)$.

**Corollary 2:** For constant $\{p_f, p_m\}$, the $\text{POS}$ of transmit power for case (C1) is:

$$p_{\text{POS}} = \begin{cases} \{p_f | p_f = p_{f,\text{max}}\}; & p_f^* \geq p_{f,\text{max}}^*; \\ \{p_f | p_f^* \geq p_f \leq p_{f,\text{max}}\}; & p_f^* < p_{f,\text{max}}^*. \end{cases}$$

Similarly,

$$p_{\text{POS}} = \begin{cases} \{p_m | p_m = p_{m,\text{max}}\}; & p_{m}^* \geq p_{m,\text{max}}^*; \\ \{p_m | p_m \leq p_m \leq p_{m,\text{max}}\}; & p_{m}^* < p_{m,\text{max}}^*. \end{cases}$$

where $p_f^*$ and $p_{m}^*$ indicate the existence of the universal optimal to maximize $\phi_{SE}(p_f, p_m)$.

Based on Corollary 1 and Corollary 2, two problems can be separated. $p_{\text{POS}}$ and $\rho_{\text{POS}}$ consist only one solution corresponds to the condition $p_f^* \geq p_{f,\text{max}}^*$ and $p_{m}^* \geq p_{m,\text{max}}^*$ of $p_{m}^* \geq p_{m,\text{max}}^*$ and $p_{m}^* \leq p_{m,\text{max}}^*$ and it implies that there is a unique universal optimum for case (C1). Hence, we only articulate on the condition corresponds to $p_f^* < p_{f,\text{max}}^*$ and $p_{m}^* < p_{m,\text{max}}^*$ or $p_f^* < p_{f,\text{max}}^*$ and $p_{m}^* < p_{m,\text{max}}^*$. Here, the multi-empirical difficulty (C1) can be further extend as problem (C2) below:

**C2:**

$$\max_{p_f, p_m} \{\phi_{SE}(p_f, p_m), \phi_{EE}(p_f, p_m), \rho_{\text{POS}}(p_f, p_m)\};$$

Subject to: $\{p_f, p_m\} \in p_{\text{POS}}$, $\{p_f, p_m\} \in \rho_{\text{POS}}$

where $p_{\text{POS}} = \begin{cases} \{p_f | p_f \leq p_{f,\text{max}}\}; & p_f^* \leq p_{f,\text{max}}; \\ \{p_f | p_f^* \leq p_f \leq p_{f,\text{max}}\}; & p_f^* < p_{f,\text{max}}. \end{cases}$

For case (C2), the optimization scheme in [32]–[34] is invoke to find the distinctive universal optimum among the Pareto optimal nodes by fine-tuning the weighting metric $\theta$, $\phi_{\text{max}}$ and $\phi_{\text{EE}}$ indicate optimum SE and EE in $p_{\text{POS}}$ or $\rho_{\text{POS}}$, respectively. To determine SE-EE trade-off, SE and EE converted into dimensionless metrics through the normalization method as follows:

$$\phi_{\text{norm}} = \frac{\phi_{SE}}{\phi_{\text{max}}};$$

and

$$\phi_{\text{EE}} = \frac{\phi_{EE}}{\phi_{\text{EE}}};$$

where $\phi_{\text{norm}}$ or $\phi_{\text{EE}}$ is $\{0, 1\}$. Thus, by applying Cobb-Douglas production function [6], SE and EE can be presented in a utility function as below:

$$U(\phi_{\text{SE}}, \phi_{\text{EE}}) = (\phi_{\text{norm}})^\gamma(\phi_{\text{norm}})^{1-\gamma}.$$ (18)

It can be noticed from the above that the priority to maximize EE even more than SE for $\theta \rightarrow 0$ and the priority to maximize SE even more than EE for $\theta \rightarrow 1$. Hence, (C2) can be further extended to the single-empirical optimization case as presented below:

**C3:**

$$\max_{p_f, p_m} U(\phi_{\text{SE}}, \phi_{\text{EE}}),$$

Subject to: $\{p_f, p_m\} \in p_{\text{POS}}$, $\{p_f, p_m\} \in \rho_{\text{POS}}$

For C3, taking natural logarithmic transformation to (18), we get:

$$\log_e U = \theta \log_e \phi_{\text{norm}} + (1-\theta) \log_e \phi_{\text{EE}}.$$ (20)

and

$$\sigma_{\text{SE}} = \log_e \phi_{\text{SE}} + (1-\theta) \log_e \phi_{\text{EE}} = B,$$

where $B = \log_e U$, $B = \log_e \phi_{\text{SE}} + (1-\theta) \log_e \phi_{\text{EE}}$, and it is a constant metric for the constant power and the fixed BS density.

**Theorem 3:** For fixed BS density, C3 can further be presented for transmit power optimization in SE-EE trade-off as:

$$\max_{p_f, p_m} Y(p_f, p_m),$$

Subject to: $\{p_f, p_m\} \in p_{\text{POS}}$.

**Proof:** Proof is delegated in Appendix D.

**Theorem 4:** For constant transmit power, C3 can further be presented for BS density optimization in SE-EE trade-off as:

$$\max_{p_f, p_m} Y(p_f, p_m),$$

Subject to: $\{p_f, p_m\} \in \rho_{\text{POS}}$.

**Proof:** Proof is delegated in Appendix E.
Significance of $\theta$ in SE-EE trade-off:

Based on (D.4) and (E.4), the effectiveness of SE-EE trade-off with regard to weighting factor, $\theta$, can be presented as follows:

(i) At $\theta = 0$,

This condition is mainly to observe $\theta = 0$’s impact on EE. For fixed BS density, the optimal transmit power is $p_f^* = p_f^{max}$ due to $\theta \leq 1 - \phi(p_f^{max})$ or $p_m^* = p_m^{max}$ due to $\theta \leq 1 - \phi(p_m^{max})$; and for constant transmit power, the optimal BS density is $\rho_f^{opt} = \rho_f^*$ due to $\theta \leq 1 - \phi(p_f^{max})$ or $\rho_m^{opt} = \rho_m^*$ due to $\theta \leq 1 - \phi(p_m^{max})$.

(ii) At $\theta = 1$,

This condition is mainly to observe $\theta = 1$’s impact on SE. For fixed BS density, the optimal transmit power is $p_f^{opt} = p_f^{max}$ due to $\theta > 1 - \phi(p_f^{max})$ or $p_m^{opt} = p_m^{max}$ due to $\theta > 1 - \phi(p_m^{max})$; for constant transmit power, the optimal BS density is $\rho_f^{opt} = \rho_f^{max}$ due to $\theta > 1 - \phi(p_f^{max})$ or $\rho_m^{opt} = \rho_m^{max}$ due to $\theta > 1 - \phi(p_m^{max})$.

(iii) At $0 < \theta < 1$,

This condition is to observe $0 < \theta < 1$’s impacts on both SE and EE. By fine-tuning the weighting factor $\theta$, the optimum result can be achieved by exploiting $U(\rho_f, \rho_m, \rho_f, \rho_m)$, i.e., by maximizing transmit power with fixed BS density in Theorem 3 and by maximizing BS density with constant transmit power in Theorem 4.

IV. NUMERICAL RESULTS AND DISCUSSION

This unit illustrates the analytical results along with its Monte Carlo simulation results, where the simulation results vindicate the analytical results computed applying the developed mathematical expressions in unit II. The considered network metrics for the dual-layer networks, consisting of randomly distributed femtocells and macrocells, are taken as follows: $BW = 25 MHz$, $b = 450kHz$, $a = 4$, $f_f = 8 \times 10^{-4}$ FBSs/m$^2$, $\rho_m = 4 \times 10^{-2}$ MBs/km$^2$, $p_f = 45dBm$, $p_m = 75dB$, $\phi_f = 0.8$Mbps, $\phi_m = 0.8$ Mbps, $a_f = 8.0$, $a_m = 3.4$, $b_f = 5.2W$, $b_m = 65W$, $r = 20m$.

Figs 2 and 3 represent the response of the SE and EE as a function of the ratio of $\rho_m$ to $S_g$ under the different ratios of $\rho_f$ to $\rho_m$, respectively. It is illustrated in Fig. 2 that while $S_g$ is provided, the curve representing SE grows with $\frac{S_g}{\rho_m}$ for a known value of $\frac{b_f}{\rho_m}$, the SE become heightens with $\frac{S_g}{\rho_m}$ in Fig. 2. This is due to the fact that, the throughput of the cellular HetNets gets bigger with the grow in $\frac{S_g}{\rho_m}$. Nevertheless, while the numerical value of $\frac{S_g}{\rho_m}$ exceeds a certain threshold level, the SE grows at a slow pace than earlier. This is due to the fact that, escalating the value of $\frac{S_g}{\rho_m}$ produces even more unwanted interfering BSs near to the MU. Fig. 3 depicts that, for different $\frac{S_g}{\rho_m}$, the EE gets bigger with $\frac{S_g}{\rho_m}$ to a peak point and then again begins to get smaller. As with the increase in MBS, simultaneously the overall power utilization in the network gets higher. Besides, it can be noticed that the escalation of throughput is slow-going compare to the escalation of energy utilization. Also, the EE grows with $\frac{p_f}{\rho_m}$ while $\frac{p_m}{S_g}$ is provided. A cause behind this is that FBSs privileged MUs increase with $\frac{p_f}{\rho_m}$ for a certain numerical value of $\frac{p_m}{S_g}$, which helps to achieve more network throughput. Figs. 2 and 3 also demonstrate that, for different ratio of $\frac{S_g}{\rho_m}$, an optimal $\rho_m$ and a respective $p_f$ can be achieved to obtain optimum EE maintaining the minimal desired SE.

An impression of SE and EE as a function of the ratio of $\rho_f$ to $\rho_m$ under the different ratios of $\rho_m$ to $S_g$ is presented in Figs. 4 and 5, respectively. The graphical response curves of the SE are depicted in Figure 4 and the cause remain same to that of Fig. 2. In Fig. 5, one can remark that the EE initially grows with $\frac{p_f}{\rho_m}$ and then reduces for know value of $\frac{S_g}{\rho_m}$. While
Fig. 4: Dual layers SE vs. FBS to MBS density ratio for different ratios of MBS to MU density

Fig. 5: Dual layers EE vs. FBS to MBS density ratio for different ratios of MBS to MU density

The three graphical plots with respect to the different SINR threshold, $\varphi_i$, all exhibit that $p_{f}^{opt}$ initially grows with $\theta$ and then remains unaltered with $\theta$ gets bigger up to a certain level, which satisfies well with (D.3).

In the SE-EE trade-off case studies while the BS density is optimized with constant transmit power, and assuming $\rho_f^{max} = 135$ and $p_f^{max} = 1.8W$, fig. 7 illustrates the role of weighting factor, $\theta$, to reach the optimal BS density. The three graphical plots with respect to a fixed SINR threshold, $\varphi_i$, all exhibit that $\theta_f^{opt}$ initially grows with $\theta$ and then remains unaltered with $\theta$ gets bigger up to a certain level, ranging from $\rho_f^1$ to $\rho_f^{max}$, which satisfies well with (E.3).

Fig. 8 aims to illustrate the significance of SINR threshold on the SE-EE trade-off to establish the interrelationship between the network SE and the network EE. It can be revealed that initially SE and EE grow concurrently, indicating no compromise between two desirable but incompatible features in an intervening time as no node in this duration is superior than the corresponding counterpart with the exactly similar EE positioned in the rest part of duration. The EE-SE trade-off cannot reach until and unless the optimal node appears, after that EE reduces with SE. Particularly, from Figs. 6, 7 and 8, it can be seen that maximum EE $\phi_{EE}$ is $14.25 \times 10^3$ bits/J is achieved at $\theta = 0$ when $p_f^{opt} = 250$mW and $\rho_f^{opt} = 135$, whereas the maximum SE $\phi_{SE}$ is $6 \times 10^{-3}$ bps/Hz/m$^2$ is achieved at $\theta = 0$ when $p_f^{opt} = 250$mW and $\rho_f^{opt} = 135$, which harmonizes satisfactorily with the developed analytical framework in section III. However, it can be seen that the EE-SE trade-off can be reached by fine-tuning $\theta$ from 0 to 1, i.e., $\phi_{EE}$ is shifting from $14.25 \times 10^4$ bits/J to $5.3 \times 10^4$ bits/J, whilst $\phi_{SE}$ is shifting from $4.98 \times 10^{-3}$ bps/Hz/m$^2$ to $10 \times 10^{-3}$ bps/Hz/m$^2$. These results can directly give some insight to regulate the power and BS density in dual-layers network to obtain the precise $\phi_{EE}$ and $\phi_{SE}$, for instance if an estimated $\phi_{EE}$ of $9.6 \times 10^4$ bits/J is needed, then we can adjust $\theta$ to 0.5 by incorporating the respective optimal transmit power $p_f^{opt} = 1.6W$ and the respective optimal BS density $\rho_f^{opt} = 135$. It is undoubtedly aim to minimize the energy utilization. The node where the network shortcomings account into the tradeoff establishment is signalized by an explicit SE value after that the EE response deteriorates. Although, for $I = 15dB$, reduction in the EE is not that much observable as the highest obtainable EE is not small enough.

It is a metric to take on radio condition of Wireless links in the heterogeneous cellular networks. Due to noise and interference intensity of different concurrent transmission, path-loss takes into account and it increases with the increase in distance which turns in the energy of the signal gets faded with distance. In general, radio condition can be measured based on the following numerical values of SINR as listed below: (0 to 6) dB is treated as a poor radio condition, (7 to 16) dB is treated as an average radio condition, (17 to 26) dB is treated as a good radio condition, (27dB and above) is treated as an excellent radio condition.

The information of the concerned parameter gives the idea on the degree of interference intensity of macrocell/femtocell and it helps to compute path loss to apply in the operation for deciding the most appropriate power settings to functioning the network.
restricted by the interference. Nevertheless, co-tier and cross-tier interference produce remarkable impact on the SE-EE trade-off response, which is making it different from that illustrated in [6]. More precisely, the SE-EE trade-off analysis in [6] had not considered the dual-layers network, which describes the dissimilitude.

Fig. 9 illustrates the EE and SE tradeoff curves of transmission links for $p_{f}^{\text{opt}} = 400, 250\text{mW}$, respectively. For individual link, the SE demand is grown from 0 to $12 \times 10^{-3}\text{bps/Hz/m}^2$ with a step of 2, and the respective EE is achieved by Theorem 2. For any defined SE demand ($0 \leq U(\phi_{SE}, \phi_{EE}) \leq 12 \times 10^{-3}\text{bps/Hz/m}^2$), a network has always opportunity to fulfill the SE demand if the transmission link gain of the wanted signal is big enough in contrast to the unwanted interference signal gain. Simulation results demonstrate that the highest obtainable EE is restricted by $p_{f}^{\text{opt}}$, which is mainly valid in the upper SE region. If the fixed power-offset is incorporated into the account, as given in (7) and (8), the EE grows initially and then reduces as SE move towards the upper region.

V. CONCLUSION

This paper provides the framework of two independent spatial PPP distribution to investigate the trade-off between SE and EE metrics of OFDMA based macro-femtocell networks in DL transmission, which is eventually expressed in a concise way by POS based on multi-empirical optimization issue. A utility function has been developed applying the Cobb-Douglas production function by which multi-empirical optimization issue is transformed onto a single-empirical optimization case via weighting factor. By analytical and simulation results, it is shown the significant role of optimal transmit power and SINR threshold in the response of EE as a function of SE.

APPENDIX A

PROOF OF EQUATION NO.(2)

The derivation of SP in DL communication is obtained by following the step outlined in [26]. Applying (1) in the
definition of SP, we get:

\[ \eta(d, \rho, \varphi) = P_r \left( \frac{p_J h_{i,s} d_{i,s}^{\alpha}}{\sum_{j \in \Psi} p_J h_{j,s} d_{j,s}^{\alpha} + \sum_{q \in \Psi} p_m h_{q,s} d_{q,s}^{\alpha} + \tau_0} > \varphi \right) \]

\[ = P_r \left( h_{i,s} > \frac{\varphi d_{i,s}^{\alpha}}{p_J} (I_f + I_m + \tau_0) \right) \]

\[ = E \left[ \exp \left( \frac{\varphi d_{i,s}^{\alpha}}{p_J} (I_f + I_m + \tau_0) \right) \right], \quad (A.1) \]

where \( P_r(m) \) stands for the probability of the event \( m \) and \( E[q] \) stands for the expectation of the random variable \( q \), with \( h_{i,s} \) represents SSF coefficient (considered to be Rayleigh faded) of the channel between \( s \)th FBS and \( s \)th FU and its power is exponentially distributed with mean \( \frac{1}{\lambda} \), where \( \lambda \) is obtained by considering the PPPs probability generating function (PGF) [25]. (A.2) follows the exponential distribution of \( h_{i,s} \). By replacing, \( s = \frac{\varphi d_{i,s}^{\alpha}}{p_J} \), the LT of \( I_f \) can be expressed as:

\[ LT(I_f) = E_l \left[ \exp (-s I_f) \right] = E_{i,s} \left[ \frac{1}{s} \exp (-s p_J h_{i,s} d_{i,s}^{\alpha}) \right] \]

\[ = \exp \left[ -2\pi \rho_J \int_{0}^{\infty} 1 - L_h(s p_J c^{-\alpha}) \right] \]

\[ = \exp \left[ -2\pi \rho_J \int_{0}^{\infty} \frac{e^{-d c^{-\alpha}}}{1 + \mu c^{-\alpha}} \right], \quad (A.3) \]

where (A.2) is obtained by considering the PPPs probability generating function (PGF) [25], and (A.3) follows the exponential distribution of \( h_{i,s} \). By replacing, \( s = \frac{\varphi d_{i,s}^{\alpha}}{p_J} \), the LT of \( I_f \) can be expressed as:

\[ L_{I_f} \left( \frac{\varphi d_{i,s}^{\alpha}}{p_J} \right) = \exp \left[ -2\pi \rho_J \int_{0}^{\infty} \frac{e^{-d c^{-\alpha}}}{1 + \mu c^{-\alpha}} \right]. \quad (A.4) \]

Applying (A.4) in (A.1), we get:

\[ \eta(d, \rho, \varphi) = L_{I_f} \left( \frac{\varphi d_{i,s}^{\alpha}}{p_J} \right) \exp \left( \frac{\xi}{p_J} \right), \quad (A.5) \]

where \( \xi = \frac{\varphi d_{i,s}^{\alpha}}{p_J} \). The Simplification of (A.5) gives [26]:

\[ \eta(d, \rho, \varphi) = \exp \left[ -\rho_J \xi - \frac{\xi}{p_J} \right], \quad (A.6) \]

where \( \xi = d^2 \varphi^2 \lambda \), \( \lambda = 2\pi \Gamma(\frac{2}{3}) \Gamma(1 - \frac{2}{3}) \) and \( \Gamma(\mu) \) being the Gamma function of \( m \).

APPENDIX B
PROOF OF THEOREM 1

To postulate the possessions of (3), we follow the statement on quasi-concavity in [30]. Function \( f : A \rightarrow D \) defined on the interval \( A \subset D \) strictly quasi-concave if and only if, \( a_1 \neq a_2 \forall a_1, a_2 \), i.e.,

\[ f(u a_1 - (1 - u) a_2) > \min \{ f(a_1), f(a_2) \}, \quad (B.1) \]

where \( u \) is a weight metrics variation on a particular scale of (0, 1). Likewise, for any certain value \( y \) as \( f(a_1) > y \) and \( f(a_2) > y \), thus this can be deduced as \( f(u a_1 - (1 - u) a_2) > y \) [31]. From the denotation of SE as defined in (3), the corresponding function which can be applied in the analysis as \( f(a) = m_1 \exp(-v a_1) + m_2 \exp(-v a_2), \{v_1, v_2, m_1, m_2\} \in D \), and \( a \geq 0 \).

Obeying the method given in [31], this can be concluded that (3) never content outside the scale of \( y = (0, Q) \), \( Q \) is the highest value of \( f(a) \) obtained at the maximum point \( a^* \), hence no points lying for the conditions \( a < 0 \) and \( a > Q \). For the points lying within the scale \( (0, Q) \), this can be followed that, provided the continuity of \( f(a) \), there lies specific corresponding values \( a' \) and \( a'' \), so that \( f(a) > y, \forall a \) in the interval \( a' < a < a'' \). Hence, for provided \( a_1 \) and \( a_2 \) distinguished by \( 0 \leq a_1 < a_2 \) for that \( f(a_1) > y \) and \( f(a_2) > y \), it obeys the conditions \( a' < u a_1 - (1 - u) a_2 < a'' \) and \( f(u a_2 - (1 - u) a_2) > y \) for \( 0 < u < 1 \). As \( f(a) \) is strictly quasi-concave in the region \( [0, \infty] \), the regional optimal point at \( a^* \) is also the universal optimum.

APPENDIX C
PROOF OF THEOREM 2

From the denotation of EE as defined in (7), the corresponding function which can be applied in the analysis as:

\[ f(a) = m_1 \exp(-v_1 a_1) + m_2 \exp(-v_2 a_2), \{v_1, v_2, m_1, m_2\} \in D \]

\[ a \geq 0 \]. When the framework of the numerator \( m_1 \exp(-v_1 a) + m_2 \exp(-v_2 a) \) is giving a detailed account in Appendix B, the denominator \( (a + c) \) is a linear function and also strictly quasi-concave. According to the definition of strict quasi-concavity, for any \( 0 \leq a_1, a_2 \leq 1 \) and \( a_1 \neq a_2 \), it can be followed as:

\[ m_1 \exp(-v_1 (ua_1 - (1 - u) a_2)) + m_2 (ua_1 - (1 - u) a_2) \exp(-v_2 (ua_1 - (1 - u) a_2)) \]

\[ (ua_1 - (1 - u) a_2) + c \]

\[ m_1 \exp(-v_1 a) + m_2 \exp(-v_2 a) \]

\[ a_2 + c \]

where \( c > 0 \). Thus, to provide the existence of the universally optimum for the strict quasi-concave function, the maximal metric \( a^* \) to be achieved by considering the derivative of \( f(a) \) and adjusting this equals to zero, and then computing for \( a^* \).

APPENDIX D

By taking the 1st derivative of \( Y(p_f) \) with respect to \( p_f \), we get:

\[ Y'(p_f) = \theta \phi'_E \phi_SE + (1 - \theta) \phi_E \phi_SE. \quad (D.1) \]

Let \( Y'(p_f) = 0 \), which provides:

\[ \theta = \frac{\phi_E \phi_SE}{\phi_E \phi_SE - \phi_SE \phi_E} \]
or, \((1 - \theta) = \frac{\phi'_{SE}\phi_{EE}}{\phi_{EE}\phi_{SE} - \phi'_{SE}\phi_{EE}}\). \hspace{1cm} (D.2)

As \(\theta \in [0, 1]\), two case studies can be presented below:

(i) \(\theta > (1 - \phi(p_f^{\text{max}}))\)

In this case \((1 - \theta) < \phi(p_f^{\text{max}}) \leq \phi(p_f)\), then \(\phi(p_f) = (1 - \theta)\) has no solution, and signifying \(Y'(p_f) > 0\).

Hence \(Y(p_f)\) is an increasing function of \(p_f\) in \(p^{\text{POS}}\).

(ii) \(\theta \leq (1 - \phi(p_f^{\text{max}}))\)

In this case \(\phi(p_f^{\text{max}}) \leq (1 - \theta) \leq 1\). As \(\phi(p_f)\) decreases with the increase in \(p_f\) and \(\phi(p_f) = 1\), \((D.2)\) has one and only one solution and it is indicated by \(p_f^{\text{opt}}\) for convenience. Therefore POS can be split up into parts by \(p_f^{\text{opt}}\). In one part \([p_f^*, p_f]*\), \(Y'(p_f) > 0\) holds with \(\phi(p_f) - (1 - \theta) > 0\). While in the second part \([p_f^{\text{max}}, p_f^\ast]\), \(Y'(p_f) < 0\) holds with \(\phi(p_f) - (1 - \theta) < 0\). Thus \(Y(p_f)\) initially grows and then reduces with the increase of \(p_f\) in \(p^{\text{POS}}\).

Hence \(Y(p_f)\) is strictly quasi-concave in \(p^{\text{POS}}\). The optimal solution for \(C4\) can be presented as below:

\[
p_f^{\text{opt}} = \begin{cases} p_f^*; & \theta \leq (1 - \phi(p_f^{\text{max}})) \\ p_f^{\text{max}}; & \theta > (1 - \phi(p_f^{\text{max}})). \end{cases} \hspace{1cm} (D.3)
\]

Likewise, \(Y(p_m)\) is strictly quasi-concave in \(p^{\text{POS}}\). The optimal solution for \(C4\) can be presented as below:

\[
p_m^{\text{opt}} = \begin{cases} p_m^*; & \theta \leq (1 - \phi(p_m^{\text{max}})) \\ p_m^{\text{max}}; & \theta > (1 - \phi(p_m^{\text{max}})). \end{cases} \hspace{1cm} (D.4)
\]

**APPENDIX E**

By taking the 1st derivative of \(Y(p_f)\) with respect to \(p_f\), we get:

\[
Y'(p_f) = \theta \frac{\phi'_{SE}}{\phi_{SE}} + (1 - \theta) \frac{\phi'_{EE}}{\phi_{EE}}. \hspace{1cm} (E.1)
\]

Let \(Y'(p_f) = 0\), which provides:

\[
\theta = \frac{\phi'_{EE}\phi_{SE}}{\phi_{EE}\phi_{SE} - \phi'_{SE}\phi_{EE}},
\]

or, \((1 - \theta) = \frac{\phi'_{SE}\phi_{EE}}{\phi_{EE}\phi_{SE} - \phi'_{SE}\phi_{EE}}\).

As \(\theta \in [0, 1]\), two case studies can be presented below:

(i) \(\theta > (1 - \phi(p_f^{\text{max}}))\)

In this case \((1 - \theta) < \phi(p_f^{\text{max}}) \leq \phi(p_f)\), then \(\phi(p_f) = \)

Hence \(Y(p_f)\) is an increasing function of \(p_f\) in \(p^{\text{POS}}\).

(ii) \(\theta \leq (1 - \phi(p_f^{\text{max}}))\)

In this case \(\phi(p_f^{\text{max}}) \leq (1 - \theta) \leq 1\). As \(\phi(p_f)\) decreases with the increase in \(p_f\) and \(\phi(p_f) = 1\), \((E.2)\) has one and only one solution and it is indicated by \(p_f^{\text{opt}}\) for convenience. Therefore POS can be split up into parts by \(p_f^{\text{opt}}\). In one part \([p_f^*, p_f^{\ast}]\), \(Y'(p_f) > 0\) holds with \(\phi(p_f) - (1 - \theta) > 0\). While in the second part \([p_f^{\text{max}}, p_f^\ast]\), \(Y'(p_f) < 0\) holds with \(\phi(p_f) - (1 - \theta) < 0\). Thus \(Y(p_f)\) initially grows and then reduces with the increase of \(p_f\) in \(p^{\text{POS}}\).

Hence \(Y(p_f)\) is strictly quasi-concave in \(p^{\text{POS}}\). The optimal solution for \(C5\) can be presented as below:

\[
\rho_f^{\text{opt}} = \begin{cases} \rho_f^*; & \theta \leq (1 - \phi(p_f^{\text{max}})) \\ \rho_f^{\text{max}}; & \theta > (1 - \phi(p_f^{\text{max}})). \end{cases} \hspace{1cm} (E.3)
\]

where the symbol \(\lfloor \cdot \rfloor\) indicates that \(\rho_f^{\text{opt}}\) is either nearest smaller integer or nearest greater integer to \(p_f^\ast\).

Likewise, \(Y(\rho_m)\) is strictly quasi-concave in \(p^{\text{POS}}\). The optimal solution for \(C5\) can be presented as below:

\[
\rho_m^{\text{opt}} = \begin{cases} \rho_m^*; & \theta \leq (1 - \phi(p_m^{\text{max}})) \\ \rho_m^{\text{max}}; & \theta > (1 - \phi(p_m^{\text{max}})). \end{cases} \hspace{1cm} (E.4)
\]
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