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Abstract

Coma is defined as a state of unconsciousness and lack of response to noxious stimuli. The physiopathology of consciousness and coma is not entirely understood. On the other hand, clinical examination does not give us enough information in all types of coma states. In this chapter, some types of coma and their definition, the necessity of coma monitoring and what we can use for coma monitoring in ICU, algorithms for EEG monitoring, BIS, AppEntropy, permutation entropy and auditory evoked potentials are described. Burst suppression state new theories and cortical connectivity and reactivity during coma as a tool for coma prognosis will be on focus.
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1. Introduction

Coma is defined as a state of loss of consciousness and lack of response to external stimuli that occurs in pathological states and during anesthesia. The prognosis of coma patients is difficult to assess, as the mechanism through which coma occurs is not entirely understood. What we may do is evaluate cerebral function, through accurate and careful monitoring. Thus, the intensive care specialist requires one or several instruments to monitor the cerebral function of coma patients, as it is difficult to perform, even hourly, a clinical evaluation, taking into account the typical workload of the doctor.

In certain circumstances, a worsening neurological state does not manifest itself clinically—an example being nonconvulsive status, which has negative prognostic value in the case of traumatic brain injury (TBI), and can only be diagnosed through continuous electroencephalographic monitoring (EEG).
Continuous EEG monitoring and cerebral oximetry monitoring—through the NIRS (near-infrared spectroscopy) technique—are useful instruments that provide the doctor with real-time, vital information on the coma patient. These techniques have the advantage of noninvasivity, ease of use and they can provide the doctor with easily quantifiable scores. Perhaps most importantly, they can be made available continuously at the bedside (Figure 1).

Unfortunately, there is not one single standard monitor at this moment to accurately estimate what occurs in the brain of a coma patient. Therefore, in this chapter, we shall start with a brief exposition on coma physiopathology, insisting on burst suppression (BS) state, and we shall continue with the characteristics of the main coma states we might encounter in the intensive care unit (ICU). We will continue with the devices used to monitor anesthesia depth, which are used to monitor coma depth as well. These devices are based on EEG signal analysis. The main drawback of EEG signal analysis is noise: how shall we define and remove noise on an EEG?

A definitive answer is difficult to find, that is why “noise-resistant” mathematical algorithms have been developed. Thus, this chapter focuses on the mathematical algorithms used to interpret EEG signal, as it is important to know the basis of parameters and scores we receive from the devices we use. In the end, we describe new theories that might be standardized to evaluate coma state—such as cortical connectivity and reactivity.

2. Coma state

2.1. Coma—definition and theories

Coma is defined as a state of unconsciousness and lack of response to noxious stimuli. The physiopathology of consciousness and coma state is not entirely understood. It is not clear if a “coma center” exists or if the diverse pathological states that induce coma do so through different mechanisms. From this perspective, coma is similar to the anesthetic state, which is caused by several pharmacological agents, with different chemical structures. It is also unclear if a common center, on which all anesthetics act, exists. Based on histology and physiology, Sir Francis Crick postulated that the claustrum has a central role in maintaining consciousness (as it is connected with nearly all cerebral structures), like the conductor of an orchestra [1]. Recent studies have shown that during isoflurane anesthesia on the rat,

Figure 1. Continuous BIS (bispectral index) and NIRS (near-infrared spectroscopy) monitoring during anesthesia.
functional connectivity of the claustrum with medial prefrontal cortex and mediodorsal thalamus decreased [2]. As for coma state, there are no definitive studies proving the role of the claustrum in its physiopathology.

Regarding EEG activity, comas are different. The same coma state, defined by a lack of consciousness and of response to external pain stimuli may exhibit different EEG aspects. Thus, there are comas with prevalent alpha waves (alpha comas), beta waves (beta comas), theta waves (theta comas) or delta waves (delta comas). A common characteristic of these coma states is that if they are secondary to intoxication or metabolic encephalopathies, they have a positive prognosis, regardless of the EEG pattern, with response to external pain stimuli. If there are secondary to brain stem lesions or hypoxic ischemic encephalopathies and lacking response to external pain stimuli, comas bring a negative prognosis [3].

Comas secondary to TBI are caused by diffuse axonal injury (DAI) and by hemorrhages that compress the brain stem. Diffuse axonal injury occurs due to rapid (rotational) acceleration, which causes lacerations in the neuronal cytoskeleton and therefore block neuronal transport [4]. Hameroff and Penrose support the hypothesis that conscious processes are based in the microtubules of the neuronal cytoskeleton [5, 6]. Furthermore, it is known that volatile anesthetics interfere with the function of these microtubules. Nevertheless, if this theory proves true—that consciousness is based on and influenced by neuronal cytoskeleton microtubules—that might explain loss of consciousness secondary to diffuse axon injury.

Another etiology of coma is nonconvulsive status, defined as prolonged seizures there are not clinically manifested and associate altered mental status [7], secondary to TBI (8–16%), to stroke—HAS (3–31%) and craniotomy [8]. The mechanism of loss of consciousness during epilepsy is not entirely understood. Blumenfeld Hal et al. affirm that a common mechanism exists—a cortico-subcortical network dysfunction. Therefore, a decrease in cerebral blood flow (CBF) was noticed in frontoparietal association areas and the anterior and posterior interhemispheric regions with (CBF) increases in bilateral midline subcortical structures [9].

Besides, a loss of connectivity between medial and lateral frontoparietal association areas and upper brainstem/medial diencephalon was observed [10]. They state that these cortico-subcortical connectivity malfunctions (occurring in generalized tonic-clonic seizures, complex partial seizures and temporal lobe seizures) are caused either by indirect inhibition or by convulsions initiated in these structures.

### 2.2. Burst suppression (BS) state

Burst suppression is a cortical electrical activity defined by the existence of high-amplitude and variable frequency waves discharge, followed by a period of electrical activity suppression. BS is an intermediate state between slow waves EEG pattern and an isoelectric line. This BS pattern is present in several conditions, such as Ohtahara syndrome, TBI, hypoglycemia, hypoxia, hypothermia and anesthesia [11]. As for anesthesia bursts, they have a wave morphology specific to each anesthetic compound, and a different duration as well. In addition, the length of the burst decreases as the anesthesia depth increases [12]. Not only is the burst length variable, but so is its structure, according to its length. Thus, we have noticed [13] that for isoflurane anesthesia in rat, 4-seconds bursts and 1-second bursts have different aspects
Long bursts start with high-frequency high-amplitude waves, followed by low-frequency high-amplitude waves, while short bursts present low-frequency high-amplitude waves as it is seen on power spectral density graphics (Figure 3).

Even though a BS presenting coma state is considered deep, BS is deemed a state of hyperexcitability, as bursts can be evoked by subliminal stimuli [14] and BS electrical activity is correlated with cerebral blood flow changes as well [15].

The mechanism supporting this phenomenon remains incompletely explained. We have two theories attempting an explanation at the moment. The metabolic theory of Emery Brown [11]...
is based on the fact that BS states correlate with low metabolism states (with low metabolic rate), such as hypothermia, anesthesia and hypoglycemia. The link between the electrical and the metabolic activity is the KATP channels, so during the burst, ATP concentration decreased which induces an increase in the conductance of KATP and thus a neuronal membrane hyperpolarization occurs (flat-line EEG). The theory of Amzica [16] states that BS activity is modulated by extracellular calcium concentration variations, thus the depletion of the extracellular cortical calcium during the burst is responsible for the EEG silence (flat line) after that. The basis of this phenomenon is unclear as well. It is regarded that bursts are caused by internal input, modulated by neural networks. On the other hand, the cortex has been proven to exhibit BS activity, without the intervention of subcortical structures [17].

In the clinical practice, finding BS patterns in coma patients presents a negative prognostic value, if the BS ratio (BSR = suppression time/epoch duration * 100) is over 20–23% [18].

3. EEG monitoring and interpretation

3.1. Continuous EEG monitoring

Continuous EEG monitoring is the most used and, perhaps, the most efficient method of evaluating coma patients in the ICU. The advantage is the electrode placing: it is noninvasive (or minimally invasive), can be easily applied on the scalp of the patient and requires a minimal qualification of the ICU staff. Most EEG recording devices include software for mathematically processing the signal, and generating scores or frequencies.

The acquisition system 10–20, that is classically used, provides an overview of the main cortical areas. Placing the electrodes and fastening them with a specialized helmet may facilitate CT or MRI transportation, in order to obtain a complex imagistic and electroencephalographic representation. Standard EEG monitoring provides information on the onset of epileptic seizures, is useful in detecting nonconvulsive status and in detecting early and late ischemia, secondary to subarachnoid hemorrhage. Furthermore, it provides useful information (based on prevailing EEG patterns and reactivity) for the prognostic of the coma patient [19].

The following chapter will describe the main mathematical algorithms that are used in analyzing EEG signal, as well as the devices used for monitoring coma and anesthesia depth.

3.2. EEG signal analysis

3.2.1. Spectral analysis

Spectral analysis of EEG signal is based on the fast Fourier transformation (FFT), which decomposes the signal according to the mean amplitude of each frequency in the signal. By applying second-order FFT, the result is the spectral power graphic, which decomposes the signal based on amplitude squared/frequency (microvolts²/Hz). Analyzing this graphic provides very important parameters to estimate the depth of sedation/anesthesia.

Median frequency (MEF) represents the value of frequency whose perpendicular meets Ox in the point that splits equally the area under the spectral power graphic.
Spectral edge frequency (SEF) is the value of frequency from which we can draw a perpendicular to Ox that leaves 90 or 95% of the spectral power function under graphic area to the left [20] (Figure 4).

If the patient is anesthetized, the values of these parameters will decrease proportionally with the degree of sedation (they will shift to the left), because during sedation, the high-frequency fast waves EEG activity ceases [21]. Surgical anesthesia is performed at the moment the EEG shows mostly theta waves.

3.2.2. EEG signal entropy

Entropy represents the degree of disorder in a system. Ludwig Boltzmann defines entropy as the logarithmic function of the number of microstates corresponding to a macrostate. In 1949, Claude Shanon defines information entropy as being:

\[ S = \sum_{x} P(x) \log P(x) \]  

where \( S \) = entropy, 
\( P \) = apparition probability, 
\( \log \) = binary logarithm.

As EEG is a signal composed of several types of waves, with a disorderly aspect, the more disorderly (more types of waves), the higher the entropy. An isoelectric EEG signal has a null entropy. This type of entropy, applied to EEG signals, was used to monitor anesthetic depth during desflurane anesthesia [22]. The Datex-Ohmeda company (now acquired by GE) developed a device that analyzes EEG signal entropy and displays it as a score.

![Figure 4. EEG power spectrum density (PSD). In this figure, median frequency (MEF) and spectral edge frequency (SEF) are displayed on the PSD graph.](image-url)
The EEG signal entropy calculation is based on the following algorithm:

\[
SN[f_1, f_2] = \frac{S[f_1, f_2]}{\log(N[f_1, f_2])}
\]  

(2)

where \([f_1, f_2]\) = frequencies between which the EEG signal is analyzed,

\(N[f_1, f_2]\) = number of frequencies between \(f_1\) and \(f_2\).

The EEG signal is acquired at a frequency of 400 Hz, and to analyze it, several epochs (windows) are used, between 0.92 and 60.16 seconds, in order to cover all EEG signal frequencies. The shortest epoch is used to analyze frequencies between 32 and 47 Hz, and the 60.16 epoch to analyze frequencies under 2 Hz. The device provides two entropy indices: state entropy (SE) and response entropy (RE). SE analyzes EEG in the frequency domain 0.8–32 Hz, while RE in the 0.8–47 Hz frequency domain. The difference between RE and SE is given by the EMG activity: it is assumed that an increase of entropy in the 32–47 Hz domain corresponds to an increase of frontal electromyographic activity, and this difference shows indirectly the quality of intraoperative analgesia). SE is between 0 and 91, and RE is between 0 and 100.

During anesthesia, the values displayed by the entropy monitor must be in the range of 40–60 in order to prevent waking up during the intervention [23–25].

3.2.3. Bispectral index

The Aspect Medical company was the first to market a monitor for anesthesia depth, in 1994 [26]. It is based on the bispectral analysis of EEG signal [27]. The monitor analyzes the EEG recorded by prefrontal electrodes, based on an algorithm, undisclosed entirely up until today [28]. This algorithm calculates a score between 0 (isoelectric line) and 100 (patient awake). This algorithm was validated by correlating the clinical sedation score, lack of response to pain stimulation and EEG parameters for approximately 1500 patients (cumulating approximately 5000 hours of recordings). BIS monitoring evaluates well the degree of sedation/hypnosis of anesthesia, and not directly the anesthetic depth. It was validated for all volatile and intravenous anesthetic, except ketamine. As this generates thalamocortical dissociation, the EEG is similar to that of an awake patient. During sevoflurane anesthesia, ketamine may increase the BIS score, though anesthesia deepens [29]. In the case of propofol anesthesia, analgesic dose of ketamine does not influence the bispectral index [30–32]. Though xenon has a similar mechanism to ketamine and was not used in the validation process of the BIS monitor, it modifies the EEG similarly to propofol [33]. As for correlating the BIS score, older studies have stated that BIS under 50 does not ensure hypnosis [34]. A more recent study reveals that xenon anesthesia depth clinical signs correlate well with BIS score values [35].

The algorithm used incorporates spectral analysis, bispectral analysis and burst-suppression activity analysis (BS). Spectral analysis, described above, decomposes the signal based on the amplitude of each frequency, analyzing data individually and ignoring the relationship with other constituents. In the human brain, there are several EEG signal generators. While the patient is awake, the EEG signal is produced by the independently emitted activity of several generators, only slightly synchronized. As the patient falls asleep or is anesthetized,
the number of active generators decreases and they become more synchronized. Bispectral analysis quantifies the phase-phase coupling between these EEG signal generators.

BIS components are \textit{beta ratio} and \textit{SyncFastSlow}. Beta ratio is the logarithm of the ratio of two frequency components of the spectral power (30–47 Hz and 11–20 Hz), while \textit{SyncFastSlow} is the logarithm of the bispectral ratio of 0.5–47 Hz and 40–47 Hz [36].

\begin{equation}
\text{BetaRatio} = \log \left( \frac{P_{30-47}}{P_{11-20}} \right)
\end{equation}

\begin{equation}
\text{SyncFastFlow} = \log \left( \frac{B_{0.5-47}}{B_{40-47}} \right)
\end{equation}

BIS monitors display several parameters, such as the BIS score value (between 0 and 100), which should be maintained during anesthesia between 40 and 60 to prevent waking up, signal quality index, suppression ratio for a 60 seconds epoch (SR), the minute burst count (BC), frontal electromyographic activity (EMG)—which results from analyzing the EEG signal in the 70–110 Hz frequency interval (assumed to be produced by spontaneous frontal muscles activity) and is between 30 and 55 dB [37].

BIS monitoring can be used in the intensive care wards as well, to monitor patient sedation [38]: in traumatic brain injury, a value under 60 correlates with a negative prognosis [39]. BIS monitoring may also be used to detect cerebral vasospasm in critical patients [40]; it has been proven that it correlates well with the consciousness level of the ICU patients, it aids in adjusting sedative dosage, it has a prognostic value and it is useful in monitoring induced coma for a status epilepticus [41–44].

EMG activity is not greatly influenced by the degree of curare neuromotor block, but the pain stimulus EMG variation during anesthesia depends on the degree of neuromuscular block [45].

\subsection*{3.2.3.1. BIS monitoring limitations}

BIS analysis of EEG signal provides information only on the sedation during anesthesia, and not on global anesthetic depth. The BIS score does not accurately predict when the patient will regain consciousness. Recent studies have shown that both loss of consciousness and waking up from anesthesia correlate with gamma cortical activity, as losing consciousness is caused by gamma rhythm cessation [46, 47]. BIS monitors cannot gather gamma rhythm EEG signal, as it can only be optimally recorded through dura mater electrodes.

BIS monitors pick up EEG signal in the prefrontal area, where spontaneous electromyographic activity interferes with gamma rhythm frequency. The BIS score cannot predict pain stimuli hemodynamic reactivity during anesthesia and is influenced by the type of anesthetic used—volatile anesthesia, for the same anesthetic potency, differently alter EEG activity. Furthermore, it is not influenced by cerebral perfusion and hypoglycemia [48].
3.2.4. Narcotrend monitoring

This monitor was marketed in 2000 by the Monitor Technik company. The EEG signal is picked up by three electrodes in the frontal area. It is then filtered and noise is removed. EEG is analyzed in the 0.5–47 Hz frequency domain. The algorithm includes the relative power of alpha, beta, theta and delta frequencies, median frequency, spectral edge frequency and spectral entropy. This monitor displays values between 0 and 100. The depth of anesthesia is divided into five stages [49]. The values provided by this monitor are well correlated with the ones provided by BIS monitoring [50]. The Narcotrend monitor has been proven useful in the postoperative care of the patients who underwent propofol sedation during cardiac surgery [51].

3.2.5. Consciousness index

The monitor for the consciousness index is a wireless, portable monitor as well, with a 10-meters range. It is produced by Morpheus Medical. It provides a score with values between 0 and 100, and, similar to the BIS monitoring during anesthesia, the value of the consciousness index must be maintained between 40 and 60 to prevent waking up during anesthesia. This monitor analyzes EEG, using symbolic dynamic analysis. As EEG is a variation of potential through time, it can be seen as a dynamic system, in which every moment has a state that can be defined through a real number. The dynamic symbol method analyzes a dynamic system as being composed of a discrete sequence of abstract symbols that each correspond to a system state [52].

This monitor was compared with BIS monitoring and similar results were found [53].

There is one other consciousness index that uses Lempel-Ziv complexity analysis. This method was established in 2013 by a team of researchers led by Adenauer Casali and Olivia Gosseries. This index was studied during midazolam sedation and propofol-xenon anesthesia, on a limited number of subjects. It is based on evaluating cortical reactivity and intercortical connectivity, using high-density EEG and transcranial magnetic stimulation on several cortical areas: superior occipital gyrus, superior medial frontal gyrus, superior parietal gyrus and premotor rostral cortex. EEG signals were analyzed using the Lempel-Ziv complexity algorithm, which approximates the amount of nonredundant information in a binary system, thus estimating the minimal amount of patterns required to describe a signal. The less EEG signal nonredundant information there is, the less complex the signal and deep the anesthesia is [54].

3.2.6. Approximate entropy

Entropy is the degree of disorder in a system, thus an extensive measurement of chaos. At the beginning of the twentieth century, the mathematicians Andrey Kolmogorov and Henri Poincare further developed the mathematical analysis of chaos. In 1991, Steven Pincus introduced the notion of approximate entropy. Approximate entropy measures the complexity of a system. As it is little influenced by noise, it has an advantage in the analysis of systems exposed to a strong source of noise. Mathematically, approximate entropy quantifies how constant the distance between two vectors in a series is [55].
The following formula is used to calculate approximate entropy:

\[
\text{ApEn}(S_n, m, r) = \ln \left( \frac{C_m(r)}{C_{m+1}(r)} \right)
\]  

(5)

where \( m \) = length of the pattern,
\( C_m(r) \) = prevalence of repetitive patterns, with the length \( m \).

Applied to time series, approximate entropy is a measurement of series predictability. As we know, electroencephalographic signal is a time variation of scalp-recorded potential. Thus, electroencephalographic signal may be described as a time series. Calculating approximate entropy, there results an estimation of EEG signal predictability, and, inherently, an estimation of the signal complexity. The more awake the patient is, the higher values the approximate entropy will have, as the EEG is more complex and less predictable. During deep sedation, EEG complexity lowers and thus will be more predictable, with a lower approximate entropy value.

Approximate value is used to estimate anesthesia depth and correlates well with BIS and SEF indices, during propofol-remifentanil anesthesia [56].

3.2.7. Permutation entropy

Permutation entropy is another method of estimating the chaos, which analyzes the probability of appearance of a motive of amplitude over a certain amount of time. The more motifs there are, the more complex the signal is, therefore the more awake the patient is. When the probability of appearance of all motifs is equal, permutation entropy equals 1. The calculation algorithm for the permutation entropy was published in 2002 by Bandt, and in 2008, Jordan et al. use this algorithm to study electroencephalograms [57, 58].

\[
\text{PE} = -\sum \frac{P \times \ln P}{\ln N}
\]  

(6)

where \( P \) = probability of appearance of a motif,
\( N \) = number of motifs.

An important parameter is the signal acquisition frequency, the algorithm being designed for a frequency of 100 or 128 Hz.

In 2008, Olofsen et al. studied EEG by using permutation entropy during propofol anesthesia and described six types of motifs: peaks, slopes and grooves [59].

Using permutation entropy, the transition between loss of consciousness and consciousness can be detected by analyzing 2-seconds EEG recordings [60].

3.2.8. EEG fractality

Fractal analysis of the EEG signal implies measuring the degree of self-similarity of the signal. EEG fractal analysis was used to study sleep, anesthesia or convulsions [61–63].
Another analysis parameter for complexity, similar with fractal analysis, is detrended fluctuation analysis (DFA). It is an analysis method for signal self-similarity and was used to evaluate EEG and was suggested as a possible quantification parameter of anesthesia depth [64].

3.2.9. Auditory evoked potentials

Changes in the latency and amplitude of auditory evoked potentials of middle latency (early cortical), that appear 20–80 ms after auditory stimulation, can be correlated with anesthetic depth [65–67].

The auditory evoked potential index (AAI) is an algorithm integrating amplitude variations of several consecutive potentials and generating a numerical outcome, between 0 and 99, similar to the bispectral index [68]. Patients lose consciousness under 40, and surgical anesthesia appears under 20. AAI values are well correlated with BIS values [69]. In the ICU, middle latency evoked potentials have a positive prognostic value in the patients who required craniotomy for TBI, and there has been noticed a strong correlation between pupillary responses, intracranial pressure and auditory evoked potentials in patients with supratentorial mass lesions [70, 71].

4. Near-infrared spectroscopy (NIRS)

Jobsis first noticed in 1977 [72] that tissues are transparent for a wavelength of light of 700–950 nm. Based on this, the concentration of oxyhemoglobin, deoxyhemoglobin and cytochrome C oxidase can be measured (only the first two are used in clinical practice).

Starting from the oxyHb and deoxyHb concentrations, one can estimate regional saturation of oxygen (rSO$_2$) in a tissue. Furthermore, the regional changes of blood flow can be assessed, by evaluating the changes of total hemoglobin (HbT). Monitors for cerebral oxygenation, that are based on the NIRS technology, use a sensor placed above the tissue, whose oxygenation is to be measured. The sensor is made of emitting and detecting diodes, placed within 4–8 cm of each other. Detecting diodes will detect the infrared light reflected by the tissue. In the case of cerebral tissue, the infrared light can penetrate up to a depth of 0.6–1 centimeters [73]. Thus, cerebral oxygenation through this method is underestimated, compared with jugular vein saturation (SjVO$_2$) [74]. Among the benefits of this method are the noninvasive character and the ease of use at the bedside.

In the case of the brain, rSO$_2$ values are closer to the venous saturation than to arterial saturation because 70% of cerebral blood is in the veins and capillaries, and thus, normal cerebral rSO$_2$ values are between 60 and 80%. Using NIRS in the current clinical practice began in the 1980s, with the first studies on monitoring cerebral function in the adult and neonate. More recent studies are focused upon evaluating prehospital coma gravity. For example, Peters et al. [75] observed in a study including 25 patients that NIRS has a sensitivity of 93.3% and a specificity of 78.6% over CT scans in detecting intracranial hematoma.

Additionally, NIRS values have prognostic value in TBI patients. The values of rSO$_2$ at hospital admission were 74.7 ± 1.5% in the case of surviving patients and 61.9 ± 19.4%
in nonsurvivors [76]; therefore, rSO\textsubscript{2} under 60% are associated with increased mortality. In the case of resuscitated SCR patients, rSO\textsubscript{2} in the first 24 hours was 68.2% for survivors and 62.9% for nonsurvivors [77]. As for blood flow variation monitoring, it was noticed that the cerebral oximetry index (Cox), determined through NIRS, is a good substitute of the mean velocity index (Mx)—determined through transcranial Doppler echography (TCD) [78]. NIRS is also useful in detecting vasospasm in subarachnoid hemorrhage (SAH) patients as well [79].

5. Cortical connectivity and coma

During coma states as during the anesthesia, there is a decrease in connectivity (“communication”) between different cortical regions, or between cortical and subcortical regions, caused by a reduction of cerebral activity. The basis of cortical connectivity is made of structural links, such as synapses and neural fibers.

In clinical practice, the evaluation of connectivity is performed by analyzing the coherence/correlation between biological signals (EEG, ECoG and local-field potentials) from different regions of the brain.

*Functional connectivity* is based on biological signals analysis, which can be described as time series (such as the EEG) and can quantify cortical connectivity using statistical analysis (correlation) of the EEG signals from different cortical areas. The better the EEG signals are correlated (estimated by the correlation coefficient, XAppEn, msohere), the more they are alike; therefore, there is a good connectivity between the cortical areas. Importantly, good statistical correlation of biological signals does not necessarily involve causality, and does not point out the direction the information moves [80]. Unlike structural connectivity, functional connectivity is time-dependent [81].

*Effective connectivity* may be regarded as a unit of structural and functional connectivity. It is the latest instrument trying to establish causal relations between neural network components [81]. Effective connectivity is calculated using complex mathematical algorithms (such as Granger causality or transfer entropy), applied to time series.

The state of consciousness, according to Buzsaki (2007), is the consequence of the functional transformation of information contained by a neural network. Both posterior parietal and prefrontal association areas and frontoparietal network information integration were considered involved in the generation and maintenance of the state of consciousness [82, 83]. During sleep, which is a reversible modification of consciousness as well, there is a modification of cortical connectivity; therefore, during NREM sleep, it lowers and during REM sleep, it increases [84].

Cortical connectivity changes during anesthesia were first observed in lab animals, and then in humans. Thus, in 2005, the cortical connectivity changes, especially in the prefrontal cortex, during sevoflurane anesthesia of different concentrations, were described. Bouveroux et al. described the effects of propofol on cortical connectivity: during propofol anesthesia, corticocortical and thalamocortical connectivity decreases in frontal-parietal networks, while it is
maintained in the visual and auditory cortex [85]. Mhuircheartaigh et al. regard the lack of response to auditory and pain stimuli during propofol anesthesia as a consequence of putamen-cortex connectivity decreases, while thalamocortical connectivity remains unchanged [86]. Ferrarelli et al. notice as well the frontal intracortical connectivity decreases, during transcranial magnetic stimulation, under midazolam sedation [87]. Cortical connectivity is disrupted in several pathological states, such as brain trauma, vegetative state and memory or attention loss.

During mild brain trauma, there have been described frontal and occipital cortical connectivity changes, a decrease of intercortical connectivity over longer distances and an increase of cortical connectivity over shorter distances [88]. The vegetative state is defined as the abolishing of consciousness, while excitatory external factors are present. While in vegetative state, there is a decrease of cortical connectivity in several areas: prefrontal and premotor cortex, temporal-parietal association areas and posterior cingulate cortex. Furthermore, there is an altered connectivity between prefrontal and premotor cortical areas and posterior cingulate cortex [89]. Subcortical cerebrovascular accidents alter cortical connectivity between the two hemispheres: between supplementary motor areas and between ipsilateral supplementary motor area and lateral premotor area. These neural connectivity modifications, both under physiological and under pathological conditions, make cortical connectivity, if not the most sensitive, among the most sensitive parameters of nervous function.

5.1. Evaluating cortical connectivity

5.1.1. Mathematical algorithms to estimate cortical connectivity

Functional cortical connectivity may be estimated by calculating the correlation coefficient between signals of different regions, the covariance or the coherence of two or several signals. The disadvantage of these algorithms is the inability to determine the direction of data exchange between cortical and subcortical areas.

Effective cortical connectivity is estimated with the direct transfer function (DTF), based on Granger causality. Named after Clive Granger, econometrician awarded the Nobel Memorial Prize in Economic Sciences in 2003, the Granger linear systems causality states that for two time series (such as two EEG channels) with a unidirectional data exchange from the Y series to the X series, the modifications from the Y series will be found after a certain amount of time in the X series, or that analyzing Y series data can better predict X series modifications. By evaluating effective connectivity through DTF, we may analyze several time series EEG channels. This algorithm was developed by Polish mathematicians Kaminski and Blinowska in 1991 [90].

BSMART is a cortical connectivity analysis software package that can run on the MATLAB program.

Cortical connectivity can also be evaluated through imagistic methods (such as MRI) or electrophysiological methods (EEG).

High-density electroencephalography (64–256 electrodes) can provide information on intercortical connectivity, and is based on EEG signal analysis of different cortical regions. It has the advantage of being usable bedside, and data analysis can be performed more quickly than in the case of imagistic methods [91, 92].
6. Cortical reactivity and coma state

Evaluating cortical reactivity in coma patients seems to be a useful prognostic tool. In 1995, Gütling noticed that cortical reactivity to external stimuli at 48 and 72 hours correlates well with the neurological outcome at 1.5 years after the incident, in the case of severe head injury [93]. More recent studies, performed by Logi and Rossetti, have shown that the presence of EEG reactivity in coma caused by a traumatic brain injury, a cerebrovascular disease or post-anoxic coma after a cardiac arrest associates a good outcome [94, 95]. Although these studies on using cortical reactivity in the evaluation of coma patients prognostic were published in the 1990s, there is no standardization in this matter, neither of evoked potential type, nor of reactivity-evaluating algorithm one should use.

Particularly useful is the BS state, usually correlated with a negative prognostic. Although regarded as a deep coma state, applying visual, auditory or somatosensory stimuli under the BS state gives rise to evoked bursts under isoflurane anesthesia, as proven by Hartikainen [96]. During burst suppression states, cortical reactivity seems to rise proportionally with the suppression, with maximal cortical reactivity at a BS ratio of 40–80%. Additional studies are required to validate a parameter for the cortical reactivity of coma patients.

Author details

Bogdan Pavel1,2 *
*Address all correspondence to: pavelbogdan2009@gmail.com

1 Division of Physiology and Neurosciences, University of Medicine and Pharmacy “Carol Davila”, Bucharest, Romania

2 Emergency Hospital Plastic Surgery and Burns, Bucharest, Romania

References

[1] Crick FC, Koch C. What is the function of the claustrum? Philosophical Transactions of the Royal Society of London. Series B, Biological Sciences. 2005;360(1458):1271-1279

[2] Smith JB, Liang Z, Watson GDR, Alloway KD, Zhang N. Interhemispheric resting-state functional connectivity of the claustrum in the awake and anesthetized states. Brain Structure & Function. 2017;222(5):2041-2058

[3] Sutter R, Kaplan PW. Electroencephalographic patterns in coma: When things slow down. Epileptologie. 2012;29:201-209

[4] Johnson VE, Stewart W, Smith DH. Axonal pathology in traumatic brain injury. Experimental Neurology. 2013;246:35-43
[5] Hameroff S, Penrose R. Consciousness in the universe: A review of the ‘Orch OR’ theory. Physics of Life Reviews. 2014;11(1):39-78

[6] Penrose R. Shadows of the Mind: An Approach to the Missing Science of Consciousness. Oxford: Oxford University Press; 1994

[7] Chang AK, Shinnar S. Nonconvulsive status epilepticus. Emergency Medicine Clinics of North America. 2011;29(1):65-72

[8] Kubota Y, Nakamoto H, Kawamata T. Nonconvulsive status epilepticus in the neurosurgical setting. Neurologia Medico-Chirurgica (Tokyo). 2016;56(10):626-631

[9] Yu L, Blumenfeld H. Theories of impaired consciousness in epilepsy. Annals of the New York Academy of Sciences. 2009;1157:48-60

[10] Blumenfeld H. Impaired consciousness in epilepsy. Lancet Neurology. 2012;11(9):814-826

[11] Ching S, Purdon PL, Vijayan S, Kopell NJ, Brown EN. A neurophysiological-metabolic model for burst suppression. Proceedings of the National Academy of Sciences of the United States of America. 2012;109(8):3095-3100

[12] Akrawi WP, Drummond JC, Kalkman CJ, Patel PM. A comparison of the electrophysiological characteristics of EEG burst-suppression as produced by isoflurane, thiopental, etomidate, and propofol. Journal of Neurosurgical Anesthesiology. 1996;8(1):40-46

[13] Pavel B, Acatrinei CA, Menardy F, Zahiu CMD, Popa D, Zagrean AM, Zagrean L. Changes of cortical connectivity during deep anaesthesia. Romanian Journal of Anaesthesia and Intensive Care. 2015;22(2):83-88

[14] Kroeger D, Amzica F. Hypersensitivity of the anesthesia-induced comatose brain. The Journal of Neuroscience. 2007;27(39):10597-10607

[15] Liu X, Zhu XH, Zhang Y, Chen W. Neural origin of spontaneous hemodynamic fluctuations in rats under burst-suppression anesthesia condition. Cerebral Cortex. 2011;21(2):374-384

[16] Amzica F. Basic physiology of burst-suppression. Epilepsia. 2009;50(Suppl 12):38-39

[17] Topolnik L, Steriade M, Timofeev I. Partial cortical deafferentation promotes development of paroxysmal activity. Cerebral Cortex. 2003;13(8):883-893

[18] Theilen HJ, Ragaller M, Tschö U, May SA, Schackert G, Albrecht MD. Electroencephalogram silence ratio for early outcome prognosis in severe head trauma. Critical Care Medicine. 2000;28(10):3522-3529

[19] Caricato A, Melchionda I, Antonelli M. Continuous electroencephalography monitoring in adults in the intensive care unit. Critical Care. 2018;22(1):75

[20] Tonner PH, Bein B. Classic electroencephalographic parameters: Median frequency, spectral edge frequency etc. Best Practice & Research. Clinical Anaesthesiology. 2006;20(1):147-159
[21] Martín-Cancho MF, Lima JR, Luis L, Crisóstomo V, López MA, Ezquerra LJ, Carrasco-Jiménez MS, Usón-Gargallo J. Bispectral index, spectral edge frequency 95% and median frequency recorded at varying desflurane concentrations in pigs. Research in Veterinary Science. 2006;81(3):373-381

[22] Bruhn J, Lehmann LE, Röpcke H, Bouillon TW, Hoeft A. Shannon entropy applied to the measurement of the electroencephalographic effects of desflurane. Anesthesiology. 2001;95(1):30-35

[23] Viertiö-Oja H, Maja V, Särkelä M, Talja P, Tenkanen N, Tolvanen-Laakso H, Paloheimo M, Vakkuri A, Yli-Hankala A, Meriläinen P. Description of the entropy algorithm as applied in the Datex-Ohmeda S/5 entropy module. Acta Anaesthesiologica Scandinavica. 2004;48(2):154-161

[24] Vakkuri A, Yli-Hankala A, Sandin R, Mustola S, Høymork S, Nyblom S, Talja P, Sampson T, van Gils M, Viertiö-Oja H. Spectral entropy monitoring is associated with reduced propofol use and faster emergence in propofol-nitrous oxide-alfentanil anesthesia. Anesthesiology. 2005;103(2):274-279

[25] Vakkuri A, Yli-Hankala A, Talja P, Mustola S, Tolvanen-Laakso H, Sampson T, Viertiö-Oja H. Time-frequency balanced spectral entropy as a measure of anesthetic drug effect in central nervous system during sevoflurane, propofol, and thiopental anesthesia. Acta Anaesthesiologica Scandinavica. 2004;48(2):145-153

[26] Sigl JC, Chamoun NG. An introduction to bispectral analysis for the electroencephalogram. Journal of Clinical Monitoring. 1994;10(6):392-404

[27] Abarbanel H, Davis R, MacDonald GJ, Munk W. Bispectra. Defense Technical Information Center, Document ADA150870; 1984

[28] Bruhn J, Bouillon TW, Shafer SL. Bispectral index (BIS) and burst suppression: Revealing a part of the BIS algorithm. Journal of Clinical Monitoring and Computing. 2000;16(8):593-596

[29] Hans P, Dewandre PY, Brichant JF, Bonhomme V. Comparative effects of ketamine on bispectral index and spectral entropy of the electroencephalogram under sevoflurane-anesthesia. British Journal of Anaesthesia. 2005;94(3):336-340

[30] Faraoni D, Salengros JC, Engelman E, Ickx B, Barvais L. Ketamine has no effect on bispectral index during stable propofol-remifentanilanaesthesia. British Journal of Anaesthesia. 2009;102(3):336-339

[31] Sengupta S, Ghosh S, Rudra A, Kumar P, Maitra G, Das T. Effect of ketamine on bispectral index during propofol–fentanyl anesthesia: A randomized controlled study. Middle East Journal of Anesthesiology. 2011;21(3):391-395

[32] Nonaka A, Makino K, Suzuki S, Ikemoto K, Furuya A, Tamaki F, Asano N. Low doses of ketamine have no effect on bispectral index during stable propofol-remifentanil anesthesia. Masui. 2012;61(4):364-367
[33] Laitio RM, Kaskinoro K, Särkelä MO, Kaisti KK, Salmi E, Maksimow A, Långsjö JW, Aantaa R, Kangas K, Jääskeläinen S, Scheinin H. Bispectral index, entropy, and quantitative electroencephalogram during single-agent xenon anesthesia. Anesthesiology. 2008;108(1):63-70

[34] Goto T, Nakata Y, Saito H, Ishiguro Y, Niimi Y, Suwa K, Morita S. Bispectral analysis of the electroencephalogram does not predict responsiveness to verbal command in patients emerging from xenon anaesthesia. British Journal of Anaesthesia. 2000;85(3):359-363

[35] Fahlenkamp AV, Krebber F, Rex S, Grothke O, Fries M, Rossaint R, Coburn M. Bispectral index monitoring during balanced xenon or sevoflurane anaesthesia in elderly patients. European Journal of Anaesthesiology. 2010;27(10):906-911

[36] Antognini JF, Carstens E, Raines DE. Neural Mechanism of Anesthesia. NJ, USA: Humana Press; 2002

[37] Nunes RR, Chaves IM, de Alencar JC, Franco SB, de Oliveira YG, de Menezes DG. Bispectral index and other processed parameters of electroencephalogram: an update. Rev Bras Anestesiol. Jan-Feb, 2012;62(1):105-117

[38] Zhao D, Xu Y, He W, Li T, He Y. A comparison of bispectral index and sedation agitation scale in guiding sedation therapy: A randomized controlled study in patients undergoing short term mechanical ventilation. Zhongguo Wei Zhong Bing Ji Jiu Yi Xue. 2011;23(4):220-223

[39] Li HL, Miao WL, RenHX, Lin HY, Wang HP. The value of bispectral index in the unconscious patients with acute brain injury due to different pathogenic factors. Zhonghua Wei Zhong Bing Ji Jiu Yi Xue. 2013;25(3):174-176

[40] Brallier JW, Deiner SG. Use of the bilateral BIS monitor as an indicator of cerebral vasospasm in ICU patients. Middle East Journal of Anesthesiology. 2013;22(2):161-164. PubMed PMID: 24180164

[41] Mondello E, Siliotti R, Noto G, Cuzzocrea E, Scollo G, Trimarchi G, Venuti FS. Bispectral index in ICU: Correlation with Ramsay score on assessment of sedation level. Journal of Clinical Monitoring and Computing. 2002;17(5):271-277

[42] Mahmood S, Parchani A, El-Menyar A, Zarour A, Al-Thani H, Latifi R. Utility of bispectral index in the management of multiple trauma patients. Surgical Neurology International. 2014;5:141

[43] Dou L, Gao HM, Lu L, Chang WX. Bispectral index in predicting the prognosis of patients with coma in intensive care unit. World Journal of Emergency Medicine. 2014;5(1):53-56.

[44] Musialowicz T, Mervaala E, Kälviäinen R, Uusaro A, Ruokonen E, Parviainen I. Can BIS monitoring be used to assess the depth of propofol anesthesia in the treatment of refractory status epilepticus? Epilepsia. 2010;51(8):1580-1586

[45] Ekman A, Stålberg E, Sundman E, Eriksson LI, Brudin L, Sandin R. The effect of neuromuscular block and noxious stimulation on hypnosis monitoring during sevoflurane anesthesia. Anesthesia and Analgesia. 2007;105(3):688-695
[46] John ER, Prichep LS. The anesthetic cascade: A theory of how anesthesia suppresses consciousness. Anesthesiology. 2005;102:447-471

[47] Imas OA, Ropella KM, Ward BD, Wood JD, Hudetz AG. Volatile anesthetics disrupt frontal-posterior recurrent information transfer at gamma frequencies in rat. Neuroscience Letters. 2005;387:145-150

[48] Duarte LT, Saraiva RA. When the bispectral index (bis) can give false results. Revista Brasileira de Anestesiologia. 2009;59(1):99-109. Review

[49] Kreuer S, Wilhelm W. The Narcotrend monitor. Best Practice & Research. Clinical Anaesthesiology. 2006;20(1):111-119. Review. PubMed PMID: 16634418

[50] Schultz A, Siedenberg M, Grouven U, Kneif T, Schultz B. Comparison of narcotrend index, bispectral index, spectral and entropy parameters during induction of propofol-remifentanil anaesthesia. Journal of Clinical Monitoring and Computing. 2008;22(2):103-111

[51] Weber F, Steinberger M, Ritzka M, Prasser C, Bein T. Measuring depth of sedation in intensive care patients with the electroencephalographic narcotrend index. European Journal of Anaesthesiology. 2008;25(2):123-128

[52] Musizza B, Ribaric S. Monitoring the depth of anaesthesia. Sensors (Basel). 2010;10(12):10896-10935

[53] Chakravarthy M, Holla S, Jawali V. Index of consciousness and bispectral index values are interchangeable during normotension and hypotension but not during non pulsatile flow state during cardiac surgical procedures: A prospective study. Journal of Clinical Monitoring and Computing. 2010;24(2):83-91

[54] Casali AG, Gossseries O, Rosanova M, Boly M, Sarasso S, Casali KR, Casarotto S, Bruno MA, Laureys S, Tononi G, Massimini M. A theoretically based index of consciousness independent of sensory processing and behavior. Science Translational Medicine. 2013;5(198):198ra105

[55] Pincus SM. Approximate entropy as a measure of system complexity. Proceedings of the National Academy of Sciences of the United States of America. 1991;88(6):2297-2301

[56] Bruhn J, Bouillon TW, Radulescu L, Hoeft A, Bertaccini E, Shafer SL. Correlation of approximate entropy, bispectral index, and spectral edge frequency 95 (SEF95) with clinical signs of “anesthetic depth” during coadministration of propofol and remifentanil. Anesthesiology. 2003;98(3):621-627

[57] Bandt C, Pompe B. Permutation entropy: A natural complexity measure for time series. Physical Review Letters. 2002;88(17):174102

[58] Jordan D, Stockmanns G, Kochs EF, Pilge S, Schneider G. Electroencephalographic order pattern analysis for the separation of consciousness and unconsciousness: An analysis of approximate entropy, permutation entropy, recurrence rate, and phase coupling of order recurrence plots. Anesthesiology. 2008;109(6):1014-1022

[59] Olofsen E, Sleigh JW, Dahan A. Permutation entropy of the electroencephalogram: A measure of anaesthetic drug effect. British Journal of Anaesthesia. 2008;101(6):810-821
[60] Kreuzer M, Kochs EF, Schneider G, Jordan D. Non-stationarity of EEG during wakefulness and anaesthesia: Advantages of EEG permutation entropy monitoring. Journal of Clinical Monitoring and Computing; 2014

[61] Yeh JR, Peng CK, Lo MT, Yeh CH, Chen SC, Wang CY, Lee PL, Kang JH. Investigating the interaction between heart rate variability and sleep EEG using nonlinear algorithms. Journal of Neuroscience Methods. 2013;219(2):233-239

[62] Willand M, Rudner R, Olejarczyk E, Wartak M, Marciniak R, Stasiowski M, Byrczek T, Jałowiecki P. Fractal dimension–A new EEG-based method of assessing the depth of anaesthesia. Anestezjologia Intensywna Terapia. 2008;40(4):217-222

[63] Wang Y, Zhou W, Yuan Q, Li X, Meng Q, Zhao X, Wang J. Comparison of ictal and interictal EEG signals using fractal features. International Journal of Neural Systems. 2013;23(6):1350028

[64] Jospin M, Caminal P, Jensen EW, Litvan H, Vallverdú M, Struys MM, Vereecke HE, Kaplan DT. Detrended fluctuation analysis of EEG as a measure of depth of anesthesia. IEEE Transactions on Biomedical Engineering. 2007;54(5):840-846

[65] Thornton C, Barrowcliffe MP, Konieczko KM, Ventham P, Doré CJ, Newton DE, Jones JG. The auditory evoked response as an indicator of awareness. British Journal of Anaesthesia. 1989;63(1):113-115

[66] Schwender D, Kaiser A, Klasing S, Peter K, Pöppel E. Midlatency auditory evoked potentials and explicit and implicit memory in patients undergoing cardiac surgery. Anesthesiology. 1994;80(3):493-501

[67] Newton DE, Thornton C, Konieczko KM, Jordan C, Webster NR, Luff NP, Frith CD, Doré CJ. Auditory evoked response and awareness: A study in volunteers at sub-MAC concentrations of isoflurane. British Journal of Anaesthesia. 1992;69(2):122-129

[68] Mantzaridis H, Kenny GN. Auditory evoked potential index: A quantitative measure of changes in auditory evoked potentials during general anaesthesia. Anaesthesia. 1997;52(11):1030-1036

[69] Schraag S, Bothner U, Gajraj R, Kenny GN, Georgieff M. The performance of electroencephalogram bispectral index and auditory evoked potential index to predict loss of consciousness during propofol infusion. Anesthesia and Analgesia. 1999;89(5):1311-1315

[70] Tsurukiri J, Nagata K, Hoshiai A, Oomura T, Jimbo H, Ikeda Y. Middle latency auditory-evoked potential index monitoring of cerebral function to predict functional outcome after emergency craniotomy in patients with brain damage. Scandinavian Journal of Trauma, Resuscitation and Emergency Medicine. 2015;23(80)

[71] Krieger D, Adams HP, Schwarz S, Rieke K, Aschoff A, Hacke W. Prognostic and clinical relevance of pupillary responses, intracranial pressure monitoring, and brainstem auditory evoked potentials in comatose patients with acute supratentorial mass lesions. Critical Care Medicine. 1993;21(12):1944-1950

[72] Jöbsis FF. Noninvasive, infrared monitoring of cerebral and myocardial oxygen sufficiency and circulatory parameters. Science. 1977;198(4323):1264-1267
[73] Kleinfeld D, Mitra PP, Helmchen F, Denk W. Fluctuations and stimulus-induced changes in blood flow observed in individual capillaries in layers 2 through 4 of rat neocortex. Proceedings of the National Academy of Sciences of the United States of America. 1998;95(26):15741-15746

[74] Kim MB, Ward DS, Cartwright CR, Kolano J, Chlebowski S, Henson LC. Estimation of jugular venous O2 saturation from cerebral oximetry or arterial O2 saturation during isocapnic hypoxia. Journal of Clinical Monitoring and Computing. 2000;16(3):191-199

[75] Peters J, Van Wageningen B, Hoogerwerf N, Tan E. Near-infrared spectroscopy: A promising prehospital tool for management of traumatic brain injury. Prehospital and Disaster Medicine. 2017;32(4):414-418

[76] Vilkė A, Bilskienė D, Šaferis V, Gedminas M, Bieliauskaitė D, Tamašauskas A, Macas A. Predictive value of early near-infrared spectroscopy monitoring of patients with traumatic brain injury. Medicina (Kaunas, Lithuania). 2014;50(5):263-268

[77] Ahn A, Yang J, Inigo-Santiago L, Parnia S. A feasibility study of cerebral oximetry monitoring during the post-resuscitation period in comatose patients following cardiac arrest. Resuscitation. 2014;85(4):522-526

[78] Rivera-Lara L, Geocadin R, Zorrilla-Vaca A, Healy R, Radzik BR, Palmisano C, Mirski M, Ziai WC, Hogue C. Validation of near-infrared spectroscopy for monitoring cerebral autoregulation in comatose patients. Neurocritical Care. 2017;27(3):362-369

[79] Yokose N, Sakatani K, Murata Y, Awano T, Igarashi T, Nakamura S, Hoshino T, Katayama Y. Bedside monitoring of cerebral blood oxygenation and hemodynamics after aneurysmal subarachnoid hemorrhage by quantitative time-resolved near-infrared spectroscopy. World Neurosurgery. 2010;73(5):508-513

[80] Smith SM, Vidaurre D, Beckmann CF, Glasser MF, Jenkinson M, Miller KL, Nichols TE, Robinson EC, Salimi-Khorshidi G, Woolrich MW, Barch DM, Uğurbil K, Van Essen DC. Functional connectomics from resting-state fMRI. Trends in Cognitive Sciences. 2013;17(12):666-682

[81] Sporns O. Structure and function of complex brain networks. Dialogues in Clinical Neuroscience. 2013;15(3):247-262

[82] Buzsáki G. The structure of consciousness. Nature. 2007;446(7133):267

[83] Naghavi HR, Nyberg L. Common fronto-parietal activity in attention, memory, and consciousness: Shared demands on integration? Consciousness and Cognition. 2005;14(2):390-425

[84] Massimini M, Ferrarelli F, Murphy M, Huber R, Riedner B, Casarotto S, Tononi G. Cortical reactivity and effective connectivity during REM sleep in humans. Cognitive Neuroscience. 2010;1(3):176-183

[85] Boveroux P, Vanhaudenhuyse A, Bruno MA, Noirhomme Q, Lauwick S, Luxen A, Degueldre C, Plenevaux A, Schnakers C, Phillips C, Brichant JF, Bonhomme V, Maquet
P, Greicius MD, Laureys S, Boly M. Breakdown of within- and between-network resting state functional magnetic resonance imaging connectivity during propofol-induced loss of consciousness. Anesthesiology. 2010;113(5):1038-1053

[86] Mhuircheartaigh RN, Rosenorn-Lanng D, Wise R, Jbabdi S, Rogers R, Tracey I. Cortical and subcortical connectivity changes during decreasing levels of consciousness in humans: A functional magnetic resonance imaging study using propofol. The Journal of Neuroscience. 2010;30(27):9095-9102

[87] Ferrarelli F, Massimini M, Sarasso S, Casali A, Riedner BA, Angelini G, Tononi G, Pearce RA. Breakdown in cortical effective connectivity during midazolam-induced loss of consciousness. Proceedings of the National Academy of Sciences of the United States of America. 2010;107(6):2681-2686

[88] Cao C, Slobounov S. Alteration of cortical functional connectivity as a result of traumatic brain injury revealed by graph theory, ICA, and sLORETA analyses of EEG signals. IEEE Transactions on Neural Systems and Rehabilitation Engineering. 2010;18(1):11-19

[89] Laureys S, Goldman S, Phillips C, Van Bogaert P, Aerts J, Luxen A, Franck G, Maquet P. Impaired effective cortical connectivity in vegetative state: Preliminary investigation using PET. NeuroImage. 1999;9(4):377-382

[90] Kamiński MJ, Blinowska KJ. A new method of the description of the information flow in the brain structures. Biological Cybernetics. 1991;65(3):203-210

[91] Murphy M, Bruno MA, Riedner BA, Boveroux P, Noirhomme Q, Landsness EC, Brichant JF, Phillips C, Massimini M, Laureys S, Tononi G, Boly M. Propofol anesthesia and sleep: A high-density EEG study. Sleep. 2011;34(3):283-91A

[92] Astolfi L, de Vico Fallani F, Cincotti F, Mattia D, Marciani MG, Bufalari S, Salinari S, Colosimo A, Ding L, Edgar JC, Heller W, Miller GA, He B, Babiloni F. Imaging functional brain connectivity patterns from high-resolution EEG and fMRI via graph theory. Psychophysiology. 2007;44(6):880-893

[93] Güting E, Gonser A, Imhof HG, Landis T. EEG reactivity in the prognosis of severe head injury. Neurology. 1995;45(5):915-918

[94] Logi F, Pasqualetti P, Tomaiuolo F. Predict recovery of consciousness in post-acute severe brain injury: The role of EEG reactivity. Brain Injury. 2011;25(10):972-979

[95] Rossetti AO, Oddo M, Logroscino G, Kaplan PW. Prognostication after cardiac arrest and hypothermia: A prospective study. Annals of Neurology. 2010;67(3):301-307

[96] Hartikainen KM, Rorarius M, Peräkylä JJ, Laippala PJ, Jäntti V. Cortical reactivity during isoflurane burst-suppression anesthesia. Anesthesia and Analgesia. 1995;81(6):1223-1228
