Optimization of Drilling Path Using the Bees Algorithm
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Optimization is the process of finding the best possible solutions to a problem. It has been widely used in various areas especially in engineering problems. One of the common issues that is faced by some of the manufacturers is finding drilling sequences of multiple holes. By drilling multiple holes with the least total path length, the manufacturer can save a lot of time and it can increase the productivity of the company. Thus, this study focuses on the drilling path of the multiple holes problem which has been solved by other researchers. This study uses the Bees Algorithm to find the best sequence of drilling holes (minimum total path length) and the results found are compared with the result of other algorithms. In addition to results comparison with other algorithms, the results obtained are verified with simulation results using MasterCAM software. The results comparison shows that the Bees Algorithm achieved comparable performance compared to other algorithms.
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1 Introduction

One of the most common machining processes in the industries is hole drilling process. The main issue in this process is point to point tool movement during the drilling process. Normally, the drilling process is using Computer Numerical Control (CNC) machine, particularly for Printed Circuit Board (PCB) application [1, 2]. This process is time consuming when involves multiples holes as to move the tool bit from one point to another increases the machining time. Thus, optimization of the drilling path could reduce the machining time which will also improve the overall productivity in the industries [3]. For this reason, optimization plays an important role in addressing the issues of finding the drilling path from all the possible paths available. The definition of optimization is the process of finding the most effective or best solution or condition [4].

The most common method to solve optimization problem are using Sequential Quadratic Programming (SQP), Recursive Quadratic Programming, Sequential Linearization Algorithm and Evolutionary Programming [5,6,7]. However, with rapid development of computer processing capability, a new subset of Artificial Intelligence named Swarm Intelligence (SI) has been developed [8]. Examples of SI are Ant Colony Optimization (ACO) algorithm, Particle Swarm Optimization (PSO) algorithm, and the Bees Algorithm.

One of the well-known benchmark optimization problems is Travelling Salesman Problem (TSP) [1]. This problem arises when a salesman needs to find the shortest route to travel from several cities. Thus, instead of randomly travel to any cities to make sales, applying optimization method helps salesman to find route with the least total distance. This TSP problem is similar to the problem that will be discussed further in this paper which is drilling path optimization using the Bees Algorithm [9].

In this paper, the problems that would be further discussed is the CNC Drilling on the multiple holes of the Printed Circuit Board (PCB). The holes drilling problem used in this study has been applied by other algorithms such are Bat Algorithm (BA), Simulated Kalman Filter (SKF) and Particle Swarm Optimization (PSO) algorithm [10,11,12,13,14]. This problem
was chosen because it is well known benchmark problem and widely used to compare the performance of optimization algorithms. The drilling problem has 14-holes PCB with the same sizes and different distances between the two holes. Fig. 1 shows the drawing of the 14 holes PCB showing the position of the holes.

The Bees Algorithm is a combination of both local search and global search using exploitation and exploration strategies. The flowchart of the basic Bees Algorithm is shown in Fig. 2 [15]. The algorithm begins with initialisation where (ns) scout bees being sent to search space randomly. The fitness values of each site are evaluated via objective function and ranked according to fitness values. Then, the local search stage of the Bees Algorithm begins with selecting (m) best sites out of (ns) scout bees. The selection of these sites is based on fitness values. These best sites are divided into two subgroups which are elite sites (ne) and non-elite best sites (nb-ne). The local search process starts with sending recruited bees randomly within the neighbourhood of the best sites. More recruit bees are sent to elite sites compared to the best sites [16]. The next stage is global search is where the unselected (ns-ne) bees are sent randomly across the search space. The last step is merging the fittest of each elite site, the fittest of each best site, and unselected bees. Then, it is sorted according to the fitness value and the process continues until the global optimum is found [17].

![Fig. 2 Flowchart of the Bees Algorithm](image)

2 Methodology

Similarly with other algorithms, parameter tuning is required to find the best solution. The Bees algorithm requires several parameters to be set manually before running the algorithm. Each set of parameters consisting of the number of scout bees in the selected sites (ns), number of best sites in the selected sites (m), number of elite sites in the selected best sites (ne), number of recruited bees in the elite sites (nep), number of recruited bees in the non-elite best sites (nsp) and the remaining unselected scout bees (ns-m). The value used to initialize the parameters used in the Bees Algorithm is important as it might affect the results. A rule of thumb can be used as a guide to select a feasible value of parameters for the Bees Algorithm. The first rule is the number of bees selected (nep and nsp) must be less than or equal to the number of initial scout bees (ns) but greater than 0. Then, the number of recruited bees in elite sites (nep) must exceed the number of recruiters for selected best sites (nsp). Lastly, the number of selected best sites (m) should be larger than the number of elite sites (ne) [15]. Tab. 1 shows the 10 sets of parameters that were established manually to be used for solving problem in this study.

| Set | ns | ne | nep | m | nsp |
|-----|----|----|-----|---|-----|
| 1   | 10 | 4  | 10  | 9 | 1   |
| 2   | 10 | 6  | 20  | 9 | 10  |
| 3   | 10 | 7  | 20  | 9 | 10  |
| 4   | 10 | 2  | 10  | 6 | 5   |
| 5   | 10 | 2  | 10  | 5 | 5   |
| 6   | 10 | 3  | 10  | 6 | 5   |
| 7   | 10 | 7  | 30  | 9 | 15  |
| 8   | 12 | 5  | 30  | 9 | 15  |
| 9   | 10 | 4  | 10  | 8 | 5   |
| 10  | 20 | 7  | 30  | 9 | 15  |

In this study, R software was used to run the Bees Algorithm. It is a programming language used for data manipulation, statistical analysis, and data visualization. It has the ability to manipulate, calculate and display data [18]. In addition, MasterCAM software was also used this study to verify the results of the Bees Algorithm.
Algorithm. The best drilling sequence drilling found by the Bees Algorithm is simulated using MasterCAM software. It is an effective tool to generate, execute and simulate tool paths. This software also commonly used in the manufacturing industries. There are many features available this software such as cutting time, air time, tool changing time and others. However, the focus on this study is to verify the total length path only.

3 Results and Discussion
This section describes the results of application of the Bees Algorithm on tool path optimization problem. Tab. 2 shows the results of the ten sets of the parameters based on the best, worst, mean and the standard deviation over 50 runs for each set of parameters found by the Bees Algorithm.

It is observed that, the Bees Algorithm found similar best solutions in most of the set of parameters. This result also shows that the worst result is using parameter set 10. Other set of parameters (8 and 9) found solution close to 280mm. The sequence of the best tool path sequence and worst tool path sequences are illustrated in Fig. 3 and Fig. 4, respectively.

| Set | Best (mm) | Worst (mm) | Mean (mm) | Standard Deviation (mm) |
|-----|-----------|------------|-----------|-------------------------|
| 1   | 280.00    | 370.66     | 328.19    | 20.54                   |
| 2   | 280.00    | 374.50     | 334.83    | 22.26                   |
| 3   | 280.00    | 376.32     | 337.24    | 22.99                   |
| 4   | 280.00    | 388.84     | 339.11    | 27.87                   |
| 5   | 280.00    | 390.68     | 345.05    | 26.10                   |
| 6   | 280.00    | 391.16     | 330.85    | 25.83                   |
| 7   | 280.00    | 393.44     | 346.10    | 23.18                   |
| 8   | 292.30    | 392.88     | 343.74    | 23.35                   |
| 9   | 295.20    | 407.20     | 350.10    | 26.76                   |
| 10  | 303.60    | 403.68     | 356.71    | 26.87                   |

Comparison of the search progress of best sequence and worst sequence found by the Bees Algorithm is shown in Figure 5. This figure describes the Bees Algorithm takes about 49 iterations to find the best sequence (1-5-6-9-12-11-10-14-13-8-7-4-3-2) with total path length of 280mm. Meanwhile for the worst sequence (1-5-9-14-10-11-12-6-7-4-3-2-13-8), the path length found is 303.60mm at 49 iterations. In general, finding the least fitness value at a smaller number of iterations shows it ability to find solution at faster rate. Thus, this shows the best sequence has faster convergence rate compared to worst sequence.

Tab. 3 shows comparison of result obtained by the Bees Algorithm using parameter set 1 with other algorithms based on the best path length, mean path length and standard deviation [10,11,12]. Based on the results comparison shown in Tab. 3, the minimum path length found by the Bees Algorithm is 280mm, which is similar with most of other algorithms. However, the Bat Algorithm achieved slightly lower length path, which is about 276.76mm. Then, there are other algorithms that neither achieve 280mm which are GA and PSO algorithm. This shows the superiority of the Bees Algorithm over other algorithms in finding best solution for this problem.

![Fig. 3](image3.png) The best sequence of the toolpath

![Fig. 4](image4.png) The worst sequence of the problem
Furthermore, based on the results obtained in this study, other comparison criteria such as the mean, standard deviation and number of iterations are also considered. The performance of the algorithms is compared. Based on results comparison in Table 3 in term of best path length over 50 runs, Bat Algorithm found the best path length among those algorithms which is 276.76mm. Meanwhile, the Bees Algorithm and SKF found the best tool path length of 280mm. In term of mean path length, the Bat Algorithm obtained the best result which is 276.82mm. The Bees Algorithm obtained the worst result which is 328.19mm. In term of the standard deviation, the Bat Algorithm shows the best value which is 0.663mm compared to 20.54mm of the Bees Algorithm. Despite the Bat Algorithm found better tool path length than the Bees Algorithm, the Bees Algorithm still found better tool path length compared to PSO algorithm. This result shows that the Bees Algorithm has good performance on this optimization problem.

In addition, based on the results found the Bees Algorithm, the sequences are also verified using the MasterCAM software. The sequences found the Bees Algorithm are simulated to verify the tool path. This simulation verified the sequences found the Bees Algorithm. The first step is to create the 2D rectangle of 14 holes as used by other algorithms which also known as 14-hole benchmark problems using AutoCAD. This software is selected because it is easier to be used than the other software in term of drafting and designing. Besides, the MasterCAM can import any files that being save in the dwg.file which is one of the format on the AutoCAD.

Then, the dwg.file is imported into the MasterCAM software. Next, the Mill process is selected followed by selecting the drill option. After that, the sequence of the holes was selected. For the settings, the drilling parameters are set to be 0mm. It is because the main objective of using MasterCAM in this paper is on the tool path. The best sequence found by the Bees Algorithm, the Bat Algorithm and SKF are simulated on MasterCAM. The simulation results using MasterCAM verified and showed similar with result found by the Bees Algorithm run using the R software. However, the best sequence of the Bat Algorithm simulated using MasterCAM found different total path length. For SKF best sequence, the total path length is verified as the total path length similar as reported.

| Tab. 3 Results of comparison with other algorithms |
|---------------------------------------------------|
| Best path length (mm) | 280.00 | 276.76 | 280.00 | 297.99 |
| Mean path length (mm) | 328.19 | 276.82 | - | 298.18 |
| Standard Deviation of path length (mm) | 20.54 | 0.663 | - | 2.129 |
| Iterations | 49 | Below 50 | 27 | 93 |

4 Conclusion

In this paper, a study of finding an optimized drilling path using the Bees Algorithm has been presented. The Bees Algorithm is applied on the drilling path problem with the objective to find to minimize total path length. Several set of Bees Algorithm parameters were used to find the best sequence. This study has shown that the best path length found by the Bees Algorithm is similar with SKF which is 280mm. Furthermore, comparison with other algorithms shows that the Bees Algorithm found better path length compared to PSO algorithm. Taken together, these results suggest that the Bees Algorithm has the capability to find better or at least same solution compared to other algorithms. Despite showing good performance, the scope of this study was limited for this specific 14 holes benchmark problem only. Thus, future works could include applying more complex problems which involves drilling higher number of holes.
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