CALABI–YAU AND FRACTIONAL CALABI–YAU CATEGORIES
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ABSTRACT. We discuss Calabi–Yau and fractional Calabi–Yau semiorthogonal components of derived categories of coherent sheaves on smooth projective varieties. The main result is a general construction of a fractional Calabi–Yau category from a rectangular Lefschetz decomposition and a spherical functor. We give many examples of application of this construction and discuss some general properties of Calabi–Yau categories.

1. Introduction

Projective varieties with trivial canonical class (Calabi–Yau varieties) form a very important class of varieties in algebraic geometry. Their importance is emphasized by the special role they play in Mirror Symmetry which associates with each Calabi–Yau variety $X$ its mirror partner $Y$, such that the Hodge numbers of $X$ and $Y$ are related by $h^{p,q}(Y) = h^{n-n-p}(X)$, where $n = \dim X = \dim Y$. However, this relation shows that by considering only usual Calabi–Yau varieties we are missing some mirror partners. Indeed, if $X$ is a rigid Calabi–Yau variety then $h^{n-1,1}(X) = 0$ and so one expects to have $h^{1,1}(Y) = 0$ for the mirror partner $Y$ of $X$. Thus $Y$ cannot be projective.

It is expected, however, that Mirror Symmetry extends to rigid Calabi–Yau varieties, but their mirror partners are non-commutative Calabi–Yau varieties. In other words, instead of an algebraic variety $Y$ one expects to associate with $X$ a certain triangulated category $\mathcal{T}$ (thought of as the derived category of coherent sheaves on a “noncommutative variety $Y$”).

To express the Calabi–Yau property of $Y$ in terms of $\mathcal{T}$ it is natural to use the Serre functor $S_{\mathcal{T}}$. The Serre functor is one of the most important invariants of a triangulated category (see Section 2.3), which for derived categories of coherent sheaves on smooth projective varieties is the composition of the twist by the canonical class and the shift by the dimension. Thus derived categories of Calabi–Yau varieties are characterized by the fact that their Serre functor is just a shift. This motivates the following

Definition 1.1. A triangulated category $\mathcal{T}$ is an $n$-Calabi–Yau category if it has a Serre functor $S_{\mathcal{T}}$ and, moreover, $S_{\mathcal{T}} \cong [n]$ for some $n \in \mathbb{Z}$. The integer $n$ is called the CY-dimension of $\mathcal{T}$.

It is also natural to consider the following weakening of the Calabi–Yau property.

Definition 1.2. A triangulated category $\mathcal{T}$ is a fractional Calabi–Yau category if it has a Serre functor $S_{\mathcal{T}}$ and there are integers $p$ and $q \neq 0$ such that $S_{\mathcal{T}}^p \cong [p]$.

The goal of this paper is to show that there are many examples of Fano varieties which have a semiorthogonal decomposition with one of the components being a fractional Calabi–Yau category. The presence of a Calabi–Yau component usually has a strong influence on the geometrical properties of the Fano variety, which acquires some properties specific to Calabi–Yau varieties (this was discussed from the Hodge-theoretic point of view in [IM11]). For example, if a variety $X$ has a semiorthogonal component which is 2-Calabi–Yau category then any moduli space of coherent sheaves on $X$ carries a closed 2-form,
and some of them provide interesting examples of hyper-kähler varieties. This makes it interesting to find some general construction of Calabi–Yau categories of geometric origin.

The main result of this paper is such a construction. We start with a smooth projective variety $M$ with a rectangular Lefschetz decomposition (see Section 2.2 for a definition and Section 2.1 for examples of such varieties, the simplest example to have in mind is the projective space $\mathbb{P}^n$, or the Grassmannian $\text{Gr}(k, n)$ with coprime $k$ and $n$). Further, consider a spherical functor $\Phi : D(X) \to D(M)$ between the bounded derived categories of coherent sheaves of another smooth projective variety $X$ and $M$ (see Section 2.3 for a definition and Section 2.1 for some examples, again the simplest example is the derived pushforward for a divisorial embedding $X \to M$). Assuming some compatibility between the Lefschetz decomposition of $D(M)$ and the functor $\Phi$ we prove that $D(X)$ has a semiorthogonal decomposition, such that an appropriate power of the Serre functor of one of the components of this decomposition is isomorphic to a shift. The construction is explained in detail in Section 3 after a preparatory Section 2.

In Section 4 we list some known varieties with a rectangular Lefschetz decomposition and some Calabi–Yau categories arising from these. We pay special attention to K3 and 3-Calabi–Yau categories coming from these examples.

Finally, in Section 5 we discuss some general properties of Calabi–Yau categories. We show that a connected Calabi–Yau category is indecomposable, and prove an inequality between the CY-dimension of a Calabi–Yau component of the derived category of a smooth projective variety and the dimension of the variety itself. We also discuss some interesting questions and conjectures related to Calabi–Yau categories.

I would like to thank Alex Perry for suggestion to consider Example 3.3 of a spherical functor and for many valuable comments on the first draft of the paper.

2. Preliminaries

2.1. Notations and conventions. All varieties considered in this paper are assumed to be smooth and projective over a field $k$. In the examples related to Grassmannians the field is assumed to be of zero (or sufficiently big positive) characteristic. For a variety $X$ we denote by $D(X)$ the bounded derived category of coherent sheaves on $X$. All the pushforward, pullback, and tensor product functors are derived. All functors between triangulated categories are assumed to be triangulated. For a functor $\Phi : \mathcal{F}_1 \to \mathcal{F}_2$ between triangulated categories $\mathcal{F}_1$ and $\mathcal{F}_2$ we denote by $\Phi^*$ its left adjoint and by $\Phi^!$ its right adjoint (if they exist). We denote the units and the counits of the adjunctions by

$$\eta_{\Phi, \Phi^*} : \text{id} \to \Phi \circ \Phi^* \quad \text{and} \quad \epsilon_{\Phi^*, \Phi} : \Phi^* \circ \Phi \to \text{id},$$

and if there is no risk of confusion we omit the lower indices. Recall that the compositions

$$\Phi \xrightarrow{\eta_{\Phi, \Phi^*} \circ \Phi} \Phi \circ \Phi^* \circ \Phi \xrightarrow{\Phi \circ \Phi^* \circ \Phi} \Phi \quad \text{and} \quad \Phi^* \xrightarrow{\Phi^* \circ \eta_{\Phi^*, \Phi}} \Phi^* \circ \Phi \circ \Phi^* \xrightarrow{\epsilon_{\Phi^*, \Phi} \circ \Phi^*} \Phi^*$$

are identity morphisms (in fact, this is one of the equivalent definitions of adjunction).

Given an object $\mathcal{E} \in D(X \times Y)$ we can consider a functor

$$D(X) \to D(Y), \quad F \mapsto p_{Y*}(\mathcal{E} \otimes p_X^*(F)),$$

where $p_X$ and $p_Y$ are the projections of $X \times Y$ to $X$ and $Y$ respectively. It is called the Fourier–Mukai functor with kernel $\mathcal{E}$. A morphism of kernels induces a morphism of the corresponding Fourier–Mukai functors. Furthermore there is an operation of convolution of kernels, which corresponds to composition of functors. Finally, any Fourier–Mukai functor has both adjoints which are also Fourier–Mukai functors, and moreover, the unit and the counit of the adjunctions are induced by morphisms of kernels [AL12].

In what follows, to unburden notation we will identify Fourier–Mukai functors with their kernels, and we will consider only those morphisms of functors which are induced by morphisms of kernels. In
particular, by a distinguished triangle of (Fourier–Mukai) functors we understand a distinguished triangle of kernels. Furthermore, any object of $D(X)$ will be identified with the derived tensor product functor $\mathcal{F} \otimes -$; i.e. with Fourier–Mukai functor whose kernel is the pushforward of $\mathcal{F}$ to $X \times X$ under the diagonal embedding. Thus given a line bundle $\mathcal{L}_X$ on $X$ the same notation will be used for the tensor product $\mathcal{L}_X \otimes -$ functor. Similarly, given an automorphism $\tau$ of $X$ we will write $\tau$ also for the autoequivalence of $D(X)$ it induces.

2.2. Semiorthogonal decompositions and mutation functors. For a review of semiorthogonal decompositions and their uses one can look into \cite{Kuz14}.

**Definition 2.1.** A semiorthogonal decomposition of a triangulated category $\mathcal{T}$ is a collection $\mathcal{A}_1, \ldots, \mathcal{A}_m$ of full triangulated subcategories in $\mathcal{T}$ such that

- for all $i > j$ we have $\text{Hom}(\mathcal{A}_i, \mathcal{A}_j) = 0$;
- for any object $T \in \mathcal{T}$ there is a filtration, i.e., a chain of morphisms
  
  $$0 = T_m \to T_{m-1} \to \cdots \to T_1 \to T_0 = T$$

  such that $\text{Cone}(T_i \to T_{i-1}) \in \mathcal{A}_i$.

A semiorthogonal decomposition is denoted by $\mathcal{T} = \langle \mathcal{A}_1, \ldots, \mathcal{A}_m \rangle$.

The filtration in the second part of the definition is canonical and functorial. Moreover, if $\mathcal{T} = D(X)$ is the derived category of a smooth projective variety the filtration of every object is induced by a filtration of the structure sheaf of the diagonal in the following sense.

**Lemma 2.2 (\cite{Kuz11}).** If $D(X) = \langle \mathcal{A}_1, \ldots, \mathcal{A}_m \rangle$ is a semiorthogonal decomposition then there is a chain of morphisms in $D(X \times X)$

$$0 = \Delta_m \to \Delta_{m-1} \to \cdots \to \Delta_1 \to \Delta_0 = \Delta_0 \mathcal{O}_X$$

such that for any $T \in D(X)$ one has $T_i = \Delta_i(T)$, where each $\Delta_i$ is considered as a Fourier–Mukai functor $\Delta_i : D(X) \to D(X)$. In particular, the projection functors onto components of a semiorthogonal decomposition are Fourier–Mukai functors.

If $X$ is a smooth projective variety and $D(X) = \langle \mathcal{A}_1, \ldots, \mathcal{A}_m \rangle$ is a semiorthogonal decomposition then each component $\mathcal{A}_i \subset D(X)$ is admissible (see \cite{BK90}). This means that its embedding functor $\alpha_i : \mathcal{A}_i \to D(X)$ has both left and right adjoints $\alpha_i^! : D(X) \to \mathcal{A}_i$ and $\alpha_i^* : D(X) \to \mathcal{A}_i$ (note that by full faithfulness of $\alpha_i$ it follows that $\alpha_i^* \alpha_i = \alpha_i^! \alpha_i = \text{id}_{\mathcal{A}_i}$).

Vice versa, any semiorthogonal collection $\mathcal{A}_1, \ldots, \mathcal{A}_m$ of admissible triangulated subcategories in a triangulated category $\mathcal{T}$ extends to a semiorthogonal decomposition $\mathcal{T} = \langle \mathcal{A}, \mathcal{A}_1, \ldots, \mathcal{A}_m \rangle$ with an additional component $\mathcal{A}$ defined as the orthogonal

$$\mathcal{A} = \langle \mathcal{A}_1, \ldots, \mathcal{A}_m \rangle^\perp := \{ T \in \mathcal{T} \mid \text{Hom}(\mathcal{A}_i, T) = 0 \}.$$  

Actually, instead of adding the component $\mathcal{A}$ on the left of the collection, we could extend the collection to a semiorthogonal decomposition by choosing any $1 \leq i \leq m$ and inserting an appropriate intersection of orthogonals between $\mathcal{A}_i$ and $\mathcal{A}_{i+1}$. In particular, if $\mathcal{B} \subset \mathcal{T}$ is an admissible subcategory then it extends in two ways to a semiorthogonal decomposition

$$\mathcal{T} = \langle \mathcal{B}^\perp, \mathcal{B} \rangle, \quad \mathcal{T} = \langle \mathcal{B}^\perp, \mathcal{B} \rangle^\perp.$$  

The additional components $\mathcal{B}^\perp$ and $\mathcal{B}^\perp \mathcal{B}$ of $\mathcal{T}$ are abstractly equivalent but embedded into $\mathcal{T}$ differently. An equivalence between these subcategories is given by mutation functors.
The left mutation functor through \( B \) is denoted \( \text{L}_B \) and is defined by the canonical functorial distinguished triangle
\[
(1) \quad \beta \beta^! \xrightarrow{\epsilon} \text{id} \to \text{L}_B,
\]
where \( \beta : B \to T \) is the embedding functor. Analogously, the right mutation functor through \( B \) is denoted \( \text{R}_B \) and is defined by the canonical functorial distinguished triangle
\[
(2) \quad \text{id} \xrightarrow{\eta} \beta \beta_*.
\]

The following two results about mutations are straightforward, but quite useful.

**Lemma 2.3.** (i) If \( B = \langle B_1, \ldots, B_k \rangle \) is a semiorthogonal decomposition of an admissible subcategory \( B \subset T \) then
\[
\text{L}_B = \text{L}_{B_1} \circ \cdots \circ \text{L}_{B_k} \quad \text{and} \quad \text{R}_B = \text{R}_{B_k} \circ \cdots \circ \text{R}_{B_1}.
\]

(ii) If \( \xi : T \to T \) is an autoequivalence then
\[
\xi \circ \text{L}_B \circ \xi^{-1} = \text{L}_{\xi(B)} \quad \text{and} \quad \xi \circ \text{R}_B \circ \xi^{-1} = \text{R}_{\xi(B)}.
\]

Assume \( M \) is a smooth projective variety and \( L_M \) is a line bundle on \( M \). A Lefschetz decomposition of \( \mathcal{D}(M) \) is a semiorthogonal decomposition in which each component is embedded into the \( L_M \) twist of the previous component. The formal definition is:

**Definition 2.4.** A Lefschetz decomposition of \( \mathcal{D}(M) \) is a semiorthogonal decomposition of the form
\[
\mathcal{D}(M) = \langle B_0, B_1 \otimes L_M, \ldots, B_{m-1} \otimes L_M^{m-1} \rangle, \quad \text{where} \quad B_0 \supset B_1 \supset \cdots \supset B_{m-1}.
\]

A Lefschetz decomposition is rectangular if \( B_0 = B_1 = \cdots = B_{m-1} \).

### 2.3. Serre functor

One of the main characteristics of a triangulated category is its Serre functor.

**Definition 2.5** ([BK90]). Let \( T \) be a triangulated category. A Serre functor in \( T \) is an autoequivalence \( S_T : T \to T \) with a bifunctorial isomorphism
\[
\text{Hom}(F, G) \cong \text{Hom}(G, S_T(F))
\]
for all \( F, G \in T \).

If a Serre functor exists then it is unique up to a canonical isomorphism. If \( T = \mathcal{D}(X) \) is the bounded derived category of a smooth projective variety \( X \) then
\[
S_X(F) := F \otimes \omega_X[\dim X]
\]
is a Serre functor for \( \mathcal{D}(X) \).

The following properties of Serre functors are quite useful.

**Lemma 2.6.** (i) Let \( T_1 \) and \( T_2 \) be triangulated categories with Serre functors \( S_{T_1} \) and \( S_{T_2} \) respectively. If \( \Phi : T_1 \to T_2 \) is a functor then its left adjoint \( \Phi^! \) exists if and only if its right adjoint \( \Phi^* \) exists and
\[
\Phi^! \circ S_{T_2} = S_{T_1} \circ \Phi^*.
\]

(ii) The Serre functor of a triangulated category \( T \) commutes with all its autoequivalences.

Another useful feature is a relation of the Serre functor of a triangulated category with Serre functors of components of its semiorthogonal decomposition.

**Lemma 2.7.** Let \( T = \langle A, B \rangle \) be a semiorthogonal decomposition with admissible \( A \) and \( B \), and assume that a Serre functor of \( T \) exists. Then Serre functors of \( A \) and \( B \) exist and
\[
S_B = \text{R}_A \circ S_T, \quad \text{and} \quad S_A^{-1} = \text{L}_B \circ S_T^{-1}.
\]
The following compatibility with rectangular Lefschetz decompositions will be useful later.

**Lemma 2.8.** Let $M$ be a smooth projective variety and $D(M) = \langle \mathcal{B}, \mathcal{B} \otimes \mathcal{L}_M, \ldots, \mathcal{B} \otimes \mathcal{L}_{m-1}^M \rangle$ a rectangular Lefschetz decomposition. Then for each $i \in \mathbb{Z}$ one has $S_M(\mathcal{B} \otimes \mathcal{L}_M^i) = \mathcal{B} \otimes \mathcal{L}_{i-m}^M.$

**Proof.** First, tensoring the decomposition by $\mathcal{L}_{i}^M$ we deduce that $\mathcal{B} \otimes \mathcal{L}_M^i = \perp \langle \mathcal{B} \otimes \mathcal{L}_{i-1}^M, \ldots, \mathcal{B} \otimes \mathcal{L}_{i-1}^M \rangle.$

From the definition of a Serre functor it then follows that $S_M(\mathcal{B} \otimes \mathcal{L}_M^i) = \langle \mathcal{B} \otimes \mathcal{L}_{i-1}^M, \ldots, \mathcal{B} \otimes \mathcal{L}_{i-1}^M \rangle \perp.$

Comparing this with the initial decomposition tensored by $\mathcal{L}_{i}^M,$ we deduce the required equality. □

2.4. **Hochschild homology and cohomology.** Hochschild homology $\text{HH}_\bullet(T)$ and cohomology $\text{HH}^\bullet(T)$ are important invariants of triangulated categories. One of the ways to define them is by choosing an appropriate DG-enhancement for $T$ and using Hochschild homology and cohomology of DG-categories (see [Kel06]). However, for derived categories of smooth projective varieties and their semiorthogonal components one can use Fourier–Mukai kernels as a replacement for an enhancement. For details we refer to [Kuz09] and here just sketch the main results.

**Lemma 2.9** ([Kuz09]). Let $A \subset D(X)$ be an admissible subcategory and $P \in D(X \times X)$ the Fourier–Mukai kernel of the projection functor onto $A.$ Then

$$\text{HH}_\bullet(A) = \text{Ext}_\bullet(P, P), \quad \text{HH}^\bullet(A) = \text{Ext}_\bullet(P, P \circ S_X).$$

For $A = D(X)$ the Hochschild homology and cohomology are related to classical invariants of $X$ via the Hochschild–Kostant–Rosenberg isomorphism (HKR for short):

$$\text{HH}^n(D(X)) = \bigoplus_{p+q = n} H^q(X, \Lambda^p T_X), \quad \text{HH}_n(D(X)) = \bigoplus_{q-p = n} H^q(X, \Omega^p_X).$$

The Hochschild cohomology of any category has a structure of a graded algebra (and moreover, of a Gerstenhaber algebra), and the Hochschild homology is a right module over it. Hochschild homology has a nice additivity property.

**Lemma 2.10** ([Kuz09]). If $A = \langle A_1, \ldots, A_m \rangle$ is a semiorthogonal decomposition then

$$\text{HH}_\bullet(A) = \text{HH}_\bullet(A_1) \oplus \cdots \oplus \text{HH}_\bullet(A_m).$$

Hochschild cohomology is additive only for completely orthogonal decompositions. On the other hand, it has a nice nonvanishing property.

**Lemma 2.11.** If $\mathcal{T} = \langle A, \mathcal{B} \rangle$ is a completely orthogonal decomposition, i.e. $\text{Hom}(A, B) = \text{Hom}(B, A) = 0,$ then

$$\text{HH}^\bullet(\mathcal{T}) = \text{HH}^\bullet(A) \oplus \text{HH}^\bullet(\mathcal{B}).$$

If $A \neq 0$ then $\text{HH}^0(A) \neq 0.$

**Proof.** The first follows from [Kuz09] Thm. 7.7. For the second note that for nonzero $A$ the corresponding projection kernel $P$ is nonzero, and hence has a nonzero endomorphism (the identity). □
2.5. **Spherical functors.** Spherical functors were introduced in [Ann07], see also [AL13] for a more recent development. The following is equivalent to the classical definition.

**Definition 2.12 (cf. [Ann07]).** A Fourier–Mukai functor \( \Phi : \mathcal{D}(X) \to \mathcal{D}(Y) \) is spherical if

1. the map \( \Phi^* \oplus \Phi! \xrightarrow{\eta_{\Phi^*, \Phi!} \circ \Phi^* + \Phi^* \circ \eta_{\Phi^*, \Phi!}} \Phi^! \circ \Phi \circ \Phi^* \) is an isomorphism, and
2. the map \( \Phi^* \circ \Phi \circ \Phi! \xrightarrow{\Phi^* \circ \Phi \circ \Phi^*} \Phi^* \oplus \Phi! \) is an isomorphism.

**Proposition 2.13.** If the conditions of Definition 2.12 are satisfied then the functors \( T_X \) and \( T_X' \) as well as the functors \( T_Y \) and \( T_Y' \) defined by the following distinguished triangles

\[
\begin{align*}
(4) & \quad T_Y \xrightarrow{id} \Phi^* \circ \Phi, \\
(5) & \quad \Phi^* \circ \Phi \xrightarrow{\epsilon_{\Phi^*, \Phi}} T_X, \\
(6) & \quad \Phi \circ \Phi! \xrightarrow{\epsilon_{\Phi, \Phi!}} T_Y', \\
(7) & \quad T_X' \xrightarrow{id} \Phi^! \circ \Phi.
\end{align*}
\]

are mutually inverse autoequivalences of \( \mathcal{D}(X) \) and \( \mathcal{D}(Y) \).

The idea behind the proof is very simple — assuming equality \( abc = a + c \) one can deduce from it \((1 - ab)(1 - cb) = 1\) by multiplying the equality with \( b \). The argument below is a categorical version of this taking care of all the subtleties.

**Proof.** Denote the connecting morphism \( \Phi^! \circ \Phi \to T_X'[1] \) in (7) by \( \delta \). Composing a rotation of (7) with \( \Phi^* \) on the right we get a distinguished triangle

\[
\Phi^* \xrightarrow{\eta_{\Phi^*, \Phi!} \circ \Phi^* \circ \Phi} \Phi^! \circ \Phi \circ \Phi^* \xrightarrow{\delta \circ \Phi^*} T_X'[1] \circ \Phi^*.
\]

Using Definition 2.12(i) we conclude that the map \((\delta \circ \Phi^*) \circ (\Phi^! \circ \eta_{\Phi^*, \Phi!}) : \Phi^! \to \Phi^! \circ \Phi \circ \Phi^* \to T_X'[1] \circ \Phi^*\) is an isomorphism. We multiply this with \( \Phi \) on the right and check that the composition of the resulting morphism with \( T_X'[1] \circ \epsilon_{\Phi^*, \Phi} : T_X'[1] \circ \Phi^* \circ \Phi \to T_X'[1] \) coincides with \( \delta \). This follows from the diagram

\[
\begin{array}{c}
\Phi^! \circ \Phi \xrightarrow{\delta \circ \Phi^* \circ \Phi} T_X'[1] \circ \Phi^* \circ \Phi \\
\Phi^! \circ \Phi \circ \Phi^* \circ \Phi \xrightarrow{\Phi^! \circ \Phi \circ \Phi^*} T_X'[1] \circ \Phi^* \circ \Phi \\
\Phi^! \circ \Phi \circ \Phi^* \circ \Phi \xrightarrow{\Phi^! \circ \Phi \circ \Phi^* \circ \Phi} T_X'[1] \circ \Phi^* \circ \Phi
\end{array}
\]

Indeed, the square commutes since the vertical and the horizontal arrows in it act on different variables, and the diagonal dashed arrow is the identity by the standard characterization of adjunction (composed with \( \Phi^! \) on the left). This means that in the diagram

\[
\begin{array}{c}
id \xrightarrow{\Phi^! \circ \Phi} \Phi^! \circ \Phi \circ \Phi^* \circ \Phi \\
T_X' \circ T_X \xrightarrow{(\delta \circ \Phi^* \circ \Phi) \circ (\Phi^! \circ \Phi^* \circ \Phi)} T_X'[1] \circ \Phi^* \circ \Phi \\
T_X' \circ T_X \xrightarrow{\Phi^! \circ \Phi} T_X'[1] \circ \Phi^* \circ \Phi \xrightarrow{\Phi^! \circ \Phi} T_X'[1]
\end{array}
\]

where the top line is the distinguished triangle (7) and the bottom line is the distinguished triangle (5) composed with \( T_X'[1] \) on the left, the right square is commutative. Since the vertical arrows are isomorphisms, it follows that there is a dotted vertical arrow on the left, which is also an isomorphism.

Thus \( T_X' \circ T_X \cong \text{id} \). Analogously one proves that the other compositions are isomorphic to the identity. For \( T_Y' \circ T_Y \) part (i) of Definition 2.12 is used, while for \( T_X \circ T_Y' \) and for \( T_Y \circ T_Y' \) part (ii) is used. \( \square \)
Remark 2.14. It may well be that it is enough to assume only one of the conditions of Definition 2.12. Indeed, assuming for example part (i) we can prove that the compositions \( T_X' \circ T_X \) and \( T_Y' \circ T_Y \) are isomorphic to identity. On the other hand, it is easy to see that \( T_X' \) and \( T_Y' \) are right adjoint to \( T_X \) and \( T_Y \) respectively. So, it follows that \( T_X \) and \( T_Y \) are fully faithful endofunctors. It is very tempting to conjecture that any such endofunctor of the derived category of a smooth projective variety is an autoequivalence — then it would follow that \( T_X' \) and \( T_Y' \) are quasiinverse to \( T_X \) and \( T_Y \) and so are also autoequivalences. Up to now it is not clear how this conjecture can be proved. However, it can be easily deduced from the following

Conjecture 2.15 (noetherian property). Any decreasing chain \( D(X) = A_0 \supset A_1 \supset A_2 \supset \ldots \) of admissible subcategories stabilizes, i.e., for sufficiently large \( n \) one has \( A_i = A_{i+1} \) for all \( i \geq n \).

We will give examples of spherical functors in the next section (Examples 3.1, 3.2, and 3.3). For completeness we show that Definition 2.12 is equivalent to the standard one.

Proposition 2.16. Definition 2.12 is equivalent to the original definition of a spherical functor in [Ann07].

Proof. Recall that the original definition amounted to assuming \( T_X' \) is an autoequivalence and the map \((\delta \circ \Phi^*) \circ (\Phi^i \circ \eta_{\Phi^i, \Phi^*}) : \Phi^i \rightarrow \Phi^i \circ \Phi \circ \Phi^* \rightarrow T_X'[1] \circ \Phi^* \) is an isomorphism. As we already proved both these properties in Proposition 2.13 it follows that Definition 2.12 implies the one in [Ann07].

For the converse we compose the triangle (7) with \( \Phi^* \) on the right and consider the commutative diagram with the top line being the trivial triangle

\[
\begin{array}{ccc}
\Phi^* & \longrightarrow & \Phi^* \oplus \Phi^i \\
\downarrow & & \downarrow \\
\Phi^* & \longrightarrow & \Phi^i \circ \Phi \circ \Phi^*
\end{array}
\]

\[
\begin{array}{ccc}
\delta \circ \Phi^* \circ \eta_{\Phi^i, \Phi^*} & \longrightarrow & (\delta \circ \Phi^*) \circ (\Phi^i \circ \eta_{\Phi^i, \Phi^*}) \\
\downarrow & & \downarrow \\
T_X'[1] \circ \Phi^* & \longrightarrow & T_X'[1] \circ \Phi^*
\end{array}
\]

It is easy to see that this is a morphism of triangles. Moreover, the left and the right vertical arrows are isomorphisms, hence so is the middle arrow. Further, by Proposition 1 of [Ann07] we know that \( T_X \) is quasiinverse to \( T_X' \), so it follows that \( \Phi^* \cong T_X[-1] \circ \Phi^i \). Then the same argument as above proves that \( \Phi^* \circ \Phi \circ \Phi^i \cong \Phi^* \oplus \Phi^i \).

One of the advantages of Definition 2.12 in comparison with the original definition is that it uses neither the triangulated structures nor enhancements of \( D(X) \) and \( D(Y) \), and can be used for arbitrary functors between additive categories. Further on we will also use the following standard property

Corollary 2.17. If \( \Phi \) is a spherical functor and \( T_X \) and \( T_Y \) are the autoequivalences of \( D(X) \) and \( D(Y) \), defined by (5) and (1) respectively, then there are canonical isomorphisms

\[
\Phi \circ T_X \cong T_Y \circ \Phi \circ [2] \quad \text{and} \quad T_X \circ \Phi^* \cong \Phi^* \circ T_Y \circ [2].
\]

Proof. We already showed in the proof of Proposition 2.16 that \( \Phi^*[1] \cong T_X \circ \Phi^i \). An analogous argument, using (1) shows that \( \Phi^*[1] \cong \Phi^i \circ T_Y \). Combining these two isomorphisms we conclude that

\[
\Phi^* \circ T_Y^{-1}[-1] \cong \Phi^i \cong T_X^{-1} \circ \Phi^*[1].
\]

Multiplying with \( T_X \) on the left and with \( T_Y[1] \) on the right we deduce the second isomorphism. Furthermore, passing to the right adjoint functors (and shifting by 1) we deduce the first isomorphism.
### 3. A construction of fractional Calabi–Yau categories

#### 3.1. The setup.
Assume we are given a smooth projective variety (or a stack) $M$ with a rectangular Lefschetz decomposition of length $m$ with respect to a line bundle $L_M$ (see Definition 2.11). Assume also given another smooth projective variety (or a stack) $X$ and a spherical functor $\Phi : \mathcal{D}(X) \rightarrow \mathcal{D}(M)$ which is compatible with the Lefschetz decomposition in a certain way. Before explaining the compatibility conditions, let us first discuss a number of model situations. In all these examples, in fact, the functor $\Phi$ is the (derived) pushforward for a morphism $f : X \rightarrow M$.

**Example 3.1.** The map $f : X \rightarrow M$ is a divisorial embedding with the image $f(X)$ being a divisor in the linear system $L^d_M$ for some $1 \leq d \leq m$.

**Example 3.2.** The map $f : X \rightarrow M$ is a double covering branched in a divisor in the linear system $L^d_M$, again for some $1 \leq d \leq m$.

The third example is very similar to the second, but has some special features.

**Example 3.3.** Let $\widetilde{f} : \widetilde{X} \rightarrow \widetilde{M}$ be a double covering branched in a divisor in the linear system $L^d_M$ for some $1 \leq d \leq m$. This morphism is $\mu_2$-equivariant, where the group $\mu_2 = \{ \pm 1 \}$ acts on $\widetilde{X}$ via the covering involution, and on $\widetilde{M}$ trivially. Let $X = \widetilde{X}/\mu_2$, $M = \widetilde{M}/\mu_2$ be the quotient stacks (thus $X$ is $\widetilde{M}$ with the $\mu_2$-stacky structure along the branch divisor of $\widetilde{f}$, while $M$ is $\widetilde{M}$ with the $\mu_2$-stacky structure everywhere). The map $\widetilde{f}$ descends to a map $X \rightarrow M$ which we denote by $f$.

In the next Proposition we check that in all these cases the functor $\Phi = f_* : \mathcal{D}(X) \rightarrow \mathcal{D}(M)$ is spherical, compute the corresponding spherical twists $T_M$ and $T_X$, and check some of their properties. In all cases we denote $L_X := f^* L_M$, the pullback of the line bundle $L_M$ to $X$. Recall that according to our conventions we also denote by $L_M$ and $L_X$ the autoequivalences of $\mathcal{D}(M)$ and $\mathcal{D}(X)$ defined as tensor products with $L_M$ and $L_X$ respectively.

**Proposition 3.4.** Let $f : X \rightarrow M$ be a map from either of Examples 3.1, 3.2, or 3.3. Then the functor $\Phi = f_* : \mathcal{D}(X) \rightarrow \mathcal{D}(M)$ is spherical. Moreover, the spherical twist $T_X$ commutes with $L_X$, and an appropriate power of the functor $\rho = T_X \circ L^d_X \cong L^d_X \circ T_X$ is a shift. Finally, if $\omega_M = L^m_M$ then an appropriate power of the functor $\sigma = S_X \circ T_X \circ L^m_X$ is also a shift.

**Proof.** First assume that $f : X \rightarrow M$ is as in Example 3.1. The relative canonical class is $\omega_{X/M} = L^d_X$, the relative dimension is $-1$, hence $f^!(F) \cong f^*(F) \otimes L^{-d}_X[-1]$. Therefore

$$f^!(f_*(f^*(F))) \cong f^!(F \otimes f_* \mathcal{O}_X) \cong f^!(F \otimes (L^{-d}_M \circ \varphi \circ \mathcal{O}_M)) \cong f^!(F) \otimes (L^{-d}_X \circ \varphi \circ \mathcal{O}_X) \otimes L^d_X[-1] \cong f^*(F) \oplus f^!(F).$$

Here the first isomorphism is the projection formula, the second is the Koszul resolution for $f_* \mathcal{O}_X$ (with $\varphi$ being the equation of $X$ in $M$), the third is the definition of $f^!$ combined with the fact that $\varphi|_X = 0$, and the fourth is the definition of $f^!$ again. Computing analogously the composition $f^* \circ f_* \circ f^!$ we see that Definition 2.12 holds, so $f_*$ is a spherical functor. Finally, the standard distinguished triangles

$$F \otimes L^{-d}_M \rightarrow F \rightarrow f_* f^*(F) \quad \text{and} \quad F \otimes L^{-d}_X[1] \rightarrow f^* f_*(F) \rightarrow F$$

show that in this case the spherical twists are

$$T_M = L^{-d}_M \quad \text{and} \quad T_X = L^{-d}_X[2].$$

Clearly $T_X$ commutes with $L_X$ and

$$\rho = L^{-d}_X \circ L^d_X = [2], \quad \sigma = L^d_X \circ f^* \omega_M[\dim M - 1] \circ L^{-d}_X[2] \circ L^m_X = f^*(\omega_M \otimes L^m_M)[\dim M + 1],$$
so with our assumptions both these functors are shifts.

Now assume that \( f : X \to M \) is as in Example 3.2. Then the relative canonical class is again \( \omega_{X/M} = \mathcal{L}_X^d \), but the relative dimension is 0, hence \( f^!(F) \cong f^*(F) \otimes \mathcal{L}_X^d \). Therefore

\[
f^!(f_*(f^*(F))) \cong f^!(F \otimes f_*\mathcal{O}_X) \cong f^!(F \otimes (\mathcal{L}_M^d \oplus \mathcal{O}_M)) \cong f^*(F) \otimes (\mathcal{L}_X^d \oplus \mathcal{O}_X) \otimes \mathcal{L}_X^d \cong f^*(F) \oplus f^!(F).
\]

Here again, the first isomorphism is the projection formula, the second is the definition of the double covering, the third and the fourth is the definition of \( f^! \). Computing analogously the composition \( f^* \circ f_* \circ f^! \) we see that Definition 2.12 holds, so \( f_* \) is a spherical functor. Finally, the standard distinguished triangles

\[
F \to f_*f^*(F) \to F \otimes \mathcal{L}_M^d \quad \text{and} \quad \tau^*F \otimes \mathcal{L}_X^d \to f^*f_*(F) \to F,
\]

where \( \tau \) is the involution of the covering, show that in this case the spherical twists are

\[
T_M = \mathcal{L}_M^d[-1] \quad \text{and} \quad T_X = \tau \circ \mathcal{L}_X^d[1].
\]

Since \( \tau(\mathcal{L}_X) \cong \mathcal{L}_X \) it follows that the twist \( T_X \) commutes with \( \mathcal{L}_X \) and

\[
(11) \quad \rho = \tau \circ \mathcal{L}_X^d[1] \circ \mathcal{L}_X^d = \tau[1], \quad \sigma = \mathcal{L}_X^d \circ f^* \omega_M[\dim M] \circ \tau \circ \mathcal{L}_X^d[1] \circ \mathcal{L}_M^m = \tau \circ f^*(\omega_M \otimes \mathcal{L}_M^m)[\dim M + 1],
\]

so with our assumptions \( \rho^2 \) and \( \sigma^2 \) are shifts.

Finally, assume that \( \tilde{f} : \tilde{X} \to \tilde{M} \) and \( f : X \to M \) are as in Example 3.1 so that \( \mathbf{D}(X) = \mathbf{D}(\tilde{X})^{\mu_2} \) and \( \mathbf{D}(M) = \mathbf{D}(\tilde{M})^{\mu_2} \) are the \( \mu_2 \)-equivariant derived categories of \( \tilde{X} \) and \( \tilde{M} \) respectively. The functors \( f^* \), \( f_* \), and \( f^! \) can be thought of as \( \tilde{f}^* \), \( \tilde{f}_* \), and \( \tilde{f}^! \) with their natural equivariant structures (see [KPL14] for details). Denote \( \mathcal{L}_X := \tilde{f}^* \mathcal{L}_{\tilde{M}} \) and let \( \chi \) be the nontrivial character of \( \mu_2 \) (so that \( \chi^2 = 1 \)). Note that equivariantly we have

\[
f_*\mathcal{O}_X = (\mathcal{L}_M^d \otimes \chi) \oplus \mathcal{O}_M \quad \text{and} \quad \omega_{X/M} = \mathcal{L}_M^d \otimes \chi.
\]

Therefore, analogously to the previous case we have

\[
f^!(f_*(f^*(F))) \cong f^!(F \otimes f_*\mathcal{O}_X) \cong f^!(F \otimes (\mathcal{L}_M^d \otimes \chi \oplus \mathcal{O}_M)) \cong f^*(F) \otimes (\mathcal{L}_X^d \otimes \mathcal{O}_X) \otimes \mathcal{L}_X^d \otimes \chi \cong f^*(F) \oplus f^!(F).
\]

Computing analogously the composition \( f^* \circ f_* \circ f^! \) we see that Definition 2.12 holds, so \( f_* \) is a spherical functor. Finally, the standard distinguished triangles

\[
F \to f_*f^*(F) \to F \otimes \mathcal{L}_M^d \otimes \chi \quad \text{and} \quad F \otimes \mathcal{L}_X^d \otimes \chi \to f^*f_*(F) \to F
\]

(note that \( \tau \) acts trivially on any equivariant sheaf), show that in this case the spherical twists are

\[
T_M = \mathcal{L}_M^d \otimes \chi[-1] \quad \text{and} \quad T_X = \mathcal{L}_X^d \otimes \chi[1].
\]

Clearly, \( T_X \) commutes with \( \mathcal{L}_X \) and

\[
(13) \quad \rho = \chi \circ \mathcal{L}_X^d[1] \circ \mathcal{L}_X^d = \chi[1], \quad \sigma = \mathcal{L}_X^d \circ f^* \omega_M[\dim M] \circ \chi \circ \mathcal{L}_X^d[1] \circ \mathcal{L}_M^m = f^*(\omega_M \otimes \mathcal{L}_M^m)[\dim M + 1],
\]

so with our assumptions \( \rho^2 \) and \( \sigma \) are shifts. This finishes the proof. \( \square \)

Now we return to the abstract situation of a spherical functor \( \Phi : \mathbf{D}(X) \to \mathbf{D}(M) \) with the corresponding spherical twists \( T_X \) and \( T_M \). We consider the following autoequivalences of \( \mathbf{D}(X) \)

\[
(14) \quad \rho := T_X \circ \mathcal{L}_X^d,
(15) \quad \sigma := S_X \circ T_X \circ \mathcal{L}_X^m.
\]
Theorem 3.5. Assume that $M$ and $X$ are smooth projective varieties (or stacks) with a spherical functor $\Phi : D(X) \to D(M)$ between their derived categories. Let $T_M$ and $T_X$ be the spherical twists. Assume that $D(M)$ has a rectangular Lefschetz decomposition
\begin{equation}
D(M) = \langle B, B \otimes L_M, \ldots, B \otimes L_M^{m-1} \rangle.
\end{equation}
Assume that there is some $1 \leq d < m$ such that for all $i \in \mathbb{Z}$ we have
\begin{equation}
T_M(B \otimes L_M^i) = B \otimes L_M^{i-d}.
\end{equation}
Assume further that there is a line bundle $L_X$ on $X$ such that $\Phi$ intertwines between $L_X$ and $L_M$ twists:
\begin{equation}
L_M \circ \Phi \cong \Phi \circ L_X.
\end{equation}
Finally, assume that the twist $T_X$ commutes with $L_X$
\begin{equation}
T_X \circ L_X = L_X \circ T_X.
\end{equation}
Then the functor $\Phi^* : D(M) \to D(X)$ is fully faithful on the component $B$ of $D(M)$ and induces a semiorthogonal decomposition
\begin{equation}
D(X) = \langle A_X, B_X, B_X \otimes L_X, \ldots, B_X \otimes L_X^{m-d-1} \rangle,
\end{equation}
where $B_X = \Phi^*(B)$ and $A_X$ is the orthogonal subcategory. Moreover, if $c = \gcd(d, m)$ then $d/c$ power of the Serre functor of the category $A_X$ can be expressed as
\[ S_{A_X}^{d/c} \cong \rho^{-m/c} \circ \sigma^{d/c}. \]
In particular, if some powers of $\rho$ and $\sigma$ are shifts then $A_X$ is a fractional Calabi–Yau category.

Remark 3.6. If $d = m$ then the functor $\Phi^*$ is not fully faithful, but still for $A_X = D(X)$ the result of the Theorem holds. Indeed, by (14) and (15) we have $S_{A_X} = S_X = \rho^{-1} \circ \sigma$ which agrees with the formula in the Theorem since in this case $c = d = m$.

Note that Examples 3.1, 3.2 and 3.3 satisfy the assumptions (17), (18), and (19) of the Theorem (in the last Example we need to assume additionally that $B \otimes \chi = B$, i.e. that the Lefschetz decomposition is induced by a Lefschetz decomposition of $D(M)$). Indeed, (18) is given by the projection formula, (17) and (19) follow from the description of the functors $T_M$ and $T_X$ in (8), (10), and (12). Note also that if $\omega_M = L_M^{-m}$ then the functors $\rho$ and $\sigma$ are shifts in the first example, and their squares are shifts in the second and the third examples as it was observed in the proof of Proposition 3.4. Thus, in all these cases the constructed category $A_X$ is a fractional Calabi–Yau category. Below we rewrite the conclusion of the Theorem (assuming a Lefschetz decomposition (16) of $D(M)$ is given and $\omega_M = L_M^{-m}$) in all three examples explicitly, substituting the expressions (9), (11), and (13) into the general formula.

Corollary 3.7. If $f : X \to M$ is as in Example 3.1 then $S_{A_X}^{d/c} = [(\dim M + 1)d/c - 2m/c]$.

Corollary 3.8. If $f : X \to M$ is as in Example 3.2 then $S_{A_X}^{d/c} = \tau^{(m-d)/c}[(\dim M + 1)d/c - m/c]$.

Corollary 3.9. If $f : X \to M$ is as in Example 3.3 then $S_{A_X}^{d/c} = \chi^{m/c}[(\dim M + 1)d/c - m/c]$.

We do not know whether there are other examples of spherical functors for which the assumptions of the Theorem are satisfied. Of course, it is tempting to replace the double cover example with a cyclic cover of arbitrary degree $k$, but the corresponding pushforward functor is not spherical, so the Theorem does not apply in this case. However, as Alex Perry notes, they are so-called $\mathbb{P}^{k-1}$-functors, so it may well be that a generalization of our construction does something in this case as well.
3.2. The induced semiorthogonal decomposition. We start with the first part of the Theorem (full faithfulness and a semiorthogonal decomposition). This result in fact is quite simple. Moreover, for this to be true we do not need to know that the Lefschetz collection in $\mathbf{D}(Y)$ generates the whole category. So we state here a slightly more general result.

**Lemma 3.10.** Assume that $\mathcal{B} \subset \mathbf{D}(M)$ is an admissible subcategory,

$$\langle B, B \otimes L_M, \ldots, B \otimes L_M^{m-1} \rangle \subset \mathbf{D}(M)$$

is a rectangular Lefschetz collection and $\Phi : \mathbf{D}(X) \to \mathbf{D}(M)$ is a spherical functor such that (17) and (18) hold. Then the functor $\Phi^*|_{\mathcal{B}} : \mathcal{B} \to \mathbf{D}(X)$ is fully faithful and, denoting $\mathcal{B}_X := \Phi^*(\mathcal{B})$, the sequence of subcategories $\mathcal{B}_X, \mathcal{B}_X \otimes L_X, \ldots, \mathcal{B}_X \otimes L_X^{m-d-1}$ is semiorthogonal and extends to the semiorthogonal decomposition (20) of $\mathbf{D}(X)$.

**Proof.** Denote the embedding functor $\mathcal{B} \to \mathbf{D}(M)$ by $\beta_M$. The category $\mathcal{B}$ is admissible, hence $\beta_M$ has a right adjoint which we denote by $\beta_M^t : \mathbf{D}(M) \to \mathcal{B}$. Therefore the functor $\Phi^* \circ \beta_M : \mathcal{B} \to \mathbf{D}(X)$ also has a right adjoint $\beta_M^t \circ \Phi$. We want to show that the composition $\beta_M^t \circ \Phi = \Phi^* \circ \beta_M$ is the identity. For this we compose (4) with $\beta_M^t$ on the left and with $\beta_M$ on the right:

$$\beta_M^t \circ T_M \circ \beta_M \to \beta_M^t \circ \beta_M \to \beta_M^t \circ \Phi \circ \beta_M.$$

Note that the functor in the middle is the identity of $\mathcal{B}$ (since $\beta_M$ is fully faithful), so it is enough to check that the functor on the left is zero. As the kernel of $\beta_M^t$ is the orthogonal $\mathcal{B}^1$, it is enough to check that the image of $T_M \circ \beta_M$ is contained in this subcategory. But this image is $T_M(\mathcal{B})$ and by (17) it is in $\mathcal{B} \otimes L_X^d \subset \mathcal{B}^1$ by the twist

$$\langle B \otimes L_X^{1-m}, \ldots, B \otimes L_X^{-1}, B \rangle$$

of (21) as $1 \leq d \leq m - 1$.

For the semiorthogonality we have to check that the composition of functors $\beta_M^t \circ \Phi \circ L_X^{-i} \circ \Phi^* \circ \beta_M$ is zero for each $1 \leq i \leq m - d - 1$. For this we use the intertwining property (18) and rewrite this composition as $\beta_M^t \circ L_X^{-i} \circ \Phi \circ \Phi^* \circ \beta_M$. Then we compose (4) with $\beta_M^t \circ L_X^{-i}$ on the left and with $\beta_M$ on the right:

$$\beta_M^t \circ L_X^{-i} \circ T_M \circ \beta_M \to \beta_M^t \circ L_X^{-i} \circ \beta_M \to \beta_M^t \circ L_X^{-i} \circ \Phi \circ \Phi^* \circ \beta_M.$$

Clearly, $\text{Im}(L_X^{-i} \circ \beta_M) = \mathcal{B} \otimes L_X^{-i}$ and $\text{Im}(L_X^{-i} \circ T_M \circ \beta_M) = \mathcal{B} \otimes L_X^{-i-d}$, so as both these categories are in $\mathcal{B}^1$, they are killed by $\beta_M^t$, hence the first two terms of the triangle are zero. Hence so is the third. As we already have checked the embedding functor of $\mathcal{B}_X$ has a right adjoint, the subcategory is right admissible and thus gives the required semiorthogonal decomposition. \qed

In what follows we denote by $\beta_X : \mathcal{B} \to \mathbf{D}(X)$ and $\beta_X^t : \mathbf{D}(X) \to \mathcal{B}$ the fully faithful embedding constructed in Lemma 3.10 and its right adjoint functor, so that

$$\beta_X = \Phi^* \circ \beta_M, \quad \beta_X^t = \beta_M^t \circ \Phi,$$

and consider the constructed Lefschetz collection

$$\langle B_X, B_X \otimes L_X, \ldots, B_X \otimes L_X^{m-d-1} \rangle \subset \mathbf{D}(X).$$

Further we will need the following

**Lemma 3.11.** For the functors $\rho$ and $\sigma$ we have

$$\rho \circ \Phi^* \cong \Phi^* \circ T_M \circ L_M^d[2] \quad \text{and} \quad \sigma \circ \Phi^* = \Phi^* \circ L_M^m \circ S_M[1].$$

In particular, all components of (23) are preserved by $\rho$ and $\sigma$. 

---

Note: The text above is a transcription of the content from the original document. Any additional context or interpretation has been excluded to focus solely on the natural text representation.
Proof. The first equality follows from the definition of \( \rho \), assumption \([18]\) and Corollary \([2,17]\). The second is checked similarly:

\[
\sigma \circ \Phi^* = S_X \circ T_X \circ L^m_X \circ \Phi^* \cong S_X \circ \Phi^* \circ T_M \circ L^m_M[2] \cong \\
S_X \circ \Phi^* \circ S^{-1}_M \circ T_M \circ L^m_M \circ S_M[2] \cong \Phi^* \circ T_M \circ L^m_M \circ S_M[2] \cong \Phi^* \circ L^m_M \circ S_M[1],
\]

the first is the definition of \( \sigma \), the second is \([18]\) and Corollary \([2,17]\) the third and the fourth is Lemma \([2,6]\) and the last is Corollary \([2,17]\) again. It remains to note that by \([17]\)

\[
\rho(B_X) = (\rho \circ \Phi^*)(B) = (\Phi^* \circ T_M \circ L^d_M)(B) = \Phi^*(B) = B_X,
\]

so \( \rho \) preserves \( B_X \). Since \( \rho \) commutes with \( L_X \) by \([19]\), it also preserves all the other components of \([23]\). An analogous argument (with Lemma \([2,8]\) used instead of \([17]\)) works for \( \sigma \) (note that \( \sigma \) commutes with \( L_X \) by \([19]\) and Lemma \([2,6]\)). \( \square \)

We denote by \( A_X \) the orthogonal of the collection \([23]\):

\[
A_X := \langle B_X, B_X \otimes L_X, \ldots, B_X \otimes L^{m-d-1}_X \rangle^\perp \subset \mathcal{D}(X).
\]

This gives the required semiorthogonal decomposition \([20]\). It follows also that the category \( A_X \) is preserved by \( \rho \) and \( \sigma \). Sometimes the following alternative description of \( A_X \) is useful.

**Lemma 3.12.** Let \( A_X \subset \mathcal{D}(X) \) be the subcategory defined by \([24]\). Then

\[
A_X = \{ F \in \mathcal{D}(X) \mid \Phi(F) \in \langle B \otimes L^{-d}_{M}, \ldots, B \otimes L^{-1}_{M} \rangle \subset \mathcal{D}(M) \}.
\]

**Proof.** By definition we have

\[
A_X = \{ F \in \mathcal{D}(X) \mid \text{Hom}(\Phi^*(B), F) = \cdots = \text{Hom}(\Phi^*(B \otimes L^{m-d-1}_{M}), F) = 0 \}.
\]

By adjunction this can be rewritten as

\[
A_X = \{ F \in \mathcal{D}(X) \mid \text{Hom}(B, \Phi(F)) = \cdots = \text{Hom}(B \otimes L^{m-d-1}_{M}, \Phi(F)) = 0 \}.
\]

So, the result follows from the twist \( \mathcal{D}(M) = \langle B \otimes L^{-d}_{M}, \ldots, B \otimes L^{-1}_{M}, B, \ldots, B \otimes L^{m-d-1}_{M} \rangle \) of \([16]\). \( \square \)

### 3.3. Rotation functors

Now we already have proved the first part of the Theorem, so it remains to compute the Serre functor. The main instruments for this are rotation functors.

In general, a **rotation functor** can be defined in a presence of a rectangular Lefschetz collection

\[
\langle B, B \otimes L_Y, \ldots, B \otimes L^{s-1}_Y \rangle \subset \mathcal{D}(Y)
\]

on a smooth projective variety (or a stack) \( Y \). It is defined as the composition of the twist and the left mutation functors:

\[
(25) \quad O_B := \mathbb{L}_B \circ L_Y.
\]

The following straightforward observation is quite useful.

**Lemma 3.13.** If \( \langle B, B \otimes L_Y, \ldots, B \otimes L^{s-1}_Y \rangle \subset \mathcal{D}(Y) \) is a rectangular Lefschetz collection and \( O_B \) is the corresponding rotation functor, then

\[
(O_B)^i = \mathbb{L}_{\langle B, B \otimes L_Y, \ldots, B \otimes L^{i-1}_Y \rangle} \circ L^i_Y
\]

for any \( 0 \leq i \leq s \).
Lemma 3.16. For any $O$ and $\rho$ of $\mathbf{L}_B\otimes\mathbf{L}_Y$, autoequivalence of the subcategory $A$ is the composition of $L_B\otimes L_Y$, $O$, and in the end leads to the proof of the Theorem.

Proof. By Lemma 2.6, we have

$$\langle B \otimes \mathbf{L}_M, \ldots, B \otimes \mathbf{L}_M^{-1}\rangle \subset \mathbf{D}(M).$$

Indeed, the twist by $\mathbf{L}_M$ takes the subcategory $\langle B \otimes \mathbf{L}_M^{-1}\rangle$ to the subcategory $\langle B, \ldots, B \otimes \mathbf{L}_M^{-1}\rangle$, which is killed by the mutation functor $\mathbb{L}_{(B, \ldots, B \otimes \mathbf{L}_M^{-1})}$. Finally, for $i = m$ the subcategory $\langle B \otimes \mathbf{L}_M^{-m}, \ldots, B \otimes \mathbf{L}_M^{-1}\rangle \subset \mathbf{D}(M)$ equals $\mathbf{D}(M)$ by (16).

3.4. The fundamental relation. In a contrast to the nilpotency of $O_M$, the functor $O_X$ induces an autoequivalence of the subcategory $A_X$. Moreover, its $d$-th power coincides on $A_X$ with the autoequivalence $\rho$. This follows from a careful investigation of the relation between the rotation functors $O_M$ and $O_X$, and in the end leads to the proof of the Theorem.

Lemma 3.15. We have $\rho \circ O_X \cong O_X \circ \rho$ and $\sigma \circ O_X \cong O_X \circ \sigma$.

Proof. Indeed, $O_X$ is the composition of $\mathbf{L}_X$ with $L_B\otimes\mathbf{L}_Y$. But $\mathbf{L}_X$ commutes with $\rho$ and $\sigma$ by (19) and Lemma 2.6 and $L_B\otimes\mathbf{L}_Y$ commutes with $\rho$ and $\sigma$ by Lemma 3.11.

Lemma 3.16. For any $0 \leq i \leq d - 1$ there is a morphism of functors $\Phi^* \circ \mathbf{O}_M^i \xrightarrow{\gamma^i} O_X \circ \Phi^*$ inducing an isomorphism

$$\Phi^* \circ \mathbf{O}_M^i \cong O_X \circ \Phi^*$$
on the subcategory $\langle B \otimes \mathbf{L}_M^{d-i}, \ldots, B \otimes \mathbf{L}_M^{d-i}\rangle = \langle B \otimes \mathbf{L}_M^{d-i}, \ldots, B \otimes \mathbf{L}_M^{d-i}\rangle \subset \mathbf{D}(M)$.

Proof. For $i = 0$ there is nothing to prove, so consider the case $i = 1$. Then we have the following diagram

$$\Phi^* \circ \mathbf{O}_M^i \xrightarrow{\gamma^1} O_X \circ \Phi^*$$

where the rows are obtained by compositing (26) and (27) with $\Phi^*$, the isomorphism in the middle column is induced by (18), while the arrow in the left column is given by the isomorphisms (22) and (18) (altogether giving an isomorphism $\beta_X \beta^i_X \mathbf{L}_X \Phi^* \cong \Phi^* \beta_M \beta^i_M \mathbf{L}_M \Phi^*$) and the unit of the adjunction.

□
Note that the first functor here vanishes on the subcategory \((B \otimes \mathcal{L}^{d-1}_M)^\perp\) on \(\mathcal{D}(M)\). By construction of the left arrow in the diagram, the first column extends to a triangle
\[
\Phi^* \Phi M \otimes \mathcal{L} M TM \rightarrow \Phi^* \Phi M \otimes \mathcal{L} M \rightarrow \beta_X \mathcal{L} X \Phi^*
\]
Note that the first functor here vanishes on the subcategory \((B \otimes \mathcal{L}^{d-1}_M)^\perp\) \(\mathcal{D}(M)\). Indeed, by \([17]\) the functor \(T_M\) takes it into \((B \otimes \mathcal{L}^{d-1}_M)^\perp \mathcal{D}(M)\), then \(\mathcal{L} M\) takes it to \(\mathcal{B}^\perp \mathcal{D}(M)\) which is killed by \(\beta_M\). It follows that the left arrow in the above diagram is an isomorphism on the subcategory \((B \otimes \mathcal{L}^{d-1}_M)^\perp\), hence so is the right arrow.

Now assume that \(i > 1\). We define the map \(\Phi^* \circ O^i_M \rightarrow O^i_X \circ \Phi^*\) by an iteration of the map \(\Phi^* \circ O^i_M \rightarrow O^i_X \circ \Phi^*\) and denote it by \(\gamma^i\). It remains to prove that it induces an isomorphism on the specified subcategory. We prove this by induction in \(i\), the case \(i = 1\) proved above being the base of the induction. So, assume that we already have proved that \(\gamma^{i-1}\) induces an isomorphism
\[
\Phi^* \circ O^{i-1}_M \cong O^{i-1}_X \circ \Phi^*
\]
on \((B \otimes \mathcal{L}^{d-1}_M)^\perp \mathcal{D}(M)\). Assume now that \(F \in (B \otimes \mathcal{L}^{d-1}_M)^\perp \mathcal{D}(M)\). Then by the induction hypothesis
\[
O^i_X \circ \Phi^*(F) = O_X(O^{i-1}_X \circ \Phi^*(F)) \cong O_X(\Phi^* \circ O^{i-1}_M(F)) = (O_X \circ \Phi^*)(O^{i-1}_M(F)).
\]
On the other hand, by Lemma \([3.13]\) we have \(O^{i-1}_M(F) = \mathbb{L}((B, ..., B \otimes \mathcal{L}^{d-2}_M)) \mathcal{L}^{d-1}_M(F)\). It is easy to see that \(F \otimes \mathcal{L}^{i-1}_M \in (B \otimes \mathcal{L}^{d-1}_M)^\perp\) and \((B, ..., B \otimes \mathcal{L}^{d-2}_M) \subset (B \otimes \mathcal{L}^{d-1}_M)^\perp\) as well. It follows from the definition of mutations that \(O^{i-1}_M(F) = \mathbb{L}((B, ..., B \otimes \mathcal{L}^{d-2}_M))(F \otimes \mathcal{L}^{i-1}_M) \subset (B \otimes \mathcal{L}^{d-1}_M)^\perp\), and hence the base of induction applies and
\[
(O_X \circ \Phi^*)(O^{i-1}_M(F)) \cong (\Phi^* \circ O^i_M)(O^{i-1}_M(F)) = (\Phi^* \circ O^i_M)(F).
\]
This completes the proof of the Lemma.

Consider the composition of maps \(\Phi^* \circ O^i_M \circ \Phi \xrightarrow{\gamma^i} O^i_X \circ \Phi^* \circ \Phi \xrightarrow{\epsilon \Phi^*, \Phi} O^i_X\).

**Proposition 3.17.** For each \(0 \leq i \leq d\) there is a distinguished triangle of functors
\[
\Phi^* \circ O^i_M \circ \Phi \xrightarrow{\epsilon \Phi^*, \Phi} O^i_X \circ \Phi^* \circ \Phi \xrightarrow{\epsilon \Phi^*, \Phi^*} O^i_X.
\]

**Proof.** We prove this by induction in \(i\). The base of the induction, the case \(i = 0\), is provided by the triangle \([5]\). So, assume that \(i > 0\). Consider the diagram
\[
\begin{array}{ccccccc}
\Phi^* \circ O^{i-1}_M \circ \beta_M \mathcal{L} M & \rightarrow & \Phi^* \circ O^{i-1}_M \circ \mathcal{L} M & \rightarrow & \Phi^* \circ O^{i-1}_M \circ \mathcal{L} M & \rightarrow & \Phi^* \circ O^{i-1}_M \circ \mathcal{L} M \\
\gamma^{i-1} & & \gamma^{i-1} & & \gamma^{i-1} & & \\
O^i_X \circ \Phi^* \circ \beta_M \mathcal{L} M & \rightarrow & O^i_X \circ \Phi^* \circ \mathcal{L} M & \rightarrow & O^i_X \circ \Phi^* \circ \mathcal{L} M & \rightarrow & O^i_X \circ \Phi^* \circ \mathcal{L} M \\
\epsilon \Phi^*, \Phi & & \epsilon \Phi^*, \Phi & & \epsilon \Phi^*, \Phi & & \\
O^i_X \circ \Phi^* \circ \beta_M \mathcal{L} M & \rightarrow & O^i_X \circ \Phi^* \circ \mathcal{L} M & \rightarrow & O^i_X \circ \Phi^* \circ \mathcal{L} M & \rightarrow & O^i_X \circ \Phi^* \circ \mathcal{L} M
\end{array}
\]
Here the first row is obtained by composing the triangle \([20]\) with \(\Phi^* \circ O^{i-1}_M\) on the left and \(\Phi\) on the right, the second row is obtained by composing it with \(O^i_X \circ \Phi^*\) on the left and \(\Phi\) on the right, and the last row is obtained by composing the triangle \([21]\) with \(O^i_X\) on the left (taking into account \([22]\)).
So the rows are distinguished triangles and the vertical maps form morphisms of distinguished triangles (for the first this is evident, and for the second this follows from the definition of $\gamma$ in Lemma 3.16).

Composing the morphisms of these triangles, we get the following commutative diagram

$$
\begin{array}{ccc}
\Phi^* \circ O_{M}^{-1} \circ \beta_M \beta_M^! \mathcal{L}_M \circ \Phi & \xrightarrow{\epsilon_{\beta_M} \beta_M^!} & \Phi^* \circ O_{M}^{-1} \circ \mathcal{L}_M \circ \Phi \\
O_{X}^{-1} \circ \beta_X \beta_X^! \mathcal{L}_X & \xrightarrow{\epsilon_{\beta_X} \beta_X^!} & O_{X}^{-1} \circ \mathcal{L}_X \\
\end{array}
$$

(we have rewritten the first term of the bottom row via (22)).

Note that $i \leq d$ implies $\text{Im} \beta_M = \mathcal{B} \subset \langle \mathcal{B} \otimes \mathcal{L}_M^{d-(i-1)}, \ldots, \mathcal{B} \otimes \mathcal{L}_M^{d-1} \rangle$ hence the left arrow is an isomorphism by Lemma 3.16. Moreover, by induction hypothesis the middle vertical map extends to a distinguished triangle by $T_X \circ \mathcal{L}_X$. Therefore, the octahedron axiom implies that the right vertical arrow extends to a distinguished triangle

$$
\Phi^* \circ O_{M} \circ \Phi \xrightarrow{\epsilon_{\Phi^* \circ O_{M} \circ \Phi}} O_{X} \xrightarrow{T_X \circ \mathcal{L}_X}
$$

and thus proves the required claim. \hfill \Box

**Corollary 3.18.** The restriction of $O_X$ to the subcategory $A_X \subset D(X)$ is an autoequivalence such that

$$
O_X^d|_{A_X} \cong \rho|_{A_X},
$$

where $\rho$ is defined by (14).

**Proof.** Let us restrict the triangle of Proposition 3.17 to $A_X$. The first term of the triangle then vanishes by a combination of Lemma 3.12 and Corollary 3.14. Therefore, the functors given by the second and the third terms are isomorphic, so it remains to use the definition (14) of $\rho$. \hfill \Box

3.5. **Proof of the Theorem.** To finish we need a relation between the Serre functor of $A_X$ and the rotation functor.

**Lemma 3.19.** The Serre functor of the category $A_X$ is given by

$$
S^{-1}_{A_X} \cong O_{X}^{d-m} \circ \rho \circ \sigma^{-1}.
$$

**Proof.** By Lemma 2.7 we have $S^{-1}_{A_X} = L_{\langle \mathcal{B}_X \rangle} \circ S^{-1}_{X}$ and by (15) we have $S^{-1}_{X} = \mathcal{L}_X^m \circ T_X \circ \sigma^{-1}$. Combining this we obtain

$$
S^{-1}_{A_X} \cong L_{\langle \mathcal{B}_X \rangle} \circ \mathcal{L}_X^m \circ T_X \circ \sigma^{-1} \cong (L_{\langle \mathcal{B}_X \rangle} \circ \mathcal{L}_X^m) \circ (\mathcal{L}_X \circ T_X) \circ \sigma^{-1} \cong O_{X}^{m-d} \circ \rho \circ \sigma^{-1}.
$$

Here the last isomorphism is Lemma 3.13. \hfill \Box

To finish the proof note that $\rho$ and $\sigma$ commute. Indeed, both are combinations of $T_X$, $\mathcal{L}_X$, and $S_X$, but $T_X$ and $\mathcal{L}_X$ commute by (19), and $S_X$ commutes with any autoequivalence by Lemma 2.6. Moreover, both $\rho$ and $\sigma$ commute with $O_X$ by Lemma 3.15. Therefore, taking the $d/c$ power of (29), where $c = \text{gcd}(d, m)$, we obtain

$$
S^{-d/c}_{A_X} \cong O_X^{d(m-d)/c} \circ \rho^{d/c} \circ \sigma^{-d/c}.
$$

But $O_X^{d(m-d)/c} \cong \rho^{(m-d)/c}$ on the subcategory $A_X$ by (28), hence $S^{-d/c}_{A_X} \cong \rho^{m/c} \circ \sigma^{-d/c}$. This completes the proof of the Theorem.
Remark 3.20. Note that we could weaken the assumptions of the Theorem as follows. First, we could replace $L_M$ and $L_X$ by arbitrary autoequivalences (not necessarily tensoring with a line bundle). Second, we could replace $D(X)$ and $D(M)$ by admissible subcategories (in other words, we could let $X$ and $M$ to be noncommutative varieties). The same proof would apply in this larger generality. However, we do not know whether there are interesting examples of this more general situation.

Remark 3.21. Most of results of this section generalize to the case when the initial Lefschetz decomposition of $D(M)$ is not rectangular:

$$D(M) = \langle \mathcal{B}_0, \mathcal{B}_1 \otimes L_M, \ldots, \mathcal{B}_{m-1} \otimes L_M^{-1} \rangle,$$

$$B_0 \supset B_1 \supset \cdots \supset B_{m-1}.$$

Let us list the necessary modifications to the claims and leave the reader to check that the same proofs work. First, in Lemma 3.10 the functor $\Phi^*$ is fully faithful only on components $\mathcal{B}_i$ with $i \geq d$, and the induced semiorthogonal decomposition of $D(X)$ looks as

$$D(X) = \langle A_X, B_{X,d} \otimes L_X^d, \ldots, B_{X,m-1} \otimes L_X^{-d-1} \rangle,$$

Further, instead of one rotation functor there is a sequence of functors, one for each component of the Lefschetz collection. So, we have

$$O_{M,i} = L_{\mathcal{B}_i} \circ L_M \quad \text{and} \quad O_{X,i} = L_{\mathcal{B}_{X,i}} \circ L_X$$

and instead of powers it is natural to consider products of sequences of these functor. So, for any $a \leq b$ we define

$$O_{M}^{[a,b]} = O_{M,a} \circ O_{M,a+1} \circ \cdots \circ O_{M,b} \quad \text{and} \quad O_{X}^{[a,b]} = O_{X,a} \circ O_{X,a+1} \circ \cdots \circ O_{X,b}$$

Then $O_{M}^{[k,k+s-1]}$ vanishes on the subcategory $\langle \mathcal{B}_k \otimes L_M^s, \ldots, \mathcal{B}_{k+s-1} \otimes L_M^{-1} \rangle$ for any $0 \leq k < k + s \leq m$ and as a consequence $O_{M}^{[0,d-1]} \circ \Phi$ vanishes on $A_X$. Furthermore, a modification of Lemma 3.16 says that if $\langle \mathcal{B}_{k+1} \otimes L_M^s, \ldots, \mathcal{B}_{k+s-1} \otimes L_M^{-1} \rangle \subseteq \langle \mathcal{B}_k \otimes L_M^d \rangle$ then $\Phi^* \circ O_{M}^{[k,k+s-1]} \cong O_{X}^{[k,k+s-1]} \circ \Phi^*$ on the subcategory $\langle \mathcal{B}_k \otimes L_M^d, \ldots, \mathcal{B}_{k+s-1} \otimes L_M^{-1} \rangle$. Finally, a modification of Proposition 3.17 says that if

$$B_{k+i} \otimes L_M^i \in \langle B_k \otimes L_M^d, B_{k+1} \otimes L_M^{d+1}, \ldots, B_{k+s-1} \otimes L_M^{d+s-1} \rangle$$

for all $1 \leq i \leq s$, then there is a distinguished triangle

$$\Phi^* \circ O_{M}^{[k,k+s-1]} \circ \Phi \rightarrow O_{X}^{[k,k+s-1]} \rightarrow T_X L_X^{-1}.$$

In particular, if (30) holds for $k = 0$ and $s = d$ (which is definitely true if $B_0 = B_{d-1}$) then

$$O_{X}^{[0,d-1]} \cong \rho \quad \text{on} \quad A_X.$$

On the other hand, the (inverse) Serre functor of $A_X$ can be expressed as $S_{A_X}^{-1} = O_{X}^{[d,m-1]} \circ \rho \circ \sigma^{-1}$ and the problem of generalizing the construction to this setup is in relating $O_{X}^{[d,m-1]}$ to $O_{X}^{[0,d-1]}$.

4. Explicit examples

4.1. Varieties with a rectangular Lefschetz decomposition. In fact, any variety $M$ has a rectangular Lefschetz decomposition of length $m = 1$ with respect to the anticanonical line bundle. However, this decomposition does not produce an interesting Calabi–Yau category as in this case $d = m$ and $A_X = D(X)$.

So, one can get something interesting only from a rectangular Lefschetz decomposition of length greater than 1. In the following list we give a number of such decompositions. In most of these the line bundle $L_M$ is the ample generator of the Picard group, so we always assume this is the case unless something else is specified. Moreover, in all these cases $\omega_M = L_M^{-m}$. 


(1) A projective space $\mathbb{P}^n$ has a rectangular Lefschetz decomposition
\[ D(\mathbb{P}^n) = \langle O_{\mathbb{P}^n}, O_{\mathbb{P}^n}(1), \ldots, O_{\mathbb{P}^n}(n) \rangle \]
of length $m = n + 1$.

(2) A weighted projective space $\mathbb{P}(w_0, w_1, \ldots, w_n)$ considered as a smooth toric stack has a rectangular Lefschetz decomposition
\[ D(\mathbb{P}(w_0, w_1, \ldots, w_n)) = \langle O_{\mathbb{P}(w_0, w_1, \ldots, w_n)}, O_{\mathbb{P}(w_0, w_1, \ldots, w_n)}(1), \ldots, O_{\mathbb{P}(w_0, w_1, \ldots, w_n)}(m - 1) \rangle \]
of length $m = w := w_0 + w_1 + \cdots + w_n$.

(3) A smooth quadric of dimension $n = 4s + 2$ has a rectangular Lefschetz decomposition
\[ D(Q^{4s+2}) = \langle B, B(2s + 1) \rangle \]
of length $m = 2$ with respect to the line bundle $O(2s + 1)$, where
\[ B = \langle O, O(1), \ldots, O(2s), S(2s) \rangle \]
with $S$ being one of the two spinor bundles.

(4) A Grassmannian $\text{Gr}(k, n)$ with $(k, n)$ coprime has a rectangular Lefschetz decomposition
\[ D(\text{Gr}(k, n)) = \langle B, B(1), \ldots, B(n - 1) \rangle \]
of length $m = n$, with the category $B$ generated by the exceptional collection formed by the Schur functors $\Sigma^\alpha U^\vee$, where $U$ is the tautological rank $k$ subbundle and $\alpha$ runs through the set of all Young diagrams with at most $k - 1$ rows and with $p$-th row of length at most $(n - k)(k - p)/k$:
\[ B = \langle \Sigma^\alpha U^\vee \mid \alpha_1 < (n - k)(k - 1)/k, \alpha_2 < (n - k)(k - 2)/k, \ldots, \alpha_{k-1} < (n - k)/k \rangle, \]
see [Fon13].

(5) An orthogonal Grassmannian $O\text{Gr}(2, 2n + 1)$ has a rectangular Lefschetz decomposition
\[ D(O\text{Gr}(2, 2n + 1)) = \langle B, B(1), \ldots, B(2n - 3) \rangle \]
of length $m = 2n - 2$, with the category $B$ generated by the exceptional collection formed by symmetric powers of the dual tautological bundle and the spinor bundle:
\[ B = \langle O, U^\vee, \ldots, S^{n-2}U^\vee, S \rangle, \]
see [Kuz08].

(6) Some other homogeneous spaces: some symplectic Grassmannians, e.g.
\[ D(S\text{Gr}(3, 6)) = \langle B, B(1), B(2), B(3) \rangle, \quad \text{where } B = \langle O, U^\vee \rangle; \]
some (connected components of) orthogonal Grassmannians, e.g.
\[ D(O\text{Gr}_+(5, 10)) = \langle B, B(1), \ldots, B(7) \rangle, \quad \text{where } B = \langle O, U^\vee \rangle; \]
the Grassmannian of the simple group of type $G_2$ (the highest weight orbit in the projectivization of the adjoint representation)
\[ D(G_2\text{Gr}) = \langle B, B(1), B(2) \rangle, \quad \text{where } B = \langle O, U^\vee \rangle, \]
where $U$ is the restriction of the tautological bundle under the natural embedding $G_2\text{Gr} \hookrightarrow \text{Gr}(2, 7)$, see [Kuz06].

(7) Some quasihomogeneous spaces, e.g. a hyperplane section of $\text{Gr}(2, 2n + 1)$:
\[ D(\text{IGr}(2, 2n + 1)) = \langle B, B(1), \ldots, B(2n - 1) \rangle, \quad \text{where } B = \langle O, U^\vee, \ldots, S^{n-1}U^\vee \rangle, \]
see [Kuz08].
One can also consider relative versions of the above decompositions. For example, if $E$ is a vector bundle on a scheme $S$ then its projectivization $\mathbb{P}_S(E)$ has a rectangular Lefschetz decomposition of length equal to the rank of $E$ with the components equivalent to $D(S)$.

In general, given a minimal homogeneous space $M = G/P$ (i.e. with semisimple $G$ and maximal parabolic $P$) it is expected that $D(M)$ has a rectangular Lefschetz decomposition as soon as the Euler characteristic of $M$ (which is equal to the rank of the Grothendieck group of $D(M)$ and which can be computed as the index of the Weyl group of $P$ in the Weyl group of $G$) is divisible by the index of $M$. For instance, it should exist on $SGr(3,6n)$ and $SGr(3,6n+4)$ for any $n$, and many others.

In some cases, when the rank of the Grothendieck group of such $M$ is not divisible by the index $i_M$, but they have a nontrivial common divisor $m$, it may be that there is a rectangular Lefschetz decomposition of length $m$ with respect to $O(i_M/m)$. For instance, for an even dimensional quadric $Q^{2k}$ the rank of the Grothendieck group is $2k+2$, while the index is $2k$, so the only nontrivial common divisor is 2. And indeed, if $k$ is odd $D(Q^{2k})$ admits a rectangular Lefschetz decomposition of length 2 with respect to $O(k)$ (see case [3] of the above list). However for even $k$ it seems that there is no analogue for this decomposition.

Another example of this sort is $Gr(2,6)$, when the rank of the Grothendieck group is 15 and the index is 6, so one can take $m = 3$, and indeed there is a rectangular Lefschetz decomposition

$$D(Gr(2,6)) = \langle B, B(2), B(4) \rangle,$$

where $B = \langle O, U^\vee, S^2U^\vee, O(1), U^\vee(1) \rangle$.

4.2. Hypersurfaces. In this section we give explicit statements of Theorem 3.5 for hypersurfaces in some varieties with rectangular Lefschetz decompositions. The first result in fact can be found in [Kuz04].

**Corollary 4.1.** Let $X \subset \mathbb{P}^n$ be a smooth hypersurface of degree $d \leq n+1$ and $c = \gcd(d,n+1)$. The derived category of $X$ has a semiorthogonal decomposition

$$D(X) = \langle A_X, O_X, \ldots, O_X(n-d) \rangle$$

and the Serre functor of $A_X$ has the property $S_{A_X}^{d/c} = [(n+1)(d-2)/c]$. In particular, if $d$ divides $n+1$ then $A_X$ is a Calabi–Yau category of dimension $(n+1)(d-2)/d$.

The most famous of these cases is that of a cubic fourfold (see [Kuz04]), when the category $A_X$ can be thought of as a noncommutative K3 surface. The case of a cubic hypersurface of dimension 7 (when $A_X$ is a 3-Calabi–Yau category) was discussed in [IM11].

**Corollary 4.2.** Let $X \subset \mathbb{P}(w_0, w_1, \ldots, w_n)$ be a smooth hypersurface of degree $d \leq w := \sum w_i$ in a weighted projective space and $c = \gcd(d,w)$. The derived category of $X$ has a semiorthogonal decomposition

$$D(X) = \langle A_X, O_X, \ldots, O_X(w-d-1) \rangle$$

and the Serre functor of $A_X$ has the property $S_{A_X}^{d/c} = [(n+1)d-2w)/c]$. In particular, if $d$ divides $w$ then $A_X$ is a Calabi–Yau category of dimension $n+1 - 2w/d$.

**Corollary 4.3.** Let $X \subset Q^{4s+2}$ be a hypersurface of degree $2s+1$ (thus $X$ is a complete intersection of type $(2,2s+1)$ in $\mathbb{P}^{4s+3}$). The derived category of $X$ has a semiorthogonal decomposition

$$D(X) = \langle A_X, O_X, O_X(1), \ldots, O_X(2s), S(2s)_{|X} \rangle$$

and $A_X$ is a Calabi–Yau category of dimension $4s-1$.

The case $s = 1$ appeared in [IM11].
Corollary 4.4. Assume \( \gcd(k, n) = 1 \) and let \( X \subset \text{Gr}(k, n) \) be a hypersurface of degree \( d \leq n \) and \( c = \gcd(d, n) \). The derived category of \( X \) has a semiorthogonal decomposition
\[
\mathbf{D}(X) = \langle A_X, B_X, B_X(1), \ldots, B_X(n-d-1) \rangle,
\]
where the category \( B \) is described in part (4) of Section 4.1. The Serre functor of \( A_X \) has the property \( S^{d/c}_{A_X} = [(k(n-k) + 1)d/c - 2n/c] \). In particular, if \( d \) divides \( n \) then \( A_X \) is a Calabi–Yau category of dimension \( k(n-k)+1 - 2n/d \).

Corollary 4.5. Let \( X \subset \text{OGr}(2,2n+1) \) be a hypersurface of degree \( d \leq 2n-2 \) and \( c = \gcd(d, 2n-2) \). The derived category of \( X \) has a semiorthogonal decomposition
\[
\mathbf{D}(X) = \langle A_X, B_X, B_X(1), \ldots, B_X(2n-3-d) \rangle,
\]
where the category \( B \) is described in part (5) of Section 4.1. The Serre functor of \( A_X \) has the property \( S^{d/c}_{A_X} = [4(n-1)(d-1)/c] \). In particular, if \( d \) divides \( 2n-2 \) then \( A_X \) is a Calabi–Yau category of dimension \( 4(n-1)(d-1)/d \).

We leave the reader to formulate analogous results in other cases.

4.3. Double coverings. Here we restrict to stating what happens for double covers of projective spaces and Grassmannians. The reader is welcome to formulate the other results.

Corollary 4.6. Let \( X \to \mathbb{P}^n \) be a double covering ramified in a smooth hypersurface of degree \( 2d \) with \( d \leq n+1 \) and let \( c = \gcd(d, n+1) \). Let \( \tau \) be the involution of the double covering. The derived category of \( X \) has a semiorthogonal decomposition
\[
\mathbf{D}(X) = \langle A_X, \mathcal{O}_X, \ldots, \mathcal{O}_X(n-d) \rangle
\]
and the Serre functor of \( A_X \) has the property \( S^{d/c}_{A_X} = \tau^{(n+1-d)/c}[(n+1)(d-1)/c] \). In particular, if \( d \) divides \( n+1 \) and \( (n+1)/d \) is odd then \( A_X \) is a Calabi–Yau category of dimension \( (n+1)(d-1)/d \).

The case \( n = 5, d = 2 \) appeared in [IM11].

Corollary 4.7. Assume that \( \gcd(k, n) = 1 \) and let \( X \to \text{Gr}(k, n) \) be a double covering ramified in a smooth hypersurface of degree \( 2d \) with \( d \leq n \) and let \( c = \gcd(d, n) \). Let \( \tau \) be the involution of the double covering. The derived category of \( X \) has a semiorthogonal decomposition
\[
\mathbf{D}(X) = \langle A_X, B_X, \ldots, B_X(n-d) \rangle
\]
where the category \( B \) is described in part (4) of Section 4.1 and the Serre functor of \( A_X \) has the property \( S^{d/c}_{A_X} = \tau^{(n-d)/c}[(k(n-k)+1)d/c - n/c] \). In particular, if \( d \) divides \( n \) and \( n/d \) is odd then \( A_X \) is a Calabi–Yau category of dimension \( k(n-k)+1 - n/d \).

One of the interesting cases here is formed by double covers of \( \text{Gr}(2, 5) \) (i.e. \( k = 2, n = 5, d = 1 \)), known as Gushel–Mukai 6-folds. See [KP14] [KP15] for more details.

4.4. K3 categories. Let us list the cases when the category \( A_X \) is a 2-Calabi–Yau category:

- a cubic fourfold \( X_3 \subset \mathbb{P}^5 \);
- a hyperplane section \( X_1 \subset \text{Gr}(3, 10) \) (Debarre–Voisin varieties, see [DV10]);
- a double cover \( X_2 \to \text{Gr}(2, 5) \) ramified in a quadratic section (Gushel–Mukai varieties, see [KP14]).

In all these cases one can check that the category \( A_X \) has the same Hochschild homology as the derived category of a K3 surface. Moreover, for special cubic fourfolds the category \( A_X \) is equivalent to \( \mathbf{D}^b(S) \) for a K3 surface \( S \) (see [Kuz10]) and the same is expected to be true for some Gushel–Mukai sixfolds (see [KP15]). It is also expected that the same is true for special Debarre–Voisin varieties. Thus, it is natural to consider these categories as noncommutative K3 surfaces (or as K3 categories).
Remark 4.8. In the last example one can replace $\text{Gr}(2,5)$ by its linear section $M$ of codimension $k \leq 3$ and then for odd $k$ take $X$ to be a quadric section of $M$ and for even $k$ take $X$ to be a double covering of $M$ ramified in a quadric. In all these cases $\mathcal{A}_X$ is a K3 category (\cite{KP15}).

One of the interesting properties K3 surfaces have, is that moduli spaces of sheaves on them carry a symplectic structure, and so when smooth and compact they are hyper-k"ahler varieties. One can use K3 categories in the same way. In fact, it was shown in \cite{KM09} that any moduli space of sheaves on a cubic fourfold $X_3$ carries a closed 2-form, and if all the sheaves parameterized by this moduli space are objects of the category $A_{X_3}$, then the 2-form is nondegenerate. The same argument can be applied to any K3 category to show that a moduli space of objects in it carries a symplectic form. This allows constructing new examples of hyper-k"ahler varieties. In case of $X_3$ this gives the classical Beauville–Donagi fourfold \cite{BD85} or a more recent eightfold \cite{LLSV15}. Applied to $X_2$ this gives a double EPW sextic \cite{IM09} and for $X_1$ presumably one can get the Debarre–Voisin fourfold \cite{DV10}. Other moduli spaces and other examples of K3 categories may give new hyper-k"ahler varieties.

However, finding other examples of noncommutative K3 categories seems to be a difficult problem. For instance, one can obtain a long list of hypersurfaces $X$ in weighted projective spaces with $\mathcal{A}_X$ being a K3 category. But it looks as most of them are equivalent to derived categories of K3 surfaces, or reduce to one of the three above examples.

For instance, one can take a degree 4 hypersurface $X_4 \subset \mathbb{P}(1,1,1,1,3)$. But the equation of $X_4$ after appropriate change of coordinates necessarily takes form $x_5x_4 + f_4(x_0, \ldots, x_4) = 0$. Then $X_4$ can be obtained from $\mathbb{P}^4$ by the blowup of the surface $S = \{x_4 = f_4(x_0, \ldots, x_4) = 0\}$ followed by the contraction of the proper preimage of the hyperplane $\{x_4 = 0\}$. This allows to show that $\mathcal{A}_{X_4} \cong D(S)$.

4.5. 3-Calabi–Yau categories. As Calabi–Yau threefolds are of a special interest for physics, let us also list some examples of varieties, containing a 3-Calabi–Yau category:

- a cubic 7-fold $X_3 \subset \mathbb{P}^8$;
- an intersection of a quadric and a cubic $X_{2,3} \subset \mathbb{P}^7$;
- an intersection of $\text{Gr}(2,6)$ and a quadric $X_2 \subset \text{Gr}(2,6)$;
- a hyperplane section $X_1 \subset \text{Gr}(3,11)$;
- a hyperplane section $X'_1 \subset \text{Gr}(4,9)$;
- an intersection of $\text{SGr}(3,6)$ with a quadric $X_2' \subset \text{SGr}(3,6)$;
- an intersection of $\text{OGr}_+(5,10)$ with a quadric $X_2'' \subset \text{OGr}_+(5,10) \subset \mathbb{P}^{15}$;
- an intersection of $\mathbb{P}^3 \times \mathbb{P}^3 \subset \mathbb{P}^{15}$ with a quadric $X_2''' \subset \mathbb{P}^3 \times \mathbb{P}^3$;
- a double covering $X_2'''' \to \mathbb{P}^5$ ramified in a quartic;
- a double covering $X_2''''' \to \text{G}_2\text{Gr}$ ramified in a quadric.

Remark 4.9. Note that a quadric for $\text{OGr}_+(5,10)$ in the spinor embedding corresponds to a Pl"ucker hyperplane. Also like in Remark 4.8 one can take $M$ to be a general (spinor) linear section of $\text{OGr}_+(5,10)$ of codimension $k \leq 5$ and then for even $k$ take $X$ to be a quadric section of $M$, and for odd $k$ take $X$ to be the double covering of $M$ ramified in a quadric. In all cases we will get a 3CY category (this is analogous to Gushel–Mukai varieties). Similarly, one can take $M$ to be a general hyperplane section of $\text{SGr}(3,6)$ or $\mathbb{P}^3 \times \mathbb{P}^3$ and take $X$ to be the double covering of $M$ ramified in a quadric.

Remark 4.10. In \cite{IM11} there are other examples of Hodge-theoretic 3CY Fano varieties. For most of these varieties $X$ there is indeed a semiorthogonal component $\mathcal{A}_X \subset D(X)$ which is 3-Calabi–Yau, but it is equivalent to $D(Y)$ for a certain Calabi–Yau 3-fold. In the following table we list in the left column
such Fano varieties and in the right column the corresponding Calabi–Yau 3-folds.

| Variety from $[\text{IM11}]$ | Corresponding CY 3-fold |
|-------------------------------|-------------------------|
| $(\mathbb{P}^1)^6 \cap H$    | $(\mathbb{P}^1)^5 \cap H \cap H_1$ |
| $((\mathbb{P}^1)^3 \times \mathbb{P}^3) \cap H$ | $(\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^3) \cap H \cap H_1$ |
| $(\mathbb{P}^2)^3 \cap H$    | $(\mathbb{P}^2)^4 \cap H \cap H_1 \cap H_2 \cap H_3$ |
| $(\mathbb{P}^3)^3 \cap H$    | $(\mathbb{P}^4)^2 \cap H \cap H_2 \cap H_3 \cap H_4 \cap H_5$ |
| $(\text{Gr}(2,5) \times \text{Gr}(2,5)) \cap H$ | $\text{Gr}(2,5) \cap \text{Gr}(2,5)$ |

Here $H$ and $H_i$ denote general hyperplanes in a natural embedding — in the first two lines with respect to one half of the anticanonical divisor, in the third line with respect to one third of the anticanonical divisor, and in the last two lines with respect to one fifth of the anticanonical divisor. The two Grassmannians in the last cell of the table are considered as embedded into the same $\mathbb{P}^9$ but in a different way (in other words, the second Grassmannian is the image of the first Grassmannian under a general element of the group $\text{PGL}(10)$ acting naturally on $\mathbb{P}^9$).

Similarly, the category appearing in $D(X''_P)$ (a quadric section of $\mathbb{P}^3 \times \mathbb{P}^3$) can be shown to be equivalent to the twisted derived category of a small resolution of singularities of a special octic double solid (which is a Calabi–Yau 3-fold).

**Remark 4.11.** Other examples from $[\text{IM11}]$ Thm. 4.4 can be explained by homological projective duality (see $[\text{Kuz07, Kuz11}]$). It seems that the homological projective dual for $\mathcal{O}\mathbb{P}^2$ is the Cartan cubic in $\mathbb{P}^{26}$, for $S_{12}$ is the double covering of $\mathbb{P}^{31}$ ramified in the Igusa quartic, for $\text{Gr}(2,10)$ is the Pfaffian quintic, and for $S_{14}$ is the double covering of $\mathbb{P}^{63}$ ramified in the Popov octic. Then by HPD the nontrivial components of their linear sections are equivalent to the nontrivial components of the corresponding linear sections of their dual varieties. Thus the examples in $[\text{IM11}]$ Thm. 4.4 should reduce to a 7-dimensional cubic, a quartic double $\mathbb{P}^5$, a quintic in $\mathbb{P}^4$, and octic double $\mathbb{P}^3$ respectively. The first two of them are in our list, and the last two are Calabi–Yau 3-folds.

The only example in $[\text{IM11}]$ not covered by our approach is the double cover of $\text{IGr}(2,6)$ ramified in a quadric. It would be interesting to find out, whether or not it has a 3-Calabi–Yau subcategory. For this the results mentioned in Remark 3.21 might be useful.

### 5. Calabi–Yau categories

#### 5.1. Indecomposability

One of the fundamental properties of Calabi–Yau categories is indecomposability. It can be proved by a simple generalization of the beautiful argument of Bridgeland $[\text{Bri99}]$.

Recall that a triangulated category $\mathcal{T}$ is called connected if $\text{HH}^0(\mathcal{T}) = k$ (if $\mathcal{T} = D(X)$ then by Hochschild–Kostant–Rosenberg isomorphism one has $\text{HH}^0(\mathcal{T}) = H^0(X, \mathcal{O}_X)$, so $\mathcal{T}$ is connected if and only if $X$ is).

**Proposition 5.1.** If $\mathcal{T} \subset D(X)$ is a Calabi–Yau admissible subcategory then any semiorthogonal decomposition of $\mathcal{T}$ is completely orthogonal. In particular, if $\mathcal{T}$ is connected then $\mathcal{T}$ is indecomposable.

**Proof.** Assume $\mathcal{T} = \langle A, B \rangle$ is a semiorthogonal decomposition. Then for any $A \in A$, $B \in B$ we have

$$\text{Hom}(A, B) = \text{Hom}(B, S_{\mathcal{T}}(A))^\vee = \text{Hom}(B, A[n])^\vee = 0,$$

since $A[n] \in A$ as $A$ is triangulated. Thus the decomposition is completely orthogonal. Therefore by Lemma 2.11 we have $\text{HH}^0(\mathcal{T}) = \text{HH}^0(A) \oplus \text{HH}^0(B)$. So, if $\mathcal{T}$ is connected it follows that either $\text{HH}^0(A) = 0$ or $\text{HH}^0(B) = 0$. But then again by Lemma 2.11 we have $A = 0$ or $B = 0$. □

Because of their indecomposability connected Calabi–Yau categories can be considered as the simplest building blocks of geometric triangulated categories.
5.2. Hochschild homology. Let $\mathcal{A} \subset \mathbf{D}(X)$ be an admissible subcategory. Then it extends in two ways to a semiorthogonal decomposition

$$\mathbf{D}(X) = \langle \mathcal{A}^\perp, \mathcal{A} \rangle \quad \text{and} \quad \mathbf{D}(X) = \langle \mathcal{A}, \perp \mathcal{A} \rangle.$$  

Denote by $P^L_A, P^R_A \in \mathbf{D}(X \times X)$ the kernels of the projections onto $\mathcal{A}$ with respect to these decompositions.

**Lemma 5.2.** If $\mathcal{A}$ is $n$-Calabi–Yau then there exists a canonical isomorphism $P^L_A[n] \cong P^R_A \circ S_X$.

**Proof.** Let $\alpha : \mathcal{A} \to \mathbf{D}(X)$ be the embedding functor. Then $P^L_A = \alpha \alpha^*$ and $P^R_A = \alpha \alpha^!$. By Lemma 2.6(i) we have

$$\alpha \alpha^! \circ S_X = S_A \circ \alpha^* = \alpha^*[n].$$  

Composing this with $\alpha$ we deduce the claim. \hfill \Box

It follows that for a Calabi–Yau subcategory the Hochschild cohomology coincides with the Hochschild homology, up to a shift.

**Proposition 5.3.** If $\mathcal{A} \subset \mathbf{D}(X)$ is an $n$-Calabi–Yau admissible subcategory then

$$\text{HH}^k(\mathcal{A}) \cong \text{HH}_{k-n}(\mathcal{A})$$

for any $k \in \mathbb{Z}$.

**Proof.** As before, let $P^L_A$ and $P^R_A$ be the kernels of the left and right projection onto $\mathcal{A}$. Let $\Delta : X \to X \times X$ be the diagonal embedding. By [Kuz09, Prop. 8.1] we have

$$\text{HH}^\bullet(\mathcal{A}) = H^\bullet(X, \Delta^! P^L_A).$$

Also, the same argument shows that

$$\text{HH}_w(\mathcal{A}) = H^\bullet(X, \Delta^* P^R_A).$$

Now using Lemma 5.2 we obtain

$$H^\bullet(X, \Delta^! P^L_A) = H^\bullet(X, \Delta^! (P^R_A \circ S_X)[-n]) = H^\bullet(X, \Delta^* P^R_A[-n])$$

which gives the required identification. \hfill \Box

The following is a useful consequence of this result.

**Corollary 5.4.** If $\mathcal{A} \subset \mathbf{D}(X)$ is a nonzero $n$-Calabi–Yau admissible subcategory then $\text{HH}_{-n}(\mathcal{A}) \neq 0$.

**Proof.** We have $\text{HH}_{-n}(\mathcal{A}) = \text{HH}^0(\mathcal{A})$ which is nonzero by Lemma 2.11. \hfill \Box

**Remark 5.5.** The Proposition can be also used to show that some Calabi–Yau categories of geometric origin are connected (and hence indecomposable). For example, in the situation of Corollary 4.1 by Proposition 5.3 we have $\text{HH}^0(A_X) = \text{HH}_{-(n+1)(d-2)/d}(A_X)$. But by additivity Lemma 2.10 and the HKR isomorphism this is equal to $H^{n-(n+1)/d}(X)$ which is one-dimensional by the Griffiths Residue Theorem.

5.3. The dimension of Calabi-Yau subcategories. Let $\mathcal{A} \subset \mathbf{D}(X)$ be a Calabi–Yau subcategory. In this section we discuss what can be said about the CY-dimension of $\mathcal{A}$ and its relation to $\dim X$.

First, there are some reasons to believe in the following

**Conjecture 5.6.** If $\mathcal{A} \subset \mathbf{D}(X)$ is a Calabi–Yau subcategory then its CY-dimension is nonnegative.

This Conjecture gives a lower bound for the CY-dimension of $\mathcal{A}$. On the other hand, there is an evident upper bound.

**Theorem 5.7.** If $\mathcal{A} \subset \mathbf{D}(X)$ is an $n$-Calabi–Yau subcategory then $n \leq \dim X$.  
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Proof. By Lemma 2.10 and Corollary 5.4 we have $\text{HH}_n(D(X)) \neq 0$. But by Hochschild–Kostant–Rosenberg isomorphism we have
\[
\text{HH}_n(D(X)) = \bigoplus_{p \in \mathbb{Z}} H^{p-n}(X, \Omega^p_X),
\]
and if $n > \dim X$ the right hand side is zero. □

We conjecture that the inequality is strict unless $X$ itself is a blowup of a CY-variety.

**Conjecture 5.8.** Assume $\mathcal{A} \subset D(X)$ is an $n$-Calabi–Yau category with $n = \dim X$. Then there is a regular birational morphism $X \to X'$ onto a smooth projective variety $X'$ with trivial canonical class and an equivalence $\mathcal{A} \cong D(X')$.

This conjecture is clearly true in dimension 1 since all semiorthogonal components of curves have been classified (see [Oka11]). However, even in dimension 2 it is not quite clear.

Another interesting problem in this direction is the classification of Calabi–Yau categories of small dimension (say of dimension 0 and 1). Also the question of boundedness (is there only a finite number of deformation families of CY categories of a given dimension?) is interesting.

One can also ask similar questions about fractional Calabi–Yau categories. For sure, they don’t have the indecomposability property.

**Example 5.9.** Let $X \subset \mathbb{P}^3$ be a cubic surface and $\mathcal{A} = O_X^\perp \subset D(X)$. Then $\mathcal{A}$ is a connected fractional Calabi–Yau category of dimension $4/3$. However, if $X$ can be represented as a blowup of $\mathbb{P}^2$ in 6 points (e.g., if the base field $k$ is algebraically closed of characteristic zero) then $\mathcal{A}$ is generated by an exceptional collection, so it is far from being indecomposable.

It seems, however, quite plausible that analogues of Theorem 5.1 and of Conjecture 5.6 could be true for fractional Calabi–Yau categories.
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