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Abstract

Existing deep neural network based salient object detection (SOD) methods mainly focus on pursuing high network accuracy. However, those methods overlook the gap between network accuracy and prediction confidence, known as the confidence uncalibration problem. Thus, state-of-the-art SOD networks are prone to be overconfident. In other words, the predicted confidence of the networks does not reflect the real probability of correctness of salient object detection, which significantly hinder their real-world applicability. In this paper, we introduce an uncertainty-aware deep SOD network, and propose two strategies from different perspectives to prevent deep SOD networks from being overconfident. The first strategy, namely Boundary Distribution Smoothing (BDS), generates continuous labels by smoothing the original binary ground-truth with respect to pixel-wise uncertainty. The second strategy, namely Uncertainty-Aware Temperature Scaling (UATS), exploits a relaxed Sigmoid function during both training and testing with spatially-variant temperature scaling to produce softened output. Both strategies can be incorporated into existing deep SOD networks with minimal efforts. Moreover, we propose a new saliency evaluation metric, namely dense calibration measure $C$, to measure how the model is calibrated on a given dataset. Extensive experimental results on seven benchmark datasets demonstrate that our solutions can not only better calibrate SOD models, but also improve the network accuracy.

1. Introduction

There has been profound progress in visual salient object detection (SOD) with the help of deep convolutional neural networks [37, 12], especially fully convolutional neural networks [27, 1]. State-of-the-art SOD methods mainly focus on pursuing high network accuracy by exploiting different backbone deep networks (e.g., VGG-Net [37], ResNet [12]), incorporating different prior knowledge [25, 35, 59] or learning from weak supervision [41, 20, 50].

SOD [45, 35, 25, 43] is generally formulated as a binary classification problem, where each pixel is classified as either the salient foreground (1) or the background (0) by a deep network. The Binary Cross-Entropy Loss (BCE) is employed to optimize network parameters with the ground-truth binary supervision. The network accuracy measures the extent to which the network prediction is consistent with the ground-truth. The network output is normalized by Softmax or the Sigmoid function, and it is termed the confidence, representing how the model trusts its prediction.

In this paper, we would like to raise a natural question that whether confidence of SOD network is consistent with the network accuracy? This question is referred to the problem of confidence calibration [10], where Guo et al. [10] discovered that modern deep neural networks are poorly calibrated, i.e., the confidence and the accuracy are not consistent. Their conclusion is based on the image-level classification problem. In this paper, we extend the analysis of confidence calibration for single label classification to its dense prediction counterpart, salient object detection in particular.

Taking one state-of-the-art SOD model DGRL [43] as an example, we investigate its confidence calibration issue on DUTS testing dataset [41] and show the results in Fig. 1, where “Ours_BDS” and “Ours_UATS” are models using the BDS and UATS strategies respectively. Specifically, we group saliency prediction of DGRL [43] and our
method on the above mentioned two testing datasets to 12 bins and compute both network confidence and model accuracy in each bin. A perfectly calibrated model should have “confidence=accuracy” in all the bins. As reported in Fig. 1, state-of-the-art SOD model DGRL is not well calibrated as evidenced by the gap between confidence and accuracy. By contrast, our proposed methods greatly decrease the gap and therefore are well calibrated.

For SOD, as an important intermediate step in various vision systems [22, 47, 32], we argue that consistent predictions of confidence and accuracy are more desirable than overconfident predictions. In this paper, we address the confidence calibration issue from uncertainty estimation perspective for the task of deep SOD, and propose two strategies from different perspectives to prevent the SOD networks from becoming overconfident: 1) relax the supervision signals, and 2) soften the model prediction.

Firstly, we note that pixels across an entire image are not equal in terms of prediction confidence [23], which is also consistent with human visual perception. In particular, humans tend to make mistakes around edges. Thus, if a pixel belongs to a high uncertainty region, we assign high temperature if it belongs to a high uncertainty region, and a low temperature otherwise based on a learned uncertainty map.

Secondly, we re-map the network confidence in a non-linear way by taking the spatially-variant nature of uncertainty in dense labelling tasks into account. Our second strategy, namely Uncertainty-aware Temperature Scaling (UATS), uses a relaxed Sigmoid function to produce softened output. Specifically, for a pixel, we assign high temperature if it belongs to a high uncertainty region, and a low temperature otherwise based on a learned uncertainty map. Existing temperature scaling (TS) related model calibration technique [10] treats TS as a post-processing method and uses a fixed temperature for the entire dataset. Differently, we produce uncertainty map while training the network, and produce spatial-varying temperature to achieve a well-calibrated and high-accurate model.

Furthermore, we propose dense calibration measure as a new evaluation metric to quantitatively measure how each SOD model is calibrated on a specific dataset. We believe that our work is the first attempt to learn dense prediction models from a model calibration perspective. Both strategies can be incorporated in the training procedure of existing deep SOD networks with minimal efforts. Experimental results on seven SOD benchmark datasets demonstrate the effectiveness of our proposed strategies.

Our main contributions can be summarized as:

- We propose two strategies to prevent the SOD network from overconfident, namely boundary distribution smoothness and uncertainty-aware temperature scaling by taking image uncertainty into account.
- We introduce dense calibration measure as an evaluation metric to quantitatively measure how the salient object detection model is calibrated.
- Experimental results on seven SOD benchmark dataset illustrate that our proposed strategies can lead to a well-calibrated model of high accuracy.

2. Related Work

We briefly review deep SOD models, and discuss efforts in addressing the network confidence calibration issue.

2.1. Deep Salient Object Detection Models

Depending on how pixel-wise human annotations are used, existing deep SOD models can be classified into three categories: fully supervised models, weakly supervised models and unsupervised models.

**Fully supervised models** [35, 45, 7, 44, 2, 25, 43, 54, 28, 42, 14] use clean pixel-wise human-annotations as supervision signals. Wu et al. [45] proposed a cascaded partial decoder framework to achieve fast and high resolution SOD. Qin et al. [35] included a hybrid loss for boundary-aware saliency detection. Shen et al. [2] introduced a reverse attention module to refine a saliency map gradually in a top-down manner. Liu et al. [25] presented pixel-wise contextual attention to effectively select informative context for each pixel. With the same purpose, Wang et al. [43] integrated a global recurrent localization network with a local boundary refinement network to learn both global and local context information.

**Weakly supervised models** learn saliency from low-cost annotations. Zeng et al. [50] trained a salient object detection model with diverse weak supervision sources, including category labels, captions, and unlabelled data. Wang et al. [41] introduced a foreground inference network (FIN) within a two-stage learning framework to learn saliency from image-level supervision. Li et al. [20] took an coarse saliency map from unsupervised saliency method as initial guess, and then iteratively update it with image level labels.

**Unsupervised models** [51, 53] do not require large-scale manually labelled annotations. In general, those methods exploit multiple subjective or unreliable annotations. Zhang et al. [51] learned a deep model, driven by fusing outputs...
2.2. Confidence Calibration of Deep Networks

Guo et al. [10] discovered that modern deep neural networks are prone to producing overconfident predictions. To remedy this issue, [29, 30] generate adversarial samples [9] to enlarge diversity of training dataset. More recently, Kuamr et al. [19] introduced trainable model calibration error as a regularization term to their objective function. [33] investigated the effect of dataset shift on accuracy and calibration by comparison of existing model calibration methods. Here, we mainly focus on two related directions for confidence calibration: label relaxation [38] and temperature scaling [10].

Label Relaxation aims at relaxing the supervision signals, thus generating smoothing labels [38] or disturbed labels [46]. Thulasidasan et al. [39] discovered that mixup-training [52] with label smoothing can significantly improve model calibration. To obtain a more robust and generative model, Xie et al. [46] randomly replaced a part of labels as incorrect values in each iteration. Griffiths et al. [34] presented a soft-label dataset (CIFAR10H) aiming at reflecting human perceptual uncertainty by providing label distribution across categories instead of a hard one-hot label.

Temperature Scaling focuses on modifying the model prediction. A simple temperature scaling method was proposed in [10] to deal with the network overconfidence issue as a post-processing method. Neumann et al. [31] proposed a relaxed Softmax layer based on sample-dependent temperature. Hinton et al. [13] proposed to raise the temperature of the final Softmax until the model produced a suitably soft set of targets.

Although model calibration has been studied for the image-level classification task, we would like to emphasize that no such study exists in saliency prediction. Meanwhile, adapting existing model calibration strategies to SOD networks is not straight-forward. Firstly, most existing work on model calibration focus on image-level classification problem [10], where there exists no context relationships inside each sample. For SOD, context inside the image plays a key role. Secondly, different from image-level classification, category information is not available in saliency prediction model, thus introducing soft-label dataset like [34] to reflect category relationship does not work. In this paper, we present two strategies to produce uncertain-aware deep calibrated salient object detection model, and we will discussed both solutions in details in Section 3.

3. Calibrated Salient Object Detection

As to the nature of salient object detection and the smooth changes of human attention towards a natural images, it is more reasonable to produce a confidence map to indicate the uncertainty of saliency prediction. This motivates us to study the uncalibrated phenomenon in SOD rather than attaining an accuracy orientated binary classification based deep model. Inspired by recent advances in confidence calibration [34, 10, 13, 26] and adversarial samples [38, 52], we extend confidence calibration from the single label classification problem to its dense labelling counterpart, in particular salient object detection. We present two strategies, namely Boundary Distribution Smoothing (BDS) and Uncertainty-aware Temperature Scaling (UATS) to alleviate the over-confidence problem in deep SOD models. We further propose dense calibration measure as an evaluation metric to measure how the network is calibrated.

3.1. Rethinking Deep Salient Object Detection

Let \( D = \{ x_i, y_i \}_{i=1}^N \) be a training set, where \( x_i \in \mathbb{R}^{h \times w \times 3} \) is an image and \( y_i \in \mathbb{R}^{h \times w} \) is the corresponding ground-truth saliency map. Pixels with value 0 in \( y_i \) encode the background of image \( x_i \), while the salient objects are marked with 1.

Conventional deep solutions approach SOD as a dense binary classification problem. More specifically, a deep SOD model is learned by minimizing the empirical risk:

\[
R = \frac{1}{N} \sum_{i=1}^N \sum_{(u,v)} \ell(s_i(u,v), y_i(u,v)),
\]

where \( s_i = p(y_i | x_i, \Theta) \) is normalized output with \( \Theta \) as the parameter set of the network, \( (u, v) \) denotes coordinates of pixels in an image. Generally, the loss \( \ell \) is the binary cross-entropy loss defined as:

\[
\ell(s, y) = - (y \log(s) + (1 - y) \log(1 - s)),
\]

where \( s = s_i(u,v) \) and \( y = y_i(u,v) \), correspond to network prediction and ground-truth at coordinate \( (u,v) \).

The empirical risk in Eq. (1) is minimized by using variants of stochastic gradient descent. The minimum of the above loss function is achieved with peaked predictions, where \( s \) approaches 1 for the foreground (salient) objects and 0 otherwise as shown in Fig. 1 (a). The main consequence of the peaked prediction is that the learned model could even output high confidence for incorrect prediction (low accuracy). One of the solution to cope with the over-confidence problem is uncertainty modeling [17, 16, 18].

Uncertainty measures what a model does not know, which can be systematically categorized into aleatoric uncertainty and epistemic uncertainty [16]. The aleatoric uncertainty accounts for uncertainty in the data while the epistemic uncertainty represents the model’s ignorance of the
underlying distribution of the data. For example, noise in training data can increase the aleatoric uncertainty, while limited data can lead to epistemic uncertainty.

Inspired by the research on uncertainty modeling [17, 16, 18], our BDS and UATS strategies deal with both aleatoric uncertainty and epistemic uncertainty during training. In particular, with BDS, we target at the aleatoric uncertainty by smoothing out the label distribution, and UATS tackles the epistemic uncertainty through temperature scaling. Different from conventional way of using temperature scaling as a post-processing technique [10], and assign a constant temperature to all the samples, we obtain uncertainty-aware dense spatially-variant temperature with each pixel representing uncertainty of current pixel.

3.2. Boundary Distribution Smoothing

Following [38], one could uniformly smooth pixel-wise labels for the whole image, yielding smoothed saliency maps\(^1\) in the form of \(y_i \in [0, 1]^{h \times w}\) instead of the original \(y_i \in \{0, 1\}^{h \times w}\). As will be shown empirically in Section 4, this strategy may lead to an under-confident model (see “M2” in Table 2).

It is generally believed that pixels are not created equally and the uncertainty across the whole image varies from pixel to pixel, where the high-uncertain pixels play a key role [23]. Thus, how to identify the pixels with high uncertainty becomes a key problem in tackling the dense labelling tasks. As observed by Kendall et al. in [16], “pixels along the object boundaries are more prone to errors in labelling”. We perform a similar analysis and report the results in Fig. 3, where we visualize the pre-computed uncertainty map and the updated uncertainty map following [8], which shows close connection between object boundaries and prediction uncertainty.

To benefit from this observation, we propose to preprocess the binary ground-truth boundary by considering the underlying uncertainty. Specifically, we intend to assign softened labels in the range of \([0, 1]\) to those uncertain region and hard binary labels \(\{0, 1\}\) to the others following the label smoothing pipeline [38]. Specifically, we gradually smooth those uncertain pixels to produce a continuous saliency map by simply using a Gaussian kernel. As shown in Fig. 3, the final smoothed map is a continuous map instead of a discrete step map. To produce diverse labels following an adversarial sample generation pipeline [38, 52], we use multiple Gaussian kernel of different kernel sizes to produce an augmented dataset, which is then our training dataset.

3.3. Uncertainty-aware Temperature Scaling

The BDS strategy focuses on smoothing the supervision signal to better represent the aleatoric uncertainty based on the assumption that labeling error may occur along object edges. UATS is proposed to smooth the network output according to the uncertainty of each pixel.

The original Sigmoid function for a binary classification problem is defined as:

\[
s = \frac{1}{1 + \exp(-z)},
\]

where \(z\) and \(s\) are the network output and the normalized prediction respectively.

Temperature scaling can be introduced to the Sigmoid function, known as the relaxed Sigmoid function, which is defined as:

\[
s' = \frac{1}{1 + \exp(-z/T)},
\]

where \(T\) is the temperature and is used to produce softened network prediction \(s'\). \(T = 1\) leads to the original Sigmoid function. \(T > 1\) produces softened output, and when \(T \in (0, 1)\), the prediction will collapse to a point mass, as shown in Fig. 4.

Taking the uncertainty into consideration, we propose an uncertainty-aware temperature scaling (UATS) method during both training and testing stages. This is different from [10] in at least two aspects: 1) we use sample-dependent and spatial-varying temperature based on uncertainty estimation instead of one uniform temperature for the entire dataset [10]; 2) our temperature is learned during network training, while existing temperature related methods [31] use pre-defined temperature.

Specifically, we produce multiple predictions as shown in Fig. 5 following the widely used uncertainty estimation

---

\(^1\)For a saliency map \(y_i\), we will abuse the notation and denote the smoothed map with \(\hat{y}_i\) as well.
method: M-heads [36]. M-heads is a structured-output generation pipeline, where a shared encoder is to model deterministic feature, and different decoders are used to model stochastic features. We show the M-heads based uncertainty estimation model in Fig. 5. Each decoder in the M-heads based framework generate one possible prediction. With M different decoders, we can obtain M predictions. We then compute per-pixel wise uncertainty map $U \in [0, 1]$ (variance of those multiple predictions) of the M different predictions, and define temperature $T = \exp(\alpha \ast U)$ during both training and testing, where $\alpha > 0$ is a balance parameter. Thus, for a given image $x_i$, the softened output is achieved as:

$$s_i' = \frac{1}{1 + \exp(-f(x_i, \Theta) / \exp(\alpha \ast U_i))}. \quad (5)$$

Larger number of $\alpha$ will lead to more smooth prediction, and we set $\alpha = 1$ in this paper.

### 3.4. Dense Calibration Measure

Existing saliency evaluation metrics, including Mean Absolute Error, F-measure, S-measure [5] and E-measure [6], focus only on accuracy of prediction, without considering the gap between accuracy and network confidence. Thus they fail to provide evaluation on how the model is calibrated on a specific dataset. Inspired by [10], we extend the expected model calibration error to dense prediction task, and define accuracy acc, confidence conf and dense calibration measure $C$ of a model on a given dataset. For model $f(\Theta)$ with parameters $\Theta$ and a given testing set $G = \{x_i, y_i\}_{i=1}^S$ of size $S$, acc is used to measure the accuracy of the model on $G$. conf measures how much the model believes in its predictions, and $C$ measures the calibration error of model $f(\Theta)$ on $G$.

For an image $x_i$, we define its prediction according to $f(\Theta) = s_i$. Following [10], we group predictions $s_i$ into $M$ interval bins. The accuracy of each bin is measured as:

$$\text{acc}(B_m)^i = \frac{1}{|B_m|} \sum_{(u,v) \in B_m} 1(g(s_i^{(u,v)}) = y_i^{(u,v)}), \quad (6)$$

where $B_m$ are the samples that fall in the $m$-th interval bin, $|B_m|$ is the cardinality of $B_m$, $(u,v)$ represents coordinate of pixels in $B_m$, $g(\cdot)$ is thresholding operation to transfer gray prediction to binary image.

As our saliency prediction $s_i$ is a gray scale image, we follow the idea of F-measure, and obtain a binary prediction by thresholding the saliency map $s_i$ in the range of $[0, 1]$ with 256 intervals. Each $g(s_i^{(u,v)})$ lead to one accuracy as Eq. (6). With 256 thresholds, we obtain a 256-d vector for accuracy $\text{acc}(B_m)^i$ of each bin. $\text{macc}(B_m)^i$ is defined as mean of $\text{acc}(B_m)^i$. Then, the accuracy $\text{acc}_i$ of image $x_i$ is defined as: $\text{acc}_i = \{\text{macc}(B_1)^i, \cdots, \text{macc}(B_M)^i\}$, which is a $M$ dimensional vector, with each position representing accuracy for a specific bin $B_m$.

The prediction confidence for each pixel represents how much the model trusts its predictions. For an image $x_i$, the average confidence of each bin $B_m$ is then defined as:

$$\text{conf}(B_m)^i = \frac{1}{|B_m|} \sum_{(u,v) \in B_m} \hat{p}_{i}^{(u,v)}, \quad (7)$$

where $\hat{p}_{i}^{(u,v)}$ is the model confidence at position $(u,v)$, which is defined as:

$$\hat{p}_{i}^{(u,v)} = \max\{s_i^{(u,v)}, 1 - s_i^{(u,v)}\}. \quad (8)$$

Dense calibration measure $C$ is the weighted average of the difference between bins’ accuracy and confidence. For image $x_i$, we define its dense calibration measure as:

$$C^i = \frac{\sum_{m=1}^{M} |B_m| |\text{macc}(B_m)^i - \text{conf}(B_m)^i|}{\sum_{m=1}^{M} |B_m|}, \quad (9)$$

where $\sum_{m=1}^{M} |B_m|$ is the number of pixels in $x_i$. A perfectly calibrated model should have $\text{conf}(B_m)^i = \text{macc}(B_m)^i$, thus leads to $C^i = 0$. For a given testing dataset $G$ and trained model $f(\Theta)$, we define the dense calibration measure of the model on $G$ as: $C^G = \text{mean}\{C^1, \cdots, C^S\}$. $C^G = 0$ represents the model is perfectly calibrated, and $C^G = 1$ indicates poorly calibrated model. In Table 1, we show the dense calibration measure of competing methods and ours, which clearly illustrates the effectiveness of our solutions.

### 3.5. Implementation Details

For the boundary distribution smoothing strategy, we apply Gaussian kernel of diverse sizes in the range (0.5] to generate multiple labels for a given image to achieve data augmentation, which is then used as our training dataset. We build our network on a newly proposed saliency framework (CPD [45] in particular) to test how the proposed strategy can produce well-calibrated saliency model. We set $M = 5$, indicating five different decoders, and they share same structure as [45]. We obtain $M$ different predictions...
during both training and testing, and define spatial-varying temperature of an image based on variance of above multiple predictions according to Eq. (5).

We trained our model using Pytorch and integrated both BDS and UATS in our framework, where “BDS” generates diverse smoothed labels, serving as data augmentation technique, and UATS produces softened output by taking uncertainty of prediction into account. We provide frameworks based on both VGG16 [37] and ResNet50 [12] backbone following our base model [45]. We used the SGD method with momentum 0.9. The base learning rate was initialized as $1 \times 10^{-5}$. The whole training took around 13 hours (10 epochs) on a PC with an NVIDIA GeForce RTX GPU.

4. Experimental Results

4.1. Setup

Dataset: We have evaluated our performance on seven saliency benchmarking datasets. We used 10,553 images from the DUTS dataset [41] for training. The testing datasets include: 1) DUTS testing dataset; 2) ECSSD [48]; 3) DUT [49]; 4) HKU-IS [21]; 5) PASCAL-S [24]; 6) THUR [3]; 7) MSRA-B testing dataset [15].

Competing methods: We have compared our methods against twelve fully supervised deep salient object detection models as shown in Table 1.

Evaluation metrics: Four evaluation metrics are used for performance evaluation, including two widely used (mean absolute error (MAE $M$), F-measure ($F_\beta$)), one newly proposed ($S$-measure $S_\alpha$ [5]), and our proposed dense calibration measure ($C$).

4.2. Comparison with State-of-the-Art

Comparisons on Calibration Measure: We computed the dense calibration measure $C$ of competing methods and ours, and show results in Table 1. We discovered that the proposed solution achieves consistently the smallest $C$ measure with both ResNet50 backbone and VGG16 backbone. Further, we find that for those SOD models with both VGG and ResNet backbones (PicANet [25] and CPD [45] in particular), their ResNet50 based models achieves smaller dense calibration measure, indicating better generalization ability for the ResNet50 based models.

Moreover, through carefully analysing the $C$ measure for competing methods on all the testing dataset, we find that the proposed dense calibration measure do not necessarily consistent with other metrics. For example, $S$-measure of RAS [2] on ECSSD dataset is worse than that of NLDF, while we observe smaller dense calibration measure for RAS. This phenomenon indicates that dense calibration measure can discover other attributes of deep SOD models, and together with existing evaluation metrics to provide more comprehensive evaluation of a given model.

Quantitative Comparison: We compared our method with state-of-the-art SOD methods, and the performance is reported in Table 1 and Fig. 6, where “Ours” represents result of our model trained with M-heads based on the augmented dataset through label smoothing. We observe consistent performance improvement, around 2% improvement of $S$-measure and $F$-measure, as well as around 1% decrease of MAE. As mentioned above, we build our network on CPD [45], and we add four extra decoder to CPD network, and train the model with augmented data through label smoothing. We notice that the proposed solution not only improve network performance, but also lead to a better calibrated model. In Fig. 6, we show $E$-measure and $F$-measure curves on two datasets (we have both curves on seven testing datasets, and only show two of them due to page limit). We observe that although CPD has achieved very good performance with $E$-measure and $F$-measure on top of the curves, our proposed solutions can further boost its performance, and achieve the best performance compared with competing methods.

Qualitative Comparisons: In Fig. 7, we presented five visual comparisons between our methods and competing methods, where our methods produce comparable or best performance. The salient object in the first row is large, where part of the salient foreground is in a shadow area and shares similar appearance with the background. Most of the existing deep models fail to detect that region. The proposed methods can achieve better results with the above hard region highlighted. The salient object in the second row expands to a large region. Most of the competing methods incorrectly predict salient object as background. While the proposed two solutions can preserve more salient foreground. The salient object in the third image appears quite similar to the background, which makes almost all of the competing deep models fail to distinguish the salient foreground from the background, especially for the legs part of the salient object, while our methods produce better saliency maps, with most of the background removed. The background in the fourth image is quite complex and similar to the foreground, competing deep models usually fail to discriminate salient objects from the clustered background, while our method produces nearly clear salient maps.

4.3. Ablation Studies

We carried out two experiments (“M1”, and “M2”) to analyze label smoothing and another three experiments (“M3”, “M4” and “M5”) to illustrate the effectiveness of the proposed uncertainty-aware temperature scaling technique. Performance of all the experiments in this section is shown in Table 2, where “M0” is our final performance, and “Base” represents performance of the base model (CPD [45] in particular).

Base Model + BDS: We use diverse scales of Gaussian ker-
Table 1. Benchmarking results of competing SOD models on seven datasets. ↑ & ↓ denote larger and smaller is better, respectively.

| Metrics     | Amulet | DSS | PiCANet | RAS | NLDF | MSNet | CPD | AFNet | Ours | PiCANet | CPD | DGRL | SRM | Ours | BASNet | PAGRN |
|-------------|--------|-----|---------|-----|------|-------|-----|-------|------|---------|-----|------|-----|------|--------|-------|
| S0↑ | 0.7928 | 0.7889 | 0.8423 | 0.7918 | 0.8162 | 0.8617 | 0.8668 | 0.8671 | **0.8865** | 0.8514 | 0.8690 | 0.8460 | 0.8358 | **0.8761** | 0.8657 | 0.8385 |
| F0↑ | 0.8870 | 0.8726 | 0.7565 | 0.7410 | 0.7567 | 0.7917 | 0.8246 | 0.8123 | **0.8528** | 0.7662 | 0.8208 | 0.7898 | 0.7655 | **0.8302** | 0.8226 | 0.7781 |
| C↑ | 0.0536 | 0.0597 | 0.0537 | 0.0447 | 0.0473 | 0.0323 | 0.0351 | 0.0326 | **0.0525** | 0.0301 | 0.0322 | 0.0452 | 0.0363 | **0.0223** | 0.0410 | 0.0365 |
| M↑ | 0.0160 | 0.0174 | 0.0161 | 0.0176 | 0.0182 | 0.0189 | 0.0195 | 0.0186 | **0.0232** | 0.0181 | 0.0182 | 0.0189 | 0.0195 | **0.0232** | 0.0181 | 0.0182 |
| S0↓ | 0.8905 | 0.8236 | 0.8984 | 0.8211 | 0.8697 | 0.9048 | 0.9046 | 0.9074 | **0.9205** | 0.8901 | 0.9129 | 0.9019 | 0.8907 | **0.9264** | 0.9104 | 0.8825 |
| F0↓ | 0.8732 | 0.8344 | 0.8719 | 0.8372 | 0.8714 | 0.8856 | 0.9007 | 0.9008 | **0.9225** | 0.8794 | 0.9093 | 0.8978 | 0.8809 | **0.9297** | 0.9128 | 0.8718 |
| C↓ | 0.0392 | 0.0721 | 0.0284 | 0.0429 | 0.0476 | 0.0305 | 0.0358 | 0.0320 | **0.0521** | 0.0248 | 0.0292 | 0.0383 | 0.0364 | **0.0214** | 0.0336 | 0.0414 |
| M↓ | 0.0608 | 0.0895 | 0.0543 | 0.0899 | 0.0655 | 0.0479 | 0.0434 | 0.0450 | **0.0358** | 0.0519 | 0.0397 | 0.0447 | 0.0566 | **0.0311** | 0.0399 | 0.0464 |

Base Model + Uniform Label Smoothing: Conventional way of using label smoothing [38] is for image-level classification task, where they uniformly smooth the one-hot label vector to produce adversarial samples. Following this basic setting, we use uniform smoothing instead, and assign pixels along salient object edges a uniform saliency value, and the performance is reported as “M2”. We find inferior performance of “M2” compared with the base model. The main reason is that during uniform label smoothing, we introduce noise to the network. Although uniform label smoothing works well in the image-level classification tasks, it is more appropriate to use a Gaussian smoothing for our dense prediction task.

Base Model + UATS: With the base model, we embed the proposed UATS (uncertainty-aware temperature scaling) module to the network, and show the performance as “M3”. We observe that UATS not only consistently improves net-
Table 2. Performance of experiments in the ablation study section.

| Metrics | M0 | Base | M1 | M2 | M3 | M4 | M5 |
|---------|----|------|----|----|----|----|----|
| $S_0$  | 8865 | .8668 | .8732 | .8012 | .8790 | .8341 | .8712 |
| $F_0$  | .8528 | .8246 | .8470 | .7823 | .8510 | .8165 | .8367 |
| $C$    | .0253 | .0351 | .0302 | .0510 | .0289 | .0311 | .0296 |
| $M$ ↓  | .0352 | .0428 | .0415 | .0555 | .0411 | .0485 | .0434 |
| $S_0$  | 9205 | .9046 | .9134 | .8704 | .9134 | .8838 | .9028 |
| $F_0$  | .9225 | .9076 | .9170 | .8572 | .9189 | .8857 | .8982 |
| $C$    | .0251 | .0358 | .0310 | .0573 | .0301 | .0312 | .0259 |
| $M$ ↓  | .0358 | .0434 | .0416 | .0631 | .0451 | .0487 | .0460 |
| $S_0$  | 8456 | .8263 | .8302 | .7521 | .8389 | .8124 | .8270 |
| $F_0$  | .7812 | .7425 | .7527 | .7192 | .7676 | .7344 | .7442 |
| $C$    | .0374 | .0443 | .0411 | .0595 | .0418 | .0418 | .0419 |
| $M$ ↓  | .0464 | .0574 | .0546 | .0670 | .0556 | .0594 | .0587 |
| $S_0$  | 9176 | .9039 | .9102 | .8603 | .9132 | .9014 | .9092 |
| $F_0$  | .9043 | .8948 | .9028 | .8252 | .9019 | .8803 | .8974 |
| $C$    | .0175 | .0259 | .0210 | .0417 | .0213 | .0225 | .0230 |
| $M$ ↓  | .0289 | .0333 | .0317 | .0551 | .0346 | .0303 | .0311 |
| $S_0$  | 8053 | .7860 | .7901 | .7607 | .7931 | .7691 | .7891 |
| $F_0$  | .8220 | .8310 | .8177 | .8303 | .8043 | .8190 | |
| $C$    | .0973 | .1119 | .1102 | .1312 | .1052 | .1034 | .1111 |
| $M$ ↓  | .1092 | .1215 | .1176 | .1395 | .1118 | .1285 | .1209 |
| $S_0$  | 8442 | .8311 | .8349 | .7815 | .8314 | .8118 | .8267 |
| $F_0$  | .7498 | .7544 | .7051 | .7529 | .7238 | .7509 | |
| $C$    | .0471 | .0603 | .0562 | .0816 | .0519 | .0578 | .0586 |
| $M$ ↓  | .0613 | .0935 | .0668 | .1143 | .0646 | .0666 | .0698 |
| $S_0$  | 9160 | .9079 | .9110 | .8716 | .9096 | .8756 | .9000 |
| $F_0$  | .8974 | .8914 | .8986 | .8385 | .8853 | .8612 | .8807 |
| $C$    | .0298 | .0316 | .0300 | .0591 | .0308 | .0315 | .0312 |
| $M$ ↓  | .0301 | .0385 | .0338 | .0608 | .0411 | .0471 | .0426 |

Figure 7. Visual comparison between our method and other competing methods.

5. Conclusion

In this paper, we addressed the confidence calibration issue for deep SOD, i.e., the gap between network accuracy and prediction confidence. First, we showed that state-of-the-art SOD networks are prone to producing overconfident predictions. Then we proposed two strategies to resolve the overconfidence issue with SOD networks, namely the boundary distribution smoothing strategy (BDS) and the uncertainty-aware temperature scaling strategy (UATS). BDS addresses the overconfidence issue by applying Gaussian kernels to blur the ground-truth labels in order to produce a continuous supervision signal. UATS assigns temperature $T = 2$ for the entire dataset, and show the performance as “M4”. We notice that “M4” can indeed reduce the dense calibration measure, while it also cause inferior performance compared with the base model. This experiment indicates that although TS as post-processing works well in image-level classification, it may not be the right solution for dense prediction task, where spatial-varying temperature is more desirable.

**Base Model + Adaptive TS as Post-processing:** “M4” assigns constant temperature for the entire dataset without considering the uniqueness of each sample. Based on our observation as shown in Fig. 3, high-uncertain pixels usually exist along object edges. We compute image edge map $e$, and define temperature $T = \exp(e)$, which assigns high uncertainty to pixels along object edges, and constant temperature ($T = 1$) to pixels inside object regions. We show the performance as “M5”. Compared with “Base”, we observe improved accuracy and decreased $C$ measure, which indicates the effectiveness of spatially-varying temperature. Meanwhile, our result in “M0” with uncertainty maps from the network achieves even better performance, which further proves the benefit of learning uncertainty maps.
temperature to different pixels by considering their uncertainty adaptively. Experimental results on seven benchmark datasets proved the effectiveness of our solutions.

In the future, we plan to extend the current binary dense prediction framework to other dense tasks, such as monocular depth estimation [56], stereo matching [58, 4], optical flow [57, 40], semantic segmentation [27] and instance-level object segmentation [11].
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