Interplay of viscosity and surface tension for ripple formation by laser melting
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A model for ripple formation on liquid surfaces exposed to an external laser or particle beam and a variable ground is developed. The external incident beam is hereby mechanically coupled to the liquid surface due to surface roughness. Starting from the Navier Stokes equation the coupled equations for the velocity potential and the surface height are derived in a shallow-water approximation with special attention to viscosity. The resulting equations obey conservation laws for volume and momentum where characteristic potentials for gravitation and surface tension are identified analogously to conservative forces. The approximate solutions are discussed in the context of ripple formation in laser materials processing involving melting of a surface by a laser beam. Linear stability analysis provides the formation of a damped wave modified by an interplay between the external beam, the viscosity, and the surface tension. The limit of small viscosity leads to damped gravitational and the limit of high viscosity to capillary waves. The resulting wavelengths are in the order of the ripples occurring in laser welding experiments hinting to the involvement of hydrodynamic processes in their origin. By discussing the response of the system to external periodic excitations with the help of Floquet multipliers, we show that the ripple formation could be triggered by a periodically modulated external beam, e.g. appropriate repetition rates of an incident laser beam. The weak nonlinear stability analysis provides ranges where hexagonal or stripe structures can appear. The orientation of stripe structures and ripples are shown to be dependent on the incident angle of the laser or particle beam where a minimal angle is reported. Numerical simulations confirm the findings and allow to describe the influence of variable grounds.

PACS numbers:

I. INTRODUCTION

Laser material processing can be accompanied by the formation of periodic structures at different length scales. These periodic stripes or ripples are usually treated as an unwanted effect increasing the surface roughness in laser-ablation processes and conditions have been worked out to avoid such instabilities [1]. However sometimes such structures can be used to improve tribological properties of the surface [2], to colorize it [3], to manipulate the laser light polarisation [4] or to increase the efficiency of laser welding or cutting [5]. Birnbaum [6] was the first to see the formation of periodic structures at different length scales. Surface Structures are formed, see fig.1(d). The common feature of all these cases is that the observed period of the structure is different from the laser wavelength and spot size and the laser light melts the surface.

Various mechanisms can lead to the phenomenon of periodic ripples. Periodic surface structures have been extensively investigated experimentally by femtosecond lasers to metals [15, 16] or semiconductors [16, 17] and by ion irradiation [18–22]. Three regimes of material response to femtosecond laser irradiation can be identified [23, 24]: (i) melting and resolidification of a surface region of the target, (ii) photomechanical spallation of a single or multiple layers or droplets, and (iii) an explosive disintegration of an overheated surface layer as phase explosion. During the first regime of laser impact to a solid, surface melting occurs and surface instabilities can develop. This is accompanied by a periodic perturbation of the electronic temperature [25] followed by an amplification, for given spatial periods, of the modulation in the lattice temperature [26] and a final possible relocation by hydrodynamic instabilities.

Models of ripples induced by cw or long pulse lasers are usually focused on hydrodynamic processes where the surface profile is created by the melt flow driven by temperature gradients at the surface [17, 27]. Surface oxidation is also sometimes discussed to be important in for chemically reactive metals like e.g., Ti processed at ambient atmosphere [10]. Oxidation is observed on smooth and periodically patterned laser-processed surfaces, but as the ripples in fig.1(b) show they were obtained in N$_2$.

To describe ripples induced by short laser pulses, the coupling of electromagnetism and hydrodynamics needs to be taken into account because the molten phase resolidifies fast. This reduces the time scale for hydrodynamic instabilities to grow. Early theoretical treatments for laser-induced ripples used electrodynamics to calculate the effective surface absorption of laser light on semi-
conducors to predict the occurring wavelength of ripples as reported to experiments [30]. In this context models for dielectric surfaces have considered the electric field produced by the induced polarization charge. The huge difference between the observed ripples wavelength in mm range and the laser wavelength requires a mechanism of down-converting. In [33] an interference between cavity and scattered radiation has been proposed and a multi-physical approach of combined Maxwell and hydrodynamical equations can be found.

As mentioned by several authors before, the formation of periodic structures such as ripples or LIPSS are common not only for laser processing of solids, but also for electrical discharge erosion and ion beam etching. There are also other abrasive surface processing methods like water jet cutting, which generates periodic ripples on the surface. This similarity encourages many authors to approach the modelling of the ripple formation starting not from the basic physical equations describing electrodynamic or hydrodynamic processes, like in [16, 28, 29], but applying phenomenological models like Kardar-Parisi-Zhang and the Kuramoto-Sivashinsky equations. In [39], the correlation of the LIPSS orientation with laser polarization has been investigated by assuming that the polarization causes a breaking of symmetry at the surface.

In this work, we focus on the regime of laser-induced ripples with hydrodynamical origin, i.e. ripples induced by cw or long pulses and laser welding. The liquid phase and the viscosity are assumed to be dominant compared to the transient optical properties as pronounced in [40]. We will describe the regime of a melted surface and want to explore how far the phenomenon of ripple formation can be described by a mechanical origin. To that end, we present a purely hydrodynamical model that considers a laser or particle beam impact on a liquid bath as a (periodic) trigger of surface waves and nonlinear hydrodynamical processes followed by freezing of the actual nonequilibrium situation. At a larger time scale, thermal motion and Marangoni flows play a significant role. In this respect, thermo-capillary waves have been predicted [27]. Thermal convection would be dominant if the Rayleigh number remains below $10^3$ while values of $10^7$ are reported for key hole laser welding [44].

We will treat here the regime of short-time processes before the main thermal convection will appear. Our model is based on a shallow water approximation of the Navier-Stokes equation in the presence of viscosity, surface tension and an external flow induced by a laser or particle beam. In [45] a linearized theory of Navier-Stokes equation with damping by viscosity has been worked out but without surface tension. That the surface tension interferes crucially with the effect of viscosity has been demonstrated for capillary waves on the surface between ethanol and air [46]. The dependence of the spatial period of ripples and the temperature has been calculated in [40]. Since the viscosity scales with the temperature one can turn the picture into a dependence of the ripple wavelength on the viscosity.

Here, we will show the interplay of viscosity and surface tension and will propose that the ripple formation can result from a hydrodynamical instability triggered by external incident beam with the help of Navier Stokes equation. This will be reached by considering the coupling of the external beam to the surface roughness leading to a surface current. This is supported by the observation that surface roughness influences directly the period of structure [14, 15, 47]. From ion irradiation on surfaces, it is well established that surface roughness can induce pattern formation [18]. The incident beam couples to the surface and results in ripples or nanodots [49]. During ion erosion, the pattern formation depends on the composition [48, 51]. Among these nanopatterning, especially the ripple formation has been investigated [10]. For recent overviews see [20, 22]. Analogously we want to explore here the pattern formation on melted surfaces due to the laser-beam impact which facilitate hydrodynamic instabilities [52]. The dependence of ripple formation on the laser incident angle [14] will be considered and it will be shown how the external laser beam creates ripples.

The outline of the paper is as follows. In the next chapter the liquid formulas are shortly reviewed together with the boundary conditions. Then the approximate equations are developed analogously to shallow-water equations but including external currents, surface tension and viscosity. The linear stability analysis is performed in chapter III to provide the parameter ranges where rip-
FIG. 2. Liquid layer with free surface $h(x, y, t)$ on a solid substrate exposed to an external laser or particle beam which creates a surface current due to a gradient of the surface. The vectors $n$ and $t$ describe the normal and tangent direction to the free surface. The bottom geometry $f(x, y, t)$ may be space and time dependent.

II. LIQUID FORMULAS

A. Evolution equations for velocity and height

The following derivation follows closely the one found in text books, e.g. [54–56] with the additional consideration of viscosity and external currents. In order to see transparently which approximations are used we repeat the steps here.

1. Bulk evolution equations

We consider an incompressible fluid layer as depicted in Fig. 2. The motion of the viscous liquid is described by the Navier-Stokes equations

$$\rho \left[ \partial_t \mathbf{v} + (\mathbf{v} \cdot \nabla) \mathbf{v} \right] = -\nabla p + \eta \nabla^2 \mathbf{v} + \mathbf{f}$$ (1)

where $\mathbf{v} = (u, v, w)$ is the bulk velocity of the fluid, $\rho$ is the density, $\eta$ is the dynamic viscosity, $p$ is the pressure and $\mathbf{f}$ is an external force. We assume $\mathbf{f} = -\nabla U$ for a constant gravitation $U = U_0 + \rho g z$ and fix the potential energy at $z = 0$ with $U_0 = -\rho g h_0 - p_0$ with $h_0$ being the mean height on top of which the structure forms. Here, we consider a fluid layer with a free surface $h(x, y, t)$ on a solid substrate. The bottom geometry is described by $f(x, y, t)$ as depicted in Fig. 2 and may in general vary in space and time.

We consider here flat weld pool shapes with a Maragoni number of about 200 which is dimensions below the one for the onset of turbulence [57] and above the value of about 60 that convection happens [58]. Therefore we assume an irrotational flow $\mathbf{v} = \nabla \phi$ and introduce the potential $\phi$ which fulfills

$$\nabla^2 \phi = 0$$ (2)

due to the incompressibility. The Navier-Stokes equation (1) can then be integrated once for an irrotational flow to yield

$$\partial_t \phi = -\frac{1}{\rho} (p + U) - \frac{1}{2} (\nabla \phi)^2.$$ (3)

The term due to the viscosity vanishes in the bulk liquid for the assumed incompressible fluid [2].

2. Boundary conditions at top and bottom

Next, we consider the boundaries at the top and bottom of the liquid layer: At the bottom $z = f(x, y, t)$, the velocity component normal to the interface corresponds to the temporal change of the bottom topology

$$\nabla \phi \cdot \mathbf{n}_G = \partial_t f \quad \text{at} \quad z = f(x, y, t)$$ (4)

where the normal vector of the ground is given by $\mathbf{n}_G = (-\nabla_2 f, 1)/\sqrt{1 + (\nabla_2 f)^2} \approx (-\nabla_2 f, 1)$ with $\nabla_2 = \partial_x^2 + \partial_y^2$. At the free surface $z = h(x, y, t)$, the force equilibrium

$$\Pi \cdot \mathbf{n} = (\gamma \nabla_2 h) \mathbf{n} + (\mathbf{t} \cdot \nabla) \mathbf{t} \quad \text{at} \quad z = h(x, y, t)$$ (5)

holds, where

$$\Pi_{ij} = -p \delta_{ij} + \eta (\partial_i v_j + \partial_j v_i)$$ (6)

is the stress tensor for a viscous, incompressible fluid and $\mathbf{n}$ and $\mathbf{t}$ are the normal and tangential vectors of the free surface, respectively [59]. In the following we abbreviate $h_x = \partial_x h$ for legibility. Using the normal vector $\mathbf{n} = (-h_x, -h_y, 1)/\sqrt{1 + h_x^2 + h_y^2} \approx (-h_x, -h_y, 1)$ and projecting Eq. (5) onto $\mathbf{n}$, we find

$$p - p_a = -\gamma \nabla^2 h + 2\eta \left[ h_x^2 \Phi_{xx} + h_y^2 \Phi_{yy} + \Phi_{zz} + 2(h_x h_y \Phi_{xy} - h_x \Phi_{xz} - h_y \Phi_{yz}) \right]$$ (7)

at $z = h(x, y, t)$. Here we have assumed $h_x^2 \ll 1$ and $h_y^2 \ll 1$ to neglect the denominator of the inverse curvature radius. In addition to the well-known Laplace pressure contribution, the pressure contains terms due to viscosity. Projecting the force equilibrium (5) onto the tangential vector $\mathbf{t} = (1, 0, h_x)/\sqrt{1 + h_x^2} \approx (1, 0, h_x)$ yields

$$(\partial_x + h_x \partial_z) \gamma = 2\eta \left[ h_x^2 \Phi_{xx} - h_x h_y \Phi_{xy} - h_y \Phi_{xy} + h_x (\Phi_{zz} - \Phi_{xx}) + \Phi_{xz} \right]$$ (8)

at $z = h(x, y, t)$ where we chose $\mathbf{t}$ in $x$ direction without loss of generality.
Introducing Eq. (7) for the pressure into the bulk equation for potential flow (3) at the free surface \( z = h(x, y, t) \), we get

\[
\partial_t \Phi = -g(h - h_0) - \frac{1}{2} (\nabla \Phi)^2 + \frac{\gamma}{\rho} \nabla^2 h
\]

(9)

\[
-2\eta \left[ h_x^2 \Phi_{xx} + 2h_y^2 \Phi_{yy} + \Phi_{zz} + 2(h_x h_y \Phi_{xy} - h_x \Phi_{x} - h_y \Phi_{y}) \right]
\]

(10)

at \( z = h(x, y, t) \) where \( p_a = p_0(z = h) \).

The velocity field at the free surface \( h(x, y, t) \) is connected to the temporal change of this interface via a kinematic boundary condition

\[
\partial_t h = w - uh_x - vh_y + D_x(\theta)h_{xx} + D_y(\theta)h_{yy}
\]

(11)

at \( z = h(x, y, t) \). This contains the velocity \( w \) in \( z \)-direction and the projection of the horizontal velocity to the normal vector \( n \). Since the laser intensity can change the melt morphologies \( \Phi \), we consider the induced surface current due to the coupling of an external beam to the surface gradient

\[
J_x = -D_x(\theta)h_x, \quad J_y = -D_y(\theta)h_y
\]

(12)

derived in appendix A which is dependent on the incident angle \( \theta \) of impact to the surface. This surface current is coupled here in a conserving way to the change of height \( \partial_t h = -\nabla \cdot J = -D_x h_{xx} + D_y h_{yy} \).

3. Rescaling

Three-dimensional finite-element models have been successfully developed to predict the laser welding modes 60. These experiments suggest a form of the laser-induced liquid pot as illustrated in figure 3. The geometry is nearly symmetric with the dependence of the typical size

\[
l \sim \sqrt{\frac{k}{v}}
\]

(13)

on the thermal conductivity \( k \), the spot-size \( d \) and the sweep velocity \( v \). The elongation is dependent on the timescale of cooling and freezing which is in \( ms \) range. As illustrated in figure 3 the length \( l = l_x + l_x^- \) and \( h_0 = h_z \) are the characteristic melt pool length and depth respectively. They depend on the laser intensity and the scanning speed, so they can be easily varied in the experiments, but it is difficult to measure them precisely. The estimated values are \( l \sim 1 - 10\, \text{mm} \) and \( h_0 \sim 0.2 - 2\, \text{mm} \) for conductive laser welding and for LIPSS one has \( l \sim 10^{-2} - 10^{-1}\, \text{mm} \), \( h_0 \sim 1 - 5 \times 10^{-4}\, \text{mm} \). The \( l/h_0 \)-ratio depending on the laser scanning speed is in the range \( l/h_0 \sim 3 - 10 \) for conductive laser welding and \( l/h_0 \sim 10^2 \) for fs-LIPSS.

![FIG. 3. Sketch of the form of liquid pot due to laser melting sweep. The dimensions are \( l_x \approx l_y \approx l_x^- \approx l_z \approx l_0 \approx 0.1 - 10\, \text{mm} \) and \( l_x \approx 3 - 10 \times l_1 \).](image)

| \( \gamma \) | \( \rho \) | \( \eta \) | \( l \) | \( h_0 \) |
|---|---|---|---|---|
| \( \text{N} \) | \( \text{kg} \) | \( \text{m}^3 \) | \( \text{Pa} \cdot \text{s} \) | \( \text{m} \) |
| Au | 1.1 | 1.7 | 4 | \((1 - 10)\) | \((1 - 10)\) |
| Fe | 1.8 | 0.7 | 6 | \((1 - 10)\) | \((1 - 2)\) |

TABLE I. Materials parameters of liquid gold and iron. Here \( \gamma \) is the surface tension, \( \rho \) is the density, and \( \eta \) is the melt dynamic viscosity. For the length and height \( l = h_0 = 1 \times 10^{-3}\, \text{m} \) is chosen though it varies in a certain range typical for conductive laser welding.

It is now convenient to use dimensionless values by introducing the scaling

\[
(x) \rightarrow l_x \left( \frac{x}{l_x} \right), \quad (y) \rightarrow l_x \left( \frac{y}{l_x} \right), \quad (h) \rightarrow h_0 \left( \frac{h}{h_0} \right), \quad (z) \rightarrow z h_0,
\]

\[
t \rightarrow \tau, \quad \Phi \rightarrow \frac{l_x^2 \Phi}{\tau}, \quad D \rightarrow \frac{l_x^2 D}{\tau}
\]

(14)

with some characteristic time scale \( \tau \). For laser processing with pulsed lasers, this time scale (the period of the excitation) can be assigned to the laser repetition rate if the surface does not solidify in the time interval between the pulses 10, 12. Femtosecond laser pulses melt the surface only for a time interval of \( \lesssim 10^{-9}\, \text{s} \), which is shorter than the inter-pulse delay of the majority of available lasers, but in this case the periodic excitation may come from the interference between the incident and the surface-scattered waves 22. If the beam of a continuous wave (cw) laser is scanned over the sample, as it is done e.g., by laser welding, the excitation of each point at the surface changes with time and can be Fourier-transformed to a broad band of frequencies. If the sweep or scanning velocity is accordingly tuned the surface instabilities can freeze such that an instant picture of the surface ripples is taken. An overview about possible instabilities depending on the welding speed and current can be found in [61].

We introduce the four dimensionless parameters

\[
G = \frac{g h_0 \tau^2}{l^2}, \quad \Gamma = \frac{\gamma \tau^2 h_0}{\rho l^4}, \quad H = \frac{\eta\tau}{\rho l^2}, \quad \delta = \frac{h_0}{l}
\]

(15)

for the gravitation \( G \), viscosity \( H \), and surface tension \( \Gamma \) as well as expansion parameter \( \delta \) with the values for
Up to this point the model is universal in the sense, that it is applicable to all types of periodic laser induced structures (including fs-LIPSS), in which formation of the liquid phase on the surface is involved. Now we have to focus on some particular range of the parameters to be able to estimate the influence of different terms in the Navier-Stokes equation. Most of practically important processes like laser welding or cutting provide geometrical melt dimensions listed in the table. For LIPSS formation processes other than purely hydrodynamical effects have to be taken into account for ripple formation. Thus, we obtain

\[ Au : \quad G = 10^4 \frac{\tau^2}{s^2}; \Gamma = 6.5 \times 10^4 \frac{\tau^2}{s^2}; H = 0.24 \frac{\tau}{s}, \delta = 0.002 - 2 \]

\[ Fe : \quad G = 10^4 \frac{\tau^2}{s^2}; \Gamma = 26 \times 10^4 \frac{\tau^2}{s^2}; H = 0.86 \frac{\tau}{s}, \delta = 0.002 - 2, \]

respectively. Using as typical time scale a value of \( \tau = 10^{-2} \) s such that \( G = 1 \) we have

\[ Au : \quad \Gamma = 6.5, \quad H = 2.4 \times 10^{-3} \]

\[ Fe : \quad \Gamma = 26, \quad H = 8.7 \times 10^{-3} \]

which show for both cases that the viscosity parameter is small compared to the surface tension. Let us note that with the characteristic time we have the freedom to chose also another scaling estimating \( \tau \) e.q. by the squared beam diameter divided by thermal diffusion leading to \( \tau \approx 3 \times 10^{-5} \) s. Then the parameters would take the values

\[ Au : \quad G = 0.9 \times 10^{-5}, \quad \Gamma = 5.8 \times 10^{-5}, \quad H = 0.7 \times 10^{-5} \]

\[ Fe : \quad G = 0.9 \times 10^{-5}, \quad \Gamma = 23 \times 10^{-5}, \quad H = 2.6 \times 10^{-5} \]

We will work with the values (17) and will discuss if the results are dependent on the choice of \( \tau \).

With (14) the incompressibility condition (2) for the velocity potential is expressed as

\[ (\partial^2_y + \partial^2_x) \Phi + \frac{1}{\delta^2} \partial^2_z \Phi = 0. \tag{19} \]

The kinematic boundary condition (11) in dimensionless coordinates reads

\[ \partial_t h - \frac{1}{\delta^2} \partial_z \Phi = -\nabla_2 h \cdot \nabla_2 \Phi + (D_x \partial^2_x + D_y \partial^2_y) h \tag{20} \]

at the free interface \( z = h(x,y,t) \) and the boundary condition (11) at the bottom \( z = f(x,y,t) \) becomes

\[ \partial_t f = -\nabla_2 \Phi \nabla_2 f + \frac{1}{\delta^2} \partial_z \Phi. \tag{21} \]

The other boundary conditions Eq. (9) and (8) at \( z = h(x,y) \) take the form

\[ \partial_t \Phi = -G(h-1) + \Gamma \nabla_2^2 h - \frac{(\nabla_2 \Phi)^2}{2} - \frac{(\partial_t \Phi)^2}{2\delta^2} - 2H \left[ h_x^2 \Phi_{xx} + h_y^2 \Phi_{yy} + \frac{\Phi_{xz}}{\delta^2} \right. \]

\[ \left. + 2 \left( h_x h_y \Phi_{xy} - \frac{1}{\delta} h_x \Phi_{xz} - \frac{1}{\delta} h_y \Phi_{yz} \right) \right] \quad \tag{22} \]

and

\[ \left. \partial_x + \frac{h_x \partial_x}{\delta} \right|_h \Phi = 2\delta H \left[ -h_x^2 \Phi_{xx} - h_x h_y \Phi_{xy} + \Phi_{xz} \right. \]

\[ \left. - h_y \Phi_{xy} + \frac{h_x}{\delta^2} \Phi_{zz} - h_x \Phi_{xx} \right]. \quad \tag{23} \]

These equations (14) - (23) form a closed system.

B. Shallow water approximation

Though the parameter \( \delta \) varies for the experimental spots between 0.02 - 2 according to table III we will employ the idea of shallow-water approximation to consider the parameter \( \delta \ll 1 \). We expand then the potential

\[ \Phi = \Phi_0 + \delta^2 \Phi_1 \quad \tag{24} \]

and get from (19)

\[ \partial^2_y \Phi_0 = 0, \quad \partial^2_x \Phi_1 = -\nabla_2^2 \Phi_0. \quad \tag{25} \]

Simple integration of the first equation introduced in the second one provides

\[ \Phi_0 = \Phi_{00}(x,y,t) + z \Phi_{01}(x,y,t) \]

\[ \Phi_1 = -\frac{z}{6} \nabla_2^2 \Phi_{01} - \frac{z^2}{2} \nabla_2^2 \Phi_{00} + z c_1(x,y,t) + c_0(x,y,t). \quad \tag{26} \]

We use this form in the condition for the ground (21) which leads to

\[ \partial_t f + \nabla_2 \Phi_0 \nabla_2 f + \frac{f^2}{2} \nabla_2^2 \Phi_0 + f \nabla_2^2 \Phi_0 - c_1 \frac{\Phi_{01}}{\delta^2} = o(\delta^2) \quad \tag{27} \]

providing \( \Phi_{01} = 0 \) and the function \( c_1 \). This determines the \( z \)-dependence of the velocity potential (26)

\[ \Phi_0 = \Phi_{00}(x,y,t) \]

\[ \Phi_1 = \left( \frac{2}{z} - \frac{z}{2} \right) \nabla_2^2 \Phi_{00} + z \left( \partial_t f + \nabla_2 \Phi_{00} \nabla_2 f \right) + c_0 \quad \tag{28} \]

and the kinematical boundary condition (20) becomes

\[ \partial_t (h-f) = \left[ (f-z) \nabla_2^2 \Phi_{00} - \nabla_2 (h-f) \cdot \nabla_2 \Phi_{00} \right]_{z=h} \]

\[ + (D_x \partial^2_x + D_y \partial^2_y) h. \quad \tag{29} \]
Multiplying the Euler equation (22) with \( \delta^2 \) and using (23) one obtains up to \( o(\delta^3) \)

\[
\partial_t \Phi_{00} = -G(h(t) - 1) + \Gamma \nabla^2 h - \frac{1}{2}(\nabla^2 \Phi_{00})^2 \\
- 2H \left[ (h_x^2 - 1) \delta^2_x + (h_y^2 - 1) \delta^2_y + 2h_x h_y \delta^2_{xy} \right] \Phi_{00}.
\]

Remembering again \( h_x^2 \ll 1 \) and \( h_y^2 \ll 1 \) we obtain together with the kinematical boundary condition (26) the final coupled equation system

\[
\partial_t \Phi_{00} = -G(h(t) - 1) + \Gamma \nabla^2 h + 2H \nabla^2 \Phi_{00} - \frac{1}{2}(\nabla^2 \Phi_{00})^2 \\
\partial_t h = \nabla_2[(f-h)\nabla_2 \Phi_{00}] + \partial_t f + (D_x \delta^2_x + D_y \delta^2_y) h
\]

(31)

which allows to determine the surface profile \( h(x,y,t) \) and the velocity potential \( \Phi_{00} \) in dependence on the three parameters gravitation \( G \), viscosity \( H \), and surface tension \( \Gamma \). These equations in lowest order \( \delta^2 \) correspond to the shallow water equations with time-dependent bottom and surface tension (54). Similar expansions have been performed in [42, 62].

From the transverse boundary condition (22) we obtain

\[
(\delta \partial_x + h_x \partial_x) \Gamma = +o(\delta^2)
\]

(32)
as condition for a possible spatial dependence of the surface tension \( \Gamma \). In the following, we neglect gradients in the surface tension which can e.g. occur due to gradients in temperature or chemical gradients along the interface and use \( (\partial_x + h_x \partial_x) \gamma = 0 \).

C. Formulation in terms of the velocity

When we introduce a velocity field connected to the gradient of the potential

\[
\mathbf{u} = \begin{pmatrix} u \\ v \end{pmatrix} = \nabla_2 \Phi_0,
\]

(33)

we can reformulate the shallow water equations (51) as

\[
\begin{align*}
\partial_t h &= - \partial_x [(h - f)u] - \partial_y [(h - f)v] + \partial_t f \\
&+ (D_x \partial^2_x + D_y \partial^2_y) h \\
\partial_t u &= - G \partial_x h + \Gamma \partial_x \nabla^2 h + 2H \partial_x (\partial_x u + \partial_y v) \\
&- u(\partial_x u) - v(\partial_x v) \\
\partial_t v &= - G \partial_y h + \Gamma \partial_y \nabla^2 h + 2H \partial_y (\partial_x u + \partial_y v) \\
&- u(\partial_y u) - v(\partial_y v).
\end{align*}
\]

Due to Eq. (33), the relation \( \partial_x v = \partial_y u \) holds, so that we can also write

\[
\begin{align*}
\partial_t (h - f) &= - \nabla_2 \cdot [(h - f)\mathbf{u}] + (D_x \partial^2_x + D_y \partial^2_y) h \\
(\partial_t + u \cdot \nabla_2) \mathbf{u} &= - \nabla_2 (Gh + \Gamma \nabla^2 h + 2H \nabla_2 \cdot \mathbf{u})
\end{align*}
\]

(34)

where we have used \( \nabla_2^2 \mathbf{u} = \nabla_2 (\nabla_2 \cdot \mathbf{u}) \) due to the curl-free condition (33). The latter equation shows how the Navier-Stokes equation (11) has translated into the coupled equations for the two-dimensional velocity and the height. Especially the right-hand side of (36) shows how the pressure gradient, viscosity and gravitational forces combine.

It is important to note here that the two-component velocity \( \mathbf{u} \) is not two-dimensional divergence-free, i.e. \( \nabla_2 \cdot \mathbf{u} \neq 0 \), compared to the three-dimensional velocity \( \mathbf{v} \) which is divergence-free due to incompressible fluid.

Therefore the viscosity term in the Navier Stokes equation (11) vanishes but reenters the theory by the surface condition (7).

D. Conservation laws

It is instructive to analyze the conservation laws. From the right-hand side of (36) it is visible that the total matter is conserved

\[
\partial_t \int d^2r [h(x,y,t) - f(x,y,t)] = 0
\]

(37)

if we demand that

\[
\mathbf{u}|_{\partial} = \nabla_2 \Phi_{00}|_{\partial} = 0, \quad \nabla_2 h|_{\partial} = 0
\]

(38)
at the boundaries.

The momentum balance is derived using (35) and (36) in appendix B to obtain

\[
\partial_t [(h - f)u_i] = -\partial_j \Pi_{ij} - \partial_i V + s_i
\]

(39)

with the effective momentum current density

\[
\Pi_{ij} = (h - f)u_i u_j + 2H (h - f) \partial_i u_j
\]

(40)

which shows that the viscosity enters if the velocity has a spatial variation. The potential becomes

\[
V = \frac{G h^2}{2} + \Gamma \left[ h \nabla_2^2 h - \frac{(\nabla_2 h)^2}{2} \right]
\]

(41)

where one sees the contribution of the surface tension besides the gravitational potential. The remaining term in (39) reads

\[
s = -2H \partial_j (h - f) \partial_j \mathbf{u} + f \nabla (Gh + \Gamma \nabla^2 h)
\]

(42)

and acts as a source when integrating (36)

\[
\partial_t \int d^2r (h - f) \mathbf{u} = \int d^2r \left[ 2H \partial_j (f - h) \partial_j \mathbf{u} - (Gh + \Gamma \nabla_2^2 h) \nabla_2 f \right].
\]

(43)
We see that the spatial-dependent ground has an impact on the momentum balance by coupling to gravitation and surface tension. The viscosity couples again with the spatial dependence of the velocity and the ground.

The effect of viscosity can be rewritten from a source or damping term into a modification of the mean momentum velocity. In fact we can rewrite (50) alternatively into

\[
\{\partial_t + [u_j - 2H\partial_j \ln(h-f)]\partial_j\} [(h-f)u_j] = -\partial_j \bar{\Pi}_{ij} - \partial_i V + \bar{s}_i
\]

where the momentum current density \(\bar{\Pi}\) contains only the viscosity part of (40) and the velocity gradient appears instead of the velocity in the source term

\[
\bar{s} = f\nabla(Gh + \Gamma \nabla^2 h) - u \left[ (h-f)\partial_j u_j + 2H \frac{(\partial_j (h-f))^2}{h-f} \right].
\]

(44)

We can summarize that the approximate equations derived from Navier-Stokes equation with respect to the surface and the two-dimensional velocity obeys conservation laws for mass (volume) and momentum. We can identify the gravitational potential and the potential by the surface tension (11). The effect of viscosity is that it modifies the stress tensor (40) and the damping (42) or alternatively changes the mean velocity of momentum by effectively

\[
u \to u - 2H\nabla_2 \ln(h-f)
\]

visible from the substantial derivative in (44).

The bottom effectively induces a source of momentum transfer if it has a non-zero spatial gradient. This momentum transfer appears by gravitation and surface tension. The surprising coupling of the latter one appears together with the second derivative of the surface.

### III. LINEAR STABILITY ANALYSIS

**A. Constant external current**

We linearize the system (51) with respect to small time- and space-dependent perturbations

\[
\begin{align*}
\Phi_00(r, t) &= \bar{\Phi}_00 + \delta \Phi(r, t) \\
h(r, t) &= h_0 + \delta h(r, t) \\
f(r, t) &= \delta f(r, t) \\
D_x \partial_x^2 h + D_y \partial_y^2 h &= (D_x \partial_x^2 + D_y \partial_y^2) \delta h(r, t)
\end{align*}
\]

(47)

where \(h_0 = 1\) due to the scaling (14) and the time is in units of \(\tau\) and space in units of \(l\). The bottom \(\delta f(r, t)\) and the induced surface current contribution represented by the \(D\) are the sources of disturbance which will provoke a \(\delta h\) and \(\delta \Phi\). Due to the second derivatives only the terms \(D \partial^2 \delta h(r, t)\) contributes to the linear response and any time dependence of \(D\) is considered in chapter III.C.

First we consider a constant external current \(D(t) = D\). Linearizing (51) by (17) and after Fourier transform \(e^{-i\omega t + ikr}\) of time and space one gets

\[
\begin{align*}
-\omega^2 (G + k^2 \Gamma) \delta h &= 0 \\
-k^2 \delta \Phi &= -(\omega^2 + Dk^2) \delta h = -i\omega \delta f
\end{align*}
\]

dependent on the direction due to the external diffusion current

\[D = D_x(\theta) \frac{k_x^2}{k^2} + D_y(\theta) \frac{k_y^2}{k^2}.
\]

(49)

We are searching for the eigenmodes of the systems (48) which means to consider (48) \(\delta f = 0\). The different regimes of instability can be best discussed by the growth rate \(\lambda = -i\omega\). One obtains

\[
\begin{align*}
\lambda &= \frac{1}{2} \left( \! \! \! \begin{array}{c} -b \pm \sqrt{b^2 - 4a} \\
-a \end{array} \! \! \! \right) \\
a &= Gk^2 + (2DH + \Gamma)k^4 \\
b &= (2H + D)k^2.
\end{align*}
\]

(50)

FIG. 4. The wavelength dependence of \(b(k)\) and \(a(k)\) (above) determining the growth rate (50) which allows to discuss four different regions (below) according to \(a \geq 0\) and \(b \geq 0\). Here \(k_0 = -G/(2DH + \Gamma)\) and all indicated relations are holding for both scalings of \(\tau\) in (17) or (18).

For a given wave number \(k\), a positive (negative) \(\lambda\) value indicates that this mode is unstable (stable) and will grow (be suppressed) in amplitude. We proceed first with the stability analysis (51, 63) illustrated in Fig. 4. The system is stable for \(a > 0\) and \(b > 0\) since then \(\lambda < 0\) for all \(k\) and it has an oscillatory solutions if \(b^2 < 4a\). The sign change of \(a\) and \(b\) in dependence on the wave vector can be seen in the upper figure. It depends on the relative values of the diffusion coefficients \(D\) of the
external current and combinations of the viscosity $H$, surface tension $\Gamma$ and gravitational constant $G$.

In order to discuss these different regions more in detail we observe that for our parameters $[17]$ it holds

$$-\frac{\Gamma}{2H} < 2(H - \Gamma) < 2(H - \sqrt{\Gamma}) < -2H$$

$$< 2(H + \sqrt{\Gamma}) < 2(H + \Gamma) \quad (51)$$

and for a different timescale $[18]$ the second with the third and the six with the seventh terms in (51) have to be interchanged. The different regimes can be derived then straightforwardly as illustrated in the lower figure $[3]$.

Within the continuous change of the parameters we can reach the two adjacent instability regions from the stable one by the two arrows indicated in Fig. $1$. The right lower quarter is not possible with our parameters $[19]$. We are left with two different possible paths from stability to instability: (i) $b < 0$ and $a < b^2/4$ for stationary-growing patterns and (ii) $b < 0$ and $a > b^2/4 > 0$ for oscillatory patterns since the square-root term becomes purely imaginary for the growth rate $\lambda$ in $[20]$. We see that instability is only possible for $b < 0$ for our parameter sets. Since $H$ is always positive, this means that $D$ needs to be negative for instability. The externally induced current then acts like a diffusion term with negative diffusion coefficient, thereby provoking a roughening of the surface.

In figure $[1]$ we give the momentum dependence of the growth rate for an unstable $D < 0$ and stable $D > 0$ solution resulting in positive/negative real parts of the growth rates respectively. The oscillating area are indicated by the shading seen as finite imaginary part in the growth rate. The real part (solid line) shows a bifurcation at the wavevectors where the oscillation disappears. In principle larger wavevectors (smaller wavelength) show a faster growth rate than the oscillating modes in linear response such that in the unstable regime the exponential growing modes for smaller wavelength will win.

![Figure 5](image5.png)

**FIG. 5.** The areas of stable (yellow) oscillating (green) and unstable (red, pink) regions according to figure $3$ in dependence on the dimensionless wavelength and external current with parameters of $[10]$. Right side is a zoom of left figure. The data for Fe and Au differ visibly only for the range $a < 0, b < 0$.

In figure $[5]$ we present these regions in terms of wavelength and external current for the parameters $[10]$ of Au which are qualitatively similar to Fe except that the region $a < 0, b < 0$ differs. The plot is independent of the time scale $\tau$. One sees that the two unstable regions are appearing in separated regions of $D < 0$. The exponential growing range appears only for larger wavevectors $k(D)$. The oscillating behaviour appears for smaller wavevectors with an upper limiting value. Let us discuss this case more in detail. The major driving is the external current which dominates the difference between Au and Fe parameters.

![Figure 6](image6.png)

**FIG. 6.** The real (solid) and imaginary (dashed) part of the growth rate $\lambda = -i\omega$ for a horizontal cut of figure $5$ corresponding to unstable (left) and stable (right) behaviour. The oscillating range is indicated by filling.
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**FIG. 7.** Time evolution of the one-dimensional fluid interface $h(x,t)$ for $G = 1, \Gamma = 1.2, H = 0.05$. The initial condition of all simulations is shown in (a) and corresponds to a resting fluid with an elevation in the center. (b)-(e) show two snapshots of the time evolution of the interface without external current. In (d)-(e) two snapshots of the onset of unstable behaviour for $D = -0.2$ according to $[55]$, and in (f) one snapshot of stable oscillating behaviour $D = 0.2$ according to $[55]$ are selected. The corresponding wavelengths $\Lambda$ are given above.

The unstable oscillatory behaviour leads to the condition for the external current from $[50]$ for our parameter...
This range can be resolved alternatively also with respect to the wavelengths
\[ (2H - \sqrt{\Gamma}) < D < -2H, \forall k \]
\[ \vee \left( D < 2(H - \sqrt{\Gamma}), k^2 < \frac{4G}{(2H - D)^2 - 4\Gamma} \right). \tag{53} \]
A damped oscillation we obtain analogously for
\[ -2H < D < 2H + 2\sqrt{\Gamma + \frac{G}{k^2}}, \tag{54} \]
or resolved with respect to the wavelength
\[ (2H - \sqrt{\Gamma}) < D < 2(H + \sqrt{\Gamma}), \forall k \]
\[ \vee \left( 2(H + \sqrt{\Gamma}) < D, k^2 < \frac{4G}{(2H - D)^2 - 4\Gamma} \right). \tag{55} \]
FIG. 8. The real (solid) and imaginary (dashed) part of the wavelength vs. dependence on the external current for three different frequencies and the parameters of [16].

This region of damped or increasing oscillations corresponding to \( D \geq 0 \) we rewrite from the dispersion [48] as
\[
\delta h, \delta \Phi \sim e^{-i\omega(k)t + ikr} = e^{-\alpha(k)t + i\Omega(k)}
\] (56)
with the real wave-number-dependent damping rate \( \alpha(k) \) and frequency \( \Omega(k) \) of
\[ \alpha(k) = k^2 \left( H + \frac{D}{2} \right), \quad \Omega(k) = k \sqrt{G + \Gamma k^2 - k^2 \left( H - \frac{D}{2} \right)^2} \tag{57} \]
respectively. We see that the viscosity as well as the external current contributes to the damping.

### B. Evanescent waves

In order to see which physical wave is modified here by the various parameters, we can solve [48] alternatively for the wave vector now dependent on the real frequency \( \delta h, \delta \Phi \sim e^{-i\omega t + ik(\omega)}r \) (58)
to obtain
\[ k^2 = \frac{i\omega(D+2H) - G \pm \sqrt{i\omega(D+2H) - G)^2 + (8HD+4\Gamma)\omega^2}}{4HD+2\Gamma} \]
\[ \approx \frac{i\omega D - G \pm \sqrt{(i\omega D - G)^2 + 4\Gamma\omega^2}}{2\Gamma} \]
\[ = \left\{ \begin{array}{l}
\frac{-\omega^2}{\Omega} + \frac{-G+iD\omega}{4\Gamma}, \quad \omega^2 + o(\omega^3) \\
-\frac{G}{2\pi} \left( 1 \pm i\frac{D}{\sqrt{4\Gamma-D^2}} \right) + \frac{\omega}{2\pi} \left( iD \pm \sqrt{4\Gamma-D^2} \right) + o(\omega^{-1}) \end{array} \right. \tag{59} \]
where the viscosity damping \( H \) is omitted as being small according to [10] in the second line. There are two regimes according to the size of frequency. We see from the case of small frequencies without damping and external perturbation that we have just gravitational waves with the phase velocity \( \sqrt{g\gamma} \). This will become modified strongly by viscosity and surface tension coupling.

The opposite limit of large viscosity \( H \) to surface tension \( \Gamma \) limit reads from [59]
\[ k^2 \approx \begin{array}{l}
-\frac{G}{2\pi} + \frac{i(J+2H)\omega}{2HJ} + o(\omega^2) \\
\frac{G}{2\pi(J-2H)} - \frac{i^2}{2\pi(2H-J)} - i \frac{\omega}{2\pi} + o(\omega^{-1}) \end{array} \tag{60} \]
One sees that for small frequencies evanescent waves appear and for large frequencies that two modes appear where the surface tension and external current acts alternatively. These are capillary waves as one sees from the dispersion relation [59] for small viscosity and neglecting the external current
\[ \omega^2 = k^2(G + \Gamma k^2) \tag{61} \]
which can be compared with the standard expression for gravity–capillary waves \( \omega^2 = (gk + \frac{2}{\pi}k^3)\tanh(kh) \approx kh^2 (g + \frac{2}{\pi}k^3) \) of a liquid [52]. The laser-induced capillary wave have been treated in [48].

Let us now discuss the full expression [59] including viscosity and surface tension. In figure 7 some numerical
snapshots for one dimension are given of the time evolution of (27) and (36) together with their resulting wavelength (59). We see for the case without external current in (a)-(c) how an initial disturbance is decaying into an evanescent wave with the corresponding wave length of 6.9. With the same initial disturbance we consider the influence of external current for the unstable oscillating $D = -0.2$ and stable oscillating $D = 0.2$ behaviour according to (60) and (61) respectively. Two snapshots (d) and (e) illustrate the onset of unstable oscillations and (f) a time instant of the stable case.

In figure 8 we plot the dependence of the real and imaginary parts of the wavelength $k = 2\pi/A$ in dependence on the external current and frequency of the resulting wave. The real part is even and the imaginary part is odd as function of frequency. We see that due to the external current the real part of the wavelength is first reduced and than increases linearly such that we can scale linearly with the dimensionless external current.

For the parameter of $Au$ (17) we plot the real and imaginary parts of the wavelength in figure 9. There are two modes. Without external current the smaller mode with respect to the real part is more damped than the larger mode which turns into the opposite for larger external currents. Here the larger mode is much more damped. The unstable case $D < 0$ is accompanied by positive imaginary parts corresponding to growth rate as in figure 8. The range of ripple formation can reach mm dependent on the frequency and external current which is in the observed range. The comparison between $Au$ and $Fe$ parameters in figure 10 reveals that the modes are different only for small external beams. For larger beams the difference becomes negligible.

FIG. 9. Left: stable (damped) case $D \geq 0$. Right: unstable case $D < 0$ of the two wavelengths (59) in dependence on the frequency for liquid $Au$ with parameters of (17). The corresponding real parts (above) and corresponding imaginary parts (below).

C. External frequency dependence

So far we have considered constant external currents which means the frequency of the linear response is the own frequency of the system created by the interplay between gravitation, surface tension and viscosity. As soon as the external current imposes a certain frequency the situation becomes more complicated since now the periodic time dependence of $D(t) = D(t + T) = D_0 \sin(2\pi t/T)$ will create perturbation which stability can be analyzed with the help of Floquet theory [65, 66]. We numerically solve the equation system (43) in time domain to determine the fundamental matrix

$$X(t) = \begin{pmatrix} \delta h_1(t) & \delta h_2(t) \\ \delta \Psi_1(t) & \delta \Psi_2(t) \end{pmatrix}$$

(62)

where any linear combination of the fundamental solutions $(\delta h, \delta \Psi)_{1,2}$ solves the equation system. Therefore we can arrange for $X(0) = I$ which means we solve (48) with this initial conditions. Then the eigenvalue of the monodromy matrix or Poincaré mapping

$$C = X^{-1}(0) X(T)$$

(63)

yields the Floquet multipliers $\nu_i$ which determine the stable $\nu_i < 0$ and unstable $\nu_i > 0$ behaviour. In figure 11 we plot the region of instability for a certain amplitude $D_0$ in dependence on the wavevector of $\delta h$ and $\delta \psi$. One sees that the borders between stable and unstable behaviour is here nearly a quadratic curve alternating with increasing wavevector. This quadratic behaviour follows the linear response result. Larger external beams increase these regions. The uppermost left parabola limits the range of unstable oscillations while all other regions show a single resonance peak which decreases or increases with time according to the sign of Floquet parameters.

The external frequency we use in figure 11 is not the one which the system will develop as combination of both external and internal one in the upper left unstable parabola. Instead of analyzing this resulting frequency some estimates from linear response should be sufficient to discuss possible scenarios. For small resulting frequencies assuming that it is given by the repetition rate of $200kHz$ with the values (10) we obtain from (69) besides a normal wave also evanescent waves which are induced by the external current. The wave length of the normal wave without viscosity, surface tension and external
of which would lead to an unrealistic wavelength of ripples of light. We can estimate with (17) assuming a wavelength

\[ \Lambda_0 = \frac{2\pi \sqrt{C}}{\omega l} = \frac{2\pi \sqrt{g h_0}}{\omega} \approx \frac{2 \times 10^2 \frac{\omega}{[Hz]} \times 10^{-3} m}{10^{-1} m} \]

where we reintroduced the dimension-full frequency \( \bar{\omega} = \omega / \tau \) and use the repetition rate of the laser of 200 kHz for \( \omega / 2\pi \). We can estimate this wave length for Au according to the parameters [113] and table I as being \( \Lambda_0 \approx 0.5 \mu m \). This free result will become strongly modified now by the damping and the external current as we discussed in figure [6].

The other regime of large frequencies we might apply if the frequency would be thought of as given by the laser light. We can estimate with [114] assuming a wavelength of the initial laser of 1000nm

\[ \omega = \bar{\omega} \tau = \epsilon \tau k_0 \approx 10^{13} \]

which would lead to an unrealistic wavelength of ripples of

\[ k = \sqrt{\frac{\omega}{\sqrt{\Omega}}} \rightarrow \Lambda = \frac{2\pi l}{k} = \frac{2\pi (6.5)^{1/4} 10^{-3}}{4 \times 10^6} m \approx 3 nm \]

Hence, the observed ripple formation cannot be due to direct electromagnetic coupling of the laser light to the surface as assumed in the literature for laser impact on semiconductors. A stationary interference between scattered light from the surface and the cavity radiation as proposed in [35] seems to be unlikely since the first impact of laser melts the smooth surface and a followed radiation interference on the surface, which topology changes pulse-to-pulse [57]. Therefore we propose that the ripple formation is due to the internal frequency as interplay of gravitation, viscosity and surface tensions triggered by the external frequency which could be the repetition or sweep rate of the laser which means of mechanical origin rather than electromagntical origin.

FIG. 11. The contours of Floquet multipliers showing the alternating border between stable (blue) and unstable (yellow) behaviour for an external frequency in dependence on the wavevector and two different external beam amplitudes. The white area indicates the range which is marginal stable for \( \nu_l = 0 \). The uppermost left parabola limits the range of oscillatory instabilities. The parameters for Au according to [10] are chosen independent on characteristic time \( \tau \).

IV. WEAK NONLINEAR STABILITY AND STRUCTURE ANALYSIS

A. Possible stable structures

We can decide for which parameters quadratic, hexagonal or stripe structures will appear. Therefore one represents the structure by four or six wave vectors, respectively, which are pairwise oppositely directed. The amplitudes belonging to the pairwise wave vectors are complex conjugated to each other in order to render the ansatz

\[ \Phi_{00}(r, t) = \sum_i A_i(t) e^{i k_i x}, \quad k_i^2 = 1 \]

real illustrated in figure [12] for hexagons and specially for stripes with \( A_1 = A_2 = 0, A_3 \neq 0 \). Analogously we expand \( h(r, t) \) into \( B_i \) and \( f(r, t) \) into \( F_i \) amplitudes

\[ h(r, t) = h_0 + \sum_i B_i(t) e^{i k_i x} \]

\[ f(r, t) = f_0 + \sum_i F_i(t) e^{i k_i x} \]

where with our scaling \( h_0 = 1 \).

FIG. 12. Sketch of incident plane \( x, z \) (black) given by the incoming beam \( J_0 \) under incident angle \( \Theta \) together with the surface \( x, y \) (red) and the geometry of amplitude analysis used for hexagonal structures where \( \phi \) is the angle to the beam-x axes at the surface.

Introducing the ansatz [115] into the nonlinear equations [61], multiplying with \( e^{-i k_i x} \), and integrating over \( x \) leads to coupled equations for the amplitudes. One sees that quadratic terms cannot yield quadratic structures since it leads to \( k_i + k_j - k_l = 0 \) as condition which cannot be completed by two pairwise oppositely directed wavevectors. The hexagonal structure can be achieved since three pairwise oppositely directed wavevectors form a hexagon and one has \( k_i + k_j - k_l = 0 \) as the only possibility to combine three vectors.
The resulting amplitude system reads

\[
\begin{align*}
\dot{A}_1 &= -(G + \Gamma)B_1 - 2HA_1 - \frac{1}{2}A_2A_3^* \\
\dot{B}_1 &= -c_1B_1 + \frac{1}{2}(B_2 - F_2)A_3^* + \frac{1}{2}(B_3 - F_3)A_2
\end{align*}
\]  

(69)

with cyclic indices 1, 2, 3. We have introduced the abbreviation

\[
\begin{align*}
c_1 &= D_xk_{1x}^2 + D_yk_{1y}^2 = D_x\cos^2\phi + D_y\sin^2\phi \\
c_2 &= D_xk_{2x}^2 + D_yk_{2y} = D_x\cos^2\left(\phi + \frac{\pi}{3}\right) + D_y\sin^2\left(\phi + \frac{\pi}{3}\right) \\
c_3 &= D_xk_{3x}^2 + D_yk_{3y} = D_x\cos^2\left(\phi + \frac{2\pi}{3}\right) + D_y\sin^2\left(\phi + \frac{2\pi}{3}\right)
\end{align*}
\]

(70)

with the incident-angle dependent coefficients given either by the collision model (A7) or by the surface impingement model (A13). These coefficients could be time dependent if the external current is time dependent.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{stripe_orientation.pdf}
\caption{The angle of stripe orientation $\phi$ in the surface as in figure 12 as function of the incident angle $\theta$ of incoming beam for the collision model (A7) (dashed) and the surface impingement model (A13) (solid).}
\end{figure}

In case one finds a static solution of (69) one wants to see the stability around this stationary solution

\[
\begin{align*}
A_1 &= \bar{A}_1 + \epsilon_1e^{\lambda t}, \quad A_2 = \bar{A}_2 + \epsilon_2e^{\lambda t}, \quad A_3 = \bar{A}_3 + \epsilon_3e^{\lambda t}, \\
B_1 &= \bar{B}_1 + \epsilon_4e^{\lambda t}, \quad B_2 = \bar{B}_2 + \epsilon_5e^{\lambda t}, \quad B_3 = \bar{B}_3 + \epsilon_6e^{\lambda t}.
\end{align*}
\]

(71)

We will analyze the internal possible structure of the system and assume no external time dependence $F(t) = const$ and $D(t) = const$. The possible growth rates $\lambda$ are then the solutions of the eigenvalue problem to the matrix

\[
\begin{pmatrix}
-4H - A_3 & -A_2 & -2(\Gamma + G) & 0 & 0 \\
-A_3 & -4H - A_1 & 0 & -2(\Gamma + G) & 0 \\
-A_2 & -A_1 & -4H & 0 & -2(\Gamma + G) \\
0 & B_3 & B_2 & -2c_1 & A_3 \\
B_3 & 0 & B_1 & A_3 & -2c_2 \\
B_2 & B_1 & 0 & A_2 & A_1 \\
B_1 & 0 & B_2 & 0 & -2c_3
\end{pmatrix}
\]

(72)

Stable structures demand that all growth rates $\lambda$ are negative.

\section*{B. Stripe formation}

We analyse the structure of solutions for the special case that the ground is shaped in 1-direction and $F_2 = F_3 = 0$. We search for the stripe solution $A_2 = A_3 = 0$. Eqs. (69) provide the conditions

\[
c_1 = 0, \quad B_1 = -\frac{2H}{G + \Gamma}A_1, \quad B_2 = B_3 = 0.
\]

(73)

The first one, $c_1 = 0$ leads with (70) to a relation between the incident angle $\theta$ of the incoming beam and the orientation angle $\phi$ of stripes

\[
\tan^2\phi = -\frac{D_x}{D_y} = \begin{cases} -\cos(2\theta) - \sin\theta \cos\theta & \text{A7} \\ -\cos 2\theta & \text{A13} \end{cases}
\]

(74)

The other two constants take the values

\[
c_{2/3} = D_y \left[ \frac{3}{4}(1 - \tan^2\phi) \pm \frac{\sqrt{3}}{2}\tan\phi \right].
\]

(75)

The results are given for both models, collisional model (A7) and surface impingement model (A13) in figure 13. One sees that in the collision model the beam incident angle has to be larger than 58.3° to form a stripe structure. The surface impingement model leads to a minimal angle of 45°. The maximal angle between the incoming plane $x$-direction and the stripe orientation can reach 45° at a perpendicular beam for both models.

Now we discuss the stability of the stripes and solve the eigenvalues of (72). For stripes and without external current we obtain the six solutions

\[
\lambda = 0, -2H, -H \pm \sqrt{A_1^2 \pm 8A_1H + 4H^2}.
\]

(76)

and demanding $\lambda \leq 0$ is only possible for $A_1 = 0$ which means no structure at all. Therefore we conclude that without external current no stable stripe structure can appear.

This changes if we add the external current. We find stable structures of $Re[\lambda] < 0$. Distinguishing between oscillating and stationary structures it is illustrated in figure 14 that they become dependent on the amplitude. We obtain stable stripe structures only for amplitudes $A_1 < 0.4J_0$ for the impingement model and $A_1 < 1.8J_0$ for the collisional model which underlines the importance of external current. The maximal reachable angle for stable stripes is found to be $\approx 30°$ which restricts the range of available values given by $c_1 = 0$ and figure 13 further. The dependence on the viscosity is rather weak except that for smaller viscosities damped oscillating structures appear. This range of oscillating behaviour increases up to higher viscosities for larger amplitudes. The dependence of the growth rate of $\Gamma + G$ was not observable within a range of four orders of magnitude. The difference between the collisional model and impingement model is
FIG. 14. The range of possible stable stripes as function of the viscosity and the angle of stripe orientation with respect to the plane of incoming beam for four different amplitudes of the collisional model. The area with \( Re \lambda < 0 \) is indicated by blue and the white area represents oscillating behaviour. We choose \( G + \Gamma = 0.1 \) which parameter almost does not influence the result. The amplitudes and viscosity parameter are scaled in terms of external current.

C. Hexagonal structures

To complete the discussion we are looking now for the hexagonal structure in some special cases. Neglecting the external beam we obtain from (69) the solution

\[
B_i = F_i, \quad i = 1, 2, 3. \tag{77}
\]

Choosing specifically \( F_2 = F_3 = 0 \) we have either

\[
B_1 = F_1, \quad B_2 = B_3 = 0
\]

or

\[
A_1 = -\frac{(G + \Gamma)F_1}{2H}, \quad A_2 = A_3 = 0 \tag{78}
\]

with the six growth rates from stability analysis \( \{71\} \)

\[
\lambda = \{0, -2H, -H \mp \sqrt{(G + \Gamma)F_1 \pm 4H^2}\} \tag{79}
\]

that the latter one restricts the amplitudes to somewhat smaller values.

Three time steps of \( \{71\} \) are seen in figure 15 for the unstable region with parameters corresponding to the upper left situation of figure 14 and \( \phi = 45^\circ \). The initial disturbance was a Gauß profile with \( A_1/J_0 = 0.1 \). The visible formation of ripples is followed by an exponential growth. The time evolution without external current leads just to a damped decay of the initial disturbance as seen on the right side of figure 15.

Finally we plot the ripple formation in x-direction in figure 16 for external diffusion current \( D_y = 0 \) and \( D_x = -6 \) just below the border to the unstable region. The appearance of ripples follows the external frequency. A linearly tilted bottom suppresses the ripple formation as seen in the middle column. In the right we enhance the external current and see that the ripples are more suppressed in the area where the bottom is approaching the surface.

with the growths rates

\[
\lambda = \{-H \mp \sqrt{\frac{3}{2}(G + \Gamma)F_1 + 9H^2},
-\sqrt{(G + \Gamma)F_1 + 9H^2},
-\sqrt{-\frac{1}{2}(G + \Gamma)F_1 + 9H^2}\}. \tag{81}
\]

None of these sets of growth rates can be simultaneously smaller zero. Therefore no stable hexagonal structure can appear without external beam.

In the other special case of no structure at the ground \( F_1 = F_2 = F_3 = 0 \) we can find the solution

\[
B_1 = B_2 = B_3 = 0
\]

or

\[
A_1 = \pm 4H, \quad A_2 = \pm 4H, \quad A_3 = \pm 4H. \tag{82}
\]

This means that no structure at the surface \( B_i = 0 \) appears. The second part of solutions lead to growth rates \( \lambda = (-4H, 2H, ...) \) which shows unstable behaviour. Therefore only for special shaping of the ground we might expect hexagonal structure due to external beams. This could be analyzed further.
V. SUMMARY

A model for time evolution of the liquidized metal is developed by hydrodynamic considerations. The Navier-Stokes equation together with the boundary of a variable ground are simplified by shallow-water approximations. We consider explicitly the effect of viscosity, surface tension and a fluid flow induced by an external laser or particle beam. To that end, two different models are presented which allow to describe the induced surface current on the surface. The resulting coupled equations for the height and two-dimensional velocity obey conservation laws of mass and momentum. It turns out that the gravitation and surface tension appear by a characteristic potential analogously to conservative forces. The viscosity modifies the momentum current density and leads to a damping term proportional to the spatial gradient of the velocity. Alternatively we could formulate it as a modification of the effective velocity with which the mean momentum is transported. The shape of the bottom contributes to the momentum balance only by two possibilities: either by a coupling to surface tension and gravitation or by coupling to the viscosity for spatial-dependent velocities. This underlines the nontrivial intrinsic interplay of surface tension, gravitation and viscosity. The presented model is discussed in the context of ripple formation in laser material processing, but is of rather general form and applies to other situations that involve the impact of a particle or laser beam on a liquid bath.

The linear stability analysis provides parameter ranges for viscosity and surface tension where stable or unstable oscillations can appear. The oscillating instability is shown to give rise to stripe structures. A minimal wavelength is identified where unstable oscillating behaviour can appear. The wavelength as function of frequency provides evanescent waves with wavelengths strongly dependent on the external current. For the ideal free case we have just gravitational waves. These waves becomes strongly modified by a combination of viscosity, surface tension, gravitation, and external current. A time periodic external beam creates further subregions of oscillatory instability which are determined by Floquet theory. The weak nonlinear stability analysis shows that stripe or hexagonal structures can only appear if an external beam is present. The dependence of stripe orientations on the angle of incident beam to the surface is derived and a minimal incident angle is reported where stripe structures are possible. Due to surface roughness this incident angle is nonzero even for perpendicular impact. The stripe orientation angle is further restricted by the growth rates of the structure. The stability analysis provides a strong dependence of the stability of stripe structure on the amplitude compared to the external current. A maximal ratio of amplitude to current is reported only below which stripe structures can appear. We do not see a dependence of the stability on surface tension or gravitation but on the viscosity. Hexagonal structures are shown to be possible only if an external beam and a structured bottom is present. Since the shaping of the latter is beyond the considered experimental case this analysis is not followed further here.

Appendix A: Contribution of external current to surface distortion

We develop two simplistic models suited for the distortion of the surface under the influence of an external beam or laser impact. We consider recoil models assuming that by the impact on the surface one side of the induced momentum is absorbed by the material and the other side gives rise to a surface current. In this sense we call it recoil models. Due to matter conservation we have to connect this resulting surface currents in x and y-direction

\[ J_x = -D_x \partial_x h, \quad J_y = -D_y \partial_y h \]  
(A1)

with the height in (A1) as

\[ \dot{h} = ... - \nabla \cdot \mathbf{J} = ... + D_x \partial_x^2 h + D_y \partial_y^2 h. \]  
(A2)
FIG. 16. Time steps of the two-dimensional set \( (31) \) at 1/10 of the initial elevation of figure 15 for \( G = 1, \Gamma = 0.5, H = 2 \) with external current \( D_x = -6 \sin \omega t, D_y = 0 \) and \( \omega = 10 \) without (left) and with (middle, right) tilted ground. The right column has been chosen with \( D_x = -6.5 \) being in the unstable regime for untilted bottom. The wavelengths of linear response are given above for comparison.

The angular dependence on the incident angle and the considered geometries will be absorbed in the diffusion coefficients \( D_x, D_y \).

1. Collisional recoil model

We consider the collision of a project sphere 1 with velocity \( v_0 \) to a target 2 at rest as illustrated in figure 17.

Let first look into the x-direction where the angle of recoil of the target is given by the impact parameter and the sum of the two radii \( \sin \vartheta_2 = b/R_{12} \). The elementary momentum and energy conservation of this billiard model reads

\[
\begin{align*}
xp_2^2 &= p_0^2 - p_1^2 \\
\begin{pmatrix} p_0 \\ 0 \end{pmatrix} &= p_1 \begin{pmatrix} \cos \vartheta_1 \\ -\sin \vartheta_1 \end{pmatrix} + p_2 \begin{pmatrix} \cos \vartheta_2 \\ \sin \vartheta_2 \end{pmatrix}
\end{align*}
\]

(A3)

with the mass ratio \( x = m_1/m_2 \). Equating \( p_1^2 \) from the first and second line yields the velocity of the target atom

\[
v_2 = \frac{2x}{1+x} |\cos \vartheta_2| v_0
\]

(A4)

which gives the angular distribution of recoil velocities. Each such ion creates energy-dependent atomic recoils \( F_i(E) \). Provided the atoms are present with relative concentration \( c_i \) the total atomic recoil beam parallel to the surface reads

\[
J_i = |\cos \vartheta_2| \sin (\vartheta_2 - \Theta) I_{at} \cos \Theta f_i c_i
\]

(A5)

with \( f_i = \frac{2x_i}{1+x} F_i(E) \) and we considered that the incoming beam is \( I_{at} \cos \Theta \). Since \( \vartheta_2 \) is given by the ratio of the impact parameter to the sum of radii, we average over all considered impact parameters. Using as the range all impact parameter corresponding to the angle \(-\pi/2 < \vartheta_2 < \pi/2 \) would yield zero since all symmetric
recoils sum up to zero. In the next step we will consider only gradients of the surface. This surface is assumed to be deformed indicated by the dashed line and \(x'\) coordinate. Then the left side of figure 17 which will couple to positive curvatures is creating a surface current while the right side is inside matter and is absorbed. Therefore we average only about the positive impact parameters which means about half of the available space \(0 < \vartheta_2 < \pi/2\). We obtain the total beam parallel to the surface due to the (first) recoil

\[
\bar{J}_i = I_{at} f c_i [a_c \cos (\Theta) - a_s \sin (\Theta)] \cos \Theta \tag{A6}
\]

with \(a_c = 1/3, a_s = 2/3\). Of course, this first collision will lead to a further collisions and so on forming a whole cascade which would change the factors \(a_s\) and \(a_c\) slightly.

Now we consider that due to the surface inhomogeneity the angle \(\Theta \rightarrow \Theta + \gamma_x\) fluctuates with the gradient of the surface height \(\gamma_x = \arctan(\partial h/\partial x) \approx \partial h/\partial x\). The y-direction can be analogously considered as above for the x-direction but with \(\Theta \rightarrow \gamma_y\) since the incident angle is zero in this direction and we expand in first orders of \(\gamma_x,\gamma_y\) such that beyond the constant current the deviation is

\[
D_x = J_0 (a_c \sin (2\Theta) + a_s \cos (2\Theta)) \quad D_y = J_0 a_s \tag{A7}
\]

with \(J_0 = I_{at} f c_i\). These atomic recoil currents act to smooth the surface. Please note that we obtain another angular dependence than \(\Theta\), where \(D(\Theta) = \cos (2\Theta)\) and the y-direction is not considered.

Please note that these surface currents couple to the second spatial derivative of the surface and are present only with corresponding roughness of the surface. As symmetry check we see that for perpendicular incident beams \(\theta = 0\) both surface directions couple equally \(D_x = D_y = J_0 a_s\). For parallel impact we have the same value but different signs \(D_x = -D_y = -J_0 a_s\).

### 2. Surface impingement model

In the last collision model we first describe the collision cascade as deterministic and then expand the final result in first-order gradients. In contrast, the authors \[69\] have considered another model of expanding in first-order fluctuating gradients but relating the normal of the surface to a fixed geometrical incident angle. Let us briefly outline the main idea of this model \[69\].

The net surface impingement of an incoming current is \(J_0 \cos \theta\) with the incident angle \(\theta\) of incoming beam to a plane parallel to \(x-z\) plane as illustrated in figure 18. It is assumed that the surface will be tilted according to the incoming beam such that \(\bar{h} = h + bx\) where we abbreviate \(b = \tan \theta\). The net surface current is then

\[
J = -J_0 \sin \theta \cos \theta = -\frac{J_0}{2} \sin 2\theta. \tag{A8}
\]

This surface current in the incoming plane is distributed in \(x\) and \(y\) direction according to the angle determined by the surface roughness

\[
\tan \varphi = \frac{\partial_x \bar{h}}{\partial_y \bar{h}} \tag{A9}
\]

\[
\cos \varphi = \frac{\partial_x \bar{h}}{|\nabla \bar{h}|} \tag{A9}
\]

\[
\sin \varphi = \frac{\partial_y \bar{h}}{|\nabla \bar{h}|} \tag{A9}
\]

Geometrically we can express

\[
\cos \theta = e \cdot e_z = \frac{1}{\sqrt{1 + (\nabla \bar{h})^2}} \tag{A10}
\]
With $\nabla \tilde{h} = \partial_x h + b + \partial_y h$ we expand in first-order derivatives of the surface to get

$$\cos \theta = \frac{1 + b^2 - 2b\partial_x h}{(1 + b^2)^{3/2}}$$

$$\sin \theta = \frac{b + b^3 + \partial_y h}{(1 + b^2)^{3/2}}$$

$$\cos \varphi = 1$$

$$\sin \varphi = \frac{\partial_y h}{b}. \quad (A11)$$

This leads with (A8) and (A9) to

$$\partial_x J_x = \partial_x J \cos \varphi = -J_0 \frac{(1 - b^2)}{(1 + b^2)^2} \partial_x^2 h$$

$$\partial_y J_y = \partial_x J \sin \varphi = -J_0 \frac{1}{1 + b^2} \partial_y^2 h. \quad (A12)$$

The factors in (A11) we obtain by rewriting $b = \tan \theta$

$$D_x = \frac{J_0}{2} \cos 2\theta (1 + \cos 2\theta)$$

$$D_y = \frac{J_0}{2} (1 + \cos 2\theta). \quad (A13)$$

Again we comment that this surface current couples on the derivatives of the surface and therefore the roughness of the surface. For perpendicular beam direction $\theta = 0$ we obtain symmetric coupling $D_x = D_y = J_0$ and for parallel beam there is no surface current since this model assumes a tilting of the surface due to the beam which is not happening for parallel beams.

**Appendix B: Momentum balance**

Using (B1) in (B3) one obtains

$$\partial_t [(h - f) \mathbf{u}] = -\mathbf{u} \cdot \nabla_2 \cdot [(h - f) \mathbf{u}] - (h - f) \mathbf{u} \cdot \nabla_2 \mathbf{u} - (h - f)^2 (Gh + \Gamma \nabla^2 h + 2H \nabla_2 \cdot \mathbf{u}).$$

(B1)

The first line can be written into two forms

$$\mathbf{u} \partial_j [(h - f) u_j] - (h - f) u_j \partial_j \mathbf{u} = -\partial_j [(h - f) u_j \mathbf{u}]$$

$$= -u_j \partial_j [(h - f) \mathbf{u}] - \mathbf{u} (h - f) \partial_j u_j \quad (B2)$$

where the first form is just part of the momentum current density [40] and the second form contributes to the substantial derivative [41] as well as part of the source term [45].

The gravitational $G$ and surface tension $\Gamma$ part of the second line can be written as the negative gradient of the potential [11] as seen by inspection.

The remaining viscosity part $2H$ can be written

$$-(h - f) \partial_i \partial_j u_j = -\partial_j [(h - f) \partial_i u_j] + \partial_j (h - f) \partial_i \mathbf{u} \quad (B3)$$

where the first part gives the contribution to the momentum current density [40]. Using $\partial_i u_j = \partial_j u_i$ due to the curl-free condition [53] we can rewrite the second part as

$$\partial_j (h - f) \partial_i u_j = \partial_j \ln (h - f) \partial_i u_i$$

$$= \partial_j \ln (h - f) \partial_i [(h - f) u_i] - u_i \partial_i \ln (h - f) \partial_j (h - f). \quad (B4)$$

The first part renormalizes the substantial derivative in [44] and the second part contributes to the source term.
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