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ABSTRACT This paper aims to propose a novel approach to the algorithmic design of Schroeder acoustic diffusers by employing a deep learning optimization algorithm and a fitness function, which are based on a computer simulation of the propagation of acoustic waves. The deep learning method employed for the research consists of a deep policy gradient algorithm. It is used as a tool for carrying out a sequential optimization process, which seeks to maximize the fitness function based on parameters characterizing the autocorrelation diffusion coefficient of the designed acoustic diffuser. As the autocorrelation acoustic diffusion coefficients are calculated based on the polar response of a diffuser, the finite-difference time-domain (FDTD) simulation method is used to obtain a set of impulse responses, which are necessary to calculate the polar responses of the optimized Schroeder diffusers. The results obtained from the optimization derived from the deep learning algorithm were compared with the outcomes of a similar algorithm by employing a genetic algorithm and based on random selection of the Schroeder diffuser well-depth pattern. We found that the best result was achieved by the deep policy gradient, as it produced outcomes that, in terms of the provided autocorrelation diffusion coefficient, were statistically better than the properties of the designs supplied by two other baseline approaches.

INDEX TERMS Schroeder diffuser optimization, acoustic simulation, finite-difference time-domain (FDTD), reinforcement learning.

I. INTRODUCTION

The main goal of the experiments reported in this paper is to use an acoustic simulation approach for the automated optimization of a Schroeder diffuser based on machine learning. Acoustic simulations are extensively used in acoustics for tasks such as auralization [1], noise prediction [2], simulation-driven optimization of room acoustics, and designing acoustic devices [3]–[7]. Following the development of GPU-accelerated computations, the simulations are also being performed more efficiently with respect to time and resources [8], [9].

In this paper, techniques involving computer simulation based on the finite-difference time-domain (FDTD) method and deep reinforcement-learning-based optimization are applied to Schroeder diffusers, commonly used in rooms undergoing the process of acoustic treatment. There is a crucial need to obtain a specific set of diffuser acoustical properties that can be used to shape the response of the enclosed space under treatment. Acoustic diffusers utilize the phenomenon of acoustic wave scattering in order to increase the sound diffusion at the place of their application [10], which may be beneficial in several cases. Hence, the research presented in this paper attempts to propose a solution, which creates an acoustic diffuser architecture based on the optimization process.

Various techniques are employed to design diffusers, from classical approaches based on pseudo-random number sequences to methods that utilize fractal geometry [11]. As an operational principle, they may employ not only the phenomena of reflection, deflection, and scattering of the waves but also resonance phenomena [10], [12], [13]. It is necessary to carefully select a methodology that will consider an entire range of factors that affect the behavior of the diffuser. Therefore, optimization algorithms in the form of genetic approaches, for instance, are an attractive way to resolve
the problem of finding the acoustic diffuser geometry, which optimizes the listening parameters in a given context. Another optimization approach may be the use of machine learning algorithms. Among several machine learning algorithms, one class seems to be particularly beneficial in sequential optimization problems, i.e., reinforcement learning and its modification employing deep neural networks—deep reinforcement learning [14], [15]. This class of algorithms was successfully applied to complex problems involving decision-making and multi-step optimization, such as the design of industrial infrastructure [16], control of modular robots [17], and so on. Accordingly, for the optimization of an acoustic diffuser structure, which is a sequential optimization problem, deep reinforcement learning is to be applied. In summary, we propose a method for the optimization of the properties of a simulated acoustic diffuser with the use of a reinforcement learning algorithm. The algorithm employed for this task is a deep policy gradient.

II. SIMULATION OF ACOUSTIC WAVE PROPAGATION

The use of meta-heuristics such as genetic algorithms or sequential optimization algorithms for the design of acoustic diffusers leads to the need for precise assessment of the acoustic diffuser properties. This can be utilized to calculate the so-called fitness function, which is optimized by the algorithm of choice, employing a computer simulation. Computer modeling and simulation of the sound field also find their application in the design of rooms, their construction, and their modernization. It is possible to estimate the room acoustic properties with high accuracy when measurements are not feasible, or the room is still at the design stage. In the context of the sound treatment of rooms, this significantly reduces the cost and time of construction and avoids the additional step of designing acoustic adaptation.

A. STATE-OF-THE-ART SIMULATION APPROACHES

As mentioned above, the main goal of the experiments reported in this paper is to use the acoustic simulation for automated optimization. Although it can be tempting to employ acoustic computer-aided design (CAD) to evaluate diffuser designs generated by optimization algorithms, they often do not provide an application programming interface (API) that would be suitable for the fast testing of automatically generated measurement scenarios. Moreover, they are usually not compatible with machine learning libraries such as the TensorFlow and Keras libraries [18], [19], whereas these are essential components of the deep reinforcement-learning-based approach implemented by the authors. Moreover, geometrical room acoustic models (GRAMs), such as ray-tracing and virtual source methods, are typically used as the means of simulating room acoustics in CAD software [10]. Still, in some applications, such as the automated design of passive acoustic devices, it is necessary to obtain more accurate solutions by numerical solution of acoustic wave equations. Selected state-of-the-art simulation methods are as follows:

- boundary element method (BEM),
- finite element method (FEM),
- finite-difference time-domain method (FDTD).

Algorithms such as BEM and FEM are capable of obtaining very accurate estimates of acoustic wave field distribution [20]. Both of these methods are based on frequency-domain calculations, and due to this fact, their output does not allow the impulse responses of a room to be obtained in a direct way. An alternative to these two methods is the FDTD method. FDTD is relatively easy to implement in terms of the length of code needed to obtain meaningful results, which helps to easily integrate this simulation algorithm with the program performing optimization of an acoustic Schroeder diffuser. This, for instance, allows the implementation of direct communication between the simulation and design algorithms through the RAM of the computer in a single script written in the Python language. Also, it is desirable to employ a method that directly permits the estimation of impulse responses in both room-related and anechoic conditions if additional lossy acoustic wave equations are solved by the FDTD method. FDTD simulations can also benefit from being performed on GPUs, which significantly increases the speed of calculations [9], [10]. All of these benefits resulted in this method being selected to optimize acoustic diffuser designs.

B. SIMULATIONS BASED ON THE FDTD APPROACH IN AN ANECHOIC ENVIRONMENT

The optimization of Schroeder diffusers described in the latter parts of the paper is associated with acoustic properties measured in anechoic conditions. Therefore, the simulation has to consider and provide results that reflect the interaction of the excitation acoustic wave and the diffuser in an anechoic environment. A perfectly matched layer (PML) is an example of a technique allowing FDTD-based simulations of an acoustic wave in anechoic conditions, which is necessary for the numerical estimation of all parameters of scattering devices requiring assessment of polar response such as the reflection and diffusion coefficients of Schroeder diffusers. The introduction of PML into a numerical domain involves modification of the equations guiding the acoustic wave propagation in the area of the PML. The first step of the derivation of such layer equations is using a variant of the wave equation, taking into account losses in a propagation medium [21], [22]. A starting point for such a problem is the acoustic wave equations for a homogeneous lossy media [23]:

$$
\begin{align*}
\nabla p + \rho \frac{\partial u}{\partial t} + \alpha^* u &= 0 \\
\nabla u + \frac{1}{\rho c^2} \frac{\partial p}{\partial t} + \alpha p &= 0
\end{align*}
$$

(1)

where: $p$ denotes pressure, $\rho$ is the density of air, $c$ is the speed of sound wave propagation in the medium, $u$ is an acoustic velocity vector, $\alpha$ is an acoustic compressibility-related attenuation factor, which is typically referred to as an attenuation factor if the propagation of acoustic waves in the
air is considered, and $\alpha^*$ is an attenuation factor related to the so-called “mass-proportional” damping, which is typical for sound propagation in solids and is usually zero for propagation in the air. Such a kind of PML is similar to the Berenger PML [24].

A second-order acoustic wave equation derived from Eq. 1 has the following form:

$$c^2 \nabla^2 p = \frac{\delta^2 p}{\delta t^2} + \alpha_A \frac{\delta p}{\delta t} + \alpha_B p$$  \hspace{1cm} (2)

where:

$$\alpha_A = \rho c^2 \alpha + \frac{1}{\rho} \alpha^*$$  \hspace{1cm} (3)

$$\alpha_B = c^2 \alpha \alpha^*$$  \hspace{1cm} (4)

After discretization of Eq. 2, transformations, and some rearranging, the following equation can be obtained:

$$p_{i,j,k}^{n+1} = \left(1 + \frac{\alpha_A T}{2} + \alpha_B T^2\right)^{-1} \left(\lambda^2 \left[p_{i,j,k}^{n+1,i,j,k} + p_{i-1,j,k}^n + p_{i,j+1,k}^n + p_{i,j-1,k}^n \right] + p_{i,j,k+1}^n + p_{i,j,k-1}^n - 6p_{i,j,k}^n \right) + 2p_{i,j,k}^n - \left[1 + \frac{\alpha_A T}{2}\right]p_{i,j,k}^{n-1} \right),$$  \hspace{1cm} (5)

where: $T$ is the sampling period and $\lambda$ denotes the Courant number defined as:

$$\lambda = \frac{T}{X},$$  \hspace{1cm} (6)

where $X$ is the spatial sampling distance.

This form of acoustic wave equation can be the basis for obtaining a version of the equation proposed by Webb and Bilbao in their work on acoustic wave equations tailored to computation on a GPU if $\alpha_A = \alpha_B = 0$ [9]. For a lossy propagation media, one has to consider both of the damping factors, as the original formula proposed in [9] does not permit boundary losses to be introduced. This fact makes it impossible to use PMLs while also employing an original version of the homogeneous acoustic wave equation for calculation on a GPU from [9]. Therefore, we propose and use Eq. 5 in the computations in this study, which is a more general form of the equation derived in [9]. The proposed equation is capable of both employing the MFLs and being performed on a GPU with a homogeneous calculation procedure in a manner similar to that described in [9]. To achieve this goal, the Neumann boundary condition has to be introduced into Eq. 5. The Neumann boundary condition has the following form [25]:

$$\frac{\partial p}{\partial t} + \frac{c}{\beta} \nabla_n p = 0,$$  \hspace{1cm} (7)

where $\beta$ is the specific acoustic admittance of the surface, and $\nabla_n$ denotes the gradient calculated along the vector normal to the boundary to which the Neumann condition is applied. After this substitution, the following equation is obtained:

$$p_{i,j,k}^{n+1} = \left(1 + b_{i,j,k} + \frac{\alpha_A T}{2} + \alpha_B T^2\right)^{-1} \left(\lambda^2 \left[p_{i,j,k}^{n+1,i,j,k} + p_{i-1,j,k}^n + p_{i,j+1,k}^n + p_{i,j-1,k}^n \right] + \left[2 - k_{i,j,k} \lambda^2\right]p_{i,j,k}^n - b_{i,j,k} p_{i,j,k}^{n-1} \right),$$  \hspace{1cm} (8)

where: $k_{i,j,k}$ is a coefficient, which has a different value for each boundary condition. For free space, it is equal to 6, for the proximity of a single boundary plane, it is equal to 5, for the proximity of two boundary planes, it is equal to 4, and for the proximity of three boundaries – it is equal to 3. Coefficient $b_{i,j,k}$ is calculated as $(6 - k_{ijk}) \lambda \beta / 2$. The interpretation and calculation of $k_{ijk}$ and $b_{i,j,k}$ is the same as in [9].

Eq. 8 is a form of the discretized wave equation for a lossy propagation media that can be employed for FDTD-based computations on a GPU employing PMLs to obtain anechoic conditions. To further simplify the computation procedure, it is possible to assume that $\alpha = \alpha^*$. This means that $\alpha_A = \alpha (\rho c^2 + 1/\rho)$, and $\alpha_B = c^2 \alpha^2$. This allows only one set of damping factor values, which are related to $\alpha$, to be passed to the GPU processor. This reduces the amount of data needed to be sent during the program initialization phase. Such a form of the equation is employed in the simulations presented further on to obtain the final results.

In practice, introducing a lossy term into a wave equation means the need for an additional matrix used in the computation process. The $\alpha$ parameter characterizes a local loss factor, and if it is subject to rapid change, for instance, from 0 in areas that are not lossy to the value of 0.15 in the area of PML, it will cause a reflection. Due to this fact, it is necessary to introduce a matrix of $\alpha$ coefficient values, which gradually increase starting from the beginning of the PML layer up to a maximum level at the boundary of the domain. An example profile used for this purpose can have the following form [10]:

$$\alpha = \alpha_{\text{max}} \left|\frac{x - x_0}{x_{\text{max}} - x_0}\right|^{n},$$  \hspace{1cm} (9)

where: $x_0$ is the initial point in the PML, $x_{\text{max}}$ is the last point in the PML, $\alpha_{\text{max}}$ is the maximum value of damping eventually reached in point $x_{\text{max}}$, and $n$ is a number between 2 and 3.

An example of the FDTD-based simulation employing PML to eliminate reflections from the boundaries of the computational domain is shown in Fig. 1. This type of simulation is useful for evaluating such properties of acoustic diffusers as the reflection and diffusion coefficients.
III. DESIGN OF SCHROEDER DIFFUSER PROPERTIES

A Schroeder diffuser is an acoustic device that can be defined by a matrix of integers greater than or equal to zero and a set of several scalar parameters with real values. Such a system consists of a one-dimensional series or a two-dimensional well grid. In the first case, such a diffuser affects the sound field only in one plane. In the second, in two perpendicular planes. The diffuser wells have different depths and are separated from each other by thin walls [10], [11]. The proportions of the depth of the wells can therefore be presented either as a series of values if the diffuser interacts with the sound field only in one plane or a matrix of values if it interacts with it in two planes. Examples of one-dimensional and two-dimensional geometries of an acoustic diffuser are shown in Fig. 2. The scalar parameters, which are also part of the description of the acoustic diffuser, include a factor for converting the ratio of the depth of the wells to their target depths and the physical dimensions of the wells.

FIGURE 1. Simulation of acoustic pressure wave propagation in a closed room in which PML is used to attenuate reflections from the boundaries of the computational domain.

FIGURE 2. Schroeder diffusers designed for one plane (left side) and two planes (right side).

IV. MATH DESIGN OF SCHROEDER DIFFUSER PROPERTIES

A. STATE-OF-THE-ART DESIGN METHODS

The methods that determine the geometries of Schroeder diffusers are based on the application of pseudo-random number generation techniques to create sequences of numbers determining the relative proportions of the diffuser cavity depths. The properties of the scattering system vary depending on what type of pseudo-random sequence is used to design its geometry. Examples of frequently proposed sequences used for this purpose are the MLS (maximum-length sequence), PRD (primitive root diffuser), and QRD (quadratic residue diffuser) sequences [11]. In a diffuser geometry designed through a process based on QRD sequences, the ratio of the proportional depth of the $n$-th well marked by $W_{d, QRD}$ is given by the formula [11]:

$$W_{d, QRD}(n) = n^2 \mod \xi,$$  \hspace{1cm} (10)

where: $n$ is consecutive integers greater than or equal to zero, and $\xi$ is the selected prime number.

For PRD diffusers, the ratio of the proportional depth of the $n$-th well is given by the formula:

$$W_{d, PRD}(n) = g^n \mod \xi,$$  \hspace{1cm} (11)

where: $g$ is the smallest primary root of the prime number $\xi$.

In the final step, the relative well depth factor is converted into the physical depth proportionally to the consecutive values of the given pseudo-random sequence.

It is important to note that Schroeder diffusers can be implemented in two manners – with or without physical barriers (walls) between the wells. In this paper, the variant without the wells is considered, as it is easier to manufacture. The following parameters can fully define any 2D Schroeder diffuser:

- matrix of integer numbers denoting the height of each Schroeder diffuser well,
- physical dimensions of a single segment making a well (width, length, and height),
- maximum number of segments per well,
- dimensions of the diffuser (in segments/wells, i.e., 10 segments by 10 segments),
- the thickness of the back part of the diffuser on which the wells are positioned.

Visualization of such a description method applied to an example of a borderless 2D Schroeder diffuser is shown in Fig. 3. It was employed in the course of all numerical and physical experiments. It can be applied to bordered and borderless designs. In the case of designs with walls, additional information about the thickness of the walls has to be included in the description. The definition of the diffuser structure presented in this Section is especially useful for algorithms optimizing diffuser designs, especially if the goal is the maximization of the diffusion and scattering coefficients. A detailed method for computer-based optimization of the aforementioned acoustic diffuser parameters is presented in the next subsection.
B. OPTIMIZATION-BASED METHODS

1) GENETIC ALGORITHM

In addition to design methods based on pseudo-random sequences, there are also more advanced methods for designing acoustic diffusers. For some problems, an optimization process may be the most viable way of obtaining satisfactory results in fields of knowledge such as acoustics and fluid mechanics. An example of such a task may be the design of an acoustic horn with specific properties [26], a structure of rotating turbines [27], or even a biomedical problem of designing an aortic valve [28]. Most of those approaches employ some form of computer simulation; many of them are based on the finite element method, which is used to calculate the optimized solution quality metric. This approach may also be applied to the problem of automatically designing an acoustic diffuser. The metric is only one part of the optimization-based approach to automated acoustic diffuser design. The second element is an optimization algorithm. An example of a popular optimization algorithm employed for automated design tasks is a genetic algorithm [29], [30].

When designing acoustic diffusers using a genetic algorithm, it is necessary to define the so-called genome. For diffusers, it may be defined as a matrix containing proportional cavity depth coefficients and a range of values that can be a characteristic of the diffuser design (e.g., autocorrelation diffusion coefficient), or, for example, after a predetermined value they improve the acoustics of the room in which they are applied.

In the case of acoustic diffusers, the task may relate to maximizing the diffusion coefficient, or minimizing the standard deviation of the frequency response at a given point of the tested room. The list of best diffusers is updated based on the final ranking list, and the process of crossing-over, mutation, and calculation of the ranking is performed again. Interruption of this process can occur either automatically, e.g., after reaching the desired value of the optimized coefficient characterizing the diffuser design (e.g., autocorrelation diffusion coefficient), or, for example, after a predetermined number of algorithm epochs has been carried out.

2) DEEP POLICY GRADIENT

Reinforcement learning algorithms are a group of machine learning methods for tackling problems involving interaction with the environment and managing the process of acquiring knowledge from such an interaction. A reinforcement learning algorithm often takes the form of a so-called agent that interacts with a given, often unknown environment by taking actions. The number of actions available can be limited but can also be infinite. Sometimes the action space can be continuous. The outcomes of the actions undertaken by the agent are evaluated, and feedback information about the quality of a given action is returned to the agent in the form of a so-called reward. An approach based on reinforcement learning may be employed for the unsupervised design of neural network structures [31] or playing computer games [32]–[35]. A reward is the main signal used for training the algorithm to choose the best actions. It is often a numeric value and is maximized by the agent in the process of learning and interacting with the environment. The definition of such a reinforcement learning process is depicted in Fig. 4 [15].

In reinforcement learning, a common problem is taking into account the value of future states, which may not necessarily happen but may yield a future reward. A common
practice is introducing a so-called discount factor to estimate future rewards that may be obtained after taking a particular action. The expected reward in such a case is equal to:

$$E(r) = r_t + \sum_{i=1}^{N} \gamma^i \cdot r_{t+i}$$

(12)

where: $E(r)$ is expected reward to be obtained by the agent, $r_t$ is a reward achieved by the agent in the current step of the interaction with the environment, $\gamma$ is a discount factor, $\gamma \in (0,1)$, and $r_{t+i}$ is a reward obtained by the agent in the next steps of interaction.

An example of a deep reinforcement learning method that may be used to optimize the properties of acoustic diffusers is a deep policy-gradient (DPG) algorithm, which employs a deep neural network as part of the agent. In this case, the output of the network is a probability distribution of actions to be taken by the agent. In the case of a policy-gradient neural network, the network approximates this so-called policy function, which maps the current state of the environment to the choice of action undertaken by the agent. The policy gradient ascent algorithm, the objective of which is maximizing the reward gained by the policy gradient algorithm, is employed in such a case. Weights of the network (denoted by $w$) are updated by a gradient ascent algorithm. The gradient is calculated with the use of the following formula:

$$\nabla_w \pi_w(s,a) = \pi_w(s,a) \nabla_w \log \left( \pi_2(s,a) \right)$$

(13)

where: $\nabla_w$ denotes calculation of gradient with respect to the weights $w$ of a neural network used to approximate the policy function denoted as $\pi_w(s,a)$.

This approach can be implemented with standard libraries allowing the implementation of gradient-descent training libraries. A drawback of the policy gradient algorithm is the fact that an update for the policy neural network may only be applied after a full episode of interactions with the environment. Therefore, they often converge at a lower speed. On the other hand, policy-gradient methods make it easier to design solutions that rely on a probability distribution of actions to be taken and thus do not require explicit complication such as $\epsilon$-greedy strategies to encourage off-policy exploration of the environment. They also consist of less complex neural networks and do not require additional data structures such as replay memory, which further simplifies their practical implementation.

V. DESIGN OF THE NUMERICAL BENCHMARK EXPERIMENT

A standard method of evaluating the performance of a diffuser is a measurement of an autocorrelation diffusion coefficient. Therefore, the numerical experiment was designed to compare two investigated optimization-based approaches (namely, one based on a deep policy gradient and one based on a genetic algorithm) to designing Schroeder diffusers in terms of the average autocorrelation diffusion coefficient. We decided not to include classic design methods based on pseudo-random sequences. Those methods would not yield designs of diffusers of the same dimensions as the two optimization-based methods. Instead, we introduced another baseline method based on the generation of diffuser designs in a random manner and the choice of the best design obtained in such a way. The autocorrelation diffusion coefficient can be calculated based on a polar response of a given acoustic diffuser. This is also a common way of characterizing the scattering properties of diffusers for the purpose of selecting appropriate diffusers for the given application. Therefore, it is crucial to determine if genetic and reinforcement learning algorithms can optimize the diffusion coefficient and design diffusers better than those obtained by simple randomization of the lengths of Schroeder diffuser segments.

Additionally, we wanted to check if the deep policy gradient would work better if the starting design improved by the deep learning algorithm is random or if it is the best historical design achieved by the iterative process so far. A simulation employing PML (perfectly matched layers) layers should be used to achieve this goal, as anechoic conditions are necessary for both simulation-based prediction and measurement of the diffusion coefficient. The experiment meant to investigate the performance of the aforementioned design principles, employing the four aforementioned algorithms, is schematically depicted in Fig. 5.

Four methods of acoustic diffusers design were investigated:

- random selection of the length of diffuser pattern segments,
- optimization of the length of diffuser pattern segments employing genetic algorithms,
- optimization of the length of diffuser pattern segments employing a deep policy gradient algorithm which optimizes patterns generated randomly,
- optimization of the length of diffuser pattern segments employing a deep policy gradient algorithm that optimizes patterns sampled from the 10 best designs generated by the algorithm at the time of the creation of the initial pattern.

To speed up the computations, the action space was designed to make it possible for the agent to change multiple elements at once. Visualization of an example action after such a modification is depicted in Fig. 6. The structure of the neural network used to predict actions in such an action space is shown in Fig. 7.
The designs in the experiment have equal width and height patterns, being 10 segments, and for each segment, three decisions can be made. The decisions are:
1. decreasing the element height by 1,
2. leaving the element unchanged,
3. increasing the element height by 1.

As only heights from 0 up to 10 are accepted, the values are trimmed after modifications introduced to the pattern by the neural network to avoid negative segment heights and heights greater than 10. This means that there are $3^{10 \times 10} = 3^{100}$ possible actions in the action space. As denoted in Fig. 7, the input to the DPG neural network was also modified; additional channels were added. Instead of providing only the information about the diffuser pattern, the neural network also takes:
1. 2-dimensional FFT of the pattern,
2. 2-dimensional cepstrum of the pattern,
3. autocorrelation of the pattern interpolated from the shape of $[(19, 19)]$ to the shape of $[(10, 10)]$.

In the case of autocorrelation, the spline-based interpolation implemented in the RectBivariateSpline class from the Python scipy.interpolate package was used. The version number of the SciPy library employed in this experiment was 1.5.4. The cepstrum of the Schroeder diffuser pattern was calculated according to the formula below:

$$X_{\text{cepstrum}} = \text{FFT2D}(|\text{FFT2D}(X)|)$$  \hspace{1cm} (14)

where: $X$ is a matrix containing the pattern of the Schroeder diffuser, FFT2D is a 2-dimensional Fast Fourier transformation, and $X_{\text{cepstrum}}$ is a spatial cepstrum of $X$.

The order of the spline used for interpolation in both the x and y axes was 5. Such an approach allowed the neural network to estimate the properties of the diffusers by analyzing their shape in terms of spatial frequencies and autocorrelation. The use of cepstrum allowed for easier sensitization of the neural network to take into account the harmonicity of the spatial frequencies present in the design.

Two approaches to DPG-based optimization were investigated:
4. an approach in which a neural network tries to improve the wideband autocorrelation diffusion coefficient of randomly generated diffuser patterns,
5. an approach, in which, through the whole process of training, the 10 best historical designs are retained and updated. A neural network tries to improve a design randomly chosen from the aforementioned set of best diffuser designs.

Neural networks are trained in a loop of interaction between the network and the environment. The algorithm of training is presented in Fig. 8. In this case, the environment is an FDTD simulation of the diffuser interaction with a band-limited Gaussian impulse obtained in a manner described in [10]. Due to the necessity of limiting the numerical dispersion, the bandwidth of the simulation was limited to 4 kHz – this is the maximum frequency of the exciting impulse employed in the simulation.

Each training step was performed for 10 epochs. The Adam algorithm was employed for learning rate optimization; the initial learning rate of the Adam algorithm was set to 0.001. The momentum parameter of batch normalization layers was set to 0.95. The discount factor was set to 0.99.

A reward signal calculated for each step of interaction between a particular implementation of the neural network architecture from Fig. 7 was calculated as follows:

$$\text{reward}[n] = \frac{1}{2} (d_{\psi,n,xy}[n] - d_{\psi,n,xy} [n - 1]) + \frac{1}{2} (d_{\psi,n,yz}[n] - d_{\psi,n,yz}[n - 1])$$  \hspace{1cm} (15)

where: $\text{reward}[n]$ is a reward signal value for step $n$ $d_{\psi,n,xy}[n], d_{\psi,n,yz}[n]$ are the normal incidence autocorrelation.
diffusion coefficients obtained in the current step of optimization calculated after application of changes obtained from a neural network for the xy, and yz planes of the diffruser, respectively, and $d_{\phi,n,xy}^{[n-1]}$ and $d_{\phi,n,yz}^{[n-1]}$ are the normal incidence autocorrelation diffusion coefficients obtained for a diffuser design before applying the changes obtained from the neural network for the xy, and yz planes of the diffuser, respectively.

VI. RESULTS
The designed and simulated diffusers consisted of 100 segments and had the shape of $10 \times 10$ segments.
It was assumed that behind the matrix of segments, there is a plate having the same reflective properties as segments in front of it. Therefore, it is possible for a single segment to have a length of 0 cm, which practically means that in its place, there is no segment, just the surface of the plate. Each segment can have a length within the range from 0 to 10 elements. The maximum length of a diffuser was set to 30 cm; therefore, the height of a single element is 3 cm which translates to allowed segment heights in the range from 0 cm to 30 cm.

To speed up computations and limit the numerical dispersion, the bandwidth of the simulation was limited to 4 kHz by using a band-limited Gaussian pulse. The sampling rate of the simulation was 50.2 kHz. This is the minimum sampling
rate that provides sufficient spatial resolution for simulating lengths as small as 3 cm. The spatial resolution was equal to 1.1 cm and was calculated with an assumption that the Courant number is equal to \( \sqrt{1/3} \). The temporal duration of the simulation, and thus the duration of the obtained impulse responses used to calculate the diffusion coefficient, was 15 ms.

In terms of the properties of the propagation medium, the temperature of the air was assumed to be equal to 25 °C, atmospheric pressure was considered to be equal to 1000 hPa, and relative humidity of the air was assumed to be equal to 50%. Therefore, the speed of sound in the propagation medium was 347.43 m/s, and the characteristic impedance of the air was equal to 403.52 Rayls. As the simulations were intended to replicate outcomes obtained in anechoic conditions, PML was applied to the borders of the computational domain. The PML had a thickness of 30 elements, and the maximum damping factor was 25000. Admittance of rigid materials present in the computational domain was assumed to be equal to \( 10^{-10} \). The semicircular pattern of pressure measurement points used to calculate the diffusion coefficient had a radius of 0.95 m. The source was positioned at a 2 m distance from the diffuser. The incidence angle of the acoustic wave on the acoustic diffuser was 90° (perpendicular incidence). The dimensions of the domain (with PML and object margins) were 2.9 m × 3.4 m × 2.9 m.

Example graphical depictions of reward signals and achieved diffusion coefficients obtained from the policy gradient optimization process are shown in Figs. 9 and 10. Each of the graphs is related to a different implementation of a neural network (for instance, they are initialized with different sets of random weights). Therefore, each implementation of a neural network is referred to as an “agent” to emphasize this fact. For the algorithm using the random pattern as input for the optimization, there were active 20 agents; for the algorithm performing optimization of 1 of the 10 best patterns, there were 23 agents. The training lasted for approximately 15 hours. The number of episodes of training for each agent varied and was in the range between 60 up to 110. This variability resulted from the parallel training of agents on multiple workstations equipped with different GPU cards characterized by different performances. For this experiment, 2x RTX Titan, 3x RTX 2080 Ti, and 2x RTX 2060 graphic cards were used. The aforementioned graphic cards were used to carry out both the training of the neural networks and the simulation-based prediction of the diffusion coefficient of the diffusers generated by the algorithms.

To compare the neural network performance in terms of optimization capabilities with other heuristic optimization methods, a genetic algorithm was also employed to design diffusers with the same design specification as those generated by the deep policy gradient algorithm. This algorithm was used to carry out 3 instances of genetic algorithm design processes. Each of them employed a population of 30 diffusers. For each of those groups, 18 generations of diffusers were generated.

Histograms of diffusion associated with all of the designs generated by the two optimization processes based on the policy gradient and the genetic algorithm are presented in Fig. 11. To investigate whether the optimization outcomes are better than a random selection of the diffuser segment length, a histogram of diffusions provided by randomly generated diffusers also is shown. These random designs are obtained from the DPG algorithm with a random initial design. These initial, purely random designs from the beginning of all episodes can be utilized as a baseline for all designs optimized by the DPG and genetic algorithm.

Fig. 11 shows that the best designs in terms of diffusion coefficients calculated based on the FDTD simulation were those generated by the DPG algorithm with input patterns selected from the 10 best historical designs. The second-best algorithm was the genetic algorithm. If the DPG method was fed with inputs obtained in a random manner, a histogram of the obtained diffusion coefficients was barely different from a purely random choice of diffuser segment lengths.

To find out if the median differences visible in Fig. 11 are statistically significant, statistical tests were performed. For all tests, a significance level of 0.05 was assumed. First, Levene’s test for equality of variance of all algorithm-related distributions was carried out. The test statistic was equal...
VII. DISCUSSION

The scope of our work focused on employing a numerical acoustic wave propagation model and machine learning algorithms. The aim was to create an autonomous program capable of designing acoustic diffusers with optimized values of given metrics related to their acoustic properties. For optimization, an autocorrelation diffusion coefficient was chosen. However, it should be stressed that any other metric that can be predicted by a numerical simulation can be selected for such kind of an optimization. The use of computer simulation for the prediction of acoustic wave propagation makes it possible to also calculate the fitness function based on the scattering coefficient or the uniformity of the frequency response of a hypothetical shoebox-type room in which the diffuser undergoing the optimization process is placed.

The investigation involving both the genetic and the reinforcement learning algorithms showed that they could optimize the acoustic properties of the designed diffusers (in terms of an autocorrelation diffusion coefficient) based on feedback generated by the simulation. Additionally, all optimization methods achieved better statistically significant results than the ones employing classical approaches, which were based on the use of pseudo-random sequences and on the random selection of the well-depths of Schroeder diffusers. It was observed that the deep policy gradient algorithm could achieve better statistically significant performance by optimizing the design of an acoustic diffuser, even if the action space was as large as $3^{100}$ possible actions. Moreover, it was found that especially the design obtained from the deep policy gradient method provided a more stable diffusion coefficient across the bandwidth in which the diffuser has a non-negligible effect on the simulated acoustic field.

An interesting observation made in our research is that in case of the deep policy gradient, it is necessary to provide relatively good starting points for the optimization to achieve satisfactory sequential optimization results. Even if the interaction between the algorithm and simulation is relatively long and takes hundreds of episodes, starting with just random diffuser designs does not yield better results than those provided by the genetic algorithm. Our hypothesis regarding this observation is that the improvement of already high-scoring designs involves a very different type of change than just the improvement of relatively poor designs. We further hypothesize that the differences between those kinds of changes are sufficiently pronounced to impose a
TABLE 2. A brief comparison of key advantages and disadvantages of acoustic simulation and optimization algorithms recalled in our study for designing acoustic diffusers.

| Optimization algorithm | Simulation algorithm | advantages                                                                                                                                                                                                 | disadvantages                                                                                                                                                                                                                                                                                                                                                                                                                                                                 |
|------------------------|----------------------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| genetic algorithm      | FDTD without reflections suppression (Webb & Bilbao) [9] | the most simple approach requiring the least amount of computational power; the genetic algorithm is also usually a significantly faster approach than one based on deep reinforcement learning                                                                           | requires taking additional measures to ensure that the reflections from the computational boundary will not affect the optimization outcome; genetic algorithm yields worse-performing designs than the proposed reinforcement learning-based method                                                                                                                                                                                                                               |
| reinforcement learning | FDTD without reflections suppression (Webb & Bilbao) [9] | simple implementation and reduced computational power is required to carry out the simulation; the optimization algorithm can interact with designs obtained from the simulation utilizing the deep reinforcement learning paradigm, which typically yields output diffuser designs of better quality in terms of the optimized metric | requires taking additional measures to ensure that the reflections from the computational boundary will not affect the optimization outcome; the reinforcement learning algorithm is usually more complex to be implemented and requires noticeable longer training than a single run of a genetic algorithm                                                                                                                                                                                                                     |
| genetic algorithm      | FDTD with a PML layer (the method proposed)            | no additional measures are needed to limit the influence of the reflections from the computational boundaries on the final computation outcome - a smaller computational grid can be used due to reduction of the reflections from the computational boundary; the optimization employing genetic algorithm requires less computational effort and is faster than deep reinforcement learning-based approach | more complicated and computation-heavy implementation of the simulation algorithm; genetic algorithm yields worse-performing designs than the proposed reinforcement learning-based method                                                                                                                                                                                                                     |
| reinforcement learning | FDTD with a PML layer (the method proposed)            | no additional measures are needed to limit the influence of the reflections from the computational boundaries on the final computation outcome - a smaller computational grid can be used due to reduction of the reflections from the computational boundary; the reinforcement learning-based algorithm provides better solutions than the genetic algorithm | the most computationally expensive method, single run of the algorithm is the longest from the all presented in the table due to the increased complexity of both the simulation and optimization method                                                                                                                                                                                                                                           |

requirement that the input of the DPG algorithm has to be the best historical design, and not just a random starting design. This has a significant practical consequence, as it implies the non-feasibility of employing an already-trained neural network to carry out the DPG algorithm for improving a given acoustic diffuser design over the course of a single episode. It is more likely that a new training process would be required, as the neural network has to most likely significantly change its behavior during the diffuser optimization process.

It is also noteworthy that the novel set of equations derived in the course of our research, to simulate the propagation of acoustic waves in anechoic conditions, can also be utilized in other cases. The reduction of reflections present in simulation, based on the original set of the FDTD equations proposed by Webb and Bilbao [9], makes it possible to use our paradigm of simulation for predicting experimental outcomes obtained in anechoic conditions. It requires a smaller computational grid, as acoustic wave reflections from the borders of the computational grid are attenuated. In the case of original equations proposed in [9], possibilities for elimination of reflections are limited. They can probably impose additional requirements in terms of the simulation structure such as increasing the size of the computational domain. This would allow obtaining temporal separation of the useful parts of the simulated impulse response containing signals reflected from the acoustic diffuser and of the one containing unwanted reflections from the boundary of the computational grid. Such an approach is associated with some apparent disadvantages such as the unnecessary use of computational power. Another drawback is the necessity of additional processing in order to eliminate unwanted reflections by trimming the impulse response obtained from such a simulation.
Finally, the choice of both the simulation and the optimization algorithms has its practical consequences in terms of the computational power needed for carrying out the simulation-driven optimization process. It also determines the complexity of the algorithm implementation and the computation time, which is significantly longer in the case of reinforcement learning optimization (tens of hours) if compared to the genetic algorithm (single hours required by the algorithm to find one of the top-performing solutions). Therefore, before deciding which approach to choose in a particular case, it may be advisable to consider all the advantages and disadvantages of all approaches to a simulation-driven optimization discussed in our paper and choose the best-fitted one for a given task. An example of such a comparison is presented in Table 2.

**VIII. CONCLUSION**

There are two key conclusions that can be drawn from our research—first, we succeeded in using the reinforcement learning algorithm to design the acoustic diffuser. It was possible to fine-tune this design method in order to achieve results with better statistical significance compared to genetic algorithms in terms of the diffusion coefficient. Results obtained from both the reinforcement learning- and genetic algorithm-based algorithms surpassed the design method involving the random choice of the Schroeder diffuser well-depth pattern.

The second achievement is a derivation of equations capable of simulating anechoic conditions employing the FDTD method, which allows fast computation of fitness and reward signals by using graphics unit processing (GPU). Moreover, a Python-based implementation of the numerical model was developed and tested for such a purpose. Simulation-based evaluation of diffuser properties in anechoic conditions may be a potentially useful tool, as several standard parameters that are used to characterize acoustic diffuser designs are derived from the frequency response of the diffusers.
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