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Reinforcement Learning (RL) is a popular machine learning paradigm where intelligent agents interact with the environment to fulfill a long-term goal. Driven by the resurgence of deep learning, Deep RL (DRL) has witnessed great success over a wide spectrum of complex control tasks. Despite the encouraging results achieved, the deep neural network-based backbone is widely deemed as a black box that impedes practitioners to trust and employ trained agents in realistic scenarios where high security and reliability are essential. To alleviate this issue, a large volume of literature devoted to shedding light on the inner workings of the intelligent agents has been proposed, by constructing intrinsic interpretability or post-hoc explainability. In this survey, we provide a comprehensive review of existing works on eXplainable RL (XRL) and introduce a new taxonomy where prior works are clearly categorized into model-explaining, reward-explaining, state-explaining, and task-explaining methods. We also review and highlight RL methods that conversely leverage human knowledge to promote learning efficiency and final performance of agents while this kind of method is often ignored in XRL field. Some open challenges and opportunities in XRL are discussed. This survey intends to provide a high-level summarization and better understanding of XRL and to motivate future research on more effective XRL solutions. Corresponding open source codes are collected and categorized at https://github.com/Plankson/awesome-explainable-reinforcement-learning.
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1 INTRODUCTION

Reinforcement learning [193] is inspired by human trial-and-error paradigm [143]. It is based on the fact that interacting with environment is a common way for human learning without the guidance of others [98]. From the interaction, human gains information about cause and effect, the results of actions, and how to achieve goals in the environment. This kind of information is implicitly utilized to construct our mental model [155, 218, 225] and more such information will make this mental model more precise [22, 171]. RL is similarly about goal-directed learning from interacting with environments to be acutely aware of how the environment responds to our behavior and purposefully influences future events. More precisely, RL learns to map from environment state to action so as to maximize a numerical reward signal [189]. In recent years, the...
fast development of deep learning [15, 194] promotes the fusion of deep learning and reinforcement learning. Therefore, Deep Reinforcement Learning (DRL) [44, 60, 134, 135, 177] occurs as a new RL paradigm. With the powerful representation capability of the deep neural network [7, 51, 230], DRL has achieved considerable performance in many domains [17, 24, 29, 37, 114, 121, 184], especially in game tasks like AlphaZero [184] and OpenAI Five [17], DRL-based methods successfully defeat human professional player. Nonetheless, for more complicated tasks in real-world scenarios such as autonomous driving [25, 39, 79, 213, 214] and power system dispatch [109, 115, 226, 227, 239], not
only high performance but also user-oriented explainability should be considered for the concern of security and reliability. This requirement of explainability is the main bottleneck for employing DRL in real worlds instead of the simulated environment.

Conventional DRL methods are limited by low explainability owing to the intricate backbone of deep neural network (DNN) [67, 100, 185, 195]. It is intractable to track and explain each parameter within a neural and scale up to the entire network. Therefore, we have no idea about which implicit features the DNN takes into consideration and how the DNN handles these features. This drawback leads to the fact that DRL model is becoming a black box [84, 232] where experts cannot understand how the agent knows about the environment or why the agent chooses a specific action. Such intransparency limits the application of DRL since most people will not trust the agent easily especially when the agent does exactly the opposite of their expectation without explaining the reason for the decision-making process. For example, in auto-navigation task [32, 156], people may feel confused by the abnormal guidance made by the navigator agent without telling them the reason which may be just for avoiding traffic jams. Furthermore, the lack of explainability also causes obstacles for inserting human knowledge and guidance into the training process [62, 166]. Although human knowledge is pre-given in specific forms [56, 57, 181, 233, 236], the agents are unable to extract effective information and benefit from it.

To remedy the low-explainability problem, many pieces of explainable research have been conducted in several machine learning fields like explainable face recognition [43, 85, 165, 219] in computer vision (CV) and explainable text classification [8, 119, 186] in natural language process (NLP). Explainable machine learning aims to generate explanations in different forms to make the model explainable and transparent to experts and even laymen. It looks inside the black-box agent model, extracting or generating explanations automatically for why the agent chooses this action or gives out this conclusion at each timestep. The form of explanation can be various like natural language [38, 53, 66], saliency map [54, 83], or video [178]. With explainable models, the agents can be able to find out the potential flaw and explain these to experts to make further improvements.

For XRL field, many preliminary studies have been done to construct explainable reinforcement learning (XRL) model and have gained certain achievements in producing explanations. To have a complete view of them and summarize current XRL techniques, several surveys of XRL have been conducted [33, 49, 74, 158, 208, 217]. Heuillet et al. [74] review the approaches focusing on the explanation and user types. They simply divide the approaches into two types based on the way how explanations are generated. This classification is a preliminary one and needs to be further improved. Puiutta and Veith [158] followed traditional explainable AI taxonomy that is based on the time and scope of explanation. They only describe some representative methods and do not aim to present a comprehensive overlook of XRL. Wells and Bednarz [217] also enumerate varieties of XRL approaches. But they only focus on the visualization technique that can be utilized for XRL field. Vouros [208] limit the scope into the state-of-art XRL approaches and give an architectural symbolic paradigm for XRL while the explanation content can be divided into agent preference and goal’s influence. Dazeley et al. [33] proposed a conceptual architecture called causal XRL framework that explains how XRL can generate explanations for behaviors by focusing on causal behavior. This theoretical architecture is clear and rigorous, which takes not only perception, action, and event, but also the goal, expectation, and disposition into account. However, current XRL frameworks can only focus on perceptions and action causes for the outcome of an event, which means that the existing XRL technique can only be represented by a much simpler form of causal XRL framework. Glanois et al. [49] make a clear bound between explainability and interpretability. They divide the approaches into three types: explainable inputs, transition model, and preference model. It inspired us to focus on the process and structure of RL for XRL paradigm. All of these surveys propose
new taxonomy on XRL, while most of them are not based on RL paradigm. Also, from the surveys above we can find that XRL field is still lacking standard criteria especially for its definition and evaluation approaches while many of them proposed their own criteria for XRL [116, 131, 138, 208], but none of them are accepted by the whole DRL community. As for current XRL frameworks, most of them do not consider the impact of human participation, and only a few papers try to extend human knowledge-based paradigm into XRL field, whose results strongly prove that it is an effective way to obtain both high explainability and performance [237].

To make further development for the whole XRL architecture, we systematically review current XRL frameworks and surveys. We specify the concepts of XRL model explainability and summarize evaluation metrics of it. Based on these proposed XRL frameworks, we propose a new XRL taxonomy that is more fitted for RL. Since making the whole RL paradigm explainable is currently difficult, all of the works turn to get partial explainability on components of RL paradigms. We categorize current XRL works according to the target explainable part: model, reward, state, and task. The goal of these four part-explaining methods is to generate explanation to the action of agent. This taxonomy is much more advanced for RL than the general intrinsic/post-hoc and global/local. Considering the few number of human knowledge-based XRL work and its importance, we separate it out and make an attempt on summarizing these works and organizing them into our taxonomy. As we know, few researchers do summarization of this field that both includes human knowledge and XRL. Our work can be summarized below:

- We give a detailed summarization of model explainability in XRL based on existing literature on explainable RL and explainable machine learning. Current evaluation metrics for XRL are also included in this summarization.
- A new taxonomy is introduced for current XRL works based on the explainability of different parts of reinforcement learning framework: model, reward, state, and task. The taxonomy can be viewed in Figure 2.
- Noticing that currently human knowledge-based XRL is an unpopular direction that has only a few works and the remarkable result of them, we separate it as one of the main parts of our paper to give a systematic review of these approaches that combines XRL frameworks with human knowledge to get higher performance and better explanation.

The remaining of this survey is organized as follows. In Section 2, we recall the necessary basic knowledge of reinforcement learning. Next, we discuss the definition of XRL model explainability as well as giving some possible evaluation aspects for explanation and XRL approaches in Section 3. In Section 4, we describe our categorization as well as provide works of each type and sub-type in detail, the abstract figure of our taxonomy can be viewed in Figure 2. Then we discuss XRL works that are combined with human knowledge according to our taxonomy in Section 5. After that, we summarize current challenges and promising future directions of XRL in Section 6. Finally, we give a conclusion of our work in Section 7. The structure of this paper and our taxonomy work is shown in Figure 1.

2 BACKGROUND

Reinforcement Learning paradigm considers the problem of how an agent interacts with the environment to maximize the cumulative reward, where the reward is a feedback signal according to the response action of the agent in different states. Concretely, the interaction process can be formalized as a Markov Decision Process (MDP) [40]. An MDP is described as a tuple $M = \langle S, A, P, R, \gamma \rangle$, where $S$ is the state space, $A$ is the action space, $P : S \times A \times S \rightarrow [0, 1]$ is the state transition function, $R : S \times A \rightarrow \mathbb{R}$ is the reward function, and $\gamma \in [0, 1]$ is a discount factor. At each discrete time step $t$, the agent observes the current state $s_t \in S$ and chooses an action $a_t \in A$.  
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This causes a transition to the next state $s_{t+1}$ drawn from the transition function $P(s_{t+1}|s_t, a_t)$. Moreover, the agent can receive a reward signal $r_t$ according to the reward function $R(s_t, a_t)$. The core object of the agent is to learn an optimal policy $\pi^*$ that maximizes the expected discounted return $E_\pi [G_t] = E_\pi [\sum_{i=0}^{\infty} y^i r_{t+i}]$. To tackle this problem, existing reinforcement learning methods can be mainly categorized into two classes: value-based methods and policy-based ones.

### 2.1 Value-based Methods

The value-based methods [135] tend to assess the quality of a policy $\pi$ by the action-value function $Q^\pi$ defined as:

$$Q^\pi(s, a) = E_\pi[\sum_{i=0}^{\infty} y^i r_{t+i}|s_t = s, a_t = a],$$

which denotes the expected discounted return after the agent executes an action $a$ at state $s$. A policy $\pi^*$ is optimal if:

$$Q^{\pi^*}(s, a) \geq Q^\pi(s, a), \forall \pi, s \in S, a \in A.$$

There is always at least one policy that is better than or equal to all other policies [193]. All optimal policies share the same optimal action-value function defined as $Q^*$. It is easy to show that $Q^*$ satisfies the Bellman optimality equation:

$$Q^*(s, a) = E_{a' \sim P(\cdot|s, a)} \left[ R(s, a) + y \max_{a' \in A} Q^*(s', a') \right].$$

To estimate the optimal action-value function $Q^*$, Deep Q-Networks (DQN) [135] uses a neural network $Q(s,a;\theta)$ with parameters $\theta$ as an approximator. We optimize the network of DQN by minimizing the following temporal-difference (TD) loss:

$$\mathcal{L}(\theta) = E_{(s,a,r,s') \sim \mathcal{D}} \left[ (y - Q(s,a;\theta))^2 \right],$$

where $\mathcal{D}$ is the replay buffer of the transitions, $y = r + y \max_{a' \in A} Q(s', a'; \theta^-)$ and $\theta^-$ represents the parameters of the target network. After the network converges, the final optimal policy can be obtained by a greedy policy $\pi(s) = \arg\max_{a \in A} Q(s, a; \theta)$. Due to the encouraging results accomplished by DQN, several follow-up works [14, 27, 30, 65, 73, 129, 136, 174, 204, 215] progressively enlarged the family of DQN and has recently demonstrated extraordinary capabilities in multiple domains [26, 117, 150, 205]. However, while these value-based methods can handle high-dimensional observation spaces, they are restricted to problems with discrete and low-dimensional action spaces.

### 2.2 Policy-based Methods

To solve the problems with continuous and high-dimensional action spaces, policy-based methods have been proposed as a competent alternative. One of the conventional policy-based methods is stochastic policy gradient (SPG) [193], which seeks to optimize a policy function $\pi_\phi : S \times A \rightarrow [0,1]$ with parameters $\phi$. SPG directly maximizes the expected discounted return as the objective $\mathcal{J}(\phi) = E_{\pi_\phi} [\sum_{t=0}^{\infty} y^t r_t]$. To update the policy parameters $\phi$, we can perform the gradient of this objective as follow:

$$\nabla_\phi \mathcal{J}(\pi_\phi) = E_{s \sim \rho^\pi, a \sim \pi_\phi} \left[ \nabla_\phi \log \pi_\phi(a|s)Q^\pi(s, a) \right],$$

where $\rho^\pi(s)$ is the state distribution and $Q^\pi(s, a)$ is the action value. To estimate the action value $Q^\pi(s, a)$, a simple and direct way is to use a sample discounted return $G$. Furthermore, to reduce the high variance of the action-value estimation while keeping the bias unchanged, a general method is to subtract an estimated state-value baseline $V^\pi(s)$ from return [193]. This yields the advantage function $A^\pi(s, a) = Q^\pi(s, a) - V^\pi(s)$, where an approximator $V(s; \theta)$ with parameters $\theta$ is used.
estimate the state value. This method can be viewed as an actor-critic architecture where the policy function is the actor and the value function is the critic [41, 52, 68, 134, 175–177, 223].

On the other hand, the policy in the actor-critic architecture can also be updated through the deterministic policy gradient (DPG) [44, 111, 183] for continuous control:

$$\nabla_{\phi} J(\mu_{\phi}) = \mathbb{E}_{s \sim \rho} \left[ \nabla_a Q^\mu(s, a) |_{a = \mu_{\phi}(s)} \nabla_{\phi} \mu_{\phi}(s) \right].$$

where $\mu_{\phi}(s) : S \rightarrow A$ with parameters $\phi$ is a deterministic policy. Moreover, we directly instead approximate the action-value function $Q^\mu(s, a)$ with a parameterized critic $Q(s, a; \theta)$, where the parameters $\theta$ are updated using the TD loss analogously to the value-based case. By avoiding a problematic integral over the action space, DPG provides a more efficient policy gradient paradigm than the stochastic counterparts [183].

3 EXPLAINABLE RL DEFINITIONS AND MEASUREMENT

This section sets the ground for enhancing RL framework with explainability. Although various papers in this field make their effort to give a precise definition of explainable RL, none of them have been accepted by the whole RL community and therefore no clear consensus has been reached. Meanwhile, a large number of current works view being explainable as a kind of subjective perception that is unnecessary to focus on. Such a vague definition will hinder the understanding of XRL papers and evaluation metrics of XRL frameworks seeking. After reviewing the existing literature, we make further detailed descriptions of explainable model’s concepts and summarize current evaluation metrics of XRL.

3.1 Definition of model explainability

XRL methods share lots of related words of similar meanings like explainability and interpretability since lacking an official definition of XRL. Many pieces of literature on XRL propose their criteria for these concepts. Miller [131] defines interpretability as the degree to which a person can understand the decision made by the model. Meanwhile, Kim et al. [94] asset that interpretability is the degree to which a person can consistently predict the result of the model. As for explainability, Lipton [116] believe explainability is a post-hoc property while Molnar [138] specifies it as the capability to provide explanation for individual predictions. Recent work [208] makes a reasonable distinction between interpretability and explainability: interpretability is the ability of a paradigm to utilize an interpretable model to provide explanation while explainability is the ability to provide a surface representation of interpretations. Summarizing these definitions, we can get the conclusion that there are two possible architectures of XRL: construct an interpretable agent or construct a mechanism that contains explainable logic and make it work together with the RL agent.

1) interpretability: The interpretable agent is corresponding to interpretability which means the capability of whether the decision-making and inner logic of the agent are transparent and easy to understand during the whole training and testing process.

2) explainability: The mechanism including explainable logic is related to explainability which represents the ability to output the aspects that the agent takes into account when producing action with a specific input state.

The relation of these two terms in XRL is like the relation between intrinsic and post-hoc: interpretability is a kind of capability that is determined while the model is constructed; as for explainability, it needs to have not only an accomplished model but also the input data and execution on it, which means explainability is a post-hoc property. The interpretability is at a higher level on the whole structure of the model, and explainability is much more concrete since it is based on the working process of the model. XRL field is constituted with such two kinds of explanation.
In the following of this paper, we use interpretability and explainability interchangeably since we will shift our focus from the explanation types to our new taxonomy and we will describe them in detail.

### 3.2 Evaluation framework

After giving a clear description of explainability, we turn to the evaluation of XRL. Unfortunately, there is still no consensus about how to measure the explainability of RL framework. Some initial work has been made to formulate some approaches or aspects for evaluation. Doshi-Velez and Kim [35] proposed the idea that evaluates interpretability in three levels which include application, human, and function. Hoffman et al. [80], Mohseni et al. [137] make further contribution on giving reasonable metrics for explainable AI. We summarize their work and give an evaluation framework for explainable RL paradigm:

#### 3.2.1 subjective assessment

Subjective assessment performs evaluating explainable frameworks based on the view of humans. The human testers receive the explanation and construct their own understanding of the systems. Subjective assessment is aimed at recording and measuring how a person understands the process, event, or system. It is based on how humans understand the mode through explanation, which is subjective and also necessary for evaluation. The metrics that are significant for subjective assessment can be further divided into the types below:

1) Mental model: Mental model refers to how a person understands the model process and structure [155, 218, 225]. The generated explanation promotes the process of user building the mental model. Therefore conversely evaluating the mental model can be an optional aspect to verify the effectiveness of the explanation. It is hard to reconstruct the mental model of human testers in their mind, so current approaches for looking into the mental model are all in indirect ways. A quantitative way is to make testers predict the agent decision [92, 163, 164] or the model failure [10, 145] and then calculate the hit rate. The hit rate can be viewed as an evaluation of how accurate the mental model is. Likert-scale questionnaire method can also quantitatively evaluate the mental model [95, 101, 103, 160]. The participants rate the received information like input data and generated explanation in terms of user-believed importance, confidence, and relevancy, which are directly relevant to the mental model of users.

2) User-oriented properties: This aspect can be important to the implementation of explainable system in real life. To apply XRL in the real scene we must take user-oriented factors such as satisfaction, trust, and reliance of users into account [19]. These factors reflect the degree of complexity, transparency, and usefulness of explanation [47, 102]. The Likert-scale questionnaire method is still a feasible approach to measure such metrics [16, 31, 112, 113, 125]. Gedikli et al. [47], Lim et al. [113] also explore the efficiency and complexity of explanation by measuring the users’ response time in their explainable system. For trust and reliance aspects, many researchers [144, 157] track the action and intention of users in the explainable system to measure the user trust and reliance on the generated explanations.

#### 3.2.2 objective assessment

The over-reliance on human evaluation will lead to focusing on the persuasiveness of explanation rather than other more abstract aspects such as transparency of the system since humans prefer simple and effective explanations [72]. Therefore, Objective assessment does not rely on human evaluation. This evaluation type focuses on directly measuring the properties of explainable framework, which externs the breadth and depth of evaluation. The objective assessment can be divided as follows:
1) Model output performance: It is necessary to keep a balance between the performance and explainability since enhancing explainability to RL will lead to larger computing resource consumption [49]. Therefore we need to check whether the explainable system has the same or better performance than the explainable one. For deep learning methods, the metrics are about the success rate and certainty of the prediction [55, 99, 191]. For RL fields, the evaluation methods are focusing on total reward [13, 107, 197, 199, 207] and task success rate [18, 105, 140, 180, 229].

2) Explainer fidelity: Explainer fidelity refers to the correlation of the explanation to the true reason for agent decision-making [137]. Simulation experiment [163, 164] is a direct way to test the explainable framework in expert cases. Many researchers set the computational interpretability and generated qualitative explanation of the result as evidence for fidelity and correctness [146, 231, 232, 242]. Comparative method that makes explanation comparison between different explainable system is also an effective way for getting relatively fidelity [167, 173].

3) Sensitivity and robustness: Sensitivity refers to the capability of explanation to reflect the sensitivity of explainable system’s inner model with respect to the perturbation on the input feature space [97, 192]. Sensitivity can also be utilized to roughly measure robustness which stands for stability under small perturbation [4]. To measure sensitivity, current evaluation methods add perturbation on input [20, 20, 142] or model parameters [1, 2, 48], utilizing the difference of generated explanation to measure sensitivity and robustness.

In conclusion, the evaluation for XRL can be divided into subjective and objective types based on the source of data for evaluation. These two types are complementary and can be implemented as a combination to get a more precise and comprehensive measurement. Although we have built an evaluation framework for XRL approaches, there is still a lack of specific measurement methods (especially quantitative methods) for different XRL frameworks which need much further research focus on it.

4 EXPLAINABILITY IN RL

Fig. 2. Diagrams of different types of explainable reinforcement learning frameworks. These diagrams illustrate how different types of XRL framework makes different parts of the reinforcement learning model produce explanation and help experts get an insight into the reinforcement learning process. Note that these diagrams are just abstractions of the approaches that we will talk about and the more detailed learning process of the agent is not included in these diagrams. $o_\pi$ and $o_g$ denote two aspects of explanations: inner logic inference of agent and goal influence in action-taking. $a_t, r_t, s_t$ refer to the action, reward, and states at time $t$; The red parts in these diagrams are the explainable parts. (a) trains the agent to be explainable by having an understandable logical operation in its inner structure. (b) reconstructs reward function towards an explainable one $r'_t$ and makes it possible to see how the goal influences the agent. (c) adds an attention-based submodule to quantify the influences of state features on decision-making as $w(s_t')$ at different timestep $t'$. (d) gets an architectural level explainability in complex environments by multilevel agents, the high-level agent schedule low-level agents by the subgoal signal $g_t$ which could be utilized for explanations.
Current explainable RL works try to explain the action of RL agents while not focusing on the whole RL process since it is too intractable. Therefore they turn to make part of the process of RL understandable to human while keeping the performance. The model for RL task can be divided into several parts: state, action, reward, model, and task. In our work, we categorize current XRL work according to these partitions and show the taxonomy in Figure 2. We also do more specific categorization while providing a table for each sub-section to list specific works.

4.1 Model-explaining

Classical RL frameworks train the agent to enhance decision-making towards better results ability and do not focus on the inner decision-making logic of it. However, model-explaining XRL methods can not only obtain agents with high performance but also extract the inner logic to generate explanations. Based on the explanation logic type, we divide current model-explaining XRL methods into self-explainable and explanation-generating parts. The former tries to generate explanation by extracting the implicit explanation logic while the latter gives explanation with a fixed explanation logic.

Table 1. Self-explainable models in XRL approaches

| Type             | Description                                                                 | Model                          | Algorithm                  | Environments                        |
|------------------|------------------------------------------------------------------------------|-------------------------------|----------------------------|-------------------------------------|
| Value-based      | Learning while representing Q-value in an understandable way using different models | Decision Tree                 | Linear model U-tree [118]  | Flappy bird, MountainCar, Cartpole  |
|                  | Formula Expression                                                          | Depth-limited search [126]   | Multi-armed bandits        |                                     |
|                  | Genetic programming [70, 71]                                                |                                | MountainCar, Cartpole,     | Industrial control benchmark       |
|                  | Programmatic Policy                                                         | Programmatic interpretable RL [207] | TO RCS car racing         |                                     |
|                  | Neurosymbolic transformers [82]                                            | Imitation-projected programmatic RL [206] | TO RCS car racing         |                                     |
|                  | Learn program embedding space [201]                                         | Neural symbolic transformers   | Formation task, Unsabeled goals task |                                 |
|                  | Symbolic Policy                                                             | Deep symbolic policy generator [104] | MountainCar, Pendulum, Hopper, InvDoublePend, InvPendSswingup, LunarLander, BipedalWalker |
| Policy-based     | Learning while representing policy in an understandable way using different models | Fuzzy Controller              | Policy gradient [5]        | Hopper, BipedalWalker              |
|                  |                                                                                | Fuzzy particle swarm RL [69]  | MountainCar, Cartpole      |                                     |
|                  | Logic Rule                                                                  | Neural logic RL [87]          | Block manipulation, Cliff-walking |                                 |
|                  | Genetic programming RL [151, 152]                                           | Verifiability via iterative policy extraction [13] | Cartpole, Pong            |                                     |
|                  |                                                                                | Multi-agent verifiability via iterative policy extraction [130] | Cooperative navigation, Predator-presy, Physical deception |                                 |
|                  |                                                                                | Iterative bounding MDP [199]  | CartPole, PreeqWorld, PotholeWorld |                                 |
|                  |                                                                                | Abstraction policy graph [209] | PreeqWorld                 |                                     |
|                  |                                                                                | Q-value pruning [168]         | Super tax kar, Super mario hros |                                 |
|                  |                                                                                | Conservaive Q-improvement [170] | Robot navigation          |                                     |

4.1.1 Self-explainable. A model is self-explainable if it is constructed to be inherently interpretable or self-explanatory at the time of training by restricting the complexity of the model [36, 158]. This kind of model is also called intrinsic model [158] and can be viewed as a transparent paradigm that people can easily understand. The explanation logic is implicit since it is within the agent model. Our work summarizes the current self-explainable model and categorized it into two types based on the target of explainable model structure: value and policy. We summarize these types of methods in Table 1.
i): Value-based. Q-value in RL represents the subsequent expected discount sum of the reward of taking state and action pair \((s, a)\), which could be also utilized to build deterministic or energy-based policy. Since Q-value is the direct influence factor of the agent policy, many value-based XRL frameworks focus on Q-value. Linear Model U-tree (LMUT) [118] leverages the idea of imitation Learning (IL) [77]. The LMUT is an advanced model over continuous U-tree (CUT) [202] (an essential regression tree for value function). As a variant of decision tree, the internal node store the feature of dataset \(f_1, f_2, f_3, \ldots, f_n\) while the leaf node can be viewed as a partition of the input space. Each LMUT leaf node contains a linear model on input state feature to approximate Q-value rather than a simple constant in CUT and can furthermore record the average reward and average transfer probability to the next leaf node. The approximation of Q-value \(Q_{LMUT}^U\) is from the single linear model of the LMUT leaf node, and it can be viewed as an explanation of quantifying the effect of different features in LMUT. The researchers build the first mimic learning framework for the Q function and introduce LMUT to approximate classical neural network prediction. The authors also provide way to train such a LMUT, which can be described as two steps: data gathering phase that counts all the transition \(T\) on the LMUT and modifies the Q value, average reward as well as average transfer probability; node splitting phase does stochastic gradient descent (SGD). Once SGD gets insufficient improvement on some leaf nodes, the framework will split this leaf node to untangle the mixed feature. The experiments show that LMUT achieves the same performance as the neural network-based baselines in different environments.

LMUT uses a linear combination of features to approximate Q-value at leaf nodes of U-trees. Based on this approximating idea, formula expression becomes an effective way to directly represent Q-value. Maes et al. [126] proposed a search algorithm over the simple closed-form formulas space. The variables in the expression are the abstraction of the components of states and actions, and the operations over these variables are unary and binary mathematical operations. The policy is a greedy deterministic policy over the Q value which always tends to select the action with the maximum Q-value. The explainability is ensured by the different operations since they illustrate different effects of variables on Q-value. However the method cannot prevent combinatorial explosion, so the total number of variables, constants, and operations is limited to a small number of 6. There are also some advanced methods based on formula expression [70, 71], and they use formula expression to represent the policy. These methods will be talked about in the next section.

ii): Policy-based. Policy representation is a more direct way compared to Q-value since policy immediately guides the action-selecting of agents. In the MDP model, the policy is a probability distribution function \(\pi(s, a)\) with only a real number, so we need a more explainable model to represent it. Some representative approaches of this type are illustrated in Figure 3.

Programmatic RL (PRL) is about using a program to represent the policy. The logic rule within the program can give global explainability. Current PRL methods can be divided into two stages in Figure 3a: programmatic policy generator and programmatic policy evaluator. The former update the current programmatic policy vector in a fixed programmatic space and generate a programmatic policy by decoding the vector, while the latter simulates the generated programmatic policy to make one-step optimization for the current policy. Now the main challenge of PRL is how to select such an interpretable programmatic policy space. Verma et al. [207] present a framework called Programmatically Interpretable Reinforcement Learning (PIRL). PIRL constructs the policy over a high-level domain-specific programming language. All the operations of such a programming language are based on historical data utilization. Different from the formula mentioned above, the operations are fitted for data from the past like \(map(f, [e_1, \ldots, e_k]) := [f(e_1), \ldots, f(e_k)]\), \(fold(f, [e_1, \ldots, e_k], e) := f(e_k, f(e_{k-1}, \ldots f(e_1, e)))\) where \(e_i\) is the history data. This kind of expression can help humans fastly know the influence of history interaction towards the target policy.
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Fig. 3. Some examples of self-explainable policy-based methods. (a) illustrates current Programmatic Reinforcement Learning (PRL) approaches that are divided into two alternating phases. Programmatic policy generator is executed based on a fixed interpretable programmatic policy space obtained by pre-training [82, 201] or pre-given templates [206, 207]. At each step, we update the current policy vector $\phi(\pi_p)$ in such policy space with one-step optimization $\epsilon$ from the policy optimizer. Then the new policy vector $\phi(\pi_p)$ can be decoded into a programmatic policy $\pi_p$ for the next step. The programmatic policy evaluator utilizes the programmatic policy to sample batches of trajectories $\tau_i$, which is then fed to the policy optimizer to output one-step optimization $\epsilon$ for an update. (b) describes current two Decision Tree (DT) policy approaches. DT policy transform methods [13, 130] first train a DNN-based optimal policy $\pi^*$ by DRL methods. Then, DT policy is extracted with decision tree training or transformation rules $f$ based on $\pi^*$. DT policy training methods [118, 170] directly train DT policy by interaction with environment. For each interaction, they maintain the Q-value $Q(L, \cdot)$ and weight $w(L)$ of the corresponding DT leaf node $L$. And select node to perform leaf node split according to $g$ for better performance. The function $g$ considers the performance improvement of splitting leaf node based on the Q-value improvement $\Delta Q$ and the weight $w$. which lead to the benefits of being more easily explained than neural network. To get such a programmatic policy with the maximal reward in a non-smooth optimization space, they proposed a search method called neurally directed program search (NDPS). NDPS first uses DRL to find a neural policy which is an approximation of the target policy, then iteratively updates the policy by enumerating the program template and using bayesian optimization [187] or satisfiability modulo theory to get better parameters. Verma et al. [206] later claim that the above method is highly suboptimal and they propose a new framework to search for such policy by mirror descent-based meta-algorithm: perform deep policy gradient on policy space that mixes neural and programmatic representations, then do program synthesis via imitation learning in the project step. This framework significantly outperforms other PRL work. For multi-agent communication, Inala et al. [82] synthesis programmatic policy by the generated communications graph of agents. Trivedi et al. [201] first learn latent program embedding space and then the program policy searching will become more efficient. Meanwhile, the learned latent program embedding can be transferred and reused on other tasks.

As for formula expressions, they can be utilized to directly represent policy instead of the value function. This kind of policy is called symbolic policy, which is composed of simple short symbolic operations. It can get explainability from concise mathematical expressions. However, searching the whole symbolic space to fit a dataset is generally believed to be a NP-hard problem [122]. Several works [70, 71] combine genetic programming with model-based batch RL and propose genetic programming for reinforcement learning (GPRCL) to get a such policy. The genetic programming
method maintains the population, which is composed of symbolic expression individuals. And the evolutionary operations contain crossover, selection, mutation, and so on. Neural network (nn)-based algorithms have been widely leveraged for symbolic regression problem [104, 139, 153] with neural-guided search. Extending the symbolic regression problem to RL, Landajuela et al. [104] propose deep symbolic policy. By using a recurrent neural network-based symbolic policy generator and nn-based anchor policy, they can evaluate the policy by stimulation and obtain the fully symbolic policy without any nn-based dimension.

Fuzzy controller [3, 49, 69] can also be used to represent policy. These methods share the same idea that the agent policy can be viewed as the sum of policies on the cluster centers with different weights, while the weights have a negative correlation with the distance between the current state and cluster centers. That is, \( \pi(a|s) \) is a gaussian distribution \( N(a|K\varphi(s), \Sigma) \), where \( K \) is a matrix stacking actions corresponding to cluster centers, \( \varphi(s) \) is a membership function which returns a weight vector according to the distance with each cluster center, and \( \Sigma \) is a state-independent full variance matrix. Glanois et al. [49] summarize this paradigm to be the form of "IF fuzzy condition(state) DO action". By measuring the distance with the cluster centers, the action guided by the policy can be easily tracked to see the influence that comes from different cluster centers. The policy gradient method is used to train such a policy with a non-explainable critic value [3]. Fuzzy particle swarm RL (FPSRL) [69] has been utilized to construct fuzzy RL policies by training parameters on the world model. These two methods both control the number of clusters automatically and the results of them both show that they obtain the interpretable policy with high performance.

First-order logic (FOL) [12] is a formal language that describes the entities of the world and their relationships. Neural logic RL (NLRL) [87, 151, 152] represents the policies in RL by first-order logic formula. NLRL is based on policy gradient and differentiable inductive logic programming Zimmer et al. [241]. Basic work [87] shows that the NLRL describing the policy by logic rule is much more understandable by human So they allocate each logic rule weight (need to be training) indicating the importance of the action-taking while the rule itself can explain the reason for action-choosing. More work [151, 152] extends the basic work as they give weight, not for each rule but for the atoms in the rule. They utilize genetic programming reinforcement learning (GPRL) to learn policy formulas from the history of state-action interaction data and add more operations on the formula than the value-based formula method [126]. Therefore, NLRL can learn almost the best policy with better explainability and generalizability.

Decision tree (DT) [159], which can be categorized into classification tree and regression tree for different tasks, used to have little application in classical RL for they cannot be updated online with stochastic gradient descent. However, in XRL region, DT has derived policy-based and value-based methods. The linear model U-tree mentioned above in the value-based explainable method is a typical variant of DT. From the aspect of policy-based methods, DT policy can be regarded as performing responding actions according to different features of DT. These features generated by training is explainable for human to know the understanding of agents toward the whole RL tasks. As for comparison of value-based and policy-based decision tree RL, Silva et al. [182] prove that the policy-based DT method is more beneficial than the value-based DT method theoretically. Current frameworks of policy-based DT methods are summarized in Figure 3b. Since with existing DRL methods we can obtain efficient DNN-based policy, one possible method is to transform DNN-based policy into DT policy with similar performance. As for DT policy extraction, the DNN-based optimal policy can be utilized to provide training data for DT policy. A typical DT policy transform method is Verifiability via Iterative Policy Extraction (VIPER) [13]. VIPER is a kind of policy extraction algorithm. The idea comes from leveraging model compression (distillation) [76] to transform a pre-trained DNN policy into a DT policy. VIPER utilizes the unexplainable optimal policy to
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generate trajectories for DT training, and the resampling technique is leveraged to focus on states that are significant for agent interaction. Ross et al. [168] do an improvement over the imitation learning algorithm DAGGER and propose Q-DAGGER which uses Q-value for the oracle. Then VIPER is applied to learn a much smaller DT policy. Milani et al. [130] extend VIPER into Multi-Agent RL (MARL) and propose MAVIPER, which grows the tree of each agent by predicting other agents’ behaviors. It is also feasible to use transformation rules to achieve policy extraction. Topin et al. [199] define a novel MDP called Iterative Bounding MDP (IBMDP) that considers the features and its value ranges in the tasks. They give the value update rules to transform the DNN-based policy in IBMDP into DT policy in the base MDP. Therefore this method can be combined with the current non-interpretable RL algorithm to get an explainable DT policy. Topin and Veloso [200] similarly propose an interface performing policy summarization to build an abstraction policy graph, which can extract state-specific explanations for whole-policy explainability. The other kind of DT method is directly training a DT policy. By maintaining the Q-value as well as weight information at the leaf node of DT and performing leaf node split at a specific stage, the DT policy can be obtained with high performance. [170] utilizes the lazy updating idea and enlarges the tree size only when the approximation of future discount reward gets larger in a specific amount, which is called Conservative Q-Improvement (CQI).

Table 2. Explanation-generating models in XRL approaches

| Description | Explanation Type | Algorithm | Environments |
|-------------|-----------------|-----------|--------------|
| Counterfact | Generative deep learning [147] | Q*bert, Seaquest, Crazy Climber, Space Invaders |
|             | Gradient information-based generation [190] | Guided Maze, University Buildings |
|             | Action influence model [125] | Cartpole, MountainCar, Taxi, LunarLander, BipedalWalker, Starcraft |
| Human explanation | Automated rational generation [38] | Frogger |
|             | Clustering [46] | LunarLander |
|             | Neural network-based [45] | LunarLander |
|             | Summarization from query template [66] | GridWorld, Cartpole, Part inspection task |
|             | Policy abstraction and summarization [21] | Level-based foraging, Multi-robot warehouse, Multi-robot search and rescue |
| Verify | Verify basing on Marabou verification [93] | Adaptive video streaming task, Internet congestion control task |
|             | Mirror descent [5] | Pendulum, Acc, Car-racing, MountainCar, Road, Obstacle |
|             | Verification toolchain [240] | Pendulum, Cartpole, Self-driving |
|             | Verification-in-the-loop [89] | B1, B2, Tora, MountainCar, Pendulum, Cartpole |

4.1.2 Explanation-generating. This type of explainable model may not be inherently explainable or have an understandable structure. Instead, they can utilize an auxiliary explicit explanation logic to generate explanations automatically while training. Usually, the explicit explanation logic is learned from how humans understand a specific task or human habits of thinking to understand new things. The explanation can be in various types. Here we list some classical works to describe these kinds of explainability and show them in Table 2.

To capture the counterfactual explanations for policy, Olson et al. [147] obtain local explainability by generating counterfact state \( s' \) that minimally differs from current state \( s \) but leads the agent to perform a different action. Inputting the current state \( s' \), they utilize deep generative model to generate such counterfact states that are realistic images. Stein [190] leverages a similar idea to
generate explanations, he first computes Q-value difference of counterfactual action pair, which is composed of actions from the agent’s selection and human query at the current state. Then the framework performs gradient descent to find the decision boundary and transforms it into natural language form. He also trains the agent by the explanation, therefore, the planning performance can be used to evaluate the quality of generated explanation. Instead of the method of generating, Madumal et al. [125] model the counterfact in the task by causal model. The basis of this method is the structural causal model (SCM) [61], which represents the world with large amounts of variables divided into exogenous (external) and endogenous (internal) parts as well as many potential relations between the random variables. Action influence model (AIM) [125] towards XRL is a typical work drawn from SCM. More concretely, AIM is a directed acyclic graph, which offers not only the fact but also the counterfact. That is, it can provide explanation for both the "why" question and the "why not" question. This model generates the explanation by the counterfact: to explain "why perform X", we just need to simulate Y (the counterfact of X), and explain "why not perform Y". The simulating process is guided by structural equations. Since it is intractable to discover the whole internal relations of the real environment variables, the multivariate regression model can be leveraged to approximate the structural equations at the training of RL agents. Then with a NLP template method, the explanation is eventually received. The method is evaluated in Starcraft with different structural equation approximation ideas. And a human study has been done to confirm its explainable goodness and accuracy of prediction. The drawback of the causal model is that it must be pre-given, which will limit its generalizability.

A more straightforward idea for generating explanation is to learn the implicit explanation logic from reasonable explanations of humans. Ehsan et al. [38] proposed a specific conception: rationale—the explanation of an action based on the way humans think. They generate rationale in two steps. First, collect a corpus of the user explanation of the action, then train an encoder-decoder network with the corpus. Given the environments state \( S = x_1, x_2, ..., x_n \), the network is able to output the word sequence (rationale) \( O = o_1, o_2, ..., o_m \) (\( o_i \) is the word). The combined input image and the natural language explanation in the corpus are used for training. The authors categorize the parameters in the network into focused-view configuration (focus on local information and short-term factors) and complete-view configuration (focus on the whole environment and long term factors). After training, the model can generate explanation with the same semantics as human explanation.

Instruction-based behavior explanation (IBE) [45, 46] is based on interactive RL. Interactive RL accelerates the training by human experts inputting instructions to the agent. Basic IBE [46] makes the agent gain the ability to reuse the instruction explaining the decision-making. It first predicts the action target and then utilizes human instructions to construct a mapping from the action target to an understandable expression. The target of action in time \( t \) started at state \( s_n \) is defined as \( \Delta s = s_{n+t} - s_n \). By simulating with the policy \( \pi(s, a) \) in \( t \) times iteration, we can estimate the state \( s_{n+t} \) and get the prediction of \( \Delta s \). To get the mapping function, they select the top \( x \) total reward history and do clustering on \( \Delta s \) to get a classifier. Then for each cluster, calculate the normalized expected value of instruction as the explanation. The explainability is confirmed while keeping the performance. The clustering method can only be applied to simple environments. When dealing with environments that are more challenging and have no verification approach, it is impossible for agents to dynamically update the policy. Therefore, IBE is advanced immediately by them [45], they construct the mapping function by neural network model and make it applicable for changing policy.

In real life, we sometimes perceive the environment by asking questions and building the model in our mind, which means that the explanation of answering the query is another possible way. Hayes and Shah [66] introduce this kind of method. To obtain explanation of a specific query, the
author first maps the query into a decision-making query statement drawn from the pre-defined
template, then uses a graph-search algorithm to find the states that are relevant to the question.
In the end, the framework counts the attributes among the founded states to build the summary
in a natural language form. This query-based explanation is combined with another idea called
code annotation which marks the variables and actions in the state space. The generated policy
explanation fits experts’ expectations, but unfortunately, it does not demonstrate the reliability
of explanation in more complex tasks. Boggess et al. [21] expand this work into Multi-Agent
RL (MARL). For the policy in MARL that grows exponentially with the number of agent and state
variables, they first translate the learned policy into a multi-agent MDP (MMDP) based on a set
of specified feature predicates. They proposed methods for answering "When, Why not, What" questions in MARL with more restricted relevancy filters selecting relevant features and action sets
of queried actions. Additionally, by converting MMDP into a directed weighted graph with edge
weight relating to transition probability in MMDP, Dijkstra’s algorithm [34] can find the shortest
as well as the most representative path, which can be utilized to generate the policy abstraction
and summarization based on feature predicates set.

Formal verification techniques can enhance the safety and trustworthiness of RL paradigms.
Verily [93] is a typical one. Verily considers the space of all possible states in the environment, while
formal verification is leveraged to distinguish the unexpected state sequences in the state space.
The formal verification is mainly focused on the safety and liveness properties, which have been
defined as the query for logic operations. To achieve this kind of verification, Verily uses Marabou
verification method [91] which comes from the satisfiability modulo theories (SMT) verification
engine for DNN. If the answer is not, Verily can generate a counterexample by the logic verification
to explain it. The counterexample can also guide the updates of DNN architecture. Anderson et al.
[5] share the same mirror descent idea with Verma et al. [206] while they perform updating and
projecting steps between neurosymbolic class and restricted symbolic policy class to allow efficient
verification. Zhu et al. [240] propose a verification toolchain to maintain the safety of learning neural
network policy. With such constraints, they additionally design a counterexample-guided inductive
synthesis framework to find out a deterministic policy that is much more verifiable and simple to
approximate the neural network policy. Similarly, Jin et al. [89] propose a verification-in-the-loop
training framework to train and iteratively refine the abstracted state space from counterexample
if verification fails.

4.2 Reward-explaining

Another significant part of RL tasks is the reward function, which is the main factor to estimate
an action in short term or policy in long term. Each RL algorithm needs to receive reward signal
from the environment and update the agent to maximize the total expected reward. Meanwhile,
starting from the perspective of environments, a good reward function can help people achieve the
precise target while a bad one can cause many wrong decisions according to reward hacking [? ].
Tracking the weight of considered aspects in the reward function and finding a reasonable reward
function weight can give an explanation for the RL agents’ process. Based on this idea we divide
the current reward-based XRL work into two types: reward shaping and reward decomposition.
And the approaches are listed in Table 3.

4.2.1 Reward Decomposition. As for explaining the reward function, explanation at the reward level
focus on the reward itself. However, the reward function is just a real number value that is produced
by lots of implicit factors. It is intractable if we only focus on the output value. Decomposing the
reward function and seeing the influence of aspects in the reward towards the decision-making
Table 3. Reward-explaining methods in XRL approaches

| Explanation Type       | Description                                                                 | Algorithm                                                                 | Environments                                      |
|------------------------|-----------------------------------------------------------------------------|----------------------------------------------------------------------------|--------------------------------------------------|
| Reward Decomposition   | Decomposing the reward function and see the influence of components towards the decision-making process and the correspondence between each other | Reward and Q-value decomposition [90]                                     | GirdWorld game, LunarLander                       |
|                        |                                                                           | Counterfactual multi-agent policy gradient [42]                           | Starcraft                                         |
|                        |                                                                           | Shapley Q-value [211]                                                     | Cooperative navigation, Prey-and-predator, Traffic junction |
|                        |                                                                           | Counterfactual-based Shapley value [108]                                 | Starcraft                                         |
| Reward Shaping         | Finding an understandable reward function directly                         | Termination and relevance classifiers [132]                              | Maze                                             |
|                        |                                                                           | Intrinsic and extrinsic reward [124]                                    | GridWorld                                        |
|                        |                                                                           | Planning with action models [88]                                          | Office World, Montezuma’s revenge                 |
|                        |                                                                           | Tree-structured policy-based progressive RL [222]                        | Temporally language grounding in untrimmed videos |
|                        |                                                                           | Self-supervised attention-aware RL [221]                                | Assault, Frostbite, Berzerk, Carnival, Freeway, WizardOfWar, Kangaroo, Asteroids, Ms Pacman |

process as well as the correspondence between each other is a feasible idea. Here we introduce several reward decomposition methods.

Horizontal reward decomposition [90] is for reward explaining at the horizontal level. The authors first decompose the reward function in MDP $\mathbb{R} : S \times A \rightarrow \mathbb{R}^{|C|}$, where $C$ is the reward components number. The target is still optimize the total reward: $R(s,a) = \sum_{c \in C} R_c(s,a)$. Additionally, the Q-value is decomposed too: $Q^\pi(s,a) = \sum_{c \in C} Q^\pi_c(s,a)$. And they give the way to train such a decomposed Q-value based on neural network. To explain the decomposition, they focus on comparing pairwise actions. A simple way is to directly compare $\tilde{Q}(s,a_1)$ and $\tilde{Q}(s,a_2)$. If there is some component $c_i$ such that $Q_{c_i}(s,a_1) > Q_{c_i}(s,a_2)$ and choose the action $a_1$, than these components are the advantage over $a_2$. This way is described as reward difference explanation (RDX) in the form of $\Delta(s,a_1,a_2) = \tilde{Q}(s,a_1) - \tilde{Q}(s,a_2)$. RDX only tells experts which components may be the advantage over the other factors and does not point out which component is the most important one. If the factor number is gained large enough, RDX can just provide a little explanation. So they provide another explanation: minimal sufficient explanation (MSX). MSX is a two-tuple $(MSX^+, MSX^-)$ corresponding to the positive and negative factors. MSX$^+$ select the minimal set of components that the total $\Delta(s,a_1,a_2)$ is large than a dynamic threshold, while MSX$^-$ checks the sum of $-\Delta(s,a_1,a_2)$ with the other threshold. The approach is only tested in environments having a finite small action space which is easy to enumerate.

For multi-agent tasks, the most popular method is Centralized Training with Decentralized Execution (CTDE), which let the agents train with the local view while the central critic estimates the joint value function. The main challenge of CTDE is how to assign each agent credit, and current methods can be divided into explicit and implicit methods according to the training process of the central critic and local agent. Instead of implicit methods treating the structure as an entirety, the explicit methods train the central critic and local agent separately. Therefore the allocated credits are explainable for humans. For how to get the credit for each local agent, Shapley value [169] can be an effective tool. Shapley value is the average of influence of a feature (or multi-agent RL, the entity is a single agent) in different situations. To calculate it, we can measure the change in the output on whether consider the target feature or agent. One of the main challenges is that the computing costs grow exponentially with the number of agents, which means we have no idea how to approximate it in complex environments. Starting from the idea of calculating Shapley
value, the basic method called counterfactual multi-agent (COMA) policy gradient \cite{42} utilizes a counterfactual advantage function to perform local agent training. However, this method ignores the correlation and interaction between local agents, which leads to failure on more complex tasks. Wang et al. \cite{211} combine the Shapley value with the Q value and perform reward decomposition at a higher level in multi-agent tasks to guide the policy gradient process. With this kind of Q-value, they run DDPG \cite{111} to make a reasonable planning of global reward: the greater contribution of the individual agent, the more reward it will get. Compared with the traditional shared reward approach (which is inefficient because of assigning rewards to agents with lower contribution values), it assigns credit to each agent which can explain how global reward is divided during training and how much each agent contributes. The drawback of this network-based method is that it over-relied on the assumption that local agents take actions sequentially. Li et al. \cite{108} instead use counterfactual-based methods to quantify the contribution of each agent, which is more stable and effective.

4.2.2 Reward Shaping. Trying to obtain an explainable reward function is also an achievable approach. There are some works \cite{88, 124, 132, 196, 221, 222} skip the process of finding ways to explain the reward function and seek for understandable reward function directly.

Based on the interactions between the agent and human, Mirchandani et al. \cite{132} propose a reward-shaping method to shape the sparse reward to be associated with human instruction goal and current state by termination and relevance classifiers. Tabrez and Hayes \cite{196} also propose a framework called Reward Augmentation and Repair through Explanation (RARE). It utilizes partially observable MDP (POMDP) to approximate the understanding of collaborators towards the joint tasks. The authors accomplish this goal by modifying and correcting the reward function constantly. If a more plausible reward function is founded, it will be evaluated to see whether the advantage of taking it is larger than abandoning it or not. And if so, a repairing representation will be generated.

For more complex tasks, defining multi-level rewards is a reasonable way to explainability. It is different from task decomposition since the decomposed reward is the real reward received from the environment. While defining reward with multi-level means that the reward we take into consideration not only concentrates on the extrinsic reward received from the environment but also the intrinsic reward which is for better understanding and explanation. Lyu et al. \cite{124} define the reward with two levels of intrinsic and extrinsic reward. Extrinsic reward is for the sub-tasks reward in formal, which comes from the basic RL environment, while the intrinsic reward is received when constructing a plan (a series of learned sub-tasks). The intrinsic reward is evaluated based on the generated plan. DRL approaches are applied at the sub-tasks level, trying to optimize the extrinsic total reward and get the best policy for the low-level agent. And the authors use the symbolic planning (SP) method to schedule the sub-tasks at a higher level and get the optimal plan. While Lyu et al. \cite{124} pre-define the action models, Jin et al. \cite{88} extend their work to automatically learn the action model and let one option model correspond to several action models rather than just one in Lyu et al. \cite{124}. Therefore, it will converge much faster than the basic work. For temporally language bounding in untrimmed videos task, Wu et al. \cite{222} propose tree-structured policy-based progressive reinforcement learning. While the leaf policy receives the extrinsic reward from the external environment, the root policy, which does not directly interact with the external environment, measures the reward from both selections of high-level semantic branch intrinsically and how selected semantic branch action influence the external environment extrinsically. Therefore this process provides explainable credit within the tree-structured policy. For the problem that defining intrinsic reward cannot get performance as good as defining extrinsic reward, Wu et al. \cite{221} propose intrinsic mega-reward to encourage
the agent to gain more individual control ability which can be divided as direct and latent control. A relational transition model is designed to obtain such control ability. This framework achieves excellent results over most of the existing intrinsic reward approaches.

### 4.3 State-explaining

State-explaining is a kind of local explainability. Since observation of the current environment is the direct information that guides decision-making at the start of each timestep, state-explaining methods update the classical RL algorithm with an introspection part to simultaneously analyze input observation while performing the decision-making process. The analysis processes proposed by most of the existing frameworks are attention-based methods. Attention-based methods answer questions about which states or components of states are doing a great influence on the training results by defining a quantitative evaluation method of the important factor and trying to visualize it. We present a categorization that arranges these frameworks by the time of target explainable states and lists them in Table 4. We briefly review the related work giving the state-level explainability in this section.

| Explanation Type       | Description                                                                 | Algorithm                                      | Environments                      |
|------------------------|-----------------------------------------------------------------------------|-----------------------------------------------|-----------------------------------|
| Historical Trajectory  | Quantify the influence of each historical observations towards the decision making of agent | Sparse Bayesian RL [238]                      | GridWorld, Vehicle routing        |
|                        |                                                                             | Visual sparse Bayesian RL [133]                | Navigation                        |
|                        |                                                                             | Introspection [178]                           | Frogger                           |
|                        |                                                                             | Monte Carlo sampling [75]                     | Harvest, Predator-Prey            |
|                        |                                                                             | Neural network-based Shapley Value [234]      | Power system                      |
|                        |                                                                             | Deep Gaussian process [59]                    | MsPacman, Pong                    |
|                        |                                                                             | Super-pixel [118]                             | Flappy bird, MountainCar, Cartpole |
|                        |                                                                             | Social attention model [107]                  | Highway                           |
|                        |                                                                             | Attention neuron [197]                        | Cartpole, Ant, Pong, CarRacing    |
|                        |                                                                             | Interpretable DQN [6]                         | MsPacman                          |
|                        |                                                                             | Neural evolution [198]                        | CarRacing, DoomTakeCover          |
|                        |                                                                             | Region Sensitive Rainbow [228]                | Taxi drivers’ passenger-seeking   |
|                        |                                                                             | Stacked hierarchical attention [224]          | Inhuman, Reverbo Zork, Ztu        |
|                        |                                                                             | Random value mask-based importance [154]      | Pointing game                     |
|                        |                                                                             | Explainable generative adversarial imitation learning [148] | Taxi drivers’ passenger-seeking   |
|                        |                                                                             | Perturbation-based saliency [54]              | Breakout, Pong, SpaceInvaders     |
|                        |                                                                             | Partial features with convolution neural network [289] | Connect four                    |
|                        |                                                                             | Machine versus human attention [58]          | Freeway, Seaquest, Breakout, MonteZuma's revenge |
|                        |                                                                             | Object saliency map [83]                      | MsPacman                          |
|                        |                                                                             | Unsupervised video object segmentation [50]   | BeamRider, Breakout, Pong, Q* bert, Seaquest, Space Invaders |
|                        |                                                                             | DQNViz [210]                                  | Breakout                          |
| Future Prediction       | Make prediction of the future interaction and check it in the future         | Forward simulations [203]                     | GridWorld navigation              |
|                        |                                                                             | Discounted expected of future state visitations [229] | Blackjack, Cartpole, Taxi        |
|                        |                                                                             | Task space disentangling for multi-goal RL [105] | Push, Pushlight, Pickup, PickupColors |
|                        |                                                                             | Semantic Predictive Control [149]             | CARLA, GTA, Flappy bird, TORCS car racing |
|                        |                                                                             | MC Dropout and Bootstrapping-based LSTM [125] | Obstacle detecting task           |

4.3.1 **Historical Trajectory.** Target explainable state spaces at different times is the main divider of the state-explaining methods. Starting from the trace of historical decisions, we want to know the
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influence of each history observation on the decision-making process of the agents. Some works give approaches to estimating the influence of historical observation.

The main factor of these approaches is how to quantify the influence of historical interaction. It is intuitive to extract the interaction that affects most to later decision-making. Sparse Bayesian Reinforcement Learning (SBRL) [238] records past experiences while training the agent, which is for knowledge transferring and continuous action search. It provides an understandable way to explain how historical data samples influence the learning process. Visual SBRL (V-SBRL) [133] stores the significant past experiences as images and the images can tell humans how a decision is made by the previous memorized experiences. V-SBRL uses a sparse filter to maintain the most important image and discard the trivial images to keep the image set sparse. V-SBRL contains three parts: a state image encoder to encode high-dimensional image data; the SBRL framework to calculate Q values, and a relevance vector machine to capture the relevance sample as candidates for the target image set; the snapshot storage selects the most important state-action pair from the candidates.

Sequeira and Gervasio [178] try to extract interestingness elements from historical observation. Interestingness element stands for historical interactions that have a great contribution to decision-making. They make the RL agent more explainable by introspective analysis. The interestingness elements obtained from historical data are found through a three-level introspection analysis. First, environment-analysis does certainty analysis on transition function and finds reward outliers in historical interaction. The second interaction-analysis does frequency analysis et al. to help characterize the environment dynamics. In the end, Meta-analysis combines the historical interaction data and analyzing results at different levels to identify more complex aspects of the interactions. The interestingness elements are outputted in the form of video.

While SBRL and interestingness elements methods measure the importance of interactions, Shapley value can be an effective way to calculate and visualize the contribution of each feature in previous trajectories. A main problem is that the naive computing Shapley value method has an intolerant $O(2^n)$ complexity. To approximate the Shapley value, Heuillet et al. [75] use Monte Carlo sampling, while Zhang et al. [234] utilize a deep model to calculate the gradient of features and combine them as a Shapley value. With a module that separates time and space, they are able to build a 3D feature-time-SHAP value map to visualize the importance of each timestep.

To combine the importance of timestep in vertical and episode relationship in horizontal, Guo et al. [59] capture this kind of sequential dependency by deep Gaussian Process (GP), which receives inputs of timestep embedding containing state-action pairs from RNN and episode embedding from MLP. The GP with deep recurrent kernels outputs both the correlation between timesteps and the joint effect across episodes. Additionally, this kind of output can be utilized to predict the total reward of the episode by linear regression, whose regression coefficient can identify the important timestep, which also enhances the explainability.

4.3.2 Current Observation. Many papers are trying to find the significant feature of decision-making at the current state, especially in the video and image environment. This type of approach provides post-hoc explanations based on analyzing how input states influence output policy. Some methods of this type are illustrated in Figure 4.

The linear model U-tree (LMUT) method [118] that is mentioned above also proposed an evaluation of the features. The corresponding influence of a LMUT node is evaluated with the product of two functions corresponding to the certainty of the Q-value and square weight of features respectively. The paper applies it to some video games and gets some pixels that with relatively high influence. They call such pixels super-pixels that have a high influence on current decision-making.
There are many works based on self-attention [6, 54, 83, 107, 197, 198, 224, 228]. Self-attention proposes a way to calculate an attention score matrix $X$ stands for the relations between every two features in the input based on the Key, Query, and Value matrices. For some environments where the agent needs to interact with other entities like self-driving [106], the self-attention DNN [107] considering each entity will perform better than normal DNN for the network structure is more fitted for the tasks. What’s more, the attention matrix can be considered a kind of explanation for current observation and decision-making. Many other works leverage the same idea from attention-based DNN to generate explanation: Tang and Ha [197] propose attention neuron to successfully focus on subparts of unordered observation, Annasamy and Sycara [6] utilize the attention-embedded DNN to build auto-encoder to reconstruct input states. Self-attention-based Neuroevolution [198] selects spatial patches of pixels instead of individual pixels from visual input. The neuroevolution framework is designed to only focus on the relevant regions and ignore the irrelevant regions in the input images. These spatial patches will be sent to the self-attention framework to get the importance. By neuroevolution, the agent can focus on the regions that are significant to the task and relatively give out the irrelevant regions, which enhances the effectiveness and explainability. Region Sensitive Rainbow (RS-Rainbow) [228] is proposed to find the important regions in the input images. RS-rainbow gives the claim that the important regions in the input images are all dynamic. So in the RS-rainbow framework, the DNN is followed by a region-sensitive module to detect the dynamic important regions. The authors proposed three methods to visualize the regions: weights-overlay, soft saliency mask and binary saliency mask. The RS-rainbow framework trains an interpretable agent embedded into classical RL models like A3C [134] and PPO [177] framework. Text-based game is much more challenging for RL to obtain reasoning capabilities. Xu et al. [224] propose a hierarchical attention model for explainability in a text-based game task. For the text-based game is a POMDP model, they add the Knowledge Graph (KG) into observation to represent game history. The hierarchical attention is a two-level framework: In high-level attention the query vector is composed of score and KG to compute groups of attention value on textual observations. In low-level attention, the high-level output is viewed as the query to compute attention on KG sub-graphs. Therefore, the multi-modal inputs can be transformed into explainable forms.
Another traditional model is the saliency map. There is a slight difference between saliency and attention. Attention is a general concept covering all aspects that influence selection mechanisms while saliency intuitively describes some part of the scene, possibly an object or a region. The saliency map tells us the impact of pixels on the image classification results. It can be constructed by calculating the gradient of the normalized scores in the correct classification corresponding to the image pixels. Many works \cite{54, 58, 83, 148, 154, 209, 212} extend this idea to RL agent to enhance explainability. Petsiuk et al. \cite{154} measure pixel importance by multiplying a random value mask between \([0, 1]\) and then observing how it affects the decision, this work is extended by Pan et al. \cite{148} to be applicable for geographic regions. At the same time, Greydanus et al. \cite{54} propose a framework with the same idea called perturbation-based saliency, which directly imposes a small perturbation on the certainty of specific features to observe the changes as the influence of the strategy. This framework is utilized by Guo et al. \cite{58} to compare human and RL agent attention, while their work shows how RL becomes more human-like in training. Since the pixel saliency map is inconvenient for users to understand, Wäldchen et al. \cite{209} extend it to partial features with convolution neural network. Object saliency map \cite{83} also performs an improvement on the pixel saliency map into object saliency map with an additional template matching step. Template matching is utilized to assign each detected object a channel as the input to the neural network. The object saliency map can be constructed by pixel saliency map plus object detection, which is understandable for human.

Instead of local spatial information, Goel et al. \cite{50} first learn to capture and segment the moving object in the video sequence by flow information. With the representation of the learned objects, the policy can focus on moving objects in a more explainable way.

Wang et al. \cite{210} propose a special input visualize framework for RL. They directly visualize the process of DQN \cite{135} with a visualization tool. The visualization of the entire DQN process contains what each stage is doing and the activation level of each layer in the convolutional neural network.

\subsection*{4.3.3 Future Prediction.} The two sub-type we introduced above are giving explanations for already existing states, but this future prediction type makes predictions of the future as explanations based on the trained model.

A simple way to get the prediction of the future is repeating forward simulations from the current state \cite{203}. However, the forward simulation result may not match the classical Q-value for the stochastic environment, systematic biases in training \cite{64} and so on. Therefore, Yau et al. \cite{229} weight the events by the importance that the agent puts when performing Q-Learning. They additionally define parameterized \(H(s, a)\) as the discounted expected of future state visitations starting with state-action pair \((s, a)\), and give the loss function with DQN style to approximate such a map function (the iteration of \(H\) is aligned with Q-learning update). After training such a framework, the "belief" map can be obtained and visualized by \(H\), which is consistent with Q-function. This framework is consistent with current value-based unexplainable RL frameworks. Lee et al. \cite{105} directly combine future prediction with multi-goal RL. To be explainable, they constrain the goal space to those that are semantically meaningful and explainable by using weak supervision to automatically disentangle task space and ignore irrelevant features. After training, the goals over the explainable latent space will have much more representative semantical meaning, which can generate trustworthy predictions for the current agent.

Semantic Predictive Control (SPC) \cite{149} is a semantic-based framework. SPC dynamically learns the environment and aggregates the multi-scale feature maps to predict future semantic segmentation. By adopting deep layer aggregation to extract multi-scale feature representations and after
being processed by a multi-scale prediction module, the predicted feature maps are aggregated to estimate not only the future events but also the future semantic segmentation.

Lütjens et al. [123] train an ensemble of LSTM networks using Monte Carlo Dropout and bootstrapping. It can get a policy that can measure the novelty (uncertainty) of the observation. Drawn from the uncertainty measurement, the framework can explain what the model knows and what the model does not know. The LSTM [78] can estimate the probability of future events and predict the uncertainty of new observations.

4.4 Task-explaining

Hierarchical reinforcement learning (HRL) [11] can deal with the situation that the decision-making becomes much more complex in RL tasks. Generally, HRL has the main idea that constructs an high-level controller choosing option (macro-action) and some low-level controllers choosing primitive actions, and the option outputted by the high-level controller can be viewed as a sub-goal that the low-level controllers need to achieve. The division work of HRL on RL tasks and options made by high-level controller give higher architectural explainability over the mentioned above XRL works for seeing how high-level agent schedules the low-level tasks. Here we dive deeply into HRL and categorize the HRL work into two parts: whole top-down structure and simple task decomposition. The approaches we talked about are listed in Table 5.

| Type                                | Description                                                                 | Algorithm                                      | Environments       |
|-------------------------------------|-----------------------------------------------------------------------------|------------------------------------------------|--------------------|
| Whole Top-to-Down structure         | Strictly dividing the real task sets into multi-level. Low-level task sets are the subset of high-level task set while the high-level task sets have its own task elements that lower task sets do not have. | Hierarchical policy [180]                      | Minecraft          |
|                                     |                                                                             | Boolean formula tasks dividing [140]           | GridWorld          |
| Simple Task Decomposition           | Just dividing the tasks into 2 levels. Usually low level tasks are the sub-tasks that decomposed from the real task while high level task is scheduling the sub-tasks. | Multi-task RL with context-based representations [188] | Meta-World         |
|                                     |                                                                             | Language instructions for hierarchical deep RL [86] | Mujoco, CLEVR      |
|                                     |                                                                             | Symbolic planner [124]                         | GridWorld          |
|                                     |                                                                             | Environment dynamics learning [18]             | Robotic manipulation task |
|                                     |                                                                             | Model primitives [220]                         | Maze, Pickup-Place  |

4.4.1 Whole Top-to-Down Structure. For hierarchical tasks with this structure, the real task sets are divided into multi-level. Low-level task sets are the subset of high-level task sets, while the high-level task set has its own task elements that lower task sets do not have. This rigorous and clear structure produces explainability for it is consistent with human life experiences and could see how high-level agent schedules low-level tasks.

A typical work [180] gives an approach to train in the environment with multi-tasks to get a hierarchical policy. For the task division sets: $G_1, G_2, ..., G_k$, we have $G_1 \subset G_2 \subset ... \subset G_k$. The task at each level has a policy $\pi_k$ which is composed of four parts: base tasks set policy $\pi_{k-1}$, an instruction policy $\pi_{k}^{\text{inst}}$ to give instruction $g$ telling $\pi_{k-1}$ to execute which base task, an augment flat policy $\pi_{k}^{\text{Aug}}$ for $\pi_k$ directly chooses its own action instead of choosing from base tasks, a switch policy $\pi_{k}^{\text{sw}}$ gives a signal $e$ to decide to select an action from whether the base task or the augment flat. By representing the state by the pair $(e_t, g_t)$, the state based on time sequence can be viewed as a finite state Markov chain paradigm, and it can also give the relation between each state. To train such a hierarchical policy, they give an approach of two steps. First, learning the basic skills from $G_{k-1}$ to ensure that the previously learned policy can be utilized by giving instructions to the
base policy. That is to say, this stage is building the connection between the instruction policy and
the base policy. Then sampling from $G_k$ to learn the new skill and switch policy. Both two steps are
based on the classical actor-critic RL algorithm. The ability that reuses the previous skills while
learning new skills as well as the explainability are verified in Minecraft games.

Another idea is about the logic combination of base tasks in bool algebra form [140]. For task
expression, the boolean operation is available like disjunction, conjunction, and negation. It is
possible to combine the base tasks with the bool operation. The framework they proposed is for
lifelong learning which needs to utilize previously learned skills to solve new tasks. So the tasks
$G_i$ also has the sequential relation $G_1 \subset G_2 \ldots \subset G_{t-1} \subset G_t$. In the paper, the framework first
learns goal-oriented approximation of value function for each base task and then combines these
approximations in a specific way. This framework can not only learn skills of new tasks without
further learning but also successfully represent the optimal policy for the current RL task which is
represented by bool algebra.

4.4.2 Simple Task Division. Different from the strict whole top-down structure, the simply divided
sub-tasks have the same status and do not have priority over each other. From multi-task RL’s
perspective, we need to find an efficient approach for knowledge transfer between tasks. Thus,
the metadata, which informs relations across multiple tasks, can be leveraged as an effective tool
for capturing task structures. Sohani et al. [188] utilize metadata to learn explainable contextual
representations across a family of tasks. However, these sub-tasks are corresponding to a final goal
that restricts the problem to a higher level. Therefore we can divide the task into 2 levels. Usually,
the low-level task is the sub-tasks that are decomposed from the real task and with the same status
while the high-level task is to schedule the sub-tasks.

Many methods explicitly divide the task and construct the high-level agent as a scheduler for low-
level agents. Jiang et al. [86] train the high-level agent to produce language instructions for low-level
agents. The low-level agents perform condition-RL algorithm while training high-level agents with
language model-based RL algorithm. The language instructions yielded by high-level agents are all
human-explainable. The symbolic planning-RL method [124] we talk about in Section 4.2 applies
the idea of doing simple task division. It uses a planner-controller-meta-controller framework
to solve hierarchical tasks. The planner works at a high level using symbolic knowledge to get
long-term scheduling of the sub-tasks and get the intrinsic reward. The controller that works at the
low level uses traditional DRL methods to solve sub-tasks for extrinsic reward. The meta-controller
learns the extrinsic reward with the input of both planner and controller while giving a new intrinsic
reward target for the planner at the same time. In Dot-to-Dot (D2D) [18] framework, the high-level
agent constructs the dynamic changes of the environment as well as the states and gives direction
to the low-level agents. And the low-level agent receives guidance from the high-level agent and
solves the decomposed simpler sub-tasks. After this process, the high-level agent can learn an
explainable representation of the decision-making process while the low-level agent learned the
larger state and action space effectively.

Wu et al. [220] do not directly divide the task like the two approaches we mentioned above. They
use the primitive model, which may be not so individually effective to learn to decompose the
mixed tasks. First, the primitive model is used to approximate piecewise functional decomposition
while these primitive models are specialized in their own region which means the sub-policy is
specialized in these regions too. The sub-policies are then transferred to compose the tasks that
we really want to solve. With the combination of such sub-policies, this framework can maintain
architectural explainability. The explainability is verified on high-dimensional continuous tasks
both on lifelong learning and single-task learning.
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5 HUMAN KNOWLEDGE FOR RL PARADIGM

The mainstream XRL frameworks we categorized and talked about above pay little attention to human influence in seeking explainability. However, the result of several works of this type has shown the benefits of human participation in XRL [28, 53, 57, 96, 110, 235]. To emphasize the kind of human knowledge-based approaches and encourage future research of it, we put it in this separate section for discussion. The pre-given human prior knowledge about the tasks can be utilized as criteria to evaluate and guide the agent, while this kind of supervision can also produce post-hoc explanations for specific input. Additionally, compared with classical RL and normal XRL training that do not require human participation, human knowledge-embedded RL framework [128, 161, 162] does show improvement in performance, explainability as well as safety. As for the content of human knowledge, although it may not be completely compatible with the task, the agent will make attempts to implement it properly on the task during the training process. This optimization process fits the natural human learning process that most time the guidance and knowledge from the experts is vague and not so specific, but we can still utilize it for more efficient learning as well as more precise understanding. Considering the efficiency of human knowledge-based RL and the lack of it in current XRL community, we try to emphasize the importance of human knowledge-based RL by introducing existing small amount of work in this section. Here we discuss them based on our taxonomy work on XRL.

5.1 Fuzzy controller representing human knowledge

We have talked about approaches that use fuzzy controllers to represent policy in Section 4.1.1. Meanwhile, fuzzy logic can also be leveraged to represent human knowledge. Model-explaining approaches in XRL use self-explainable models to approximate Q-value or policy in RL framework. As for leveraging human knowledge, the main challenge is to decide how to represent human knowledge in an explainable way that the agent can easily understand since human knowledge is imprecise as well as vague in most of the new tasks, and sometimes it only covers a small part of the state space. To represent such an approximate rather than accurate model, classical approaches like bivalent logic rules are not fitted for they are deterministic. Fuzzy logic can give us an effective paradigm to represent human knowledge in an uncertain and imprecise form which is the same as the environment. Typical work on fuzzy logic is made by Zhang et al. [235]. They propose a policy network called KoGuN which is composed of two main parts: knowledge controller and refine module. The knowledge controller is given a set of fuzzy rules made by humans. Each rule corresponds to one action and all the human knowledge represented by fuzzy rules is fitted for the task. To mitigate this knowledge mismatch problem, they add trainable weight $\beta_i$ for each rule $l_i$ to learn to adapt the current new task and optimize the knowledge controllers like a neural network. The controller output an action preference vector $p = [p_1, p_2, ..., p_n]$ where $p_i$ is the result of rule $l_i$. The refine module takes $p$ as input and outputs the refined $p^*$ which could be viewed as a correction of the rough-based policy. A dynamically weighted sum of $p$ and $p^*$ is used as the final result: $w_1 p + w_2 p^*$ where $w_1 + w_2 = 1$. $p$ provided by fuzzy controller takes a larger position at the start of training and the proportion of refining model result $p^*$ is gradually increasing while the proportion of $p$ is correspondingly decreasing during the training process.

5.2 Dense Reward on human language

The sparse reward is widely set by most RL tasks since it is simple and easy to define: just need to give the reward when the agent achieves a sub-goal or the final goal otherwise the reward is zero. It is easy to be seen that learning with sparse reward is slow and challenging, thus we try to define a dense reward function that gives a reward signal as well as an action is done.
The dense reward function must be set sufficiently delicate to evaluate each action of the agent and to keep the optimal policy unchanged. Many work [9, 23, 63, 120, 141] have been conducted to provide an additional reasonable dense reward function. A creative work proposed by Goyal et al. [53] gives dense reward based on natural language annotation from humans. They first define MDP(+L) as a variant of MDP. MDP(+L) is defined by \( \langle S, A, P, R, \gamma, l \rangle \) where \( l \) is a language command describing the agent behavior and the other are the same with components in MDP. The initial \( R \) in MDP is denoted as \( R_{ex} \) while the dense reward determined by the language \( l \) is denoted as \( R_{lan} \). The authors add a Language-Action Reward Network (LEARN) to estimate whether the agent is following the language command \( l \) which is obtained from human annotators. This framework extract the sequence of past action \( (a_1, a_2, ..., a_{t-1}) \) and turn it into an action-frequency vector \( a_t \). Then LEARN takes \( a \) and natural language commands \( l \) as its input and outputs the probability distribution on whether the action-frequency vector is related to the natural language command. The distribution is over two classes: related and unrelated while the probability of these two classes is denoted as \( p_R(a_t) \) and \( p_U(a_t) \). To measure the relevance between \( a \) and \( l \), potential function is defined as \( \phi(a) = p_R(a_t) - p_U(a_t) \), then the language reward at time \( t \) can be defined as \( R_{lan}(a_t) = \gamma \phi(a_t) - \phi(a_{t-1}) \). The target optimal policy can be generated based on new reward function \( R_{ext} + R_{lan} \) which is also optimal based on the original reward function \( R_{ext} \) based on reward shaping theorem [141].

### 5.3 Gaze Position-based attention

We have talked about the agent using the attention-based idea to learn the important feature in the input vector of image or video in Section 4.3. For imitation learning framework, it has corresponding ways to get attention by imitation. Zhang et al. [237] summarize these methods as learning attention from humans while the human trainers provide the attention map to the learning agent. Human participation can implicitly show their attention through expression and gaze position. If the model can capture this attention information paralleled with demonstration, this kind of information can be utilized as an additional source of evaluative feedback. Here we introduce some works that are based on gaze position [57, 96, 110]. Guan et al. [57] augment the human attention data perturbing irrelevant regions. Kim et al. [96] leverage a visual attention model to train a mapping from images to vehicle control signals, it can also generate textual explanations for the action of agent. The textual explanation training data are given by humans, while attention alignment is leveraged to build the connection between the controller and explanation (both weekly and strongly). Li et al. [110] view gaze as probabilistic variables which can be predicated utilizing stochastic units embedded in DNN. Based on this idea, they implement the gaze framework by selecting important features and estimating the uncertainty of human gaze supervisory signals.

### 5.4 Automatic Task Decomposition

For complex tasks or multi-task problems with sparse rewards, it is hard to train an efficient agent directly. Therefore hierarchical RL (HRL) paradigm is proposed to deal with it. Based on decomposing complex tasks, HRL reuses and shares lots of low-level policies while the high-level policies do the scheduling work. To accelerate the task decomposing process, Chen et al. [28] utilize human instruction and demonstration to train a high-level language generator and use the generator to guide the low-level policies. Imitation learning is used to train the generator which is composed of multilayer LSTM networks. The generator takes the encoded state (containing explicit information like environment and goal) as input and outputs the natural language instruction. After that, the low-level policies get the input from the concatenation of the last hidden state of the input instruction and the encoded state. By passing through fully connected layers, the network can
obtain the action. This natural language instruction utilizing framework can not only decompose
the complex task successfully, but also have high generalizability on the new task.

6 CHALLENGES AND FUTURE DIRECTIONS FOR XRL
Currently the research of XRL is still in an early stage, thus we still have doubts in aspects such
as the architecture and evaluation metrics. Based on the reviewed paper and material of XRL, we
propose some promising future directions for XRL research here.

6.1 Full explainability
These XRL approaches we mentioned above as well as our categorization work are all based on
making part of the RL framework explainable, which can be viewed as partially explainable methods
and improving partial explainability. A essential problem is that the other parts except the target
explainable part are still untransparent for experts. Some complex tasks such as self-driving have a
high requirement of explainability for the reason of safety. Therefore just one explainable part is not
enough and is still unconvincing. To solve this problem, we need full explainability on the whole
MDP process for RL agent. A direct approach is to construct an integrated approach utilizing all
parts explaining methods. For example, Huber et al. [81] combine both global and local explanation
to integrate strategy summarization with saliency maps. However, the different part-explaining
methods can have far different structures and are limited to few environments, which makes the
combination challenging work. A possible way we guess is doing abstraction on these approaches
at a higher level and then combining them.

6.2 Balance of explainability and performance
Utilizing a more explainable model or algorithm has a side effect on the performance of the
agents. One reason is that the more explainable models need correspondingly more computing
resources to generate a good enough explanation. Glanois et al. [49] believes that we need to make
a tradeoff between explainability and performance. However, Mania et al. [127], Rudin and Carlson
[172] point out that sometimes we rely too much on deep learning methods, for some specific
tasks simple models can be considered and can also receive an excellent performance without the
intransparency of deep learning models that may lose the generalizability. More further research
should be conducted to decide how to maintain the balance of explainability and performance.

6.3 Evaluation methods
Although we have talked about the current evaluation method for XRL in Section 3, there is still no
evaluation approach that can be accepted by most of the experts in DRL community. One reason is
that the XRL approaches are highly limited to the specific tasks which may be far different from
each other and the forms of explanation can be too diverse to summarize a common measurement
method. What’s more, being explainable and interpretable is much more viewed as a subjective
perception of human beings in many papers which just claims that their approaches are explainable
without mathematical formulas or rigorous derivation supporting their expression. Once a common
evaluation method for XRL is determined, we can compare different XRL approaches and decide
which one is state-of-art. Shen et al. [179] propose a software platform for self-driving to compare
different XRL agents in the same driving scenario and evaluate the precision of explanation made by
XRL agent. But for XRL measurement, not only the XRL performance and precision of explanation,
but also legal and ethical aspects should be considered in the evaluation method for applying it in
the real scene.
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6.4 Human knowledge-based framework

Zhang et al. [237] summarize the framework combining human knowledge with RL. They illustrate that human knowledge can be in a variety of forms like human gaze attention [96, 110] or intrinsic reward from human trainer [216]. They share similar ideas within XRL such as attention-based state-explaining and reward shaping-based reward-explaining XRL methods in our taxonomy. We have already emphasized the idea that the human knowledge-based paradigm can enhance the explainability and efficiency of the model in Section 5. However, few researchers explicitly mention human knowledge-based paradigms in XRL field. Future XRL research can consider leveraging the human knowledge-based paradigm to construct new XRL frameworks obtaining high user-oriented explainability and efficiency.

7  CONCLUSION AND FUTURE WORK

Explainability of RL is of growing importance due to practical, safe, and trustworthy concerns. It provides the RL agent with the ability to act reasonably in the real world and to be responsible for humans. In order to have a detailed understanding of the architecture and goal of XRL, we review recent work in reinforcement learning related to the concern of explainability. The survey first gives an in-depth introduction to XRL model explainability and metrics for evaluating XRL approaches. To further advance explainability on RL, we proposed a new categorization of current XRL approaches: model-explaining methods building the model as a white box or generating explanations directly, reward-explaining methods which regularize the reward function to be understandable, state-explaining methods for the attention-based explanation of observation, and hierarchical task decomposition to get architectural level explainability. Among the reviewed papers, we notice that there exist some human knowledge-based XRL frameworks that can be abstracted to training based on imitation learning or human-in-the-loop RL. They can not only accelerate the training process but also give an explanation of the decision-making. We discuss this type of method separately in Section 5 and organize these works into our taxonomy structure since many other XRL works pay little attention to it. After that, we discuss the challenges and promising future directions in XRL that can be summarized as these aspects: Full explainability, the balance between explainability and performance, evaluation metrics, and human knowledge-based XRL frameworks.

We believe that our work can make people with little knowledge of RL get into the explainable reinforcement learning field and construct a general understanding of explainable reinforcement learning.
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