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Abstract

The Search for Extraterrestrial Intelligence (SETI) is a scientific and cultural effort seeking evidence of intelligent life beyond earth. Radio SETI observes the radio spectrum for “technosignatures” that could be produced by an advanced ET society. This work models radio SETI as an end-to-end system and focuses on narrowband intentional transmissions. We look at strategies to maximize the expected number of detections per year (DPY) of search. Assuming that ET civilizations will be associated with star systems, we want to maximize the number of stars that may be observed at one time. Assuming a representative star density, this requires maximizing the search volume in a cone defined by the detection range and field of view (FOV). The parameter trades are modified from the case where one simply maximizes the signal-to-noise ratio. Instead, a joint optimization between FOV and sensitivity is needed. Some implications: (1) Instead of focusing on the terrestrial microwave window of 1–10 GHz, frequencies below 1 GHz may be optimal for detection rate due to the larger FOV. (2) Arrays of smaller dishes should be favored compared to a single dish of equivalent area. (3) Aperture arrays are desirable due to their large potential FOV. Many radio telescopes under development will provide both high sensitivity and large FOV, and should offer much improved SETI detection rates. Still higher DPY is needed, however, to achieve results in reasonable time horizons, which should be possible by greatly expanding computation capability to the next-generation wide-FOV antenna arrays.

Unified Astronomy Thesaurus concepts: Search for extraterrestrial intelligence (2127); Technosignatures (2128)

1. Introduction

The universe is unimaginably vast. According to recent estimates, there are potentially 2 trillion galaxies (Conselice et al. 2016) and 1022 to 1024 stars in the universe3. With such numbers, it is inconceivable to many that our Earth and solar system would be unique and intelligent life would not have evolved elsewhere. It is up to us to try to detect it.

The Search for Extraterrestrial Intelligence (SETI) may be viewed as a cost-effective form of space exploration when compared to manned or unmanned efforts (Drake et al. 1984). While there are many facets to SETI (observing at radio, optical, and infrared frequencies), this analysis focuses on strategies for ETI search of the radio-frequency (RF) microwave spectrum near the “terrestrial microwave window” over roughly 1–10 GHz (Drake et al. 1984). Radio SETI looks for “technosignatures,” which are signals with characteristics suggesting an intelligent extraterrestrial (ET) source that can be distinguished from natural phenomena and terrestrial radio-frequency interference (RFI).

Past SETI efforts, strategies, and metrics are summarized in the 2018 NASA Technosignatures Workshop (Wright et al. 2018a) and appear in works by Drake (1961), the SETI Science Working Group (Drake et al. 1984), Tarter (2001a, 2001b), Dreher (1997), Shostak (2000), Siemion et al. (2015), Tingay et al. (2016), Garrett et al. (2017), Enriquez et al. (2017), Wright et al. (2018b), Tingay et al. (2018a, 2018b), Price et al. (2020), Wlodarczyk-Sroka et al. (2020), Sheikh et al. (2020), Tremblay & Tingay (2020), and many others.

Optimizing the SETI detection rate has many parallels to the problem of maximizing fast radio burst (FRB) and pulsar detection rates (Macquart 2011, 2014).

This work looks at strategies to maximize the expected detection rate, which we express as the number of detections per year (DPY) of search. Two strategies are examined: wide-field search and targeted search. We analyze star counts and DPY for each. In addition, (1) existing and future radio telescopes are compared for the number of visible stars, (2) search quality metrics are defined and compared to others, (3) the observation times required for a high probability of detection are estimated, and (4) a set of requirements for a radio SETI system is proposed.

We find that wide-field search leveraging upcoming generations of radio telescopes should be able to dramatically improve DPY and therefore the chances for a successful SETI program. As detection rate is (to first order) independent of what part of the sky is scanned, radio SETI should be highly compatible with existing and future interferometric radio telescopes that perform wide sky surveys. Therefore, commensal observations may be a cost-effective option for future RF SETI work.

2. The SETI System

An end-to-end SETI system may be visualized in Figure 1. Essential elements include the following:

1. The transmitting (TX) party chooses transmitter parameters (power, beam width, and waveform) and a scan strategy in spatial direction and frequency, and begins transmissions.
2. The receiving (RX) party chooses receiver parameters (array configuration, frequency range, and integration/detection parameters) and a scan strategy, and begins receiving.
3. If TX and RX line up in space, time, and frequency, with adequate receive power, a detection can occur.

---

3 https://www.esa.int/Science_Exploration/Space_Science/Herschel/How_many_stars_are_there_in_the_Universe
The SETI system design problem involves elements of strategy and game theory (Kerins 2021) owing to the lack of communication between the TX and RX parties at the onset. Our assumptions:

1. If the TX and RX parties understand the SETI problem and want to succeed in radio contact, both will do an end-to-end design of the SETI system and design their parts accordingly, based on their perception of the other’s likely strategy.

2. The TX and RX parties will make similar, but not identical, system design decisions. Though technology levels may be quite different between societies, fundamental physics should force similar approaches.

3. The TX design should allow for a minimal search space on receive so as to reduce receiver complexity and cost, while at the same time offering a waveform that can be distinguished from natural sources and local RFI.

4. A targeted search by both TX and RX parties might be prudent if astronomical observations suggest local star systems are promising for ET contact. However, unless there is compelling a priori information, the system design should assume a wide-field survey with near 4π spherical coverage. Regardless, we examine both sky surveys and targeted searches below.

5. The goal of both the TX and RX parties is to maximize the probability that an ET detection will occur, within a period of time commensurate with the attention span and patience of their host societies, and within constraints related to available RF equipment, power, computation, and cost.

Other fundamental assumptions are listed below.

1. Transmit power will be severely limited, which favors intentional reception of systematically scanned beacon signals over incidental reception of communications (TV, radio, and data), radar, and navigation links. We therefore concentrate on intentional “Active SETI” transmissions for our analysis. Nothing precludes the reception of incidental ET sources, but the following factors work against receiving them:
   1. As will be described later, terrestrial signal sources have low power levels compared to what is required for reception at interstellar distances. We assume that this will be the case for ET sources as well.
   2. Incidental sources on planetary bodies may not scan in a manner that covers the whole sky, reducing the chances of TX–RX alignment.
   3. If terrestrial technology evolution is a guide, transmissions will become more broadband, noise-like, and power-efficient as technology progresses, making detection more difficult.

2. Beacons are highly speculative: propagation times may be measured in centuries, with an unknown probability of reception and response. As a consequence, average power cannot be a burden to the TX society, and transmissions cannot cause excessive levels of local RFI.

3. Significant transmit antenna gain \( G_{TX} \) is required to extend the range with limited transmit power \( P_{TX} \). This increases the equivalent isotropically radiated power (EIRP) = \( P_{TX}G_{TX} \) at the expense of lower angular coverage and longer scan times. To cover a full 4π sphere, we assume two independent TX sites \( N_{TXsite} = 2 \), each with hemispherical 2π coverage. With a transmitted solid angle \( \Omega_{TX} \), at least \( N_{TXsite} = 4\pi / (N_{TXsite} \Omega_{TX}) \) transmissions (dwell cycles) are needed before repeating. Note that \( G_{TX} = 4\pi / \Omega_{TX} = N_{TXsite} N_{TXscan} \), so the TX antenna gain and scan time go hand in hand.

4. The TX system will be at one pointing direction for a time \( T_{TXdwell} \). The total scan time is \( T_{TXscan} = N_{TXscan} T_{TXdwell} \), \( T_{TXdwell} \) might be on the order of tens of minutes, and \( T_{TXscan} \) on the order of weeks or months, so \( T_{TXscan} \gg T_{TXdwell} \).

5. Multiple receive sites may be required for 4π receive coverage, each working independently over a designated section of the sky. The number of receiver scans before repeating will be \( N_{RXscan} = 4\pi / (N_{RXsite} \Omega_{FOV}) \), where \( N_{RXsite} \) is the number of viewing sites and \( \Omega_{FOV} \) is the receiver field of view (FOV) for each site.

6. The TX and RX systems will be scanning asynchronously. The TX system will be transmitting \( T_{TX} \) seconds within the \( T_{TXdwell} \) interval, with a net duty cycle of \( \delta_{TX} = T_{TX} / T_{TXdwell} \). For simplicity, we assume that the RX system will be operating at nearly 100% duty cycle. Several scanning modes can be envisioned as will be described below. The RX system can be based on antenna dishes or phased aperture arrays (AAs).

7. Regularity of reception will be required for the RX party to take notice, limiting the TX scan time and therefore antenna gain to values corresponding to “reasonable” time spans (weeks or months—?). Note that ET civilizations may have different attention spans from us, depending on their patience but also their perception of time.

8. The need for reliable detection with long integration times severely limits waveform choices. The transmitted signal will presumably have a beacon component for detectability and a limited message component. There are many possible ways to integrate a message into the TX signal, such as:
   1. Modulating the beacon at a low rate, either by phase or amplitude.
   2. Use of frequency modulation.
   3. Use of modulated sidebands adjacent to the beacon.
   4. Use of time division multiplexing (alternating between a beacon and a message).

Spread-spectrum modulation for beacons and messaging is also possible (Messerschmitt 2012, 2013, 2015) but is not considered here. In general, discovery and decoding of these signals are much more difficult without knowledge of the encoding scheme. However, these waveforms may be attractive from the standpoint of TX energy efficiency.
There will be trades between TX energy devoted to the beacon and message components that are beyond the scope of this paper. We simply assume that there is a narrowband beacon component that can be detected with a combination of coherent and noncoherent integration.

9. Sinusoids and linear FM chirps are obvious candidates for beacons over more complex waveforms due to their predictable phase, which allows coherent integration. Note that any constant-frequency sinusoid will be received as a chirp caused by relative TX/RX accelerations due to planetary rotation and orbital motion (Siemion et al. 2015; Sheikh et al. 2019).

3. Expected ET Detection Rate

A SETI program searches for the existence of technosignatures from ET civilizations—a key metric to be maximized is the expected number of ET civilizations detected per year of search effort, or DPY. This is fundamental to the probability of success of a SETI effort. We can define two types of SETI strategies:

1. Wide-field Search (WFS) with near-full-sky scans. This is best done on systems with a high scan rate, requiring a large FOV and high sensitivity at the same time. There are two variants:

   a. Fast WFS (F-WFS): Scanning is rapid, so that the amount of time spent receiving in a specific scan direction is less than the TX dwell time $T_{TXdwell}$. A new increment of the sky is observed for every averaging interval $\tau$, either by stepping or scanning at a constant angular rate.

   b. Slow WFS (S-WFS): Scanning is incremental. The amount of time spent receiving at a specific scan direction is much longer than the TX dwell time $T_{TXdwell}$ but less than the transmitter scan time $T_{TXscan}$. The receiver increments to a new scan direction and “stares” over many integration periods.

2. Targeted Search (TS): The receiver operates over a small solid angle. Candidate stars are defined, and the radio telescope is successively steered to each star and observed. Manual steering is employed for single dishes and “digital pointing” for arrays. The key difference from S-WFS is that individual stars are targeted for observation. To counter RFI, it may be necessary to implement a sequence of “On–Off” observations, where “On” faces the star and “Off” points away from the star. This is the conventional approach for single-dish systems.

The most general survey method involves scanning across a wide solid angle and surveying a large number of candidate star systems. The number of candidate solar systems within a search volume is the product of the volume and an average star density $p_{STAR}$, per Figure 2. The search volume is a cone (more precisely a spherical sector) of height $d_{MAX}$, the maximum detection range, with an angular extent based on the solid angle $\Omega_{FOV}$. We assume a nominal star density of 0.1 stars per cubic parsec in our neighborhood of the Milky Way, as did Siemion et al. (2015), though system trades are insensitive to the exact value. This is a local density corresponding to the Milky Way’s disk at the Sun’s radius from the galaxy center (Shostak 2000).

We therefore get

$$N_{STAR} = \text{expected stars in search volume} 
\approx p_{STAR} \cdot V_{cone} 
= \frac{1}{3} p_{STAR} \cdot \Omega_{FOV} d_{MAX}^3. \tag{1}$$

One may anticipate that there will be a trade-off between the FOV and maximum detection distance. Detection distance is a function of EIRP and sensitivity, which in turn depends on effective collecting area and system temperature $T_{SYS}$. There will be a complicated relationship of these quantities over frequency, with lower frequencies favoring FOV but not $T_{SYS}$.

A notional timeline is shown in Figure 3. The transmitter is scanning a section of sky $\Omega_{TXn}$ over $n = 1$ to $N_{TXscan}$ and transmitting for a time $T_{TX}$ within $T_{TXdwell}$. For Fast WFS, the receiver is scanning $\Omega_{RXn}$ over $n = 1$ to $N_{RXscan}$ and integrating over an interval $\tau$ for each. Depending on the antenna type, the receiver can be jumping FOV in increments (as shown) or scanning continuously (e.g., a drift scan or transit scan) so as to cover a new $\Omega_{RX}$ every $\tau$ seconds. For Slow WFS, $\Omega_{RXn}$ is constant over many TX dwell cycles and then will increment to a new look direction.

To estimate DPY, divide the range into a large number of range bins $\{d_i\}$ of depth $\Delta d$, and sum expected detections over
all range bins:

\[
DP_{\text{WFS}} = E(ET \text{ detections per year for Wide} -\text{ field Search}) = \sum_i E(ET \text{ detections per TX dwell in } d_i)N_{\text{TXdwell/year}} = \sum_i P_{\text{ civTX}} P_{\text{TXorRX}} N_{\text{pd}} P_D(d_i)N_{\text{STAR}}(d_i) \frac{T_{\text{year}}}{T_{\text{TXdwell}}},
\]

where the summation is over range bins \(d_i\), and \(N_{\text{STAR}}(d_i) = \rho_{\text{STAR}}N_{\text{RXsite}} \Omega_{\text{FOV}} d_i^2 \Delta d = \text{average number of stars within the FOV of all receivers for range bin } i\)

\[
P_{\text{ civTX}} = \text{probability of a civilization existing in a star system and developing to a technology level where it conducts an active SETI transmission program in the observation epoch. This is closely related to the Drake equation and related work (Drake 1961; Drake et al. 1984; Siegel 2018). This might appropriately be called “the Drake fraction.”}
\]

\[
P_{\text{TXorRX}} = (1/N_{\text{TXscan}}) = \text{probability that TX and RX fields of view are aligned for any star within the receiver FOV, assuming TX and RX scans are independent.}
\]

\[
N_{\text{pd}} = \text{expected number of independent receiver trials per TX dwell interval (discussed below)}
\]

\[
P_D(d_i) = \text{probability of detection in range bin } d_i \text{ for the TX and RX parameters}
\]

\[
T_{\text{TXdwell}} = \text{TX dwell time}
\]

\[
T_{\text{year}} = \text{length of a year, in same time units as } T_{\text{TXdwell}}
\]

yielding

\[
DP_{\text{WFS}} = P_{\text{ civTX}} N_{\text{pd}} N_{\text{RXsite}} \Omega_{\text{FOV}} \rho_{\text{STAR}} \frac{T_{\text{year}}}{T_{\text{TXdwell}}} \times \sum_i P_D(d_i) d_i^2 \Delta d.
\]

The probability of detection as a function of range \(P_D(d_i)\) will be a sigmoid-like function (transitioning rapidly from 1 to 0 in an S shape) which for our purposes can be approximated by a binary 1 to 0 transition at \(d = d_{\text{MAX}}\), the maximum detection range. With this approximation

\[
\sum_i P_D(d_i) d_i^2 \Delta d \approx \frac{d_{\text{MAX}}^3}{3},
\]

so

\[
DP_{\text{WFS}} = \frac{P_{\text{ civTX}} N_{\text{pd}} N_{\text{RXsite}} T_{\text{year}} \rho_{\text{STAR}} \Omega_{\text{FOV}} d_{\text{MAX}}^3}{N_{\text{TXscan}} T_{\text{TXdwell}}/3}.
\]

Therefore, after substituting Equation (1), we get

\[
DP_{\text{WFS}} = \frac{P_{\text{ civTX}} N_{\text{pd}} N_{\text{RXsite}} T_{\text{year}}}{N_{\text{TXscan}}} N_{\text{STAR}}.
\]

Let us also define

- \(\tau = \text{total integration time in the receiver}\)
- \(T_{\text{TXscan}} = N_{\text{TXscan}} T_{\text{TXdwell}} = \text{total full sphere scan time for all transmitters working simultaneously}\)
- \(T_{\text{TX}}/\tau = \delta_{\text{TX}} T_{\text{TXdwell}}/\tau = \text{number of receiver integration periods } \tau \text{ per transmission time } T_{\text{TX}}\)
- \(T_{\text{TX}} = \text{transmit time in seconds}\)
- \(\delta_{\text{TX}} = \text{transmitter duty cycle}\)

We can obtain an alternative expression for Equation (2):

\[
DP_{\text{WFS}} = \frac{N_{\text{pd}} \delta_{\text{TX}} P_{\text{ civTX}} N_{\text{RXsite}} T_{\text{year}} N_{\text{STAR}}}{T_{\text{TX}}/\tau}.
\]

3.2. Targeted Surveys

In a targeted survey, the receiver points to a specific candidate star and listens. At first glance, one might assume \(N_{\text{STAR}} = 1\) if \(d_{\text{TXStar}} \leq d_{\text{MAX}}\). However, there will be incidental detections (“bycatch”) so that \(N_{\text{STAR}} = 1 + \rho_{\text{STAR}} V_{\text{cone}}\). Recent papers have analyzed the “bycatch” factor and concluded it is significant (Stoshak 2000; Wlodarczyk-Sroka et al. 2020).

Mathematically, if \(d_{\text{TXStar}} \leq d_{\text{MAX}}\), TS is identical to Slow WFS with a unity increment in the number of stars over the number expected from the search volume:

\[
DP_{\text{TS}} = \frac{P_{\text{ civTX}} N_{\text{pd}} N_{\text{RXsite}} T_{\text{year}}}{T_{\text{TXscan}}} \times \left(1 + \frac{1}{3} \rho_{\text{STAR}} \Omega_{\text{FOV}} d_{\text{MAX}}^3\right) \approx DP_{\text{WFS}} N_{\text{STAR}} \gg 1.
\]

We will ordinarily expect \(N_{\text{STAR}} \gg 1\), so the effect of an additional star should be negligible. TS can be treated as a special case of Slow WFS. Targeted surveys typically observe a sequence of stars with the observation time on each star extending over many TX dwell intervals, as would be done in a Slow WFS. We ignore the additional overhead of on–off scanning: if \(N_{\text{STAR}} = 1\), then both on–off scanning might typically reduce \(DP_{\text{TS}}\) by an additional factor of 2, but with \(N_{\text{STAR}} \geq 1\), the “off” scans are equally likely to detect as the “on” scans. Henceforth, we will not examine TS separately and will refer collectively to “\(DP_{\text{WFS}}\) as simply “\(DP\).”

3.3. Trials per Dwell

The value of \(N_{\text{pd}}\) or number of independent receiver trials per TX dwell cycle will depend on scanning and averaging methods in the receiver. \(N_{\text{pd}}\) accounts statistically for the asynchronous nature of TX and RX scanning and details of RX averaging windows.

1. Fast WFS: For fast wide-field scanning, each \(\tau\) interval is looking at a different section of sky, so each scan is independent. The expected trials per TX dwell interval is (average number RX scans per dwell)\(^4\)probability of \(\tau\) fitting completely within \(T_{\text{TX}} = T_{\text{TXdwell}}/\tau\)\([T_{\text{TX}} - \tau / T_{\text{TXdwell}}] = (T_{\text{TX}} - \tau / \tau, \text{ so } N_{\text{pd}} = T_{\text{TX}}/\tau - 1). Typical values of \(T_{\text{TX}}/\tau\) might be 2 or 3, and \(T_{\text{TX}} > \tau\) is assumed. A value of \(\tau = T_{\text{TX}}/2\) will guarantee an average of 1 receiver trial per TX dwell cycle.

2. Slow WFS or TS: For slow scanning, successive \(\tau\) intervals are not necessarily independent. If a sliding “moving average” window is used for integration, the number of full \(\tau\) intervals coinciding with \(T_{\text{TX}}\) will be floor\((T_{\text{TX}}/\tau)\), where floor\((x)\) truncates \(x\) downward to the nearest integer. For \(\tau = T_{\text{TX}}\), coincidence is guaranteed, while if \(T_{\text{TX}} > 2\tau\) or greater, multiple detections per \(T_{\text{TXdwell}}\) can occur. However, to avoid distorting the \(DP\) metric, we will want to set \(N_{\text{pd}} = \min\left(1, \text{floor}\left(T_{\text{TX}}/\tau\right)\right)\), rather than \(N_{\text{pd}} = \text{floor}\left(T_{\text{TX}}/\tau\right)\). If a burst of detections occurs for the same TX dwell interval, we want to count it as a single detection.

Because we require our averaging time to be less than the transmit time \((\tau \leq T_{\text{TX}})\), \(N_{\text{pd}}\) becomes

\[
N_{\text{pd}} = \begin{cases} T_{\text{TX}}/\tau - 1 & \text{Fast WFS} \\ 1 & \text{Slow WFS and TS} \end{cases}
\]
In order to maximize sensitivity for Fast WFS, the value of $N_{\text{tpd}}$ will typically be on the order of unity.

### 3.4. Notes on Strategies to Maximize Detection Rate

Other notes about Equations (2), (3), and (4):

1. For a given site, the key parameters under the control of the receiver are $N_{\text{STAR}}$, $\tau$, and the coherent bandwidth $\Delta v$. For given averaging parameters $\tau$ and $\Delta v$, maximizing $N_{\text{STAR}}$ is sufficient to maximize the expected number of ET DPY. Maximizing $N_{\text{STAR}}$ also avoids the problem of quantifying $P_{\text{civTX}}$. The RX party will need to make loose assumptions on the overall transit cycle time $T_{\text{TXscan}}$ and the TX dwell time so the RX scan and integration parameters are consistent.

2. If there is a TX star in the RX cone of one receiving station (e.g., $P_{\text{civTX}} = 1$, $N_{\text{STAR}} = 1$, $N_{\text{RXsite}} = 1$) and $\tau = T_{\text{TX}}/2$ ($T_{\text{TX}} = 2\tau$, $N_{\text{tpd}} = 1$), per Equation (2) we should obtain one detection every $T_{\text{TXscan}}$, or $T_{\text{year}}/T_{\text{TXscan}}$ detections per year, as one would expect.

3. We have assumed a uniform star density $\rho_{\text{STAR}}$ over all space, but the above may be modified with a range- or angle-dependent star density as required. For example, (Shostak 2000) describes an angle- and range-dependent model of Milky Way star densities, which predicts higher densities toward the galactic center. The GAIA star catalog$^5$ should offer up-to-date values.

4. We could alternatively define a transmitter density $\rho_{\text{TX}} = P_{\text{civTX}}/\rho_{\text{STAR}}$ (TX per pc$^3$) and derive similar expressions for DPY. The number of transmitters within the search cone is $N_{\text{TX}} = \rho_{\text{TX}} V_{\text{cone}} = P_{\text{civTX}} N_{\text{STAR}}$. We choose to keep $P_{\text{civTX}}$ and $\rho_{\text{STAR}}$ separate because star density can be readily estimated and optimized for a survey. Nevertheless, it is the $P_{\text{civTX}}/\rho_{\text{STAR}}$ product that is important. Ideally, we could estimate densities of certain types of stars according to the likelihood of having habitable zones and estimate $P_{\text{civTX}}$ according to star type. We would then calculate DPY for each star type and sum them, or equivalently, use a weighted average for $P_{\text{civTX}}$ over all star types.

5. DPY in (2) for fast and slow scanning will be roughly comparable within a small factor $T_{\text{TX}}/\tau - 1$. Slow scanning has an advantage in that it can use multiple sliding windows of varying duration, so matching $\tau$ to $T_{\text{TX}}$ is less critical. Also, the scan method and rate of the scan are less critical, so this may be better suited to commercial observations. On the other hand, slow scanning does not attempt to cover the entire sky in a timely way.

6. DPY has many factors working against detections:
   1. $P_{\text{civTX}} \ll 1$ presumably. This is difficult to quantify, and even the order of magnitude is a guess.
   2. $N_{\text{TXscan}} \gg 1$ is needed to raise EIRP to sufficient levels for detection, given interstellar distances.

7. To counteract the above factors, we need:
   1. $T_{\text{year}}/\tau \gg 1$, i.e., many observations per year.
   2. $N_{\text{STAR}} \gg 1$, which requires wide FOV and high sensitivity simultaneously.

Maximizing the number of visible stars $N_{\text{STAR}}$ is critically important to advance detection rates beyond what is currently possible. DPY and $N_{\text{STAR}}$ have a simple linear relationship. Let us define

$$N_{\text{STAR1}} = T_{\text{TXscan}} / (P_{\text{civTX}} N_{\text{tpd}} N_{\text{RXsite}} T_{\text{year}}).$$  (6)

Per Equation (2):

$$\text{DPY} = \frac{N_{\text{STAR}}}{N_{\text{STAR1}}} \approx \frac{N_{\text{STAR}}}{41, 100} \text{ for the parameters below.}$$  (7)

We see $N_{\text{STAR1}}$ is the number of stars needed to achieve one expected SETI DPY. If we set $P_{\text{civTX}} = 10^{-6}$, $N_{\text{tpd}} = 1.0$, $N_{\text{RXsite}} = 2$, $T_{\text{year}} = 365$ days, and $T_{\text{TXscan}} = 30$ days, $N_{\text{STAR1}} \approx 41,100$. This gives a representative target value for a system design with two receiver sites. The $P_{\text{civTX}}$ value of $10^{-6}$ is an “anchor point” for discussion, meaning that “one in a million” star systems will have an Active SETI transmitter, but clearly this number is unknown.

### 3.5. Expected Number of Detections

For later reference, we can easily determine the expected number of detections for a survey of duration $T_{\text{obs}}$. With a constant detection rate, this scales as $T_{\text{obs}}/T_{\text{year}}$.

$$N_{\text{Det}} = \frac{T_{\text{obs}}}{T_{\text{year}}} \text{DPY}$$

$$= \frac{T_{\text{obs}}}{T_{\text{year}}} \frac{T_{\text{year}}}{T_{\text{TXscan}}} \frac{N_{\text{RXsite}} N_{\text{tpd}} P_{\text{civTX}}}{N_{\text{STAR}}}$$

$$= \frac{T_{\text{obs}}}{T_{\text{TXdwell}}} \frac{N_{\text{RXsite}} N_{\text{tpd}} P_{\text{civTX}}}{T_{\text{TXscan}} N_{\text{STAR}}}.$$  (8)

With observations over $T_{\text{TXdwell}} = T_{\text{obs}}/T_{\text{TXdwell}}$ dwell cycles and the number of observations defined as $N_{\text{obs}} = N_{\text{TXdwell}} N_{\text{tpd}} N_{\text{RXsite}}$, this reduces to

$$N_{\text{Det}} = \frac{P_{\text{civTX}}}{N_{\text{TXscan}}} N_{\text{obs}} N_{\text{STAR}}$$

$$= \frac{T_{\text{TXdwell}} P_{\text{civTX}}}{T_{\text{TXscan}}} N_{\text{obs}} N_{\text{STAR}}.$$  (9)

The minimum number of observations required to obtain $N_{\text{Det}} = 1$ is

$$N_{\text{obs}} = \frac{N_{\text{TXscan}}}{P_{\text{civTX}} N_{\text{STAR}}} = \frac{N_{\text{TXscan}}}{P_{\text{civTX}} N_{\text{STAR}}}.$$  (10)

That is, on average, if there is one transmitter within the search cone, we need to observe $N_{\text{TXscan}}$ times to achieve one detection.

### 4. Number of Stars in the RX Cone for a Wide-field Search

We need to evaluate $N_{\text{STAR}}$ for WFS and characterize the resulting DPY. Let $A_{\text{AP}}$ = effective area per aperture (dish antenna or aperture array station)

$N_{\text{AP}}$ = number of apertures (dishes or aperture arrays)

With EIRP = $P_{\text{TX}} G_{\text{TX}}$ and $G_{\text{RX}} = 4\pi A_{\text{AP}}/\lambda^2$, Friis formula (Friis 1946) gives the received power for an aperture (e.g., a dish or aperture array) as

$$P_{\text{RX}} = \frac{P_{\text{TX}} G_{\text{TX}} G_{\text{RX}} \lambda^2}{(4\pi d)^2 L} = \frac{\text{EIRP} A_{\text{AP}}}{4\pi d^2 L}.$$  (11)
For simplicity, assume the loss $L$ can be incorporated into the effective system temperature $T_{sys}$. Also assume a duality-polarization receiver that combines powers for arbitrary signal polarizations. The effective signal-to-noise ratio $(S/N)_{eff}$ is the coherent $S/N$ at the aperture increased by the array gain $AG$ and noncoherent integration gain $AvgG$. This must exceed a threshold DT for detection to occur:

$$(S/N)_{eff} = \frac{P_{RX}}{Noise_{RX}} AG AvgG \tag{12}$$

The array gain $AG$ will be a function of the signal processing and will generally have the form $AG = \eta_{AG} N_{AP}$. For the ideal case of lossless, fully coherent beam-forming (BF) across apertures, we will have $AG = N_{AP}$ ($\eta_{AG} = 1$ and $\gamma = 1$). In general, there will be losses that cause $\eta_{AG} < 1$, such as "scalloping loss" and losses associated with imperfect calibration or parameter estimation. Fully coherent BF may also be computationally impractical, especially for interferometric arrays with long baselines. A method called incoherent BF (IBF) has $AG = N_{AP}^{1/2}$ ($\gamma = 1/2$), which achieves lower $AG$ at considerably less computation. Other array processing methods may be defined with $AG$ values and computation in between IBF and BF (Houston 2021).

In most imaging applications, fully coherent processing is implicit. The total effective array area is $A_e = A_{eAP} N_{AP}$, and sensitivity is often described as the ratio $A_e/T_{sys}$. For narrowband detection in SETI, the effective area will still be relevant if we define it in terms of array gain: $A_e = A_{eAP} AG = A_{eAP} \eta_{AG} N_{AP}$.

The noncoherent integration gain is given as $AvgG = N_{avg}^{1/2}$, where $N_{avg}$ is the number of averages. We assume fast Fourier transform (FFT)-based polyphase filter banks (PFBs; Harris & Haines 2011; Price et al. 2018) as the key coherent processing stage, so the noise bandwidth $\Delta \nu$ is the PBF bin width or the reciprocal of $T_{FFT}$, the time duration of the FFT at the input sample rate. Noncoherent integration is done by summing the magnitude-squared FFT output bins from two polarizations (Stokes I) over $N_{avg}$ FFT cycles (nonoverlapping), which implies the total averaging time is $\tau = N_{avg} T_{FFT}$, which must be less than the TX duration $T_{TX}$. Note also that $N_{avg} = \Delta \nu \tau$, so that the quantity $N_{avg}^{1/2}/\Delta \nu$ in Equation (12) may be expressed as $N_{avg}^{1/2}/\Delta \nu = T_{FFT} N_{avg}^{1/2} = \tau/N_{avg}^{1/2} = (\tau/\Delta \nu)^{1/2}$.

The maximum detectable distance $d_{MAX}$ occurs for given EIRP at equality:

$$d_{MAX}^2 = \frac{EIRP A_{eAP} AG N_{avg}^{1/2}}{4\pi(2k_B T_{sys})\Delta \nu DT} \tag{13}$$

The number of stars in the RX cone will be

$$N_{STAR} = \frac{1}{3} \rho_{STAR} \Omega_{FOV} d_{MAX}^3 \tag{14}$$

$$= \frac{1}{3} \rho_{STAR} \left[\frac{\lambda^2 N_{FOV}}{A_{eAP}}\right] \left[\frac{EIRP A_{eAP} AG N_{avg}^{1/2}}{4\pi(2k_B T_{sys})\Delta \nu DT}\right]^{3/2}$$

The total FOV is modeled as $\Omega_{FOV} = \Omega_{AP} N_{FOV} = (\eta_{\nu} \lambda^2/A_{eAP}) N_{FOV} \approx (\lambda^2/A_{eAP}) N_{FOV}$, or the product of the nominal aperture FOV (assuming low antenna losses or radiation efficiency $\eta_{\nu} \approx 1$) and a new quantity $N_{FOV}$, which is the FOV amplification factor through use of the following:

1. Focal plane arrays (PFAs), feed horn arrays, or phased array feeds (PAFs; Staveley-Smith et al. 1996; van Ardenne et al. 2009; Warnick et al. 2016; Barker 2017).
2. Fly’s-eye configurations (dividing antennas into groups, with each group pointing in a different direction; Siemion et al. 2012).
3. Multiple “station beams” associated with aperture array stations (Zarb-Adami et al. 2010), each with a separate pointing direction. The set of station beams is notionally equivalent to the outputs of multiple dishes at each site, each of area $A_{eAP}$ and pointed in different directions.
4. Incomplete coherent BF, where fewer tied-array beams are computed compared to what is needed to fully cover the primary FOV $\Omega_{AP}$. In this case, $N_{FOV} < 1$.

$N_{FOV}$ is generally constant with frequency, but not always. To account for frequency variations, define $N_{FOV}(\nu) = N_{FOV_0} X_{FOV}(\nu)$, where $N_{FOV_0}$ is a constant. $X_{FOV}(\nu)$ is 1 in most cases. $X_{FOV}(\nu)$ will vary with frequency if beams overlap, as in AAs and PAFs. For example, in AAs, to control beam overlap and maintain a constant FOV below frequency $\nu_0$, the number of station beams may be adjusted downward at low frequencies so that $X_{FOV}(\nu) = \min(1, (\nu/\nu_0)^2)$ and $N_{FOV_0} = N_{beam_0}$ the number of station beams at $\nu_0$.

Some notes:

1. All parameters in Equation (14) are under the control of the RX party except for $\rho_{STAR}$, $\lambda$, and EIRP. A receiver will be designed to cover a wide frequency band. A range of EIRP values can be assumed for further analysis.
2. There are many different exponents for parameters, which are critical to system trades.
3. In particular, the exponents in Equation (14) for $A_{eAP}$ and $N_{AP}$ are different for maximizing $N_{STAR}$ than when maximizing $S/N$ and $d_{MAX}$ in Equations (12) and (13), respectively, which is often the focus of SETI analyses.

5. Detection Rate Metrics

Per Equation (2), $N_{STAR}$ is a key figure of merit (FOM) for the RX system. Per Equation (14), one can define additional FOMs that are factors of $N_{STAR}$:

$$\text{Frequency FOM} = \text{FFOM} = \lambda^2 X_{FOV}/T_{sys}^{3/2} (m^2/K^{3/2}) \tag{15}$$

$$\text{Array FOM} = \text{AFOM} = A_{eAP}^{1/2} AG^{3/2} N_{FOV_0} (m) \tag{16}$$
Averaging FOM = \text{AvgFOM} = \frac{N_{\text{avg}}^{1/2}}{\Delta \nu DT} = \frac{T_{\text{FFOM}} N_{\text{avg}}^{1/2}}{DT}
\text{sec} (\text{sec})

so that

\[ N_{\text{STAR}} = \frac{\rho_{\text{STAR}}}{3 (8 \pi k_B)^{3/2}} \times (\text{FFOM})(\text{AFOM})(\text{AvgFOM})^{3/2} \times \text{EIRP}^{3/2}. \]

The various FOMs allow us to examine frequency, array, and averaging effects separately. Equation (2) may be expanded to

\[ DPY = \frac{1}{N_{\text{STAR}}} \frac{\rho_{\text{STAR}}}{3 (8 \pi k_B)^{3/2}} \times (\text{FFOM})(\text{AFOM})(\text{AvgFOM})^{3/2} \times \text{EIRP}^{3/2}. \]

6. Examination of the DPY Metrics

6.1. Frequency Figure of Merit

Per the frequency FOM, Equation (15), if \( T_{\text{sys}} \) is approximately constant in a frequency band, then the number of potential stars in view will be proportional to \( \lambda^2 \), so on average at 10 GHz there will be a factor of 100 fewer visible stars than at 1 GHz. Furthermore, even though \( T_{\text{sys}} \) increases rapidly due to synchrotron noise below 1 GHz, the ratio \( \lambda^2 / T_{\text{sys}}^{3/2} \) may still be favorable below 1 GHz, as illustrated in Figure 4.

Figure 4 shows a hypothetical system noise model with constant noise levels at 35 K in the microwave window, combined with galactic noise levels at the 10th, 50th, 90th percentiles (Braun et al. 2019), \( T_{\text{gal}} = T_{408}(408/\text{GHz})^{2.75} \) K, \( T_{408} = [17.1, 25.2, 54.8] \) K, in the top plot. The bottom plot shows the FFOM for dishes at these percentiles. For the 50th percentile, the maximum frequency FOM is seen to occur around 370 MHz, well below the 1–10 GHz microwave window! Per Figure 4, \( N_{\text{STAR}} \) may be a factor of 3–7 times larger at 370 MHz compared to 1.4 GHz. The ET TX party could choose 370 MHz as a TX frequency based on their perception of where the RX party should be listening! At the least, this would suggest that SETI surveys should cover down to 300 MHz in addition to 1–2 GHz. Note also that even 100–300 MHz has a better FFOM than 2 GHz and above, where the FFOM drops rapidly. Although dispersion and frequency spreading due to the interstellar medium are more significant at lower frequencies, the effects should be small for narrowband signals, particularly at ranges below 1 kpc (Cordes & Lazio 1991).

In addition, in the bottom plot a curve for aperture arrays is shown where a constant FOV is maintained up to a maximum frequency of 1.4 GHz, so \( X_{\text{FOV}}(\nu) = (\nu/1.4 \text{ GHz})^2 \). In this case, FFOM decreases monotonically below 1.4 GHz as \( T_{\text{sys}} \) increases. This \( X_{\text{FOV}}(\nu) \) profile is entirely dependent on the BF...
allocation strategy. A better profile for SETI might be to expand FOV to match $T_{\text{sys}}(\nu)^{-3/2}$, so as to achieve constant FFOM($\nu$) and $N_{\text{STAR}}(\nu)$.

Improving FFOM performance is not easily done, as $T_{\text{sys}}$ at frequencies below 1 GHz is dominated by sky noise from galactic sources, as well as “spillover” from terrestrial sources into antenna sidelobes. For dishes above 1 GHz, the receiver noise can be lowered, but this is expensive for a large number of antenna feeds that are already cryogenic. For aperture arrays, receiver noise is generally highly optimized.

### 6.2. Array Figure of Merit

Per the expressions for array FOM (AFOM; Equation (16)) and $N_{\text{STAR}}$ (Equation (14)), the dish effective area $A_{\text{AP}}$ has an exponent of 1/2, the number of apertures $N_{\text{AP}}$ has an exponent of $3\gamma/2$, and $N_{\text{FOV}}$ has a unity exponent. This implies that increasing individual antenna area improves performance slowly, while increasing the number of antennas helps performance much more rapidly. Because of this,

1. A single large dish will be less favorable than many small ones with the same total effective area. Assume $N_{\text{FOV}} = 1$ and $N_{\text{AG}} = 1$.
2. BF ($AG = N_{\text{AP}}$): $\text{AFOM} = (A_e / N_{\text{AP}})^{-1/2} N_{\text{AP}}^{3/2} = A_e^{1/2} / N_{\text{AP}}$, which grows linearly with $N_{\text{AP}}$ and is lowest when $N_{\text{AP}} = 1$.
3. IBF ($AG = N_{\text{AP}}^{1/2}$): $\text{AFOM} = (A_e / N_{\text{AP}})^{-1/2} N_{\text{AP}}^{3/4} = A_e^{1/2} N_{\text{AP}}^{1/4}$, which is still minimized when $N_{\text{AP}} = 1$.
4. With a fixed number of antennas, fly’s-eye clusters ($N_{\text{FOV}} = N_{\text{cluster}}$) will do worse with fully coherent BF, but better for incoherent BF:

1. BF: $\text{AFOM} = A_e^{1/2} N_{\text{AP}}^{1/2} / N_{\text{cluster}}^{3/4}$, which is maximized for $N_{\text{cluster}} = 1$, with $\text{AFOM} = A_e^{1/2} N_{\text{AP}}^{1/2}$.
2. IBF: $\text{AFOM} = A_e^{1/2} / N_{\text{AP}}^{1/4}$, which is maximized for $N_{\text{cluster}} = N_{\text{AP}}$, with $\text{AFOM} = A_e^{1/2} N_{\text{AP}}^{1/2}$.

We can see that fully coherent BF clearly favors “large N, small D” strategies (large numbers of small-diameter apertures). Strategies with IBF are more ambivalent. A fly’s-eye approach (which for dishes involves no BF at all) is slightly superior to pointing all apertures in one direction and combining with IBF so that the larger FOV of fly’s eye makes up for lower sensitivity.

If we have an antenna array with fixed $A_e$, we can define a variant of AFOM to be optimized:

$$\text{Array FOM2} = \text{AFOM2} = A_e^{3/2} N_{\text{FOV0}}^{-1}.$$

A limited number of fully coherent “tied-array” beams are often formed that might be available for commensal SETI observations. In this case, the number of beams required to fill the primary FOV is on the order of $N_{\text{beam–full}} = (D_{\text{array}}/D_{\text{AP}})^2$, where $D_{\text{array}}$ is the overall extent of the array and $D_{\text{AP}}$ is the diameter of the individual aperture. With $N_{\text{beam}}$ beams computed, $N_{\text{FOV0}} = N_{\text{beam–full}}$. The value of $N_{\text{beam–full}}$ can be quite large. For example, for the full MeerKAT array with $N_{\text{AP}} = 64$, $D_{\text{array}} = 8$ km, $D_{\text{AP}} = 13.5$ m, and $N_{\text{beam–full}} = 350,000$ for the full array. If the “array core” is used, $N_{\text{beam–full}}$ reduces to 9300 and 3000 for 44 and 33 dishes, respectively (Houston 2021), at the expense of AG. Even with 100 beams computed and 33 dishes, $N_{\text{FOV0}} = 100/3000 = 0.033$, so AFOM2 is $33^{1.5}/0.033 = 6.3$, which compares to $(64^{1/2})^{1.5} = 23$ for IBF (64 elements, 1 beam) and $64^{1.5} = 512$ for BF (64 elements, 350,000 beams). Therefore, IBF can still be effective when compute resources are limited. A dense non-imaging array can also be used with a much lower $D_{\text{array}}$, as is the case with systems optimized for detecting pulsars and FRBs. The large numbers of coherent beams required to fully cover the primary FOV is a significant problem requiring alternative approaches to achieving array gain.

AFOM values can vary widely for systems that might potentially be used for SETI. This discussion is deferred to Section 7.

### 6.3. Averaging Figure of Merit

Per Equation (17) the AvgFOM is $N_{\text{avg}}^{-1/2}/(\Delta\nu\cdot DT) = T_{\text{FFT}}^{-1/2}/(\Delta\nu\cdot DT) = \tau/(\Delta\nu\cdot DT)$, which is to be maximized. For a fixed averaging time $\tau$, we want to increase coherent averaging time $T_{\text{FFT}}$ and reduce the number of noncoherent averages $N_{\text{avg}}$, though there are limitations. First, for a constant false alarm rate, DT is a function of $N_{\text{avg}}$ and increases significantly for $N_{\text{avg}} \leq 10$. Second, as $T_{\text{FFT}}$ increases, the number of frequency bins of width $\Delta\nu = 1/T_{\text{FFT}}$ increases proportionally, increasing storage and computation. Third, and perhaps most important, we encounter rapidly increasing integration loss due to frequency rate (Doppler) or phase instability. Balancing these effects is an important part of a system design. Our assumed values of 0.33 s $T_{\text{FFT}}$ ($\Delta\nu = 3$ Hz), 300 s $\tau$ ($N_{\text{avg}} = 900$), and DT = 10 are representative for SETI studies and yield AvgFOM = 1 s.

### 6.4. Nominal EIRP

We note from Equation (19) that DPY scales as $\text{EIRP}^{1/2}$, as opposed to $\text{EIRP}^{1/2}$ for $d_{\text{MAX}}$ (13). This is a consequence of the $d_{\text{MAX}}$ factor in the RX cone volume, Equation (1). Equation (19) would be adequate if all emitters had identical EIRP values, but of course one would expect a range of EIRPs to be encountered. A truncated power-law distribution for EIRP values is often assumed (Drake 1973; Shostak 2000, and others for SETI; Macquart 2014 for fast transients) of the form

$$f_{\text{EIRP}}(W) = \begin{cases} P_0 W^{-\alpha} & \text{EIRP}_{\text{MIN}} < W < \text{EIRP}_{\text{MAX}} \\ 0 & \text{otherwise} \end{cases}$$

where $P_0$ is a normalizing constant. We wish to know the expected value of DPY and therefore $E(\text{EIRP}^{1/2})$. We can define a nominal EIRP quantity $\text{EIRP}_0$ such that

$$\text{EIRP}_0^{3/2} = E(\text{EIRP}^{3/2}) = \int_{\text{EIRP}_{\text{MIN}}}^{\text{EIRP}_{\text{MAX}}} W^{3/2} f_{\text{EIRP}}(W) dW = P_0 \int_{\text{EIRP}_{\text{MIN}}}^{\text{EIRP}_{\text{MAX}}} W^{3/2-\alpha} dW$$

where $P_0$ is a normalizing constant. EIRP values will be biased toward $\text{EIRP}_{\text{MIN}}$ for high values of $\alpha$, and $\text{EIRP}_{\text{MAX}}$ otherwise. While this approach is straightforward and can be justified for astrophysical phenomena, it is difficult to put limits on $\text{EIRP}_{\text{MIN}}$, $\text{EIRP}_{\text{MAX}}$, and $\alpha$ with any certainty for SETI transmissions. Dreher (2004) argues that ET sources may not
follow a power law at all. We follow his reasoning and “hedge our bets” by simply choosing a representative value for EIRP0. A benchmark value that is often chosen for SETI analyses is 

\[ EIRP_0 = 10^{13} \text{W} (130 \text{dBW}) \],

which corresponds to the former Arecibo planetary radar. Such a power level is difficult but achievable with our technology, though at a limited Ω\text{TX}. If ET transmitters prove to be higher power, so much the better.

7. System Comparisons

We can examine AFOM, d_{\text{MAX}}, N_{\text{STAR}}, and DPY for various platforms (former, existing, under development, or proposed) potentially used for SETI. In Table 1, 29 radio astronomy platforms are selected, and the system antenna parameters are listed and ranked according to their N_{\text{STAR}} values. Configurations are based on user guides or system publications, as listed in Appendix C. The systems include:

1. Large single-pixel dishes (GBT, Parkes, and Arecibo).
2. Single-pixel, multidish interferometric arrays (ATA, JVLA, MeerKAT, MeerKAT Plus, SKA1-Mid, ngVLA, and DSA-2000).
3. Large dishes fortified with FPAs or PAFs (Parkes Multibeam, FAST, and GBT FLAG).
4. Interferometric dish arrays fortified with FPAs or PAFs (APERTIF and ASKAP).
5. Compact array systems optimized for pulsar and FRB detections (CHIME, CHORD, and HIRAX).
6. Compact array systems optimized for planetary radar and other uses (Next Generation Arecibo Telescope).
7. The L-band Array of Small Arrays (LASA) concept presented by Lynch et al. (2018), which offers a large

6 For comparison to other systems, CHIME is approximated as a single 80m diameter aperture array with a \( 4 \times 256 = 1024 \) FDV multiplier.

### Table 1: Parameter Summary for System Comparisons

| Site Name | Site ID | Site Status | Number Antenna Stations | Nom. Diam. \( D_{\text{AP}} \) m | Beam Width \( \Theta_{\text{AP}} \) Deg | FOV Multi. \( N_{\text{FOV0}} \) | Area Eff. Factor \( \eta_{\text{AP}} \) | \( T_{\text{sys}} \) |
|-----------|---------|-------------|--------------------------|---------------------------------|----------------------------------|-----------------|----------------------|----------------|
| Sites at 1400 MHz |
| Parkes Observatory | Parkes | 1 | 1 | 64 | 0.23 | 1 | 0.60 | 23 |
| Green Bank Telescope | GBT | 1 | 1 | 105 | 0.15 | 1 | 0.60 | 20 |
| Parkes Multibeam | Parkes-MB | 1 | 1 | 64 | 0.23 | 13 | 0.60 | 50 |
| GBT FLAG PAF | GBT FLAG | 2 | 1 | 105 | 0.15 | 4 | 0.57 | 17 |
| Allen Telescope Array | ATA-42A | 1 | 42 | 6 | 2.50 | 1 | 0.62 | 35 |
| Giant Metrewave RT | uGMRT | 2 | 30 | 45 | 0.40 | 1 | 0.43 | 75 |
| Arecibo Telescope | Arecibo | 1 | 1 | 225 | 0.05 | 7 | 0.65 | 30 |
| Jansky Very Large Array | JVLA | 1 | 27 | 25 | 0.60 | 1 | 0.43 | 28 |
| FAST 500m Aperture | FAST | 1 | 1 | 300 | 0.05 | 19 | 0.57 | 20 |
| Westerbork APERTIF | APERTIF | 2 | 12 | 25 | 0.60 | 25 | 0.75 | 50 |
| MeerKAT 64 | MeerKAT | 1 | 64 | 14 | 1.11 | 1 | 0.76 | 16 |
| ASKAP | ASKAP | 2 | 36 | 12 | 1.25 | 26 | 0.76 | 70 |
| MeerKAT Extension 84 | MK+ | 3 | 84 | 14 | 1.11 | 1 | 0.76 | 16 |
| CHORD | CHORD | 5 | 512 | 6 | 2.50 | 1 | 0.70 | 30 |
| Next-generation VLA | ngVLA | 4 | 214 | 18 | 0.83 | 1 | 0.80 | 26 |
| SKA1-Mid (197 Dish) | SKA1-Mid-197 | 4 | 197 | 15 | 1.00 | 1 | 0.84 | 15 |
| L-Band Array of Small Arrays | LASA-512 | 5 | 512 | 2 | 7.50 | 16 | 0.85 | 40 |
| Next Gen Arecibo Telescope | NGAT | 5 | 1112 | 9 | 1.67 | 1 | 0.70 | 25 |
| DSA-2000 | DSA-2000 | 5 | 2000 | 5 | 3.00 | 1 | 0.70 | 25 |
| SKA2 MFAA 100 | MFAA 100 | 5 | 100 | 32 | 0.47 | 600 | 0.85 | 35 |
| SKA2-Mid (1000 Dish) | SKA2-Mid-1000 | 5 | 1000 | 15 | 1.00 | 15 | 0.88 | 15 |
| SKA2-Mid (2000 Dish) | SKA2-Mid-2000 | 5 | 2000 | 15 | 1.00 | 15 | 0.88 | 15 |
| SKA2 MFAA 150 | MFAA 150 | 5 | 150 | 42 | 0.36 | 1000 | 0.85 | 35 |
| SKA2 MFAA 250 | MFAA 250 | 5 | 250 | 46 | 0.33 | 1200 | 0.85 | 35 |
| Sites at 700 MHz |
| CHIME | CHIME | 2 | 1 | 80 | 0.38 | 1024 | 0.85 | 50 |
| HIRAX | HIRAX | 4 | 1024 | 6 | 5.00 | 1 | 0.70 | 50 |
| Additional Sites at 300 MHz |
| Murchison Widefield Array II | MWA | 1 | 256 | 5 | 14.00 | 1 | 0.85 | 83 |
| SKA1-Low | SKA1-Low | 4 | 512 | 38 | 1.84 | 0 | 0.09 | 98 |
| SKA2-Low | SKA2-Low | 5 | 4880 | 38 | 1.84 | 0 | 0.09 | 98 |

Note. Site status code: 1—facility supporting SETI (past, current, near-future); 2—existing facility; 3—facility under construction; 4—facility under development (detailed requirements/plans/prototype arrays); 5—proposed or concept.
FOV though modest sensitivity. We consider 512 square tiles of antennas 1.7 m on a side.

8. Low-Frequency Aperture Array Systems (MWA, SKA1-Low, and SKA2-Low).

9. Hypothetical future Square Kilometre Array SKA2-Mid variations. Note that the scale of SKA2 has been projected but is not definite.

1. SKA2-Mid dishes expand the number of SKA1-Mid dishes and include PAFs. The full SKA2-Mid-2000 configuration includes 2000 15 m dishes, which offers 300,000 $m^2$A and 20,000 $m^2/K$ sensitivities at $T_{sys} = 15$ K. A second configuration has 1000 dishes. We assume that the PAFs offer a nominal 15× improvement in FOV (SKAO 2016).

2. Three Mid Frequency Aperture Array (MFAA) variants include 250, 150, and 100 stations of 46, 42, and 32 m diameter, respectively. Assuming $T_{sys} = 35$ K, the largest meets the specified 10,000 $m^2/K$ sensitivity, equivalent to SKA2-Mid-1000 above. The 150 station has a factor of 2 lower sensitivity, while the smallest has 2000 $m^2/K$ sensitivity, equivalent to the 197 Dish SKA1-Mid configuration (Torchinsky et al. 2017).

The aperture efficiency $\eta_{AP}$ values in Table 1 are based on system literature if possible and estimated otherwise. Note that high precision in $\eta_{AP}$ is not required to estimate $N_{STAR}$ and DPY. The MeerKAT, SKA1-Mid, and SKA2-Mid dish values are based on formulas presented by Braun et al. (2019). Dense aperture arrays (MFAA variants) are assigned $\eta_{AP} = 0.85$, corresponding to an average cos($\theta$) loss due to steering away from array normal. Sparse aperture arrays (SKA1-Low and SKA2-Low) have an additional factor taking into account sensitivity loss at high frequencies due to sparseness $\eta_{AP} = 0.85(\nu_1/\nu_2)^2$, where $\nu_1$ is a dense–sparse transition frequency (Dewdney 2015; Braun & van Cappellen 2006).

In Table 2, the FOV, effective areas, AFOM, $d_{MAX}$, system equivalent flux density (SEFD), $N_{STAR}$, and DPY are compared for these systems, assuming full coherent BF over the primary FOV. We use 1.4 GHz as a nominal frequency for Table 1,
which most systems support, recognizing that $N_{\text{STAR}}$ and DPY may improve at lower frequencies. For systems that do not support 1.4 GHz, we use 700 MHz and 300 MHz. The AFOM values are frequency independent and can be directly compared between all systems. Key parameters: $0.1 \, \text{star}/\text{pc}^3$ (Siemion et al. 2015), 130 dB EIRP, 3 Hz $\Delta \nu$ ($0.33 \, \text{s} \, T_{\text{FFT}}$), 300 s $\tau$ ($N_{\text{avg}} = 900$), and DT = 10. With a different star density, the $N_{\text{STAR}}$ and DPY values will change proportionally, but the relative rankings will remain unchanged. For DPY, we also assume: $T_{\text{TX}} = 10 \, \text{minutes} = 600 \, \text{s}$, $T_{\text{TXdwell}} = 12 \, \text{minutes}$ (5 per hour, 120 per day), $P_{\text{civTX}} = 10^{-6}$, $N_{\text{RXsite}} = 2$, $T_{\text{year}} = 365$ days, and $T_{\text{TXscan}} = 30 \, \text{days}$, yielding $N_{\text{spd}} = 1.0$ and $N_{\text{STAR1}} = 41,100$ per Equation (11).

Figure 5 presents a comparison of several of the metrics in Table 2. Some observations:

1. It may be seen that AFOM, $N_{\text{STAR}}$, and DPY all track each other, as expected. There is a spread of six orders of magnitude in these quantities.
2. Sensitivity (as indicated by $A_e/T_{\text{sys}}$ or SEFD = $2k_B T_{\text{sys}}/A_e$) is important, but high sensitivity cannot make up for limited FOV as we see for the single-pixel dishes, which offer the lowest DPY values. Systems with simultaneous high sensitivity and high FOV offer the best DPY performance.
3. FOV tracks closely with AFOM, which ranges from 0.002 deg$^2$ (GBT) to 707 deg$^2$ (LASA).
4. AFOM is almost monotonic with $N_{\text{STAR}}$ counts, with slight variations due to $T_{\text{sys}}$ differences (note that $T_{\text{sys}}$ is grouped under FFOM).
5. The dishes with FPAs or PAFs (APERTIF, ASKAP, and FAST) do much better than their peers due to FOV multiplication (widening the search cone) and the corresponding increase in AFOM.
6. LASA-512 has a relatively low total area (1370m$^2$) but has a high AFOM due to its large FOV.
7. The SKA SSFOM (survey speed FOM, discussed in Section 8.4) correlates fairly closely to DPY, as it a sensitivity-weighted FOV metric.

Figure 6 shows $N_{\text{STAR}}$ values for various systems for 130 dBW EIRP over several frequencies. For frequencies below 1.4 GHz, $N_{\text{STAR}}$ increases up to 6.5 times due to the increase in FFOM. $N_{\text{STAR}}$ ranges from 0.1 to nearly 1 million, with many of the large single-pixel dishes doing worst. For certain systems, our assumption $N_{\text{STAR}} \gg 1$ is violated, and the targeted search will improve $N_{\text{STAR}}$ slightly, but we will see that DPY is very poor regardless.

Figure 7 (left) plots the expected DPY for the 1.4 GHz systems, with EIRP varying over 100–140 dBW. Lines of DPY
**Figure 6.** $N_{\text{STAR}}$ counts for various systems at several frequencies and 130 dBW EIRP.

**Figure 7.** Estimated DPY at 1.4 GHz and 100–140 dBW EIRP (left) and max detection range (right), $P_{\text{av, TX}} = 10^{-6}$. 
Not surprisingly, it looks similar to the target range. As EIRP increases, more systems approach this target range. We see that due to the EIRP\(^{1/2}\) relationship in Equation (19), DPY increases by 1.5 orders of magnitude (30\(\times\)) for every 10 dB (10\(\times\)) increase in EIRP.

Figure 7 (right) shows the corresponding detection range \(d_{\text{MAX}}\) values. For 130 dB EIRP at 1.4 GHz, \(d_{\text{MAX}}\) ranges over 25–793 pc (82–2586 lt-yr). Sensitivity alone does not ensure higher relative levels of DPY in the model. Many systems have high sensitivity and \(d_{\text{MAX}}\) values but relatively poor DPY. The SKA2-Mid and MFAA variants have sensitivities that are higher than the biggest dishes (FAST or Arecibo), but their DPYs are much greater, mostly the result of larger FOVs.

Figure 8 gives expected DPY versus frequency for GBT (left) and MFAA 250 (right) over 100–140 dBW EIRPs. Dashed lines for DPYs of 1.0 and 0.1 are shown as a target range. It can be seen that the DPY curves have a similar shape to the FFOM curves in Figure 4. There is a factor of 30 (1.5 orders of magnitude) difference for every 10 dB change in EIRP, as expected. The target DPY range is met for the MFAA 250 for \(\approx115\) dBW EIRP, while GBT falls far short, where roughly 160 dBW would be required.

Figure 9 shows the expected DPY for various systems at \(P_{\text{civTX}} = 10^{-6}\) and 130 dBW EIRP over several frequencies. Not surprisingly, it looks similar to the \(N_{\text{STAR}}\) plot in Figure 6, with increased DPY for frequencies below 1.4 GHz. It may be seen that most systems fall short of the 0.1–1 DPY target range except the SKA2-Low, SKA2-Mid dish, and MFAA variants.

Figure 10 plots the sensitivity \(A_e/T_{\text{sys}}\) and \(\Omega_{\text{FOV}}\) for the systems and nominal frequencies in Table 2, assuming fully coherent BF over the primary FOV and EIRP = 130 dBW. Curves for DPY values of 10, 1, 0.1, 0.01, and 0.001 detections/year are also shown, using the relationship

\[
A_e/T_{\text{sys}} = \frac{8\pi k_B}{\text{EIRP AvgFOM}} \left[ \frac{3 \text{ DPY } \text{N}_{\text{STAR1}}}{\rho_{\text{STAR}} \Omega_{\text{FOV}}} \right]^{2/3},
\]

which can be easily derived from Equations (1), (6), (12), and (16).

The plot format in Figure 10 allows us to visualize the trade between sensitivity (and \(d_{\text{MAX}}\)) and FOV. To achieve a factor of 10 increase in DPY, we can either increase sensitivity by a factor of \(10^{2/3} \approx 5\) at fixed FOV (moving up the vertical axis), or increase \(\Omega_{\text{FOV}}\) by a factor of 10 at fixed \(A_e/T_{\text{sys}}\) (moving to the right). For dish arrays with a fixed diameter, the main options are to increase the number of dishes and (possibly) PAF beams, generally expensive options. For aperture arrays with a large intrinsic FOV, increasing FOV may be the better option, as this often can be done by expanding computation without changing the existing RF infrastructure. Over time, Moore’s Law and improved computational architectures should enable more capability at low incremental cost. This strategy has long been recognized by radio astronomers (Garrett 2013; Siemion et al. 2011).

Figure 11 is equivalent to Figure 10, only with IBF done in place of coherent BF.\(^7\) One may see that the advantage of large numbers of apertures is significantly reduced, and DPY drops as much as 2 orders of magnitude. Full BF may be difficult or impossible with a finite power or computing budget, but resorting to incoherent BF represents a significant compromise to a system’s potential performance.

Figure 12 shows a similar plot with array gains for an eigenvalue detector that offers AG \(\approx 1.7 \text{N}_{\text{AP}}^{1.64} (6.4\log_{10}(\text{N}_{\text{AP}}) + 2.3 \text{ dB})\) per simulations in Houston (2021). The eigenvalue detector avoids BF by computing a sample covariance matrix and a maximum eigenvalue by the power method and may still be feasible computationally (Ellingson 2003). The DPY values are much improved over IBF but still below BF.

Regarding the overall comparison of systems, we see that future SKA2 variants have significant SETI performance, which is quite encouraging. In particular, as noted above, the aperture array systems (MWA, SKA1-Low, SKA2-Low, and MFAA) are generally limited by BF capacity, rather than antenna hardware, and could achieve higher \(\Omega_{\text{FOV}}, \text{N}_{\text{STAR}},\) and DPY with more signal processing.

8. Search Figures of Merit

Metrics are needed to evaluate search efforts for effectiveness. Generally speaking, a SETI program can be measured in

\(^7\)CHIME is omitted, as it already does fully coherent BF.
terms of the number of star-trials observed. The most basic ETI search FOM is just that:

\[ \text{Search FOM 1} = \text{SFOM}_1(\nu, \text{EIRP}) = N_{\text{obs}}N_{\text{STAR}}(\nu, \text{EIRP}). \]  

(24)

This applies to both wide-field searches and targeted searches with \( N_{\text{STAR}} = 1 \), but as stated earlier, we assume \( N_{\text{STAR}} \gg 1 \) even for targeted searches. The number of time observations \( N_{\text{obs}} \) is the number of observations from all sites. While our model defines \( N_{\text{obs}} = N_{\text{RXsite}}T_{\text{dwell}}N_{\text{tpd}} \), we can generally approximate this as \( N_{\text{obs}} = N_{\text{RXsite}}T_{\text{obs}}/\tau \).\(^8\) Per Equation (9), SFOM1 is proportional to the expected number of detections in the time interval \( T_{\text{obs}} \).

If one considers a model where the transmit frequency can be uniformly distributed over a range of frequencies, each frequency bin would need to be evaluated separately. We can introduce a frequency- and bandwidth-weighted metric as follows:

\[ \text{Search FOM 2} = \text{SFOM}_2(\text{EIRP}) = \sum_i N_{\text{obs}}N_{\text{STAR}}(\nu_i, \text{EIRP})\Delta\nu. \]  

(25)

The units would be star observations-Hz, or simply Hz.

We can also scale SFOM1 per Equation (9) to produce a metric corresponding to the expected number of detections:

\[ \text{Search FOM 3} = \text{SFOM}_3(\nu, \text{EIRP}, P_{\text{civTX}}, N_{\text{TXscan}}) = \frac{P_{\text{civTX}}N_{\text{obs}}N_{\text{STAR}}(\nu, \text{EIRP})}{N_{\text{TXscan}}}. \]  

(26)

We need to assume values for \( P_{\text{civTX}} \) and \( N_{\text{TXscan}} = T_{\text{TXdwell}}/T_{\text{TXscan}} \) as well as EIRP, but SFOM3 is easily understood.

Some comments:

1. In Equation (25), the frequency bin width \( \Delta\nu \) is associated with each summation point, so total bandwidth coverage is taken into account.
2. We have retained EIRP as a variable. Enriquez et al. (2017); Wright et al. (2018b) and others assume an Arecibo-level 130 dBW EIRP as a minimum for discussion, which we

\[^8\] \( N_{\text{obs}} = N_{\text{RXsite}}N_{\text{TXdwell}}N_{\text{tpd}} = N_{\text{RXsite}}N_{\text{tpd}} T_{\text{obs}}/T_{\text{TXdwell}} = N_{\text{RXsite}}[N_{\text{tpd}}(\delta_{\text{TX}}/T_{\text{TX}})\tau] [T_{\text{obs}}/\tau]. \) The quantity \( [N_{\text{tpd}}(\delta_{\text{TX}}/T_{\text{TX}})\tau] \) is unknown but should be on the order of unity so it may generally be ignored.
also use, but other values in the range of 100–120 dBW may be entertained (see Section 11).

3. We have not factored in the number of polarizations (as is sometimes done) but have assumed two polarizations with Stokes I summation as in most modern receivers.

4. We could base the metric on the search cone volume $V_{\text{cone}}(\nu_i, \text{EIRP})$ and avoid possible ambiguity regarding star density $\rho_{\text{STAR}}$.

The SFOMs are useful to compare current efforts against past efforts and to determine the “haystack fraction” of local space actually searched, but should also guide future search efforts, particularly with regard to the efficacy of search frequency coverage. In Equation (25), there is a frequency dependence according to the FFOM, Equation (12), that allows us to evaluate the SFOM2 over a proposed frequency band. Given a cost budget, high frequencies that contribute minimally to the SFOM2 may be discouraged. See additional discussion in Appendix B.

While many past systems had limited bandwidth that varied from system to system, modern systems cover wide frequency ranges, so this is less important for “scoring.” SFOM1 and SFOM3 are both functions of frequency and are in units of “star observations” and “expected detections,” respectively, which should be intuitively easier to grasp.

Not surprisingly, the SFOMs above are similar to others described by Wright et al. (2018b). The primary advantage of SFOM1 and SFOM3 is that they relate directly to the probability of a detection occurring within an observation interval, given a set of assumed parameters.

8.1. Comparison to the Drake FOM

The formulation in the SFOMs above in terms of $N_{\text{STAR}}$ is entirely consistent with Drake’s original search FOM (Drake et al. 1984), which applies to wide-field search. First, define the minimum flux $\phi_{\text{MIN}} (W/m^2)$ that may be detected, associated with a source of a given EIRP at a distance $d_{\text{MAX}}$, in terms of $N_{\text{STAR}}$ from Equation (1):

$$\phi_{\text{MIN}} = \frac{\text{EIRP}}{4\pi d_{\text{MAX}}^2} = \frac{\text{EIRP}}{4\pi} \left[ \frac{\rho_{\text{STAR}} \Omega_{\text{FOV}}}{3 N_{\text{STAR}}} \right]^{2/3}. \quad (27)$$

Drake’s FOM for a search program is

$$\text{DFM} = \frac{\Omega_{\text{Total}}}{\phi_{\text{MIN}}^{3/2}} \frac{\text{BW}_{\text{Total}}}{\text{BW}_{\text{Total}}}, \quad (28)$$

where

- $\Omega_{\text{Total}} = N_{\text{obs}}$,
- $\Omega_{\text{FOV}} = $ total solid angle covered in a survey, and
- $\text{BW}_{\text{Total}} = $ total bandwidth covered,
Upon substituting the above, we obtain

\[ DFM(\nu) = \frac{24\pi^{3/2}}{\rho_{\text{STAR}} \text{EIRP}^{3/2}} \times N_{\text{obs}} N_{\text{STAR}}(\nu, \text{EIRP}) \frac{B_{\text{W, total}}}{\nu_{\text{rel}}} \]  

(29)

Therefore, the DFM is a scaled version of SFOM2 above. DFM is normalized for EIRP and \( \rho_{\text{STAR}} \), and the bandwidth is simply multiplied by \( N_{\text{STAR}}(\nu) \) rather than integrating \( N_{\text{STAR}}(\nu) \) over frequency. The quantity \( \Omega_{\text{total}}/\phi_{\text{MIN}} ^{3/2} \), or the DFM with \( B_{\text{W, total}} \) omitted, is a scaled version of SFOM1. The DFM assumes the same uniform star density concept that is behind the SFOMs above.

8.2. Comparison to CWTFM

Enriquez et al. (2017) define a continuous waveform transmitter FOM (CWTFM):

\[ \text{CWTFM} = \eta \frac{\text{EIRP}_{\text{MIN}}}{N_{\text{STAR}} N_{\text{obs}}} \frac{\nu_{\text{mid}}}{B_{\text{W, total}}} = \eta \frac{\text{EIRP}_{\text{MIN}}}{N_{\text{STAR}} N_{\text{obs}}} \frac{\nu_{\text{rel}}}{}, \]  

(30)

where \( \nu_{\text{mid}} \) is the band center, \( \nu_{\text{rel}} = B_{\text{W, total}}/\nu_{\text{mid}} \) is the fractional total bandwidth, and \( \eta = \text{EIRP}_0/\nu_{\text{rel}} \) is a normalizing constant with representative values chosen as \( \text{EIRP}_0 = 10^{13} \) W (Arecibo) and \( \nu_{\text{rel}} = 0.5 \). The value \( \text{EIRP}_{\text{MIN}} = 4\pi d_{\text{TgtStar}}^2 / \phi_{\text{MIN}}^3 \) is the minimum EIRP for a SETI transmitter at the targeted star. A “Transmitter Rate” is also defined as

\[ \text{Transmitter Rate} = TR = 1/(N_{\text{STAR}} N_{\text{obs}} \nu_{\text{rel}}), \]  

(31)

so TR = 1/(SFOM1/\nu_{\text{rel}}). Transmitter Rate scores fractional bandwidth instead of total bandwidth searched. TR is defined as an inverse quantity, which might be counterintuitive (lower TR implies a better survey). TR has been plotted against EIRP_{\text{MIN}} for many surveys (Enriquez et al. 2017; Price et al. 2018; Wlodarczyk-Sroka et al. 2020; Li et al. 2020; Siemion et al. 2015) and appears more widely adopted than CWTFM itself. For past comparisons of TR, most surveys were scored as \( N_{\text{STAR}} = 1 \), and \( d_{\text{TgtStar}} \) and EIRP_{\text{MIN}} were well defined. With \( N_{\text{STAR}} \gg 1 \) in the FOV for most surveys (Wlodarczyk-Sroka et al. 2020), TR and CWTFM become problematic because \( N_{\text{STAR}}(\nu, \text{EIRP}) \) is a function of frequency, which is then multiplied by a fractional bandwidth. CWTFM and TR appear to be suitable for comparing surveys with either (1) single stars or (2) a single frequency. It might be possible to extend them to be more generally applicable, but at this point, we prefer SFOM1 or SFOM3 because they quantify a survey’s star observations, which will be proportional to the probability of achieving an ET detection.
8.3. Comparison to Haystack Fraction Metrics

Wright et al. (2018b) developed a set of ET search metrics called “haystack” functions, which are meant to evaluate SETI effectiveness over the complete range of possible TX characteristics. The haystack volume involves nine dimensions. Haystack functions are defined for a survey and the ideal case, which spans the “total” haystack volume. The ratio of the survey and total haystack functions is the “haystack ratio.” Haystack ratios over many SETI efforts can be summed to obtain a measure of how much SETI search has been done to date.

An evaluation of Wright’s haystack functions appears in Appendix A. While the effort is on the right track, we identify issues and suggest improvements in the following areas:

1. The method of integration over all dimensions creates a result that is hard to interpret and may be unreliable. Parts of the volume that are included may have zero or very low probability. A weighting based on a priori probability densities for the TX parameters creates results that are intuitively more sensible, with the added benefit that much of the haystack integration is an expected value operation. The net haystack is a volume integration of a desired FOM quantity (sensitivity or other function) where the FOM quantity is averaged over the range of possible TX parameters. This forces us to hypothesize a priori probability densities for the TX parameters, which may take many forms depending on assumptions. However, without these PDFs, we make an implicit assumption that the probabilities of all voxels in the N-dimensional integration are equal, which we know is not the case.

2. The sensitivity FOM that Wright uses in the integration has shortcomings. We suggest (1) integrating the star density over a detection volume, which yields $N_{\text{STAR}}$; (2) summing over observations, which yields star observations like in SFOM1; and (3) scaling to obtain a measure similar to SFOM3 or $N_{\text{Det}}$. The suggested FOM integrand is star density times the probability of detection, averaged over the full set of TX parameters.

The revised haystack volume is an estimate of the expected number of detections in a survey effort, averaged over the full range of TX parameters. If we choose a single detection as a reference value, the survey haystack fraction is equal to the survey haystack volume. The end result is completely consistent with the DPY analysis presented to this point. More investigation is needed, but we believe this is the right approach for search metrics going forward. Refer to Appendix A for more details.
8.4. Comparison to Survey Speed Metrics

In radio astronomy, search speed metrics are defined as a measure of FOV adjusted for sensitivity, because the survey speed $\propto \Omega_{\text{FOV}}/\tau$. The SKA program uses the following (Bunton 2003):

$$\text{SKA--SSFOM} = \Omega_{\text{FOV}} \left( \frac{A_e}{T_{\text{sys}}} \right)^2. \quad (32)$$

For broadband sources, in order to keep a constant minimum detectable flux density, the integration time $\tau$ scales as $(T_{\text{sys}}/A_e)^2$. SKA--SSFOM needs to scale as $1/\tau$, hence the $(A_e/T_{\text{sys}})^2$ factor. If $N_{\text{FOV}} = 1$ and $AG = N_{\text{AP}}$, we can easily show that

$$\text{SKA--SSFOM} = \frac{N_{\text{RXsite}} N_{\text{STAR}}}{\tau} \propto \text{DPY}. \quad (35)$$

For each site, maximizing $N_{\text{STAR}}/\tau$ should be sufficient to guarantee survey speed and DPY at the same time. We also note that

$$\text{SSFOM} = \frac{N_{\text{RXsite}}}{\tau} \Omega_{\text{FOV}} d_{\text{MAX}}^3 \propto \Omega_{\text{FOV}} \left( \frac{A_e}{T_{\text{sys}}} \right)^{3/2} = (\text{FFOM})(\text{AFOM}). \quad (36)$$

We obtain the $3/2$ power relationship to sensitivity $A_e/T_{\text{sys}}$ as might be expected. We should also note that because SSFOM in Equation (35) is proportional to DPY, SSFOM is redundant. It is sufficient to focus on DPY alone.

9. Expected Time to First Detection of a SETI Program

The required search time to achieve detections is often ignored in SETI analyses, partly because many parameters like $P_{\text{civTX}}$ are completely unknown. With an estimate of DPY, we can evaluate the time to a first detection. Assuming a large number of independent potential sources, the number of detections over a given time interval should follow a Poisson arrival process. Over an observation period $T_{\text{obs}}$ (expressed in years)$^9$, we would expect

$$P(N_{\text{Det}} = k) = (\text{DPY})_k^k e^{-\text{DPY}} T_{\text{obs}}/k!, \quad (37)$$

where $P(N_{\text{Det}} = k)$ is the probability of exactly $k$ detections in the interval $T_{\text{obs}}$. Noting that the probability of at least one detection is just one minus the probability of zero detections,

$$P(N_{\text{Det}} \geq 1) = 1 - P(N_{\text{Det}} = 0) = 1 - e^{-\text{DPY}} T_{\text{obs}}, \quad (38)$$

we can choose a constant $\alpha$ such that DPY $T_{\text{obs}} = \alpha$ makes $P(N_{\text{Det}} \geq 1)$ a high value. From Equations (6) and (7), we then obtain

$$T_{\text{obs--min}} = \frac{\alpha}{\text{DPY}} = \frac{\alpha N_{\text{STAR1}}}{N_{\text{STAR}}} = \frac{\alpha T_{\text{TXscan}}}{P_{\text{civTX}} N_{\text{red}} N_{\text{RXsite}} N_{\text{STAR}}}, \quad (39)$$

where $T_{\text{obs--min}}$ is the required observation time in years to achieve one or more detections with high probability. This applies to wide-field searches ($N_{\text{red}} = T_{\text{TX}}/\tau - 1$), as well as slow-scan searches and targeted searches ($N_{\text{red}} = 1$), provided the observation time per pointing is much less than $T_{\text{TXscan}}$. For simplicity let us choose $\alpha = 1$, which implies $T_{\text{obs--min}} = 1/\text{DPY}$$^{10}$.

For example, for WFS with 100 observable stars, and $N_{\text{STAR1}} = 41,100$ per Equation (6),$^{11}$ we get

$$T_{\text{obs--min}} = \frac{1(41100)}{100} = 411\text{years!}$$

With 10,000 stars, $T_{\text{obs--min}}$ reduces to 4.1 years. Clearly $N_{\text{STAR}}$ must be large to counteract a small value of $P_{\text{civTX}}$.

Alternatively, if we have an allowable observation time $T_{\text{obs}}$, we may estimate the number of observable stars required to achieve a single detection with high probability:

$$N_{\text{STAR}} \geq \frac{\alpha N_{\text{STAR1}}}{T_{\text{obs}}} = \frac{\alpha T_{\text{TXscan}}}{P_{\text{civTX}} N_{\text{red}} N_{\text{RXsite}} T_{\text{obs}}}, \quad (40)$$

For example, for the same parameters above and $T_{\text{obs}}$ limited to 10 years, we get

$$N_{\text{STAR}} \geq \frac{1(41,100)}{10} = 4110.$$  

This is a big number compared to most of the $N_{\text{STAR}}$ values in Table 2, but this could potentially be met by the SKA2/MFAA systems.

Stated still another way, if we have a known $N_{\text{STAR}}$ value, the minimum $P_{\text{civTX}}$ value that would result in a detection

---

$^9$ Note that we have defined DPY to be a detection rate expressed in units “detections/year.” We can define an equivalent detection rate $R_{\text{Obs}} = \text{DPY}/T_{\text{star}}$, where $R_{\text{Obs}}$ is expressed in arbitrary time units, e.g., detections/second. Most formulas above involve ratios of time quantities, so the choice of time units does not matter. We assume any time quantities in formule involving DPY or $N_{\text{STAR1}}$ to be expressed in years, with $T_{\text{year}} = 1$.

$^{10}$ For the Poisson distribution the expected number of detections over $T_{\text{obs}}$ is $E(k) = \text{DPY} T_{\text{obs}} = N_{\text{Obs}}$, so $\alpha = \text{DPY} T_{\text{obs}}$ corresponds to one expected detection. If $T_{\text{obs--min}} = 1/\text{DPY}$, we need to observe for 10 years if DPY $=1$. For $\alpha = 1$, $P(N_{\text{Det}} \geq 1) = 63\%$. For more confidence we can choose a higher value of $\alpha$ (e.g., $\alpha = 2.3$ yields $P(N_{\text{Det}} \geq 1) = 90\%$, and $T_{\text{obs--min}} = \alpha/\text{DPY}$.

$^{11}$ As before, we assume $\tau = 5$ min, $T_{\text{TX}} = 10$ min, $T_{\text{TXdwell}} = 12$ minutes, $T_{\text{TXscan}} = 30$ days $=0.0823$ yr, $\Omega_{\text{TX}} = 83\%$, $N_{\text{RXsite}} = 2$, and $P_{\text{civTX}} = 10^{-6}$, so $T_{\text{TX}}/\tau = 2$ and $N_{\text{red}} = 1$. 
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would be

\[ P_{\text{eV/TX}} \geq \frac{\alpha T_{\text{TXscan}}}{N_{\text{pdp}} N_{\text{RXsite}} N_{\text{STAR}} T_{\text{obs}}} \quad (41) \]

More generally, the \( P_{\text{eV/TX}} N_{\text{STAR}} \) product, or the average number of active transmitters per observation \( N_{\text{TX}} \), needs to be

\[ N_{\text{TX}} = P_{\text{eV/TX}} N_{\text{STAR}} \geq \frac{\alpha T_{\text{TXscan}}}{N_{\text{pdp}} N_{\text{RXsite}} T_{\text{obs}}} \quad (42) \]

With the representative numbers above for 10 years of observation, \( P_{\text{eV/TX}} N_{\text{STAR}} \geq 100(0.0822)/(1210) \approx 0.004 \). An \( N_{\text{STAR}} \) value of 1 will result in a probable detection only if \( P_{\text{eV/TX}} \geq 0.004 \), but if \( N_{\text{STAR}} = 100,000 \) a detection should occur for \( P_{\text{eV/TX}} \geq 4 \times 10^{-8} \). Clearly this is a strong motivator to get \( N_{\text{STAR}} \) as high as possible.

Finally, if we have observed over \( T_{\text{obs}} \), we can show that the achieved fraction of required search for a probable detection will be

\[ \Phi_{\text{Det}} = \text{search fraction} = \frac{T_{\text{obs}}}{T_{\text{obs}} - \text{min}} = \frac{T_{\text{obs}} \alpha \text{DPY}}{\alpha N_{\text{STAR}}} = \left(\frac{N_{\text{pdp}} N_{\text{RXsite}} N_{\text{obs}}}{N_{\text{stars}}} = \frac{\text{SFOM3}}{\alpha} \right) \quad (43) \]

If we search for \( \alpha/\text{DPY} \) years, the search fraction will be 100% with confidence \( 1 - e^{-\alpha} \). The search fraction is equivalent to SFOM3 defined in Equation (26) with \( \alpha = 1 \). Instead of increasing the number of observations \( N_{\text{obs}} \) over all RX sites by many orders of magnitude, a better tactic should be to elevate \( N_{\text{STAR}} \).

Consider 2 years of observation with the previous parameters. The search fraction will be

\[ \Phi_{\text{Det}} = \frac{2}{1(41100)} N_{\text{STAR}} = 4.9 \times 10^{-5} N_{\text{STAR}}, \]

or \( 4.9 \times 10^{-5} \) for \( N_{\text{STAR}} = 1 \) and 0.49 for \( N_{\text{STAR}} = 10,000 \), a huge difference.

### 10. Expected Time to First Detection of an Existing ET Source for a Fast Wide-field Search

Consider next a case where a source is actively transmitting within our maximum detection range \( d_{\text{MAX}} \) with a scan period of \( T_{\text{TXscan}} \). We would like assurances that it can be detected in a reasonable period of time in a Fast-Scan WFS. Let us define and evaluate the metric \( T_{\text{Det1}} \):

\[ T_{\text{Det1}}(d) = \text{the expected time to a first ET detection given a transmitter at range } d \]

\[ = \sum_{j=1}^{\infty} E(T_{\text{Det1}}) \text{ first detection in TX cycle } j \text{ with TX at range } d \]

\[ = \sum_{j=1}^{\infty} \left( 1 - \frac{1}{2} \right) T_{\text{TXscan}} p(\text{ detection in TX cycle } j) (1 - p_{\text{DTX}}(d))(d) \]

where

\[ p_{\text{DTX}}(d) = \text{p(Detected in TX cycle } j \mid \text{TX at range } d) \]

\[ = p_{\text{p}}(d) N_{\text{pdp}}/N_{\text{RXscan}} \]

Noting that \( \sum_{j=1}^{\infty} p(1-p)^{j-1} = 1/p \) and \( \sum_{j=1}^{\infty} (1-p)^{j-1} = 1 \), we get for \( d < d_{\text{MAX}} \):

\[ T_{\text{Det1}} = T_{\text{TXscan}} \left( \frac{1}{p_{\text{DTX}}} - \frac{1}{2} \right) \]

\[ \approx T_{\text{TXscan}} \left( \frac{N_{\text{RXscan}}}{T_{\text{TX}}/\tau - 1} - \frac{1}{2} \right) \]

\[ \approx \tau T_{\text{TXscan}} N_{\text{RXscan}} \]

or

\[ T_{\text{Det1}} \approx \frac{T_{\text{TXscan}} T_{\text{RXscan}}}{T_{\text{TX}} - \tau} \approx \frac{\tau}{T_{\text{TX}} - \tau} \frac{4\pi T_{\text{TXscan}}}{\Omega_{\text{FOV}} N_{\text{RXsite}}} \quad (45) \]

\( T_{\text{Det1}} \) is therefore proportional to TX scan time and inversely proportional to \( \Omega_{\text{FOV}} \). The time to a first detection of an existing source will be increased as scan times increase in both transmit and receive. Large antenna gains result in small values of \( \Omega_{\text{TX}} \) and \( \Omega_{\text{FOV}} \), which can cause \( T_{\text{Det1}} \) to grow very large. It is a multiplicative, rather than additive, effect. Given that a small \( \Omega_{\text{TX}} \) is needed to raise \( \text{EIRP} \) to cover interstellar distances, a wide FOV in the receiver is critical to reducing the time to a first detection.

Figure 13 depicts Figure 10 with lines of constant \( T_{\text{Det1}} \) added. We see that \( T_{\text{Det1}} \) times will be impractically long for many systems. The systems identified in Tables 1 and 2 would require from 1.9 yr (LASA) to 590,000 yr (Arecibo) to a first detection at 1.4 GHz. The FOV required to bring the first detection time to within 10 yr or less may be surprisingly large. For \( T_{\text{Det1}} = 10 \) yr, a 170 deg\(^2\) FOV is needed, or more than four times the FOV of ASKAP. For \( T_{\text{Det1}} = 2 \) yr, 848 deg\(^2\) is needed. Assuming \( T_{\text{TXscan}} = 30 \) days, \( T_{\text{TX}} = 10 \) minutes, and \( \tau = 5 \) minutes, we need RX scan times over a hemisphere on the order of 10 hr to keep \( T_{\text{Det1}} < 10 \) yr. Clearly, an ultrawide FOV is critical for timely results, and most candidate systems are inadequate.

The “lone wolf” search time \( T_{\text{Det1}} \) above only applies to fast WFS systems that scan the celestial sphere rapidly and systematically. A slow WFS system, or SETI system based on commensal observations, will in general not be able to detect specific transmitters at arbitrary directions. However, we still should be able to achieve detections based on statistical arguments if \( N_{\text{STAR}} \) is large.

### 11. System Requirements

The above analysis provides insight into the requirements for a practical SETI system. First, we need to understand \( \text{EIRP} \) values in common Earth-bound practice. Table 3 gives representative values for several types of RF transmitters. It can be seen that \( \text{EIRP} \) values for common continuous transmitters (100% duty cycle) range from around 30 dBW for GPS up to 62 dBW for UHF digital TV. Radars have much larger EIRPs (e.g., 94 dBW for air traffic control) but these by nature will have a low duty cycle. For long SETI integrations the \( \text{EIRP} \) should be derated by 10 \( \log_{10} \) (duty cycle) to a continuous average power, so the ATC radar with a peak \( \text{EIRP} \) of 94 dBW at 0.1% duty cycle has an effective average \( \text{EIRP} \) of 94 + 10 \( \log_{10} \) (0.001) = 64 dBW, which is consistent with a UHF DTV station. The former Arecibo planetary radar is a notable exception, which achieved 133 dBW \( \text{EIRP} \) at approximately 50% duty cycle from \( P_{\text{TX}} = 1 \) MW. Note also that the Arecibo radar covered an extremely small solid angle \( \Omega_{\text{TX}} \).
Table 4 shows the EIRP values resulting from continuous transmission at different input power levels and antenna gains. Note that values in decibels are

\[ P_{\text{dBW}} = 10 \log_{10}(P_{\text{W}}). \]

We assume \( T_{\text{TXdwell}} \) is set to 12 minutes and beam widths are adjusted to cover a full sphere in 1 day, 1 week, 1 month, and 1 yr. At 1 MW power levels, similar to Arecibo, we get EIRPs of 84, 92, 99, and 109 dBW, respectively. In reference to current technology, generating a 1 MW average RF power requires a single 2 MW diesel power module in a standard 40 ft shipping container. Large power plants have capacities on the order of 1–10 GW, while the Three Gorges Dam (the world’s largest) averaged 11.6 GW in 2018.\(^{12}\) The EIRPs rise proportionally as average power rises to 10, 100, and 1000 MW. One can see that, based on our technology levels and desire for reasonable detection time scales, it would be very challenging to achieve even 120 dBW EIRP, requiring approximately 125 MW RF power to achieve a hemisphere transmit cycle time of 1 month at two sites.

![Figure 13. Sensitivity and FOV with search time \( T_{\text{Det1}} \), full coherent BF, 130 dBW EIRP, and \( P_{\text{civTX}} = 10^{-6} \).](image)

Table 3

| Representative EIRP Values from Terrestrial/Satellite Sources |
|---------------------------------------------------------------|
| **EIRP dBW** | **Duty Cycle** | **Typical Antenna Gain dB** | **Nominal Frequency** | **Notes** |
|----------------|----------------|-----------------------------|----------------------|----------|
| GPS            | 26–34          | 100%                        | 13–15                | 1575 MHz | Actual EIRP up to 8 dB above spec |
| FM Radio       | 52             | 100%                        | 7–10                 | 100 MHz  | Dipole, toroidal pattern toward the horizon |
| DTV Ch 2-6     | 44             | 100%                        | 7–10                 | 54–88 MHz| Arcseconds, VHF Low Band |
| DTV Ch 7-13    | 47             | 100%                        | 7–10                 | 174–216 MHz| Arcseconds, VHF High Band |
| DTV Ch 14-51   | 59–62          | 100%                        | 7–10                 | 470–698 MHz| Arcseconds, UHF |
| ASR-9 ATC Radar| 94             | 0.1%                        | 34                   | 2.7–2.9 GHz| Air Traffic Control, Ref US FAA |
| Intelsat Uplink| 58–87          | High                        | 48–58                | 6 GHz    | Earth Station, C band |
| Intelsat Downlink| 36–46       | High                        |                      | 4 GHz    | Satellite, C band |
| Intelsat Downlink| 50–56         | High                        |                      | 11 GHz   | Satellite, Ku band |
| Arecibo Radar   | 125            | 6%                          | 62                   | 430 MHz  | 305 m spherical dish |
| Arecibo Radar   | 133            | ~50%                        | 73                   | 2380 MHz | 305 m spherical dish |

Table 4 shows the EIRP values resulting from continuous transmission at different input power levels and antenna gains. Note that values in decibels are \( P_{\text{dBW}} = 10 \log_{10}(P_{\text{W}}). \) We assume \( T_{\text{TXdwell}} \) is set to 12 minutes and beam widths are adjusted to cover a full sphere in 1 day, 1 week, 1 month, and 1 yr. At 1 MW power levels, similar to Arecibo, we get EIRPs of 84, 92, 99, and 109 dBW, respectively. In reference to current technology, generating a 1 MW average RF power requires a single 2 MW diesel power module in a standard 40 ft shipping container. Large power plants have capacities on the order of 1–10 GW, while the Three Gorges Dam (the world’s largest) averaged 11.6 GW in 2018.\(^{12}\) The EIRPs rise proportionally as average power rises to 10, 100, and 1000 MW. One can see that, based on our technology levels and desire for reasonable detection time scales, it would be very challenging to achieve even 120 dBW EIRP, requiring approximately 125 MW RF power to achieve a hemisphere transmit cycle time of 1 month at two sites.

\(^{12}\) For example, see https://en.wikipedia.org/wiki/List_of_largest_power_stations.
Clearly, this discussion relates to our perceptions of what is easy and hard according to current technology, and may not apply to more advanced ET societies. However, a conservative design approach will not demand EIRPs that are many orders of magnitude higher than what we may consider feasible or reasonable. This leads to a potential list of requirements for a SETI system in Table 5. These requirements are hypothetical and presented for discussion and further refinement. Any SETI program should have a list of objectives like those in Table 5 to focus resources, achieve goals and understand limitations.

The requirements in Table 5 are given as primary requirements, derived or implied secondary requirements, and assumed parameters. A conceptual flow-down of primary to secondary requirements is illustrated in Figure 14. Based on a desired DPY and detection time for a given SETI transmitter, we end up with the required sensitivities and then total effective area. It is interesting to note that $T_{\text{Det1}}$ drives the FOV, but more FOV can drive down the required effective area.

Examining the requirements table, an MFAA-like system with a larger FOV but relatively modest area (equivalent to a 140-station MFAA with $D_{\text{AP}} = 32$ m) should be able to meet most of the nominal requirements. Perhaps most surprising is the difficulty in meeting $T_{\text{Det1}}$ and FOV (items 2 and 7), where all systems beside MFAA are orders of magnitude short. In fact, it is doubtful that any dish system could meet the FOV requirement without greatly scaled-up PAF technology. Aperture arrays as currently envisioned become impractical above the $L$ band, so dishes may be the only option for higher frequencies. SETI above the $L$ band would need to relax the FOV and depend on a large sensitivity $A_{e}/T_{\text{sys}}$ to achieve desired DPY values.

12. Conclusions

A SETI system design methodology that optimizes the expected number of ET detections per year was described. To summarize:

1. Expressions were derived for the detection rate, expressed as the expected number of DPY. The detection rate depends critically on the number of observable stars $N_{\text{STAR}}$ and requires receivers to have both high sensitivity and FOV. Targeted searches do not need to be treated separately, as they are a special case of slow-scan wide-field searches. The expected number of detections in an observation period $N_{\text{Det}}$ was similarly determined and found to be proportional to star observations.

2. DPY performance was examined in terms of frequency, array, and averaging metrics.

1. It was found that DPY improves with lower frequencies due to the effect of wider FOV, so that UHF frequencies (300–1000 MHz) below the 1–10 GHz terrestrial microwave window may be more attractive for ET detections per unit observation time. This result is opposite to the usual desire to simply maximize $S/N$ and detection range, which favors large apertures and higher frequencies.

2. It was shown that (for coherent BF) many small dishes are much more favorable than a single large dish with the same total area, and a single cluster is favored over fly’s-eye configurations.

3. A large number of radio telescope platforms that might potentially be used for SETI were compared for anticipated $N_{\text{STAR}}$ and DPY performance. In general, interferometric receive arrays greatly outperform large single dishes due to their large FOV.

4. The DPY will be a function of both sensitivity and FOV. To increase DPY it is possible to increase sensitivity, FOV, or both. With appropriate cost functions, DPY can be optimized.

Table 4. Possible requirements flow-down for a SETI receiving system.

| Hemisphere | $T_{\text{TX,scan}}$ | 1 Day | 1 Week | 1 Month | 1 Year |
|------------|----------------------|-------|--------|---------|-------|
| Required Dwell Cycles $N_{\text{TX,scan}}$ | 120 | 840 | 3600 | 43800 |
| Antenna Gain dB $G_{\text{TX}}$ | 24 | 32 | 39 | 49 |
| Average RF Power dBW $E_{\text{IRP}}$ dBW | 60 | 84 | 92 | 99 | 109 |
| 1 MW | 70 | 94 | 102 | 109 | 119 |
| 100 MW | 80 | 104 | 112 | 119 | 129 |
| 1 GW | 90 | 114 | 122 | 129 | 139 |

Note. Assumes TX dwell time = 12 minutes and 2 TX sites.

13 Per the discussion of haystacks in Appendix A: To fully adopt the haystack concept, many of the assumed TX parameters will have ranges rather than point values. A multidimensional prior PDF of these parameters will need to be specified, and the DPY requirement will be an expected value of DPY over all transmit parameters.
5. Several search FOMs were defined based on the number of star observations, $N_{\text{obs}}, N_{\text{STAR}}$. These are consistent with Drake’s FOM and others, and can accommodate both wide-field and targeted searches. Search speed FOMs were also discussed and found to be equivalent to DPY.

6. The most comprehensive search FOM, Wright’s haystack fraction, was examined in depth in Appendix A and found to have shortcomings. A revised haystack fraction was proposed, which measures the expected number of detections averaged over the ensemble of possible TX parameters.

7. Expressions were derived for the time to detect a specific “lone wolf” SETI transmitter and the expected time to a first detection based on a probabilistic model. The required observation times may be surprisingly long without large FOVs.

8. When EIRP levels needed for detection at interstellar distances and realistic average power levels based on our technology are compared, we conclude that significant transmit antenna gain is required. This in turn means that many transmissions and significant scan cycle time are needed to completely scan the sky. SETI strategies assuming near-omnidirectional transmissions are not realistic. To achieve detections in a reasonable time frame, receiver FOV must be a significant fraction of the sky.

9. A hypothetical set of SETI system requirements was derived based on DPY and detection time requirements. The required total effective area (nominally 96,000 m$^2$) is within the realm of existing or planned systems, but the required FOV (nominally 170 deg$^2$) is quite high by current standards, except at low frequencies.

10. Strategies for maximizing detection rate with limited computation were discussed in Appendix B. Each frequency/drift rate bin contributes to $N_{\text{Det}}$ in a predictable way for a given FFOM and a priori frequency/drift rate distributions. We can optimize the set of bins to be evaluated within a computational budget.

Approaches to improve DPY are consistent with radio astronomy trends toward ever-increasing sensitivity, ultrawide bandwidth, and all-sky reception. The trend toward aperture arrays at both low and mid-frequencies is notable (Garrett et al. 2017) and desirable because of the very large FOV of the individual array elements. If we assume for discussion that AA antennas can be designed to cover scan angles of 45° or more from zenith (Torchinsky et al. 2017), this implies element coverage of at least 6000 deg$^2$ FOV. With greater BF resources, a nominal 100 deg$^2$ FOV could be expanded to thousands of square degrees. This would greatly increase star counts and DPY, greatly reduce the detection times to practical values, and potentially allow full-time observation of certain patches of sky. Scaling up FOV with dishes is much more difficult.

Challenges for future RF SETI systems include the following:

Table 5
Hypothetical SETI System Requirements

| Name          | Description                                      | Nominal | Goal | Units      | Comments                                      |
|---------------|--------------------------------------------------|---------|------|------------|-----------------------------------------------|
| Primary Requirements | Expected detections per year of observation | 1       | 10   | yr         | For all frequencies and freq. rates within ranges |
| $T_{\text{Det1}}$ | Expected time to detection given one TX present | 10      | 2    | yr         | SETI TX within the detection range            |
| $\nu_{\text{max}}$ | Frequency range | 0.3–1.7 | 0.1–2 | GHz        | Low UHF to water hole                         |
| $\nu_{\text{form}}$ | Frequency-rate range | ±10     | ±200  | nHz        | Fraction of bin frequency                     |
| $\sigma_{\text{LOC}}$ | Localization accuracy | TBD     | arcsec |           | Assuming $S/N = DT + 3$ dB                     |
| Derived Requirements | Number of observable stars within detection cone | 41100   | 411000 |           |                                               |
| $\Omega_{\text{FOV}}$ | RX search field of view | 170     | 848  | deg$^2$   | Instantaneous FOV, hemispherical reach         |
| $a_{\text{MAX}}$ | Maximum detection range | 288     | 363  | parsec     |                                               |
| $A_{\text{sys}}/T_{\text{sys}}$ | Sensitivity | 2740    | 4349  | m$^2$/K     |                                               |
| $\sigma_{\text{sys}}$ | System equivalent flux density | 1.0     | 0.63 | Jy         |                                               |
| $A_{\text{e}}$ | Effective total area | 95900   | 152000 | m$^2$      |                                               |
| Assumed Parameters | Nominal frequency | 1.4     | GHz      |            |                                               |
| $T_{\text{sys}}$ | System temperature | 35      | K     |            | At 1.4 GHz                                    |
| $F_{\text{prob}}$ | Probability of active TX within a star system | $10^{-6}$ |       |           | Reference value                               |
| $\rho_{\text{STAR}}$ | Average star density | 0.1     | star/pc$^3$ |            |                                               |
| $EIRP_{\text{min}}$ | Minimum detectable EIRP | 130     | dBW   | 120 dBW desirable |                                               |
| $N_{\text{RXsite}}$ | Number of receiver sites | 2       |       |            | Sites providing 4π overall coverage           |
| $T_{\text{TXscan}}$ | TX Hemisphere Scan Time | 30      | Days |            | Time for TX to cover full sphere assuming two transmitters |
| $T_{\text{TXdwell}}$ | TX dwell time | 12      | min |            | Time at a given TX pointing direction         |
| $T_{\text{TX}}$ | TX transmit time | 10      | min |            | Transmit time within TX dwell period          |
| $\tau$ | RX total integration time | 5       | min |            |                                               |
| $\Delta\nu$ | RX coherent bandwidth | 3.0     | Hz   |            | $= 1/T_{\text{FFT}}, T_{\text{FFT}} = 0.33$ s |
| $\Delta T$ | Detection threshold | 10      |       | S/N after noncoherent integration             |
1. The signal processing requirements for both BF and spectral analysis have not been considered and are probably the limiting factor with current technology. Coherent BF over the primary FOV is needed to achieve DPY performance, but BF processing is extremely compute-intensive, particularly for interferometric arrays. Compromises in computation and array gain are required and need to be investigated further. Dense arrays (e.g., CHIME, CHORD, HIRAX, or NGAT) will reduce $D_{\text{array}}$ greatly and potentially allow FFT BF (e.g., Ng et al. 2017; Amiri et al. 2018, and also van Ardenne et al. 2009; Bij de Vaate et al. 2021 for AA station BF), which will decrease computation dramatically. It may be more fruitful to perform commensal observations on dense arrays if they can be scaled to higher sensitivity levels. Dense arrays are a natural fit for pulsar and FRB explorations, suggesting that transient search and SETI may be a good commensal pairing.

2. We did not consider the effect of radio-frequency interference (RFI). A large FOV will let in more RFI, so dynamic range is critical and RFI must be dealt with. One positive: with large interferometric arrays that provide high sensitivity and FOV, it should be possible to monitor the direction of arrival of the RFI. It may be possible to reject bad arrival directions or to distinguish point-source ET signals from Earth-bound signals, which will probably have different characteristics (more diffuse, exhibit multipath, variable correlation between dishes, low elevation angles, etc.). One can also reject interference from satellites by tracking them across the sky.

3. As a minor item, star densities $n_{\text{STAR}}$ as a function of spatial direction need to be updated based on recent GAIA surveys.

The DPY analysis predicts less-than-ideal detection rates for current SETI efforts on existing systems. However, these efforts are still valuable as trailblazers and should continue, because:

1. The parameters we have assumed may be too conservative (e.g., $P_{\text{cvTX}}$), so true DPY levels may be higher, and we just need to search more with available systems.

2. Nearby stars could have low-power transmitters operating at low duty cycles. Long observation times are needed to assess the presence or absence of transmitters beyond what has typically been done. This may require weeks or months per targeted star. We need to listen longer and more systematically.

3. We need to apply and perfect algorithms that will combine high DPY and computational efficiency for array systems. Most SETI has been done on single-pixel dishes, which is difficult enough over a wide bandwidth. There are many challenges to achieving large array gains on interferometric arrays at feasible levels of computation, but the DPY payoff will be large.

4. As indicated above, we need to improve screening against RFI through spatial approaches based on array processing, as well as single-channel methods involving machine learning and identification of signal modulations based on cyclostationarity (Hellbourg & Morrison 2019; Morrison 2018).

5. Most importantly, it is unclear whether many of the proposed high-sensitivity/high-FOV systems like SKA2 or MFAAA will be built any time soon. We need to continue using the tools that are available today.

A special callout should be given to two existing systems with potentially high DPY values: MWA and CHIME. Both have large intrinsic primary FOVs and compute coherent beams over a large fraction of the FOV. They cover low frequencies (70–300 MHz for MWA and 400–800 MHz for CHIME) that have favorable FFOM values. To realize their full potential for SETI, algorithms with Hertz-level resolution bandwidths would need to be applied.

Clearly it will take time for more ultrawide FOV systems to come online. In the near term with existing radio telescopes, one can enhance DPY by using systems with higher star counts, and observing at UHF and L-band frequencies at a higher priority than the S band and above. Targeted searches should aim for $n_{\text{STAR}}$ values that are much greater than unity. One may be able to “cherry pick” and observe patches of sky with high star concentrations (e.g., Gajjar 2021). Computational upgrades to current or near-future systems that provide much larger FOV (e.g., SKA1-Low and possibly MWA) should be encouraged. Frequency range, resolution bandwidth, and BF upgrades should also be implemented where possible on all systems.

Commensal observations on top of sky surveys should also be a reasonable strategy, as a wide-field survey program can be doubly productive. Ethernet interconnects can allow multiple subscribers to a telescope’s raw data stream with little impact on the primary user (Hickish et al. 2019). The survey will create images or detect transient events regularly, and produce SETI detections occasionally. Of course, most SETI detections will be RFI and true ET candidate detections will be rare. Still, if true ET detections were to occur, it would be a significant milestone for humankind, and the effort to achieve them would be relatively modest compared to space programs or other large-scale science or engineering efforts.

Breakthrough Listen is managed by the Breakthrough Initiatives, sponsored by the Breakthrough Prize Foundation.

Appendix A

The SETI Haystack Fraction as a Search Metric

Wright et al. (2018b) developed an ET search metric that is a function of nine search dimensions: sensitivity, central frequency, distance and angular position (three spatial dimensions), TX bandwidth, repetition rate, polarization, and modulation. By analogy to searching for a “needle” in the “cosmic haystack,” the “haystack fraction” as defined below was evaluated for various past SETI efforts. The survey and total haystack volumes are integrations of sensitivity over all search dimensions, and the haystack fraction $\Phi_{\text{HI}}$ is their ratio, as follows:

\[ V_{\text{HI-survey}}(\text{EIRP}_{\text{MIN}}) = \int_{\Omega_{\text{HV}}} S(d; \text{EIRP}_{\text{MIN}}, \phi_{\text{MIN}}) d\Omega_{\text{HV}}, \tag{A1} \]

\[ V_{\text{HI-total}}(\text{EIRP}_{\text{MIN}}) = \int_{\Omega_{\text{HV}}} S_{\text{MAX}}(\text{EIRP}_{\text{MIN}}) d\Omega_{\text{HV}}, \tag{A2} \]

---

14 The term “scan” is used in the paper, but we use “survey” here to avoid confusion with raster scans over a set of pointing directions for TX or RX. A survey may have many scans. Wright’s repetition time $T_{\text{rep}}$ will generally correspond to $T_{\text{Xscan}}$ in our model.
\[ \Phi_{HI} = V_{HI-survey} / V_{HI-total}, \]  
(A3)

where \( \Gamma_{HV} \) is the full haystack integration volume over all search dimensions. The sensitivity functions over range \( d \) (0 < \( d < d_{HI-MAX} \)) are defined as

\[ S(d; EIRP_{MIN}) = \min\{4\pi d^2/EIRP_{MIN}, 1/\phi_{MIN}\} \]  
(A4)

\[ S_{MAX}(d; EIRP_{MIN}) = 4\pi d^2/EIRP_{MIN}. \]  
(A5)

The maximum range of interest is \( d_{HI-MAX} \) (e.g., 10 kpc), \( EIRP_{MIN} \) is a reference EIRP (e.g., 10^{13} W; the range of EIRPs included is \( EIRP_{MIN} \rightarrow \infty \), and \( \phi_{MIN} \) is the minimum detectable flux level (assumed constant but could be a function of frequency and TX waveform parameters). \( S(d; EIRP_{MIN}) \) starts at 0 and follows a parabola to a detection range \( d_{crit} \) and then is constant at a value of \( 1/\phi_{MIN} \) out to \( d_{HI-MAX} \). \( S_{MAX}(d; EIRP_{MIN}) \) follows the same parabola all the way to \( d_{HI-MAX} \). If a survey (search effort) covers the full range of all search dimensions, the haystack fraction number will go to 1 as \( \phi_{MIN} \rightarrow 0 \).

The reader is referred to the paper for more details.

On the plus side, Wright's haystack volume provides a unified, quantitative means of comparing searches with widely differing characteristics. It demonstrates that receivers need to offer high sensitivity and wide FOV, and detection algorithms must accommodate a wide range of TX characteristics (and not just offer point solutions). The haystack fraction numbers suggest that we have only just begun to cover the search space.

On the minus side, the haystack volumes as defined may be hard to interpret or assess as a search metric. Some issues:

1. Bin values\(^{15}\) in the integration have no indication of relative likelihood, so much of the volume contributing to the sum could have zero or very low probability. Consider:

   - The survey and total haystack volumes as defined are heavily weighted toward high frequencies. A key question: would the likelihood of an ET transmission between 0 and 1 GHz be the same as over 101–102 GHz, or should these bands be weighted differently?\(^{9}\)
   - The volumes are heavily weighted toward wide TX bandwidths. Would ET's choice of a transmission bandwidth between 10 and 20 MHz be 10 million times more likely than of a bandwidth of 1 Hz?\(^{2}\)
   - Regarding the repetition rate, based on energy arguments, continuous reception at a given EIRP level over long periods should be much less likely than intermittent reception.\(^{17}\)

To balance contributions over the various haystack variable ranges, we need to appropriately weight the integrand, most appropriately with an assumed a priori multidimensional joint probability distribution. If variables are correlated, this can be appropriately modeled. Clearly, a priori distributions are unknown and must be hypothesized. We may introduce biases with our assumptions, but the current haystack functions make the implicit assumption that all bins are equally likely.

2. The choice of \( d_{HI-MAX} \) has a dramatic effect on the haystack volumes: do we want ranges well beyond those we expect to detect to dominate our metric?

3. While the integrand \( S(d; EIRP_{MIN}, \phi_{MIN}) \) elegantly combines detections over a continuum of EIRP and \( d \) combinations, and defines an ideal haystack corresponding to \( \phi_{MIN} \rightarrow 0 \), it is unclear whether the volume integral has the right characteristics. For example, we might expect \( V_{HI-survey} (EIRP_{MIN}, \phi_{MIN}) \) to reduce to a variation of the Drake FOM for some conditions.\(^{18}\)

4. There is a subtle issue, possibly just of interpretation, regarding the number of observations and solid angle. For \( V_{HI-survey} \), integration is over the total solid angle surveyed \( \Omega_{total} = N_{obs} \Omega_{FOV} \), while for \( V_{HI-total} \) integration is over 4\( \pi \). Generally, past SETI efforts have had \( \Omega_{total} < 4\pi \), but has \( \Omega_{total} > 4\pi \) been considered? To avoid confusion, we should keep \( N_{obs} \) and \( \Omega_{FOV} \) separate, with \( \Omega_{FOV} \leq 4\pi \).

### A.1. Haystack Function Example

As an example, consider the haystack functions for an unresolved narrowband case where we assume the only unknown TX parameter is TX center frequency \( \nu \), and \( BW_{TX} < \Delta \nu < BW_{total} < BW_{HI-MAX} \), where \( BW_{TX} = \Delta \nu \), \( BW_{total} = \Delta \nu \), and \( BW_{HI-MAX} = \nu_{HI-MAX} - \nu_{HI-MAX} \) are the transmit bandwidth, resolution bandwidth, instrument bandwidth, and haystack bandwidth, respectively. Let \( \Omega = N_{obs} \Omega_{FOV} \) and \( d_{crit} = EIRP_{MIN} / (4\pi \phi_{MIN}) \). Again \( d_{crit} \) is the detection range corresponding to \( EIRP_{MIN} \). After integrating \( \Omega \) and the instrument bandwidth, and ignoring edge effects, the survey haystack becomes

\[ V_{HI-survey} = N_{obs} \Omega_{FOV} BW_{total} \times \int_{0}^{d_{HI-MAX}} S(d; EIRP_{MIN}, \phi_{MIN}) d^2dd \]  
(A6)

\[ = N_{obs} \Omega_{FOV} BW_{total} \left[ \int_{0}^{d_{crit}} 4\pi d^2 dd/EIRP_{MIN} + \int_{d_{crit}}^{d_{HI-MAX}} d^2 dd/\phi_{MIN} \right] \]

\[ = N_{obs} \Omega_{FOV} BW_{total} \left[ 4\pi d_{crit}^5/5 EIRP_{MIN} + \frac{d_{HI-MAX}^3 - d_{crit}^3}{3\phi_{MIN}} \right] \]

\[ = N_{obs} \Omega_{FOV} BW_{total} \left[ \frac{d_{HI-MAX}^3 - \frac{2}{5} d_{crit}^3}{3\phi_{MIN}} \right]. \]

We note that if \( d_{crit} \approx 100 \) pc and \( d_{HI-MAX} = 10 \) kpc as suggested, then \( d_{crit} \ll d_{HI-MAX} \) and \( V_{HI-survey} \) is barely a function of \( EIRP_{MIN} \). Unless \( d_{HI-MAX} \) is very close to \( d_{crit} \), we get:

\[ V_{HI-survey} \approx N_{obs} \Omega_{FOV} BW_{total} \left[ \frac{d_{HI-MAX}^3}{3\phi_{MIN}} \right]. \]  
(A7)

\(^{15}\) Note this is different from search range \( d_{MAX} \) described earlier in Equation (13), which is designated as the critical range \( d_{crit} \) by Wright.

\(^{16}\) Let us call an “integration bin” an N-D voxel of sufficiently small dimensions. The “bin value” equals the integrand at the voxel center. The bin values are summed in N dimensions to obtain the integral.

\(^{17}\) If we assume ET is scanning over a large solid angle, continuous receptions would imply low gain \( G_{TX} \) so that \( P_{TX} = EIRP / G_{TX} \geq EIRP_{MIN} / G_{TX} \) could be extraordinarily large.

\(^{18}\) For total TX bandwidth less than the instrument bandwidth and the special case \( d_{HI-MAX} \), the dominant 6d haystack term (\( V_{12\Omega} \) or \( V_{22\Omega} \) in the paper) is proportional to \( EIRP_{MIN}^{3/2} \Omega_{total}^{1/2} \phi_{MIN}^{1/2} \cdot BW_{total} \Delta \nu = \frac{BW_{total} \Delta \nu}{BW_{HI-MAX}^2} \phi_{MIN} \). The extra \( EIRP_{MIN}^{3/2} \) and \( \Delta \nu \) factors are reasonable. The additional \( 1/\phi_{MIN} \) factor makes the units work out but the justification is not obvious.
Meanwhile, the total haystack volume with $\Omega = 4\pi$ is

$$V_{H1-\text{total}} = 4\pi BW_{H-MAX} \int_0^{d_{H-MAX}} \frac{4\pi \varepsilon_{MN} d_{H-MAX}^3}{EIRP_{MIN}} d\varepsilon_{MN} = 4\pi BW_{H-MAX} \frac{d_{H-MAX}^4}{5} = 4\pi BW_{H-MAX} \frac{1}{3} \frac{d_{H-MAX}^3}{5}. \quad (A8)$$

After some arranging, the haystack fraction becomes

$$\Phi_{H1-\text{total}} = \frac{V_{H1-\text{survey}, A}}{V_{H1-\text{total}}} = \frac{N_{obs, A} \phi_{MIN, A}^{-1} \Omega_{FOV, A} BW_{total, A}}{N_{obs, b} \phi_{MIN, B}^{-1} \Omega_{FOV, B} BW_{total, b}}. \quad (A9)$$

We note that an arbitrary selection of $d_{H-MAX}$ will produce a rather arbitrary haystack fraction! This is troubling: we would hope that there would be little sensitivity to $d_{H-MAX}$ provided it is large enough to cover potential detection ranges. No matter how perfect a receiver is with realistic lower bounds of $\phi_{MIN}$, the haystack fraction will never be close to unity for arbitrary $d_{H-MAX}$.

The haystack fraction defined here will be close to zero if the a priori distribution of TX parameters, and sums all observations together, as follows:

$$V_{H2-\text{obs}}(i; \text{EIRP}_{MIN}, \gamma_{TX}) = \int_V S_d(d; \text{EIRP}_{MIN}, \phi_{MIN}, \gamma_{TX})dV. \quad (A10)$$

Integration over a full sphere of radius $d_{H-MAX}$ but we assume $S_d$ has support only over a solid angle $\Omega_{FOV}$.

$$V_{H2-\text{survey}, \text{EIRP}_{MIN}} = \sum_{i=1}^{N_{obs}} \int_{\Gamma_{TX}} V_{H2-\text{obs}}(i; \text{EIRP}_{MIN}, \gamma_{TX}) \Gamma_{TX} \quad (A11)$$

Integration over a full sphere of radius $d_{H-MAX}$ but we assume $S_d$ has support only over a solid angle $\Omega_{FOV}$.

$$N_{\text{obs}} = \sum_{i=1}^{N_{obs}} E_{\Gamma_{TX}}[V_{H2-\text{obs}}(i; \text{EIRP}_{MIN}, \gamma_{TX})]. \quad (A12)$$

We note that such a weighting produces the expected value of $V_{H2-\text{obs}}$ over all possible combinations of TX parameters.

$$V_{H2-\text{total}}(\text{EIRP}_{MIN}) = \int_V S_{MAX}(d; \text{EIRP}_{MIN})dV \quad (A13)$$

$$\Phi_{H2} = V_{H2-\text{survey}} / V_{H2-\text{total}}. \quad (A14)$$

The integration for $V_{H2-\text{total}}$ is again over a sphere of radius $d_{H-MAX}$.

This formulation is easier to interpret: the haystack is an average volume integral of the sensitivity, with units of $(W/m^2)m^3 = W - m$. The probability distribution weighting makes us less sensitive to how the haystack dimensions or limits are defined and removes the units associated with TX parameters.

For example, if we limit $\Gamma_{TX}$ to be a subset of the total (e.g., narrowband signals of less than 10 Hz bandwidth over the instrument bandwidth), we can evaluate how well we are doing for a certain more limited class of signals.

One observation: if the $\phi_{MIN}$ values above had a $\frac{3}{2}$ exponent, both numerator and denominator would be the respective Drake FOMs.

A similar analysis can be done for fully resolved signals. Given the issues identified above, we propose alternative haystack formulations below:

### A.2. Modified Sensitivity Haystack Function

First, in spite of reservations due to the issues just identified, we can suggest modifications to the original haystack functions in Equations (A1) to (A5).

$$V_{H2-\text{obs}}(i; \text{EIRP}_{MIN}, \phi_{MIN}, \gamma_{TX}) = \int_V S_d(d; \text{EIRP}_{MIN}, \phi_{MIN}, \gamma_{TX})dV. \quad (A11)$$

Integration over a full sphere of radius $d_{H-MAX}$ but we assume $S_d$ has support only over a solid angle $\Omega_{FOV}$. Define a combined survey volume, which applies a weighting of the a priori distribution $f_{TX}(\gamma_{TX})$, integrates over all combinations of TX parameters, and sums all observations together, as follows:

$$N_{\text{STAR-obs}}(i; \text{EIRP}_{MIN}, \gamma_{RX}, \gamma_{TX}) = \int_V \rho_{\text{STAR}} P_D(d; \text{EIRP}_{MIN}, \gamma_{RX}, \gamma_{TX})dV \approx \frac{1}{2} \rho_{\text{STAR}} \Omega_{FOV} d_{MAX}^3. \quad (A16)$$

$\rho_{\text{STAR}}$ is the expected number of stars within the detection range. The haystack volume associated with a single observation is

We denote by $E_{\Gamma_{TX}}$ the expected value over all TX parameters $\Gamma_{TX}$.

If two algorithms produce results that are independent (no overlap), they can be simply summed. Otherwise, correlations in performance need to be taken into account.
We can compute expected values over $\Gamma_{\text{TX}}$ and sum all observations as before:

$$N_{\text{STAR-survey}}(\text{EIRP}_0) = \sum_{i=1}^{N_{\text{obs}}} \int_{\Gamma_{\text{TX}}} N_{\text{STAR-obs}}(i; \text{EIRP}_0, \gamma_{\text{RX}_i}, \gamma_{\text{TX}}) f_{\Gamma_{\text{TX}}} (\gamma_{\text{TX}}) d\gamma_{\text{TX}}$$

$$= \sum_{i=1}^{N_{\text{obs}}} E_{[\Gamma_{\text{TX}}]} [N_{\text{STAR-obs}}(i; \text{EIRP}_0, \gamma_{\text{RX}_i}, \gamma_{\text{TX}})]$$

(A17)

$$= \sum_{i=1}^{N_{\text{obs}}} E_{[\Gamma_{\text{TX}}]} [\text{SFOM1}(\gamma_{\text{TX}})].$$

Note that $\rho_{\text{STAR}}$ and $d_{\text{MAX}}$ may be functions of range and steering direction. Per Section 6.4, we use a reference value for EIRP$_0$ (e.g., $10^{13}$ W) to provide a benchmark value of $N_{\text{STAR}}$ and we can scale results by $(\text{EIRP/}\text{EIRP}_0)^{3/2}$. Otherwise, the haystack function $N_{\text{STAR-survey}}$ ends up being equivalent to the TX ensemble average of SFOM1 = $N_{\text{obs}}N_{\text{STAR}}$ from Equation (25).

### A.4. The Detection Count Haystack Function

While the total detection volume or star observations could be useful work-unit measures for an ET search, it is not obvious how to define the ideal total haystack volume metrics for these quantities, which would then determine corresponding haystack fractions. We propose that the best measure of ET search performance is the expected number of detections that would be produced during a survey effort. We can obtain this with proper scaling of star observations, as follows:

$$N_{\text{Det-obs}}(i; \text{EIRP}_0, \text{P}_{\text{obs-TX}}, \gamma_{\text{RX}_i}, \gamma_{\text{TX}}) = \frac{T_{\text{X-dwell}} P_{\text{obs-TX}}}{T_{\text{X-scan}}} \times \int_V \rho_{\text{STAR}} \rho_{\text{D}}(d; \text{EIRP}_0, \gamma_{\text{RX}_i}, \gamma_{\text{TX}}) dV$$

$$= \frac{T_{\text{X-dwell}} P_{\text{obs-TX}}}{T_{\text{X-scan}}} N_{\text{STAR-obs}}(i; \text{EIRP}_0, \gamma_{\text{RX}_i}, \gamma_{\text{TX}})$$

$$\approx \frac{T_{\text{X-dwell}} P_{\text{obs-TX}}}{T_{\text{X-scan}}} \rho_{\text{STAR}} \Omega_{\text{UV}} d_{\text{MAX}}^3.$$  

(A18)

The survey haystack function is

$$N_{\text{Det-survey}}(\text{EIRP}_0, \text{P}_{\text{iv-TX}}) = \sum_{i=1}^{N_{\text{obs}}} \int_{\Gamma_{\text{TX}}} N_{\text{Det-obs}}(i; \text{EIRP}_0, \text{P}_{\text{iv-TX}}, \gamma_{\text{RX}_i}, \gamma_{\text{TX}}) f_{\Gamma_{\text{TX}}} (\gamma_{\text{TX}}) d\gamma_{\text{TX}}$$

$$= \sum_{i=1}^{N_{\text{obs}}} E_{[\Gamma_{\text{TX}}]} [N_{\text{Det-obs}}(i; \text{EIRP}_0, \text{P}_{\text{iv-TX}}, \gamma_{\text{RX}_i}, \gamma_{\text{TX}})]$$

$$= \text{P}_{\text{iv-TX}} \sum_{i=1}^{N_{\text{obs}}} E_{[\Gamma_{\text{TX}}]} \left[ T_{\text{X-dwell}} N_{\text{STAR-obs}}(i; \text{EIRP}_0, \gamma_{\text{RX}_i}, \gamma_{\text{TX}}) \right].$$

(A19)

We also propose that a reasonable haystack fraction for a search effort is the fraction of searching performed compared to that required to achieve a single detection, averaged over the TX ensemble. The $N_{\text{Det-survey}}$ volume is exactly this. Therefore, if we let $N_{\text{Det-total}} = 1$ over all combinations of TX parameters, the haystack fraction will simply be

$$\Phi_{\text{Det}} = N_{\text{Det-survey}}.$$  

(A20)

An update to the haystack boundary table from Wright et al. (2018b) appears in Table 6 and summarizes the necessary search dimensions. The distance parameter $d_{\text{H-MAX}}$ covers all distances from 0 to $\infty$ and no longer needs to be specified, as $P_D(d) \rightarrow 0$ beyond $d_{\text{MAX}}$. Note that frequency drift rate has been added, per Siemion et al. (2013) and Sheikh et al. (2019). The TX dwell time $T_{\text{X-dwell}}$ has also been added. The limits shown are hypothesized and might be narrowed considerably with more analysis of algorithms and link budgets. The fact that variables are intertwined (correlated) makes the haystack model somewhat more complex.

### A.5. Conclusions on Haystack Functions

To sum up:

1. Issues with the Wright haystack functions (A1) to (A5) were identified, suggesting that the haystack fraction is unreliable as currently defined.

2. A new paradigm was proposed, which weights a desired FOM measure according to the a priori joint PDF of the TX parameters. The prior PDFs may be interpreted as an “ET behavior model” and specifies what combinations of TX parameters are likely or unlikely. This reduces much of the haystack integration to an expected value operation over the TX parameters. This approach leads to reasonable scaling and removes TX parameter units from the haystack value. The haystack can be readily interpreted as a volume integral of the FOM measure summed over all observations and averaged over the ensemble of TX parameters.

3. A haystack function $N_{\text{Det-survey}}$ was defined for a SETI effort based on the expected number of ET detections that the survey should generate with certain assumed benchmark parameters like EIRP and $P_{\text{iv-TX}}$. We define the reference ideal detection count to be unity for any set of TX parameters (though of course we would like more), so the search fraction $\Phi_{\text{Det}}$ is simply $N_{\text{Det-survey}}$.

More work is needed to evaluate the revised haystack fraction of past SETI surveys. The hardest part may be establishing reasonable a priori PDFs over the full range of possible TX parameters. There may be many arguments that produce very different but justifiable PDFs. As a first step, it may be useful to evaluate haystacks that apply to a limited range of TX parameters, e.g., narrowband signals with a limited range of TX bandwidths, to gain experience before considering the full TX parameter space.
Table 6
Summary of Revised Haystack Dimensions

| Dimension                  | Symbol | Lower Bound | Upper Bound | Comments |
|----------------------------|--------|-------------|-------------|----------|
| **Volume parameters**      |        |             |             |          |
| Distance                   | $d_{\text{MAX}}$ | 0           | $\infty$    | Detection range $d_{\text{MAX}}$ is determined by RX and TX parameters. Assume uniform a priori distribution over all space, so TX density only depends on $\rho_{\text{STAR}}$. |
| Solid Angle Coverage       | $\Omega$ | 0           | $4\pi$      | RX scan should be over full $4\pi$ in WFS, but limited to $\Omega_{\text{FOV}}$ for any one observation. $\Omega_{\text{FOV}}$ will be a function of frequency. Distinct from $\Omega_{\text{total}} = N_{\text{obs}} \Omega_{\text{FOV}}$ |
| **Transmit Parameters**   |        |             |             |          |
| Effective Isotropic Radiated Power | $\Gamma_{\text{TX}}$ | 10$^{13}$ W |             | Leave as a reference value $\text{EIRP}_0 = 10^{13}$ W, so EIRP is left out of the haystack integration. Could alternatively consider a truncated power-law distribution. |
| TX Center Frequency        | $\nu$ | 10 MHz      | 115 GHz     | FFOM peaks over 300–700 MHz, and declines rapidly above 2 GHz. Assume a priori distribution is strongly frequency dependent, favoring lower frequencies. |
| TX Bandwidth               | $BW_{\text{TX}}$ | 1 Hz       | 20 MHz      | Narrowband (<10 KHz) is the focus of current analysis, but wide-band pulse train waveforms are possible. Form of the a priori distribution is unclear, but certainly is not uniform. |
| TX Dwell Time              | $T_{\text{TXdwell}}$ | 1 minute | 1 hour      | Amount of time spent in one TX look direction. Active transmission time is $T_{\text{TX}} = \delta_{\text{TX}} T_{\text{TXdwell}}$, where $\delta_{\text{TX}}$ is the TX duty cycle. |
| Repetition Period          | $T_{\text{rep}}$, $T_{\text{TXscan}}$ | Continuous | 1 year      | TX scans over $4\pi$ in time $T_{\text{TXscan}}$ in model for WFS. Continuous reception is unlikely due to average TX power limitations. EIRP, $T_{\text{TXscan}}$, and $T_{\text{TXdwell}}$ will be correlated. Could also use $N_{\text{TXscan}} = T_{\text{TXscan}} / T_{\text{TXdwell}}$ as a measure of repetition period. |
| Polarization Fraction      | $\eta_{\text{pol}}$ | 0           | 1           | 0 = unpolarized, 1 = completely polarized. Equals 1 for most modern receivers (Stokes I, full coverage), so this can generally be ignored in the analysis. |
| Normalized Drift Rate      | $\nu_{\text{norm}}$ | $-200$ nHz | $200$ nHz   | $\nu_{\text{norm}} = \nu / \nu$. Doppler drift rate is due to TX–RX relative accelerations. The cause is astrophysical. Possibly compensated by ET. |
Appendix B
SETI Search with Limited Computation

We have defined the detection rate DPY assuming a set of spatial and waveform parameters. Spatial parameters include the range d and steer direction (α, δ), where α = R.A. and δ = decl. The set of transmit parameters is suggested in Table 6, but for simplicity let us assume $\Gamma_{TX}$ is limited to frequency $\nu$ and frequency rate $\nu$, as is typically done in narrowband SETI searches. Ideally the search process will span the range of these parameters. Given hardware limitations and finite computation, the search ranges must be limited, and it will take analysis and expert opinion to decide the best search dimensions and limits.

To guide the choice of search ranges, consider the expected number of detections $N_{Det}$ for a survey with $N_{obs}$ observations over all RX sites. Per Equation (A16):

$$N_{Det} = \frac{P_{civTX}}{NTXscan} \sum_{i=1}^{N_{det}} E_{(i)} \left[ T_{TXdwell} N^{STAR}_{-obs} D_{\nu}; EIRP_{(i)}; \gamma_{TX}; \gamma_{TX} \right].$$  \hspace{1cm} (B21)

The search is over discrete bins in frequency and frequency rate, so the expected value is done discretely over two levels of summation:

$$N_{Det} = \frac{T_{TXdwell} P_{civTX}}{NTXscan} \sum_{i=1}^{N_{det}} \sum_{j=1}^{N_{f}} \sum_{k=1}^{N_{f}} N^{STAR}(\alpha_i, \delta_i, \nu_i, \nu_k) p_1(\nu_j) p_2(\nu_j, \nu_k).$$  \hspace{1cm} (B22)

$p_1$ and $p_2$, are discrete a priori probabilities associated with frequency bin $j$ and frequency-rate bin $k$. Assume these are related to prior distributions as follows:

$$p_1(\nu_j) = f_1(\nu_j) \Delta \nu,$$

$$f_1(\nu) = \text{a priori frequency density},$$

$$p_2(\nu_j, \nu_k) = f_2(\nu_j, \nu_k) \Delta \nu,$$

$$f_2(\nu_{norm}) = \text{a priori normalized frequency-rate density},$$

$$\nu_{norm} = \nu / \nu,$$

where $\Delta \nu$ is the frequency bin width and $\Delta \nu \approx \Delta \nu / \tau$ (Siemion et al. 2013) is the frequency-rate bin width. We assume that $\nu_j$ and $\nu_{norm} = k$ (which is related to astrophysical accelerations; Sheikh et al. 2019) are mutually independent. It follows that

$$N_{Det} = \frac{P_{civTX}}{NTXscan} \frac{AFOM \text{AvgFOM}^{1/2} \text{EIRP}^{1/2}}{N_{R}^{3/2}} \sum_{i=1}^{N_{det}} \sum_{j=1}^{N_{f}} \sum_{k=1}^{N_{f}} \text{FFOM}(\alpha_i, \delta_i, \nu_j) f_2(\nu_j, \nu_k) \Delta \nu \Delta \nu.$$

We will have $N_{obs} N_{f} N_{R}$ space/frequency/frequency-rate bins to compute over $T_{obs}$ and perhaps $N_{f} N_{f} N_{R}$ frequency/frequency-rate bins to compute in real time. The question: how can one best allocate coverage to maximize $N_{Det}$ within a computation budget? Clearly this is a trade space; we need to examine each bin contribution and choose coverage so as to maximize the above summation. Some notes:

1. We should choose our observation sequence ($\alpha_i, \delta_i$) based on the $T_{sky}$-adjusted star density, as reflected by star density–FFOM product $\text{FFOM}(\alpha_i, \delta_i)$. (Note that FFOM is a function of $T_{sys}$, which is in turn a function of $T_{sky}(\alpha_i, \delta_i)$. The density $\rho_{STAR}(\alpha_i, \delta_i)$ should be a representative value near $d_{MAX}$.

2. Assume FFOM($\alpha_i, \delta_i, \nu_j$) = FFOM($\nu_j$) for now. The frequency bin contribution is FFOM($\nu_j$) $f_1(\nu_j)$, so FFOM is scaled by the a priori frequency distribution $f_1(\nu_j)$. We have never observed ET, so we can only hypothesize $f_1(\nu)$. Several schools of thought:

   1. FFOM strategy: If one believes $f_1(\nu)$ = constant, then we should choose $N_{f}$ bins, which best span the FFOM($\nu$) peak.

   2. Water hole strategy: If $f_1(\nu)$ is bandpass near the “water hole” (1420–1662 MHz), then FFOM($\nu$) is largely irrelevant, and we should choose bins near those frequencies.

   3. Big straddle strategy: We could choose to cover from ~100 MHz to the water hole as a compromise. FFOM may vary over an order of magnitude in this case, or less with aperture arrays depending on how station BF is done.

4. Otherwise, we could evaluate functions like a truncated power-law distribution $f_1(\nu) = k \nu^{\nu}$ over a certain band, with $k$ a normalizing constant and examine the FFOM($\nu$) $f_1(\nu)$ product. Because $\beta$ would presumably need to be greater than 2 (implying a very strong bias toward high frequencies) to equalize the downslope of FFOM above 2 GHz, it may be hard to justify high frequencies based on detection rate arguments. We presume that ET has concluded this also.

3. The frequency-rate bin contribution is $f_2(\nu_j, \nu_k)$. There are two differing strategies for choosing $N_{R}$:

   1. Span the expected rates due to astrophysics: A list of astrophysical phenomena that would cause TX–RX relative accelerations and the resulting maximum drift rates was explored by Sheikh et al. (2019), and subsequent work may estimate the resulting $f_2(\nu_{norm})$ distribution. One might guess this will be a Gaussian distribution centered on Earth’s frequency rate, which will be truncated by the choice of $N_{R}$. We need to choose $N_{R}$ so the tail areas are minimal. (Implicit in the earlier DPY derivation was that $N_{R}$ will be chosen large enough so as to cover virtually all possible cases.)

   2. Assume that ET will adjust frequency rate: If a civilization is sufficiently sophisticated to be conducting active SETI, it may choose to dechirp its transmission so that it will be received at a low drift rate in an appropriate galactic frame of reference. This would mean that $N_{R}$ could be much lower and search would be simplified.

4. Because the frequency-rate effect is proportional to frequency, we might best choose $N_{R}$ to be proportional to frequency: $N_{R} = N_{R}(\nu) \approx (\nu / \nu_0) N_{R}(\nu_0)$. This would imply a trapezoidal search region in $\nu$ and $\nu$ instead of a rectangular search region. $N_{Det}$ might be further enhanced by choice of an arbitrary shape defined by ranking the bin contributions and taking the best set that fits within the computation budget.

5. The selection of $\Delta \nu$ affects $N_{f} N_{R}$ dramatically. At a budgeted level of computation, we may be willing to trade $S/N$ (as influenced by $\text{AvgFOM}(\Delta \nu)$) for more frequency or frequency-rate coverage so as to maximize $N_{Det}$. 
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We can see from the above discussion that there can be multiple legitimate arguments for the choice ET might make regarding transmit parameters. Each will significantly affect prior distributions and therefore the optimum search parameters.

We may also note that if ET has been conducting SETI for a long time (as might be expected before an active SETI effort were to begin), ET would recognize classes of signals that would be easier to detect and distinguish from astrophysical signals. This might favor very narrowband signals that would normally occur in the natural world and discourage broadband signals that might be confused with diffuse emitters, pulsars, or FRBs. The prior densities for the transmit bandwidth would be biased accordingly. Likewise, if ET understands that lower frequencies should have a higher detection rate according to FFOM, one might reasonably assume that ET would favor lower frequencies, and the frequency prior density would be biased to reflect this. Therefore, without better information, own own intuition may be the best guide to ET’s likely choices for transmit parameters.

### Appendix C

**Additional References**

References about systems listed in Tables 7 and 8 may be found below.

#### Table 7

*Radio Astronomy System References*

| Name | Reference |
|------|-----------|
| Parkes Observatory | Hobbs et al. (2020) |
| Green Bank Telescope | [https://www.gb.nrao.edu/scienceDocs/GBTpg.pdf](https://www.gb.nrao.edu/scienceDocs/GBTpg.pdf) |
| Parkes Multibeam | Staveley-Smith et al. (1996); Chippendale et al. (2016) |
| GBT FLAG PAF | Rajwade et al. (2017); Pingel & Pisano (2018) |
| Allen Telescope Array | Welch et al. (2009) |
| Giant Metrewave RT | Gupta et al. (2017) |
| Arecibo Telescope | [https://www.naic.edu/ao/scientist-user-portal/astronomy/astronomer-guide](https://www.naic.edu/ao/scientist-user-portal/astronomy/astronomer-guide) |
| Jansky Very Large Array | [https://library.nrao.edu/evla.shtml, https://library.nrao.edu/public/memos/evla/EVLAM_195.pdf](https://library.nrao.edu/evla.shtml, https://library.nrao.edu/public/memos/evla/EVLAM_195.pdf) |
| FAST 500m Aperture | Nan et al. (2011) |
| Westerbork APERTIF | Oosterloo et al. (2010) |
| MeerKAT 64 | Lehmensiek & Theron (2014); Jonas & MeerKAT Team (2016) |
| ASKAP | [https://www.atnf.csiro.au/projects/askap/specs.html](https://www.atnf.csiro.au/projects/askap/specs.html) |
| MeerKAT Extension 84 | [https://www.intelsat.com]/transmitter/trans-home.html, [http://www.naic.edu/~nolan/radar/](http://www.naic.edu/~nolan/radar/) |
| CHORD | Vanderlinde et al. (2019); Selina (2019) |
| Next Generation VLA | Dewdney (2015); McPherson et al. (2018); Braun et al. (2019); SKAO (2016) |
| SKA1-Mid (197 Dish) | Hallinan et al. (2019); Braun et al. (2019) |
| L-Band Array of Small Arrays | Torchinsky et al. (2017); Gunst et al. (2020) |
| Next Gen Arecibo Telescope | Torchinsky et al. (2017); Gunst et al. (2020) |
| DSA-2000 | Torchinsky et al. (2017); Gunst et al. (2020) |
| SKA2-Mid Dish | Torchinsky et al. (2017); Gunst et al. (2020) |
| SKA2-Mid MFAA | Torchinsky et al. (2017); Gunst et al. (2020) |
| CHIME | Torchinsky et al. (2017); Gunst et al. (2020) |
| HIRAX | Torchinsky et al. (2017); Gunst et al. (2020) |
| Murchison Widefield Array 2 | Torchinsky et al. (2017); Gunst et al. (2020) |
| SKA1-Low | [https://data.fcc.gov/download/incentive-auctions/OET-69/Baseline_Data_and_Maps_2013July.pdf](https://data.fcc.gov/download/incentive-auctions/OET-69/Baseline_Data_and_Maps_2013July.pdf) |
| SKA2-Low | Wayth et al. (2018); Tingay et al. (2013); Tremblay & Tingay (2020) |

#### Table 8

*EIRP References*

| System | Reference |
|--------|-----------|
| GPS | Steigenberger et al. (2019); Wang et al. (2018) |
| FM Radio | [https://www.fcc.gov/media/radio/fm-station-classes](https://www.fcc.gov/media/radio/fm-station-classes) |
| DTV | [https://data.fcc.gov/download/incentive-auctions/OET-69/Baseline_Data_and_Maps_2013July.pdf](https://data.fcc.gov/download/incentive-auctions/OET-69/Baseline_Data_and_Maps_2013July.pdf) |
| ASR-9 ATC Radar | Weber (2000) |
| Intelsat | Intelsat (2007); [https://www.intelsat.com/fleetmaps/](https://www.intelsat.com/fleetmaps/) |
| Arecibo Radar | [https://data.fcc.gov/download/incentive-auctions/OET-69/Baseline_Data_and_Maps_2013July.pdf](https://data.fcc.gov/download/incentive-auctions/OET-69/Baseline_Data_and_Maps_2013July.pdf) |
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