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Abstract. We study some properties convex functions fulfill. Among the conclusions we obtain from such result, we are able to prove some nontrivial inequalities among real numbers, and we give an improvement of the reverse triangle inequality in the particular case where three aligned points are considered in a normed space.

1. Introduction

Convexity is one of the first concepts that are introduced in an undergraduate course of mathematics, and its definition is quite natural to state. Nevertheless, convex functions keep playing a central role in operator theory, in real analysis and in some realms of applied mathematics, like management science or optimization theory (we refer the interested reader to [10, 11] for applications of the property of convexity).

We remind that a function $f: V \to \mathbb{R}$ (where $V$ is a vector space over $\mathbb{R}$) is convex if, whenever $x, y \in V$ and $0 \leq \lambda \leq 1$, then

$$f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y).$$

Similarly, we say that $f$ is midconvex if, whenever $x, y \in V$,

$$f\left(\frac{x + y}{2}\right) \leq \frac{1}{2}f(x) + \frac{1}{2}f(y).$$

Jensen started the systematic study of convex functions, where his interest was focused on the property of midconvexity ([6, 7]). It is trivial that a convex function is midconvex as well, and one natural question is whether midconvexity is enough to guarantee convexity. In this direction, the answer is well-known:

**Theorem 1.1** ([12], p. 217). There exist additive functions (that is, functions that satisfy $f(x+y) = f(x) + f(y)$ for every $x, y \in V$) that are discontinuous on $\mathbb{R}$. Remark that an additive function satisfies $f(px + qy) = pf(x) + qf(y)$ for every $x, y \in V$ and $p, q \in \mathbb{Q}$.

The existence of such function is easy to find: consider a Hamel basis of $\mathbb{R}$ over $\mathbb{Q}$, $\{r_i\}_{i \in I}$, and define an arbitrary function $f: \{r_i\}_{i \in I} \to \mathbb{R}$ with the only condition that it is not linear. We can then obtain the desirable function by extending $f$ by linearity.

In fact, one can find a vector space of dimension $2^c$ every nonzero element of which is an everywhere discontinuous additive function (see, for example, [1]).

The search of large algebraic structures whose nonzero elements fulfill some kind of surprising property has been a very fruitful field in the past years, even though it is not the main interest of the present manuscript. We refer the interested reader to the monographs [14] and the references therein.

One of the interests in the theory of convex functions is to give non-trivial characterizations of...
convexity. For example, even though we have already seen that a midconvex function is not convex, a midconvex function which is bounded above in a neighborhood of a single point $x_0 \in V$ is continuous, and hence convex \([12] , p. 215\). Having that a convex function is continuous, we could have the following well-known proposition:

**Proposition 1.2.** A function $f : V \to \mathbb{R}$ is convex if and only if it is midconvex and it is bounded above in a neighborhood of a single point $x_0 \in V$.

The study of characterizations of the property of convexity has been fruitful in the past years, and numerous papers have been published. For example, Nikodem proved that the boundedness condition in Proposition \([12]\) could be substituted by quasiconvexity (that is, $f(\lambda x + (1-\lambda)y) \leq \max\{f(x), f(y)\}$ for every $x, y \in V$ and $0 \leq \lambda \leq 1$). Teo and Yang could extend the previous characterization to any value $\lambda \in (0, 1)$:

**Theorem 1.3** \([13]\). $f : V \to \mathbb{R}$ is convex if and only if $f$ is quasiconvex and there exists $\lambda_0 \in (0, 1)$ so that

$$f(\lambda_0 x + (1-\lambda_0)y) \leq \lambda_0 f(x) + (1-\lambda_0)f(y).$$

Recently, Fujii, Kim and Nakamoto characterized the property of convexity in terms of the average rate of change:

**Theorem 1.4** \([3]\). A real valued function $f$ on an interval $J = [a,b)$ with $b \in (-\infty, +\infty]$ is convex (resp. concave) if and only if, for each $0 < \varepsilon < b-a$, $f(t+\varepsilon) - f(t)$ is non-decreasing (resp. non-increasing) on $[a, b-\varepsilon)$.

Using that characterization, the authors are able to prove some non-trivial theorems concerning operator monotone functions. For some more recent characterizations, the interested reader can also consult the results in \([8, 9, 14]\).

In this article we will give a property for convex functions that, similarly to midconvexity, gives almost a characterization (resulting an equivalent property in the situation of boundedness over one single interval). Using that property, in section \([8]\) we will prove some other inequalities that convex functions fulfill and we will also give several applications in the form of nontrivial inequalities. Finally, in section \([4]\) we will study what can be said for the multivariable case.

For the results that we will present in the following section, we will make use of the following lemma, which is a well-known result:

**Lemma 1.5.** If $\varphi$ and $\psi$ are two convex functions and $\varphi$ is increasing, then $\varphi \circ \psi$ is convex as well. Similarly, if $\varphi$ and $\psi$ are two concave functions and $\varphi$ is increasing, then $\varphi \circ \psi$ is concave as well.

Remark that, in general, if $\varphi$ is not increasing and $\varphi$ is convex or concave, we do not obtain that $\varphi \circ \psi$ is convex or concave.

To show this statement, it suffices to take $\varphi(x) = x^2$ (if we want a non increasing convex function) or $\varphi(x) = x - x^2$ (if we want a non increasing concave function), and $\psi(x) = x^2 + x$ (for a convex function) or $\psi(x) = 1 - x^2$ (for a concave function).

The following proposition has a straightforward proof, which we include for the sake of completeness:

**Proposition 1.6.** Let $\varphi : I \to \mathbb{R}$ be a convex function and assume that $a < b$ are points in $I$ and that $0 < \lambda_0 < 1$ is such that $\varphi(\lambda_0 a + (1-\lambda_0)b) = \lambda_0 \varphi(a) + (1-\lambda_0)\varphi(b)$. Then, $\varphi(\lambda a + (1-\lambda)b) = \lambda \varphi(a) + (1-\lambda)\varphi(b)$ for every $0 \leq \lambda \leq 1$. \

Proof. Assume we can find $0 < \lambda < 1$ so that $\varphi(\lambda a + (1 - \lambda)b) < \lambda \varphi(a) + (1 - \lambda)\varphi(b)$. If $\lambda > \lambda_0$, write $\lambda_0 a + (1 - \lambda_0) b = \frac{\lambda_0}{\lambda}(\lambda a + (1 - \lambda)b) + (1 - \frac{\lambda_0}{\lambda}) b$, so that
\[
\lambda_0 \varphi(a) + (1 - \lambda_0) \varphi(b) = \varphi(\lambda_0 a + (1 - \lambda_0) b) = \varphi \left( \frac{\lambda_0}{\lambda}(\lambda a + (1 - \lambda)b) + \left(1 - \frac{\lambda_0}{\lambda}\right) b \right)
\leq \frac{\lambda_0}{\lambda} \varphi(\lambda a + (1 - \lambda)b) + \left(1 - \frac{\lambda_0}{\lambda}\right) \varphi(b)
\]
\[
< \frac{\lambda_0}{\lambda} (\lambda \varphi(a) + (1 - \lambda) \varphi(b)) + \left(1 - \frac{\lambda_0}{\lambda}\right) \varphi(b) = \lambda_0 \varphi(a) + (1 - \lambda_0) \varphi(b),
\]
reaching a contradiction. The case $\lambda < \lambda_0$ is treated analogously, working on the identity
\[
\lambda_0 a + (1 - \lambda_0) b = \left(1 - \frac{1 - \lambda_0}{1 - \lambda}\right) a + \frac{1 - \lambda_0}{1 - \lambda}(\lambda a + (1 - \lambda)b).
\]
\[\square\]

2. The main theorem

In this section we will prove the main inequality of this manuscript.

**Theorem 2.1.** Let $I \subseteq \mathbb{R}$ be an interval (possibly infinite) and $\varphi : I \to \mathbb{R}$ be a convex function. Then, for every $c, a, b \in I$ so that $c \leq a, b$ (resp. $c \geq a, b$) and $a + b - c \in I$, we have that
\[(1)\quad \varphi(a) + \varphi(b) \leq \varphi(c) + \varphi(a + b - c).
\]

If, furthermore, $\varphi$ is bounded above in one single interval, then inequality $(1)$ whenever $c \leq a, b$ or $c \geq a, b$ is equivalent to convexity.

**Proof.** Notice that, without loss of generality, we may take $b \geq a$. Assume first $c = 0 \leq a, b$. Then, notice that
\[
\varphi(a) = \varphi \left( \frac{a}{a + b} (a + b) + \frac{b}{a + b} 0 \right) \leq \frac{a}{a + b} \varphi(a + b) + \frac{b}{a + b} \varphi(0) \quad (*).
\]
Therefore, we can write
\[
\varphi(b) \leq \varphi \left( \frac{a}{b} a + \frac{b - a}{b} (a + b) \right) \leq \frac{a}{b} \left[ \varphi(a) - \varphi(a + b) \right] + \varphi(a + b) \quad (**)
\]
\[
\leq \frac{a}{b} \left[ \frac{a}{a + b} \varphi(a + b) + \frac{b}{a + b} \varphi(0) - \varphi(a + b) \right] + \varphi(a + b)
\]
\[
= \frac{a}{b} \left[ \frac{b}{a + b} \varphi(0) - \frac{b}{a + b} \varphi(a + b) \right] + \varphi(a + b)
\]
\[
= \frac{a}{a + b} \varphi(0) - \frac{a}{a + b} \varphi(a + b) + \varphi(a + b) = \frac{a}{a + b} \varphi(0) + \frac{b}{a + b} \varphi(a + b).
\]
Therefore,
\[
\varphi(a) + \varphi(b) \leq \frac{a}{a + b} \varphi(a + b) + \frac{b}{a + b} \varphi(0) + \frac{a}{a + b} \varphi(0) + \frac{b}{a + b} \varphi(a + b) = \varphi(0) + \varphi(a + b).
\]
Assuming now that $c$ is any number less than $a$ and $b$, just consider the convex function $\varphi_c = \varphi(\cdot + c)$ and notice that $a - c, b - c \geq 0$. Then,
\[
\varphi_c(a - c) + \varphi_c(b - c) \leq \varphi_c(0) + \varphi_c(a + b - 2c),
\]
and the result follows.
Assume finally that $c \geq a, b$ and consider the function $f(x) = \varphi(-x)$, which is convex over $-I = \{-t : t \in I\}$. Then, we know that

$$f(-a) + f(-b) \leq f(-c) + f(-a - b + c),$$

and the inequality follows.

Let us assume now that $\varphi$ satisfies $\varphi(a) + \varphi(b) \leq \varphi(c) + \varphi(a + b - c)$ whenever $c \leq a, b$ or $c \geq a, b$. Then, $\varphi(\frac{a+c}{2}) + \varphi(\frac{a+b}{2}) \leq \varphi(x) + \varphi(\frac{a+c}{2} - x) = \varphi(x) + \varphi(y)$, so that $\varphi$ is a midconvex function and therefore $\varphi$ is convex (by Proposition (1.2)).

**Remark 2.2.**

(1) 
*Notice that if $I \subseteq \mathbb{R}$ is an interval, $a, b, c \in I$ satisfy $a \leq c \leq b$, we take $\lambda \in [0,1]$ so that $c = \lambda a + (1-\lambda)b$ and $\varphi : I \to \mathbb{R}$ is convex, then*

$$\varphi(c) + \varphi(a+b-c) = \varphi(\lambda a + (1-\lambda)b) + \varphi(a+b - (\lambda a + (1-\lambda)b))$$

$$\leq \lambda \varphi(a) + (1-\lambda)\varphi(b) + (1-\lambda)\varphi(a) + \lambda \varphi(b)$$

$$= \varphi(a) + \varphi(b).$$

*We would like to stress that this property could be also proved via Theorem 2.1 writing $\varphi(a) + \varphi(b) \leq \varphi(c) + \varphi(a + b - c)$ when the three points are not equal to each other, we may take a look to Proposition 1.6 and the inequalities (*) and (**) in the proof of Theorem 2.1. Therefore, if $\varphi$ does not have any interval where its graph is linear and $a, b, c$ are three points not equal to each other (with $c \geq a, b$ or $c \leq a, b$), we would have that $\varphi(a) + \varphi(b) \leq \varphi(c) + \varphi(a + b - c)$. *

(2) 
*If we wonder when we may guarantee strict inequality, $\varphi(a) + \varphi(b) < \varphi(c) + \varphi(a + b - c)$ when the three points are not equal to each other, we may take a look to Proposition 1.6 and the inequalities (*) and (**) in the proof of Theorem 2.1. Therefore, if $\varphi$ does not have any interval where its graph is linear and $a, b, c$ are three points not equal to each other (with $c \geq a, b$ or $c \leq a, b$), we would have that $\varphi(a) + \varphi(b) \leq \varphi(c) + \varphi(a + b - c)$. *

(3) 
*The condition of $\varphi$ being bounded on a single interval can not be removed, since the counterexample presented in Proposition 1.1 serves also as a function that fulfills the inequality presented in Theorem 2.1, despite not being convex (not even continuous).*

**Corollary 2.3.** 
*Let $I \subseteq \mathbb{R}$ be an interval and $\psi : I \to \mathbb{R}$ be a concave function. Then, for every $c, a, b \in I$ so that $c \leq a, b$ (resp. $c \geq a, b$) and $a+b \in I$, we have that $\psi(a) + \psi(b) \geq \psi(c) + \psi(a + b - c)$. If $\psi : \mathbb{R} \to \mathbb{R}$ is a locally bounded function that satisfies $\psi(a) + \psi(b) \geq \psi(c) + \varphi(a + b - c)$ whenever $c \leq a, b$ or $c \geq a, b$, then $\psi$ is concave. 

**Proof.** Apply Theorem 2.1 to the convex function $-\psi$. 

3. Applications

A natural question that appears when regarding the proofs in Section 2.1 is whether midconvexity is equivalent to the property proved in Theorem 2.1. Before giving an answer, we will need a preliminary inequality:

**Corollary 3.1.** 
*Let $a, b, c$ be numbers so that $c \leq a, b$ (or $c \geq a, b$). Then, $(a+b)c \leq c^2 + ab$. If $a \leq c \leq b$, then $(a+b)c \geq c^2 + ab$. If those three points are not equal to each other, the inequalities are strict. 

**Proof.** Consider the function $\varphi(x) = x^2$ in Theorem 2.1 and Remark 2.2. 

□
Corollary 3.2. There exist functions which are midconvex but do not satisfy the inequality in Theorem 2.1.

Proof. Following the ideas reflected in the example given in Theorem 1.1, consider a Hamel basis of \( \mathbb{R} \) over \( \mathbb{Q} \) \( \{r_i\}_{i \in I} \) and fix \( i_1, i_2 \in I \). Without loss of generality, we may assume that \( r_{i_1} < r_{i_2} \). Define \( f : \{r_i\}_{i \in I} \to \mathbb{R} \) as follows:

\[
f(r_i) = \begin{cases} 
   r_i & \text{if } i \neq i_1, i_2, \\
   -r_{i_1} + r_{i_1} + r_{i_2} & \text{if } i = i_1 \text{ or } i = i_2,
\end{cases}
\]

and extend \( f \) to the whole \( \mathbb{R} \) via linearity. We will show that then \( g(x) = f(x)^2 \) is a midconvex function which does not satisfy the inequality in Theorem 2.1. Indeed, \( f(x) \) is an additive function, so the midconvexity of \( g \) is trivial. Pick up now \( i \in I \) so that \( r_i > r_{i_2} \). Applying Corollary 3.1 we have that

\[
[f(r_{i_2}) + f(r_i)] f(r_{i_1}) = (r_{i_1} + r_i)r_{i_2} > r_{i_2}^2 + r_{i_1}r_i = f^2(r_{i_1}) + f(r_{i_1})f(r_i),
\]

from which

\[
0 > 2f^2(r_{i_1}) + 2f(r_{i_2})f(r_{i_1}) - 2f(r_{i_2})f(r_{i_1}) - 2f(r_i)f(r_{i_1}),
\]

and then

\[
g(r_{i_2}) + g(r_i) = f^2(r_{i_2}) + f^2(r_i)
\]

\[
> f^2(r_{i_1}) + 2f(r_{i_2})f(r_{i_1}) - 2f(r_{i_2})f(r_{i_1}) - 2f(r_i)f(r_{i_1}) + f^2(r_{i_1}) + f^2(r_{i_2}) + f^2(r_i)
\]

\[
= f^2(r_{i_1}) + f(r_i) + f(r_{i_2}) - f(r_{i_1})^2 = f^2(r_{i_1}) + f^2(r_{i_2} + r_{i_2} - r_{i_1})
\]

\[
= g(r_{i_1}) + g(r_{i_1} + r_{i_2} - r_{i_1}),
\]

with \( r_{i_1} < r_{i_2}, r_i \).

On the other hand, in regard of Theorem 1.1 and the subsequent comments, we remark that there can not be a nontrivial vector space all of whose nonzero elements are midconvex functions that do not satisfy the inequality in Theorem 2.1 (we remind the reader that was inequality (2.1)). Indeed, first of all notice that we can not have a vector space of strictly midconvex functions (plus the zero function), since the negative of such an element would fulfill the opposite inequality. Therefore, a nonzero element \( f \) of that nontrivial vector space would have to satisfy

\[
(3.1) \quad f \left( \frac{x_1 + x_2}{2} \right) = \frac{1}{2} [f(x_1) + f(x_2)]
\]

for every \( x_1, x_2 \in \mathbb{R} \). Also, if \( f \) is a midconvex function not satisfying inequality (2.1), then \( f + k \) is also a midconvex function not satisfying inequality (2.1), for every constant number \( k \in \mathbb{R} \):

\[
f \left( \frac{x_1 + x_2}{2} \right) + k = \frac{1}{2} [f(x_1) + f(x_2)] + k = \frac{1}{2} [(f(x_1) + k) + (f(x_2) + k)]
\]

and

\[
(f(a) + k) + (f(b) + k) > f(c) + f(a + b - c) + 2k = (f(c) + k) + (f(a + b - c) + k),
\]

for every \( x_1, x_2, a, b, c \in \mathbb{R} \) so that \( c \leq a, b \). Therefore, if

\[
\langle f \rangle \subseteq \left\{ \varphi : \mathbb{R} \to \mathbb{R} : \varphi \text{ is a midconvex function not satisfying the inequality in (2.1)} \right\} \cup \{0\},
\]

we would have that

\[
\langle f - f(0) \rangle \subseteq \left\{ \varphi : \mathbb{R} \to \mathbb{R} : \varphi \text{ is a midconvex function not satisfying the inequality in (2.1)} \right\} \cup \{0\}.
\]

Lemma 3.3. If \( f \) is a function satisfying equation (3.1) for every \( a, b \in \mathbb{R} \) and \( f(0) = 0 \), then \( f \) is additive.
Proof. First of all, we can write \( f(a) = f(\frac{2a+0}{2}) = \frac{1}{2}[f(2a) + f(0)] \), so that \( f(2a) = 2f(a) \). Therefore,
\[
f(a + b) = f\left(\frac{2a + 2b}{2}\right) = \frac{1}{2}(f(2a) + f(2b)) = f(a) + f(b).
\]

Hence, we would have that \( f \) is rationally linear and in particular it would satisfy the inequality (2.1).

We can also use inequality (2.1) for proving some other nontrivial inequalities for convex and concave functions.

**Theorem 3.4.** Let \( \varphi : \mathbb{R} \to \mathbb{R} \) be a convex increasing function and \( a, b \in [c, d] \) be such that \( a + b < d + c \).

Then \( \varphi(a) + \varphi(b) \leq \varphi(c) + \varphi(d) \).

**Proof.** Let \( s \in \mathbb{R} \) be such that
\[
\frac{b-a}{d-b} + 1 < s < \frac{b-a}{a-c} + 1
\]
(whose existence can be guaranteed from the condition \( a - c < d - b \)). Define the function
\[
\psi(t) = \begin{cases} 
  c & \text{if } t \leq 0, \\
  (a-c)t + c & \text{if } 0 < t \leq 1, \\
  \frac{b-a}{s-1}(t-1) + a & \text{if } 1 < t \leq s, \\
  (d-b)t + b - (d-b)s & \text{if } s < t \leq s + 1, \\
  2(d-b)(t-s-1) + d & \text{if } t > s + 1.
\end{cases}
\]

Notice that \( \psi \) is a polygonal function, with increasing slopes at each step, so that \( \psi \) is a convex function that satisfies \( \psi(0) = c, \psi(1) = a, \psi(s) = b \) and \( \psi(s + 1) = d \). Applying Lemma 1.5 we would obtain that \( \varphi \circ \psi \) is convex and, via Theorem 2.1 we would have that
\[
\varphi(a) + \varphi(b) = \varphi \circ \psi(1) + \varphi \circ \psi(s) \leq \varphi \circ \psi(0) + \varphi \circ \psi(1 + s) = \varphi(c) + \varphi(d),
\]
as desired. \( \square \)

**Theorem 3.5.** Let \( \varphi : \mathbb{R} \to \mathbb{R} \) be a decreasing convex function and \( a, b \in [c, d] \) be such that \( a + b > c + d \).

Then \( \varphi(a) + \varphi(b) \leq \varphi(c) + \varphi(d) \).

**Proof.** Similarly as in Theorem 3.4 we may choose a number \( r \) so that
\[
\frac{b-a}{a-c} + 1 < r < \frac{b-a}{d-b} + 1
\]
and define the function
\[
\psi(t) = \begin{cases} 
  2(a-c)t + c & \text{if } t \leq 0, \\
  (a-c)t + c & \text{if } 0 < t \leq 1, \\
  \frac{b-a}{r-1}(t-1) + a & \text{if } 1 < t \leq r, \\
  (d-b)(t-r) + b & \text{if } r < t \leq r + 1, \\
  d & \text{if } r+1 < t.
\end{cases}
\]
Then, $\psi$ is a polygonal function, with decreasing slopes at each step, so that $\psi$ is a concave function that satisfies $\psi(0) = c$, $\psi(1) = a$, $\psi(r) = b$ and $\psi(r + 1) = d$. Applying again Lemma 1.5, $(-\varphi \circ \psi)$ is a concave function so, via Corollary 2.3,

$$-(\varphi(a) + \varphi(b)) = (-\varphi \circ \psi)(1) + (-\varphi \circ \psi)(r) \geq (-\varphi \circ \psi)(0) + (-\varphi \circ \psi)(r + 1) = -(\varphi(c) + \varphi(d)),$$

as desired. \hfill \Box

**Corollary 3.6.** If $0 < c \leq a, b$ (or $0 < a, b \leq c \leq a + b$), then $\log(a + b - c) \leq \log(a) + \log(b) - \log(c)$.

**Proof.** Apply Corollary 2.3 to the function $\varphi(x) = \log(x)$. Notice that this corollary can also be deduced from Corollary 3.12 applying the increase of the logarithm to the inequality $a + b \leq c + \frac{ab}{c}$, for $0 < c \leq a, b$. \hfill \Box

**Corollary 3.7.** Let $a, b$ be such that $(\frac{k-1}{2})\pi \leq a, b, a + b \leq \frac{k\pi}{2}$ for some $k \in \mathbb{Z}$.

Then, $|\cos(a)| + |\cos(b)| \geq 1 + |\cos(a + b)|$.

**Corollary 3.8.** Let $0 \leq \theta, \zeta \leq 1$ be so that $\theta + \zeta \geq 1$. Then,

$$\sqrt{1 - \zeta^2} + \zeta \sqrt{1 - \theta^2} \leq \sqrt{(\theta + \zeta)(2 - \theta - \zeta)},$$

$$\sqrt{1 - \theta^2} \sqrt{1 - \zeta^2} + \theta + \zeta \geq 1 + \theta \zeta.$$

**Proof.** Apply the Theorem 2.1 to the function $\varphi(x) = \arcsin(x)$ and choosing $a = \zeta, b = \theta$ and $c = 1$ to obtain

$$\arcsin(\theta) + \arcsin(\zeta) \leq \frac{\pi}{2} + \arcsin(\theta + \zeta - 1).$$

Taking sine in both sides, and taking into account that the function $\sin(x)$ is increasing over $[0, \frac{\pi}{2}]$, we obtain

$$\theta \sqrt{1 - \zeta^2} + \zeta \sqrt{1 - \theta^2} = \sin(\arcsin(\theta) + \arcsin(\zeta))$$

$$\leq \sin \left( \frac{\pi}{2} + \arcsin(\theta + \zeta - 1) \right) = \sqrt{1 - (\theta + \zeta - 1)^2}$$

$$= \sqrt{(\theta + \zeta)(2 - \theta - \zeta)},$$

obtaining the first inequality.

If we now take cosine in both sides of the equation (3.2), now taking into account that $\cos(x)$ is decreasing over $[0, \frac{\pi}{2}]$, we obtain

$$\sqrt{1 - \theta^2} \sqrt{1 - \zeta^2} - \theta \zeta = \cos(\arcsin(\theta) + \arcsin(\zeta))$$

$$\geq \cos \left( \frac{\pi}{2} + \arcsin(\theta + \zeta - 1) \right) = 1 - (\theta + \zeta),$$

obtaining the second inequality. \hfill \Box

**Corollary 3.9.** Let $x, y$ be such that $x + y \geq 1$. Then,

$$(x + y)^2 \geq \frac{(1 + x^2)(1 + y^2)}{1 + (x + y)^2}. $$

**Proof.** Apply Corollary 2.3 to $\varphi(t) = \arctan(t)$, $a = x$, $b = y$ and $c = 0$ to obtain $\arctan(x) + \arctan(y) \geq \arctan(x + y)$. Notice that, since $\varphi$ is an increasing function, we would also have that
arctan(x) + arctan(y) ≤ arctan(x + y) + \frac{\pi}{2}. Using that \sin(\theta) ≥ \cos(\zeta) whenever \frac{\pi}{4} ≤ \zeta ≤ \theta ≤ \frac{\pi}{2} we can then write

\frac{x + y}{\sqrt{1 + x^2 \sqrt{1 + y^2}}} = \sin(\text{arctan}(x) + \text{arctan}(y)) ≥ \cos(\text{arctan}(x + y)) = \frac{1}{\sqrt{1 + (x + y)^2}}.

\square

Corollary 3.10. Let 0 < c < a < b < d. Then, \( a + b > c + d \) if and only if \( ab > cd \).

Proof. Apply Theorem 3.5 and Remark 2.2 to \( \varphi(x) = -\ln(x) \) and use the increasing property of the logarithmic function to show that if \( a + b > c + d \), then \( ab > cd \).

Reciprocally, observe that if \( ab > cd \), then \( \ln(a) + \ln(b) > \ln(c) + \ln(d) \). Apply Theorem 3.4 to the function \( \varphi(x) = e^x \) to obtain \( a + b > c + d \). \( \square \)

4. The multivariable case

We study here how we can use the inequality presented in Section 2 to obtain results for several variables:

Theorem 4.1. Let V be a topological vector space, \( U \subseteq V \) be a convex set, \( \varphi : U \to \mathbb{R} \) be a convex function and \( a, b, c \in U \) be three aligned points that satisfy that \( a + b - c \) is an element of \( U \) as well and \( c \notin [a, b] \). Then,

\( \varphi(a) + \varphi(b) \leq \varphi(c) + \varphi(a + b - c) \).

Proof. First of all, we remark that, since \( a + b - c \in U \) and \( c \notin [a, b] \), we obtain that \( a, b \in [c, a + b - c] \), since we can write \( c = (1 - \lambda_0)a + \lambda_0b \) (the points \( a, b \) and \( c \) are aligned) with \( \lambda_0 \in \mathbb{R} \setminus [0, 1] \) and the system

\[
\begin{pmatrix}
  c \\
  a + b - c
\end{pmatrix}
= \begin{bmatrix}
  1 - \lambda_0 & \lambda_0 \\
  \lambda_0 & 1 - \lambda_0
\end{bmatrix}
\begin{pmatrix}
  a \\
  b
\end{pmatrix}
\]

is equivalent to

\[
\begin{pmatrix}
  a \\
  b
\end{pmatrix}
= \begin{bmatrix}
  \frac{1 - \lambda_0}{1 - 2\lambda_0} & \frac{1 - 2\lambda_0}{1 - 2\lambda_0} \\
  \frac{1 - 2\lambda_0}{1 - 2\lambda_0} & \frac{1 - \lambda_0}{1 - 2\lambda_0}
\end{bmatrix}
\begin{pmatrix}
  c \\
  a + b - c
\end{pmatrix},
\]

where \( \frac{1 - \lambda_0}{1 - 2\lambda_0} \in (0, 1) \) if \( \lambda_0 \in \mathbb{R} \setminus [0, 1] \). Notice also that if \( a = \lambda_1c + (1 - \lambda_1)(a + b - c) \) (for some \( \lambda_1 \in (0, 1) \)), we obtain that \( b = (1 - \lambda_1)a + \lambda_1b \). Define

\[
g : [0, 1] \to U \\
t \mapsto tc + (1 - t)(a + b - c).
\]

Then, \( \varphi \circ g : [0, 1] \to \mathbb{R} \) is a convex function. Applying Theorem 2.1

\[
\varphi(a) + \varphi(b) = (\varphi \circ g)(\lambda_1) + (\varphi \circ g)(1 - \lambda_1) \leq (\varphi \circ g)(0) + (\varphi \circ g)(1) = \varphi(c) + \varphi(a + b - c).
\]

\square

If \( (X, \| \cdot \|_X) \) is a normed space and \( a, b \) and \( c \) are elements of \( X \), we can apply the inverse triangular inequality to write \( \|a + b - c\|_X \geq \|a + b\|_X - \|c\|_X \). If those elements are aligned we can say something more:
Corollary 4.2. Let $(X, \| \cdot \|_X)$ be a normed space and $a, b, c$ be three aligned points, with $c \notin [a, b]$. Then
\[
\|a + b - c\|_X \geq \|a\|_X + \|b\|_X - \|c\|_X.
\]
In particular, if $\|a\|_X = \|b\|_X$ and $\lambda \in [0, 1]$ we have that
\[
\|a + \lambda(a - b)\|_X \geq \|b + \lambda(a - b)\|_X.
\]
Proof. Since the norm in a normed space is a convex function, we can apply Theorem 4.1 to obtain
\[
\|a\|_X + \|b\|_X \leq \|a + b - c\|_X.
\]
Reciprocally, the result is trivial for $a + b = \frac{c}{2}$. Assume then $a + b \neq \frac{c}{2}$ and apply Theorem 4.1 with $\hat{a} = \hat{b} = \frac{c}{2}$ and $\hat{c} = a + b$ (since $a + b \notin \left[\frac{c}{2}, \frac{c}{2}\right]$) to obtain
\[
\|c\|_X = \|\frac{c}{2}\|_X + \|\frac{c}{2}\|_X \leq \|a + b\|_X + \|\frac{c}{2} + \frac{c}{2} - (a + b)\|_X.
\]
If now $\|a\|_X = \|b\|_X$, notice that $a, b$ and $\lambda a + (1 - \lambda)b$ are three aligned points and that $b \notin [a, \lambda a + (1 - \lambda)b]$. Then,
\[
\|a + \lambda(a + (1 - \lambda)b) - b\|_X + \|b\|_X \geq \|a\|_X + \|\lambda a + (1 - \lambda)b\|_X,
\]
from which the second part of the corollary follows. □
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