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Abstract

Videos are a rich source for self-supervised learning (SSL) of visual representations due to the presence of natural temporal transformations of objects. However, current methods typically randomly sample video clips for learning, which results in an imperfect supervisory signal. In this work, we propose PreViTS, an SSL framework that utilizes an unsupervised tracking signal for selecting clips containing the same object, which helps better utilize temporal transformations of objects. PreViTS further uses the tracking signal to spatially constrain the frame regions to learn from and trains the model to locate meaningful objects by providing supervision on Grad-CAM attention maps. To evaluate our approach, we train a momentum contrastive (MoCo) encoder on VGG-Sound and Kinetics-400 datasets with PreViTS. Training with PreViTS outperforms representations learnt by contrastive strategy alone on video downstream tasks, obtaining state-of-the-art performance on action classification. PreViTS helps learn feature representations that are more robust to changes in background and context, as seen by experiments on datasets with background changes. Our experiment also demonstrates various visual transformation invariance captured by our model. Learning from large-scale videos with PreViTS could lead to more accurate and robust visual feature representations.

1. Introduction

Self-supervised learning (SSL) of visual representations \cite{Chen:2020:134, sun2021, dosovitskiy2020, li2022, choi2022, li2022a, li2022b} has become a competitive alternative to supervised learning, without requiring manually annotated labels. A key component of SSL from images is contrastive learning, a learning objective that pulls different data augmentations from the same instances (known as query and key) to be closer to each other and pushes data augmentations from different instances away. However, not all of the commonly used augmentations in images reflect the visual variability that we see in the real world.

In contrast, videos provide a natural source of data augmentation, with objects undergoing deformations and occlusions, along with changes in viewpoints and illumination as shown in Figure 1a. As a result, recent work has tackled SSL from videos to seek more natural augmentations and meaningful semantics \cite{Dosovitskiy2020, sun2021, dosovitskiy2020, li2022, choi2022, li2022a, li2022b}. A common approach \cite{Chen:2020:134, sun2021} is to randomly sample nearby clips in videos as query and key as a natural way of data augmentation that represents the same in-
stance since frames that are close in time are likely to share similar content. However, this sampling strategy for augmentation suffers from a few problems, as shown in Figure 1b and 1c. First, when sampling instances from a longer span of the video, the content might change substantially, resulting in samples containing totally different semantic concepts. This sampling strategy results in an imperfect supervisory signal that does not encourage semantic understanding. Second, when sampling clips from the same video, the background in the two clips are often quite similar, which allows the model to cheat by looking at the background for minimizing contrastive loss [52] as shown in Figure 1d. This sampling strategy leads to models learning spurious background correlations and context, which could make them less transferable and potentially biased [12].

To alleviate these problems, we propose Pretraining with Video Tracking Supervision (PreViTS). PreViTS consists of an intelligent method to select query and key clips, which utilizes unsupervised tracking for videos. Using this freely available form of supervision, we design a temporal constraint for selecting clips that ensures that the query and the key contain the same object. In addition, using tracking information on the spatial extent of the object, we design spatial constraints to mask the background. Taken together, these spatial-temporal constraints result in better supervisory signals for contrastive learning from videos. After selecting more informative query and key clips, we train the model to learn to localize specific regions in query and key that represent the same concepts using a Grad-CAM [47]-based attention loss. We pretrained a momentum contrastive encoder (MoCo) [20] with PreViTS on Image and Video-based SSL backbones using VGG-Sound and Kinetics-400 datasets. Evaluation on video downstream tasks, including action recognition, video retrieval shows that PreViTS-trained models learn more accurate visual representations. In particular, we obtain state-of-the-art performance on video action classification. Due to its ability to localize objects, PreViTS-trained models can perform unsupervised tracking across arbitrary lengths of videos, as shown by our experiments on the DAVIS challenge [40]. Additional experiments on image and video datasets with background changes show that models trained with PreViTS are less dependent on background correlations and are more robust to background changes in visual classification. We also showed the various invariances (occlusion, viewpoint) captured by our model.

In sum, our work shows that existing methods for contrastive SSL from videos do not efficiently use temporal transformations of objects. By designing a better clip sampling strategy and a loss that encourages object localization, we are able to learn more accurate visual representations from the video that are robust to background changes.

2. Related Work

Self-supervised representation learning (SSL). Contrastive SSL approaches learn image representations [2, 21, 50, 64, 9, 31, 3] by forming positive and negative pairs, and maximizing the similarity of positive pairs as compared to negative pairs. Positive pairs are generated from a single image instance through artificial data augmentations such as random cropping, resizing, color distortion, and Gaussian blur [9]. Going beyond learning representations from images, different frames of videos provide natural viewpoint changes and temporal information which can help learn better representations in a self-supervised manner [1, 55, 38, 56, 51, 42, 44, 23, 43]. Saliently, contrastive learning-based methods [17, 41, 25, 62, 15] that sample positive pairs from the same video have shown that viewpoint invariant representations can be learnt from videos. Unlike previous methods [55, 41] that sample positive pairs from unsupervised proposals with bounding boxes, we introduce an approach for sampling pairs based on spatial and temporal constraints obtained using unsupervised saliency maps, coupled with Grad-CAM supervision [47] to learn better grounded representations.

Grounded Representation Learning. Our work is also related to recent work on learning better grounded representations. Henaff et al. [22] introduced DetCon, a self-supervised objective which tasks representations with identifying object-level features across different image augmentations. Mo et al. [33] introduced a technique to mix backgrounds of different images during contrastive pretraining and showed that it leads to models learning reduced contextual and background biases. Xie et al. [60] propose an object-level pretraining approach for learning from complex scenes. CAST [48] learns visually grounded representations through saliency supervision. FAME [14] extracts moving foreground by frame difference and color statistics to alleviate background bias.

3. Method

We propose Pretraining with Video Tracking Supervision (PreViTS) to learn visual representations from videos by utilizing unsupervised object tracking. First, we will review the standard contrastive based video representation learning framework and then discuss our approach.

3.1. Background

When performing contrastive learning on videos, the positive pairs are clips from the same video selected from different times, while the negative pairs are formed with clips taken from other videos. In this work, we build our approach on top of the Momentum Contrast (MoCo) [20] model, which uses the InfoNCE [35] objective and stores.
Figure 2: Pretraining with Video Tracking Supervision (PreViTS): Given an input video, we perform unsupervised tracking and apply temporal constraints to extract continuous frames that contain the tracked object region. We then apply IoU based spatial constraints to sample query and key video clips along with their masks. The encoder representations for the query and key are aligned through a contrastive loss. We then mask the key and use Grad-CAM to localize the regions in the query that maximize the (key foreground, query) similarity. We then supervise Grad-CAM with the tracked query mask using a cosine distance loss to encourage models to rely on appropriate salient object regions during contrastive pretraining.

3.2. Unsupervised tracking in videos

In order to select query and key clips from the same video that contain the same visual concepts, we propose to use unsupervised object tracking to guide clip selection. To acquire unsupervised tracking information from the video we first use Deep-USPS [34], an unsupervised saliency prediction algorithm, to obtain a saliency map for the initial frame in the video. We use this saliency map as the target object for tracking and apply SORT [4], a tracking algorithm which checks the IoU constraint across continuous frame masks to track the target object through the video. Formally, given an input video \( V \) with height \( h \), width \( w \) and temporal length \( t \), we acquire the video object segmentation map \( M \in \{0, 1\}^{h \times w \times t} \), where \( M_{ijk} = 1 \) indicates pixel \((i, j, k)\) is salient, and area of salient region in time \( t \) is \( A^t_M = \sum_{i,j} M_{ij} \). The saliency map is a binary mask. Since a large majority of the web videos (and as a result, videos in vision datasets) are centered on a single object, we only utilize one (the largest) salient region in the video for tracking and do not consider multiple objects in this work.

Spatial-temporal cropping based on video tracking: Once we obtain the tracking tube for the video, we constrain our random sampling to video segments covered by the tracking tube as shown in left half of Figure 2, where \( A^t_M \neq 0 \). This ensures that our sampled query and key clips contain meaningful instances of the same object in the video. In addition, we set a spatial constraint (Figure 2): the random crop for the query or key should have at least \( \mu \in [0, 1] \) IoU with the tracking mask. This spatial constraint tries to ensure that the query and key contain the same object for contrastive pretraining. We acquire two 3D masks for the video segment \( M_q \) and \( M_k \), which represent the mask of the query and key containing salient regions.
3.3. Pretraining with Video Tracking Supervision (PreViTS)

PreViTS aims to encourage the model to learn to localize specific regions within the query and key that represent the same concept. We first determine the regions that the network relies on when matching the object regions in the key, \( x^k \), with that of the query, \( x^q \). To obtain the object regions in key, we mask the key with the video segmentation mask, \( M_k \), as a filter to get the key foreground, \( x^{km} = x^k * M_k \). To understand the importance placed by the network on specific crop regions when contrastively matching their representations, we compute Grad-CAM [47] in a contrastively-trained fashion. We do this by first forward propagating the key foreground, \( x^{km} \), and the query, \( x^q \), through the respective encoders to get \( k^m \) and \( q \). To get the regions that would help maximizing their similarity, we take their dot-product and compute the gradients \( \alpha_q \) over the last convolution layer activations of the query encoder, \( f_q \), as follows:

\[
\alpha_q = \sum_{i,j} \frac{\partial q}{\partial A_{\text{conv}5}^{f_q}} \cdot \frac{\partial k^m}{\partial A_{\text{conv}5}^{f_q}} \tag{3}
\]

where \( \alpha_q \) represents the last convolutional layer neurons’ importance for maximizing the similarity of the query and the key foreground representations. Through a weighted combination of \( \alpha_q \) with the last convolutional layer activations \( A_{\text{conv}5}^{f_q} \) and clipping them at zero, we can get Grad-CAM maps, \( G_q \).

\[
G_q = \text{ReLU} \left( \sum_n \alpha_q A_{\text{conv}5}^{f_q} \right) \tag{4}
\]

Higher values in \( G_q \) represent the regions the network relies on when mapping query to key foreground.

We would ideally want the network to only rely on the tracked object regions in the query that are highlighted in the key foreground. Therefore, we apply a cosine-distance based attention loss to encourage the Grad-CAM heatmap \( G_q \) to close to tracked object mask in the query segment \( M_q \). This enforces the model to learn similar representations for the object irrespective of the viewpoint and transformation changes that might be present in the clips when the frames are temporally far away. We interpolate \( M_q \) to the same spatial and temporal dimension as \( G_q \) to acquire the pseudo segmentation ground-truth, \( M_q \) as the supervision for the Grad-CAM heatmap. The Attention loss is defined as:

\[
\mathcal{L}_{\text{att}} = 1 - \frac{G_q \cdot M_q}{\|G_q\| \|M_q\|} \tag{5}
\]

Our full model is trained to minimize the sum of the losses described above.

\[
\mathcal{L}_{\text{Total}} = \mathcal{L}_{\text{MoCo}} + \mathcal{L}_{\text{Speed}} + \lambda \mathcal{L}_{\text{Att}} \tag{6}
\]

4. Experiments

We aim to show that training video self-supervised models with PreViTS leads to better representations that obtain improved transfer learning performance with reduced dependence on background signal and context. We validate this by pretraining representations on two datasets and transferring them to various video and tracking tasks.

4.1. Implementation details

We pretrain our models on two datasets independently, both consist of 10 second-long videos at 25 FPS: (1) The VGG-Sound [7] dataset contains 200k videos collected from YouTube. VGG-Sound was collected with the objective of creating an audio-visual dataset with diverse sounds and contains 300 classes as defined by audio labels. Unlike previous video SSL methods that test on video downstream tasks, we also learn object concepts from videos for image understanding. So we chose VGG-Sound, which contains a wider variety of object classes and higher object-centricity as compared to action classification datasets common in the video understanding literature. Also, a large majority of VGG-Sound videos only contain a single foreground object, as we found by using supervised segmentation, which is consistent with our single object assumption in the learning phase. (2) The Kinetics-400 dataset [6] is a widely-used dataset, which enables us to compare PreViTS’s performance to prior methods. It consists of around 240k training videos with 400 human action classes. We will release the code for replicating our work. More details and image recognition experiments can be found in the supplement.

| Method            | Dataset        | UCF-101    |
|-------------------|----------------|------------|
| RSPNet            | VGG Sound      | 86.4       |
| + Tracking Constrained Sampling | VGG Sound | 87.5 ± 1.1 |
| + PreViTS         | VGG Sound      | 88.9 ± 2.5 |
| RSPNet            | K400           | 87.6       |
| + Tracking Constrained Sampling | K400 | 89.1 ± 1.5 |
| + PreViTS         | K400           | 91.8 ± 4.2 |

Table 1: Video Action Classification: PreViTS obtains significant performance gains on the commonly-evaluated downstream task of UCF-101 action recognition. Tracking Constrained Sampling refers to our unsupervised tracking-based spatial-temporal sampling strategy.

4.2. Video tasks

Action recognition: To evaluate the performance of PreViTS-trained models on video classification tasks, we perform action recognition on the UCF-101 dataset [49]. Following Xu et al. [61], in all experiments, we finetune
Table 2: Comparison to prior work on UCF-101 performance: Our best-model trained with PreViTS outperforms all existing methods for video self-supervised learning on UCF-101 downstream performance, when using comparable training resources.

| Method    | Input size | Params | Backbone | UCF-101 |
|-----------|------------|--------|----------|---------|
| RSPNet [8]| 112 × 112  | 33.4M  | C3D      | 76.7    |
| CACL [18] | 112 × 112  | 33.4M  | C3D      | 77.5    |
| PreViTS   | 112 × 112  | 33.4M  | C3D      | 78.7    |
| Pace [54] | 112 × 112  | 14.4M  | R(2+1)D  | 77.1    |
| STS [53]  | 112 × 112  | 14.4M  | R(2+1)D  | 77.8    |
| VideoMoCo [37] | 112 × 112  | 14.4M  | R(2+1)D  | 78.7    |
| RSPNet [8] | 112 × 112  | 14.4M  | R(2+1)D  | 81.1    |
| PreViTS   | 112 × 112  | 14.4M  | R(2+1)D  | 81.9    |

Our best-model trained with PreViTS outperforms all existing methods for video self-supervised learning on UCF-101 downstream performance, when using comparable training resources.

Table 3: Video retrieval results on UCF101. Our model outperforms other baselines using the same architecture C3D backbone.

| Method  | k = 1 | k = 5 | k = 10 | k = 20 | k = 50 |
|---------|-------|-------|--------|--------|--------|
| Pace [54] | 31.9  | 40.7  | 59.2   | 68.9   | 80.2   |
| STS [53]  | 39.1  | 59.2  | 68.8   | 77.6   | 86.4   |
| CACL [18] | 43.2  | 61.1  | 69.9   | 78.2   | 88.2   |
| TCLR [13] | 48.6  | 67.6  | 75.5   | 82.5   |        |
| PreViTS   | 53.4  | 69.4  | 77.8   | 85.5   | 93.0   |

We evaluate our video retrieval task on the UCF-101 dataset. Given a video as a query, we search the most relevant video by cosine distance using the nearest neighbor search. Following [8], we evaluate our method on the split 1 of UCF101 dataset and apply the top-k accuracies (k=1, 5, 10, 20, 50) as evaluation metrics. As shown in Table 3, our model outperforms the other baselines by a large margin, showing the effectiveness of the proposed training process.

4.3. Backgrounds challenge

We expect feature representations obtained using PreViTS to be less dependent on object backgrounds and context. To quantify this, we utilize the “backgrounds challenge” [59] on both image and video classification tasks as shown in Table 4.

Backgrounds Challenge. First, we evaluate our model on the original Backgrounds Challenge [59], which was designed to test a model’s robustness to various background changes. It contains 9 ImageNet classes with 450 images for each class. We evaluate our model along with the baseline model pretrained on VGG-Sound and train a linear layer with ImageNet-1K. Results show that pretraining with PreViTS achieves significant improvement on all tasks defined in the Backgrounds Challenge. Examples of different settings can be found in Figure 3. In the Only-FG setting, where the background is set to black, PreViTS obtains an absolute improvement of 12.1%, showing that it is less dependent on background information. When backgrounds are swapped (Mixed-Same, Mixed-Rand, Mixed-Next), PreViTS obtains an absolute improvement of 3.6 – 4.2%, indicating that representations learnt with PreViTS reduce the reliance on background correlations. There is a
### Table 4: Robustness to background changes

On image and video Backgrounds Challenge datasets, PreViTS outperforms baselines where the foreground was included (columns 1-5), especially the Only-FG setting. Also, PreViTS-trained models are less accurate when foreground information is entirely eliminated (columns 7, 8), showing their reduced reliance on background information.

| Method       | Original | Mixed-Same | Mixed-Rand | Mixed-Next | Only-FG  | No-FG   | Only-BG-B | Only-BG-T |
|--------------|----------|------------|------------|------------|----------|---------|------------|------------|
| MoCo         | 77.9     | 53.3       | 37.8       | 33.8       | 40.9     | 24.6    | 9.7        | 13.5       |
| PreViTS      | 81.0     | 56.9       | 42.0       | 38.0       | 53.0     | 28.0    | 8.8        | 13.0       |

### Table 5: Invariances of Video representations

The representation learned by PreViTS is more invariant to various transformations as compared to baseline MoCo, as shown by the top-k Representation Invariance Score (RIS) [41]. The large improvement in viewpoint invariance is likely due to our strategy of sampling tracked objects with different viewpoints. The large improvement in instance invariance shows that PreViTS is better at learning object concepts instead of low-level pixel similarities. Improved invariance is useful for object recognition tasks. See Section 4.4 for details of RIS.

| Method         | Occlusion | Viewpoint | Illumination Dir. | Illumination Color | Instance | Instance+Viewpoint |
|----------------|-----------|-----------|-------------------|--------------------|----------|-------------------|
|                | Top-10    | Top-25    | Top-10            | Top-25             | Top-10   | Top-25            |
| MOCO           | 83.25     | 76.45     | 84.83             | 75.31              | 85.09    | 74.74             |
| Region Tracker | 83.26     | 76.52     | 84.97             | 76.18              | 88.30    | 79.34             |
| PreViTS        | 85.11     | 78.84     | 89.35             | 81.28              | 91.66    | 83.94             |

4.4. Invariances captured by PreViTS.

We expect representations learnt by PreViTS to have better invariance to various transformations (occlusion, viewpoint, illumination, instance), due to more effective use of object instance information during contrastive learning. Following [41], we measured the representation’s invariances when predicting classes using the top-k Representation Invariance Score (RIS). We selected top-10/25 neurons from encoder with similar activation behavior between transformations and computed its mean score. PreViTS is significantly more invariant to transformations than other baselines (Table 5).

4.5. Video tracking evaluation

To demonstrate grounding and tracking ability, we evaluate PreViTS on single object video tracking [40] in Grad-CAM attention fashion. In the original video tracking task, the input is the first frame of the video along with the foreground segmentation mask. The goal is to predict the pixel-level mask of the foreground in the later video frames. In our setting (Figure 2), we feed the first frame and its segmentation to acquire the key foreground. Then, we feed the later frames as queries and compute the Grad-CAM at-
Table 6: Unsupervised Tracking on DAVIS 2016: We show that through our grounding supervision, we are able to better track objects across videos of arbitrary lengths given just the first frame and its associated segmentation map.

| Region Similarity | Mean $\mathcal{M}$ | Recall $\mathcal{O}$ | Decay $\mathcal{D}$ |
|-------------------|---------------------|---------------------|---------------------|
| MoCo              | 0.315               | 0.638               | 0.025               |
| PreViTS           | 0.544               | 0.769               | -0.014              |

Figure 4: Unsupervised Object tracking. Using Grad-CAM attention and the query-key framework, PreViTS-trained model can be used to track objects across the video given the first frame and corresponding segmentation map of the object to track. PreViTS is able to localize objects under viewpoint changes, while the baseline model is unable to do so.

4.6. Ablations and Analysis

We conduct an ablation study on the effect of our design decisions. We evaluate UCF-101 trained on K400 for 50 epochs following [39]. We also tested the image dataset PASCAL VOC object detection [16] trained on the VGG-Sound for 200 epochs. More details of the image model can be found in the supplement.

Temporal distance constraint between positive pairs: We investigate the effect of different temporal sampling strategies in Table 7a. We define $\delta$ to be the temporal distance between the query and key segment. $\delta = 0$ uses the same sample segment for query and key with image augmentation. Constant $\delta$ samples query and key in a fixed length of 1.7 sec, which ends up as an easier task for the model and does not generalize to the downstream task. Varying $\delta$ does not constrain the distance between the clips, which refers to random sampling query and key without additional temporal distance constraint. We find this setting to perform the best as it enables the network to localize regions across the clips irrespective of their temporal distance.

Effect of area threshold $\mu$: We apply spatial constraint when sampling our positive pairs where the crop covers at least $\mu$ IoU of the tracking object area. Here, we investigate the different values of $\mu$ in the range 0 to 0.9. Results in Table 7b demonstrate that adding spatial constraint helps the model focus on meaningful objects in the video. We also find the performance result is not sensitive to value of $\mu$, demonstrating consistent improvement of our method.

Effect of loss weight $\lambda$: We test different loss weights $\lambda$
Figure 5: **Visual Grounding for Action Classification.** PreViTS provides better visual grounding as shown by Grad-CAM attention maps of pretrained models finetuned on UCF-101. In (a), our model focuses on the human and bike while the baseline model attends to seemingly irrelevant regions, including the road in the background. In (b), our model attends to the man and the ball in the air in addition to the basketball court while the baseline model focuses mostly on the court.

Figure 6: **Discriminative localization of objects.** When provided query with two different segmentation corresponding to different foreground objects and key foregrounds, PreViTS-trained model is able to localize the object accurately, capturing class-specific semantic discrimination between objects.

to balance between the two losses. Results from Table 7b show that non-zero values of $\lambda$ outperform $\lambda = 0.0$, indicating that attention loss is important in PreViTS. Higher $\lambda$ improves performance up to a point—performance improves with $\lambda = 2.0, 3.0$, and slightly degrades with $\lambda = 4.0$. We find $\lambda = 3.0$ to be optimal.

**Robustness to the quality of tracking mask:** To understand the effect of the quality of tracking supervision, we experimented with a lower quality tracking mask by replacing segmentation masks with a bounding box, which is less accurate in terms of the shape of the object (Table 7d). The model obtained significant gain on PASCAL VOC over baseline (+3.6) and (-1.1) compared to our best model. Our model trained with unsupervised tracking mask still achieves comparable performance with the model using the supervised segmentation, which demonstrates its robustness to noises generated from unsupervised tracking.

**Visual grounding and localization:** We also visualize the grounding and localization ability of PreViTS-trained models finetuned on UCF-101 using Grad-CAM. Our model has a better grounding ability as compared to the baseline and focuses on foreground objects instead of background scenes (Figure 5). In Figure 6, we provide a query with two different segmentation corresponding to the different foreground objects. We feed the query and the key foreground into the PreViTS-trained model to compute the Grad-CAM attention heatmaps. Given the different key foreground, our model can localize the man and ball, respectively. At the same time, the attention heat map in the baseline is more spread out and cannot generate discriminative attention of the two objects. Even though PreViTS hasn’t seen multi-object masks during pretraining, it is still able to localize multiple concepts discriminatively.

### 5. Conclusion

**Limitations and potential impact:** Our method has a few limitations. First, acquiring and utilizing unsupervised tracking requires additional computational resources. Also, since our current tracking method captures the most salient object in the video, we do not model multi-object interaction in the video, which is an interesting future work direction. Moreover, our pretraining datasets are relatively cleaner than random videos on YouTube. It is unknown if our method can generalize to the different genres such as news and gaming. Finally, our pretraining datasets may contain unintended societal, gender, racial, and other biases, whose effect was not examined in the current work.

**Concluding remarks:** We propose a visual self-supervised network that learns to localize foreground objects present in video data utilizing unsupervised tracking supervision. Experiments on various video downstream tasks show that guiding the model to focus on the foreground region is beneficial for accurate video representations self-supervised learning. Also, we demonstrate different properties of our learned features, which capture viewpoint, occlusion, illumination, and instance invariances. The result of our model shows better grounding ability with less background bias. We hope that our method leads to further research on robust, accurate and grounded visual representation learning from large-scale uncurated video data from the internet.
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