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Abstract

We study isotropic Gaussian random fields on the high-dimensional sphere with an added deterministic linear term, also known as mixed $p$-spin Hamiltonians with external field. We prove that if the external field is sufficiently strong, then the resulting function has trivial geometry, that is only two critical points. This contrasts with the situation of no or weak external field where these functions typically have an exponential number of critical points. We give an explicit threshold $h_c$ for the magnitude of the external field necessary for trivialization and conjecture $h_c$ to be sharp. The Kac-Rice formula is our main tool. Our work extends [Fyo15], which identified the trivial regime for the special case of pure $p$-spin Hamiltonians with random external field.

1 Introduction

Isotropic Gaussian random fields on the sphere are paradigmatic high dimensional complex functions. Due to their appearance in spin glass models in statistical physics, they are also known as mixed $p$-spin spherical Hamiltonians. One manifestation of the complexity is the presence, in general, of an exponentially large number of critical points (this has been proven for the special case of pure $p$-spin Hamiltonians [Fyo15; ABČ13; Sub17a] and their perturbations [AB13; BSZ20] and is expected to be generic beyond these special cases). In this paper, we prove that in the presence of a deterministic linear term (external field in the physics terminology) with strength above a certain threshold, the geometry of such functions trivializes in the sense that the only critical points of these random function are one maximum and one minimum. This extends [FL14] which exhibited the trivialization phenomenon for pure 2-spin Hamiltonians, and [Fyo15] which identified the trivial regime for pure $p$-spin Hamiltonians with random external field, and makes mathematically rigorous part of the results of [Ros+19] which demonstrated triviality for pure $p$-spin Hamiltonians with deterministic external field using physics methods. Our result proves trivialization for any mixed $p$-spin spherical Hamiltonian, which includes pure $p$-spin Hamiltonians as a special case, as well as Hamiltonians with a Gaussian random external field (see the discussion below Theorem 1.2). We further characterize the energies and other properties of the unique maximizer and minimizer.

We now introduce our model. Let $\xi$ be a series

$$\xi(x) = \sum_{p \geq 1} a_p x^p, \quad a_p \geq 0,$$

(1.1)
where the limits are in probability.

Let \( H_N \) be a centered Gaussian process (the Hamiltonian) on the open ball in \( \mathbb{R}^N \) with radius \( \sqrt{r} \) whose covariance is given by

\[
E[H_N(\sigma)H_N(\sigma')] = N\xi(\sigma \cdot \sigma'), \quad |\sigma|, |\sigma'| < \sqrt{r}.
\]

We are mostly interested in the behavior of the Hamiltonian \( H_N \) restricted to the unit sphere \( S_{N-1} = \{ \sigma \in \mathbb{R}^N : |\sigma| = 1 \} \).

Note that any covariance function of an isotropic Gaussian random field on the sphere must depend only on the scalar product \( \sigma \cdot \sigma' \), and thus take the form \( \xi(\sigma \cdot \sigma') \) for some function \( \xi \). By Schoenberg's theorem [Sch42], the only such \( \xi \) that give well-defined covariances on \( S_{N-1} \) for all \( N \) are those of the form (1.1). They thus represent a very general class of covariances of isotropic random Gaussian fields on the sphere. If \( \xi(x) = a_p x^p \) for some \( p \geq 2 \), then we call \( H_N \) a pure \( p \)-spin Hamiltonian.

For \( h \geq 0 \) and a deterministic sequence \( u_N \in S_{N-1} \), we consider the Hamiltonian with external field \( hu_N \)

\[
H_N^h(\sigma) = H_N(\sigma) + Nh u_N \cdot \sigma.
\]

A critical point of \( H_N^h \) on \( S_{N-1} \) is a \( \sigma \in S_{N-1} \) such that

\[
\nabla_{sp} H_N^h(\sigma) = 0,
\]

where \( \nabla_{sp} \) denotes the gradient in the spherical metric (that is the standard gradient projected on the tangent space of \( S_{N-1} \) at \( \sigma \)). We further use \( \partial_r H_N^h(\sigma) \) to denote the radial derivative of \( H_N^h \) at \( \sigma \), \( \nabla_{sp}^2 H_N^h(\sigma) \) the spherical Hessian, and \( \lambda_{\max}(\nabla_{sp}^2 H_N^h(\sigma)) \) its largest eigenvalue. Using the shorthand notation \( \xi = \xi(1) \), \( \xi' = \xi'(1) \), \( \xi'' = \xi''(1) \), our main result shows that the function \( H_N^h(\sigma) \) trivializes for \( h^2 > \xi'' - \xi' \) and gives formulas describing the properties of this function at its unique maximizer.

**Theorem 1.1.** If \( h^2 > \xi'' - \xi' \), then

\[
\lim_{N \to \infty} \mathbb{P}\left( \text{The only critical points of } H_N^h \text{ are one maximum and one minimum} \right) = 1 \quad (1.4)
\]

and, letting \( \sigma^* \) be the global maximum of \( H_N^h \)

\[
\lim_{N \to \infty} \frac{1}{N} H_N^h(\sigma^*) = \sqrt{\xi' + h^2},
\]

\[
\lim_{N \to \infty} \sigma^* \cdot u_N = \frac{h}{\sqrt{\xi' + h^2}},
\]

\[
\lim_{N \to \infty} \frac{1}{N} \partial_r H_N^h(\sigma^*) = \frac{\xi' + \xi'' + h^2}{\sqrt{\xi' + h^2}},
\]

\[
\lim_{N \to \infty} \lambda_{\max}(\nabla_{sp}^2 H_N^h(\sigma^*)) = 2\sqrt{\xi''} - \frac{\xi' + \xi'' + h^2}{\sqrt{\xi' + h^2}},
\]

where the limits are in probability.

If \( \xi'' < \xi' \), then the conclusions hold for any \( h \geq 0 \). On the other hand, if \( \xi'' \geq \xi' \), then the condition \( h^2 > \xi'' - \xi' \) is equivalent to \( h > h_c \), where we define the threshold \( h_c \) by

\[
h_c = \sqrt{\xi'' - \xi'}.
\]
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Note that $\xi'' \geq \xi'$ holds in particular if $a_1 = 0$, that is, if there is no random external field (see the discussion below Theorem 1.2).

The main step in proving Theorem 1.1 is a precise control of the asymptotic behaviour of the expected number of critical points of $H_N^h$ using the Kac-Rice formula, stated here as our second main result.

**Theorem 1.2.** Let $\mathcal{N}_N$ be the number of critical points of $H_N^h$.

$$\mathcal{N}_N = |\{\sigma \in S_{N-1} : \nabla_{sp} H_N^h(\sigma) = 0\}|.$$

(i) If $h^2 > \xi'' - \xi'$, then

$$\lim_{N \to \infty} \mathbb{E}[\mathcal{N}_N] = 2.$$  (1.11)

(ii) If $h^2 \leq \xi'' - \xi'$ (in the case $\xi'' \geq \xi'$), then

$$\lim_{N \to \infty} \frac{1}{N} \ln \mathbb{E}[\mathcal{N}_N] = \begin{cases} \frac{1}{2} \left( \frac{h^2}{\xi'^2} - 1 - \ln \frac{h^2}{\xi'^2} \right), & \text{if } h/h_c \in \left( \frac{\sqrt{\xi''}}{\xi'}, 1 \right), \\ \frac{1}{2} \ln \frac{\xi''}{\xi'} - \frac{h^2}{\xi'^2}, & \text{if } h/h_c \in \left[ 0, \frac{\sqrt{\xi''}}{\xi'} \right]. \end{cases}$$  (1.12)

Observe that the triviality (1.4) directly follows from (1.11) and Markov’s inequality, since any differentiable function on the sphere has at least two critical points, one global maximum and one global minimum. The result (1.12) also gives the exponential rate of the expectation for $h < h_c$.

Note also that if $\xi'' \geq \xi'$ (cf. (1.9)), then the right-hand side of (1.8) equals $2\sqrt{\xi''} - \frac{2\xi''h^2 - h^2}{\sqrt{\xi''} + h^2}$ and thus tends to zero as $h \downarrow h_c$, showing that the unique local maximum becomes increasingly flat as the external field approaches the critical value $h_c$ from above. Furthermore since $H_N$ and $-H_N$ are identical in law, statements similar to (1.5)–(1.8) for the unique minimum follow, with the obvious change of sign.

When $a_1 = 0$, our claim (1.5) on the energy of the unique global maximum coincides with (13) of Proposition 1 in [CS17]. Our paper thus provides an alternative proof of this result. The method of [CS17] is very different, in that it uses the Parisi formula to derive a general formula for $\lim_{N \to \infty} \frac{1}{N} H_N^h(\sigma')$ (known as the ground state energy), which is shown to simplify to the right-hand side of (1.5) when $h > h_c$. Using this and a further approach the mathematically non-rigorous work [Ros+19] argues for triviality precisely when $h > h_c$ in the special case of pure $p$-spin Hamiltonians with deterministic external field.

Fyodorov [Fyo15] proves (1.11) (and thus (1.4)) for pure $p$-spin Hamiltonians with random Gaussian external field, that is for Hamiltonians of the form $\tilde{H}_N(\sigma) = H_N(\sigma) + h(U_N \cdot \sigma)$, where $H_N$ is as above, and where $U_N$ is a centered Gaussian random vector in $\mathbb{R}^N$ whose covariance is $N$ times the identity matrix, and which is independent of $H_N$. The covariance of $\tilde{H}_N$ is then $\mathbb{E}[\tilde{H}_N(\sigma)\tilde{H}_N(\sigma')] = N\xi(\sigma \cdot \sigma')$ for $\xi(x) = h^2x + \xi(x)$. Thus, since we allow $a_1 > 0$ in (1.2), our results also cover the case of random external field, or a combination of random and deterministic external fields.

From the first mathematically rigorous uses of the Kac-Rice formula for spin glass Hamiltonians in [Fyo04; FN12; Fyo15; ABC13] it has become a widely used tool in this context. The work [Sub17a] used it to compute the second moment of $\mathcal{N}_N$ to obtain concentration of $\mathcal{N}_N$ for $h = 0$ and $H_N$ a pure $p$-spin Hamiltonian (and in [BSZ20] for perturbations thereof). The work [FMM21] used it to count so called TAP solutions, and [Sub17b; BSZ20] to compute free
energies and study the Gibbs measure of certain Hamiltonians. Furthermore [Ben+19] used
the Kac-Rice formula for the similar problem of studying the complexity (number of critical
points at exponential scale) of pure $p$-spin Hamiltonians with a deterministic term of polynomial
degree $p$.

In our proof, we follow Fyodorov [Fyo15] in using the Kac-Rice formula to compute $\mathbb{E}[\mathcal{N}_N]$ and exploiting that the expected determinant of a shifted GOE matrix can be computed very
precisely (see Lemmas 2.1, 2.2). Our proof diverges from [Fyo15] in that all our computations are
for general $\xi$ rather than the pure $p$-spin covariance function $\xi(x) = x^p$, and, more importantly,
because when considering a deterministic external field one obtains from the Kac-Rice formula
an integral over two rather than one variables. To find the asymptotic of the integral one must
thus find explicit formulas for the maximizers of a function of $\mathbb{R}^2$ rather than as in [Fyo15] for
a function of $\mathbb{R}$ (see Section 4). The extra variable corresponds to the inner product with the
deterministic external field, whereas with random external field the only variable of integration
corresponds to the radial derivative.

Though we do not prove it, there is a good reason to believe that the threshold $h_c$ is sharp
for the triviality (1.4), (1.11): Indeed [CS17] shows that this is precisely the threshold for the
minimizer of their Parisi formula for the ground state to be “replica symmetric”, and replica
calculations of [Ros+19] demonstrate using physics methods that for $h < h_c$ the quenched
complexity $\lim_{N \to \infty} \frac{1}{N} \ln \mathcal{N}_N$ is positive in the special case of a pure $p$-spin Hamiltonian (but
smaller than the right-hand side of (1.12), i.e. the “quenched” and “annealed” averages do not
coincide in the physics terminology).

Our work is a step on the way towards rigorously determining the complexity of critical
points for mixed $p$-spin Hamiltonians in general. It would furthermore be interesting to inves-
tigate the “physical” consequences for the Gibbs measure of the triviality of the Hamiltonian.

Structure of paper In Section 2, we introduce notation and recall some results on random
matrices. In Section 3, we derive an exact and essentially explicit formula for the mean number
of critical points of $H^h_N$ on the sphere. To this end, we employ the Kac-Rice formula which in
our setting reads (see e.g. [AT07, (12.1.4)])

$$
\mathbb{E}[\mathcal{N}_N] = \int_{S_{N-1}} \mathbb{E} \left[ \left| \text{det} \nabla^2 H^h_N(\sigma) \right| \left. \nabla H^h_N(\sigma) = 0 \right| \right] f_{\nabla^2 H^h_N(\sigma)}(0) \, d\sigma, \tag{1.13}
$$

where $d\sigma$ is the area element on $S_{N-1}$ and where $f_{\nabla^2 H^h_N(\sigma)}$ is the density of $\nabla^2 H^h_N(\sigma)$. We also use a slightly more general version restricting energy, radial derivative $x$, and overlap $\gamma$, with the external field to an arbitrary measurable set. The upshot is an estimate of the form

$$
\mathbb{E}[\mathcal{N}_N] = e^{o(N)} \int_{[-1,1] \times \mathbb{R}} \exp \left( NF(x, \gamma) \right) \, d\gamma \, dx,
$$

where $F$ is defined in (4.1) and a precise asymptotic for the term $e^{o(N)}$ is also provided. From
this it is clear that the asymptotic behaviour of $\mathbb{E}[\mathcal{N}_N]$ is closely connected to the maximizers
of $F$. Section 4 is devoted to the explicit computation of these maximizers via the solution of the
critical point equations for $F$. We will see that their behavior is different for $h < h_c$ and
$h > h_c$, see Proposition 4.2. Knowledge of the maximizers will allow us to verify (1.12), as well
as a weaker version of (1.11), namely that for $h > h_c$

$$
\lim_{N \to \infty} N^{-1} \ln \mathbb{E}[\mathcal{N}_N] = 0.
$$
A detailed analysis of the subexponential contributions is conducted in Section 5 culminating in the proof of (1.11). In Section 6, the claims (1.5)–(1.8) are proved using that any but the given energy, radial derivative and overlap with external field have exponentially decaying mean number of critical points, which implies the claims by Markov’s inequality.

2 Preliminaries

In this section we introduce the notation that is used throughout the paper and state few important results used in the proof of Theorems 1.1-1.2.

When considering the Hamiltonian and its derivatives at a given \( \sigma \in S_{N-1} \), we always express them in the orthonormal basis \((e_i(\sigma))_{i=1}^N\) of \(\mathbb{R}^N\) which is fixed so that \(e_N(\sigma) = \sigma\) and the vector \(u_N\) lies in the plane spanned by \(e_1(\sigma)\) and \(e_N(\sigma)\). Then \((e_i(\sigma))_{i=1}^{N-1}\) is a basis for the tangent space of \(S_{N-1}\) at \(\sigma\). For a sufficiently smooth function \(f : \mathbb{R}^N \to \mathbb{R}\), we use \(\partial_i f(\sigma)\) to denote the standard derivative of \(f\) in the direction \(e_i(\sigma)\) at the point \(\sigma\), \(\nabla f = (\partial_i f)_{i=1}^N\) stands for its Euclidean gradient, and \(\nabla^2 f(\sigma) = (\partial^2_{ij} f(\sigma))_{i,j=1}^N\) for its Euclidean Hessian. In this basis, \(\partial_N f(\sigma)\) coincides with the radial derivative \(\partial_r f(\sigma)\), the spherical gradient \(\nabla_{sp} f(\sigma)\) is the restriction of the usual gradient to the first \(N-1\) coordinates,

\[
\nabla_{sp} f(\sigma) = (\partial_i f(\sigma))_{i=1}^{N-1},
\]

and the spherical Hessian satisfies

\[
\nabla^2_{sp} f = \nabla^2 f|_{sp} - \partial_r f \mathbb{I}_{N-1} = (\partial^2_{ij} f - \delta_{ij} \partial_r f)_{i,j=1}^{N-1},
\]

where \(\mathbb{I}_N\) stands for the \(N \times N\) identity matrix, \(\nabla^2 f|_{sp}\) is the top left \((N-1) \times (N-1)\) submatrix of \(\nabla^2 f\) and \(\delta_{ij}\) is the Kronecker symbol.

If \(\xi(x)\) has radius of convergence \(r\) greater than one, then \(H_N(\sigma)\) is almost surely a smooth function on the open ball \(\{\sigma : |\sigma| < \sqrt{r}\} \subset \mathbb{R}^N\), so we may speak of its Euclidean and spherical derivatives.

We write \(a_n \sim b_n\) if \(a_n/b_n \to 1\) as \(n \to \infty\). For a random variable \(X\), we use \(f_X\) to denote its density, if it exists.

For the evaluation of the determinant appearing in the Kac-Rice formula, we will need few facts about GOE random matrices. Given \(a > 0\) and \(N \in \mathbb{N}\), we use \(\text{GOE}_N(a)\) to denote a \(N \times N\) symmetric random matrix whose entries \(A_{ij}\), \(1 \leq i \leq j \leq N\), are independent normal random variables with mean 0 and variance

\[
\mathbb{E} A_{ij}^2 = \frac{(1 + \delta_{ij}) a}{2}.
\]

We write \(\lambda_1^{N,a} \geq \cdots \geq \lambda_N^{N,a}\) for the ordered eigenvalues of \(\text{GOE}_N(a)\), and define the averaged empirical spectral measure by

\[
\mu_{N,a}(A) = N^{-1} \sum_{i=1}^{N} \mathbb{P} [\lambda_i^{N,a} \in A], \quad A \in \mathcal{B}(\mathbb{R}).
\]

The density of \(\mu_{N,a}\) is denoted by \(\rho_{N,a}\), and we introduce \(\rho_N := \rho_{N,N^{-1}}\) as a convenient abbreviation. It is well-known that \(\rho_N(x)\) converges to \(\frac{1}{2\pi} \sqrt{2 - x^2} \mathbf{1}_{|x| \leq \sqrt{2}}\) as \(N \to \infty\), see e.g. [Meh04, (7.2.31)].

We will need the following identity for the determinant of a shifted \(\text{GOE}_{N-1}(N^{-1})\).
Lemma 2.1. For any \( x \in \mathbb{R} \),

\[
\mathbb{E}[\det(xI_{N-1} + \text{GOE}_{N-1}(N^{-1}))] = \sqrt{2} N^{-(N-2)/2} \Gamma \left( \frac{N}{2} \right) e^{N x^2/2} \rho_N(x). \quad (2.5)
\]

We also need precise estimates for \( \rho_N(x) \).

Lemma 2.2. (i) For any \( \delta > 0 \),

\[
\rho_N(x) = \frac{\exp(N \Phi(x))}{2 \sqrt{\pi N} (x^2 - 2)^{3/2} (|x| + \sqrt{x^2 - 2})^{3/2 + o(1)}} \quad (2.6)
\]

with the error term \( o(1) \) converging to zero uniformly for \( |x| > \sqrt{2}(1 + \delta) \), and where

\[
\Phi(x) = \left( -\frac{|x| \sqrt{x^2 - 2}}{2} + \ln \left\{ \frac{|x| + \sqrt{x^2 - 2}}{\sqrt{2}} \right\} \right) 1_{|x| \geq \sqrt{2}} \leq 0. \quad (2.7)
\]

(ii) For any \( \varepsilon > 0 \) and large enough \( N \), for all \( x \in \mathbb{R} \)

\[
e^{N \Phi(x)(1+\varepsilon) - N \varepsilon} \leq \rho_N(x) \leq e^{N \Phi(x)(1-\varepsilon) + N \varepsilon}. \quad (2.8)
\]

Remark 2.3. Lemma 2.1 is (38) from [Fyo15]. For Lemma 2.2(i) with pointwise convergence see [Fyo15, (49)] and [For12, (3.11)]. We give self-contained proofs of both lemmas in Appendix A.

We record the following easy estimate for \( \Phi(x) \) that follows directly from (2.7), showing that it grows quadratically:

\[
-\frac{x^2}{2} \leq \Phi(x) \leq -\frac{x^2}{2} + c + c'x \text{ for all } x \in \mathbb{R}, \text{ for some constants } c, c'. \quad (2.9)
\]

3 Exact formula for the mean number of critical points

In this section, we make the first step on the way to prove Theorems 1.1–1.2. The main result is Proposition 3.1 giving a precise formula for the number of critical points with certain properties. The additional properties will be useful later to show (1.5)–(1.8) characterizing the maximizer of \( H_N^b \).

To state this proposition we need several definitions. Given measurable sets \( \Gamma \subset [-1, 1] \) and \( R, E \subset \mathbb{R} \), we define

\[
\mathcal{N}_N(\Gamma, R, E) = \{ \{ \sigma \in S_{N-1} : \nabla_{\nabla} H_N^b(\sigma) = 0, \sigma \cdot u_N \in \Gamma, N^{-1} \partial_r H_N(\sigma) \in R, N^{-1} H_N^b(\sigma) \in E \} \quad (3.1)
\]

(note that the radial derivative \( \partial_r H_N(\sigma) \) is indeed of the Hamiltonian \( H_N(\sigma) \) without external field, and not of \( H_N^b(\sigma) \)). For \( \gamma \in (-1, 1) \), \( x \in \mathbb{R} \), we set

\[
G(x, \gamma) = \frac{1}{2} \ln (1 - \gamma^2) + \frac{h^2 \gamma^2}{2 \xi' - \frac{x^2}{2(\xi' + \xi'')}} + \frac{(x + h \gamma)^2}{4 \xi''}, \quad (3.2)
\]

\[
p_{x, \gamma}(E) = \mathbb{P} (\{ N^{-1} H_N^b(\sigma) \in E \mid N^{-1} \partial_r H_N(\sigma) = x \}), \quad (3.3)
\]

where in the last formula \( \sigma \in S_{N-1} \) is such that \( \sigma \cdot u_N = \gamma \) (it is easy to see from the symmetry of the Hamiltonian that the right-hand side depends on \( \sigma \) only through \( \gamma \)). Finally, we recall the definition of \( \rho_N \) from below (2.4).
Proposition 3.1. For every $N \in \mathbb{N}$, measurable $\Gamma \subset [-1, 1]$ and $R, E \subset \mathbb{R}$,

$$
\mathbb{E}[N_N(\Gamma, R, E)] = e^{-\frac{Nh^2}{2\xi}} \left( \frac{\xi}{\xi'} \right)^{\frac{N-1}{2}} \frac{2N}{\sqrt{\pi(\xi' + \xi)}} \frac{\Gamma \left( \frac{N}{2} \right)}{\Gamma \left( \frac{N-1}{2} \right)} \int_R \int e^{NG(x, \gamma)} \left( \frac{x + h\gamma}{\sqrt{2\xi'}} \right) \rho_N \left( \frac{x + h\gamma}{\sqrt{2\xi'}} \right) dx d\gamma.
$$

Proof. By the Kac-Rice formula (see, e.g. [AT07, (12.1.4)])

$$
\mathbb{E}[N_N(\Gamma, R, E)] = \int_{S_{N-1}} \mathbb{E} \left[ | \det \nabla^2 H^b_N(\sigma) | \mathbb{I}_{E_R} \left| \nabla sp H^b_N(\sigma) = 0 \right| \mathbb{I}(\gamma) f_{\nabla sp H^b_N(\sigma)}(0) d\sigma \right], \quad (3.4)
$$

where we set

$$
\gamma = \gamma(\sigma) = \sigma \cdot u_N, \quad (3.5)
$$

and

$$
E_{E_R} = \{ N^{-1} H^b_N(\sigma) \in E, N^{-1} \partial_i H_N(\sigma) \in R \}. \quad (3.6)
$$

Using (1.3), formulas (2.1), (2.2) and the notation introduced above them, it follows that

$$
\nabla sp H^b_N(\sigma) = \left( \partial_i H_N(\sigma) + hN \mathbf{u}_N \cdot \mathbf{e}_i(\sigma) \right), \quad (3.7)
$$

$$
\nabla^2 H^b_N(\sigma) = \nabla^2 H^b_N(\sigma) - \partial_i H_N^i(\sigma) \mathbb{I}_{N-1} - \nabla^2 H^b_N(\sigma) - \left( \partial_i H_N(\sigma) + Nh \gamma \right) \mathbb{I}_{N-1}. \quad (3.8)
$$

The vector that lists all entries of $H_N(\sigma), \nabla H_N(\sigma)$ and $\nabla^2 H_N(\sigma)$ is a centred multivariate Gaussian vector. Its covariance can be computed from (1.2). This computation is standard in the context of the critical point complexity for spherical Hamiltonians (see [AB13, Lemma 1] and [BSZ20, Appendix A]); we recall these results in Lemma B.1 in Appendix B. Here we only need the following claims that are a direct consequence of this lemma.

Lemma 3.2. For every $\sigma \in S_{N-1}$

(a) $\nabla sp H(\sigma)$ is independent of $\left( H_N(\sigma), \partial_i H_N(\sigma), \nabla^2 H_N(\sigma) \right)$, and $\nabla^2 H_N(\sigma)$ is independent of $\left( H_N(\sigma), \partial_i H_N(\sigma) \right)$.

(b) $\partial_i H_N(\sigma), i = 1, \ldots, N - 1$, are i.i.d. centred normal random variables with variance $\xi N$.

(c) $\nabla^2 H_N(\sigma)$ has the law of GOE$_{N-1}(2\xi'' N) \overset{d}{=} N \sqrt{2\xi''} \ GOE_{N-1}(N^{-1})$.

(d) $\partial_i H_N(\sigma)$ is a centred normal random variable with variance $(\xi' + \xi'') N$.

We now evaluate the terms appearing on the right-hand side of the Kac-Rice formula (3.4).

Lemma 3.3. For every $\sigma \in S_{N-1}$, using the notation (3.5),

$$
f_{\nabla sp H^b_N(\sigma)}(0) = C_1(N) \exp \left( \frac{Nh^2\gamma^2}{2\xi'} \right),
$$

where

$$
C_1(N) = (2\pi \xi' N)^{-\frac{N-1}{2}} \exp \left( -\frac{Nh^2}{2\xi'} \right).
$$
Proof. By (3.7) and Lemma 3.2(b), \( \nabla_{sp} H_N^h(\sigma) \) is a Gaussian vector whose components are independent and whose \( i \)-th component has mean \( hN u_i \) and variance \( \xi' N \). Therefore,

\[
f_{\nabla_{sp} H_N^h(\sigma)}(0) = (2\pi \xi' N)^{-\frac{N+1}{2}} \exp \left( -\frac{Nh^2}{2\xi'} \sum_{i=1}^{N-1} (u_i \cdot e_i(\sigma))^2 \right).
\]

Using that \( 1 = |u_i|^2 = \sum_{i=1}^{N} (u_i \cdot e_i(\sigma))^2 \) and recalling that \( e_N(\sigma) = \sigma \) completes the proof. □

**Lemma 3.4.** For every \( \sigma \in S_{N-1} \), every \( \Gamma, R, E \) as in Proposition 3.1, and \( h \geq 0 \),

\[
\mathbb{E} \left[ |\det \nabla_{sp} H_N^h(\sigma)|_{1_{E,R}} \mid \nabla_{sp} H_N^h(\sigma) = 0 \right] = C_2(N) \int_R \exp \left( N \left( -\frac{x^2}{2(\xi' + \xi'')} + \frac{(x + h\gamma)^2}{4\xi''} \right) \right) \rho_N \left( \frac{x + h\gamma}{\sqrt{2\xi''}} \right) p_{x,\gamma}(E) \, dx,
\]

where

\[
C_2(N) = \frac{(2\xi'')^{\frac{N-1}{2}} N^{\frac{N-1}{2}} \Gamma(N/2)}{\sqrt{\pi} (\xi' + \xi'')^N}.
\]

Proof. Using (3.7) and (3.8) together with Lemma 3.2(a), we see that \( \nabla_{sp} H_N^h(\sigma) \) and \( E_{E,R} \) are independent of \( \nabla_{sp} H_N^h(\sigma) \), and therefore we can remove the conditioning on \( \nabla_{sp} H_N^h(\sigma) = 0 \). By (3.8) and Lemma 3.2(a,c), we then obtain

\[
\mathbb{E} \left[ |\det \nabla_{sp} H_N^h(\sigma)|_{1_{E,R}} \mid \nabla_{sp} H_N^h(\sigma) = 0 \right] = \mathbb{E} \left[ |\det (\nabla^2 H_N(\sigma)|_{sp} - \partial_r H_N^h(\sigma) \Pi_{N-1})|_{1_{E,R}} \right] = \mathbb{E} \left[ \det \left( \frac{\partial_r H_N(\sigma) + Nh\gamma \Pi_{N-1})}{N\sqrt{2\xi''}} \right)_{1_{E,R}} \right],
\]

where the matrix GOE\(_{N-1}(N^{-1})\) is independent of \( \partial_r H_N(\sigma) \) and \( H_N(\sigma) \). Recalling the distribution of \( \partial_r H_N(\sigma) \) from Lemma 3.2(d), using the notation from (3.3) to write the expectation as an integral over the value \( x \) of \( N^{-1}\partial_r H_N(\sigma) \), this becomes

\[
(2\xi'')^{\frac{N-1}{2}} \sqrt{\frac{N}{2\pi(\xi' + \xi'')}} \int_R \exp \left( -\frac{Nh^2}{2(\xi' + \xi'')} \right) \times \mathbb{E} \left[ \det \left( \text{GOE}_{N-1}(N^{-1}) - \frac{x + h\gamma}{\sqrt{2\xi''}} \Pi_{N-1}) \right) \right] p_{x,\gamma}(E) \, dx.
\]

Lemma 2.1 and \( \rho_N(x) = \rho_N(-x) \) then yield the claim. □

Going back to (3.4), using Lemmas 3.3 and 3.4, we obtain

\[
\mathbb{E}[\mathcal{N}_N(\Gamma, R, E)] = C_1(N) C_2(N) \int_{\mathcal{S}_{N-1}} \int_R \mathbf{1}_\Gamma(\gamma) \exp \left( \frac{Nh^2\gamma^2}{2\xi'} \right) \times \exp \left( N \left( -\frac{x^2}{2(\xi' + \xi'')} + \frac{(x + h\gamma)^2}{4\xi''} \right) \right) \rho_N \left( \frac{x + h\gamma}{\sqrt{2\xi''}} \right) p_{x,\gamma}(E) \, dx \, d\sigma. \tag{3.9}
\]
We proceed with the evaluation of the double integral on the right-hand side of (3.9) which we denote by \( I_N(\Gamma, R, E) \). Observing that the integrand depends on \( \sigma \) only through \( \gamma \), we obtain

\[
I_N(\Gamma, R, E) = \int \int \frac{\text{Vol}(\sqrt{1 - \gamma^2} S_{N-2})}{\sqrt{1 - \gamma^2}} \exp \left( N \left( \frac{h^2 \gamma^2}{2 \xi^2} - \frac{x^2}{2(\xi' + \xi'')} + \frac{(x + h \gamma)^2}{4 \xi''} \right) \right) \\
\times \rho_N \left( \frac{x + h \gamma}{\sqrt{2 \xi''}} \right) p_{x, \gamma}(E) \, dx \, d\gamma.
\]

Using that \( \text{Vol}(r S_{N-2}) = 2r^{N-2} \pi^{(N-1)/2} / \Gamma \left( \frac{N-1}{2} \right) \) and recalling the notation from (3.2), we get

\[
I_N(\Gamma, R, E) = \frac{2 \pi^{\frac{N-1}{2}}}{\Gamma \left( \frac{N-1}{2} \right)} \int \int (1 - \gamma^2)^{\frac{N-3}{2}} \exp \left( N \left( \frac{h^2 \gamma^2}{2 \xi^2} - \frac{x^2}{2(\xi' + \xi'')} + \frac{(x + h \gamma)^2}{4 \xi''} \right) \right) \\
\times \rho_N \left( \frac{x + h \gamma}{\sqrt{2 \xi''}} \right) p_{x, \gamma}(E) \, dx \, d\gamma
\]

Inserting this into (3.9) and simplifying the prefactors yields the claim of Proposition 3.1.

\[ \square \]

4 Optimising the integrand

The asymptotic behaviour of \( \mathbb{E}[N_N(\Gamma, R, E)] \) will be determined using the Laplace method. To this end, we need to control the exponential growth rate of the integrand in Proposition 3.1. We will discuss the rate of \( p_{x, \gamma}(E) \) in Section 6 and set for this section \( E = \mathbb{R} \), so that \( p_{x, \gamma}(E) = 1 \).

Let

\[
F(x, \gamma) = G(x, \gamma) + \Phi \left( \frac{x + h \gamma}{\sqrt{2 \xi''}} \right)
\]

\[
= \frac{1}{2} \ln (1 - \gamma^2) + \frac{h^2 \gamma^2}{2 \xi^2} - \frac{x^2}{2(\xi' + \xi'')} + \frac{(x + h \gamma)^2}{4 \xi''} + \Phi \left( \frac{x + h \gamma}{\sqrt{2 \xi''}} \right),
\]

with \( \Phi \) as in (2.7). The next lemma gives an estimate of the integrand in Proposition 3.1 in terms of \( F \). Before stating and proving it, note that (2.9) implies the following uniform bound for \( F(x, \gamma) \):

\[
F(x, \gamma) \leq \frac{1}{2} \ln(1 - \gamma^2) + c_1 - c_2 x^2 \text{ for some } c_1, c_2 \text{ (depending on } h, \xi \text{) and all } x, \gamma.
\]

\[ (4.2) \]

Lemma 4.1. It holds that

\[
(1 - \gamma^2)^{-\frac{3}{2}} e^{NG(x, \gamma)} \rho_N \left( \frac{x + h \gamma}{\sqrt{2 \xi''}} \right) = e^{NF(x, \gamma)(1+o(1)) + o(N)},
\]

where the error terms may depend on \( h, \xi, \) but are uniform in \( (x, \gamma) \in \mathbb{R} \times (-1, 1) \).
Proof. Using Lemma 2.2(ii) one obtains that the logarithm of the left-hand side equals
\[ NF(x, \gamma) + o \left( N \left( |\ln(1 - \gamma^2)| + \Phi \left( \frac{x + h\gamma}{\sqrt{2c_2}} \right) \right) + 1 \right). \]

On any compact subset of \( \mathbb{R} \times (-1, 1) \) the error term can be bounded by \( o(N) \). On the other hand for large enough \( x \) the inequalities (2.9) and (4.2) imply that the error term can be bounded by \( o(N|F(x, \gamma)|) \).

In order to determine the maximum of \( F \), it is convenient to make a number of changes of variables. We eliminate \( x \) by setting
\[ \eta = \frac{x + h\gamma}{\sqrt{2c_2}}, \] (4.4)
and introduce
\[ \tilde{h} = \frac{h}{\sqrt{2c_2}}, \quad \tilde{\gamma} = \frac{\gamma}{\sqrt{2c_2}}, \quad \tilde{\xi} = \xi, \quad \tilde{\eta} = \frac{\eta}{\sqrt{2c_2}}. \]

We then set
\[ \tilde{F}(\eta, \gamma) = F(\eta\sqrt{2c_2} - h\gamma, \gamma) = \frac{1}{2} \ln (1 - \gamma^2) + \frac{\tilde{h}^2\gamma^2 - (\eta - \tilde{\gamma})^2}{a} + \frac{\eta^2}{2} + \Phi(\eta). \] (4.6)

Note that the maximum values of \( F \) and \( \tilde{F} \) over \( \mathbb{R} \times (-1, 1) \) coincide and \( (x, \gamma) \) is a maximizer of \( F \) if and only if \( (\eta, \gamma) \) (with \( \eta \) as in (4.4)) is a maximizer of \( \tilde{F} \).

**Proposition 4.2.**

(i) If \( h^2 > \xi'' - \xi' \) (i.e. if \( h > h_c \) or \( a > 1 \)), then the unique maximizers of \( F \) and \( \tilde{F} \) are \( \pm(x^*, \gamma^*) \) and \( \pm(\eta^*, \gamma^*) \) respectively, where
\[ \gamma^* = \frac{h}{\sqrt{\xi + h^2}}, \quad \eta^* = \frac{\xi' + \xi'' + h^2}{\sqrt{2c_2(\xi' + h^2)}}, \quad x^* = \frac{\xi' + \xi''}{\sqrt{\xi' + h^2}}. \] (4.7)

The common value of their maxima is then
\[ F(x^*, \gamma^*) = \tilde{F}(\eta^*, \gamma^*) = \frac{h^2}{2c_2} - \frac{1}{2} \ln \frac{\xi''}{\xi'}. \] (4.8)

(ii) If \( a < 1 \) and \( h \in (h_c\sqrt{a}, h_c) \), then the unique maximizers of \( F \) and \( \tilde{F} \) are \( \pm(x_0, \gamma_0) \) and \( \pm(\eta_0, \gamma_0) \) respectively, where
\[ \gamma_0 = \frac{1}{h} \sqrt{\frac{\xi''h^2 - \xi'(\xi'' - \xi')}{\xi''}}, \quad \eta_0 = \frac{h\gamma_0\sqrt{2c_2}}{\xi'' - \xi'}, \quad x_0 = \frac{h\gamma_0(\xi' + \xi'')}{\xi'' - \xi'}. \] (4.9)

The common value of their maxima is then
\[ F(x_0, \gamma_0) = \tilde{F}(\eta_0, \gamma_0) = \frac{1}{2}(H - 1 - \ln H), \] (4.10)

where
\[ H = \frac{\xi''h^2}{\xi'(\xi'' - \xi')} = \frac{\xi''h^2}{\xi h_c^2}. \] (4.11)
(iii) If \( a < 1 \) and \( h \leq h_c \sqrt{a} \), then \((0, 0)\) is the unique maximizer of \( F \) and \( \tilde{F} \) and \( F(0, 0) = \tilde{F}(0, 0) = 0 \).

(iv) If \( a = 1 \) and \( h = 0 \), then \( F(x, \gamma) = \tilde{F}(\eta, \gamma) = \frac{1}{2} \ln(1 - \gamma^2) + \Phi(\eta) \) with \( \eta = \frac{1}{\sqrt{2} \xi} \) and the maximum of \( F \) over \( \mathbb{R} \times (-1, 1) \) is 0.

**Proof.** Note that from (2.7)

\[
\Phi'(\eta) = -\sqrt{\eta^2 - 2} \sgn(\eta) 1_{|\eta| \geq \sqrt{2}},
\]

so that \( \Phi \) is a differentiable function (including at \( \pm \sqrt{2} \)). Thus \( \tilde{F} \) is differentiable as well. In addition, from (4.2) it follows that \( \tilde{F}(\eta, \gamma) \) tends to \(-\infty\) as \(|\gamma| \to 1\) or \(|\eta| \to \infty\). Therefore, a maximizer of \( \tilde{F} \) must exist and be a critical point. Moreover, for every \( \eta \geq 0 \) and \( \gamma \geq 0 \),

\[
\tilde{F}(\eta, \gamma) = \tilde{F}(-\eta, -\gamma) \geq \tilde{F}(-\eta, \gamma) = \tilde{F}(\eta, -\gamma),
\]

where equality holds only when \( \eta = \gamma = 0 \). Hence, to look for a maximizer, we only need to consider the critical points in \([0, \infty) \times [0, 1)\). Thus we assume \( \eta, \gamma \geq 0 \) in the remainder of the proof. Taking the derivatives in \( \eta \) and \( \gamma \), and using (4.12) we obtain

\[
\partial_\eta \tilde{F}(\eta, \gamma) = A \gamma - B \eta - \sqrt{\eta^2 - 2} 1_{|\eta| \geq \sqrt{2}},
\]

\[
\partial_\gamma \tilde{F}(\eta, \gamma) = C \gamma + A \eta - \frac{\gamma}{1 - \gamma^2},
\]

with

\[
A = \frac{2 \tilde{h}}{1 + a}, \quad B = \frac{1 - a}{1 + a} \quad \text{and} \quad C = \frac{2 \tilde{h}^2}{(1 + a)a}.
\]

Hence, the critical points of \( \tilde{F} \) in \([0, \infty) \times (0, 1)\) solve the system

\[
A \gamma - B \eta = \sqrt{\eta^2 - 2} 1_{|\eta| \geq \sqrt{2}},
\]

\[
C \gamma + A \eta = \frac{\gamma}{1 - \gamma^2}.
\]

Solutions of this system are illustrated on Figure 1. The next two lemmas give the solutions in various regimes. For the first one recall the definitions of \( \gamma_* \), \( \eta_* \) from (4.7).

**Lemma 4.3.** If \( h^2 \geq \xi'' - \xi' \) (i.e. \( a < 1 \) or \( h \geq h_c \)) then the point \((\eta_*, \gamma_*)\) is the only solution to the system (4.15) (and thus the only critical point of \( \tilde{F} \)) in \([\sqrt{2}, \infty) \times (0, 1)\).

If \( h^2 < \xi'' - \xi' \) (i.e. \( a > 1 \) and \( h < h_c \)) there is no solution to (4.15) in \([\sqrt{2}, \infty) \times (0, 1)\).

**Proof.** We first consider the case \( h = 0 \). Then the calculation reduces to the one for purely random external field carried out in [Fyo15]. Indeed \( A = C = 0 \), and the second equation of (4.15) implies \( \gamma = 0 = \gamma_* \). By the first equation, \( \eta = \sqrt{2/(1 - B^2)} \) and since

\[
1 - B^2 = \frac{4a}{(1 + a)^2},
\]

we have \( \sqrt{2/(1 - B^2)} = \eta_* \). Therefore, \((\eta_*, \gamma_*)\) is the unique solution of (4.15), and the proof is completed in this case.
From now on we assume \( h > 0 \). For \( \eta \geq \sqrt{2} \), the first equation of \((4.15)\) implies that 
\[
\eta^2 - 2 = (B\eta - A\gamma)^2,
\]
which yields the equation
\[
(1 - B^2)\eta^2 + 2AB\eta\gamma - (2 + A^2\gamma^2) = 0.
\]
As \( B \in (-1,1) \) this is a quadratic equation for \( \eta \) with two solutions, only one of which is non-negative since 
\[
2(1 - B^2) + A^2\gamma^2 > A^2B^2\gamma^2,
\]
namely
\[
\eta = \frac{-AB\gamma + \sqrt{2(1 - B^2) + A^2\gamma^2}}{1 - B^2}.
\]

We can rewrite this as
\[
\eta = \frac{1}{R} \left( -\frac{B}{A} \gamma + \frac{1}{A} \sqrt{2R + \gamma^2} \right), \tag{4.17}
\]
with
\[
R = \frac{1 - B^2}{A^2} \overset{\text{(4.16), (4.14)}}{=} \frac{a}{h^2} = \frac{2\xi}{h^2}. \tag{4.18}
\]

Plugging this into the second equation of \((4.15)\), we get
\[
C\gamma + \frac{A}{R} \left( -\frac{B}{A} \gamma + \frac{1}{A} \sqrt{2R + \gamma^2} \right) = \frac{\gamma}{1 - \gamma^2}.
\]

Observing that \( \gamma = 0 \) is not a solution to this equation, after dividing through by \( \gamma \) and some simplifications, we obtain
\[
CR - B + \sqrt{\frac{2R}{\gamma^2} + 1} = \frac{R}{1 - \gamma^2}. \tag{4.19}
\]
By \((4.14)\), \( CR - B = 1 \). Hence, this is equivalent to
\[
\sqrt{1 + \frac{2R}{\gamma^2}} = \frac{R}{1 - \gamma^2} - 1. \tag{4.20}
\]
If one squares both sides to eliminate the square root and multiplies out by $\gamma^2(1 - \gamma^2)^2$ to remove all fractions, then one gets what is a priori a third degree equation in $\gamma^2$. However the third and second degrees cancel yielding the equation $2R(1 - 2\gamma^2) = R^2\gamma^2 - 2R\gamma^2$, which has a single non-negative solution

$$\gamma = \sqrt{\frac{2}{R + 2}} \overset{(4.18)}{=} \frac{h}{\sqrt{\xi' + h^2}} \overset{(4.7)}{=} \gamma_*. \quad (4.21)$$

Plugging this into (4.17) and using that $\sqrt{2R + \gamma^2} = (h^2 + 2\xi')/h$ we obtain that $\eta$ must satisfy

$$\eta = \frac{1}{\sqrt{\xi' + h^2}} \frac{1}{ARh} (-Bh^2 + h^2 + 2\xi') = \frac{h^2 + \xi' + \xi''}{\sqrt{2\xi''(\xi' + h^2)}} \overset{(4.7)}{=} \eta_*.$$  \hspace{1cm} (4.22)

Hence the only possible solution of (4.15) in $[\sqrt{2}, \infty) \times [0, 1)$ is $(\eta_*, \gamma_*)$.

To check that $(\eta_*, \gamma_*)$ is indeed a solution (since we squared the equation (4.20) we must verify this), we firstly note that by the definition of $\eta_*$

$$\eta_*^2 - 2 = \frac{(\xi' + h^2 - \xi'')^2}{2\xi''(\xi' + h^2)},$$

so that obviously $\eta_* \geq 2$. Secondly, by plugging $\eta = \eta_*, \gamma = \gamma_*$ into the second equation of (4.15) we see that these always solve the equation, since

$$C\gamma_* + A\eta_* = \frac{2\tilde{h}}{(1 + a)\xi'\sqrt{2\xi''(\xi' + h^2)}}(\xi''h^2 + \xi'(\xi'' + \xi' + h^2)), \quad (4.24)$$

where the last parenthesis factors as $(\xi' + h^2)(\xi' + \xi'') = \xi''(\xi' + h^2)(1 + a)$, giving

$$C\gamma_* + A\eta_* = \frac{\tilde{h}\sqrt{2\xi''}\sqrt{\xi' + h^2}}{\xi'} = \frac{h\sqrt{\xi' + h^2}}{\xi'} = \frac{\gamma_*}{1 - \gamma_*^2}. \quad (4.25)$$

Lastly, the left-hand side of the first equation of (4.15) equals

$$A\gamma_* - B\eta_* = \frac{2h^2\xi'' - (\xi'' - \xi')(\xi' + \xi' + h^2)}{(\xi' + \xi'')\sqrt{2\xi''(\xi' + h^2)}}
= \frac{2\xi''h^2 - h^2(\xi'' - \xi') - (\xi'' - \xi')(\xi' + \xi'')}{\sqrt{2\xi''(\xi' + h^2)(\xi' + \xi'')}}
= \frac{(h^2 + \xi' - \xi'')(\xi' + \xi'')}{\sqrt{2\xi''(\xi' + h^2)(\xi' + \xi'')}} = \frac{h^2 + \xi' - \xi''}{\sqrt{2\xi''(\xi' + h^2)}}. \quad \square$$

The right-hand side of the first equation of (4.15) is $\sqrt{\frac{\xi' + h^2 - \xi''^2}{2\xi''(\xi' + h^2)}}$ by (4.23), which equals the last expression in the above display as long as $h^2 \geq \xi'' - \xi'$.

We now inspect critical points with $\eta \in [0, \sqrt{2}]$. Recall the definition of $\eta_0$, $\gamma_0$ from Proposition 4.2.
Lemma 4.4. $\tilde{F}$ has at most two critical points in $[0, \sqrt{2}] \times [0, 1)$:

If $a < 1$ and $h \leq \sqrt{a}h_c$ or if $h^2 > \xi'' - \xi'$ (i.e. $a > 1$ or $h > h_c$) then the point $(0, 0)$ is the only solution to (4.15) in $[0, \sqrt{2}] \times [0, 1)$.

If $a < 1$ and $h \in (h_c\sqrt{a}, h_c]$, then the points $(0, 0)$ and $(\eta_0, \gamma_0)$ are the only solutions to (4.15) in $[0, \sqrt{2}] \times [0, 1)$.

Proof. As claimed $\gamma = 0, \eta = 0$ is always a solution to (4.15). In the remainder of the proof we thus seek to determine when there are other non-negative solutions.

If $\gamma = 0$, then $\eta = 0$ is the only solution of (4.15) in $[0, \sqrt{2}]$, and we can thus assume that $\gamma > 0$.

We first consider the case $a = 1$ (that is $\xi'' - \xi' = 0$) and $h > 0$. Then $B = 0$ and $A > 0$, and the first equation of (4.15) leads to $\gamma = 0$, showing that $(0, 0)$ is the only solution and completing the proof in this special case.

From now on we can assume $a \neq 1$, and thus $B \neq 0$. Since we consider $\eta \in [0, \sqrt{2}]$ only, the first equation in (4.15) is linear and implies $\eta = \frac{1}{a} \gamma$. If $a > 1$, then $A > 0$ and $B < 0$, and thus there is no solution to (4.15) with $\gamma, \eta > 0$. This completes the proof in the case $a > 1$. Hence, we assume $a < 1$ for the rest of the proof.

Plugging $\eta = \frac{4}{B} \gamma$ into the second equation, we obtain

$$\left(C + \frac{A^2}{B}\right) \gamma = \frac{\gamma}{1 - \gamma^2}.$$  

Using the identity $C + \frac{A^2}{B} = \frac{h^2}{(\xi'' - \xi')a}$ which follows from (4.14), it is easy to see that any non-zero solution satisfies

$$\gamma^2 = 1 - \frac{(\xi'' - \xi')a}{h^2}. \quad (4.26)$$

If $h \leq h_c\sqrt{a}$ then the right-hand side is non-positive, so that there are no non-zero solutions to (4.26) and thus no further solutions to (4.15). This completes the proof of the case $a < 1$ and $h \leq h_c\sqrt{a}$. When $h > h_c\sqrt{a}$ then (4.26) has unique positive solution

$$\sqrt{1 - \frac{(\xi'' - \xi')a}{h^2}} \equiv (4.5), (4.9) \gamma_0. \quad (4.27)$$

The matching $\eta$, computed from the first equation, is given by $\eta = \frac{4}{B} \gamma_0 = \eta_0$ (see (4.14)), for $\eta_0$ as claimed in (4.9). Thus $(\eta_0, \gamma_0)$ is the only possible solution to (4.15) in $[0, \sqrt{2}] \times [0, 1)$ other than $(0, 0)$, and is a solution if indeed $\eta_0 \leq \sqrt{2}$.

If $h \leq h_c$, then $\eta_0 \leq \sqrt{2}$ holds true, because $\eta_0$ is an increasing functions of $h$ by (4.27) and (4.9), and $\eta_0 = \sqrt{2}$ for $h = h_c$, by (4.9). This completes the proof of the case $a < 1, h \in (\sqrt{a}h_c, h_c]$.

Otherwise, if $h > h_c$, then $\eta_0 > \sqrt{2}$, so $(\eta_0, \gamma_0)$ is not a solution to (4.15). This completes the proof of the case $a < 1, h > h_c$.

We now have all ingredients to complete the proof of Proposition 4.2. \hfill $\Box$

Proof of (iii). The claim (iii) follows directly from the previous two lemmas, as $(0, 0)$ is the only critical point for $h \leq h_c\sqrt{a}$, so it must be a maximum. \hfill $\Box$

For claims (i), (ii) we need to evaluate $\tilde{F}$ at the remaining critical points and show that it is positive there.
Proof of (i). By Lemmas 4.3, 4.4, and (4.13) the possible maximizers of \( \tilde{F} \) are \((0,0)\) and \(\pm(\eta_*, \gamma_*)\). We need to compute \( \tilde{F}(\eta_*, \gamma_*) \) and show that it is positive. To this end we write
\[
\eta_* = \frac{1}{\sqrt{2}} \left( z + \frac{1}{z} \right) \quad \text{for} \quad z = \sqrt{\frac{\xi''}{h^2 + \xi'}}. \tag{4.28}
\]
If \( x = \frac{1}{\sqrt{2}} (z + \frac{1}{z}) \) for \( 0 < z < 1 \), then the identity
\[
\frac{x^2}{2} + \Phi(x) = \frac{1}{2} + \frac{z^2}{2} - \ln z \tag{4.29}
\]
can be proved from the definition (2.7) of \( \Phi \) by noting that \( \sqrt{x^2 - 2} = \frac{1}{\sqrt{2}} (1 - z) \). In addition, by (4.7),
\[
\frac{1}{2} \ln (1 - \gamma_*^2) = \frac{1}{2} \ln \left( \frac{\xi''}{\xi' + h^2} \right).
\]
Inserting the last two displays into (4.6) and cancelling the terms containing the logarithm, we obtain
\[
\tilde{F}(\eta_*, \gamma_*) = \frac{\tilde{h}^2 \gamma_*^2}{a} - \frac{(\eta_* - \tilde{h} \gamma_*)^2}{1 + a} + \frac{1}{2} \frac{\xi''}{h^2 + \xi'} - \frac{1}{2} \ln \left( \frac{\xi''}{\xi'} \right). \tag{4.30}
\]
Plugging in all definitions (see (4.5) and (4.7)) and using \( \frac{\tilde{h}^2 \gamma_*^2}{a} = \frac{h^4}{2\xi (\xi + h^2)} \) and \( \frac{(\eta_* - \tilde{h} \gamma_*)^2}{1 + a} = \frac{1}{2} \frac{\xi' + \xi''}{\xi' + h^2} \) one verifies (4.8).

Applying the elementary inequality
\[
\ln y \leq y - 1 \quad \text{for all} \quad y > 0 \quad \text{(with equality only if} \quad y = 1) \tag{4.31}
\]
with \( y = \frac{\xi''}{\xi'} \) to (4.8) we get for \( h^2 > \xi'' - \xi' \) that
\[
\tilde{F}(\eta_*, \gamma_*) > \frac{\xi'' - \xi'}{2\xi'} - \frac{1}{2} \left( \frac{\xi''}{\xi'} - 1 \right) = 0 = \tilde{F}(0,0). \tag{4.32}
\]
Thus \( \pm(\eta_*, \gamma_*) \) are the unique maximizers of \( \tilde{F} \) if \( h^2 > \xi'' - \xi' \). This proves claim (i) of the proposition.

Proof of (ii). By Lemmas 4.3, 4.4 and (4.13), we have that \( \pm(\eta_0, \gamma_0) \) are the only possible maximizers of \( F \) for \( h \in (h_c \sqrt{a}, h_c) \). When \( a < 1 \) and \( h = h_c \), then \( \eta_* = \eta_0 = \sqrt{2} \), \( x_* = x_0 \) and \( \gamma_* = \gamma_0 \), so this holds also for \( h = h_c \). Thus to verify (ii) we must compute \( F(x_0, \gamma_0) \). To this end we use that \( \Phi(\eta_0) = 0 \) since \( |\eta_0| \leq \sqrt{2} \). Plugging (4.9) into the (4.6) and using that

\[
\tilde{F}(0,0) = 0 \tag{4.33}
\]
and
\[
\frac{\xi''}{\xi'} - 1 \leq 0 \tag{4.34}
\]
we get
\[
\tilde{F}(\eta_0, \gamma_0) = \frac{\xi''}{\xi'} - 1 = 0 = \tilde{F}(0,0). \tag{4.35}
\]
1 − γ_0^2 = \frac{1}{\pi} \text{ we obtain}

\begin{align*}
\frac{\tilde{h}^2 \gamma_0}{a} - \frac{(\eta_0 - \tilde{h} \gamma_0)^2}{1 + a} + \frac{\eta_0^2}{2} &= \gamma_0^2 \left( \frac{h^2}{2\xi''a} - \frac{1}{1 + a} \left( \frac{h\sqrt{2\xi''}}{\xi'' - \xi''} - \frac{h}{\sqrt{2\xi''}} \right)^2 + \frac{2h^2\xi''}{2(\xi'' - \xi'')^2} \right) \\
&= \left( 1 - \frac{1}{H} \right) \left( \frac{h^2}{2\xi''} - \frac{h^2}{\xi'' + \xi''} \left( \frac{2\xi''}{(\xi'' + \xi'')^2} - 2\xi'' - \xi' + \frac{1}{2} \right) + \frac{2h^2\xi''}{2(\xi'' - \xi'')^2} \right) \\
&= \left( 1 - \frac{1}{H} \right) \left( \frac{h^2}{2\xi''} + \frac{h^2}{2(\xi'' - \xi'')^2(\xi'' + \xi'')} \right) = \left( 1 - \frac{1}{H} \right) \frac{H}{2} = \frac{H - 1}{2}.
\end{align*}

This gives (4.10). As \( H > 1 \) for \( h > \sqrt{ah_c} \) and \( a < 1 \), we see immediately using (4.31) that \( \tilde{F}(\eta_0, \gamma_0) > 0 = \tilde{F}(0, 0) \). This proves the claim (ii).

\( \square \)

Proof of (iv). Substituting \( \xi'' = \xi' \) and \( h = 0 \) into \( F \) and \( \tilde{F} \), it is straightforward to check \( F(x, \gamma) = \tilde{F}(\eta, \gamma) = \frac{1}{2} \ln (1 - \gamma^2) + \Phi(\eta) \). By (4.12), \( \Phi(\eta) \leq 0 \) for any \( \eta \in \mathbb{R} \). Hence, since \( \ln (1 - \gamma^2) \leq 0 \), the maxima of \( F \) and \( \tilde{F} \) are 0.

\( \square \)

This completes the proof of all parts of Proposition 4.2.

Having control over the exponential term we are prepared to finish this section with the proof of claim (1.12) which gives the annealed complexity in the nontrivial regime.

Proof of Theorem 1.2(ii). By Proposition 3.1 with \( R = E = \mathbb{R} \) and \( \Gamma = [-1, 1] \),

\[ \mathbb{E}[N_N] = \exp \left( N \left[ -\frac{h^2}{2\xi''} + \frac{1}{2} \ln \left( \frac{\xi''}{\xi''} \right) \right] + o(N) \right) \int_1^\infty \int_{-\infty}^{\infty} e^{NG(x, \gamma)} e^{-LN} \left( 1 - \gamma^2 \right)^{3/2} \rho_N \left( \frac{x + h\gamma}{\sqrt{2\xi''}} \right) \, dx \, d\gamma, \]

which by Lemma 4.1 equals

\[ \exp \left( N \left[ -\frac{h^2}{2\xi''} + \frac{1}{2} \ln \left( \frac{\xi''}{\xi''} \right) \right] + o(N) \right) \int_1^\infty \int_{-\infty}^{\infty} e^{NF(x, \gamma)(1 + o(1))} \, dx \, d\gamma. \]

Bounding the integral over the complement of a sufficiently large box around the origin from above using (4.2) gives an upper bound of \( e^{-LN} \) for any \( L \). Hence restricting to a bounded region only causes vanishing multiplicative error and then the Laplace method yields

\[ \mathbb{E}[N_N] = \exp \left( N \left[ -\frac{1}{2} \ln \left( \frac{\xi''}{\xi''} \right) - \frac{h^2}{2\xi''} + \max_{\gamma \in [-1, 1], x \in \mathbb{R}} F(x, \gamma) \right] + o(N) \right). \quad (4.33) \]

Applying Proposition 4.2(ii, iii, iv) then implies the claim (1.12).

\( \square \)

Note that by the same argument using (4.8) of Proposition 4.2(i) we obtain

\[ \lim_{N \to \infty} \frac{1}{N} \ln \mathbb{E}[N_N] = 0 \quad \text{if} \quad h^2 > \xi'' - \xi', \quad (4.34) \]

which is a weaker form of the triviality claimed in (1.11).
5 Exact asymptotic in the trivial regime

In this section we consider the trivial regime \( h^2 > \xi'' - \xi' \), and conclude the proof of the asymptotic complexity (1.11).

Proof of Theorem 1.2(i). By Proposition 3.1, using \( E = R = \mathbb{R} \) and \( \Gamma = [-1, 1] \), we have

\[
\mathbb{E}[N_N] = e^{-\frac{Nh^2}{2}} \left( \frac{\xi''}{\xi'} \right)^{N-1} \frac{2N}{\sqrt{\pi (\xi' + \xi'')}} \Gamma \left( \frac{N}{2} \right) \int_{-|\gamma|}^{N-h} e^{NG(x, \gamma)} \left( \frac{x + h\gamma}{\sqrt{2\xi''}} \right) d\gamma dx.
\]

Following the argument of the proof of Theorem 1.2(ii) and using (4.2) we can bound the integral outside a sufficiently large box above by \( e^{-LN} \) for any \( L \). Hence removing the complement of a sufficiently large box only causes vanishing error. By Laplace principle we then may further restrict to any fixed neighborhood \([-x, x] \times [y, y+\varepsilon]\) of the maximizers of the exponential contribution, still causing only vanishing error. Since we assume that \( h^2 > \xi'' - \xi' \), it follows from Proposition 4.2(i) that these maximizers are \( \gamma_* \) and \( x_* \), and in addition \( x_* + h\gamma_* = \gamma_* > \sqrt{2} \) by (4.21). Hence choosing \( \varepsilon > 0 \) small enough allows the use of Lemma 2.2(i). Recalling the definition of \( \eta \) from (4.4), we obtain that \( \mathbb{E}[N_N] \) equals

\[
e^{-\frac{Nh^2}{2}} \left( \frac{\xi''}{\xi'} \right)^{N-1} \frac{2\sqrt{N}}{\pi \sqrt{\xi' + \xi''}} \Gamma \left( \frac{N}{2} \right) \int_{-x_* - \varepsilon}^{x_* + \varepsilon} \int_{y_* - \varepsilon}^{y_* + \varepsilon} \frac{(1 - \gamma^2)^{-\frac{3}{2}} e^{NF(x, \gamma)}}{(\eta_*^2 - 2)^{\frac{3}{2}} (|\eta_*| + \sqrt{\eta_*^2 - 2})^\frac{1}{2}} d\gamma dx + o(1).
\]

Note that an extra factor 2 arises since the neighborhood of \((-\gamma_*, -x_*)\) by symmetry has the same contribution as the neighborhood of \((\gamma_*, x_*)\). Using the Laplace principle with second order corrections we obtain that the above is

\[
e^{-\frac{Nh^2}{2}} \left( \frac{\xi''}{\xi'} \right)^{N-1} \frac{2\sqrt{N}}{\pi \sqrt{\xi' + \xi''}} \Gamma \left( \frac{N}{2} \right) \frac{(1 - \gamma_*^2)^{-\frac{3}{2}} e^{NF(x, \gamma_*)}}{(\eta_*^2 - 2)^{\frac{3}{2}} (|\eta_*| + \sqrt{\eta_*^2 - 2})^\frac{1}{2}} \frac{2\pi}{\sqrt{N} \sqrt{\det \nabla^2 F(x, \gamma_*)}} + o(1).
\]

Using that \( \Gamma \left( \frac{N}{2} \right) \Gamma \left( \frac{N-1}{2} \right) \sim \sqrt{N/2} \) and plugging in the value of \( F(x, \gamma_*) \) from (4.8) of Proposition 4.2(i), we benefit from cancellations and obtain

\[
\mathbb{E}[N_N] = \frac{2\sqrt{2}\sqrt{\xi''}(1 - \gamma_*^2)^{-\frac{3}{2}}}{\sqrt{\xi''} \sqrt{(\xi' + \xi'')(\eta_*^2 - 2)^\frac{1}{2}} \sqrt{|\det \nabla^2 F(x, \gamma_*)|}} + o(1). \tag{5.1}
\]

Calculating the second order derivatives of \( F \) from (4.1), we obtain:

\[
\partial_x^2 F(x, \gamma) = \frac{h^2}{2\xi''} \left( \frac{\xi' - \xi''}{\xi' + \xi''} + \Phi''(\eta) \right),
\]

\[
\partial_\gamma^2 F(x, \gamma) = -\frac{1 + \gamma^2}{(1 - \gamma^2)^2} + \frac{h^2}{2\xi''} \left( 1 + 2\xi'' + \Phi''(\eta) \right)
\]

\[
= \frac{h^2}{2\xi''} \left( -2\xi'' + h^2(\xi' + \xi'') \right) + 1 + 2\xi'' + \Phi''(\eta), \tag{5.2}
\]

\[
\partial_x \partial_\gamma F(x, \gamma) = \frac{h}{2\xi''} \left( 1 + \Phi''(\eta) \right).
\]
We now plug in $\gamma = \gamma^*$ and $x = x_*$, so that $\eta = \eta_*$ (recall the formulas from (4.7)). Using $\Phi''(\eta) = -\frac{\eta}{\sqrt{\eta^2 - 2}}$ for $\eta > \sqrt{2}$ and $\sqrt{\eta^2 - 2} = \frac{\xi + h^2 - \xi''}{\sqrt{2\xi''(\xi + h^2)}}$ (recall (4.23)), one verifies that $\Phi''(\eta_*) = -\frac{\xi + h^2 + \xi''}{\xi_0 + h^2 - \xi''}$. Using also $\gamma_0^2 = \frac{h^2}{\xi_0 + h^2}$ and simplifying one obtains

$$\partial_x^2 F(x_*, \gamma_*) = -\frac{2\xi' + h^2}{(h^2 + \xi'' - \xi') (\xi' + \xi'')}$$

$$\partial_y^2 F(x_*, \gamma_*) = -\frac{(\xi' + 2h^2) (\xi' + h^2)}{(\xi')^2 + h^2} \frac{h^2 - \xi''}{\xi'' (\xi^2 + \xi' - \xi'')}$$

$$\partial_x \partial_y F(x_*, \gamma_*) = -\frac{h}{h^2 + \xi' - \xi''}.$$

Using these expressions in the formula for the determinant of a $2 \times 2$ matrix and extracting factors $h^2 + \xi' - \xi''$, $(\xi')^2$ and $\xi' + \xi''$ one obtains that $\det \nabla^2 F(x_*, \gamma_*)$ equals

$$\frac{1}{h^2 + \xi' - \xi''} \left( \frac{2\xi' + h^2}{(\xi' + \xi'')} \left( (\xi' + 2h^2) (\xi' + h^2) - h^2 (h^2 - \xi'') \frac{1}{\xi'' (\xi^2 + \xi' - \xi'')} \right) - \frac{h^2}{h^2 + \xi' - \xi''} \right)$$

$$= \frac{1}{(h^2 + \xi' - \xi'') (\xi')^2 + h^2} \left( (\xi' + 2h^2) (\xi' + h^2) - h^2 (\xi' + \xi'') \frac{1}{h^2 + \xi' - \xi''} \right).$$

The last two terms equal

$$\frac{h^2 (h^2 - \xi'') \xi'_0 (2\xi' + h^2)}{h^2 + \xi' - \xi''} + \frac{h^2 (\xi')^2 (\xi' + \xi'')}{h^2 + \xi' - \xi''} = \frac{h^2 (h^2 - \xi'') \xi'_0 (2\xi' + h^2) + h^2 (\xi')^2 (\xi' + \xi'')}{h^2 + \xi' - \xi''}.$$

Remarkably a factor of $h^2 + \xi' - \xi''$ can be pulled out of the numerator by writing

$$h^2 (h^2 - \xi'') \xi'_0 (2\xi' + h^2) + h^2 (\xi')^2 (\xi' + \xi'')$$

$$= h^2 (h^2 + \xi' - \xi'') \xi'_0 (2\xi' + h^2) - h^2 (\xi')^2 (2\xi' + h^2) + h^2 (\xi')^2 (\xi' + \xi'')$$

$$= h^2 (h^2 + \xi' - \xi'') \xi'_0 (2\xi' + h^2) - h^2 (\xi')^2 (\xi' + h^2 - \xi'')$$

$$= (h^2 + \xi' - \xi'') (h^2 + \xi') h^2 \xi'.$$

Thus the determinant (5.3) becomes

$$\frac{(\xi' + h^2) \{ (2\xi' + h^2) (\xi' + 2h^2) - h^2 \xi' \}}{(h^2 + \xi' - \xi'') (\xi')^2 (\xi' + \xi'')}.$$  

By multiplying out and completing the square the second term of the numerator simplifies to $2(\xi' + h^2)^2$ and we obtain

$$\det \nabla^2 F(x_*, \gamma_*) = \frac{2 (\xi' + h^2)^3}{(h^2 + \xi' - \xi'') (\xi')^2 (\xi' + \xi'')}.$$  

Using (4.7), $\eta_* = \frac{1}{\sqrt{2}} (\frac{1}{z} + z)$ and $\sqrt{\eta^2 - 2} = \frac{1}{\sqrt{2}} (\frac{1}{z} - z)$ with $z = \sqrt{\frac{\xi''}{\xi + h^2}} \leq 1$ (recall (4.28)), the remaining terms simplify to

$$\frac{1}{(\eta^2 - 2)^{1/4} (\eta_* + \sqrt{\eta^2 - 2})^{1/2}} = \sqrt{\frac{\xi''}{\xi' + h^2 - \xi''}}.$$
Plugging (5.6)–(5.8) into (5.1) we obtain $\mathbb{E}[\mathcal{N}_N] \sim 2$, which completes the proof of (1.11). □

6 Characterization of maximum

In the final section of this paper we prove the asymptotic equalities (1.5)–(1.8) describing the properties of the field at its maximizer. The proofs are based on the following two lemmas.

Lemma 6.1. If there exists $p \geq 2$ such that $\xi(s) = a_p s^p$, then $p_{x,\gamma}(E) = 1_E \left( \frac{\xi'}{\xi+\xi'} + h\gamma \right)$. Otherwise, for $x \in \mathbb{R}$ and $E \subset \mathbb{R}$,

$$p_{x,\gamma}(E) = \frac{1}{\sqrt{2\pi} J} \int_E \exp \left( - \frac{N}{2J^2} \left( y - \left( \frac{\xi'}{\xi+\xi'} x + h\gamma \right) \right)^2 \right) dy \tag{6.1}$$

where $J^2 = \frac{\xi(\xi''+\xi^2)-\xi^2}{\xi+\xi'}$ is a positive number.

Proof. Using Lemma B.1,

$$\mathbb{E} \partial_r H_N(\sigma)^2 = N(\xi' + \xi'') \quad \mathbb{E} H_N(\sigma)^2 = N\xi \quad \mathbb{E} \partial_r H_N(\sigma) H_N(\sigma) = N\xi'. \tag{6.2}$$

Using standard Gaussian conditioning formulas, this implies that, conditionally on $\partial_r H_N(\sigma)$, $H_N(\sigma)$ is a Gaussian random variable with mean $\frac{\xi'}{\xi+\xi'} \partial_r H_N(\sigma)$ and variance $NJ^2$. By Jensen’s inequality we have

$$\xi' + \xi'' = \sum_{p \geq 1} p^2 a_p = \left( \sum_{p \geq 1} a_p \right) \frac{\sum_{p \geq 1} p^2 a_p}{\sum_{p \geq 1} a_p} \geq \left( \sum_{p \geq 1} a_p \right) \left( \frac{\sum_{p \geq 1} p a_p}{\sum_{p \geq 1} a_p} \right)^2 = \frac{(\xi')^2}{\xi},$$

with equality only if $\xi(s) = a_p s^p$ for some $p \geq 2$. It follows that if $\xi$ takes this form, then $J = 0$, and otherwise $J > 0$. If $J = 0$, then $H_N(\sigma) = \frac{\xi'}{\xi+\xi'} \partial_r H_N(\sigma)$ almost surely, and thus $p_{x,\gamma}(E) = 1_E \left( \frac{\xi'}{\xi+\xi'} + h\gamma \right)$. If $J > 0$, we obtain (6.1) as claimed. □

Lemma 6.2. Assume that $h^2 > \xi'' - \xi'$. Recall $x_s$ and $\gamma_s$ from (4.7) and set $y_s = \sqrt{\xi'} + h^2$. Then for all closed sets $\Gamma \subset [-1,1]$ and $R, E \subset \mathbb{R}$ with $\pm(\gamma_s, x_s, y_s) \notin \Gamma \times R \times E$, we have

$$\lim_{N \to \infty} \mathbb{E}[\mathcal{N}_N(\Gamma, R, E)] = 0.$$

Proof. We first assume that $\xi(s)$ is not of the form $a_p s^p$. By Proposition 3.1, Lemmas 6.1 and 4.1,

$$\mathbb{E}[\mathcal{N}_N(\Gamma, R, E)] = \exp \left( N \left( \frac{1}{2} \ln \left( \frac{\xi''}{\xi} \right) - \frac{h^2}{2\xi'} + o(1) \right) \right) \int_\Gamma \int_R e^{NG(x, \gamma)} \left( \frac{x + h\gamma}{\sqrt{2\xi'}} \right) p_{x,\gamma}(E) \, d\gamma \, dx$$

$$\leq \exp \left( N \left( \frac{1}{2} \ln \left( \frac{\xi''}{\xi} \right) - \frac{h^2}{2\xi'} + o(1) \right) \right) \times \int_E \int_R \int_\Gamma \exp \left( N \left( F(x, \gamma) - \frac{1}{2J^2} \left( y - \left( \frac{\xi'}{\xi+\xi'} + h\gamma \right) \right)^2 + o(1) \right) \right) d\gamma \, dx \, dy \tag{6.3}$$
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By noting that \( y_{\ast} = \frac{\xi^\prime}{\xi^\prime + x_{\ast}} x_{\ast} + h \gamma_{\ast} \) and using Proposition 4.2(i), if \( \pm (\gamma_{\ast}, x_{\ast}, y_{\ast}) \notin \Gamma \times R \times E \), then the maximum of the exponent in the integrand of (6.3) over \( R \times \Gamma \times E \) is strictly smaller than \( F(x_{\ast}, \gamma_{\ast}) = - \left( \frac{1}{2} \ln \left( \frac{\xi''}{\xi'} \right) - \frac{h^2}{2 \xi^\prime} \right) \) (recall (4.8)), since \( R \times \Gamma \times E \) is a closed set. Using (4.2) we see that the tail of the integral plays no role, and thus \( \mathbb{E}[\mathcal{N}_N(\Gamma, R, E)] \to 0 \). The proof in the case \( \xi(x) = a_p s^p \) is similar and simpler and is left to the reader.

We can now prove claims (1.5)–(1.8) of Theorem 1.1. Recall that this theorem deals with the trivial regime, that is we assume \( h^2 > \xi'' - \xi' \) for the rest of this section.

**Proof of (1.5).** Taking \( \varepsilon > 0 \) and applying Lemma 6.2 with \( E = \{ y \in \mathbb{R} : |y| - y_{\ast} \geq \varepsilon \} \), \( R = \mathbb{R} \) and \( \Gamma = [-1, 1] \) we obtain

\[
\mathbb{E}[\{ \sigma \in S_{N-1} : \nabla_{\sigma} H_N^h(\sigma) = 0, |N^{-1}H_N^h(\sigma)| - y_{\ast} \geq \varepsilon \}] \to 0.
\]

Moreover, for any \( \sigma \in S_{N-1} \) with \( \sigma \cdot \mathbf{u}_N = 0 \), one has \( \mathbb{P}(|N^{-1}H_N^h(\sigma)| > \varepsilon \to 0 \) as \( N \to \infty \). As \( \sigma^* \) is the global maximum of \( H_N^h \), we thus have \( N^{-1}H_N^h(\sigma^*) > -\varepsilon \) with probability tending to one. This implies

\[
\lim_{N \to \infty} \mathbb{P}(|N^{-1}H_N^h(\sigma^*) - y_{\ast}| > \varepsilon) = 0;
\]

which proves (1.5).

**Proof of (1.6).** By a similar argument as in the last proof, taking \( \Gamma = [\gamma_{\ast} - \varepsilon, \gamma_{\ast} + \varepsilon] \) and\( E = [y_{\ast} - \varepsilon, y_{\ast} + \varepsilon] \), so that \( \Gamma \times \mathbb{R} \times E \) does not contain \( \pm (\gamma_{\ast}, x_{\ast}, y_{\ast}) \),

\[
\mathbb{P}(|\mathbf{u}_N \cdot \sigma^* - \gamma_{\ast}| > \varepsilon) \\
\leq \mathbb{P}(|\mathbf{u}_N \cdot \sigma^* - \gamma_{\ast}| > \varepsilon, |N^{-1}H_N^h(\sigma^*) - y_{\ast}| \leq \varepsilon) + \mathbb{P}(|N^{-1}H_N^h(\sigma^*) - y_{\ast}| > \varepsilon) \\
\leq \mathbb{E}\left[ \mathcal{N}_N(\Gamma, \mathbb{R}, E) \right] + \mathbb{P}(|N^{-1}H_N^h(\sigma^*) - y_{\ast}| > \varepsilon) \to 0,
\]

where in the last step we have used (6.4) and Lemma 6.2. This proves (1.6).

**Proof of (1.7).** Repeating the same argument, for \( R = [x_{\ast} - \varepsilon, x_{\ast} + \varepsilon] \), \( E = [y_{\ast} - \varepsilon, y_{\ast} + \varepsilon] \)

\[
\mathbb{P}(|N^{-1}\partial_{\sigma} H_N(\sigma^*) - x_{\ast}| > \varepsilon) \\
\leq \mathbb{P}(|N^{-1}\partial_{\sigma} H_N(\sigma^*) - x_{\ast}| > \varepsilon, |N^{-1}H_N^h(\sigma^*) - y_{\ast}| \leq \varepsilon) + \mathbb{P}(|N^{-1}H_N^h(\sigma^*) - y_{\ast}| > \varepsilon) \\
\leq \mathbb{E}\left[ \mathcal{N}_N([-1, 1], R, E) \right] + \mathbb{P}(|N^{-1}H_N^h(\sigma^*) - y_{\ast}| > \varepsilon) \to 0.
\]

This implies that \( N^{-1}\partial_{\sigma} H_N(\sigma^*) \to x_{\ast} \) in probability. Recalling that \( \partial_{\sigma} H_N^h(\sigma) = \partial_{\sigma} H_N(\sigma) + N h \mathbf{u}_N \cdot \sigma \) and using \( x_{\ast} + h \gamma_{\ast} = \frac{\xi^\prime + \xi'' + h^2}{\xi^\prime + h^2} \), we obtain (1.7).

To prove (1.8) we need a standard large deviation estimate for the largest eigenvalue of a GOE random matrix. For a matrix \( A \) let \( \lambda_{\max}(A) \) denote the largest eigenvalue. Then

\[
\text{for all } \varepsilon > 0 \text{ there is a } \delta > 0 \text{ such that for } N \text{ large enough} \\
\mathbb{P}(|\lambda_{\max}(\text{GOE}_N(N^{-1})) - \sqrt{2}| > \varepsilon) \leq e^{-\delta N},
\]

see e.g. [AGZ10, (2.6.31)]. We also need the following lemma.
Lemma 6.3. For all $\delta > 0$ it holds for $N$ large enough and $\sqrt{2} + \delta \leq x \leq \delta^{-1}$ that
\[
\mathbb{E} \left[ \left| \det (x I_N + \text{GOE}_N (N^{-1})) \right|^2 \right] \leq e^{\delta N} \mathbb{E} \left[ \left| \det (x I_N + \text{GOE}_N (N^{-1})) \right|^2 \right]. \tag{6.7}
\]

Proof. Note that
\[
\det (x I_N + \text{GOE}_N (N^{-1})) = \exp \left( N \int \ln |\eta - \lambda| \, dL_N(\lambda) \right),
\]
where $L_N = \frac{1}{N} \sum_{i=1}^{N} \delta \lambda_i$ is the empirical measure of the eigenvalues $(\lambda_i)_{i=1}^{N}$ of $\text{GOE}_N (N^{-1})$. We follow [Sub17a, Lemma 16] in approximating $\ln$ by a bounded continuous function, and applying the large deviation principle for the empirical spectral measure with speed $N^2$. For $\kappa > 1$, define the function
\[
\ln_x \kappa = \begin{cases} 
-\ln \kappa, & \text{if } x < \kappa^{-1}, \\
\ln x, & \text{if } \kappa^{-1} \leq x < \kappa, \\
\ln \kappa, & \text{if } x \geq \kappa.
\end{cases}
\]
Note that $\ln x \leq \ln_x \kappa$ for $x \leq \kappa$. Set $|\lambda|_{\max} = \max_{1 \leq i \leq N} |\lambda_i|$. For $x \leq \delta^{-1}$ we have
\[
\mathbb{E} \left[ \left| \det (x I_N + \text{GOE}_N (N^{-1})) \right|^2 \right] \\
= \mathbb{E} \left[ \exp \left( 2N \int \ln |x - \lambda| \, dL_N(\lambda) \right) \right] \\
\leq \mathbb{E} \left[ \exp \left( 2N \int \ln_x \kappa |x - \lambda| \, dL_N(\lambda) \right) + \exp \left( 2N \ln \left( |x| + |\lambda|_{\max} \right) \right) \mathbb{1}_{|\lambda|_{\max} + |x| > \kappa} \right] \\
\leq 2 \mathbb{E} \left[ \exp \left( 2N \int \ln_x \kappa |x - \lambda| \, dL_N(\lambda) \right) \right], \tag{6.8}
\]
where the last inequality follows by taking $\kappa$ large enough and using the estimate $\mathbb{P}(|\lambda|_{\max} \geq M) \leq e^{-NM^2/9}$ (see Lemma 6.3 in [BDG01]).

We now apply the large deviation principle (with speed $N^2$) for the empirical spectral measure, see e.g. [AGZ10, Theorem 2.6.1]. Consider the set
\[
F = \left\{ \mu \in M_1(\mathbb{R}) : \left| \int \ln_x |x - \lambda| \, d\mu(\lambda) - \int_{-\sqrt{2}}^{\sqrt{2}} (2\pi)^{-1} \ln \kappa |x - \lambda| \sqrt{2 - \lambda^2} \, d\lambda \right| > \frac{\delta}{8} \right\},
\]
where $M_1(\mathbb{R})$ stands for set of probability measures on $\mathbb{R}$. Since $\ln_x(\cdot)$ is a bounded continuous function the large deviations principle implies that $\mathbb{P}(L_N \notin F) \leq e^{-cN^2}$ for some $c' > 0$. Therefore the first expectation on the right-hand side of (6.8) can be bounded from above
\[
\mathbb{E} \left[ \exp \left( 2N \int \ln_x \kappa |x - \lambda| \, dL_N(\lambda) \right) \right] \\
\leq e^{N\delta/4} \exp \left( 2N \int_{-\sqrt{2}}^{\sqrt{2}} (2\pi)^{-1} \ln \kappa |x - \lambda| \sqrt{2 - \lambda^2} \, d\lambda \right) + e^{-c'N^2} \tag{6.9}
\]
\[
\leq 2e^{N\delta/4} \left( \exp \left( N \int_{-\sqrt{2}}^{\sqrt{2}} (2\pi)^{-1} \ln |x - \lambda| \sqrt{2 - \lambda^2} \, d\lambda \right) \right)^2.
\]
The claim then follows since for \( x > \sqrt{2} + \delta \) and \( \kappa \) large enough
\[
\exp \left( N \int_{-\sqrt{2}}^{\sqrt{2}} (2\pi)^{-1} \ln \kappa |x - \lambda| \sqrt{2 - \lambda^2} \, d\lambda \right)
\leq 2 \mathbb{E} \left[ \exp \left( N \int_{-\sqrt{2}}^{\sqrt{2}} (2\pi)^{-1} \ln \kappa |x - \lambda| \sqrt{2 - \lambda^2} \, d\lambda \right) 1_{L_N \in \mathcal{F}, |\lambda|_{\max} \leq \sqrt{2 + \delta/2}} \right]
\leq 2 e^{N\delta/8} \mathbb{E} \left[ \exp \left( N \int \ln \kappa |x - \lambda| \, dL_N(\lambda) \right) 1_{L_N \in \mathcal{F}, |\lambda|_{\max} \leq \sqrt{2 + \delta/2}} \right]
\leq 2 e^{N\delta/8} \mathbb{E} \left[ \det \left( xI_N + \text{GOE}_N \left( (N^{-1}) \right) \right) \right],
\]
where we used the fact that \( \ln \kappa z \leq \ln z \) for \( z \geq \kappa^{-1} \) as well as \( \mathbb{P} (L_N \notin \mathcal{F}) \to 0 \) and \( \mathbb{P} (|\lambda|_{\max} > \sqrt{2 + \delta/2}) \to 0 \) (see (6.6)).

Proof of (1.8). Define
\[
M_{N-1}(\sigma) := \frac{1}{N \sqrt{2 \xi^h}} \nabla^2 \tilde{h}(\sigma)|_{\text{sp}},
\]
so that \( M_{N-1}(\sigma) \overset{d}{=} \text{GOE}_{N-1}(N^{-1}) \), by Lemma 3.2(c). Using (2.2),
\[
\nabla_{\text{sp}} \tilde{h}(\sigma) = -\partial_r \tilde{h}(\sigma) \mathbb{I}_{N-1} + \nabla^2 \tilde{h}(\sigma)|_{\text{sp}}
= -\partial_r \tilde{h}(\sigma) \mathbb{I}_{N-1} + N \sqrt{2 \xi^h} M_{N-1}(\sigma).
\]
Recalling (1.7), to prove (1.8) it hence suffices to show that
\[
\lim_{N \to \infty} \lambda_{\max}(M_{N-1}(\sigma^*)) = \sqrt{2}, \quad \text{in probability.}
\] (6.11)

To show (6.11), we recall \( \eta_* \) from (4.7), and define
\[
\mathcal{E}_\varepsilon = \left\{ \sigma \in S_{N-1} : |\lambda_{\max}(M_{N-1}(\sigma)) - \sqrt{2}| > \varepsilon, \left| \frac{\partial_r \tilde{h}(\sigma)}{\sqrt{2 \xi^h} N} - \eta_* \right| < \varepsilon \right\}.
\]

By the Kac-Rice formula as in the proof of Proposition 3.1
\[
\mathbb{E} \left[ \left\{ \sigma \in \mathcal{E}_\varepsilon : \nabla_{\text{sp}} \tilde{h}(\sigma) = 0 \right\} \right]
= \int_{S_{N-1}} f_{\nabla_{\text{sp}} \tilde{h}(\sigma)}(0) \mathbb{E} \left[ \left| \det \left( -\partial_r \tilde{h}(\sigma) \mathbb{I}_{N-1} + N \sqrt{2 \xi^h} M_{N-1}(\sigma) \right) \right| 1_{\mathcal{E}_\varepsilon}(\sigma) \right] \, d\sigma.
\] (6.12)

To compute the expectation inside the integral, recall that \( \partial_r \tilde{h}(\sigma) \) and \( M_{N-1}(\sigma) \) are inde-
pendent by Lemma 3.2(a). Hence,
\[
E \left[ \left| \det \left( -\partial_r H_N^h(\sigma) \mathbb{I}_{N-1} + N \sqrt{2 \xi''} M_{N-1}(\sigma) \right) \right| \right] \\
= (2 \xi'' N^2)^{\frac{N-1}{2}} E \left[ \left| \det \left( -\partial_r H_N^h(\sigma) \mathbb{I}_{N-1} + M_{N-1}(\sigma) \right) \right| \right] \\
= (2 \xi'' N^2)^{\frac{N-1}{2}} \int_{\eta_{\sigma\sigma}^{+\sigma}}^{\eta_{\sigma\sigma}^{-\sigma}} E \left[ \left| \det (m_{\eta} + M_{N-1}(\sigma)) \right| 1 \{ |\lambda_{\max}(M_{N-1}(\sigma)) - \sqrt{2} | > \epsilon \} \right] \\
\times f_{\partial_r H_N^h(\sigma)}(\eta) \, d\eta \\
\leq (2 \xi'' N^2)^{\frac{N-1}{2}} \left( \int_{\eta_{\sigma\sigma}^{+\sigma}}^{\eta_{\sigma\sigma}^{-\sigma}} E \left[ \left| \det (m_{\eta} + M_{N-1}(\sigma)) \right|^2 \right]^{1/2} f_{\partial_r H_N^h(\sigma)}(\eta) \, d\eta \right) \\
\times P(|\lambda_{\max}(M_{N-1}(\sigma)) - \sqrt{2} | > \epsilon)^{1/2},
\] 
(6.13)

where in the last step we used the Cauchy-Schwarz inequality.

Using (6.6) we have for some \( \delta \)
\[
\mathbb{P}(|\lambda_{\max}(M_{N-1}(\sigma)) - \sqrt{2} | > \epsilon) \leq e^{-\delta N},
\] 
(6.14)
(using \( N - 1 \) in place of \( N \) and multiplying both sides in the event of (6.6) by a factor to deal with the small mismatch between matrix dimension \( N - 1 \) and variance \( N^{-1} \) of entries of \( M_{N-1}(\sigma) \) in (6.14)). Furthermore
\[
E \left[ \left| \det (m_{\eta} + M_{N-1}(\sigma)) \right|^2 \right] \leq e^{N\delta/2} \mathbb{E} \left[ \left| \det (m_{\eta} + M_{N-1}(\sigma)) \right|^2 \right],
\] 
(6.15)
for large enough \( N \) by Lemma 6.3 since if \( h^2 > \xi'' - \xi' \) then \( \eta_\ast > \sqrt{2} \) by (4.23), dealing similarly with the mismatch of matrix dimension and variance in (6.15). Using (6.14) and (6.15), for all \( N \) large enough, the right-hand side of (6.13) is bounded by
\[
e^{-N\delta/4} (2 \xi'' N^2)^{\frac{N-1}{2}} \int_{\eta_{\sigma\sigma}^{+\sigma}}^{\eta_{\sigma\sigma}^{-\sigma}} E \left[ \left| \det (m_{\eta} + M_{N-1}(\sigma)) \right| f_{\partial_r H_N^h(\sigma)}(\eta) \, d\eta \right] \\
\leq e^{-N\delta/4} \mathbb{E} \left[ \left| \det \left( -\partial_r H_N^h(\sigma) \mathbb{I}_{N-1} + N \sqrt{2 \xi''} M_{N-1}(\sigma) \right) \right| \right].
\]
Plugging this into (6.12), we obtain for \( N \) large enough
\[
\mathbb{P}(\sigma^* \in E_\varepsilon) \leq \mathbb{E} \left[ \left| \left\{ \sigma \in \mathbb{E} \colon \nabla_{\sigma \sigma} H_N^h(\sigma) = 0 \right\} \right| \right] \\
\leq e^{-N\delta/4} \int \mathbb{E} \left[ \left| \det \left( -\partial_r H_N^h(\sigma) + N \sqrt{2 \xi''} M_{N-1}(\sigma) \right) \right| f_{\nabla_{\sigma \sigma} H_N^h(\sigma)}(0) \, d\sigma \right] \\
e^{-\delta/4} N_{\mathbb{E}[\mathbb{N}_N]} \xrightarrow{N \to \infty} 0,
\]
since \( \lim_{N \to \infty} \mathbb{E}[\mathbb{N}_N] = 2 \). Therefore for any \( \varepsilon > 0 \)
\[
\mathbb{P}(|\lambda_{\max}(M_{N-1}(\sigma^*)) - \sqrt{2} | > \epsilon) \leq \mathbb{P}(\sigma^* \in E_\varepsilon) + \mathbb{P} \left( \frac{\partial_r H_N^h(\sigma^*)}{\sqrt{2 \xi''}} - \eta_\ast \geq \varepsilon \right) \xrightarrow{N \to \infty} 0,
\]
by the previous display and (1.7). This proves (6.11) and thus (1.8).
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A Random matrix estimates

In the first part of the appendix, we prove several auxiliary results about GOE random matrices that were used in the main part of the paper.

Proof of Lemma 2.1. The proof builds on the argument in Lemma 3.3 in [ABČ13]. Recall that \( \lambda_{1,N} \geq \cdots \geq \lambda_{N,N} \) denote the ordered eigenvalues of GOE_N(a). The distribution \( Q_{N,a} \) of \( (\lambda_{i,N})_{i \leq N} \) can be written explicitly, see [Meh04, Theorem 3.3.1]:

\[
Q_{N,a}(d\lambda) = \frac{N!}{Z_N(a)} e^{-\frac{1}{2} \sum_{i=1}^{N} \lambda_i^2} \Delta_N(\lambda) \prod_{i=1}^{N} d\lambda_i, \tag{A.1}
\]

where (see [Meh04, (3.3.10)])

\[
Z_N(a) = (2\pi)^{N/2} a^{N(N+1)/4} \prod_{j=1}^{N} \frac{\Gamma\left(1 + \frac{j}{2}\right)}{\Gamma\left(\frac{3}{2}\right)} , \tag{A.2}
\]

and \( \Delta_N(\lambda) = \prod_{1 \leq i < j \leq N} |\lambda_i - \lambda_j| \) is the van der Monde determinant. We write \( Z_N = Z_N(N^{-1}) \) and \( Z_{N-1} = Z_{N-1}(N^{-1}) \) and define \( T_N = \{ (x_i)_{i=1}^{N} \subset \mathbb{R}^N : x_1 < \cdots < x_N \} \). Then,

\[
\mathbb{E}[\det(x I_{N-1} + \text{GOE}_{N-1}(N^{-1}))] = \int \prod_{i=1}^{N-1} |x - \lambda_i| Q_{N-1,N-1}(d\lambda)
\]

\[
= \frac{(N-1)!}{Z_{N-1}'} \int \prod_{i=1}^{N-1} |x - \lambda_i| e^{-\frac{1}{2} \sum_{i=1}^{N-1} \lambda_i^2} \Delta_{N-1}(\lambda) 1_{T_N}(\lambda) \prod_{i=1}^{N-1} d\lambda_i
\]

\[
= \sum_{j=1}^{N} \frac{(N-1)!}{Z_{N-1}'} \int \prod_{i=1}^{N-1} |x - \lambda_i| e^{-\frac{1}{2} \sum_{i=1}^{N-1} \lambda_i^2} \Delta_{N-1}(\lambda)
\]

\[
\times 1_{\{\lambda_1 < \cdots < \lambda_{j-1} < x < \lambda_j < \cdots < \lambda_{N-1}\}} \prod_{i=1}^{N-1} d\lambda_i, \tag{A.3}
\]

with the convention that \( \lambda_0 = -\infty \) and \( \lambda_N = \infty \). We note that \( \Delta_{N-1}(\lambda) \prod_{i=1}^{N-1} |x - \lambda_i| = \Delta_N(\nu) \), with \( \nu = \nu(\lambda, x) = (\lambda_1, \ldots, \lambda_{j-1}, x, \lambda_j, \ldots, \lambda_N) \). Having this in mind, since the dirac delta function \( \delta(x - y) \) enable us to exchange \( x \) and \( y \) freely, (A.3) is equal to

\[
\sum_{j=1}^{N} \frac{(N-1)!}{Z_{N-1}'} \int \delta(x - \nu_j) \exp \left( -\frac{N}{2} \sum_{i \in \{1,\ldots,N\} \setminus \{j\}} \nu_i^2 \right) \Delta_N(\nu) 1_{T_N}(\nu) \prod_{i=1}^{N} d\nu_i
\]

\[
= \frac{Z_N}{N Z_{N-1}'} e^{\frac{x^2}{2}} \sum_{j=1}^{N} \frac{N!}{Z_N} \int \delta(x - \nu_j) \exp \left( -\frac{N}{2} \sum_{i=1}^{N} (\nu_i)^2 \right) \Delta_N(\nu) 1_{T_N}(\nu) \prod_{i=1}^{N} d\nu_i
\]

\[
= \frac{Z_N}{Z_{N-1}'} e^{\frac{x^2}{2}} \int \left[ \frac{1}{N} \sum_{j=1}^{N} \delta(x - \nu_j) \right] Q_{N,N-1}(d\nu)
\]

\[
= \frac{Z_N}{Z_{N-1}'} e^{\frac{x^2}{2}} \int \left[ \frac{1}{N} \sum_{j=1}^{N} \delta(x - \lambda_j) \right] Q_{N,N-1}(d\lambda), \tag{A.4}
\]
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where in the last line now \( \lambda \in \mathbb{R}^N \). Since \( \int_A \left( \sum_{i=1}^N \delta(x - \lambda_i) \right) \, dx = |\{1 \leq i \leq N \mid \lambda_i \in A\}| \), we have

\[
\mu_{N,N-1}(A) = \mathbb{E} \left[ \int_A \frac{1}{N} \sum_{i=1}^N \delta(x - \lambda_i^{N,N-1}) \, dx \right]
= \int \int_A \left[ \frac{1}{N} \sum_{j=1}^N \delta(x - \lambda_j) \right] \, dx \, Q_{N,N-1}(d\lambda)
= \int_A \int \left[ \frac{1}{N} \sum_{j=1}^N \delta(x - \lambda_j) \right] Q_{N,N-1}(d\lambda) \, dx,
\]

which implies

\[
\rho_N(x) = \rho_{N,N-1}(x) = \int \left[ \frac{1}{N} \sum_{j=1}^N \delta(x - \lambda_j) \right] Q_{N,N-1}(d\lambda). \tag{A.5}
\]

Thus, the right-hand side of (A.4) is equal to \( \frac{Z_N}{Z_{N-1}} e^{\frac{N}{2}x^2} \rho_N(x) \).

Note that

\[
\frac{Z_N}{Z_{N-1}} = \sqrt{\frac{2\pi N^{-N/2} \Gamma(1 + \frac{N}{2})}{\Gamma\left(\frac{N}{2}\right)}}
= \sqrt{\frac{2}{N^{-(N-2)/2}} \Gamma\left(\frac{N}{2}\right)},
\]

where we have used \( \Gamma(3/2) = \sqrt{\pi}/2 \) and \( \Gamma(1 + x) = x\Gamma(x) \), which completes the proof.

To prove Lemma 2.2 we use a formula for \( \rho_N \) in terms of Hermite polynomials. Let \( \phi_n(x) = (2^n n! \sqrt{\pi})^{-\frac{1}{2}} H_n(x) e^{-\frac{x^2}{2}} \), where \( (H_n(x))_{n \geq 0} \) are the Hermite polynomials.

**Lemma A.1.** It holds that

\[
\rho_N(x) = N^{-1/2} (A_N(x) + B_N(x)) \tag{A.6}
\]

where

\[
A_N(x) = \sum_{i=0}^{N-1} \phi_i(\sqrt{N} x)^2 = N \phi_N(\sqrt{N} x)^2 - \sqrt{N(N + 1)} \phi_{N-1}(\sqrt{N} x) \phi_{N+1}(\sqrt{N} x), \tag{A.7}
\]

and

\[
B_N(x) = S_N(x) + \alpha_N(x), \tag{A.8}
\]

for

\[
S_N(x) = \sqrt{\frac{N}{2}} \phi_{N-1}(\sqrt{N} x) J_N(x), \tag{A.9}
\]

and

\[
\alpha_N(x) = \begin{cases} 
\phi_{N-1}(\sqrt{N} x) \left( \int_{-\infty}^\infty \phi_{N-1}(t) \, dt \right)^{-1} & \text{if } N \text{ is odd}, \\
0 & \text{if } N \text{ is even} \end{cases} \tag{A.10}
\]
where

\[
J_N(x) = \int_{-\infty}^{\infty} \frac{\text{sgn}(\sqrt{N}x - t)}{2} \phi_N(t) \, dt = \begin{cases} -\text{sgn}(x) \sqrt{N} \int_{|x|}^{\infty} \phi_N(\sqrt{N} t) \, dt & \text{if } N \text{ is odd,} \\ \text{sgn}(x) \sqrt{N} \int_{0}^{\infty} \phi_N(\sqrt{N} t) \, dt & \text{if } N \text{ is even.} \end{cases} \tag{A.11}
\]

**Proof.** This follows from [Meh04, (7.2.19), (7.2.27), (7.2.28), (7.2.30), (7.2.32) and pp 511] (after translating to our normalization). The second equality of (A.7) can be found on [Meh04, page 511], and the last identity is due to \( \phi_N \) and \( H_N \) being even functions for \( N \) even and odd functions for \( N \) odd.

The proof of Lemma 2.2 is then based on applying the following bounds for Hermite polynomials.

**Lemma A.2.** Fix \( \delta > 0 \).

1. Uniformly for \( x \in [0, \sqrt{2}(1 - \delta)] \) we have

\[
N^{-1/2} A_N(x) \to \frac{1}{2\pi} \sqrt{2 - x^2}. \tag{A.12}
\]

2. Uniformly for \( x \in [0, \sqrt{2}(1 - \delta)] \) we have

\[
\phi_N(\sqrt{N}x) = O(N^{-1/4}) \tag{A.13}
\]

3. Uniformly for \( x \in [\sqrt{2}(1 + \delta), \infty) \), we have

\[
\phi_N(\sqrt{N}x) = \frac{e^{N\Phi(x)} g(x)}{\sqrt{4\pi \sqrt{2N}}} (1 + o(1)) \quad \text{where } g(x) = \left| \frac{x - \sqrt{2}}{x + \sqrt{2}} \right|^{1/4} + \left| \frac{x + \sqrt{2}}{x - \sqrt{2}} \right|^{1/4}. \tag{A.14}
\]

4. Uniformly for \( x \in [\sqrt{2}(1 - \delta), \sqrt{2}(1 + \delta)] \),

\[
\phi_N(\sqrt{N}x) = (2N)^{-1/4} \left( (x + \sqrt{2})(\sqrt{2N^{2/3}})^{1/4} |\hat{f}_N(x)|^{1/4} \text{Ai}(f_N(x))(1 + o(1)) \right) \\
- (x + \sqrt{2})^{-1}(\sqrt{2N^{2/3}})^{-1/4} |\hat{f}_N(x)|^{-1/4} \text{Ai}'(f_N(x))(1 + o(1)) \right). \tag{A.15}
\]

where \( \text{Ai}(x) \) is the Airy function, and \( f_N(x) = \sqrt{2N^{2/3}}(x - \sqrt{2})\hat{f}_N(x) \) with an analytic function \( \hat{f}_N \) such that, if \( \delta \) is small enough then there are constants \( c < C \) such that \( 0 < c \leq \hat{f}_N(x) < C < \infty \) uniformly in \( x \in [\sqrt{2}(1 - \delta), \sqrt{2}(1 + \delta)] \).

5. It holds that

\[
\int_{0}^{\infty} \phi_N(x) \, dx \sim (2N)^{-1/4}, \quad \int_{\mathbb{R}} \phi_{N-1}(x) \, dx = \begin{cases} 2(2N)^{-1/4}(1 + o(1)) & \text{if } N \text{ is odd} \\ 0 & \text{if } N \text{ is even.} \end{cases} \tag{A.16}
\]
6. **Uniformly for** $x \in \mathbb{R}$

$$
\int_{-\infty}^{x} \phi_N(x) \, dx = O(N^{-1/4}),
$$

(A.17)

**and**

$$
\sup_{x \geq 0} |J_N(x)| = O(N^{-1/4}).
$$

(A.18)

7. **There exists** $c > 0$ **such that for** $N$ **large enough,**

$$
\int_{\sqrt{2(1+\delta)}}^{\infty} |\phi_N(\sqrt{N}x)| \, dx \leq e^{-cN}.
$$

(A.19)

**Proof.**

1. The density of the expected empirical spectral distribution for the GUE ensemble (i.e. the object corresponding to $\rho_N$ for this ensemble) is precisely $N^{-1}A_N(x)$ [Meh04, (6.2.10)]. It is well-known that this density (whether for GUE or GOE) converges to the semi-circle law density $\frac{1}{2\pi} \sqrt{2 - x^2}$ point-wise, and [Lin, Theorem, page 16] shows for the GUE that this convergence is uniform on compact subsets of $(-\sqrt{2}, \sqrt{2})$.

The remaining estimates are from [DG07], where they are given for general orthogonal polynomials in terms of the quantities $e_N, d_N, h_N(x)$ [DG07, (2.3), (2.4), (2.6)]. Results for the standard Hermite polynomials are obtained by setting (in the notation of [DG07]) $m = 1, \kappa_2 = 1, \kappa_k = 0$ for $k \neq 2$. In this special case $e_N = \sqrt{2N}, d_N = 0, h_N = 4$ by [Dei+99, pp 1501, Remark 3]. To obtain the estimates for our normalization of the GOE the variable $x$ in the formulas of [DG07] should furthermore be replaced by $x/\sqrt{2}$.

2. This follows directly from [DG07, pp 38 penultimate display].

3. This follows from [DG07, pp 28 first display] using (4.12).

4. This is due to [DG07, (4.9)-(4.10) and points (1), (2), (4), (5) on page 29].

5. This is due to [DG07, (4.14)] and the odd-/evenness of $\phi_N$.

6. The first claim is due to [DG07, display after (4.15)] and the second follows immediately using (A.11).

7. This is due to [DG07, (4.16)].

When using (A.15) we will also use the asymptotics of the Airy function and its derivative.

**Lemma A.3.** [AS64, pp 448–449] It holds that as $y \to \infty$,

$$
\text{Ai}(y) \sim \frac{1}{2\sqrt{\pi}y^{1/4}} e^{-\frac{2}{3}y^{3/2}},
$$

(A.20)

$$
\text{Ai}'(y) \sim -\frac{y^{1/4}}{2\sqrt{\pi}} e^{-\frac{2}{3}y^{3/2}},
$$

$$
\text{Ai}(-y) \sim \frac{1}{\sqrt{\pi}y^{1/4}} \sin \left( \frac{2}{3}y^{3/2} + \frac{\pi}{4} \right) + o(|y|^{-1/4}),
$$

(A.21)

$$
\text{Ai}'(-y) \sim -\frac{y^{1/4}}{\sqrt{\pi}} \cos \left( \frac{2}{3}y^{3/2} + \frac{\pi}{4} \right) + o(|y|^{1/4}).
$$
Due to the symmetry $\rho_N(x) = \rho_N(-x)$ it suffices to consider $x \geq 0$ in the proof of Lemma 2.2. We furthermore consider $\varepsilon > 0$ arbitrary, and chose a sufficiently small $\delta > 0$ such that

$$\inf_{x \in [\sqrt{2}(1-\delta), \sqrt{2}(1+\delta)]} \Phi(x) > -\varepsilon/2. \quad (A.22)$$

The claims of Lemma 2.2 then follow from the following two estimates.

$$\rho_N(x) = \exp\left( N \Phi(x) \right) \frac{1}{2\sqrt{\pi N} \left( x^2 - 2 \right)^{1/4} \left( |x| + \sqrt{x^2 - 2} \right)^{1/4+o(1)}} \text{ uniformly for } x \in [\sqrt{2}(1+\delta), \infty), \quad (A.23)$$

and

$$e^{-N^{1/2}} \leq \rho_N(x) \leq e^{N^{1/2}}, \forall x \in [0, \sqrt{2} + \delta), \quad (A.24)$$

((A.23) implies (2.8) in the range $[\sqrt{2}(1+\delta), \infty)$ since

$$|\ln(2\sqrt{\pi N} \left( x^2 - 2 \right)^{1/4} \left( |x| + \sqrt{x^2 - 2} \right))| \leq \varepsilon |\Phi(x)|N,$$

uniformly for $x$ in the range, for $N$ large enough). The proof of (A.24) is further subdivided into 4 subcases:

1. $x \in [0, \sqrt{2} - \delta)$
2. $x \in [\sqrt{2} - \delta, \sqrt{2} - N^{-4/7})$
3. $x \in [\sqrt{2} - N^{-4/7}, \sqrt{2} + N^{-4/7})$
4. $x \in [\sqrt{2} + N^{-4/7}, \sqrt{2} + \delta)$

In the range $[\sqrt{2} + \delta), \infty)$ the term $B_N(x)$ is dominant, and is estimated using (A.14) to obtain (A.23). In case 4 the term $B_N(x)$ remains dominant, but is now estimated instead using (A.15).

In case 1 the term $A_N(x)$ is dominant and is estimated with (A.12). In case 2 the term $A_N(x)$ remains dominant and is now estimated instead using (A.15).

Finally in the intermediate case 3 the terms $A_N(x)$ and $B_N(x)$ are of similar order and for the upper bound crudely bounding the Hermite polynomial terms using (A.15) suffices, while for the lower bound we use a different method involving the formula (A.1) to compare $\rho_N$ in this range with $\rho_N$ in the range $[\sqrt{2} - \delta, \sqrt{2} - N^{-4/7})$.

Proof of (A.23). If $N$ is even we have $J_N(x) = \sqrt{N} \int_0^\infty\phi_N(\sqrt{N}x) \, dx - \sqrt{N} \int_x^\infty\phi_N(\sqrt{N}x) \, dx \sim (2N)^{-1/4}$ uniformly by (A.11), (A.16) and (A.19), and thus by (A.8)-(A.10)

$$B_N(x) \sim \frac{(2N)^{1/4}}{2} \phi_{N-1}(\sqrt{N}x) \text{ uniformly for } x \geq \sqrt{2} + \delta. \quad (A.25)$$

For odd $N$, $J_N(x)$ decays exponentially by (A.11) and (A.19). Hence, $S_N(x) \ll \phi_{N-1}(\sqrt{N}x)$ by (A.9). On the other hand $\alpha_N(x) \sim (2N)^{1/4}/2 \phi_{N-1}(\sqrt{N}x)$ by (A.10) and (A.16), so (A.25) holds also for odd $N$. 

28
We now derive an estimate for \( \phi_{N-1}(\sqrt{N}x) \) from the estimate (A.14) for \( \phi_N(\sqrt{N}x) \). To this end define the function \( F(s) = s^{-1}\Phi(\sqrt{s}x) \). Then, by the mean value theorem, there exists \( \alpha \in [1, \frac{N}{N-1}] \) such that

\[
 \frac{1}{N-1}F'(\alpha) = F\left(\frac{N}{N-1}\right) - F(1) = \frac{N-1}{N}\Phi\left(\frac{\sqrt{N}}{N-1}x\right) - \Phi(x).
\]

We note that

\[
 F'(\alpha) = -\alpha^{-2}\ln\left(\frac{\sqrt{\alpha x} + \sqrt{\alpha x^2 - 2}}{\sqrt{2}}\right) = -(1 + o(1))\ln\left(\frac{x + \sqrt{x^2 - 2}}{\sqrt{2}}\right),
\]

where \( o(1) \) converges to 0 as \( \alpha \to 1 \) or equivalently \( N \to \infty \) uniformly for \( x > \sqrt{2}(1+\delta) \). Since, \( (|x + \sqrt{2}|^{1/2} + |x - \sqrt{2}|^{1/2})^2 = 2(x + \sqrt{x^2 - 2}) \), we obtain

\[
 g(x) = \frac{|x + \sqrt{2}|^{1/2} + |x - 2|^{1/2}}{(x^2 - 2)^{1/4}} = \frac{\sqrt{2(x + \sqrt{x^2 - 2})}}{(x^2 - 2)^{1/4}}.
\]

Hence, by (A.14),

\[
 \phi_{N-1}(\sqrt{N}x) = \phi_{N-1}\left(\sqrt{N-1}\sqrt{\frac{N}{N-1}x}\right)
\]

\[
 \sim e^{(N-1)\Phi(\sqrt{N}x)}g(x)
\]

\[
 = \frac{e^{N\Phi(x)}}{\sqrt{4\pi\sqrt{2(N-1)}}} = \frac{e^{N\Phi(x)}}{\sqrt{\pi\sqrt{2N(x^2 - 2)}}} \frac{1}{\frac{1}{2}(x + \sqrt{x^2 - 2})^{1/2} + o(1)}.
\]

(A.26)

From this we immediately obtain

\[
 B_N(x) = \frac{(1 + o(1))e^{N\Phi(x)}}{2\sqrt{\pi}(x^2 - 2)^{1/4}(|x| + \sqrt{x^2 - 2})^{1/2} + o(1)}
\]

\[
 = 2\frac{\sqrt{\pi}(x^2 - 2)^{1/4}(|x| + \sqrt{x^2 - 2})^{1/2} + o(1)}{e^{N\Phi(x)}}.
\]

Recalling (A.6) it thus only remains to show that \( A_N(x) = o(B_N(x)) \). By applying (A.14) for \( \phi_{N-1}, \phi_N, \phi_{N+1} \) we get from (A.7)

\[
 A_N(x) = N\phi_N(\sqrt{N}x)^2 - N\phi_N(\sqrt{N}x)\phi_{N-1}(\sqrt{N}x)\phi_{N+1}(\sqrt{N}x) = O(N^2e^{2N\Phi(x)}),
\]

which implies \( A_N(x) = o(B_N(x)) \), since \( \Phi(x) \leq -\varepsilon/2 \) for \( x \geq \sqrt{2} + \delta \). □

We next move to the region \( [\sqrt{2} + N^{-4/7}, \sqrt{2} + \delta] \). The argument is essentially the same as for \( [\sqrt{2}(1+\delta), \infty) \) except for using (A.15) instead of (A.14).
Proof of (A.24) for $x \in [\sqrt{2} + N^{-4/7}, \sqrt{2} + \delta]$. By (A.15) and (A.20), we obtain

$$
\phi_N(\sqrt{N}x) = \exp \left( -\frac{27/4}{3} N(x - \sqrt{2})^{3/2} \hat{f}_N(x)^{3/2} + O(\ln(N)) \right) 
$$

(A.27)

uniformly on $\sqrt{2}(1 + N^{-4/7}) \leq |x| \leq \sqrt{2}(1 + \delta)$. Hence, together with (A.19), it is easy to see that $\int_{x}^{\infty} \phi_N(\sqrt{N}t) \, dt$ decays faster than any polynomial of $N$.

Hence, for $N$ even, by (A.16), we have

$$
J_N(x) = \sqrt{N} \left( \int_{0}^{\infty} \phi(\sqrt{N}x) \, dx - \int_{|x|}^{\infty} \phi(\sqrt{N}x) \, dx \right) \sim (2N)^{-1/4},
$$

as in the proof for $x \in [\sqrt{2} + \delta, \infty)$ above, so that still

$$
B_N(x) \sim \frac{(2N)^{1/4}}{2} \phi_{N-1}(x).
$$

(A.28)

For $N$ odd we obtain $\alpha_N(x) \sim \frac{(2N)^{1/4}}{2} \phi_{N-1}(x)$ by (A.10) and (A.16). Also since (A.11) gives that $|J_N(x)| = \left| \sqrt{N} \int_{x}^{\infty} \phi_N(\sqrt{N}t) \, dt \right|$ decays faster than any polynomial of $N$ we obtain from (A.9) that $S_N(x) = o(\alpha_N(x))$, by (A.16), so that (A.28) holds also for odd $N$.

By (A.7) and (A.27) we get

$$
|A_N(x)| = \exp \left( -\frac{211/4}{3} N(x - \sqrt{2})^{3/2} \hat{f}_N(x)^{3/2} + O(\ln(N)) \right)
$$

$$
\ll B_N(x) = \exp \left( -\frac{27/4}{3} B_N(x - \sqrt{2})^{3/2} \hat{f}_N(x)^{3/2} + O(\ln(N)) \right) \to 0.
$$

Putting things together with (A.22), we have

$$
e^{-N\epsilon/2} \leq \frac{1}{2} N^{-1/2} B_N(x) \leq \rho_N(x) \leq 2N^{-1/2} B_N(x) \leq 1 \leq e^{N\epsilon/2},
$$

concluding the proof. \qed

Proof of (A.24) for $x \in [0, \sqrt{2} - \delta]$. It holds that $N^{-1/2} A_N(x) = e^{O(1)}$ uniformly in this interval by (A.12). Using (A.13) as well as (A.16) and (A.18), we obtain $S_N = O(1)$ and $\alpha_N(x) = O(1)$, so that $N^{-1/2} B_N(x) = o(1)$, which gives the claim. \qed

Proof of (A.24) for $x \in [\sqrt{2} - \delta, \sqrt{2} - N^{-4/7}]$. By (A.15) and (A.21), we have

$$
\phi_n(\sqrt{N}x) = O(N^{-1/4}(x - \sqrt{2})^{-1/4}) = o(1), \text{ for } n \in \{N - 1, N, N + 1\},
$$

(A.29)

uniformly on $x \in [\sqrt{2}(1 - \delta), \sqrt{2}(1 - N^{-4/7})]$. Hence $|A_N(x)|, |S_N(x)|, |\alpha_N(x)| = O(N^2)$ by (A.7), (A.9), (A.18), (A.10) and (A.16). The upper bound follows directly.

For the lower bound we use that

$$
A_N(x) \geq \sum_{k=\lfloor \frac{\sqrt{N}}{N+\frac{1}{4}} \rfloor}^{\lfloor \frac{\sqrt{2N} + N^{\frac{1}{4}} + \frac{1}{2N} \rfloor} \phi_k(\sqrt{N}x)^2.
$$

30
since $\frac{x^2N}{2} + N^{\frac{1}{3} - \frac{x}{\sqrt{N}}} \leq N$. For $k \in \{[\frac{x^2N}{2}], \cdots, [\frac{x^2N}{2} + N^{\frac{1}{3} - \frac{x}{\sqrt{N}}}]\}$ we have

$$\sqrt{\frac{N}{k}} x = \sqrt{\frac{Nk^2}{Nk^2/2 + O(N^{1/3 - 1/84})}} = \sqrt{2} + O(N^{\frac{1}{3} - \frac{x}{\sqrt{N}}}),$$

which implies for $f_k$ from (A.15) that $f_k \left( \sqrt{\frac{N}{k}} x \right) = o(1)$, and therefore by that estimate and since $\text{Ai}(0) > 0$ as well as $\text{Ai}'(0) < 0$ we have

$$\phi_k(\sqrt{N}x) = \phi_k \left( \sqrt{k} \left( \sqrt{\frac{N}{k}} x \right) \right) \geq c' N^{-\frac{1}{12}} \text{Ai} \left( f_k \left( \sqrt{\frac{N}{k}} x \right) \right) \geq c'' N^{-\frac{1}{12}},$$

with some constants $c', c'' > 0$. Since $\frac{x^2N}{2} + N^{\frac{1}{3} - \frac{x}{\sqrt{N}}} \leq N$ this implies

$$A_N(x) \geq N^{\frac{1}{3} - \frac{x}{\sqrt{N}}} N^{-\frac{1}{12}} = c N^{\frac{1}{48}},$$

for some $c > 0$. Furthermore $S_N(x) = O(N^{1/7})$ in this interval by (A.9), (A.18) and (A.29). Similarly $\alpha_N(x) = O(N^{1/7})$ by (A.10), (A.16) and (A.29). Since $N^{\frac{1}{52}} \gg N^{\frac{1}{12}}$, we obtain that $|S_N(x)|, |\alpha_N(x)| \ll A_N(x)$ uniformly on $x \in \mathcal{I}_N$ and hence,

$$\rho_N(x) \geq N^{-1} \text{ for } N \text{ large enough and } x \in [\sqrt{2}(1 - \delta), \sqrt{2}(1 - N^{-4/7})]. \quad (A.30)$$

Proof of (A.24) for $x \in [\sqrt{2} - N^{-4/7}, \sqrt{2} - N^{-4/7})$. We write $a_N = N^{-1/7}$ and consider the region $x \in [\sqrt{2}(1 - a_N), \sqrt{2}(1 + a_N)]$. Since for $f_N$ as in (A.15) it holds $f_N(x) = O(N^c)$, we have $|\text{Ai}(f_N(x))|, |\text{Ai}'(f_N(x))| = O(N^c)$, uniformly for $x \in [\sqrt{2}(1 - a_N), \sqrt{2}(1 + a_N)]$ by (A.20) and (A.21). Hence $\phi(\sqrt{N}x) = O(N^c)$ uniformly using (A.15). This implies that $|A_N(x)|, |S_N(x)|, |\alpha_N(x)| = O(N^c)$ using (A.7), (A.9), (A.18), (A.10), (A.16). Therefore, $\rho_N(x) \leq e^{N^c/2}$, uniformly on $x \in [\sqrt{2} - a_N, \sqrt{2} + a_N]$ and for $N$ large enough by (A.6). This gives the upper bound bound.

To obtain the lower bound we compare $\rho_N(x)$ to $\rho_N(y)$ for $y \leq \sqrt{2} - N^{-4/7}$ (a case already covered above) as follows. From (A.1) and (A.5) we have

$$\rho_N(x) = \frac{1}{N} \sum_{j=1}^{N} \frac{1}{Z_N^{N}} \int_{\mathcal{T}_N} \delta(x_j - x) e^{-\frac{N}{2} \sum_{i=1}^{N} x_i^2} \Delta_N(x) \prod_{i=1}^{N} dx_i. \quad (A.31)$$

For any $z$ we can employ the change of variable $x_i \rightarrow x_i + x - z$ to obtain

$$\rho_N(x) = \frac{(N-1)!}{Z_N} \sum_{j=1}^{N} \int_{\mathcal{T}_N} \delta(x_j - z) e^{-\frac{N}{2} \sum_{i=1}^{N} (x_i + x - z)^2} \Delta_N(x) \prod_{i=1}^{N} dx_i, \quad (A.32)$$

noting that $\Delta_N((x_i)) = \Delta_N((x_i + x - z))$. Integrating both sides over $z$ this gives

$$\rho_N(x) = (\sqrt{2}a_N)^{-1} \frac{(N-1)!}{Z_N} \sum_{j=1}^{N} \int_{\sqrt{2}(1-a_N)}^{\sqrt{2}(1-a_N)} dz \int_{\mathcal{T}_N} \delta(x_j - z) e^{-\frac{N}{2} \sum_{i=1}^{N} (x_i + x - z)^2} \Delta_N(x) \prod_{i=1}^{N} dx_i$$

$$\geq \frac{(N-1)!}{Z_N} \sum_{j=1}^{N} \int_{\sqrt{2}(1-a_N)}^{\sqrt{2}(1-a_N)} dz$$

$$\times \int_{\mathcal{T}_N} \delta(x_j - z) e^{-\frac{N}{2} \sum_{i=1}^{N} x_i^2 - N(x-z) \sum x_i - \frac{N}{2} (x-z)^2} \Delta_N(x) \prod_{i=1}^{N} dx_i,$$
Let \( D_N = \left\{ (x_i)_{i=1}^N : \sum_{i=1}^N x_i \leq N a_N \right\} \). Since \( x \in [\sqrt{2} - a_N, \sqrt{2} + a_N] \) we have \( |z - x| \leq 4a_N \). Hence we can further bound from below by

\[
e^{-cN^2a_N^2} \frac{(N-1)!}{Z_N} \sum_{j=1}^N e^{\sqrt{2}(1-a_N)} \int_{\mathcal{D}_N \cap \mathcal{A}_N} \delta(x_j - z) e^{-\frac{N}{2} \sum_{i=1}^N x_i^2} \Delta_N(x) \prod_{i=1}^N dx_i = e^{-cN^2a_N^2} \mathbb{E} \left[ \frac{1}{N} \# \left\{ i \in \{1, \ldots, N\} : \lambda_i^N \in [\sqrt{2}(1-2a_N), \sqrt{2}(1-a_N)] \right\} 1_{D_N}(\lambda^N) \right] \geq e^{-cN^2a_N^2} \left( \int_{\mathcal{D}_N \cap \mathcal{A}_N} \rho_N(z) dz - \mathbb{P} \left( \left| \sum_{i=1}^N \lambda_i^N \right| > N a_N \right) \right),
\]

where \( \lambda^N = (\lambda_i^N)_{i=1}^N \) is the eigenvalues of \( \text{GOE}_N(N^{-1}) \) as before. Using (A.30) we then have

\[
\int_{\mathcal{D}_N \cap \mathcal{A}_N} \rho_N(z) dz \geq N^{-1} (\sqrt{2}a_N) \geq N^{-2}.
\]

On the other hand, for \( \text{GOE}_N(N^{-1}) = (A_{ij})_{1 \leq i,j \leq N} \),

\[
\mathbb{P} \left( \left| \sum_{i=1}^N \lambda_i^N \right| > N a_N \right) = \mathbb{P} \left( \left| \sum_{i=1}^N A_{ii} \right| > N a_N \right) = O \left( e^{-\frac{N^2a_N^2}{2}} \right),
\]

since \( (A_{ii}) \) are centered Gaussian random variables of variance \( N^{-1} \). Therefore, we obtain

\[
\rho_N(x) \geq \frac{1}{2N^2} e^{-cN^2a_N^2} = \frac{1}{2N^2} e^{-cN^2} \geq e^{-cN}. \]

\[\square\]

### B Covariances of the Hamiltonian

The next lemma gives the covariances of the Hamiltonian \( H_N \) (without the external field). For its proof see [AB13, Lemma 1] or [BSZ20, Appendix A].

**Lemma B.1.** For \( 1 \leq i \leq j \leq N - 1, 1 \leq \ell \leq k \leq N - 1 \) and \( \sigma \in S_{N-1} \), we have:

\[
\mathbb{E} [H_N(\sigma) H_N(\sigma)] = N, \\
\mathbb{E} [\partial_i H_N(\sigma) H_N(\sigma)] = 0, \\
\mathbb{E} [\partial_j H_N(\sigma) H_N(\sigma)] = 0, \\
\mathbb{E} [\partial_i H_N(\sigma) \partial_k H_N(\sigma)] = N \xi' \delta_i \epsilon, \\
\mathbb{E} [\partial_j H_N(\sigma) \partial_k H_N(\sigma)] = 0, \\
\mathbb{E} [\partial_i H_N(\sigma) \partial_k H_N(\sigma)] = N \xi' \delta_{ik} (1 + \delta_{ij}), \\
\mathbb{E} [\partial_j H_N(\sigma) \partial_k H_N(\sigma)] = N \xi' + \xi'' , \\
\mathbb{E} [H_N(\sigma) \partial_r H_N(\sigma)] = N \xi', \\
\mathbb{E} [\partial_i H_N(\sigma) \partial_r H_N(\sigma)] = 0, \\
\mathbb{E} [\partial_j H_N(\sigma) \partial_r H_N(\sigma)] = 0.
\]

**Proof.** Use [AT07, (5.5.4)] with \( H = H_N \) and \( C(\sigma, \tau) = \xi(\sigma \cdot \tau) \). \[\square\]
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