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ABSTRACT The objective of this study is to develop an algorithm to support a decision-making process in stock investment through opinion mining and graph-based semi-supervised learning. For this purpose, this research addresses the following core processes: (1) filtering fake information, (2) assessing credit risk and detecting risk signals, and (3) predicting future occurrences of credit events through sentiment analysis, word2vec, and graph-based semi-supervised learning. First, financial data, including news, texts in social network services, and financial statements, were collected. Among these data, fake information such as rumors and fake news was filtered by author analysis and a rule-based approach. Second, credit risk was assessed by opinion mining and sentiment analysis for both social data and news in the form of a sentiment score and the trend of documents for each stock. A signal for a credit event was then detected by the degree of assessed risk. Consequently, the possibility of credit events such as delisting and bankruptcy in the near future was forecast based on the risk signal using logistic regression. This research illustrated the real case of a company to validate the applicability of the proposed approach. The results of this study can help investors monitor a large amount of historically accumulated data and detect hidden signals of risk events ahead of time.

INDEX TERMS Decision support system, early signal detection, graph-based semi-supervised learning, logistic regression, opinion mining.

I. INTRODUCTION
A global economic crisis arose from the subprime mortgage crisis of 2008, resulting in corporate bankruptcies or delistings from securities markets amid a shrinking national economy [1]. Such an economic crisis is usually caused by an accumulation of small events leading to a potentially great impact [2]. If these small events can be recognized and caught beforehand, a severely damaging national or global crisis may be prevented by treating them ahead of time. Recently, there have been many uncertain phenomena, such as cryptocurrency (bitcoin), a newly emerging financial service. Protectionism, which is dispersed worldwide, causes trade wars between countries, and furthermore, it may lead to a slowdown of economic growth in the long term. Thus, monitoring and prevention based on early detection have been emphasized in recent times as important for avoiding credit events that might cause a national and global economic crisis and for minimizing socioeconomic losses.

Despite the increased significance of early detection through the monitoring of previous data, it was difficult to collect various types of data before ‘the era of information revolution’ came. Previous prediction models were mostly developed in the form of a one-dimensional model, leading to inaccurate results. The recent era of information with its frequent use of information technology (IT) devices has increased the amount of data as well as the availability and accessibility of a variety of databases, such as social network services (SNSs) and web communities. This increase of data enables not only experts and analysts but also individual investors to obtain superior-quality financial and non-financial data about firms. In particular, social data can provide information about investor behavioral patterns and the organizational behaviors known to affect fluctuations in stock prices [3]–[5]. Thus, historically accumulated data
can be a critical source to catch movements in financial markets [6].

Since the importance of monitoring and detecting signals has been highlighted, there have been attempts to detect risk signals or bankruptcy by considering various factors that could affect the risk of company failure [7]–[11]. These studies have deduced that diverse factors (internal and external factors, financial factors, noneconomic factors, corporate culture, and the attitudes of management and investors) can influence firms’ potential for failure by intimately interacting with each other. In addition, with the development of natural language processing (NLP), there have been attempts to use text data for financial analysis, and it has developed into a new field called natural language-based financial forecasting (NLFF) [12]–[15]. However, these studies have some limitations. First, most studies have focused on predicting increases or decreases in stock prices, but attempts to detect an early signal of credit events have rarely been made [16]–[19]. Second, there have been many studies using numerical data, mainly stock prices and financial statements, and there is a dearth of research using social data. Recently, there have been studies using news titles to detect events affecting business, but the results have not led to stock investment decision-making [20], [21]. In addition, in most studies, some factors influencing corporate bankruptcy, such as customer behavior, were still not considered. Last, in the case of companies not listed on securities markets, there is no available information since such companies are not obliged to provide their information to the public. Therefore, there is a lack of research on these private companies.

Therefore, the objective of this study was to develop an algorithm to support decision-making in stock investment using both objective and subjective databases through opinion mining and machine learning. The algorithm developed in this study involved the following three parts: (1) data collection and filtering, (2) credit risk assessment and early signal detection, and (3) prediction of credit events. First, data were collected from various databases related to stock investment ranging from news and financial statements to social network services and web communities. Fake information, such as rumors and fake news, was then filtered by author analysis and a rule-based approach. Second, a risk signal, which is a sign or trigger of credit events such as bankruptcy and delisting, was detected from sentiment analysis and opinion mining. The risk signal was defined by three grades (’dangerous’, ’warning’, and ’caution’) in stock investment to provide insights for monitoring and responding to credit events in advance. Third, the possibility of credit events occurring was predicted by logistic regression, including the dependent variable in the form of binary values (occurring or not occurring) and independent variables based on the results of signal detection.

The suggested algorithm focuses on detecting hidden signals and predicting the possibility of credit events in advance to support decision-making when investors trade or manage their stocks. Although the financial status presented in financial statements may seem stable, some events that can result in the occurrence of serious credit events might be hidden or not easily recognized by investors or firms. For that reason, this paper attempts to find signs or triggers of future credit events earlier and help decision-makers respond to them. In this study, various sources, including financial status and opinions expressed by investors, are utilized after filtering fake information. A comprehensive analysis based on objective and subjective databases supported the credibility and feasibility of the proposed approach. Our study contributes to improving the availability of subjective data, such as the opinions of investors, to find hidden information and signals in advance without information related to financial status, such as the monitoring of private equity. This algorithm contains a unique process for dealing with fake information, which may have an impact on investing in stocks. The proposed algorithm using graph-based semi-supervised learning and a logistic regression model contributes to more accurately detecting signals and predicting future risk events in the stock market. Graph-based semi-supervised learning propagates information from labeled to unlabeled data using similarity, which helps estimate the sentiment value of words while considering context in stock markets.

This paper is organized as follows. Section 2 describes the background literature related to opinion mining and graph-based semi-supervised learning. In section 3, the overall research framework and process are explained. In section 4, two case studies using the proposed algorithm are described. Based on the case studies, section 5 discusses practical implications. Section 6 summarizes the overall research with academic implications and possibilities for future research.

II. LITERATURE REVIEW
A. OPINION MINING

Opinion mining is a method for analyzing opinions by collecting and processing documents from various datasets [22]–[24]. Opinion mining analyzes the opinions, evaluations, attitudes, and emotions of people who express their impressions and thoughts about specific topics posted on social networks and websites [25], [26]. The sentiment analysis used in this paper analyzes emotions expressed by people as a subfield of opinion mining and has recently been used in many fields of application, including the financial field [27]–[29]. Opinion mining can deal with a large number of documents in the form of text or scores [30], [31]. Opinion mining has been applied in a wide range of fields [32]–[34]. The general process for conducting opinion mining research consists of three phases. First, a sentiment dictionary in which each word has sentiment value is constructed by the conjunction method, the pointwise mutual information (PMI) method, the WordNet exploring method, the gloss classification method, evaluation theory, natural language processing (NLP), and statistical schema matching [35]. In the sentiment dictionary, a numerical value represents the
degree of sentiment for each word. Second, the sentiment value is propagated from labeled to unlabeled words through the PMI, machine learning, and NLP combined methods. Then, all opinions are summarized and explained [36]. Establishing sentiment dictionaries based on the well-defined opinions of authors is the most important step in performing accurate analysis. This study focuses on finance, which is appropriate for applying opinion mining because the field has an obvious relationship between sellers and buyers who write relatively clear words [37].

As mentioned earlier, increases in the use of SNSs and platforms for sharing information continue to extend the amount and range of available data. On the other hand, this trend encourages us to distinguish between correct and fake information because fake information or excessive data may cloud the judgment of decision-makers. For this reason, filtering fake information within a large database has received much attention in recent years [38], [39]. Filtering fake information is considered a difficult task, not a simple problem, because the filtering of fake data involves a complex mixture of linguistics, psychology, and machine learning [40]. There have been many attempts at filtering hoaxes. Most attempts depend on the linguistic rule-, author credibility-, user-, and topic-based models. The linguistic rule-based model is the simplest of those that have been widely utilized. For the purpose of evaluating the reliability of new information, this model exploits the common linguistic features of documents with low credibility, such as vocabulary and syntax [41], [42]. The author-based model examines whether the author is a spammer who writes false information. If authors are spammers, their information is classified as fake information [43]–[48]. The user-based model is widely used today because of SNSs. This model uses an index scored by the user, who accesses the information as a learning label [49]–[51]. Finally, the topic-based model is the way that big data enables us to distinguish an opinion as true if it is involved in most opinions related to a specific topic, as opposed to false opinions, which constitute a minority of overall opinions [52], [53].

B. GRAPH-BASED SEMI-SUPERVISED LEARNING

Semi-supervised learning has considerably better efficiency and accuracy than the abovementioned techniques because the number of independent variables is sufficient while the number of dependent variables is insufficient (a general situation) [55]. Therefore, when sufficient input words can be obtained, compliance learning can be useful in the calculation of emotional scores that are difficult to obtain from the emotional value of the words that have been printed. In social data analysis, although much text is generated due to active user interactions, the sentiments of most words are not presented and need to be calculated by using the sentiment values of several words that are already known. For this reason, there are many studies using semi-supervised learning to analyze social data [56]–[58]. Figure 1 shows a typical example of image recognition when semi-supervised learning is widely applied. Graph-based semi-supervised learning depends on the assumption that if two nodes are connected by strong edges on a graph consisting of nodes and edges, then the labels of these two nodes tend to be similar. Graph-based semi-supervised learning algorithms include the harmonic function algorithm [59] and manifold regularization algorithm [60]. In our study, we used sentiment value propagation based on the basic assumption of graph-based semi-supervised learning. In the proposed approach, while nodes are words extracted from texts, edges refer to weighted labels based on similarities between nodes. First, words are defined as independent variables, while sentiment values obtained from opinion mining are defined as dependent variables. Using a vector of words extracted from word2vec, the cosine similarity used as a weight is then calculated. Finally, weighted labels are propagated to the unlabeled data.

III. METHODOLOGY

A. BASIC CONCEPT

To support the decision-making process in stock investment, we propose a new algorithm to detect risk signals and predict the future occurrence of credit events. A risk signal is defined as a warning that investors should pay attention to the status and management issues of firms when they are concerned about dealing in those companies’ stocks. The risk signal can be detected by estimating the sentiment value of data, including news and opinions, using sentiment analysis based on opinion data, word2vec, and graph-based semi-supervised learning. This is because the stock price is decided by the business activities of firms and investment behaviors of investors presented as opinions or reviews posted on websites or social network services. In addition, critical information related to firms might be hidden in the opinions of analysts and other investors. This information can serve as influential evidence when making decisions to buy or sell stocks. The possibility of credit events is then predicted by a logistic regression model that is composed of indicators based on the sentiment value of opinions. In this paper, a credit event is
defined as an incident that seriously affects the bankruptcy risk of a company, such as default, court receivership, and rehabilitation procedures. These events can be identified in financial statements and public announcements that are disclosed to the public with regard to critical issues for enterprise management. To develop a logistic regression model for forecasting future occurrences, data of firms involved in the same industry, such as the sentiment value of opinions derived from a prior phase, are utilized. The detailed process is shown in Figure 2 and is explained in the next section.

B. OVERALL PROCESS

1) DATA COLLECTION AND INFORMATION FILTERING

This paper utilizes all information related to stock investment obtained from news and opinions posted on websites and SNSs. The news is written based on facts and is regarded as quite objective, as there are few inferences based on facts. The news is provided to investors through websites as well as papers published by the press and can be collected from each portal site and press. Since portal sites mostly provide news services with limited financial news by extension, it is useful to collect articles related to investment rather than using individual, general press articles. These opinions are also collected from finance websites, online communities, and SNSs. A private investor is apt to depend on information posted on diverse communities because hidden information can help one decide whether to invest in certain stocks. After investigating website candidates for collecting news and opinion data in advance, the final database is chosen according to its availability, credibility, degree of subjectivity, and volume.

After collecting raw data from web services, these data need to be refined to clarify documents and derive more accurate results. Recently, many rumors and fabrications have been used to instigate or manipulate stock prices with the intent to generate additional margin. Thus, recent studies have attempted to resolve how to filter spam or fake opinions by three approaches: behavior-, language-, and graph-based. This paper suggests behavior- and language-based approaches in sequence, which means that different characteristics of language in fake or genuine opinions are inspected by sentiment analysis after examining the current trend of opinion occurrences. The behavior-based approach aims to identify the distribution of opinions by investors, while the language-based approach can pinpoint the pattern of opinions.

At first, abnormal symptoms—i.e., abnormal movement such as rapid growth in the number of opinions—are discovered by analyzing the trend in articles, including news and social data. For the purpose of inciting investors to buy or sell stocks, most fake information occurs during a certain period. The more prevalent an opinion is, the easier it is for investors to be influenced by fake information. People who instigate investment by others may acquire margin from its associated effects. Hence, this paper preferentially discovers the time period showing the most drastic growth.

Second, the characteristics of opinions occurring during the period that shows a steep rise are then investigated for similar linguistic patterns. If specific linguistic phrases or expressions are iterated, they can be regarded as fake information or hoaxes created for purposes of instigating actions by other investors.

2) CREDIT RISK ASSESSMENT AND RISK SIGNAL DETECTION

This paper attempts to propagate the sentiment value of core keywords to relevant words after allocating sentiment value for each document with naïve-Bayes classification, word2vec, and graph-based semi-supervised learning. After filtering fake information, all textual data are preprocessed by natural language processing to assess credit risk. Data preprocessing includes the following processes: (1) splitting

FIGURE 2. Research framework.
sentence, (2) tokenizing, and (3) part-of-speech (POS) tagging and parsing. This preprocessing aims to rate documents using the sentiment values of sentences and words. The sentiment value of each word is estimated by propagating the sentiments of relevant documents. In other words, sentiment values such as positive, neutral and negative are allocated to words presented in the document. The sentiment value has a numeric value of +1 (positive), 0 (neutral), or −1 (negative).

To estimate the sentiment value of words, the document is preferentially rated, which is conducted in two ways: stock price and review score. The rating differs depending on whether the company is listed on a securities market, such as KOSDAQ (Korean Securities Dealers Automated Quotations), or not. Information related to listed companies is disclosed to the public, and the stocks of listed companies are traded on the applicable exchange. However, the stocks of unlisted companies are traded in person. Since the stocks of exchange-listed companies have quoted prices while unlisted companies do not, the sentiment value of documents related to listed companies is defined by stock price while that of unlisted companies is determined based on the score determined from the reviews provided by users.

The review score is derived from user expressions of whether they will buy or sell stocks based on subjective judgment. This score is usually rated on a five-point scale, such as strongly recommend buying (or selling) stock, cautiously recommend buying (or selling) stock, and neutral. If a user strongly recommends buying stocks on a post on a bulletin board or an SNS, then the post or review is rated as strongly positive and +1. The opposite sentiment is rated in the same way. All reviews with scores are assigned a value of +1 (positive) or −1 (negative). After deciding the sentiment of each article, this sentiment value is disseminated to all words included in the article through Naïve-Bayes classification, which is based on the co-occurrence of words in the article. This process has the advantage of allocating the sentiment value of words stochastically. Definitive values for words are deduced by aggregating all documents. Although the sentiment value of each word is defined at this step, it cannot reflect the relation between words in documents and semantic ambiguity in different fields. To alleviate this issue, core keywords with large absolute values are chosen. The value of core keywords is then propagated again in proportion to the distance between words through graph-based semi-supervised learning. This distance is derived from a word2vec-based map developed by considering relationships between words in the corpus. Word2vec is a technique for word embedding that represents a word as a vector, allowing for context in the corpus. As a result, each word with a unique value can be mapped on a two-dimensional map. The more similar the meanings of words, the closer the distance between words on the map. Based on the distance between words, the sentiment value of core keywords is propagated to words surrounding core keywords.
as shown in Figure 4. Likewise, the net sentiment values of words are estimated by summing the proximity indices between each word and core keywords that are calculated by considering distances between them and the sentiment values of core keywords, as shown in Figure 4 and (1), (2), (3), as shown at the bottom of the page. For this process, graph-based semi-supervised learning is conducted by propagating a part of the labeled data (sentiment value of core keyword) to unlabeled data relying on the distance on the map (it can be seen as a graph). The sentiment value of each document is finally estimated by summing the value of words involved in the document.

The credit risk for detecting a signal in advance is evaluated by an integrated indicator (called the credit risk metric) composed of sub-indices based on the sentiment value. The sentiment values for different documents calculated at the prior step are averaged by date, week, and month to develop sub-indices, as shown in Table 1. All sub-indices are defined with the purpose of detecting a signal and a warning for careful investment by investors in this paper. The first is the average of accumulated sentiment value by date. This indicator is appropriate for understanding the accumulated feelings about specific stocks at a certain point in time and can aid in avoiding the bias caused by the sudden growth and decline in sentiment value that comes from relying on the number of reviews. The second indicator is a period of sustained similar sentiment represented as days. If the sentiment continues for a certain period, then there is a high probability of credit events because of that sentiment, which means that events occurring at that time that induce positive or negative feelings from investors are not transient. These events can be regarded as a sign of economic accidents. The third is the number of changeovers from positive to negative sentiment and vice versa during a certain period. The higher the number of sentiment changeovers, the more controversial the events are. It is possible to interpret this as the presence of arguments about the pros and cons for events during this period and high interest in the stock. The final sub-index is the growth rate of sentiment value, making it possible to identify overall trends for stocks. Since all sub-indices have different scales, such as days and percentages, they are normalized from 0 to 1 using the extreme value of each indicator. This value is then aggregated by the weighted sum and presented as a risk signal metric in this paper. This metric for detecting a signal can be classified into three grades

\[
\text{Sentimental value of keyword } i = \sum_{j=1}^{m} \text{(Proximity index between keyword } i \text{ and core keyword } j) \tag{1}
\]

\[
\text{Proximity index between keyword } i \text{ and core keyword } j = \frac{1}{r_j^2} \ast \text{(Sentimental value of core keyword } i) \tag{2}
\]

\[
r_j = (\text{Euclidean distance between keyword } i \text{ and core keyword } j) = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \quad (j = 1, 2, \ldots, m) \tag{3}
\]
TABLE 2. Variables for logistic regression.

| Independent variable (X) | Dependent variable (Y) | Variable | Description | Relevancy of risk signal |
|--------------------------|-------------------------|----------|-------------|-------------------------|
|                          | Occurrence of credit event (y) | • Whether credit event has occurred by date | • If positive opinions occur continuously, the optimistic prospects for the stock are maintained for a long time |
|                          | Positive sentiment (x1) | • How long positive sentiment is maintained (days) | • Investors feel that the stock is stable |
|                          | Negative sentiment (x2) | • The degree to which investors or authors respond positively for stock investment | • The occurrence probability of a credit event is relatively low |
|                          | The period for which the same sentiment is maintained | • How long negative sentiment is maintained (days) | • If negative opinions occur continuously, the pessimistic prospects for the stock are maintained for a long time |
|                          | The daily average range of fluctuation (x3) | • The gap of sentiment value between opinions that occurred during one day | • Investors feel that the stock is unstable and seriously consider buying/selling |
|                          | The number of crossover (x4) | • The number of sentiment crossover in a week | • The occurrence probability of a credit event is relatively high |
|                          | The proportional gap between positive opinion and negative opinion (x5) | • The changeover means that there are much of arguments | • The larger the range of daily fluctuation is, the more arguable investors are |
|                          | The average growth rate of sentiment value by week | • The proportion of positive opinion – (The proportion of negative opinion) | • The daily average shows variation in short-term |
|                          | Positive sentiment (x6) | • Overall tendency of investors | • Investors are recognizing issues related to risk event and arguing about it seriously |
|                          | Negative sentiment (x7) | • The variation of positive opinion in a week | • Overall tendency of investors |
|                          | | • The variation of negative opinion in a week | • If the gap is positive, investors are showing optimistic view and there are favorable factor |
|                          | | | • However, in the case of negative gap, most investors expressed pessimistic view about the stock and guess there are some risk events |
|                          | | | • Relatively favorable factors or events has happened |
|                          | | | • The rapidly growing aspect of negative opinions shows that serious credit event occurs |

(dangerous, warning, and caution) based on the threshold value. According to each grade, the strategy for monitoring and responding when a credit event occurs will be different. Moreover, sentiment values that are contrary to each other in each database can be evidence of credit events. If opinions are opposite by the type of database, indicating that responses are different, then there is hidden information within a specific database, which can be a sign of the occurrence of credit events.

3) FORECASTING OCCURRENCE POSSIBILITY OF CREDIT EVENT

After identifying the sign of a credit event, the actual possibility of credit event occurrence is predicted by logistic regression. The prediction model based on logistic regression is composed of sub-indices for assessing risk at the prior step. First, data for different firms included in the same industry are collected to develop a prediction model through learning labeled data such as success or bankruptcy. In common with collecting data related to a target company, news and social data about other firms are collected, and then, the sentiment value of each indicator is calculated. Second, the regression equation for credit event occurrence is estimated through logistic regression. The dependent variable (y) is whether credit events such as bankruptcy and sudden organizational changes have occurred. The independent variables (x) are indicators (Table 2). Using the logistic regression equation, data of the target firm are put into the prediction model based on logistic regression. The probability of credit event occurrence is finally estimated. To validate the results derived from this prediction model, we developed a confusion matrix by comparing the actual number of incidences with the
predicted number, which is higher than the cut-off probability and represented as 0 or 1 (binary).

IV. RESULTS
To illustrate this approach, the case of a firm was selected – Hyundai Merchant Marine – to cover the case of listed companies in the stock market. Hyundai Merchant Marine is a representative company for the marine transportation industry in South Korea. It is one of the companies in the shipping industry and is closely connected with Hanjin Shipping Co., Ltd., which went bankrupt in 2017. In addition, the global financial crisis caused risks in the shipping industry. Since uncertainties in the shipping industry can affect the variability of firms, the financial crisis could be on the rise.

A. DATA COLLECTION AND INFORMATION FILTERING
Data related to Hyundai Merchant Marine were collected from diverse databases, as shown in Table 3. To obtain objective data, news and numeric data, such as the stock prices and operating statuses of firms, were collected. In addition, subjective data, including those from SNSs and articles posted on portal sites, to reflect the opinions of general users, were collected through web scraping. Hyundai Merchant Marine has a large amount of data arising from a major crisis in the shipping industry (81,425 articles including both objective and subjective data). For raw data collected from the individual database, fake information with the possibility to instigate actions by individual investors or wrong information, such as advertisements, was eliminated by automatically finding abnormal periods and investigating their content. For this investigation, the abnormal period in which the number of opinions rapidly grew was extracted, and then, the contents during that period were analyzed in detail. While the news database was relatively clean and maintained objectively, social databases contained much fake information and noise. In particular, opinions posted on social databases are of short length, such as one sentence or phrase.

If this sort of short information is accumulated, then clouded judgment occurs. Therefore, this short information was considered noise and then eliminated. A close look at the contents revealed common patterns in fake information – similar linguistic phrases and comments for specific authors who may convey hoaxes. The information used the same phrases but added some words, and they were written for the purpose of attempting to buy or sell for other investors.

As a result, in the case, there were three abnormal periods (shown in Figure 6). The first period occurred when a competitor of the firm filed for receivership. The second and third periods occurred because investors expected future profit-taking by encouraging other investors to buy or sell under the circumstances that the firm had repeated deficit operations and the competitor had no room for improvement despite various efforts from the government as well as the firm. During these periods, 21,292 short opinions were filtered and 296 fake information items (199 opinions at the 1st period, 48 opinions at the 2nd period, and 49 opinions at the 3rd period) were eliminated, while 87 news items, including advertisements and very short articles, were removed. Along with the case, seven irrelevant news articles were removed, and two opinions, an advertisement and a hashtag, which is a unique feature of SNS data, were eliminated.

B. RESULTS OF ANALYSIS
After filtering raw data, all documents were parsed and tagged according to natural language processing. The sentiment value \([-1\) (negative), 0 (neutral), +1 (positive)] was then assigned for each document in accordance with the fluctuation of the stock price (in the case of unlisted stocks, their selling price was used at this step). Each document’s value was reassigned to each word using Naïve-Bayes rules, resulting in the sentiment value of each word. The value derived at this step is not a definitive value. This value is only used to select core keywords in pursuit of defining the sentiment value of each word considering relations between

| Table 3. Case summary and the results of data collection. |
|----------------------------------------------------------|
| **Stock type** | **KOSPI** |
| **Features** | (Korean securities market) |
| Core business | The capital owned by the business is more than $30 billion |
| | Shipping service composed of container segment and bulk segment |
| Period | 2016.08.09–2017.08.08 |
| **Type of database** | **Before filtering** | **After filtering** |
| Objective DB | 370 | 283 |
| Subjective DB | 914 | 60,362 |
| Total | 82,320 | 60,645 |
*No opinions were posted because this bulletin board is able to handle stocks listed on the exchange market except for stocks included in the over-the-counter market.*
the words in sentences. If there is no stock price, the sentiment dictionary should be developed earlier. The sentiment value for each document and word can then be assigned based on the dictionary.

As a result, the core keywords with the highest sentiment value of Hyundai Merchant Marine, such as ‘bond’, ‘Musk’, ‘terminal’, and ‘disposal’, were derived. Due to the financial crisis brought about by Hanjin Shipping, their properties, such as terminals all over the world, were disposed of. Thus, many firms, including Hyundai Merchant Marine, competed to buy them. Hyundai Merchant Marine also tried to join a marine alliance with Musk. Thus, these firms are...
FIGURE 7. Result of word2vec.

concurrently mentioned in many documents. On the basis of preprocessed data, they were embedded by word2vec for each database - objective and subjective. As a result, a relation in the context between core keywords and other words was obtained. This relation is presented as the distance between the core keyword and each word. If a specific word is close to a core keyword, then it has a similar meaning or this word is written in the same context. The distance between words in word-embedding results becomes evidence for propagating the sentiment score of core keywords, which is allocated in reverse proportion to this distance. In the case of Hyundai Merchant Marine (in Figure 7), three word groups in the objective database – declines in the number of goods transported, joining an alliance of shipping firms, and the court receivership of Hanjin Shipping – were presented. The subjective database showed similar results. Expectations about the revocation of the administrative issue rose. Contrary to the situation with Hanjin Shipping, Hyundai Merchant Marine systems tried to improve profitability under legal supervision for a few months. Thus, this firm was expected to be unlisted from administrative issues by private investors. Depending on the word2vec results, the sentiment value of core keywords was propagated to each word based on the distance between core keywords and individual keywords. The value of each word was summed, and then, each document’s sentiment was estimated. As a result of sentiment analysis, we found remarks such as rapid changes as time passed and conflicting sentiment by the database. As shown in Figure 8, the 1st and 2nd periods showed that objective DB had relatively positive opinions, while subjective DB contained negative reviews. These extraordinary phenomena can be evidence to detect abnormalities in financial and operational status.

In summary, seven indicators based on the number of opinions, keywords, and sentiment value were derived, as shown in Table 2. Using these indicators, logistic regression was conducted with data including five other firms in the shipping industry. Among them, four variables – days of similar sentiment (positive and negative) maintained, the number of sentiment crossovers, and the growth rate of positive opinions – were significant (Table 4). The logistic regression line is as follows (4):

\[
Y (\text{occurrence of credit event}) = -1.791 - 0.369X_2 + 0.209X_3 - 0.372X_4 + 1.602X_6 \quad (4)
\]

This regression line made it possible to predict the occurrence of credit events by using events occurring in recent times. The predicted occurrence was then compared with the actual occurrence of the credit event. For example, on 21 October 2016, there was a public notice that Hyundai conducted capital reduction without refund, as shaded in Table 4. To predict the occurrence of this event, accumulated data and signals one month before and after this event were used. If the probability using a regression line depending on significant variables is higher than the threshold value, then it can be interpreted as the occurrence of credit events. Consequently, within two weeks, three similar credit events occurred. These events were also estimated by logistic regression, as shown in Table 4 and Figure 9, with an accuracy of 0.86667 and a precision of 0.75.

V. DISCUSSION AND IMPLICATION

A. STRATEGY ESTABLISHMENT

According to the predicted signal and risk grade, investors can establish strategies for investment. This study can help
investors monitor and detect signals and then respond to credit events in advance to avoid expected losses or dominate profits. By using sub-indices, an integrated indicator for monitoring risks can be developed as shown below (5):

\[
\text{Indicator for monitoring} = \sum_{i=1}^{n} W_i S_i \quad (5)
\]

After defining the weight for each signal metric, the weighted sum becomes the degree of a risk credit event. These weights can be determined in two ways: 1) subjective judgment and 2) financial metrics. The first relies on the opinions of investors. Investors can decide their weights differently with consideration of their importance. If investors focus on the growth rate of sentiment value, then they can give high weight to relevant metrics. The second way utilizes financial metrics with a discrimination index, which is presented in the form of an exponential function as follows (6):

\[
\text{Weight considering financial metrics} = e^{1/(\text{financial metrics})} \quad (6)
\]

Financial metrics are a proximate indicator to identify the financial status of firms based on financial statements. These metrics serve as a weight for monitoring indicators based on opinion mining. There are diverse financial metrics, such as market capitalization, size or proportion of current assets, the rate of operating profits, debt ratio, and debt service coverage ratio. These metrics can be integrated by weighted sum through normalization and then converted to the form of weights. The higher this value is, the more stable the
financial status of a firm is. The weight is derived by a reciprocal number of normalized weighted sums integrating each financial metric. The weight that reflects financial status makes the indicator for monitoring larger or smaller to observe more dramatic changes in signals. Like this trend, investors may catch risk signals and respond to them early.

The monitoring indicator with this weight suggests the degree to which the behavior pattern of investors and stability of management by firms serve as the criteria. By grading this indicator, the level of monitoring and strategy can be differentiated. If a specific firm has a high value for the monitoring indicator, especially if a signal is evaluated as ‘dangerous’, then intensive attention should be paid to this firm because many investors have shown quite negative opinions about this firm. Moreover, if various opinions – positive and negative – are continuously occurring, then a more intense and tight monitoring strategy is required for this stock. For that, the period of monitoring needs to be shortened, and the level of observation should be deeper for core risk events and surrounding keywords. On the other hand, in the case of a lower metric and showing a ‘caution’ signal, little precise attention is needed. Thus, a wait-and-see strategy might be more appropriate for this case because this sort of firm with a high value of monitoring indicator is stable in finance and operation, and investors’ investment behavior is optimistic. While observing and monitoring opinions about this stock, the period for observation can be extended. However, for sudden and dramatic changes, it is necessary to examine events and how much sudden changes have been maintained since then.

B. EXTENSIBILITY TO DIFFERENT STOCK MARKETS
The proposed approach can be applied to stock markets in other places, including the United States, China, Japan, and Europe, if they have stock prices and opinions posted by investors. Since this approach mainly relies on customers' reviews, news, SNS posts, and reports about specific stocks, it is extendable to other markets. Although the information related to stock price for deciding sentiment value at the initial stage is not open publicly, it is possible to derive sentiments, in that opinion data can be utilized to establish a sentiment dictionary. This dictionary serves as baseline data for determining initial sentiment value before propagating the value of core keywords. For example, the stock market in the United States is also divided into national exchange markets such as the New York Stock Exchange (NYSE), National Association of Securities Dealers Automated Quotations (NASDAQ) market, OTC markets such as OTCBB (Over-The-Counter Bulletin Board), and Pink Sheets, similar to the South Korean stock exchange. For stocks exchanged in Pink Sheets, in common with Korean unlisted stocks, there is no obligation to reveal the financial status behind items that are traded, while the financial information for OTCBB items ought to be submitted and opened to investors. Although the information related to financial status is insufficient, it is possible to detect risk signals by relying on news and social data because there are many online communities and SNSs for sharing investment information (e.g., http://investing.com, http://www.etf.com, http://seekingalpha.com, https://finbiz.com).

In particular, the approach proposed in this study is not to predict an increase or decrease in stock price but to detect early signals for future risk event occurrence and help respond to such events appropriately. Although stock prices and financial metrics are very important, it is more important to identify investors’ behavioral patterns and trends from the perspective of ex-ante prediction and planning. Thus, information based on news and opinions posted by investors ranging from individual investors to experts could be enough to catch risk signals in advance.

VI. CONCLUSION
In summary, this paper suggests a new algorithm to support decision-making in stock investment by detecting early signals and predicting the occurrence probability of credit events through opinion mining and logistic regression models. For a long time, news and official reports published by securities analysts or stock experts have been important and ample sources when investors decide to buy or sell stocks. However, with the rise of IT devices and growth in SNS use, information or individual intention is vigorously shared through online communities and private SNSs when making decisions about stock investment. In particular, some bad investors can deliberately write and deliver incorrect information for the purpose of manipulating the stock price. Such a capitulation bottom may cause incorrect investment and hurt individual investors. Thus, it is critical to filter out fake information and catch accurate signals in advance. Consequently, we proposed an algorithm for detecting risk signals early based on a large amount of opinion data.

From the viewpoint of data, our approach contributes to extending the availability of subjective data such as that of SNSs and online communities when making an investment in stocks. Social data have been widely used to discover customers’ satisfaction with or complaints about products or services, although the applicability of social data is limited to customer management, quality management, or new product/service development. In particular, social data generated from SNSs are narrowly applied to analyze trends in stock investment in previous studies, although most investors can take advantage of diverse information posted on websites or online communities when deciding to buy or sell stocks. At this point, we utilized user-generated data on social media that are valuable for identifying human behavior and preference through web communities related to stock investment. This type of database provides increasingly valuable information by supporting the recognition of different human behaviors in the stock market, such as instigation. Thus, our paper expanded the availability of social data in the finance market by reflecting a mechanism for when investors make decisions about whether to trade stocks. Moreover, the availability of social data enables us to analyze
and obtain insights for private stocks traded on the over-the-counter market, where accessibility about information is quite limited.

From the viewpoint of data processing, our paper addresses fake information because the stock market is influenced by information between investors and there is much information regardless of honesty. It is necessary to cope with the credibility of the data itself, which is considered fake information filtering in this paper. This process is not just screening unnecessary or irrelevant information but also filtering real false information that may have an impact on decision-making for stock investment. Graph-based semi-supervised learning supported the classification of sentiment of words or documents more accurately in a situation, especially the word2vec-based learning context in the stock market. In other words, specific words and relations between words might have different meanings in other situations. However, graph-based semi-supervised learning helps to learn and classify words or documents situationally. Words with a high sentiment value served as labeled data, and their values were propagated to other close words with no label that were regarded as having ambiguous meanings. Graph-based semi-supervised learning makes other data locally smooth and consistent with the labeled data. The logistic regression-based prediction model using historic finance events, such as bankruptcy and the status of board members, enables the identification of relations between financial events and success and failure. This model showed which events affect stock investment and furthermore the most influential events that contribute to predicting the success or failure of each stock. The prediction model in this paper supported the derivation of statistically significant prediction results within the framework of the stock market. The integrated model in this paper increases the likelihood of applicability and availability in a similar context.

Although most subjective opinions may cause biased judgment, comprehensive analysis of social data is able to provide practical insights and signals that need tight monitoring. This is because a bulk of subjective opinions can show the direction of the investment behavior of authors (or investors) and encourage other investors to buy or sell their stocks by providing subjective insights and intelligence, such as collective intelligence. Thus, our approach can be regarded as a useful tool for decision-making in stock investment based on behavioral patterns and collective intelligence.

Moreover, this algorithm will be helpful for detecting hidden risk without financial status. Although each firm must provide information about its financial condition and important changes in operations and management, some firms may hide their unfavorable status. Thus, some events are not exposed outwardly or are hidden, making it difficult to detect these hidden events, which may cause a serious loss. For these situations, the financial statement is not appropriate. It can be regarded as an outdated source for predicting future risk and preventing great loss. To ex-ante predict and discover early signals, another resource is required. The social database provides such a source.

This paper contributes to detecting signals in advance based on social data. Because the stock market is sensitive to investors’ behavior as well as firms’ status, social data serve as an important proxy for the behaviors of investors. Most people currently represent their opinions on social media, and social data are a critical database to identify human behavior and preference. Because previous studies have focused on stock prices and official news, it is impossible to detect signals without financial information. However, this paper depends on social data, and predicting in the over-the-counter market is possible using only social data.

In this paper, the proposed algorithm focuses on the stock market, but it can be applied to other environments that are largely influenced by human behavior, such as social media commerce. Although previous studies have focused on predicting the rise and decline of stock prices, our study supports making decisions for stock investment. The proposed algorithm can be applied to both personal buyers and firms, which makes it possible for the government to deal with financial crises at the national level.

Nevertheless, much more research needs to be done. First, the process for filtering fake information should be further elaborated in different ways. The proposed approach narrowly focused on the periods in which opinions were rapidly growing. Thus, it was difficult to find and screen unnecessary or fake information in other periods. Because of this, the remaining but wrong information may lead to bad decisions on whether to buy or sell stocks. Thus, more effort is needed to purify a large amount of raw data that has accumulated for a long time. Second, little attention was paid to establishing an investment strategy because this paper intended to develop an algorithm for detecting early signals and supporting the decision-making process. While the proposed algorithm can provide baseline information such as risk or opportunity for stock investment early, the detailed strategy is unavailable. In particular, suggested strategies were related to whether to buy or sell. However, the risk for specific stocks, the period for monitoring, and the sort of risk need to be handled. A complementary practical strategy with assistance from a financial analyst or other experts is needed to align practical strategy and goals. Third, the sentiment dictionary needs to be refined for each industry by using information from a wide range of databases. As mentioned above, there is an ambiguity of words according to the type of industry because each industry has distinct characteristics. Although the sentiment dictionary in this paper was based on a database related to a specific industry, it should be further elaborated and refined by utilizing another database for generalization in the near future.
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