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Introduction

Quantum error correction (QEC) [1] is necessary for noisy intermediate-scale quantum (NISQ) [2] computers to realize their full potential. The surface code [3, 4] using qubits is considered the main route to fault tolerance [5–8], though its technical challenges have led the community to explore other approaches that could have more favorable QEC schemes, such as storing a two level system in the large Hilbert space of quantum oscillators [9, 10]. Another alternative is to use d-dimensional quantum objects, or qudits, which mobilize a larger and more connected computational space than their qubit counterparts. Qutrits, the simplest form of qudits, can provide advantages in QEC for magic state distillation [11, 12], compactly encoding qubits [13], and can be used to encode logical qutrits themselves [14–16]. Additionally, there are several proposals utilizing qutrits to improve quantum applications such as factoring with Shor’s algorithm [17], performing the quantum Fourier transformation [18], providing speedups for oracle based quantum algorithms [19], improving quantum simulation [20], and asymptotically improving algorithms such as Grover’s search [21, 22]. Realizing multi-qudit systems, however, is challenging due to the complexities of the larger Hilbert space. Nonetheless, coherent control of qutrits has been performed in several physical platforms [23–28]. While state of the art experiments have demonstrated high-fidelity qudit entangling gates with trapped ions [23, 24] and photonic circuits [26], generating high-fidelity, maximally entangling two-qudit gates remains a major challenge in superconducting circuits.

The most commonly used qubit in superconducting circuits [29], the transmon [30], is well suited to be operated as a qutrit due to its weak anharmonicity. Technical advancements in microwave engineering and improved fabrication techniques have increased transmon coherence times [31], enabling coherent control of the full qutrit Hilbert space. Furthermore, dispersive readout can be used for high-fidelity single shot qutrit readout [27]. In addition, high-fidelity single qutrit operations [32, 33], quantum information scrambling [28], compact decompositions of multi-qubit gates [34–37], and improved qubit readout [38] have all been demonstrated using transmons as qutrits. Nonetheless, past qutrit entangling gates in transmons have been limited by relying on either a slow, static interaction which can only be sped up at the expense of increased quantum crosstalk on the qutrit processor or an interaction that restricts the entanglement to only a subspace of the qutrit.

In this work, we characterize the differential AC Stark shift [39–42] on two fixed frequency transmon qutrits with static coupling and leverage it to generate dynamic qutrit entangling phases. The tunable nature of this entangling interaction enables a large on/off ratio, allowing for
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Figure 1. Microwave-activated cross-Kerr entanglement. Two transmon qutrits with qubit frequency $\omega_i$, anharmonicity $\eta_i$, and coupling $J$, experience a dynamical cross-Kerr (ZZ-like) entanglement when simultaneously driven by an off-resonant microwave drive. The strength of the cross-Kerr entangling terms ($\alpha_{ij}$) is tuned by the parameters of the microwave drive ($\omega_d, \Omega, \phi$).

future high-fidelity, simultaneous single-qutrit and two-qutrit operations in transmon qutrit processors. With this interaction, we engineer the ternary controlled-Z gate (CZ) and its inverse (CZ†). Both gates performed in our work are universal for ternary computation, maximally entangling, and Clifford gates needed for QEC in qutrits. We achieve an estimated process fidelity of 97.3(1)% and 95.2(3)% for the CZ† and CZ respectively, measured using cycle benchmarking [43] and our generalization of the cross-entropy benchmarking routine [44]. The fidelity of the CZ† represents a factor of 4 reduction in infidelity over previous two qutrit transmon gates [28, 32]. Finally, we numerically demonstrate that our gate scheme is efficient for generating additional two-qutrit Clifford gates.

Results

Differential AC Stark Shift

Recent works by Refs. [39–42] demonstrated that the architecture employed in the Cross-resonance (CR) entangling gate can also realize a two-qubit CZ gate by leveraging the conditional Stark shifts from simultaneously driving a pair of coupled qubits off-resonantly. The advantages of this method are two-fold: firstly, the CZ gate commutes with ZZ errors from the always-on dispersive coupling between the transmons. Secondly, unlike in the CR gate, the frequency of the microwave drive can take a range of values. This flexibility in drive frequency affords significant advantages in avoiding frequency collisions with other transmons or spurious two-levels systems [47]. The generalization of conditional Stark shifts to qutrits is straightforward. Working in the energy eigenbasis of our two qutrit Hilbert space, up to single-qutrit phases, one’s system evolves under the cross-Kerr Hamiltonian:

$$
H = \alpha_{11} \ket{11}\bra{11} + \alpha_{12} \ket{12}\bra{12} + \alpha_{21} \ket{21}\bra{21} + \alpha_{22} \ket{22}\bra{22},
$$

where each term can be be calculated with perturbation theory (see supplementary note 2). In this microwave-activated case, the $\alpha_{ij}$ (ZZ-like) terms are given by:

$$
\alpha_{ij} = A_{ij}(\omega_d)\Omega_i\Omega_b \cos(\phi_a - \phi_b),
$$

where $\Omega_i$ and $\phi_i$ are respectively the amplitude and phase of the drive on transmon $i$. The coefficients $A_{ij}$ are functions of the proximity of the microwave drive frequency ($\omega_d$) to nearby transitions. We note that this Hamiltonian generates entanglement between the entire two-qutrit Hilbert space, contrary to the CR case, where the entanglement is mostly restrained to a subspace of the qutrit [28, 48]. This dynamic, driven cross-Kerr interaction is depicted schematically in Fig. 1. It is important to note that the number of degrees of freedom in this interaction are not sufficient, in general, to realize a Clifford two-qutrit gate like the CZ gate with a single round of cross-Kerr entanglement, a difficulty discussed in further detail in the next section.

Measuring the ZZ interaction in the qubit case can be performed by a conditional Ramsey experiment or through a dynamically decoupled JAZZ (Joint-Amplification-of-ZZ) sequence that removes the low frequency drift [49, 50]. In the larger Hilbert space of two qutrits, we need to measure four of these entangling phases with a rate of accumulation set by $\alpha_{ij}$ in Eq. 2. To simplify the measurement and reduce the number of experiments needed, we generalize the controlled-Ramsey experiment to the full qutrit space with a pulse sequence presented in Fig. 2a. In this sequence, we apply simultaneous ternary Hadamard gates on both qutrits, execute the microwave drive, and subsequently perform the full two qutrit state tomography. Doing so for several durations of the Stark driving allow us to fully characterize the conditional and unconditional Stark shifts.

We demonstrate in Fig. 2b the result of this measurement scheme: the entangling phases increase linearly with the duration of the Stark drive, where the proportional-ity constant is set by $\alpha_{ij}$ as predicted by our cross-Kerr model in Eq. 1. In Fig. 2c-d, we present how the driven
cross-Kerr interaction depends on the parameters of our entanglement scheme, specifically the phase and the amplitude of the Stark drive. We note that the qualitative behavior is properly captured by the perturbation theory in Eq. 2. We also explore the behavior as a function of the drive frequency in Fig. 2e. In this case, the perturbation theory fails, but an *ab-initio* master equation simulation captures some of the response; additional details on the frequency dependence of all $\alpha_{ij}$ terms and the master equation simulation can be found in the supplement. We expect the unaccounted features can be attributed to higher-order terms, frequency dependent classical crosstalk, or parasitic two level systems (TLS) in our device. In an experimental setting, the flexibility of this entanglement allows us the freedom to set the drive frequency far from any of these features.

**Qutrit CZ/CZ† gate**

We next construct qutrit controlled-phase gates utilizing this entangling interaction. The qutrit CZ and CZ† gate are both maximally entangling and members of the two-qutrit Clifford group making them particularly useful gates for ternary computation. The CZ gate is defined as:

$$U_{CZ} = \sum_{i,j \in \{0,1,2\}^2} \omega^{ij} |ij\rangle\langle ij|,$$

with $\omega = e^{2i\pi/3}$, the third root of unity; the CZ unitary follows directly from generalizing the qubit Pauli group to qutrits and is explained in further detail in Supplementary Note 3. Under simultaneous Stark drives, the two-qutrit Hilbert space follows the unitary evolution $U = \exp(-i(\mathcal{H} + \phi_1 I \otimes Z^{11} + \phi_2 I \otimes Z^{12} + \phi_3 Z^{01} \otimes I + \phi_4 Z^{12} \otimes I)\tau)$ where $\mathcal{H}$ is given in Eq. 1.

Figure 2. **Characterizing the dynamical cross-Kerr entanglement.** a, To study the accumulation of entangling phases under the driven cross-Kerr interaction, we place two qutrits in a full superposition using ternary Hadamard gates (virtual Z gates omitted in diagram), then study the evolution under the Stark drive scheme by performing state tomography. b, We demonstrate fitting the accumulation of entangling phase found by tomography to our linear, driven cross-Kerr model, where $\alpha_{ij}$ is the slope of the line and the uncertainty is from the linear fit. c-d, We match the behavior of the cross-Kerr entanglement given relevant experimental parameters in our system to our Hamiltonian model for the relative phase of the driving, $\phi$, and amplitude of the driving, fixing $\Omega = \Omega_0 = \Omega_b$. e, We additionally compare the dependence of $\alpha_{12}$ on the frequency of the drive $\omega_d$ using an *ab-initio* master equation simulation in QuTiP [45, 46].
phases for brevity):
\[ U = \exp(-i[(\alpha_{11} + \alpha_{22})\tau(|11\rangle\langle11| + |22\rangle\langle22|) + 
(\alpha_{12} + \alpha_{21})\tau(|12\rangle\langle21| + |21\rangle\langle21|)), \]  
(4)

Using the experimental knobs demonstrated in Fig. 2, we are able to satisfy approximate conditions on our cross-Kerr evolution that are ideal for compactly generating qutrit controlled phase gates. Specifically, we find drive parameters that satisfy \((\alpha_{11} + \alpha_{22}) \approx - (\alpha_{12} + \alpha_{21})\) for performing the CZ gate and \((\alpha_{11} + \alpha_{22}) \approx 2(\alpha_{12} + \alpha_{21})\) for performing the CZ† gate. The Stark drive parameters that meet these conditions are provided in Supplementary Note 1. Under these conditions on the cross-Kerr, and with the unitary evolution provided by our gate scheme in Eq. 4, at some drive time \(\tau\), we will have approximately acquired the desired entangling phases found in Eq. 3 to synthesize respectively a CZ or CZ† unitary. To ensure adiabaticity and limit leakage, we perform the Stark drive via flat-top cosine pulses with ramp up and down features. This ramp leads to effective offsets on the accumulation of the entangling phases, as we only expect the linear accumulation of entangling phase given by \(\alpha_{ij}\) in Eq. 2 to correspond to the flat-top of the Stark drive. When tuning up the two-qutrit gates, this means that we first perform parameters sweeps to find regions where the previously mentioned conditions on the \(\alpha_{ij}\) are met, then perform the actual pulse scheme in Fig. 3 and adjust the Stark drive parameters until the target entangling phases given by Eq. 3 are most accurately acquired. Finally, as outlined schematically in Fig. 3, one can undo the local Z phases (found via tomography) in both the \(\{0,1\}\) and \(\{1,2\}\) subspaces with virtual Z gates [51]. In this work, we performed the CZ and CZ† on two different pairs of transmon qutrits, demonstrating the flexible nature of generating two-qutrit gates from this driven cross-Kerr scheme.

**Benchmarking**

We first benchmark our two-qutrit gates with cycle benchmarking (CB) [43] using True-Q [52]. While originally written in terms of qubits, CB naturally generalizes to qutrits [32]. We use CB instead of, e.g., interleaved randomized benchmarking [53, 54], because it requires significantly fewer multi-qutrit gates per circuit. We describe the generalization in the supplementary material. With this technique, we estimate the Weyl (generalized-Pauli) error rate of the CZ† and CZ gate to be 2.7(1)% and 4.8(3)% respectively. By contrast, the highest fidelity, two-qutrit gate performed previously with transmons had an error rate of 11.1% [28]. CB also allows us to construct the Weyl-twirled error per channel [32] of the unitary in Fig. 4. This provides us with an estimate of the worst case scenario of less than 8% and demonstrates a relatively low dispersion of our error channels.

As an added confirmation of the fidelity of the CZ† gate, we generalize the cross-entropy benchmarking (XEB) routine [44, 55] to tailor all gate errors into a depolarizing channel, for work with qutrit unitaries. In the qutrit case, we find sufficient tailoring of our noise can be performed by interleaving random SU(3) gates around our target gate. The circuit diagram for qutrit XEB is in Fig. 4b and the results can be found in Fig. 4e. We find that the depolarized fidelity of the CZ† dressed with random SU(3) gates agrees with the estimate of the process fidelity from our Weyl twirled CB results within a standard error. Additional discussion of the qutrit XEB method is provided in the supplementary materials.

Finally, we would like to be able to characterize what fraction of the errors present in our two qutrit unitaries are coherent on the time scale of multiple experiments, and thus could be removed by improved calibration. As we show in supplementary note 6, under the depolarizing unitary noise model, the variance of CB and XEB circuits both provide a robust method of estimating the purity limit [56, 57]. The corresponding estimates are shown in Fig. 4c with the CB estimate of 97.3(9)% exceeding the speckle-purity limit of 96.1(3)% for the dressed CZ† gate. This disagreement is likely due to the fact that the CB data reveals that the noise is dominated by single-qutrit phase errors. As these errors are likely to fluctuate around a mean, they will add dephasing errors that are not captured by the depolarizing unitary model used to analyze XEB. Another possible contributing factor is that the noise fluctuated between the XEB and CB experiments, which were performed in separate batches.

**Gate synthesis of two qutrit unitaries**

To study the expressibility of the two-qutrit gates in this work, we numerically explore the ability of the
ternary CZ/CZ† (locally equivalent to each other and the CSUM gate) to synthesize other two-qutrit gates, and compare them to two-qutrit entangling gates that only entangle a subspace of the qutrit, such as the controlled-exchange (Cex) and controlled-increment (Cinc) gates performed on a trapped ion system in Ref. [24]. To this end, we consider an Ansatz circuit V as in Fig. 5a, with depth m, which we use to synthesize target circuits belonging to either the two qutrit Clifford group or set of Haar random gates. The gate synthesis is performed by optimizing the ansatz parameters to minimize the distance between V and U, i.e. the infidelity 1- F(V, U).

We perform this numerical investigation on 1000 Haar random gates and 1000 Clifford gates. We find that all 1000 Haar random gates can be synthesized at depth 6 for CZ/CZ†, 7 for Cinc, and 9 for Cex. The synthesis success rate for all 3 unitaries in terms of target Clifford circuits are shown in Fig. 4b. Notably, almost all two qutrit Clifford gates were successfully compiled at depth 2 in CZ/CZ†, with 100% success at depth 3. By contrast, Cex and Cinc did not demonstrate as much improvement at synthesizing Clifford gates over Haar random gates, achieving 100% success for target Clifford gates at depth 6 for Cinc and 9 for Cex. Additionally, unique amongst these gates, the CZ/CZ† can generate maximally entangled two qutrit states with a single iteration of the gate. We demonstrate the power of this feature in the experimentally reconstructed qutrit Bell-state density matrix in Fig. 5c. In summary, the maximally entangling CZ/CZ† gates have low intrinsic errors and can also can synthesize
a very important family of gates for QEC (the Cliffords) [1] at much lower depths than the two-qutrit gates which only entangle a subspace of the qutrit.

**Discussion**

We realized a microwave-activated, dynamic cross-Kerr entangling interaction that can be employed to engineer qutrit entangling phases with high precision. Leveraging this interaction, we generated two maximally entangling and high-fidelity two-qutrit gates on two separate pairs of fixed-frequency transmon qutrits. We demonstrated numerically that these two qutrit gates are efficient for producing additional two-qutrit unitaries, especially other Clifford gates. Future work developing a systematic gate tune up procedure may prove essential in improving the fidelity and scalability of our approach. Additionally, a study of the effects of this gate scheme on spectator qutrits will also be necessary for determining its scalability. We expect that by being maximally entangling and a member of the two-qutrit Clifford group, the gates performed in this work will prove especially powerful in future efforts to employ qutrits for QEC, quantum simulation, and quantum computation. Perhaps most importantly, all of this work was performed on multi-transmon quantum processors which are normally used for qubit experiments; the untapped potential of transmons as qutrits is only beginning to be explored. As a final note, the two-qutrit Hilbert space is larger than even the three qubit Hilbert space; as the community continues to explore qudits, we propose that metrics and benchmarks should be developed to reasonably compare qudit vs. qubit gates.

**Data Availability**

The data that support the findings of this study are available from the corresponding authors on reasonable request.

**Code Availability**

Cycle Benchmarking and the expressability analysis were performed using proprietary TrueQ™ software (https://trueq.quantumbenchmark.com). All other code that supports the findings of this study is available from the corresponding authors on reasonable request.
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Supplementary Note 1 . DEVICE PARAMETERS

Both gates and cross-Kerr characterization data was taken using an 8 transmon ring with fixed-frequency transmons and fixed-frequency coupling mediated by a coplanar waveguide resonator. The CZ and CZ† gate are performed on two different chips, using two different pairs of transmon qutrits. We give the relevant single-qutrit parameters and coherences for the CZ and CZ† gate in Table 1 and Table 2 respectively. Here, $T_{2r}$ denotes coherence statistics taken using a Ramsey experiment and $T_{2e}$ using an echo pulse. We additionally provide the approximate gate parameters for the two gates performed in the work, where $\omega_d$ denotes the drive frequency, $\Omega$ denotes the approximate drive strength, and $\tau_g$ denotes the total gate time including the $\pi$ pulses in the $\{|1\rangle|2\rangle\}$ subspace.

| Parameter          | Q3     | Q4     |
|--------------------|--------|--------|
| Qubit freq. (GHz)  | 5.436  | 5.327  |
| Anharm. (MHz)      | -260.20| -262.94|
| $T_{12}^{\text{Q3}}$ (µs) | 63(9)  | 47(5)  |
| $T_{12}^{\text{Q4}}$ (µs) | 66(13)| 48(7)  |
| $T_{01}^{\text{Q3}}$ (µs) | 114(47)| 99(24) |
| $T_{01}^{\text{Q4}}$ (µs) | 17(8) | 17(9)  |
| $T_{02}^{\text{Q3}}$ (µs) | 20(16)| 21(9)  |
| $T_{02}^{\text{Q4}}$ (µs) | 20(16)| 21(9)  |
| $\omega_d$ (GHz)   | 5.287  | 5.287  |
| $\Omega$ (MHz)     | \approx 13 | \approx 13 |
| $\tau_g$ (ns)      | 783    |        |

Supplementary Table 1. Single-qutrit parameters for the pair of transmons used to perform the CZ gate.
|                | Q5     | Q6     |
|----------------|--------|--------|
| Qubit freq. (GHz) | 5.362  | 5.523  |
| Anharm. (MHz)    | -275   | -271.35|
| $T_{11}^0$ (µs) | 45(7)  | 58(7)  |
| $T_{12}^0$ (µs) | 33(3)  | 28(3)  |
| $T_{21}^0$ (µs) | 63(7)  | 84(6)  |
| $T_{22}^0$ (µs) | 28(3)  | 30(3)  |
| $T_{11}^1$ (µs) | 37(3)  | 35(3)  |
| $T_{12}^1$ (µs) | 10(6)  | 18(6)  |
| $T_{21}^1$ (µs) | 36(9)  | 76(8)  |
| $T_{22}^1$ (µs) | 11(6)  | 21(8)  |
| $\omega_d$ (GHz) | 5.191  | 5.191  |
| $\Omega$ (MHz)  | $\approx$ 11 | $\approx$ 11 |
| $\tau_0$ (ns)   | 580    |        |

Supplementary Table 2. Single-qutrit parameters for the pair of transmons used to perform the CZ$^\uparrow$ gate.

Supplementary Note 2. PERTURBATION THEORY

Supplementary Fig. 1. **Drive scheme for conditional stark-induced cross-Kerr Hamiltonian.** We present an example energy level diagram in the rotating frame of the drive where we place the off resonant microwave drive on both qutrits between their two respective $|1\rangle \rightarrow |2\rangle$ transitions. The simultaneous off resonant microwave drives induce conditional Stark shifts that generate entangling phases on four states in our two qutrit Hilbert space.

In the frame of the drive at frequency $\omega_d$ and after making a rotating wave approximation (RWA), the system Hamiltonian is

$$
H = \sum_{i=c,t} \left[ (\omega_i - \omega_d) a_i^\dagger a_i + \frac{\eta_i}{2} a_i^\dagger a_i^\dagger a_i a_i + \Omega_i \left( e^{i\phi_i} a_i + e^{-i\phi_i} a_i^\dagger \right) \right] + J \left( a_c^\dagger a_t + a_t^\dagger a_c \right)
$$

(S1)

with $\hbar = 1$ and the transmons approximated as Duffing oscillators with qubit frequency $\omega_i$, anharmonicity $\eta_i$, capacitive coupling $J$, and where we define $a_i$ as the bosonic annihilation operator. The parameters of the drive are given as amplitude $\Omega_i$, and phase $\phi_i$. Since only the relative drive phase is physical, we choose a basis where $\phi_c = 0$ and $\phi_d = \phi_t - \phi_c$. The detuning of transmon $i$ from the drive is $\Delta_i = \omega_i - \omega_d$. We analyze the system perturbatively in the
limit $\Omega, J \ll |\eta|, |\Delta|$. In this limit the bare transmon Hamiltonians serve as the unperturbed system, $H_0$, and the perturbation, $V$, is composed of the single qubit drive terms and the coupling term. Time independent perturbation theory applied to Eq. S1 will yield energies $E_{ij}$, the approximate diagonal elements of the Hamiltonian in the basis labelled by the transmon occupation numbers $|ij\rangle$ with $i, j = 0, 1, 2, \ldots, d-1$ the state of the “control” (c) and “target” (t) transmons respectively. The dimension where we truncate the Hamiltonian is $d$. In the present case of qutrits $d = 3$ and $H' \approx \sum_{i,j=0}^{2} \hat{E}_{ij} |ij\rangle \langle ij|$ where we define $\hat{E}_{ij} = E_{ij} - E_{00}$, performing a global shift of the energies to set the energy of the $|00\rangle$ state to zero.

We isolate the entangling cross-Kerr terms by transforming $H'$ according to the unitary

$$U = \exp\{-it \left[ \hat{E}_{01} I \otimes |1\rangle \langle 1| + \hat{E}_{10} |1\rangle \langle 1| \otimes I + \hat{E}_{02} I \otimes |2\rangle \langle 2| + \hat{E}_{20} |2\rangle \langle 2| \otimes I \right] \},$$

(S2)

where $I = |0\rangle \langle 0| + |1\rangle \langle 1| + |2\rangle \langle 2|$ is the single qutrit identity operator. The transformation eliminates the single qutrit energies $\hat{E}_{0i}$ and $\hat{E}_{ij}$, $i, j = 1, 2$ which simply result in local phases that can be eliminated by virtual single qutrit phase gates. The transformed Hamiltonian

$$H'' = \alpha_{11} |11\rangle \langle 11| + \alpha_{21} |21\rangle \langle 21| + \alpha_{12} |12\rangle \langle 12| + \alpha_{22} |22\rangle \langle 22|$$

(S3)

is written in terms of the cross-Kerr rates $\alpha_{ij}$ which describe the rates at which the entangling phases on the states $|ij\rangle$ are accumulated. These $\alpha_{ij}$, explicitly given by

$$\alpha_{ij} = E_{ij} + E_{00} - E_{0j} - E_{i0},$$

(S4)

generalize the qubit ZZ rate $\zeta$ to the case of qutrits [1].

In perturbation theory we expand $\alpha_{ij} = \alpha_{ij}^{(0)} + \alpha_{ij}^{(1)} + \cdots$ where $\alpha_{ij}^{(n)} = E_{ij}^{(n)} + E_{00}^{(n)} - (E_{0j}^{(n)} + E_{i0}^{(n)})$ and $E_{ij}^{(n)}$ is the $n$th order correction to the energy of state $|ij\rangle$. The first two terms $\alpha_{ij}^{(0)}$ and $\alpha_{ij}^{(1)}$ are zero because in the unperturbed system, $H_0$, the transmons are not interacting and the perturbation $V$ only maps states $|ij\rangle$ to states $|ij'\rangle$ that are orthogonal to $|ij\rangle$. The first contribution comes at second order where the static coupling of strength $J$ between the transmons generates a static cross-Kerr interaction with rates

$$\alpha_{11}^{(2)} = \frac{4\eta J^2}{(\eta - T)(\eta + T)},$$

(S5)

$$\alpha_{21}^{(2)} = \frac{2\eta J^2(5\eta - 4T)}{\Delta(\eta - T)(2\eta - T)},$$

(S6)

$$\alpha_{12}^{(2)} = \frac{-2\eta J^2(5\eta + 4T)}{\Delta(\eta + T)(2\eta + T)},$$

(S7)

$$\alpha_{22}^{(2)} = \frac{16\eta J^2}{(\eta + T)(\eta - T)}$$

(S8)

where $\Delta = \omega_c - \omega_t$ and we have set $\eta_c = \eta_t = \eta$ in order to arrive at more compact expressions. In most systems this is a reasonable approximation and in particular the pair of transmons used in this work have anharmonicities $\eta_c = 272$ MHz and $\eta_t = 270$ MHz.

As in the qubit case the driven cross-Kerr interaction contributes starting at third order when both transmons are driven (see the discussion in the Supplementary Materials of [1]) and we find rates

$$\alpha_{11} = \frac{8 \cos \phi \eta^2 \Omega_c \Omega_T J}{\Delta_c \Delta_T (\eta - \Delta_c)(\eta - \Delta_T)}$$

(S9)

$$\alpha_{12}/\alpha_{11} = \frac{\Delta_c^2(\eta - 2\Delta_T) + \eta(2\eta^2 - 2\eta \Delta_T - \Delta_T^2) + \Delta_c(-3\eta^2 + 2\eta \Delta_T + 2\Delta_T^2)}{(2\eta - \Delta_T)(2\eta - \Delta_T)}$$

(S10)
\[ \frac{\alpha_{21}}{\alpha_{11}} = \frac{\Delta_T^2(\eta - 2\Delta_C) + \eta(2\eta^2 - 2\eta \Delta_C - \Delta_T^2) + \Delta_T(-3\eta^2 + 2\eta \Delta_C + 2\Delta_C^2)}{(2\eta - \Delta_C)(2\eta - \Delta_T)} \] (S11)

\[ \frac{\alpha_{22}}{\alpha_{11}} = \frac{(\eta - 2\Delta_C)(\eta - 2\Delta_T)}{(2\eta - \Delta_C)(2\eta - \Delta_T)} \] (S12)

The expressions are complicated but we now point out some important features. In typical systems the drive strengths \(\Omega_i\) are larger than the coupling strength \(J\) and as a result \(\alpha_{ij}^{(3)} > \alpha_{ij}^{(2)}\). For example, the CZ gate described in the main text is performed with \(\Omega_c, \Omega_t \approx 11\) MHz on a pair of transmons with estimated coupling \(J = 2.7\) MHz. Therefore, the static cross-Kerr can in principle be cancelled by the driven cross-Kerr. The result also gives the leading order linear dependence of the rates \(\alpha_{ij}\) on the drive strengths \(\Omega_i\) and the coupling \(J\) as well as their sinusoidal dependence on the relative drive phase \(\varphi\) (see Figure 2 in the main text).

**Supplementary Note 3. THE WEYL AND GELL-MANN BASES**

When analyzing qubits, we use tensor products of the single-qubit Pauli operators \(\mathbb{P} = \{I, X, Y, Z\}\). These operators have the following helpful properties:

1. they form a projective group under matrix multiplication;
2. they are unitary;
3. they are a trace-orthogonal basis for the space of operators; and
4. they correspond to natural Hamiltonians.

Unfortunately, no set of operators with the same properties exist for higher dimensions. We thus need to separate some of the properties when analyzing qudits.

There are two sets of operators, namely, the Weyl and Gell-Mann operators that, taken together, satisfy all four properties and also coincide with the Pauli operators in 2D. We now review these two sets of operators.

The Gell-Mann operators are obtained by embedding the familiar Pauli matrices into two-dimensional subspaces of a higher dimensional space. Recall that the standard single-qubit Pauli operators are

\[
\begin{align*}
X &= |1\rangle\langle 0| + |0\rangle\langle 1| \\
Y &= i|1\rangle\langle 0| - i|0\rangle\langle 1| \\
Z &= |0\rangle\langle 0| - |1\rangle\langle 1|.
\end{align*}
\] (S13)

We can embed these operators in a \(d\)-dimensional subspace by defining

\[
\begin{align*}
X^{jk} &= |j\rangle\langle k| + |k\rangle\langle j| \\
Y^{jk} &= i|j\rangle\langle k| - i|k\rangle\langle j| \\
Z^{jk} &= |j\rangle\langle j| - |k\rangle\langle k|
\end{align*}
\] (S14)

for \(0 \leq j < k < d\). The \(X^{jk}\) and \(Y^{jk}\) operators are trace-orthogonal Hermitian operators and also correspond to transitions between two levels, which is the natural way to control a harmonic oscillator. Specifically, we can drive the \(X^{01}\) and \(X^{12}\) Hamiltonians by applying tones at \(\omega_{01}\) and \(\omega_{12}\), which generate Rabi oscillations in the corresponding qubit subspaces of the qutrit, from which we can generate the single qutrit gates

\[
\begin{align*}
X^{01}_{\pi/2} &= \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -i & 0 \\ -i & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, & X^{12}_{\pi/2} &= \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & -i \\ 0 & -i & 1 \end{pmatrix}.
\end{align*}
\] (S15)
Similarly, we can perform virtual Z gates within these two qubit subspaces of the qutrit, which natively yield the continuous gates

\[ Z^{01}(\phi) = \begin{pmatrix} e^{-i\phi} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad Z^{12}(\phi) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & e^{i\phi} \end{pmatrix} \]  

(S16)

From these four gates, \( X^{01}_{\pi/2}, X^{12}_{\pi/2}, Z^{01}(\phi), Z^{12}(\phi) \), we can compile an arbitrary unitary in \( U(3) \) using at most 6 of these gates, with a decomposition given in Ref [2].

However, while the \( Z^{jk} \) are Hermitian operators, they are not linearly independent and so do not provide a suitable basis for quantum process tomography. We thus extend the set \( \{X^{jk}, Y^{jk} : 0 \leq j < k < d \} \) to a trace-orthogonal basis by adding a trace-orthogonal set of diagonal operators. A natural choice would be the projectors onto the computational basis, however, this obscures the fact that all density operators have unit trace. We thus use the operators

\[ D_j = -j |j\rangle\langle j| + \sum_{0 \leq k < j} |k\rangle\langle k| \]  

(S17)

for \( 1 \leq j < d \), together with the identity operator to obtain the Gell-Mann basis. Here the Gell-Mann matrices \( \lambda_i \) plus the identity \( I_3 \) span \( SU(3) \) and are a natural choice for qutrit Pauli transfer matrices (PTMs). For convenience, we index these elements for a single qutrit as follows:

\[
I_3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \lambda_1 = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \lambda_2 = \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \lambda_3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \lambda_4 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix},
\]

(S18)

\[
\lambda_5 = \begin{pmatrix} 0 & 0 & -i \\ 0 & 0 & 0 \\ i & 0 & 0 \end{pmatrix}, \quad \lambda_6 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad \lambda_7 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -i \\ 0 & i & 0 \end{pmatrix}, \quad \lambda_8 = \frac{1}{\sqrt{3}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{pmatrix}
\]

Having defined the Gell-Mann basis, we now define the Heisenberg-Weyl operators, which are a unitary generalization of the familiar single-qubit Pauli operators to higher dimensional spaces (qudits) that enable the Clifford group to be generalized. Let \( d \) be a positive integer and \( \mathbb{Z}_d = \{0, \ldots, d-1\} \) denote the set of integers modulo \( d \). The generalizations of the \( X \) and \( Z \) operators to qudits are

\[
X = \sum_{j \in \mathbb{Z}_d} |j \oplus_d 1\rangle\langle j|
\]

\[
Z = \sum_{j \in \mathbb{Z}_d} \exp \left( \frac{2\pi i}{d} j \right) |j\rangle\langle j|,
\]

(S19)

where \( \oplus_d \) denotes addition modulo \( d \). From this, the definition of the two-qudit generalization of a controlled-Z gate (CZ) follows naturally as:

\[ U_{CZ} = \sum_{n=1}^d |n\rangle\langle n| \otimes Z^n \]  

(S20)

For the two qutrit entangling gates performed in this work, this yields the follow unitaries:

\[ U_{CZ} = e^{2\pi i/3} (|11\rangle\langle 11| + |22\rangle\langle 22|) + e^{4\pi i/3} (|12\rangle\langle 12| + |21\rangle\langle 21|) + \sum_{j=0}^{2} (|0j\rangle\langle 0j| + |j0\rangle\langle j0|) \]  

(S21)

\[ U_{CZ^+} = e^{4\pi i/3} (|11\rangle\langle 11| + |22\rangle\langle 22|) + e^{2\pi i/3} (|12\rangle\langle 12| + |21\rangle\langle 21|) + \sum_{j=0}^{2} (|0j\rangle\langle 0j| + |j0\rangle\langle j0|) \]  

(S22)
The Weyl basis for $\mathbb{C}^{d \times d}$ is the set

$$W_d = \{W_{xz} = X^x Z^z : x, z \in \mathbb{Z}_d\},$$

(S23)

which is a trace-orthogonal basis for $\mathbb{C}^{d \times d}$ as it satisfies

$$\text{tr} W^\dagger V = d \delta_{W,V} \quad \forall W, V \in W_d.$$  

(S24)

Let $n$ be a positive integer and $D = d^n$. Then we define the $n$-qudit Weyl basis to be the set $W_{d,n} = W_d \otimes^n$, which is a trace-orthogonal basis for $\mathbb{C}^{D \times D}$. Note that the Weyl basis is not a proper group as it is not closed under multiplication. However, every element of the closure of the Weyl basis is proportional to an element of the Weyl basis up to an overall phase. This overall phase vanishes in all cases as we only consider the adjoint action of Weyl operators and so we treat the Weyl basis as a projective group. The $n$-qutrit Clifford group is then defined to be the normalizer of the extended Weyl group $E_W_{d,n} = U(1)W_{d,n}$ (which is a proper group), that is,

$$\mathcal{C}_{d,n} = \{U \in U(d^n) : U E_W_{d,n} U^\dagger = E_W_{d,n}\}. $$

(S25)
Supplementary Note 4. ASSUMPTIONS FOR CHARACTERIZATION

We now define the assumption of time-dependent Markovian noise that we use to analyze the results of our characterization protocols. At a high level, we assume that each operation applied to the system corresponds to a linear map that is independent of what other maps have been applied but may depend on the number of operations that have been applied since the system was initialized. We allow this time dependence primarily to facilitate post-processing of time-stationary noise processes wherein the physical process does not depend on the number of operations that have been applied since the system was initialized but we are performing a weighted average over the operation that is applied in the $j$th time step.

Formally, for a vector space $\mathcal{V}$ let $\mathcal{V}^*$ denote the dual of $\mathcal{V}$ and $\mathcal{L}(\mathcal{V})$ denote the set of linear maps from $\mathcal{V}$ to itself. Then we assume the following.

1. The state space of a physical implementation of an $n$-qudit system is some fixed vector space $\mathcal{V}$.
2. Preparing the system in the state $\rho$ corresponds to setting the state of the quantum system to some $\Theta_\rho \in \mathcal{V}$.
3. Applying some unitary operation $U$ to the system in the $j$th time step after preparing the system in a state $\rho$ corresponds to applying some linear map, $\Theta(j, U) \in \mathcal{L}(\mathcal{V})$ to the state of the system.
4. The expectation value of an observable $Q$ is obtained by applying some fixed $\Theta_Q \in \mathcal{V}^*$. (Note that we will ignore finite measurement statistics for now.)

With some abuse of notation, we refer to the functions $\Theta_j : \mathbb{N} \times \mathcal{U}(d^n) \to \mathcal{L}(\mathcal{V} \to \mathcal{V})$ and the vectors $\Theta_\rho$ and $\Theta_Q$ together as the implementation map $\Theta$.

The assumption of time-dependent Markovian noise allows hidden Markovianity as the implementation map can include a coupling to an environment. This hidden Markovianity is frequently referred to as non-Markovianity in the quantum information community. However, we allow it in the general setting because the additional assumptions (such as positivity and complete positivity) are more cumbersome to define and typically are only helpful in the final steps of an analysis. Indeed, it is conceptually useful to include post-processing steps that depend only on one time step into an “effective” implementation map.

An ideal isolated implementation is one wherein there is a linear isomorphism between $\mathcal{V}$ and $\mathbb{C}^{D \times D}$. For concreteness, we define an isomorphism $|\ast\rangle\langle\ast| : \mathbb{C}^{D \times D} \to \mathcal{V}$ relative to a trace-orthonormal basis $\mathcal{B} \subset \mathbb{C}^{D \times D}$ as follows. As $\mathcal{B}$ is a trace-orthonormal basis, we can write any $A \in \mathbb{C}^{D \times D}$ in terms of $\mathcal{B}$ as

$$A = \sum_{B \in \mathcal{B}} \text{tr}(B^\dagger A)B.$$  \hfill (S26)

Therefore we can choose $\{|B\rangle_B : B \in \mathcal{B}\}$ to be an orthonormal basis of $\mathcal{V}$ and extend it to an isomorphism by defining

$$|A\rangle_B = \sum_{B \in \mathcal{B}} \text{tr}(B^\dagger A)|B\rangle_B.$$  \hfill (S27)

We will typically suppress the subscript $\mathcal{B}$ as it will be clear from the context (either the normalized Weyl basis or the normalized Gell-Mann basis). To avoid having to define normalized versions of the bases explicitly, we define

$${\hat{B}} = B/\sqrt{\text{tr}B^\dagger B}.$$  \hfill (S28)

Moreover, defining $\langle A \rangle = |A\rangle\langle A|$ and $\langle A|B\rangle = \langle A||B\rangle$ and using the fact that $\mathcal{B}$ is a trace-orthonormal basis and $\{|B\rangle : B \in \mathcal{B}\}$ is an orthonormal basis, we have

$$\text{tr}A^\dagger T = \sum_{B,C \in \mathcal{B}} \text{tr}(A^\dagger B) \text{tr}(C^\dagger T) \text{tr}(B^\dagger C)$$

$$= \sum_{B \in \mathcal{B}} \text{tr}(A^\dagger B) \text{tr}(B^\dagger T)$$

$$= \langle\langle A| T\rangle\rangle.$$  \hfill (S29)
With the above isomorphism, we can define the ideal implementation of a unitary operator \( U \in \mathbb{U}(D) \) to be
\[
\phi_{\mathbb{B}}(U) = \sum_{B \in \mathbb{B}} |UBU^\dagger\rangle\langle B|, \tag{S30}
\]
which, by linearity, will satisfy
\[
\phi_{\mathbb{B}}(U)|A\rangle = |UAU^\dagger\rangle. \tag{S31}
\]
As above, we will also suppress the \( \mathbb{B} \) on \( \phi \) when the basis is clear from the context. Moreover, as \( UBU^\dagger \) is a trace-orthonormal basis, one can readily verify that \( \phi(U)\phi(V) = \phi(UV) \) for all \( U, V \in \mathbb{U}(D) \), that is, \( \phi \) is a representation of \( \mathbb{U}(D) \).
Supplementary Fig. 2. Cross entropy benchmarking (XEB) for qutrit. a, For the XEB circuits, the entropy difference $H(p, q) - H(p, u)$ is plotted against the ideal $H(p, p) - H(p, u)$ at each cycle depth, with 30 randomizations at each depth. The linear fit gives the fidelity at that particular depth. b, We show the exponential decay of the depolarized CZ fidelity obtained from the linear fits in a. c, We plot an example of the speckle purity decay as a function of cycle depth for a representative set of four states in the two-qutrit Hilbert space. The probabilities of measuring the given tritstring are shown as a function of cycle depth across all 30 randomizations. The bright “speckle” pattern characteristic of the Porter-Thomas distribution at low circuit depths is smoothed out at larger depths. d-f, We show that the distribution of tritstrings transitions from the Porter-Thomas distribution at low depth, to a uniform distribution at deeper depths. The CDF is emphasized for a representative tritstring, $|21\rangle$, while the CDFs of the other tritstrings are shown in grey to show typical variation of the CDF across different states.

As discussed in the main text, performing randomized benchmarking (RB) on a two qutrit gate is prohibitively expensive [2]. We utilize cross entropy benchmarking (XEB) as a second SPAM (state preparation and measurement) free benchmarking protocol to corroborate the fidelity obtained from cycle benchmarking (CB). Recently XEB played a central role in the quantum supremacy experiment in [4] and was used to benchmark the non-Clifford, three qubit Toffoli gate in [5]. XEB theory has been discussed in detail in previous works so we present only a brief review of the method before outlining more explicitly how it can be used to benchmark the two-qutrit CZ gate demonstrated here.

For XEB purposes a convenient definition of a random quantum circuit (RQC) is a quantum circuit randomly selected from an ensemble of circuits such that the distribution of probabilities (across the ensemble of circuits) of observing a particular ditstring, $x$, follows the Porter-Thomas distribution (for all possible ditstrings $x$) [6]. In the present case of quantum circuits involving two qutrits we consider the probabilities of tritstrings 00, 01, ..., 21, 22. After averaging over an ensemble of random circuits errors are tailored to be purely depolarizing so an error corresponds to the circuit outputting a fully mixed state. In a mixed state the tritstring distribution is uniform with each outcome $x_i$ having equal probability of $1/3^n$ for an $n$ qutrit system. Thus, intuitively the circuit fidelity (under this error model) can be thought of as the deviation of the measured tritstring distribution from the uniform distribution. The XEB fidelity makes this relationship precise as we now outline.

Denote the possible tritstrings $x_i$ for $i = 1, \ldots, 3^n$ and let $p(x_i)$ be the ideal tritstring distribution for the output of a particular quantum circuit. Then $q(x_i)$ is the measured distribution. The linear cross entropy of two probability
distributions \( p_1(x) \) and \( p_2(x) \) with the same support is defined as

\[
H(p_1, p_2) = \sum_x p_1(x)p_2(x) \tag{S32}
\]

where the sum runs over the full support of the probability distributions and the self entropy is written compactly as \( H(p_1) \equiv H(p_1, p_1) \). Under the depolarizing error model it can be shown straightforwardly that the circuit fidelity is

\[
F_{\text{XEB}} = \frac{H(p, q) - H(p, u)}{H(p, p) - H(p, u)} \tag{S33}
\]

where \( u(x_i) \) is the uniform probability distribution \([4]\). This is ultimately the difference in the ideal to measured and ideal to uniform cross entropies, normalized by the difference if the measured distribution were to perfectly match the ideal distribution \( (p(x_i) = q(x_i) \text{ for all } i) \).

We follow the XEB protocol for benchmarking gates/cycles outlined in Ref. \([4]\). This consists of measuring two qutrit circuits of varying cycle depths \( M \) where cycle \( i \) consists of two single qutrit gates \( G_{i,j} \) where \( i = 1, \ldots, M \) labels the cycle and \( j = 1, 2 \) labels the qutrit, followed by the two qutrit CZ gate (see Figure 2a). The single qutrit gates are randomly selected unitaries from \( SU(3) \) and decomposed according to the decomposition given in \([7]\). For each cycle depth \( M \) we generate \( N \) random circuits to be run and compute the ideal probability distributions of the output tritstrings for each circuit. The XEB fidelity at cycle depth \( M \), \( F_{\text{XEB}, M} \) is determined by performing a least squares fit of the linear relationship between \( H(p_i, q_i) - H(p_i, u) \) and \( H(p_i, p_i) - H(p_i, u) \) with \( i = 1, \ldots, N \) labeling the random circuit at the given depth (see Figure). The cycle infidelity, \( \epsilon_{\text{cycle}} \), is estimated from the exponential decay of \( F_{\text{XEB}, M} \) as a function of cycle depth \( M \). The error rate extracted in this way agrees well with CB (see Benchmarking section in the main text).

Next we validate our implementation of XEB by verifying that the distribution of probabilities of a given tritstring across the ensemble of random circuits does indeed approach the Porter-Thomas distribution,

\[
\mathcal{P}(p) = (D - 1)(1 - p)^{D-2} \approx D e^{-Dp} \tag{S34}
\]

where again \( D \) is the Hilbert space dimension, \( D = 3^2 \) for two qutrits and the approximate equality holds in the limit of large Hilbert space dimension, \( D \gg 1 \). Next we consider the evolution of this distribution as a function of cycle depth. At short to intermediate cycle depths, the circuit is sufficiently random and the distribution approaches Porter-Thomas. At larger cycle depths, the distribution begins to converge to \( \mathcal{P}(p) \to \delta(p - 1/D) \) since the depolarizing errors dominate and the tritstring distributions approach the uniform distribution for all circuits. We plot our experimental observation of this behavior in Fig. 2d-f.

The method of Speckle Purity Benchmarking (SPB) is based on this observation. Denoting the state purity as \( \gamma \), it can be estimated at depth \( M \) from the raw results of the XEB protocol outlined above by the relationship

\[
\gamma(M) = \text{Var}(p_M) \frac{D^2(D + 1)}{(D - 1)} \tag{S35}
\]

where \( p_M \) is the set of measured probabilities of a given tritstring \( x \) across the \( N \) random circuits at cycle depth \( M \) \([4]\). Thus, once we have demonstrated that the distribution does indeed converge to the Porter-Thomas distribution we can estimate the decay of the state purity from just the variance of the distribution, without the need for state tomography which requires an exponential number of measurements, \( 3^n(d - 1) \) where \( n \) is the number of qudits and \( d \) the dimension of each qudit. For our present case of two qutrits we would need to perform 81 measurements per circuit to determine the state purity by state tomography.
Supplementary Note 6. EXTRACTING AN ERROR BUDGET ESTIMATION FROM CYCLE BENCHMARKING RESULTS

Supplementary Fig. 3. **Cycle benchmarking results with Weyl decay terms of CZ† gate.** The cycle benchmarking results shown analyze a subset of 53 Weyl channels at depths \( m \in \{0, 3, 6, 15\} \). In order to provide a SPAM free estimation of the error, we compare our CB results to a reference CB experiment without the two qutrit gate to isolate and subtract the error due to the Weyl twirling itself. Here we plot only the shared decay channels analyzed for both the CZ† and reference CB experiments.

We now outline how data from cycle benchmarking [8] can be used to break down the error budget for a multi-qudit Clifford gate. The following analysis also generalizes that of [8] to gate-dependent noise and allows some non-Markovian errors (namely, couplings to an environment).

A. The cycle benchmarking protocol

We now outline the cycle benchmarking protocol. Let \( d, m, \) and \( n \) be positive integers, \( \psi \) be a quantum state, and \( Q \) be an observable. Then a cycle benchmarking circuit consists of the following:

1. Prepare the system in a state \( \psi \);
2. For each \( j \in \mathbb{Z}_m \),
   (a) Choose an \( n\)-qudit Weyl operator \( W_j \in \mathbb{W}_d^\otimes n \) uniformly at random;
   (b) Apply \( W_j \) to the system; and
   (c) Apply \( C \) to the system.
3. Choose an \( n\)-qudit Weyl operator \( W_m \in \mathbb{W}_d^\otimes n \) uniformly at random;
4. Apply \( W_m \) to the system; and
5. Measure the expectation value of an operator \( Q \).
For time-dependent Markovian noise, the expectation value for the cycle benchmarking protocol for a fixed choice of random Weyl operators \( \vec{W} = (W_0, \ldots, W_m) \), preparation \( \psi \) and operator \( Q \) relative to an implementation map \( \Theta \) is

\[
\mu_{\Theta, \psi, \vec{W}, Q} = \Theta Q \left( \prod_{j=m \to 1} \Theta(2j, W_j)\Theta(2j - 1, C) \right) \Theta(0, W_0)\Theta_{\psi}. \tag{S36}
\]

The Weyl operators are sampled uniformly and independently and are uncorrelated in eq. (S36). The average over all choices of random Weyl operators is then

\[
E_{\vec{W}} \mu_{\Theta, \psi, \vec{W}, Q} = \Theta Q \left( \prod_{j=m \to 1} \Theta(j)\Theta(2j - 1, C) \right) \Theta(0)\Theta_{\psi}, \tag{S37}
\]

where for an implementation map \( \Theta \) we define

\[
\Theta(j) = \mathbb{E}_{W \in \mathbb{W}_{d,n}} \Theta(2j, W). \tag{S38}
\]

That is, we have factorized the average of the expectation values into a product of independent averages.

**B. CB decay**

Before turning to analyze the variance, we first show how the above method is equivalent to that of Ref. [8] under equivalent assumptions. First, let \( \Lambda \) denote the physical implementation map and assume that for all \( W \in \mathbb{W}_{d,n} \), we have

\[
\Lambda(W) = L\phi(W)R. \tag{S39}
\]

for some linear maps \( L \) and \( R \). We then redefine

\[
\Lambda_\psi \to R\Lambda_\psi
\]

\[
\Lambda(j) = \mathbb{E}_{W \in \mathbb{W}_{d,n}} \Theta(2j, W),
\]

so that without loss of generality we can set \( L \) and \( R \) to the identity, that is, we can assume that the implementation of the random operations is effectively ideal.

One can readily verify that the ideal implementation of a Weyl operator \( W \) satisfies

\[
\phi(W) = \sum_{V \in \mathbb{W}_{d,n}} |W\hat{V}W^\dagger\rangle\langle\hat{V}| = \sum_{V \in \mathbb{W}_{d,n}} \chi_V(W)\langle\hat{V}|, \tag{S41}
\]

where

\[
\chi_V(W) = \langle\hat{V}|W\hat{V}W^\dagger| = D^{-1} \text{tr} V^\dagger WVW^\dagger,
\]

which is a character of the projective Weyl group. By Schur’s orthogonality relations, for any \( U \in \mathbb{W}_{d,n} \) we have

\[
\mathbb{E}_{W \in \mathbb{W}_{d,n}} \sum_{V \in \mathbb{W}_{d,n}} \chi_U^*(W)\chi_V(W)|\hat{V}\rangle\langle\hat{V}| = |\hat{U}\rangle\langle\hat{U}|, \tag{S43}
\]

so that if we set \( \Theta(2j, W_j) = \chi_{U_j}^*(W_j)\phi(W_j) \) for \( U_j \in \mathbb{W}_{d,n} \), which can be accomplished by multiplying \( \mu_{\Theta, \vec{W}} \) by \( \chi_{U_j}^*(W_j) \) for each \( j \), we find that eq. (S36) simplifies to

\[
\Lambda_Q|\hat{U}_m\rangle\langle\hat{U}_0|\Lambda_\psi \prod_{j=m \to 1} \langle\hat{U}_j|\Theta(2j - 1, C)|\hat{U}_{j-1}\rangle, \tag{S44}
\]

which is now a product of scalars so we can reorder terms as desired. When \( C \) is a Clifford operator, choosing \( U_j = C^j U_0 C^{-j} \) for some fixed \( U_0 \in \mathbb{W}_{d,n} \) reduces eq. (S44) to the expression in Ref. [8].
C. CB variance

We now analyze the variance to lowest order to show how the unitarity \[9\] can be estimated. The analysis closely parallels that of Ref. [9], except that because we are using a weaker twirl (namely, over the Heisenberg-Weyl group instead of over the full multi-qudit Clifford group), the matrix that governs the decay rates has more eigenvalues. As in Ref. [9], we use the fact that for any scalar \(\lambda\), we have \(|\lambda|^2 = \lambda \otimes \lambda^*\) and that multiplication distributes across tensor products, so that we will consider the implementation map \(\Theta = \Lambda \otimes \Lambda^*\), where the phases added when analyzing a decay cancel. From eq. (S36), we then have

\[
E_{\vec{W}} |\mu_{\Lambda,\psi,\vec{W},Q}|^2 = E_{\vec{W}} \mu_{\Theta,\psi,\vec{W},Q}^2 = \Theta_Q \left( \prod_{j=m\rightarrow 1} \Theta(j) \Theta(C) \right) \Theta(0) \Theta_\psi. \tag{S45}
\]

Applying Schur’s orthogonality relations gives

\[
\Theta(j) = E_{W \in \mathbb{W}_{d,n}} \phi(W) \otimes \phi^*(W) = \sum_{U,V \in \mathbb{W}_{d,n}} |\hat{U} \otimes \hat{V}\rangle\langle \hat{U} \otimes \hat{V}| \chi_U(W) \chi_V^*(W) = \sum_{U,V \in \mathbb{W}_{d,n}} |\hat{U} \otimes \hat{V}\rangle\langle \hat{U} \otimes \hat{V}| \delta_{U,V}, \tag{S46}
\]

In particular, \(\Theta(j)^2 = \Theta(0)\) for all \(j\) and so eq. (S45) can be written as

\[
E_{\vec{W}} |\mu_{\Lambda,\psi,\vec{W},Q}|^2 = \Theta_Q M_m \Theta_\psi, \tag{S47}
\]

where

\[
M = \Theta(0) \Theta(C) \Theta(0) = \sum_{U,V \in \mathbb{W}_{d,n}} |\hat{U} \otimes \hat{U}\rangle\langle \hat{U} \otimes \hat{V}| \Lambda_{UV}(C)^2. \tag{S48}
\]

For simplicity, we assume that \(\Lambda(C)\) is unital and trace preserving, that is, that for all \(U \in \mathbb{W}_{d,n}\) we have

\[
\Lambda_{U,1}(C) = \Lambda_{1,1}(C) = \delta_{1,1}. \tag{S49}
\]

Then we can rewrite eq. (S47) as

\[
E_{\vec{W}} |\mu_{\Lambda,\psi,\vec{W},Q}|^2 = \Theta_Q M_m^u \Theta_\psi + \Theta_Q |\hat{I} \otimes 2 \rangle\langle \hat{I} \otimes 2| \Theta_\psi = \Theta_Q M_m^u \Theta_\psi + |\Lambda_Q| \langle \hat{I} |\Lambda_\psi|^2, \tag{S50}
\]

where we define the unital block of \(M\) to be

\[
M_u = \Theta(0) \Theta(C) \Theta(0) = \sum_{U,V \in \mathbb{W}_{d,n}} |\hat{U} \otimes \hat{U}\rangle\langle \hat{V} \otimes \hat{V}| \Lambda_{UV}(C)^2 \tag{S51}
\]

and \(\mathbb{W}_{d,n}^* = \mathbb{W}_{d,n} - \{I\}\). Further, note that the constant term is can be directly estimated from eq. (S44) for any \(C\) by setting \(U_0 = I\), and so for unital noise the variance over random Weyl operators satisfies

\[
E_{\vec{W}} |\mu_{\Lambda,\psi,\vec{W},Q}|^2 - |E_{\vec{W}} \mu_{\Lambda,\psi,\vec{W},Q}|^2 = \Theta_Q M_m^u \Theta_\psi. \tag{S52}
\]
We now show how the unitarity of a channel [9] can be estimated from eq. (S52) under assumptions similar to those in XEB. First, note that if $M_\mu$ is diagonalizable, eq. (S47) can be written as

$$E_{\vec{W}}|\mu_{\Lambda,\vec{W}}|^2 = \sum_j \alpha_j \lambda_j^m$$ (S53)

where the $\lambda_j$ are the nonzero eigenvalues of $M_\mu$ and the $\alpha_j$ are the overlaps of the corresponding eigenvectors of $M_\mu$ with the SPAM vectors. We thus want to prove that the unitarity of a channel corresponds to an eigenvalue of $M_\mu$.

The unitarity $u$ of a quantum channel is defined to be [9]

$$u^2 = \frac{1}{D^2 - 1} \sum_{U,V \in W_{d,n}^*} |\Lambda_{UV}(C)|^2.$$ (S54)

As in XEB, we now assume that the error model consists only of a unitary error and global depolarization, so that

$$\Lambda(C) = \phi(T) D_p$$ (S55)

for some unknown $T \in U(D)$ where

$$D_p(\rho) = p \rho + (1 - p) I/D$$ (S56)

is the global depolarizing channel. Under this assumption, we have $u = p$, so that the goal is to learn an effective depolarizing rate of the noise process. We now show that

$$v = \sum_{U \in W_{d,n}^*} |\hat{U} \otimes^2\rangle\rangle$$ (S57)

is an eigenvector of $M_\mu$ with eigenvalue $p^2$. First note that for all $U \in W_{d,n}^*$, we have

$$\sum_{V \in W_{d,n}^*} |\Lambda_{U,V}|^2 = p^2.$$ (S58)

Therefore

$$M_\mu v = \sum_{U,V,W \in W_{d,n}^*} |\hat{U} \otimes^2\rangle\langle\hat{U} \otimes^2|\Lambda_{U,V}(C)|^2 (\langle\hat{V} \otimes^2|\hat{W} \otimes^2\rangle) = \sum_{U \in W_{d,n}^*} |\hat{U} \otimes^2\rangle p^2$$

that is, we have an eigenvector of $M_\mu$ the purity matrix whose eigenvector is exactly $p^2$. Moreover, by eq. (S58), $M_\mu/p^2$ is a stochastic matrix and so its largest eigenvalue is 1. Therefore, under the assumption of global depolarizing and unitary noise, the largest eigenvalue of the unital part of $M_\mu$ is $u^2$.

We now show how we can estimate the eigenvalues of $M_\mu$. Let $s$ be the order of $C$, that is, the smallest positive integer such that $C^s \propto I$ and assume that $s$ divides $m$. Then in the limit of high fidelity, the eigenvectors of $M_\mu^s$ are $|\hat{U} \otimes^2\rangle$, and so we can find the largest eigenvalue of $M_\mu$ (and hence the purity under the assumption of global depolarizing and unitary noise) by finding the slowest decay rate of eq. (S52).
Supplementary Note 7. QUTRIT CZ GATE BENCHMARKING

Here we provide the cycle benchmarking results of the 783 ns qutrit CZ gate from the main text. As with the CZ\textsuperscript{\dagger}, we estimate the process fidelity of the isolated CZ gate by comparing our CB results to a reference cycle, and using the formula:

\[ e_F = \frac{D - 1}{D} \left( 1 - \frac{F_{\text{CZ}}}{F_{\text{Reference}}} \right) \]  

(S60)

where \( D \) is the dimension of the Hilbert space of one’s system. In our benchmarking of the CZ, we find a Weyl infidelity of 0.0861 for the dressed CZ cycle and 0.034 for the reference cycle. Ultimately isolating the errors of the CZ gate, we find an estimated process fidelity of 95.2(3)\%.

Supplementary Fig. 4. Cycle benchmarking results with Weyl decay terms of the qutrit CZ gate. The cycle benchmarking results analyze a subset of 54 Weyl channels at depths \( m \in \{0,3,6\} \) for the CZ cycle. In order to provide a SPAM free estimation of the error, we again compare our CB results to a reference CB experiment. Here we plot only the shared decay channels analyzed for both the CZ and reference CB experiments.
Supplementary Note 8. FREQUENCY DEPENDENCE OF DRIVEN CROSS-KERR

Supplementary Fig. 5. Frequency dependence of the full microwave-activated cross-Kerr Hamiltonian. We compare the dependence of all of the $\alpha_{ij}$ in the driven cross-Kerr Hamiltonian on the frequency of the drive $\omega_d$ using an ab-initio master equation simulation in QuTiP.

In Figure 2 in the main text, we showed the results of fitting the frequency dependence of the $\alpha_{12}$ term in the driven cross-Kerr Hamiltonian to an ab-initio master equation simulation. Here we provide some additional details on how this simulation was performed in QuTiP [10, 11] and present the results for measuring and characterizing the frequency dependence of all four of the $\alpha_{ij}$ in the driven cross-Kerr Hamiltonian. We note that transient TLS features and higher transitions meant that some of the data did not fit to a linear model, we therefore only plot data where the uncertainty on our linear fit (the source of the error bars) was less than 300 KHz. Similarly, our simulation at times produced unphysical results near transitions, with very large cross-Kerr; in the interest of readability, we therefore also omitted points where the magnitude of the simulated cross-Kerr was larger than 3 MHz.

To perform the master equation simulation, we considered the Hamiltonian of two fixed frequency transmons, with a fixed capacitive coupling from a coplanar waveguide resonator. For the frequencies and anharmonicities of the pair of transmons, we used the experimental parameters from our chip (as can be found in Table 1). We first found the strength of the capacitive coupling, $J$, by adjusting it until the simulated parameters for the always on, static $\alpha_{ij}$ best matched our experimental measurements of these parameters. We then fixed a single drive frequency, $\omega_d$, and performed a master equation simulation of the simultaneous Stark drives at that frequency until our data best matched the values found for that point in Figure 5. After this, we extrapolated those parameters to be the same across all frequencies of the Stark driving, and simulate using them for the rest of the frequencies in Figure 5.
Supplementary Note 9. QUANTUM PROCESS TOMOGRAPHY

We analyze the Pauli transfer matrix (PTM) of the $CZ^{\dagger}$ gate in the Gell-Mann basis. To construct the PTM in this basis, we prepare 81 two-qutrit input states by applying an informationally complete set of native gates on each qutrit: \( \{ I, X^{(0)}_{\pi/2}, Y^{(0)}_{\pi/2}, X^{(0)}_{\pi}, Y^{(0)}_{\pi}, X^{(12)}_{\pi/2}, Y^{(12)}_{\pi/2}, X^{(12)}_{\pi}, Y^{(12)}_{\pi/2}, X^{(12)}_{\pi}, Y^{(12)}_{\pi/2} \} \). We measure the output tomography using the same set of native gates, and reconstruct the PTM from the data using maximum likelihood estimation method. Figure 6 shows the reconstructed PTM of the $CZ^{\dagger}$ gate $E_{\exp}$ in the Gell-Mann basis, and in Figure 7 we plot $E_{\mathrm{ideal}}^\dagger E_{\exp}$. The process fidelity is calculated from the PTM to be $F_{\PTM} = \text{Tr}[E_{\mathrm{ideal}}^\dagger E_{\exp}]/D^2 = 93.2\%$. We note that as process tomography does not decouple our characterization of our gate errors from state preparation and measurement errors, it is disfavored as a benchmarking technique when compared to CB or XEB.
Supplementary Fig. 6. **CZ† process matrix.** Experimentally reconstructed Process Matrix of Qutrit CZ†($\mathcal{E}_{\text{exp}}$) gate with process fidelity of 93.2%.
Supplementary Fig. 7. Comparing the experimentally reconstructed process matrix to the ideal case. We plot $\epsilon_{\text{ideal}}^{\dagger}\epsilon_{\text{exp}}$ from which we can estimate the process fidelity of the CZ$^{\dagger}$ gate.
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