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1. Introduction

Understanding the physics of unsteady incompressible two-phase flows at large contrast ratios [1] and their numerical modeling via Navier-Stokes equations has become an important tool that allows understanding further physics of multiphase flows and therefore controls the behavior of these flows in several industrial and environmental applications. However, they remain among the most difficult to simulate numerically for two correlated reasons: the difficulties in the mathematical formalism of these equations resulting from the velocity-pressure coupling [2] and the numerical processing of the interfaces [3] which can be decoupled from solving the Navier-Stokes system. On the one hand, the numerical processing of the interfaces, in particular the interface tracking, which is indispensable for each time iteration, is required for the modeling of discontinuities in physical properties across the interface, in particular in the presence of large density and viscosity ratios, together with the conservation of mass. On the other hand, the main difficulty lies in the linear system that arises from these equations. This is a challenging problem to invert because of (1) the incompressibility constraint that results in a saddle-point structure (zero diagonal pressure block), and (2) large viscosity ratios that strongly couple the velocity components in the interface vicinity.

In the past two decades, much progress has been achieved to treat the different aspects related to the presence of complex shape interfaces and capillary phenomena. On the one hand, Sharp-Interface methods (SIM) considering the interface as a discontinuity, is still the most currently used by the scientific community to deal with two-phase-flows. This class of methods fall along to one of the two following approaches: Front Tracking and Front Capturing methods. Front Tracking methods of Tryggvason et al. [4] rely on the Lagrangian advection of a chain of markers connected by segments, where the position of the interface is thus represented by these markers. This method has the advantage of
providing an explicit description of the position of the interface, and provides accurate results since it is described at a smaller scale than the mesh associated with the Eulerian velocities (sub-grid resolution). However, problems of connectivity and topology changes make this method difficult to use, especially in 3D. The Interface capturing methods on the other hand consist of capturing the presence of the front directly by using a characteristic phase function. In these approaches, we can cite the level-set method developed by the mathematicians Stanley Osher and James Sethian \[5,6\], for which a regular description of the interface is used, represented by the zero of a regular function, the signed distance to the interface. Although this method is accurate for the computation of normals and curvature, it does not ensure the mass conservation due to the numerical diffusion of the advection schemes such as the WENO scheme \[7\], which can cause a modification of the position of the interface. In addition to this, these schemes require the use of a large stencil, which is computationally expensive. Conservative level-set method introduced by Ollson and Kreiss \[8,9\] is often used, requires the construction of an additional color function, by introducing a diffuse profile via a hyperbolic tangent function. This method conserves the mass of each phase, but requires a reinitialization after each advection step. The Volume Of Fluid (VOF) method introduced by Hirt and Nichols \[10\], use a stiff description of the interface, for which the interface presence is explicitly taken into account by the volume fraction so-called color function. The interface location is reconstructed by means of linear approximations in the cells \[11\]. This method remains very interesting since it allows ensuring a very volume conservation of each phase. However, it suffers from many limitations such as difficult access to the geometric characteristics such as curvatures and normals, and the generation of artificial deformation near the interface when its thickness is of the order of a cell. Finally, the CLSVOF \[12\] method which involves a coupling between the Level-Set and VOF methods, benefits from the advantages of both these methods. Indeed, the mass is well conserved, and the geometrical properties can be easily calculated. Although these important advantages are important, unfortunately, the implementation of this method remains difficult. A last class of front-capturing method is the Moment Of Fluid method \[13\] that can be viewed as an extension of the VOF with the addition of the centroid of the phase together with the volume fraction.

Another class of two-flow modeling approach, called the Diffuse Interface Method (DIM), relies on the definition of a physical interfacial thickness whereby the physical properties vary rapidly yet continuously. In the literature, a wide variety of this class of methods has been proposed. These include phase-field methods \[14\], based on the convection-diffusion equation of the phase, by introducing physical effects that govern interfaces. This method does not require any reinitialization to ensure mass conservation, and has proved also to be very accurate for computing curvature and surface tension forces. Nevertheless, their main drawback is computationally more expensive, and the mesh size must be small enough to capture the smaller resolved interfacial structures. Another DIM approach is to use the Second Gradient (SG), a technique developed initially by van der Waals \[15\], and extended for the simulation of liquid-vapor flows with phase change by Didier Jamet \[16\]. The idea is to propose a smooth variation of the physical properties along the diffuse interface by holding into account the influence of the gradient of the density field and the double gradient of the velocity field. Even if it is challenging to model, this method can yield simulate complex coupled problems. However, both of these interface diffuse methods preserve the interface dynamics through the conservation and give a satisfactory description for the normal and curvatures. It has been demonstrated that at high resolutions, the VOF method yielded higher accuracy at a lower cost compared to diffuse interface methods (see \[17\]). In this work, our choice was to go with the VOF methods. The remedies for these drawbacks can be circumvented using another class of methods allowing to regularize the VOF. Constrained interpolation profile (CIP) methods of \[18\], consist of solving hyperbolic equations for the color function. Based on the CIP, the color function and its gradient are calculated to form a cubic interpolation function. This method is known for low numerical diffusivity and good stability. However, its
main drawback lies in the interface thickness that is not controlled. A recent regularized VOF method consists in introducing an original smooth volume of fluid function (SVOF) obtained by solving a low cost diffusion equation, as described in [19,20]. This numerical procedure has a priori two advantages. On the one hand, the spread of interfaces through which the physical properties vary strongly but continuously. On the other hand, as the physical properties are continuous, the convergence properties for the fully coupled solver become better, even in the presence of large contrast ratios. In addition, the application of the continuum surface tension force model [21] to SVOF significantly improves the representation of the approximation of surface tension forces.

Furthermore, the treatment of velocity-pressure coupling has been the subject of much work and is a relatively well-controlled problem concerning single-phase flows. On the contrary, in the context of two-phase flow modeling at large density and viscosity ratios, numerical difficulties appear, related to the presence of large interface distortions involving ill-conditioned linear systems. To deal with the velocity-pressure coupling challenge, two strategies can be used: segregated methods introduced independently by Chorin [22] and Temam [23], approximate the original system using time splitting, thereby resulting in two decoupled equations: one to update the velocity field and the other the pressure field although these methods stem from their simplicity and ease of implementation. They still suffer from serious limitations: the splitting operator introduces an error that reduces the temporal accuracy of the numerical solution [24], and the need for pressure boundary conditions that do not exist in the original problem and who are more sensitive to the ratio of densities through the interfaces. The implicit and monolithic approaches such as the augmented Lagrangian (AL) and the fully coupled (FC) methods, solve simultaneously all velocity components and pressure variables, hence preserving the consistency of the discretized system with the continuous equations (while the segregated methods have a time splitting error). The augmented Lagrangian has been developed by Fortin and Glowinski [25] for single-phase Stokes flows and extended by Vincent et al. [26,27] for two-phase flows. The advantages of the augmented Lagrangian method are numerous. The resolution is very robust, and it allows us to simulate a large number of complex unsteady two-phases problems, in which density and viscosity ratio may exceed $10^6$. Besides, this approach avoids imposing boundary conditions on the pressure field. The main drawback of the augmented Lagrangian is its numerical expense to achieve low residuals for the inversion of a linear system and divergence levels. Fully coupled methods [28–31], on the other hand, are purely algebraic, using specific various block preconditioning and Schur complements approximation techniques to solve a saddle point on both fields (velocity and pressure). The resulting strategies, although more difficult to implement and more expensive on a time step basis, prove to be more robust, and very effective for simulating two-phase flows with very large ratios of density and viscosity. They lead to having better convergence properties, with little CFL restrictions.

While the vast majority of related documented studies rely on explicit and segregated methods (such as projection methods), we describe here a fully coupled method for dealing with velocity-pressure coupling, to take advantage of its robustness, principally for the simulation of two-phase flows at large density and viscosity ratios, which has been little studied in the literature. Furthermore, it has been demonstrated that the fully-coupled solver hence preserving the consistency of the discretized system with the continuous equations at large contrast ratio in most cases, which allows to simplify the implementation and to potentially overcome the momentum conserving method contributions (Sussman [32], Raessi [33], Le Chenadec [34], Desjardins [35], Ménard [36], ...). To characterize the interface location, a PLIC VOF approach is used in the present work. The conclusions arising on solvers would be clearly applicable to level set, CLSVOF, phase field or MOF methods also.

This paper is organized as follows: In Section 2 the Navier-Stokes equations are formulated for two-phase incompressible flows, and the temporal and spatial discretizations are presented. Section 3 is dedicated to numerical results for two-phase flows to show the advantages of the Fully coupled methods. In Section 4 concluding remarks are drawn.
2. Model and Numerical Methods

2.1. Penalized One-Fluid Model

In the framework of numerical simulation of two-phase incompressible flows involving non-miscible fluids, the one-fluid formulation, developed by Kataoka [37], is considered here. In each of the two fluid phases, the equations to be solved are the conservation of linear momentum, the conservation of volume (the phases are immiscible and incompressible), augmented with the capillary effect. Heat transfer phenomena will be neglected, and therefore we do not have to solve the energy equation. An additional equation will also be solved: the transport equation of a scalar field called the color function.

We consider an open bounded domain $\Omega \subset \mathbb{R}^3$, with boundary $\Gamma$. Let be $u$ the fluid velocity, $p$ the pressure field, $t$ the time, $\rho$ the mixture density, $T$ viscous stress tensor, $f$ the momentum body force, $F_s$ the capillary term acting on the interface, modeled in this study by the continuum surface tension force model (CSF) [21] and $B_{penu}$ a tensor field for specifying boundary conditions, whose diagonal components tend to infinity along the boundary $\Gamma$ and are identically zero inside the fluid domain $\Omega$. The coupling between the one fluid model developed by Kataoka and a penalty method [38] (to treat different types of boundary conditions) give the penalized one-fluid model. In its conservative form, the equations governing the multiphase flow motion then read:

\[
\frac{\partial \rho(C) u}{\partial t} + \nabla \cdot (\rho(C) u \otimes u) + \frac{\nabla \cdot B_{penu}(f(u) - u_\infty)}{\rho} = -\nabla p + \nabla \cdot T + \frac{1}{\rho} f + F_s, \quad (1)
\]

\[
\nabla \cdot u = 0, \quad (2)
\]

To characterize the topology of the interface and the fluid properties (mass density and viscosity), the color function $C$, which vary between 0 and 1, indicates the presence of the interface. It is just advected by the incompressible fluid velocity that is zero divergence under the assumption that no phase change occurs. As previously mentioned, only isothermal incompressible two-phase are considered here. The tracking of the spatio-temporal evolution of the colour function $C$, requires the resolution of the following advection equation:

\[
\frac{\partial C}{\partial t} + u \cdot \nabla C = 0. \quad (3)
\]

To complete the one-fluid formulation, the mixture density $\rho(C^s)$ and the expression of the viscous stress tensor $\overline{T}$ must be specified. As mass is an extensive quantity, the mixture density is defined according to the following constitutive law (arithmetic average, which allows satisfying the conservation of mass intrinsically):

\[
\rho(C^s) = \rho_1 C^s + (1 - C^s) \rho_2, \quad (4)
\]

where $\rho_1$ and $\rho_2$ are the densities of fluid 1 and 2. $C^s$ is the smoothed color function ranging from 0 and 1 as $C$, whose spread around $C = 0.5$ is controlled. This function is obtained by performing a smoothing operation on the color function $C$ by solving the following Helmhotz equation (the reader is referred to [19,20] for more information),

\[
\nabla \cdot D \nabla C^{s,n+1} + C^{s,n+1} = C^{s,n} \quad (5)
\]

where $D = L_i \Delta h^2$ is the diffusion coefficient, which is then defined as the product of the control volume $\Delta h^2$ and a numerical parameter $L_i$. It can be noticed that this parameter allows to ensure that the smoothed color function $C^s$ spans a distance $L_i = k \Delta h$ on either side of the interface, where $k$ is taken between 0.2 and 2 (see [19,20]). Note that the smoothing operation described above in Equation (5), is equivalent to replacing the interface discontinuity with a zone of adjustable thickness, through which the transition between the two phases has taken place. As a consequence, this method has some advantages. On the one hand, it avoids the generation of artificial deformation near the interface and provides
large enough discrete stencils to estimate the normal and the curvature of the interface. On the other hand, using this technique leads to better convergence properties for the implicit solvers, which proves to be more robust, when coping with large viscosity ratios that strongly couple the velocity components in the interface vicinity.

Concerning the viscous stress tensor $T$, Caltagirone and Vincent [39] proposed a new technique called “Viscous Penalty Method” of second order. The major interest of this formulation is that it allows distinguishing all the physical contributions reflecting the effects of compressibility, elongation, shearing, and rotation. The splitting of these contributions then makes it possible to act differently on each term to strongly impose the associated stress. After suitable decomposition, we assume the viscous stress tensor is given by:

$$T = \kappa \begin{pmatrix} \frac{\partial u}{\partial x} & 0 & \frac{\partial u}{\partial y} \\ 0 & \frac{\partial v}{\partial x} & 0 \\ \frac{\partial v}{\partial y} & 0 & \frac{\partial v}{\partial x} \end{pmatrix} + \zeta \begin{pmatrix} 0 & \frac{\partial u}{\partial y} & 0 \\ \frac{\partial v}{\partial x} & 0 & \frac{\partial v}{\partial y} \\ 0 & \frac{\partial v}{\partial x} & 0 \end{pmatrix} - \eta \begin{pmatrix} 0 & \frac{\partial u}{\partial y} & \frac{\partial v}{\partial x} \\ \frac{\partial v}{\partial x} & 0 & \frac{\partial v}{\partial y} \\ \frac{\partial v}{\partial x} & \frac{\partial v}{\partial y} & 0 \end{pmatrix} \tag{6}$$

where $\kappa = 2\mu$ for the elongation viscosity, $\zeta = 2\mu$ for the shearing viscosity, and $\eta = \mu$ for the rotation viscosity, the evaluation of the viscous operator $\nabla \cdot T$ involves in particular the estimates of the elongation viscosity $\kappa = 2\mu$ at the pressures nodes, and the pure shearing $\zeta = 2\mu$ and rotation $\eta = \mu$ viscosities at the center of the Cartesian grid cells. By using a mixed average for the viscosity, which was initially proposed by Benkenida and Magnaudet [40], and then Vincent et al. [41], the general jump conditions of the momentum equations across the interface are satisfied. In this situation, the diagonal viscous stress is proportional to an elongation viscosity which is determined as a linear function of the smoothed color function called $C^s$,

$$\kappa_{ij} = 2\mu_1 C^s_{ij} + 2\mu_2 (1 - C^s_{ij}) \tag{7}$$

As regards to the off diagonal components of the viscous stress tensor, the pure shearing $\zeta$ and rotation $\eta$ viscosities will be computed by a harmonic average combined with a linear interpolation (Equation (9)) of the adjacent color functions located at the vertices of the cell (see Figure 1), as follows:

$$\zeta_{ij} = 2\eta_{ij} = 2 \times \left( \frac{\mu_1 \mu_2}{\mu_2 C^S_{ij} + \mu_1 (1 - C^S_{ij})} \right) \tag{8}$$

With,

$$\tilde{C}^S_{ij} = \frac{C^S_{ij} + C^S_{ij-1} + C^S_{i-1,j} + C^S_{i-1,j-1}}{4} \tag{9}$$

2.2. Discretization Schemes and Solvers

In the present work, the unsteady two-phase flow equations are approximated by finite volumes and penalty methods (to treat different types of boundary conditions), on a staggered mesh according to the MAC scheme of Harlow and Welch [42]. The discrete velocity and pressure variables are located in a staggered way, each having its own control volume, as shown in the Figure 1. This choice guarantees the consistency of the differential operators such as the divergence and the gradient, and it also avoids oscillations on the pressure field. Knowing that the solution of the advection Equation (3) is performed with the VOF method, using the Piecewise Linear Interface Construction (PLIC) technique. The resulting semi-discrete system of mass and momentum conservation equations is advanced in time, implicitly using a second-order integration scheme. In contrast, a centered scheme for the pressure gradient, divergence velocity, convective, and viscous terms is used. To avoid applying the Newton linearization and invert the full Jacobian, which
proves more efficient but more expensive for unsteady flow, the convective fluxes are linearized using Adams-Bashforth extrapolation as follows:

\[ u^{n+1} \otimes u^{n+1} \approx (2u^n - u^{n-1}) \otimes u^{n+1}. \] (10)

Here, \( n \) refers to a time index associated with physical time \( n\Delta t \) and \( \Delta t \) is assumed to be the constant time step of each solved iteration. So, after suitable linearization and discretization, and, as an implicit Fully Coupled (FC) resolution is targeted, the generic system is a nonsymmetric linear system of saddle point type which takes the following form:

\[
\begin{pmatrix}
\frac{1}{\Delta t} M_u^{(\rho)} + N_u^{(\rho)} + L_u^{(\mu)} & B_p^T \\
B_u & 0
\end{pmatrix}
\begin{pmatrix}
u^{n+1} \\
p^{n+1}
\end{pmatrix} = \begin{pmatrix}
f \\
0
\end{pmatrix}
\] (11)

or \( Ax = b \). Here, the matrix \( B_u \) is the discrete negative divergence and \( B_p^T \) represents the discrete pressure gradient operator, \( M_u^{(\rho)} \) is the velocity mass matrix, \( L_u^{(\mu)} \) is the discrete viscous velocity Laplacian, \( N_u^{(\rho)} \) denotes the convective matrix and \( f \) represents the right-hand side vector. Our strategy to solve this sparse linear system is to employ the BiCGStab(2) [43] solver on the entire system, by choosing compressed storage raw (CSR) structure in order to store only the non-null coefficients of the matrix, and then built an efficient preconditioner to accelerate the convergence of the iterative solver. This strategy can be established on the use of pressure convection-diffusion (PCD) preconditioning for the pressure block, and the block Gauss-Seidel preconditioner for the velocity block (See [44] for further details).

Figure 1. Staggered pressure and velocity unknowns in the global domain. the pressure \( p_{i,j} \), the elongation viscosity \( \kappa_{i,j} \) and the colour function \( C_{i,j} \) are located at the nodes of the Eulerian grid, the horizontal velocity \( u_{i,j} \) is defined on the left and right sides of the control volume (in green) associated with \( p_{i,j} \) and vertical velocity \( v_{i,j} \) is defined on the bottom and top sides of the control volume associated with \( p_{i,j} \), the vorticity \( \omega_{i,j} \) and the rotational \( \eta_{i,j} \) and \( \zeta_{i,j} \) shear viscosities are located at the vertices of the control volume associated with \( p_{i,j} \).

3. Numerical Results

As mentioned in the introduction, different approaches have been used to solve the Navier-Stokes equations. In the following, we have conducted different simulations of two-phase flow modeling, to demonstrate the accuracy and performance of our new fully coupled solver compared to existing resolution algorithms, and implemented in a home-made code (FUGU) developed at MSME Research Laboratory. The common point of these
simulations is that the high density and viscosity ratios seriously complicates the resolution, which constitutes a challenging task.

3.1. Free Fall of Dense Cylinder

The present test case aims at checking the ability of the fully coupled method to simulate multiphase flows with high density and viscosity ratios compared to the standard projection (SP) and adaptive augmented Lagrangian methods. The two-dimensional free fall of a dense cylinder is tested, which has a great interest in having an exact solution but also more severe parameters with high density and viscosity ratios. The initial configuration, consists of a rigid cylinder of radius $r = 0.0125$ m, density $\rho = \rho_2$ and dynamic viscosity $\mu = \mu_2$ which is released without velocity in air. Gravity is set at $g = -9.81 \text{ m} \cdot \text{s}^{-2}$ in the y direction, while the surface tension coefficient $\sigma$ is set to zero. The cylinder is centered at $(0.05 \text{ m}, 0.15 \text{ m})$ in a rectangular cavity full of air whose density and viscosity are $\rho = \rho_1$ and $\mu = \mu_1$ respectively. The cavity is 0.2 m high and 0.1 m wide. The boundary conditions are slip lateral walls ($u \cdot n = 0$) and no-slip on the top and bottom walls ($t \cdot (\nabla u + \nabla^T u) \cdot n = 0$).

Concerning the numerical parameters, the simulations are carried out on five Cartesian grids ($50 \times 100, 100 \times 200, 200 \times 400,$ and $400 \times 800$), with a residual of $\epsilon = 10^{-6}$ for the BiCGSTAB(2). As far as the time derivatives, a constant time step $\Delta t = 6.25 \times 10^{-5}$ s is chosen, and 2300 time steps are computed, corresponding to 0.144 s of the flow motion. The physical parameters for the test-cases are given in Table 1.

| Test Case | $\rho_1 \text{ [kg} \cdot \text{m}^{-3}]$ | $\rho_2 \text{ [kg} \cdot \text{m}^{-3}]$ | $\mu_1 \text{ [Pa} \cdot \text{s}]$ | $\mu_2 \text{ [Pa} \cdot \text{s}]$ | $g \text{ [m} \cdot \text{s}^{-2}]$ | $\rho_2/\rho_1$ | $\mu_2/\mu_1$ |
|-----------|----------------------------------|----------------------------------|-----------------|-----------------|----------------------|----------------|----------------|
| 1         | 1.1768                           | $10^5$                           | $1.85 \times 10^{-5}$ | $10^5$         | $-9.81$              | $10^5$         | $10^{10}$      |

The results obtained by the fully coupled and adaptative augmented Lagrangian solvers are presented in Figure 2 at $t = 0.144$ s. It can be seen that these method stays more robust when coping with large viscosity ratios. Hence, a good agreement is observed between both methods, with slight differences in the vorticity fields. Unfortunately, the standard projection method fails to converge towards the end of the simulation because the solver was unable to reach the desired residual to solve the Poisson equation with variable coefficients, and therefore the correction step was not able to reduce the divergence of the predicted velocity. The time step must, therefore, be decreased to ensure a correct quality of numerical solution, performed by the standard projection method. Nevertheless, significant differences can be observed from the field of vorticity magnitude.

3.1.1. Comments on the Falling Velocity and Center of Mass

To evaluate the accuracy of the Fully-coupled method, comparison of results with quantitative and qualitative results are now proposed. To do so, two distinct quantities will be used to describe their temporal evolution. These quantities are defined as follows:

- Center of mass $Y_c$

\[
Y_c = \frac{\int_{\Omega_2} y \, d\Omega}{\int_{\Omega_2} 1 \, d\Omega}, \quad (12)
\]

- Vertical velocity $U_c$

\[
U_c = \frac{\int_{\Omega_2} U \, d\Omega}{\int_{\Omega_2} 1 \, d\Omega}. \quad (13)
\]

Here $Y_c$ denotes the center of mass of the cylinder, $U_c$ denotes the velocity at the center of mass of the cylinder, and $\Omega_2$ represents the subdomain occupied by the cylinder. Since the
exact solution of the falling velocity \( U_c = -g t \) and center of mass \( Y_c = -g t^2 / 2 + 0.15 \) are known, relative errors obtained during this test case can be evaluated using Equation (14).

\[
Err_{2}^{rel}(q_t) = \left( \frac{\sum_{k=1}^{nt} || q_t^{ref} - q_t ||^2}{\sum_{k=1}^{nt} || q_t^{ref} ||^2} \right)^{1/2}
\]

where \( q_t^{ref} \) is the reference quantity, \( q_t \) is the temporal evolution of quantity \( q \), \( nt \) is the number of time steps, \( n \) is the mesh refinement level and \( h \) the cell size.

Time evolution of the falling velocity and center of mass are shown in Figure 3 for different grid refinements. This figure demonstrates a clear convergence of the numerical simulations to the exact solution even for coarse grids. The corresponding error between the numerical results and the exact solution is shown in Table 2. It is clear from this table that the error level is always low for the fully coupled numerical solutions. Even though errors are saturated (perhaps due to the fact that the simulation are given with a dense and viscous fluid around the cylinder whereas the theory is obtained in vacuum), the results are at least accurate to around 0.01% compared to the exact solution.

In order to be aware of the influence of the numerical methods and their discretization, the results given by the fully coupled method on the finer grid are compared to those of standard projection and adaptative augmented Lagrangian solvers, the performances of each solver are also evaluated. As shown in Table 3, the error levels are comparable for the Fully-coupled and augmented Lagrangian solver for the same time step \( \Delta t = 6.25 \times 10^{-5} \) s. However, the fully coupled solver is faster because it saves 56% of the CPU time compared to the adaptative augmented Langrangian. These large differences can be explained by the fact that the augmented Lagrangian takes a lot of iterations to converge, with a saturation to the adaptative augmented Langrangian. These large differences can be explained by the fact that the augmented Lagrangian takes a lot of iterations to converge, with a saturation to the adaptative augmented Langrangian. In contrast with the projection method, which requires a time step ten times smaller than other methods to obtain the same quality of solution. This choice seems reasonable in order to reduce the numerical dissipation due to splitting operators. However, this brings the standard projection method to be the most expensive in CPU time.

### Table 2. Free fall of a dense cylinder—Values of \( Err_{2}^{rel}(U_c) \) and \( Err_{2}^{rel}(Y_c) \) according to grid, obtained with Fully-coupled (FC) method, throughout the simulation, after 0.144 s.

| Grid   | \( \Delta t \) | \( Err_{2}^{rel}(U_c) \) | \( Err_{2}^{rel}(Y_c) \) |
|--------|----------------|--------------------------|--------------------------|
| 50 × 100 | 6.25 × 10^{-5} s | 5.05 × 10^{-5} | 8.41 × 10^{-4} |
| 100 × 200 | 6.25 × 10^{-5} s | 2.37 × 10^{-5} | 5.74 × 10^{-4} |
| 200 × 400 | 6.25 × 10^{-5} s | 2.62 × 10^{-5} | 2.38 × 10^{-4} |
| 400 × 800 | 6.25 × 10^{-5} s | 3.07 × 10^{-5} | 2.21 × 10^{-4} |

### Table 3. Free fall of a dense cylinder—Values of \( Err_{2}^{rel}(U_c) \) and \( Err_{2}^{rel}(Y_c) \) obtained with FC, AAL, and SP at the end of the simulation for \( t = 0.144 \) s, on a grid of size 400 × 800. NC indicates the simulation stopped due to divergence of the solver.

| Method         | \( Err_{2}^{rel}(U_c) \) | \( Err_{2}^{rel}(Y_c) \) | CPU Time in [s] |
|----------------|--------------------------|--------------------------|-----------------|
| FC with \( \Delta t = 6.25 \times 10^{-5} \) s | 5.05 × 10^{-5} | 2.21 × 10^{-4} | 44,986 |
| AAL with \( \Delta t = 6.25 \times 10^{-5} \) s | 6.63 × 10^{-5} | 1.25 × 10^{-4} | 101,933 |
| SP with \( \Delta t = 6.25 \times 10^{-5} \) s | NC | NC | - |
| SP with \( \Delta t = 6.25 \times 10^{-6} \) s | 3.36 × 10^{-5} | 7.05 × 10^{-5} | 486,941 |
Figure 2. Free fall of dense cylinder at $t = 0.144$ s, obtained on a fine mesh $400 \times 800$ by the three methods. In the first row, FC (shown by fields) and AAL (by isolines). In the second row, FC (shown by fields) and SP (by isolines with $\Delta t = 6.25 \times 10^{-6}$ s). The different fields presented in each row are: left horizontal velocity $[0 \, \text{m}, 0.1 \, \text{m}] \times [0 \, \text{m}, 0.11 \, \text{m}]$, middle: vertical velocity $[0 \, \text{m}, 0.1 \, \text{m}] \times [0 \, \text{m}, 0.10 \, \text{m}]$, and right: vorticity magnitude $[0.02 \, \text{m}, 0.08 \, \text{m}] \times [0.034 \, \text{m}, 0.089 \, \text{m}]$.

Figure 3. Vertical velocity and center of mass for test case 1 ($\rho_1/\rho_2 = 10^5, \mu_1/\mu_2 = 10^{10}$) obtained by the fully coupled method with several meshes. (a) Vertical velocity and (b) center of mass.

3.1.2. Comments on the Enstrophy

The enstrophy is a crucial integral quantity that is associated to dissipation and the effects of small-scale turbulence. It has to be noted that a two-dimensional work is performed here and that in two-dimensions, the energy cascade that could be related to turbulence and enstrophy is different from what occurs in three dimensions. Mathematically, the enstrophy is defined as the integral of vorticity square over the domain, and it will be written as $\text{Ens}_1$ for fluid 1:

$$\text{Ens}_1 = \int_V \frac{\omega^2}{2} \, dV$$

(15)
where $\omega = \left( \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} \right)$ is the vorticity in two dimensions. The following discrete analog of the enstrophy $\text{Ens}_1$ is used, in which $\tilde{C}_{ij}$ is the color function located at the viscosities nodes ($\tilde{C}_{ij} = 0$ in fluid 1 and $\tilde{C}_{ij} = 1$ in fluid 2).

$$\text{Ens}_1 \simeq \sum_{ij} (1 - \tilde{C}_{ij}) \frac{\omega_{ij}^2}{2} \Delta V$$

(16)

In this part, the evolution of the enstrophy in fluid 1 is investigated, for different grid sizes and test cases as in the previous study. The results are illustrated in Figure 4 on a logarithmic scale, for different grid sizes. As can be seen in this figure, the enstrophy increases over time in a monotonous way. As far as the convergence of the enstrophy, the $200 \times 400$ grid simulation is enough to converge the enstrophy for the fully coupled and the adaptive augmented Lagrangian solvers. In contrast, the enstrophy diverges on the finer grid for the standard projection, for the same reasons as the one mentioned before. And a time step ten times smaller is then needed to obtain the same solutions as the exact solvers (fully coupled and adaptive augmented Lagrangian solvers).

![Figure 4](image-url)

**Figure 4.** Time evolution of enstrophy in fluid 1 for the free fall of dense cylinder case. Obtained by several numerical methods with several Cartesian mesh. (a) FC method, (b) AAL method and (c) SP method.

### 3.2. Liquid Sheet Atomisation

To demonstrate the efficiency and robustness of the monolithic solvers for preserving kinetic energy, a flow interacting with a liquid sheet of thickness $\delta = 3 \times 10^{-4}$ m is
investigated [45]. This problem is defined in two dimensions on a square domain of side \( L = 3 \times 10^{-3} \text{ m} \) with periodic and symmetry boundary conditions for the horizontal and vertical sides of the domain, respectively. Simulations are carried out on a 256 \( \times \) 256 Cartesian grids with a density ratio of 100 and 1000, while viscosity and capillary forces are set to zero, in order to preserve the initial kinetic energy during the simulation. The initial velocity field is defined as:

\[
U = \begin{cases} 
  u = A - 0.04 \cos \left( \frac{2\pi x}{L} \right) e^{-\frac{2y}{\delta}} \\
  v = 0.04 \sin \left( \frac{2\pi x}{L} \right) e^{-\frac{2y}{\delta}} 
\end{cases}
\]  

(17)

\[
A = \begin{cases} 
  30 \text{ m} \cdot \text{s}^{-1} \text{ in the gas} \\
  2 \text{ m} \cdot \text{s}^{-1} \text{ in the liquid} 
\end{cases}
\]  

(18)

The results of the time evolutions of the kinetic energy are reported in Figure 5 for all density ratios. It can be observed that whatever the density ratio, the total kinetic energy obtained by the fully coupled solver is conserved over time to almost computer error, which is in good agreement with the theory. As regard to the adaptive augmented Lagrangian solver, a slight increase in the kinetic energy is noticed here but the results are encouraging. On the contrary, the standard projection crashes after a few time iterations even for very small time steps. Consequently, the kinetic energy diverges due to the numerical dissipation generated by the splitting of operators. Besides, it has been shown that the conserving momentum method improves the conservation of the kinetic energy until the interface begins to deform. After this instant, kinetic energy decreases with projection methods, as reported for example in the work of Mukundan et al. [45]. On the other hand, these interfacial instabilities appear more quickly for the classic WENO and conservative Weno schemes. In this work, a centered scheme with either Fully Coupled or Augmented Lagrangian techniques conserves the kinetic energy for longer times compared to existing methods in the literature without the appearance of interfacial instabilities, which is an interesting result allowing to encourage more researchers to work with the monolithic solvers.
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**Figure 5.** Time evolution of normalized kinetic energy for the high density ratio periodic Liquid sheet. Results obtained by different numerical methods, where (a) density ratio is 1000 and (b) density ratio is 100.

### 3.3. Simulation of 2D Viscous Jet Buckling

The jet buckling problem is an essential phenomenon since it is involved in many industrial applications such as the food industry or the aeronautics and aerospace applications with the filling of rocket boosters with propergol. The corresponding flow conditions are at low Reynolds number. This problem has been studied initially by Tomé et al. [46], who have provided a physical criterion which establishes the experiments with buckling jets. Then
many numerical investigations [47–49] have been conducted to simulate this problem in 2d and 3d configurations, for which the computational results are compared with experiments. The interest of this case lies in two reasons: on the one hand, the possibility of comparing the numerical solutions with experimental ones. On the other hand, the strong viscosity and density gradients near the interface yield ill-conditioned linear systems, which is a task challenge at the algebraic level. For numerical simulations, a square cavity of side \( L = 1 \text{ m} \) full of gas is considered. In its upper part, a highly viscous fluid is injected at inlet velocity and inlet width equal to \(-1 \text{ m} \cdot \text{s}^{-1} \) and \( D = 0.08 \text{ m} \), respectively, while the gravitational force acts with a constant intensity \( g = 9.81 \text{ m} \cdot \text{s}^{-2} \) in the negative \( y \)-direction. For boundaries, a slip wall is employed on the solid walls and outflow boundary conditions at the outlet in the upper part of the cavity, outside the injector. The characteristics of the simulations are given in Table 4:

| Test Case | \( \rho_1 [\text{kg} \cdot \text{m}^{-3}] \) | \( \rho_2 [\text{kg} \cdot \text{m}^{-3}] \) | \( \mu_1 [\text{Pa} \cdot \text{s}] \) | \( \mu_2 [\text{Pa} \cdot \text{s}] \) | \( \text{Re} \) | \( \frac{H}{D} \) | \( V_0 [\text{m} \cdot \text{s}^{-1}] \) | \( \rho_2/\rho_1 \) | \( \mu_2/\mu_1 \) |
|-----------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1         | 1.1768          | 1800            | \(1.85 \times 10^{-3} \) | 500             | 0.1728          | 12.5            | 0.6             | 1529            | 1.6 \times 10^5 |
| 2         | 1.1768          | 1800            | \(1.85 \times 10^{-3} \) | 300             | 0.6             | 10              | 1               | 1529            | 2.7 \times 10^5 |
| 3         | 1.1768          | 1800            | \(1.85 \times 10^{-3} \) | 300             | 3.6             | 10              | 6               | 1529            | 2.7 \times 10^5 |

In their study, Tomé et al. give two important parameters to ensure the occurrence of buckling: the aspect ratios of the jet \( H/D \) and \( \mu_1/\mu_2 \), where \( \text{Re} \) is the Reynolds number based on the inflow diameter \( D \) and the velocity inlet \( V_0 \). Thus, the objective of this study is to compare the performance of three methods (the fully-coupled, adaptive augmented Lagrangian, and the standard projection) to deal with this kind of problem and to provide a good prediction of their associated physical behavior whereby the matrices resulting from discretization will be solved with the same solver, the BiCGSTAB(2) with a residual of \( \epsilon = 10^{-6} \).

First the evolution of the liquid over time is considered for three Reynolds numbers \( \text{Re} = 0.1728, \text{Re} = 0.6 \) and \( \text{Re} = 3.6 \) (see Figure 6) using a \( 320 \times 320 \) Cartesian grid and a time step \( \Delta t = 5 \times 10^{-4} \text{ s} \). From these figures, it is noticeable that the numerical calculations with the fully-coupled method provide excellent results for the physics of the jet, which are in good agreement with the theoretical criterion given in [46]. Indeed, the first case \( \text{Re} = 0.1728 \) corresponds to a buckling jet, whereas second and third cases (also in first case for short times), \( \text{Re} = 0.6 \) and \( \text{Re} = 3.6 \) the jet oscillation does not appear. In the first case, it is observed that the diameter of the jet decreases in the middle part of the cavity, but the jet remains symmetric, this is because no buckling occurs. On the contrary, in the first case, as soon as it hits the lower wall of the cavity, the jet destabilizes, and helicoidal instability develops and traps air bubbles in the coiling motion of the viscous fluid. Finally, the streamlines are shown in Figure 7 for the first case, which gives the possibility to evaluate the interaction of both flows. From these figures, recirculations are observed, the size of which increases and then decreases alternately with the oscillations of the jet.

The results obtained with the adaptive augmented Lagrangian method are presented in Figure 8 for \( \text{Re} = 0.1728 \), using also a \( 320 \times 320 \) Cartesian grid and a time step \( \Delta t = 5 \times 10^{-4} \text{ s} \). The computation shows coherence between the fully coupled and the adaptive augmented Lagrangian methods at times \( t = 1 \text{ s} \) and \( t = 2 \text{ s} \). Then, significant differences are noticed because the instability did not occur at the same time as with the fully coupled method, due to the nature of the augmented Lagrangian parameter, which behaves like a viscosity. These differences are also due to the unstable nature of the flow that amplifies numerical errors differently in accordance with the difference of the solvers...
that are not sensitive similarly to truncation errors. The good point is that they trigger an instability for the same Re and in the relevant injection situation. However, it has been seen that the standard projection method for $Re = 0.1728$ on $320 \times 320$ mesh, fails to converge after 2800 iterations because the correction step was not able to reduce the divergence of the predicted velocity. The cases of $Re = 0.6$ and $Re = 3.6$ were simulated with the adaptative augmented Lagrangian and the standard projections methods. However, in these cases, all methods give the same results as those of the fully coupled method.

Figure 6. Numerical simulation of a viscous liquid (propergol) jet injected in a square cavity ($1 \text{ m} \times 1 \text{ m}$) on a $320 \times 320$ grid: the interface is plotted at time $t = 0.25 \text{ s}$, $0.25 \text{ s}$ and $0.2 \text{ s}$ (first row), $t = 0.75 \text{ s}$, $0.75 \text{ s}$ and $0.3 \text{ s}$ (second row), $t = 1.25 \text{ s}$, $1.25 \text{ s}$ and $0.6 \text{ s}$ (third row) and $t = 2 \text{ s}$, $2 \text{ s}$ and $0.9 \text{ s}$ (fourth row). First column $Re = 0.1728$, second column $Re = 0.6$ and third column $Re = 3.6$. Simulations are carried out with the FC method.
Figure 7. Numerical simulation of a viscous liquid (propergol) jet injected in a square cavity (1 m × 1 m) on a 320 × 320 grid: the interface is plotted at time $t = 0.25$ s and 0.75 s (first row), $t = 1.25$ s and 2 s (second row). Test case 1 corresponds to $Re = 0.1728$.

Figure 8. Numerical simulation of a viscous liquid (propergol) jet injected in a square cavity (1 m × 1 m) on a 320 × 320 grid: the interface is plotted at time $t = 0.25$ s (first row), $t = 0.75$ s (second row), $t = 1.25$ s (third row) and $t = 2$ s (fourth row). First column (FC method), second column (AAL method) and third column (SP method).
4. Conclusions

A monolithic solver for simulating incompressible two-phase flows, at large density and viscosity ratios, has been developed and coupled with a VOF method such as PLIC technique. The coupled strategies belong to the two distinct classes of methods: the adaptative augmented Lagrangian method and the fully-coupled solver. These were chosen in order to overcome the difficulties associated with the segregated methods (such as projection methods). This allowed us to simulate complex cases characterized by high density and viscosity ratios, such as the free fall of dense cylinder and the viscous jet buckling, but also to potentially overcome the momentum conserving method in the case of Liquid sheet atomisation. We have also shown that this monolithic solvers allow to use larger time steps than segregated methods, which fails to converge in some cases. In future work, it will be intended to investigate fully coupled solvers on complex 3D and on a massively parallel computers.
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