Comparison of algorithms for identification of IIR systems from binary measurements on the output
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Abstract. In the last decade, a significant number of algorithms of systems using only a quantized output, has appeared. In this study, an overview of identification methods of IIR systems, using quantized or binary output, is presented. A short description of the methods existing in the literature is given. The methods are compared both on the basis of simulation examples.
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1 Introduction

The identification of systems using quantized or binary output has been an important research topic for several years. The use of quantized or binary output introduces difficulties, since only very limited information is available for system identification. Despite this limitation, different interesting methods have been proposed so far.

The main motivation is found in many applications and systems, due mostly to the recent explosive development in computer and communication networks, as ATM network, which only the quantized (or binary) output observations are available. Various of quantized / binary estimation algorithms are developed, most of these solutions are designed for Finite Impulse Response (FIR) systems, as methods proposed in [19], [1], [2], [3], [4], [5], [6], [7] and [8]. Some methods are dedicated to Infinite Impulse Response (IIR) systems as in [9], [10],[11],[12], [14], [13], and [15]. Others are dedicated to non-linear systems.

In this paper we consider those dedicated to identification of IIR systems (Output-Error model structure). In order to propose a first comparison of these methods.

The rest of the paper is organized as follows: the identification problem is formulated in Section II. The main algorithms of the literature are described in Section III. These algorithms are tested and compared on numerical simulation, results are given and commented in section IV. Section V concludes the paper.
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2 Problem statement

In this section, some notations and assumptions that will be used throughout the paper are introduced. We consider here the discrete-time linear system depicted on Fig. 1. The system is described by:

\[
\begin{align*}
    x_t &= G^*(q)u_t \\
    y_t &= x_t + n_t \\
    s_t &= Q_C(y_t)
\end{align*}
\]

(1)

where \( u_t \) is the input of the linear system. \( n_t \) is an additive noise.

\[ G^*(q) \]

Figure 1. The considered linear system with binary measurements on the output

\[ G^*(q) \]

is the linear transfer function described as follows

\[ G^*(q) = \frac{B^*(q)}{A^*(q)} \]

(2)

where

\[ A^*(q) = 1 + a_1^* q^{-1} + \cdots + a_{n_a}^* q^{-n_a} \]

(3)

\[ B^*(q) = b_0^* + b_1^* q^{-1} + \cdots + b_{n_b}^* q^{-n_b} \]

(4)

\( G^*(q) \) is assumed to be stable. \( q^{-1} \) is the backward shift operator such that \( q^{-1} u_t = u_{t-1} \). \( n_a \) and \( n_b \) are the degrees of respectively \( A^*(q) \) and \( B^*(q) \).

\( y_t \) is measured with the binary sensor \( Q_C(.) \) as follows

\[ s_t = Q_C(y_t) = \begin{cases} 
1, & \text{if } y_t \geq C \\
-1, & \text{otherwise}
\end{cases} \]

(5)

where \( C \) is a given threshold.

Let define the following vector \( \theta^* \in \mathbb{R}^n \) with \( n = n_a + n_b + 1 \):

\[ \theta^* = \begin{pmatrix} a_1^* \\ \vdots \\ a_{n_a}^* \\ b_0^* \\ b_1^* \\ \vdots \\ b_{n_b}^* \end{pmatrix} \]

(6)

**Objective:** The objective of the paper is to propose a comparison of algorithms proposed in literature for the identification of \( G^*(q) \) given \( \{s_t, u_t\}_{t=1}^N \) generated by (1) and (5).

Note that some algorithms are developed in the case \( C = 0 \) and some other algorithms are developed in the case \( C \neq 0 \) using a normalization assumption such as the knowledge of the static gain or the knowledge that \( \| \theta^* \|_2 = 1 \) (see for instance [18], [3], [16], [7] and so on). This paper is presented in the case \( C = 0 \), it must be noticed that all the algorithms presented here can be adapted to the case \( C \neq 0 \).
3 Identification algorithms

3.1 Method 1: Identification algorithm of [9]

A first algorithm is proposed in [9] in 2006. This algorithm is based on the estimation of \( \{x_t\}_{t=1}^N \) in a first time. 

Main assumptions in [9] are the following:

- The noise \( n_t \) is a sequence of independent identically distributed (i.i.d.) random variables. The inverse \( F^{-1}(\cdot) \) of its distribution function \( F(\cdot) \) is assumed to be known.
- The input sequence \( u_t \) is n-periodic.

The algorithm proposes the estimation of \( \theta^* \) every \( n \) samples. The proposed algorithm is a two steps algorithm:

- Step 1: estimation of the output of the system \( G^*(q) \) based on \( s_t \), i.e. estimation of \( \{x_t\}_{t=1}^N \). The estimation is realized recursively every \( n \) samples using the inverse of the distribution function of the noise. \( \hat{x}_t \) denotes the estimate of \( x_t \).
- Step 2: estimation of \( \theta^* \) using the input \( u_t \) and the estimated output of the first step. In this second step, the estimate of \( \theta^* \) is given by:

\[
\hat{\theta}_t = (\hat{\Phi}_t \hat{\Phi}_t^T)^{-1} \hat{\Phi}_t \hat{X}_t 
\]

where

\[
\hat{X} = \begin{pmatrix}
\hat{x}_t \\
\vdots \\
\hat{x}_{t+na+nb}
\end{pmatrix}
\]

\[
\hat{\Phi} = \begin{pmatrix}
\phi_t \\
\vdots \\
\phi_{t+na+nb}
\end{pmatrix}
\]

Note that a convergence analysis is provided in [9].

3.2 Method 2: Identification algorithm of [10]

The algorithm presented in [10] is a Quadratic Programming-based method. The estimate of \( \theta^* \) is obtained by solving the QP problem defined by:

\[
\min_M \quad M^T H M
\]

s. t. \( M_L \leq M \leq M_H \)

where

- \( M = \begin{pmatrix} \theta \\ X \end{pmatrix} \)
- \( M_L \) and \( M_H \) are lower and upper bounds of \( M \), these bounds are used to take into the binary sensor \( Q_C(\cdot) \).
\[ H = \begin{pmatrix} \Phi \Phi^T & -\Phi \\ -\Phi^T & I_N \end{pmatrix} \]

\[ X = \begin{pmatrix} x_1 \\ \vdots \\ x_N \end{pmatrix} \]

\[ \Phi = \left( \phi_1 \cdots \phi_N \right) \text{ with } \phi_t = \begin{pmatrix} -x_{t-1} \\ \vdots \\ -x_{t-na} \\ u_t \\ \vdots \\ u_{t-nb} \end{pmatrix} \]

From the fact that \( x_t \) is unknown, an iterative algorithm is used in [10]. This algorithm is the following:

- Initialization step: \( \phi_t \) is initialized as follows \( \phi_t = \begin{pmatrix} 1 \\ \vdots \\ 0 \\ 0 \\ \vdots \\ u_t \\ \vdots \\ u_{t-nb} \end{pmatrix} \). This initialization step provides a first estimate of \( \theta^* \) and \( X \).

- Iteration step: in the \( i^{th} \) iteration, \( \phi_t \) is built using the estimate of \( X \) obtained at the previous iteration.

### 3.3 Method 3: Identification algorithm of [14]

The algorithm presented in [14] is dedicated to identification of Wiener systems, where the relation between \( y_t \) and \( x_t \) is given by:

\[ y_t = g(x_t + n_t) \tag{9} \]

with \( g(.) \) is a static function. In this paper we consider the case \( g(x) = x \). The algorithm is based on the following assumptions:

- The input \( u_t \) is symmetrical independent identically distributed (i.i.d).
- \( n_t \) is a bounded white noise.

The algorithm proposed in [14] also is a two-step algorithm:

- Step 1: estimation of a high order FIR model, i.e. estimation of the impulse response. Denote \( \theta^{imp} \in \mathbb{R}^m \) the parameters of the impulse response and \( \phi_t^{imp} \in \mathbb{R}^m \) the associated observation vector. The Support Vector Machine algorithm is used to estimate the parameter vector of the hyperplane which separates observation vectors providing an output superior to \( C \) from observation vectors providing an output inferior to \( C \). The estimate of \( \theta^{imp} \) is obtained by solving the following problem

\[ \min_{\theta^{imp}} \frac{1}{2} \| \theta^{imp} \|^2 \]

\[ \text{s. t. } s_t((\phi_t^{imp})^T \theta^{imp}) \geq 1 \tag{10} \]
• Step 2: estimation of $\theta^*$ using the estimated impulse response. This step correspond to a model reduction step.

Note that a convergence analysis is provided in [14].

3.4 Method 4: Identification algorithm of [12] and [13]

In [12] and [13] a recursive identification algorithm is proposed using the maximum likelihood criterion. The algorithm presented in this article is based on the following main assumptions:

• $n_t$ is i.i.d sequence with normal distribution: its distribution function is known.

The algorithm presented in [12] and [13] is recursive algorithm with two successive steps. Technical details for each step are provided in [12] and [13]. These two steps are the following:

• The first step is an initialization step. The parameter vector $\theta^*$ is estimated using an online algorithm based on the expectation maximization (EM) method. The EM method has a slow convergence rate, this first step is used for few iterations.

• The second step an online algorithm based on the quasi-Newton method. The estimate with the EM method is used for the initialization.

Note that a convergence analysis is provided in [13].

3.5 Method 5: Identification algorithm of [11]

The identification algorithm presented in [11] is based on the Stochastic Approximation Algorithms With Expanding Truncations (SAAWET). The algorithm of [11] is based on the following assumptions:

• The input sequence $u_t$ is an i.i.d Gaussian sequence.

• The additive noise $n_t$ is zero mean Gaussian noise.

The algorithm of [11] is a two-step algorithm organized as follows:

• Step 1: as in [14] the system is approximated by a high order FIR model. The parameter of the impulse response, i.e. the parameter of the high order FIR model, are estimated recursively using the SAAWET.

• Step 2: estimation of $\theta^*$ using the estimated impulse response. This step correspond to a model reduction step.

Note that a convergence analysis is provided in [11].

3.6 Method 6: Identification algorithm of [15]

The last algorithm in this study, is the one presented in [15]. The algorithm is based on use the Filtered Output Error Optimal Bounding Ellipsoid (F-OE-OBE) algorithm presented. In the case $C = 0$, the objective of the algorithm proposed in [15] is to realize the estimation of a model such that its output has the same sign than $s_t$. The main assumption of the algorithm of [15] is the following:

• The noise $n_t$ is with zero mean, it is wide sense stationary and uncorrelated with $u_t$.

The algorithm presented in [15] is an iterative algorithm. This algorithm is the following:
| method | 1 | 2 | 3 | 4 | 5 | 6 |
|-------|---|---|---|---|---|---|
| failure rate | 1% | 0% | 0% | 26% | 0% | 0% |

**Table 1.** Failure rate for each method.

- Initialization step: initialization with the OE-OBE algorithm or using the least square algorithm (from the knowledge of $s_t$).
- Iteration step: in the $i^{th}$ iteration, use of the F-OE-OBE algorithm, the filter is built using the model estimated at the previous iteration.

Note that a convergence analysis is provided in [15].

### 3.7 Particular algorithm

There are another algorithm proposed in literature for the identification of IIR system using quantized or binary output. The algorithm presented in [17] studies the identification of ARX model. The noise is assumed to be bounded.

### 4 Comparison and numerical simulation

Tab.2 summarizes some characteristics of the previous algorithm: the main assumptions on the input signal, the output signal, and the noise, type of algorithm and if there is a convergence analysis.

Some simulation results are reported in this section so as to compare some aspects of the previous algorithms. It is difficult to provide general conclusions from a numerical example, however we can observe some interesting first behaviors.

Numerical data have been generated according to (1) and (5) with $G^*(q)$ given by:

$$G^*(q) = \frac{1 - 1.4599q^{-1} - 0.7299q^{-2}}{1 - 1.1254q^{-1} + 0.5383q^{-2}}$$  \quad (11)$$

The threshold is chosen equal to $C = 0$.

In a first experiment we test the six previous algorithms in a reference framework. The input sequence $u_t$ is a zero mean random sequence with normal distribution and an unitary standard deviation. The number of available data is $N = 1000$. The noise $n_t$ is a zero mean random sequence with normal distribution such that signal to noise (SNR) is SNR = 20dB.

User parameters of each algorithm are chosen in order to have the minimal error $E = \|\theta^* - \text{mean}(\hat{\theta})\|$ on a Monte Carlo simulation carried out with 100 runs. The obtained user parameters are the following:

- for [9]: we use the periodic sequence $\{-0.5; 0.8; -0.1; 0.4; 0.9\}$.
- for [10]: we use the "quadprog" function of MATLAB over 20 iterations.
- for [14]: we estimate the 30 first parameters of the impulse response.
- for [13]: we apply the quasi-Newton method after 50% of samples.
- for [11]: we estimate the 30 first parameters of the impulse response and $M_t = 6^i$ (the user parameter of the algorithm);
• for [15]: we apply the F-OE-OBE over 20 iterations with $\lambda = 0.99$, $\delta = 0.99$ (the user parameters of the algorithm).

The bode plot of each estimated model is given on Fig. 2 in red, the real system is in black. Note that it is possible on some data sets that an algorithm fails to provide a solution or provide an unstable solution. Tab. 1 presents the failure rate for each method. In the present context, it appears from these results that:

• method 1 and 2 provide biased estimates.
• method 4 provides on some data sets good estimates but the failure rate is too important.
• method 3, 5 and 6 have best performances. The lower variance is obtained with method 6.

Figure 2. Comparison of Bode plot for each algorithm.
In a second experiment we test the impact of the number of available data. Fig. 3 presents $E = \|\theta^* - \text{mean}(\hat{\theta})\|$ for each algorithms as a function of $N$ for $N$ from 500 to 5000. These results are obtained with Monte Carlo simulations carried out with 100 runs. It appears that:

- performances of method 1, method 2, and method 4 are not very sensitive to a high number of data.
- performances of method 3, method 5 and method 6 depend on the number of available data. For a high number of data, these methods allow a better identification of the system.

In a third experiment we test the impact of the noise on performance of the six algorithms. Several SNR have been tested: from 0dB to 40dB. Fig. 4 presents $E$ for each algorithm as a function of SNR. Here again these results are obtained with Monte Carlo simulations carried out with 100 runs. It appears that:

- performances of method 1 are better for low SNR.
- performances of method 3, method 5 and method 6 depends on the SNR data. For a high SNR these methods allows

5 CONCLUSION

In this paper, an attempt has been made to compare the wide range of methods dedicate to identification of IIR systems using only binary or quantized output, that has appeared over the last decade. Based on experimental data, several characteristics of the six methods have been tested, as sensitivity to noise, impact of the number of available data. This short description, and comparison must be extended. More detail in presentation of the algorithms, and the comparison in other context can be subject of future works.
Figure 4. Impact of the noise on performance.
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| Algorithm reference’s | Algorithm type | The input $u_t$ | The output $s_t$ | The noise $n_t$ | Convergence analysis |
|------------------------|----------------|-----------------|-----------------|-----------------|---------------------|
| [9]                    | recursive      | n-periodic     | Binary          | i.i.d, $F(.)$ and $f(.)$ are known. | Yes.                |
| [10]                   | iterative      | —               | Quantized       | —               | No.                 |
| [14]                   | batch          | i.i.d           | Binary          | Bounded white noise | Yes.               |
| [12]&[13]              | recursive      | —               | Quantized       | i.i.d, $F(.)$ and $f(.)$ are known. | Yes.               |
| [11]                   | recursive      | i.i.d Gaussian  | Binary          | Zero mean Gaussian | Yes.               |
| [15]                   | iterative      | —               | Binary          | Zero mean with wide sense stationary and uncorrelated with the input | Yes.               |

Table 2. Summary of some characteristics