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Abstract. One of the major challenges in quantum information science is to control systems with a large number of qubits. Since any realistic quantum system interacts with the environment, it is important to have quantitative estimates on decoherence. The time evolution of an open quantum system can be modeled by a Lindbladian obtained by tracing out the environment degrees of freedom and performing a Born-Markov approximation. In this paper we study the spectral gap and modified logarithmic Sobolev constant of some very simple open systems given by a representation of \( su(2) \) on \( N \)-qubits. Our examples fall into the class of Lindbladians admissible to the dissipative quantum Church-Turing thesis \([\text{KBG}^+ 11]\). In addition, our examples can also be written as Davies generators \([\text{Dav80}]\). Moreover, the main example has a dimension-dependent spectral gap at finite temperature. This is complementary to the class of Davies generators in \([\text{KB16}][\text{BCR22}]\), where local spectral estimates automatically imply global ones.

1. Introduction

Understanding and controlling open quantum systems is a challenging problem for both experimentalists and theorists. In this paper, we study some very basic examples of open systems with a large number of qubits. Our work is motivated by

- the work of Kliesch et.al. \([\text{KBG}^+ 11]\) on the quantum Church-Turing thesis and efficient simulation of Lindbladians using quantum circuits;
- the theory of Davies generators in many-body systems; and
- the theory and experiments of atomic systems placed in a dispersing and absorbing environment \([\text{DKW02}][\text{KSW00}][\text{GW96}][\text{MAG22}][\text{SMAG22}]\), going back to Dicke’s original work \([\text{Dic54}]\).

It is well-known that the dissipative dynamics of an open quantum system can be described by a Lindbladian \([\text{GKS76}][\text{Lin76}]\). In \([\text{KBG}^+ 11]\) the authors introduced the notion of k-locality to generalize the notion of geometric locality typically used in many-body systems. Specifically, on a discrete system with \( N \) sites, a Lindbladian \( \mathcal{L} \) is (strictly) k-local if it acts nontrivially on at most \( k \) subsets of \( \{1, ..., N\} \). It was shown that the class of k-local Lindbladians can be efficiently simulated using quantum circuits. Here our main focus is a simple 1-local Lindbladian acting on \( N \) qubits:

\[
\mathcal{L}^\beta_N = e^{\beta/2} L_{\pi_N(a)} + e^{-\beta/2} L_{\pi_N(a^*)}
\]

where \( L_{\pi_N(a)}x = 2\pi_N(a^*)x\pi_N(a) - \pi_N(a^*)\pi_N(a)x - x\pi_N(a^*)\pi_N(a) \) and

\[
\pi_N(a) = \sum_{1 \leq j \leq N} \pi_{(j)}(a) = \sum_{1 \leq j \leq N} a \otimes ... \otimes a \otimes ... \otimes 1, a = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}
\]
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The parameter $\beta > 0$ is the inverse temperature.

In addition, $L_N^\beta$ has the form of a Davies generator with $\pi_N(h) := \pi_N\left(\begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}\right)$ as the system’s Hamiltonian. The corresponding Gibbs state is given by

$$d_N := N_\beta \exp(-\frac{\beta}{2} \pi_N(h))$$

where $N_\beta$ is the normalization constant. The state $d_N$ is an invariant (i.e. equilibrium) state of the open system, i.e. $L_N^\beta(d_N) = 0$. The state can also be completely factorized in terms of a tensor product:

$$d_N := d_\otimes N = \begin{pmatrix} e^{-\beta/2} & 0 \\ 0 & e^{\beta/2} \end{pmatrix}^N$$

It turns out that $d_N$ satisfies the so-called strong clustering condition [KB16 BCG+21a BCG+21b BCL+21 BCPH22 BCR22]. Thus the results of [KB16] seem to indicate that $L_N^\beta$ has a dimension-independent spectral gap. Surprisingly, in this paper we will show that the opposite is true. 5.2

**Theorem 1.1.** For the Lindbladian $L_N^\beta$, there exists a constant $C(\beta) > 0$ such that

$$\lambda_2(L_N^\beta) \leq \frac{C(\beta)}{N}$$

where $\lambda_2(L_N^\beta)$ is the spectral gap of $L_N^\beta$.

This apparent contradiction is resolved when we realize that $L_N^\beta$ has multiple equilibrium states (non-primitive). The theorems in [KB16] are true only for Lindbladians with a unique equilibrium state (primitive). In addition, for $\beta = 0$, previous result [BGJ0a GR22] gives a uniform lower bound on the spectral gap. This phase transition from $\beta = 0$ to $\beta > 0$ was not expected by the authors and their collaborators. It shows that the properties of non-primitive Davies generators depend on both the geometry and the interactions. This class of non-primitive Davies generators is yet to be explored.

From an experimental perspective, our main example arises naturally from atomic systems placed in a dispersing and absorbing environment. These systems are important for studying quantum information devices (e.g. cavity/circuit QED [BGO20]). In order to better understand how these systems interact with electromagnetic fields, it is necessary to study medium-assisted quantum electrodynamics coupled with a matter system. However, quantization is not straightforward when the system is placed in a absorbing dielectric environment (it is not obvious how to preserve equal-time canonical commutation relation). This problem was solved by [DKW02] by performing a semi-classical analysis based on classical Maxwell’s equations and a quantized noise source. The key idea is to express field operators in terms of the quantized modes of the noise source. After tracing out the field degrees of freedom, the matter system is effectively an open system. It turns out that the dynamics of this open quantum system can be described by a Markovian master equation. Written in the Lindblad form, the time evolution of density matrix is governed by a Lindbladian. In the model of [DKW02], under a Born-Markov approximation, the effective time evolution of the
A Lindbladian $\sigma$ for the fixed reference state $\sigma$ with respect to the reference state $\sigma$ of $\sigma$ will be discussed later. We refer to the seminal papers [CM17] [CM20] for the general theory of detailed balance Lindbladians and the crucial inner product (KMS-inner product with a two-way heat exchange between the system and the bath, the corresponding Lindbladian for each eigenvalue $\Gamma_\nu$ has the following form:

\begin{equation}
\frac{\Gamma_\nu}{2}(2O_\nu^*O_\nu - \rho O_\nu^*O_\nu - O_\nu^*O_\nu^*\rho) + \frac{\Gamma_\nu^{-1}}{2}(2O_\nu\rho O_\nu^* - \rho O_\nu O_\nu^* - O_\nu O_\nu^*\rho)
\end{equation}

where $O_\nu$'s act on the $N$-qubits. Hence the Lindbladian $\mathcal{L}_N^\beta$ can be understood as a building block of the noisy dynamics.

For every inverse temperature $\beta$, the Lindbladian $\mathcal{L}_N^\beta$ satisfies the $d_N$-detailed balance condition. This is a direct consequence of the underlying $\mathfrak{su}(2)$ representation theory, which we will discuss later. We refer to the seminal papers [CM17] [CM20] for the general theory of $\sigma$-detailed balanced Lindbladians and the crucial inner product (KMS-inner product with respect to the reference state $\sigma$):

$$\langle x, y \rangle_\sigma := \text{tr}(\sigma^{1/2}x^*\sigma^{1/2}y)$$

For the fixed reference state $\sigma$, a Lindbladian $\mathcal{L}$ is KMS-symmetric if

$$\langle \mathcal{L}x, y \rangle_\sigma = \langle x, \mathcal{L}u \rangle_\sigma$$

A Lindbladian $\mathcal{L}$ admits a spectral gap $\lambda_2(\mathcal{L}) \geq c$ if there exists a constant $c > 0$ such that

$$c\langle x - E_{fix}x, x - E_{fix}x \rangle_\sigma \leq \langle \mathcal{L}x, x \rangle_\sigma$$

where $E_{fix}$ projects onto the kernel of $\mathcal{L}$. For a KMS-symmetric $\mathcal{L}$, its kernel is a closed $*$-algebra, and $E_{fix}$ becomes the so-called conditional expectation. Beyond the spectral gap, the decay to equilibrium is measured with the help of the relative entropy:

$$D(\rho|\sigma) := \text{tr}(\rho(\log \rho - \log \sigma))$$

The constant $\text{MLSI}(\mathcal{L})$ is the largest constant $c > 0$ such that for all $\rho$

$$cD(\rho|E_{fix}^*\rho) \leq \text{tr}(\mathcal{L}^*(\rho)(\log \rho - \log E_{fix}^*\rho))$$

The right hand side is called the entropy production [Spo78]. Here the (trace-)adjoint $E_{fix}^*$ and $\mathcal{L}^*$ acts on the densities. Equivalently, we have exponential decay

$$D(e^{-t\mathcal{L}}\rho|E_{fix}^*\rho) \leq e^{\text{MLSI}(\mathcal{L})t}D(\rho|E_{fix}^*\rho)$$

The complete version $\text{CLSI}(\mathcal{L}) := \inf_{\beta \geq 0} \text{MLSI}(\mathcal{L} \otimes \text{id}_d)$ was introduced in [GJL0a] in order to ensure tensor stability. Recently, a wealth of results [GJL0a] [BGJ0a] [GR22] [GJL21] [BCL+21] [GG22] provide lower bounds for the CLSI constant. For $\beta = 0$ (the infinite temperature limit), tools from harmonic analysis, Lie groups and foliation can be used to obtain a uniform spectral gap and CLSI constant. [GR22] [BGJ0a]
Theorem 1.2. The family of Lindbladians $\mathcal{L}_N^\beta$ admits a uniform lower bound on the spectral gaps and the CLSI constants.

Since $\mathcal{L}_N^\beta$ depends continuously on $\beta$, one expects a similar result to hold at finite temperature (at least for high temperature). Indeed, the change of measure argument [JLR19] provides such a link. However, the constants obtained by the Hooley-Stroock argument in [JLR19] are not uniform in dimension. Despite an extensive effort by the second named author, the uniformity in $N$ simply could not be achieved. This leads to a polynomial bound:

Theorem 1.3. Suppose for $\beta > 0$. There exists constants $C_1(\beta), C_2(\beta) > 0$ such that

$$
\frac{C_1(\beta)}{N^2} \leq \text{CLSI}(\mathcal{L}_N^\beta) \leq 2\lambda_2(\mathcal{L}_N^\beta) \leq \frac{C_2(\beta)}{N}
$$

It is an open problem to calculate the precise orders of the spectral gap and the CLSI constant. The proof has two parts. The first part relies on the representation theory of $\mathfrak{su}(2)$, and the second part follows essentially from estimates of modified logarithmic Sobolev constants on finite graphs. In addition, the upper bound of the spectral gaps can be achieved by tuning the off-diagonal coefficients between quantum numbers $N$ and $N-2$. The new dimension-dependent bounds show that there are certain densities embedded in a system of $N$ qubits which remain stable on a time scale of $O(N)$. It would be interesting to know how these states can be prepared and used for specific quantum tasks.

Lastly, the same argument gives us estimates on the CLSI constants of other Lindbladians as well. In particular, we have

Theorem 1.4. Let $a_N(\gamma) := \pi_N(a)(\pi_N(a^*)\pi_N(a))^\gamma$ where the parameter $\gamma \geq 1, \gamma \in \mathbb{Z}$. Consider the Lindbladian:

$$
\mathcal{L}_{N,\gamma}^\beta := e^{\beta/2}L_{a_N(\gamma)} + e^{-\beta/2}L_{a_N(\gamma)'}
$$

where $L_{a_N(\gamma)x} := 2a_N(\gamma)x - a_N(\gamma)^*a_N(\gamma)x - a_N(\gamma)x - a_N(\gamma)^*a_N(\gamma)x$. In addition, fix again the tensor product state $d_N = \pi_N^{\otimes N}$ as the reference state. Then there exist constants $C_3(\beta, \gamma) > 0$ such that

$$
2\lambda_2(\mathcal{L}_{N,\gamma}^\beta) \geq \text{CLSI}(\mathcal{L}_{N,\gamma}^\beta) \geq C_3(\beta, \gamma)
$$

We will show how such Davies generators can arise by coupling the system to a heat bath. Since the CLSI constant is independent of $N$, the lower bound is still valid for $N \to \infty$. The limit algebra is the type $III_\lambda$ ($\lambda = e^{-\beta}$) factor. These examples give a new class of manageable Davies generators that include non-local interactions. By tensoring two different type $III_\lambda$ factors, we also obtain a Lindbladian on the type $III_1$ factor [Tak03]. Since the type $III_1$ factor can be used to model a second quantized system (for example see the work of Witten [Wit18]), it is interesting to see how our result can be used to study entropy decay in quantum field theory.

2. CLSI of a Single Self-Adjoint Operator

In this section, we prove CLSI for Lindbladian generated by a single self-adjoint operator:

$$
\mathcal{L}_A(x) := 2AxA - A^2x - xA^2
$$

where $A$ is a self-adjoint operator with discrete spectrum and each eigenvalue has multiplicity 1. For simplicity, we first restrict ourselves to the case where $\mathcal{L}_A$ acts on a matrix algebra
\[ L_A : \mathbb{M}_d \rightarrow \mathbb{M}_d \]

In this case, the CLSI constant will be related to the spectral distribution of \( A \). Later, we will use a transference principle to generalize this result to finite von Neumann algebras.

The key to prove this result is the connection between complete return time and CLSI constant established in [BGJ0a]. More precisely, for a symmetric quantum Markov semigroup, it is proved that a lower Ricci curvature bound along with a complete return time estimate implies the semigroup satisfies CLSI.

To apply this result, we first make the simple observation that \( L_A \) can be represented as a Schur multiplier. Recall the definition of a Schur multiplier on a matrix algebra:

**Definition 2.1.** Let \( \mathbb{M}_n \) be a \( n \times n \) matrix algebra and \( a := (a_{ij})_{i,j=1}^n \in \mathbb{M}_n \) be a matrix. Then the Schur multiplier \( T_a \) associated with \( a \) is

\[ T_a : \mathbb{M}_n \rightarrow \mathbb{M}_n : T_a((x_{ij})) = (a_{ij}x_{ij}) \]

**Lemma 2.2.** Let \( A = \sum \lambda_i e_i \) be the spectral decomposition of \( A \) with distinct eigenvalues. Then the Lindbladian \( L_A : \mathbb{M}_d \rightarrow \mathbb{M}_d \) is given by a Schur multiplier.

\[ L_A(x) = -\sum_{i,j} (\lambda_i - \lambda_j)^2 e_i x e_j \]

The fixed point algebra is the subalgebra of diagonal matrices: \( \mathbb{M}_{\text{diag}} := \text{span}\{e_i : 1 \leq i \leq d\} \). In particular, the quantum Markov semigroup generated by \( L_A \) is not primitive.

**Proof.** By a direction computation we have:

\[ L_A(x) = 2Ax - A^2x - xA^2 = -\sum_i \lambda_i^2 e_i x - \sum_i \lambda_i^2 x e_i + 2 \sum_{i,j} \lambda_i \lambda_j e_i x e_j \]

\[ = -\sum_{i,j} (\lambda_i^2 e_i x e_j + \lambda_j^2 e_i x e_j - 2 \lambda_i \lambda_j e_i x e_j) = -\sum_{i,j} (\lambda_i - \lambda_j)^2 e_i x e_j \]

where in the third equation we used partition of unity \( \sum_i e_i = 1 \). From the Schur multiplier representation of \( L_A \), it is clear that \( L_A(x) = 0 \) if and only if \( x \in \mathbb{M}_{\text{diag}} \). Hence the fixed point algebra is the subalgebra of diagonal matrices.

It is shown in [BGJ0a] that the Ricci curvature of the Lindbladian associated with a Schur multiplier is bounded below by 0. In this case, the paper showed that the CLSI constant is inversely proportional to the complete return time. Therefore in the remainder of this section, we will calculate the complete return time of \( L_A \) in terms of the spectral distribution of \( A \).

It turns out that the correct definition of return time for a nonprimitive quantum Markov semigroup \( T_t : \mathcal{M} \rightarrow \mathcal{M} \) is given by [GJL20a] [GJL20b] [JP10]

**Definition 2.3.** For a nonprimitive quantum Markov semigroup \( T_t : \mathcal{M} \rightarrow \mathcal{M} \) where \( \mathcal{M} \) is a finite von Neumann algebra and let \( E : \mathcal{M} \rightarrow \mathcal{N} \) be the conditional expectation onto the fixed point algebra \( \mathcal{N} \subset \mathcal{M} \), the complete bounded return time of \( T_t \) is given by:

\[ t_{cb}(\epsilon) := \inf\{t \geq 0 : \|T_t - E : L^1(\mathcal{N} \subset \mathcal{M}) \rightarrow L_\infty(\mathcal{M})\|_{cb} \leq \epsilon\} \]

where \( 0 < \epsilon < 1 \), and \( L^1(\mathcal{N} \subset \mathcal{M}) \) is the amalgamated \( L_\infty \) space equipped with the norm:

\[ \|x\|_{L_\infty^1} := \sup_{\|a\|_2 = \|b\|_2 = 1} ||axb||_1 \]
For $\epsilon = 1/2$, we write $t_{cb} := t_{cb}(1/2)$.

For the motivation of this definition, see [GJL20a] and [BGJ0a]. Below we present the key lemma to calculate the complete return time in the finite dimensional case [GJL20a]. It extends the classical result that relates cb-norm of a quantum channel with the norm of its Choi matrix. Fix a pair of unital algebras $\mathcal{N} \subset \mathcal{M}$, recall a map $T : \mathcal{M} \to \mathcal{M}$ is a $\mathcal{N}$-bimodule map if for all $a, b \in \mathcal{N}$ and $x \in \mathcal{M}$ we have $T(axb) = aT(x)b$.

**Lemma 2.4.** Let $\mathcal{M}_d$ be a matrix algebra, and fix a set of matrix units $\{e_{ij}\}_{1 \leq i, j \leq d}$ of $\mathcal{M}_d$. Let $\mathcal{N} \subset \mathcal{M}_d$ be a subalgebra. Then for a completely bounded $\mathcal{N}$-bimodule map: $T : L_1(\mathcal{M}_d) \to L_\infty(\mathcal{M}_d)$ we have
\[
(2.6) \quad \|T : L_1^\infty(\mathcal{N} \subset \mathcal{M}_d) \to L_\infty(\mathcal{M}_d)\|_{cb} \leq \|\chi_T\|_{\mathcal{M}_d \otimes \mathcal{M}_d}
\]
where $\chi_T := \sum_{i,j} e_{ij} \otimes T(e_{ij})$ is the Choi matrix of $T$.

For a proof, see [GJL20a]. After applying this lemma to the Schur multipliers, we have

**Lemma 2.5.** With the same set-up as the previous lemma, let $T((e_{ij})) = (t_{ij}e_{ij})$ be a Schur multiplier that fixes the diagonal subalgebra $\mathcal{M}_d$. Assume $T$ is a $\mathcal{M}_d$-bimodule map. Then
\[
(2.7) \quad \|T\|_{1 \to \infty, cb} := \|T : L_1(\mathcal{M}_d) \to L_\infty(\mathcal{M}_d)\|_{cb} \leq \|(t_{ij})\|_{\mathcal{M}_d}
\]

**Proof.** Consider the following map:
\[
(2.8) \quad \varphi : \mathcal{M}_d \to \mathcal{M}_d \otimes \mathcal{M}_d
\]
\[
\varphi(e_{ij}) = e_{ij} \otimes e_{ij}
\]
$\varphi$ is a non-unital *-homomorphism. Since $\varphi(1) = \sum_i e_{ii} \otimes e_{ii}$, $\varphi$ is also an isometry. By the previous lemma, $\|T\|_{1 \to \infty, cb} \leq \|\varphi\|_{\mathcal{M}_d \otimes \mathcal{M}_d}$. Since $\varphi = \sum_{i,j} e_{ij} \otimes T(e_{ij}) = \sum_{i,j} e_{ij} \otimes t_{ij}e_{ij} = \varphi((t_{ij}))$, we have:
\[
(2.9) \quad \|T\|_{1 \to \infty, cb} \leq \|\chi_T\|_{\mathcal{M}_d \otimes \mathcal{M}_d} = \|(t_{ij})\|_{\mathcal{M}_d}
\]

Let’s go back to the complete return time of the quantum Markov semigroup $\{T_t := e^{-t\mathcal{L}_A} : \mathcal{M}_d \to \mathcal{M}_d\}_{t \geq 0}$. Let $E : \mathcal{M}_d \to \mathcal{M}_d$ be the conditional expectation onto the fixed point algebra, the previous lemma gives the following complete return time estimate.

**Corollary 2.6.** Let $\delta = \min_{i \neq j} |\lambda_i - \lambda_j|$ be the smallest gap in the spectral distribution of $A$, then the complete return time satisfies the following bound:
\[
(2.10) \quad t_{cb}(\epsilon) \leq \frac{\epsilon^2 \pi}{\delta^2}
\]
In particular, $t_{cb} = t_{cb}(1/2) \leq \frac{4\pi}{\delta^2}$.

**Proof.** Since $(T_t - E)x = \sum_{i,j} e^{-t(\lambda_i - \lambda_j)^2}x_{ij} - \sum_i x_{ii} = \sum_{i \neq j} e^{-t(\lambda_i - \lambda_j)^2}x_{ij}$, by the previous lemma
\[
(2.11) \quad \|T_t - E\|_{1 \to \infty, cb} = \|(e^{-t(\lambda_i - \lambda_j)^2})_{i \neq j}\|_{\mathcal{M}_d} = \|(\sum_{k=1}^{d-1} + \sum_{k=-1}^{-d+1}) \sum_i e^{-t(\lambda_i - \lambda_{i+k})}e_{i,i+k}\|
\]
\[
\leq 2 \sum_{k=1}^{d-1} \left| \sum_i e^{-t\delta^2k^2}e_{i,i+k} \right| \leq 2 \sum_{k=1}^{d-1} e^{-t\delta^2k^2} \leq \int_{-\infty}^{\infty} dx e^{-t\delta^2x^2} = \frac{\sqrt{\pi}}{\delta \sqrt{t}}
\]
Hence $t_{cb}(\epsilon) \leq \frac{\epsilon^2 \pi}{\delta^2}$ and $t_{cb} \leq \frac{4\pi}{\delta^2}$.\]
Theorem 2.8. Let $\text{tr}$ of multiplicity 1. Then the CLSI bounded below by 0 (for a definition of geometric Ricci curvature see [BGJ0a]) then

$$A$$

Definition 2.7. For two variables $F, G$ (1) $F \preceq G$ if and only if there exists an absolute constant $C > 0$ such that $F \leq CG$. (2) $F \succeq G$ if and only if there exists an absolute constant $c > 0$ such that $F \geq cG$. (3) $F \sim G$ if and only if there exists absolute constants $c, C > 0$ such that $cG \leq F \leq CG$.

Theorem 2.8. Let $\mathcal{L}_A(x) = 2Ax - A^2x - xA^2 : \mathbb{M}_d \to \mathbb{M}_d$ be the generator of a non-primitive quantum Markov semigroup where $A$ is a self-adjoint operator with discrete spectrum of multiplicity 1. Then the CLSI constant of $\mathcal{L}_A$ is proportional to the spectral gap of $\mathcal{L}_A$:

$$\text{CLSI}(\mathcal{L}_A) \sim \lambda(\mathcal{L}_A)$$

Proof. Let $\delta = \min_{i \neq j} |\lambda_i - \lambda_j|$. Since $\mathcal{L}_A(x) = -\sum_{i,j} (\lambda_i - \lambda_j)^2 e_i x e_j$, the spectral gap $\lambda(\mathcal{L}_A) \sim \delta^2$.

By the CLSI estimate from [BGJ0a], since Schur multiplier’s geometric Ricci curvature is $\geq \text{const}$, we have

$$\text{CLSI}(\mathcal{L}_A) \succeq \lambda(\mathcal{L}_A).$$

Hence CLSI($\mathcal{L}_A) \succeq \lambda(\mathcal{L}_A)$. By a well known result [KT13], we have $\text{CLSI}(\mathcal{L}_A) \leq 2\lambda(\mathcal{L})$. Hence $\text{CLSI}(\mathcal{L}_A) \sim \lambda(\mathcal{L}_A)$. 

Corollary 2.9. Let $\mathcal{L}_A(x) := 2Ax - A^2x - xA^2 : \mathcal{M} \to \mathcal{M}$ be the generator of a quantum Markov semigroup (not necessarily primitive) on a finite von Neumann algebra, and let $A$ be a self-adjoint operator with spectral decomposition $A = \sum_{1 \leq i \leq d} \lambda_i e_i$. Then the same conclusion of the last theorem holds.

Proof. By the same calculation as lemma 2.2, we have $\mathcal{L}_A(x) = -\sum_{1 \leq i,j \leq d} (\lambda_i - \lambda_j)^2 e_i x e_j$.

Let $\mathcal{L}_d$ be the Lindbladian on $\mathbb{M}_d$ given by: $\mathcal{L}_d(x) := -\sum_{1 \leq i,j \leq n} (\lambda_i - \lambda_j)^2 e_i x e_j$. Consider the non-unital trace preserving map:

$$\varphi : \mathcal{M} \to \mathbb{M}_d \otimes \mathcal{M}$$

$$\varphi(e_i x e_j) := e_{ij} \otimes e_i x e_j$$

Then we have

$$e^{-t\mathcal{L}_d} \otimes \text{id}_{\mathcal{M}} \circ \varphi(x) = \sum_{i,j} e^{-t(\lambda_i - \lambda_j)^2} e_{ij} \otimes e_i x e_j$$

$$= \sum_{i,j} e_{ij} \otimes e^{-t(\lambda_i - \lambda_j)^2} e_i x e_j = \sum_{i,j} e_{ij} \otimes e^{-t\mathcal{L}_A} x$$

$$= \varphi(e^{-t\mathcal{L}_A} x)$$

In addition, $\varphi$ is compatible with the projection onto the fixed point algebra. Hence by the definition of the CLSI constant, we have $\text{CLSI}(\mathcal{L}_A^M) \sim \lambda(\mathcal{L}_A^M)$.

Remark. In [GR22], Gao and Rouzé have shown that $\frac{\lambda(\mathcal{L}_A)}{C_{cb}(\mathcal{M} : \mathcal{N})} \leq \text{CLSI}(\mathcal{L}_A) \leq 2\lambda(\mathcal{L}_A)$ where $C_{cb}(\mathcal{M} : \mathcal{N})$ is the cb index of the pair $\mathcal{N} \subset \mathcal{M}$. Our result gives a tighter bound because the cb index of the diagonal subalgebra is the dimension of the underlying Hilbert space.
3. CLSI of KMS-Symmetric QMS with Single Bohr Frequency

Following [CM17] [CM20], we consider a Lindbladian associated with a single Bohr frequency in this section.

\[ \mathcal{L}^\beta : \mathcal{M} \to \mathcal{M} \]
\[ \mathcal{L}^\beta x := e^{\beta/2}L_ax + e^{-\beta/2}L_a^*x \]

where \( L_a x := 2a^*xa - a^*ax - xa^*a \) and \( \mathcal{M} \) is a finite von Neumann algebra. We assume \( \beta > 0 \). Fix a faithful state \( \phi \) on \( \mathcal{M} \) such that its density \( d_\phi \) is an fixed point state under the predual \( \mathcal{L}^\beta_* : L_1(\mathcal{M}) \to L_1(\mathcal{M}) \) (i.e. \( \mathcal{L}^\beta_*(d_\phi) = 0 \)). The KMS-inner product on \( \mathcal{M} \) with respect to \( d_\phi \) is given by:

\[ \langle x, y \rangle_\phi := \tau(d_\phi^{1/2}x^*d_\phi^{1/2}y) \]

where \( \tau \) is the canonical trace on \( \mathcal{M} \). We assume \( \mathcal{L}^\beta \) is self-adjoint with respect to this KMS-inner product:

\[ \langle \mathcal{L}(x), y \rangle_\phi = \langle x, \mathcal{L}(y) \rangle_\phi \]

We make the crucial assumption that the modular automorphism associated with \( \phi \) satisfies the following equation

\[ \sigma_t^\phi(a) = d_\phi^{it}ad_\phi^{-it} = e^{i\beta t}a \]

The modular automorphism assumption implies that the Lindbladian commutes with modular operator: \([\mathcal{L}^\beta, \Delta_\phi] = 0\). By a result from [CM17], this implies that the Lindbladian satisfies \( \phi \)-detailed balance condition. The state \( \phi \) induces a nontrivial modular automorphism group. In the following, we will use a 2 \( \times \) 2-matrix trick to cancel this modular automorphism group. Using this technical tool, we will provide a direct estimate of the CLSI constant.

Before stating the next proposition, recall the definition of the difference quotient:

**Definition 3.1.** Let \( f : \mathbb{R}_+ \to \mathbb{R} \) be a continuously differentiable function, and let \( \rho \) be a faithful state with spectral decomposition \( \rho = \int \lambda dE_\lambda \). Then the difference quotient with respect to \( \rho \) is given by the double operator integral

\[ J^f_\rho(x) := \int \int \frac{f(\lambda) - f(\mu)}{\lambda - \mu}dE_\lambda xdE_\mu \]

where the ratio is defined to be \( f'(\lambda) \) if \( \lambda = \mu \).

If the spectral decomposition is discrete i.e. \( \rho = \sum_\lambda \lambda e_\lambda \), then

\[ J^f_\rho(x) = \sum_{\lambda,\mu} \frac{f(\lambda) - f(\mu)}{\lambda - \mu}e_\lambda xe_\mu \]

**Proposition 3.1.** Let \( \tau \) be the canonical trace on the finite von Neumann algebra \( \mathcal{M} \). Fix \( \beta \) as above, consider the density matrix

\[ d_\beta := \begin{pmatrix} e^{-\beta/2} & 0 \\ e^{\beta/2}e^{-\beta/2} & e^{\beta/2} \end{pmatrix} \]

and consider the generator

\[ A := e_{12} \otimes a \in \mathcal{M}_2 \otimes \mathcal{M} \]
Then we have i)
\[ [d_\beta \otimes d_\phi, A] = 0 \]

ii) For state \( \rho_\beta := (d_\beta \otimes d_\phi)^{1/2}(1 \otimes x)(d_\beta \otimes d_\phi)^{1/2} \), we have
\[ EP_A(\rho_\beta) \leq C(\beta)EP_\phi(d_\phi^{1/2}x_d^{1/2}), \quad EP_A^-(\rho_\beta) \leq C(\beta)EP_{\phi^*}(d_\phi^{1/2}x_d^{1/2}) \]
where \( EP_A(\rho) := \langle [A, \rho], J^0_P[A, \rho] \rangle \) is the entropy production of state \( \rho \) under generator \( A \).

**Proof.** i) For the first claim, from direct calculation we have
\[ (d_\beta^{it} \otimes d_\phi^{it})(e_{12} \otimes a)(d_\beta^{-it} \otimes d_\phi^{-it}) = (d_\beta^{it}e_{12}d_\beta^{-it}) \otimes (d_\phi^{it}ad_\phi^{-it}) = e^{-i\beta t}e_{12} \otimes e^{i\beta a} = e_{12} \otimes a = A \]

Therefore \([d_\beta \otimes d_\phi, A] = 0\).

ii) For the second claim, we need the following technical result:

**Claim:**
\[ \log \frac{\lambda - \log \mu}{\lambda - \mu} \geq e^{-\beta/2} \log(\lambda e^{-\beta/2}) - \log(\mu e^{\beta/2}) \]

We postpone the proof of this inequality and proceed with the main proof.

Let \( d_\phi^{1/2}x_d^{1/2} = \sum_\lambda \lambda e_\lambda \) be the spectral decomposition of the state. We have
\[ (d_\beta^{1/2} \otimes d_\phi^{1/2})(e_{12} \otimes [a, x])(d_\beta^{1/2} \otimes d_\phi^{1/2}) = \frac{1}{e^{\beta/2} + e^{-\beta/2}}e_{12} \otimes (d_\phi^{1/2}[a, x]d_\phi^{1/2}) . \]

And the spectral decomposition of \( \rho_\beta \) is given by
\[ \rho_\beta = \sum_\lambda \frac{\lambda e^{-\beta/2}}{e^{\beta/2} + e^{-\beta/2}}e_{11} \otimes e_\lambda + \sum_\mu \frac{\lambda e^{-\beta/2}}{e^{\beta/2} + e^{-\beta/2}}e_{12} \otimes e_\mu . \]

Combining these two calculations, we have
\[ J^0_P[\rho_\beta[A, \rho_\beta]] = \frac{1}{e^{\beta/2} + e^{-\beta/2}} \sum_{\lambda, \mu} \log(\frac{\lambda e^{-\beta/2}}{e^{\beta/2} + e^{-\beta/2}}) - \log(\frac{\lambda \mu e^{\beta/2}}{e^{\beta/2} + e^{-\beta/2}})(e_{12} \otimes e_\lambda d_\phi^{1/2}[a, x]d_\phi^{1/2}e_\mu) \]
\[ = \sum_{\lambda, \mu} \log(\frac{\lambda e^{-\beta/2}}{e^{\beta/2} + e^{-\beta/2}}) - \log(\frac{\lambda \mu e^{\beta/2}}{e^{\beta/2} + e^{-\beta/2}})(e_{12} \otimes e_\lambda d_\phi^{1/2}[a, x]d_\phi^{1/2}e_\mu) . \]

Hence the entropy production with respect to the trace on \( \mathcal{M}_2 \otimes \mathcal{M} \) is given by
\[ EP_A(\rho_\beta) = \langle [A, \rho_\beta], J^0_P[\rho_\beta[A, \rho_\beta]] \rangle \]
\[ = \frac{1}{e^{\beta/2} + e^{-\beta/2}}e_{12} \otimes d_\phi^{1/2}[a, x]d_\phi^{1/2}e^{\beta/2} \sum_{\lambda, \mu} \log(\frac{\lambda e^{-\beta/2}}{e^{\beta/2} + e^{-\beta/2}}) - \log(\frac{\lambda \mu e^{\beta/2}}{e^{\beta/2} + e^{-\beta/2}})e_{12} \otimes e_\lambda d_\phi^{1/2}[a, x]d_\phi^{1/2}e_\mu) \]
\[ = \frac{e^{\beta/2}}{2(e^{\beta/2} + e^{-\beta/2})} \sum_{\lambda, \mu} \log(\frac{\lambda e^{-\beta/2}}{e^{\beta/2} + e^{-\beta/2}}) - \log(\frac{\lambda \mu e^{\beta/2}}{e^{\beta/2} + e^{-\beta/2}})\tau(d_\phi^{1/2}[a, x]d_\phi^{1/2}e_\lambda d_\phi^{1/2}[a, x]d_\phi^{1/2}e_\mu) \]
\[ \leq \frac{e^{\beta}}{2(e^{\beta/2} + e^{-\beta/2})} \sum_{\lambda, \mu} \log(\frac{\lambda e^{-\beta/2}}{e^{\beta/2} + e^{-\beta/2}}) - \log(\frac{\lambda \mu e^{\beta/2}}{e^{\beta/2} + e^{-\beta/2}})\tau(d_\phi^{1/2}[a, x]d_\phi^{1/2}e_\lambda d_\phi^{1/2}[a, x]d_\phi^{1/2}e_\mu) \]
\[ \frac{\log \lambda - \log \mu}{\lambda - \mu} \geq e^{-\beta/2} \frac{\log(\lambda e^{-\beta/2}) - \log(\mu e^{\beta/2})}{\lambda e^{-\beta/2} - \mu e^{\beta/2}} \]

**Proof.** Consider the following integral representation:

\[\frac{\lambda e^{-\beta/2} - \mu e^{\beta/2}}{\log(\lambda e^{-\beta/2}) - \log(\mu e^{\beta/2})} = \int_0^1 (\lambda e^{-\beta/2})^t (\mu e^{\beta/2})^{1-t} dt = \int_0^1 e^{\beta/2 - \beta t} \lambda^t \mu^{1-t} dt \]

\[\geq e^{-\beta/2} \int_0^1 \lambda^t \mu^{1-t} dt = e^{-\beta/2} \frac{\lambda - \mu}{\log \lambda - \log \mu} \]

Therefore we have \( \frac{\log \lambda - \log \mu}{\lambda - \mu} \geq e^{-\beta/2} \frac{\log(\lambda e^{-\beta/2}) - \log(\mu e^{\beta/2})}{\lambda e^{-\beta/2} - \mu e^{\beta/2}} \).

The previous proposition relates the entropy production of the augmented system (i.e. \( \mathbb{M}_2 \otimes \mathcal{M} \)) with generator \( A \) and state \( \rho \), to the entropy production of the original system (i.e. \( \mathcal{M} \)) with generator \( a \) and state \( d_\phi^{1/2} xd_\phi^{1/2} \).

For the next proposition, we first make the following observation. Let \( a = u|a| \) be the polar decomposition of \( a \), then \( a^* = |a|^* u^* \). Moreover, in \( \mathbb{M}_2 \otimes \mathcal{M} \), we have

\[ A = \begin{pmatrix} 0 & a \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} u & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & |a| \\ 0 & 0 \end{pmatrix} \begin{pmatrix} u^* & 0 \\ 0 & 1 \end{pmatrix}. \]

Similarly, we have

\[ A^* = \begin{pmatrix} 0 & 0 \\ a^* & 0 \end{pmatrix} = \begin{pmatrix} u & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 0 \\ |a| & 0 \end{pmatrix} \begin{pmatrix} u^* & 0 \\ 0 & 1 \end{pmatrix}. \]

In the following, we shall denote \( U := \begin{pmatrix} u & 0 \\ 0 & 1 \end{pmatrix} \). A final observation is that:

\[ H := A + A^* = U \begin{pmatrix} 0 & |a| \\ |a| & 0 \end{pmatrix} U^* = U(X \otimes |a|)U^* \]

where \( X \in \mathbb{M}_2 \) is the Pauli matrix \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \). Let \( \sigma(|a|) \) be the spectrum of \( |a| \), then \( \{ |\lambda \pm \mu| : \lambda \neq \mu, \lambda, \mu \in \sigma(|a|) \} \) is the set of spectral difference of \( X \otimes |a| \).

**Proposition 3.2.** Let \( \delta = \min \{|\lambda \pm \mu| : \lambda \neq \mu, \lambda, \mu \in \sigma(|a|)\} \). Let \( C^*\{|a|\} \) be the \( C^* \)-algebra generated by \( |a| \) and let \( E_a : \mathcal{M} \to C^*\{|a|\} \) be the conditional expectation onto its commutant. Similarly define \( C^*\{|a^*|\} \) with the conditional expectation \( E_{a^*} \). Then for any state \( \rho = d_\phi^{1/2} x d_\phi^{1/2} \) on \( \mathcal{M} \), we have

\[ D(\rho|E_a^* \rho) \leq \frac{C(\beta)}{\delta^2} (EP_a(\rho) + EP_{a^*}(\rho)) \]

where the constant \( C(\beta) \) only depends on \( \beta \). The same holds for \( a^* \):

\[ D(\rho|E_{a^*} \rho) \leq \frac{C(\beta)}{\delta^2} (EP_a(\rho) + EP_{a^*}(\rho)) \]
Proof. Let $N := C^*(X \otimes |a|)$ be the $C^*$-subalgebra of $M_2 \otimes \mathcal{M}$ generated by $X \otimes |a|$, and let $E_{N'}$ be the conditional expectation onto the commutant $N'$. Since $X \otimes |a|$ is a self-adjoint operator with discrete spectrum

$$\sigma(X \otimes |a|) = \{ |\lambda \pm \mu| : \lambda, \mu \in \sigma(|a|) \}$$

Theorem 2.8 shows that there exists an absolute constant $C > 0$ such that for any state $\tilde{\rho} \in S_1(M_2 \otimes \mathcal{M})$

$$D(\tilde{\rho}) \leq \frac{C}{\delta^2} E_{X \otimes |a|}(\tilde{\rho})$$

where $E_{X \otimes |a|}(\tilde{\rho}) = \langle [X \otimes |a|, \tilde{\rho}], J^\log_{\tilde{\rho}}[X \otimes |a|, \tilde{\rho}] \rangle$ is the entropy production with generator $X \otimes |a|$. By the triangle inequality

$$E_{X \otimes |a|}(\tilde{\rho}) = \langle [e_{12} \otimes |a| + e_{21} \otimes |a|, \tilde{\rho}], J^\log_{\tilde{\rho}}[e_{12} \otimes |a| + e_{21} \otimes |a|, \tilde{\rho}] \rangle$$

$$\leq 2(\langle [e_{12} \otimes |a|, \tilde{\rho}], J^\log_{\tilde{\rho}}[e_{12} \otimes |a|, \tilde{\rho}] \rangle + \langle [e_{21} \otimes |a|, \tilde{\rho}], J^\log_{\tilde{\rho}}[e_{21} \otimes |a|, \tilde{\rho}] \rangle)$$

Using the notation introduced immediately before the proposition, we apply the inequality for the state $Ad_{U^*}(\rho_\beta)$ where

$$\rho_\beta = (d_\beta \otimes d_\phi)^{1/2}(1 \otimes x)(d_\beta \otimes d_\phi)^{1/2}$$

and

$$d_\beta := \left( \begin{array}{cc} e^{-\beta/2}/(e^{\beta/2} + e^{-\beta/2}) & 0 \\ 0 & e^{\beta/2}/(e^{\beta/2} + e^{-\beta/2}) \end{array} \right)$$

Then we have

$$E_{X \otimes |a|}(Ad_{U^*}(\rho_\beta)) \leq 2(\langle [e_{12} \otimes |a|, Ad_{U^*}(\rho_\beta)], J^\log_{Ad_{U^*}(\rho_\beta)}[e_{12} \otimes |a|, Ad_{U^*}(\rho_\beta)] \rangle + \langle [e_{21} \otimes |a|, Ad_{U^*}(\rho_\beta)], J^\log_{Ad_{U^*}(\rho_\beta)}[e_{21} \otimes |a|, Ad_{U^*}(\rho_\beta)] \rangle)$$

$$= 2(\langle [A, \rho_\beta], J^\log_{\rho_\beta}[A, \rho_\beta] \rangle + \langle [A^*, \rho_\beta], J^\log_{\rho_\beta}[A^*, \rho_\beta] \rangle)$$

$$= 2(EP_A(\rho_\beta) + EP_{A^*}(\rho_\beta))$$

$$\leq C(\beta)(EP_A(\rho) + EP_{A^*}(\rho))$$

where the last inequality follows from Proposition 3.1 and $C(\beta)$ is a constant depending only on $\beta$. This inequality provides an upper bound on the entropy production term.

On the other hand, since adjoint action $Ad_{U^*}$ preserves the diagonal subalgebra, we have

$$Ad_{U^*}(N') \cap \ell^2_\infty(\mathcal{M}) = \{ \begin{pmatrix} u xx^* u^* & 0 \\ 0 & y \end{pmatrix} : x, y \in C^*([a]') \}$$

In addition we deduce from the diagonal structure:

$$D(Ad_{U^*}(\rho_\beta)|E_{Ad_{U^*}(N')}Ad_{U^*}(\rho_\beta)) = \frac{e^{\beta}}{2(1 + e^{\beta})} D(u^* \rho u|E_{a^*}^* u^* \rho u) + \frac{1}{2(1 + e^{\beta})} D(\rho|E_{a^*}^* \rho)$$

$$\geq \frac{1}{2(1 + e^{\beta})} D(\rho|E_{a^*}^* \rho)$$
Combining these two inequalities, we find a constant $C(\beta)$ such that

$$D(\rho|E_a^*\rho) \leq \frac{C(\beta)}{\delta^2}(EP_a(\rho) + EP_{a^*}(\rho)) \tag{3.20}$$

Apply the same argument to $a^*$, we have

$$D(\rho|E_{a^*}\rho) \leq \frac{C(\beta)}{\delta^2}(EP_a(\rho) + EP_{a^*}(\rho)) \tag{3.21}$$

\[\square\]

**Corollary 3.3.** Using the same notation as above, suppose $\Omega := C^*|a|' \cap C^*|a^*|'$ and the conditional expectations form a commuting square, i.e.

$$E_\Omega = E_a E_{a^*} = E_{a^*} E_a \tag{3.22}$$

Then there exists a constant $C(\beta)$ depending only on $\beta$ such that

$$D(\rho|E_{\Omega}\rho) \leq \frac{C(\beta)}{\delta^2}(EP_a(\rho) + EP_{a^*}(\rho)) \tag{3.23}$$

**Proof.** By a well-known approximate tensorization result [Pet91], if a pair of conditional expectations satisfies the commuting square condition, we have

$$D(\rho|E_{\Omega}\rho) \leq D(\rho|E_a^*\rho) + D(\rho|E_{a^*}\rho)$$

Hence by proposition 3.2, we get

$$D(\rho|E_{\Omega}\rho) \leq \frac{C(\beta)}{\delta^2}(EP_a(\rho) + EP_{a^*}(\rho)) \tag{3.24}$$

for some constant $C(\beta)$.

\[\square\]

4. **APPLICATION TO SU(2)-LINDBLADIANs**

In this section, we apply results from last section to Lindbladians generated by tensor product representation of $\mathfrak{su}(2)$. Such Lindbladians can be used to describe dynamics of open physical systems with $\mathfrak{su}(2)$-symmetry (for example, a chain of qubits). The main goal of this section is to estimate the CLSI constant of these $\mathfrak{su}(2)$-Lindbladians.

4.1. **Structure and Representation Theory of $\mathfrak{su}(2)$**. Recall that the Lie algebra $\mathfrak{su}(2)$ is a 3-dimensional real Lie algebra. [FH04] Pauli matrices $\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, $\sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}$, $\sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$ form a basis of $\mathfrak{su}(2)$. For our purpose, we need to consider the complexification of $\mathfrak{su}(2)$. Recall the complexification of $\mathfrak{su}(2)$ is given by:

$$\mathfrak{su}(2) \otimes \mathbb{C} \cong \mathfrak{sl}(2, \mathbb{C}) := \{ A = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} : \text{tr}(A) = 0, A \in M_2(\mathbb{C}) \}$$

As a complex Lie algebra, $\text{dim}_\mathbb{C}(\mathfrak{sl}(2, \mathbb{C})) = 3$. There exists another canonical basis for $\mathfrak{sl}(2, \mathbb{C})$ (Cartan-Weyl basis). The transformation from Pauli matrices to Cartan-Weyl basis is given by:

$$a = \frac{1}{2}(\sigma_x + i\sigma_y) = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad a^* = \frac{1}{2}(\sigma_x - i\sigma_y) = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad h = \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$
In physics literature, $a$ is more commonly known as creation operator, $a^*$ the annihilation operators and $h$ the Hamiltonian. Cartan-Weyl basis satisfies the following relation:

$$[h, a] = 2a, \ [h, a^*] = -2a^*, \ [a, a^*] = h$$

Recall the fundamental representation of $\mathfrak{su}(2)$ acts on the two-dimensional vector space $V := \mathbb{C}^2$ by matrix multiplication. The fundamental representation is the irreducible representation of $\mathfrak{su}(2)$ of the smallest dimension. All irreducible representations of $\mathfrak{su}(2)$ are completely known. For each dimension $n \geq 1$, there exists a unique irreducible representation:

$$\pi(n) : \mathfrak{su}(2) \to \mathbb{M}_{n+1}(\mathbb{C})$$

Weight theory shows that there exists a unique highest weight vector $|n, 0\rangle \in \mathbb{C}^{n+1}$ such that

$$a|n, 0\rangle = 0 \quad \quad h|n, 0\rangle = n|n, 0\rangle$$

From the highest weight vector, a complete basis for $\mathbb{C}^{n+1}$ is given by $\{|n, j\rangle\}_{0 \leq j \leq n}$ such that

$$h|n, j\rangle = (n - 2j)|n, j\rangle$$

$$a^*|n, j\rangle = \sqrt{(j + 1)(n - j)}|n, j + 1\rangle$$

$$a|n, j\rangle = \sqrt{j(n - j + 1)}|n, j - 1\rangle$$

Since the coefficients will be used repeatedly later, we denote $\alpha_{n,j} := \sqrt{j(n - j + 1)}$.

The $N$-fold tensor product $V^\otimes N := (\mathbb{C}^2)^\otimes N$ admits a tensor product representation:

$$\pi_N := \sum_{1 \leq j \leq N} \pi^j = \sum_{1 \leq j \leq N} 1 \otimes \ldots \otimes \pi_{(1)} \otimes \ldots \otimes 1 : \mathfrak{su}(2) \to \mathbb{M}_{2^N}(\mathbb{C})$$

$$\pi_N(g)(v_1 \otimes \ldots \otimes v_N) = \sum_{1 \leq j \leq N} v_1 \otimes \ldots \otimes (\pi_{(j)}v_j) \otimes \ldots \otimes v_N$$

The tensor product representation $\pi_N = \pi_N^{(1)}$ is not irreducible. Decomposition of $\pi_N$ is given by the Schur-Weyl duality. The basic observation of the Schur-Weyl duality is that, in addition to left action of $\mathfrak{su}(2)$, the symmetric group $S_N$ acts on $V^\otimes N$ from the right:

$$\forall \sigma \in S_N \text{ and } v_1 \otimes \ldots \otimes v_N \in V^\otimes N$$

$$(v_1 \otimes \ldots \otimes v_N) \cdot \sigma = v_{\sigma(1)} \otimes \ldots \otimes v_{\sigma(N)}$$

Since the left action by $\mathfrak{su}(2)$ commute with the right action by $S_N$, by double centralizer theorem $V^\otimes N$ has the following decomposition as a $\mathfrak{su}(2) - S_N$ bimodule:

$$V^\otimes N \cong \bigotimes_{\lambda \in \mathcal{P}(N)} V_\lambda \otimes W_\lambda$$

where $\lambda := (\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_l)$ is an ordered partition of $N$, $W_\lambda$ is the irreducible representation of $S_N$ labeled by the Young’s diagram with $l$-rows where the $i$-th row has $\lambda_i$ boxes. In addition, $V_\lambda \cong \text{Hom}_{\mathbb{C}[S_N]}(W_\lambda, V^\otimes N)$ is the $\mathbb{C}[S_N]$-module map from $W_\lambda$ to $V^\otimes N$.

Under the left $\mathfrak{su}(2)$ action, $V_\lambda$ is an irreducible representation. It is a fact that $V_\lambda \neq 0$ if the Young diagram $\lambda$ has no more than $\text{dim}(V)$-rows. Hence for fundamental representation of $\mathfrak{su}(2)$, $V_\lambda \neq 0$ if $\lambda$ has at most two rows.
As \( \mathfrak{su}(2) \)-modules, we obtain an irreducible decomposition:

\[
V \otimes N \cong \bigoplus_{\lambda \in \mathcal{P}_2(N)} V_\lambda^{\otimes \dim(W_\lambda)}
\]

where \( \mathcal{P}_2(N) \) is the set of partitions of \( N \) with at most 2 parts. Note that the multiplicity of each irreducible component is given by the dimension of \( W_\lambda \). It is well-known that the dimension of \( W_\lambda \) is given by the hook length formula of Young diagrams associated with \( \lambda \).

The Young diagram with only one row corresponds to the irreducible component with the largest dimension. We denote this subrepresentation by \( V_{(N)} \) since it corresponds to the trivial partition of \( N \). The following fact is well known \cite{FH04}.

**Lemma 4.1.**

\[
\dim(V_{(N)}) = N + 1
\]

In addition, let \( \{e_0, e_1\} \) be a basis of the fundamental representation where \( e_0 \) is the highest weight vector and \( e_1 \) is the lowest weight vector, then the highest weight vector of \( V_{(N)} \) is given by

\[
|N, 0\rangle = e_0 \otimes N
\]

Moreover, the weight space decomposition gives \( V_{(N)} \) a basis of totally symmetric vectors \( (v_k)_{0 \leq k \leq N} \), where

\[
v_k := \sum_{A \subset [[N]],|A| = k} \frac{1}{\binom{N}{k}} v_A = \sum_{A \subset [[N]],|A| = k} \frac{1}{\binom{N}{k}} (\bigotimes_{j \in A} e_1) \otimes (\bigotimes_{j \notin A} e_0)
\]

where \( A \) is a cardinality \( k \) subset of \( [[N]] := \{1, ..., N\} \), and \( v_A \) is a simple tensor product of \( e_0, e_1 \) where the \( j \)-th tensor factor is \( e_1 \) if and only if \( j \in A \).

To apply results from last section, we need the following lemma.

**Lemma 4.2.** Let \( \mathcal{H} := \bigoplus_{n=1}^{\infty} \mathbb{C}^{n+1} \) and consider the direct sum representation \( \pi := \bigoplus_{n=1}^{N} \pi_n \). Then we have:

i) The commutant of \( |\pi(a)| \) in \( \mathbb{B}(\mathcal{H}) \) is given by

\[
C^*(|\pi(a)|)' = \text{span}\{|n, j\rangle\langle m, k| : \alpha_{n,j} = \alpha_{m,k}\}
\]

ii) Let \( E_{\pi(a)} \) be the conditional expectation onto \( C^*(|\pi(a)|)' \) and \( E_{\pi(a^*)} \) be the conditional expectation onto \( C^*(|\pi(a^*)|)' \). Then

\[
E_{\pi(a)}E_{\pi(a^*)} = E_{\pi(a^*)}E_{\pi(a)}
\]

iii) The intersection of \( C^*(|\pi(a)|)' \cap C^*(|\pi(a^*)|)' \) is contained in \( \bigoplus_{n=1}^{N} \mathbb{C}^{n+1} \).

**Proof.** i) Since \( \pi(a) = \sum_{1 \leq n \leq N} \sum_{0 < j \leq n} \alpha_{n,j} |n, j-1\rangle \langle n, j| \), then

\[
|\pi(a)| = \sum_{1 \leq n \leq N} \sum_{0 \leq j \leq n} \alpha_{n,j} |n, j\rangle \langle n, j|
\]

(Note \( \alpha_{n,j} = 0 \) when \( j = 0 \).) Therefore a matrix

\[
x := \sum_{(n,j), (m,k)} x_{(n,j),(m,k)} |n, j\rangle \langle m, k| \in \mathbb{B}(\mathcal{H})
\]

commutes with \( |\pi(a)| \) if and only if \( x_{(n,j),(m,k)} = 0 \) whenever \( \alpha_{n,j} \neq \alpha_{m,k} \).
Since $\pi(a^*) = \sum_{1 \leq n \leq N} \sum_{0 \leq j < n} \alpha_{n,j+1}|n, j+1\rangle\langle n, j|$, then

$$|\pi(a^*)| = \sum_{1 \leq n \leq N} \sum_{0 \leq j < n} \alpha_{n,j+1}|n, j\rangle\langle n, j|$$

(Note $\alpha_{n,j+1} = 0$ when $j = n$.) Therefore a matrix $x$ commutes with $|\pi(a^*)|$ if and only if $x_{(n,j),(m,k)} = 0$ whenever $\alpha_{n,j+1} \neq \alpha_{m,k+1}$.

i) By computation above, both conditional expectations $E_{\pi(a)}$ and $E_{\pi(a^*)}$ are given by Schur multipliers in the basis of $|n, j\rangle$. Therefore they commute.

ii) By computation above, both conditional expectations $E_{\pi(a)}$ and $E_{\pi(a^*)}$ are given by Schur multipliers in the basis of $|n, j\rangle$. Therefore they commute.

iii) Moreover, we can give a concrete description of $\Omega := C^*|\pi(a)||C^*|\pi(a^*)|$' (Note $\alpha_{n,j+1} = 0$ when $j = n$.) Therefore a matrix $x$ commutes with $|\pi(a^*)|$ if and only if $x_{(n,j),(m,k)} = 0$ whenever $\alpha_{n,j+1} \neq \alpha_{m,k+1}$.

Then by an explicit computation (see the lemma below), we have $n = m, j = k$. Hence $|n, j\rangle\langle m, k| \in \Omega$ if and only if $|n, j\rangle\langle m, k|$ belongs to the diagonal subalgebra $\bigoplus_{n=1}^N \ell^1_{n+1}$.

**Lemma 4.3.** $\alpha_{n,j} = \alpha_{m,k}$ and $\alpha_{n,j+1} = \alpha_{m,k+1}$ hold simultaneously if and only if $n = m$ and $j = k$

**Proof.** One direction is obvious. For the other direction, denote $\delta := n - 2j$. Since $n - 2j = \alpha_{n,j+1} - \alpha_{n,j} = \alpha_{m,k+1} - \alpha_{m,k} = m - 2k$, then $m - 2k = \delta$. Then we have

$$\alpha_{n,j}^2 - \alpha_{m,k}^2 = j(n - j + 1) - k(m - k + 1) = j(\delta + j + 1) - k(\delta + k + 1) = (j - k)(\delta + 1 + j + k) = (j - k)(j + 1 + m - k)$$

By assumption, this equals to 0. If $j \neq k$, then $j + 1 + m - k = 0$. Since $j \geq 0$ and $k \leq m$, $j + 1 + m - k \geq 1$. Hence $j = k$. Then $n = \delta + 2j = \delta + 2k = m$. \hspace{1cm} \blacksquare

We are mainly interested in Lindbladian associated with the representation $\pi_N$. To apply the result of the last section, we need to check whether $|\pi_N(a)|$ has a uniform spectral gap.

**Lemma 4.4.** Using the notation above and fix the weight basis $(|n, j\rangle)_{0 \leq j \leq n}$ for each irreducible component of $\pi_N$. Then for different $\alpha_{n,j}, \alpha_{m,k}$, the uniform spectral gap is bounded below by

$$(4.10) \quad |\alpha_{n,j} - \alpha_{m,k}| \gtrsim \frac{1}{N}$$

In particular, this lower bound can be achieved by $n = m = N$. And $j = \frac{N+1}{2}, |j - k| = 1$ if $N + 1$ is even, and $j = \frac{N}{2}, k = \frac{N-2}{2}$ if $N + 1$ is odd.

**Proof.** If either $j = 0$ or $k = 0$, then without loss of generality we have

$$|\alpha_{n,j} - \alpha_{m,k}| = |\alpha_{n,j}| \gtrsim \sqrt{n} \gtrsim 1$$

The last equation is achieved for $n \sim 1$.

Assume from now on $j > 0$ and $k > 0$. Without loss of generality, assume $n \geq m$. If $n = m$, then we have

$$\alpha_{n,j} - \alpha_{n,k} = \sqrt{j(n - j + 1)} - \sqrt{k(n - k + 1)}$$

Define $f(\epsilon) := \sqrt{\left(\frac{n+1}{2} + \epsilon\right)\left(\frac{n+1}{2} - \epsilon\right)}$ where $-\frac{n+1}{2} < \epsilon \leq \frac{n-1}{2}$ and $\frac{n+1}{2} + \epsilon \in \mathbb{Z}$. By symmetry, we can restrict to $\epsilon \geq 0$. Then optimization with respect to $\epsilon$ shows that the unit difference
\[ f(\epsilon) - f(\epsilon + 1) \text{ achieves minimum when } \epsilon \text{ is roughly 0. More precisely, if } n + 1 \text{ is even, the minimum is achieved by } \epsilon = 0. \text{ In this case,} \]

\[ (4.11) \quad f(\epsilon) - f(\epsilon + 1) = \frac{n + 1}{2} - \sqrt{\left(\frac{n + 1}{2}\right)^2 - 1} \geq \frac{n + 1}{2} \left(1 - 1 + \frac{1}{2} \left(\frac{2}{n + 1}\right)^2\right) = \frac{1}{n + 1} \]

If \( n + 1 \) is odd, the minimum is achieved by \( \epsilon = \frac{1}{2} \). In this case,

\[ f(\epsilon) - f(\epsilon + 1) = \sqrt{\frac{n(n + 2)}{4}} (1 - \sqrt{\frac{8}{n(n + 2)}}) \geq \sqrt{\frac{4}{n(n + 2)}} \]

Therefore in this case, \( \alpha_{n,j} - \alpha_{n,k} \) achieves minimum at \( |j - k| = 1 \) and \( j \sim \frac{n+1}{2} \).

If \( n > m \), then we have

\[ \alpha_{n,j} - \alpha_{m,k} = \alpha_{n,j} - \alpha_{n,k} + \alpha_{n,k} - \alpha_{m,k} \]

Since \( \alpha_{n,k} - \alpha_{m,k} = \sqrt{n + m} - \sqrt{n - m} \) and the right hand side as a function of \( n - m \) is monotone decreasing, then \( m = n - 2 \). (In the case of tensor product representation, \( |n - m| \geq 2 \).) Now we consider two cases. If \( j = k \), then \( \alpha_{n,j} - \alpha_{m,k} = \alpha_{n,k} - \alpha_{n-2,k} \). Since \( \alpha_{n,k} - \alpha_{n-2,k} \) as a function of \( k \) is monotone decreasing, the minimum is achieved when \( k = 1 \) and the minimum is of the order \( \frac{1}{\sqrt{n}} \).

The remaining case is \( j \neq k \) and \( n > m \). This is the most delicate case. We first make the following observation.

**Claim:** Let \( a, b, c, d > 0 \) be four parameters and let \( 0 < \eta < \min\{1, \frac{a}{b}, \frac{c}{d}\} \). If \( \sqrt{a + b\eta} - \sqrt{c + d\eta} = O(\eta^2) \), then \( a = c \) and \( b = d \) and \( \sqrt{a + b\eta} - \sqrt{c + d\eta} = 0 \)

**Proof:**

\[ \sqrt{a + b\eta} - \sqrt{c + d\eta} = \sqrt{a}(1 + \frac{b\eta}{2a} + O(\eta^2)) - \sqrt{c}(1 + \frac{d\eta}{2c} + O(\eta^2)) \]

Then by assumption, the following two polynomials in \( \eta \) are equal: \( \sqrt{a}(1 + \frac{b\eta}{2a}) = \sqrt{c}(1 + \frac{d\eta}{2c}) \).

Thus \( a = c \) and \( b = d \), and \( \sqrt{a + b\eta} = \sqrt{c + d\eta} \).

Back to the main proof, the case we are interested in is \( j \neq k \) and \( n > m \). In addition, we assumed \( \alpha_{n,j} \neq \alpha_{m,k} \). Consider the following cases:

1. If \( \frac{m}{n} \ll 1 \), then \( 0 < k \leq m \sim 1 \). Hence \( \alpha_{m,k} \sim 1 \). In this case, \( \alpha_{n,j} - \alpha_{m,k} \sim \alpha_{n,j} - 1 \). Since \( \sqrt{n} \lesssim \alpha_{n,j} \lesssim n \) (the lower bound is achieved by \( j \sim 1 \) or \( j \sim n \), and the upper bound is achieved by \( j \sim \frac{n+1}{2} \)), then \( |\alpha_{n,j} - \alpha_{m,k}| \gtrsim \sqrt{n} \).

2. If \( \frac{m}{n} \sim 1 \), then there exists a constant \( \gamma \sim 1 \) such that \( m = \gamma n \). If \( n \sim 1 \), then in this case \( |\alpha_{n,j} - \alpha_{m,k}| \sim 1 \). Assume from now on \( n \gg 1 \). We consider two cases.

   i) Suppose \( \frac{k}{m} \ll 1 \), then \( k \sim 1 \ll n \). Then in this case, there exists constants \( a, b > 0 \) of order 1, such that \( \alpha_{m,k} = \sqrt{an + b} \). For \( \alpha_{n,j} \), by symmetry assume \( 0 < j \leq \frac{n+1}{2} \). For \( j \lesssim n \), \( \alpha_{n,j} \sim n \gg \sqrt{an + b} = \alpha_{m,k} \). Hence in this case, \( |\alpha_{n,j} - \alpha_{m,k}| = n \). For \( j = \sim 1 \ll n \), then there exists constants \( c, d > 0 \) of order 1, such that \( \alpha_{n,j} = \sqrt{cn + d} \). Then by the claim and the assumption that \( \alpha_{n,j} \neq \alpha_{m,k} \), we have that in this case \( |\alpha_{n,j} - \alpha_{m,k}| \gtrsim \frac{1}{\sqrt{n}} \).

   ii) Now suppose \( k \lesssim m \sim n \). There exists a constant \( \beta \) of order 1 such that \( k = \beta n \). Hence there exists constants \( a, b > 0 \) of order 1 such that \( \alpha_{m,k} = \sqrt{an^2 + bn} \). For \( j \lesssim n \), there exists constants \( c, d > 0 \) of order 1 such that \( \alpha_{n,j} = \sqrt{cn^2 + dn} \). Then
by the claim and the assumption that \( \alpha_{n,j} \neq \alpha_{m,k}, |\alpha_{n,j} - \alpha_{m,k}| \geq 1 \). For \( j \sim 1 \ll n \),
\[
\alpha_{n,j} \sim \sqrt{n} \ll \sqrt{an^2 + bn} = \alpha_{m,k}.
\]
Hence in this case, \( |\alpha_{n,j} - \alpha_{m,k}| \sim n \).

This concludes the analysis of the last case.

Combining all the cases, we see that the minimum is of the order \( \frac{1}{n} \). Since \( 1 \leq n \leq N \), the minimum is of the order \( \frac{1}{N} \). And this is achieved by \( n = m = N \) and \( j = \frac{N+1}{2} \), \( |j - k| = 1 \) if \( N + 1 \) is even, and \( j = \frac{N+1}{2}, k = \frac{N-1}{2} \) if \( N + 1 \) is odd. \( \blacksquare \)

**Corollary 4.5.** Using the same notation as [4.4] for integer \( \gamma \geq 2 \) and \( \alpha_{n,j} \neq \alpha_{m,k} \)

\[
|\alpha_{n,j}^\gamma - \alpha_{m,k}^\gamma| \geq \max\{n, m\}^{(\gamma-2)/2}
\]

In particular, the lower bound is of the order \( 1 \) for \( 1 \leq n \leq N \).

**Proof.** Consider two cases. First assume \( n = m \). Then by mean value theorem, we have

\[
|\alpha_{n,j}^\gamma - \alpha_{m,k}^\gamma| \geq \frac{\gamma}{2} \min\{\alpha_{n,j}^{\gamma-2} |n + 1 - 2j|, \alpha_{m,k}^{\gamma-2} |n + 1 - 2k|\}
\]

By symmetry, assume \( 0 \leq j, k \leq \frac{n+1}{2} \). Then we have

\[
|\alpha_{n,j}^\gamma - \alpha_{m,k}^\gamma| \geq \min\{n \gamma/2, n \gamma/2\}
\]

Therefore for \( \gamma = 2, 3 \), the difference is bounded below by \( n^{\gamma/2} \). For \( \gamma \geq 4 \), the difference is bounded below by \( n^{\gamma/2} \).

Now consider the case \( n \neq m \). Without loss of generality, assume \( \alpha_{n,j} > \alpha_{m,k} \). We proceed by induction.

For \( \gamma = 2 \), by the proof of lemma [4.4], \( \alpha_{n,j} - \alpha_{m,k} \geq \frac{1}{\sqrt{\max\{n, m\}}} \). In this case, \( \alpha_{n,j}^\gamma - \alpha_{m,k}^\gamma \geq \frac{1}{\sqrt{\max\{n, m\}}} (\alpha_{n,j} + \alpha_{m,k}) \). Since \( \alpha_{n,j} \geq \sqrt{n} \), then we have \( \alpha_{n,j}^\gamma - \alpha_{m,k}^\gamma \geq 1 \).

Now assume the claim holds up to \( \gamma \). For \( \gamma + 1 \), we have

\[
\alpha_{n,j}^{\gamma+1} - \alpha_{m,k}^{\gamma+1} = (\alpha_{n,j} - \alpha_{m,k})\alpha_{n,j}^\gamma + \alpha_{m,k}(\alpha_{n,j}^\gamma - \alpha_{m,k}^\gamma)
\]

\[
\geq (\alpha_{n,j} - \alpha_{m,k})\alpha_{n,j}^\gamma + \sqrt{\max\{n, m\}} \max\{n, m\}^{(\gamma-2)/2}
\]

By the proof of [4.4], \( \alpha_{n,j} - \alpha_{m,k} \geq 1/\sqrt{n} \) and \( \alpha_{n,j} \geq \sqrt{n} \). Therefore \( \alpha_{n,j}^{\gamma+1} - \alpha_{m,k}^{\gamma+1} \geq \max\{n, m\}^{(\gamma-1)/2} \).

Combining the cases, we see that for \( \gamma \geq 2 \)

\[
|\alpha_{n,j}^\gamma - \alpha_{m,k}^\gamma| \geq \max\{m, n\}^{(\gamma-2)/2}
\] \( \blacksquare \)

**Remark 4.6.** Since the dimension of \( \pi_N \) is of the order \( 2^N \), the uniform spectral gap of \( |\pi_N(a)| \) is of the order \( \Theta\left(\frac{1}{\sqrt{\log \dim(\pi_N)}}\right) \).

4.2. CLSI Constant of su(2)-Lindbladian. Recall that the Lindbladian we are interested in is given by:

\[
(4.12) \quad \mathcal{L}_N^\beta(x) = \beta^{1/2} L_{\pi_N(a)}(x) + \beta^{-1/2} L_{\pi_N(a^*)}(x).
\]

The next lemma shows that we may restrict this Lindbladian to any subrepresentation.

**Lemma 4.7.** Each irreducible component \( V_\lambda \) of \( \mathcal{H} := V^\otimes N \) is invariant under the Lindbladian \( \mathcal{L}_N^\beta \). Hence given any subset of partitions \( A \subseteq \mathcal{P}_2(N) \), if an operator \( x \in \mathbb{B}(\bigoplus_{\lambda \in A} V_\lambda) \), then \( \mathcal{L}_N^\beta(x) \in \mathbb{B}(\bigoplus_{\lambda \in A} V_\lambda) \).
Proof. The proof is obvious. For any $x \in \mathbb{B}(V_{\lambda})$, we can expand it in terms a basis:

\[
    x = \sum_{i,j=1}^{\dim(V_{\lambda})} x_{ij} |i\rangle \langle j|
\]

Since $\pi_N(a) |i\rangle \in V_{\lambda}$, $\pi_N(a^*) |j\rangle \in V_{\lambda}$, it is clear that each term in the Lindbladian maps $x$ to an operator on $V_{\lambda}$. The statement about direct sum of irreducible components is obvious. 

Recall Lie algebra relation $[\pi_N(a^*) , \pi_N(a)] = \pi_N(h)$. We consider the density

\[
    d_N := N' \exp\left(-\frac{\beta}{2} \pi_N(h)\right)
\]

where $N'$ is a normalization constant depending on dimension only. By simple computation, we have

**Lemma 4.8.** Following two equations hold:

\[
    d_N^t \pi_N(a) d_N^{-t} = e^{i\beta t} \pi_N(a) \\
    d_N^t \pi_N(a^*) d_N^{-t} = e^{-i\beta t} \pi_N(a^*)
\]

Proof. Since $[\pi_N(h), \pi_N(a)] = -2\pi_N(a)$, we have $[\pi_N^n(h), \pi_N(a)] = (-2)^n \pi_N(a)$. Hence

\[
    d_N^t \pi_N(a) d_N^{-t} = \exp\left(-\frac{i\beta t}{2} \pi_N(h)\right) \pi_N(a) \exp\left(i\beta t \pi_N(h)\right) \\
    = \sum_{n \geq 0} \frac{(-i\beta t)^n}{2^n n!} [\pi_N^n(h), \pi_N(a)] \\
    = \sum_{n \geq 0} \frac{(-i\beta t)^n}{2^n n!} (-2)^n \pi_N(a) = e^{i\beta t} \pi_N(a)
\]

Similar calculation holds for the other equation. 

Before applying results from section 3, we make the following simplification.

**Lemma 4.9.** Let $V^\otimes N = \bigoplus_{\lambda \in P_{2}(N)} V_\lambda^\otimes \dim(W_{\lambda})$ be the irreducible decomposition of $\pi_N$-representation. Let $n_0 = \max_{\lambda \in P_{2}(N)} \{\dim(W_{\lambda})\}$, then the inclusion map:

\[
    \iota : \mathbb{B}(V^\otimes N) \to \mathbb{B}\left(\bigoplus_{\lambda} V_{\lambda} \otimes \mathbb{M}_{n_0}\right)
\]

satisfies the following intertwining relation:

\[
    \iota \circ \mathcal{L}_N^{\beta} = (\mathcal{L}_n^{\beta} \otimes id) \circ \iota
\]

where $\mathcal{L}_n^{\beta}$ is the Lindbladian associated with the direct sum representation $\pi = \bigoplus_{\lambda} \pi_{\lambda}$.

Proof. Since $\mathcal{L}_N^{\beta}$ preserves irreducible decomposition, the intertwining relation is obvious. 

Therefore by tensorization property of the CLSI constant, to estimate $\text{CLSI}(\mathcal{L}_N^{\beta})$ it suffices to consider $\mathcal{L}_n^{\beta}$. Then by results of the last section and lemma above, we have the following estimate.

Recall the intermediate subalgebra is defined by $\Omega = C^*(|\pi_N(a)|') \cap C^*(|\pi_N(a^*)|')$. 

Proposition 4.1. Let $\rho_N := d_N^{1/2} x d_N^{1/2}$ be a state in $S_1(V^\otimes N)$ and $x \in \mathcal{B}(V^\otimes N)$. Then there exists a constant $C(\beta)$ depending only on $\beta$ such that

$$D(\rho_N | E_\Omega^* \rho_N) \leq C(\beta) N^2 (EP_{\pi_N(a)}(\rho_N) + EP_{\pi_N(a^*)}(\rho_N))$$

where $E_\Omega$ is the conditional expectation onto $\Omega$.

Proof. By commutativity of the conditional expectations: $E_\Omega = E_{\pi_N(a)} E_{\pi_N(a^*)} = E_{\pi_N(a^*)} E_{\pi_N(a)}$, the relative entropy factorizes

$$D(\rho_N | E_\Omega^* \rho_N) = D(\rho_N | E_{\pi_N(a)}^* \rho_N) + D(\rho_N | E_{\pi_N(a^*)}^* \rho_N)$$

Since uniform spectral gap of $|\pi_N(a)|$ is of the order $\Theta(1/N)$, by proposition 3.2 there exists a constant $C(\beta)$ such that

$$D(\rho_N | E_{\pi_N(a)}^* \rho_N) \leq C(\beta) N^2 (EP_{\pi_N(a)}(\rho_N) + EP_{\pi_N(a^*)}(\rho_N))$$

$$D(\rho_N | E_{\pi_N(a^*)}^* \rho_N) \leq C(\beta) N^2 (EP_{\pi_N(a)}(\rho_N) + EP_{\pi_N(a^*)}(\rho_N))$$

Combing these two inequalities, we have the desired result. \hfill \blacksquare

Lemma 4.10. The fixed point algebra $\Omega_{fix}$ of $L_N^\beta$ in $V^\otimes N$ is $\bigoplus_\lambda \mathcal{B}(W_\lambda)$. In particular, $\Omega_{fix} \subset \Omega$.

Proof. Given the faithful density $d_N$, we obtain an embedding:

$$\iota_N : \mathcal{B}(V^\otimes N) \to S_2(V^\otimes N) : x \mapsto d_N^{1/4} x d_N^{1/4}$$

Recall that on the Schatten 2-space, the Lindbladian $L_N^\beta$ uniquely defines a Dirichlet form. Restricted to the dense subspace $\iota_N(\mathcal{B}(V^\otimes N))$, the Dirichlet form is given by the formula:

$$\langle \xi, \xi \rangle_L = \langle \iota_N(x), \iota_N(x) \rangle_L$$

$$= ||d_N^{1/4}(\pi_N(a)x - x\pi_N(a))d_N^{1/4}||^2_2 + ||d_N^{1/4}(\pi_N(a^*)x - x\pi_N(a^*))d_N^{1/4}||^2_2$$

where $|| \cdot ||^2_2$ is the Hilbert-Schmidt inner product. Therefore $x \in \Omega_{fix}$ if and only if $[\pi_N(a), x] = [\pi_N(a^*), x] = 0$. In particular, $x$ must commute with $|\pi_N(a)|$ and $|\pi_N(a^*)|$, and thus $\Omega_{fix} \subset \Omega = \bigoplus_\lambda \ell_n^\infty \otimes \mathcal{B}(W_\lambda)$, where $n_\lambda := \dim(W_\lambda)$ and the equation follows from the irreducible decomposition and lemma 4.2.

For an operator in one irreducible component $x \in \ell_n^\infty \otimes \mathcal{B}(W_\lambda)$, by irreducibility $x$ must have the form $C \otimes \mathcal{B}(W_\lambda)$. Therefore $\Omega_{fix} = \bigoplus_\lambda \mathcal{B}(W_\lambda)$. \hfill \blacksquare

Corollary 4.11.

$$D(\rho_N | E_{fix}^* \rho_N) = D(\rho_N | E_\Omega^* \rho_N) + D(\rho_N | E_{fix}^* \rho_N)$$

Proof. This is an immediate consequence of the previous lemma and the chain rule of relative entropy. \hfill \blacksquare

Remark 4.12. Lemma 4.10 gives a complete description of the fixed point algebra. We stress that the quantum Markov semigroup generated by $L_N^\beta$ is non-primitive.

To clarify the relation between the various algebras used in our proof, we present the following commutative diagram:
The commuting square of the conditional expectations is a special feature of $\mathfrak{su}(2)$ representation (more generally any representation of simple Lie algebra). It may not be true for general Lindbladian generators.

So far, we have discussed the left half of the diagram. To calculate $\text{CLSI} (\mathcal{L}_N^\beta)$, it remains to bound $D(E^*_\Omega \rho_N | E^*_\Omega \rho_N)$ from above by an entropy production term. This calculation will be done in two parts. We first bound $E\pi_{\pi_N(a)}(E^*_\Omega \rho_N)$ from above by $E\pi_{\pi_N(a)}(\rho_N)$.

**Lemma 4.13.** Given a state $\rho_N = d_N^{1/2} x a d_N^{1/2}$ we have

\[
E\pi_{\pi_N(a)}(E^*_\Omega \rho_N) + E\pi_{\pi_N(a^*)}(E^*_\Omega \rho_N) \leq E\pi_{\pi_N(a)}(\rho_N) + E\pi_{\pi_N(a^*)}(\rho_N)
\]

**Proof.** The key calculation is the following commutation relation: for any $a \in \mathfrak{B}(V^\otimes N)$

\[
[E_\Omega, \mathcal{L}_N^\beta](x) = E_\Omega(\pi_N(a^*) \pi_N(a) x + x \pi_N(a^*) \pi_N(a) - 2 \pi_N(a^*) x \pi_N(a) - 2 \pi_N(a^*) E_\Omega(x) \pi_N(a))
\]

Since $\pi_N(a^*) \pi_N(a) = \pi_N(a^*a) \in \Omega$, the equation above equals to

\[
[E_\Omega, \mathcal{L}_N^\beta](x) = -2E_\Omega(\pi_N(a^*) x \pi_N(a)) + 2\pi_N(a^*) E_\Omega(x) \pi_N(a)
\]

In addition, under the irreducible decomposition $\pi_N(a) = \sum_\lambda \pi_\lambda(a)$. Then we have

\[
\pi_N(a) = \sum_\lambda \sum_{n=\dim(V_\lambda)} \sum_{0 \leq j \leq n} \alpha_{n,j} |n, j - 1, \lambda\rangle \langle n, j, \lambda|
\]

where $\lambda$ in the vector labels which irreducible component that vector belongs to. For $x \in \mathfrak{B}(V^\otimes N)$, it can be written as

\[
x = \sum_{\lambda, \mu} \sum_{n=\dim(V_\lambda)} \sum_{0 \leq j \leq n} x^{\lambda\mu}_{(n,j),(m,k)} |n, j, \lambda\rangle \langle m, k, \mu|
\]

And we can write $E_\Omega(x) = \sum_\lambda \sum_{n=\dim(V_\lambda)} x^{\lambda\mu}_{(n,j),(m,k)} |n, j, \lambda\rangle \langle n, j, \lambda|$. Then we have

\[
E_\Omega(\pi_N(a^*) x \pi_N(a))
\]

\[
= E_\Omega(\sum_{\lambda, \mu} \sum_{n=\dim(V_\lambda)} \sum_{0 \leq j \leq n} \sum_{0 \leq k \leq m} \sum_{0 \leq j' \leq n} \sum_{0 \leq k' \leq m} \alpha_{n,j+1} \alpha_{m,k+1} x^{\lambda\mu}_{(n,j),(m,k)} |n, j+1, \lambda\rangle \langle m, k+1, \mu|)
\]

\[
= \sum_\lambda \sum_{n=\dim(V_\lambda)} \sum_{0 \leq j \leq n} \alpha_{n,j+1}^2 x^{\lambda\mu}_{(n,j),(n,j)} |n, j+1, \lambda\rangle \langle n, j+1, \lambda|
\]
On the other hand, we have

\[ \pi_N(a^*)E_\Omega(x)\pi_N(a) = \sum_{\lambda} \sum_{n=\dim(V_\lambda)} \sum_{0 \leq j \leq n} x_{(n,j),(n,j)}^{\lambda} \pi_N(a^*)|n, j, \lambda\rangle \langle n, j, \lambda| \pi_N(a) \]

\[ = \sum_{\lambda} \sum_{n=\dim(V_\lambda)} \sum_{0 \leq j \leq n} x_{(n,j),(n,j)}^{\lambda} \alpha_{n,j+1}^2 |n, j + 1, \lambda\rangle \langle n, j + 1, \lambda| \]

Hence \([E_\Omega, L_\beta^N](x) = 0\).

Given this commutation relation, we calculate the entropy production term on \(E_{\Omega}^*\rho_N = d_N^{-1/2}E_\Omega(x)d_N^{1/2}\):

\[
EP_{\pi_N(a)}(E_{\Omega}^*\rho_N) + EP_{\pi_N(a^*)}(E_{\Omega}^*\rho_N) = \tau_N\left( (L_\beta^N(E_\Omega x)) \left( \log(E_\Omega x) - \log(E_{fix} x) \right) \right)
\]

\[ = \tau_N\left( (E_\Omega(L_\beta^N x)) \left( \log(E_\Omega x) - \log(E_{fix} x) \right) \right)
\]

\[ = \tau_N\left( (L_\beta^N x) \left( \log(E_\Omega x) - \log(E_{fix} x) \right) \right)
\]

where the second equation holds because of the commutation relation and the third equation holds because of the module property of conditional expectation.

By operator monotonicity of \(\log\) and \(E_\Omega x \leq x\), we have \(0 \leq \log(E_\Omega x) - \log(E_{fix} x) \leq \log(x) - \log(E_{fix} x)\). Therefore

\[
EP_{\pi_N(a)}(E_{\Omega}^*\rho_N) + EP_{\pi_N(a^*)}(E_{\Omega}^*\rho_N) \leq \tau_N\left( (L_\beta^N x) \left( \log(x) - \log(E_{fix} x) \right) \right)
\]

\[ = EP_{\pi_N(a)}(\rho_N) + EP_{\pi_N(a^*)}(\rho_N)
\]

The remaining part of this section will be devoted to prove the following CLSI inequality

**Proposition 4.2.** Let \(\rho\) be a state in \(\Omega\) then there exists a constant \(C(\beta)\) depending only on \(\beta\) such that

\[
D(\rho|E_{fix}^*\rho) \leq C(\beta)\left( EP_{\pi_N(a)}(\rho) + EP_{\pi_N(a^*)}(\rho) \right)
\]

Before giving the proof, recall the embedding:

\[ \iota : \mathcal{B}(V^\otimes N) \rightarrow \mathcal{B}(\bigoplus_\lambda V_\lambda) \otimes \mathcal{M}_{n_0} \]

where \(V^\otimes N = \bigoplus_{\lambda \in \mathcal{P}(N)} V_\lambda^\oplus \mathcal{W}(W_\lambda)\) is the irreducible decomposition and \(n_0 = \max\{\dim(W_\lambda)\}\). The direct sum representation \(\pi = \bigoplus_\lambda \pi_\lambda\) is multiplicity free. Since this embedding intertwines the Lindbladian \(L_\beta^N\) and \(L_\beta^\pi\), we have

\[ \text{CLSI}(L_\beta^N) \geq \text{CLSI}(L_\beta^\pi) \]

Therefore to prove the proposition, it suffices to prove that there exists a constant \(C(\beta)\) such that

\[
D(\rho|E_{fix}^*\rho) \leq C(\beta)\left( EP_{\pi(a)}(\rho) + EP_{\pi(a^*)}(\rho) \right)
\]
which we formally define as follows. Restricted to \(L^\beta_\pi\),

In particular, \(C\) is independent of dimension \(n_\lambda\).

Lemma 4.14. Let \(V_\lambda\) be the irreducible component of highest dimension in \(V^{\otimes N}\) (tensor product of fundamental representation), let \(\ell^{n_\lambda}_\infty\) be the diagonal subalgebra of \(\mathbb{B}(V_\lambda)\) and let \(E_{fix}: \ell^{n_\lambda}_\infty \rightarrow \mathbb{C}\) be the projection onto \(\mathbb{C}\). Then for any state \(\rho\) on \(\ell^{n_\lambda}_\infty\), there exists a constant \(C(\beta)\) depending only on \(\beta\) such that

\[
D(\rho|E_{fix}\rho) \leq C(\beta)(EP_{\pi_\lambda(a)}(\rho) + EP_{\pi_\lambda(a^*)}(\rho))
\]

In particular, \(C(\beta)\) is independent of dimension \(n_\lambda\).

The key idea of this proof is to study the relation between \(L^\beta_{\pi_\lambda}\) and the tensor product of \(L^\beta_{\pi(1)}\) (the Lindbladian associated with a single fundamental representation \(\pi(1)\)). When restricted to \(\ell^{n_\lambda}_\infty\), both Lindbladians have the structure of nearest-neighbor Lindbladian, which we formally define as follows.

Definition 4.15. Given a finite sequence of real scalars \((\gamma_j)_{0 \leq j \leq n}\), consider the following operator in \(\mathbb{M}_{n+1}\):

\[
S_\gamma := \sum_j \gamma_j |j - 1\rangle \langle j|
\]

Then the nearest-neighbor Lindbladian associated with \((\gamma_j)\) is given by:

\[
L^\beta_{\pi_\lambda} x := \beta^{1/2} L_{S_\gamma} x + \beta^{-1/2} L_{S_\gamma} x
\]

where

\[
L_{S_\gamma} x := 2S_\gamma^* x S_\gamma - S_\gamma^* S_\gamma x - x S_\gamma^* S_\gamma
\]

For \(x = \sum_{0 \leq j \leq n} x_j |j\rangle \langle j| \in \ell^{n+1}_\infty\), we have

\[
L_{S_\gamma} x = \sum_{0 \leq j \leq n} 2(\gamma_j^2 x_j |j - 1\rangle \langle j - 1| - \gamma_j^2 x_j |j\rangle \langle j|)
\]

As an example, for \(L^\beta_{\pi_\lambda}\) restricted to \(\ell^{n_\lambda}_\infty\), the corresponding coefficients are given by \(\gamma^2_k = \alpha_{n_\lambda-1,k}\) for \(0 \leq k \leq n_\lambda - 1\).

We will explicitly calculate the difference between the two Lindbladians on \(\ell^{n_\lambda}_\infty\). The difference turns out to be another nearest-neighbor Lindbladian. This calculation depends on the explicit description of \(V_\lambda\) as the totally symmetric subspace of \(V^{\otimes N}\).
Proof. Let \( \pi^j := 1 \otimes \ldots \otimes \pi_1 \otimes \ldots \otimes 1 \) be the \( j \)-th component in the Lie algebra tensor product representation \( \pi^{\otimes N}_{(j)} \), then the tensor product Lindbladian is given by

\[
L^\beta_j x := \sum_{1 \leq j \leq N} \pi^j (L^\beta_{\pi^{(j)}}) x = \sum_{1 \leq j \leq N} \beta^{1/2} \pi^j (L_{\pi^{(j)}_\pi^j}) x + \beta^{-1/2} \pi^j (L_{\pi^{(j)}})^* x
\]

\[
= \sum_{1 \leq j \leq N} \beta^{1/2} (2 \pi^j (a^*) x \pi^j (a) - \pi^j (a^* a) x - x \pi^j (a^* a))
\]

\[
+ \beta^{-1/2} (2 \pi^j (a) x \pi^j (a^*) - \pi^j (aa^*) x - x \pi^j (aa^*))
\]

By the tensor stability of CLSI constant, we know

\[
(4.27) \quad \text{CLSI}(L^\beta_{\otimes j}) \geq \text{CLSI}(L^\beta_{\pi^j})
\]

In particular, this constant is independent of \( N \).

Let \( E_d \) be the diagonal conditional expectation and let \( \widehat{L}_a := \sum_{1 \leq j \leq N} \pi^j (L_{\pi^{(j)}_\pi^j}) \), then we claim:

Claim: There exists coefficients \( (\tilde{\gamma}_k)_{0 \leq k \leq n_{\lambda} - 1} \) and \( (\tilde{\gamma}_k)_{0 \leq k \leq n_{\lambda} - 1} \) such that \( \alpha_{n_{\lambda} - 1,k} = \tilde{\gamma}_k^2 + \tilde{\gamma}_k^2 \) and

\[
(4.28) \quad E_d \widehat{L}_a E_d = L_{S_\tilde{\gamma}}
\]

\[
E_d L_{\pi^{(j)}_\pi^j} E_d = L_{S_\gamma} + L_{S_{\tilde{\gamma}}} = E_d \widehat{L}_a E_d + L_{S_{\tilde{\gamma}}}
\]

Proof: Recall \( V_\lambda \) has basis \( |n_\lambda - 1,k\rangle \) where \( |n_\lambda - 1,k\rangle = \sum_{A \in \{n_\lambda - 1\}} \frac{1}{2^n_{\lambda - 1}} v_A \) and \( v_A = (\bigotimes_{j \in A} e_1) \otimes (\bigotimes_{j \notin A} e_0) \). \( e_0, e_1 \) are the weight vectors of the fundamental representation. Subscript \( A \) indicates the position where the tensor factor is \( e_1 \). We calculate \( E_d \widehat{L}_a E_d \) on the diagonal basis \( |n_\lambda - 1,k\rangle \langle n_\lambda - 1,k| \).

Since \( \pi^j (a^* a) v_A = \mathbb{1}_{j \in A} v_A \), we have

\[
\sum_j \pi^j (a^* a) v_A = |A| v_A
\]

Hence

\[
\sum_j \pi^j (a^* a) |n_\lambda - 1,k\rangle \langle n_\lambda - 1,k| = k |n_\lambda - 1,k\rangle \langle n_\lambda - 1,k|
\]

In addition since \( \pi^j (a^*) v_A = \mathbb{1}_{j \notin A} v_{A \cup \{1\}} \), we have

\[
\sum_j \pi^j (a^*) |n_\lambda - 1,k\rangle \langle n_\lambda - 1,k| \pi^j (a) = (k - 1) |n_\lambda - 1,k - 1\rangle \langle n_\lambda - 1,k - 1|
\]

Therefore \( \tilde{\gamma}_k^2 = k \) and \( \tilde{\gamma}_k^2 = \alpha_{n_{\lambda} - 1,k} - \tilde{\gamma}_k^2 = k(n_{\lambda} - 1 - k) \).

Back to the main proof. Recall the density matrix \( d_N := N_\beta \exp(-\frac{\beta}{2} \pi_N (h)) \). In terms of tensor product decomposition, it can be written as

\[
d_N = N_\beta \exp(-\frac{\beta}{2} \pi_N (h))^{\otimes N} = d_\beta^{\otimes N}
\]

where \( d_\beta \) is the corresponding density for the fundamental representation. In particular this density is diagonal.

In addition, restricted to the commutative subalgebra \( \ell^a_\infty \), both \( L^\beta_{\otimes} \) and \( L^\beta_{\pi_\lambda} \) are \( d_\beta \)-self-adjoint. Hence the remainder Lindbladian \( L^\beta_{\otimes} \) is self-adjoint with respect to the \( d_N \)-KMS inner produce restricted to \( \ell^a_\infty \). Moreover, the fixed point algebra of the tensor product
Since reducible representation.

Therefore for any state \( \rho = d_1^{1/2} x d_1^{1/2} \) on \( \ell^n \) (\( x \) is diagonal), by CLSI on the two-point space \( (\ell^2) \) we have

\[
D(\rho | E_{\text{fix}}^{*} \rho) \leq \text{CLSI}(\mathcal{L}^\beta) \tau_N((\mathcal{L}^\beta x) \log(x))
\]

where \( \tau_N \) is the state associated with the diagonal tensor product density \( d_N \).

Since we have

\[
\tau_N((\mathcal{L}^\beta x) \log(x)) = \tau_N\left(\left((\mathcal{L}^\beta - \mathcal{L}^\gamma) x\right) \log(x)\right)
\]

and \( \mathcal{L}^\beta \geq 0 \) on \( \ell^n \), then we have

\[
\tau_N\left(\left((\mathcal{L}^\beta x) \log(x)\right) \leq \tau_N\left(\left((\mathcal{L}^\beta x) \log(x)\right) = EP_{\pi_\Lambda(a)}(\rho) + EP_{\pi_\Lambda(a^*)}(\rho)
\]

The last equation is true because the density is diagonal. Since the CLSI constant is given by the two-point space CLSI constant, it is independent of \( N \).

This completes the proof of the lemma. \( \square \)

**Proof of the Proposition.** For each irreducible representation \( V_n := \mathbb{C}^{n+1} \) of \( SU(2) \), there exists a tensor product of fundamental representation \( V^\otimes n \) such that \( V_n \) is the irreducible component of \( V^\otimes n \) with the highest dimension. Therefore we can apply (4.14) to each irreducible representation.

By the discussion before the lemma, for any state \( \rho \) in \( \Omega \), we have

\[
D(\rho | E_{\text{fix}}^{*} \rho) \leq \max_{\lambda} \{C(\beta, \lambda))\} \left(EP_{\pi_\Lambda(a)}(\rho) + EP_{\pi_\Lambda(a^*)}(\rho)\right)
\]

Since \( C(\beta, \lambda) \) are independent of \( \lambda \), the CLSI constant \( \max_{\lambda} C(\beta, \lambda) \) only depends on \( \beta \). \( \square \)

Now we can state the main theorem of this section.

**Theorem 4.16.** Let \( V^\otimes N \) be the tensor product of fundamental representation of \( \mathfrak{su}(2) \), and let \( \rho_N = d_1^{1/2} x d_1^{1/2} \) be a state on \( V^\otimes N \) with \( x \in \mathbb{B}(V^\otimes N) \). Consider the \( \mathfrak{d}_N \)-KMS self-adjoint Lindbladian \( \mathcal{L}^\beta \) associated with the tensor product representation \( \pi_N \). Let \( E_{\text{fix}} \) be the conditional expectation onto its fixed point algebra. Then there exists a constant \( C(\beta) \) depending only \( \beta \) such that

\[
D(\rho_N | E_{\text{fix}}^{*} \rho_N) \leq C(\beta) N^2 (EP_{\pi_N(a)}(\rho_N) + EP_{\pi_N(a^*)}(\rho_N))
\]

(4.29)

**Proof.** Using the notation as above, \( \Omega = C^*([\pi_N(a)]') \cap C^*([\pi_N(a^*)']) \). Then by chain rule of relative entropy we have

\[
D(\rho_N | E_{\text{fix}}^{*} \rho_N) = D(\rho_N | E_{\text{fix}}^{*} \rho_N) + D(E_{\text{fix}}^{*} \rho_N | E_{\text{fix}}^{*} \rho_N)
\]

The first term is bounded above by \( C(\beta) N^2 (EP_{\pi_N(a)}(\rho_N) + EP_{\pi_N(a^*)}(\rho_N)) \), and the second term is bounded above by

\[
(EP_{\pi_N(a)}(E_{\text{fix}}^{*} \rho_N) + EP_{\pi_N(a^*)}(E_{\text{fix}}^{*} \rho_N)) \leq C(\beta) (EP_{\pi_N(a)}(\rho_N) + EP_{\pi_N(a^*)}(\rho_N))
\]

Therefore we have the claimed upper bound. \( \square \)

**Corollary 4.17.** CLSI constant of \( \mathcal{L}^\beta_N \) is bounded below by \( \frac{C(\beta)}{N^2} \) for some constant \( C(\beta) \).

**Proof.** This is immediate from the theorem. \( \square \)
In the next section, we will give an upper bound on the spectral gap of $L^β_N$ by an explicit construction. It turns out that the spectral gap $\lambda(L^β_N) \lesssim \frac{1}{N}$. Combining the results from these two section, we have

$$\frac{1}{N^2} \lesssim \text{CLSI}(L^β_N) \leq 2\lambda(L^β_N) \lesssim \frac{1}{N}$$

In particular when $N$ goes to infinity, both the CLSI constant and the spectral gap go to 0.

Using the same framework and lemma 4.5, we obtain the following CLSI estimate.

**Theorem 4.18.** Consider the Lindbladian $L^{(3)}_N$ generated by $a_{(3)} := \pi_N(a^*a^*\pi_N(a)$.

(4.30) $$L^{(3)}_N x := e^{\beta/2}L_{a_{(3)}} x + e^{-\beta/2}L_{a^*_a{3}} x$$

where $L_{a_{(3)}} x := 2a_{(3^*)}a_{(3)} x - a^*_{a{3}}a_{(3^*)} a_{(3)}$. Then there exists a constant $C_3(\beta)$ such that

(4.31) $$\text{CLSI}(L^{(3)}_N) \geq C_3(\beta)$$

**Proof.** By corollary 4.5, the uniform spectral gap of $|a_{(3)}|$ is bounded by a constant of order 1. In addition, since $\pi_N(a^*a^*\pi_N(a)$ is diagonal, it is easy to see that the fixed point algebra of $L^{(3)}_N$ is the same as the fixed point algebra of $L^β_N$. Moreover, the same calculation as lemma 4.2 shows that the conditional expectations $E_{a_{(3)}} : \mathbb{B}(V^{\otimes N}) \to C^* (\{|a_{(3)}||, \beta\})'$ and $E_{{a^*_a{3}}} : \mathbb{B}(V^{\otimes N}) \to C^* (\{|a^*_{a{3}}||, \beta\})'$ commute and their intersection $\Omega^{(3)} := C^* (\{|a_{(3)}||, \beta\}) \cap C^* (\{|a^*_{a{3}}||, \beta\})$ equals $\Omega$. Therefore repeating the same arguments as in section 3 we have the lower bound on CLSI($L^{(3)}_N$).

5. **Upper Bound on Spectral Gap**

The main purpose of this section is to construct a state $\rho \in S_1(V^{\otimes N})$ that gives an upper bound of the order $\frac{1}{N}$ for the spectral gap of $L^β_N$. First we will construct a vector $\xi$ (not self-adjoint and not positive) in the Schatten 2-class such that the Dirichlet form on $\xi$ is bounded below by $\gtrsim ||\xi||^2_2 \frac{1}{N}$. Then the state $\rho$ will be a perturbation around the stationary state by $\xi + \xi^*$.

Recall from the proof of lemma 4.10, we considered the embedding:

$$\iota_N : \mathbb{B}(V^{\otimes N}) \to S_2(V^{\otimes N}) : x \mapsto d^{\iota_N}_N x d^{\iota_N}_N$$

And the Dirichlet form determined by the Lindbladian $L^β_N$ is given by:

$$\langle \xi, \xi \rangle_L = \langle \iota_N(x), \iota_N(x) \rangle_L = \frac{1}{2} \left( ||d^{\iota_N}_N (\pi_N(a)x - x\pi_N(a))d^{\iota_N}_N||_2^2 + ||d^{\iota_N}_N (\pi_N(a^*x - x\pi_N(a^*))d^{\iota_N}_N||_2^2 \right)$$

where $|| \cdot ||^2_2$ is the Hilbert-Schmidt inner product.

Let $V^{\otimes N} \cong \bigoplus_{\lambda \in \mathbb{P}_2(N)} V^{\otimes \dim(W_\lambda)}_\lambda$ be the irreducible decomposition. We will construct our example in the multiplicity free subspace $V := \bigoplus_{\lambda} V_\lambda$. Since $(|n,j\rangle)_{0 \leq j \leq n = \dim(V_\lambda)}$ form a basis of $V$, a generic element $\xi$ in $S_2(V)$ can be written as

(5.1) $$\xi := \sum_{n, m} \sum_{0 \leq j \leq n, 0 \leq k \leq m} \xi_{(n, j), (m, k)} |n, j\rangle \langle m, k|$$

Before stating the main result of this section, we first prove the following lemma.
Lemma 5.1. Suppose the coefficients of $\xi \in S_2(V)$ satisfy the relations: $\xi_{(N,1),(N-2,1)} = e^{-(j-1)2/3} \xi_{(N,1),(N-2,1)}$ and $\xi_{n,j} = 0$ for $n < N - 2$, then

$$\langle \xi, \xi \rangle_L \geq \frac{2e^{\beta/2}||\xi||_2^2}{N}.$$  

In addition, the symmetrization $\xi^* + \xi$ satisfies the same inequality.

Proof. By rescaling on both sides, we can take the trace in the Hilbert-Schmidt norm to be the standard trace on $B(V)$. The proof is based on direct computations of the Dirichlet form. Using the definition of the Dirichlet form, we have:

$$\langle \xi, \xi \rangle_L = ||e^{\beta/4} \pi_N(a)\xi - e^{-\beta/4} \pi_N(a^*)\xi - e^{\beta/4} \pi_N(a^*)\xi - e^{-\beta/4} \pi_N(a)\xi||_2^2 + ||e^{\beta/4} \pi_N(a)\xi - e^{-\beta/4} \pi_N(a^*)\xi - e^{\beta/4} \pi_N(a^*)\xi - e^{-\beta/4} \pi_N(a)\xi||_2^2$$

$$- \langle \pi_N(a)\xi, \pi_N(a)\xi \rangle - \langle \pi_N(a)\xi, \pi_N(a)\xi \rangle - \langle \pi_N(a)\xi, \pi_N(a)\xi \rangle - \langle \pi_N(a^*)\xi, \pi_N(a^*)\xi \rangle - \langle \pi_N(a)\xi, \pi_N(a^*)\xi \rangle - \langle \pi_N(a^*)\xi, \pi_N(a^*)\xi \rangle$$

$$+ 2||\pi_N(a)\xi||_2^2 - 2||\pi_N(a)\xi||_2^2 - 2||\pi_N(a)\xi||_2^2 + 2||\pi_N(a)\xi||_2^2$$

Expanding $\xi$ in terms of the canonical basis, we have:

$$e^{\beta/2} \tau(\xi[a^*, a]\xi^*) + e^{-\beta/2} \tau(\xi^*[a, a^*]\xi) = \sum \langle \xi_{(n,j), (m,k)} \rangle^2 (e^{\beta/2}(2k - m) - e^{-\beta/2}(2j - n))$$

Summation is over $n, m, j, k$. A direct computation involving this derivative term shows:

$$2||\pi_N(a)\xi||_2^2 - 2||\pi_N(a)\xi||_2^2 - 2||\pi_N(a)\xi||_2^2$$

$$= -2\tau(\xi^* a^* a) - 2\tau(\xi^* a^* a)$$

$$= -2 \sum \xi_{(n,j+1),(m,k+1)}^2 \xi_{(n,j+1),(m,k+1)}^2 \alpha_{n,j+1} \alpha_{m,k+1}$$

$$- 2 \sum \xi_{(n,j-1),(m,k-1)}^2 \xi_{(n,j-1),(m,k-1)}^2 \alpha_{n,j} \alpha_{m,k}$$

$$= -4 \sum \Re(\xi_{(n,j+1),(m,k+1)}^2 \xi_{(n,j),(m,k)}^2 \alpha_{n,j+1} \alpha_{m,k+1})$$

In addition we have:

$$(e^{\beta/2} + e^{-\beta/2})(||\pi_N(a)\xi||_2^2 + ||\pi_N(a)\xi||_2^2) = e^{\beta/2} \tau(\xi^* \pi_N([a^*, a]\xi^*) + e^{-\beta/2} \tau(\xi^* \pi_N([a, a^*]\xi)$$

$$= \sum \xi_{(n,j),(m,k)}^2 (e^{\beta/2}^2 \alpha_{n,j}^2 + e^{-\beta/2}^2 \alpha_{m,k+1}^1 + e^{\beta/2}^2 \alpha_{m,k+1}^2 + e^{-\beta/2}^2 \alpha_{n,j}^2)$$

$$= \sum \xi_{(n,j),(m,k)}^2 (e^{\beta/2}^2 \alpha_{n,j+1}^2 + e^{-\beta/2}^2 \alpha_{m,k+1}^2)$$

$$+ \sum \xi_{(n,j),(m,k)}^2 (e^{\beta/2}^2 \alpha_{n,j+1}^2 + e^{-\beta/2}^2 \alpha_{m,k+1}^2)$$

Combining the two computations, we have:

$$\langle \xi, \xi \rangle_L = \sum (e^{\beta/2}^2 \xi_{(n,j+1),(m,k+1)}^2 + e^{-\beta/2}^2 \xi_{(n,j),(m,k)}^2) \alpha_{n,j+1} \alpha_{m,k+1}$$

$$+ 4 \sum \Re(\xi_{(n,j+1),(m,k+1)}^2 \xi_{(n,j),(m,k)}^2 \alpha_{n,j+1} \alpha_{m,k+1}).$$
By the assumptions on the coefficients of $\xi$, we have:

$$\langle \xi, \xi \rangle_L = 2e^{\beta/2} \sum_{1 \leq j \leq N-2} e^{-(j-1)\beta} |\xi_{(N,1),(N-2,1)}|^2 (\alpha_{N,j} - \alpha_{N-2,j})^2$$

$$= 8e^{3\beta/2} |\xi_{(N,1),(N-2,1)}|^2 \sum_{1 \leq j \leq N-2} \frac{j e^{-j\beta}}{(\sqrt{N-j+1} + \sqrt{N-j-1})^2}$$

$$> \frac{2e^{\beta/2} |\xi_{(N,1),(N-2,1)}|^2}{N} \sum_{1 \leq j \leq N-2} e^{-(j-1)\beta}$$

In the last step, we used $\sqrt{N-j+1} + \sqrt{N-j-1} < 2\sqrt{N}$ for $1 \leq j \leq N-2$ and $\sum_{1 \leq j \leq N-2} j e^{-j\beta} > \sum_{1 \leq j \leq N-2} e^{-j\beta}$. Since

$$||\xi||_2 = |\xi_{(N,1),(N-2,1)}|^2 \sum_{1 \leq j \leq N-2} e^{-(j-1)\beta}$$

then we have

$$\langle \xi, \xi \rangle_L \geq \frac{2e^{\beta/2} \langle \xi, \xi \rangle_N}{N}.$$ 

For the symmetrized version, by equation 5.3 we have:

$$\langle \xi^* + \xi, \xi^* + \xi \rangle_L = \langle \xi^*, \xi^* \rangle_L + \langle \xi, \xi \rangle_L.$$

In addition, since $\xi$ is completely off-diagonal we have:

$$\langle \xi^* + \xi, \xi^* + \xi \rangle = \langle \xi^*, \xi^* \rangle + \langle \xi, \xi \rangle.$$ 

Therefore $\xi^* + \xi$ satisfies equation 5.2 with the same constant.

**Proposition 5.1.** There exists a positive matrix $x \in \mathbb{B}(V)$ such that

$$\langle t_N(x), t_N(x) \rangle_L \geq \frac{C(\beta) \langle x - E_{fix} x, x - E_{fix} x \rangle_N}{N}$$

where $\langle \cdot, \cdot \rangle_N$ is the KMS-inner product associated with $d_N$, $C(\beta)$ is a constant depending only on $\beta$ and $E_{fix}$ is the conditional expectation onto the fixed point algebra $\bigoplus \Lambda \mathbb{C}$.

**Proof.** We consider the candidate matrix $\bar{x}$ such that $t_N(\bar{x}) = \xi$, where $\xi$ is constructed in Lemma 5.1. Up to now we have left $\xi_{(N,1),(N-2,1)}$ as a free parameter. To fix this parameter, we calculate the operator $\bar{x}$ explicitly. Since $t_N(\bar{x}) = \xi_{(N,1),(N-2,1)} \sum_{1 \leq j \leq N-2} e^{-(j-1)\beta/2} |N,j\rangle \langle N-2,j|$, then we have:

$$\bar{x} = d_N^{-1/4} \xi_{(N,1),(N-2,1)} = N^{1/2}_\beta \xi_{(N,1),(N-2,1)} \sum_{1 \leq j \leq N-2} e^{-(j-1)\beta/2} e^{\frac{\beta\pi(h)}{8}} |N,j\rangle \langle N-2,j| e^{\frac{\beta\pi(h)}{8}}$$

$$= N^{1/2}_\beta \xi_{(N,1),(N-2,1)} \sum_{1 \leq j \leq N-2} e^{\frac{2N}{\pi} \frac{\beta}{4} e^{-j\beta}} |N,j\rangle \langle N-2,j|.$$ 

We choose $\xi_{(N,1),(N-2,1)} := N^{1/2}_\beta e^{-\beta N/4+5\beta/4}$, then $\bar{x}^* + \bar{x} = \sum_{1 \leq j \leq N-2} e^{-(j-1)\beta} (|N,j\rangle \langle N-2,j| + |N-2,j\rangle \langle N,j|)$. The spectral radius of $\bar{x}^* + \bar{x}$ is bounded above by 2. Therefore $x := 2 - (\bar{x}^* + \bar{x}) \geq 0$ is a positive matrix. In addition, since the fixed point algebra is diagonal, we have:

$$x - E_{fix}(x) = x - 2 = - (\bar{x}^* + \bar{x}).$$
And since the identity operator is in the fixed point algebra, we have:
\[ \langle \iota_N(x), \iota_N(x) \rangle_L = \langle \iota_N(x^* + x), \iota_N(x^* + x) \rangle_L \]
Therefore we have:
\[ \langle \iota_N(x), \iota_N(x) \rangle_L \geq \frac{2e^{\beta/2}(x - E_{fix}x, x - E_{fix}x)}{N} . \]

Corollary 5.2. For the \( \text{su}(2) \)-Lindbladian \( \mathcal{L}_N^\beta \), there exist constants \( C_1(\beta), C_2(\beta) > 0 \) such that
\[ \frac{C_1(\beta)}{N^2} \leq CLSI(\mathcal{L}_N^\beta) \leq 2\lambda(\mathcal{L}_N^\beta) \leq \frac{C_2(\beta)}{N} \]

6. Clustering and Spectral Gap

As mentioned in the introduction, Corollary 5.2 emphasizes the difference between primitive quantum Markov semigroups and non-primitive ones \([KB16][BCR22]\). In this section, we elaborate on this apparent contradiction. Our main example has the form of a Davies generator. Recall a Davies generator associated with a Hamiltonian \( \mathcal{H} \) is defined as \([Dav80]\):

**Definition 6.1.** Consider an open system \( S \) coupled with a heat bath \( B \), and the total system Hamiltonian is given by \( \mathcal{H}_S + \mathcal{H}_B + \sum_{\alpha} S_\alpha \otimes B_\alpha \) where the interaction term is written generically as a sum of tensor product coupling. Assume the heat bath is in thermal equilibrium and assume the system-bath coupling is weak, then by taking a Born-Markov approximation, the effective dissipative dynamics on system \( S \) is given by the Davies generator of the form:
\[ \mathcal{L}^Dx = \sum_{\omega,\alpha} \chi_{\omega,\alpha}(2S^*_{\omega,\alpha}xS_{\omega,\alpha} - S^*_{\omega,\alpha}S_{\omega,\alpha}x - xS^*_{\omega,\alpha}S_{\omega,\alpha}) \]
where \( \omega \)'s are the Bohr frequencies, \( \chi_{\omega,\alpha} \)'s come from the Fourier coefficients of the two-point correlation function of the bath, and \( S_{\omega,\alpha} \)'s are the Fourier modes of the coupling operator \( S_\alpha \):
\[ e^{-i\mathcal{H}_S} S_\omega e^{i\mathcal{H}_S} = \sum_{\omega} S_{\omega,\alpha} e^{i\omega} \]

In particular, let \( \rho_S \) be the Gibbs state associated with \( \mathcal{H}_S \), then the generators \( S_{\omega,\alpha} \) satisfy:
\[ \rho_S^{it} S_{\omega,\alpha} \rho_S^{-it} = e^{it\beta \omega} S_{\omega,\alpha} \]
where \( \beta \) is the inverse temperature of the heat bath. And by the KMS condition, coefficients \( \chi_{\omega,\alpha} \) satisfy:
\[ \chi_{-\omega,\alpha} = e^{-\beta \omega} \chi_{\omega,\alpha} \]

**Lemma 6.2.** \( \mathcal{L}_N^\beta \) is a Davies generator if we take \( \pi_N(h) \) to be the system Hamiltonian.

**Proof.** Since \( \pi_N(h) \) is taken to be the system Hamiltonian, the corresponding Gibbs state is exactly \( d_N \) with inverse temperature \( \beta \). In addition, since \( d_N^{it}\pi_N(a)d_N^{-it} = e^{it\beta} \pi_N(a) \), \( \pi_N(a) \) is the interaction operator corresponding to Bohr frequency \( \omega = 1 \). Therefore \( \mathcal{L}_N^\beta \) is a Davies generator. \( \blacksquare \)

Recall the definitions of minimal conditional expectation and local projection in \([KB16][BCR22]\). Here we directly apply the definitions to the Gibbs state \( d_N \).
Definition 6.3. Let \( A \subseteq [N] \) and fix the Gibbs state \( d_N \) as before. The minimal conditional expectation of \( d_N \) on \( A \) is given by:

\[
E_A(x) := \tau_A(d_A^{1/2}xd_A^{1/2})
\]

where \( \tau_A := \bigotimes_{i \in A} \tau \otimes \bigotimes_{i \notin A} \text{id} \) is a composition of partial trace on \( V^A \otimes V^\Omega \) and tensoring with the identity matrix, and \( d_A := \bigotimes_{i \in A} d_\beta \otimes \bigotimes_{i \notin A} \text{id} \).

The local projection of the Davies generator \( \mathcal{L}_N^\beta \) is given by

\[
E_A^\xi := \lim_{k \to \infty} E_A^k
\]

Compared with the original definitions, the definitions here are simplified because \( d_N \) is a factor state.

Lemma 6.4. Let \( A, B \subseteq [N] \) be two subsets with nontrivial overlap \( A \cap B \neq \emptyset \). Then

\[
E_A \circ E_B = E_B \circ E_A = E_{A \cup B}
\]

In addition, the local projections also commute:

\[
E_A^\xi \circ E_B^\xi = E_B^\xi \circ E_A^\xi
\]

Proof. Since \( d_N \) is a factor state, we have

\[
d_A = d_{A \cap B} \otimes d_{A - B}, d_B = d_{A \cap B} \otimes d_{B - A}, d_{A \cup B} = d_A \otimes d_{B - A} = d_{A - B} \otimes d_B
\]

Hence we have

\[
E_A \circ E_B(x) = \tau_A(d_A^{1/2} \tau_B(d_B^{1/2}xd_B^{1/2})d_A^{1/2}) = \tau_{A \cap B} \otimes \tau_{A - B} \otimes \tau_B(d_{A \cap B}^{1/2} \otimes d_{A - B}^{1/2} \otimes \tau_B(d_A^{1/2}xd_B^{1/2})d_{A \cap B}^{1/2} \otimes d_{A - B}^{1/2})
\]

\[
= \tau_{A \cap B} \otimes \tau_{A - B} \otimes \tau_B(d_{A \cap B}^{1/2} \otimes \tau_B(d_{A - B}^{1/2} \otimes \tau_B(d_A^{1/2}xd_B^{1/2})d_{A \cap B}^{1/2} \otimes d_{A - B}^{1/2}))
\]

\[
= \tau_{A \cap B} \otimes \tau_{A - B} \otimes \tau_B(d_{A \cap B}^{1/2} \otimes \tau_B(d_{A \cup B}^{1/2}xd_{A \cup B}^{1/2})d_{A \cup B}^{1/2}) = \tau_{A \cup B}(d_{A \cup B}^{1/2}xd_{A \cup B}^{1/2}) = E_{A \cup B}(x)
\]

Here in the third equation, we used the bimodule property of minimal conditional expectation. By the same calculation, we also have \( E_B \circ E_A = E_{A \cup B} \).

For the local projections, we have

\[
E_A^\xi \circ E_B^\xi = \lim_{m \to \infty} \lim_{n \to \infty} E_A^{m \xi} E_B^n = \lim_{m \to \infty} \lim_{n \to \infty} E_B^n E_A^m = E_B^\xi \circ E_A^\xi
\]

Recall the definition of conditional covariance \([KB16, BCR22]\).

Definition 6.5. Fix a faithful state \( \rho \) and fix \( A \subseteq [N] \) then conditional covariance (with respect to \( E_A^\xi \)) on \( A \) is given by

\[
\text{Cov}_A^\rho(x, y) := \langle x - E_A^\xi(x), y - E_A^\xi(y) \rangle_\rho
\]

One can also define conditional covariance with respect to the local projections by replacing \( E_A^\xi \) with \( E_A^\xi \). It turns out that the two definitions are equivalent for our purpose \([KB16]\).

Corollary 6.6. Let \( A, B \subseteq [N] \) be two subsets, and fix the Gibbs state \( d_N \). Then

\[
\text{Cov}_{A \cup B}^n(E_A^\xi(x), E_B^\xi(x)) = 0
\]

Proof.

\[
\text{Cov}_{A \cup B}^n(E_A^\xi(x), E_B^\xi(x)) = \langle E_A^\xi(x) - E_{A \cup B}^\xi(x), E_B^\xi(x) - E_{A \cup B}^\xi(x) \rangle
\]

\[
= \langle E_A^\xi(x) - E_B^\xi(x), E_B^\xi(x) - E_A^\xi(x) \rangle
\]

\[
= \langle x - E_B^\xi(x), E_A^\xi(x) - E_B^\xi(x) \rangle
\]
Recall the definition of strong clustering [KB16].

**Definition 6.7.** Let $A, B \subset [|N|]$ be two subsets such that $A \cap B \neq \emptyset$ and let $d_N$ be the Gibbs state. Then $d_N$ satisfies strong clustering (with respect to the minimal conditional expectation) if there exist constants $c, \xi > 0$ such that for any $x \in \mathbb{B}(V^\otimes N)$

$$\text{Cov}^N_{A \cup B}(E_A^c(x), E_B^c(x)) \leq c \langle x, x \rangle_N e^{-d(B-A,A-B)/\xi}$$

where $d(X, Y) := \min_{x \in X, y \in Y} |x - y|$ is the distance between the two subsets $X, Y \subset [|N|]$. From Corollary 6.6, the factor state $d_N$ satisfies strong clustering. By [KB16, Thm 23], we should expect that the spectral gap of $L^\beta_N$ is independent of the system size. Compare with the corollary 5.2, we see that the non-primitivity essentially closes the spectral gap.

7. Discussion

In this paper, we studied Lindbladians in Davies form which are not necessarily geometrically local. These Lindbladians are local in the sense of [KBG +11] and can be efficiently simulated by quantum circuits. When these Lindbladians are generated by $\mathfrak{su}(2)$-representations, we gave a general framework to estimate their CLSI constants from the uniform spectral gap of the absolute values of the $\mathfrak{su}(2)$-generators. These new examples of Lindbladians in Davies form are not primitive for any system size larger than 1. Therefore strong clustering of the equilibrium Gibbs state does not imply that the spectral gap is independent of system size. Although we focused on $\mathfrak{su}(2)$-representations, a careful analysis using representation theory of Lie algebras can generalize our results to more general simple Lie algebras. But this is beyond the scope of the current work.

Using this general framework, we also found non-local Lindbladians that have dimension-independent CLSI constant. These Lindbladians are generated by $\pi_N(a)\pi_N(a^*)\pi_N(a)$ [BCG +21a]. To see how these Lindbladians may arise in physics, consider the following system-bath coupling:

$$\pi_N(a^*)\pi_N(a)\pi_N(a^*) \otimes \pi_{M-N}(a) + h.c.$$

where the system is embedded in a larger 1-dimensional lattice: $|N| \subset |M|$, and h.c. stands for Hermitian conjugate. Then if we take $\pi_N(h)$ to be the system Hamiltonian, following the derivation of [Dav80] the Davies generator is given by $L^{(3)}_N$. This system-bath interaction can describe the scattering of a pair of particles in system $N$ with one of the particles escaping the system. Our analysis shows that even in the infinite size limit, regardless of the initial state, the system eventually decays to a stationary state. This final state depends on the initial state, but the decay rate is of order 1. Since (ultra-weak closure of) the limit $\lim_{N \to \infty} M^\otimes N_2$ with respect to the reference state $d_N$ is a type $III_\lambda$ factor where $\lambda := e^{-\beta}$, it is interesting to see how our result can be used to study entropy decay in quantum field theory (for example, black hole evaporation).
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