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Abstract: Sentence-level grammar skills are of the important foundations in the mastery of reading skills in second language (L2). Previous studies showed inconclusive findings about the effect of grammar knowledge on L2 reading. This study examines the relationship between L2 reading outcomes and reader-based grammar knowledge as it is moderated by text-based features of vocabulary difficulty. Participants were EFL students (n = 71) in the second year of their English major at an Indonesian university. The participants' grammar knowledge was measured using a test of sentence-level grammatical knowledge. Text-based vocabulary difficulty was assessed using VocabProfile software (Cobb, 2010). During the data collection period, the participants completed four reading texts, each reflecting a unique combination of two levels (high vs. low) of lexical frequency. This study reveals that reader grammar knowledge influenced L2 reading outcomes. It also shows that text vocabulary difficulty significantly moderated the relationship between reader grammatical knowledge and L2 reading, indicating that the relationship between grammar knowledge and L2 reading for high lexical frequency texts was significantly greater than for low lexical frequency texts.
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It is widely acknowledged that reading comprehension is a critical skill in L2 academic contexts (Anderson, 1984; Grabe, 2009; Richards & Renandya, 2002; Stanovich, 1986). In Indonesia, reading is the primary focus of English language teaching at the secondary and tertiary levels (Cahyono & Widiati, 2006). The emphasis is commonly on developing reading competence and providing students with opportunities to gain insights into English-speaking cultures (Masduqi, 2014). However, despite the focus on reading, students’ learning outcomes in this aspect are generally low at both secondary (Murtiningsih, 2014, p. 3) and tertiary levels (Nurweni & Read, 1999; Sahiruddin, 2008).

There are ranges of potential factors responsible for the current state of affairs. These include learners’ attitudes to reading and English more generally (see Sadtono, 1997), motivation (see Kweldju, 1996), text genres (see Rukmini, 2004), teaching methods (see Cahyono & Widiati, 2006) and L1 reading and literacy practices (see Rusfandi, 2013). In addition, as I have argued elsewhere, Indonesian learners’ shortcomings in English vocabulary and grammar skills are a significant source of reading difficulty (Sahiruddin, 2008). In fact, readers’ linguistic knowledge constitutes the most important factor determining the success in L2 reading (Anderson, 1984; Stanovich, 1986). As Grabe (1991, p. 280) asserts, “fluent readers need a sound knowledge of language structure and a large recognition of vocabulary”. In practice, the contribution of readers’ linguistic knowledge in reading outcomes sometimes is not evident. Thus, in this article, I would like to explore more on the role of text-based features on moderating the effect of readers’ linguistic knowledge on L2 reading outcomes.

Reading has been modeled in many ways. The bottom-up model was one of the earliest models. Influenced by behaviorist theory in the 1950s, reading in the bottom-up perspective was purely a linear process in which readers decoded a text letter-by-letter, word-by-word, linking the words into phrases and sentences, and discourse level (Gough, 1972). The role played by vocabulary in this model is essential for comprehension and the role of grammar is ignored. In the late 1960s and 1970s, top-down models appeared. These approaches emphasized comprehension processes, particularly the role of cognitive processing and background knowledge on reading comprehension (Goodman, 1967; Smith, 1988). This framework emphasizes that the source of meaning construction is the stored knowledge in a reader’s own mind, and sentence level processes and other textual processes received limited attention in text comprehension.
Currently there is the general recognition that complete reading models need to incorporate both bottom-up and top-down elements; that is, they need to be interactive. Reading is assumed to involve the interaction between the elements of bottom-up and top-down processes required to support each other in text comprehension. In addition, the context of information and background knowledge should also be strong in order to support the lower-level process, and predictions and inferencing about the text meaning improve as the word-level process is more efficient (Grabe, 2009, p. 89). In this framework, readers’ grammatical and vocabulary knowledge are the most fundamental lower-level elements and serve as a bottleneck to higher-level reading comprehension processes. Inability to recognize words and their meanings in a text, in turn, affects the reader’s ability to integrate words into phrases and clauses in a sentence, and eventually leads to reading failure. Reading outcomes are the result of interaction between reader knowledge, particularly linguistic knowledge, and text features (reader-text interaction) (Anderson, 2000; Kintsch, 1998).

The construction–integration (CI) model was an extension of interaction model developed by Kintsch (1998). It is a widely recognised model of discourse comprehension that is used as the comprehension framework for this article. The model posits that reading comprehension is a discourse comprehension process that involves a text-based construction model and a situational inferencing model in creating a coherent mental representation of the text. In text-based processing, propositional analyses via sentence analysis are regarded as the key building block for meaning development in comprehension. A proposition is an idea unit in every sentence in a text, and within this point of view word recognition and syntactic parsing are fundamental in understanding propositions in a text. The result of an idea from text-based processing should be integrated with the reader’s knowledge about reality as discussed in the text to reach the complete meaning of the text. Kintsch’s model proposes that there are four important components in reading: word recognition, syntactic parsing, proposition formation, and inferencing. The situation model itself is retrieved from long-term memory (background and domain knowledge) (Kintsch, 1998; Kintsch & Rawson, 2005). The present study adopts the CI reading model as a primary theoretical reading model with an assumption that L2 reading consists of cognitive processes involving the interaction between lower-level processes (word and sentence-level processes) and higher-level processes (comprehension processes, such as extracting text meaning based on readers’ domain knowledge) (Grabe, 2009, p. 14; Koda, 2005, p. 4).
This study takes into account the idea proposed by Kintsch (1998) and Anderson (2000) that reading outcome or comprehension is a result of the interaction between reader characteristics and text features. The term reader characteristics is used to describe entailing abilities, skills, knowledge, and experience of the readers used to comprehend the text. These reader characteristics include cognitive (attention, memory, and reasoning), linguistic, and non-linguistic knowledge such as knowledge of the world (Snow & Sweet, 2003). Reader characteristics are important sources of individual differences in text comprehension as good readers typically have a wider range of abilities and skills when compared to poor readers (Kintsch, 1994). It is important to note that this study uses the term reader knowledge rather than reader characteristics to specifically refer to linguistic knowledge in terms of grammatical knowledge. Meanwhile, text features are linguistic features carried in the texts such as lexical and syntactic difficulty levels (Chall & Dale, 1995; Dubay, 2004; Flesch, 1951). These features are independent of the knowledge the reader brings to the text and are the characteristics of the text itself.

A number of studies have investigated reader knowledge factors (see, e.g., Anderson, 1984; Barrot, 2013; Jeon & Yamashita, 2014; Laufer, 1992; Nassaji, 2003). These studies found L2 linguistic knowledge, including primarily grammatical knowledge that readers brought to a reading text or task, has significant effects on L2 reading. However, less research has explored the role of variability in text features in affecting this relationship in the L1 or L2. Studies on text-based features were mainly derived from text complexity or text readability research, where texts were assessed in terms of their complexity levels particularly in terms of lexical and syntactic complexity levels (Chall & Dale, 1995; Flesch, 1951; Nelson, Perfetti, Liben, & Liben, 2012). It was evident that text complexity levels did play an essential role in assisting learners to comprehend a text. Meanwhile, how reader knowledge relates to text features in predicting L2 reading outcomes has been largely neglected in L2 reading research. The research reported in this study, therefore, examines the interaction between reader knowledge and text features and their impact on L2 reading outcomes.

Grammatical knowledge has been theoretically argued to contribute to L1 and L2 reading outcomes (Bernhardt, 2011; Grabe, 2009). In reading research, different terminologies are used to refer to grammatical knowledge, including syntactic awareness, syntactic knowledge, syntactic/sentence processing, and syntactic parsing (Jeon & Yamashita, 2014, p. 165). In this study, grammatical knowledge is defined as the knowledge of formedness (or ill-formedness) of a
sentence or subparts of a sentence such as a clause or phrase (Shiotsu & Weir, 2007, p. 106). It is knowledge of sentence structures and of acceptable syntactic sequences and forms of words. This knowledge enables readers to analyze and integrate syntactic information at the phrase, clause, and sentence levels within texts. Shiotsu (2010) also defines grammatical knowledge as “knowledge of sentence structures and that of acceptable sequences and forms of words in terms of syntax” (p. 61). Grammatical knowledge in this study is defined as the ability to identify correct sentence structures and was measured using the structure section of the paper-based TOEFL tests. This will be discussed further in the Method section.

Apart from theoretical construct on the role of grammar or grammatical knowledge on L2 reading, empirical research evidence on the role of grammatical knowledge in L2 reading has been inconclusive (Nassaji, 2007; Shiotsu & Weir, 2007). For instance, Lopez (2008) found that grammatical knowledge is correlated with reading outcome ($r = .47$ to $.55$) for 186 Spanish university students. Nassaji (2003) found a moderate relationship between grammatical knowledge and L2 reading for L2 learners with Persian as their L1 ($r = .44$). Lack of correlation between grammatical knowledge and reading was noticed in Zhang’s (2012) study; implicit grammar with $0.174 - 0.336$ and explicit grammar with $0.057 - 0.181$. Van Gelderen et al. (2004, 2007) also found that grammatical knowledge did not have a significant effect with Dutch-speaking EFL learners after vocabulary and other variables were controlled for. These mixed findings about the effect of grammatical knowledge on L2 reading outcomes have motivated this study as to examine the extent to which the relationship between the two is moderated by textual lexical difficulty.

The mixed findings are due in part to a focus in the research on the relationship between reader knowledge and reading outcomes, while ignoring the possible contribution that variability in text demands may make to the observed relationship between reader knowledge and reading skill. One of the important textual features that make a text more or less demanding is the degree of lexical difficulty. These features are characteristics of the text itself and independent of the knowledge the reader brings to it. All things being equal, a reader with better grammatical knowledge should do better on more lexically demanding texts, but it is unclear whether this relationship shows the same pattern for a reader with less grammatical knowledge. For any given study the absence of correlation between learner knowledge (e.g., grammatical knowledge) and reading outcomes may be due either to the state of the reader’s knowledge or
the demands of the text, or some combination of the two. The main focus of this study is on the relationship between reader grammatical knowledge and reading outcomes, as well as the interaction between this relationship and text demands (i.e. lexical difficulty). Text demands have been operationalized and quantified in the L1 readability research.

Studies about these text features are mainly drawn from readability studies in which the level of difficulty of a text is measured using a readability formula and becomes the basis to predict reading outcomes. Quantitative analysis of text features using a readability formula has been considered to be a reliable indicator of potential reading difficulty (Koda, 2005, p. 109). Terminologically, the term text complexity has been interchangeably used with text difficulty or text readability, though text readability is mostly used in measurement formulas. In this view, text complexity refers to the advanced language expressions that affect how easy or difficult it is to understand a text either in spoken or written forms (Skehan, 2009). Text complexity is generally based on linguistic features at the word and sentence levels (Chall & Dale, 1995). Text complexity refers to the difficulty of words and sentence structures in the texts affecting the ease of reading comprehension. Every text has a level of complexity or readability that affects the way the reader interacts with it. This study looks at how text dimensions or textual features are moderating factors in the relation between grammatical knowledge and reading comprehension.

Text complexity has been operationalized in a number of ways. Over fifty readability formulas have appeared. All include two language components: lexical difficulty and syntactic complexity. They include early and widely used readability approaches, including the Flesch Reading Ease Index (Flesch, 1948), Flesch-Kincaid Grade Level (GL) Score (Flesch, 1951), the Dale-Chall Readability Formula (Chall & Dale, 1995), and the Fry Index (Fry, 1968, 1977). Some additional readability formulas have also been proposed including the Gunning FOG formula (Gunning, 1952), the Powers, Summer, Kearl Readability test, the Bormuth formula (Dubay, 2004), the Lexile Framework for Reading (Stenner, Horabin, Smith, & Smith, 1988), the Coh-Metrix (Graesser, McNamara, & Louwerse, 2011; Graesser, McNamara, Louwerse, & Cai, 2004).

In regard to the assessment of text lexical difficulty, lexical frequency (high lexical frequency vs. low lexical frequency) was measured via an online software program called VocabProfile at www.lextutor.ca (Cobb, 2010), which is widely used (Heatley & Nation, 2002). VocabProfile bases its textual lexical profiling on the British National Corpus. Other options are Range (Heatley &
Nation, 2002) and AntWordProfiler (Anthony, 2014). This study employed VocabProfile to assess textual lexical difficulty via lexical frequency levels.

The role of lexical frequency in vocabulary learning and assessment is thought to be associated with vocabulary knowledge using lexical decision tasks (Yap, Balota, Sibley, & Ratcliff, 2012) and an index of lexical complexity (Rayner & Duffy, 1986). Words occurring more frequently in language tend to be recognized faster than less frequent words, for instance as reflected in shorter response times in lexical decision tasks and shorter eye-fixation latency in eye-movement tasks. Lexical frequency approaches to L2 vocabulary learning are based on the assumption that the more frequently used words will be the more easily learned (Palmer, 1917, as cited in Milton, 2007). The central place of frequency with specific reference to vocabulary (Milton, 2009) and in language learning in general has been recognized recently (Ellis, 2002) in terms of frequency-difficulty link. Lexical frequency is found to be by far the most robust predictor of language performance (Brysbaert, Buchmeier, Conrad, Jacobs, Bülte, & Bühl, 2011; Murray & Forster, 2004). High-frequency words are processed faster than low-frequency words, and this phenomenon is often known as the word frequency effect (FE) and is one of the most investigated phenomena in psycholinguistics. It has even been argued that lexical familiarity has a direct relationship to readers’ knowledge about a topic and has a significant impact on comprehension (Kintsch, 1998; Smagorinsky, 2001).

This study assumed that the effect of reader grammatical knowledge on L2 reading outcomes was affected by the condition of lexical difficulty in the text. The effect of grammatical knowledge would be different between texts with low lexical difficulty and texts with high lexical difficulty. This then could explain the divergence of the findings about the role of grammatical knowledge in comprehending a text. The role of both reader and text features in predicting L2 reading provides an additional insight for L2 reading researchers about the nature of L2 reading development.

**METHOD**

This study examines how individual differences in L2 linguistic knowledge, operationalized as grammatical knowledge, interact with textual features in the form of lexical frequency in predicting reading comprehension outcomes. The study was quantitative in design. Seventy-one English study program students (n=71) from a state university in East Java voluntarily particip-
Participants were from the second year of their English major at an Indonesian university, with intermediate or pre-advanced level proficiency as measured by the Test of English for International Communication (TOEIC) scores ($M = 526$, $SD = 187$) with a 95% confidence interval of [496,556]. Participants completed a paper-based grammatical knowledge test and online reading tests. Grammatical knowledge was measured using a practice TOEFL structure and written expression test involving multiple-choice based sentence completion tasks and grammatical error correction tasks (Laboratorium Ilmu Humaniora Divisi Bahasa, 2014). The TOEFL grammar test has been validated as a test assessing grammatical knowledge (see Shiotsu & Weir, 2007) and much research has led to the adoption of the TOEFL sentence structure test to assess grammatical knowledge (Shiotsu, 2010; Shiotsu & Weir, 2007; Yamashita, 1999; Zhang, 2012).

Reading comprehension was assessed using material adapted and selected from the reading sections of published TOEFL tests (Davy & Davy, 2002; Duffy & Mahnke, 1998). These passages were selected from various topics out of fourteen passages taken from published TOEFL reading tests. A total of four texts of approximately 250 to 300 words in length were used in this study. The four text topics were about people’s reaction to modern-day television (“Television”), the nature of aging and its processes (“Aging”), the development of American literature (“Literature”), and a woman named Susan who decided to move to New York from her small town (“Susan”). The four texts were systematically varied by lexical frequency (lexical difficulty): high lexical frequency (Television); low lexical frequency (Aging); low lexical frequency (Literature); and high lexical frequency (Susan). Text based vocabulary difficulty defined by the lexical frequency of occurrence was assessed using VocabProfile software (Cobb, 2010). Lexical frequency (high lexical frequency vs. low lexical frequency) was measured via an online software program called VocabProfile at www.lextutor.ca (Cobb, 2010), which is widely used (Heatley & Nation, 2002). VocabProfile bases its textual lexical profiling on the British National Corpus. In the case of lexical frequency, VocabProfile scores below 85 were classified as low lexical frequency, and texts with higher VocabProfile scores were categorized as high lexical frequency. The difference between high-frequency and low-frequency texts in terms of word frequency levels was only about 5–6%. While the difference is small, even a small increase in the number of difficult words may have had a significant effect on performance on the low-frequency texts (Brown, 2013). L2 research on lexical frequency or
lexical coverage (see Hsueh-chao & Nation, 2000; Laufer, 1989, 1992; Schmitt, Jiang, & Grabe, 2011) suggested that small difference of lexical coverage (98-100%) make a significant difference in reading comprehension.

All data of the study were analyzed using SPSS version 22. A Pearson product moment correlation analysis was conducted to assess the strength of association between the overall grammatical knowledge and overall reading performance. The analysis began by reporting the effect of reader grammatical knowledge on second-language reading outcomes. Then, the analysis of the effect of grammatical knowledge on second-language reading was calculated using regression models. Afterwards, the effect of lexical frequency levels on reading was described.

In order to examine the interaction between reader knowledge and textual features in predicting L2 reading outcomes, this study tested the interaction between reader-knowledge variables and text-feature variables in predicting reading outcomes, based on Hayes’ (2013) regression-based model. Statistically, since interaction or interaction effect refers to the combined effects of two or more predictor variables on an outcome (Field, 2014, p. 395), to test the interaction between two predictor variables, a new interaction variable was created by multiplying scores of two predictor variables. In this respect, reader knowledge was regarded as an independent variable, textual features were a moderator variable, and reading scores were a dependent variable. This study looked at the degree to which text feature variables (lexical frequency) affected the relationship between reader linguistic knowledge (grammatical knowledge) and L2 reading outcomes.

FINDINGS AND DISCUSSION

Findings

This study generally finds that the effect of reader knowledge (as defined as grammatical knowledge) on L2 reading outcomes is significant. The grammar test results were normally distributed at skewness of .542 (SE = .28), Z = .542/.28 = 1.94 < 1.96 and kurtosis of -.023 (SE = .56), Z = -.023/.56 = .04 < 1.96 since the data were within the ranges of normal kurtosis and skewness as the values were not greater than 1.96 or 2.58 (Field, 2009, p. 139). The reliability of the test is toward the lower end of acceptability, Cronbach’s alpha = .75. The mean score of grammatical knowledge was \( M = 47\% \), \( SD = 4.8\% \), indicat-
ing that the grammar test was quite challenging for the participants. The lowest score on the grammar test was 37% and the highest was 61%. The effect of grammatical knowledge on L2 reading was computed using a Pearson product moment correlation analysis. Grammatical knowledge was found to significantly correlate with L2 reading outcomes, $r = .56, p < .001$.

The reading test was an adapted TOEFL multiple-choice test in which each text was accompanied by five multiple-choice questions. The reliability for the reading test was .93 for item reliability and .51 for person reliability as analysed using a Rasch analysis. The reliability is above the minimum acceptable value of reliability of coefficient (Field, 2009). The reading texts and questions were adapted from published tests and thus were assumed to have been validated by the test developers. The reading test was scored by calculating the correct scores of twenty questions from performance on four reading texts. The reading test scores approximated a normal distribution as evident in the ranges for kurtosis ($- .342, SE = 288$); $Z = -.342 / .288 = -1.18 < 1.96$. The descriptive statistics revealed that the participants’ mean reading performance in this study was 38.7 ($SD = 25$).

In addition, this study also investigates the effect of text lexical frequency on reading outcomes. Lexical frequency is operationalized by the proportion of high- and low-frequency words in the respective text types as fixed by text complexity metrics used in readability research. Lexical difficulty was operationalized in terms of the relative frequency of occurrence of the words in the texts. Texts with more low-frequency words are assumed to be more difficult to read and understand (Nation, 2006). Lexical frequency in the four reading texts used in this study was calculated using the online VocabProfile software program, which is based on the British National Corpus (Cobb, 2010). Lexical frequency scores used here represent the percentage of high-frequency words in the text regardless of the level of syntactic complexity; texts with high scores contain more high-frequency words, and texts with lower scores contain more low-frequency words. The threshold for low-frequency words was words beyond 2,000 word levels (3,000–10,000 word frequency levels). Table 1 presents text lexical frequency scores and mean reading scores.

Table 1 shows that texts with high lexical frequency contained 88–89% of high-frequency words while texts with low lexical frequency consisted of 82–84% of high-frequency words. There were 17 low-frequency words in high lexical frequency texts and 35 low-frequency words in low lexical frequency texts. The texts ranged from 250 words to 300 words in overall length.
Table 1. High (H) versus Low (L) Lexical Frequency Levels in the Four Reading Texts

| Texts | Frequency level | Lexical frequency profile | Mean reading score |
|-------|----------------|--------------------------|-------------------|
| Text 1 | HLF           | 89                       | 62 (SD = 2.5)     |
| Text 2 | HLF           | 88                       | 43 (SD = 2.6)     |
| Text 3 | LLF           | 84                       | 26 (SD = 2.4)     |
| Text 4 | LLF           | 82                       | 24 (SD = 2.1)     |

Note. HLF: high lexical frequency; LLF: low lexical frequency

Table 1 also shows that texts with higher lexical frequency influenced L2 reading outcomes as reflected in higher reading scores, as in Text 1 and Text 2 (Combined $M = 53$, $SD = 24$). On the other hand, a larger proportion of low lexical frequency items resulted in less accurate reading comprehension, as in Text 3 and Text 4 ($M = 25$, $SD = 19$). An independent t-test was computed to see if the mean difference between the combined high lexical frequency texts and low lexical frequency texts was statistically significant. Levene’s test of equality of variance indicated that the homogeneity of variance assumption was violated ($p < .001$) so unequal variances were assumed for significance testing. The t-test revealed that reading performance for texts with high lexical frequency was significantly better than low lexical frequency texts, $t (282) = 10.95$, $p < .001$. The Cohen’s $d$ effect size was 1.29 reflecting a large effect size. The correlation between lexical frequency and L2 reading outcome was $r = .57$, $p < .001$, showing a relatively strong relationship between text lexical frequency and L2 reading.

It has been established that, for the participants here, reader grammatical knowledge was important in predicting L2 reading, and that text lexical frequency played a strong role in explaining variation in L2 reading comprehension. The research so far has looked at the two dimensions independently. The next phase of the analysis examined how reader knowledge interacts with text features to affect reading outcomes. A better understanding of how the two dimensions relate to each other will provide insights into how reader knowledge affects reading outcomes as a function of text demands. The interaction between reader knowledge and textual features was analysed using the moderation linear regression model in Hayes’s (2013) PROCESS tool, as well as simple linear regression models. The potential contribution of textual features in moderating the strength of the relationship between reader knowledge and L2 reading will potentially provide a more complete picture of L2 reading perfor-
mance as it is affected by the relationship and interaction between reader knowledge and textual features.

The interaction analysis for the effect of lexical frequency on differences in grammatical knowledge showed a significant effect for the predictor variables as well as an interaction between the two, the latter reflecting the complex pattern of results presented in Table 2.

**Table 2. Linear Model of Reading Outcomes with Lexical Frequency Level and Reader Grammatical Knowledge as Predictor Variables**

|               | b     | SEB   | t     | P    |
|---------------|-------|-------|-------|------|
| Constant      | 38.73 | 1.15  | 33.65 | .000 |
| [36.467, 40.997] |      |       |       |      |
| Lexical frequency | 5.06  | 0.39  | 12.80 | .000 |
| [4.285, 5.842]   |      |       |       |      |
| Grammatical knowledge | 1.73  | 0.23  | 7.42  | .000 |
| [1.272, 2.189]   |      |       |       |      |
| Grammatical knowledge x lexical frequency | 0.236 | 0.08  | 2.91  | .003 |
| [0.076, -0.396]  |      |       |       |      |

*Note. R² = .44. 95% confidence intervals for b are in square brackets; b: unstandardised beta.*

A simple slopes analysis is presented in Figure 1, and it shows that grammatical knowledge played a greater role in the high lexical frequency comparison (b = .2.41, p = .000) than in the low-frequency comparison (b = .1.05, p = .006). This was also reflected in simple linear regression that showed that grammatical knowledge differences accounted for 22% of the reading variance for high-frequency texts and 8% for the low-frequency texts. The differences in readers’ grammatical knowledge were more evident in the high lexical frequency texts, suggesting that the use of grammatical knowledge is affected by the lexical demands of the text.
Figure 1. A Visual Representation (Simple Slopes) of the Interaction Effect of Grammatical Knowledge on Reading Comprehension at Two Levels of Lexical Frequency

Discussion

The main goal of the study is to examine the relationship between reader knowledge (grammatical knowledge) and textual features (lexical frequency) on second-language reading outcomes by Indonesian learners of English as a foreign language. This chapter discusses the findings on the relative contribution of grammatical knowledge to reading, the impact of text lexical difficulty on reading, and finally the potential effect of textual features in moderating the strength of the relationship between reader knowledge and reading outcomes.

This study has revealed the medium effect of grammatical knowledge on L2 reading outcomes ($r = .56$). The relationship between grammatical knowledge and L2 reading outcomes found here was similar to that reported in Lopez’s study (2008) with $r = .47$ to .55 for 186 Spanish university students and was slightly higher than the one reported in Nassaji’s study (2003) for L2 learners with Persian as their L1 ($r = .44$) and Zhang’s (2012) study; implicit
grammar with .174 –. 336 and explicit grammar with .057 – .181. Van Gelderen et al. (2004, 2007) also found that grammatical knowledge did not have a significant effect with Dutch-speaking EFL learners after vocabulary and other variables were controlled for. Alternatively, a meta-analysis of 56 studies in L2 settings by Jeon and Yamashita (2014) reported a slightly stronger role of grammatical knowledge in reading outcomes, that is, .85 for grammar, which is higher than the one found in this study. Some possible explanations can be offered as to why the predictive power of grammatical knowledge on reading outcomes is not so high in this study. It may reflect the participants’ difficulty in recognizing the words in the text. This potential interaction has been examined in this study. Besides, the grammatical test used in this study may have been too difficult for the participants, as reflected in their low performance in the test ($M = 47, SD = 4.8$). A grammatical test with a greater range of difficulty might provide a more sensitive measure. This should be addressed in future research.

An essential correlation between a reader’s grammatical knowledge and text comprehension is not surprising. Extensive research has shown that sufficient grammatical knowledge is required to read texts successfully (Grabe, 1991, p. 379). In addition, Anderson (2000) notes the importance of grammatical knowledge in L2 reading, stating that the ability to parse a sentence into its correct syntactic structure appears to be an important element in understanding texts. Learners with better grammatical knowledge are more likely to be able to successfully read and comprehend a text. Grammatical knowledge is essential in text comprehension as it drives syntactic parsing, an important element in establishing the propositional meanings of a text (Anderson, 2000; Fender, 2001; Kintsch, 1998).

Another concern of this study was whether textual lexical difficulty also predicted reading outcomes. It is independent of the linguistic knowledge the reader brings to the text. Lexical difficulty features have been shown to reliably affect the accessibility of the text to the reader (Linderholm, Everson, van den Broek, Mischinski, Crittenden, & Samuels, 2001). The current study established that lexical frequency, as an index of lexical difficulty, played a great role in explaining the variation of reading scores ($r = .57$). The findings can be interpreted in terms of the established link between frequency and difficulty; high-frequency words are more familiar to learners than low-frequency words (Brown, 2012; Ellis, 2002; Milton, 2007), and provide further support for lexical frequency as a robust predictor of language performance (Brysbaert et al.,
2011; Murray & Forster, 2004). This study also demonstrates the construct validity of lexical frequency as an index of text difficulty (Read, 2000).

The difference between high-frequency and low-frequency texts in terms of word frequency levels was only about 5–6%. While the difference is small, even a small increase in the number of difficult words may have had a significant effect on reading comprehension (Brown, 2013). This finding supports previous research about the importance of understanding words in the text or lexical coverage (Laufer, 1989, 1992; Hsueh-chao & Nation, 2000; Schmitt, et al., 2011). For instance, Schmitt et al.’s (2011) study with 661 L2 advanced learners from Turkey, China, Spain, Israel, Great Britain, Japan, and Sweden found that in order to get 60% comprehension, learners were required to understand 95% of vocabulary coverage. A 98–99% coverage was required to reach 70% comprehension, and 75% comprehension was associated with recognizing all of the words in the text. High lexical coverage (98–100%) is critical, but insufficient, for complete reading comprehension.

Most importantly, this study investigates how the potential effect of grammatical knowledge on reading outcomes is moderated by textual demands. It assumes that success or failure in comprehending a given reading text depends importantly on the knowledge—grammatical—that the learner brings to the task, but that the relative importance of that knowledge will depend on text demands arising out of the lexical difficulty of the text. The potential interaction effect between learner knowledge and text demands is conceptually operationalized as a moderation effect (Field, 2014; Hayes, 2013). A moderation is defined as the presence of a variable that affects the direction and/or strength of the relationship between an independent and a dependent variable (Baron & Kenny, 1986). In statistical terms reading outcomes were predicted from reader knowledge (vocabulary size and grammatical knowledge) and the proposed moderators or textual features (lexical difficulty and syntactic complexity), and the interaction of the two variables. The interaction of the two variables is simply the scores of reader knowledge and textual features multiplied together. If the interaction is significant, then moderation is evident. This study employed Hayes’ (2013) PROCESS tool that is based on a linear regression model to calculate the interaction (moderation) effect between reader knowledge and textual features. More specifically, the model compares the slope of regression plane for the predictor variable (reader knowledge) at low and high values of the textual feature variable.
This study has also revealed that there was significant interaction model between grammatical knowledge and lexical frequency. There was a significant interaction effect, indicating that the relationship between grammatical knowledge and reading outcomes was moderated by text lexical frequency. Readers’ grammatical knowledge accounted for 22% of the variance in high lexical frequency texts and 8% in low lexical frequency texts. The effect of grammatical knowledge was more evident for texts with easy vocabulary or high lexical frequency, but the effect of grammar was less observed when the texts contain low lexical frequency or difficult vocabulary. These findings may explain the divergence of findings regarding the role of grammatical knowledge in comprehending English texts.

Significant interaction between grammar and lexical frequency suggests that the ability to integrate word into other words at phrase and sentence level may depend on the ability to recognize words efficiently (Perfetti & Stafura, 2014). Readers with low grammatical knowledge may only be able to activate their grammatical knowledge for texts with easy vocabulary but not for texts with difficult vocabulary. Understanding word meanings in the text is a prerequisite to applying the knowledge of sentence structure/grammatical knowledge in interpreting the meaning of the sentences and propositions in the text (Fender, 2001, 2003; Kintsch, 1998, 2005; Perfetti & Stafura, 2014). The ability to recognize words in a text is fundamental for further word integration process during reading. Inability to identify word meanings and structure impede the ability to comprehend phrase and sentence meaning as well as proposition in a text. Thus, semantic processing is a key to sentence comprehension and discourse comprehension in general (Perfetti & Stafura, 2014). The success of word-to-text integration requires high-quality word knowledge combining both form and meaning, a construct widely known as the Lexical Quality Hypothesis (Perfetti, 2007; Perfetti & Hart, 2002). This knowledge is highly variable across individuals (Perfetti & Stafura, 2014). Readers with high lexical quality are able to recognise words and integrate them with other words in the process of retrieving context-appropriate meanings, which in turn allows them to construct sentence propositions. Readers with low lexical quality will demonstrate “sluggish” or slow word integration process during text comprehension and will not always be successful in integrating a given word with the understanding of the text (Yang, Perfetti, & Schmalhofer, 2005).

In sum, the findings were consistent with the discourse comprehension framework used in this study, in which a coherent mental representation of the
text depends much on a reader’s ability to successfully deal with lower level processes (word level processes) prior to their subsequent higher processes in comprehending a text. Having a large vocabulary and better knowledge of word forms and meanings not only frees up capacity for comprehension but also assists in driving meaning of new words and integrating words within an existing text representation. Readers with less vocabulary have a limited ability to understand a variety of texts since their vocabulary size and depth is inadequate for building text-based information needed for higher order comprehension processes.

CONCLUSIONS

There are several points that can be drawn from the findings of this study. First, readers’ grammatical knowledge demonstrated a significant contribution in explaining L2 reading variance. Second, the lexical frequency of a text was found to play a great role in influencing L2 reading outcomes. Third, significant interaction was only evident between grammatical knowledge and lexical frequency in predicting L2 reading outcomes.

The findings give insight into the interplay of reader knowledge and textual features in predicting L2 reading outcomes. The relationship between readers’ grammatical knowledge and text lexical frequency influences variability in reading outcomes. This specific finding explains why a certain type of text may be less or more challenging for readers at particular knowledge levels. The results of this study provide a foundation for further research on exploring the interaction of reader characteristics and textual features which may include more variables, such as topic familiarity and text genre. This kind of studies are needed to improve our understanding of the mechanisms involved in the development of second-language reading skills in various settings. Undoubtedly, one of those mechanisms is working memory capacity, which was not included in the study, while it has been widely recognized as an important constraint on L1 and L2 reading performance (Hannon, 2013; Harrington & Sawyer, 1992). In addition, future studies can also explore the extent to which textual lexical difficulty and syntactic complexity affect L2 reading outcomes.

Overall, the findings of the study imply the need to carefully select the reading materials used in the classroom. The reading texts should not be too easy since simple texts do not convey much information to the readers. On the other hand, texts should not be too difficult as it discourages readers and makes
them frustrated. Reading teachers or material designers should focus on the level of lexical difficulty and syntactic complexity that match the learners’ level. This study also gives rise to a number of implications for reading pedagogy in Indonesia and beyond. The first is the importance of vocabulary knowledge in reading outcomes. This suggests that reading teachers and material designers should focus on building and familiarizing students with words in the text to develop their second-language reading skill.
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