Predictable nonwandering localization of covariant Lyapunov vectors for scale-free networks of chaotic maps
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For scale-free networks of Hénon maps we show that the first covariant Lyapunov vectors demonstrate high nonwandering localization. The nodes of localization are not synchronized with others, and the distributions of square deviations of dynamical variables from their neighborhood have identical power law shapes for all of such nodes. The revealed features of the localization nodes allow to find them without computing of the vectors.
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Introduction. — Localization properties of Lyapunov vectors in spatio-temporal chaotic systems attract a permanent interest since the early works [1–3], and recently it was renewed due to the discovery of algorithms for covariant Lyapunov vectors (CLVs) [4, 5]. The evolution of the vectors is governed by linear equations under chaotic forcing, so that their localization can be treated as a sort of Anderson localization [2]. The localization sites indicate unstable areas of a system, that, in particular, important for atmosphere dynamics prediction [6]. For homogeneous systems the localization sites of the covariant vectors wander irregularly so that their dynamics can be described by stochastic equation of Kardar-Parisi-Zhang [7, 8]. In contrast, the localization positions in inhomogeneous systems are pinned at certain fixed positions [9].

In this Letter we apply the apparatus of CLVs to the analysis of scale-free networks of chaotic maps. We show that the first CLVs for the these generalized extended systems are highly localized, and the localization is nonwandering, i.e., nonzero sites of the vectors always belong to a permanent subset of network nodes set. Moreover these nodes have specific topological and dynamical properties so that they can be identified without computing the CLVs. This is a remarkable example of explicit relations between the system topology, its phase space dynamics, and the associated tangent space dynamics of CLVs.

Model system. — We consider a network of Hénon maps build as a generalization of the Hénon chain from Ref. [10]:

\[ x_n(t+1) = \alpha - [x_n(t) + \epsilon g_n(t)]^2 + y_n(t), \]
\[ y_n(t+1) = \beta x_n(t), \]
\[ g_n(t) = \sum_{j=1}^{N} \frac{a_{nj}}{k_n} x_j(t) - x_n(t), \]

(1)
(2)

where \( \bar{N} \) is the number of network nodes, \( t = 0, 1, 2 \ldots \) is discrete time, \( a_{nj} \in \{0, 1\}, a_{nn} = 0 \) are the elements of the \( N \times N \) adjacency matrix \( A \), and \( k_n \) is degree of the \( n \)th node, i.e., the number of its connections. \( \alpha = 1.4 \) and \( \beta = 0.3 \) are the parameters, controlling local dynamics, and \( \epsilon \in [0,1] \) is the coupling strength. The system (1) is time-reversible: \( x_n(t) = y_n(t+1)/\beta, y_n(t) = -\alpha + [y_n(t+1) + \epsilon h_n(t+1)]^2/\beta^2 + x_n(t+1), \) where \( h_n(t) = \sum_{j=1}^{N} \frac{a_{nj}}{k_n} y_j(t) - y_n(t). \)

In what follows we will consider the instantaneous square deviations of nodes from their neighborhood taking into account both forward and backward time dynamics:

\[ \tau_n(t) = g_n^2(t) + h_n^2(t). \]

(3)

We consider scale-free networks with \( N \) nodes and \( N-1 \) connections generated via a stochastic process described in Ref. [11]. The node degree distribution of such networks has a power law shape \( P(k) \sim k^{-3}. \)

During the computations some CLVs sites can intermittently be dropped to machine zeros. Given identical initial conditions and two different algorithmic implementations of Eq. (1) one can observe this drops only for one of them, while the other one evolves flawlessly. This numerical artifact results in physically meaningless peaks in the Lyapunov exponent spectrum. To cure it we added a random variable of the amplitude \( 10^{-10} \) to \( x_n \) and \( y_n \) at each tenth iteration. Numerical problems with inhomogeneous chaotic system are also discussed in Ref. [9].

The dynamics of the system (1) is generally chaotic. Though the full synchronization of all nodes is not observed, the nodes can form clusters of synchronized oscillations. Both full and phase synchronization is possible. The former stands for the identity of the synchronized variables, and the later implies the coincidence of positions of minima and maxima of synchronized time series. Below we will consider only the phase synchronization.

To detect the clusters we find phase distances between nodes as suggested in Ref. [12]. Given a time interval \( T \), count the numbers \( \nu_m \) and \( \nu_n \) of local minima of \( x_m \) and \( x_n \), respectively, and also find the number \( \nu_{mn} \) of simultaneous minima of \( x_m \) and \( x_n \). Then the phase distance is computed as \( d_{mn} = 1 - \nu_{mn}/\max(\nu_m,\nu_n). \) It vanishes.
When all the minima of $x_m$ and $x_n$ occur simultaneously, and $d_{mn} = 1$ when none of them match. To identify the clusters we find the matrix of $d_{mn}$ and build a graph whose $n$th and $m$th nodes are connected if $d_{mn} = 0$. Finding connected components of this graph we identify the clusters of phase synchronized nodes.

Figure 1(a) shows the sizes of synchronization clusters against $\epsilon$, and Fig. 1(b) represents the first Lyapunov exponent. The synchronization occurs in the area (I) at $0.11 < \epsilon < 0.25$. Notice that the corresponding values of $\lambda_1$ are smaller here than in the surrounding areas. There are two large clusters each including approximately 30% $\div$ 40% of network nodes. The rest of the nodes either oscillate separately or are connected to very small clusters of 2-3 elements. To the left of the area (I) any clustering is absent, while to the right the clusters can be sufficiently large. In this Letter we will restrict ourselves with the area (I).

CLVs and localization measures. — We compute CLVs using the numerical method suggested in Ref. [5] with the improvements from Refs [8, 13]. Notice that there exists another method [4]. Given elements of the $i$th CLV $\gamma_{ji}$, where $j = 1, \ldots, 2N$ enumerates the vector sites, we compute CLV element related to the $n$th node as $p_{ni} = \gamma_{2n-1,i} + \gamma_{2n,i}$ where $\sum_{n=1}^{N} p_{ni} = 1$ for any $i$.

A vector with unit sum of elements is said to be localized if almost all its elements are zeros except one or a few ones, whereas a delocalized vector have nonzero and approximately equal elements. Two measures are usually employed in literature to quantify the Lyapunov vector localization. The inverse participation ratio $Y_2^{(i)} = \sum_{n=1}^{N} p_{ni}^2$ is $O(1)$ for localized vectors and $O(1/N)$ for delocalized ones [1, 14]. The exponential normalized entropy $W^{(i)} = \exp \left( -\sum_{n=1}^{N} p_{ni} \ln p_{ni} \right) / N$ is $O(1)$ for delocalized vectors and $O(1/N)$ for localized ones [3, 15]. One can easily see, however, that these two measures are related to the Rényi entropy [16] $H^{(i)} = \ln \left( \sum_{n=1}^{N} p_{ni}^\alpha \right) / (1 - \alpha)$, namely, $H^{(i)}_2 = -\ln Y_2^{(i)}$ and $H^{(i)}_1 = \ln(W^{(i)})$.

This is a smooth function that decays from $\ln N$ at $\alpha = 0$ to $H^{(i)}_\infty = -\ln p_{n_{loc}}^{(i)}$ at $\alpha \to \infty$, where $p_{n_{loc}}^{(i)} = \max \{p_{ni} | 1 \leq n \leq N\}$. $H^{(i)}_0 = 0$ for fully localized vectors and $H^{(i)}_\infty = \ln N$ for fully delocalized ones. Since tests indicate that $Y^{(i)}_2$, $W^{(i)}$ and $H^{(i)}_\infty$ behave qualitatively similar, we will use $H^{(i)}_\infty$ as a CLV localization measure. It provides two profits: it takes less computational time, and the localization node $n_{loc}^{(i)}$ is determined in a natural way.

Localization properties. — To characterize localization properties of CLVs we move along a trajectory and for each considered vector find the entropy $H^{(i)}_\infty$, the corresponding localization nodes $n_{loc}^{(i)}$ and the deviations $\tau_{\epsilon}$ and cluster sizes $c_{\epsilon}$ at $n = n_{loc}^{(i)}$. Being averaged in time these values are shown in Fig. 2(a,b) together with the corresponding Lyapunov exponents. Panel (c) represents the frequency $C_1$ of vector localization at separated nodes, i.e., at nodes that are not synchronized with any cluster and thus have $c_{\epsilon} = 1$, and the relative frequency $K_1$ of localization at nodes with $k_{\epsilon} = 1$.

Small entropy $H^{(i)}_\infty$ of the first vectors in Fig. 2(a) indicates their high localization, while plots for $\langle \tau_{\epsilon} \rangle_{loc}$ and $\langle c_{\epsilon} \rangle_{loc}$ in Fig. 2(b) reveal a qualitative transformation of the vector structure at $\epsilon \approx 16$. Small $\langle c_{\epsilon} \rangle_{loc}$ to the left means that the localization nodes of the first vectors are not synchronized with the large clusters. Small corresponding $\langle \tau_{\epsilon} \rangle_{loc}$ shows, however, that the variables $x_n$ and $y_n$ at the localization nodes do not deviate much from their neighborhood. These observations are refined in Fig. 2(c): since $C_1 \approx 1$ and $K_1 \approx 1$ at $\epsilon \leq 16$, the localization preferably occurs on separated nodes with one connection. Notice finally, see Fig. 2(a), that the vectors with $i \leq 16$ correspond to positive $\lambda$, and their number is less then the number of positive exponents.
These observations are typical for the area (I) shown in Fig. 1: the first CLVs always demonstrate high nonwandering localization, such that the nodes $\tau^{(1)}_{n}$ though can change from step to step, always belong to a permanent subset. These CLVs will be referred to as NWL vectors, and the corresponding nodes as NWL nodes. The number of NWL vectors is always less then the number of positive Lyapunov exponents. The nonwandering localization occurs due to the inhomogeneous structure of the considered system. The nonwandering localization of the first CLV was already reported for a disordered medium in Ref. [9].

If a localization site of a vectors freely drifts all over the system it obviously results in a homogeneous picture when the vector is averaged in time. Figure 3(a,b,c) shows that contrary to this the first averaged vectors $\langle p_{ni} \rangle$ have only a few essentially nonzero sites that allows to identify them as NWL vectors. The corresponding NWL nodes are gathered together because of the re-numeration explained below. Red curves represent the first three averaged vectors. One can see that the values at the localization nodes are of low. Red curves represent the first three averaged vectors.

Gray scales in Fig. 3(d,e,f) represent the distributions of deviations $\tau_{n}$ computed simultaneously with the CLVs above. Observe that the distributions for NWL and non-NWL nodes differ qualitatively. The NWL distributions monotonically decay form the maxima at the origin, while other distributions are separated from zero and have more complicated structure.

The specific form of the distributions for $\tau_{n}$ is employed in Fig. 3 to re-numerate the network and gather the NWL nodes. First we find a node with the highest maximum of the distribution at the origin. Then treating the distributions as vectors we find a node whose distribution has the smallest euclidean distance to the first one. After that we find the next node as the closest to the second one and so on.

Figure 3(i,j,k) shows the size distributions of clusters with which the nodes are synchronized. These plots are computed simultaneously with the above panels. Observe the correspondence: the NWL nodes preferably do not belong to any cluster, i.e., $c = 1$, while non-NWL ones form large clusters. The red curves demonstrate the degrees of the nodes: the NWL ones typically have only one connection, however in the very rare cases the degree can be 2. One can see only one such node $k_{r}$ in the panel (k).

Figure 3(a) represents the distributions of $\tau_{n}$ shown in Fig. 3(e). The nodes at $1 \leq n \leq 14$ (red lines) have almost identical power law distributions. They can be treated as core NWL nodes. Subsequent nodes at $15 \leq n \leq 24$ (blue lines) are intermediate: the distribution exponents at the origin remain unaltered, but humps emerge in the right parts. The node $n = 25$ (green line) is the first non-NWL node, since its distribution vanishes at the origin. Figure 3(b) shows the corresponding distributions of the cluster sizes $p_{c}$, also demonstrated in Fig. 3(j). One can see that the core NWL nodes are not synchronized with any clusters, while the intermediate ones can sometimes belong to large clusters. It corresponds to the emergence of humps in the panel (a). Finally, the non-NWL nodes always belong to the large clusters.

The NWL vectors can be identified as vectors with $1 \leq i \leq V_{\text{NW}}$ such that $C_{1}(i) > 0.5$, where $C_{1}$ is the frequency of localization at separated nodes, see the curve
...that the system selects the NWL nodes at each run according to initial conditions. However only low connected nodes can take part.

Concluding remarks. — We showed that the first CLVs for a chaotic dynamical network with a scale-free structure can demonstrate high nonwandering localization, and the localization nodes can be found without the computation of CLVs. These vectors which we refer to as NWL vectors being averaged in time have almost identical structure and their number always less then the number of positive Lyapunov exponents. Their localization nodes, the NWL nodes, can be identified due to the following features: they are not synchronized with others; they have very low degree (only one connection, in the most cases); they demonstrate identical power law distributions of square deviations of dynamical variables from their neighborhood.

Since by the definition CLV localization sites indicate the most unstable areas of a system, the revealed predictable localization provides an effective criterion for the detection of the most unstable network nodes without an “expensive” computation of the vectors. This is an example of explicit relations between dynamics of a system and the associated tangent space dynamics.
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