Controlling ligand-mediated exchange interactions in periodically driven magnetic materials
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A periodic drive could alter the effective exchange interactions in magnetic materials. Here, we explore how exchange pathways affect the effective interactions of periodically driven magnetic materials. Aiming to apply Floquet engineering methods to two-dimensional magnetic materials, we consider realistic models and discuss the effect of a periodic drive on ligand-mediated exchange interactions. We show that depending on bond angles and the number of ligand ions involved in the exchange process, drive-induced changes can be very different from those calculated from direct-hopping models considered earlier. We study these effects and find that the presence of ligand ions must be taken into account, especially for TMTCs where ligand ion mediated next-neighbor interactions play a crucial role in determining the magnetic ground state of the system.

I. INTRODUCTION

Periodic drives have been used extensively to tailor the properties of the Hamiltonians for ultracold gases in optical lattices, ranging from the generation of artificial gauge fields for neutral atoms in optical lattices to many body localization [1–47]. The evolution of such periodically-driven systems can be described by an effective time-independent Hamiltonian using Floquet theory [48]. The properties of this effective Hamiltonian can be controlled by changing the drive parameters like its frequency, amplitude etc. Extending these methods to quantum materials seems very promising as it may allow us to realize new states of matter and manipulate the electronic and magnetic properties of these materials on demand [49, 50].

Previously, several works studied light-induced changes in the magnetic properties of transition metal compounds [51–62]. Recent works [53–61] have demonstrated the possibility of using periodic drives for manipulating the exchange interactions in extended antiferromagnetic (AFM) Mott insulators. These results can be applied to many transition metal (TM) compounds. Transition metal trichalcogenide (TMTC) monolayers are one of the prime candidates, where periodic drive could lead to interesting results. As shown in Ref. [63], the magnetic properties of such monolayers are very well described by using the Heisenberg model on a honeycomb lattice with up to third nearest-neighbor interactions. Motivated by these materials, we study the effects of the periodic drive on a Fermi-Hubbard Model (FHM) on a honeycomb lattice, and study how the magnetic coupling strength can be modified by tuning different drive parameters. We further explore the consequences of the ligand ions and study how the changes in magnetic coupling strength depend not only on the drive parameters, but also on the bond angles and the orbital orientation of these intermediary ions.

II. PERIODICALLY DRIVEN FERMI HUBBARD MODEL

We study the effect of a periodic drive on the exchange interactions using a periodically driven Fermi Hubbard model (FHM) in the Mott regime at half-filling. Let us first review this model.

A. Review : Toy Model for AFM coupling renormalization due to photo-modified tunneling

In the presence of a time-dependent electric field, the full Hamiltonian of the Fermi-Hubbard model is given by:

\[ H = -t \sum_{\langle i,j \rangle} \hat{c}_i^{\dagger} \hat{c}_j + U \sum_i n_i^{\dagger} n_i + eE \sum_{i,\sigma} n_i \hat{r}_j \cos(\omega t). \]  

After Peierls substitution, it becomes:

\[ H' = -t \sum_{\langle i,j \rangle} e^{i \frac{\omega t - \frac{\omega}{2}}{\hbar} \sin(\omega t)} \hat{c}_i^{\dagger} \hat{c}_j + U \sum_{\langle i,\sigma \rangle} n^\dagger n \cos(\omega t), \]  

In the limit \( U \gg t \), and for a non-resonant drive, the exchange coupling is given by:

\[ J_i' = J_i U \sum_{n=-\infty}^{\infty} \frac{1}{U + \omega n} J_n(\eta_i)^2, \]  

where, \( J_i = \frac{4U^2}{\hbar} \) is the magnetic coupling strength for the undriven case, \( J_n \) denotes \( n^{th} \) order Bessel function, and drive parameter

\[ \eta_i = \frac{eE \cdot \Delta r_i}{\omega}, \]  

where \( \Delta r_i \) is the displacement between \( i^{th} \) neighbors. In the presence of this periodic drive, spin exchange interactions are affected mainly due to two factors: (a) change...
in the hopping parameter due to photon-assisted tunneling, and (b) virtual excitations between different Floquet sectors. The effective spin exchange interactions can thus be controlled by changing the frequency, polarization or intensity of the laser. Previous works [53–58] have studied the periodically driven FHM extensively for both near-resonant and off-resonant cases. The above expression in Eq. (3) is valid only for a non-resonant drive where doublon sectors are well separated in energy from the single occupation sector. Near-resonant drive can be handled using a somewhat similar machinery of Floquet formalism as shown in Ref. [56] but in certain cases, real doublon-holon pairs can significantly affect the exchange interactions [64].

B. Driven FHM on Honeycomb lattice

We are interested in controlling the properties of magnetic materials using light, and monolayer magnetic materials, e.g. TMTC monolayers, provide a suitable platform for our exploration. The magnetic structure of these 2D magnetic materials is captured by the Heisenberg model on a honeycomb lattice with up to third nearest neighbor interactions. It exhibits numerous ground states depending on the relative signs and values of different neighbor exchange interactions [63]. So, before proceeding further, we briefly consider the effects of a non-resonant periodic drive on the exchange interactions in this model.

Consider the Fermi-Hubbard Model on a honeycomb lattice with up to third nearest neighbor hopping:

\[
H = H_U + H_t = U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} + \sum_{\langle i,j \rangle} t_1 c_{r_1\sigma}^\dagger c_{r_2\sigma} + \sum_{\langle\langle i,j \rangle\rangle} t_2 c_{r_1\uparrow}^\dagger c_{r_2\uparrow} + \sum_{\langle\langle\langle i,j \rangle\rangle\rangle} t_3 c_{r_1\uparrow}^\dagger c_{r_2\uparrow} + \text{h.c} \tag{5}
\]

where \( U \gg t_i \). Adding a circularly polarized light beam gives rise to the following periodic drive:

\[
H'(t) = \sum_i e E_0 (\cos \omega t \hat{x} + \sin \omega t \hat{y}) \cdot \mathbf{r}_i \hat{n}_i
\tag{6}
\]

which results in a direction-independent modification of exchange interactions.

In the presence of this drive, the magnetic coupling strength between \( i^{th} \) neighbors is given by an expression similar to Eq. (3) with \( t \) replaced by \( t_i \), and the
changes with drive parameter $\zeta = \frac{e E_0}{\omega}$, where $E_0$ is the electric field amplitude, $e$ is the electron charge and $\omega$ is the frequency of drive measured in units of eV, and $a$ is the separation between the nearest neighbors on a honeycomb lattice, are shown in Fig. 1. This drive parameter is dimensionless. In most of the cases, $a \approx 1\text{Å}$ and $\omega \approx 1eV$, and thus $\zeta = 1$, roughly corresponds to an electric field amplitude of $1V/A$, i.e 100MV/cm. The changes in the coupling depend strongly on both the drive parameter $\zeta_0$, and the ratio $U/\omega$. The main contribution in Eq. (3) comes from those values of $n$ which are close to $U/\omega$. Roughly speaking, this change in the coupling constant behaves in the same manner as $J_n(\zeta_0)$, and thus for large values of $U/\omega$, the renormalization factor peaks at a higher value of the drive parameter, and its amplitude is also smaller as we notice in Fig. 1. This model is particularly interesting because depending on the drive parameter, the ground state of the effective time-independent hamiltonian can be very different from the undriven case as shown in Fig. 2.

### III. APPLICATIONS TO MATERIALS WITH LIGAND MEDIATED MAGNETIC INTERACTIONS

Most of the previous works [53–58] on the periodically driven FHM assumed direct hopping between two metal sites. In TM compounds spin-exchange interactions are mostly mediated by ligand ions as shown in Fig. 3 for TMTC monolayers [63], and thus the exchange coupling depends on factors like bond lengths, bond angles, and the nature of orbitals involved in the exchange process. There are usually multiple pathways available for spin-exchange processes between two metal sites. Particularly for TMTC monolayers [63], the nearest neighbor interactions occur via direct hopping or via one ligand ion, second and third nearest neighbor interactions involve indirect hopping mediated by two ligand ions as shown in Fig. 3. In order to provide a more precise estimate of the change in coupling strength, one must take these factors into account. Below, we explore the consequences of periodic drive for different cases, and contrast them with the periodic drive effects for the direct-hopping case.

**Case 1 : AF coupling via one intermediate ion with only one orbital**

Consider a simple two-site model with one spin on each site, and with a non-magnetic (ligand) ion between the two metal sites, which mediates the spin exchange between two spins located at metal sites as shown in Fig. 4. This model can be described by the following Hamiltonian:

$$H = - \sum_{i=1,2,\sigma} t e_{i\sigma}^e c_{i\sigma}^e + h.c + E_A(n_A - 2) + U \sum_{i=1,2} \hat{n}_i \hat{n}_{i\uparrow},$$

where $i$ denotes the metals sites, $A$ denotes the orbitals of non magnetic ions involved in the exchange process and its electronic energy $E_A$ is negative, and the on-site interaction on metal sites is $U$. For the undriven case, the magnetic coupling strength is given by:

$$J = 4t^4 \left( \frac{1}{(E_d)^2 U} + \frac{1}{(E_d)^2} \right),$$

where $E_d = |E_A| + U$ is the energy of those virtual states where one electron has been transferred from the ligand orbital $A$ to the metal ion [65]. Now, we apply a uniform AC electric field which adds an extra term $H_p$ to above Hamiltonian where,

$$H_p = - \sum_i eE(t) \cdot \mathbf{r}_i \hat{n}_i + eE(t) \cdot \mathbf{r}_A \hat{n}_A$$

and $E(t) = E_0(\cos \omega t \hat{x} + \sin \omega t \hat{y})$. Using fourth order perturbation theory, we show that in the non-resonant case, the new coupling strength is modified as follows:

$$J_{ex} = 4t^4 \sum \frac{1}{(E_d + n_1\omega)(E_d + m_1\omega)(E_d + n_2\omega)}$$

$$\left( \cos(2(n_1 - m_1)\alpha)J_{m_1}(\zeta_1)J_{n_1}(\zeta_1)J_{n_1-n}(\zeta_1)J_{m_2-n}(\zeta_1) + \cos(2(n - m_1 - n_1)\alpha)J_{m_1}(\zeta_1)J_{n_1}(\zeta_1)J_{n_1-n}(\zeta_1)J_{m_2-n}(\zeta_1) \right)$$

$$+ \left( \frac{E_d + n_1\omega)(E_d + m_1\omega)(U + \omega)\right)$$

$$\left( \cos(2(n_1 - m_1)\alpha)J_{m_1}(\zeta_1)J_{n_1}(\zeta_1)J_{n_1-n}(\zeta_1)J_{m_2-n}(\zeta_1) \right)$$

where $\zeta_1 = -\zeta_2 = \frac{\omega}{2\cos \alpha}$, and $\zeta_0 = \frac{e E_0}{\omega}$. The resulting magnetic coupling strength is shown in Fig. 5 for different values of charge transfer gap $E_0$. We notice that the observed changes do not differ significantly from the direct hopping case if $E_d \gg U$ but the changes for $E_d \approx U$ can be much different.

In addition to the charge transfer gap, $J_{ex}$ also depends on the bond angle $\alpha$ in Fig. 4, which is usually close to zero for AF coupling in most cases. In most of the transition metal compounds, only $p$ type orbitals of the ligand ion are involved in this superexchange mechanism, and thus both metal sites should have finite overlap with the same orbital which is possible only if bond angle is very small. We study the effect of periodic drive on magnetic coupling for different bond angles. As shown in Fig. 6, the changes in magnetic coupling strength follows the same trend as the direct hopping case approaches the same value when $E_d$ increases and $\alpha \ll 1$.

**Case 2 : Effect of a periodic drive on FM coupling mediated by a ligand ion**

In some cases, the ligand ion can also mediate FM interactions. When the spin exchange between two metal sites is not allowed but the two spins can still hop to two
**FIG. 3. Exchange Pathways in TMTC monolayers.** Top view of single layer metal phosphorus trichalcogenides (MPX₃) illustrating different paths responsible for spin exchange interaction (a) Nearest neighbor interactions \( J_1 \) can occur via direct hopping or via one ligand ion (b) Second nearest neighbor interactions are mediated by two intermediate ions, and there are five paths available for spin exchange (c) Third nearest neighbor interactions occur via two intermediate ions and both belong to the same plane.

**FIG. 4. AF coupling via one ligand ion.** Spin exchange between two sites (denoted by \( i \)) with one spin on each via orbital \( A \) of the ligand ion. There is no direct hopping between two metal sites, but the spin can hop between metal site and the orbital \( A \) for very small values of bond angle \( \alpha \). This superexchange mediated by a non-magnetic ion gives rise to AF interactions between two spins at sites denoted by \( i \).

Different ligand orbitals of the same ligand ion, then due to Hund’s coupling, two spins align in the same direction. Even in this situation, the magnetic coupling strength depends on the hopping parameter, and thus can be tuned by a periodic drive to a certain extent. Consider a toy model shown in Fig. 7 with two TM ions (M) at sites \( i = 1 \) and \( i = 2 \), and a ligand ion (X) with two degenerate orbitals namely A and B described by Hamiltonian:

\[
H = U \sum_{i=1,2} \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} + J_H \sum_{\alpha=A,B, \sigma=\uparrow, \downarrow} c_{i\alpha\downarrow}^\dagger c_{i\alpha\uparrow} + c_{i\downarrow\alpha}^\dagger c_{i\uparrow\alpha} + E_A \hat{n}_{\alpha\sigma} - \sum_{i=\{1,2\}, \alpha=A,B} t_{i\alpha} (c_{i\alpha\sigma}^\dagger c_{i\alpha\sigma} + c_{i\alpha\sigma}^\dagger c_{i\alpha\sigma})
\]

where \( J_H \) is Hund’s coupling and the hopping parameters, \( t_{1A} = t_{2B} = t \), and \( t_{2A} = t_{1B} = 0 \) as the spins at \( i = 1 \), and at \( i = 2 \) hop to orbitals A and B respectively.

In the presence of a circularly polarized light, the magnetic coupling strength is given by:

\[
J = t^4 \sum_{m_1, m_1', n_1, n_1'} \frac{4J_H}{(E_d + m_1\omega)(E_d + n_1\omega)((2E_d + n\omega)^2 - J_H^2)} \\
(\cos(2(m_1 - m_1')\alpha)J_{n_1}(\zeta_{1\alpha})J_{m_1}(\zeta_{1\alpha})J_{n_1}(\zeta_{2b})J_{m_1}(\zeta_{2b}) + \cos(2(n_1 - n_1')\alpha)J_{n_1}(\zeta_{1\alpha})J_{m_1}(\zeta_{1\alpha})J_{n_1}(\zeta_{2b})J_{m_1}(\zeta_{2b})J_{n_1}(\zeta_{1\alpha}))
\]

where \( E_d = U - E_A, \zeta_{1\alpha} = -\zeta_{2b} = \frac{\zeta_0}{\sin \alpha} \) with \( \zeta_0 = eE_0 a / \omega \), \( a \) is the separation between two TM ions and \( \alpha \) is the angle between the line joining the two TM ions
FIG. 5. **Effect of charge transfer gap.** Changes in AFM coupling as a function of drive parameter for different values of charge transfer gap $E_d$, when the ligand ion lies at the line joining the two TM ions. The qualitative behavior of renormalized coupling is independent of $E_d$, but the quantitative predictions start to differ significantly as $E_d$ decreases.

FIG. 6. **Effect of bond angle.** Change in AF coupling as a function of drive parameter for different values of bond angle $\alpha$ in Fig. (4). This change follows the same trend as the direct hopping case, and approaches the direct hopping limit when $E_d \gg U, \alpha \to 0$.

and the projection of M-X bond on the plane containing these TM ions. We are using a circularly polarized drive to introduce a direction-independent modification of exchange interactions. As shown in Fig. 8, the change in FM interaction is sensitive to bond angle $\alpha$ and start to increase with the bond angle. Also, these changes are more significant when the charge transfer gap and drive frequency are of the same order.

**Case 3: Effect of periodic drive on AF coupling mediated by two intermediate ligand ions**

In some materials, especially in TMTC monolayers, second and third nearest neighbor interactions play a very important role in deciding the magnetic ground state. This kind of interactions are allowed only due to the presence of two or more intermediate ions available for spin exchange as shown in Fig. 3. In such cases, the effect of a periodic drive can be expected to be very different from the direct hopping case. We consider the toy model shown in Fig. 9, where the electron at site $i = 1$ can hop to orbital $A$, the electron at other metals site can hop to orbital $B$ of the different ligand ion, and hopping between orbitals $A$ and $B$ is allowed. It can be described

FIG. 7. **FM coupling via two orbitals of the ligand ion.** FM interactions between spins mediated by a non-magnetic ion with two orbitals shown in different shades of blue. The electrons from each orbital of the ligand ion can hop to only one metal ion site so the intermediate state with same spin in two orbitals of the ligand ion is preferred due to Hund’s coupling. This favors the parallel arrangement of the two spins at metal sites.

FIG. 8. **Effect of bond angle.** Change in FM interactions as a function of drive parameter $\zeta_0$ for charge transfer gap $E_d = 5eV$ (dashed lines) and $E_d = 10eV$ (solid lines) for different values of angle $\alpha$, where $\alpha$ is the angle between the line joining the two TM ions and the projection of M-X bond on the plane containing these TM ions. In this case, changes depend on angle $\alpha$ and charge-transfer gap $E_d$. 
by the following Hamiltonian:

\[
H = U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} - \sum_{i=1(2)}, \alpha = \{A,B\}, \sigma = \{\uparrow,\downarrow\} \ \ t_{i\alpha} c_{i\alpha}^{\dagger} c_{i\sigma} + h.c. + E_A(\hat{n}_A - 2) + E_B(\hat{n}_B - 2) - t_{AB}(c_{A\sigma}^{\dagger} c_{B\sigma} + c_{B\sigma}^{\dagger} c_{A\sigma}),
\]

where, \(E_A\) and \(E_B\) are the electronic energies of the orbitals \(A\) and \(B\) of the ligand ions, \(t_{i\alpha}\) denotes the hopping parameter between orbital \(\alpha\) of the ligand ion and metal site \(i\), and \(t_{1A} = t_{2B} = t\), while \(t_{1B} = t_{2A} = 0\). Since in most cases, all ligand ions are similar so here we assume \(E_A = E_B\). In the presence of a circularly polarized EM field, we calculate the changes in the effective spin-exchange interactions and observe that bond angles play a very important role as shown in Fig. 10.

![AF coupling via two ligand ions](image)

FIG. 9. **AF coupling via two ligand ions.** AF coupling between two spins mediated by two ligand ions where no direct hopping is allowed between two metal sites. This system is represented by the Hamiltonian in Eq. (13).

![Effect of bond angles](image)

FIG. 10. **Effect of bond angles.** Change in AF coupling strength as a function of drive parameter \(\zeta_0 = \frac{\omega E_a}{\alpha}\), where \(a\) is the separation between two magnetic ions and the spin-exchange is mediated by two intermediate ions in the presence of a periodic drive. This is one of the most important spin-exchange pathway in TMTC monolayer, and the changes in spin exchange interactions are very different from direct hopping case.

Although Floquet engineering of the spin exchange interactions looks very promising, and changes in the effective spin exchange interactions have been demonstrated in some cold atom experiments [66, 67], in real materials, we need very large \(E\) fields (of the order of \(1V/A\)) to make any significant changes, and we need to take into account the microscopic details of the spin exchange processes. In most cases, there are more than one competing mechanisms, and quantitatively precise predictions can be made only if the relative contributions from different exchange pathways are known a priori. Indeed, we find that the presence of intermediary ions cannot be neglected, and must be taken into account, especially for materials like TMTCs where even the third nearest neighbor interactions play a crucial role in determining the magnetic ground state of the system. This section provided us an estimate of how depending on the exchange mechanism, changes in the magnetic coupling strength can be very different from the direct hopping case.
Implications for TMTC monolayers

The effect of ligand ions on the magnetic coupling renormalization depends on the material properties like bond length, bond angle and charge transfer gap. For TMTC monolayers, the ligand ions mainly affect the second and third nearest neighbor interactions (Fig. 3). As a result, the analysis shown in Fig. 1 and Fig. 2, where we assumed that all spin exchange processes were occurring as a result of direct hopping would be affected. In Fig. 11, we plot the changes in magnetic coupling strength for MnPS₃ by taking into account the different exchange mechanism and compare it to the direct-hopping case. We notice that, depending on the frequency, in certain cases even the qualitative behavior can be drastically different, for example, when the drive frequency is $\omega = 1.1\text{eV}$, the second and third nearest-neighbor interactions, $J_2$ and $J_3$, change sign at some values of the drive parameter for direct-hopping, but they remain positive when the ligand ions are taken into account. This deviation from the results of direct-hopping model is significant as the ground state of the effective Floquet hamiltonian has a very different magnetic order (Fig. 2) for the above two situations.

IV. CONCLUSIONS

We studied the consequences of a periodic drive on the ligand mediated spin-exchange interactions in a model inspired by TMTCs. Although our calculations are not material specific, they capture the essential features of periodically driven magnetic materials where exchange interactions are mediated by non-magnetic ions. We showed that the modifications due to periodic drive depend on the exchange pathways, and in certain cases these changes can significantly differ from the changes predicted by the direct hopping models. This brings us a step closer to the experimental implementation of Floquet engineering in such materials.

We made several assumptions in order to understand the effects of periodic drive. Particularly, we restricted our analysis to a two-site toy model. Most of our calculations rely on the validity of perturbation methods in Floquet space, and hence we focused on off-resonant cases only. Furthermore, we restricted our analysis to a single orbital on each TM ion except for the FM case. As a result of these simplifications, these findings are applicable to only those cases where degeneracy between different $d$ orbitals is lifted or the exchange process involves only one spin on each magnetic-ion site.

Also, our discussion was limited to the magnetic properties of Floquet hamiltonians only. In practice, most of the observables also depend on the method used for switching on the drive. This analysis is valid only if the drive is turned on adiabatically. Additionally, the drive must be kept on for a long time to let the system adjust to the new effective hamiltonian. In these spin systems, this time scale is roughly of the order of $1/J \approx 5\text{ps}$. As we observed in Fig. 2, for certain values of the drive parameter, the effective hamiltonian can have a very different magnetic ground state which can be measured directly from the changes in experimental quantities like reflectivity. While in other cases, the magnetic ground state might not change, but only the strength of magnetic coupling strength is modified. This kind of changes should be reflected in the magnon spectrum or transition temperatures. In certain TMTCs like CrSiTe₃, where spin-lattice coupling is very strong [69], the modified exchange interactions can also affect the phonon frequency shifts which can be studied experimentally.
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Appendix A: Derivation for ligand-mediated AF coupling

For a two site-model considered in the main text, we have

$$H = E_A(\hat{n}_A - 2) + U \sum_{i=1,2} \hat{n}_{i\uparrow}\hat{n}_{i\downarrow} - \sum_{i=1,2,\sigma} t_A c_{i\sigma}^\dagger c_{A\sigma} + \text{h.c.} = H_0 + H_{\text{hop}},$$  \hspace{1cm} (A1)

where \(\hat{n}_A = c_{A\uparrow}^\dagger c_{A\uparrow} + c_{A\downarrow}^\dagger c_{A\downarrow}\), \(i\) denotes the magnetic metal-ion sites, \(A\) is the orbital of the non-magnetic ion involved in the exchange process and its electronic energy \(E_A\) is negative, and the on-site interaction on metal sites is \(U\). First, we’ll calculate the exchange interactions in the static model where we have one spin on each magnetic ion and the ligand-orbital is completely filled. We can extract the AF coupling by focussing on \(S_z = 0\) sector only, i.e by finding the energy difference between triplet and singlet configurations. We treat the hopping part as a perturbation. Within \(S_z = 0\) subspace, \(H_0\) has nine eigenstates which can be divided into following four sectors:

1. Magnetic-ion single-occupation sector \(P\) (two states)

$$|g_1\rangle = c_{1\uparrow}^\dagger c_{2\downarrow}^\dagger c_{A\uparrow}^\dagger c_{A\downarrow}|0\rangle, \quad |g_2\rangle = c_{1\downarrow}^\dagger c_{2\uparrow}^\dagger c_{A\uparrow}^\dagger c_{A\downarrow}|0\rangle$$  \hspace{1cm} (A2)

which has energy \(E_P = 0\). This also happens to be the low-energy subspace of \(H_0\) for \(E_A < 0\) which is the case here.

2. Magnetic-ion double-occupation sector \(Q_1\) (two states)

$$|Q_1\rangle = c_{1\uparrow}^\dagger c_{1\downarrow}^\dagger c_{A\uparrow}^\dagger c_{A\downarrow}|0\rangle, \quad |Q_2\rangle = c_{1\uparrow}^\dagger c_{2\downarrow}^\dagger c_{A\uparrow}^\dagger c_{A\downarrow}|0\rangle$$  \hspace{1cm} (A3)

with energy \(E_{Q_1} = U\).

3. Ligand-ion single-occupation sector \(Q_2\) (four states)

$$|Q_3\rangle = c_{1\uparrow}^\dagger c_{1\downarrow}^\dagger c_{A\uparrow}^\dagger c_{A\downarrow}|0\rangle, \quad |Q_4\rangle = c_{1\uparrow}^\dagger c_{2\downarrow}^\dagger c_{A\uparrow}^\dagger c_{A\downarrow}|0\rangle$$

$$|Q_5\rangle = c_{1\uparrow}^\dagger c_{1\downarrow}^\dagger c_{A\uparrow}^\dagger c_{2\downarrow}|0\rangle, \quad |Q_6\rangle = c_{1\uparrow}^\dagger c_{2\downarrow}^\dagger c_{A\uparrow}^\dagger c_{1\downarrow}|0\rangle$$

which has energy \(E_{Q_2} = E_d = U - E_A\).

4. Ligand-ion zero-occupation sector \(Q_3\) (one state)

$$|Q_3\rangle = c_{1\uparrow}^\dagger c_{1\downarrow}^\dagger c_{2\downarrow}^\dagger c_{2\downarrow}|0\rangle$$  \hspace{1cm} (A5)

which has energy \(E_{Q_3} = 2E_d = 2U - 2E_A\).

In order to find the exchange interactions, we can write-down an effective hamiltonian for the ground state sector \(P\) by using Schrieffer-Wolf transformations [70]. In the model described above, the first contribution to exchange interactions comes from fourth-order corrections in low-energy effective hamiltonian. This term arises because of virtual process which connects state \(|g_1\rangle\) to \(|g_2\rangle\) or vice-versa as shown in Fig. 12. The contribution of fourth-order terms can be expressed as:

$$H_{\text{eff}}^{(4)} \approx \sum_{i,j,k=1,2,3} \frac{\hat{P} H_{\text{hop}} \hat{Q}_j H_{\text{hop}} \hat{Q}_k H_{\text{hop}} \hat{P}}{(E_P - E_{Q_j})(E_P - E_{Q_k})(E_P - E_{Q_k})}$$  \hspace{1cm} (A6)

where \(\hat{P}\) and \(\hat{Q}_i\) denotes the projection operator on low-energy sector \(P\) and high-energy sector \(Q_1\). We notice that

$$\hat{P} H_{\text{hop}} \hat{Q}_1 = \hat{P} H_{\text{hop}} \hat{Q}_3 = 0$$  \hspace{1cm} (A7)

which reduces the above sum to

$$H_{\text{eff}}^{(4)} \approx - \sum_{j=1,3} \frac{\hat{P} H_{\text{hop}} \hat{Q}_j H_{\text{hop}} \hat{Q}_k H_{\text{hop}} \hat{P}}{E_d^2 E_{Q_j}}.$$  \hspace{1cm} (A8)
and it takes the following form

$$H_{\text{eff}}^{(4)} \approx -\frac{2t_A^4}{E_d^2} \left( \frac{1}{U} + \frac{1}{E_d} \right) \sum_{i,j=1,2} (-1)^{i-j} |g_i \rangle \langle g_j|$$  \hspace{1cm} (A9)

for states $|g_1 \rangle, |g_2 \rangle$ of low-energy manifold (single-occupation sector $P$) of hamiltonian $H$ in Eq. A1. A similar analysis for $S_z = \pm 1$ sector shows that $H_{\text{eff}}^{(4)} = 0$ indicating that the energy of this sector is equal to that of $S_z = 0$ triplet state $\frac{1}{\sqrt{2}}(|g_1 \rangle + |g_2 \rangle)$ as expected. This gives us a coupling strength:

$$J_{\text{ex}} = \frac{4t_A^4}{E_d^2} \left( \frac{1}{U} + \frac{1}{E_d} \right).$$  \hspace{1cm} (A10)

Now, this analysis can be extended to include an off-resonant drive as well. For a driven system, after Peierls substitution, $H_{\text{hop}}$ is replaced by:

$$H_{\text{hop}}(t) = -\sum_{i=1,2,\sigma} t_A e^{i\frac{E(t) \cdot r_i}{\hbar}} e^\dagger_{\iota\sigma} c_{A\sigma} + \text{h.c}$$  \hspace{1cm} (A11)

where $r_{iA} = r_i - r_A$ and $\omega$ is the frequency of EM field. For a circularly polarized light,

$$E(t) \cdot r_{iA} = E r_{iA} \cos(\alpha_{iA}) \cos \omega t + E r_{iA} \sin(\alpha_{iA}) \sin \omega t = E r_{iA} \cos (\omega t - \alpha_{iA})$$  \hspace{1cm} (A12)

where $\alpha_{iA}$ is the angle between $r_{iA}$ and $\hat{x}$ (we have chosen $r_{12}$ as $x$ direction). Now, using Jacob-Anger identity we get

$$H_{\text{hop}}(t) = -\sum_{i=1,2,\sigma} t_A \mathcal{J}_n(\zeta_{iA}) e^{-i\alpha_{iA}} e^{i\omega t} e^\dagger_{\iota\sigma} c_{A\sigma} + \text{h.c}$$  \hspace{1cm} (A13)

where $\mathcal{J}_n$ denotes $n^{th}$ order Bessel function and $\zeta_{iA} = E r_{iA} \text{Sign}(x_{iA})$. Now, we can use Floquet theory to express this hamiltonian in a time-independent manner by extending the original basis to include the photon degree of freedom.
In this basis, the hooping part takes the following form

\[ H_{\text{hop}} = \sum_{n,m} H_{\text{hop}}^{n} \otimes |m+n\rangle \langle m| + h.c \]  

(A14)

where \( H_{\text{hop}}^{n} = -\sum_{i=1,2,\sigma} t_{A} J_{a} (\xi_{iA}) e^{-in\alpha_{iA}} \left( c_{i\sigma}^{\dagger} c_{A\sigma} + c_{A\sigma}^{\dagger} c_{i\sigma} \right) \) denotes the \( n \) photon-assisted hopping, and similarly the \( n^{th} \) sector of unperturbed part becomes

\[ H_{\text{0}}^{n} = (H_{0} + n\omega) \otimes |n\rangle \langle n| \]  

(A15)

For an off-resonant drive, we can employ the same SW transformation technique in the extended Floquet basis which can account for all photo-assisted virtual processes. Here, again we notice that the lowest-order contribution to exchange splitting comes from the fourth-order terms and it is captured by the following term

\[ H_{\text{eff}}^{(4)} \approx -\sum_{n_{1},n_{1},n_{1},j=1,3} \frac{P H_{\text{hop}} Q_{2,j,n_{1}} H_{\text{hop}}^{n_{1}-n_{1}} Q_{j,n} H_{\text{hop}}^{n_{1}}}{(E_{d} + m_{1}\omega)(E_{Q_{j}} + n\omega)(E_{d} + n_{1}\omega)} , \]  

(A16)

where \( Q_{j,n} \) denotes the \( n \) photon-dressed \( Q \) sector. By repeating the same steps as in the static case, we get

\[ J_{\text{ex}} = 4t_{A}^{2} \sum_{n_{1},n_{1}} \frac{1}{2(E_{d} + n_{1}\omega)(E_{d} + m_{1}\omega)(E_{d} + \frac{\omega}{2}\omega)} (\cos(2(n_{1} - m_{1})\alpha) J_{m_{1}}(\xi_{1}) J_{m_{1}}(\xi_{1}) J_{m_{1}}(\xi_{1}) J_{m_{1}}(\xi_{1}) + \cos(2(n_{1} - m_{1})\alpha) J_{m_{1}}(\xi_{1}) J_{m_{1}}(\xi_{2}) J_{m_{1}}(\xi_{1}) J_{m_{1}}(\xi_{1}) + (\xi_{1} - \xi_{2} = \frac{\sqrt{2m_{1}}}{\cos_{r_{12}}} \right) \]

\[ \text{A similar approach has been used to calculate the magnetic coupling strength for other cases based on an exchange mechanism involving two-ligand orbitals.} \]

---
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