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Abstract

Identifying user intents from natural language utterances is a crucial step in conversational systems that has been extensively studied as a supervised classification problem. However, in practice, new intents emerge after deploying an intent detection model. Thus, these models should seamlessly adapt and classify utterances with both seen and unseen intents – unseen intents emerge after deployment and they do not have training data. The few existing models that target this setting rely heavily on the scarcely available training data and overfit to seen intents data, resulting in a bias to misclassify utterances with unseen intents into seen ones. We propose RIDE: an intent detection model that leverages commonsense knowledge in an unsupervised fashion to overcome the issue of training data scarcity. RIDE computes robust and generalizable relationship meta-features that capture deep semantic relationships between utterances and intent labels; these features are computed by considering how the concepts in an utterance are linked to those in an intent label via commonsense knowledge. Our extensive experimental analysis on three widely-used intent detection benchmarks show that relationship meta-features significantly increase the accuracy of detecting both seen and unseen intents and that RIDE outperforms the state-of-the-art model for unseen intents.

1 Introduction

Virtual assistants such as Amazon Alexa and Google Assistant allow users to perform a variety of tasks (referred to as ‘skills’ in Alexa) through an intuitive natural language interface. For example, a user can set an alarm by simply issuing the utterance “Wake me up tomorrow at 10 AM” to a virtual assistant, and the assistant is expected to understand that the user’s intent (i.e., “AddAlarm”) is to invoke the alarm module, then set the requested alarm accordingly. Detecting the intent implied in a natural language utterance (i.e., intent detection) is typically the first step towards performing any task in conversational systems.

Intent detection (or classification) is a challenging task due to the vast diversity in user utterances. The challenge is further exacerbated in the more practically relevant setting where the full list of possible intents (or classes) is not available before deploying the conversational system, or intents are added over time. This setting is an instance of the generalized zero-shot classification problem (Felix et al., 2018): labeled training utterances are available for seen intents but are unavailable for unseen ones, and at inference time, models do not have prior knowledge on whether the utterances they receive imply seen or unseen intents; i.e., unseen intents emerge after deploying the model. This setting is the focus of this paper.

Little research has been conducted on building generalized zero-shot (GZS) models for intent detection, with little success. The authors in (Liu et al., 2019) proposed a dimensional attention mechanism into a capsule neural network (Sabour et al., 2017) and computing transformation matrices for unseen intents to accommodate the GZS setting. This model overfits to seen classes and exhibits a strong bias towards classifying utterances into seen intents, resulting in poor performance. Most recently, the authors in (Yan et al., 2020) extended the previous model by utilizing the density-based outlier detection algorithm LOF (Breunig et al., 2000), which allows distinguishing utterances with seen intents from those with unseen ones, which partially mitigates the overfitting issue. Unfortunately, the performance of this model is sensitive to that of LOF, which fails in cases where intent labels are semantically close.

We propose RIDE\(^1\), a model for GZS intent detection

\(^1\)RIDE: Relationship Meta-features Assisted Intent Detection
\(^2\)Currently under review. GitHub Code Repository will be shared upon acceptance
detection that utilizes commonsense knowledge to compute robust and generalizable unsupervised relationship meta-features. These meta-features capture deep semantic associations between an utterance and an intent, resulting in two advantages: (i) they significantly decrease the bias towards seen intents as they are similarly computed for both seen and unseen intents and (ii) they infuse commonsense knowledge into our model, which significantly reduces its reliance on training data without jeopardizing its ability to distinguish semantically close intent labels. Relationship meta-features are computed by analyzing how the phrases in an utterance are linked to an intent label via commonsense knowledge.

Figure 1 shows how the words (or phrases) in an example utterance are linked to the words in an example intent label through the nodes (i.e., concepts) of a commonsense knowledge graph. In this example, the link \( \text{look for}, \text{Synonym}, \text{find} \) indicates that \text{look for} and \text{find} are synonyms, and the links \( \text{feeling hungry}, \text{CausesDesire}, \text{eat} \) and \( \text{restaurant}, \text{UsedFor}, \text{eat} \) can be used to infer the existence of the link \( \text{feeling hungry}, \text{IsRelated}, \text{restaurant} \), which indicates that feeling hungry and restaurant are related. These two links, the direct and the inferred ones, carry a significant amount of semantic relatedness, which indicates that the given utterance-intent pair is compatible. Note that this insight holds regardless of whether the intent is seen or not. RIDE utilizes this insight to build relationship meta-feature vectors that quantify the relatedness between an utterance and an intent in an unsupervised fashion.

RIDE combines relationship meta-features with contextual word embeddings (Peters et al., 2018), and feeds the combined feature vectors into a trainable prediction function to finally detect intents in utterances. Thanks to our relationship meta-features, RIDE is able to accurately detect both seen and unseen intents in utterances. Our extensive experimental analysis using the three widely used benchmarks, SNIPS (Coucke et al., 2018), SGD (Rastogi et al., 2019), and MultiWOZ (Zang et al., 2020) show that our model outperforms the state-of-the-art model in detecting unseen intents by at least 30.36%.

A secondary contribution of this paper is that we managed to further increase the accuracy of GZS intent detection by employing Positive-Unlabeled (PU) learning (Elkan and Noto, 2008) to predict if a new utterance belongs to a seen or unseen intent. PU learning assists intent detection models by mitigating their bias towards classifying most utterances into seen intents. A PU classifier is able to perform binary classification after being trained using only positive and unlabeled examples. We found that the use of a PU classifier also improves the accuracy of existing GZS intent detection works, but our model is again outperforming these works.

2 Preliminaries

2.1 Intent Detection

Let \( \mathcal{S} = \{I_1, \ldots, I_k\} \) be a set of seen intents and \( \mathcal{U} = \{I_{k+1}, \ldots, I_n\} \) be a set of unseen intents where \( \mathcal{S} \cap \mathcal{U} = \emptyset \). Let \( \mathcal{X} = \{X_1, X_2, \ldots, X_m\} \) be a set of labeled training utterances where each training utterance \( X_i \in \mathcal{X} \) is described with a tuple \( (X_i, I_j) \) such that \( I_j \in \mathcal{S} \). An intent \( I_j \) is comprised of an Action and an Object and takes the form “ActionObject”\(^3\) (e.g., “FindRestaurant”); an Action describes a user’s request or activity and an Object describes the entity pointed to by an Action (Chen et al., 2013; Wang et al., 2015; Vedula et al., 2020). In both the zero-shot (ZS) and the GZS settings, the training examples have intent labels from set \( \mathcal{S} \) only, however, the two settings differ as follows.

**ZS Intent Detection.** Given a test utterance \( X_i' \) whose true label \( I_j \) is known to be in \( \mathcal{U} \) a priori, predict a label \( I_j' \in \mathcal{U} \).

---

\(^3\)If intents are described using a complex textual description, Actions and Objects can be extracted using existing NLP tools such as dependency parsers.
GZS Intent Detection. Given a test utterance $\mathcal{X}'_i$, predict a label $\mathcal{T}'_j \in \mathcal{S} \cup \mathcal{U}$. Note that unlike in the ZS setting, it is not known whether the true label of $\mathcal{X}'_i$ belongs to $\mathcal{S}$ or $\mathcal{U}$, which exacerbates the challenge in this setting; we focus on this setting in this paper.

2.2 Knowledge Graphs

Knowledge graphs (KG) are structures that capture relationships between entities, and are typically used to capture knowledge in a semi-structured format; i.e., they are used as knowledge bases. Knowledge graphs can be viewed as collections of triples, each representing a fact of the form $\langle \text{head}, \text{relation}, \text{tail} \rangle$ where $\text{head}$ and $\text{tail}$ describe entities and $\text{relation}$ describes the relationship between the respective entities. In this work, we use ConceptNet (Speer et al., 2016), which is a rich and widely-used commonsense knowledge graph. Interested readers can check Appendix A.1 for more details on ConceptNet.

2.3 Link Prediction

While large knowledge graphs may capture a large subset of knowledge, they are incomplete: some relationships (or links) are missing. Link prediction (Kazemi and Poole, 2018) augments knowledge graphs by predicting missing relations using existing ones. In the context of this work, we pre-train a state-of-the-art link prediction model (LP) on the ConceptNet KG to score novel facts that are not necessarily present in the knowledge graph. Given a triple (i.e., fact) in the form $\langle \text{head, relation, tail} \rangle$, a link prediction model scores the triple with a value between 0 and 1, which quantifies the level of validity of the given triple. The details of training our link predictor are available in Appendix A.2.

2.4 Positive-Unlabeled Learning

Positive-Unlabeled (PU) classifiers learn a standard binary classifier in the unconventional setting where labeled negative training examples are unavailable. The state-of-the-art PU classifier (Elkan and Noto, 2008), which we integrate into our model, learns a decision boundary based on the positive and unlabeled examples, and thus can classify novel test examples into positive or negative. The aim of the PU classifier is to learn a probabilistic function $f(\mathcal{X}_i)$ that estimates $P(\mathcal{T}_j \in \mathcal{S} | \mathcal{X}_i)$ as closely as possible. In this work, we train a PU classifier using our training set (utterances with only seen intents labeled as positive) and validation set (utterances with both seen and unseen intents as unlabeled). We use 512-dimensions sentence embedding as features when using the PU classifier, generated using a pre-trained universal sentence encoder (Cer et al., 2018).

3 Our Approach

Figure 2 shows an overview of our model: given an input utterance $\mathcal{X}_i$, we first invoke the PU classifier (if it is available) to predict whether $\mathcal{X}_i$ implies a seen or an unseen intent; i.e., whether $\mathcal{X}_i$’s intent belongs to set $\mathcal{S}$ or $\mathcal{U}$. Then, an instance of our core model (the red box in Figure 2) is invoked for each intent in $\mathcal{S}$ or $\mathcal{U}$ based on the PU’s prediction. Our core model predicts the level of compatibility between the given utterance $\mathcal{X}_i$ and intent $\mathcal{T}_j$, i.e., the probability that the given utterance implies the given intent $P(\mathcal{T}_j | \mathcal{X}_i) \in [0, 1]$. Finally, our model outputs the intent with the highest compatibility probability, i.e., $\text{argmax}_{\mathcal{T}_j} P(\mathcal{T}_j | \mathcal{X}_i)$.

Our core model concatenates relationship meta-features, utterance embedding, and intent embedding and feeds them into a trainable prediction function. The Relationship Meta-features Generator (RMG) is at the heart of our model, and it is the most influential component. Given an utterance
and an intent, RMG generates meta-features that capture deep semantic associations between the given utterance and intent in the form of a meta-feature vector.

### 3.1 Relationship Meta-feature Generation

RMG extracts relationship meta-features by utilizing the “Action|Object” structure of intent labels and commonsense knowledge graphs. Relationship meta-features are not only generalizable, but also discriminative: while the example utterance “Look for something nearby. I am feeling hungry.” may be related to the intent “ReserveRestaurant”, the Action part of this intent is not related to any phrase in the utterance; thus, “ReserveRestaurant” is less related to the utterance than “FindRestaurant”.

RMG takes the following inputs: a set of relations in a knowledge graph (35 in the case of ConceptNet) \( R = \{ r_1, r_2, \ldots, r_n \} \); the set of n-grams \( G_i = \{ g_1, g_2, \ldots, g_q \} \) that correspond to the input utterance \( X_i \), where \( |G| = q \); and an intent label \( I_j = \{ A, O \} \), where \( A \) and \( O \) are the Action and Object components of the intent, respectively. RMG computes a relationship meta-features vector in four steps, where each step results in a vector of size \(|R|\). The smaller vectors are: \( e_{X_i}^A \), \( e_{X_i}^O \), \( e_{X_i}^R \), and \( e_{X_i}^G \), where \( e_{X_i}^A \) captures the Action to utterance semantic relationships and \( e_{X_i}^O \) captures the Object to utterance semantic relationships. The remaining two vectors capture relationships in the other direction; i.e., utterance to Action/Object, respectively. Capturing bi-directional relationships is important because a relationship in one direction does not necessarily imply one in the other direction – for example, \{table, AtLocation, restaurant\} does not imply \{restaurant, AtLocation, table\}. The final output of RMG is the relationship meta-features vector \( e_{relationship} \), which is the concatenation of the four aforementioned vectors. We explain next how the smaller vectors are computed.

RMG computes \( e_{X_i}^A \) for a relation in \( R \) between \( A \) and each n-gram in \( G_i \). That is, \( e_{X_i}^A \) has \(|R|\) cells, where each cell corresponds to a relation \( r \in R \). Each cell is computed by considering the strength of each relation in \( R \) between \( A \) and each n-gram in \( G_i \). This is done by taking \( \max \) over all \( g \in G_i \). \( \text{LP}(A, r, g) \) outputs the probability that the fact represented by the triple \{head, relation, tail\} exists. The vector \( e_{X_i}^G \) is computed similarly, but with passing \( O \) instead of \( A \) when invoking the link predictor; i.e., taking \( \max \) over all \( g \in G_i \). Given an utterance \( X_i \) with \( u \) words, first we compute an embedding \( \text{emb}(w_j) \in \mathbb{R}^d \) for each word \( w_j \) in the utterance, where \( \text{emb}(w_j) \) is the concatenation of a contextual embedding obtained from a pre-trained ELMo model and parts of speech (POS) tag embedding. Then, we use bi-directional LSTM to produce a \( d \)-dimensional representation as follows:

\[
\mathbf{h}_j = \text{LSTM}_{fw}(\mathbf{h}_{j-1}, \text{emb}(w_j)).
\]

Finally, we concatenate the output of the last hidden state as utterance embedding \( \mathbf{e}_\text{utterance} = [\mathbf{h}_u; \mathbf{h}_u] \in \mathbb{R}^d \). We encode intent labels similarly to produce an intent embedding \( \mathbf{e}_\text{intent} \in \mathbb{R}^d \).
3.3 Training the Model

Our model has two trainable components: the LSTM units in the utterance and intent encoders and the compatibility probability prediction function. We jointly train these components using training data prepared as follows. The training examples are of the form $(\langle X_i, I_j \rangle, Y)$, where $Y$ is a binary label representing whether the utterance-intent pair $(X_i, I_j)$ are compatible: 1 means they are compatible, and 0 means they are not. For example, the utterance-intent pair (“I want to play this song”, “PlaySong”) gets a label of 1, and the same utterance paired with another intent such as “BookHotel” gets a label of 0. We prepare our training data by assigning a label of 1 to the available utterance-intent pairs (where intents are seen ones); these constitute positive training examples. We create a negative training example for each positive one by corrupting the example’s intent. We corrupt intents by modifying their Action, Object, or both; for example, the utterance-intent pair (“look for something nearby. I am hungry.”, “FindRestaurant”) may result in the negative examples (..., “ReserveRestaurant”), (...,”RentMovies”). We train our core model by minimizing the cross-entropy loss over all the training examples.

4 Experimental Setup

In this section, we describe the datasets, evaluation settings and metrics, competing methods, and implementation details of our proposed method.

4.1 Datasets

Table 1 presents important statistics on the datasets we used in our experiments.

| Dataset      | SNIPS | SGD | MultiWOZ |
|--------------|-------|-----|----------|
| Dataset Size | 14.2K | 57.2K | 30.0K    |
| Vocab. Size  | 10.8K | 8.8K | 9.7K     |
| Avg. Length  | 9.05  | 10.62 | 11.07    |
| # of Intents | 7     | 46   | 11       |

Table 1: Dataset statistics.

publicly available dataset. We used the most recent version 2.2 of MultiWOZ in our experiments, which contains utterances spanning 11 intents. Similarly to the pre-processing of SGD dataset, we only kept utterances that express an intent to maintain consistency with the previous work.

4.2 Evaluation Methodology

We use standard classification evaluation measures: accuracy and F1 score. The values for all the metrics are per class averages weighted by their respective support. We present evaluation results for the following intent detection settings:

**ZS intent Detection.** In this setting, a model is trained on all the utterances with seen intents – i.e., all samples $(X_i, I_j)$ where $I_j \in S$. Whereas at inference time, the utterances are only drawn from those with unseen intents; the model has to classify a given utterance into one of the unseen intents. Note that this setting is less challenging than the GZS setting because models know that utterances received at inference time imply intents that belong to the set of unseen intents only, thus naturally reducing their bias towards classifying utterances into seen intents. For each dataset, we randomly place $\approx 25\%, \approx 50\%$, and $\approx 75\%$ of the intents in the seen set for training and the rest into the unseen set for testing, and report the average results over 10 runs. It is important to highlight that selecting seen/unseen sets in this fashion is more challenging to models because all the intents get an equal chance to appear in the unseen set, which exposes models that are capable of detecting certain unseen intents only.

**GZS intent Detection.** In this setting, models are trained on a subset of utterances implying seen intents. At inference time, test utterances are drawn from a set that contains utterances implying a mix of seen and unseen intents (disjoint set from training set) and the model is expected to select the correct intent from all seen and unseen intents for a given test utterance. This is the most realistic and challenging problem setting, and it is the main focus of this work. For the GZS setting, we decided the train/test splits for each dataset as follows: For
SNIPS, we first randomly selected 5 out of 7 intents and designated them as seen intents – the remaining 2 intents were designated as unseen intents. We then selected 70% of the utterances that imply any of the 5 seen intents for training. The test set consists of the remaining 30% utterances in addition to all utterances that imply one of the 2 unseen intents. Previous work (Liu et al., 2019) used the same number of seen/unseen intents, but selected the seen/unseen intents manually. Whereas we picked unseen intents randomly, and we report results over 10 runs resulting in a more challenging and thorough evaluation. That is, each intent gets an equal chance to appear as an unseen intent in our experiments, which allows testing each model more comprehensively. For SGD, we used the standard splits proposed by the dataset authors. Specifically, the test set includes utterances that imply 8 unseen intents and 26 seen intents; we report average results over 10 runs. For MultiWOZ, we used 70% of the utterance that imply 8 (out of 11) randomly selected intents for training and the rest of the utterances (i.e., the remaining 30% of seen intents’ utterances and all utterances implying unseen intents) for testing.

4.3 Competing Methods

We compare our model RIDE against the following state-of-the-art (SOTA) models and several strong baselines:

**SEG** (Yan et al., 2020). A semantic-enhanced Gaussian mixture model that uses large margin loss to learn class-concentrated embeddings coupled with a density-based outlier detection algorithm LOF to detect unseen intents.

**ReCapsNet-ZS** (Liu et al., 2019). A model that employs capsule neural network and a dimensional attention module to learn generalizable transformational metrics from seen intents.

**IntentCapsNet** (Xia et al., 2018). A model that utilizes capsule neural networks to learn low-level features and routing-by-agreement to adapt to unseen intents. This model was originally proposed for detecting intents in the standard ZS setting. We extended it to support the GZS setting with the help of its authors.

**Other Baseline Models.** (i) Zero-shot DDN (Kumar et al., 2017): A model for ZS intent detection that achieves zero-shot capabilities by projecting utterances and intent labels into the same high dimensional embedding space. (ii) CDSSM (Chen et al., 2016): A model for ZS intent detection that utilizes a convolutional deep structured semantic model to generate embeddings for unseen intents. (iii) CMT (Socher et al., 2013): A model for ZS intent detection that employs non-linearity in the compatibility function between utterances and intents to find the most compatible unseen intents. (iv) DeViSE (Frome et al., 2013): A model that was originally proposed for zero-shot image classification that learns a linear compatibility function. Note that baseline ZS models have been extended to support GZS setting.

4.4 Implementation Details

We lemmatize ConceptNet KG, that has 1 million nodes (English only after lemmatization), 2.7 million edges, and 35 relation types. The link predictor is trained on the lemmatized version of ConceptNet KG. The link predictor has two 200-dimensional embedding layers and a negative sampling ratio of 10; it is trained for 1,000 epochs using Adam optimizer with a learning rate of 0.05, L2 regularization value of 0.1, and batch size of 4000. Our relationship meta-features generator takes an utterance’s n-grams with n ≤ 4 and an intent label, and uses the pre-trained link predictor to produce relationship meta-features with 140 dimensions. Our utterance and intent encoders use pre-trained ELMo contextual word embeddings with 1024 dimension and POS tags embeddings with 300 dimension, and a two-layer RNN with 300-dimensional bidirectional LSTM as recurrent units. Our prediction function has two dense layers with relu and softmax activation. Our core model is trained for up to 200 epochs with early stopping using Adam optimizer and a cross entropy loss with initial learning rate of 0.001 and ReduceLROnPlateau scheduler (PyTorch, 2020) with 20 patience epochs. It uses dropout rate of 0.3 and batch size of 32. A negative sampling ratio of up to 6 is used. We use the same embeddings generation and training mechanism for all competing models.

5 Results

**Standard ZS Intent Detection.** Figure 3 presents the F1 scores averaged over 10 runs for all competing models with varying percentages of seen intents in the ZS setting. The performance of all models improves as the percentage of seen intents increases, which is expected because increasing the percentage of seen intent gives models ac-
Table 2: Main results: accuracy and F1 scores for competing models in the GZS setting (i.e., models receive both seen and unseen intents at inference time, which makes the setting more challenging than the ZS setting). We present results for two variants of our model: RIDE \textit{w/o} PU which does not use a PU classifier, and RIDE \textit{/w} PU which uses one. Our model consistently achieves the best F1 score for both seen and unseen intents across all datasets, regardless of whether the PU classifier is integrated or not.

![Figure 3: F1 scores for competing models in the ZS setting with varying percentages of seen intents. In the ZS setting, utterances with only unseen intents are encountered at inference time, and models are aware of this. Our model RIDE consistently outperforms all other models for any given percentage of seen intents.](image)

GZS Intent Detection. Table 2 shows accuracy and F1 scores averaged over 10 runs for all competing models in the GZS setting. For unseen intents, our model RIDE outperforms all other competing models on accuracy with a large margin. Specifically, RIDE is 30.36\%, 58.50\%, and 53.18\% more accurate than the SOTA model SEG on SNIPS, SGD, and MultiWOZ for unseen intents, respectively. Moreover, our model consistently achieves the highest F1 score on seen as well as unseen intents, which confirms its generalizability. CMT and IntentCapsNet achieve the highest accuracy for utterances with unseen intents on all datasets, but their F1 score is among the worst due to their biasedness towards misclassifying utterances with unseen intents into seen ones. RIDE outperforms the SOTA model SEG regardless of whether a PU classifier is incorporated or not. For SNIPS, the role of the PU classifier is negligible as it causes a slight improvement in accuracy and F1 score. For SGD and MultiWOZ, which are more challenging datasets, the PU classifier is responsible for significant improvements in accuracy. Specifically, it provides 20.36 and 19.82 percentage points improvement for SGD and MultiWOZ, respectively, on unseen intents.

Effect of PU Classifier on Other Models. We observed that one of the main sources of error for most models in the GZS setting is their tendency to misclassify utterances with unseen intents into seen ones due to overfitting to seen intents. We investigated whether existing models can be adapted to...
Utilizing utterance and intent embeddings only (i.e., UI-Embed) results in very low F1 score, i.e., 23.67% on SNIPS dataset. Employing relationship meta-features only (i.e., Rel-M) results in significantly better results: an F1 score of 71.03% on SNIPS dataset. When utterance and intent embeddings are used in conjunction with relationship meta-features (i.e., RIDE w/o PU), it achieves better F1 score compared to the Rel-M or UI-Embed configurations. A similar trend can be observed for the other datasets as well. Finally, when our entire model is deployed (i.e., including utterance and intent embeddings, relationship meta-features, and the PU classifier, i.e., RIDE /w PU), it achieves the best results on all the datasets.

6 Related Work

The deep neural networks have proved highly effective for many critical NLP tasks (Siddique et al., 2020; Farooq et al., 2020; Zhang et al., 2018; Williams, 2019; Ma et al., 2019; Siddique et al., 2021; Liu and Lane, 2016; Gupta et al., 2019). We organize the related work on intent detection into three categories: (i) supervised intent detection, (ii) standard zero-shot intent detection, and (iii) generalized zero-shot intent detection.

Supervised Intent Detection. Recurrent neural networks (Ravuri and Stolcke, 2015) and semantic lexicon-enriched word embeddings (Kim et al., 2016) have been employed for supervised intent detection. Recently, researchers have proposed solving the related problems of intent detection and slot-filling jointly (Liu and Lane, 2016; Zhang et al., 2018; Xu and Sarikaya, 2013). Supervised intent classification works assume the availability of a large amount of labeled training data for all intents to learn discriminative features, whereas
we focus on the more challenging and more practically relevant setting where intents are evolving and training data is not available for all intents.

**Standard Zero-shot Intent Detection.** The authors in (Yazdani and Henderson, 2015) proposed using label ontologies (Ferreira et al., 2015) (i.e., manually annotated intent attributes) to facilitate generalizing a model to support unseen intents. The authors in (Dauphin et al., 2013; Kumar et al., 2017; Williams, 2019) map utterances and intents to the same semantic vector space, and then classify utterances based on their proximity to intent labels in that space. Similarly, the authors in (Gangal et al., 2019) employ the outlier detection algorithm LOF (Breunig et al., 2000) and likelihood ratios for identifying out-of-domain test examples. While these works showed promising results for intent detection when training data is unavailable for some intents, they assume that all utterances faced at inference time imply unseen intents only. Extending such works to remove the aforementioned assumption is nontrivial. Our model does not assume knowledge of whether an utterance implies a seen or an unseen intent at inference time.

**Generalized Zero-shot Intent Detection.** To the best of our knowledge, the authors in (Liu et al., 2019) proposed the first work that specifically targets the GZS intent detection setting. They attempt to make their model generalizable to unseen intents by adding a dimensional attention module to a capsule network and learning generalizable transformation matrices from seen intents. Recently, the authors in (Yan et al., 2020) proposed using a density-based outlier detection algorithm LOF (Breunig et al., 2000) and semantic-enhanced Gaussian mixture model with large margin loss to learn class-concentrated embeddings to detect unseen intents. In contrast, we leverage rich commonsense knowledge graph to capture deep semantic and discriminative relationships between utterances and intents, which significantly reduces the bias towards classifying unseen intents into seen ones. In a related, but orthogonal, line of research, the authors in (Ma et al., 2019; Li et al., 2020; Gulyaev et al., 2020) addressed the problem of intent detection in the context of dialog state tracking where dialog state and conversation history are available in addition to an input utterance. In contrast, this work and the SOTA models we compare against in our experiments only consider an utterance without having access to any dialog state elements.

7 Conclusion

We have presented an accurate generalized zero-shot intent detection model. Our extensive experimental analysis on three intent detection benchmarks shows that our model is 30.36% to 58.50% more accurate than the SOTA model for unseen intents. The main novelty of our model is its utilization of relationship meta-features to accurately identify matching utterance-intent pairs with very limited reliance on training data, and without making any assumption on whether utterances imply seen or unseen intents at inference time. Furthermore, our idea of integrating Positive-Unlabeled learning in GZS intent detection models further improves our models’ performance, and significantly improves the accuracy of existing models as well.
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A Appendices

This section provides supplementary details on various aspects of this paper. First, we provide more details on the commonsense knowledge graph we have used as a source of knowledge on semantic relatedness of concepts. Then, we describe the specifics of the datasets we used in our evaluation and our preprocessing procedures. Finally, we provide the details on handling a special case when utterances do not imply intents.

A.1 Knowledge Graph Details

Although creating and maintaining knowledge graphs is laborious and time consuming, the immense utility of such graphs has led many researchers and institutions to make the effort of building and maintaining knowledge graphs in many domains, which lifts the burden off of other researchers and developers who utilize these graphs. For tasks that involve commonsense reasoning such as generalized zero-shot intent detection, the ConceptNet (Speer et al., 2016) commonsense knowledge graph stands out as one of the most popular and freely available resources. ConceptNet originated from the crowdsourcing project Open Mind Common Sense, and includes knowledge not only from crowdsourced resources but also expert-curated resources. It is available in 10 core languages, and 68 more common languages. It was employed to show state-of-the-art results at SemEval 2017 (Speer et al., 2017). In this work, we considered 35 relation types to generate our relationship meta-features. The relation types are: RelatedTo, FormOf, IsA, PartOf, HasA, UsedFor, CapableOf, AtLocation, Causes, HasSubevent, HasFirstSubevent, HasLastSubevent, HasPrerequisite, HasProperty, MotivatedByGoal, ObstructedBy, Desires, CreatedBy, Synonym, Antonym, DistinctFrom,
derivedFrom, SymbolOf, DefinedAs, MannerOf, LocatedNear, HasContext, SimilarTo, EtymologicallyRelatedTo, EtymologicallyDerivedFrom, CausesDesire, MadeOf, ReceivesAction, ExternalURL, and Self.

The relationship meta-feature generator produces $35 \times 4 = 140$ dimension vector for each utterance-intent pair. Specifically, we generate relationships: (i) from utterance to Object (i.e., Object part in intent label); (ii) utterance to Action (i.e., Action part in intent label); and (iii) Object to utterance; (iv) Action to utterance.

A knowledge graph may not have redundant, but necessary information. For example, a knowledge graph may have the entry ⟨movie, Isa, film⟩ but not ⟨film, Isa, movie⟩ or vice-versa, because one triple can be inferred from the other based on background knowledge (i.e., symmetric nature of the Isa relation). Similarly, the triple ⟨movie, HasA, subtitles⟩ can be used to infer the triple ⟨subtitles, PartOf, movie⟩ based on the background knowledge (i.e., inverse relation between HasA and PartOf). So, if this kind of redundant information (i.e., complementing entries for all such triples) is not available in the knowledge graph itself, there is no way for the model to learn these relationships automatically. To overcome this issue, we incorporate the background knowledge that each of the relation types Isa, RelatedTo, Synonym, Antonym, DistinctFrom, LocatedNear, SimilarTo, and EtymologicallyRelatedTo is symmetric; and that the relation types PartOf and HasA are inversely related in our link prediction model as described in (Kazemi and Poole, 2018).

A.2 Training the Link Predictor

The training data for a link prediction model is prepared as follows. First, the triples in the input knowledge graph are assigned a label of 1. Then, negative examples are generated by corrupting true triples (i.e., modifying the head or tail of existing triples) and assigning them a label of −1 (Bordes et al., 2013). Finally, we train our LP using the generated training data by minimizing the L2 regularized negative log-likelihood loss of training triples (Trouillon et al., 2016).

A.3 Datasets Preprocessing

SNIPS Natural Language Understanding benchmark (SNIPS) (Coucke et al., 2018) is a commonly used dataset for intent detection, whereas Dialogue System Technology Challenge 8, Schema Guided Dialogue dataset (SGD) (Rastogi et al., 2019) and Multi-Domain Wizard-of-Oz (MultiWOZ) (Zang et al., 2020) were originally proposed for the task of dialogue state tracking. For SGD and MultiWOZ, we perform a few trivial preprocessing steps to extract utterances that contain intents, along with their labels, and use them for the task of generalized zero-shot intent detection. First, we provide the details on the preprocessing steps specific to the SGD and MultiWOZ dataset and then describe the preprocessing steps that are common for all datasets.

**Steps for SGD and MultiWOZ.** To maintain consistency with the previous work on intent detection, we extract only the utterances where user/system expresses an intent, and discard the rest from the original SGD and MultiWOZ datasets. The dialogue state contains a property “active_intent” that keeps track of the user’s current intent. After each user utterance, we compare dialogue states to check for the expression of a new user intent, i.e., whether the value of the “active_intent” is modified. Whenever the user expresses a new intent, the value of the “active_intent” is updated. Moreover, sometimes, the bot (i.e., system) also offers new intents to the user (e.g., offering reserving a table to the user, who has successfully searched for a restaurant), which is tracked in the system actions property “act = OFFER_INTENT”, and “values = <new_intent>”. We also keep such system utterances.

**Common Steps.** We perform some standard preprocessing steps on all the datasets. We use spaCy to tokenize the sentences. Since intent labels are given in the “ActionObject” format, we tokenize them into “Action Object” phrases before feeding them into our model. For example, the intent labels “FindHotel” and “RateBook”, are transformed into “Find Hotel” and “Rate Book”, respectively. Note that some Objects parts of intent labels are compound. Consider the intent label “SearchOneWayFlight” whose Action is “Search” and Object is “OneWayFlight”. In such cases, our relationship meta-features generator computes meta-features for each part of the compound object then averages them to produce the Object meta-features vector. In the previous example, “OneWayFlight” meta-features vector is computed as the average of the meta-features of “OneWay” and “Flight”.

**A.3 Datasets Preprocessing**

SNIPS Natural Language Understanding benchmark (SNIPS) (Coucke et al., 2018) is a commonly used dataset for intent detection, whereas Dialogue System Technology Challenge 8, Schema Guided Dialogue dataset (SGD) (Rastogi et al., 2019) and Multi-Domain Wizard-of-Oz (MultiWOZ) (Zang et al., 2020) were originally proposed for the task of dialogue state tracking. For SGD and MultiWOZ, we perform a few trivial preprocessing steps to extract utterances that contain intents, along with their labels, and use them for the task of generalized zero-shot intent detection. First, we provide the details on the preprocessing steps specific to the SGD and MultiWOZ dataset and then describe the preprocessing steps that are common for all datasets.

**Steps for SGD and MultiWOZ.** To maintain consistency with the previous work on intent detection, we extract only the utterances where user/system expresses an intent, and discard the rest from the original SGD and MultiWOZ datasets. The dialogue state contains a property “active_intent” that keeps track of the user’s current intent. After each user utterance, we compare dialogue states to check for the expression of a new user intent, i.e., whether the value of the “active_intent” is modified. Whenever the user expresses a new intent, the value of the “active_intent” is updated. Moreover, sometimes, the bot (i.e., system) also offers new intents to the user (e.g., offering reserving a table to the user, who has successfully searched for a restaurant), which is tracked in the system actions property “act = OFFER_INTENT”, and “values = <new_intent>”. We also keep such system utterances.

**Common Steps.** We perform some standard preprocessing steps on all the datasets. We use spaCy to tokenize the sentences. Since intent labels are given in the “ActionObject” format, we tokenize them into “Action Object” phrases before feeding them into our model. For example, the intent labels “FindHotel” and “RateBook”, are transformed into “Find Hotel” and “Rate Book”, respectively. Note that some Objects parts of intent labels are compound. Consider the intent label “SearchOneWayFlight” whose Action is “Search” and Object is “OneWayFlight”. In such cases, our relationship meta-features generator computes meta-features for each part of the compound object then averages them to produce the Object meta-features vector. In the previous example, “OneWayFlight” meta-features vector is computed as the average of the meta-features of “OneWay” and “Flight”.
### A.4 Intent Existence Prediction

In real human-to-human or human-to-machine conversations, utterances do not necessarily imply intents. Most existing intent detection models formulate the problem as a classification problem where utterances are assumed to imply an intent, which limits utility of such models in practice. In what follows, we describe a simple method for extending intent detection models (including ours) to accommodate the case when utterances do not necessarily imply intents. We propose to do binary classification as a first step in intent detection, where a binary classifier is used to identify utterances that do not imply an intent. To validate the viability of this proposal, we experimented with several binary classifiers. To train the classifiers, we created datasets of positive and negative examples from seen intents data; positive examples are utterances that imply intents, and negative examples are utterances that do not have intents (See Section A.3 for details on identifying utterances that imply intents).

For the SGD dataset, we used the standard train/test splits, and for the MultiWOZ dataset, we used the same splits described in the GZS setting. We report in Table 4 the average F1 score over 5 runs of several binary classifiers for the SGD and the MultiWOZ datasets. All classifiers use ELMo (Peters et al., 2018) and POS tag embeddings. These results show that intent existence classification can be done accurately using the available training data; consequently, intent detection models can be easily and reliably extended to support the case when some input utterances do not imply intents.

| Method | SGD     | MultiWOZ |
|--------|---------|-----------|
| CNN    | 0.9497  | 0.9512    |
| GRU    | **0.9528** | 0.9619    |
| LSTM   | 0.9512  | 0.9607    |
| Bi-LSTM| 0.9525  | **0.9621**|

Table 4: F1 score for intent existence binary classifiers.