Article

Direct Thrust Force Control of Primary Permanent Magnet Linear Motor Based on Improved Extended State Observer and Model-Free Adaptive Predictive Control

Xiuping Wang 1, Shunyu Yao 1,*, Chunyu Qu 1, Yiming Wang 2, Zhangwei Xu 3, Wenbin Huang 3 and Hai Wang 3,*

1 School of Electric Power, Shenyang Institute of Engineering, Shenyang 110136, China
2 Fuxin Power Supply Company, State Grid Liaoning Electric Power Company Limited, Fuxin 123000, China
3 Discipline of Engineering and Energy, Murdoch University, Perth, WA 6150, Australia
* Correspondence: 15712327235@163.com (S.Y.); hai.wang@murdoch.edu.au (H.W.)

Abstract: A model-free adaptive predictive control algorithm based on an improved extended state observer (IESO) is proposed to solve the problem that the primary permanent magnet linear motor is susceptible to time-varying parameters and unknown disturbances. Firstly, a model-free adaptive control algorithm based on compact format is designed to achieve high control precision of the system and reduce thrust fluctuation, only through the input/output data of the system. Because the traditional model-free adaptive control is too sensitive to the internal parameters of the controller, a combination of model-free adaptive control and predictive control is further developed. By predicting the data for a future time in advance, the sensitivity to the internal parameters of the controller is reduced and the control performance is further improved. Since the load change and other nonlinear disturbances in practical applications have a great impact on the control effect of the system, an improved extended state observer is further used to compensate for the impact of nonlinear disturbances on the control system. In addition, the stability of the closed-loop system is analyzed. Comparable simulation results clearly demonstrate the good tracking performance and strong robustness of the proposed control.
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1. Introduction

In the past few years, in the field of modern urban rail transit, linear motors have become an indispensable traction method [1]. However, under the requirements of high performance and low cost, traditional linear motors cannot meet the needs of complex routes and low cost in urban rail transit and long journey requirements. Therefore, a primary permanent magnetic linear motor (PPMLM), as a new type of special motor, has been widely used in the field of rail transit. PPMLMs have the advantages of high power density, large thrust, high dynamic characteristics and acceleration of traditional linear motors. Because of their special structure, it reduces the cost of use when laying the track [2,3]. Direct thrust force control (DTFC), as the preferred control strategy for linear motor control systems in the field of rail transit, has the advantages of simple internal structure and fast response. However, owing to the internal structure of DTFC and the speed loop using a proportional–integral (PI) controller, its thrust fluctuation and steady-state error are relatively large. As such, it is necessary to design a controller with higher tracking accuracy to enable DTFC to have better tracking performance and smaller thrust fluctuation. In addition to overcoming the influence of the DTFC system, the currently designed controller also needs to consider that the special structure of PPMLM will make the control system vulnerable to uncertain nonlinearities such as internal parameter changes,
cogging effects, end effects, and saturation effects. Note that the influence of these factors leads to an increase in the difficulty of control [4–6].

Many scholars have put forward many solutions these problems, such as the relatively mature adaptive backlash control, sliding-mode variable structure control, and model predictive control. Ref. [7] proposed a control algorithm based on the combination of adaptive inverse control and radial-basis function (RBF) disturbance compensation technology, which improves the robustness and antidisturbance of the control system. Owing to the superior features of sliding-mode control in terms of high tracking accuracy and strong robustness [8–11], in Ref. [12], a nonlinear sliding-mode surface was designed to improve the response speed of the system, and the introduction of adaptive control gain not only weakened the chattering problem of the sliding-mode control itself, but also increased the tracking accuracy of the system. Ref. [13] proposed a complementary sliding-mode control to suppress the uncertain factors of linear motors, which effectively reduced the tracking error. Ref. [14] proposed a control method based on the combination of time-delay control and integral sliding mode, which not only decreases the influence of uncertainty on the control system but also improves the tracking performance of the system. Refs. [15–17] designed model predictive current control to replace the traditional current controller, which expanded the selection range of the voltage vector, and improved the current control accuracy and the control effect of the system. In order to further manage the issues of the negative effects of time-varying parameters and external disturbances on control systems, Ref. [18] proposed a fast, nonsingular terminal sliding-mode control method based on an extreme learning machine, which reduces the dependence on the mathematical model of the linear motor and thus reduces the influence of disturbance on control system. A compensation method based on an extended Kalman filter was proposed in [19] to estimate the initial position and mass change in the linear motor and adjust the motor model parameters in real time. Ref. [20] proposed to establish a mathematical model of a linear motor with uncertainty, and designed a periodic disturbance learning observer as the disturbance compensation for the control system to decrease the impact of external disturbances on the linear motor control system and improve the anti-interference of the system. In Ref. [21], an iterative proportional integral observer was proposed to estimate unknown disturbances and states of Markov jump systems, and a fuzzy fault-tolerant tracking control algorithm was designed according to the reconstructed fault states. In Ref. [22], an event-triggered control with an adaptive disturbance observer was designed for Markov jump systems to estimate multiple disturbances in the system, and then a composite state feedback controller was proposed according to the adaptability of the controller and compensator. Ref. [23] proposed a control method based on the combination of extended state observer and model predictive control. The extended state observer was used to estimate the disturbance that an underwater vehicle may encounter, and compensate for the disturbance effect caused by dynamic coupling inside and outside the system.

Considering the fact that a mathematical model is required for the control design described above, the control performance is somewhat affected if the modeling accuracy cannot be ensured. With the development of control theory, many scholars have proposed data-driven control methods for those systems that cannot be or are difficult to model accurately. The data-driven control method only uses the input/output (I/O) data of the system to design the controller, which can well avoid the control problems caused by the mathematical model. Ref. [24] proposed a deadbeat PI controller, which improves the decoupling capability of the motor control system, but the parameters need to be readjusted for the system in different situations. Ref. [25] designed a controller based on an adaptive wavelet-neural network. Although the self-learning capacity of the neural network has a good inhibitory effect on uncertainty, the neural network requires a large amount of data for training, leading to a relatively long training time. On this basis, Ref. [26] proposed to train the mathematical model of a switched reluctance motor using an RBF neural network and drive control. Because the motor mathematical model considers the internal coupling relationship of the motor, the control effect is better, but the amount of calculation required
for training the neural network is very large. Model-free adaptive control (MFAC) is a nonlinear control pattern with strong robustness. It uses the I/O data of the control object to evaluate a pseudo partial derivative (PPD) in real time, and then approximates expected values of the system \cite{27,28}. Refs. \cite{29,30} proposed MFAC methods that were applied to permanent magnet linear motors to verify their effectiveness. Further, Ref. \cite{31} introduced iterative learning control into MFAC, which has a good suppression effect on the problem of strong coupling in the actual operation of two-dimensional linear motors. Ref. \cite{32} applied the MFAC based on the partial format to the DTFC system of the PPMLM, which solved the problem of large thrust fluctuation in the DTFC system, and increased the universality compared with the MFAC of the compact format. Ref. \cite{33} proposed to apply model-free adaptive predictive control to the motor control system, which improves the tracking accuracy of the system and increases noise interference, such that the feasibility of the proposed method is well verified under noise conditions. Ref. \cite{34} applied model-free adaptive current control to the drive system of a wound-rotor synchronous machine, which has better control performance than a PI controller. Ref. \cite{35} combined a multi-input and multi-output model-free adaptive control with virtual reference feedback control technology in the dual rotor control system, and verified the effectiveness of the combined control method.

Inspired by the aforementioned studies, this paper uses compact-form dynamic linearization model-free adaptive predictive control (CFDL–MFAPC) based on a direct thrust control system to optimize the speed loop of the PPMLM system. It is shown that the techniques of MFAPC and extended state observer are combined to further improve the control performance of the direct thrust control for PPMLM. Not only is the predictive control combined on the basis of MFAC, which makes it insensitive to parameter changes in the controller itself, but the speed-tracking accuracy is also further improved and the thrust pulsation reduced. Since the developed MFAPC does not require the mathematical model of PPMLM, it has a certain inhibitory effect on the changes in internal parameters of the system and external load disturbances.

For further eliminating the effects of fluctuations on the control performance, this work adopts an MFAPC method based on the improved extended state observer \cite{36} (IESO) to increase the antidisturbance capability of the system and to further ensure excellent speed-control performance. Comparable simulation results are provided to thoroughly validate the good performance of the proposed control approach for the PPMLM system.

The remaining parts of this paper are organized as follows. Section 2 presents the system model of the PPMLM involving a DTFC system. In Section 3, few model-free adaptive control designs are described in detail, where the closed-loop stability proof is also given. Section 4 presents the simulation results to verify the effectiveness of the proposed controller. Section VI concludes this article.

2. PPMLM DTFC System

First, in the following paragraphs, the PPMLM direct thrust control system is established as the basis for optimizing the speed loop of the DTFC system. Figure 1 shows the block diagram of the DTFC system of PPMLM.

In Figure 1, \( v^* \) is reference speed; \( \Delta v \) is speed error; \( f_e^* \) is control input; \( f_e \) is the calculated motor thrust; \( \Delta f_e \) is the thrust error; \( \psi_s^* \) is the given primary flux linkage; \( \psi_s \) is the calculated primary flux linkage; \( \Delta \psi_s \) is the primary flux linkage error; \( \text{Sign}_F \) is the thrust change signal; \( \text{Sign}_\Psi \) is the magnetic link amplitude change signal; Sector is the magnetic link position signal; \( u_a, u_b, u_c \) is the primary three-phase terminal voltage; \( i_a, i_b, i_c \) is the primary three-phase winding current; and \( U_{dc} \) is the DC power supply.
The mathematical model of PPMLM follows:

\[
\begin{align*}
u_d &= R_s i_d + L_d \frac{di_d}{dt} + \frac{v}{\tau} L_q i_q \\
u_q &= R_s i_q + L_q \frac{di_q}{dt} + \frac{v}{\tau} L_d i_d + \frac{v}{\tau} \psi_f \\
f_e &= \frac{3\pi}{2\tau} p_n [\psi_f i_q + (L_d - L_q) i_d i_q] 
\end{align*}
\]  \hspace{1cm} (1)

where \(u_d, u_q\) is the \(d-q\) shaft voltage; \(R_s\) is the resistance; \(i_d, i_q\) is the \(d-q\) shaft current; \(L_d, L_q\) is the \(d-q\) shaft inductance; \(v\) is the speed; \(\tau\) is the pole distance; \(\psi_f\) is the permanent magnet flux linkage; \(f_e\) is the electromagnetic thrust; and \(p_n\) is the number of armature pole pairs.

The equation of motion of PPMLM is given by:

\[f_e = M\ddot{v} + B \dot{v} + f_1\]  \hspace{1cm} (2)

where \(M\) is the mass of the moving part of the motor; \(B\) is the viscous friction coefficient; and \(f_1\) is the load.

Since the MFAC method proposed in this work is aimed at discrete nonlinear systems, Equation (2) is discretized, and the motion equation of the continuous-time system is discretized as:

\[
\frac{v(k + 1) - v(k)}{h} = \frac{f_e(k)}{M} - \frac{f_1}{M} - \frac{B}{M} v(k)
\]  \hspace{1cm} (3)

where \(h\) is the sampling period of the system; \(v(k)\) is the speed-control output of the PPMLM direct thrust control system at the moment \(k\); and \(f_e(k)\) is the control thrust input at the moment \(k\).

After arranging Equation (3), we find:

\[
v(k + 1) = (1 - \frac{B}{M} h) v(k) + \frac{f_e(k)}{M} h - \frac{f_1}{M} h
\]  \hspace{1cm} (4)

Remark 1. The dynamics of PPMLM motion shown in Equation (4) is obtained by Euler discretization of Equation (2), which represents the relationship between the speed output of the PPMLM and the control thrust input in each sampling period. Equation (4) does not contain a differential relationship, so it is easier to derive the relationship between the control input and output, which is the basis for the design of discrete controller that is presented later.
3. Design of the MFAC Algorithm

The control goal of this paper is to design a suitable speed controller, ensuring an accurate speed-tracking result for the PPMLM control system. In this section, the CFDL—MFAC, CFDL—MFAPC, and IESO—CFDL—MFAC speed controllers are designed.

Since the DTFC system of the PPMLM is a single-input single-output (SISO) nonlinear system, the SISO discrete-time nonlinear system follows:

\[ v(k + 1) = f(v(k), \ldots, v(k - \sigma_v), fe(k), \ldots, fe(k - \sigma_{fe})) \]  \hspace{1cm} (5)

where \( v(k) \in \mathbb{R}, fe(k) \in \mathbb{R} \), respectively, express the output and input of the system at the moment, namely the speed fed back by the PPMLM and the thrust output by the speed controller, where \( \sigma_v \) and \( \sigma_{fe} \) are two unknown positive integers.

When introducing the model-free adaptive control algorithm, two assumptions need to be made for the DTFC system of the PPMLM:

**Assumption 1** [27]. The partial derivative of \( f(...) \) shown in Equation (5) concerning \( (\sigma_v + 2) \) control input thrust variable is continuous.

**Assumption 2** [27]. The DTFC system of the PPMLM needs to satisfy the generalized Lipschitz condition, that is, for any \( k_1 \neq k_2, k_1, k_2 \geq 0, \) and \( fe(k_1) \neq fe(k_2) \):

\[ |v(k_1 + 1) - v(k_2 + 1)| \leq \chi |fe(k_1) - fe(k_2)| \]  \hspace{1cm} (6)

where

\[ v(k_1 + 1) = f(v(k_1), \ldots, v(k_1 - \sigma_v), fe(k_1), \ldots, fe(k_1 - \sigma_{fe})) \]  \hspace{1cm} (7)

In the formula, \( i = 1, 2; \chi > 0 \) is a constant.

When the direct thrust control system satisfies assumptions 1 and 2, and \( |\Delta fe(k)| \neq 0 \), there is a pseudo partial derivative (PPD) \( \varphi(k) \in \mathbb{R} \), so that the DTFC system is changed into the compact form of model-free adaptive control (CFDL), as shown in the following formula:

\[ \Delta v(k + 1) = \varphi(k) \Delta fe(k) \]  \hspace{1cm} (8)

where \( \Delta v(k + 1) = v(k + 1) - v(k) \) is the change in speed and \( \Delta fe(k) = fe(k) - fe(k - 1) \) is the change in electromagnetic thrust.

Equation (8) is an equivalent dynamic linearization representation of Equation (5), where the time-varying parameter \( \varphi(k) \) is the PPD of the system.

**Corollary 1.** According to assumption 2 and Equation (8), for any time \( k \), there must be a time-varying parameter \( \varphi(k) \in \mathbb{R} \) called the pseudo partial derivative (PPD), which satisfies \( |\varphi(k)| \leq \chi \).

3.1. Design of the Control Algorithm Based on CFDL—MFAC

Figure 2 shows the block diagram of the CFDL—MFAC-based DTFC system of PPMLM. The control input criterion function follows:

\[ f(fe(k)) = \left| v^*(k + 1) - v(k + 1) \right|^2 + \lambda \left| fe(k) - fe(k - 1) \right|^2 \]  \hspace{1cm} (9)

Bringing Equation (8) into Equation (9), taking the derivation of the control input \( fe(k) \), and making the derivation result zero, the CFDL-MFAC control algorithm shown in Equation (10) can be obtained.

\[ fe(k) = fe(k - 1) + \frac{\rho \varphi(k)}{\lambda + |\varphi(k)|^2} (v^*(k + 1) - v(k)) \]  \hspace{1cm} (10)
In the formula, \( \rho \) and \( \lambda \) are constants greater than zero, which can make this control algorithm more general.

\[
J(\varphi(k)) = |v(k) - v(k-1) - \varphi(k)\Delta fe(k-1)|^2 + \mu|\varphi(k) - \varphi(k-1)|^2
\]  
(11)

Similarly, by taking the derivative of \( \varphi(k) \) in Equation (11) and making it equal to zero, the following PPD estimation algorithm can be obtained:

\[
\hat{\varphi}(k) = \hat{\varphi}(k-1) + \frac{\eta\Delta fe(k-1)}{\mu + \Delta fe(k-1)^2} (\Delta v(k) - \varphi(k-1)\Delta fe(k-1))
\]  
(12)

\[
\hat{\varphi}(k) = \hat{\varphi}(1), \text{if } |\hat{\varphi}(k)| \leq \epsilon \text{ or } |\Delta fe(k-1)| \leq \epsilon, \text{ or } \text{sign}(\hat{\varphi}(k)) \neq \text{sign}(\hat{\varphi}(1))
\]  
(13)

where \( \eta \in (0, 1] \) is the step-size factor estimated for the PPD, \( \mu > 0 \) is the penalty factor for the amount of change in the estimated value of PPD; \( \epsilon \) is a small number; and \( \hat{\varphi}(1) \) is the initial value of \( \hat{\varphi}(k) \).

**Remark 2.** Note that the PPMLM DTFC system based on CFDL−MFAC is closed-loop stable, where only the input and output data of the PPMLM DTFC system is used in the control algorithm. As such, specific mathematics of the PPMLM are not needed and used in the design of the speed controller, which significantly improves the control design flexibility.

### 3.2. Design of the Control Algorithm Based on CFDL−MFAPC

In this subsection, MFAC and predictive control are combined to optimize the speed-control algorithm and improve the speed-control algorithm by predicting the upcoming data, together with the control accuracy and system robustness. Figure 3 shows the block diagram of the CFDL−MFAPC-based DTFC system of PPMLM.
Remark 2. Note that the PPMLM DTFC system based on CFDL−MFAC is closed-loop stable, where only the input and output data of the PPMLM DTFC system is used in the control algorithm. As such, specific mathematics of the PPMLM are not needed and used in the design of the control algorithm. 

Then, the prediction equation for a step forward can be written once according to Equation (14):

\[ v(k + 1) = v(k) + \varphi(k) \Delta f_e(k) \]  

(14)

Then, the prediction equation for a step forward can be written once according to Equation (14):

\[
\begin{align*}
v(k + 1) &= v(k) + \varphi(k) \Delta f_e(k), \\
v(k + 2) &= v(k + 1) + \varphi(k + 1) \Delta f_e(k + 1) \\
&= v(k) + \varphi(k) \Delta f_e(k) + \varphi(k + 1) \Delta f_e(k + 1), \\
&\quad \vdots \\
v(k + N) &= v(k + N - 1) + \varphi(k + N - 1) \\
&\quad \Delta f_e(k + N - 1) \\
&= v(k + N - 2) + \varphi(k + N - 2) \\
&\quad \Delta f_e(k + N - 2) \\
&\quad \vdots \\
&\quad \Delta f_e(k + N - 1) \\
&= v(k) + \varphi(k) \Delta f_e(k) + \cdots + \\
&\vdots \\
&\quad \varphi(k + N - 1) \Delta f_e(k + N - 1)
\end{align*}
\]  

(15)

Make

\[
V_N(k + 1) = [v(k + 1), v(k + 2), \ldots, v(k + N)]^T \\
\Delta F_{eN}(k) = [\Delta f_e(k), \Delta f_e(k + 2), \ldots, \Delta f_e(k + N - 1)]^T \\
E(k) = [1, 1, \ldots, 1]^T
\]
where $V_N(k+1)$ is the matrix composed of the vector of step-forward prediction output by the control system; $\Delta F_{eN}(k)$ is the control input matrix composed of the control input at the current moment $k$ and its increment vector.

Equation (15) can be abbreviated as the following matrix form:

$$V_N(k+1) = E(k)v(k) + H(k)\Delta F_{eN}(k)$$  (16)

If $\Delta f_e(k + j - 1) = 0$, then Equation (16) can be changed into:

$$V_N(k+1) = E(k)v(k) + \hat{H}(k)\Delta F_{eN_u}(k)$$  (17)

where $\Delta F_{eN_u}(k) = [\Delta f_e(k), ..., \Delta f_e(k+N_u-1)]^T$, $N_u$ is a constant controlling the time domain, then:

$$\hat{H}(k) = $$

$$ \begin{bmatrix}
\phi(k) & 0 & 0 & 0 \\
\phi(k) & \phi(k+1) & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\phi(k) & \phi(k+1) & \cdots & \phi(k+N_u-1) \\
\phi(k) & \phi(k+1) & \cdots & 0 \\
\end{bmatrix}_{N \times N_u} $$

Consider the control criterion function given by:

$$J = [V_N^+(k+1) - V_N(k+1)]^T [V_N^+(k+1) - V_N(k+1)] + \lambda \Delta F_{eN_u}^T(k)\Delta F_{eN_u}(k)$$  (18)

where, $V_N^+(k+1) = [v^+(k+1), ..., v^+(k+N)]^T$.

Substituting Equation (17) into Equation (18), according to $\frac{\partial J}{\partial F_{eN_u}(k)} = 0$, we obtain:

$$\Delta F_{eN_u}(k) = [\hat{H}^T(k)\hat{H}(k) + \lambda I]^{-1}\hat{H}^T(k)[V_N^+(k+1) - E(k)v(k)]$$  (19)

Therefore, the thrust control input available at the current moment is:

$$f_e(k) = f_e(k-1) + g^T \Delta F_{eN_u}(k)$$  (20)

where $g = [\rho, 0, ..., 0]^T$, $\rho > 0$. 
This subsection solves the partial derivative algorithm in the same way as in the previous subsection:

$$\dot{\phi}(k) = \phi(k - 1) + \frac{\eta \Delta fe(k - 1)}{\mu + \Delta fe(k - 1)^2} (\Delta v(k) - \phi(k - 1) \Delta fe(k - 1))$$  \hfill (21)

In this section, $\dot{H}(k)$ needs to be predicted in advance for the value of the partial derivative at the first few moments, but the $\phi(k + 1) \cdots \phi(k + Na - 1)$ in $\dot{H}(k)$ cannot be calculated from the I/O data of the control system at time $k$ similar to traditional MFAC, and the estimated $\hat{\phi}(1) \cdots \hat{\phi}(k)$ needs to be used for the calculation. Therefore, it is necessary to use the estimated values of $\hat{\phi}(1) \cdots \hat{\phi}(k)$ that can be calculated to predict the unknown parameter $\phi(k + 1) \cdots \phi(k + Na - 1)$ forward by using the multilayer hierarchical forecasting method, and then establish an autoregressive (AR) model satisfied by the estimated sequence, as shown in the following formula:

$$\hat{\phi}(k + 1) = \theta_1(k) \hat{\phi}(k) + \theta_2(k) \hat{\phi}(k - 1) + \cdots + \theta_{np} \hat{\phi}(k - np + 1)$$  \hfill (22)

where, make $\theta_1(k), \ldots, \theta_{np}(k)$ be $\theta_i$, $i = 1, \ldots, np$, $np$ is the appropriate level.

$$\hat{\phi}(k + j) = \theta_1(k) \hat{\phi}(k + j - 1) + \theta_2(k) \hat{\phi}(k + j - 2) + \cdots + \theta_{np} \hat{\phi}(k + j - np)$$  \hfill (23)

According to Equation (22), a general partial derivative prediction algorithm is written: where, $j = 1, \ldots, Na - 1$.

The $\theta_1(k), \ldots, \theta_{np}(k)$ in the formula is composed of a matrix $\Theta(k) = [\theta_1(k), \ldots, \theta_{np}(k)]^T$, and the $\Theta(k)$ algorithm follows:

$$\Theta(k) = \Theta(k - 1) + \frac{\hat{\Theta}(k - 1)}{\delta + \|\hat{\Theta}(k - 1)\|^2} [\hat{\phi}(k) - \hat{\Theta}^T(k - 1) \Theta(k - 1)]$$  \hfill (24)

where, $\hat{\phi}(k - 1) = [\hat{\phi}(k - 1), \ldots, \hat{\phi}(k - np)]^T, \delta \in (0, 1]$.

Therefore, the control algorithm of the MFAPC of the PPMLM DTFC system is displayed in the following formula:

$$\dot{\phi}(k) = \phi(1), \text{if } |\phi(k)| \leq \epsilon \text{ or } |\Delta fe(k - 1)| \leq \epsilon \text{ or }$$

$$\text{sign}(\phi(k)) \neq \text{sign}(\phi(1))$$  \hfill (25)

$$\Theta(k) = \Theta(k - 1) + \frac{\hat{\Theta}(k - 1)}{\delta + \|\hat{\Theta}(k - 1)\|^2} [\phi(k) - \hat{\Theta}^T(k - 1) \Theta(k - 1)]$$  \hfill (26)

If $\|\Theta(k)\| \geq L$,

$$\Theta(k) = \Theta(1)$$  \hfill (27)

$$\hat{\phi}(k + j) = \theta_1(k) \hat{\phi}(k + j - 1) + \theta_2(k) \hat{\phi}(k + j - 2) + \cdots + \theta_{np}(k) \hat{\phi}(k + j - np)$$  \hfill (28)

where, $j = 1, 2, \ldots, Na - 1$.

$$\hat{\phi}(k + j) = \phi(1), \text{if } |\phi(k + j)| \leq \epsilon \text{ or }$$

$$\text{sign}(\phi(k + j)) \neq \text{sign}(\phi(1)), j = 1, 2, \ldots, Na - 1$$  \hfill (29)

$$\Delta fe_{Na}(k) = [H^T(k)H(k) + \lambda I]^{-1}H^T(k)[V_N^+(k + 1) - E(k)v(k)]$$  \hfill (30)

$$fe(k) = fe(k - 1) + g^T \Delta fe_{Na}(k)$$  \hfill (31)
In the formula, \( \varepsilon \) is a small number, \( L \) is a positive constant, \( \hat{H}(k) \) and \( \hat{\phi}(k + j) \) are estimates of \( H(k) \) and \( \varphi(k + j), j = 1, \ldots, N_u - 1, \lambda > 0, \mu > 0, \eta \in (0, 1], \delta \in (0, 1], \rho > 0 \).

**Remark 3.** In the design of the MFAPC controller, the PDD parameter matrix \( H(k) \) is formed by predicting the unknown PDD parameters, which reduces the sensitivity of the controller parameters. When the system is changed, the controller parameters can only be fine-tuned. The dimension of \( H(k) \) is determined by the prediction step \( N \), and the control time domain \( N_u \) is usually the same as \( N \). With the increase in \( N \) and \( N_u \), the larger the dimension of \( H(k) \), the better the control effect and the speed-tracking performance. However, considering that the amount of calculation also increases, we select \( N = N_u = 5 \) in this work, which not only ensures a smooth speed-tracking curve, but also leads to a moderate amount of calculation.

### 3.3. Design of the Control Algorithm Based on IESO−CFDL−MFAPC

Although the control method based on CFDL−MFAPC predicts the data of the previous moments in advance, which is equivalent to amplifying the parameters in CFDL−MFAC by \( N \) times, it is less sensitive to the controller parameters than CFDL−MFAC and has superior convergence speed and tracking accuracy. Although the square control algorithm based on MFAC is not very sensitive to the parameter changes in the system mathematical model, it still causes the system to fluctuate when the load changes suddenly and the system has unknown disturbances, thereby affecting the control accuracy of the system. This subsection adds an improved extended state observer based on the CFDL−MFAPC control method described in the previous subsection, which is used to estimate the disturbance caused by the sudden load of the system and other factors, and serves as feedforward compensation in the direct thrust control system. Figure 4 shows the block diagram of the DTFC system of PPMLM based on IESO−CFDL−MFAPC.

**Figure 4.** Block diagram of PPMLM direct thrust force control system based on IESO−CFDL−MFAPC.

The internal and external disturbance produced in the system is called the total disturbance \( f \) of the system; \( f \) is a nonlinear equation formed by the unknown disturbance of the system, and the designed extended state observer is to estimate the unknown disturbance \( f \) in the system.

Therefore, the second-order ESO equation in continuous time is designed as:

\[
\begin{align*}
\dot{e} &= z_1 - v \\
\dot{z}_1 &= z_2 - \beta_1 f a_l(e, \alpha_1, \delta) + bu \\
\dot{z}_2 &= -\beta_2 f a_l(e, \alpha_2, \delta)
\end{align*}
\]  

(33)
where $z_1$ is the estimated value of the following motor speed $v$; $z_2$ is the estimated value of the total disturbance $f$; $u$ is thrust of primary permanent magnet linear motor; $\beta_1, \beta_2$ is the observer gain coefficient; $\alpha_1, \alpha_2$ is the filter factor; $\delta$ is the width of the linear region; and $b$ is a constant.

However, the speed controller designed in this paper is based on the discretized control algorithm, and then the second-order ESO is represented by the discretization, as shown in the following formula:

$$e(k) = z_1(k) - v(k)$$
$$z_1(k+1) = z_1(k) + h(z_2(k) - \beta_1 f_{al}(e, \alpha_1, \delta) + bu(k))$$
$$z_2(k+1) = z_2(k) - h\beta_2 f_{al}(e, \alpha_2, \delta)$$

where $z_1(k)$ is the evaluated value of the following motor speed $v$ and $z_2(k)$ is the unknown total disturbance $f(k)$ evaluated for the system.

The total input of the PPMLM direct thrust control system then becomes:

$$U = fe(k) + f(k)$$

For the problem that the control accuracy of the second-order ESO is not ideal when the error is large, the $f_{al}$ function in the formula is correspondingly improved, and the expression for this follows:

$$f_{al}(e, \alpha, \delta) = \begin{cases} \frac{e}{\delta}, & |e| \leq \delta \\ |e|^\alpha \text{sign}(e), & |e| > \delta \end{cases}$$

After the hyperbolic tangent function is applied to the $f_{al}$ function, the speed tracking can converge faster and the control accuracy is higher when the system is disturbed greatly.

**Remark 4.** Because the hyperbolic tangent function is used in the $f_{al}$ function, the transition process of the estimated disturbance is smoother. It should be noted that the output $f(k)$ of the IESO is the lumped disturbance of the system, while the control input is compensated directly without identifying the disturbance of the system.

3.4. Closed-Loop Stability Proof of the PPMLM Direct Thrust Control System Based on IESO-CFDL-MFAPC

For proving the closed-loop stability of the PPMLM DTFC system, the following assumptions are given:

**Assumption 3** [33]. For a given desired velocity $v^*(k+1)$ of the PPMLM in the direct thrust control system, there is always a bounded $fe(k)$ that can make the speed output of the PPMLM direct thrust control system equal to $v^*(k+1)$.

**Assumption 4** [33]. At any moment $k$ and $\Delta fe(k) \neq 0$, the sign of $\varphi(k)$ for the system can be kept unchanged, that is, to satisfy $\varphi(k) > \varepsilon > 0$, or $\varphi(k) < -\varepsilon$, where $\varepsilon$ is a small number.

**Corollary 2.** According to Assumption 2 and Equation (8), for any time $k$, there must be a time-varying PPD $\varphi(k) \in R$ that satisfies $|\varphi(k)| \leq \mathcal{K}$.

**Theorem.** For the nonlinear PPMLM direct thrust control system, under the condition that the assumptions above are satisfied and when $v^*(k+1) = v^* = \text{const}$, then there is a positive number $\lambda_{\text{min}} > 0$, such that when $\lambda > \lambda_{\text{min}}$: 
(1) The error \( e(k) \) of the system speed is monotonically convergent, that is, 
\[
\lim_{k \to \infty} |v^* - v(k + 1)| = 0.
\]
(2) The closed-loop system of direct thrust control is bounded-input bounded-output (BIBO) stable, that is, the output speed-control sequence \{v(k)\} and the input thrust control sequence \{f_e(k)\} are bounded.

**Proof.** If the speed controller designed in this paper satisfies the condition \(|\dot{\phi}(k)| \leq \epsilon\) or \(|\Delta f_e(k-1)| \leq \epsilon\), or \(\text{sign}(\dot{\phi}(k)) \neq \text{sign}(\dot{\phi}(1))\), then the pseudo partial derivative \(\dot{\phi}(k)\) is obviously bounded. \(\square\)

In addition to the cases above, we define \(e_\varphi(k) = \phi(k) - \varphi(k)\) as the error of partial derivative estimation. Subtracting \(\varphi(k)\) from both ends of the parameter estimation algorithm (Equation (25)) at the same time and combining with Equation (14), we obtain:
\[
e_\varphi(k) = e_\varphi(k) - \Delta \varphi(k) + \frac{\eta \Delta f_e(k-1)}{\mu + \Delta f_e(k-1)^2}(\Delta v(k) - \dot{\phi}(k-1)\Delta f_e(k-1))
\]
\[
= (1 - \frac{\eta \Delta f_e(k-1)^2}{\mu + \Delta f_e(k-1)^2})e_\varphi(k) - \Delta \varphi(k)
\]

(38)

From the conclusion \(|\varphi(k)| \leq \mu\) in the corollary, \(|\varphi(k) - \varphi(k)| \leq 2\mu\) is known. By deducting the absolute values on both sides of the Equation (38), we obtain:
\[
|e_\varphi(k)| \leq 1 - \frac{\eta \Delta f_e(k-1)^2}{\mu + \Delta f_e(k-1)^2} |e_\varphi(k-1)| + 2\mu
\]

(39)

Since \(\mu > 0, \eta \in (0, 1]\), there is a constant \(p\), such that the following formula holds:
\[
0 < 1 - \frac{\eta \Delta f_e(k-1)^2}{\mu + \Delta f_e(k-1)^2} \leq p < 1
\]

(40)

Using Equations (39) and (40), we can obtain:
\[
|e_\varphi(k)| \leq p|e_\varphi(k-1)| + 2\mu \leq p^2|e_\varphi(k-2)| + 2p\mu + 2\mu
\]
\[
\leq \ldots \leq p^{k-1}|e_\varphi(1)| + \frac{2\mu}{1-p}.
\]

(41)

Equation (41) shows that \(e_\varphi(k)\) is bounded. Additionally, because \(\varphi(k)\) is bounded, we can show that \(\dot{\phi}(k)\) is bounded, and from Equations (27)–(30), it can be concluded that \(\dot{\phi}(k+j)\) is bounded.

By defining the tracking error of the system as \(e(k+1) = v^* - v(k+1)\) and bringing Equation (14) into the tracking error equation, and further using Equations (31) and (32), we obtain:
\[
e(k+1) = v^* - v(k+1)
\]
\[
= v^* - v(k) - \varphi(k)\Delta f_e(k)
\]
\[
= (1 - \varphi(k)(g^T(k)(\hat{H}(k)E(k)) + \lambda I)^{-1}\hat{H}(k)E(k))(v^* - v(k))
\]

(42)

Calculating the absolute values on both sides of Equation (42) yields:
\[
|e(k+1)| \leq \left| 1 - \varphi(k)(g^T(k)(\hat{H}(k)E(k)) + \lambda I)^{-1}\hat{H}(k)E(k)) \right| |e(k)|
\]

(43)

Let \(Q = (\hat{H}(k)E(k) + \lambda I)\), where \(\hat{H}(k)E(k)\) is a positive semidefinite matrix; if \(\lambda > 0\), both \(Q\) and \(Q^{-1}\) are positive definite matrices.
Then, by \( Q^{-1} = \frac{Q^*}{\text{det}(Q)} \),
where \( Q^* = \begin{bmatrix} Q_{11} & \cdots & Q_{N_u 1} \\ \vdots & \ddots & \vdots \\ Q_{1 N_u} & \cdots & Q_{N_u N_u} \end{bmatrix} \) is the adjoint of the matrix \( Q \), and \( Q_{ij} \) is the algebraic cofactor of \( Q \), the following formula holds:

\[
g^T (\hat{H}^T (k) \hat{H}(k) + \lambda I)^{-1} \hat{H}^T (k) E(k)
= g^T Q^{-1} \hat{H}^T (k) E(k)
= g^T \frac{Q^*}{\text{det}(Q)} \hat{H}^T (k) E(k)
= \frac{N \phi(k) Q_{11}}{\text{det}(Q)} + \frac{(N-1) \phi(k+1) Q_{21}}{\text{det}(Q)} + \ldots + \frac{(N-N_u+1) \phi(k+N_u-1) Q_{N_u 1}}{\text{det}(Q)}
\]

Since \( \phi(k) \) is known to be bounded at any time \( k \), Equation (44) is bounded and the upper bound is a constant independent of \( k \).

Because \( Q \) is a positive definite matrix, \( \text{det}(Q) > 0 \) is a polynomial of order \( N_u \) with the leading coefficient of \( \lambda \) being 1. \( Q_{11} > 0 \) is a polynomial of order \( (N_u - 1) \) with the leading coefficient of \( \lambda \) being 1. \( Q_{i1} (i = 2, 3, \ldots, N_u) \) is a polynomial of order \( (N_u - 2) \) with the leading coefficient of \( \lambda \) being 1. Thus, there is \( \lambda_{\min} > 0 \) such that when \( \lambda \geq \lambda_{\min} \), the sign of Equation (44) is the same as \( \frac{Q_{11}}{\text{det}(Q)} \), and further, there is a constant \( q \) such that:

\[
0 < 1 - \phi(k) (g^T (\hat{H}^T (k) \hat{H}(k) + \lambda I)^{-1} \hat{H}^T (k) E(k)) \leq q < 1
\]

From Equations (43) and (45), we know that:

\[
|e(k + 1)| \leq q |e(k)| \leq \ldots \leq q^k |e(1)|
\]

Therefore, \( \lim_{k \to \infty} |e(k + 1)| = 0 \).

Since \( v^* (k) \) is a bounded constant, it follows that the sequence \( \{ v(k) \} \) is also bounded.

Using Equations (31) and (32), we obtain:

\[
|\Delta f e(k)| \leq g^T (\hat{H}^T (k) \hat{H}(k) + \lambda I)^{-1} \hat{H}^T (k) E(k) |e(k)| \leq \Gamma |e(k)|
\]

where \( \Gamma \) is a bounded constant.

Further, we have:

\[
|f e(k)| \leq |\Delta f e(k)| + |\Delta f e(k - 1)| + \ldots + |\Delta f e(2)| + |f e(1)|
\leq \Gamma (|e(k)| + |e(k - 1)| + \ldots + |e(2)|) + |f e(1)|
\leq \Gamma (q^{k-1} |e(1)| + \ldots + q |e(1)|) + |f e(1)|
\leq \Gamma \frac{q(q-1)}{q-1} |e(1)| + |f e(1)|
\]

Equation (48) shows that the sequence \( \{ f e(k) \} \) is also bounded.

Furthermore, it can be shown that the PPMLM DTCF system based on CFDL-MFAPC is closed-loop stable.

Considering that \( \beta_1, \beta_2 \) are the observer gain coefficients and \( h \) is the sampling period, when IESO selects an appropriate observation gain and sampling period, the estimated value \( z_2 (k) \) of the total disturbance converges to \( f (k) \) in a finite time \( k \), namely, \( f (k) < \zeta \), where \( \zeta \) is a constant [37], and the control law \( f e(k) \) is bounded. Then, from Equation (36), we can see that the total control law \( U(k) \) is also bounded.

Therefore, the PPMLM DTCF system based on IESO-CFDL-MFAPC is also closed-loop stable.
4. Simulation Verification

The main parameters of the PPMLM in the simulation are displayed in Table 1.

Table 1. Parameters of the PPMLM.

| Parameter                     | Symbol | Unit | Value |
|-------------------------------|--------|------|-------|
| Motor quality                 | M      | kg   | 15.5  |
| Coefficient of viscous friction| B      | kg/s | 0.1   |
| Primary resistance            | R      | Ω    | 1.8   |
| Permanent magnet pole pitch   | τ      | mm   | 45    |
| Permanent magnet flux linkage | ψ_f    | wb   | 0.28  |
| Armature pole pairs           | p_n    |      | 4     |
| d-axis inductance             | l_d    | mH   | 2.7   |
| q-axis inductance             | l_d    | mH   | 2.7   |
| DC power supply               | U_dC   | V    | 310   |

To verify the effectiveness of the IESO–CFDL–MFAPC scheme, the traditional PI controller and the control algorithms based on CFDL–MFAC, CFDL–MFAPC, and IESO–CFDL–MFAPC are compared. When running at a speed of 100 N, the PPMLM starts with 100 N load, suddenly adds 100 N load at 0.65 s, and suddenly reduces 50 N load at 1.3 s to obtain the speed curves of four different controllers under disturbance changes. After repeated trial and error debug simulation, the optimal parameters of each controller and the optimal speed curve under the disturbance are finally obtained.

The sampling time of the control system in the simulation is set as 0.1 ms. The parameters and initial values of the four controllers are displayed in Tables 2 and 3:

Table 2. Parameters of the four control algorithms.

| IESO–MFAPC | ESO–MFAPC | MFAPC | MFAC | PI |
|------------|-----------|-------|------|----|
| λ          | 0.4       | λ     | 0.4  | λ  |
| ρ          | 1200      | ρ     | 1000 | ρ  |
| η          | 0.1       | η     | 0.1  | η  |
| μ          | 1 × 10⁻⁶  | μ     | 1 × 10⁻⁶ | μ |
| δ          | 1         | δ     | 1    | δ  |
| ε          | 1 × 10⁻³  | ε     | 1 × 10⁻³ | ε |
| N          | 5         | N     | 5    | N  |
| N_u        | 5         | N_u   | 5    | N_u |
| η_p        | 3         | η_p   | 3    | η_p |
| β₁         | 1 × 10⁵   | β₁    | 1 × 10⁵ | β₁ |
| β₂         | 4.55 × 10⁵ | β₂   | 3.45 × 10⁵ | β₂ |
| a₁         | 0.5       | a₁    | 0.5  | a₁ |
| a₂         | 0.25      | a₂    | 0.25 | a₂ |
| b          | 7         | b     | 6    | b  |

Table 3. Initial parameter values for the four control algorithms.

| IESO–MFAPC | ESO–MFAPC | MFAPC | MFAC | PI |
|------------|-----------|-------|------|----|
| Ψ⁽¹⁾ = 0.5 | Ψ⁽¹⁾ = 0.5 | Ψ⁽¹⁾ = 0.5 | Ψ⁽¹⁾ = 0.5 | Ψ⁽¹⁾ = 0.5 |
| Ψ⁽²⁾ = Ψ⁽³⁾ = Ψ⁽⁴⁾ | Ψ⁽²⁾ = Ψ⁽³⁾ = Ψ⁽⁴⁾ | Ψ⁽²⁾ = Ψ⁽³⁾ = Ψ⁽⁴⁾ | Ψ⁽²⁾ = Ψ⁽³⁾ = Ψ⁽⁴⁾ | Ψ⁽²⁾ = Ψ⁽³⁾ = Ψ⁽⁴⁾ |
| Ψ⁽⁵⁾ = 0.5 | Ψ⁽⁵⁾ = 0.5 | Ψ⁽⁵⁾ = 0.5 | Ψ⁽⁵⁾ = 0.5 | Ψ⁽⁵⁾ = 0.5 |
| Ψ⁽¹⁾ = [0.5 0.6 0.7] | Ψ⁽¹⁾ = [0.5 0.6 0.7] | Ψ⁽¹⁾ = [0.5 0.6 0.7] | Ψ⁽¹⁾ = [0.5 0.6 0.7] | Ψ⁽¹⁾ = [0.5 0.6 0.7] |
| L = 10     | L = 10    | L = 10 | L = 10 | L = 10 |

Figures 5 and 6 show the speed-tracking curve and error curves of the four control algorithms under a sudden load, respectively. It can be seen from Figure 5 that the control effect of IESO–CFDL–MFAPC is better than the other control methods in terms of overshoot, convergence speed, error accuracy, and antidisturbance.
Table 3. Initial parameter values for the four control algorithms.

| Algorithm  | Initial Parameter Values |
|------------|--------------------------|
| IESO−MFAPC | The initial value is the same as that of IESO−MFAPC |
| MFAPC      | The initial value is the same as that of IESO−MFAPC |
| MFAC       | (1) 0.5 \( \phi \) |
| PI         | (1) (2) (3) (4) (5) 0.5 \( \phi \) |

Figures 5 and 6 show the speed-tracking curve and error curves of the four control algorithms under a sudden load, respectively. It can be seen from Figure 5 that the control effect of IESO−CFDL−MFAPC is better than the other control methods in terms of overshoot, convergence speed, error accuracy, and antidisturbance.

Figure 7 shows that the improved ESO can ensure faster convergence and smaller speed error. When the disturbance is added, both the overshoot of the IESO and the speed error after the steady state are smaller, which indicates that the IESO has a faster convergence effect and stronger robustness.

To show the performance comparison quantitatively among the four controllers, the following root mean square error (RMSE) and maximum error (MAXE) values are selected:

\[
RMSE(e(k)) = \sqrt{\frac{1}{G} \sum_{i=1}^{G} e(k)^2}
\]

\[
MAXE(e(k)) = \max(|e(k)|)
\]

where \( e(k) \) is the error value between each control method and the expected speed after entering a steady state, and \( G \) is the number of error samples. Three periods are considered: (i) Period 1: after startup with 100 N load; (ii) Period 2: after sudden addition of 100 N load;
(iii) Period 3: sudden reduction of 50 N load. The quantitative indicators of the four control algorithms are shown in Table 4:

**Table 4. Quantitative index of four algorithms when the load changes.**

| Controller | Disturbance | Root Mean Square Error | Maximum Error |
|------------|-------------|------------------------|---------------|
| PI         | Start with 100 N load | 3.4286 × 10⁻⁴ | 6.8789 × 10⁻⁴ |
|            | Sudden 100 N load     | 3.1952 × 10⁻⁴ | 6.4449 × 10⁻⁴ |
|            | Sudden drop of 50 N load | 4.1426 × 10⁻⁴ | 9.0252 × 10⁻⁴ |
| MFAC       | Start with 100 N load | 1.4326 × 10⁻⁴ | 2.3843 × 10⁻⁴ |
|            | Sudden 100 N load     | 1.0365 × 10⁻⁴ | 1.9340 × 10⁻⁴ |
|            | Sudden drop of 50 N load | 1.4080 × 10⁻⁴ | 2.3835 × 10⁻⁴ |
| MFAPC      | Start with 100 N load | 6.9372 × 10⁻⁵ | 1.3078 × 10⁻⁴ |
|            | Sudden 100 N load     | 8.0155 × 10⁻⁵ | 1.9047 × 10⁻⁴ |
|            | Sudden drop of 50 N load | 7.0799 × 10⁻⁵ | 1.1364 × 10⁻⁴ |
| IESO‒MFAPC | Start with 100 N load | 1.8293 × 10⁻⁵ | 3.7948 × 10⁻⁵ |
|            | Sudden 100 N load     | 1.7799 × 10⁻⁵ | 3.6790 × 10⁻⁵ |
|            | Sudden drop of 50 N load | 1.7812 × 10⁻⁵ | 3.3845 × 10⁻⁵ |

**Figure 7.** Speed comparison before and after ESO improvement.

From the speed comparison curves of the four control algorithms shown in Figure 5, we observe that the IESO‒CFDL‒MFAPC converges to the desired speed curve within 0.09 s after the PPMLM starts with a 100 N load, and only has a rapid and stable convergence after an overshoot of 0.131 m/s. The CFDL‒MFAPC converges within 0.15 s after an overshoot of 0.3325 m/s, and the CFDL‒MFAC without the optimization of the prediction algorithm converges within 0.2 s after an overshoot of 0.3405 m/s. The PI controller converges in 0.265 s after an overshoot of 0.131 m/s occurs.

Combined with the data in Table 4, it can be clearly shown that the control effect based on IESO‒CFDL‒MFAPC is the best, and the speed-tracking error of this control algorithm in the steady state after the system starts with a load of 100 N is obviously better than other three control methods.

In summary, the proposed IESO‒CFDL‒MFAPC shows the best speed-tracking accuracy, faster convergence speed, and stronger robustness when compared with other three control methods.

To further verify the effectiveness of the proposed method, a load of 100 N is suddenly added at 0.65 s, and a load of 50 N is suddenly dropped at 1.3 s. The proposed control
converges at 0.06 s after a drop of 0.0106 m/s at 0.65 s, while converging to the desired velocity value in 0.06 s after a rise of 0.0053 m/s occurs in 1.3 s. The CFDL-MFAPC converges to the desired velocity value in 0.07 s after a drop of 0.0122 m/s at 0.65 s, and converges in 0.062 s after a rise of 0.0061 m/s at 1.3 s. The CFDL-MFAC converges to the desired velocity value in 0.13 s after a drop of 0.0269 m/s at 0.65 s, and converges in 0.12 s after a rise of 0.0136 m/s at 1.3 s. The PI controller converges to the desired speed value in 0.16 s after a drop of 0.049 m/s in 0.65 s, and converges in 0.14 s after a rise of 0.0248 m/s in 1.3 s.

It can be seen that the proposed control shows smaller overshoot, faster convergence speed, and higher tracking accuracy, and more importantly, converges to the desired speed with a smooth curve after adding disturbance, while other three control algorithms are not as good as the proposed control, exhibiting overshoot in the opposite direction. The reasons follow: (i) After the prediction algorithm is combined with MFAPC, the convergence speed and the error accuracy are improved. (ii) By using the IESO, not only can the convergence speed of the system be improved, but also the tracking accuracy and robustness are both improved in the case of sudden disturbance.

Figure 8 shows the load variation curve, while Figure 9 depicts the thrust curve of a sudden load applied by the four control algorithms. It can be clearly seen that the thrust fluctuations of the control methods based on CFDL–MFAC, CFDL–MFAPC, and IESO–CFDL–MFAPC are all about −5~5 N. It can be seen from Table 5 that the thrust fluctuation of IES–CFDL–MFAPC is slightly larger than that of the other two control algorithms. However, the three control algorithms have little difference in thrust fluctuation, which indicates that the proposed model-free adaptive control method can reduce the thrust fluctuation of the PPMLM. Moreover, the thrust curve based on the IESO–CFDL–MFAPC control has a faster and better convergence effect. The other two control algorithms have reverse thrust fluctuation in the process of convergence. Furthermore, the thrust fluctuation of the traditional PI controller is about −40~40 N, indicating the worst performance of PI control. In conclusion, the control method based on IESO–CFDL–MFAPC has a better effect on the thrust curve. Clearly, the proposed control can be stabilized in the vicinity of the expected thrust much faster, and effectively improves the impact of thrust fluctuations caused by the thrust hysteresis regulator and exhibits strong antidisturbance capability.

| Controller | Disturbance | Root Mean Square Error | Maximum Error |
|------------|-------------|------------------------|---------------|
| MFAC       | Start with 100 N load | 2.0649 | 5.2132 |
|            | Sudden 100 N load | 2.0494 | 5.1139 |
|            | Sudden drop of 50 N load | 2.0628 | 5.2103 |
| MFAPC      | Start with 100 N load | 2.0609 | 5.1443 |
|            | Sudden 100 N load | 2.0471 | 5.3514 |
|            | Sudden drop of 50 N load | 2.0515 | 5.1293 |
| IESO–MFAPC | Start with 100 N load | 2.0893 | 5.3546 |
|            | Sudden 100 N load | 2.0758 | 5.3908 |
|            | Sudden drop of 50 N load | 2.0864 | 5.3667 |

Figure 8. Load variation curve.
Further, it can be seen from Figures 10 and 11 that the three-phase current curve of the PPMLM under the PI controller indicates that the three-phase current distortion degree is very high, while the three-phase current curve distortion under the proposed control is significantly improved and the recovery speed is faster.

Table 5. Thrust fluctuation quantity index of three control algorithms under load change.

| Controller  | Disturbance                  | Root Mean Square Error | Maximum Error |
|-------------|------------------------------|------------------------|---------------|
| MFAC        | Start with 100 N load        | 2.0649                 | 5.2132        |
|             | Sudden 100 N load            | 2.0494                 | 5.1139        |
|             | Sudden drop of 50 N load     | 2.0628                 | 5.2103        |
| MFAPC       | Start with 100 N load        | 2.0609                 | 5.1443        |
|             | Sudden 100 N load            | 2.0471                 | 5.3514        |
|             | Sudden drop of 50 N load     | 2.0515                 | 5.1293        |
| IESO−MFAPC  | Start with 100 N load        | 2.0893                 | 5.3546        |
|             | Sudden 100 N load            | 2.0758                 | 5.3908        |
|             | Sudden drop of 50 N load     | 2.0864                 | 5.3667        |

Further, it can be seen from Figures 10 and 11 that the three-phase current curve of the PPMLM under the PI controller indicates that the three-phase current distortion degree is very high, while the three-phase current curve distortion under the proposed control is significantly improved and the recovery speed is faster.
Further, it can be seen from Figures 10 and 11 that the three-phase current curve of the PPMLM under the PI controller indicates that the three-phase current distortion degree is very high, while the three-phase current curve distortion under the proposed control is significantly improved and the recovery speed is faster.

Figures 10 and 11 show the flux track of the PI control and proposed control, respectively. We can clearly see that although the flux linkage of the PI controller and the IESO−CFDL−MFAPC controller is close to an ideal circle, the flux linkage based on the proposed control has smaller pulsation, which indicates that the influence of the flux fluctuation caused by the flux linkage hysteresis regulator is reduced to a certain extent.

Figures 12 and 13 show the flux track of the PI control and proposed control, respectively. We can clearly see that although the flux linkage of the PI controller and the IESO−CFDL−MFAPC controller is close to an ideal circle, the flux linkage based on the proposed control has smaller pulsation, which indicates that the influence of the flux fluctuation caused by the flux linkage hysteresis regulator is reduced to a certain extent.

Figure 12. Flux track of the PI controller.
5. Conclusions

In this paper, a control algorithm based on IESO−CFDL−MFAPC technique is proposed to optimize the speed loop in the PPMLM direct thrust control system. The MFAC approach is first developed in the PPMLM direct thrust control system, which does not require the mathematical model of the PPMLM. It is shown that when compared with the traditional MFAC method, the MFAPC makes up for the shortcomings of the traditional MFAC and improves the speed-tracking performance by predicting the future data. Using the proposed control approach, not only can the speed-tracking performance of the PPMLM be improved, but also the disturbance in the system can be estimated in real time. As such, the influence of the system disturbance on the speed-control accuracy can be effectively compensated, which improves the antidisturbance ability and the robustness of the system. Note that in terms of the thrust fluctuation, the three model-free adaptive control methods developed in this paper have good inhibition effect on thrust fluctuation compared with the traditional PI controller, while the control method based on IESO−CFDL−MFAPC shows better speed tracking and robustness performance than other two comparable model-free adaptive control methods.
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