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Abstract

Many existing interpretation methods of convolutional neural networks (CNNs) mainly analyze in spatial domain, yet model interpretability in frequency domain has been rarely studied. To the best of our knowledge, there is no study on the interpretation of modern CNNs from the perspective of the frequency proportion of filters. In this work, we analyze the frequency properties of filters in the first layer as it is the entrance of information and relatively more convenient for analysis. By controlling the proportion of different frequency filters in the training stage, the network classification accuracy and model robustness is evaluated and our results reveal that it has a great impact on the robustness to common corruptions. Moreover, a learnable modulation of frequency proportion with perturbation in power spectrum is proposed from the perspective of frequency domain. Experiments on CIFAR-10-C show 10.97% average robustness gains for ResNet-18 with negligible natural accuracy degradation.

1. Introduction

Successful Convolutional Neural Network (CNN) architectures, such as VGG \cite{24}, ResNet \cite{8} and DenseNet \cite{12}, can reach sub-human or super-human accuracy in image classification tasks. However, the robustness and interpretability of these models are obstacles to the reality.

One of the problems of CNNs is robustness, which can be defined as the performance of models on altered but similar-semantic datasets to the training set. Hendrycks and Dietterich \cite{9} propose corrupted datasets (e.g. CIFAR-10-C), where “common” corruption exists in images (e.g. brightness changing or blurring). When testing on these datasets, many models experience severe performance degradation which implies the generalization gap to reality.

Besides robustness, the interpretability of networks remains a mystery. Many existing interpretation methods are closely related to visualization techniques \cite{18}, thus it is naturally to make interpretation analysis in spatial domain. However, frequency domain is an alternative perspective to spatial domain, and the explanation of CNNs in frequency domain is rarely studied. Meanwhile, convolution kernel is one form of Finite Impulse Response (FIR) filters, so as the 2D kernels used in CNNs. These filters have distinct frequency response characteristics and can be used to generate
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Figure 2. Framework of Attended Power Suppression (APS), where Power Suppression is only used in training with a certain probability to suppress some frequency components, and channel-wise attention is the part of inference in both training and testing. We hide the situation that input images are not power suppressed for clarity. Channel-wise Attention can constrain the number of opened channels in the first layer guided by the auxiliary label, which is given by power suppression and is corresponding to the mask filter. In this way, we can limit the proportion of first layer filters which are in the unmasked frequencies. If the image is not power suppressed, no auxiliary label is generated. DFT: Discrete Fourier Transform; IDFT: Inverse DFT; $\mathcal{L}_{\text{Aux}}$: Additional auxiliary loss term to the classification loss.

a frequency response histogram of the layer, where the frequency proportion can be reflected. Thus, this frequency proportion is a basic property and may exert the influence on accuracy and robustness to common corruptions, which motivates our research in this paper.

In many CNN architectures, the first convolution layer is the only direct information source of images that can extract and refine useful features for deeper layers. From another point of view, it filtrates different frequency components of input images. We mainly aim at exploring frequency proportion interpretability of the first convolution layer because visualization in image space is more intelligible than in feature space, and it is convenient to analyze the first layer instead of deeper layers. To show the proportion of different frequency filters in the first layer can do have an effect, we train models with a “high-”, “medium-” and “low-frequency dominated” first layer, where high-, medium- and low-frequency-response filters occupy the mainstream. The accuracy and robustness of these models to common corruptions are shown in Figure 1(e), where exists a range of about 2.1% average robustness undulation. To control the frequency proportion of the first layer, we propose Attended Power Suppression (APS) which will be explained below.

Figure 2 shows the framework of APS which combines self-supervision and channel-wise attention [2, 11, 27]. Briefly, we suppress some frequency components in the input image (i.e. power suppression). The channel-wise attention module after the initial layer can use a soft 0-1 mask to open or close output channels. The information of suppressed frequencies is recorded and used to generate auxiliary labels which are the expected ratio of open channels in the mask. Thus, the number of filters that have response to the unsuppressed frequencies can be limited. By changing suppression configurations, this limitation can be further modulated. Different configurations on VGG-16 and VGG-16-BN (Batch Normalization [13]) is tested, and we find that the proportion of different frequency filters in the first layer has little influence on accuracy on CIFAR-10 [14], but a relatively large impact on robustness to common corruptions on CIFAR-10-C. We further design Noise in Frequency Domain (NFD) which adds random noise on the power spectrum of images to improve robustness. On ResNet-18, we combine APS with NFD to achieve about 10.97% average robustness gains on CIFAR-10-C while only dropping 0.22% natural accuracy on CIFAR-10. To the best of our knowledge, it should be noticed that NFD and power suppression in our APS is novel data augmentation methods working in frequency domain which is rarely studied before.

Our main contributions can be summarized as:

- We prove that altering the frequency proportion of filters in the first layer exerts little influence on classification accuracy but much impact on robustness to common corruptions.
- We propose Attended Power Suppression (APS) which combines self-supervision and channel-wise attention mechanism to control the proportion of different frequency filters in the first layer and thus enhance frequency domain interpretability.
- Our Power Suppression in APS and Noise in Frequency Domain (NFD) directly apply data augmenta-
tation in frequency domain, which is rarely studied among augmentation methods. We further extend APS with NFD to achieve 10.97% average robustness gains with only 0.22% natural accuracy drops.

2. Related work

Interpretability. Visualization methods and interpretability researches are strongly interacted [18], Zeiler and Fergus [30] visualize the highest response of each filter with corresponding inputs, while Yosinski et al. [29] maximize the activation of filters to visualize their preferred patterns. Mopuri et al. [19] and Selvaraju [21] both aim at identifying interested regions in the input image of the model for prediction. These methods all interpret CNNs in spatial domain, in the meanwhile, interpretability of CNNs in frequency domain has been rarely studied while our method has revealed the importance of it.

Data augmentation. Data augmentation is commonly used from AlexNet architecture [15]. Various methods are proposed [23], e.g. Patch Gaussian [16], GAN data augmentation [11] and more generally, adversarial training [17] [22]. Cubuk et al. [3] propose AutoAugment using reinforcement learning to search augmentation strategies, and Geirhos et al. [7] use style transfer to randomize texture information in images from ImageNet [4]. They can improve both accuracy and robustness. However, our NFD and power suppression works in frequency domain which is relatively unnoticed in data augmentation, and power suppression is designed for interpretability, not accuracy nor robustness.

Self-supervised learning. Auxiliary tasks are used in self-supervised learning where labels are pseudo ones generated from data. Self-supervised learning has been used in many applications [5] [26] [31] to improve accuracy, and Hendrycks et al. [10] find self-supervised learning can also improve model robustness. In our APS, attention module is trained in a self-supervised framework, but it aims to enrich frequency interpretability which is different from these works.

3. Methods

3.1. Notations

We denote one image by $I \in [0, 1]^{d_1 \times d_2}$. 2D Discrete Fourier Transform (DFT) is represented by the denotation $\mathcal{F} : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{C}^{d_1 \times d_2}$ and reverse DFT by $\mathcal{F}^{-1}$. We use index $[i, j]$ to denote matrix elements, where $i, j \in \mathbb{N}$. If the position of index $[0, 0]$ in matrix $M$ is given, $i, j$ can be negative, thus for all elements in $M$ we denote the set of their indices by $\langle M \rangle$.

We let the zero frequency component in $\mathcal{F}(I)$ lay at the zero index $[0, 0]$. For frequency component $\mathcal{F}(I)[i, j]$, we denote the distance of this frequency to zero by $r(i, j) = \| (i, j) \|_2$. We define $r_I$ to be the largest distance in $\langle \mathcal{F}(I) \rangle$, and $r_I = \| (\lfloor \frac{d_1}{2} \rfloor, \lfloor \frac{d_2}{2} \rfloor) \|_2$.

For a function like $m : [0, r_I] \rightarrow [0, 1]$, we name it as “mask curve”, and define the corresponding mask matrix $M_m \in [0, 1]^{d_1 \times d_2}$ by:

$$M_m[i, j] = m(r(i, j)), \forall (i, j) \in \langle M \rangle. \quad (1)$$

Given a non-zero complex number $c \in \mathbb{C}$, we use the notation $\text{Dir } c$ to represent the normalized $c$, i.e. $\text{Dir } c = \frac{c}{|c|}$. $\text{Dir } 0$ can be arbitrary complex number which modulus is 1.

3.2. Attended Power Suppression (APS)

Method overview. The goal of APS is to control the proportion of different frequency filters in the first layer. To achieve it, power suppression and Channel-wise Attention is used in APS. For channel-wise attention, it is activated both in training and testing; for power suppression, however, it is disabled in testing, and may be disabled with a certain probability in training, thus normal images and power-suppressed images are mixed up in the same mini-batch.

Some frequency components will be randomly suppressed in power suppression. We assume that only low-frequency information of the input image is left. An auxiliary label will be generated which is a real number in $[0, 1]$, e.g. 0.2. This label is the expected open ratio of channel-wise attention module, i.e. about 20% of output channels in the first layer are expected to be opened. A loss term is added to constrain the actual channel open ratio closing to 0.2.

Since only low-frequency information remains, the first layer filters that mainly in low frequencies can have response. To improve accuracy, attention module has to choose output channels that are in low-frequencies (and have response) to open, and only these selected filters can
enforce their low-frequency properties. The low-frequency filters without this property strengthening can be more easily moved to other frequency bands in the following training process. Thus, APS applies loose guidance to the frequency proportion of the first layer filters.

**Power suppression.** Explanation of how the power suppression works will be presented in this part. We first define three mask curves “L”, “M” and “H” as \( m_L \), \( m_M \) and \( m_H \):

\[
m_{\text{step}}(s) = \begin{cases} 
1, & \text{if } s \leq 0, \\
1 - \frac{s}{3}, & \text{if } 0 < s \leq 3, \\
0, & \text{else}
\end{cases} \\
m_{\text{half}}(s) = \begin{cases} 
\frac{s}{7}, & \text{if } 0 < s \leq 3, \\
1, & \text{if } 3 < s \leq 8, \\
1 - \frac{s-8}{5}, & \text{if } 8 < s \leq 11, \\
0, & \text{else}
\end{cases} \\
m_L(s) = m_{\text{step}}(s-1) + m_{\text{half}}(s-1), \\
m_M(s) = m_{\text{step}}(s-1) + m_{\text{half}}(s-7), \\
m_H(s) = m_{\text{step}}(s-1) + m_{\text{step}}(s-13).
\]

The corresponding mask matrices of above curves defined by Equation 4 are \( M_L \), \( M_M \) and \( M_H \). These matrices are roughly a low-pass, band-pass and high-pass filter in frequency domain. Extremely low-frequency contents are kept by the \( m_{\text{step}}(s-1) \) terms in Equation 4 because these components always have very high power and can greatly change the average value of the whole image. Medium- and high-frequency components are relatively low-powered, so applying power suppression to them will not alter the first moment of image pixels very much.

For an original image \( I \), the power suppression procedure \( D \) can be written in:

\[
D(I, M, \alpha) = F^{-1}\left(F(I) \ast \left(1 - (1 - \alpha)(1 - M)\right)\right),
\]

where “\( \ast \)” is element-wise multiplication, \( \alpha \in [0, 1] \) is the suppression ratio (i.e., degree of suppression), and the mask filter \( M \in \{M_L, M_M, M_H\} \). In this procedure, the more \( \alpha \) is, the more power of suppressed frequencies are saved. Figure 3 is an illustration of images after power suppression.

**Constraint configurations.** In this part, we explain the generation procedures of auxiliary label \( \beta \) from suppression information \( (M, \alpha) \). These procedures define the relationship between suppression information and expected open ratio of channel-wise attention.

(a) Suppressed Configuration. In this configuration, for a suppression result \( D(I, M, \alpha) \), the auxiliary label function \( \beta_0 \) is defined as:

\[
\beta_0(M, \alpha) := \beta_0(\alpha) = \sigma(7\alpha - 3) + 1 - \sigma(4),
\]

where \( \sigma(\cdot) \) is sigmoid function. The function \( \beta_0(\alpha) \) is monotone and \( \beta_0(1) = 1 \).

(b) Fully-Open Configuration. In this configuration, for a suppression result \( D(I, M, \alpha) \), the auxiliary label function \( \beta_1 \) is always 1, thus:

\[
\beta_1(M, \alpha) = 1.
\]

(c) Learnable Configuration. In this configuration, for a suppression result \( D(I, M, \alpha) \), the auxiliary label function \( \beta_L \) is defined as:

\[
\beta_L(M, \alpha) = (1 - \alpha) \cdot b(M) + \alpha,
\]

where \( b(M) \) is the basic open ratio of mask filter \( M \). In more detail, a parameter \( \theta_b = (\theta_{b,L}, \theta_{b,M}, \theta_{b,H}) \) is used to determine basic open ratios following this procedure:

\[
(b(M_L), b(M_M), b(M_H)) = 1.1 \cdot \frac{\sigma(\theta_b)}{\sum_s \sigma(\theta_b)},
\]

and the denotation \( \sum_s \sigma(\theta_b) \) means the summation of elements in vector \( \sigma(\theta_b) \).

For (a) and (b), we can apply them to mask matrices \( M_L, M_M, M_H \) with combinations. For example, We denote that (a) is applied to \( M_L \) (low frequency), and (b) to the rests, by “LMH=011”, which is subscripts of constraint functions in order. Therefore, we can get eight combinations in total and denote them by “LMH=111, 011, 101, 110, 001, 010, 100, 000”. It should be noticed that though Fully-Open Configuration release the proportion of target frequency filters, it also forces the filters to learn power-invariance of constrained frequencies.

**Channel-wise attention and self-supervision.** In this part, the details of the attention module will be explained. The channel-wise attention module in our method consists of one global average pooling layer and two subsequent fully-connected layers. The input is the feature map \( M \in \mathbb{R}^{C \times d_1 \times d_2} \) of initial “semantic” layer which typically includes one convolution layer and optional batch-normalization. The output is a soft mask vector \( \bar{v} \in (0, 1)^C \), and to apply it to the feature map \( M \), the \( i \)-th element of mask vector \( v[i] \) will multiply to the \( i \)-th channel of feature map \( M[i] \). We denote the average value of \( v \) by \( \bar{v} \), which is the actual channel-open ratio of the attention module.

If the input has auxiliary label \( \beta \) which is the expected open ratio of channels, the \( L_2 \) loss can be added to the classification loss, making \( v \) meet the expected open ratio after training. The added loss term is

\[
L_{\text{Aux}}(v, \beta) = \lambda ||\bar{v} - \beta||^2_2,
\]

where \( \lambda \) is the coefficient. In self-supervised learning, auxiliary tasks are trained by generated pseudo labels, while \( \beta \)
Figure 4. NFD examples in CIFAR-10. (a) Image I from CIFAR-10 test set. (b) First row: NFD results $N_\sigma(I, M)$, where $M = M_0$ to $M_4$ (i.e. low frequency to high frequency noises, Section 3.3). Second row: NFD results with random $M$ (Section 3.3). The strength $\sigma$ in a) and b) is 3 to enhance visual effects.

is generated from input data $D(I, M, \alpha)$ to train the attention module. Therefore, this additional optimization target $L_{Aux}$ obeys self-supervised learning framework.

3.3. Noise in Frequency Domain (NFD)

Methods. The details of applying random noise in frequency domain will be described in this section. It should be mentioned that NFD is orthometric to APS, where APS alters the power spectrum but keeps relative strength in altered part, while NFD perturbs in a zero noise expectation.

We denote a noise matrix by $R_\sigma(M)$, where $\sigma$ is the maximum variance of noise, and $M \in [0, 1]^{d_1 \times d_2}$ is a control matrix. In more detail, we have

$$R_\sigma(M)[i,j] \sim N(0, \sigma \cdot (1 - M[i,j])), \quad (11)$$

where zero in $M$ means the largest variance of noise.

Given image $I$ and control matrix $M$, the power perturbation result $N_\sigma(I, M)$ is defined by:

$$N_\sigma(I, M) = F^{-1}(F(I) + R_\sigma(M) \ast \text{Dir}(F(I))), \quad (12)$$

where $\ast$ is element-wise multiplication, and Dir is defined in Section 3.3. This perturbation procedure will not change the semantic of original images significantly, since the unaltered phase spectrum keeps the semantic contents rather than power spectrum [20].

Control matrix and frequency bands of NFD. Based on some ordinary assumptions, we define the concrete range of each frequency bands, which are used to generate the control matrix in Section 3.3. Some images after NFD are shown in Figure 4.

We firstly define a “hill” mask curve by

$$m_{a,b}(s) = \begin{cases} 
s - a + 1, & \text{if } a - 1 \leq s < a, \\
1, & \text{if } a \leq s < b, \\
b - s + 1, & \text{if } b \leq s < b + 1, \\
0, & \text{else}. 
\end{cases} \quad (13)$$

For image $I$ in CIFAR-10 with 4 pixels padding on each edge, the image size is $40 \times 40$, so $\langle F(I) \rangle = \{(i,j) \mid i,j \in [-20, 20] \cap \mathbb{Z}\}$, and $[r_f] = \left\lfloor \frac{20\sqrt{2}}{f} \right\rfloor = 29$. We define five instances of “hill” mask: $m_0 := m_{0,9}, m_1 := m_{10,13}, m_2 := m_{14,17}, m_3 := m_{18,20}$ and $m_4 := m_{21,26}$; the corresponding mask matrices are $M_0$ to $M_4$. To create the control matrix $M$, an array $\alpha \in [0, 1]^5$ is generated, where at least one element is randomly sampled from uniform distribution $U(0, 1)$, and the rest elements have equal chance to be 0 or 1. So the control matrix is

$$M = \sum_{0 \leq i \leq 4} \alpha[i] \cdot M_i. \quad (14)$$

Some background is needed to explain the parameter of $m_0$ to $m_4$. It’s known in previous researches a “1/f” principle, which means the average amplitude spectrum of natural images falls with a form $1/f$, or $1/f^2$ for average power spectrum [25]. Thus for a frequency component $F(I)[i,j]$ whose distance to zero $s = r(i, j)$, the amplitude of this frequency, $f(s)$, can be formulated by

$$f(s) = \frac{\alpha}{1 + s}, \quad (15)$$

where $\alpha$ is a constant. $V(s)$, the number of minimum bits to represent $F(I)[i,j]$, can be approximately expressed as

$$V(s) \simeq \log_2 \beta \pi f^2(s) = \log_2 \beta \pi \left(\frac{\alpha}{1 + s}\right)^2. \quad (16)$$

If we apply an ideal low-pass filter whose distance of cut-off frequency is $s$, the proportion of information retained is

$$H(s) = \frac{\sum_{r(i,j) \leq s} V(r(i,j))}{\sum_{r(i,j) \leq s} V(r(i,j))}. \quad (17)$$

This curve is not smooth, and we can sample this curve using natural numbers from zero to $[r_f]$ to get a sequence $H_s$. Its first order difference is denoted by $H'_s$, and the element $H'_s[i]$ corresponds to the proportion of information represented by frequency components of which distance is $i$. In our method, we set $\alpha = 1600$ and $\beta = 1$ in function $V$.

Finally, we define the coverage degree $C_v$ of a mask curve $m$ by the following equation:

$$C_v(m) = \sum_{0 \leq i \leq [r_f]} m(i) \cdot H'_s[i]. \quad (18)$$

In curve $m_0$ to $m_4$ defined above, all the coverage degree is around $1/5$ to keep their equality of information contents.

Attention module and constraint configuration. If APS is used with NFD, it should be mentioned that an extended attention module is used in APS since NFD adds more input disturbances. In more detail, a convolution and batch-normalization layer is added before global average pooling (Section 3.2). Learnable Configuration in Section 3.2(c) can also be used to find the optimal proportion of filters in each frequency band.
3.4. Point Detection Map (PDM)

Since the first “semantic” layer may contain batch normalization and other components, it’s hard to directly apply Fourier analysis. By measuring the average response to “Point Detection Map” (PDM) of different frequencies, we can infer the frequency response of this system. The construction of PDM follows similar ideas to NFD which applies perturbations to power spectrum. Briefly, we denote the image whose pixel is 0.5 by $I_{0.5}$. A point perturbation $P_p(t, i, j)$ of strength $t$ at frequency index $[i,j]$ is an image that \( \| \text{vectorize } P_p(t, i, j) \|_2 = t \), and $F(P_p(t, i, j))$ only has non-zero elements at index $[i,j]$ (and its centrosymmetric index $[-i, -j]$). PDM is then defined as $P(t, i, j) = I_{0.5} + P_p(t, i, j)$. For PDM of RGB images, only one channel $c$ is PDM $P(t, i, j)$, and other channels are $I_{0.5}$. This is called as “channel PDM” (cPDM) $P_c(t, i, j)$. Some cPDM examples are shown in Figure 5.

To measure the response at frequency index $[i,j]$ of one specific output channel in the first layer, we can feed $P_c(t, i, j)$ as input, and the average value of this output channel is response strength. In this way, we can get the response of all $(c,i,j)$ combinations which can form a frequency response map of this output channel. After normalized to $[0, 1]$, response maps of each output channel can “vote” to get a response histogram.

It should be noted that this method is only useful for the first “semantic” layer because the subsequent convolution layer can’t match any meaningful patterns from the feature map of the first layer if PDMs are fed into the network.

4. Results

This section can be divided into two parts. First, APS is used to reveal the frequency interpretability of robustness. Second, final robustness gains with APS combined with NFD will be demonstrated.

4.1. Results under different constraints

**Experiment setting.** We test on CIFAR-10 and CIFAR-10-C using VGG-16 [24] and VGG-16-BN (Batch Normalization [13]). We train in 90 epochs with initial learning rate at 0.01 and decrease it by 0.1 every 30 epochs. Optimizer SGD uses the same hyper-parameter as Simonyan and Zisserman [24] except that the batch-size is 128.

The probability is 1/3 of applying power suppression (Section 3.2) to input images when sampling training data, and mask filter is randomly selected in $M_L$, $M_M$ and $M_H$ when applying suppression. Random crop and horizontal flip are applied before images are fed into the network. We use attention module in Section 3.2 whose number of hidden neurons is 512. $\lambda$ in Equation (10) is 100, which is the coefficient of additional loss term to cross-entropy loss. Only power suppressed inputs have auxiliary labels $\beta$, thus not all input samples have this additional loss term.

**Reference accuracy and robustness.** We show the accuracy on CIFAR-10, average accuracy on corruptions (Robust., \%) and mCE (mean Corruption Error [9]) on CIFAR-10-C, of models that are: (1) naturally trained (nat.); (2) power suppression augmented (aug.); (3) with attention module (att.); (4) combines 2) and 3) (aug.+att.). We test VGG-16 and VGG-16-BN architecture, where “BN” means additional batch-normalization [13] layer inserted. Naturally trained model is our baseline, so it’s represented in absolute value for accuracy and robustness where all the rest models are relative to it. All results are averaged over 4 runs. The results show that both used methods and their combination have little affect on accuracy, while they can vary their robustness to common corruptions. Power suppression augmentation can also improve clean accuracy slightly and make robustness gains at the same time.

| Model        | nat. | aug. | att. | aug.+att. |
|--------------|------|------|------|-----------|
| VGG-16       | (90.41) | +0.23 | +0.00 | -0.04     |
| Accuracy     | (72.80) | +5.68 | +0.10 | +4.97     |
| Robust.      | 100   | 79   | 100  | 82        |
| mCE          | 100   | 80   | 98   | 83        |
| VGG-16-BN    | (91.62) | +0.32 | +0.04 | +0.09     |
| Accuracy     | (72.07) | +5.12 | +0.38 | +4.29     |
| Robust.      | 100   | 80   | 98   | 83        |
| mCE          | 100   | 80   | 98   | 83        |

Table 1. The reference accuracy (%) on CIFAR-10, reference average accuracy on corruptions (Robust., %) and mCE (mean Corruption Error [9]) on CIFAR-10-C, of models that are: (1) naturally trained (nat.); (2) power suppression augmented (aug.); (3) with attention module (att.); (4) combines 2) and 3) (aug.+att.). We test VGG-16 and VGG-16-BN architecture, where “BN” means additional batch-normalization [13] layer inserted. Naturally trained model is our baseline, so it’s represented in absolute value for accuracy and robustness where all the rest models are relative to it. All results are averaged over 4 runs. The results show that both used methods and their combination have little affect on accuracy, while they can vary their robustness to common corruptions. Power suppression augmentation can also improve clean accuracy slightly and make robustness gains at the same time.

Figure 5. Channel Point Detection Map (cPDM) examples. The strength $t$ in these cPDMs are $4\sqrt{2}$. Best view in color.
can control the frequency proportion more flexibly. We re-
call that the configuration “LMH=abc” mentioned in Sec-
tion 3.2 means that auxiliary label generator $\beta_a$, $\beta_b$ and $\beta_c$
is used for mask filter $M_L$, $M_M$ and $M_H$ respectively. The
results of gains on accuracy and robustness are shown in Ta-
ble 2. We can infer that the proportion itself doesn’t exert
a very strong influence on model accuracy, and similar re-
sults have been found by Yin et al. ([28], Figure 1). They
use images that applied high-pass (or low-pass) filters to
be the network input, thus the first layer is high-frequency
dominated (or low-frequency, respectively). They find these
two experiment settings can reach similar accuracy, which
agrees with our observations.

However, this proportion can exert a relatively large im-
pact on model robustness to common corruptions. In Ta-
ble 2, the underlined items are the average robustness gain of configuration “LMH=001, 010, 100”. These configura-
tions all have limitations on two frequency bands, while the rest one does not. Thus, they can result in “high-”, “medium-” and “low-frequency-dominated” first layer after training, and lead to very different robustness performances. The undulation of underlined items shows clear evidence of our conclusion about frequency proportion and robustness.

**Frequency response.** To show that our method can con-
strain the proportion of different frequencies in the first
layer, we can test its frequency response (Section 3.4). To
generate the response histogram, the response of each out-
put channel is normalized to $[0, 1]$ and only a small number of extremely large and small pixels are ignored in normal-
ization to keep visual clarity. Due to the capacity limitation,
the visualization results of response maps are plotted in sup-
plementary materials. After normalization, each response
map can make a “vote” to the interested frequencies, and thus the histogram can display the frequency tendentiousness of the first layer.

The response histograms of some reference models and models under different constraint configurations of APS are shown in Figure 6 where the lowest frequency in histogram is placed in the center. For one of the underlined configurations “LMH=100”, suppressed medium- and high-frequency components have very sparse occurrence in their per-channel response maps because of the low brightness of corresponding pixels in histograms (Figure 6 (i)). Other configurations also follow the same rule. This verifies that our APS method can actually constrain the proportion of different frequency filters in the first layer as expected.

### 4.2. Power suppression with NFD

The power suppression augmented model can achieve high robust gains to common corruption in Table 4 which implies other data augmentations in frequency domain may also improve robustness. Thus power suppression (Section 3.2) is combined with NFD to make further exploration.

#### Experiment setting

The results of ResNet-18 on CIFAR-10 and CIFAR-10-C is tested. The initial learning rate is 0.1, and we use the extended attention module in Section 3.3. For NFD, random method in Section 3.3 is used for control matrix, and the noise variance $\sigma$ is 1. We apply NFD after power suppression if they’re used as data augmentation in the same model. All the rest settings are the same as Section 4.1 if no extra annotations are provided.

#### Reference accuracy and robustness

For ResNet-18, we show the accuracy and mCE on CIFAR-10, average accuracy on corruptions and mCE on CIFAR-10-C in Table 3 where we test the models that are specially trained by: (1) power suppression; (2) NFD; (3) both of them; (4) further combined with extended version of attention module (Section 3.3) basing on 3). For robustness gains, the results show that power suppression and NFD can achieve high robust gains to common corruption in Table 1, which agrees with the analysis of their orthometric perturbation schemes in power spectrum.

### 4.3. Learned frequency configuration

Since power suppression and NFD can make further robustness gains, we apply the Learnable Configuration (Section 3.2) in APS and combine it with NFD. The result is shown in Table 4 and is compared to a fixed configuration (“LMH=000”). The results imply that Learnable Configuration can reach the balance point between robustness gain and natural accuracy loss, while fixed configuration has stronger constraints and it is more likely to improve the robustness and hurt clean accuracy. The Learned frequency proportion is placed in supplementary materials.

### 5. Conclusion

We aim at the frequency interpretability of CNNs, and in particular, the proportion of different frequency filters in the first layer is explored. Attended Power Suppression (APS) is proposed to reach this goal, and the results show that the influence of this proportion on clean accuracy is relatively small, but it can affect the robustness to common corruptions greatly. It’s reasonable that an extremely tendentious first layer can result in high accuracy because of the optimization target, however, this performance can also be more volatile due to this tendentiousness. We further use learnable APS with Noise in Frequency Domain (NFD) to improve robustness of ResNet-18 on CIFAR-10-C with little accuracy drop. All the results inspire us to pay more attention to the frequency interpretability of models.

---

**Table 3.** The reference accuracy (Acc., %) on CIFAR-10, reference average accuracy on corruptions (Rob., %) and mCE (mean Corruption Error) on CIFAR-10-C of ResNet-18 models that are: (1) naturally trained (nat.); (2) power suppression augmented (sup.); (3) NFD augmented (NFD); (4) combining 2) and 3) (both); (5) 4) with extended version of attention module added (Section 3.3). Naturally trained model is our baseline and its accuracy and robustness are shown in absolute value. All the rest models are relative to baseline, and all results are averaged over 4 runs. The results show that, NFD itself can also achieve high robustness gains, and power suppression augmentation is highly non-overlapping to NFD on robustness gains.

|          | Acc.  | Rob.  | mCE  |
|----------|-------|-------|------|
| nat.     | (94.58) | 72.62 | 63.78 |
| sup.     | -0.15 | +4.73 | 64.60 |
| NFD      | -0.29 | +6.60 | +10.16 |
| both     | -0.18 | +10.16 | +10.33 |
| both+att.| -0.25 |        |      |

**Table 4.** Accuracy gain (Acc., %) on CIFAR-10, average accuracy on corruptions (Rob., %) and mCE (mean Corruption Error) on CIFAR-10-C, under different $\lambda$ in APS (Section 3.2). We test models of two constraint configurations (Section 3.2): (1) “LMH=000” (Fixed); (2) Learnable Configuration (Learn.). All results are averaged over 4 runs and all but mCE are relative to accuracy of naturally trained models in Table 3. Best configurations among $\lambda$ are marked in bold. Result shows that Learnable Configuration can keep the balance between robustness gain and natural accuracy drop to reach preferable status.

|          | $\lambda$ | Acc. | Rob. | mCE  |
|----------|-----------|------|------|------|
| Fixed    |           |      |      |      |
|          | 100       | -0.61 | +11.20 | 64  |
|          | 50        | -0.61 | +11.13 | 64  |
|          | 10        | -0.41 | +10.32 | 63  |
|          | 2         | -0.40 | +10.34 | 63  |
| Learn.   |           |      |      |      |
|          |           | -0.31 | +10.78 | 63  |
|          |           | -0.22 | +10.97 | 62  |
|          |           | -0.24 | +10.35 | 62  |
|          |           | -0.27 | +10.26 | 63  |
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