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Abstract

Subgraphs reveal information about the geometry and functionalities of complex networks. For scale-free networks with unbounded degree fluctuations, we count the number of times a small connected graph occurs as a subgraph (motif counting) or as an induced subgraph (graphlet counting). We obtain these results by analyzing the configuration model with degree exponent $\tau \in (2, 3)$ and introducing a novel class of optimization problems. For any given subgraph, the unique optimizer describes the degrees of the nodes that together span the subgraph. We find that every subgraph occurs typically between vertices with specific degree ranges. In this way, we can count and characterize all subgraphs. We refrain from double counting in the case of multi-edges, essentially counting the subgraphs in the erased configuration model.

1 Introduction

Scale-free networks often have degree distributions that follow power laws with an exponent $\tau \in (2, 3)$ [1, 11, 17, 31], hence with unbounded degree fluctuations. Many networks have been reported to satisfy these conditions, including metabolic networks, the internet and social networks, and hence come with notable characteristics such as a diverging second moment of the degree distribution and the relative commonness of hubs, vertices of extremely high-degrees. These hubs play a dominant role in the network structure and function, creating ultra-small distances, ultra-fast information spreading and resilience against random attacks.

Another scale-free property says that the clustering coefficient (the probability that two neighbors of a node are neighbors themselves) decreases with the node degree [4, 10, 21, 28, 31], again following a power law. This implies that the node degree mitigates the potential for triadic closure, and in particular hubs hardly form triangles, and can be understood by imagining the network to consist of communities of densely connected nodes, these communities being connected to each other through the hubs. Triangle relations then predominantly occur within the communities between low-degree nodes.

All networks are composed of small subgraphs. The triangle is the most studied subgraph, because it not only describes the tendency for local clustering of nodes, but also signals hierarchy and community structure [26]. However, other subgraphs such as bifans or larger cliques are equally important for understanding network organization [2, 29]. Indeed, subgraph counts might vary considerably across different networks [22, 23, 33] and any given network will have a set of statistically significant subgraphs. Statistical relevance can be expressed by comparing the real networks to some mathematically tractable null model. This comparison filters out the effect of the degree sequence and the network size on the motif count. A popular statistic takes the subgraph count, subtracts the expected number of subgraphs in a null model, and divides by the
variance in the null model \[12, 22, 24\]. Such a standardized test statistics sheds light on whether a subgraph is overrepresented in comparison to the null model that serves as the baseline.

The raises the question of what null model to use. A natural candidate is the uniform simple graph with the same degrees as the original network. For \( \tau > 3 \), when the degree distribution has finite second moment, it is easy to generate such graphs using the configuration model, a random graph model that creates random graphs with any given degree sequence \[5, 13\]. For \( \tau < 3 \), however, the configuration model fails to create simple graphs with high probability, and null models usually involve rewiring edges of the original graph. Consequently, the counting of subgraphs remains mathematically intractable, and one need to resort to algorithms for exhaustive counting of motifs \[20, 32\], or estimations of the number of motifs by sampling \[18\] which is computationally expensive.

In this paper we deal with multiple edges and self-loops by excluding double counting. Indeed, we can count subgraphs in two ways: from an edge perspective and from a vertex perspective. Figure 1 illustrates this for the triangle. From the edge perspective, multi-edges may create multiple triangles between one set of vertices. When we count triangles from the vertex perspective however, we count triangles between the same set of vertices only once, the approach we take in this paper. Counting subgraphs in the configuration model then becomes equivalent to counting subgraphs in the erased configuration model \[8\] \[13\, Chapter 7\]. This model is based on the same algorithm as the configuration model, but then followed by the removal of all self-loops and multiple edges.

The erased configuration model is intimately connected with a second popular null model, the rank-1 inhomogeneous random graph or hidden variable model \[4, 9\]. In this model vertices are characterized by weights that influence the creation of edges between pairs of vertices. The model can be seen as enlarged ensembles of random graphs that can match any given degree distribution in expectation. All topological properties, including correlations and clustering, then become functions of the distribution of the weights and the probability of connecting vertices. The independence between edges makes rank-1 inhomogeneous random graphs highly tractable, while the erased configuration model presents some additional structural dependencies. Nevertheless, we prefer to use the erased configuration model, because of its connection with the configuration model and the larger flexibility in its choice of degree sequence (see \[13, Chapter 7\] for a discussion). Moreover, we will argue that all results we obtain in this paper for the erased configuration model also hold for the rank-1 inhomogeneous random graph.

We count the number of times a small connected graph \( H \) occurs as a subgraph (motif counting) or as an induced subgraph (graphlet counting) in an erased configuration model \( G \) with degree exponent \( \tau \in (2, 3) \). Let \( G = (V, E) \) be a graph, and \( H = (V_H, E_H) \) be a small, connected graph. When we count graphlets \( H \), we are interested in \( N^{(\text{ind})}(H) \), the number of induced subgraphs of \( G \) that are isomorphic to \( H \). For example, when \( H \) is a square, we count all sets of 4 vertices that contain a square in the edges between them, but no more edges than that. We also study motifs, where we count \( N^{(\text{sub})}(H) \), the number of occurrences of \( H \) as a subgraph of \( G \). For example, when \( H \) is a square, we count all squares in \( G \), but also all complete graphs of size 4, since they also contain a square. When \( H \) is a complete graph, \( N^{(\text{ind})}(H) = N^{(\text{sub})}(H) \), otherwise \( N^{(\text{ind})}(H) \leq N^{(\text{sub})}(H) \). There is thus a subtle difference between graphlets and motifs.

We find that every small graph \( H \), whether it is a graphlet or motif, occurs typically between
vertices in $G$ with degrees in a very specific range. In this paper we show that many subgraphs consists exclusively of $\sqrt{n}$-degree vertices, including cliques of all sizes. Hence, in such subgraphs, the hubs (of degree close to the maximal value $n^{1/(\tau-1)}$) are unlikely to act as a vertex of a typical subgraph. Hubs can be part, however, of other subgraphs such as stars. We define optimization problems that find these optimal degree ranges for every motif and graphlet.

The erased configuration model. Given a positive integer $n$ and a degree sequence, i.e., a sequence of $n$ positive integers $(D_1, D_2, \ldots, D_n)$, the configuration model is a (multi)graph where vertex $i$ has degree $D_i$. It is defined as follows, see e.g., [6] or [13] Chapter 7. Given a degree sequence $d$ with $\sum_{i \in [n]} D_i$, even, we start with $d_j$ free half-edges adjacent to vertex $j$, for $j = 1, \ldots, n$. The configuration model is constructed by successively pairing, uniformly at random, free half-edges into edges, until no free half-edges remain. The wonderful property of the configuration model is that, conditionally on obtaining a simple graph, the resulting graph is a uniform graph with the prescribed degrees. This is why the configuration model is often used as a null model for real-world networks with given degrees. The erased configuration model is the model where all multiple edges are merged and all self-loops are removed.

In this paper, we study the setting where the degree distribution has infinite variance. Then the number of self-loops and multiple edges in the configuration model tends to infinity in probability (see e.g., [13] Chapter 7), so that the configuration model results in a multigraph with high probability and the number of erased edges is large [16] (yet small compared to the total number of edges). In particular, we take the degrees $d$ to be an i.i.d. sample from of a random variable $D$ such that

$$P(D = k) = Ck^{-\tau}(1 + o(1)), \quad \text{as } k \to \infty,$$

where $\tau \in (2, 3)$ so that $\mathbb{E}[D^2] = \infty$ and $\mathbb{E}[D] = \mu < \infty$. When this sample constructs a degree sequence such that the sum of the degrees is odd, we add an extra half-edge to the last vertex. This does not affect our computations. In this setting, $d_{\max}$ is of order $n^{1/(\tau -1)}$, where $d_{\max}$ denotes the maximal degree of the degree sequence.

Paper outline. We present our main results in Section 2 including the theorems that characterize all optimal motifs and subgraphs in terms of the solutions to optimization problems. We also apply these theorems to describe the optimal configurations of all subgraphs with 4 and 5 vertices, and present an outlook for further use of our results. We then prove the main theorems for general subgraphs in Section 3 and for $\sqrt{n}$-optimal subgraphs in Section 4. The proofs of some lemmas introduced along the way are deferred to Sections 5 and 6.

Notation. We use $\xrightarrow{P}$ for convergence in probability. We say that a sequence of events $(\mathcal{E}_n)_{n \geq 1}$ happens with high probability (w.h.p.) if $\lim_{n \to \infty} P(\mathcal{E}_n) = 1$. Furthermore, we write $f(n) = o(g(n))$ if $\lim_{n \to \infty} f(n)/g(n) = 0$, and $f(n) = O(g(n))$ if $|f(n)|/g(n)$ is uniformly bounded, where $(g(n))_{n \geq 1}$ is nonnegative. We write $f(n) = \Theta(g(n))$ if $f(n) = O(g(n))$ as well as $g(n) = O(f(n))$. We say that $X_n = O_p(g(n))$ for a sequence of random variables $(X_n)_{n \geq 1}$ if $|X_n|/g(n)$ is a tight sequence of random variables, and $X_n = o_p(g(n))$ if $X_n/g(n) \xrightarrow{P} 0$.

2 Main results

The key insight obtained in this paper is that the creation of subgraphs is crucially affected by the following trade-off, inherently present in power-law networks: On the one hand, hubs contribute substantially to the number of subgraphs, because they are very well connected, and therefore potentially contribute to many graphlets or motifs. On the other hand, hubs are by definition rare. This should be contrasted with lower-degree vertices that occur more frequently, but typically take part in fewer connections and hence fewer subgraphs. Therefore, one may expect every subgraph to consist of a selection of nodes with specific degrees that ‘optimize’ this trade-off and hence maximize the probability that the subgraph occurs.
Write the probability that a motif or graphlet $H$ of $k$ vertices is created between $k$ uniformly chosen vertices as
\[
\mathbb{P}(H \text{ present}) = \sum_D \mathbb{P}(H \text{ motif/graphlet on degrees } D_1, \ldots, D_k) \mathbb{P}(D_1, \ldots, D_k),
\tag{2.1}
\]
where the sum is over all possible degrees on $k$ vertices $D = (D_i)_{i \leq k}$, and $\mathbb{P}(d_1, \ldots, d_k)$ denotes the probability that a randomly chosen set of $k$ vertices has degrees $D_1, \ldots, D_k$. Because of the power-law degree distribution, the last term decreases with $D_1, \ldots, D_k$. The first term in the sum, however, increases with $D_1, \ldots, D_k$, since higher degree vertices are part of more subgraphs. We show that for every subgraph there is a specific range of $D_1, \ldots, D_k$ that gives the maximal contribution to $\mathbb{P}(H \text{ present})$, large enough even to completely ignore all other degree ranges.

We show that there are only four possible ranges of degrees that maximize the term inside the sum in (2.1). These ranges are constant degrees, degrees proportional to $n^{\frac{1}{\tau-1}}$, degrees proportional to $\sqrt{n}$ or degrees proportional to $n^{\frac{1}{\tau-1}}$. Observe that at this stage, these four ranges are merely an ansatz; rigorous underpinning for these choices comes later. For degrees proportional to $n^{\frac{1}{\tau-1}}$, the trade-off between the abundance of low-degree vertices and the connectedness of high-degree vertices is won by the high-degree vertices. Thus, intuitively, vertices in subgraphs that have the largest contribution from the degree proportional to $n^{\frac{1}{\tau-1}}$ should have no other connections inside the subgraph but other vertices in subgraph. On the other hand, for degrees that are constant or proportional to $n^{\frac{\tau-2}{\tau-1}}$, the trade-off is ‘won’ by the lower-degree vertices. Intuitively, we therefore expect that these vertices are less well-connected inside subgraph. Vertices with degrees proportional to $\sqrt{n}$ form the middle ground, and are typically connected to vertices with similar degrees. There, the crucial observation is that vertices of degree of order $\sqrt{n}$ are likely, though not certain, to have an edge between them in the erased configuration model.

### 2.1 An optimization problem

We now present the optimization problems that ask for maximizing the term inside the sum in (2.1), first for motifs and later for graphlets. Let $H = (V_H, E_H)$ be a small, connected graph on $k > 2$ vertices. Denote the set of vertices of $H$ that have degree one by $V_1$. Let $\mathcal{P}$ be all partitions of $V_H \setminus V_1$ into three disjoint sets $S_1, S_2, S_3$. This partition into $S_1, S_2$ and $S_3$ corresponds to these orders of magnitude: $S_1$ denotes the vertices with degree proportional to $n^{\frac{1}{\tau-1}}$, $S_2$ the ones with degrees proportional to $n^{\frac{1}{\tau-1}}$, and $S_3$ the vertices with degrees proportional to $\sqrt{n}$. The optimization problem finds the partition of the vertices into these three orders of magnitude such that the contribution to the number of motifs or graphlets is the largest. When a vertex in $H$ has degree 1, its degree in the large graph $G$ is typically small, it does not grow with $n$. Interestingly, vertices with degrees in these orders of magnitude are the only vertices that contribute to the number of motifs or graphlets, as we will prove later.

Given a partition $\mathcal{P}$, let $E_{S_i}$ denote the number of edges in $H$ between vertices in $S_i$, $E_{S_i,S_j}$ the number of edges between vertices in $S_i$ and $S_j$ and $E_{S_{i,1}}$ the number of edges between vertices in $V_1$ and $S_i$. We now define the optimization problem for motifs that is equivalent to optimizing the term inside the sum in (2.1)
\[
B^{(\text{sub})}(H) = \max_{\mathcal{P}} \left[ |S_1| - |S_2| - \frac{2E_{S_1} + E_{S_1,S_3} + E_{S_1,1} - E_{S_2,1}}{\tau - 1} \right].
\tag{2.2}
\]
The first two terms in the optimization problem give a positive contribution for all vertices in $S_1$, vertices with relatively low degree, and a negative contribution for vertices in $S_2$ having high degrees. Therefore, the first two terms in the optimization problem capture that high-degree vertices are rare, and low-degree vertices abundant. The last term gives a negative contribution for all edges between vertices with relatively low degrees in the motif. This captures the other part of the trade-off: high-degree vertices are much more likely to form edges with other vertices than low degree vertices. Note that $B^{(\text{sub})}(H) \geq 0$, since putting all vertices in $S_3$ yields zero.
Theorem 2.1 (General motifs) shows that this is correct, and computes the scaling of the number of motifs:

\[ M_\alpha = \text{unique.} \]

By the interpretation of \( M_\alpha \), these are the sets of degrees such that \( M_\alpha \) is proportional to \( n^\alpha_1 \) and \( D_2 \) proportional to \( n^\alpha_2 \) and so on. Then, we denote the number of motifs with vertices in \( M_\alpha(H) \) by \( N_\alpha(H,M_\alpha) \). Define the vector \( \alpha_\text{sub} \) as

\[
\alpha_i^{\text{(sub)}} = \begin{cases} 
    (\tau - 2)/\tau & i \in S_1^{\text{(sub)}}, \\
    1/\tau & i \in S_2^{\text{(sub)}}, \\
    1/2 & i \in S_3^{\text{(sub)}}, \\
    0 & i \in V_1. 
\end{cases}
\]

By the interpretation of \( S_1, S_2 \) and \( S_3 \) in the optimization problem \( \text{(2.2)} \), sets of vertices in \( M^{\alpha_\text{sub}}(\varepsilon) \) intuitively form the largest contribution to the number of motifs. The next theorem shows that this is correct, and computes the scaling of the number of motifs:

**Theorem 2.1 (General motifs).** Let \( H \) be a motif on \( k \) vertices such that the solution to \( \text{(2.2)} \) is unique. Then, for any \( \alpha \neq \alpha^{\text{(sub)}} \) and \( 0 < \varepsilon < 1 \),

\[
\frac{N^{\alpha_\text{sub}}(H,M^{\alpha_\text{sub}})}{N^{\alpha_\text{sub}}(H,M^{\alpha_\text{sub}})} \xrightarrow{\varepsilon \to 0} 0. 
\]

Furthermore,

\[
\frac{N^{\alpha_\text{sub}}(H,M^{\alpha_\text{sub}})}{n \varepsilon^{(k_2 + B^{\alpha_\text{sub}})}(H) + \frac{1}{2} k_1} = f(\varepsilon) \Theta(1) 
\]

for some function \( f(\varepsilon) \) not depending on \( n \). Here \( k_{2+} \) denotes the number of vertices in \( H \) of degree at least 2, and \( k_1 \) the number of degree one vertices in \( H \). For graphlets, we can make similar statements. Let \( S_1^{(ind)}, S_2^{(ind)}, S_3^{(ind)} \) be a maximizer of \( \text{(2.3)} \). Let \( M^{(ind)}(\varepsilon) \) be as in \( \text{(2.5)} \), and define \( \alpha^{(ind)} \) as in \( \text{(2.6)} \), replacing \( S^{\text{sub}} \) by \( S_i^{(ind)} \). Similarly to the motifs case, vertices in \( M^{\alpha^{(ind)}}(\varepsilon) \) form the largest contribution to the total number of graphlets, as the next theorem shows.
Theorem 2.2 (General graphlets). Let $H$ be a connected graph on $k$ vertices such that the solution to (2.3) is unique. Then, for any $\alpha \neq \alpha^{(\text{ind})}$ and $0 < \varepsilon < 1$,

$$\frac{N^{(\text{sub})}(H, M_n^{(\alpha)}(\varepsilon))}{N^{(\text{sub})}(H, M_n^{(\text{ind})}(\varepsilon))} \xrightarrow{P} 0. \quad (2.9)$$

Furthermore,

$$\frac{N^{(\text{sub})}(H, M_n^{(\alpha^{(\text{ind})})}(\varepsilon))}{n^{k+\varepsilon(k_2+O(\varepsilon))(n) + \frac{1}{2}k_1}} = f(\varepsilon)\Theta_n \quad (1) \quad (2.10)$$

for some function $f(\varepsilon)$ not depending on $n$. Here $k_2$ denotes the number of vertices in $H$ with degree at least 2, and $k_1$ denotes the number of degree 1 vertices in $H$.

2.3 Sharp asymptotics for $\sqrt{n}$ subgraphs

Now we study the special class of motifs for which the unique maximum of (2.2) is $S_3 = V_H$. By the above interpretation of $S_1$, $S_2$ and $S_3$, we study motifs where the maximum contribution to the number of such motifs comes from vertices that have degrees proportional to $\sqrt{n}$ in $G$. Examples of motifs that fall into this category are all complete graphs. Bipartite graphs on the other hand, do not fall into the $\sqrt{n}$-class motifs, since we can use the two parts of the bipartite graph as $S_1$ and $S_2$ in such a way that (2.2) results in a non-negative solution. The next theorem gives asymptotics for the number of such motifs:

Theorem 2.3 (Motifs with $\sqrt{n}$ degrees). Let $H$ be a connected graph on $k$ vertices with minimal degree 2 such that the solution to (2.2) is unique, and $B^{(\text{sub})}(H) = 0$. Then,

$$\frac{N^{(\text{sub})}(H)}{n^{\frac{k}{2}(3-\tau)}} \xrightarrow{P} A^{(\text{sub})}(H) < \infty, \quad (2.11)$$

with

$$A^{(\text{sub})}(H) = c_k \mu^{-\frac{k}{2}(1-\tau)} \int_0^\infty \cdots \int_0^\infty (x_1 \cdots x_k)^{-\tau} \prod_{(u,v) \in E_H} (1 - e^{-x_u x_v}) dx_1 \cdots dx_k. \quad (2.12)$$

We now state a similar theorem for graphlets where the unique optimal solution to (2.3) is $S_3 = V_H$. The optimization problem (2.3) is the same as (2.2) with an extra constraint, which is satisfied when $S_3 = V_H$. Therefore, if a for small graph $H$ (2.2) is optimized for $S_3 = V_H$, then (2.3) is also optimized for $S_3 = V_H$. Thus, the graphs $H$ for which Theorem 2.3 can be applied are a subset of the graphs for which Theorem 2.2 can be applied. Therefore, complete graphs fall into the $\sqrt{n}$-class graphlets as well. Section 2.4 shows which motifs on 4 and 5 vertices belong to the $\sqrt{n}$ class. If the maximum contribution for $H$ comes from $\sqrt{n}$ vertices for counting motifs as well as graphlets, then $N^{(\text{ind})}(H)$ is of the same order of magnitude as $N^{(\text{sub})}(H)$.

Theorem 2.4 (Graphlets with $\sqrt{n}$ degrees). Let $H$ be a connected graph on $k$ vertices with minimal degree 2 such that the solution to (2.3) is unique, and $B^{(\text{ind})}(H) = 0$. Then,

$$\frac{N^{(\text{ind})}(H)}{n^{\frac{k}{2}(3-\tau)}} \xrightarrow{P} A^{(\text{ind})}(H) < \infty, \quad (2.13)$$

with

$$A^{(\text{ind})}(H) = c_k \mu^{-\frac{k}{2}(1-\tau)} \int_0^\infty \cdots \int_0^\infty (x_1 \cdots x_k)^{-\tau} \prod_{(u,v) \in E_H} (1 - e^{-x_u x_v}) \prod_{(u,v) \notin E_H} e^{-x_u x_v} dx_1 \cdots dx_k. \quad (2.14)$$
The difference between counting motifs and counting graphlets is visible in (2.12) and (2.14). In the erased configuration model, the probability that a vertex with degree \( D_i \) connects to a vertex with degree \( D_j \) can be approximated by \( 1 - e^{-D_i D_j / L_n} \), where \( L_n \) denotes the sum of all degrees. When rescaling, this results in the factors \( 1 - e^{-x_u x_v} \) in (2.12) for all edges in motif \( H \). When counting graphlets, we count induced subgraphs. Then, we also have to take into account that no other edges than the edges in \( H \) are allowed to be present. This gives the extra terms \( e^{-x_u x_v} \) in (2.14).

### 2.4 Subgraphs on 4 and 5 vertices

We now apply Theorem 2.2 to characterize the optimal subgraph configurations of motifs and graphlets that consist of 4 or 5 vertices. For every partition of the vertices of \( H \) into \( S_1, S_2, S_3 \), we compute the contribution to (2.2) and (2.3). In this way, we can find the partitions that maximize (2.2) and (2.3), and check whether this maximum is unique. If the maximum is indeed unique, then we can use Theorems 2.1 and 2.2 to calculate the scaling of the number of such motifs or graphlets. Figures 2 and 4 show the order of magnitude of the number of graphlets on 4 and 5 vertices obtained in this way, together with the optimizing sets of (2.3). Figure 3 shows the order of magnitude of the number of motifs on 4 vertices together with the optimizing sets of (2.2). For example the optimal values of \( S_1, S_2 \) and \( S_3 \) for the motif in Figure 2(d) show that

\[
B^{(\text{ind})}(H) = 2 - 1 + \frac{2 + 0 + 0 - 1}{\tau - 1} = 1 + \frac{1}{\tau - 1}.
\]

By Theorem 2.2 this shows that the correct scaling of the motif in Figure 2(d) is

\[
n^{(3-\tau)/2(4-1/(\tau-1))+1/2} = n^{7-2\tau-\frac{1}{\tau}}.
\]

The scaling of the other motifs and graphlets are computed similarly.

Figures 2 and 3 show the difference between counting motifs or counting graphlets. For example, Figure 2(c) shows that a square occurs \( \Theta(n^{6-2\tau}) \) times as a graphlet, whereas it occurs \( \Theta(n^{6-2\tau} \log(n)) \) times as a motif by Figure 3(c). When we count the number of times the square occurs as a motif, we have to add the contributions from the graphlets in Figures 2(a), 2(b) and 2(c) that all contain a square. Then we also see that the square occurs \( \Theta(n^{6-2\tau} \log(n)) \) times as a motif. The major contribution to the number of square motifs is from graphlet 2(b).
This graphlet indeed contains a square, and occurs more frequently than the square occurs as a graphlet. In this manner we can infer the order of magnitude of the number of motifs from the number of graphlets. For this reason, Figure 4 is not shown for motifs. Using only Figure 4, we can argue that the graph in Figure 4(m) occurs $\Theta(n^{5/2(3-\tau)})$ times as a graphlet, but $\Theta(n^{9-3\tau})$ times as a motif. Indeed, the graph in Figure 4(h) contains Figure 4(m) as a subgraph, and occurs more frequently.

Most motifs and graphlets in Figures 2, 3 and 4 satisfy the constraint in Theorem 2.2 that the solution to the optimization problem (2.2) or (2.3) should be unique. However, the gray vertices in Figure 2 and 3 do not have unique optimizers. Still these motifs and graphlets have ranges of degrees that give the major contribution to the number of such graphlets or motifs. The only difference is that these ranges are wider than for the vertices with unique maximizers. For example, for the square motif in Figure 3(c) the major contribution is from vertices where the degrees of vertices at each side of an edge $\{i, j\}$ in the square satisfy $D_iD_j = \Theta(n^{5/2})$. Note that having all degrees proportional to $\sqrt{n}$ therefore is one of the main contributors to the square motif. However, contributions where the left bottom vertex and the right top vertex have degrees proportional to $n^{1-\alpha}$ and the other two vertices have degrees $n^{1-\alpha}$ give an equal contribution for other values of $\alpha$.

Using that $D_iD_j$ follows a power-law distribution with exponent $\tau$ with an extra factor $\log(n)$ [30] then gives the extra factor $\log(n)$ in Figure 3(b).

Another motif with gray vertices is the bow tie in Figure 4(i). Unlike the other gray graphlets, this graphlet does satisfy the constraint of Theorem 2.2 that the optimal solution to (2.2) should be unique. However, the optimal solution depends on $\tau$. For $\tau$ small, the maximum of (2.3) is uniquely attained at 0, so that for $\tau$ small, the major contribution comes from the situation when all vertices are of degree $\Theta(\sqrt{n})$. On the other hand, when $\tau > 7/3$, this function is minimized when $S_1$ contains all degree 2 vertices, and the middle vertex is in $S_2$. This partition gives a
important connection probability functions are $f$, neighbors \[15\], thus the number of claws is approximately equal to count, are neighbors that are connected themselves. This is only a small fraction of the pairs of anymore. For example, counting the claw graphlet of Figure 2(e) is very similar to counting the $n$ the middle vertex has degree $h$, which is larger than zero if $\tau$. With exponent $h$, model, vertices have weights $\mu$. In this models that create simple power-law random graphs. Another possible null model that creates Theorems 2.1-2.4 only hold for the erased configuration model, or whether they also apply to other model. An interesting question is whether the results on the number of motifs and graphlets of Inhomogeneous random graph. All results in this paper are proven for the erased configuration 2.5 Discussion and outlook

**Inhomogeneous random graph.** All results in this paper are proven for the erased configuration model. An interesting question is whether the results on the number of motifs and graphlets of Theorems 2.1, 2.4 only hold for the erased configuration model, or whether they also apply to other models that create simple power-law random graphs. Another possible null model that creates simple graphs with power-law degrees is the rank-1 inhomogeneous random graph \[9\]. In this model, vertices have weights $h_i$, where the distribution of the weights is a power-law distribution with exponent $\tau \in (2, 3)$. Then, two vertices are connected with probability $f_n(h_i, h_j) = \min(h_i h_j / (\mu n), 1)$ \[9\], or $f_n(h_i, h_j) = 1 - e^{-h_i h_j / (\mu n)}$. We prove Theorems 2.1, 2.4 for the erased configuration model by using the approximation $P_n(X_{ij} = 1) \approx 1 - e^{-D_i D_j / L_n}$. Therefore, these theorems remain valid when we study the rank-1 inhomogeneous random graph with these connection probabilities instead.

**Precise constants.** For motifs and graphlets where the most likely degrees are $\sqrt{n}$, we show in Theorems 2.3 and 2.4 that the rescaled number of motifs or graphlets converges to a constant, $A^{(|\!|\!|)}(H)$ and $A^{(|\!|\!|)}(H)$, respectively. The constants $A^{(|\!|\!|)}(H)$ and $A^{(|\!|\!|)}(H)$ are in general difficult to compute. It would be useful to have good estimates of these constants to be able to see which types of motifs occur more frequently. Furthermore, it would be interesting to investigate the convergence of motifs that do not satisfy the assumptions of Theorems 2.3 or 2.4. In Section 2.4, we saw that the normalized number of motifs may converge to a stable distribution for some motifs.

**Hyperbolic random graph.** Another random graph model that creates simple power-law random graphs, is the hyperbolic random graph where nodes are sampled in a disk of radius $R$, and connected if their hyperbolic distance is at most $R$ \[19\]. These graphs are very different from the erased configuration model and the rank-1 inhomogeneous random graph, because they contain geometry which creates more clustering. As mentioned before, all complete graphs satisfy the conditions of Theorems 2.3 and 2.4. Thus, a complete graph on $k$ vertices occurs $\Theta(n^{1/4(3-\tau)})$.\[17\] which is larger than zero if $\tau > 7/3$. Thus, for $\tau$ larger than $7/3$, the major contribution is when the middle vertex has degree $n^{1/(\tau-1)}$, and the other vertices have degrees $n^{(\tau-2)/(\tau-1)}$. When $\tau < 7/3$, the major contribution is from all vertices of degrees $\sqrt{n}$, so that Theorem 2.4 can be applied.

When the maximal contribution to a graphlet comes from vertices with degrees proportional to $\sqrt{n}$, then by Theorem 2.4, the number of such graphlets converges to a constant when properly rescaled. When the maximal contribution contains vertices in $S_2$ and $S_1$, this may not be true anymore. For example, counting the claw graphlet of Figure 2(e) is very similar to counting the number of ways to choose three neighbors for every vertex. The only pairs of neighbors we do not count, are neighbors that are connected themselves. This is only a small fraction of the pairs of neighbors \[15\], thus the number of claws is approximately equal to

\[
\sum_{i \in [n]} \frac{1}{6} D_i(D_i - 1)(D_i - 2) \approx \sum_{i \in [n]} D_i^3. \tag{2.18}
\]

Since the degrees are i.i.d. samples from a power-law distribution, summing $D_i^3$ will converge to a stable law when normalized properly. In the $\sqrt{n}$-degree case, the leading order of the number of motifs or graphlets is constant (see Theorems 2.3 and 2.4). In the regime where vertices of degrees proportional to $n^{1/(\tau-1)}$ contribute, the leading order may contain stable random variables. Thus, the number of graphlets where the optimal solution to (2.3) comes from $\sqrt{n}$-degree vertices may be less volatile than when the optimal contribution also contains vertices with degrees proportional to $n^{1/(\tau-1)}$.\[17\]
times as a motif or graphlet in erased configuration models. Interestingly, this is also true for hyperbolic random graphs [3]. From the construction of the proof in [3], we can argue that the largest contribution to the number of cliques in hyperbolic random graphs comes from vertices at radius $R/2$. These vertices have degrees proportional to $\sqrt{n}$, which is the same as the largest contribution for erased configuration model. It would be interesting to investigate the presence of other types of motifs in hyperbolic random graphs, and see whether these results are similar to the results for the erased configuration model, or if the geometric structure in these graphs makes the largest contribution to the number of motifs or graphlets different. In particular, it would be interesting to see if all other motifs that satisfy the conditions of Theorem 2.3 have the same order of magnitude in the hyperbolic random graph as in the erased configuration model.

**Self-averaging or not.** Another interesting question relates to the fluctuations of the subgraph counts. When the degree distribution follows a power-law with exponent $\tau \in (2, 3)$, the number of motifs may not be self-averaging [25], that is

$$\limsup_{n \to \infty} \frac{\text{Var} (N^{(\text{sub})} (H))}{\mathbb{E} [N^{(\text{sub})} (H)]^2} \neq 0.$$  \quad (2.19)

One such example is the triangle. By [25], the number of triangles in a network is non self-averaging when $\tau$ is close to 3. Still, the triangle motif satisfies the conditions of Theorem 2.3 so that the number of triangles converges in probability to a constant. This indicates that when we generate a configuration model with i.i.d. degrees, most realizations will have a number of triangles that is close to the value that is predicted in Theorem 2.3. Some realizations however, will have a number of triangles that is much larger or smaller than the value predicted in Theorem 2.3, which results in a large variance. Therefore, the number of triangles is non self-averaging. However, when we first fix the degree sequence, Lemmas 5.3 and 5.4 show that the variance from the vertices of degrees $\sqrt{n}$ is small. Similarly, we can show that the other contributions to the variance are small as well. Therefore, the fluctuation in the number of motifs arises from the i.i.d. degree sequence, which was also observed in [25] for the rank-1 inhomogeneous random graph. In particular, when we use the degrees of a real-world model as input in the erased configuration model, the number of motifs is self-averaging. This illustrates the importance of choosing the right null model. A null model with the same degree sequence as the original graph has less variability than a null model where we sample degrees i.i.d. from a power-law distribution with the same exponent as the original degree distribution.

**Finding $S_1, S_2, S_3$.** In Section 2.4, the optimal motif or graphlet structure is found by computing (2.2) and (2.3) for all possible partitions into $S_1, S_2, S_3$. For large motifs, this becomes computationally hard. It would be interesting to find other ways to optimize (2.2) and (2.3), by rewriting these optimization problems as linear programs for example.

### 3 Maximum contribution: proofs of Theorems 2.1 and 2.2

For every motif or graphlet, there is a specific range of degrees that gives a major contribution to the number of motifs. We define two optimization problems that identify these ranges of degrees. In Lemmas 3.2 and 5.3 we show that the optimal solutions to these optimization problems have a highly particular structure. We then use these lemmas to prove Theorems 2.1 and 2.2. We first investigate the dependence of the presence of the edges in the erased configuration model.

#### 3.1 The probability of avoiding a subgraph

We relate $L_n = \sum_i D_i$, the total number of half-edges, to its expected value $\mu n$ by defining the event

$$J_n = \left\{ |L_n - \mu n| \leq n^{1/(\tau-1)} \right\}.$$  \quad (3.1)
By [16], \( P(J_n) \to 1 \) as \( n \to \infty \). When we condition on the degree sequence, we will condition on the event \( J_n \), so that we can write \( L_n = \mu n(1 + o(1)) \). The presence of the edges that form a motif is not independent. Therefore, we use the following lemma which computes the probability of an edge not being present conditional on other edges not being present:

**Lemma 3.1.** Fix \( m \in \mathbb{N} \) and \( \varepsilon > 0 \). Let \( H \) be a graph with \( m \) edges \((u_i, v_i)_{i \in [m]}\) such that \( V(H) \subseteq [n] \) and \((u_{m+1}, v_{m+1}) \notin E(H)\). If \( D_{u_i}, D_{v_i} \leq n^{1/(\tau - 1)}/\varepsilon \) for \( i \in [m+1] \), then under the event \( J_n \),

\[
P_n(X_{u_{m+1}, v_{m+1}} = 0 \mid E(H) = 0) = O\left( e^{-D_{u_{m+1}} D_{v_{m+1}}/2L_n} \right).
\]

Furthermore, when \( D_{u_{m+1}} D_{v_{m+1}} \leq n/\varepsilon \),

\[
P_n(X_{u_{m+1}, v_{m+1}} = 0 \mid E(H) = 0) = e^{-D_{u_{m+1}} D_{v_{m+1}}/\varepsilon} \left( 1 + o_\varepsilon \left( \frac{D_{u_{m+1}} D_{v_{m+1}}}{L_n} n^{-(\tau - 2)/(\tau - 1)} \right) \right).
\]

**Proof.** If \( H \) is empty, the claim is proven by [14] Eq (4.9)], which states that for two vertices \( i \) and \( j \) with \( D_i > D_j \),

\[
P_n(X_{i,j} = 0) = e^{-D_i D_j / L_n} + O\left( \frac{D_i^2 - D_j}{L_n^2} \right),
\]

and that by [14] Eq. (4.5)

\[
P_n(X_{i,j} = 0) = O\left( e^{-D_i D_j / 2L_n} \right).
\]

Thus we may assume that \( H \) is not empty. Order the vertices of \( H \) in such a way that \( u_{m+1}, v_{m+1} \) are the last vertices in the ordering (if they are present in \( H \) at all). We denote the vertices in this order by \( w_1, \ldots, w_{|V(H)|} \). We now pair the half-edges of the erased configuration model \( G \) in this order. Thus, first we pair all half-edges adjacent to \( w_1 \). Since we condition on \( H \) not being present, no edge from \( w_1 \) is allowed to pair to any of its neighbors in \( H \). After that, we pair all remaining half-edges from \( w_2 \), conditionally on these half-edges not connecting to one of the neighbors of \( w_2 \) in \( H \), and so on. We continue until all edges of \( H \) have at least one incident vertex that has already been paired. Then, if we pair the rest of the half-edges, we know that \( H \) will not be present. Let \( B \) denote the number of vertices we have to pair before this happens. Note that in this way, we do not have to pair half-edges adjacent to \( u_{m+1} \) or to \( v_{m+1} \) (if they are present in \( H \)), since they are last in the ordering, and they are not neighbors of each other in \( H \). Thus, all neighbors of \( u_{m+1} \) and \( v_{m+1} \) in \( H \) have already been paired before arriving at \( u_{m+1} \) or \( v_{m+1} \). Let \( \mathcal{F}_{\leq s} = \sigma((X_{w_i,j})_{1 \leq i,j \leq [n]} \mid [s]) \) be the information about the pairings that have been constructed up to time \( s \).

After \( B \) pairings, we denote \( \tilde{L}_n = L_n - 2 \sum_{i \in [B]} (D_{w_i} - X_{w_i, w_i}) \) and \( \tilde{D}_{u_{m+1}} = D_{u_{m+1}} - \sum_{i \in [B]} X_{i, u_{m+1}} \), and we define \( \tilde{D}_{v_{m+1}} \) similarly. Note that these quantities are all known in \( \mathcal{F}_{\leq B} \).

Then, the probability that \( u_{m+1} \) does not pair to \( v_{m+1} \) is the probability that \( u_{m+1} \) does not connect to \( v_{m+1} \) in a configuration model with \( \tilde{L}_n \) half-edges. Thus,

\[
P_n(X_{u_{m+1}, v_{m+1}} = 0 \mid \mathcal{F}_{\leq B}) = e^{-D_{u_{m+1}} D_{v_{m+1}} / \tilde{L}_n} + O\left( \frac{D_{u_{m+1}}^2 D_{v_{m+1}}}{\tilde{L}_n^2} \right),
\]

where we have assumed w.l.o.g. that \( D_{u_{m+1}} \geq D_{v_{m+1}} \). Since we are under the event \( J_n \) from [3.1],

\[
\tilde{L}_n = L_n(1 + o(1)).
\]

Now, we show that \( D_{u_{m+1}} = D_{u_{m+2}} (1 + o_n(n^{-(\tau - 2)/(\tau - 1)})) \). When we pair the half-edges adjacent to \( w_i \), the probability that the \( j \)th half-edge pairs to \( u_{m+1} \) can be bounded as

\[
P_n(j \text{th half-edge pairs to } u_{m+1}) \leq \frac{D_{u_{m+1}}}{L_n - 2j - 3 - 2 \sum_{s \in [i-1]} D_{w_s}} \leq K \frac{D_{u_{m+1}}}{L_n},
\]

for some \( K > 0 \). We have to pair at most \( D_{w_i} \) half-edges, since some of the half-edges incident to \( w_i \) may have been used already in previous pairings. Thus, we can stochastically dominate
Let $H$ be a motif on $\{u_1, v_1, \ldots, u_m, v_m\}$. Then, we can write the probability that motif $H$ is present on a specified subset of vertices $(i_1, \ldots, i_k)$ as

$$
P_n \left( H_{(i_1, \ldots, i_k)} \text{ present} \right) = 1 - \sum_{l=1}^{m} \sum_{(i,j) \notin E(H)} \left( 1 - e^{-n^{\alpha_i+i_j-1}/2} \right)^{m} \Theta \left( n^{\alpha_i+i_j-1} \right)
$$

for all sets of $m$ edges, where $E(H)$ denotes the set of edges in $H$. By Lemma 3.1 for any set of $m$ edges,

$$
P_n \left( X_{u_1, v_1} = \cdots = X_{u_m, v_m} = 0 \right) = \prod_{\alpha_i + \alpha_j < 1} \left( 1 + \alpha_i(w_{u_1, v_1}) \right) \Theta \left( 1 - n^{\alpha_i+i_j-1} \right) \times \prod_{\alpha_i + \alpha_j < 1} O \left( e^{-n^{\alpha_i+i_j-1}/2} \right).
$$

Let $H$ be a motif on $k$ vertices labeled as $1, \ldots, k$ and edges $\{u_1, v_1\}, \ldots, \{u_m, v_m\}$. Then, we can write the probability that motif $H$ is present on a specified subset of vertices $(i_1, \ldots, i_k)$ as

$$
P_n \left( H_{(i_1, \ldots, i_k)} \text{ present} \right) = 1 - \sum_{l=1}^{m} \sum_{(i,j) \notin E(H)} \left( 1 - e^{-n^{\alpha_i+i_j-1}/2} \right)^{m} \Theta \left( n^{\alpha_i+i_j-1} \right).
$$

where $E(H)$ denotes the set of edges in $H$. By Lemma 3.1 for any set of $m$ edges,

$$
P_n \left( X_{u_1, v_1} = \cdots = X_{u_m, v_m} = 0 \right) = \prod_{\alpha_i + \alpha_j < 1} \left( 1 + \alpha_i(w_{u_1, v_1}) \right) \Theta \left( 1 - n^{\alpha_i+i_j-1} \right) \times \prod_{\alpha_i + \alpha_j < 1} O \left( e^{-n^{\alpha_i+i_j-1}/2} \right).
$$

for all sets of $m$ edges, where $E(H)$ denotes the set of edges in $H$. By Lemma 3.1 for any set of $m$ edges,
where we used that for $\alpha_i + \alpha_j < 1$

$$1 - (1 - n^{\alpha_i + \alpha_j - 1})(1 + o_e(w_{ij})) = \Theta_e(n^{\alpha_i + \alpha_j - 1}),$$

(3.16)

and that for $\alpha_i + \alpha_j > 1$

$$1 - O_e(\varepsilon^{-(\alpha_i + \alpha_j - 1)/2}) = 1 + o_e(1).$$

(3.17)

The degrees are i.i.d. samples from a power-law distribution. Therefore,

$$\mathbb{P}(D_i \in [\varepsilon, 1/\varepsilon](\mu n)^\alpha) = \int_{\varepsilon(\mu n)^\alpha}^{1/\varepsilon(\mu n)^\alpha} cx^{-\tau} dx = K(\varepsilon)(\mu n)^{\alpha(1-\tau)}$$

(3.18)

for some constant $K(\varepsilon)$ not depending on $n$. The number of vertices with degrees in $[\varepsilon, 1/\varepsilon](\mu n)^\alpha$ is $\text{Binomial}(n, K(\varepsilon)(\mu n)^{\alpha(1-\tau)})$. Therefore, the number of vertices with degrees in $[\varepsilon, 1/\varepsilon](\mu n)^\alpha$ is $\Theta(n^{(1-\tau)\alpha+1})$ with high probability. Let $M_n^{(\alpha)}$ be as in (2.5). Then,

$$\# \text{ sets of vertices with degrees in } M_n^{(\alpha)} = \Theta_e \left( n^{k+(1-\tau)\sum \alpha_i} \right).$$

(3.19)

Combining (3.15) and (3.19) yields that

$$N^{(ext)}(H, M_n^{(\alpha)}(\varepsilon)) = \Theta_e \left( n^{k+(1-\tau)\sum \alpha_i} \prod_{(i,j) \in E_H, \alpha_i + \alpha_j < 1} n^{\alpha_i + \alpha_j - 1} \right).$$

(3.20)

The maximum contribution is obtained for $\alpha_i$ that maximize

$$\max(1-\tau)\sum \alpha_i + \sum_{(i,j) \in E_H, \alpha_i + \alpha_j < 1} \alpha_i + \alpha_j - 1$$

s.t. $\alpha_i \in [0, 1/\tau - 1]$ \forall $i$.

(3.21)

The following lemma shows that this optimization problem attains its maximum for highly specific values of $\alpha$:

**Lemma 3.2** (Maximum contribution to motifs). Let $H$ be a connected graph on $k$ vertices. If the solution to (3.21) is unique, then the optimal solution satisfies $\alpha_i \in \{0, \frac{\tau^2-2}{\tau^2-1}, \frac{1}{2}, \frac{1}{\tau - 1} \}$ for all $i$. If it is not unique, then there exist at least 2 optimal solutions with $\alpha_i \in \{0, \frac{\tau^2-2}{\tau^2-1}, \frac{1}{2}, \frac{1}{\tau - 1} \}$ for all $i$. In any optimal solution $\alpha_i = 0$ if and only if vertex $i$ has degree one in $H$.

**Proof.** Defining $\beta_i = \alpha_i - \frac{1}{2}$ yields for (3.21)

$$\max \frac{1-\tau}{2} k + (1-\tau)\sum \beta_i + \sum_{(i,j) \in E_H, \beta_i + \beta_j < 0} \beta_i + \beta_j,$$

(3.22)

over all possible values of $\beta_i \in [-\frac{1}{2}, \frac{3-\tau}{2(\tau - 1)}]$. Then, we have to prove that $\beta_i \in \{-\frac{1}{2}, \frac{\tau^3 - 3}{2(\tau - 1)}\}$ or $\beta_i + \beta_j = 0$ for some $j$. We ignore the constant factor of $(1-\tau)\frac{3}{2}$ in (3.22), since it does not influence the optimal $\beta$ values. Rewriting (3.22) without the constant factor yields

$$\max \sum \beta_i (1-\tau + \# \text{ edges to } j \text{ with } \beta_j < -\beta_i).$$

(3.23)

The proof of the lemma then consists of three steps.

**Step 1.** Show that $\beta_i = -\frac{1}{2}$ if and only if vertex $i$ has degree 1 in $H$ in any optimal solution.
Step 2. Show that any unique solution does not have vertices $i$ with $|\beta_i| \in (0, \frac{3-\tau}{2(\tau-1)})$.

Step 3. Show that any optimal solution that is not unique can be transformed into two different optimal solutions with $\beta_i \in \{-\frac{1}{2}, \frac{3-\tau}{2(\tau-1)}, 0, \frac{3-\tau}{2(\tau-1)}\}$ for all $i$.

**Step 1.** Let $i$ be a vertex of degree 1 in $H$, and $j$ be the neighbor of $i$. Let $N_j$ denote the number of edges in $H$ from $j$ to other vertices $v$ not equal to $i$ with $\beta_v < -\beta_j$. The contribution from vertices $i$ and $j$ to (3.23) is

$$\beta_i(1 - \tau + N_j) + \beta_j(1 - \tau + \mathbb{1}_{\{\beta_v > -\beta_j\}}) + \beta_j \mathbb{1}_{\{\beta_v < -\beta_j\}}.$$  

(3.24)

For any value of $\beta_j \in [-\frac{1}{2}, \frac{3-\tau}{2(\tau-1)}]$, this contribution is maximized when choosing $\beta_i = -\frac{1}{2}$. Thus, $\beta_i = -\frac{1}{2}$ in the optimal solution if the degree of vertex $i$ is one.

Let $i$ be a vertex with $d_i \geq 2$ in $H$, and suppose $\beta_i = -\frac{1}{2}$. Because the maximal value of $\beta = \frac{3-\tau}{2(\tau-1)}$, the contribution to (3.23) is

$$-\frac{1}{2}(1 - \tau + d_i) < 0.$$  

(3.25)

Increasing $\beta_i$ to $\frac{3-\tau}{2(\tau-1)}$ then gives a higher contribution. Thus, any vertex $i$ with degree at least 2 in $H$ must have $\beta_i = \frac{3-\tau}{2(\tau-1)}$ or $\beta_i + \beta_j = 0$ for some $j$ in an optimal solution. In particular, this means that $\beta_i \geq \frac{3-\tau}{2(\tau-1)}$ when $d_i \geq 2$.

**Step 2.** Now we show that when the solution to (3.23) is unique, it is never optimal to have $|\beta| \in (0, \frac{3-\tau}{2(\tau-1)})$. Note that vertices with $\beta$ in this range must be vertices of degree at least 2. Let

$$\tilde{\beta} = \min_{i:|\beta_i| > 0} |\beta_i|,$$  

(3.26)

and let $\tilde{\beta}$ be the second smallest positive $|\beta|$. If $\tilde{\beta} = \frac{3-\tau}{2(\tau-1)}$, then we are finished, so assume that $\tilde{\beta} < \frac{3-\tau}{2(\tau-1)}$. Then, there exist $N_{\tilde{\beta}^-}$ vertices with their $\beta$ value equal to $-\tilde{\beta}$, and $N_{\tilde{\beta}^+}$ vertices with value $\beta$, where $N_{\tilde{\beta}^+} + N_{\tilde{\beta}^-} \geq 1$. Furthermore, let $E_{\tilde{\beta}^-}$ denote the number of edges from vertices with value $-\tilde{\beta}$ to other vertices $j$ such that $\beta_j < \tilde{\beta}$, and $E_{\tilde{\beta}^+}$, the number of edges from vertices with value $\tilde{\beta}$ to other vertices $j$ such that $\beta_j < -\tilde{\beta}$. Then, the contribution from these vertices to (3.23) is

$$\tilde{\beta} \left( (1 - \tau) \left( N_{\tilde{\beta}^-} + N_{\tilde{\beta}^+} - E_{\tilde{\beta}^-} - E_{\tilde{\beta}^+} \right) \right).$$  

(3.27)

If this contribution is smaller than zero, then we can decrease $\tilde{\beta}$ to 0. This does not change the contribution of the other vertices by the choice of $\tilde{\beta}$, thus this increases the optimal value, which is impossible. On the other hand, when this contribution is larger than zero, we can increase $\tilde{\beta}$ to $\beta$. Again, this does not change the other contributions, so this would again increase the optimal value. Thus, this contribution must equal zero. Then, changing $\tilde{\beta}$ to 0 does not change the optimal value, so the solution is not unique. Thus, if the optimal solution is unique, $\beta = \frac{3-\tau}{2(\tau-1)}$. This shows that $\beta_i \in \{\frac{3-\tau}{2(\tau-1)}, 0, \frac{3-\tau}{2(\tau-1)}\}$ for all $i$.

**Step 3.** If the solution to (3.23) is not unique, then by the same argument that leads to (3.27), there exist $\tilde{\beta}_1, \ldots, \tilde{\beta}_s > 0$ for some $s \geq 1$ such that

$$\tilde{\beta}_j \left( (1 - \tau) \left( N_{\tilde{\beta}_j^-} + N_{\tilde{\beta}_j^+} - E_{\tilde{\beta}_j^-} - E_{\tilde{\beta}_j^+} \right) \right) = 0 \quad \forall j \in [s].$$  

(3.28)

Here we use the same notation as in (3.27). All other values of $\beta$ must either be 0, $\frac{3-\tau}{2(\tau-1)}$, or $\frac{3-\tau}{2(\tau-1)}$, by the argument in Step 3. Thus, setting all $\tilde{\beta}_j$ to zero does not change the value of the solution, and setting all $\tilde{\beta}_j$ to $\frac{3-\tau}{2(\tau-1)}$ also does not change the value of the solution. Thus, if the solution to (3.23) is not unique, at least 2 solutions exist with $\beta_i \in \{\frac{3-\tau}{2(\tau-1)}, 0, \frac{3-\tau}{2(\tau-1)}\}$ for all $i$. 

\[\square\]
Proof of Theorem 2.1. Let \( \alpha^{(\text{sub})} \) be the unique optimizer of (3.21). Then, by (3.20), for any \( \alpha \neq \alpha^{(\text{sub})} \),
\[
\frac{N^{(\text{sub})}(H, M_{\alpha}(\varepsilon))}{N^{(\text{sub})}(H, M_{\alpha^{(\text{sub})}}(\varepsilon))} = \Theta_{\varepsilon} (n^{-\eta})
\]
for some \( \eta > 0 \). By Lemma 3.2, the maximal value of (3.21) is attained by partitioning \( V_H \setminus V_1 \) into the sets \( S_1, S_2, S_3 \) such that vertices in \( S_1 \) have \( \alpha_i = \frac{\tau - 2}{\tau - 1} \), vertices in \( S_2 \) have \( \alpha_i = \frac{1}{\tau - 1} \), vertices in \( S_3 \) have \( \alpha_i = \frac{1}{3} \), and vertices in \( V_1 \) have \( \alpha_i = 0 \). Then, the edges with \( \alpha_i + \alpha_j < 1 \) are edges inside \( S_1 \), edges between \( S_1 \) and \( S_2 \) and edges from degree 1 vertices. If we denote the number of edges inside \( S_1 \) by \( E_{S_1} \), the number of edges between \( S_1 \) and \( S_3 \) by \( E_{S_1, S_3} \), and the number of edges between \( V_1 \) and \( S_i \) by \( E_{S_1, 1} \), then we can rewrite (3.21) as
\[
\max_{\mathcal{P}} (1 - \tau) \left( \frac{\tau - 2}{\tau - 1} |S_1| + \frac{1}{\tau - 1} |S_2| + \frac{1}{2} |S_3| \right) + \frac{\tau - 3}{\tau - 1} E_{S_1} + \frac{\tau - 3}{2(\tau - 1)} E_{S_1, S_3}
\]
over all partitions \( \mathcal{P} \) of the vertices of \( H \) into \( S_1, S_2, S_3 \). Using that \( |S_3| = k - |S_1| - |S_2| - k_1 \), \( E_{S_1, S_3} = k_1 - E_{S_1} - E_{S_1, 1} \), where \( k_1 = |V_1| \) and extracting a factor \((3 - \tau)/2\) results in
\[
\max_{\mathcal{P}} \left[ \frac{1 - \tau}{2} k + \frac{3 - \tau}{2} \left( |S_1| - |S_2| + \frac{\tau - 2}{3 - \tau} k_1 - \frac{2E_{S_1} + E_{S_1, S_3}}{\tau - 1} - \frac{E_{S_1, S_3} - E_{S_1, 1}}{\tau - 1} \right) \right].
\]
Since \( k \) and \( k_1 \) are fixed and \( 3 - \tau > 0 \), we need to maximize
\[
B^{(\text{sub})}(H) = \max_{\mathcal{P}} \left[ |S_1| - |S_2| - \frac{2E_{S_1} + E_{S_1, S_3} - E_{S_1, 1} - E_{S_1, 1}}{\tau - 1} \right].
\]
Furthermore, by Lemma 3.2, the optimal value of (3.32) is unique if and only if the solution to (3.21) is unique. Combining this with (3.29) proves the first part of the theorem. By (3.20), the contribution of the maximum is then given by
\[
n_{\frac{3 - \tau}{2}} B^{(\text{sub})}(H) + \frac{\tau}{2} k_1 = n_{\frac{3 - \tau}{2}} (k_2 + B^{(\text{sub})}(H)) + \frac{1}{2} k_1,
\]
which proves the second part of the theorem. \(\square\)

3.3 Graphlets

For graphlets we can define a similar optimization problem as (3.22). When \( \alpha_i + \alpha_j < 1 \), (3.4) results in
\[
\mathbb{P}_n (X_{ij} = 0) = e^{-\Theta_{n^{\alpha_i + \alpha_j - 1}}(1 + o(1))} = 1 + o(1),
\]
whereas for \( \alpha_i + \alpha_j > 1 \), (3.13) yields
\[
\mathbb{P}_n (X_{ij} = 0) = o(1).
\]
Similar to (3.15), we can write the probability that \( H \) occurs as an induced subgraph on \((v_1, \ldots, v_k)\) as
\[
\mathbb{P}_n (H \text{ induced on } (v_1, \ldots, v_k)) = \Theta_{\varepsilon} \left( \prod_{(i,j) \in E_H : \alpha_i + \alpha_j < 1} n^{\alpha_i + \alpha_j - 1} \prod_{(i,j) \notin E_H : \alpha_i + \alpha_j > 1} o(e^{-n^{\alpha_i + \alpha_j - 1/2}}) \right).
\]
Thus, the probability that \( H \) is an induced subgraph on \((v_1, \ldots, v_k)\) is exponentially small in \( n \) when two vertices \( i \) and \( j \) with \( \alpha_i + \alpha_j > 1 \) are not connected in \( H \). Then the corresponding optimization problem to (3.21) for graphlets becomes
\[
\max (1 - \tau) \sum_i \alpha_i + \sum_{(i,j) \in E_{H : \alpha_i + \alpha_j < 1}} \alpha_i + \alpha_j - 1,
\]
s.t. \( \alpha_i + \alpha_j \leq 1 \) \( \forall (i,j) \notin E_H \).
\[(3.37)\]
Lemma 3.3 (Maximum contribution to graphlets). Let $H$ be a connected graph on $k$ vertices. If the solution to (3.38) is unique, then the optimal solution satisfies $\alpha_i \in \{0, \frac{-1}{2}, \frac{1}{2} - \frac{1}{\tau - 1}, \frac{1}{\tau - 1}\}$ for all $i$. If it is not unique, then there exist at least 2 optimal solutions with $\alpha_i \in \{0, \frac{-1}{2}, \frac{1}{2} - \frac{1}{\tau - 1}, \frac{1}{\tau - 1}\}$ for all $i$. In any optimal solution $\alpha_i = 0$ if and only if vertex $i$ has degree one in $H$.

Proof. This proof is highly similar to the proof for motifs. First, we define again $\beta_i = \alpha_i - \frac{1}{2}$, so that (3.37) becomes

$$\max \frac{1 - \tau}{2}k + (1 - \tau) \sum_i \beta_i + \sum_{(i,j) \in E_H} \beta_i + \beta_j,$$

s.t. $\beta_i + \beta_j \leq 0 \ \forall (i,j) \notin E_H$. \hspace{1cm} (3.38)

The proof of Step 1 from Lemma 3.2 then also hold for graphlets. Now we prove that if the optimal solution to (3.38) is not unique, it can be transformed into two optimal solutions.

Proof of Theorem 4.2. This proof is highly similar to the proof for motifs. First, we define again $\beta_i = \alpha_i - \frac{1}{2}$, so that (3.37) becomes

$$\max \beta \cdot \frac{1 - \tau}{2}k + (1 - \tau) \sum_i \beta_i + \sum_{(i,j) \in E_H} \beta_i + \beta_j,$$

s.t. $\beta_i + \beta_j \leq 0 \ \forall (i,j) \notin E_H$. \hspace{1cm} (3.39)

4 Proof of Theorems 2.3 and 2.4

We prove Theorems 2.3 and 2.4 using the following lemmas. We define

$$W^k_n(\varepsilon) = \{(u_1, \ldots, u_k) : D_{u_i} \in [\varepsilon, 1/\sqrt{n}] \forall i \in [k]\}. \hspace{1cm} (4.1)$$

Then, we denote the number of motifs or graphlets $H$ with all degrees in $W^k_n(\varepsilon)$ by $N^{(sub)}(H, W^k_n(\varepsilon))$ and $N^{(sub)}(H, W^k_n(\varepsilon))$ respectively.

Lemma 4.1 (Convergence of major contribution to motifs). Let $H$ be a connected graph on $k > 2$ vertices such that (2.2) is uniquely optimized at 0. Then,

(i) The number of motifs with vertices in $W^k_n(\varepsilon)$ satisfies

$$\frac{N^{(sub)}(H, W^k_n(\varepsilon))}{n^{3/(3 - \tau)}} \xrightarrow{p} c^k \mu^{\frac{3}{2}(\tau - 1)} \int_{\varepsilon}^{1/\varepsilon} \cdots \int_{\varepsilon}^{1/\varepsilon} (x_1 \cdots x_k)^{-\tau} \prod_{(i,j) \in E_H} (1 - e^{-x_i x_j})dx_1 \cdots dx_k. \hspace{1cm} (4.2)$$

(ii) Furthermore,

$$A^{(sub)}(H) = \int_0^{\infty} \cdots \int_0^{\infty} (x_1 \cdots x_k)^{-\tau} \prod_{(i,j) \in E_H} (1 - e^{-x_i x_j})dx_1 \cdots dx_k < \infty. \hspace{1cm} (4.3)$$

Lemma 4.2 (Convergence of major contribution to graphlets). Let $H$ be a connected graph on $k > 2$ vertices such that (2.3) is uniquely optimized at 0. Then,

(i) The number of graphlets with vertices in $W^k_n(\varepsilon)$ satisfies

$$\frac{N^{(sub)}(H, W^k_n(\varepsilon))}{n^{3/(3 - \tau)}} \xrightarrow{p} c^k \mu^{\frac{3}{2}(\tau - 1)} \int_{\varepsilon}^{1/\varepsilon} \cdots \int_{\varepsilon}^{1/\varepsilon} (x_1 \cdots x_k)^{-\tau} \prod_{(i,j) \in E_H} (1 - e^{-x_i x_j}) \prod_{(i,j) \notin E_H} e^{-x_i x_j} dx_1 \cdots dx_k. \hspace{1cm} (4.4)$$
(ii) Furthermore,
\[ A^{(ind)}(H) = \int_0^\infty \cdots \int_0^\infty (x_1 \cdots x_k)^{-\tau} \prod_{(i,j) \in E^u} (1 - e^{-x_i x_j}) \prod_{(i,j) \notin E^u} e^{-x_i x_j} dx_1 \cdots dx_k < \infty. \]  

The proof of these lemmas can be found in Section 5. The proof of the first parts of Lemmas 4.1 and 4.2 can be found in Section 5. In fact, when we adjust the normalization, the first part of Lemmas 4.1 and 4.2 holds for all motifs of graphlets that have a unique optimizer for (2.2) or (2.3) respectively. For ease of notation we only prove the lemmas for unique optimizers of (2.2) and (2.3) at 0. The second part of the lemmas is proven in Section 6. We now prove Theorems 2.3 and 2.4 using these lemmas.

**Proof of Theorem 2.1.** We first study the expected number of motifs with vertices outside \( W_n^k(\varepsilon) \). First, we investigate the expected number of motifs where vertex 1 has degree smaller than \( \varepsilon \sqrt{\mu} \). Because \( P_n(X_{ij} = 1) \leq \min(D_i/D_j/L_n, 1) \), this contribution can be bounded as

\[
\mathbb{E}[N(H) \mid D_1 < \varepsilon \sqrt{\mu}] \leq n^k \int_1^{\varepsilon \sqrt{\mu}} \int_1^{\varepsilon \sqrt{\mu}} \cdots \int_1^{\varepsilon \sqrt{\mu}} (x_1 \cdots x_k)^{-\tau} \prod_{(i,j) \in E^u} \min \left( \frac{x_i x_j}{\mu n}, 1 \right) dx_1 \cdots dx_k
\]

\[
= n^k(\mu n)^{\frac{k}{2}(1-\tau)} \int_0^1 \int_0^1 \cdots \int_0^1 (t_1 \cdots t_k)^{-\tau} \prod_{(i,j) \in E^u} \min(t_i t_j, 1) dt_1 \cdots dt_k
\]

\[
\leq K|E^u|^n n^{\frac{k}{2}(3-\tau)} \mu^{\frac{k}{2}(1-\tau)} \int_0^1 \int_0^1 \cdots \int_0^1 (1 - e^{-t_i t_j}) dt_1 \cdots dt_k
\]

\[
= O \left( n^{\frac{k}{2}(3-\tau)} \right) h_1(\varepsilon),
\]

where we used that \( \min(1, x) \leq K(1 - e^{-x}) \) for some \( K > 0 \), and \( h_1(\varepsilon) \) is a function of \( \varepsilon \). By Lemma 4.1(ii) \( h(\varepsilon) \to 0 \) as \( \varepsilon \) tends to zero. We can bound the situation where one of the other vertices has degree smaller than \( \varepsilon \sqrt{\mu} \), or where one of the vertices has degree larger than \( \sqrt{\mu}/\varepsilon \) similarly. This results in

\[
\mathbb{E}[N(H, W_n^k(\varepsilon))] = O \left( n^{\frac{k}{2}(3-\tau)} \right) h(\varepsilon),
\]

for some function \( h(\varepsilon) \) not depending on \( n \) such that \( h(\varepsilon) \to 0 \) when \( \varepsilon \to 0 \). Then, by the Markov inequality,

\[
N(H, W_n^k(\varepsilon)) = h(\varepsilon) O_{\varepsilon} \left( n^{\frac{k}{2}(3-\tau)} \right).
\]

Combining this with Lemma 4.1(i) gives

\[
\frac{N(H)}{n^{\frac{k}{2}(3-\tau)}} \xrightarrow{p} e^{\lambda} \mu^{-\frac{k}{2}(\tau-1)} \int_0^{1/\varepsilon} \cdots \int_0^{1/\varepsilon} (x_1 \cdots x_k)^{-\tau} \prod_{(u,v) \in E^u} (1 - e^{-x_u x_v}) dx_1 \cdots dx_k + O_{\varepsilon}(h(\varepsilon)).
\]

Then letting \( \varepsilon \to 0 \) proves the theorem. \( \square \)

**Proof of Theorem 2.2.** This proof is similar to the proof of Theorem 2.1 and uses Lemma 4.2. \( \square \)

5 Proof of Lemmas 4.1(i) and 4.2(i)

We now prove Lemma 4.1. We first condition on the degree sequence, and compute the expected value and the variance of the number of motifs conditioned on the degrees in Lemmas 5.1 and 5.2 and for graphlets in Lemmas 5.3 and 5.4. Then we take the i.i.d. degrees into account in Lemma 5.5 for motifs and 5.6. Together, these lemmas prove Lemma 4.1.
5.1 Conditional expectation

In this section, we study the expectation of the number of motifs, conditioned on the degrees. Let $H$ be a motif on $k$ vertices, labeled as $1, \cdots, k$, and $m$ edges. We denote the edges as $e_1 = \{u_1, v_1\}, \cdots, e_m = \{u_m, v_m\}$.

**Lemma 5.1** (Conditional expectation of motifs). Let $H$ be a motif such that (2.2) has a unique maximum attained at 0. Then, under the event $J_n$ as defined in (3.1),

$$
E_n \left[ N^{(\text{sub})}(H, W^k_n(\varepsilon)) \right] = \sum_{(i_1, \cdots, i_k) \in W^k_n(\varepsilon)} \prod_{(j, k) \in E_H} \left( 1 - e^{-D_j D_{i_k} / L_n} \right) (1 + o_n(1)). \quad (5.1)
$$

**Proof.** We can use (3.15) to show that the expected value satisfies

$$
E_n \left[ N^{(\text{sub})}(H, W^k_n(\varepsilon)) \right] = \sum_{(i_1, \cdots, i_k) \in W^k_n(\varepsilon)} \mathbb{P}_n \left( H_{(i_1, \cdots, i_k)} \text{ present} \right)
$$

$$
= (1 + o_n(1)) \sum_{(i_1, \cdots, i_k) \in W^k_n(\varepsilon)} \prod_{i=1}^m \left( 1 - \mathbb{P}_n \left( X_{i_{a_i}, i_{e_i}} = 0 \right) \right). \quad (5.2)
$$

Because $D_i D_j = O(n)$ and $L_n = \mu n (1 + o(1))$ under $J_n$, by (3.4)

$$
\mathbb{P}_n \left( X_{ij} = 1 \right) = 1 - e^{-D_i D_j / L_n} + O \left( \frac{D_i^2 D_j}{L_n^2} \right) = (1 + o(1)) \left( 1 - e^{-D_i D_j / L_n} \right). \quad (5.3)
$$

This results in

$$
E_n \left[ N^{(\text{sub})}(H, W^k_n(\varepsilon)) \right] = (1 + o_n(1)) \sum_{(i_1, \cdots, i_k) \in W^k_n(\varepsilon)} \prod_{(j, k) \in E_H} \left( 1 - e^{-D_j D_{i_k} / L_n} \right). \quad (5.4)
$$

Now we prove a similar lemma for graphlets.

**Lemma 5.2** (Conditional expectation of graphlets). Let $H$ be a graphlet such that (2.3) has a unique maximum attained at 0. Then, under the event $J_n$ as defined in (3.1),

$$
E_n \left[ N^{(\text{sub})}(H, W^k_n(\varepsilon)) \right] = \sum_{(i_1, \cdots, i_k) \in W^k_n(\varepsilon)} \prod_{(j, k) \in E_H} \left( 1 - e^{-D_j D_{i_k} / L_n} \right) \prod_{(s, t) \notin E_H} e^{-D_{i_s} D_{i_t} / L_n} (1 + o(1)). \quad (5.5)
$$

**Proof.** This proof follows similar lines as the proof of Lemma 5.1. For $(i, j) \notin E_H$, we now also use (see 5.3)

$$
\mathbb{P}_n \left( X_{ij} = 0 \right) = e^{-D_i D_j / L_n} + O \left( \frac{D_i^2 D_j}{L_n^2} \right) = e^{-D_i D_j / L_n} (1 + o(1)), \quad (5.6)
$$

since $D_i D_j = O(n)$ when $(i, j) \notin E_H$ by (2.3) and $L_n = \Theta(n)$ under the event $J_n$.

5.2 Conditional variance

In this section, we still condition on the degrees. The following lemma shows that the variance of the number of motifs is small compared to the expected value computed in the previous section:

**Lemma 5.3** (Conditional variance for motifs). Let $H$ be a motif such that (2.2) has a unique maximum attained at 0. Then, under the event $J_n$ as defined in (3.1)

$$
\frac{\text{Var}_n \left( N^{(\text{sub})}(H, W^k_n(\varepsilon)) \right)}{E_n \left[ N^{(\text{sub})}(H, W^k_n(\varepsilon)) \right]^2} \rightarrow 0. \quad (5.7)
$$
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Proof. By Theorem 2.2
\[ \mathbb{E}_n \left[ N^{(\text{sub})}(H, W_n^k(\varepsilon)) \right]^2 = \Theta(n^{(3-\tau)k}), \]
where the last step follows from the fact that for \( \sqrt{n} \) motifs, \( B^{(\text{sub})}(H) = 0 \) and \( k_1 = 0 \). Thus, we need to prove that the variance is small compared to \( n^{(3-\tau)k} \). Denote \( i = (i_1, \ldots, i_k) \) and \( j = (j_1, \ldots, j_k) \). We write the variance as
\[ \text{Var}_n \left( N(H, W_n^k(\varepsilon)) \right) = \sum_{i \in W_n^k(\varepsilon)} \sum_{j \in W_n^k(\varepsilon)} \mathbb{P}_n \left( H_i, H_j \text{ present} \right) - \mathbb{P}_n \left( H_i \text{ present} \right) \mathbb{P}_n \left( H_j \text{ present} \right). \]

This splits into various cases, depending on the overlap of \( i \) and \( j \). When \( i \) and \( j \) do not overlap, by (3.15)
\[ \sum_{i \in W_n^k(\varepsilon)} \sum_{j \in W_n^k(\varepsilon)} \mathbb{P}_n \left( H_i, H_j \text{ present} \right) - \mathbb{P}_n \left( H_i \text{ present} \right) \mathbb{P}_n \left( H_j \text{ present} \right) \]
\[ = \sum_{i \in W_n^k(\varepsilon)} \sum_{j \in W_n^k(\varepsilon)} (1 + o_\varepsilon(1)) \prod_{l=1}^m \left( 1 - \mathbb{P}_n \left( X_{i_{u_l}, i_{v_l}} = 0 \right) \right) \prod_{l=1}^m \left( 1 - \mathbb{P}_n \left( X_{j_{u_l}, j_{v_l}} = 0 \right) \right) \]
\[ - (1 + o_\varepsilon(1)) \prod_{l=1}^m \left( 1 - \mathbb{P}_n \left( X_{i_{u_l}, i_{v_l}} = 0 \right) \right) \prod_{l=1}^m \left( 1 - \mathbb{P}_n \left( X_{j_{u_l}, j_{v_l}} = 0 \right) \right) \]
\[ = \mathbb{E}_n \left[ N^{(\text{sub})}(H, W_n^k(\varepsilon)) \right]^2. \]

The other contributions are when \( i \) and \( j \) overlap. In this situation, we use the bound \( \mathbb{P}_n \left( X_{ij} = 1 \right) \leq 1 \). When \( i \) and \( j \) overlap on \( s \geq 1 \) vertices, we bound the contribution to (5.9) as
\[ \sum_{i \in W_n^k(\varepsilon); |i,j| = 2k-s} \mathbb{P}_n \left( H_i, H_j \text{ present} \right) \leq |\{i : D_i \in \sqrt{\mu}[\varepsilon, 1/\varepsilon]\}|^{2k-s} = O_\varepsilon \left( n^{(3-\tau)(2k-s)} \right), \]
which is smaller than \( n^{(3-\tau)k} \), as required.

A similar lemma holds for graphlets:

Lemma 5.4 (Conditional variance for graphlets). Let \( H \) be a graphlet such that (2.3) has a unique maximum, attained at 0. Then, under the event \( J_n \) as defined in (3.1)
\[ \text{Var}_n \left( N^{(\text{ind})}(H, W_n^k(\varepsilon)) \right) \xrightarrow{p} 0. \]

Proof. This proof is highly similar to the proof of Lemma 5.3. By Theorem 2.2, we have to prove that the variance is small compared to \( n^{k(3-\tau)} \), as in the previous theorem. Therefore, the bound (5.11) is also sufficient for graphlets. We only need to derive a straightforward generalization of (5.10), where we also include the probability that edges that are not in \( H \) should not be present in the induced subgraph.

5.3 Convergence of conditional expectation

We now consider the convergence of the expectation of the number of subgraphs conditioned on the degrees.

Lemma 5.5 (Convergence of conditional expectation of \( \sqrt{n} \) motifs). Let \( H \) be a motif such that (2.2) has a unique maximizer, and the maximum is attained at 0. Then,
\[ \frac{\mathbb{E}_n \left[ N^{(\text{sub})}(H, W_n^k(\varepsilon)) \right]}{n^{3/2(3-\tau)}} \xrightarrow{p} e^\mu \mu^{-\frac{3}{2}(\tau-1)} \int_{1/\varepsilon}^{1/\varepsilon} \cdots \int_{1/\varepsilon}^{1/\varepsilon} (x_1 \cdots x_k)^{-\tau} \prod_{(u, v) \in E_H} (1 - e^{-x_u x_v}) dx_1 \cdots dx_k. \]
Proof. Let \(|E_H| = m\) and denote the edges of \(H\) by \((u_1, v_1), \cdots, (u_m, v_m)\). Define
\[
g(t_1, \cdots, t_k) := \prod_{(u,v) \in E_H} (1 - e^{-t_{u,v}}).
\] (5.14)

Taylor expanding \(1 - e^{-xy}\) on \([\varepsilon, 1/\varepsilon]\) yields
\[
1 - e^{-xy} = \sum_{i=0}^{s} \frac{(xy)^i}{i!} (-1)^i + O\left(\frac{\varepsilon^{-s}}{(s+1)!}\right).
\] (5.15)

Since \(g\) is a bounded function on \(F = [\varepsilon, 1/\varepsilon]^m\), for any \(\eta > 0\), we can find \(s_1, \cdots, s_m\) such that
\[
g(t_1, \cdots, t_k) = \sum_{i_1=1}^{s_1} \cdots \sum_{i_m=1}^{s_m} \left( (-1)^{i_1} \frac{t_{u_1,v_1}}{i_1!} \cdots (-1)^{i_m} \frac{t_{u_m,v_m}}{i_m!} \right) + O(\eta)
\] (5.16)

where
\[
\gamma_j := \gamma_j(t_1, \cdots, t_k) = \sum_l \delta_{\{u_l=j\} \text{ or } v_l=j}.
\] (5.17)

Let \(M^{(n)}\) denote the random measure
\[
M^{(n)}([a, b]) = \frac{(\mu n)^{\frac{1}{2} (\sigma - 1)}}{\eta} \sum_{i=1}^{n} \mathbb{I}_{\{D_i \in \sqrt{n}[a, b]\}}.
\] (5.18)

Because the number of vertices with degrees in a certain interval \([a, b]\) is binomially distributed,
\[
M^{(n)}([a, b]) = (\mu n)^{\frac{1}{2} (\sigma - 1)} \Pr\left(D_u \in (\mu n)^{\frac{1}{2}[a, b]}\right) \Rightarrow (\mu n)^{\frac{1}{2} (\sigma - 1)} \int_a^b x^{\frac{1}{2} - \sigma} dx = c \int_a^b x^{-\tau} dx := \lambda([a, b]).
\] (5.19)

Let \(N^{(n)}\) denote the product measure \(M^{(n)} \times M^{(n)} \times \cdots \times M^{(n)}\) \((k\text{ times})\). Then, choosing \(\eta = \varepsilon^{k+1}\) in \(5.16\) together with Lemma \(5.1\) yields
\[
E_n \left[N^{(n)(H, W^k_n(\varepsilon))}\right] = \int_F g(t_1, \cdots, t_k) dN^{(n)}(t_1, \cdots, t_k)
\]
\[
= \sum_{i_1=1}^{s_1} \cdots \sum_{i_m=1}^{s_m} \left( (-1)^{i_1} \frac{t_{1}^{\gamma_1}}{i_1!} \cdots (-1)^{i_m} \frac{t_{k}^{\gamma_k}}{i_m!} \right) + O(\varepsilon^{k+1}) dN^{(n)}(t_1, \cdots, t_k)
\]
\[
= \sum_{i_1=1}^{s_1} \cdots \sum_{i_m=1}^{s_m} \left( (-1)^{i_1} \frac{t_{1}^{\gamma_1}}{i_1!} \cdots (-1)^{i_m} \frac{t_{k}^{\gamma_k}}{i_m!} \right) \int_{\varepsilon^{-1/\varepsilon}}^{1/\varepsilon} t_{1}^{\gamma_1} dM^{(n)}(t_1) \cdots \int_{\varepsilon^{-1/\varepsilon}}^{1/\varepsilon} t_{k}^{\gamma_k} dM^{(n)}(t_k) + O(\varepsilon).
\] (5.20)

As in \(27\) Eq. (55) for any \(\gamma\)
\[
\int_{\varepsilon^{-1/\varepsilon}}^{1/\varepsilon} x^{\gamma} dM^{(n)}(x) \xrightarrow{P} \int_{\varepsilon^{-1/\varepsilon}}^{1/\varepsilon} x^{\gamma} d\lambda(x).
\] (5.21)
Combining this with (5.20) results in

\[
\mathbb{E}_n \left[ N(n^\text{sub}(H, W_n^k(\varepsilon))) \right] = \frac{f(n^\text{sub}(n, H))}{f(n^\text{sub}(n, H))} \mathcal{P} \left( \sum_{i=1}^{s_1} \sum_{i_m=1}^{s_m} \frac{(-1)^{s_1+\ldots+i_m}}{i_1! \ldots i_m!} \int_\varepsilon^{1/\varepsilon} t_1^{a_1} d\lambda(t_1) \cdots \int_\varepsilon^{1/\varepsilon} t_k^{a_k} d\lambda(t_k) + O(\varepsilon) \right)
\]

\[
= \left( \int_F g(t_1, \ldots, t_k) d\lambda(t_1) \cdots d\lambda(t_k) + O(\varepsilon) \right).
\]

Then, by (5.19)

\[
\mathbb{E}_n \left[ N(n^\text{sub}(H, W_n^k(\varepsilon))) \right] = \mathcal{P} \left( e^k \mu - \frac{k}{2}(r-1) - \int_\varepsilon^{1/\varepsilon} (t_1 \cdots t_k)^{-\tau} g(t_1, \ldots, t_k) dt_1 \cdots dt_k \right),
\]

which proves the claim.

**Lemma 5.6** (Convergence of conditional expectation of graphlets). Let \( H \) be a motif such that \( A(\varepsilon) \) has a unique maximizer, and the maximum is attained at 0. Then,

\[
\mathbb{E}_n \left[ N(n^\text{sub}(H, W_n^k(\varepsilon))) \right] = \mathcal{P} \left( e^k \mu - \frac{k}{2}(r-1) - \int_\varepsilon^{1/\varepsilon} (x_1 \cdots x_k)^{-\tau} \prod_{(u,v) \in E_H} (1 - e^{-x_u x_v}) \right.
\]

\[
\left. \times \prod_{(s,t) \notin E_H} e^{-x_s x_t} dx_1 \cdots dx_k \right).
\]

**Proof.** This proof is highly similar to the proof of Lemma 5.5. The only difference is that we include the exponentials over the edges that are not present in \( H \) in the function \( g \) in (5.14). \( \square \)

### 6 Proof of Lemmas 4.1(ii) and 4.2(ii)

In this section we first show that if (2.2) uniquely attains its maximum for \( S_3 = V_H \), then \( A(\varepsilon) \) as defined in (2.12) is finite. Similarly, if (2.3) uniquely attains its maximum for \( S_3 = V_H \), then \( A(\varepsilon) \) as defined in (2.14) is finite.

**Lemma 6.1.** If \( H \) is a connected graph on \( k \) vertices with minimum degree 2 such that the maximum in (2.2) is uniquely attained at zero, then \( A(\varepsilon) \) \( \leq \infty \).

**Proof.** Since \( 1 - e^{-x} \leq \min(x, 1) \) for all \( x \in [0, \infty) \), it is sufficient to show that

\[
\int_0^\infty \cdots \int_0^\infty (x_1 \cdots x_k)^{-\tau} \prod_{(u,v) \in E_H} \min(1, x_u x_v) dx_1 \cdots dx_k < \infty.
\]

This integral consists of multiple regions. The first region is where \( x_1, \ldots, x_k \geq 1 \). Then, since \( \tau \in (2,3) \), this integral results in

\[
\int_1^\infty \cdots \int_1^\infty (x_1 \cdots x_k)^{-\tau} dx_1 \cdots dx_k < \infty.
\]

The second region is where \( x_1, \ldots, x_k \in [0,1] \). Since the minimal degree of \( H \) is 2, this integral can be bounded as

\[
\int_0^1 \cdots \int_0^1 (x_1 \cdots x_k)^{-\tau} \prod_{(u,v) \in E_H} x_u x_v dx_1 \cdots dx_k \leq \int_0^1 \cdots \int_0^1 (x_1 \cdots x_k)^{2-\tau} dx_1 \cdots dx_k < \infty.
\]
The other regions can be described by a set \( S \) such that the integral runs from 1 to \( \infty \) for all \( i \in S \), and from 0 to 1 for all \( i \in \bar{S} = V_H \setminus S \). Then, \( \min(x_i x_j, 1) = x_i x_j \) when \( i, j \notin \bar{S}, \) and \( \min(x_i, x_j) = 1 \) when \( i, j \in \bar{S}. \) W.l.o.g. assume \( S = \{1, \ldots, t\} \) for some \( t \geq 1. \) For any \( W \subseteq V_H, \) we denote by \( d_{i(W)} \) the number of edges from of vertex \( i \) to vertices in \( W. \) Then, the contribution to (6.1) can be written as

\[
\int_1^\infty \cdots \int_1^\infty (x_1 \cdots x_t)^{-\tau} \int_0^1 \cdots \int_0^1 \prod_{i=t+1}^k \left( x_j^{-\tau + d_{i,j}(S)} \prod_{j \in S(i,j) \in E_H} \min(x_i, x_j, 1) \right) \, dx_k \cdots dx_1. \tag{6.4}
\]

Again, this integral consists of multiple regions, depending on whether \( x_{u} x_v < 1. \) Suppose a vertex \( u \in \bar{S} \) is connected to vertices 1, 2, \ldots, \( l \in \bar{S} \), such that \( x_1 < x_2 < \cdots < x_l. \) Then, the integral over \( x_u \) in (6.4) equals

\[
\int_0^1 \left( x_u^{-\tau + d_{u}(\bar{S})} \min(x_u x_1, 1) \min(x_u x_2, 1) \cdots \min(x_u x_l, 1) \right) \, dx_u
= \int_0^1 \left( x_u^{-\tau + l \cdot d_{u}(\bar{S})} x_1 x_2 \cdots x_l \right) \, dx_u + \int_0^1 \left( x_u^{-\tau + l-1 \cdot d_{u}(\bar{S})} x_1 x_2 \cdots x_{l-1} \right) \, dx_u + \cdots + \int_0^1 x_u^{-\tau + d_{u}(\bar{S})} \, dx_u
= C_1 x_1 x_2 \cdots x_l^{-l \cdot d_{u}(\bar{S})} + C_2 (x_1 x_2 \cdots x_{l-1}^{-l \cdot d_{u}(\bar{S})}) + \cdots + C_l (x_1 x_2 \cdots x_l^{-d_{u}(\bar{S})}) + 1,
\]

for some constants \( C_1, \ldots, C_l. \) Since \( d_{u}(\bar{S}) + l - \tau = d_{u} - \tau > -1, \) we know that \( C_1 > 0. \) Since \( 1 < x_1 < x_2 < \cdots < x_l, \) the largest contribution to (6.5) is the integral from 0 to \( 1/x_l. \) Thus, the largest contribution to (6.4) is when all minima are attained at \( x_i x_j. \) We now compute this largest contribution when \( x_1 < x_2 < \cdots < x_l. \) We let

\[
u_j = \max \{i \mid i \in \bar{S}, (i, j) \in E_H\}
\]

for all \( j \in \bar{S} \) such that \( d_{j,\bar{S}} \geq 1. \) Furthermore, let

\[
f(j) = \begin{cases} \frac{1}{x_u} & \text{if } d_{j,\bar{S}} \geq 1, \\ 1 & \text{else,} \end{cases}
\]

for all \( j \in \bar{S}. \) Thus, the ranges of the integrals in (6.4) such that all minima are attained by \( x_i x_j, \) are from 0 to \( f(j) \) for all \( j \in \bar{S}. \) Then, the contribution to (6.4) where all minima are attained by \( x_u x_v \) equals

\[
\int_1^\infty \int_1^\infty \cdots \int_1^\infty \prod_{i=1}^l x_i^{-\tau + d_{i,\bar{S}}} \prod_{j=t+1}^k \left( \int_0^{f(j)} x_j^{-\tau + d_{j,\bar{S}}} \, dx_j \right) \, dx_l \cdots dx_1
= C \int_1^\infty \int_1^\infty \cdots \int_1^\infty \prod_{i=1}^l x_i^{-\tau + d_{i,\bar{S}}} \prod_{j=t+1}^k \int_0^{f(j)} x_j^{-\tau + d_{j,\bar{S}}} \, dx_j \, dx_l \cdots dx_1,
\]

for some constant \( C > 0. \) Let \( W_i = \{i \in S : u_j = i\} \) for \( i \in [t]\) (for an illustration, see Figure 5). Then (6.8) results in

\[
C \int_1^\infty \int_1^\infty \cdots \int_1^\infty \prod_{i=1}^l x_i^{-\tau + d_{i,\bar{S}} + (\tau - 1) |W_i| - 2E_{W_i} - E_{W_i} x_1, dx_2, \cdots dx_1, \tag{6.9}
\]

where \( E_{W_i} \) denotes the number of edges inside \( W_i \) and \( E_{W_i} x_1 \) denotes the number of edges between \( W_i \) and \( W_i. \) We now want to show that

\[
- \tau + d_{\bar{S}} + (\tau - 1) |W_i| - 2E_{W_i} - E_{W_i} x_1 < -1,
\]

so that the integral in (6.9) over \( x_1 \) is finite. Note that by definition of (6.6) and \( W_i, d_{\bar{S}} = d_{W_i}, \) (see also Figure 5). By setting \( S_2 = \{t\} \) in (2.2), \( S_1 = W_i \) and \( S_3 = V_H \setminus (S_1 \cup S_2), \) we have
Lemma 6.2. If $H$ is a connected graph on $k$ vertices with minimum degree 2 such that (2.3) has a unique maximizer attained at 0, then $\Lambda(\text{ind})(H) < \infty$.

Proof. Because $1 - e^{-x} \leq \min(1, x)$, it suffices to show that

$$
\int_0^{\infty} \cdots \int_0^{\infty} (x_1 \cdots x_k)^{-\tau} \prod_{(u,v) \in E_H} \min(1, x_u x_v) \prod_{(i,j) \in E_H} e^{-x_{i}x_{j}} \, dx_1 \cdots dx_k < \infty. \tag{6.14}
$$

We can show similarly to (6.2) and (6.3) that this integral is finite when all $x$ values are larger than one, or when all are smaller than one. We now show that the contribution where the integral runs from 1 to $\infty$ for vertices in some nonempty set $S$, and from 0 to 1 for vertices in $\bar{S} = V \setminus S$. W.l.o.g., assume $S = \{1, \cdots, t\}$ for some $t \geq 1$. We use the bound $e^{-x_u x_v} \leq 1$ when $u$ and $v$ are not both in $S$. This bounds (6.14) as

$$
\int_1^{\infty} \cdots \int_1^{\infty} (x_1 \cdots x_t)^{-\tau} \prod_{u,v \in S \setminus \{u,v\} \notin E_H} e^{-x_u x_v} \prod_{i=t+1}^{k} \left( \int_0^1 x_i^{-\tau + d_{i}(S)} \prod_{j \in S : (i,j) \in E_H} \min(x_i x_j, 1) \, dx_i \right) \, dx_t \cdots dx_1. \tag{6.15}
$$

First, we consider the case where the vertices of $S$ induce a complete graph in $H$. Then (6.15) results in

$$
\int_1^{\infty} \cdots \int_1^{\infty} (x_1 \cdots x_t)^{-\tau} \prod_{i=t+1}^{k} \left( \int_0^1 x_i^{-\tau + d_{i}(S)} \prod_{j \in S : (i,j) \in E_H} \min(x_i x_j, 1) \, dx_i \right) \, dx_t \cdots dx_1, \tag{6.16}
$$

which is the exact same integral as in (6.4). Then we can use the same proof as in the previous lemma to show that this integral is finite. This method works because $S$ induces a complete graph.
on $H$. Indeed, the sets that are constructed in the proof corresponding to $S_2$ in \ref{2.3} are all subsets of $S$, and therefore satisfy the constraint \ref{2.4}. Then, the sets $S_2$ constructed in the proof also satisfy \ref{6.11}.

When $S$ does not induce a complete graph on $H$, denote by $M = \{ i \in S : d_{i}(S) < |S| - 1 \}$ the vertices in $S$ that do not have edges to all other vertices in $S$. W.l.o.g. assume $M = \{ 1, \cdots, t \}$. We bound $\min(x_i, x_j, 1) \leq x_i x_j$ for all $i \in S, j \in M$, which bounds \ref{6.15} as

$$\int_{1}^{\infty} \cdots \int_{1}^{\infty} (x_1 \cdots x_1)^{-\tau} \prod_{u,v \in M(\{u,v\})} \prod_{i=1}^{t+1} \left( \int_{0}^{1} x_i^{-\tau+d_{i}(S)} \prod_{j \in S(\{i,j\}) \in E_H} \min(x_i x_j, 1) dx_i \right) dx_t \cdots dx_1$$

$$\leq \int_{1}^{\infty} \cdots \int_{1}^{\infty} (x_1 \cdots x_1)^{-\tau} \prod_{i=1}^{t+1} \left( \int_{0}^{1} x_i^{-\tau+d_{i}(S)+d_{i}(M)} \prod_{j \in S(M(\{i,j\}) \in E_H} \min(x_i x_j, 1) dx_i \right) dx_{t-1} \cdots dx_1$$

$$\times \int_{1}^{\infty} \cdots \int_{1}^{\infty} \prod_{i=1}^{t} x_i^{-(\tau+d_{i}(S))} \prod_{u,v \in M(\{u,v\})} \prod_{u,v \in M(\{u,v\})} \prod_{i=1}^{t} x_i^{-\tau} dx_t \cdots dx_1.$$  \hspace{1cm} \ref{6.17}

The last integral is finite, since every vertex in $M$ has at least one missing edge to another vertex in $M$. Thus, we only need to show that

$$\int_{1}^{\infty} \cdots \int_{1}^{\infty} (x_1 \cdots x_1)^{-\tau} \prod_{i=t+1}^{t} \left( \int_{0}^{1} x_i^{-\tau+d_{i}(S)+d_{i}(M)} \prod_{j \in S(M(\{i,j\}) \in E_H} \min(x_i x_j, 1) dx_i \right) dx_t \cdots dx_1 < \infty.$$  \hspace{1cm} \ref{6.18}

We define $u_j$ and $f_j$ as in \ref{6.6} and \ref{6.7} for all $j \in S \setminus M$. If we again let $W_i = \{ i \in S \setminus M : u_j = i \}$, then similarly to \ref{6.9} the largest contribution to \ref{6.18} equals

$$C \int_{1}^{\infty} \cdots \int_{1}^{\infty} \prod_{i=1}^{t} x_i^{-(\tau+d_{i}(S)+\tau-1)|W_i|-2E_{W_i}+E_{W_i}} dx_t \cdots dx_1.$$  \hspace{1cm} \ref{6.19}

We then construct the sets $S_1$, $S_2$, and $S_3$ as in the previous lemma. Since $S \setminus M$ induces a complete graph on $H$, all sets $S_2$ constructed in the proof satisfy the constraint in \ref{2.4}, and thus we can use the proof of the previous lemma to show that this integral is finite. \hfill \square
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