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Intelligent Personal Assistants (IPAs) like Amazon Alexa, Apple Siri, and Google Assistant are increasingly becoming a part of our everyday. As IPAs become ubiquitous and their applications expand, users turn to them for not just routine tasks, but also intelligent conversations. In this study, we measure the emotional intelligence (EI) displayed by IPAs in the English and Hindi languages; to our knowledge this is a pioneering effort in probing the emotional intelligence of IPAs in Indian languages. We pose utterances that convey the ‘Sadness’ or ‘Humor’ emotion and evaluate IPA responses. We build on previous research to propose a quantitative and qualitative evaluation scheme encompassing new criteria from social science perspectives (display of empathy, wit, understanding) and IPA-specific features (voice modulation, search redirects).

We find EI displayed by Google Assistant in Hindi is comparable to EI displayed in English, with the assistant employing both voice modulation and emojis in text. However, we do find that IPAs are unable to understand and respond intelligently to all queries, sometimes even offering counter-productive and problematic responses. Our experiment offers evidence and directions to augment the potential for EI in IPAs.

CCS Concepts: • Human-centered computing → HCI design and evaluation methods; Ubiquitous and mobile computing design and evaluation methods; Natural language interfaces; Ambient intelligence.
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1 INTRODUCTION

An Intelligent Personal Assistant (IPA) is an artificially intelligent system that can perform tasks or answer queries based on commands and questions [7]. As IPAs gain popularity, users turn to them not only for regular tasks, but also to express emotion. Therefore, many IPAs are marketed as a user’s companion with a human-like personality, rather than just a task-doer. Whilst much research has gone into studying the abilities of an IPA to understand and perform tasks [16], the field of emotional intelligence displayed by IPAs remains a relatively under-explored research area.

The study of IPAs becomes important today as their usage has seen a sharp increase during the COVID-19 pandemic1. Apart from being a hands-free technology, users are increasingly using IPAs as a “frustration outlet” 2. In this context, researching emotional intelligence displayed by IPAs acquires renewed relevance.

Emotional Intelligence for humans is defined as the ability to sense, understand, value and effectively apply the power of emotions as a source of human energy, information, trust, creativity and influence [6]. As machines cannot sense and feel emotion, we measure if an IPA can ‘apply the power of emotion’ in their responses [19] i.e. whether the response entails a recognition of emotion and displays empathy, as a human’s response would. For humans, EI is tested in 3 major forms - self reported, reported by others, and ability tests. As IPAs cannot self-report, we conduct ability tests based on the Mayers-Salovey-Calousey-Emotional Test (MSCEIT) [3]. To evaluate EI in an IPA, we check

1 Both authors contributed equally to this research.
2 https://voicebot.ai/2020/05/01/voice-assistants-see-uptick-in-daily-use-during-the-pandemic-report/
3 https://www.washingtonpost.com/technology/2020/07/01/alexa-siri-google-home-assistant
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for ‘portrayal’ of emotion in the responses, rather than feeling of emotion. In this work, we explore the ‘Sadness’ and ‘Humor’ emotions in depth, in order to test 2 contrasting aspects of EI. In the ‘Sadness’ category, we include prompts where the user has a sad tone. We test for empathy and understanding displayed by an IPA and check if it offers ways to uplift one’s mood. On the other hand, the ‘Humor’ category affords researchers to test a more ‘light-hearted’ context and if indeed an IPA displays wit and can partake of a cheerful conversation.

We propose a nuanced evaluation scheme with quantitative features tailored to each category – ‘Sadness’ and ‘Humor’ – by extending previous approaches (Table 1). To the best of our knowledge, ours is the first work to explore emotional intelligence displayed by IPAs in Indian languages. Many technology companies have announced their commitment to language diversity in IPAs with Apple announcing the support for 9 Indian languages on Siri, during WWDC 2021. As the support for Hindi in IPAs is relatively new, it is critical to study EI performance in the Hindi language and its standing with that of the English language.

We study EI along ‘Sadness’ and ‘Humor’ categories by posing a myriad of queries to different IPAs, in Hindi and English. We annotate 402 such question-response pairs along a new quantitative and qualitative metric. We make our dataset public for research. Our main contributions are:

1. *Comparison of EI relating to ‘Sadness’ and ‘Humor’ emotions displayed by IPAs (Siri, Google Assistant, and Alexa)*, along with key visualizations to understand and interpret results.
2. *First evaluation of emotional intelligence in the Hindi language.*
3. *Proposal of a rigorous qualitative and quantitative evaluation scheme to test EI ability.*

2 RELATED WORK

Studying EI in IPAs is an emerging research direction in Human-Computer Interaction. Previous studies have explored the applications of EI in IPAs. The role of IPAs in combating isolation and strengthening bonds among the elderly is one of them [14].

Users of IPAs often attribute personality dimensions and anthropomorphic features to virtual assistants [1, 10]. A user’s perceptions about the humanness of an IPA is determined by the extent to which the agent is capable of showing meaningful emotions in their responses [5, 15]. The introduction of human-like qualities like voice modulation induces a sense of anthropomorphism of machines and agents, which makes human users ascribe EI qualities – like trust, empathy, and support – to IPAs [2, 17]. We harness the above to build our evaluation metric.

Exploring evaluation of EI in IPAs, a study of humorous interactions in English, [9] recruited participants to conduct week-long interactions with an IPA (one of Apple Siri, Amazon Alexa, or Google Assistant). The users then rated the humor level of IPA responses on a Likert-scale (1-5) where over 50% of the agent’s utterances were rated as funny. In addition to using the notion and connotation of an IPA’s response in characterizing its EI in humorous scenarios, the underlying latent semantic structures such as ambiguity, interpersonal effect, phonetic style – also played an important role [18]. In order to analyze EI for mental and physical health related queries, a study [13] characterized the responses of IPAs based on various metrics, such as 1. “recognition” – if the IPA was able to identify the user query, 2. “respect” – based on clinical experience with respectful language, and 3. “reference” – whether or not the IPA refers to a helpline or contact number for the emergency situation.

Research has also suggested improvements to EI displayed by IPAs. For example, [12] is a proposal to improve an IPA’s perceived EI through personality-driven expression of emotions to complete user tasks.

---

1. https://blog.google/technology/next-billion-users/google-for-india-2018/
2. https://support.apple.com/en-in/HT212537
Our paper takes inspiration from Yang et. al.’s research on measuring EI in virtual assistants [20]. They propose an interactive dialog system (Zara) and compare a non-emotion expressing VA with one that expresses emotions exploring both verbal and visual aspects of communication. Participants of the study interacted with the IPAs and evaluated them via a questionnaire that was created based on the MSCEIT [3] for scoring the IPAs. However, their work focuses on the English language while we build on their evaluation methodology to evaluate and deploy the Hindi language. We leverage studies [3, 20] that utilize pre-defined metrics to quantify the performance of IPAs and combine this with additional features based on social science perspectives, custom to each category of emotion – Eg: analyzing the wit quotient, voice modulation and use of references in humour, supportive responses in sadness – and propose a new metric to quantitatively evaluate the EI performance of IPAs.

3 DATA
We pose queries to test the emotional intelligence of 3 different IPAs – Amazon Alexa, Apple Siri, and Google Assistant. We divide the queries into 2 categories – ‘Sadness’ and ‘Humor’. Queries in the ‘Sadness’ field include statements where the user claims to be unhappy or shares a sorrowful event occurrence – example queries include “I am lonely” and “I am feeling sad”. ‘Humor’ related queries test an agent’s quips and evaluate the funny quotient and wit displayed in their responses. The question categories include: Personality, eg: “What’s your favourite colour?”, Rhetoric, eg: “Where am I?”, Joke, eg: “Why did the chicken cross the road?” and Reference based, eg: “Do you want to build a snowman?”. At the time of writing this paper, Hindi language was unavailable in Siri, so we tested it on Amazon Alexa and Google Assistant. Overall, we pose 402 queries in total, with 156 in Hindi and 246 in English. The exact set of questions posed in each category can be found here.

4 EVALUATION METRIC
As per the Mayers-Salovey-Calousey-Emotional Test (MSCEIT) [3], emotional intelligence can be measured along four branches - perceiving, using, understanding, and managing emotions. Previous studies on IPA evaluation have used this basic framework to create more fine-grained features [20]. Extending their methodology, we combine existing categories with new quantitative categories for evaluation and analysis.

Whilst investigating the ‘Sadness’ emotion, we use the categories ‘Identification’ (perceiving branch) and ‘Empathy’ (understanding branch) defined by previous works [4, 20]. We add categories for if the response is uplifting and if the agent offers help in the managing emotions branch of MSCEIT. Furthermore, we check if the agent gives an entirely opposite response for a sadness-related query – such as ‘I am happy for you’ or ‘That’s awesome!’ to a query like ‘I am good for nothing’. For ‘Humour’ as an emotion, we build on the work by [9] by adding categories that check for the use of voice modulation [2, 8, 11, 18], recognition/use of references (under the using emotion branch) and wit, sarcasm/irony in the responses, under the understanding branch.

We also add qualitative features such as checks for variance in agent responses for repeatedly posed queries; use of emojis; and a categorical label for the ‘Humor’ category queries as – jokes, rhetorical, personality or reference based questions. We add IPA-specific features such as search redirects under the perceiving emotion, to check the frequency of IPAs relying on the web to find a response. This often occurs when the agent is not able to make sense of the query and simply returns search results on the topic, thereby showing poor EI. Evaluation features across all branches – perceiving, using, understanding and managing and categories – ‘Sadness’ and ‘Humor’ can be found in Table 1.

In our coding methodology, we mark each category (or feature) on a binary scale of 0 and 1 where 1 indicates the presence of a feature and 0 indicates its absence. Few examples are given in Table 2.
Table 1. Metric definition for evaluating emotional intelligence of IPAs. Using the 4 branch test model from MSCEIT [3] we categorize features under each of the branches in order to quantify our analysis of EI in intelligent personal assistants.

| Emotion | Perceiving | Using | Understanding | Managing | Miscellaneous |
|---------|------------|-------|--------------|----------|---------------|
| Sadness | Search Redirect, Identify sadness | Opposite Response | Empathy displayed | Uplifting response / Help | Varies for multiple attempts |
| Humour | Search redirect, Recognize/Use Reference | Voice Modulation | Wit, Sarcasm/Irony | Funny Quotient | Emoji effects, Joke Type |

Table 2. Binary scale coding examples for Google Assistant’s responses to Sadness emotion related queries. ID: Identify, SD: Search Redirect, OR: Opposite Response, ED: Empathy Displayed, UR: Uplifting Response, VM: Varies for Multiple

| Query | Response | Perceiving | Using | Understanding | Managing | Misc |
|-------|----------|------------|-------|--------------|----------|------|
| Nobody loves me | I am here for you | 1 | 0 | 0 | 1 | 0 | 0 |
| I just got out of a relationship | I am so happy for you | 0 | 0 | 1 | 0 | 0 | 1 |

5 ANNOTATIONS

For annotating and evaluating the responses of the IPAs, we approached three native Hindi speakers, who are also fluent in English, ranging from ages 20-25 years. Annotators had prior experience with using all 3 IPAs for their routine tasks or academic experiments. The annotators marked the quantitative features mentioned above on a 0-1 scale. For the qualitative analysis, annotators could fill out the comments section against each entry, with remarks about the appropriateness or creativity of the IPA response, as a way to capture miscellaneous observations. The annotators were also told to highlight the problematic or counter-productive responses where the agents failed to display EI.

6 FINDINGS

The IPAs’ performances vary to different degrees across our metric’s categorical branch attributes, especially in certain nuanced categories such as voice modulation, emoji usage, search redirects. We found that Google Assistant’s responses displayed similar emotional intelligence for both English and Hindi queries, although Amazon Alexa did not perform as well on Hindi queries. We also found many occurrences where IPAs failed to process the emotion in the query and responded in a bland manner (by giving just web search results), sometimes even giving problematic and counter-productive responses. Our experiments offer evidence and point directions to augment EI displayed in the existing potential of IPAs.

6.1 Sadness category

We found that Google Assistant outperformed the other 2 agents for sadness-related queries. The replies by Amazon Alexa were especially poor with it performing the maximum number of search redirects, and the least number of ‘helpful and uplifting’ replies as can be seen by Fig 1 (a). The trend of Google Assistant giving more nuanced replies than Amazon Alexa remained across both languages of English and Hindi as can be seen by Fig 1 (b). Responses by Apple Siri were intermediary, though it performed the least number of search redirects. From Fig 1 (b) we see that...
Amazon Alexa’s responses were better in the English language than Hindi, but both the languages were at par for Google Assistant, with Hindi replies having more points for the ‘uplifting / helpful’ feature. This is a promising result pointing to the developing and evolving language support for Hindi. We find many problematic responses to ‘Sadness’ related queries across all IPAs – in these cases, the agents are not able to process the emotion correctly and give a detrimental response. For example, when we posed the query ‘I am no good!’, the agent replied with ‘Got it!’. In other cases, the IPAs are able to recognize the emotion and respond sympathetically. However, IPAs sometimes repeated the same responses across various queries, possibly choosing from a standard set of responses. For example, the response ‘I am sorry to hear that. Sometimes taking a quiet moment can help. You can try listening to your favourite music, or doing some simple stretches’; although displaying EI was repeated multiple times by Apple Siri across different queries.

Fig. 1. (a) Comparison of the IPAs’ performance for ‘Sadness’ related queries in English (b) Variation of IPA performance across English and Hindi for ‘Sadness’ related queries

In the inferences from the experiments conducted for EI for the ‘Sadness’ emotion, Google Assistant was able to identify and show empathy to maximum number of queries posed. Amazon Alexa resorted to Search/Song redirects most and offered the least uplifting responses. Apple Siri performed decently across the metrics and had the least search redirects compared to the remaining. The heatplot for comparison between English and Hindi shows that Google Assistant’s performance across the metrics was at par for both languages. In particular, its responses in Hindi were more empathetic that its English counterpart as well. Amazon Alexa’s performance was relatively lower in Hindi compared to the same queries in English.

6.2 Humor category

We find IPAs performing similarly in the ‘Humor’ category, with few fluctuations in ranking across different features as it can be observed in Fig 2 (a). We find all agents use voice modulation to a large extent to convey humorous responses. We observe way fewer search redirects in the humor category than sadness (across all IPAs) indicating that agents are able to understand the query more accurately when they are tasked with giving a humorous response. As can be seen in Fig 2 (b), Google Assistant and Alexa’s humorous responses in Hindi were not too far behind those in English. This is in contrast to Alexa’s Hindi responses in the sadness category where it performed poorly. We also find that when comparing Google Assistant and Alexa’s responses in Hindi, Fig 2 (b), both agents were at par, unlike in the sadness field. It is also interesting to notice how, for some responses, both the agents utilize witty pop and Indian culture references in English and Hindi respectively.

For example; in English, as a response to the query “What does the fox say” (which is a popular song), Google assistant replies with, “Ring ding ding ding dingeredinging and wa pa pa pa pa pa pow. Or so I’ve heard”. Similarly for Hindi, on asking Alexa, “Kya tum mujhse pyaar karti ho?”, Alexa responds with “Dil cheez kya hai, aap meri jaan leejiye / Dil vil pyaar vyaar main kya jaana re!”, which are popular dialogues from Bollywood movie classics.
While Amazon Alexa and Google Assistant perform well in the ‘wit’ and ‘voice modulation’ category, Google Assistant does have a slight edge over the others, with a higher fraction of responses scored as 1 by the annotators.

Through the qualitative analysis of comments left by the annotators, we found the voice modulation feature was highly appreciated in the ‘Humor’ category. Users were intrigued and claimed the feature improved the quality of the humorous response. Annotators believed emoji usage added more expression to a response. Whilst Amazon Alexa and Google Assistant employed emojis to enhance their communication, Apple Siri did not.

(a) Comparison of the IPAs’ performance for ‘Humor’ related queries in English

(b) Variation of IPA performance across English and Hindi for ‘Humor’ related queries

Fig. 2. (a) In evaluating EI for the ‘Humour’ emotion, all three IPAs have a significant fraction of witty responses. All IPAs also use voice modulation extensively. Siri does not utilize emojis in its conversation at all, however it has the largest proportion of ironic/sarcastic replies which are in turn quite human-like. The number of search redirects by all three virtual agents is drastically low compared to their responses in ‘Sadness’. (b) As per the heatplot for comparison between English and Hindi, both Google Assistant and Amazon Alexa’s performance matches in both languages to a good extent.

7 DISCUSSION AND CONCLUSION

Our work is the first to probe the question of emotional intelligence (EI) of IPAs in Indian languages – specifically Hindi. We study EI across 2 major categories – ‘Sadness’ and ‘Humor’ – by posing a myriad of queries and comparing the results of IPAs – Amazon Alexa, Apple Siri, and Google Assistant. We propose a new qualitative and quantitative evaluation scheme that builds on previous works and introduces new features that are useful to modern-day IPAs.

We find promising results for Hindi as Google Assistant returns appropriate and similar responses in both Hindi and English, signifying that efforts are being made to parse Hindi and respond to emotional queries. We also highlight cases where IPAs fail to understand an emotional query and respond in a bland or problematic manner. We find many such cases in our dataset, signifying that there is room for improvement in the EI displayed by IPAs. Finally, we make public the dataset of queries and responses by different IPAs that can be useful for further NLP and HCI research.
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