Model Identification and Trajectory Tracking Control for Vector Propulsion Unmanned Surface Vehicles
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Abstract: To promote the development of military and civilian applications for marine technology, more and more scientific research around the world has begun to develop unmanned surface vehicles (USVs) technology with advanced control capabilities. This paper establishes and identifies the model of vector propulsion USV, which is widely used at present. After analyzing its actuator distribution, we consider that the more realistic vessel model should be an incomplete underactuated system. For this system, a virtual control point method is adopted and an adaptive sliding mode trajectory tracking controller with neural network minimum learning parameter (NNMLP) theory is designed. Finally, in the simulation experiment, the thruster speed and propulsion angle are used as the inputs of the controller, and the linear and circular trajectory tracking tests are carried out considering the delay effect of the actuator, system uncertainty, and external disturbance. The results show that the proposed tracking control framework is reasonable.
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1. Introduction

Due to the superior performance of unmanned surface vehicles (USVs) in terms of economy and strategically, the number of USVs used for various missions is increasing globally [1,2]. To accomplish the task efficiently in the complex marine environment, both the propulsion system and autonomous control system of USV need continuous improvement [3]. In the aspect of propulsion system, a vector propulsion equipment was put forward, which is superior to the traditional propeller-rudder propulsion system in propulsion efficiency [4,5]. For the autonomous control system, trajectory tracking control is a very important research topic, and this paper needs to consider how to design the controller based on the vector propulsion system.

For the USV with a vector propulsion device, it is necessary to analyze and identify its mathematical model. Since 1964, more and more attention has been paid to the study of vessel models [6]. In the process of research, it is divided into two kinds of modeling methods, one is the holistic model, which belongs to a semi-theoretical and semi-empirical model pattern, represented by Abokowitz’s [6] and Norrbin’s [7] non-linear ship mathematical models; and the other is a separation motion mathematical model proposed by the Maneuvering Modeling Group (MMG), which has complete theoretical support [8]. In 2015, a new standardization study about MMG was carried out by the Japan Society of Naval Architects and Ocean Engineers [9]. In this paper, the mathematical model of USV adopts the MMG modeling theory. The existing ship models are all based on the traditional propulsion system with propeller-rudder separation, while the research on the ship model with vector propulsion is less concerned. Vector propulsion includes POD and waterjet propulsion, among which POD propulsion is a common propulsion mode. At present, the research on vector propulsion system...
mainly focuses on hydrodynamic performance, such as Literature [10–12]. For the research of the ship manoeuvre model with vector propulsion, Gierusz compared vector propulsion system with traditional propulsion system from the point of future control applications [5], and studied the forces generated [13] and full model [14] with two podded thrusters of LNG carrier. In [15], based on the MMG method, a motion mathematical model of a 10,000 DWT pod-driven coastal tanker is established, and the description of vector driving force is given. However, both of the above studies are to model large ships with dual POD propulsion. Mu et al. [16] studied the model establishment of USV driven by single vector propulsion system based on MMG theory, but neglected the influence of sway motion force and simplified it to traditional ship model. This paper mainly studies the manoeuvring model of a small USV with single vector propulsion to provide a basis for the research of trajectory tracking controller.

In recent years, with the continuous improvement of the nonholonomic system theory, the problem of actuator constraints and effectiveness faults [17] and underactuated tracking [18–20] of ships have also been actively studied. In this paper, the effect of sway thrust is very obvious for small USV with vector propulsion when the output is selected at the geometric center of the vessel. In addition, such an incomplete underactuated system is accompanied by unstable internal dynamics [21]. Current research on ship tracking control usually neglects the sway thrust [3], but there are still some papers trying to solve this kind of incomplete underactuated system. Toussaint et al. explained the selection of the output when the generalized forces act on the vessel, and used the backstepping method to design the controller for trajectory tracking [22]. On this basis, the state estimator was used to deal with the uncertainty of state measurement [23]. However, they need noncausal dynamic inversion to find the reference trajectory.

In this paper, the research object is the vector propulsion USV. The vector propulsion system can carry out full speed propulsion in any direction within the range of the propulsion angle, so as to generate large sway force that is difficult to be ignored, which makes the difference between the vector propulsion ship model and the underactuated ship model. In the research of traditional underactuated ship tracking control, the influence of sway force is generally ignored, because the propeller of traditional propeller-rudder propulsion system is fixed and the hydrodynamic force of rudder surface only produces small sway force [3]. For the vector propulsion USV, the main contribution of the paper can be summed up as that, firstly, the three degree-of-freedom (3-DOF) mathematical model of vector propulsion USV is obtained by analyzing the force distribution, and its model parameters are identified through field experiments, which provides a reference for the design of the controller; secondly, the method of virtual control point is used to solve the incomplete underactuated system; finally, an adaptive sliding mode controller based on neural network minimum learning parameter (NNMLP) is designed with disturbances and uncertainties. The robustness of this controller is tested by simulation in four cases with more practical control inputs.

The rest of this paper is organized as follows. In Section 2, the mathematical model of vector propulsion USV is established and its parameters are identified. Section 3 describes the trajectory tracking control laws based on virtual control point method and neural network minimum learning parameter, and the stability analysis is introduced in Section 4. Section 5 simulates and verifies the designed controller. Finally, the paper is discussed and summarized in Section 6.

2. USV Modeling and Identification

2.1. Lanxin USV with Vector Propulsion

Lanxin USV is a small intelligent marine vessel of Dalian Maritime University with length $L = 7.02$ m [24]. It mainly consists of vector propulsion system, NGC (navigation, guidance and control) system, sensing system and communication system. Its appearance is shown in Figure 1.
The propulsion system of the USV adopts vector propulsion, as shown in Figure 2. The maximum output power of this system can reach to 260 HP. Its thruster is composed of three leaf propeller with a diameter of 0.46 meter. The maximum thrust can be achieved in any direction within the propulsion angle range ($-30^\circ \sim +30^\circ$) [25].

2.2. Mathematical Model of the USV

For vector propulsion USV, the description of plane motion variables is shown in Figure 3.

The kinematics and dynamics equations of the marine surface vessel can be expressed as [26,27]

\[
\begin{align*}
\dot{x} &= u \cos \psi - v \sin \psi \\
\dot{y} &= u \sin \psi + v \cos \psi \\
\dot{\psi} &= r\\
\dot{u} &= f_u + \Delta u + \frac{1}{m_{11}} (\tau_u + b_u) \\
\dot{v} &= f_v + \Delta v + \frac{1}{m_{22}} (\tau_v + b_v) \\
\dot{r} &= f_r + \Delta r + \frac{1}{m_{33}} (\tau_r + b_r)
\end{align*}
\]
with

\[
\begin{align*}
    f_u &= \frac{m_{22}}{m_{11}} \nu r - \frac{d_{21}}{m_{11}} u \\
    f_v &= -\frac{m_{11}}{m_{22}} \mu r - \frac{d_{12}}{m_{22}} v \\
    f_r &= \frac{m_{11}-m_{22}}{m_{33}} \mu v - \frac{d_{33}}{m_{33}} r
\end{align*}
\]

where \((x, y, \psi)\) are the surge, sway displacement and yaw angle in the earth fixed coordinate system, \((u, v, r)\) and \((\tau_u, \tau_v, \tau_r)\) denote the surge, sway, and yaw velocities and thrust (moment) components. Parameters \(m_{ij}\) and \(d_{ij}\) are given by the vessel inertia and damping matrices. \((\Delta_u, \Delta_v, \Delta_r)\) and \((b_u, b_v, b_r)\) denote the unmodeled dynamics and immeasurable external disturbances in each direction. The force distribution of vector propulsion USV is as follows \([13,21]\)

\[
\begin{pmatrix}
    \tau_u \\
    \tau_v \\
    \tau_r
\end{pmatrix} = T \begin{pmatrix}
    \cos(\delta) \\
    \sin(\delta) \\
    \sin(\delta) L / 2
\end{pmatrix}
\]

\(T = (1 - t_p) \rho n^2 D_p^4 K_T\)

where \(T\) is the thrust of propulsion system, vector propulsion angle \(\delta\) and thruster speed \(n\) are generated by vector propulsion system as control inputs \([28]\), which can be obtained by

\[
\begin{align*}
    \delta &= \arctan \left( \frac{2 \tau_v}{\tau_u} \right) \\
    n &= \sqrt{\frac{\tau_u \tau_v - \tau_r^2}{(1-t_p) p D_p^4 K_T \cos(\delta)}}
\end{align*}
\]

The first-order and the second-order system are used as the response models of the actuator including the thruster speed and propulsion angle. The permissible ranges of thruster speed and propulsion angle are \(n \in [0, n_{max}]\) and \(\delta \in [-\delta_m, \delta_m]\).

2.3. Model Identification

Before model identification, field experiments including zig-zag test and turning test are needed to collect identification data. To reduce the external disturbances, it is necessary to ensure the relative stability of the marine environment during the experiments.

The collected data in the field experiments include vessel status data \((x, y, \psi, u, v, r)\) and vessel maneuvering control data \((\delta, n)\). The model parameters are identified by multiple-input multiple-output recursive least squares (MIMO-RLS) method \([29,30]\), which needs to transformed the transfer function matrix model with \(r\) inputs and \(m\) outputs into

\[
G(z) = \frac{B(z^{-1})}{A(z^{-1})}
\]

\[
= \frac{1}{A(z^{-1})} \begin{bmatrix}
    B_{11}(z^{-1}) & \cdots & B_{1r}(z^{-1}) \\
    \vdots & \ddots & \vdots \\
    B_{m1}(z^{-1}) & \cdots & B_{mr}(z^{-1})
\end{bmatrix},
\]

with

\[
\begin{align*}
    A(z^{-1}) &= 1 + a(1)z^{-1} + a(2)z^{-2} + \cdots + a(n_a)z^{-n_a} \\
    B_{ij}(z^{-1}) &= z^{-d_{ij}} [b_{ij}(0) + b_{ij}(1)z^{-1} + \cdots + b_{ij}(n_{b_{ij}})z^{-n_{b_{ij}}}] \\
    i &= 1, 2, \cdots, m; j &= 1, 2, \cdots, r
\end{align*}
\]

According to Equation (4), the vessel model can be transformed. Taking the third equation of (1) as an example, the transformation matrix Equation (5) can be obtained with step \(h\).
Considering that zig-zag test requires constant change of propulsion angle, which can fully reflect
the vessel’s maneuverability, the identification data mainly come from $10^\circ / 10^\circ$ zig-zag test, and the
$10^\circ$ turning test is used as a further verification test. The final identification result is: $m_{11} = 2652.25$,
$m_{22} = 2825.29$, $m_{33} = 4201.26$, $d_{11} = 848.05$, $d_{22} = 10161.62$, $d_{33} = 22719.39$.

The propulsion angle response model is identified by ordinary RLS as a second-order system
with the command propulsion angle $\delta$ as input and actual propulsion angle $\delta_r$ as output [31,32].
Finally, its identification parameters are the natural frequency $\omega_n = 2.84$, damping ratio $\zeta = 1.53$,
and proportionality coefficient $K = 1.02$.

2.4. Model Validation

The identified model are simulated and compared with the field experiments results to determine
the feasibility of identification results. For $10^\circ / 10^\circ$ zig-zag test, Figure 4a shows the comparison results
of command propulsion angle $\delta$, actual propulsion angle $\delta_r$, and heading angle $\psi$. After the first period,
the errors of heading angle and steering cycles are less than $2^\circ$ and $0.5$ s respectively. In Figure 4b,
the vessel’s actual and simulated $10^\circ$ turning trajectories are compared and their turning diameters are
79.94 m and 78.03 m. Because the tested USV is a small vessel with the length of 7.02 m, although it
was tested in a stable sea condition as far as possible, it is still affected by the disturbances of external
environment. Therefore, it is reasonable that there is a small error between the identification and
experiment results, but this error will accumulate with time, as shown in Figure 4a, there is a large
phase difference between the simulation and actual data in the later stage. In Figure 4b, to make the
comparison between the simulation and actual trajectories more intuitive, the simulation trajectory is
translated to the position where it coincides with the actual trajectory. It can be seen from Figure 4b that
the two trajectories roughly coincide, and the reason for the actual trajectory to produce the transverse
movement is that the USV is inevitably affected by the disturbances of the current and so on during
the field experiments.

![Figure 4](image_url)

**Figure 4.** The comparison results of two tests. (a) $10^\circ / 10^\circ$ zig-zag test; (b) $10^\circ$ turning test.

Next, the correctness of the model parameters is further verified by the state quantities. In Figure 5,
the vessel’s state quantities $(u, v, r)$ are compared, and the surge velocity $u$ and yaw rate $r$ are basically
the same. The sway velocity $v$ deviates greatly due to external disturbances, but the change trend is
basically the same. It can be seen that the simulation results are close to the actual test results, so the
identified parameters are available.
Figure 5. The comparison results about the state quantities of vessel. (a) 10°/10° zig-zag test; (b) 10° turning test.

3. Trajectory Tracking Controller

3.1. Preliminaries

The dynamics Equation (1) of the vessel along (2) can be re-expressed as

$$\begin{align*}
\dot{u} &= f_u + \frac{1}{m_{11}} \tau_u + d_u \\
\dot{v} &= f_v - \frac{1}{m_{22}} \tau_r + d_v \\
\dot{r} &= f_r + \frac{1}{m_{33}} \tau_r + d_r
\end{align*}$$

with $\partial = 2/L$, and the disturbances terms $d$ in each direction including the $\Delta$ and $b$ are $d_u = \Delta_u + \frac{1}{m_{11}} b_u$, $d_v = \Delta_v + \frac{1}{m_{22}} b_v$, $d_r = \Delta_r + \frac{1}{m_{33}} b_r$.

- **Remark 1**: There are unknown positive constants $\bar{d}_u$, $\bar{d}_v$, $\bar{d}_r$, so the $d$ satisfies $|d_u| \leq \bar{d}_u$, $|d_v| \leq \bar{d}_v$, $|d_r| \leq \bar{d}_r$.

The model (6) is an incomplete underactuated system with unstable internal dynamics [21,33]. This paper introduces virtual control point $P$ to solve this problem, as shown in Figure 6. In addition, the distance from point $P$ to the vessel center is $l > 0$ with the reference trajectory $P_d = [x_d(t), y_d(t)]^T$. So point $P$ is

$$P = \begin{bmatrix} x_p(t) \\ y_p(t) \end{bmatrix} = \begin{bmatrix} x(t) \\ y(t) \end{bmatrix} + l \begin{bmatrix} \cos \psi(t) \\ \sin \psi(t) \end{bmatrix}. \quad (7)$$

Figure 6. The virtual control point $P$. 
Remark 2: The reference trajectory $P_d$ requires sufficient smoothness, i.e., $x_{pd}, \dot{x}_{pd}, y_{pd}, \dot{y}_{pd}$, $\dot{y}_{pd}$ are all bounded.

For the uncertainties and external disturbances in the control system, it can be approximated by the NNMLP method to ensure the robustness of the system [34, 35]. The algorithm of RBF neural network is

$$f(x) = W^T h(x) + \epsilon,$$

where $x$ is the input signal, $h$ is the output of the Gauss basis function, $W$ is the weight of the ideal neural network, and $\epsilon$ is the approximation error with $|\epsilon| \leq \epsilon_m, \epsilon_m > 0$.

The NNMLP method designs the adaptive law of parameter estimation to replace the adjustment of the weights. The specific method is $\phi = ||W||^2, \phi > 0$, with its estimated value $\hat{\phi}$ and estimation error $\dot{\phi} = \hat{\phi} - \phi$.

3.2. Controller Design

For the trajectory tracking problem of vector propulsion USV with disturbances terms, an adaptive control scheme is proposed by introducing the virtual control point $P$ and NNMLP.

Remark 3: $\chi(\psi) = [\cos \psi, \sin \psi]^T$, $o(\psi) = [-\sin \psi, \cos \psi]^T$, $R(\psi) = [\chi(\psi), o(\psi)]$. For any $x = [x_1, x_2, \cdots, x_n]^T, y = [y_1, y_2, \cdots, y_n]^T \in \mathbb{R}^n (n \geq 1)$, we set $\langle x, y \rangle = \sum_{i=1}^{n} x_i y_i, ||x|| = \sqrt{\langle x, x \rangle}$.

The second order derivative of the output redefined $P$ along (1) and (6) is expressed by

$$\ddot{P} = \left[ \begin{array}{c} \ddot{x}_P \\ \ddot{y}_P \end{array} \right] = o(\psi)ur + \chi(\psi) \left( f_u + \frac{1}{m_{11}} \tau_u + du \right)
+ o(\psi) \left( f_o - \frac{\partial}{m_{22}} \tau_r + do \right) - \chi(\psi)vr
+ o(\psi)l \left( f_i + \frac{1}{m_{33}} \tau_r + di \right) - \chi(\psi)lr^2.$$

Then Equation (9) can be rewritten as

$$\dot{P} = F + Bu + D,$$

with

$$F = R(\psi) \left[ \begin{array}{c} f_u - vr - lr^2 \\ f_o - ur + fl \end{array} \right],$$

$$B = \left[ \begin{array}{c} \chi(\psi) \\ m_{11} \end{array} \right],$$

$$u = [\tau_u, \tau_r]^T, D = R(\psi) \left[ \begin{array}{c} du \\ do + di \end{array} \right].$$

Next, the trajectory tracking error can be defined as

$$P_e = P - P_d, \dot{P}_e = \dot{P} - \dot{P}_d, \ddot{P}_e = \ddot{P} - \ddot{P}_d.$$

The second-order sliding surface is

$$S = \dot{P}_e + \lambda P_e + \sigma \int_0^t P_e(\tau) d\tau,$$

where $\lambda = \text{diag} [\lambda_1, \lambda_2], \lambda_i > 0, \sigma = \text{diag} [\sigma_1, \sigma_2], \sigma_i > 0, i = 1, 2.$
The time derivative $\dot{S}$ along (10) is given by
\[ \dot{S} = F + Bu + D - \dot{P}_d + \lambda (\dot{P} - \dot{P}_d) + \sigma (P - P_d). \] (13)

The control law can be chosen as
\[ u = \dot{B}^{-1} (\dot{P}_d - \lambda (P - \dot{P}_d) - \sigma (P - P_d) - D). \] (14)

Next, the RBF is used to approximate the disturbance term $D$ with $D = W^T h(x) + \epsilon$. Based on the NNMLP technique, the control law is
\[ u = \dot{B}^{-1} \left( -\frac{1}{2} S \dot{\phi} h^T h + P_d - \lambda (P - \dot{P}_d) - \sigma (P - P_d) - F - \mu S - \eta \text{sgn}(S) \right), \] (15)
with the designed adaptive law
\[ \dot{\phi} = \frac{\gamma}{2} S^2 h^T h - \kappa \gamma \phi, \] (16)
where $\gamma = \text{diag} [\gamma_1, \gamma_2]$, $\gamma_i > 0$, $\kappa = \text{diag} [\kappa_1, \kappa_2]$, $\kappa_i > 0$, $i = 1, 2$.

To ensure that the sliding surface converges rapidly in finite time [36], the dynamics will be imposed on the sliding surfaces, the corresponding control law is selected as
\[ u = \dot{B}^{-1} \left( -\frac{1}{2} S \dot{\phi} h^T h + P_d - \lambda (P - \dot{P}_d) - \sigma (P - P_d) - F - \mu S - \eta \text{sgn}(S) \right), \] (17)
where $\mu = \text{diag} [\mu_1, \mu_2]$, $\mu_i > 0$, $\eta = \text{diag} [\eta_1, \eta_2]$, $\eta_i > \varepsilon_m$, $i = 1, 2$; $\text{sgn}(\bullet)$ represents the symbol function.

4. Stability Analysis

Now, the stability result of control law is as follows. The candidate Lyapunov function is constructed as
\[ V = \frac{1}{2} (S^2 + \frac{1}{\gamma} \dot{\phi}^2). \] (18)

According to (13) and (16), the time derivative $\dot{V}$ is
\[ \dot{V} = SS + \frac{1}{\gamma} \dot{\phi} \dot{\phi} \]
\[ = S (F + Bu + D - \dot{P}_d + \lambda (\dot{P} - \dot{P}_d) + \sigma (P - P_d)) \]
\[ + \frac{1}{\gamma} \dot{\phi} \dot{\phi} \]
\[ \leq S (F + Bu + \epsilon - \dot{P}_d + \lambda (\dot{P} - \dot{P}_d) + \sigma (P - P_d)) \]
\[ + \frac{1}{2} S^2 \dot{\phi} h^T h + \frac{1}{2} + \frac{1}{\gamma} \dot{\phi} \dot{\phi} \]
\[ \leq S \left( \frac{1}{2} S \dot{\phi} h^T h + F + Bu + \epsilon - \dot{P}_d + \lambda (\dot{P} - \dot{P}_d) \right) \]
\[ + \sigma (P - P_d) + \dot{\phi} \left( \frac{1}{2} S^2 h^T h - \kappa \dot{\phi} \right) + \frac{1}{2} \cdot \]
(19)

Substituting the control law (17) into (19), which can be rewritten as
\[ V \leq -\mu S^2 + \epsilon S - \eta |S| - \kappa \dot{\phi} \dot{\phi} + \frac{1}{2} \]
\[ \leq -\mu S^2 - \kappa \dot{\phi} \dot{\phi} + \frac{1}{2} \] (20)
Because \((\dot{\phi} + \phi)^2 \geq 0\), then \(\dot{\phi}^2 + 2\dot{\phi}(\dot{\phi} - \phi) + \phi^2 \geq 0\), i.e., \(2\ddot{\phi}\dot{\phi} \geq \ddot{\phi}^2 - \dot{\phi}^2\), so the (21) is
\[
V \leq -\mu S^2 - \frac{1}{2} \kappa \dot{\phi}^2 + \frac{1}{2} \kappa \dot{\phi}^2 + \frac{1}{2} .
\]  
(21)

Define \(q_1 = \mu, q_2 = \frac{1}{2} \kappa, \nabla = \frac{1}{2} \kappa \dot{\phi}^2 + \frac{1}{2}\), then (21) becomes
\[
\dot{V} \leq -q_1 S^2 - q_2 \dot{\phi}^2 + \nabla.
\]  
(22)

Define \(q = \min \{q_1, q_2\}\), (22) can be rewritten as
\[
\dot{V} \leq -2q\dot{V} + \nabla.
\]  
(23)

The (24) can be obtained by solving inequality (23).
\[
V \leq \frac{\nabla}{2q} + \left(V(0) - \frac{\nabla}{2q}\right) e^{-2qt}, \forall t > 0.
\]  
(24)

It can be seen from inequality (24) that \(V\) can eventually converge to a small set with boundary \(\frac{\nabla}{2q}\). By choosing appropriate control parameters, the boundary can be made arbitrarily small. Therefore, it can be concluded that the system is uniformly ultimately bounded (UUB) stable.

5. Simulation Study

In this section, the effectiveness of the proposed control strategy is verified in four cases, including Case 1 (no delay response and no external disturbances), Case 2 (delay response without external disturbances), Case 3 (delay response and external disturbances without NNMLP) and Case 4 (delay response and external disturbances with NNMLP). The reference trajectory is generated by the identified model of USV, which was obtained in Section 2. The reference control variables are
\[
n_d = 2500 \, \text{r/min}, \delta_d = \begin{cases} 
0^\circ, t \leq 50 \, \text{s} \\
5^\circ, t > 50 \, \text{s} 
\end{cases}.
\]

In all four cases, the model uncertainties \(\Delta u = 0.2f_u, \Delta v = 0.2f_v, \Delta r = 0.2f_r\) will be added at 100 s. According to [37,38], the external disturbances are set to \(b_u = 1000 [1 + 0.5 \sin(0.2t) + 0.3 \cos(0.5t)], b_v = 1000 [1 + 0.5 \sin(0.2t) + 0.3 \cos(0.4t)], b_r = 1000 [1 + 0.2 \sin(0.1t) + 0.2 \cos(0.2t)]\). To show the influence of disturbances for the system more intuitively, the disturbance model is added to the simulation of turning test \((n = 2500 \, \text{r/min}, \delta = 5^\circ)\), and the output results are shown in Figure 7.

![Figure 7. The simulation of turning test with disturbances.](image)
The control point $P$ is chosen at the bow position with $l = L/2$. The initial state of vessel is $(x, y, \psi, u, v, r)(0) = 0$. The control parameters are $\lambda = \text{diag}[0.3, 0.3]$, $\sigma = \text{diag}[0.05, 0.05]$, $\mu = \text{diag}[15, 15]$, $\eta = \text{diag}[0.3, 0.3]$, $\gamma = \text{diag}[10, 10]$, and $\kappa = \text{diag}[0.0005, 0.0005]$.

With the designed controller, the vessel tracks the reference trajectory. The results of tracking trajectory are shown in Figure 8. It can be seen from the results that with system uncertainties and external disturbances, the vessel can follow the reference trajectory well. The tracking errors are drawn in Figure 9. For Cases 3 and 4, although Case 3 can also control the trajectory tracking under disturbance, NNMPL technology accelerates the convergence speed of the controller. At the same time, the tracking errors of Case 3 are higher than that of Case 4. In addition, as the steady-state behavior from 130 s to 200 s clearly shows in Figure 9, the tracking errors of Case 3 are less than 0.10 m, i.e., $|X_e| \leq 0.10$ m, $|Y_e| \leq 0.10$ m, while in Case 4 they are less than 0.07 m. It can be seen that NNMLP enhances the tracking accuracy of the controller. Therefore, the tracking errors of the proposed scheme can be converged well near the zero point in Case 4.

![Figure 8. The trajectory tracking results with four Cases.](image1)

![Figure 9. The trajectory tracking errors $X_e$ and $Y_e$ with four Cases.](image2)

The thruster speed $n$ and propulsion angle $\delta$ as control inputs are described in Figure 10. It can be seen that when the system uncertainty is added at 100 s, the thruster speed $n$ deviates from the reference value. In four cases, the results of control inputs are different. In Case 1, the control inputs can quickly keep up with the reference value without oscillation. The oscillation in Case 2 is due to the effect of the actuator delay. In Cases 3 and 4, the control input deviates completely from the reference value because the actuators need to generate extra forces to accommodate the uncertainties and external disturbance.
A trajectory tracking control framework is proposed for vector propulsion USV with external disturbances and system uncertainties. In this paper, the mathematical model of vector propulsion USV is established by analyze the actuator distribution and its model parameters are identified through field experiments. Because the model is an incomplete underactuated system, the virtual control point method is used to design the controller to solve the unstable internal dynamics caused by the strong coupling between the sway force and yaw moment, which provides a way for the future research on the motion control of vector propulsion USV. Finally, an adaptive sliding mode trajectory tracking controller based on NNMLP theory is designed. The simulation results confirm that the designed controller cannot only control the incomplete underactuated USV system, but also stabilize the external disturbances and uncertainties. It should be pointed out that although the delay response of actuator was tested in the simulation experiment, and the results confirm that the current controller is also robust to the delay response, it will also cause the control input oscillation, which should be avoided as far as possible for the actuator. Therefore, in the future research, this issue should be taken into account in the design of the controller.
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