Assessing the Added Value of Vital Signs Extracted from Electronic Health Records in Healthcare Risk Adjustment Models
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Purpose: Patient vital signs are related to specific health risks and outcomes but are underutilized in the prediction of health-care utilization and cost. To measure the added value of electronic health record (EHR) extracted Body Mass Index (BMI) and blood pressure (BP) values in improving healthcare risk and utilization predictions.

Patients and Methods: A sample of 12,820 adult outpatients from the Johns Hopkins Health System (JHHS) were identified between 2016 and 2017, having high data quality and recorded values for BMI and BP. We evaluated the added value of BMI and BP in predicting healthcare utilization and cost through a retrospective cohort design. BMI, mean arterial pressure (MAP), systolic and diastolic BPs were summarized as annual aggregated values. Concurrent annual BMI and MAP changes were quantified as the difference between maximum and minimum recorded values. Model performance estimates consisted of repeated 10-fold cross validation, compared to base model point estimates for demographic and diagnostic, coded events: (1) patient age and sex, (2) age, sex, and the Charlson weighted index, (3) age, sex and the Johns Hopkins ACG system’s DxPM risk score.

Results: Both categorical BMI and BP were progressively indicative of disease comorbidity, but not uniformly related to health-care utilization or cost. Annual change in BMI and MAP improved predictions for most concurrent year outcomes when compared to base models.

Conclusion: When a healthcare system lacks relevant diagnostic or risk assessment information for a patient, vital signs may be useful for a simple estimation of disease risk, cost and utilization.
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Introduction
Now that electronic health records (EHRs) are widespread in use, they have become integral to health risk assessment and modeling.¹-⁴ Given their focus on individual level patient care, to date, health-care organizations have not always made use of information stored in their EHRs for population-level analytics. They often overlook important, clinically relevant features applicable to predictive modeling of health risk.¹ Additionally, data quality concerns such as data missingness or lack of a formal structure (eg, free text) can limit EHR data availability and appropriateness for such applications.

Patient demographics, diagnostic history, medical procedures, and utilization metrics have been commonly used for decades to predict health-care utilization.³,⁵ These features are often available in both EHR and medical claims data. However, to date, it has been less common that derived clinical variables, unique to EHR, such as laboratory findings and measures of patient vital signs have been incorporated into the population-level predictions of risk.⁵,⁷ Given the technological advancement in capturing more frequent and highly accurate serology and vital recordings that can automatically be transmitted and stored within EHRs, such variables can play an important role in the timely prediction of health-care utilization within health delivery systems.⁸,⁹
To gain further understanding of the uses of EHR derived risk factors, previously, we have assessed the value of patient-level BMI and laboratory findings in the prediction of health risk and utilization,\textsuperscript{3,6} We have found that when other risk factor information (eg, diagnoses) is available, these new measures add only modest improvement to prediction. Though, given the many uses of these EHR data in predictive modeling and beyond, it remains necessary to consider a range of measurement and modeling issues associated with these measures. For example, a categorical representation of BMI, may have less added value than a continuous BMI, or a measure accounting for BMI change over time.\textsuperscript{10} This nuance is supported by research in BMI comorbidity and mortality risk, where BMI is known to have a non-linear association.\textsuperscript{11}

Poor health outcomes are also associated with elevated or highly variable blood pressure readings.\textsuperscript{12–15} From a prediction standpoint, the American Heart Association (AHA) guidelines for classifying hypertension risk can therefore be seen as overly simple, for example. They do not consider patients at risk of hypertension that have highly variable pressure readings. Conversely, duration of obesity has similarly been linked to increased hospital resource use.\textsuperscript{16} This suggests that it is not just that a patient is obese, but the length of time a person remains obese that puts them at risk. Moreover, there is at least some evidence that BMI volatility could reflect acute disease processes. These observations could subsequently lead to emergency care visits, hospitalization and greater health costs. Thus, static classifications of hypertension and obesity may be inadequate for certain kinds of risk prediction modeling.\textsuperscript{3,6}

In the study reported here, our aims were two-fold: (1) assess the added value of categorical BMI and BP readings in predicting health-care costs and utilization, and (2) assess and compare the added value with alternative formulations of BMI and BP reflecting change over time. As part of our descriptive findings, we also illustrate the staggered risk of comorbidity and health outcomes for levels of categorical BMI and BP to further document co-linearity and support the argument for predictive value.

**Materials and Methods**

**Data Sources**

Insurance claims data were provided by Johns Hopkins HealthCare, LLC (JHHC). JHHC is a Mid-Atlantic region health-care insurer that offers multiple plans for different patient populations and services.\textsuperscript{17} We included beneficiaries from the Johns Hopkins Employer Health Programs (EHP) and Priority Partners, Managed Care Organization (PP). Electronic health records (EHRs) were made available by the Johns Hopkins Medical Institute (JHMI) and represent information from multiple emergency and outpatient care facilities throughout the Baltimore-Washington MSA.\textsuperscript{18}

This research was approved by the Institutional Review Board at Johns Hopkins School of Public Health (JHSPH). Data were aggregated as a patient-level summary for 2016 and 2017 using the Johns Hopkins ACG System software (ver. 12.0, 2019).\textsuperscript{19} The requirement for informed consent was waived by the JHSPH IRB, as these data were limited in scope, deidentified and approved for research where it is not possible to contact individuals. Relevant data included demographics, diagnoses, medical and pharmacy costs and medical services provided each year. Charlson weighted index scores were attached by separately exporting a claims-based diagnostic summary for each patient and using the *comorbidity* package of the R programming language.\textsuperscript{20} Analyses were performed using the R programming language (ver. 3.6.3).

**Cohort Selection**

Of the 71,152 patients found in 2016 EHR, 44,879 (63.1%) were between the ages of 20 and 64 and 39,186 (55.1%) were continuously enrolled for the entire 2016–2017 interval. Requiring continuous enrollment ensured the absence of an encounter was most likely an indication of it not occurring, rather than an omission due to incompleteness of the claims data. Together, these two criteria account for the vast majority of patient exclusions but focus our observations to adult patients with adequate data quality. Additional selection criteria included 1) at least one outpatient visit between 2016 and 2017, 2) no ICD-10-CM code for pregnancy, 3) no ICD-10-CM code for cancers, 4) no congestive heart failure diagnosis, and 5) no code associated with amputation or bariatric surgery. These exclusions helped ensure that changes in outpatient BMI were not the result of a severe disease, surgery or child delivery. Together, these criteria excluded 53,357 (75.0%)
patients. Finally, the cohort required at least one BMI and set of BP values recorded in 2016, leaving 12,820 patients to be included (Figure 1).

**Measurement**

Values for patient height, weight, BMI, mean arterial pressure (MAP), systolic and diastolic blood pressures were extracted from a dedicated EHR flowsheet table and required extensive cleaning (see Appendix A). Values for BMI were calculated from flowsheet weight and height on encounter dates where recorded BMI was not available. Similarly, MAP was used in some of the calculations for this analysis and was available for only a portion of the encounter dates found among flowsheet values. MAP was calculated for encounters where both systolic and diastolic values were recorded, but no recorded MAP was found. Separate measures for weight, height and pressure were converted to a common scale: kilograms for weight, meters for height and mmHg for pressure.

---

**Figure 1** Consort flow diagram of the record and patient cohort selection process.
BMI risk was defined using modified US Centers for Disease Control (CDC) standard categories such that six levels were reduced to five, grouping underweight and normal BMI ranges (<18.5 kg/m$^2$ and 18.5 ≤ BMI < 25 kg/m$^2$, respectively) into one category for non-overweight individuals. The remaining cutoffs were 25 ≤ BMI < 30 kg/m$^2$ for overweight individuals, 30 ≤ BMI < 35 kg/m$^2$ for Class I obesity, 35 ≤ BMI < 40 kg/m$^2$ for Class II obesity, and BMI ≥ 40 kg/m$^2$ for Class III obesity. Mean annual BMI was used for determining BMI risk classification. Change in BMI (hereafter BMI range) was defined as a measure of annual variability in BMI, calculated as the difference in annual maximum and minimum BMI. This range in observed BMI requires at least two recorded values for the year or else this value was not calculated. Thus, three annually aggregated measures of BMI were necessary to determine BMI change: mean, maximum, and minimum.

The classification scheme for evaluating hypertension published by the US Department of Health and Human Services (DHHS) was used to classify risk related to systolic and diastolic blood pressure. These categories include 1) hypotensive or normal pressure (systolic: <120 mmHg and diastolic: <80 mmHg), 2) prehypertension (systolic: 120–139 mmHg or diastolic: 80–89 mmHg), 3) stage 1 hypertension (systolic: 140–159 mmHg or diastolic: 90–99 mmHg), and 4) stage 2 hypertension (systolic: ≥160 mmHg or diastolic: ≥100 mmHg). Mean arterial pressure (MAP) was used to determine annual range. Thus, annual measures of blood pressure include average systolic and diastolic pressure (used to determine risk category), minimum MAP and maximum MAP.

**Covariates, Predictors and Outcomes**

Risk categories were compared to several demographic and comorbidity markers in addition to measures of cost and utilization. Age, gender, number of chronic conditions, active ingredients, and proportion of patients with select comorbidities were identified as covariates of BMI and BP category to illustrate clinical risk. Diagnoses selected for this contrast include diabetes, hypertension, ischemic heart disease and obesity to ensure internal validity of our risk classification.

Charlson weighted index and the ACG’s DxPM measure for diagnostic comorbidity were used with age and gender to form three base models for the evaluation of added value. These base models included predictors: 1) age and sex, 2) age, sex and Charlson weighted index, and 3) age, sex and DxPM. Predicted outcomes included 1) annual patient total cost, 2) pharmacy costs, 3) medical costs, 4) any cause emergency department visit, 5) any cause inpatient hospitalization, and 6) whether the patient’s total health cost was among the top 5% of all patients in 2016. Use of billing information was not authorized as part of this research. All pharmacy and medical costs were assigned through proxies from Centers for Medicare and Medicaid Services (CMS) same-year totals (see Appendix A). Emergency room and inpatient hospitalization services were defined in the ACG system and we used top 5% of patients in total annual cost as a binary indicator for patients with extremely high health utilization or specialty care. Model performance for each outcome was evaluated as concurrent or prospective year predictions. Our demographic, comorbidity and health-care utilization markers were tabulated against BMI and BP classifications, and for discrete features, we conducted several chi-square tests of independence to assess the degree of association for each feature. As a secondary evaluation, we tabulated these associations with increasing levels of our chosen comorbidity indices.

For each model of cost or utilization, three contrasting sets of inputs were considered. These were 1) the base model alone, 2) the base model plus BMI/BP risk category, and 3) the base model plus BMI/BP risk category and BMI/MAP annual range. The three sets of vital signs were also evaluated separately for 1) annual BMI, 2) annual BP/MAP and 3) annual BMI+BP/MAP. As a result, 30 models were fit for every outcome. Models were validated using 10-fold cross validation with an analysis of 100 replications. Cross-validated average $R^2$ and AUC were used as point estimates of performance and reported with corresponding 95th-percentile confidence interval. Costs were estimated using linear regression and evaluated by $R^2$. The distributions for cost are known to have a positive skew but were not transformed as part of this analysis. Prior research suggests there is a trade-off between model interpretability and little-to-no improvement in predictive performance by transforming health costs with OLS regression or using more elaborate modeling techniques not constrained by OLS assumptions. Utilization measures made use of binary logistic regression and AUC for model performance. Added value was considered statistically significant if the point estimate of a base model fell outside the 95% confidence interval of test model performances.
Results
Covariates
The final sample was predominantly female (69.1%) and younger in age (34.3% aged 20–34 years). Very few beneficiaries had a change in risk category during 2016. Of beneficiaries with more than one BMI on record (N = 8552), 81.7% had “No Change” in BMI category. Among those who did have a change in BMI category, a roughly equal proportion decreased BMI as increased (9.1% and 9.3%, respectively). The average change in BMI for 2016 was 1.197 kg/m$^2$ (SD = 1.981) and the median was 0.7. Among beneficiaries who had more than one BMI on record, this translates to a mean annual BMI variability around 5%. For MAP, the average change in 2017 was 13.319 mmHg (SD = 12.225) and the median was 11.3. Among beneficiaries who had more than one set of BP values recorded in 2016, this translates to a mean annual MAP variability of around 17%.

Table 1 shows the descriptive statistics for both BMI and blood pressure categories of risk. Roughly, an equal number of beneficiaries were categorized having an underweight or normal BMI (BMI < 25) as there were overweight individuals (BMI = 25–29), with overweight individuals making up the largest portion of the sample (26.7%). Another 20.8% of the sample were identified as Class-I obese individuals, and 26.3% were either Class-II or Class-III individuals (BMI > 29). The number of chronic conditions increased with successive levels of BMI category (mean of 2.07 to 3.89), as did number of prescribed ingredients (mean of 4.84 to 7.53). The proportion of beneficiaries with type 2 diabetes increased more than six-fold from 4.1% of Under/Normal BMI beneficiaries to 26.6% of Class-III obese beneficiaries ($\chi^2$=652.6, p < 0.001). The proportion of beneficiaries with hypertension more than doubled, from 19.9% to 55.4% ($\chi^2$=916.8, p < 0.001). Interestingly, the proportion of beneficiaries who had a claims-based diagnostic code associated with obesity increased over successive BMI categories ($\chi^2$ = 3764.9, p < 0.001) but only identified 2642 beneficiaries as obese, 28.0% of beneficiaries identified as obese through classifying flowsheet records.

The distribution of patients across hypertension risk categories was more asymmetrical, with mean annual pressures for 38.0% of patients being normal or hypotensive, 46.8% being elevated and only 15.8% suggesting either Stage 1 or Stage 2 hypertension. Chronic conditions also appear to increase with progressively worse risk for hypertension, from 2.28 to 3.19 average conditions. This was also true of active ingredients (mean = 5.63 to 5.99). The proportion of patients in each category with type 2 diabetes also increased three-fold from lowest to highest stage of BP ($\chi^2$=265.1, p < 0.001). A diagnosis of hypertension was very consistent with classified annual mean blood pressures ($\chi^2$=2261.8, p < 0.001). Only 16.4% of those classified as having hypotension or normal pressure had a concurrent diagnosis of hypertension, while 72.9% of those classified as Stage 1 and 91.3% of those classified as Stage 2 had the diagnosis. This contrasts with the comparatively lower BMI classification overlap with obesity diagnoses.

Cost and utilization measures were more equivocal in direction and strength across BMI and hypertension risk category. Comparatively lower values for $\chi^2$ were found for the proportion of patients with concurrent year emergency department visits increasing with BMI and hypertension risk category (BMI: $\chi^2$=57.2; BP: $\chi^2$=11.8). Though still reaching levels of significance, it was less clear that BMI or hypertension category was related to concurrent inpatient stays or the proportion of beneficiaries falling into the top 5% of total cost. Total cost did not appear to uniformly increase with successive BMI or hypertension class. We explored several associations between these covariates and selected indices of comorbidity, and found they were much stronger (Table S1). For example, both the Charlson index and higher scores on the ACG DxPM were associated with concurrent emergency department visits ($\chi^2$ = 639.7, $\chi^2$ = 1256.7, respectively), inpatient hospitalization ($\chi^2$ = 1411.6, $\chi^2$ = 3085.0), and a patient being in the top 5% of total cost ($\chi^2$ = 1410.6, $\chi^2$ = 5427.2). Categorical BMI and BP were much more associated with the conditions of obesity and hypertension (respectively) than were either comorbidity index however.

Added Value
Accuracy of the predictive models of cost, measured by $R^2$, was significantly improved for concurrent and prospective medical costs compared to base models consisting of only age and gender by the additions of annual range of BMI or MAP (Concurrent Ranges, BMI: $R^2$+0.053, MAP: +0.122, Both: +0.140) but not with adding BMI or BP classifications (Concurrent Categorical, BMI: $R^2$−0.000, BP: +0.001, Both: +0.000) (Tables 2 and S2). This was also observed for
| BMI Class | 1.5 (6.9) | 235.9* | 1297 (38) | 3.6 (3.0) | 881 (33.1) | 275 (2.1) | 652.6* | 4.9 (9.7) | 4.8 (8.9) | 1.9 (3.0) | 12,820 (100) | 639 (36.5) | 1667 (49.3%) | 225 (6.6) | 887 (26.3) | 4.0 (8.6) | 2.8* | 10 (3.6) | 6.8 (13.5) | 345 (2.7) | 724 (14.9) | 0.6 (1.0) | 0.7 (1.0) | 916.8* | 1.5 (7.2) | 2119 (35.8) | 0.5 (0.8) | 6.0 (4.5) | 569 (11.7) | 2.1 (3.0) | 7.2 (10.9) | 225 (6.7) | 1.6 (8.0) | 773 (29) | 4848 (37.8) | 0.6 (1.0) | 6.5 (15.0) | 2.0 (2.8) | 1011 (29.6) | 444 (25.2) | 1165 (34.1) | 5.3 (10.1) | 230.9* | 3.9 (2.9) | 5.2 (9.8) | 0.7 (1.1) | 5919 (46.2) | 4400 (34.3) | 5.2 (10.7) | 408 (6.9) | 125 (7.8) | 6.6 (5.3) | 5.3 (10.9) | 668 (37.9) | 8.0* | 4129 (32.2) | 7.5 (5.5) | 2.2 (2.5) | 82 (29.8) | 149 (8.5) | 1.6 (7.4) | 59 (21.5) | 108 (6.8) | 846 (6.6) | 880 (25.8) | 7.3 (14.0) | 5.6 (5.2) | 48 (2.7) | 79 (28.7) | 1.5 (7.1) | 864 (32.5) | 2.3 (3.0) | 95 (34.5) | 3754 (77) | 982 (16.6) | 193 (70.2) | 210 (6.1) | 42.4 (12.4) | 3647 (28.4) | 7.0 (14.1) | 2.6 (2.7) | 399 (22.8) | 1763 (13.7) | 548.8* | 46.9 (10.3) | 177 (6.6) | 2311 (68.4) | 594 (22.3) | 748 (46.8) | 206 (6.1) | 367 (10.7) | 6.3 (14.0) | 857 (25.1) | 6.5 (13.2) |

Table 1: Descriptive Statistics for Demographic, Diagnostic, Utilization, and Cost Measures Associated with Each Level of Body Mass Index (BMI) and Blood Pressure (BP) Categories.
Table 2 Performance Summary for Concurrent Year Cost Estimates, Using BMI and BP Classifications and Annual Range Metrics with Base Models for 1) Demographics, 2) Demographics + Charlson Weighted Index and 3) Demographics + DxPM

| Outcome       | Base Model       | Added Variables | Base R² | BMI               |                | BP               | BMI + BP          |
|---------------|------------------|----------------|---------|-------------------|----------------|-------------------|-------------------|
| Pharmacy Cost | Demog.           | Categorical    | 0.018   | 0.018 (0.008–0.032) | 0.018 (0.007–0.031) | 0.018 (0.007–0.030) |
|               |                  | Range          | 0.023   | 0.023 (0.007–0.041) | 0.026 (0.011–0.046) | 0.027 (0.009–0.047) |
|               |                  | Both           | 0.023   | 0.023 (0.008–0.043) | 0.027 (0.011–0.046) | 0.027 (0.010–0.049) |
|               | Demog. + Charlson| Categorical    | 0.047   | 0.047 (0.024–0.077) | 0.047 (0.023–0.078) | 0.047 (0.024–0.076) |
|               |                  | Range          | 0.046   | 0.046 (0.022–0.073) | 0.047 (0.024–0.075) | 0.046 (0.022–0.074) |
|               |                  | Both           | 0.045   | 0.045 (0.021–0.078) | 0.047 (0.023–0.076) | 0.046 (0.023–0.074) |
|               | Demog. + DxPM    | Categorical    | 0.138   | 0.138 (0.086–0.194) | 0.138 (0.088–0.197) | 0.138 (0.086–0.195) |
|               |                  | Range          | 0.136   | 0.136 (0.081–0.200) | 0.136 (0.085–0.197) | 0.138 (0.082–0.206) |
|               |                  | Both           | 0.135   | 0.135 (0.080–0.207) | 0.136 (0.084–0.195) | 0.138 (0.083–0.200) |
| Medical Cost  | Demog.           | Categorical    | 0.004   | 0.004 (0.000–0.012) | 0.005 (0.000–0.013) | 0.004 (0.000–0.013) |
|               |                  | Range          | 0.142   | 0.142 (0.075–0.219) | 0.144 (0.077–0.220) | 0.144 (0.074–0.228) |
|               |                  | Both           | 0.155   | 0.155 (0.077–0.246) | 0.198 (0.115–0.278) | 0.210 (0.138–0.287) |
|               |                  |                | 0.159   | 0.159 (0.077–0.246) | 0.206 (0.122–0.285) | 0.220 (0.151–0.296)* |
|               | Demog. + Charlson| Categorical    | 0.143   | 0.143 (0.075–0.219) | 0.144 (0.077–0.220) | 0.144 (0.074–0.228) |
|               |                  | Range          | 0.155   | 0.155 (0.077–0.246) | 0.198 (0.115–0.278) | 0.210 (0.138–0.287) |
|               |                  | Both           | 0.159   | 0.159 (0.077–0.246) | 0.206 (0.122–0.285) | 0.220 (0.151–0.296)* |
|               | Demog. + DxPM    | Categorical    | 0.414   | 0.414 (0.310–0.524) | 0.415 (0.303–0.518) | 0.414 (0.313–0.524) |
|               |                  | Range          | 0.416   | 0.416 (0.315–0.534) | 0.418 (0.307–0.531) | 0.428 (0.340–0.534) |
|               |                  | Both           | 0.415   | 0.415 (0.314–0.527) | 0.420 (0.306–0.528) | 0.431 (0.338–0.540) |
| Total Cost    | Demog.           | Categorical    | 0.014   | 0.014 (0.004–0.027) | 0.015 (0.004–0.028) | 0.015 (0.005–0.029) |
|               |                  | Range          | 0.161   | 0.162 (0.100–0.235) | 0.163 (0.105–0.231) | 0.163 (0.099–0.231) |
|               |                  | Both           | 0.166   | 0.166 (0.091–0.249) | 0.196 (0.124–0.266) | 0.199 (0.128–0.277) |
|               | Demog. + Charlson| Categorical    | 0.496   | 0.496 (0.389–0.603) | 0.496 (0.388–0.598) | 0.496 (0.388–0.604) |
|               |                  | Range          | 0.490   | 0.490 (0.383–0.596) | 0.485 (0.368–0.598) | 0.491 (0.378–0.601) |
|               |                  | Both           | 0.489   | 0.489 (0.372–0.603) | 0.486 (0.375–0.596) | 0.492 (0.377–0.606) |

Note: *Statistically significant improvement of the performance measure.
concurrent and prospective total cost (Concurrent Ranges, BMI: $R^2 +0.041$, MAP: +0.100, Both: +0.111) but not pharmacy costs (Concurrent Ranges, BMI: $R^2 -0.000$, MAP: +0.000, Both: +0.000). BMI and MAP ranges did not significantly improve performance of base models that incorporated comorbidity measures (eg, Charlson Weighted Index and ACG DxPM). However, the BMI and MAP range measures, when added to the base model for medical costs with the Charlson index, resulted in significantly improved $R^2$ if the confidence interval is defined by normal approximation rather than a 95% percentile on both concurrent and prospective models (Concurrent Ranges, BMI: $R^2 +0.012$, MAP: +0.055, Both: +0.067). The inclusion of both BMI and MAP in medical and total cost models generally had an additive effect for $R^2$ improvement, though no significant improvement was seen for pharmacy cost (Table 2).

A similar trend was identified in improving the AUC of models predicting health utilization. Annual range metrics for BMI and MAP proved more informative than categorical BMI and BP (Table 3). BMI category did not significantly improve concurrent predictions of ER visits (AUC +0.013), IP stays (−.001) or top 5% of cost (−.003) even with the simplest base model (ie, demographics only). BP categories also yielded small effects compared to the demographic base of concurrent ER visits (AUC +0.009), IP stays (−.002) and top 5% of cost (+.006). By contrast, BMI range significantly improved predictions for concurrent ER visits over demographics alone (Demographics: AUC +0.062), as did MAP range (Demographics: +0.103). Prediction of IP stays were improved over demographics for range BMI (Demographics: AUC +0.089) and demographics plus the Charlson index for MAP (Demographics: AUC +0.185; Demographics & Charlson: +0.061). BMI range also improved prediction over demographics for the marker signifying a patient was in the top 5% of total cost (Demographics: AUC +0.087), but MAP range again improved prediction more and significantly over demographics plus the Charlson index (Demographics: +0.172; Demographics + Charlson: +0.051). Neither BMI nor MAP range significantly improved model performance over the DxPM base model (Table 3).

**Discussion**

Health-care organizations are increasingly leveraging EHR data for population health management and risk stratification. This work has expanded prior research in assessing the value of EHR-based vital signs applied to health-care predictive models in three ways: (1) using cross-validation methodology to strengthen the external validity of findings, (2) combining BMI and blood pressures in risk modeling, and (3) evaluating a measure of change against classifications commonly used in clinical practice. Our findings show that annual BMI or MAP range holds greater added value for predicting the outcomes of interest than categorical risks of obesity and hypertension. This value is reduced by inclusion of comorbidity indices for each model. The associations between either comorbidity index and health-care utilization or cost were found to be much stronger than either BMI or BP classification (Tables 1 and S1).

Prior studies have made similar observations in the added value of EHR specific data types in improving the prediction of utilization. For example, studies have found that EHR-derived BMI category,7 laboratory values,6 prescription information,28–31 frailty markers,32,33 and some social determinants of health34–37 are only helpful when other indices for health risk and comorbidity are omitted. Research in modeling patient mortality has documented added value for vital signs and laboratory findings over markers for common comorbidities, but in hospitalized patients. The average gain in cross-validated AUC was also small at best (AUC=+0.02) and likely not the same for all risk groups.38,39 Patient vital signs may matter more for admissions related to certain disease categories (eg, cardiovascular disease, pulmonary disease). Similarly, in this study, no combination of BMI or BP measure significantly improved prediction over base models that included the comprehensive diagnostic based ACG DxPM risk score, but MAP range improved AUC for prediction of hospital admission and whether a patient was in the top 5% of cost for base models including the Charlson index. Generally, concurrent and prospective improvements from base were substantial across BMI and MAP ranges except for pharmacy cost and ER visit.

We have explored other definitions of change by modeling these health outcomes with continuous or categorical change features. Results from these experiments also suggest that regardless of direction, the likelihood of increased health utilization and cost increases proportional to the degree of change (Appendix B). This is consistent with the aforementioned non-linear relationships between BMI or BP and risk. Some researchers have also pointed out the limitations to understanding health risks by BMI, since it ignores information more specifically related to health outcomes: level of physical activity, amount of body fat and waist circumference.40,41
Table 3 Performance Summary for Concurrent Year Utilization Estimates, Using BMI and BP Classifications and Annual Range Metrics with Base Models for 1) Demographics, 2) Demographics + Charlson Weighted Index and 3) Demographics + DxPM

| Outcome | Base Model | Added Variables | Base AUC | BMI | BP | BMI + BP |
|---------|------------|----------------|----------|-----|-----|----------|
| ER Visit | Demog. | Categorical | 0.552 | 0.565 (0.53–0.599) | 0.561 (0.53–0.592) | 0.568 (0.538–0.599) |
| | | Range | | 0.614 (0.578–0.651)* | 0.665 (0.622–0.689)* | 0.667 (0.63–0.703)* |
| | | Both | | 0.613 (0.575–0.65)* | 0.656 (0.623–0.687)* | 0.666 (0.632–0.702)* |
| | Demog. + Charlson | Categorical | 0.659 | 0.66 (0.632–0.69) | 0.66 (0.629–0.689) | 0.661 (0.63–0.691) |
| | | Range | | 0.666 (0.634–0.698) | 0.685 (0.652–0.715) | 0.694 (0.659–0.726) |
| | | Both | | 0.665 (0.63–0.701) | 0.684 (0.654–0.717) | 0.693 (0.658–0.729) |
| | Demog. + DxPM | Categorical | 0.698 | 0.7 (0.67–0.729) | 0.699 (0.669–0.728) | 0.701 (0.672–0.731) |
| | | Range | | 0.69 (0.654–0.725) | 0.698 (0.669–0.726) | 0.703 (0.671–0.736) |
| | | Both | | 0.69 (0.653–0.729) | 0.698 (0.667–0.729) | 0.703 (0.67–0.737) |
| IP Stay | Demog. | Categorical | 0.588 | 0.587 (0.525–0.641) | 0.586 (0.534–0.645) | 0.586 (0.532–0.642) |
| | | Range | | 0.677 (0.618–0.739)* | 0.773 (0.725–0.819)* | 0.783 (0.734–0.831)* |
| | | Both | | 0.68 (0.623–0.74)* | 0.779 (0.727–0.828)* | 0.791 (0.736–0.842)* |
| | Demog. + Charlson | Categorical | 0.754 | 0.757 (0.703–0.809) | 0.758 (0.705–0.812) | 0.758 (0.703–0.809) |
| | | Range | | 0.761 (0.706–0.813) | 0.815 (0.767–0.86)* | 0.818 (0.772–0.862)* |
| | | Both | | 0.764 (0.706–0.817) | 0.81 (0.775–0.865)* | 0.791 (0.736–0.842)* |
| | Demog. + DxPM | Categorical | 0.914 | 0.912 (0.885–0.936) | 0.91 (0.882–0.935) | 0.908 (0.875–0.936) |
| | | Range | | 0.893 (0.861–0.921) | 0.888 (0.852–0.919) | 0.884 (0.846–0.917) |
| | | Both | | 0.891 (0.855–0.924) | 0.885 (0.847–0.919) | 0.882 (0.839–0.918) |
| Top5% Cost | Demog. | Categorical | 0.592 | 0.589 (0.529–0.644) | 0.598 (0.538–0.657) | 0.595 (0.538–0.653) |
| | | Range | | 0.679 (0.62–0.743)* | 0.764 (0.716–0.81)* | 0.771 (0.722–0.819)* |
| | | Both | | 0.682 (0.622–0.735)* | 0.77 (0.717–0.818)* | 0.775 (0.724–0.827)* |
| | Demog. + Charlson | Categorical | 0.756 | 0.761 (0.706–0.811) | 0.763 (0.714–0.809) | 0.764 (0.711–0.814) |
| | | Range | | 0.762 (0.707–0.81) | 0.807 (0.759–0.851)* | 0.806 (0.758–0.853)* |
| | | Both | | 0.766 (0.712–0.817) | 0.813 (0.766–0.853)* | 0.814 (0.766–0.857)* |
| | Demog. + DxPM | Categorical | 0.968 | 0.967 (0.954–0.977) | 0.968 (0.957–0.977) | 0.967 (0.956–0.977) |
| | | Range | | 0.959 (0.943–0.971) | 0.958 (0.943–0.971) | 0.95 (0.939–0.971) |
| | | Both | | 0.958 (0.942–0.972) | 0.958 (0.943–0.971) | 0.956 (0.939–0.97) |

Note: *Statistically significant improvement of the performance measure.
Our study has several limitations. First, our population is derived from only one large academic health system and our results may not be generalizable to other settings. Our aim was to simplify our conclusions about added predictive value, but by limiting those observations to just adult outpatient vital recordings who maintain continuous enrollment. We are currently evaluating other data sources to adequately explore these findings. Second, our results need to be further qualified by interactions with age, sex, race, and specific comorbidities. Stratified modeling may reveal some differences in model effects for younger or elderly cohorts, or populations that experience pervasive health disparities. Stratifying model performances based on the JHHC’s large Medicaid enrollment population, for example, may be a first step in addressing the potential for disparity due to social determinants of health. Third, we were unable to exhaustively test other formulations of change that might better capture differential health risks among patients. Duration of elevated BMI, for example, requires regular patient monitoring and measurement captured in the EHR to accurately infer how long a patient was obese. Finally, vital signs recorded as part of emergency care may differ considerably from outpatient care in terms of variability, frequency and magnitude. To make better sense of its added value, vitals recorded as part of emergency or hospital care services need to be considered separately and on a within-visit basis.

We believe the use of vital signs in risk prediction will become more important with increased use of remote sensor technologies and telemedicine. These technologies make it more likely that an EHR will have some minority of patients that have an abundance of vital signs recordings, but little historical and diagnostic information. In such situations, models that adequately predict risk using vitals and demographic information will become key in managing care for newly enrolled or remote patients. This is already being explored in the case of remote patient data supported by health and activity-level assessments. Health plans that can leverage vital signs or telemetric data to reliably predict risk, without traditionally relied on comorbidity indices, will further enable early detection and intervention efforts to improve patient health.

Conclusion
Body mass index and blood pressure information derived from EHRs offer value in predicting health risk when more comprehensive diagnostic information is absent or incomplete. Thus, use of BMI and BP in the prediction of healthcare-related outcomes appears best suited to situations where little else is known about a patient, as when a patient is new to the healthcare system or infrequently encounters health services. Clinicians and delivery systems can also leverage this relatively new, common electronic source of information for a wide variety of patient care, care management and quality improvement activities. The temporality of vital records also may have a significant role in understanding risk and should be more thoroughly explored in future research.
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