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Abstract—We propose to solve a constrained distribution steering problem, i.e., steering a stochastic linear system from an initial distribution to some final, desired distribution subject to chance constraints. We do so by characterizing the cumulative distribution function in the chance constraints and by using the absolute distance between two probability density functions using the corresponding characteristic functions. We consider discrete-time, time-varying linear systems with affine feedback. We demonstrate the proposed approach on a 2D double-integrator perturbed by various disturbances and initial conditions.

I. INTRODUCTION

In many autonomous systems, the uncertainties that affect the system evolution are quite complex and non-Gaussian. For example, in urban air mobility scenarios, uncertainties may arise from the sensing and perception subsystems, the operating environment (i.e., wind gusts, ground effects), the presence of humans in the loop, or from unmodeled physical phenomena (i.e., higher-order nonlinearities in lift or drag forces) among many others. Methods that ensure robustness to such uncertainties are important for improving the reliability and robustness of autonomous systems. Recently, distribution steering, by which a controller manipulates the stochasticity of the state to guide at states towards a desirable probability distribution, has emerged as a promising approach to directly control system uncertainty [1]–[5]. However, most of these works to date assume Gaussian noise. In this paper, we describe an approach to synthesize feedback controllers for distribution steering of discrete-time linear systems subject to general (e.g., non-Gaussian) disturbances.

Recent work in covariance steering, in which a system is steered from an initial Gaussian distribution to a desired Gaussian distribution, captures the covariance and the mean as extended state variables [3], [6]–[10]. However, extending this approach to non-Gaussian disturbances is not straightforward. For non-Gaussian disturbances, the distribution is characterized by higher order moments and the computational complexity of the problem increases as the number of moments we need to steer increases. Additionally, when incorporating chance, or probabilistic, constraints into the problem formulation, it is not clear how one can make these constraints tractable (for example, as second order cone constraints through Boole’s inequality [11], [12]) with non-Gaussian state evolution, since closed form expressions often do not exist. Methods in optimal transport theory [1], [3] can steer to and from arbitrary distributions, but presume that the disturbance is a Wiener process (i.e., Gaussian increments).

In this paper, we formulate the problem of steering non-Gaussian distributions under affine feedback as the minimization of the absolute distance between the final and desired state probability densities. We consider a broad class of disturbances for linear systems, which places very few assumptions on the disturbance pdf. Our approach employs characteristic functions, which circumvent the need to steer all moments individually, and enable straightforward calculation of the absolute distance between distributions. The key insight is that expressions for the chance constraints (previously implemented in an open-loop context [13], [14]) and the terminal absolute distance constraint can be represented efficiently using characteristic functions and their compositions.

Section II reviews some preliminaries and formulates the problem we wish to solve. We present our analysis of chance constraints with the framework of characteristic functions in Section III. The terminal density matching constraint is presented in IV. Section V presents our reformulation of the constrained stochastic optimal control problem using characteristic functions. Section VI presents an example of a 2D double integrator under various disturbances and initial conditions.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Notation and Definitions

We denote real-valued vectors with lowercase $u \in \mathbb{R}^m$, matrices with uppercase $V \in \mathbb{R}^{n \times m}$, and random vectors...
with bold case $w \in \mathbb{R}^p$. The $n$-dimension identity matrix is denoted by $I_n$, and the $m \times n$ dimensional zero matrix is denoted by $0_{m,n}$. We define a diagonal matrix as $V = \text{diag}(u)$ and a block diagonal matrix as $V = \text{diag}(V_1, \ldots, V_i, \ldots, V_n)$. The imaginary unit is denoted by $i$; given a complex vector $\varphi \in \mathbb{C}^p$, its conjugate is denoted by $\overline{\varphi}$. We denote intervals of integers using $\mathbb{N}_{[a,b]}$ where $a, b \in \mathbb{N}$, $a < b$. The vector $e_{i,d} = [0 \cdots 1 \cdots 0]_d^\top \in \mathbb{R}^d$ is a basis vector for $\mathbb{R}^d$, and isolates the $i$th component of a vector $w \in \mathbb{R}^d$ by $w_i = e_{i,d}^\top w$.

For a random vector $w$, the probability space is $(\Omega, \mathcal{B}(\Omega), \mathbb{P}_w)$ with $\Omega$ the set of all possible outcomes, $\mathcal{B}(\Omega)$ the Borel $\sigma$-algebra on $\Omega$, and $\mathbb{P}_w$ the probability measure on $\mathcal{B}(\Omega)$ [15, Sec. 2]. We consider only random vectors that are continuous, i.e., with probability measure $\mathbb{P}(\{w \in \mathcal{S}\}) = \int_\mathcal{S} \psi_w(z) \, dz$ for $\mathcal{S} \in \mathcal{B}(\Omega)$, and probability density function (pdf) $\psi_w$ that satisfies $\psi_w \geq 0$ almost everywhere (a.e.) and $\int \psi_w(z) \, dz = 1$. For a random variable $y = a^\top w$, $a \in \mathbb{R}^p$, we denote $\mathbb{P}(a^\top w \leq \alpha)$ by the cumulative distribution function (cdf) $\Phi_{a^\top w}(\alpha)$, which follows by definition [15, Sec. 14]. We write $w \sim \psi_w$ to denote the fact that $w$ is distributed according to the pdf $\psi_w$. We define the Lebesgue space of measurable pdfs with bounded $d$-norm by $L^d(\mathbb{R}^n)$ where $1 \leq d < \infty$. The Lebesgue norm of a probability density function $\psi_w$ is $\|\psi_w\|_d = \left( \int_{\mathbb{R}^p} |\psi_w(z)|^d \, dz \right)^{1/d}$. The space of all (continuous) probability density functions forms a subset of $L_1(\mathbb{R}^p)$ since $\psi_w \geq 0$ a.e. and $\int_{\mathbb{R}^p} \psi_w \, dz = 1$.

### B. Problem Formulation

Consider the discrete, linear time-varying system

$$x_{k+1} = A_k x_k + B_k u_k + D_k w_k, \quad k \in \mathbb{N}_{[0,N-1]},$$

where $x_k \in X_k \subseteq \mathbb{R}^n$, control input $u_k \in U_k \subseteq \mathbb{R}^m$, disturbance $w_k \sim \psi_{w,k}$, and matrices $A_k, B_k, D_k$ of appropriate dimensions. We assume that the system starts at $x_0 \sim \psi_{x_0}$, and we seek to steer the final state at $N$ to a desired distribution $x_N \sim \psi_{x_N}$.

**Assumption 1.** Random vectors $x_k, u_k,$ and $w_k$ and their elements are independent, but not necessarily identically distributed.

Given a deterministic reference trajectory $x_{d,k} \in \mathbb{R}^n$ for all $k \in \mathbb{N}_{[0,N-1]}$, we consider the quadratic cost

$$J(u_0, \ldots, u_{N-1}) = \sum_{k=0}^{N-1} \mathbb{E}[(x_k - x_{d,k})^\top Q_k (x_k - x_{d,k}) + u_k^\top R_k u_k],$$

where $Q_k \succeq 0$ and $R_k > 0$. Following the formulation in [16],

we can concatenate the dynamics (1) as

$$X = Ax_0 + BU + DW,$$

where $X = [x_0^\top, \ldots, x_N^\top]^\top \in \mathbb{R}^{(N+1)n}$, $U = [u_0^\top, \ldots, u_{N-1}^\top]^\top \in \mathbb{R}^{Nm}$, $W = [w_0^\top, \ldots, w_{N-1}^\top]^\top \in \mathbb{R}^{Np}$, for some matrices $A \in \mathbb{R}^{(N+1)n \times n}$, $B \in \mathbb{R}^{(N+1)n \times Nm}$, and $D \in \mathbb{R}^{(N+1)n \times Np}$. The concatenated disturbance follows the distribution $W \sim \psi_w = \prod_{k=0}^{N-1} \psi_{w,k}$. Probabilistic constraints are imposed on the state and input, namely,

$$\Pr\left\{\sum_{k=1}^{N} E_k X_k \geq 1 - \Delta X, \right\} \geq 1 - \Delta U,$$

where $X_k = \cap_{j=1}^{N} \{x \in \mathbb{R}^n : \alpha_{j,k}^x x \leq \beta_{j,k}^x\}$ and $U_k = \cap_{j=1}^{N} \{u : a_{j,k}^u u \leq b_{j,k}^u\}$ are polytopic sets defined as intersecting hyperplanes, and where $E_k = [0_{n \times n}, I_n, 0_{n(1-N-k) \times n}, \ldots, 0_{n \times n}, I_n, 0_{n(1-N-k) \times n}]$, and $F_k = [0_{m \times nk}, I_m, 0_{m(1-N-k-1) \times m}]$ isolate the $k$th element of the state and input, respectively, and $\Delta X, \Delta U \in [0,1)$ are constraint violation thresholds.

Using (3), the cost in (2) can be re-written as

$$J(U) = \mathbb{E}[(X - X_d)^\top Q(X - X_d) + U^\top RU],$$

with $Q = \text{diag}(Q_0, \ldots, Q_{N-1})$, $R = \text{diag}(R_0, \ldots, R_{N-1})$, and $X_d = [x_{d,0} \cdots x_{d,N}]^\top \in \mathbb{R}^{(N+1)n}$. Since $Q_k \succeq 0$ and $R_k > 0$, $\forall k \in \mathbb{N}_{[0,N-1]}$, it follows that $Q \succeq 0$ and $R > 0$.

**Problem 1.** Solve the optimization problem

minimize $J(U)$, subject to (3), (4), and

$$E_0 X \sim \psi_{x_0}, \quad E_N X \sim \psi_{x_N}, \quad W \sim \psi_W.$$

The goal of Problem 1 is to minimize the quadratic cost (5), satisfy the constraints in (3), (4), while steering the state of (1) from the given initial distribution $\psi_{x_0}$ to the desired terminal state distribution $\psi_{x_N}$.

### C. Characteristic Functions

One way to represent the underlying system stochasticity is via characteristic functions (CF).

**Definition 1.** For a continuous random vector $w \in \mathbb{R}^p$ such that $w \sim \psi_w$, the CF is defined by the Fourier transform $\mathcal{F}\{\psi_w\}(t)$ of its pdf,

$$q_w(t) = \mathbb{E}_w[\exp(it^\top w)] = \int_{\mathbb{R}^p} e^{it^\top z} \psi_w(z) \, dz,$$

where $t, z \in \mathbb{R}^p$.

The CF has the following properties [17, 18]:

- It is uniformly continuous.
- $q_w(0) = 1$.
- It is bounded, i.e., $|q_w(t)| \leq 1$, for all $t \in \mathbb{R}^p$.
- It is Hermitian, i.e., $q_w(-t) = \overline{q_w(t)}$.

**Assumption 2.** The CF $q_w$ is absolutely integrable, that is, it is an element of $L_1(\mathbb{R}^p)$.

To recover the pdf from its CF, we use the following result.
Theorem 1 (Inversion Theorem for pdfs, [18, Theorem 1.2.6]). If the CF $\phi_w \in L_1(\mathbb{R}^p)$, then the pdf can be recovered via the inverse Fourier transform $F^{-1}\{\phi_w\}(z)$:

$$\psi_w(z) = \left(\frac{1}{2\pi}\right)^p \int_{\mathbb{R}^p} e^{-i\eta^\top z} \phi_w(t) \, dt. \quad (8)$$

Below, we summarize useful properties of CFs. Let $w_1, w_2, w, z$ be random vectors of appropriate dimensions.

1) If $z = w_1 + w_2$, then $\psi_w(z) = (\psi_{w_1} * \psi_{w_2})(z)$ (i.e., convolution of their pdfs), and $\Psi_w(t) = \phi_w(t)\psi_w(t)$ [19, Sec. 21.11].

2) If $z = Fw + g$ for $F \in \mathbb{R}^{n \times p}$, $g \in \mathbb{R}^n$, then $\phi_w(t) = \exp(it^\top g)\phi_w(F^\top t)$ [19, Sec. 22.6].

3) Given $w_1$ and $w_2$, then $z = [w_1^\top, w_2^\top]^\top$ has the pdf $\psi_w(z) = \psi_{w_1}(e_1^\top z_1)\psi_{w_2}(e_2^\top z_2)$, $z = [z_1^\top, z_2^\top]^\top$, and CF $\phi_w(t) = \phi_{w_1}(e_1^\top t)\phi_{w_2}(e_2^\top t)$, $t = [t_1^\top, t_2^\top]^\top$, where $e_1$ and $e_2$ isolate the first and second component of the vector, respectively [19, Sec. 22.4].

4) If $z = [z_1 \cdots z_1 \cdots z_p]^\top \in \mathbb{R}^p$ is a vector of scalar random variables $z_i$ with pdfs $\psi_{z_i}$, then $\phi_{\{z_i\}}$, and $\phi_{\{z_i\}}(t) = \phi_{z_i}(e_i^\top t)$, for $t_i = at_i$, and $t = [t_1^\top, \cdots, t_p^\top]^\top$. We can also recover the cdf via the following theorem.

Theorem 2 (Gil-Pelaez Inversion Theorem, [18], [20]). Given a random variable $y$ with CF $\phi_y$ and pdf $\psi_y$ satisfying the property that $\int_0^\infty \log(1 + |x|)\psi_y(z) \, dz < \infty$, then the cdf of $y$, $\Phi_y$, at each point $y$ that is continuous, can be evaluated by

$$\Phi_y(y) = \frac{1}{2} - \frac{1}{\pi} \int_0^\infty \frac{1}{t} \text{Im} \left[ \exp(-ity)\phi_y(t) \right] \, dt, \quad (9)$$

where $y, t \in \mathbb{R}$.

Remark 1. The requirement $\int_0^\infty \log(1 + |x|)\psi_y(z) \, dz < \infty$ is a mild condition which is satisfied by many distributions [21], including those used in this paper.

D. Proposed Distribution Steering Controller

The following assumption outlines the controller structure used in this work.

Assumption 3 (Feedback law). The controller in (3) has an affine state feedback structure, given by

$$u_k = \sum_{i=0}^{k} L_{k,i} x_i + g_k. \quad (10)$$

Concatenating these vectors yields $U = LX + g$, where $L \in \mathbb{R}^{m \times (N+1)n}$ is a lower block triangular matrix and $g = [y_0^\top, \ldots, y_{N-1}^\top]^\top \in \mathbb{R}^{Nm}$.

Note that this feedback law uses the full state history to determine the control input at every time step $k$, as opposed to just using the current state $x_k$.

Proposition 1 (Affine disturbance feedback [16]). The feedback law in (10) results in the state and input sequences

$$X = (I - BL)^{-1}(Ax_0 + Dw + Bg), \quad (11a)$$

$$U = L(I - BL)^{-1}(Ax_0 + Dw + Bg) + g. \quad (11b)$$

Proof. Plugging (10) into (3) yields (11a). Similarly, plugging (11a) into (10) yields (11b).

Corollary 1. Given the affine disturbance feedback terms,

$$K = L(I - BL)^{-1}, \quad (12a)$$

$$v = L(I - BL)^{-1}Bg + g, \quad (12b)$$

then the state and input sequences in (11) can be equivalently written as

$$X = (I + BK)(Ax_0 + Dw) + Bv, \quad (13a)$$

$$U = K(Ax_0 + Dw) + v, \quad (13b)$$

Proof. We substitute (12a) and (12b) into (11b), and substitute $U$ into (3), to obtain

$$X = Ax_0 + B(L(I - BL)^{-1}(Ax_0 + Dw + Bg) + g) + Dw, \quad (14a)$$

$$U = (I + BL(I - BL)^{-1})(Ax_0 + Dw) + L(I - BL)^{-1}Bg + g. \quad (14b)$$

Simplifying (14a) and (14b) yields the desired result (13a) and (13b).

III. CHANCE CONSTRAINTS WITH AFFINE FEEDBACK VIA CHARACTERISTIC FUNCTIONS

In this section, we present a decomposition of the chance constraints using Boole’s inequality via affine disturbance feedback and represent the probabilistic constraints (also known as chance constraints) using CFs. The resulting constraint is an integral transform over the linear system and the polytopic constraints.

A. Reformulation of Chance Constraints

1) State Chance Constraints: The joint state chance constraints in (4a) can be transformed into a set of individual chance constraints through Boole’s inequality [22–24]

$$P\{\sigma_{j,k}^T E_k X \leq \beta_{j,k} \} \geq 1 - \delta_{j,k}^x, \quad \sum_{k=1}^{N} \sum_{j=1}^{N_X} \delta_{j,k}^x \leq \Delta X, \quad (15)$$

equivalently,

$$\Phi_{\sigma_{j,k}^T E_k X} (\beta_{j,k} \geq 1 - \delta_{j,k}^x, \quad \sum_{k=1}^{N} \sum_{j=1}^{N_X} \delta_{j,k}^x \leq \Delta X, \quad (16)$$

where $\delta_{j,k}^x \in [0, \Delta X)$, $k \in \mathbb{N}[1,N]$, $j \in \mathbb{N}[1,N_X]$. Plugging (13a) into (16) yields

$$\Phi_{e_{j,k}} (\beta_{j,k} - \alpha_{j,k}^T E_k B v) \geq 1 - \delta_{j,k}^x, \quad (17)$$

where $e_{j,k} = \alpha_{j,k}^T E_k (I + BK)(Ax_0 + Dw)$. 
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2) Input Chance Constraints: Similar to the state chance constraints, we transform the joint chance constraints in (4b) into a set of individual chance constraints as follows
\[
\mathbb{P}\{a_{j,k}^T F_k U \leq b_j\} \geq 1 - \delta_{j,k}, \sum_{k=1}^{N} \sum_{i=1}^{N_U} \delta_{j,k}^u \leq \Delta_U.
\] (18)

Equivalently,
\[
\mathbb{P}\{a_{j,k}^T F_k U (b_j - \alpha_{j}^T F_k V) \geq 1 - \delta_{j,k}^u, \sum_{k=1}^{N} \sum_{i=1}^{N_U} \delta_{j,k}^u \leq \Delta_U, (19)
\]
where \(\delta_{j,k}^u \in [0, \Delta_U]\), \(k \in \mathbb{N}_{[0, N-1]}\), \(j \in \mathbb{N}_{[1, N_u]}\). Using (13b) in the chance constraints (19) yields
\[
\Phi_{d_{j,k}} (b_j - a_{j}^T F_k v) \geq 1 - \delta_{j,k}^u, (20)
\]
where \(d_{j,k} = a_{j}^T F_k K (Ax_0 + DW)\).

B. Encoding Chance Constraints in the Presence of Affine Feedback

To illustrate how to encode the chance constraints (17) and (20) via CFs, consider first the state chance constraint in (17). Expanding the random variable \(c_{j,k}\) we can write
\[
c_{j,k} = \mu_{c_{j,k}}^T x_0 + \nu_{c_{j,k}}^T W, (21)
\]
where \(\mu_{c_{j,k}} = \alpha_{j,k}^T E_k (I + B K) A \) and \(\nu_{c_{j,k}} = \alpha_{j,k}^T E_k (I + B K) D\) are non-random variables that are linear in the decision variable \(K\). Under Assumption 1, Property 3 of CFs allows us to decompose \(\nu_{c_{j,k}}\) as
\[
\nu_{c_{j,k}} (c_{j,k}) = \nu_{c_{j,k}} (c_{j,k} (t)) \nu_{c_{j,k}} (c_{j,k} (t)) W (t).
\] (22)

Next, Property 2 yields
\[
\nu_{c_{j,k}} (c_{j,k} (t)) = \nu_{c_{j,k}} (c_{j,k} (t)), (23a)
\]
\[
\nu_{c_{j,k}} (c_{j,k} (t)) = \nu_{c_{j,k}} (c_{j,k} (t)), (23b)
\]
where \(t_{C_{j,k}} = \mu_{c_{j,k}} \) and \(t_{W} = \nu_{c_{j,k}} t_{C_{j,k}}. (24)\)

Next, Property 4 yields
\[
\nu_{c_{j,k}} (c_{j,k} (t)) = \nu_{c_{j,k}} (c_{j,k} (t)), (24a)
\]
\[
\nu_{c_{j,k}} (c_{j,k} (t)) = \nu_{c_{j,k}} (c_{j,k} (t)), (24b)
\]
where \(t_{C_{j,k}} = \mu_{c_{j,k}} \) and \(t_{W} = \nu_{c_{j,k}} t_{C_{j,k}}. (24)\)

where \(t_{C_{j,k}} = \mu_{c_{j,k}}^T x_0 + \nu_{c_{j,k}}^T W. (24)\)

Theorem 1 gives an analytical expression for the cdf of \(c_{j,k}\) evaluated at \(\gamma_{j,k} = \beta_{j,k} - \alpha_{j,k} E_k B v\) as
\[
\Phi_{c_{j,k}} (\gamma_{j,k}) = \frac{1}{2} - \frac{1}{\pi} \int_{0}^{\infty} \frac{1}{t} \text{Im} \left(e^{-i \gamma_{j,k} t} \nu_{c_{j,k}} (t)\right) dt, (25)
\]
where \(\nu_{c_{j,k}} (t)\) is given in (22). Thus, (25) provides a means to compute the cdf in the state chance constraints (17), and encodes the decision variables \(K\) and \(v\) through Theorem 1.

Similarly, we can also derive the input chance constraints in (20) for the random variable \(d_{j,k}\) by rewriting
\[
d_{j,k} = \mu_{d_{j,k}}^T x_0 + \nu_{d_{j,k}}^T W, (26)
\]
where \(\mu_{d_{j,k}} = a_{j}^T F_k K A \) and \(\nu_{d_{j,k}} = a_{j}^T F_k K D\). From Property 3 of CFs, the CF of \(d_{j,k}\) is therefore
\[
\nu_{d_{j,k}} (d_{j,k} (t)) = \nu_{d_{j,k}} (d_{j,k} (t)) W (t). (27)
\]

Further, by Properties 2 and 4, we have
\[
\nu_{d_{j,k}} (d_{j,k} (t)) = \nu_{d_{j,k}} (d_{j,k} (t)) W (t), (28a)
\]
\[
\nu_{d_{j,k}} (d_{j,k} (t)) = \nu_{d_{j,k}} (d_{j,k} (t)) W (t), (28b)
\]
where \(t_{d_{j,k}} = \mu_{d_{j,k}} t, t_{W} = \nu_{d_{j,k}} t_{d_{j,k}}, t_{d_{j,k}} = e_{j,k} t_{d_{j,k}}, \) and \(t_{W} = e_{j,k} t_{W}\). Thus, the expression for the cdf of \(d_{j,k}\) evaluated at \(\gamma_{d_{j,k}} = b_j - a_{j}^T F_k v\) is given by
\[
\Phi_{d_{j,k}} (\gamma_{d_{j,k}}) = \frac{1}{2} - \frac{1}{\pi} \int_{0}^{\infty} \frac{1}{t} \text{Im} \left(e^{-i \gamma_{d_{j,k}} t} \nu_{d_{j,k}} (t)\right) dt. (29)
\]

Note that the constraints encoded by the CF in (25) and (29) result in nonlinear constraints in terms of the decision variables \(K\) and \(v\).

IV. Terminal Density Constraints

Our approach aims at matching probability densities using the machinery of characteristic functions. The benefit of using characteristic functions to match between densities as opposed to other metrics such as KL-divergence or Wasserstein distance is two-fold. First, it can be shown that the largest absolute difference between two pdfs is bounded by the \(L_1\) difference of their CFs. Second, this holds for all distributions (including mixture distributions) which have a CF in \(L_1 (\mathbb{R}^n)\) and directly results in an explicit integral expression over the frequency domain, and not an integration over the entire state-space [2]. This is convenient, as it is difficult to formulate the terminal constraints analytically in the state-space due to the non-Gaussian state evolution requiring several convolutions at each time step (see Property 1 of operations on CFs).

Next, we first derive a joint distribution representation which results in an \(n\)-dimensional integral. We then show that due to the independence property of the disturbances, we can compute this integral using \(n\) separate matching constraints at the final time.

A. Joint CF Representation of the Terminal Density

Using Joint CF Representation of the Terminal Density

Using Properties 1 and 2 of operations on CFs, the joint CF of the terminal state \(x_N\) is
\[
\nu_{x_N} (t) = \prod_{i=1}^{n} \nu_{x_{N,i}} (t_i) = \prod_{i=1}^{n} (\exp (i \sigma_i t_i) \nu_{x_{i}} (t_i)) \nu_{W} (t_i), (30)
\]
where
\[
\varphi_{x_0}(t_{x_0}^N) = \prod_{j=1}^{n} \varphi_{x_0,j}(t_{x_0,j}^N), \quad (31)
\]
\[
\varphi_{W}(t_{W}^N) = \prod_{j=1}^{p_N} \varphi_{W,j}(t_{W,j}^N), \quad (32)
\]
and where \(t_{x_0}^N = \mu t, t_{x_0,j}^N = e_{j}^T \mu t_{x_0}^N, t_{W}^N = \mu_l t_{W}^N, \) and \(\mu^T = e_{j}^T \mu t_{x_0}^N + \beta K D, \) and \(\mu^T = e_{j}^T \mu t_{x_0}^N + \beta K \) \(D, \) and similarly, the joint CF of the desired terminal state is
\[
\varphi_{x_f}(t) = \prod_{i=1}^{n} \varphi_{x_f,i}(t_i). \quad (33)
\]

We now introduce the \(L_1\) distance as an upper bound on the maximum \(L_1\) deviation between two probability distributions.

**Theorem 3 (18, Sec. 1.4).** If the joint pdf for the terminal state of the system is \(\psi_{x_N}\) with CF (30) and the desired joint pdf is \(\psi_{x_f}\) with CF (33), then
\[
\Delta_{\psi_{x_N}}(K,v) = \sup_{z \in \mathbb{R}^n} |\psi_{x_N}(z;K,v) - \psi_{x_f}(z)| \leq D(K,v), \quad (34)
\]
where
\[
D(K,v) = \left(\frac{1}{2\pi}\right)^n \|\varphi_{x_N} - \varphi_{x_f}\|_1
\]
\[
= \left(\frac{1}{2\pi}\right)^n \int_{\mathbb{R}^n} |\varphi_{x_N}(t) - \varphi_{x_f}(t)| dt. \quad (35)
\]

**Proof.** See Appendix A. \(\square\)

**Corollary 2.** Let \(\epsilon > 0\) such that \(D(K,v) < \epsilon\) for some \(K\) and \(v\). Then, \(\sup_{z \in \mathbb{R}^n} |\psi_{x_N}(z;K,v) - \psi_{x_f}(z)| \leq \epsilon.\)

**B. Matching Densities**

We derive a simpler representation of the \(n\)-dimensional integral of the joint representation in (34). Specifically, we construct \(n\) separate density matching expressions with respect to each terminal state variable, that is, for all \(i \in \mathbb{N}_{[1,n]}\),
\[
\Delta_{\psi_{x_N,i}}(K,v) = \sup_{z_i \in \mathbb{R}} |\psi_{x_N,i}(z_i;K,v) - \psi_{x_f,i}(z_i)| \leq D_i(K,v), \quad (36)
\]
where
\[
D_i(K,v) = \frac{1}{2\pi} \int_{\mathbb{R}} |\varphi_{x_N,i}(t_i) - \varphi_{x_f,i}(t_i)| dt, \quad (37)
\]
which follows from Theorem 3. The next result provides a relationship between (35) and (37).

**Theorem 4.** Suppose there exists \((K,v)\) such that, for all \(i \in \mathbb{N}_{[1,n]}\), \(D_i(K,v) \leq \epsilon_i.\) Then, \(D(K,v) \leq (1/2\pi)^n - 1 \epsilon,\) where \(\epsilon = \sum_i \epsilon_i.\)

**Proof.** See Appendix B. \(\square\)

**V. Resulting Optimization Problem**

With the elements derived for both the chance constraints and the terminal distribution constraint, we present the resulting optimization problem.

**Problem 2.** Solve the optimization problem
\[
\min_{K,v,\delta,K,v} J(K,v) + \sum_{i=1}^{n} \lambda_i D_i(K,v)
\]
s.t. \(\Phi_{E_{j,k}}(\beta_j, -c_{j,k}E_k b) \geq 1 - \delta_j,\)
\[
\Phi_{d_{j,k}}(b_j - c_{j,k} F_k v) \geq 1 - \delta_j,\]
\[
\sum_{k=1}^{N} \sum_{j=1}^{N} \delta_{j,k} \leq \Delta_X, \quad \sum_{k=1}^{N} \sum_{j=1}^{N} \delta_{j,k} \leq \Delta_U, \quad (38a)
\]
where \(J(K,v)\) is the expanded quadratic cost (5) and is defined as
\[
J(K,v) = [[(I + BK)(A\mathbb{E}[x_0] + D\mathbb{E}[W]) + Bv - X_d]^T Q - (I + BK)(A\mathbb{E}[x_0] + D\mathbb{E}[W]) + Bv - X_d) + [K(A\mathbb{E}[x_0] + D\mathbb{E}[W]) + v]^T R - [K(A\mathbb{E}[x_0] + D\mathbb{E}[W]) + v] + tr([[(I + BK)^T Q(I + BK) + K^T R K)]^T) \Sigma, \quad (39)
\]
where \(\Sigma = A\Sigma_{x_0} A^T + D\Sigma_{x} D^T.\)

We treat the matching constraint as a soft constraint, as in [2]. By penalizing this \(L_1\) distance in the cost, we provide flexibility to the underlying nonlinear program solver and enable increased feasibility.

**VI. Numerical Example - 2D Double Integrator**

We demonstrate our approach on a 2D double integrator with different disturbances and initial conditions. Consider the system (1) with state \(x = [x \dot{x} y \dot{y}]^T.\) The expressions for the system matrices \(A_{k}, B_{k},\) and \(D_{k}\) are given in [10] with \(\Delta T = 1\) and \(N = 5.\) We assume polytopic state constraints \(X_{k},\) with \(\alpha_{1k} = [1 0 1 0 0], \beta_{1k} = 12.75, \alpha_{2k} = [1 0 1 0 0], \beta_{2k} = 8.75\) for \(k \in \mathbb{N}_{[1,5]},\) and assume \(x_0 \sim \psi_{x_0}\) must be within the state polytopic constraints, as well. We let \(\alpha_{k} = [-4,4]^2\) for \(k \in \mathbb{N}_{[0,\infty)}\). The desired trajectory \(X_d\) is interpolated from waypoints (4, 5) to (8, 5) for \(k \in \mathbb{N}_{[0,2]}\) and from (9, 5) to (7.875, 3) for \(k \in \mathbb{N}_{[3,5]}\). We seek to drive the final state to \(x_{N} \sim \psi_{x_f} = N(\mu_{x_f}, \Sigma_{x_f})\) with mean \(\mu_{x_f} = [7.75 2 0 0]^T\) and variance \(\Sigma_{x_f} = \text{diag}(0.06 0.006 0.6 0.006).\) We choose \(\Delta_X = 0.1\) and \(\Delta_U = 0.1,\) and \(Q_k = \text{diag}(0.1 0.1 0.1 0.1), R_k = \text{diag}(1)\) for \(i \in \mathbb{N}_{[0,\infty)}\). The weighting of the distance metrics in the cost is \(\lambda = [10 10 10]^T.\)

All computations were done in MATLAB with an Intel Core i9-10900K processor and 64GB RAM. The optimization problems were solved using fmincon. The CF inversion (25) uses CharFunTool [21] and the density matching constraint in (37) was implemented using trapezoidal quadrature. We used \(10^4\) Monte-Carlo samples to verify average state and input constraint violation (denoted as \(\Delta_{X,\text{MC}}\) and \(\Delta_{U,\text{MC}},\) respectively) and cost (denoted as \(J_{\text{MC}}(K,v))\).
A. Standard Gaussian Distribution

To validate our approach, we first considered $x_0 \sim \psi_{x_0} = \mathcal{N}(\mu_{x_0}, \Sigma_{x_0})$ with $\mu_{x_0} = [4 \ 0 \ 5 \ 0]^T$ and
$\Sigma_{x_0} = \text{diag}(0.18 \ 0.002 \ 0.18 \ 0.002)$; the disturbance is $\mathcal{N}(\mu_W, \Sigma_W)$ with mean $\mu_W = [0 \ 0]^T$ and variance $\Sigma_W = \text{diag}(1 \ 1)$ for the entire horizon. As shown in Figure 2a, our method drives the system to follow the reference trajectory, while not significantly violating the state constraints (Table II). Likewise, input violation is minimal, as shown in Figure 2b and Table II. Since we steer the state from an initial Gaussian distribution to a final Gaussian distribution, the maximum deviation between the final and desired pdfs and the corresponding $L_1$ distances are small (Table I).

B. Heavy Tail - Laplace Distribution

Heavy-tailed distributions are of interest as they decay much more slowly than Gaussians, but with a similar mean and variance. The Laplace distribution has the pdf $\mathcal{L}_{\mu, \beta}(x) = \exp(-|x - \mu|/\beta)/2\beta$. We assume the initial condition $x_0 \sim \mathcal{L}(\mu_{x_0}, \beta_{x_0})$ with location $\mu_{x_0} = [4 \ 0 \ 5 \ 0]^T$ and scale $\beta_{x_0} = [0.3 \ 0.01 \ 3.5 \ 0.01]^T$. The disturbance also follows a Laplace distribution $W \sim \mathcal{L}(\mu_W, \beta_W)$ with location $\mu_W = [0 \ 0]^T$ and scale $\beta_W = [1 \ 1]^T$. Although the Laplace distribution is not smooth (Figure 3a), our method is able to steer to the final desired density with little constraint violation (Table II).

The input in Figure 3b shows that there is some violation of the bounds, but it is within the violation threshold (Table II). The larger deviation between the final and desired pdfs (Table I) reflects the fact that we modify a random variable that is not Gaussian so as to behave like a Gaussian one.

C. Mixture Distributions - Normal Mixture

Lastly, we consider a Gaussian mixture with $x_0 \sim \psi_{x_0} = 0.5\mathcal{N}(\mu_{x_0,1}, \Sigma_{x_0,1}) + 0.5\mathcal{N}(\mu_{x_0,2}, \Sigma_{x_0,2})$ with means $\mu_{x_0,1} = [4 \ 0 \ 5 \ 0]^T$, $\mu_{x_0,2} = [3.5 \ 0.1 \ 3.5 \ 0.1]^T$ and covariances $\Sigma_{x_0,1} = \text{diag}(0.03 \ 0.01 \ 0.3 \ 0.01)$, $\Sigma_{x_0,2} = \text{diag}(0.1 \ 0.01 \ 0.5 \ 0.01)$. The disturbance is a Gaussian mixture, $W \sim \psi_W = 0.5\mathcal{N}(\mu_{W,1}, \Sigma_{W,1}) + 0.5\mathcal{N}(\mu_{W,2}, \Sigma_{W,2})$, with means $\mu_{W,1} = [0 \ 0.1]^T$, $\mu_{W,2} = [0 \ 0.1]^T$ and covariances $\Sigma_{W,1} = \text{diag}(1 \ 1)$, $\Sigma_{W,2} = \text{diag}(1 \ 1)$. The affine controller steers the Gaussian mixture to a single Gaussian (Figure 4a) with minimal violation of the state constraints (Table II). The input remains within acceptable limits (Table II) despite the multi-modal nature of the noise (Figure 4b). The deviation between final and desired pdfs are much smaller than seen with the Laplace pdf (Table I). This is likely because the controller alters the weights of the multi-modal Gaussian elements to match the desired, final Gaussian density.

VII. CONCLUSIONS

We have formulated a tractable solution of the distribution steering problem under general, not necessarily Gaussian, disturbances. We showed that using Boole’s inequality and characteristic functions, we can turn the problem into a nonlinear optimization problem. Future work will aim to further utilize the structure of the CFs to obtain faster, real-time solutions and extend the approach to nonlinear systems.
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APPENDIX

A. PROOF OF THEOREM 3

Proof. Since

$$\left\| \int_{\mathbb{R}^n} \exp(it^T z) \varphi_{x,t} (t) dt \right\| - \left\| \int_{\mathbb{R}^n} \exp(it^T z) \varphi_{x,t} (t) dt \right\| \leq \int_{\mathbb{R}^n} \left| \exp(it^T z) \varphi_{x,t} (t) - \exp(it^T z) \varphi_{x,t} (t) \right| dt,$$

(A.1)

by multiplying both sides by $(1/2\pi)^n$ and using (8), yields

$$|\psi_{x,N} (z) - \psi_{x,t} (z)| \leq \left( \frac{1}{2\pi} \right)^n \| \varphi_{x,N} - \varphi_{x,t} \|_1. \quad (A.2)$$

Lastly, since this holds for all $z \in \mathbb{R}^n$, we get (34).

B. PROOF OF THEOREM 4

Proof. By definition of the $L_1$ distance, for each $i \in \mathbb{N}_{[1,N]}$,

$$\frac{1}{2\pi} \int_{\mathbb{R}} |\varphi_{e_i^{*},N}(t_i) - \varphi_{x_i^{*},t_i}(t_i)| \ dt_i \leq \epsilon_i. \quad (B.1)$$

Let $a_i = \varphi_{e_i^{*},N}(t_i)$ and $b_i = \varphi_{x_i^{*},t_i}(t_i)$. Then, since $|\varphi_{e_i^{*},N}(t_i) - \varphi_{x_i^{*},t_i}(t_i)| \leq 1$, it follows that $|\varphi_{e_i^{*},N}(t_i) - \varphi_{x_i^{*},t_i}(t_i)| = \|\varphi_{e_i^{*},N}(t_i) - \varphi_{x_i^{*},t_i}(t_i)| \leq \sum_i |\varphi_{e_i^{*},N}(t_i) - \varphi_{x_i^{*},t_i}(t_i)|$, where we have used the fact that for $a_i, b_i \in \mathbb{C}, i \in \mathbb{N}_{[1,n]}$ where $|a_i|, |b_i| \leq 1$, $|\prod_i a_i - \prod_i b_i| \leq \sum_i |a_i - b_i|$. The result now follows immediately from the definition of $D(K,v)$.

□
(a) State evolution \((x\text{ and } y)\) over 5 time steps, subject to state chance and terminal density constraints. The Laplace distribution is non-smooth at its peak, and is heavy-tailed. Our approach drives the system from a Laplace distribution to a Gaussian distribution, while maintaining state constraint violation below \(\Delta_X\).

(b) Inputs \(u_1\) and \(u_2\) satisfy input chance constraints with violation less than \(\Delta_U\).

Fig. 3: Distribution steering from a Laplace distribution to a Gaussian distribution.

(a) State evolution \((x\text{ and } y)\) over 5 time steps, subject to state chance and terminal density constraints. The multi-modal Gaussian is transformed into a Gaussian with a single mode with minimal state constraint violation.

(b) Inputs \(u_1\) and \(u_2\) satisfy input chance constraints with violation less than \(\Delta_U\).

Fig. 4: Distribution steering from a Gaussian mixture to a Gaussian distribution.