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Abstract

Purpose – Despite the sophisticated regulatory regime established in Solvency II, analysts should be able to consider other less complex indicators of the soundness of insurers. The Z-score measure, which has traditionally been used as a proxy of individual risk in the banking sector, may be a useful tool when applied in the insurance sector. However, different methods for calculating this indicator have been proposed in the literature. This paper compares six different Z-score approaches to examine which one best fits insurance companies. The authors use a final dataset of 183 firms (1,382 observations) operating in the Spanish insurance sector during the period 2010–2017.

Design/methodology/approach – In the first stage, the authors opt for a root mean squared error (RMSE) criterion to evaluate which of the various mean and SD estimates that are used to compute the Z-score best fits the data. In the second stage, the authors estimate and compare the explanatory power of the six Z-score measures that are considered by using an ordinary least squares (OLS) regression model. Finally, the authors report the results of the baseline equation using the system GMM estimator developed by Arellano and Bover (1995) and Blundell and Bond (1998) for dynamic panel data models.

Findings – The authors find that the best formula for calculating the Z-score of insurance firms is the one that combines the current value of the return on assets (ROA) and capitalization with the SD of the returns calculated over the full sample period.

Research limitations/implications – The main limitation of the research is that it addresses only the Spanish insurance sector, and consequently, the implications of the findings must be framed in this institutional context. However, the authors think that the results could be extrapolated to other countries. Future research should consider including different countries and analyzing the usefulness of aggregated insurer-level Z-scores for macroprudential monitoring.

Practical implications – The Z-score may be a useful early warning indicator for microprudential supervision. In addition to being an indicator of the soundness of insurers simpler than those established in the current regulation, the information provided by this accounting-based measure may help analysts and investors obtain a better understanding of insurance firms’ risk factors.
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1. Introduction

The insurance industry plays a crucial role in the economy by allowing individuals and companies to transfer risk through insurance and reinsurance activities and thus enhances financial stability (Das et al., 2003). This industry, which contributes significantly to economic growth and notably impacts investors and stakeholders, has become an important pillar of the financial sector (Haiss and Stümpel, 2008). Although insurance companies have traditionally been considered less risky than banks because they are less exposed to liquidity risk (Caporale et al., 2017), the increasing interactions among the insurance sector, financial markets and other financial intermediaries, as well as financial innovations, globalization and the deregulation of the financial system, have made the operations of financial intermediaries over the last decades more complex and potentially riskier (Sharpe and Stadnik, 2007). While the contagion effects from the failure of firms in the insurance sector may not be as consequential as those in the banking industry, they have relevant potential to disrupt the financial system and negatively impact the economy (Das et al., 2003).

Therefore, the soundness of insurance firms is of major importance not only for the welfare of the financial sector and various stakeholders (Pasiouras and Gaganis, 2013) but also for the stability of the economy as a whole.

Consequently, policy makers are working to upgrade regulatory and supervisory frameworks to reduce insolvency risk and promote confidence in the financial stability of the insurance sector. In this vein, European insurers have recently implemented Solvency II, a risk-based economic approach aimed at adopting solvency requirements that better reflect the risk of companies (Cummins et al., 2017). This new supervisory regime in the EU includes a risk-sensitivity requirement that is based on a prospective calculation to ensure accurate and timely interventions by the supervisor (the solvency capital requirement) [1]. Despite the sophisticated regulatory regime established in Solvency II, analysts should be able to consider other less complex indicators of the soundness of insurers.

The Z-score measure, which has traditionally been used as a proxy of individual risk for the banking sector (Boyd et al., 2006; Laeven and Levine, 2009; Lepetit and Strobel, 2013; Baselga-Pascual et al., 2015; Chiaramonte et al., 2015; Khan et al., 2017), may be a useful tool when applied in the insurance sector. The Z-score relates a firm’s capital level to the variability in its return on assets (ROA), revealing how much variability in returns can be absorbed by capital without the firm becoming insolvent (Li et al., 2017). The popularity of the Z-score derives from its relative simplicity and the fact that it can be computed using accounting information alone. In contrast to market-based risk measures, this indicator is applicable when dealing with an extensive number of unlisted as well as listed companies (Chiaramonte et al., 2016).

Our research contributes to the body of knowledge by examining and comparing, for first time, different approaches to calculating the Z-score on a sample of insurance firms. The few available results on the predictive power of this indicator are mixed and focus on the banking sector (Lepetit and Strobel, 2013; Chiaramonte et al., 2016; Bongini et al., 2018). Our paper also adds to the literature on the factors that determine the risk of insurance companies. The Z-score, as a simple accounting-based measure, may help analysts and investors obtain a better understanding of risk factors in the insurance sector. Finally, we focus on the Spanish insurance sector, which is one of the largest in Europe (IMF, 2017). Specifically, Spain is
among the top ten European countries in terms of gross premiums written and asset volume (EIOPA, 2017), and this country continues to lead in growth among the major Eurozone economies (MAPFRE, 2018). Although the implications of our findings must be framed in this institutional context, we think that our results could be extrapolated to other countries.

The rest of the paper is organized as follows. The next section presents the basics of the Z-score calculation. The third section describes the data and methodology. The fourth section analyzes the main results. The final section concludes the paper.

2. Theoretical background and literature review
2.1 Measuring the financial soundness of insurance companies: the Z-score

A broad strand of the literature has focused on the analysis of diverse measures of capitalization (i.e. the actual solvency margin, the required solvency margin, or the solvency ratio) to draw conclusions about the financial soundness of firms (e.g. Cummins and Nini, 2002; De Haan and Kakes, 2010; Rubio-Misas and Fernández-Moreno, 2017; Moreno et al., 2020; among others). Nevertheless, limiting the analysis to insurers’ capitalization could be too restrictive, and a wider approach is necessary to examine the different factors that influence the financial soundness of an insurer (see, e.g. Hu and Yu, 2014; Manka and Belgacem, 2016; Altuntas and Rauch, 2017; Cummins et al., 2017; Shim, 2017).

The Z-score can be considered an alternative measure of risk and thus a good indicator of the financial soundness of insurers that takes into account factors beyond capitalization or the particular event of bankruptcy [2]. Although the Z-score is traditionally used as an indicator of individual risk in the banking literature (Boyd et al., 2006; Laeven and Levine, 2009; Maechler et al., 2010; Čihák and Hesse, 2010; Lepetit and Strobel, 2013; Baselga-Pascual et al., 2015; Chiaramonte et al., 2015, 2016; Khan et al., 2017; among others), some recent studies have also used this measure to examine the financial soundness of insurance firms (see, e.g. Shim, 2011; Pasiouras and Gaganis, 2013; Altuntas and Rauch, 2017; Cummins et al., 2017; Shim, 2017; Alhassan and Biekpe, 2018; Gaganis et al., 2019, Pavić et al., 2019; Rubio-Misas, 2020). The Z-score may be a simple and effective predictor of insurer failure given the simplicity and transparency of its calculation (Plantin and Rochet, 2007) and because it can be computed for both unlisted and listed firms (Bongini et al., 2018).

This measure can be applied to insurers with different risk strategies (Čihák and Hesse, 2010; Pasiouras and Gaganis, 2013): an institution may have the same or higher Z-score than other insurers with lower capitalization if it has higher risk-adjusted returns. Nevertheless, the Z-score has some disadvantages to consider. First, as an accounting-based measure, its reliability depends on the quality of the underlying accounting and auditing framework, which is a serious concern in less-developed countries. Additionally, as firms may smooth their accounting data over time, the Z-score may offer an excessively positive assessment of insolvency risk (Laeven and Majnoni, 2003). Second, as pointed out by Čihák (2007), the Z-score evaluates each firm separately, potentially overlooking the risk that distress in one financial institution may cause losses to other financial institutions in the system. In the same vein, Bongini et al. (2018) conclude that the Z-score has limitations in the macroprudential monitoring framework for detecting banking crises, at least in emerging economies, because accounting-based measures do not capture all of the dimensions of risk, such as contagion and interconnectedness (i.e. systemic risk) [3], [4].

2.2 Different approaches to calculating the Z-score

As stated previously, the basic principle behind the Z-score is to relate the capital ratio to the variability in the ROA so that one can know how much variability in returns can be absorbed by capital without the firm becoming insolvent (Li et al., 2017):
where Eq/TA denotes the equity-to-total assets ratio and σROA represents the standard deviation (SD) of the ROA.

Default is expected to occur when losses consume capital (i.e. when ROA + Eq/TA ≤ 0 or, equivalently, when ROA ≤ − Eq/TA). Then, if we assume that ROA is a random variable, the Z-score represents the number of standard deviations between the expected value of the ROA, \( E(\text{ROA}) \), and the negative values of ROA, ROA = − Eq/TA, that would result in insolvency (Hannan and Hanweck, 1988). In other words, it indicates the number of standard deviations that the ROA would have to fall to deplete equity and force a failure. As in the banking sector, equity serves as a buffer against unforeseen losses and is critical for an insurer’s ability to meet its obligations (Cummins et al., 2017). Hannan and Hanweck (1988) show that the Chebyshev inequality for any symmetric distribution allows us to assume the following upper bound on the probability of default (PD):

\[
\text{PD} \leq \frac{1}{2} \left( \frac{\sigma_{\text{ROA}}}{E(\text{ROA}) + \text{Eq/TA}} \right)^2 = \frac{1}{2}(Zs)^{-2}
\]  

Therefore, a higher Z-score is associated with a higher distance to default (a lower probability of insolvency). It does not require strong assumptions about the distribution of ROA (see, e.g. Strobel, 2011), which represents an especially attractive advantage from a practitioner’s point of view.

The literature reports different approaches to calculating this measure. The most basic formulation defines the Z-score as the sum of the values in the current period \( t \) of the firm’s ROA (ROA\(_t\)) and equity-to-total assets ratio (Eq/TA\(_t\)) divided by the SD of ROA calculated with data from the current year (\( t \)) and the two previous years, i.e. \( t−1 \) and \( t−2 \) (σROA\(_3\)) (Pasiouras and Gaganis, 2013; Chiaramonte et al., 2016; Cummins et al., 2017) [5]:

\[
Zs1_t = \frac{\text{ROA}_t + \text{Eq}/\text{TA}_t}{\sigma_{\text{ROA}_3} (\text{ROA}_t, \text{ROA}_{t-1}, \text{ROA}_{t-2})}
\]  

Delis and Staikouras (2011) and Baselga-Pascual et al. (2015) derive a Z-score measure (Zs2) that uses data from the two previous years to calculate σROA at time \( t \) (σROA\(_2\)):

\[
Zs2_t = \frac{\text{ROA}_t + \text{Eq}/\text{TA}_t}{\sigma_{\text{ROA}_2} (\text{ROA}_{t-1}, \text{ROA}_{t-2})}
\]  

Maechler et al. (2010) and Chiaramonte et al. (2016) compute the Z-score as the sum of the three-year moving average of ROA (ROA\(_{3}\)) and the three-year moving average of the equity-to-total assets ratio (Eq/TA\(_{3}\)) divided by σROA\(_3\) [6]:

\[
Zs3_t = \frac{\text{ROA}_{3}\text{(ROA}_t, \text{ROA}_{t-1}, \text{ROA}_{t-2}) + \text{Eq}/\text{TA}_{3}\text{(Eq}/\text{TA}_t, \text{Eq}/\text{TA}_{t-1}, \text{Eq}/\text{TA}_{t-2})}{\sigma_{\text{ROA}_3} (\text{ROA}_t, \text{ROA}_{t-1}, \text{ROA}_{t-2})}
\]  

Yeyati and Micco (2007) compute the Z-scores for each firm and year combining ROA\(_{3}\) with Eq/TA\(_t\) and σROA\(_3\):

\[
Zs4_t = \frac{\text{ROA}_{3}\text{(ROA}_t, \text{ROA}_{t-1}, \text{ROA}_{t-2}) + \text{Eq}/\text{TA}_t}{\sigma_{\text{ROA}_3} (\text{ROA}_t, \text{ROA}_{t-1}, \text{ROA}_{t-2})}
\]
Boyd et al. (2006) and Chiaramonte et al. (2016) calculate the Z-score as the sum of ROA and Eq/TAμ3 divided by σROA3:

$$Z_{t} = \frac{\text{ROA}_t + \text{Eq}/\text{TA}_t}{\sigma_{\text{ROA}_3}}(\text{ROA}_t, \text{ROA}_{t-1}, \text{ROA}_{t-2})$$  \[7\]

Finally, Beck and Laeven (2006) and Hesse and Čihák (2007) estimate a Z-score measure that combines ROA and Eq/TA with the SD of ROA calculated over the full period (σROA_T):

$$Z_{t} = \frac{\text{ROA}_t + \text{Eq}/\text{TA}_t}{\sigma_{\text{ROA}_T}}(\text{ROA}_1, \text{ROA}_2, \ldots, \text{ROA}_{T})$$  \[8\]

### 3. Data and methodology

#### 3.1 Sample

Our sample includes most of the insurance companies operating in Spain from 2008–2017. Data were obtained from the database maintained by the Spanish regulatory authority, the Directorate General of Insurance and Pension Funds (Dirección General de Seguros y Fondos de Pensiones) (DGSFP), an administrative body within the Ministry of Economy and Business [7]. However, as some of the components of the Z-score employ data from up to two years prior to the calculation date (i.e. t−2, t−1), this reduces our time span to the period 2010–2017 [8]. In addition, we do not consider social benefit institutions and reinsurance specialists because they have singular characteristics that may distort our analysis. We use unconsolidated financial statements, thereby reducing the possibility of introducing aggregation bias into the results. Merged insurers are considered to be separate firms before the merger and a single company afterward. Finally, we remove observations with abnormal ratios or extreme values from the sample, ensuring that the analysis is not affected by potential measurement error or misreporting. After applying these filters, we obtain a final dataset consisting of an unbalanced panel with 183 insurers and 1,382 observations (see Table 1). We have a minimum of five consecutive observations for each company, with 77.60% of the insurers being observed over the entire period.

#### 3.2 Choosing the best Z-score approach

We explore which of the different methods for computing the Z-score reported in section 2.2 is best when using actual data. Following a procedure similar to that employed by Lepetit and Strobel (2013) for the banking sector, we opt for a root mean squared error (RMSE) criterion to evaluate which estimator best fits the data by minimizing the weighted average RMSE of the N insurers j given by

| Year | Mutual insurers | Stock insurers | Total |
|------|-----------------|----------------|-------|
| 2010 | 29              | 146            | 175   |
| 2011 | 29              | 150            | 179   |
| 2012 | 30              | 152            | 182   |
| 2013 | 30              | 153            | 183   |
| 2014 | 30              | 153            | 183   |
| 2015 | 30              | 141            | 171   |
| 2016 | 29              | 131            | 160   |
| 2017 | 26              | 123            | 149   |
|      | 233             | 1,149          | 1,382 |

Table 1. Number of observations in the final sample
that loss payments will be greater than the expected losses allowed for in the premiums are typically small in size (Sharpe and Stadnik, 2007). To examine the influence of vein, Caporale expect a positive relationship between size and the profitability on insurer risk, we divide profits after tax by total assets (i.e. ROA). Sharpe and Stadnik (2007) conclude that insurers with low ROA are at higher risk of failure. In the same parameter outcome is preferable. Moreover, we estimate and compare the explanatory power of the following multivariate empirical model for the Spanish insurance sector:

$$Y_{i,t} = \alpha + \beta \cdot FS_{i,t} + \theta \cdot D_{i,t} + \gamma \cdot I_t + \delta \cdot M_t + \varepsilon_{i,t}$$  \hspace{1cm} (10)$$

where $Y$ denotes the different approaches to estimating the $Z$-score (in logarithmic form) for insurer $i$ (i.e. Zs1 to Zs6) in year $t$; $FS_{i,t}$ denotes a set of firm-specific accounting variables that the literature has recognized as good predictors of insurer risk, $D_{i,t}$ represents two dummy variables that control for the specialization (life versus nonlife) and the organizational form (mutual versus stock company) of the insurer, $I_t$ represents a variable that accounts for the possible effect of industry concentrations on insurer risk, and $M_t$ denotes a set of year dummy variables that account for macroeconomic conditions and time-specific effects. In the regression above, $\alpha$ is the intercept term, and $\beta$, $\gamma$, $\theta$ and $\delta$ are vectors of coefficient estimates. Last, $\varepsilon_{i,t}$ is the disturbance term.

Table 2 summarizes the explanatory variables that are included in the present study and their expected $Z$-score signs—remember that the $Z$-score (i.e. the distance to default) operates in the opposite direction of insurer risk: the higher the $Z$-score is, the lower the risk.

We use the natural logarithm of total assets to account for the effect of size on risk and expect a positive relationship between size and the $Z$-score, as financially distressed insurers are typically small in size (Sharpe and Stadnik, 2007). To examine the influence of profitability on insurer risk, we divide profits after tax by total assets (i.e. ROA). Sharpe and Stadnik (2007) conclude that insurers with low ROA are at higher risk of failure. In the same vein, Caporale et al. (2017) report that highly profitable insurers are less likely to become insolvent because they manage their expenses effectively and can set competitive premium rates. We include the equity-to-total assets ratio to control for the effect of capitalization on insurer risk. When measuring default risk, the capital used to cover the insurance business is associated with higher levels of financial stability in the insurance sector. To account for the effect of reinsurance on the $Z$-score models, we use the ratio of reinsurance premiums paid to total premiums earned. Reinsurance allows insurers to transfer part of their risk to third parties and results in more predictable future losses, thereby reducing the probability of default (Shiu, 2011; Caporale et al., 2017). Consequently, we expect a positive relationship between the use of reinsurance by the insurer and the $Z$-score. We choose the share of equity securities in total assets to measure the effect of investment risk on insurer risk and expect a negative relationship between portfolio risk and our distance-to-default measures. Similar to Ho et al. (2013) and Altuntas and Rauch (2017), we proxy underwriting risk with the SD of the loss ratio, defined as incurred losses divided by premiums earned net of reinsurance, over the sample period. As stated by Cummins and Sommer (1996), underwriting risk refers to the risk that loss payments will be greater than the expected losses allowed for in the premiums.
The financial soundness of insurance firms

| Explanatory variable | Definition                                                                 | Expected sign | Data source                                      | References                                      |
|----------------------|-----------------------------------------------------------------------------|---------------|-------------------------------------------------|------------------------------------------------|
| Size                 | Natural log of total assets                                                 | +             | Authors’ calculation using DGSFP data            | Chen and Wong (2004), Pasiouras and Gaganis (2013), Shim (2017) |
| Profitability        | Profits after tax divided by total assets                                   | +             | Authors’ calculation using DGSFP data            | Sharpe and Stadnik (2007), Caporale et al. (2017) |
| Capitalization       | Equity-to-total assets ratio                                                | +             | Authors’ calculation using DGSFP data            | Shim (2011), Altuntas and Rauch (2017) |
| Reinsurance          | Reinsurance premiums paid divided by total premiums earned                  | +             | Authors’ calculation using DGSFP data            | Ho et al. (2013), Manka and Belgacem (2016), Caporale et al. (2017) |
| Portfolio risk       | Equity securities in the asset portfolio divided by total assets            | –             | Authors’ calculation using DGSFP data            | Cummins et al. (2017) |
| Underwriting risk    | SD of the loss ratio over the sample period, defined as incurred losses     | –             | Authors’ calculation using DGSFP data            | Altuntas and Rauch (2017) |
|                      |     divided by premiums earned                                              |               |                                                 |                                                 |
| Long-tailed business | Technical provisions (loss reserves) divided by incurred losses             | –             | Authors’ calculation using DGSFP data            | Sharpe and Stadnik (2007), de Haan and Kakes (2010), Ho et al. (2013) |
| Mutual               | Dummy variable that takes on a value of 1 for mutual companies              | +             | Authors’ calculation using DGSFP data            | Pasiouras and Gaganis (2013), Shim (2017), Altuntas and Rauch (2017) |
|                      |     and 0 otherwise                                                         |               |                                                 |                                                 |
| Life insurance       | Dummy variable that takes on a value of 1 if life technical provisions      | +             | Authors’ calculation using DGSFP data            | Chen and Wong (2004), Pasiouras and Gaganis (2013), Eling and Marek (2013) |
|                      |     are at least 80% of overall technical provisions and 0 otherwise        |               |                                                 |                                                 |
| Industry concentration | Herfindahl-Hirschman index, calculated as the sum of the squares of all     | ±             | MAPFRE (2018)                                   | Ho et al. (2013), Caporale et al. (2017) |
|                      |     insurance companies’ market shares in terms of premiums written         |               |                                                 |                                                 |
|                      |     (as a percentage)                                                       |               |                                                 |                                                 |
| Year dummies         | Dummy variables used to control for macroeconomic conditions and            |               |                                                 |                                                 |
|                      |     time-specific effects                                                   |               |                                                 |                                                 |

charged to policyholders. We thus anticipate a negative association between underwriting risk and the Z-score. To account for the effect of the time lag between the issuance and payment of claims on insurer risk, we use the ratio of technical provisions (i.e. loss reserves) over incurred losses. Long-tail lines of insurance (i.e. insurance with a longer time lag between
policy issuance and the payment of claims) may have a negative effect on insurer solvency because long-tail lines tend to generate less income from underwriting than shorter-tail lines (De Haan and Kakes, 2010). We therefore expect this variable to have a negative effect on the Z-score.

We account for the ownership structure of the firm and insurer specialization using two dummy variables [10]. Altuntas and Rauch (2017) report that mutual insurance firms have higher Z-score levels because their future cash flows are less risky. In addition, these authors state that the incentive to increase risk after issuing policies should be much lower for mutual insurers than for stock insurers due to their organizational structure. We also expect a positive coefficient for the dummy that identifies life insurance companies, as nonlife insurers are considered riskier than life insurance companies because they operate as “risk takers” (Chen and Wong, 2004). In the same vein, Gründl et al. (2016) consider nonlife insurers to be riskier because of the uncertainty of claim payments and the difficulty in predicting threats.

Finally, we measure industry concentration using the Herfindahl-Hirschman index. There is no consensus regarding the expected relationship between industry concentration and insurer risk. The “concentration-stability” view states that because large firms are likely to earn more profits due to their market power, a concentrated industry is more stable. Therefore, this view favors greater values for the Z-score. However, the “concentration-fragility” view affirms that the too-big-to-fail protective mechanism may lead to excessive risk-taking by managers (Moreno et al., 2020), resulting in lower values of the Z-score. In this vein, Shim (2017) shows that a higher market concentration is associated with decreased financial stability in the US property-liability insurance industry.

4. Results

4.1 Analysis of the different Z-score measures

Table 3 reports some descriptive statistics for the six different time-varying Z-score measures. The results for Zs1, Zs3, Zs4, and Zs5 are very similar, with means (as calculated per insurer) in the interval of 3.693–3.787. Zs2 presents a higher mean and SD. Zs6, on the other hand, has results that are very different from those of the other measures, with average means and standard deviations in a lower range as well as a smaller average coefficient of variation (0.320). We also observe that mutual insurance companies present higher mean values than stock companies for each of the six Z-score measures considered. Similarly, we find differences in these measures between life and nonlife specialized insurers, although in this case, they are not as large as in the former. Finally, the lowest average Z-score is reported in 2010, whereas the highest Z-score mean values are found in 2016 and 2017, which is in line with the improvements in the Spanish economy.

Table 4 presents the average correlation coefficients of our six different Z-score measures, confirming the existence of three clusters: Zs1, Zs3, Zs4, and Zs5 have correlation coefficients close to 1, whereas the coefficients for Zs2 and Zs6 are much lower.

Table 5 shows the results of the weighted average RMSE for each of the components of the Z-scores considered in the current study (i.e. Zs1–Zs6), indicating that Zs6 is the Z-score measure that best fits the data. Therefore, according to this criterion, the best way to calculate the Z-score is using the values of ROA and Eq/TA in current period t together with the SD of ROA calculated over the full sample, as proposed by Beck and Laeven (2006) and Hesse and Cihák (2007).

In Table 6, we estimate and compare the explanatory power of the six Z-score measures considered. First, however, we perform a multicollinearity analysis for the previously selected independent variables (see Table 7). We confirm that collinearity is
|                    | Zs1 | Zs2 | Zs3 | Zs4 | Zs5 | Zs6 |
|--------------------|-----|-----|-----|-----|-----|-----|
| **Full sample**    |     |     |     |     |     |     |
| Mean               | 3.787 | 4.232 | 3.772 | 3.780 | 3.693 | 3.085 |
| SD                 | 1.290 | 1.594 | 1.297 | 1.307 | 1.268 | 0.995 |
| Min                | -2.642 | -1.967 | -2.759 | -1.967 | -0.389 | -2.843 |
| Max                | 9.817 | 11.927 | 9.833 | 9.817 | 9.825 | 8.168 |
| **Mutual**         |     |     |     |     |     |     |
| Mean               | 4.329 | 4.785 | 4.307 | 4.327 | 4.282 | 3.517 |
| SD                 | 1.255 | 1.488 | 1.252 | 1.258 | 1.240 | 0.927 |
| **Stock companies**|     |     |     |     |     |     |
| Mean               | 3.677 | 4.120 | 3.663 | 3.669 | 3.573 | 2.998 |
| SD                 | 1.299 | 1.593 | 1.280 | 1.290 | 1.241 | 0.985 |
| **Nonlife specialized insurers**|     |     |     |     |     |     |
| Mean               | 3.786 | 4.200 | 3.768 | 3.776 | 3.651 | 3.059 |
| SD                 | 1.277 | 1.548 | 1.295 | 1.303 | 1.334 | 1.143 |
| **Life specialized insurers**|     |     |     |     |     |     |
| Mean               | 3.790 | 4.319 | 3.781 | 3.789 | 3.708 | 3.095 |
| SD                 | 1.323 | 1.710 | 1.306 | 1.320 | 1.243 | 0.933 |
| **2010**           |     |     |     |     |     |     |
| Mean               | 3.585 | 4.004 | 3.610 | 3.598 | 3.521 | 3.007 |
| SD                 | 1.342 | 1.662 | 1.246 | 1.274 | 1.233 | 1.070 |
| **2011**           |     |     |     |     |     |     |
| Mean               | 3.791 | 4.235 | 3.794 | 3.781 | 3.707 | 3.032 |
| SD                 | 1.311 | 1.588 | 1.302 | 1.340 | 1.283 | 0.972 |
| **2012**           |     |     |     |     |     |     |
| Mean               | 3.759 | 4.258 | 3.731 | 3.754 | 3.659 | 3.055 |
| SD                 | 1.392 | 1.748 | 1.391 | 1.399 | 1.330 | 1.009 |
| **2013**           |     |     |     |     |     |     |
| Mean               | 3.751 | 4.277 | 3.696 | 3.724 | 3.614 | 3.108 |
| SD                 | 1.304 | 1.648 | 1.346 | 1.375 | 1.314 | 0.974 |
| **2014**           |     |     |     |     |     |     |
| Mean               | 3.772 | 4.077 | 3.753 | 3.766 | 3.670 | 3.116 |
| SD                 | 1.197 | 1.444 | 1.244 | 1.228 | 1.229 | 0.925 |
| **2015**           |     |     |     |     |     |     |
| Mean               | 3.768 | 4.226 | 3.758 | 3.766 | 3.680 | 3.110 |
| SD                 | 1.197 | 1.498 | 1.191 | 1.214 | 1.180 | 0.999 |
| **2016**           |     |     |     |     |     |     |
| Mean               | 3.939 | 4.352 | 3.929 | 3.933 | 3.854 | 3.131 |
| SD                 | 1.262 | 1.585 | 1.267 | 1.282 | 1.248 | 1.017 |
| **2017**           |     |     |     |     |     |     |
| Mean               | 3.975 | 4.481 | 3.946 | 3.957 | 3.882 | 3.136 |
| SD                 | 1.282 | 1.532 | 1.375 | 1.323 | 1.309 | 1.002 |

**Note(s):** This table reports descriptive statistics for six different Z-score measures. Zs1 is defined in Equation [3], Zs2 is defined in Equation [4], Zs3 is defined in Equation [5], Zs4 is defined in Equation [6], Zs5 is defined in Equation [7], and Zs6 is defined in Equation [8]. All of these measures are calculated in logarithms. Our final dataset comprises 183 insurers (1,382 observations) operating in the Spanish insurance sector during the period 2010–2017.

**Table 3.** Descriptive statistics of the different Z-score metrics.
not a problem by calculating the variance inflation factor (VIF); the calculated value for this factor is less than 4 (and close to 1) for most of the variables [11]. The regression model that uses $Z_s6$ presents the highest explanatory power, with values for the adjusted $R^2$ slightly higher than 30%. The rest of the models exhibit values close to 20%, except for $Z_s2$, for which the adjusted $R^2$ falls to 12%. Therefore, we confirm that the $Z_s6$ model is the best option for explaining insurer risk, in accordance with the results reported by the RMSE criterion [12].

4.2 Analysis of the determinants of insurer risk

Because some of the firm-specific factors that influence insurer risk may be endogenous (e.g. insurers might need to increase their capital ratio if they become riskier) and others are difficult to measure or identify in an equation (e.g. managerial ability), in Table 8, we report the results of our baseline equation using the system-GMM estimator developed by Arellano and Bover (1995) and Blundell and Bond (1998) for dynamic panel data models. The persistence of risk has been well documented in the banking literature (e.g. Baselga-Pascual et al., 2015). We are able to use the system-GMM method because we have information on all of the analyzed variables for at least five consecutive years for each insurer [13]. As proposed

### Table 4.
Correlation coefficients for the different Z-score metrics

|        | $Z_s1$ | $Z_s2$ | $Z_s3$ | $Z_s4$ | $Z_s5$ | $Z_s6$ |
|--------|--------|--------|--------|--------|--------|--------|
| $Z_s1$ | 1      |        |        |        |        |        |
| $Z_s2$ | 0.7853*** | 1      |        |        |        |        |
| $Z_s3$ | 0.9863*** | 0.7756*** | 1        |        |        |        |
| $Z_s4$ | 0.9843*** | 0.7825*** | 0.9928*** | 1      |        |        |
| $Z_s5$ | 0.9821*** | 0.7688*** | 0.9910*** | 0.9841*** | 1        |        |
| $Z_s6$ | 0.6885*** | 0.5398*** | 0.6711*** | 0.6831*** | 0.6609*** | 1        |

**Note(s):** This table reports the pairwise correlation coefficients for six different Z-score measures. $Z_s1$ is defined in Equation [3], $Z_s2$ is defined in Equation [4], $Z_s3$ is defined in Equation [5], $Z_s4$ is defined in Equation [6], $Z_s5$ is defined in Equation [7] and $Z_s6$ is defined in Equation [8]. All of these measures are calculated in logarithms. Our final dataset comprises 183 insurers (1,382 observations) operating in the Spanish insurance sector during the period 2010–2017. ***indicates significance at the 1 percent level

### Table 5.
Root mean squared error for the components of the different Z-score approaches

| Z-score | ROA$_t$ | ROA$μ_3$ | Eq/TA$_t$ | Eq/TA$μ_3$ | $σ$ROA$_2$ | $σ$ROA$_3$ | $σ$ROA$_T$ |
|---------|---------|---------|-----------|-----------|-----------|-----------|-----------|
| $Z_s1$  | 1.2781  | 1.2423  | 1.5630    | 1.3402    | 1.0464    |           |           |
| $Z_s2$  | 1.5843  | 1.5630  | 1.2530    | 1.0219    | 1.0297    | 1.0484    |           |
| $Z_s3$  | 1.2702  | 1.2599  |           |           |           |           | 0.8203    |
| $Z_s4$  | 1.2775  | 1.2599  | 1.2134    |           |           |           | 0.8203    |
| $Z_s5$  | 1.2682  | 1.2775  |           |           |           |           |           |
| $Z_s6$  | 0.9729  | 0.9174  | 0.9174    |           |           |           |           |

**Note(s):** This table reports the average root mean squared error (RMSE) for the components of the different Z-score approaches. Our final dataset comprises 183 insurers (1,382 observations) operating in the Spanish insurance sector during the period 2010–2017. $Z_s1$ is defined in Equation [3], $Z_s2$ is defined in Equation [4], $Z_s3$ is defined in Equation [5], $Z_s4$ is defined in Equation [6], $Z_s5$ is defined in Equation [7] and $Z_s6$ is defined in Equation [8]. $ROA_t$ is the value of ROA in year $t$, $ROA_{μ_3}$ is the three-year moving average of ROA, $Eq/TA_t$ is the value of the equity-to-total assets ratio in year $t$, $Eq/TA_{μ_3}$ is the three-year moving average of $Eq/TA_t$, $σROA_2$ is the two-year moving SD of ROA, $σROA_3$ is the three-year moving SD of ROA, and $σROA_T$ is the SD of ROA calculated over the whole period. The minimum average RMSE is highlighted in italics.
by Windmeijer (2005), we employ a two-step estimation procedure with finite-sample corrected standard errors, which provides less biased coefficient estimates and more accurate standard errors. We treat insurer characteristics (except their organizational form and their specialization) as endogenous variables by using suitable instruments for both the equation in levels and the equation in differences [14]. Industry concentration and macroeconomic control variables (i.e. year dummies) are considered strictly exogenous. We verify the validity of the instruments by using Hansen’s J-test of overidentifying restrictions.

The higher values of the lagged dependent variables (except for the Zs2 regression) confirm the dynamic character of the model specification, indicating strong persistence; i.e. the adjustment of risk is very slow. As expected, the regression coefficients indicate a positive relationship between size and the Z-score; i.e. larger firms are less risky than

| Variables         | (1)    | (2)     | (3)      | (4)     | (5)     | (6)    |
|-------------------|--------|---------|----------|---------|---------|--------|
| Size              | 0.153*** | 0.157*** | 0.139*** | 0.155*** | 0.128*** | 0.145*** |
| Profitability     | 3.388**  | 3.906**  | 2.642     | 3.213*  | 0.189   | 3.982*** |
| Capitalization    | 2.697*** | 2.716*** | 2.635***  | 2.743*** | 2.691*** | 2.819*** |
| Reinsurance       | -0.198  | -0.086  | -0.234    | -0.238  | -0.214  | 0.345   |
| Portfolio risk    | 0.641   | 0.391   | 0.691     | 0.636   | 0.676   | 0.574   |
| Underwriting risk | -0.116  | -0.079  | -0.140    | -0.126  | -0.128  | -0.221*** |
| Long-tailed       | 0.013   | 0.025   | 0.016     | 0.015   | 0.017   | 0.015   |
| Business          | 0.026   | 0.027   | 0.026     | 0.026   | 0.026   | 0.024   |
| Mutual            | 0.633*** | 0.662*** | 0.611***  | 0.643*** | 0.596*** | 0.418*** |
| Life insurance    | 0.680*** | 0.699*** | 0.691***  | 0.693*** | 0.613*** | 0.719*** |
| Industry          | -0.001  | -0.003  | 0.000     | 0.000   | 0.000   | 0.000   |
| Concentration     | 0.002   | 0.003   | 0.002     | 0.002   | 0.002   | 0.000   |
| Constant          | -0.046  | 1.192   | -0.412    | -0.452  | -0.128  | -1.123  |
| Year dummies      | Yes     | Yes     | Yes       | Yes     | Yes     | Yes     |
| Clustering level  | Firm    | Firm    | Firm      | Firm    | Firm    | Firm    |
| Number of         | 1,382   | 1,382   | 1,382     | 1,382   | 1,382   | 1,382   |
| observations      |         |         |           |         |         |         |
| Number of         | 183     | 183     | 183       | 183     | 183     | 183     |
| firms             |         |         |           |         |         |         |
| R²                | 19.47%  | 12.99%  | 18.23%    | 19.33%  | 18.64%  | 32.60%  |
| Adjusted R²       | 18.53%  | 11.97%  | 17.27%    | 18.38%  | 17.69%  | 31.81%  |
| F-value           | 7.97    | 6.85    | 8.02      | 8.16    | 9.06    | 12.41   |
|                   | (16, 182) | (16, 182) | (16, 182) | (16, 182) | (16, 182) | (16, 182) |

Note(s): This table reports the ordinary least squares (OLS) regressions for different Z-score measures for the Spanish insurance sector during the period 2010–2017. Zs1 is defined in Equation [3], Zs2 is defined in Equation [4], Zs3 is defined in Equation [5], Zs4 is defined in Equation [6], Zs5 is defined in Equation [7], and Zs6 is defined in Equation [8]. The dependent variable is included in its logarithmic form. See Table 2 for a description of the independent variables. Robust standard errors, which are clustered by firms, are reported in parentheses. Significance levels are indicated as follows: *** = significance at the 1 percent level, ** = significance at the 5 percent level, and * = significance at the 10 percent level. The explanatory power of the model is highlighted in Italic.

| Variables | (1) | (2) | (3) | (4) | (5) | (6) |
|-----------|-----|-----|-----|-----|-----|-----|
| Size      | 0.153*** | 0.157*** | 0.139*** | 0.155*** | 0.128*** | 0.145*** |
| Profitability | 3.388**  | 3.906**  | 2.642     | 3.213*  | 0.189   | 3.982*** |
| Capitalization | 2.697*** | 2.716*** | 2.635***  | 2.743*** | 2.691*** | 2.819*** |
| Reinsurance | -0.198  | -0.086  | -0.234    | -0.238  | -0.214  | 0.345   |
| Portfolio risk | 0.641   | 0.391   | 0.691     | 0.636   | 0.676   | 0.574   |
| Underwriting risk | -0.116  | -0.079  | -0.140    | -0.126  | -0.128  | -0.221*** |
| Long-tailed | 0.013   | 0.025   | 0.016     | 0.015   | 0.017   | 0.015   |
| Business | 0.026   | 0.027   | 0.026     | 0.026   | 0.026   | 0.024   |
| Mutual | 0.633*** | 0.662*** | 0.611***  | 0.643*** | 0.596*** | 0.418*** |
| Life insurance | 0.680*** | 0.699*** | 0.691***  | 0.693*** | 0.613*** | 0.719*** |
| Industry | -0.001  | -0.003  | 0.000     | 0.000   | 0.000   | 0.000   |
| Concentration | 0.002   | 0.003   | 0.002     | 0.002   | 0.002   | 0.000   |
| Constant | -0.046  | 1.192   | -0.412    | -0.452  | -0.128  | -1.123  |
| Year dummies | Yes     | Yes     | Yes       | Yes     | Yes     | Yes     |
| Clustering level | Firm    | Firm    | Firm      | Firm    | Firm    | Firm    |
| Number of observations | 1,382   | 1,382   | 1,382     | 1,382   | 1,382   | 1,382   |
| Number of firms | 183     | 183     | 183       | 183     | 183     | 183     |
| R² | 19.47%  | 12.99%  | 18.23%    | 19.33%  | 18.64%  | 32.60%  |
| Adjusted R² | 18.53%  | 11.97%  | 17.27%    | 18.38%  | 17.69%  | 31.81%  |
| F-value | 7.97    | 6.85    | 8.02      | 8.16    | 9.06    | 12.41   |
|                   | (16, 182) | (16, 182) | (16, 182) | (16, 182) | (16, 182) | (16, 182) |

Table 6. Comparative analysis of the Z-score models
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smaller firms, supporting previous findings in the literature (Chen and Wong, 2004; Pasiouras and Gaganis, 2013; Shim, 2017). We demonstrate a strong positive relationship between ROA and the Z-score but only when Zs6 is used as the dependent variable. This result supports the hypothesis that highly profitable insurers are less likely to become insolvent because they manage expenses effectively and can set competitive premium rates (Caporale et al., 2017). The relationship with capitalization, as measured by the equity-to-total assets ratio, is positive and statistically significant in all of the analyzed models. This finding corroborates the hypothesis that more capitalized insurers have higher Z-scores, in line with Shim (2011) and Altuntas and Rauch (2017). We also report that a greater use of reinsurance may increase the financial soundness of firms; i.e. higher levels of reinsurance result in lower insurer risk by transferring part of this risk to third parties (as found by Alhassan and Biekpe, 2018). However, this result applies only to the Zs6 approach and has low statistical significance. The positive coefficient we find for the dummy that identifies mutual insurance companies is in accordance with the hypothesis that mutual companies are more financially stable than stock insurers because in mutual companies, the policyholders are also the owners of the firms. Therefore, managers’ incentives to increase asset risk are lower in mutual companies than in stock firms (Shim, 2017). Similar to Pasiouras and Gaganis (2013), we also find a positive coefficient for the dummy that identifies life insurance companies, corroborating the hypothesis that life insurers are more financially stable than nonlife insurance companies, which may operate as ‘risk takers’. The relationship between industrial concentration and the Z-score is negative and significant only for the Zs6 approach. This result supports the concentration-fragility view, providing empirical evidence against the tendency toward increasing concentration that the Spanish insurance market is currently experiencing. Finally, we do not find statistical significance for the variables that measure portfolio risk, underwriting risk or whether a business is long-tailed in any of the six models considered.

Once again, we observe that the Z-score measure that incorporates the most statistically significant variables in the risk model is the one that combines the current values of ROA and capitalization with the SD of ROA calculated over the full period.

**Table 7.** Variance inflation factors for the variables included in the Z-score regressions presented in Table 6. See Table 2 for a description of the variables

| Variable                      | VIF  |
|-------------------------------|------|
| Industry concentration        | 6.010|
| Year 2016                     | 3.870|
| Year 2017                     | 3.200|
| Capitalization                | 3.010|
| Size                          | 2.480|
| Life insurance                | 2.070|
| Long-tailed business          | 1.830|
| Year 2015                     | 1.740|
| Year 2011                     | 1.560|
| Year 2012                     | 1.370|
| Year 2014                     | 1.360|
| Underwriting risk             | 1.230|
| Mutual                        | 1.200|
| Reinsurance                   | 1.170|
| Portfolio risk                | 1.150|
| Profitability                 | 1.110|
| Mean VIF                      | 2.150|

**Note(s):** This table reports the variance inflation factors (VIFs) for the variables included in the Z-score regressions presented in Table 6. See Table 2 for a description of the variables.
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| Variables       | (1)    | (2)    | (3)    | (4)    | (5)    | (6)    |
|-----------------|--------|--------|--------|--------|--------|--------|
| Lagged dependent| 0.581***| 0.229***| 0.666***| 0.615***| 0.647***| 0.749***|
| Size            | 0.159***| 0.186***| 0.127***| 0.156***| 0.126***| 0.097***|
| Profitability   | 2.156*  | 2.294   | 0.261   | 2.050   | -0.268  | 2.865***|
| Capitalization  | 1.973***| 3.058***| 1.638***| 1.971***| 1.714***| 1.158***|
| Reinsurance     | 0.009   | -0.247  | -0.141  | -0.086  | -0.066  | 0.138*  |
| Portfolio risk   | -0.177  | -0.499  | -0.122  | -0.148  | -0.076  | -0.078  |
| Underwriting risk| -0.050  | 0.041   | 0.003   | -0.022  | -0.065  | -0.023  |
| Long-tailed business | 0.023   | 0.016   | 0.001   | -0.003  | 0.001   | -0.009  |
| Mutual          | 0.249** | 0.402** | 0.163   | 0.254** | 0.165   | 0.159***|
| Life insurance  | 0.358***| 0.515*  | 0.242   | 0.334*  | 0.266   | 0.245** |
| Industry concentration | 0.001   | -0.001  | 0.001   | 0.001   | -0.001***|
| Constant        | -2.687  | -1.256  | -2.520**| -2.925**| -1.754  | -1.290***|
| Year dummies    | Yes     | Yes     | Yes     | Yes     | Yes     | Yes     |
| z₁              | 36.24   | 5.50    | 30.93   | 35.01   | 31.14   | 31.87   |
| z₂              | (9, 182)| (9, 182)| (9, 182)| (9, 182)| (8, 182)| (9, 182)|
| m₁              | -6.84   | -6.71   | -6.94   | -6.87   | -6.86   | -2.96   |
| m₂              | -1.18   | 0.17    | -0.75   | -1.12   | -0.75   | 0.85    |
| Hansen          | 169.26 (204) | 165.26 (204) | 161.05 (204) | 167.22 (204) | 163.37 (204) | 174.25 (204) |
| Number of observations | 1,382   | 1,382   | 1,382   | 1,382   | 1,382   | 1,382   |
| Number of firms  | 183     | 183     | 183     | 183     | 183     | 183     |

Note(s): This table presents the determinants of insurer risk in the Spanish insurance sector (2010-2017) according to different Z-score measures. Z₁ is defined in Equation [3], Z₂ is defined in Equation [4], Z₃ is defined in Equation [5], Z₄ is defined in Equation [6], Z₅ is defined in Equation [7], and Z₆ is defined in Equation [8]. The dependent variable is included in its logarithmic form. See Table 2 for a description of the independent variables. We use the system-GMM estimator developed by Arellano and Bover (1995) and Blundell and Bond (1998). Except for Mutual, Life insurance, Industry concentration and Year dummies, all variables are considered endogenous in our model. In model (5), Industry concentration is dropped due to collinearity. We report heteroskedasticity-consistent asymptotic standard errors in parentheses, and significance levels are indicated as follows: *** = significance at the 1 percent level, ** = significance at the 5 percent level, and * = significance at the 10 percent level. z₁ and z₂ are Wald tests of the joint significance of the reported coefficients for the continuous and dummy explanatory variables, respectively, asymptotically distributed along an F distribution under the null hypothesis of no significance, with degrees of freedom in parentheses. m₁ is a serial correlation test of order 1 using residuals in first differences, asymptotically distributed as N(0,1) under the null hypothesis of no serial correlation. Hansen is the test of the overidentifying restrictions, asymptotically distributed along a χ² distribution under the null hypothesis of no correlation between the instruments and the error term, with degrees of freedom in parentheses.
5. Conclusions
Bearing in mind the increasing relevance of risk supervision in the insurance sector, this paper aims to explore insurers’ financial soundness from a wider perspective, considering factors beyond capitalization or the particular event of bankruptcy. The Z-score, which has been widely used in the banking literature, can be considered an appropriate alternative measure of risk and thus a good indicator of the financial soundness of insurance firms. This measure relates the insurer’s capital level to variability in its returns, revealing how much variability in returns can be absorbed by capital without the firm becoming insolvent. Higher Z-scores are indicative of a higher distance-to-default ratio and thus greater financial soundness.

By comparing six different approaches to calculating the Z-score with a final dataset of 183 insurers (1,382 observations) operating in the Spanish insurance sector during the period 2010–2017, we find that the best measure for calculating the Z-score is the one that combines current ROA and capitalization values with the SD of ROA calculated over the full period. This approach (i.e. Zs6) has the advantage of enabling the construction of time-varying Z-scores that do not require initial observations to be dropped (Lepetit and Strobel, 2013).

Information provided by the Z-score, in addition to that given by more complex risk-based models, may be helpful for microprudential supervision. Moreover, because this indicator uses accounting data, its results are easily verifiable, providing insurance regulators with a better understanding of risk factors for both listed and unlisted insurance companies [15]. Nevertheless, the use of an accounting measure has some disadvantages that need to be considered. First, its reliability depends on the quality of the underlying accounting and auditing framework. Second, the Z-score has limitations in the macroprudential monitoring framework because accounting-based measures do not capture systemic risk, although this element may be less relevant in the insurance sector.

Notes
1. “In order to promote good risk management and align regulatory capital requirements with industry practices, the Solvency Capital Requirement should be determined as the economic capital to be held by insurance and reinsurance undertakings in order to ensure that ruin occurs no more often than once in every 200 cases or, alternatively, that those undertakings will still be in a position, with a probability of at least 99.5%, to meet their obligations to policyholders and beneficiaries over the following 12 months. That economic capital should be calculated on the basis of the true risk profile of those undertakings, taking account of the impact of possible risk-mitigation techniques, as well as diversification effects”. [Directive 2009/138/EC of the European Parliament and of the Council of 25 November 2009 on the taking-up and pursuit of the business of insurance and reinsurance (Solvency II) (recast)].

2. Chen and Wong (2004), Sharpe and Stadnik (2007) and Caporale et al. (2017) focus on the particular event of insolvency or bankruptcy and propose models to identify or predict insurers experiencing financial distress. However, researchers undertaking this kind of analysis face the difficulty of finding data on the insolvency of insurance firms—the majority of these companies decide to transfer their business to other insurance firms or to just stop underwriting new business instead of becoming “insolvent” (Caporale et al., 2017).

3. Bongini et al. (2018) test the reliability of seven different versions of the Z-score in detecting periods of banking crisis on a sample of 20 Central, Eastern and Southeastern European (CESEE) countries during 1995–2014.

4. However, unlike banks, insurers are not the primary drivers of systemic risk. They are not part of the financial payment system and rarely interact with other insurers (except through reinsurance). This contrasts with banks, as they are primary lenders to other banks and thus are highly interconnected (Rudolph, 2017).

5. The three-year rolling window in the SD calculation avoids the problem that Z-scores are exclusively driven by changes in ROA and Eq/TA (Schaeck et al., 2012). Although the use of a
longer period for the calculation of the SD could result in more reliable Z-scores, we must consider the loss of observations created by imposing a stronger requirement (Pasiouras and Gaganis, 2013).

6. Gaganis et al. (2019) use this Z-score metric to investigate the interplay between national culture and risk in insurance firms.

7. The database is available at: http://www.dgsfp.mineco.es/es/Entidades/balancesycuentas/Paginas/Balancescuentasentidadesaseguradoras.aspx

8. This restriction does not apply if we estimate the Z-score by combining the values of ROA and capital in current period $t$ with the SD of ROA calculated over the full period (2008–2017). However, because we want to compare different Z-score measures, we use the same observations in all of the analyses.

9. We take the natural logarithms of all the Z-score measures to control for the skewness exhibited by the original variables (Laeven and Levine, 2009; Liu et al., 2013; Chiaramonte et al., 2016).

10. We use the same criteria as the DGSFP (2018) to differentiate between life and nonlife specialized insurers.

11. The only variable that has a VIF higher than 4 is the HHI, which is used to account for industry concentration (and has a value close to 6). We regress our models with alternative variables (e.g. the concentration ratio CR5) and even without including that variable, each of which leaves our conclusions practically unchanged.

12. Although the explanatory power (as measured by the adjusted $R^2$) of the risk models considered is not very high, our results are very similar to those found by Shim (2011), Fields et al. (2012), Altuntas and Rauch (2017) and Cummins et al. (2017), among others.

13. This is a required condition to test for the absence of second-order serial correlation.

14. We also estimate regressions in which the organizational form and/or the specialization are considered endogenous variables. The results barely differ from those previously obtained.

15. Plantin and Rochet (2007) state that “prudential ratios should be defined simply and derived from public accounts, because these accounts are easily verifiable”.
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