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\textbf{ABSTRACT}  Chest X-ray is a prevalent medical imaging modality for detecting lung diseases. The clinical analysis of X-ray images is usually conducted by radiologists, who represent valuable human resources. In practice, situations with insufficient radiologists to timely analyze large quantities of X-ray data are very common. Accordingly, developing an automated computer-aided lung disease classification system is beneficial to facilitate diagnoses. However, due to restrictions of costs and time, collecting large amounts of accurately labeled X-ray images to train a machine learning based diagnosis system is challenging. Another limitation is the class imbalances present in datasets. Facing these challenges, we investigate the effectiveness of using generative models, particularly generative adversarial networks (GANs), to synthesize new data to tackle the issue of data paucity and class imbalances. To this end, it should be noted that few existing works have studied the effect of generated image quality on the performance of different learning models, particularly in medical imaging. Therefore, the current paper represents one of the first comprehensive investigations into the impact of synthetic image generation on classifier performance, which is empirically elucidated by a comparative analysis of a simpler deep convolutional GAN to a more complex progressive GAN design. Another contribution of this paper is a multi-scale convolutional neural network (CNN) architecture, which can take advantage of image features at different scales for better learning from scratch. Altogether, to verify the robustness of using GANs to augment datasets, we compare various data augmentation approaches, when applied to different network architectures, including transfer learning, learning-from-scratch CNNs, state-of-the-art ResNet, EfficientNet, DenseNet, and the proposed multi-scale CNN. Specifically, testing on two publicly available datasets, the obtained results show that using finer images synthesized from GANs with the proposed multi-scale CNN achieved good classification performance, under a wide range of operating conditions.

\textbf{INDEX TERMS}  Chest X-ray, imbalanced datasets, GANs, CNN, deep learning.

I. INTRODUCTION

The development of computer vision and machine learning algorithms, particularly deep learning methods, has gained increasing attention in medical imaging research. Chest X-ray (CXR) is an indispensable medical imaging modality for screening lung abnormalities. The current research literature related to developing an automated computer-aided diagnosis (CAD) system with CXR images, is unfortunately not well developed and rather lacking. A major underlying reason is the scarcity of large well-labeled CXR datasets to effectively train systems based on supervised machine learning. Indeed, obtaining large labeled medical datasets usually requires costly resources (e.g., professional radiologists are recruited to generate ground truth). Moreover, as a second major challenge, the classes of the available datasets are often
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imbalanced. Using an imbalanced dataset to train a machine learning system directly would lead to biased results. How to make full use of the limited and imbalanced medical datasets to design an effective CAD system remains an open problem.

In this research field, published methodologies can be generally classified into two categories: (1) transfer learning, and (2) training from scratch. A typical transfer learning approach involves using a general pre-trained network as a feature extractor to generate suitable image features, followed by refining the network with a small set of labeled data samples, which are specific to a certain target application domain. Although transfer learning can learn transferable knowledge without a large labeled dataset, the domain shift between the source and target domains, along with overfitting risks, may cause inferior performance on the target domain. By contrast, training from scratch methods are less susceptible to these effects. However, these latter methods often require large labeled datasets for training. To generate a larger dataset, data augmentation is a commonly used strategy. As for the second challenge of class imbalances, resampling the original datasets, either by under-sampling the majority class or over-sampling the minority class, has been the common solution. However, given that available medical datasets are typically limited, over-sampling the minority class is primarily considered to increase the size of datasets.

The most widely used method for augmenting image datasets is geometrical transformation, including flipping, rotation and affine transformations. More recently, generative models, such as generative adversarial networks (GANs), have emerged as potential alternatives for creating new images to augment the training dataset. For instance, Frid-Adar et al. [1] showed that augmenting the dataset with generated medical images from GANs has the potential to improve the performance of a convolutional neural network (CNN), for the liver lesion classification task. The liver lesion datasets in [1] are computed tomography images with a size of $64 \times 64$, which can be identified even by non-experts. However, for CXRs, the image size is often larger and with more details that are difficult to discern without domain-specific radiological knowledge. Therefore, generating CXR images from GANs is considerably more challenging. Apart from methods for directly synthesizing images, the authors in [2] proposed an algorithm called SMOTE to generate synthetic examples in the feature space. They showed that the SMOTE algorithm can improve the performance of traditional classifiers compared to when using under-sampling methods. The authors in [3] applied the SMOTE algorithm with the SVM classifier to reduce the impacts of class imbalances for the task of detecting intestinal contractions. However, handcrafted features and domain-specific knowledge are always required for using SMOTE. By contrast, deep CNNs have the capacity to learn feature representations directly from data, which offer a significant design advantage over traditional machine learning methods.

In our previous paper [4], we explored the effectiveness of using generated images from GANs to augment the limited and imbalanced CXR dataset for automated lung disease classification. Although we showed that the deep CNNs with synthetic images from GANs have a significant potential for medical image applications, some issues and questions remain to be explored. First, how does the image quality (of the synthetic images) affect the overall classifier performance? Second, how should the CNNs be designed, in conjunction with data augmentation, for better feature representation capacity? Third, can all types of learning models (i.e., transfer learning or learning from scratch) perform better as a result of data augmentation using GANs, or is there an inherent behavioral difference between different learning models? It should be noted that, in a more general context, the answers to these questions have thus far been largely elusive in the machine learning literature. And more specifically for the CXR application scenarios, very few works have directly addressed or tackled these questions.

Therefore, as a major extension of our previous work [4], the high-level novelty and contributions of this paper are two-fold: (1) to provide the first comprehensive exposition of the above questions, with observations and insights based on empirical investigations; (2) to propose effective GAN-based solutions that lead to overall system performance improvement, with practical evaluation using CXR datasets. Accordingly, the specific task-based contributions can be summarized as follows:

- We investigate the feasibility of deploying a more complex GAN, namely the progressive growing GAN (PGGAN) [5], to synthesize medical images with higher resolution and finer quality for augmenting imbalanced and limited medical imaging datasets.
- We study the impact of synthetic GAN image quality on the classifier performance, thus quantifying the importance of image quality with respect to data augmentation.
- We propose a multi-scale CNN architecture with the capability of fusing information from image features at different scales. It will be demonstrated that the proposed CNN architecture exhibits good performance, with reduced number of parameters and training time, compared to those from the CNN used in our previous work [4].
- We analyze the performance differences of different types of learning models using augmented images from GANs, in order to provide a better understanding of model selection when applying GANs for addressing the data paucity and class imbalances in medical applications.
- We compare the classification performance of the proposed multi-scale CNN with different state-of-the-art CNNs, using two public CXR image datasets. It will be shown that the imbalance issue can be better remedied by our proposed CNN model, in conjunction with a data augmentation strategy that leverages finer (i.e., higher quality) synthetic images from GANs.
The rest of the paper is organized as follows. Section II discusses related works. Then, the datasets and methods are presented in Section III. Section IV describes the experimental evaluation metrics, along with specific training details of different methods. Next, experimental results and comparisons with various learning methods on real datasets are reported in Section V. Lastly, result discussions and conclusions are presented in Sections VI and VII, respectively.

II. RELATED WORKS

A. CAD METHODS FOR LUNG DISEASE RECOGNITION USING CXR IMAGES

In the context of CAD using CXR images, the authors in [6] proposed an adaptive attention network (AANet), which should be capable of adaptively extracting COVID-19 signs from infected CXR images. Experimental results on three public datasets showed that the proposed AANet outperformed other state-of-the-art methods. However, AANet requires a more complex architecture than a regular CNN. Recently, several works [7], [8], [9] investigated the classification performance of using transfer learning on CXR datasets. Reference [7] showed that fine-tuning a pre-trained Inception V3, trained on ImageNet, can generate promising results on the CXR dataset. However, medical images are often in grayscale and contain a single channel, whereas the inputs of the pre-trained networks trained by natural images often assume 3 channels. Accordingly, in order to fit the pre-trained nets, transforming the grayscale medical image into a three-channel pseudo-color image is always required before feeding the data to the nets. To figure out the difference between fine-tuning a network pre-trained with grayscale version vs. one pre-trained with RGB version, the authors in [8] first trained a ConvNet with the ImageNet in grayscale, and then fine-tuned the ConvNet on two CXR datasets. The results in [8] indicated that using a neural net pre-trained on grayscale ImageNet would gain better accuracy and take less computation time. The diagnosis system in [7] and [8] achieved AUC scores above 0.72 for classifying normal and abnormal CXRs. However, the issue of class imbalances was not addressed. The authors in [9] used four popular CNNs to extract deep features from CXR and computed tomography (CT) images, and subsequently processing these features with different traditional machine learning models to recognize COVID-19 cases. The obtained experimental results showed that linear SVM and multilayer perceptron achieved better disease recognition accuracy than other approaches for both CXR and CT images. It should be noted that this work also did not explicitly address the issue of class imbalances.

B. GENERATIVE ADVERSARIAL NETWORKS

GANs are a sub-category of generative models and were first proposed by Goodfellow et al. [10]. A GAN consists of main two parts: generator and discriminator. The goal of the generator, once properly trained, is to synthesize new fake images that are sufficiently “believable” so as to fool the discriminator. Meanwhile, the discriminator is also trained to have good discernment in differentiating real from fake images. The two modules will be trained until a balance is achieved between the generator and discriminator. As mentioned above, the authors in [1] used a GAN approach to augment the liver lesion dataset, and obtained better sensitivity and specificity. However, it should be noted that the training of GANs is notoriously challenging and time-consuming, often fraught with stability issues. Several improved GANs, such as Wasserstein GAN [11], have been proposed to ensure more stable training and generate images with higher quality. Notably, PGGAN [5] is an improved GAN that can generate high resolution images by using a progressive construction.

C. DATA AUGMENTATION

Conventional data augmentation refers to the process of enlarging the dataset by applying label-preserving transformations. The commonly known data augmentation method for images is geometric transformation. For example, AlexNet [12] employed horizontal reflections and random rotations to augment the data. In the medical imaging domain, similar geometrical transformations were applied for automatically classifying the modality of a medical image [13]. In [14], random elastic deformations of training samples were used to improve the robustness of training to automatically segment neuronal structures in electron microscopic recordings and cells in light microscopic images. Despite the potential of data augmentation methods to augment the dataset effectively, there is still a risk to alter the ground-truth label. Moreover the diversity of generated images from geometric transformation is limited by the genre of the geometrical transform. For example, shifting the images horizontally with different distances makes minor changes. By contrast, GANs have an advantage over the geometric transformations, in generating data with other genre but sharing common feature distributions.

III. DATASETS AND METHODS

A. DATASETS

Two publicly available CXR datasets will be used for demonstrating the effectiveness and general capability of our proposed methods.

1) KAGGLE PNEUMONIA DATASET

The first dataset, henceforth referred to as data1, is available from Kaggle\(^1\). The original dataset was from [7]. The authors in [7] selected CXR images from pediatric patients (from under-one to five-year-old, under routine clinical care from Guangzhou Women and Children’s medical center). The ground truths were labeled by two expert physicians and then checked by a third expert. The original dataset was

\(^1\)https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia
split into training and test sets with sizes of 5,232 and 624, respectively.

In the Kaggle website, the dataset is reorganized into 3 folders (train, validation and test). Each folder contains two categories (pneumonia/normal). In this paper, we use the dataset that was reorganized in the Kaggle website: the training dataset contains 3,875 pneumonia and 1,341 normal images, while the validation set includes 8 pneumonia and 8 normal images. In the test dataset, the numbers of pneumonia and normal images are 390 and 234, respectively. Image size varies from $792 \times 1,560$ pixels to $1,712 \times 1,932$ pixels. Binary classifiers are trained to classify normal and pneumonia CXR images.

2) RSNA PNEUMONIA DETECTION CHALLENGE DATASET

The second dataset, henceforth referred to as data2, is from RSNA. The RSNA Pneumonia Detection Challenge dataset is a subset of the NIH CXR dataset [16] and also available on Kaggle. The RSNA challenge is to detect whether lung opacity exists in a given image by predicting the lung opacity bounding boxes. In essence, this is an objection detection task. Normal lungs are usually filled with air, while lung opacity refers to any lung areas that are replaced with other substances such as fluids and inflammation cells. These symptoms in the lungs manifest in CXRs as those infected areas being opaque.

Although the aim of the challenge is to detect lung opacity by predicting bounding boxes, we only use the available dataset from the website to study classification (normal/lung opacity) as our main objective. There are 26,684 training images in the training datasets, and detailed information about the positive and negative classes is given in the CSV format. Because the competition only provides annotations for the training set, we re-split the training set into train, validation and test sets with ratios of 0.81, 0.09 and 0.1, respectively, for training and evaluation.

There are 3 categories (Lung opacity, Not normal/no lung opacity, Normal) in the RSNA dataset. To ensure the consistency of all the experiments on different datasets, we removed the images that are Not Normal/no lung opacity and simplified the multi-classification task as a binary classification task. Meanwhile there are some images that are mostly in black or white (e.g., see Fig. 1). We screen these non-uniform images out through a black pixel ratio calculation function. After the screening, there are 10,244, 1,141 and 1,243 images in the new training, validation and test datasets respectively. These CXR images are in the DICOM format, and each image size is $1,024 \times 1,024$ pixels.

B. OVERVIEW OF THE PROPOSED CNN ARCHITECTURE

The improved architecture of the proposed CXRs classification CNN is shown in Fig. 2. CNN architectures [1], [17], [18], [19] have been widely introduced for many medical image classification tasks. Considering the small sizes of our medical datasets, and to avoid the problem of overfitting, we previously introduced in [4] a CNN architecture without very complex deep structures. Although the performance of this CNN is competitive, it only takes single-scale inputs. As such, this architecture is likely to lose some useful information of images at other scales.

In fact, multi-scale representation learning has been investigated in the field of computer vision [20], [21], [22]. However, most of these works are related to constructing the scale-invariant feature pyramids from different scale images or image pyramid inputs. As the feature representations obtained through convolution operations may be different at various scales, we use a straightforward method to fuse these features via direct concatenation, like the concatenated blocks shown in Fig. 2.

We will now briefly describe the various operations performed by the proposed CNN architecture. As can be seen from Fig. 2, this architecture exhibits a pattern of re-usable intermediate design blocks, with an emphasis on multi-scale representation learning. First, the architecture takes images of resolution $256 \times 256 \times 1$ as the inputs, then follows with a convolution layer with a kernel size of $3 \times 3$, strides of 2, output channels of 32. Next, the size of images is downscaled to $128 \times 128 \times 1$, and a convolution layer with kernel size of $3 \times 3$, strides of 1, output channels of 1 is applied to the downscaled images. Subsequently, two outputs from the two convolutional layers are fused through concatenation, followed by a max-pooling and dropout layer.

The images are downscaled and convolved once again, to match the shape of the outputs from the dropout layer for concatenation. Then, a new convolutional layer is concatenated with the outputs from the downscaled and convolved images. This is followed by a max-pooling layer. Then, the downsampling and convolution operations are repeated, and concatenated with the outputs of the max-pooling layer. By now, the size of the concatenated outputs is $16 \times 16 \times 65$.

The images are downscaled and convolved once more, to generate outputs with a size of $16 \times 16 \times 1$. Concatenating the two outputs, the latest outputs now have a size of $16 \times 16 \times 66$. As the images with size $8 \times 8 \times 1$ are too coarse to extract meaningful features, we stop the downsampling.

In the end, another 3 convolutional layers, 1 max-pooling layer, 2 fully connected layers with a dropout rate of 0.5 are
The added dropout layers are for reducing the overfitting. Moreover, batch normalization is implemented in the convolutional layers for avoiding the issue of gradient vanishing or exploding. The total number of the parameters of the CNN is approximately 26.3M, which is 0.24M less than that in our previously proposed CNN [4]. In addition, the architecture of the proposed CNN does not have skip connections between different layers. The floating-point operations (FLOPS) and memory access are much less than those in a regular ResNet. This advantage is reflected in the training time comparison of different nets in Table 15.

C. PROGRESSIVE GROWING GANs FOR SYNTHESIZING CXR IMAGES

In our previous work [4], we have investigated the effectiveness of using the Deep Convolutional GAN (DCGAN) to synthesize new CXRs for addressing the issue of training with limited and imbalanced data. Although DCGAN has the potential to generate discernible CXRs, whether the quality of generated images has a significant impact on the final classification performance is still uncertain.

To understand the effects of the quality of generated CXRs on the classifiers, we will explore a more complex GAN architecture, known as progressive growing GAN (PGGAN) [5]. PGGAN demonstrated the capacity to produce natural images of unprecedented quality, such as CELEBA [23], LSUN bedroom [24] and CIFAR10 [25] images. In particular, the authors in [5] created a high-quality version of CELEBA dataset at a resolution of $1,024 \times 1,024$, which had never been achieved in the previous GAN literature. Given that the quality of images generated by PGGAN is generally higher than that achieved by DCGAN, we will also apply PGGAN to synthesize finer (high-quality) CXR images in this work.

Similar to other GANs, PGGAN has two main components: discriminator and generator. However, the specific architectures of these two components are substantially more complex, e.g., compared to the counterparts in DCGAN. Figs. 3 and 4 show the growing architectures of the discriminator and generator with increasing resolutions.

From Fig. 3, we can see that starting with low-scale $16 \times 16$ images, the operation $\text{from-rgb}$ is a $1 \times 1$ convolution to transform a RGB/Gray image to feature maps, while $\text{to-rgb}$ is the inverse of $\text{from-rgb}$. Downscale2d
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FIGURE 3. Discriminator & Generator architectures at resolution of 16 × 16.

and upscale2d are operations for halving and doubling the image resolution through average pooling and nearest neighbor filtering, respectively. The initial discriminator has an input size of 16 × 16 × 1 and comes with two convolutional layers with a kernel size of 3 × 3 and fully connected layers. The activation function used for each layer is leaky-ReLU. After completing the low-resolution training, layers are progressively added to the networks for higher resolution training.

As illustrated in Fig. 4, new convolutional layers are faded into the network for the training of images at the resolution of 32 × 32. To make sure the transition happens smoothly, weight \( a \) is introduced to control architectures. As weight \( a \) grows linearly from 0 to 1, the resolution of the training images gradually increases from 16 × 16 to 32 × 32. This process is repeated for higher and higher resolutions, until the resolution of the generated images is 256 × 256, as shown in Fig. 5.

In essence, the training of GANs involves minimizing the distance between the real distribution and generated distribution. However, using the loss formulation presented in [10] is not always stable for training. To stabilize the training process, WGAN-GP loss [26] is adopted in the PGGAN architecture. We denote the generator and discriminator as \( G \) and \( D \), respectively. If the input image is represented as \( x \), the output of the discriminator \( D \) would be \( D(x) \). The generator \( G \) gets initialized with a prior input distribution (such as uniform distribution, standard normal distribution), defined as \( p_z(z) \), and outputs the generated image as \( G(z) \), which has the distribution \( p_g \). The real images have the distribution \( p_r \).

Given the above setup, the training of GANs is tantamount to playing a minimax game between \( G \) and \( D \), in order to get the optimum for \( p_g = p_r \). It is challenging for the discriminator and generator to attain the optimum synchronously in practice, and discontinuous distributions of \( p_r \) and \( p_g \) will lead to the training of GANs being massively unstable [27]. Instead of using the Jensen-Shannon (JS) divergence, the Wasserstein-1 distance [26] exhibit more desirable properties for stable training of GANs. Moreover, to meet the condition of weight constraints, the gradient penalty is added to the Wasserstein loss function. Accordingly, for PGGAN training, our loss functions are defined as:

\[
\mathcal{L}^G_G(\tilde{x}) = \min_G(-\mathbb{E}_{\tilde{x} \sim p_{\tilde{x}}}[D(\tilde{x}))],
\]

(1)

for the generator, and,

\[
\mathcal{L}^D_D(x, \hat{x}, \tilde{x}) = \min_D(\mathbb{E}_{x \sim p_x}[D(x)] - \mathbb{E}_{\tilde{x} \sim p_{\tilde{x}}}[D(\tilde{x})]) + \lambda \mathbb{E}_{\hat{x} \sim p_{\hat{x}}}[\|\nabla_\hat{x}D(\hat{x})\|_2^2 - 1]^2],
\]

(2)

for the discriminator, where \( \lambda > 0 \) is a balancing coefficient, and \( \hat{x} \) is the combination of \( \tilde{x} \) and \( x \):

\[
\hat{x} = \alpha x + (1 - \alpha)\tilde{x},
\]

(3)
with $\alpha$ being a random variable drawn from a uniform distribution, i.e., $\alpha \sim \mathcal{U}[0, 1]$, and $\bar{x} = \mathcal{G}(z)$.

To determine suitable parameters for the above equations (2) and (3), the following training and selection strategies are applied. For training the PGGAN architecture, the input of the generator is drawn from the standard normal distribution with a length of 256. All the input images of the discriminator are scaled to the range $[-1, 1]$. The slope of the Leaky-ReLU activation function is 0.2. Weights are initialized with a standard normal distribution and normalized. Adam optimizer [28], with parameters $\beta_1 = 0.0$ and $\beta_2 = 0.99$, is used for updating the weights. The penalty parameter $\lambda$ is set to be 10. In effect, these parameters are consistent with the training configurations described previously in [26].

**IV. EXPERIMENTS**

Given the proposed methods, we conduct a set of experiments on the two datasets described in Section III. To investigate whether the quality of images generated from GANs for augmenting an imbalanced dataset induces significant effects on the classifiers, we will compare three data augmentation strategies: (I) synthetic images from PGGAN, (II) generated images from DCGAN, and (III) images from classical geometrical transformations.

Although the synthetic images from PGGAN are known to exhibit finer subjective visual quality, objective metrics should still be evaluated for a more repeatable quantification. To this end, it is noted that quantitative metrics widely used for measuring the performance of GANs include the Inception Score (IS) [29] and the Frechet Inception Distance (FID) [30]. The IS calculates the statistics of the outputs of the Inception v3 network [31], pre-trained on ImageNet, when fed with the generated image samples. However, the IS score does not use the statistics of real images, nor compare to the statistics of synthetic images. Furthermore, a study [32] shows that applying the IS score to GANs trained on datasets other than ImageNet may result in misleading results. Compared to IS, FID can be viewed as an improved metric, which measures the Wasserstein-2 distance between real and synthetic images. Another relevant objective metric is the multi-scale structural similarity (MS-SSIM) [33], which measures the perceptual similarity of images. The MS-SSIM value range is $[0,1]$. A higher MS-SSIM value implies that the images being compared are more similar perceptually. Accordingly, in this paper, we will use FID and MS-SSIM as the two metrics for evaluating the quality of synthetic images from generative models.

In addition to analyzing the influence of synthetic image quality on the classifiers, we also compare the proposed classifier that is trained from scratch with other state-of-the-art methods, including transfer learning [7], ResNet [15], DenseNet [34] and EfficientNet [35]. We set the classical data augmentation method based on geometrical transformation as the baseline for comparisons.

The specific operations of geometrical transformation include random rotation, flipping and shifting. As for the transfer learning method, the pre-trained Inception V3 on ImageNet is adopted for capturing features of the images. One convolutional layer and two fully connected layers are added to the feature layer that is on top of the pre-trained net for re-training on the CXR datasets. ResNet is composed of residual blocks, which can learn the residual function, and is well known to exhibit excellent performance on classification tasks [15], [36], [37], [38]. Furthermore, DenseNets [34] are reported to achieve even lower error rates than ResNets on several benchmark datasets. In addition, EfficientNets [35] are well known for their state-of-the-art accuracy on ImageNet, with smaller model size and faster inference speed than many existing CNNs.

In our experiments, to avoid the problem of overfitting, we utilize a classical ResNet-18 with 18 layers for training. Likewise, the specific variants of DenseNet-121 and EfficientNet-B0 are used for comparative purposes. All these experiments are executed on a single GeForce RTX 2080 GPU with a memory size of 8GB.

**A. EVALUATION METRICS**

Although accuracy (abbreviated to Acc, see equation (4)) is a metric that has been commonly used to measure the performance of classifiers, it weighs the influences of classes on the number of instances. In a nutshell, classifiers tend to show a bias to the majority class in an imbalanced dataset [39]. Hence, for a more complete analysis, other metrics commonly used for classification with imbalanced datasets will also be considered, including specificity, sensitivity, precision, F1-score, G-mean, AUC score and the area under precision-recall curve AUPRC [39], [40]. These metrics are defined as follows:

\[
\text{Acc} = \frac{TP + TN}{TP + FN + TN + FP}, \quad (4)
\]

\[
\text{Precision} = \frac{TP}{TP + FP}, \quad (5)
\]

\[
\text{Recall} = \frac{TP}{TP + FN}, \quad (6)
\]

\[
F1 = \frac{2 \cdot \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}, \quad (7)
\]

\[
\text{Specificity} = \frac{TN}{TN + FP}, \quad (8)
\]

\[
\text{G-mean} = \sqrt{\text{specificity} \times \text{recall}}, \quad (9)
\]

where TP, TN, FP and FN are true positives, true negatives, false positives and false negatives respectively.

Among those evaluation metrics, the F1-score (7) is the harmonic mean of the precision and recall. Precision (5) is the rate of the correct positive predictions among positive predictions. Recall (6) is also known as sensitivity, which reflects the true positive rate among the class instances. Specificity (8) refers to the true negative rate, which can be interpreted as the ability of the classifier to correctly reject healthy patients without a condition. F1-score indicates the trade-off between precision and recall. The G-mean (9) measures the
balance between the positive accuracy and negative accuracy. F1-score and G-Mean can provide more insights than accuracy when dealing with the classification of imbalanced datasets.

AUC refers to the area under the Receiver Operating Characteristic (ROC) curve [41]. ROC is plotted with the true positive rate (TPR) against the false positive rate (FPR), and reflects the performance of a classifier at different discrimination thresholds. AUC can be viewed as an aggregation measure of performance over various classification thresholds. AUC ranges in value from 0 to 1. The higher the AUC values is, the better the classifier can distinguish the two classes.

Although AUC and ROC curve can be powerful ways for evaluating the classifier’s performance, ROC curve may provide an overly-optimistic view of the classifier’s performance with highly-imbalanced datasets [42]. Instead, the Precision-Recall (PR) curves can be more suitable for imbalanced datasets because the PR curve is created by plotting precision against recall. Many recent works [40], [43], [44] use the area under the PR curve (AUPRC) for comparison.

**B. DATA PREPROCESSING AND ANALYSIS**

In our experiments, the two original datasets have images of varying sizes. The first dataset, data1, is in JPEG format and the second one, data2, is in DICOM. First, we read, normalize, and convert these images into arrays of data type uint8. Then, to make the image size match the input requirements of the networks, we resize these images into $256 \times 256 \times 3$ using the bilinear interpolation. In addition, we center-crop these images for removing regions that are not in the vicinity of the lung. Since the input size of the Inception v3 net is $299 \times 299 \times 3$, we resize the images again to match this input specification. For other networks, we turn the images into grayscale with a size of $256 \times 256 \times 1$ to facilitate the training process.

Imbalance Ratio (IR) is the commonly used metric to quantify the imbalance level of a dataset. The IR is defined as:

$$IR = \frac{N_{\text{majority}} + 1}{N_{\text{minority}} + 1},$$

(10)

where $N_{\text{majority}}$ and $N_{\text{minority}}$ are the sizes of the majority and minority classes, respectively. When IR = 1, the dataset is balanced. When IR > 1, the larger the IR is, the more imbalanced the dataset is. Table 1 lists the class distributions of the two datasets we use for evaluation.

Table 1 shows that these two datasets have different levels of imbalance ratio and sizes. The oversampling method of geometrical augmentation on the minority class would serve as a benchmark for addressing the imbalance issue. Subsequently, oversampling methods of synthesizing instances from DCGAN and PGGAN on the minority class will be comparatively studied, in order to analyze the effectiveness of using synthetic images to balance the class distributions.

| Dataset          | Samples | Minority Samples | Majority Samples | Imbalance Ratio |
|------------------|---------|------------------|------------------|-----------------|
| data1 training   | 5216    | 1311             | 3875             | 2.89            |
| data1 test       | 624     | 234              | 390              | 1.67            |
| data2 training   | 10224   | 3961             | 6283             | 1.59            |
| data2 test       | 1243    | 485              | 758              | 1.56            |

After balancing the datasets, different classifiers will be tested, as discussed previously.

**C. GEOMETRICAL DATA AUGMENTATION**

In these experiments, we only balance the class distributions of the training datasets. The validation and test datasets are unchanged. The geometrical transformation used are random rotation with an angular range of [0, 10], horizontal flipping, horizontal shifting and vertical shifting within a range of $[-5, 5]$. For the first dataset (data1), the minority class is the normal one. We apply the classical augmentation method to generate 2,560 images to balance the classes. For the second dataset (data2), the minority class is the Lung opacity type. We generate 2,080 images to adjust the imbalance ratio to 1.0 through the same geometrical transformations.

**D. TRAINING DETAILS OF DCGAN TO GENERATE IMAGES**

The DCGAN architecture employed is the same as the one reported in our previous work [4]. The training samples of the minority class are fed into the DCGAN to implement unsupervised training. Since the sample sizes of the two datasets are different, the corresponding training parameters also need to be varied accordingly for good performance. For the first dataset: the training epoch is 100, the learning rate is 0.001, and the parameters for the Adam optimizer are $\beta_1 = 0.5$, $\beta_2 = 0.999$. For the second dataset: the training epoch is 300 and the learning rate is 0.0001, and the parameters for the Adam optimizer are the same as those for the first dataset. The batch size is 64 for both datasets. Overall, 2,560 and 2,080 images are generated for the two datasets, respectively, to rebalance the two classes.

**E. TRAINING DETAILS OF PGGAN TO GENERATE IMAGES**

The architectures of PGGAN are shown in Fig. 3 to Fig. 5. The constituent network modules are progressively growing when feeding images from low resolution to high resolution gradually. The lowest resolution of the images used for both datasets is $16 \times 16 \times 1$. The highest resolution for both datasets is $256 \times 256 \times 1$. As for the DCGAN case, only images of the minority class are subjected to training. The training procedure can be decomposed into a sub-training and a resolution transition training stage for different scales. In particular, the sub-training epoch value for the first dataset is 300 at the resolution of $16 \times 16 \times 1$, and the resolution transition training epoch value is 200 for training images with the resolution from $16 \times 16 \times 1$ to $32 \times 32 \times 1$. 

TABLE 1. Summary of the distributions of two datasets.
gradually. Therefore, the total training epoch value for data1 is \((300 + 200) \times 4 + 300 = 2,300\). For the second dataset, the sub-training epoch and resolution transition epoch values are both 100. As such, the total training epoch value for the second dataset is \((100 + 100) \times 4 + 100 = 900\). Moreover, the learning rate selected for the resolutions other than 256 × 256 × 1 is 0.001, whereas for the resolution of 256 × 256 × 1 it is slower at 0.0005. The training batch size is varied from 34 to 17 with the increasing resolution. After training is completed, images generated from PGGAN are added to the minority class training samples, making the imbalance ratio close to 1.

**F. TRAINING DETAILS OF CLASSIFIERS**

For the proposed multi-scale CNN classifier, the weights are initialized with the Xavier method to avoid the issue of weight explosion or diminishing. The batch size is 64, and the learning rate is 0.005. Adam optimizer is adopted to train the network. The training epoch is 20, and early stopping is applied when the validation error does not decrease.

For the transfer learning method, Adam optimizer is also applied for updating the weights. The best learning rate after several trials is 0.0004 ∼ 0.0005. The training epoch values for data1 and data2 are 150 and 250, respectively. Early stopping is also applied.

For the ResNet, the optimizer is the Momentum optimizer with a momentum of 0.95, with the learning rate decaying by a factor of 0.5 every 5 epochs. The exponential moving average is applied to the training loss with a decay factor of 0.8. The initial learning rate is 0.01, and the training epoch value is 20 with a batch size of 16.

For the DenseNet, the optimizer is Adam with a learning rate of 0.001, and the training epoch is 20 with a batch size of 32.

For the EfficientNet, we also use the Adam optimizer with a learning rate of 0.001. The training epoch is 30, and the batch size is 32.

Early stopping is applied to all models.

**V. RESULTS**

**A. QUALITATIVE AND QUANTITATIVE ANALYSES OF GENERATED IMAGES**

Visual quality comparisons of sample generated images from different GANs are shown in Fig. 6. The quantitative analyses of the generated images from different GANs are shown in Table 2.

Observing Fig. 6, we can see that images generated from PGGAN have a finer perceptual quality. Figs. 6 (c) and (f) have clearer spine and lung tissue shapes than Figs. 6 (b) and (e). In addition from Table 2, we can see that, for both datasets, the generated images from PGGAN always have higher quality than those from DCGAN in terms of the quantitative metrics.

**TABLE 2. FID and MS-SSIM comparison of DCGAN and PGGAN: Lower FID and higher MS-SSIM are better.**

| Datasets | GAN-type | FID | MS-SSIM |
|----------|----------|-----|---------|
| data1    | DCGAN    | 293.262 | 0.392   |
|          | PGGAN    | 132.734 | 0.434   |
| data2    | DCGAN    | 211.69  | 0.415   |
|          | PGGAN    | 187.83  | 0.424   |

**B. COMPARISONS OF CLASSIFICATION METHODS USING DIFFERENT DATA AUGMENTATION STRATEGIES**

Extensive experimental results are presented in this section in order to provide insights to the following major issues: (A) whether using images from GANs would be more competitive than when using images from classical data augmentation methods, in order to tackle the imbalanced classification task; (B) whether the higher quality images generated from complex GANs would lead to a leap in performance improvement for all classifiers; and (C) whether all different classifiers can coordinate well with different data balancing strategies.

1) **RESULTS ON Data1 FOR DIFFERENT CLASSIFIERS USING DIFFERENT DATA AUGMENTATION METHODS**

Tables 3–8 summarize the classification results of different classifiers using different data balancing methods on the first dataset (data1). From these tables, we can observe that after balancing the classes, the F1 score, G-mean, AUC, and AUPRC are all improved for any of the classifiers. Notably, our proposed multi-scale CNN with generated images from PGGAN receive the highest F1-score, G-mean and AUC. Therefore, with respect to issue (A) identified above, these results show that augmenting the minority class with generated images from GANs are mostly beneficial for the classification on data1.

Next, with respect to issues (B) and (C), the findings are not as clear-cut, and depend significantly also on the classifier being used. For instance, although images generated from PGGAN have finer visual quality, improvements on classification results are varying for different classifiers. Accordingly, in the following, we will examine the effects of different balancing methods on each classifier individually, in order to draw more precise conclusions.

- **Proposed multi-scale CNN** (Table 3): for this classifier, the difference in results between using generated images from DCGAN and using those from PGGAN is noticeable. For instance, the F1-score of the multi-scale CNN with images from DCGAN is 0.919, whereas it is improved to 0.925 when using PGGAN. Other metrics, such as G-mean, AUC, AUPRC, using PGGAN are all better than those using DCGAN and geometrical transformations.

- **Previously proposed CNN** [4] (Table 4): this classifier exhibits a similar performance profile as for the multi-scale CNN. For example, the G-mean, AUC, AUPRC,
F1-score using generated images from PGGAN are, respectively, 0.005, 0.002, 0.007 and 0.004 higher than the corresponding results from DCGAN.

- **ResNet** (Table 6): the results also show that augmenting with images of higher quality leads to salient improvements. Specifically, the AUPRC using generated images from PGGAN is 0.965, which is 0.009 higher than that from classical augmentation method, and 0.011 higher than that from DCGAN. Likewise, the corresponding AUC is 0.944, which is 0.017 and 0.015 higher than those from DCGAN augmentation and classical augmentation, respectively.

- **DenseNet** (Table 7): the results also show that DenseNet with augmented images from the PGGAN achieves the best performance results. For example, the G-mean value is 0.856, which is considerably higher than those from other augmentation methods. The same performance behavior is also observed for the F1-score, AUC and AUPRC scores, with the advantage attributed to the finer PGGAN augmentation method.

- **EfficientNet** (Table 8): this scenario also presents similar performance results. Augmenting with images from DCGAN and PGGAN is shown to deliver better performance metrics than those from classical augmentation methods. In particular, the EfficientNet with finer quality generated images from PGGAN has much higher F1-score, G-mean, AUC score values than those from other data augmentation methods.

- **Transfer learning** (Table 5): here, the differences between various augmentation methods are not significant. Indeed, the AUC scores of augmentation with images from geometrical transformation, DCGAN and PGGAN are nearly identical, being respectively: 0.928, 0.931, 0.930. Similarly, the corresponding AUPRC scores are 0.944, 0.948 and 0.951. These results are all close to 0.946, which is attained without any augmentation.
The above observations show that successful data balancing actions can deliver significant performance improvement, but this is also contingent on being coupled with a suitably designed classifier. In particular, performance improvement is observed for the newly proposed multi-scale CNN, the previously proposed CNN, as well as for ResNet, DenseNet and EfficientNet. However, it appears that transfer learning is not particularly responsive to the imbalance problem. A possible underlying reason is the inherent domain shift.

It should be noted that the transfer network was pre-trained on ImageNet, which is composed of mostly natural images. And since natural images are very different from CXRs perceptually, the features learned from the pre-trained net are likely shallow and general. These general features are not sufficiently representative for the classifiers to differentiate each class effectively. Accordingly, this domain shift leads to the above rather lackluster performance difference for transfer learning.

2) RESULTS ON Data2 FOR DIFFERENT CLASSIFIERS USING DIFFERENT DATA AUGMENTATION METHODS

To show repeatability, while demonstrating the generalizability of our proposed method, a second series of investigations are also conducted on the second dataset (data2), which has a larger size compared to data1. Tables 9–14 show the performance results on the second dataset (data2), with the same respective classifiers as in the previous section.

It can be observed from the tables of results that all classifiers exhibit higher F1-score, G-mean and AUPRC, when augmented with synthetic images from PGGAN than from other methods. Notably, the proposed multi-scale CNN with generated images from PGGAN still achieve the highest F1-score and G-mean values. In general, except for transfer learning, all classification models achieve better results when augmented using GANs than when using classical geometrical transformations. Furthermore, the performance metrics using a more complex PGGAN are unanimously better than those using a simpler DCGAN. These results are consistent with the conclusions gleaned from testing on data1 previously.

C. TRAINING TIME AND NUMBER OF PARAMETERS AMONG CLASSIFIERS

Tables 3 and 9 show that the proposed multi-scale CNN achieves good performance results, even without any data augmentation method. To investigate whether the proposed architecture has a reasonable training cost, we compare the per-epoch training time and the number of parameters for the various classification models. All models are trained on the same hardware. The resulting values are summarized in Table 15. Notably, the multi-scale CNN has about 26.33M parameters, while only imposing an average per-epoch training runtime of 4.3s on images with a resolution of 256 × 256 × 1. This shows that the multi-scale CNN is more competitive than other models in terms of both training time and performance.

VI. DISCUSSIONS

This work focuses on exploring the effects of synthetic image quality, as generated from GANs, on different classifiers, in order to address the challenge of classification on limited and imbalanced CXR datasets. The performance
differences of different types of learning models, with image datasets augmented using GANs, are also quantified. Built on our previous work [4], a multi-scale CNN classifier is proposed to capture richer image features, thus demonstrating improved performance and training efficiency. These advantages were evaluated and confirmed on two public CXR medical datasets.

For experimental evaluation, two variants of GANs are investigated: a simpler DCGAN and a more complex PGGAN. In particular, PGGAN should allow for generating finer high-quality CXR images. Two objective metrics, FID and MS-SSIM, are used to assess the image quality. The results in Table 2 and Fig. 6 confirm that the PGGAN-generated CXR images indeed exhibit better quantitative metrics and finer perceptual qualities.

For assessing the classification performance on imbalanced CXRs, the baseline for comparison is the case of using classical geometrical transformation methods to augment the minority class in the data. Subsequently, more innovative augmentation methods using DCGAN and PGGAN are designed and implemented. Results from Table 3 to Table 12 indicate that these methods are indeed more effective in improving the classification performance on imbalanced CXR images. Furthermore, generated images with higher quality are generally conducive to better classification results.

These investigations are extensively evaluated on several types of classifiers: a recently proposed CNN, a proposed multi-scale CNN, a ResNet, a DenseNet, an EfficientNet (learned from scratch), and a transfer learning method.

Without any data balancing methods, the CNNs show better performance than ResNet and transfer learning. After augmentation using GANs, the classification performances of the CNNs, ResNet, DenseNet and EfficientNet are all improved, notably with finer generated images from PGGAN. However, the performance improvement of the transfer learning method is not as significant, which is likely due to the domain difference between datasets used by the pre-trained network and the CXR datasets in the target domain.

The proposed multi-scale CNN is strategically designed to fuse features from different image scales. By reducing the number of convolution filters in our previous CNN and exploiting the features at different image scales, the proposed design is highly competitive, demonstrating even better classification performance than other classifiers on different datasets without any augmentation. After augmented with generated images from PGGAN, our proposed classifier architecture achieves the highest F1-score and G-mean on
TABLE 14. Classification results of EfficientNet [35] using different data augmentation methods on data2.

| Evaluation metric | EfficientNet [35] |
|-------------------|------------------|
|                   | No Aug | Geo Aug | DCGAN Aug | PGGAN Aug |
| Acc               | 0.910  | 0.891   | 0.901     | 0.905     |
| Recall            | 0.842  | 0.814   | 0.833     | 0.833     |
| Precision         | 0.897  | 0.904   | 0.906     | 0.916     |
| F1-score          | 0.868  | 0.857   | 0.868     | 0.873     |
| Specificity       | 0.935  | 0.945   | 0.945     | 0.951     |
| G-mean            | 0.888  | 0.877   | 0.887     | 0.890     |
| AUC               | 0.943  | 0.949   | 0.950     | 0.959     |
| AUPRC             | 0.924  | 0.934   | 0.941     | 0.950     |

TABLE 15. Number of parameters and average per-epoch training runtime (RT) for different models.

| Method                  | Input Size | Param, M | Avg. RT, s |
|-------------------------|------------|----------|------------|
| Transfer learning [7]   | 229 x 229 x 3 | 2.92     | 67         |
| ResNet [15]             | 256 x 256 x 1 | 2.75     | 35.2       |
| DenseNet [34]           | 256 x 256 x 3 | 7.04     | 63.0       |
| EfficientNet [35]       | 256 x 256 x 3 | 4.05     | 39.0       |
| CNN [4]                 | 256 x 256 x 1 | 26.58    | 5.7        |
| Multi-scale CNN         | 256 x 256 x 1 | 26.33    | 4.3        |

both considered datasets. From a complexity perspective, it also outperforms other models in terms of the training runtime, as explained in Sec. V-C.

In terms of limitations for the proposed methods, we identify several outstanding issues. First, to generate images with finer quality using PGGAN, it usually requires significantly more computational resources and longer training time compared to coarser methods, e.g., involving DCGAN and geometrical transformations. This is an important trade-off to be balanced, especially when resources may be constrained. Second, although experimental results show that augmenting with finer quality generated images from PGGAN can boost the performance of most classifiers for addressing the issue of class imbalances and data paucity, this augmentation strategy is not a categorical guarantee towards success.

In fact, there are practical limitations to be considered when applying this methodology. For example, if less than a few hundreds of images are available, the training of GANs may fail to converge to a stable state, such that the generated images do not consistently resemble the desired real images. One of the possible underlying reasons is that the available training samples are too few, and thus are insufficient to represent the real positive CXR image distributions. Accordingly, if we only have very limited training samples, we cannot reasonably expect to achieve good-quality generated images from GANs directly.

VII. CONCLUSION

In this paper, we investigate how the quality of GAN synthetic images impacts the classification performance on limited and imbalanced CXR datasets. Empirical results show that generated images with finer quality can noticeably improve the performance of most classifiers, except transfer learning. In terms of contributions, we also propose a highly competitive multi-scale CNN classifier that, when suitably coupled with datasets augmented using PGGAN, achieves excellent results on two public CXR datasets, while incurring the lowest training time compared to other competitors. Our findings indicate that data augmentation using GANs is beneficial for addressing the imbalance problem in medical image analysis, notably outperforming classical geometrical transformation methods. The finer the quality of the generated images is, the better the performance of the classifiers (particularly for models trained from scratch) will be.

With respect to future directions, several promising topics for extending this work are worth highlighting. In the present paper, the evaluation of GAN effectiveness for data augmentation has focused primarily on a binary classification task. To diversify the applicability of this framework, the feasibility of using GAN synthetic images for multi-class disease classification tasks remains to be explored. And in this context, we should also consider the challenge of alleviating domain shift, so that transfer learning methods can perform effectively for various operating conditions. Last but not least, the potential of using explainable artificial intelligence (XAI) algorithms to discover disease-related information via the CNNs should be another worthy objective to be pursued.
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