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Abstract

Despite the development of large-scale data-acquisition techniques, experimental observations of complex systems are often limited to a tiny fraction of the system under study. This spatial subsampling is particularly severe in neuroscience, in which only a tiny fraction of millions or even billions of neurons can be individually recorded. Spatial subsampling may lead to substantial systematic biases when inferring the collective properties of the entire system naively from a subsampled part. To overcome such biases, powerful mathematical tools have been developed. In this Perspective, we give an overview of some issues arising from subsampling and review approaches developed in recent years to tackle the subsampling problem. These approaches enable one to correctly assess phenomena such as graph structures, collective dynamics of animals, neural network activity or the spread of disease from observing only a tiny fraction of the system. However, existing approaches are still far from having solved the subsampling problem in general, and we also outline what we believe are the main open challenges. Solving these challenges alongside the development of large-scale recording techniques will enable further fundamental insights into the workings of complex and living systems.
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Introduction

Complex systems, and in particular living systems, are composed of many interacting units. Particles collide, cells grow, move and divide, agents communicate and neurons send signals over long distances. These interactions give rise to emergent collective phenomena, including pattern formation, synchronization, flocking, percolation and self-organized criticality. Understanding such collective phenomena and their origin is necessary to understand, predict and influence complex systems.

However, in most complex systems of interest, one cannot achieve this goal by simply observing all the units with full resolution, because they are far too numerous. Therefore, in experiments, one must rely on either coarse sampling or spatial subsampling (see Box 1 for a formal definition). In both cases, the choice of the sampling ansatz can strongly affect and even bias the observables, and, hence, presents a challenge for understanding the collective properties. When sampling the full system at coarse resolution, one essentially assesses the emergent large-scale properties of the system directly. However, such coarse, indirect measures provide only macroscopic ‘observables’ and, thereby, might fail to achieve sufficient insight into the microscopic interactions between units that are essential to explain emergent complex phenomena. One is then left with the challenge to fill in these missing microscopic parameters using temporally and spatially precise measurements that are, however, only available as severely subsampled observations. It is therefore necessary to understand the challenges that come with limited sampling and then bridge the gap between the sampled and the full system to achieve a complete understanding of the emergent phenomena.

For systems containing a huge number of interacting units, high-resolution sampling of individual components typically comes at the cost of an incomplete sample. For example, when studying disease spread, a substantial fraction of infections might be unreported.

Box 1

Definition of spatial subsampling

The problem of spatial subsampling is that of having access to only a fraction of a high-dimensional system (figure part a). This problem is distinct from that of measuring a complete system at only a discrete subset of times (figure part b), which is a common problem addressed in signal processing. To formalize what we refer to under spatial subsampling, assume a full system of $M$ components with trajectory $\mathbf{x}(t) = (x_1(t), \ldots, x_M(t), t \in [0, T])$ that is generated from a stationary $M \times T$-dimensional distribution $P(\mathbf{x})$. Samples from this distribution give the momentary realization of the system; in a subsample, one observes a subset of all dimensions, that is, for $N \ll M$, one has access to $\mathbf{x}_{\text{obs}}(t) = (x_{1}(t), \ldots, x_{N}(t))$ that can be described by an $N \times T$-dimensional distribution $Q(\mathbf{x}_{\text{obs}})$. The relation between $P$ and $Q$ is not necessarily straightforward and, often, one can access it only by using a low-dimensional summary statistics $\xi$. The aim thus is to derive a general mapping between $P$ and $Q$ (or at least $\xi(P)$ and $\xi(Q)$). The desired mapping will, however, strongly depend on the type of subsampling, examples of which are shown in figure parts c and d in comparison with temporal subsampling (figure part e).
It has been long known that finite data can lead to severe biases when estimating covariances of correlated variables. To illustrate this, we construct each sample as a sequence of correlated Gaussian variables of finite length \( n = \{ x_1, x_2, \ldots, x_n \} \), with zero mean, unit variance \( \sigma^2 = \langle x^2 \rangle = 1 \) and non-vanishing (temporal) correlation \( \langle x_k x_l \rangle = e^{-\rho k / \tau} \) with \( \tau = 10 \). Practically, we construct a bivariate time series \( x^i \) and \( \eta^i \), in which \( \eta^i \) is drawn independently from a Gaussian distribution with zero mean and unit variance. Explicitly, \( x^i = \rho^i x_0 + \sqrt{1 - \rho^2} \sum_{l=1}^{n} \eta^l \) such that \( \langle x_i x_0 \rangle = \rho \). An example of such a time series is shown in part (a) of the figure.

We demonstrate the effect by considering a large number of incomplete samples (each with a finite duration \( n \) out of the whole correlated infinite time series) and focusing on the dependence of mean and variance estimates on sample duration \( n \). Specifically, for each sample, we estimate the mean \( \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \) and variance \( \sigma^2 = \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2 \). As expected, we find that the mean computed from individual samples scatters broadly around the asymptotic expectation value \( \langle x \rangle = 0 \) with the interquartile range (shaded green area in part (b) of the figure) decreasing with \( n \), showing that the estimate of the mean has a large variance but is unbiased. By contrast, the estimate of the variance is biased. For small \( n \), it clearly deviates from the true variance \( \sigma^2 = 1 \) (part (c) of the figure). The reason for this bias is easy to see from the example trace. Because excursions are correlated, the fluctuations about the local mean are much smaller than the true variance. Dotted lines represent analytical results calculated as expectation values for an infinite number of incomplete samples using the geometric series.

Box 2

Incomplete sampling can lead to biased estimation

Studying collective animal dynamics such as navigation or ecological interactions in the field, one has a limited number of tracking devices to use. Furthermore, because such systems are time-evolving, it is not sufficient to gather data sequentially from different parts of a system, even if doing so would make it possible to observe the whole system at different time steps. In addition, sometimes even observing individual components can have associated challenges. For example, recording a single neuron typically involves some distortion or modification of brain tissue or cells, and observing social systems or animals in the wild may affect their behaviour. In general, such perturbations are expected to be stronger when more of the units are observed, and often there is a natural upper limit on how many units can be sampled. Recording neurons with electrodes in the brain, for example, is strongly limited by the space required for each electrode, such that only a tiny fraction of the millions or billions of neurons can be individually measured. Typically, one thus has to rely on simultaneous observations of a subset of individual units. Such spatial subsampling can severely bias the inference about the systems’ collective properties.

Spatial subsampling can lead to systematic mis-estimations of collective properties, in a way that typically cannot be overcome by more sampling. As a tutorial illustration, recall that estimates of the variance from short sequences of a single correlated process can be severely biased, and this bias remains when sampling more sequences (see Box 2). Likewise, when observing only a few units from a large system, the statistical fluctuations of the estimates of collective properties decrease with longer recordings, but the estimates themselves may still be systematically biased. An appropriate choice of the spatial sampling approach, however, can make inference about the full system feasible. To do so, the construction of a representative sample is crucial, as it is in most statistical estimates, for example, when representative surveys serve as empirical data for sociophysics models. However, the core challenge for spatial subsampling is that forming such representative sampling is not always possible, and even when using a sufficiently representative sampling, the inference about the full system is often still not trivial.

Overcoming biases from spatial subsampling requires the development of systematic mathematical approaches. Even when the sampling is, in principle, representative, naive extrapolations can incur severe biases. The bias depends on the system properties, the sampling approach and the observable of interest. Dismissing this bias without proper consideration can lead to contradictory statements, such as about the prevalence of scale-free networks in nature or about the dynamical state of the brain. To date, there does not exist a unifying theory to overcome the subsampling challenge in general. However, for several fairly generic settings, systematic mathematical and empirical solutions have been developed in recent years. In this
Perspective, we summarize recently developed approaches to infer the collective properties of an entire system from a spatially subsampled observation. We discuss applications mainly using examples from neuroscience and from scale-free networks, cases for which subsampling is a particularly strong hurdle, and, hence, many of these techniques originate; however, these methods are much more general and have potential applications to morphogenesis in living systems, the spread of a disease, news propagation in social networks and beyond.

What is spatial subsampling?
Depending on the experimental setup, spatial subsampling (see Box 1) can be subject to different constraints that determine which units can be accessed to collect observations. These constraints, in turn, affect how subsampling distorts the data.

We first illustrate three different subsampling approaches using the example of a static, spatially extended network (Fig. 1). In a typical experimental sampling ansatz, one might observe a random subset of nodes and connections between observed nodes (Fig. 1d). An example of such random subsampling is randomly selecting members of a social group to construct a contact network. Although such schemes are designed to sample units in a representative way, it has been shown that even simple statistics such as the degree distribution may not be preserved under subsampling, for example, for scale-free distributions.

A complementary experimental sampling ansatz is to record a complete set of nodes within a certain observation window (Fig. 1e). This windowed sampling is a common sampling scheme for optical-based—in the wider sense—observations. Examples include imaging a focus area smaller than the system of interest or considering traffic data from a particular urban area. The advantage of such a method is that all the connections or interactions in the field of view can be observed in detail; the disadvantage is that the sampling window might not be representative, and even if the sampling window is representative, it is subject to finite-size effects.

In some setups, researchers can control the sampling in a snowball-like mode: starting with a selected node, one follows the connections to its nearest neighbours, potentially the next-nearest neighbours, and so on (Fig. 1f). Such sampling is obtained when using tracer molecules injected in one neuron (or brain area) and observing which neurons are reached by the tracer through physical (dendritic or axonal) connections; likewise, contact tracing in social networks belongs to this class of sampling. This approach preserves many local properties of the network. However, errors in tracing can affect the results, tracing can be quite laborious and technically intensive, and the method is not applicable to all systems.

Whereas the study of sampling static graphs and their structure has been advancing for the past decades, methods to capture collective properties of stochastic dynamics in subsampled complex systems are only starting to be developed. In principle, investigating how a dynamical system unfolds over time provides valuable insights about its dynamics, even if only a fraction of units or dimensions are observed. For example, the classical Takens or embedding theorem states that, for deterministic, chaotic systems with a $D$-dimensional attractor, it is sufficient to observe just a single unit (or dimension). Embedding its temporal dynamics based on the past $2D + 1$ observations, or even less, enables one to reconstruct a map of the attractor. With this temporal delay embedding, one can not only predict the evolution of a single observed unit but can further infer certain system properties, such as Lyapunov exponents, at least approximately. Although the theorem was derived for deterministic systems without observational or system noise, delay embedding is also used to study the probabilistic evolution of stochastic systems. However, when it comes to inferring collective properties from stochastic dynamics, or to make a full reconstruction of the entire system, one requires more

---

**Fig. 1 | Classes of subsampling.** a–c, Sketches of typical structures of spatially embedded networks. d–f, Three approaches to sampling from a spatially extended system, illustrated using a scale-free network. Random sampling (part d) has the advantage of drawing a representative set of nodes. Windowed sampling (part e) provides a good local resolution, but the sample might not be representative of the full system. Snowball sampling (part f) follows the links of a selected node and thereby reveals the connectivity of that one node.
information about the temporal dynamics of sampled units, their correlations and their interactions.

As is the case for static networks, the specific subsampling ansatz can severely affect the observation of collective dynamics from the sampled units. For example, when sampling clusters of activity or cascades such as avalanches from a spatially structured system (such as the brain), the observed spatiotemporal activity patterns can strongly deviate from the patterns in the whole system (Fig. 2a–e).
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**Fig. 2 | Sampling of dynamical observables.** a. Schematics of activity in the xy plane at each time step and the corresponding projection onto the y axis. For each time t, the colour of the column denotes the summed activity, that is, a(t) = ∑_x a_x(t), as indicated in the legend, which also applies to parts b–e. b. Example of a single activity propagation (avalanche) projected onto the y axis, observed in a complete 32 × 32 Abelian sandpile model after a single unit is triggered at time t = 0. c. Same avalanche but projecting time into the xy plane. d. Same avalanche but from 64 randomly sampled units (blue crosses in e). e. Same avalanche but in a window of 8 × 8 units (orange area in c). f, g. Distribution of avalanche sizes P(s) from a larger 128 × 128 model sampled with different numbers of units N. For random choice of the units, the shape of the avalanche size distribution is approximately (but not perfectly) preserved (part f). Under windowed sampling, the distribution of avalanche sizes from the same model can show multiple peaks at N and multiples of N (part g). Distributions in f and g were obtained from 10^6 avalanches on a 2D network for each condition.
Distributions of avalanche sizes reveal a statistical difference between sampling types, as can be illustrated using relatively simple models, such as the Abelian sandpile model\(^\text{44}\) on a square lattice (Fig. 2f,g). Under random sampling, the overall shape of the observed data distribution is primarily preserved\(^\text{43,45}\). However, windowed sampling can generate statistical artefacts that were not present in the original data. In this case, the avalanche size distribution can exhibit characteristic peaks if one uses a small observation window\(^\text{22,25,26}\). These peaks are not present under random sampling or when sampling the full system; hence, they clearly emerge owing to the chosen sampling scheme. The exact impact of sampling strategies on observables is still to be determined. In the following, we outline known sampling biases together with routes that enable one to infer collective properties from limited data.

Solutions using scaling theory

Building on the achievements of statistical physics, an intuitive approach to overcome the subsampling problem is to adapt approaches from finite-size scaling theory. Finite-size scaling is a phenomenological theory that has been developed to probe scale invariance in complex systems. A common approach in such scaling theories is to formulate a multivariate function that describes the dependence of a system property on different parameters; identify relevant scales of such parameters; and rescale these parameters such that they generate a universal function that no longer depends on microscopic details of the underlying system. For systems that feature scale invariance, such transformations are expected to be described by so-called critical exponents. As we discuss in the following, such phenomenological scaling theories can naturally be extended to overcome the subsampling problem.

In the following, note that many observables of interest are discrete (for instance, the node degree \(k\) is an integer for unweighted networks). As a result, there is an additional minimal scale, and claims about scale-free distributions are approximate\(^\text{46}\). Nonetheless, we stick to the common integral description of continuous variables for convenience but keep in mind that the integrals become sums for discrete variables.

Phenomenological approach for scale-free degree networks

When testing scale invariance of real networks, one is faced with the constraint that real datasets represent a (potentially small) subsample of an inherently finite network. Both the finite size of the system, and the finite sample thereof, set a natural limit to the maximum extent of collective properties and thereby typically introduce a cutoff. In other words, observing avalanche sizes or node degrees above a characteristic maximal scale \(s_0\) becomes very unlikely.

To draw conclusions about collective properties from subsampled systems, one can make use of finite-size scaling tools developed for critical phenomena\(^\text{23,47}\). For example, a heuristic approach to infer scale-freeness of subsampled networks\(^\text{21,48}\) operates on the survival function \(S(k)\) (that is, the probability to observe a degree of at least \(k\)), related to the cumulative distribution function \(CDF(k)\) as \(S(k) = 1 - CDF(k)\). For scale-free networks with a power-law degree distribution \(P(k) = k^{-\gamma}\), \(\gamma > 1\), the survival function becomes \(S(k) = \int_0^k P(q) dq = k^{1-\gamma}\). Being an integral over the original degree distribution, the survival function is much smoother than \(P(k)\) in the relevant scaling region of large \(k\).

Assuming that finite-size effects lead to a crossover behaviour, in which for \(k < k_0\) the survival function follows a power law and for \(k > k_0\) the distribution falls more rapidly, then one can reformulate the finite-size scaling hypothesis to incorporate finite sample size \(N\) (ref.\(^\text{49}\))

\[
S(k, N) = k^{-\gamma} f(kN^\delta),
\]

with the (unknown) exponents \(\gamma > 0\) and \(\delta < 0\), and a universal scaling function \(f\). Instead of using different system sizes as in common finite-size scaling techniques, one can verify this scaling hypothesis on a single empirical dataset by artificial subsampling\(^\text{23,47}\). For this, one first generates multiple subnetworks by randomly selecting \(N\) of the original \(M\) nodes, then determines \(S(k, N)\) for all subnetworks and determines the optimal parameters \(\gamma\) and \(\delta\) by seeking to collapse plots of \(S(k, N)k^\delta\) versus \(kN^{\gamma}\) (Fig. 3a). The goodness of the collapse plot provides a measure for the scale-free behaviour. Because of deviations from the scale-free behaviour for small degrees, the collapse should only be performed for \(k > k_{min}\).

This approach has revealed that many empirical networks satisfy the finite-size scaling hypothesis of collapse\(^\text{47}\), arguing against the observation that scale-free networks are rare\(^\text{43}\) but supporting claims that scale-free properties are a common feature of real complex networks\(^\text{46,47,23,48}\).

Subsampling-scaling theory for random subsampling

Random subsampling presents a particularly suitable sampling ansatz for systems in which the collective properties of interest are expected to affect every unit. For random subsampling, one can go beyond heuristic approaches and also beyond scale-free distributions (extending the applicability of the method above) and explicitly calculate scaling transformations that make it possible to collapse distributions of collective properties from subsampled systems\(^\text{47}\). Such calculations provide exact results for exponential and negative binomial distributions and good approximations for the particularly interesting case of power-law distributions. In fact, for power laws, the calculations yield precise predictions for universal subsampling-scaling exponents that are independent of the underlying power-law exponent.

The resulting subsampling-scaling theory can be directly applied to collective properties that follow a power-law distribution \(P(x) = x^{-\gamma}\), \(\gamma > 1\). The power-law distribution can represent static properties, such as degree distributions, or dynamic ones, such as avalanche size distributions. For power-law distributions, it can be shown mathematically that, when sampling \(N\) uniformly, the resulting distribution of a collective property \(x\) is described by a universal scaling function:

\[
P(x, N) = N^{-\alpha} f(xN^{-\beta}), \ \text{for any } \alpha, \beta \in \mathbb{R} \ \text{with} \ \alpha - \gamma \beta = 1 - \gamma.
\]

Here, the quantity \(x\) can be any collective property computed for the observed part of the system, including the degree of a network \(x = k\) (see also the comparison with heuristic scaling in Fig. 3b) or the size of an avalanche \(x = s\) (Fig. 3c). The most convenient possibility is to select a solution \(\alpha = \beta = 1\) that does not require any knowledge about the underlying scaling exponent \(\gamma\), and it can be further shown that the scaling function \(f(x/N) = P(x, N)/N\) takes the shape of the asymptotic distribution with the correct exponent \(\gamma\). This solution for subsampling scaling allows one to extrapolate to larger sampling sizes. This is relevant if one applies artificial subsampling to an already subsampled system and wishes to extrapolate to the full system.

The finite size of real-world systems typically leads to a finite-size-related cutoff in the power law, thus properties \(x\) larger than a cutoff size \(x_{\text{cutoff}}\) are observed more rarely. The scaling of the cutoff location...
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with the number of sampled units is commonly expected to be linear ($x_{\text{cutoff}}(N) \sim N^\eta$, with $\eta = 1$, such as for neural avalanches from microelectrode array recordings\textsuperscript{60} and models\textsuperscript{69}) and, thus, the subsampling scaling introduced above with $\alpha = \beta = 1$ collapses the cutoff onsets. If $\eta \neq 1$, the scaling should still be recovered by taking $\beta = \eta$ and $\alpha = 1 + (\beta - 1)\gamma$.

One particular application of this method is to evaluate whether the collective dynamics of dissociated neuronal networks in vitro develop scale-free avalanches with maturation (Fig. 3c). However, from the tens of thousands of neurons, only about 60 could be recorded. In this scenario, subsampling scaling of neuronal avalanche size distributions reveals that the data collapse into power-law distributions with maturation of the neuronal networks. In particular, within three weeks of maturation, the neuronal networks develop towards exhibiting more and more scale-free avalanche dynamics that cover up to four orders of magnitude. This result indicates that these neural networks self-organize towards the vicinity of a critical point\textsuperscript{1,29,60,70–72}.

Scaling analyses for windowed subsampling

When using windowed sampling, the correlations that emerge from local interactions may cause systematic deviations in observed collective quantities\textsuperscript{25–27}. We showcase here an example of avalanche size distributions from a recording window that is considerably smaller than the system size\textsuperscript{25} (Fig. 2g). Applying windowed sampling to the classical Bak–Tang–Wiesenfeld model\textsuperscript{14,25} leads to characteristic effects resulting in the hard cutoff in the degree distribution). c, Using data from developing neuronal cultures, one observes that, in early stages (day 6), the network has not yet developed a scale-free avalanche size distribution $P(s, N)$ and, hence, the distributions obtained by further subsampling (colour) do not collapse under subsampling; upon maturation (day 21), the subsampling scaling collapses distributions, indicating underlying scale-free avalanche distributions. This finding allows to extrapolate the distribution to the system size. The normalization constant $c$ is the total number of recorded avalanches. Panel c adapted from ref.\textsuperscript{33} under a Creative Commons licence CC BY 4.0.
because the avalanches are proven to be spatially compact. Thus, in a compact observation window, there is an increased probability that the avalanche activates all observed units. As a result, the probability to observe avalanches of the size of the observation window — or multiples thereof — is increased, leading to a multipeaked distribution (Fig. 2g). Moreover, even beyond these peaks, the slope of the power law distribution is altered. This example may be extreme, but it illustrates how spatial sampling features (that is, sampling data from a compact window) can strongly distort the observables, and that fitting avalanche distributions may then turn into a multivariable scaling analysis with two or more control parameters that requires systematic analyses, such as through Bayesian inference.

However, finite observation windows have the advantage that they directly provide detailed spatial information within each window. In many systems, one can thus again adapt finite-size scaling approaches to extrapolate to the full system from artificial subsampling. For example, the so-called box-scaling procedure considers the instantaneous connected correlation function \( C(r,t) \) as a suitable indicator to distinguish critical dynamical states from non-critical ones. \( C(r) \) measures the average correlation of units separated by a distance \( r \) for a specific snapshot in time. Mathematically, this average can be expressed as

\[
C(r, t) = \frac{1}{c_0} \sum_{i,j} (s_i(t) - \langle s(t) \rangle) (s_j(t) - \langle s(t) \rangle) \delta(r_{ij} - r),
\]

in which the ‘smoothed’ Dirac \( \delta \) function \( \delta(r_{ij} - r) \) considers pairs with approximate distance \( r_{ij} = r \) and the normalization constant \( c_0 \) ensures that \( C(0, t) = 1 \). Note that this definition only considers the correlation with respect to the instantaneous mean \( \langle s(t) \rangle \) and thereby neglects temporal correlations of the global system. The zero-crossing of the correlation function is then argued to provide an estimate of the spatial correlation length \( r^* \) (refs. 5,26).

From the scaling of \( r^* \) in artificially subsampled observation windows (or box scaling), one can distinguish critical from non-critical systems. At a critical point, at which the asymptotic correlation length \( \xi \) diverges, \( r^* \) is bounded by the linear size \( W \) of an observation window such that \( r^* = W \) (when \( \xi = L \approx W \)). Away from the critical point, \( \xi \) approaches a finite value and one can show that \( r^* \sim -\log(W/\xi) \) (when \( \xi \ll W \)). This approach can be illustrated for model systems on 2D lattices (Fig. 4a,b). Moreover, this formalism makes it possible to study how well the correlation function can be collapsed under rescaling, showing good data collapse for critical dynamics but no collapse for non-critical dynamics, signalling the absence of scale invariance captured in a single scaling function. Applied to human brain activity from functional magnetic resonance imaging data, this method confirms linear scaling compatible with neural dynamics showing scale-free properties.

**Phenomenological renormalization group**

Complementary statistical-physics-inspired approaches to study scale invariance from subsampled activity involve phenomenological coarse-graining procedures that are motivated by the renormalization group. However, in many systems, the detailed neighbourhood information for the coarse-graining is inaccessible, requiring empirical approaches. For example, a heuristic coarse-graining scheme computes the pairwise correlation matrix of all state variables, sorts pairs according to their correlation and then coarse-grains these pairs by summing their states (Fig. 4c). Iterative application of this scheme yields distributions of coarse-grained variables that approach a fixed non-Gaussian form, indicating evidence of scaling in both static and dynamic quantities (Fig. 4d). In particular, when data are coarse-grained into clusters of size \( k \), the distribution of non-zero activity approaches a fixed non-Gaussian form and the eigenvalues \( \lambda \) of the covariance matrix can be described by the scaling function \( \lambda = (k/r_{\text{rank}})^\mu \) with \( \mu = 0.7 \) (ref. 34). However, based on this analysis, it is so far not possible to identify a specific universality class.

Coarse-graining data from model simulations, in which the distance to the critical point can be controlled, indicates that such phenomenological coarse-graining procedures indeed have the potential to distinguish critical from non-critical systems. However, these results remain controversial and might not be specific to critical systems only. First, some scaling features apparently persist also in the supercritical regime for finite systems, rendering a distinction difficult. Second, similar scaling features as well as the flow towards a non-Gaussian fixed point can be explained by the presence of several unknown, time-varying latent fields to otherwise independent units. Third, using real-space coarse-graining schemes with continuous sampling units (for instance, in measurements with local field potentials) further runs the risk of introducing spurious correlations into the measurement that can strongly affect estimates of collective phenomena such as avalanche size distributions in neural networks or total magnetization in the Ising model. Coarse-graining procedures thus have strong potential to study scale invariance of systems only accessible through finite observation windows, but great care has to be taken, as hidden latent fields or even the sampling process proper can make a system appear scale-free.

**Solutions beyond scaling theory**

In this section, we describe suitable subsampling-invariant observables and inference approaches that make it possible to overcome the effects of unobserved units.

**Inferring collective dynamics from stationary subsampled activity**

The population dynamics of many complex systems, such as the spread of a virus in a population or the spread of neural activity in a network, can be described by a branching process, which is a stochastic process with an autoregressive representation. In a branching process, the average activity (number of infected individuals or active neurons) at time step \( t \) depends only on the activity in the previous time step or generation:

\[
\langle A_{t+1} | A_t \rangle = m A_t + H,
\]

in which \( A_t \) is a discrete number of active units (infected people or spiking neurons at generation \( t \)), \( m \) is the branching parameter (equivalent to the reproductive number in disease spread) and \( H \) is the mean external input. The process is inherently stochastic, because at every time step, the number of offspring (for instance, the number of new infections \( Y \) caused by each infectious person \( i \) in the previous time step) is a random variable. The mean number of offspring \( m = \langle Y \rangle \) determines whether one observes a growth [\( m > 1 \)], a decline [\( m < 1 \)], a steady state [\( m = 1 \)] or critical phenomena [\( m = 1, H > 0 \)]. Inferring the branching parameter or reproductive number from observed activity is important to understand the underlying spreading dynamics.

In many complex systems, one needs to infer \( m \) from a possibly heavily subsampled observation \( \tilde{A}_t \) of the total activity \( A_t \). A classical
approach to estimate the branching parameter would be solving Eq. (4) for observed data using linear regression, that is, \( n_t = \text{Cov}(\tilde{A}_{t+1}, \tilde{A}_t) / \text{Var}(\tilde{A}_t) \) (refs.85,86). However, this classical estimator is severely biased when applied to a subsampled population, owing to the intrinsic noise of the units or the sampling process (Fig. 5). Instead, it has been proposed to use a multistep regression (MR) estimator\(^{37,71}\), which allows inference of the correct branching parameter \( m \) even from heavily subsampled data. The mathematical basis for this method is to infer an autocorrelation timescale \( \tilde{\tau} = -\Delta t / \ln(m) \) of the process \( \tilde{A}_t \), that, for random spatial sampling, can be shown to remain invariant under subsampling. Thus, although the absolute values of the autocorrelation strength are biased by subsampling, the autocorrelation time is invariant. This estimator was later generalized\(^{44}\) to cyclostationary input, which is common for processes subject to seasonality, circadian rhythms or repeated, trial-based experiments, among others. (A toolbox implementation is also available\(^{88}\).) In addition, a recently
developed Bayesian method increases the accuracy of timescales estimation and enables inference and model selection for cases with various combinations of timescales and oscillation.

Even before the intrinsic timescale was shown to be invariant under subsampling, the idea to use it to characterize the state of a complex system was explored. In particular, strongly subsampled spike recordings from different brain areas revealed that intrinsic timescales reflect the functional hierarchy in the neocortex and areal differences in temporal integration of information. Multistep regression was successfully applied to investigate memory and learning in neuronal networks. In models, it was shown that longer intrinsic timescales (and $m$ close to unity) improve performance on tasks that require temporal integration; however, for tasks that are less complex, a smaller branching parameter $m$ leads to better performance. In that light, the longer intrinsic timescales observed in experiments for higher brain areas may indeed point to longer and more complex integration of information.

A precise estimate of the strength of recurrent interactions helps shed light on neural processing. If recurrent interactions are classified using the branching parameter, for $m = 1$, small changes in the recurrent (synaptic) coupling strength between neurons (through neuromodulation, for example) can considerably alter the intrinsic timescale and thereby the processing properties of the network. A complementary approach to estimate the strength of recurrent interaction in terms of the recurrency $R$ is based on the cross-correlation distribution across neurons and argues along the same line: for $R = 1$, networks are in a sensitive regime in which small changes in the coupling statistics lead to considerable changes of network properties, including the spatial pattern of neuronal coordination and the effective dimensionality of network activity. The sensitivity to small changes in the coupling arises because, in the vicinity of non-equilibrium phase transitions (for example, at $m = 1$ for branching networks), a number of properties, such as the intrinsic timescale, diverge. Therefore, we improve our comprehension of self-organization of neural processing in vivo by understanding how $m$ (or, complementarily, the recurrency or dimensionality) changes across brain areas and with task conditions.

Several experiments examine how the branching parameter $m$, the recurrency and the intrinsic timescale change with task conditions. First, the intrinsic timescales of local activity in a brain area increase with attention, indicating a shift of the neural network dynamics towards the critical point. Second, after a perturbation by stopping sensory input, neural networks transiently decrease their branching parameter but then recover a value close to unity, and thus longer intrinsic timescales, within a few days, presumably by means of homeostasis. Third, cortical stimulation is detected better when the network shows lower instantaneous recurrency before the stimulus is applied, indicating that the larger signal-to-noise ratio may facilitate detection of such stimuli. These results in neuroscience explicitly or implicitly rely on the fact that...
autocorrelation timescales or estimated recurrency can be constructed to be invariant under observation of a small part of the system.

Quantifying dimensionality of population activity

Even when sampling only a small fraction of a complex system, the signals of individual units can be strongly correlated, owing to coupling with a system that imposes coordinated population dynamics. This property has been characterized for brain activity, a case in which even the most advanced experiments sample only hundreds or thousands out of the many millions of behaviourally relevant neurons. For such sampled activity, dimensionality-reduction methods reveal a striking simplicity underlying multivariate neuronal data recorded during execution of different tasks, by various species from different brain areas

high-dimensional neural trajectories for specific computations reside in manifolds of much lower dimension.

This result naturally raises the question of whether the inferred representation would change if more neurons were recorded and, consequently, how reliable the conclusions are. A sufficient condition to guarantee a representative manifold is that the number of recorded neurons exceeds a so-called neural task complexity (NTC). In particular, for a task with $K$ parameters (such as time), the NTC is proportional to the product of parameter-specific ranges $L_k$, $k = 1, \ldots, K$ (such as task duration) and inversely proportional to the product of parameter-specific correlation lengths $\lambda_k$ (such as population autocorrelation time, as discussed above), that is,

$$\text{NTC} \propto \prod_k L_k / \prod_k \lambda_k,$$

provided that the recorded neurons are statistically similar to the full set of neurons (Fig. 5c,d). This theory implies a task-dependent lower bound on the necessary number of random projections (the dimensionality) to accurately recover the geometry of the underlying neural manifold. Indeed, for neural recordings of macaque, it was shown that random projections can be replaced with random subsamples of neurons. Importantly, the geometric distortion (the largest relative difference between the distances of neural activity patterns in projected and full spaces) grows with the logarithm of the number of neurons in a circuit. Hence, a modest number of neurons should suffice for reliable statements about the geometry of neural manifolds.

Inverse problems on subsampled data

The recent explosion in data availability has fostered interest in so-called inverse problems, in which the goal is to calculate from a set of observations the causal relations that produce them. These causal relationships can be implicit, such as in the form of hidden latent variables, or explicit, such as when one reconstructs networks from incomplete data using statistical inference. Even if there is direct information about the system dynamics, network reconstruction is still a non-trivial problem, especially in the presence of higher-order interactions. To reduce inference complexity, one can consider generative network models or focus on properties of interest, such as community detection. These methods can be efficient in inferring the correct network from noisy network measurements. However, if one has no direct information about the edges (as is typical in biological networks), alternative approaches based purely on node dynamics are needed.

Often, the network has to be reconstructed from observed node dynamics without knowing the mechanistic model that gives rise to it (Fig. 6a). Network reconstruction, however, belongs to the class of NP-hard problems and thus poses a major computational challenge. Moreover, correlation and causation are, in general, hard to disentangle without causal interventions. Practically, the simplest approach is to consider nodes in pairs (or sometimes triplets) and estimate dependencies between them with model-free statistical inference, by using methods such as correlation-based measures or various information-theoretical measures. For these methods, hidden (unobserved) nodes can be considered as latent confounders that induce spurious correlations—and hence links—where there are none. (Fig. 6b). To treat confounders, and thereby also unobserved nodes, there have been efforts to include causality in network reconstruction. In addition, one can include higher-order correlations between nodes by capturing the statistics of observed patterns in maximum entropy models. Binary observations (such as presence or absence of spike), this approach results in the class of inverse Ising problems, which have been applied to many systems, including neural networks and gene regulatory networks. In fact, the inverse Ising model can be formulated with higher-order interactions. Moreover, it can be extended with effective non-equilibrium dynamics. Combining such kinetic inverse Ising models with approximate Bayesian inference makes it possible to capture low-order statistics despite sampling only a fraction of network nodes. We note the breadth of approaches for network reconstruction from node dynamics when the underlying dynamics are unknown. How reliable these reconstructions are and how well they capture the effect of hidden nodes depends on how challenging the problem is and how good the data are.

If one can approximate the mechanistic model giving rise to node dynamics, several opportunities exist to capture the effect of hidden nodes. For example, if only a few nodes are absent, then this absence likely affects only the reconstruction of the local neighbourhood of the nodes, causing unstable results with abnormally dense connections, which can be exploited to identify hidden nodes. A more systematic method is to incorporate the effect of unobserved nodes in an effective description of the observed dynamics. In an illustrative manner, the effective dynamics of a subsampled node $x_i$ can be written in the form $\chi_i(t) = \sum W_{ij} x_j(t) + \sum_j \int_0^t dt' M_{ij}(t-t') \chi_j(t') + \chi_i(t)$, in which the first sum describes the local subnetwork dynamics with interactions $W_{ij}$ and the other terms incorporate the effect of unobserved nodes as (non-trivial) memory $M_{ij}(t)$ and noise $\chi_i(t)$. This description is similar in spirit to delay embedding or the Takens theorem. Including these memory and noise terms when analysing subsampled data can improve quantitative assessments of collective properties, such as when applied to identifying dominant memory channels in the signalling network of epidermal growth factor receptors or to distinguishing sources of noise in protein interaction and gene regulation networks.

In addition to indirect approaches, one can explicitly include the hidden states in expectation-maximization-like algorithms. The basic idea of these algorithms is to split the inverse problem into an iterative two-step procedure, in which one step is to infer the weight matrix based on all measured (observed) and estimated (hidden) states, and another step is to update the hidden states based on the observed states and the weight matrix. Such an iterative scheme can, in principle, reconstruct network structure and dynamics from subsampled systems. Example applications include subsampled data of neural dynamics in salamander retina; reconstruction from selected input neurons the activities of the remaining ones; and financial dynamics in the S&P 500 stock market, improving predictions of price changes relevant for profitable trades.
We have presented an overview of promising techniques to study collective properties of complex systems from partial observations. The development of these new approaches is largely driven by the rapid development of experimental techniques that allow better — but far from complete — access to natural complex systems. Does this development mean that one can simply wait until sampling techniques are good enough for a given analysis methods? Certainly not! Despite ongoing progress in experimental techniques, there will probably always be systems that cannot be sampled fully for technical reasons. For large neural systems, such as mammalian brains, it is unclear how one would ever record the activity of all neurons in the deeper brain areas in parallel without harming brain tissue. It thus remains of ongoing interest to complement existing analysis methods to learn as much as possible from subsampled data.

Fig. 6 | Reconstruction of a network under subsampling. a. Even when observing the whole dynamics of each node, a model-free reconstruction of the dependencies network is a challenging problem. However, it can be, in most cases, solved with various methods of statistical inference. b. Missing observation of the dynamics of nodes without additional considerations and modelling of confounders often leads to the wrong reconstruction of the dependencies between observed variables. Blue indicates observed nodes and dynamical traces, grey indicates unobserved and red indicates a spurious inferred connection. c. When assuming a particular dynamical model, reconstruction of the coupling matrix becomes possible by explicitly including an a priori unknown number of hidden nodes and their times series into the model-based reconstruction. Panel c adapted with permission from ref.157, APS.

**Outlook**

We have presented an overview of promising techniques to study collective properties of complex systems from partial observations. The development of these new approaches is largely driven by the rapid development of experimental techniques that allow better — but far from complete — access to natural complex systems. Does this development mean that one can simply wait until sampling techniques are good enough for a given analysis methods? Certainly not! Despite ongoing progress in experimental techniques, there will probably always be systems that cannot be sampled fully for technical reasons. For large neural systems, such as mammalian brains, it is unclear how one would ever record the activity of all neurons in the deeper brain areas in parallel without harming brain tissue. It thus remains of ongoing interest to complement existing analysis methods to learn as much as possible from subsampled data.

Understanding complex systems can strongly profit from combining observations on different scales. The integrated evaluation of multiscale measurements—with different limitations and distortions at each scale—does present a formidable challenge, but it promises to overcome the limitations of sampling at each scale in a synergistic manner, thereby strongly improving inference about the multiscale activity of the full system. To exemplify the recording technique, data from...
Perspective

neuronal cultures or slices, or even in vivo recordings, can include simultaneous recordings using imaging techniques of the calcium fluorescence or electrophysiological recordings from a multi-electrode array. Each recording technique has its weaknesses and advantages. Calcium imaging lacks temporal resolution and requires filtering to extract the activity of individual cells, but has a large spatial yield; complementary multi-electrode recordings only access a tiny fraction of the neurons, but record the activity at full temporal resolution. A promising avenue of research is thus to improve the mathematical toolset that combines data from such imperfect but complementary recording techniques. On a theoretical level, developing a unified theory for windowed and random subsampling might require new scaling theory but, if successful, could greatly forward an accurate assessment of the behaviour of a system. Therefore, considering the combination of different sampling techniques, also across scales, appears to be highly promising, as the interesting emergent dynamics typically evolves across multiple scales.

An important but open question is how to combine samples across temporal scales. Especially for living systems, which are continuously changing, doing so by is by no means a trivial problem. Sticking with the example of the brain, it was shown by monitoring the same neurons over time for a repeated task that neural representations may change spontaneously over time. However, in many systems, experimental constraints might not allow to access multiple spatial scales at the same time but only successively. That limitation might hinder an understanding of how interactions at the microscopic scale affect emergent behaviour at the macroscopic scale and vice versa. Integrating information accessed at different spatial scales, even if not recorded in parallel, is a further open challenge. However, we expect important contributions in the field of non-equilibrium physics to characterize the effect of subsamples across temporal and spatial scales in well-controlled but non-stationary systems.

A gold standard in studying experimental systems is the application of causal interventions. Combining causal interventions at the microscopic scale with recordings at multiple scales may shed light on their interaction mechanisms. Designing optimal protocols for causal interventions under a given subsampling scheme might further accelerate the understanding of emergent phenomena in complex systems across scales.

Overall, the recent development of sampling techniques together with systematic analysis approaches promises that spatial subsampling theories will become more extensive and, with more extensive data availability, also more powerful. This invites future research to tackle the next set of questions, in particular how to design innovative sampling strategies (that is, how to select the sampled components), how to deal with non-representative samples in general, how to combine spatial subsamples of a different kind (by multiscale sampling, for example) and how to design causal interventions. Developing the mathematical tools to tackle these questions promises to open the path to new, unbiased insights into complex systems and collective dynamics.
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