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Abstract

Thue equations and their relative and inhomogeneous extensions are well known in the literature. There exist methods, usually tedious methods, for the complete resolution of these equations. On the other hand our experiences show that such equations usually do not have extremely large solutions. Therefore in several applications it is useful to have a fast algorithm to calculate the "small" solutions of these equations. Under "small" solutions we mean the solutions, say, with absolute values or sizes $\leq 10^{100}$. Such algorithms were formerly constructed for Thue equations, relative Thue equations. The relative and inhomogeneous Thue equations have applications in solving index form equations and certain resultant form equations. It is also known that certain "totally real" relative Thue equations can be reduced to absolute Thue equations (equations over $\mathbb{Z}$).

As a common generalization of the above results, in our paper we develop a fast algorithm for calculating "small" solutions (say with sizes $\leq 10^{100}$) of inhomogeneous relative Thue equations, more exactly of certain inequalities that generalize those equations. We shall show that in the "totally real" case these can similarly be reduced to absolute inhomogeneous Thue inequalities. We also give an application to solving certain resultant equations in the relative case.
1 Introduction

Throughout this paper we shall denote by $\mathbb{Z}_K$ the ring of integers of an algebraic number field $K$. Further, $|\gamma|$ will denote the size of an algebraic number $\gamma$, that is the maximum of the absolute values of its conjugates.

1.1 Thue equations, homogeneous, inhomogeneous, relative

Let $F(x, y) \in \mathbb{Z}[x, y]$ be a homogenous form of degree $\geq 3$, irreducible over $\mathbb{Q}$, and let $0 \neq m \in \mathbb{Z}$. In 1909 A. Thue [28] proved that the equation

$$F(x, y) = m \text{ in } x, y \in \mathbb{Z}$$

has only finitely many solutions. In 1968 A. Baker (see [1]) gave effective upper bounds for the solutions. These bounds have several improvements but they all share the property that even in the simplest cases they are of magnitude $\exp(10^{20})$, not allowing to calculate the solutions themselves. An algorithm to reduce these bounds in order to explicitly determine the solutions of cubic Thue equations was first given by A. Baker and H. Davenport [2] which was extended to arbitrary degrees by A. Pethő and R. Schulenberg [22], and B. M. M. de Weger [30]. These algorithms give all solutions, however they require tedious computation.

It turned out that such equations usually only have a few small solutions (usually at most 3 digits) therefore a fast algorithm of A. Pethő [21] supplying "small" solutions turned to be very useful. Under "small" solutions we mean here solutions with absolute values up to $10^{100} - 10^{500}$, or even larger (but definitely $\exp(10^{20})$ can not be reached). This algorithm produces within very short time all solutions that are applicable in practice but do not prove the non-existence of extremely large solutions (which, according to our experience do not exists anyway).

If $\alpha$ is a root of $F(x, 1) = 0$ and $K = \mathbb{Q}(\alpha)$, then (1) can be written as

$$N_{K/Q}(x - \alpha y) = m \text{ in } x, y \in \mathbb{Z}.$$  (2)

As a generalization of these equations in 1974 V. G. Sprindžuk [27] considered so called inhomogeneous Thue equations of type

$$N_{K/Q}(x - \alpha y + \lambda) = m,$$  (3)

in the variables $x, y \in \mathbb{Z}, \lambda \in \mathbb{Z}_K$, under the assumption that $\lambda$ is a non-dominating variable, that is

$$|\lambda| \leq (\max(|x|, |y|))^{1-\zeta},$$

and $0 < \zeta < 1$ is a given. V. G. Sprindžuk [27] gave upper bounds for the solutions, using Baker’s method, which implies the finiteness of the number of solutions but do not enable one to calculate the solutions.

Combining the method of [27] with [22], [30], I. Gaál [6] gave an algorithm to calculate all solutions of inhomogeneous Thue equations of type (3).
Note that inhomogeneous Thue equations gain important applications in solving index form equations in sextic and octic fields with quadratic subfields, see [10], [16], [14], and also in solving certain resultant type equations, see Section 1.3. In all these applications \( \lambda \) is a fixed algebraic integer.

Thue equations were also extended to the so called \textbf{relative case}, when the form \( F \) has coefficients in the ring of integers \( \mathbb{Z}_M \) of an algebraic number field \( M \). These can be written as a relative norm form equation in two variables, as

\[
N_{K/M}(X - \alpha Y) = m \quad \text{in} \quad X, Y \in \mathbb{Z}_M,
\]

where \( \alpha \) is an algebraic number of degree \( \geq 3 \) over \( M \), \( K = M(\alpha) \) and \( 0 \neq m \in \mathbb{Z}_M \). Relative Thue equations were first considered by C. L. Siegel [26]. Upper bounds for the solutions were given by S. V. Kotov and V. G. Sprindzuk [19]. An algorithm to calculate all solutions was constructed by M. Pohst and I. Gaál [17]. A fast algorithm to compute "small" solutions of relative Thue equations was given by I. Gaál [13]. Further, it turned out, that if \( M \) is an imaginary quadratic field and all conjugates of \( \alpha \) over \( M \) are real, then the relative Thue equation can be reduced to absolute Thue equations (over \( \mathbb{Z} \)), cf. Section 2.1.

1.2 Equations of type \( F(x, y) = G(x, y) \)

Thue equations (1) were also extended to diophantine equations of type

\[
F(x, y) = G(x, y) \quad \text{in} \quad x, y \in \mathbb{Z},
\]

where \( F \in \mathbb{Z}[x, y] \) is as above, and \( G \in \mathbb{Z}[x, y] \) with some restrictions on its degree, see the book of T. N. Shorey and R. Tijdeman [25]. Fast algorithms for calculating "small" solutions of equations of type (5) were given by I. Gaál over \( \mathbb{Z} \), over imaginary quadratic fields, and also over arbitrary number fields (cf. [7], [8], [12], respectively).

1.3 Application to resultant type equations

An interesting application of inhomogeneous Thue equations is in solving \textbf{resultant type equations}. Let \( 0 \neq r \in \mathbb{Z} \). Determine polynomials \( f, g \in \mathbb{Z}[x] \) with distinct roots having

\[
\text{Res}(f, g) = r.
\]

Such diophantine problems were considered by W. M. Schmidt [24], J. H. Evertse and K. Győry [5] and others.

It turned out, see I. Gaál [11], that given \( f \), the calculation of quadratic polynomials \( g \) satisfying (6) leads to an inhomogeneous Thue equation, cf. Section 2.2.

Given \( f \), using the theory of unit equations I. Gaál and M. Pohst [18] gave an algorithm to determine all \( g \) having roots in a fixed number field.
2 Purpose

In the present paper we are going to construct a fast algorithm to determine "small" solutions of inhomogeneous relative Thue equations. More exactly, as a common generalization of the results in the previous Section we shall consider inequalities. These inequalities will have a polynomial on the left hand side having a structure similar to an inhomogeneous Thue form

\[ N_{K/M}(X - \alpha Y + \lambda) \]

\((K = M(\alpha), [K : M] \geq 3, X, Y \in \mathbb{Z}_M, \lambda \in \mathbb{Z}_K)\). We consider the case when \(\lambda\) is fixed, but this will be sufficient for the applications in the resolution of the above mentioned index form equations and resultant type equations. Further, since (7) is the product of inhomogeneous linear forms of type \(X - \alpha_j Y + \lambda_j\), where \(\alpha_j, \lambda_j\) are the relative conjugates of \(\alpha, \lambda\), respectively, we shall consider arbitrary products of inhomogeneous linear forms of this shape, without requiring that \(\alpha_j, \lambda_j\) be conjugates of certain algebraic numbers.

In order to cover equations of type (5), on the right hand side of these inequalities we shall have some polynomial of \(X, Y\). Since these polynomials can be estimated from above by \(|X|, |Y|\), we use a power of \(Z = (\max(|X|, |Y|))\) on the right hand side.

Our main tool in the algorithm will be the application of the LLL basis reduction algorithm, cf. [20], [23].

2.1 Reducing inhomogeneous relative Thue equations to absolute ones

Using the ideas of I. Gaál, B. Jadrijević and L. Remete [15] in Section 4 we shall reduce totally real inhomogeneous relative Thue equations to inhomogeneous Thue equations over \(\mathbb{Z}\), that is, to the absolute case. This can be done only in the special case, when all \(\alpha_j\) are real, but in such cases it is very useful for the resolution of the equations.

2.2 Resultant type equations in the relative case

Let \(M\) be an algebraic number field, let \(f, g \in \mathbb{Z}_M[x]\) be polynomials, irreducible over \(M\), with roots \(\alpha = \alpha_1, \alpha_2, \ldots, \alpha_n\), and \(\beta = \beta_1, \ldots, \beta_m\), respectively. The resultant of \(f, g\) in this relative case can be defined as

\[ \text{Res}_M(f, g) = \prod_{i=1}^{n} \prod_{j=1}^{m} (\alpha_i - \beta_j). \]

This can be written as

\[ \prod_{i=1}^{n} ((\alpha_i - \beta_1) \cdots (\alpha_i - \beta_m)) = \prod_{i=1}^{n} g(\alpha_i) = N_{K/M}(g(\alpha)), \]

where \(K = M(\alpha)\).

Consider now the following problem. Let \(f \in \mathbb{Z}_M[x]\) be a given polynomial, having distinct roots \(\alpha = \alpha_1, \alpha_2, \ldots, \alpha_n\). Determine all monic quadratic polynomials \(g(t) = t^2 - Yt + X \in \mathbb{Z}_M[t]\), with coefficients \(X, Y \in \mathbb{Z}_M\), satisfying

\[ |\text{Res}_M(f, g)| \leq c, \]

(8)
with a given positive constant $c$. By the above arguments (8) can be written in the form

$$|N_{K/M}(X - \alpha Y + \alpha^2)| \leq c \text{ in } X, Y \in \mathbb{Z}_M.$$ 

Using our algorithm to determine "small" solutions of inhomogeneous relative Thue inequalities we shall be able to calculate the solutions of (8), with, say $\max(|X|, |Y|) \leq 10^{100}$.

3 Inhomogeneous relative Thue inequalities

Let $M$ be a number field of degree $m$ with ring of integers $\mathbb{Z}_M$ and integral basis $(\omega_1 = 1, \omega_2, \ldots, \omega_m)$. Assume that $X, Y$ are represented in the form

$$X = x_1 + x_2\omega_2 + \ldots + x_m\omega_m,$$

$$Y = y_1 + y_2\omega_2 + \ldots + y_m\omega_m,$$

with $x_j, y_j \in \mathbb{Z}$ $(j = 1, \ldots, m)$. Set

$$A = \max_j (\max |x_j|, \max |y_j|),$$

and

$$Z = (\max(|X|, |Y|)).$$

Let $\alpha_1, \ldots, \alpha_n$ be given non-zero distinct complex numbers and $\lambda_1, \ldots, \lambda_n$ any given complex numbers with

$$\max_j |\lambda_j| \leq c_\lambda.$$ 

Let $c_0 > 0$ be a given positive constant. As a generalization of the above equations consider the inequality

$$\left| \prod_{j=1}^{n} (X - \alpha_j Y + \lambda_j) \right| \leq c_0 \cdot Z^k, \text{ in } X, Y \in \mathbb{Z}_M, \ Z \leq Z_0,$$

where $Z_0$ is huge given bound, say $10^{100}$.

Our arguments show, that the bound $Z \leq Z_0$ implies a bound $A_0$ for $A$ (of the same magnitude), which can be reduced in a numerical way to a much smaller value $A_R$ (say 100 or 1000), such that all solutions of (11) satisfy $A \leq A_R$ and these "tiny" possible solutions $X, Y$ with $A \leq A_R$ can be enumerated and tested.

In case $\alpha$ is an algebraic integer of degree $n$ over $M$, with relative conjugates $\alpha_1, \ldots, \alpha_n$ over $M$ and $\lambda$ is an algebraic integer in $K = M(\alpha)$ with relative conjugates of $\lambda_1, \ldots, \lambda_n$ over $M$, then inequality (11) can be written as

$$|N_{K/M}(X - \alpha Y + \lambda)| \leq c_0 \cdot Z^k,$$

which can be considered as an inhomogeneous relative Thue inequality, analogues to the one considered by V. G. Šprindzuk.
3.1 Elementary estimates

The basic tool in solving various types of Thue equations is that if the solutions are not very small, then a linear factor of the left hand side must be very small. This is what we shall show in this section using estimates that are more or less standard in the theory of Thue equations.

Let $0 < \varepsilon_i < 1$ ($1 \leq i \leq n$). These we can choose appropriately, see our remarks in the proof of Lemma 1. For $1 \leq i, j \leq n, i \neq j$ set

\[ c_{1ij} = |\alpha_j - \alpha_i| \min \left(1, \frac{1}{|\alpha_i|} \right), \quad c_{2ij} = \varepsilon_i^0 \max \left(1, \frac{|\alpha_j|}{|\alpha_i|} \right), \quad c_{3ij} = \max \left(|\lambda_j - \lambda_i|, \frac{|\alpha_i \lambda_j - \alpha_j \lambda_i|}{|\alpha_i|} \right), \]

\[ c_{4i} = \max_{j \neq i} \left( \max \left( \frac{2c_{2ij}}{\varepsilon_i c_{1ij}}, \frac{2c_{3ij}}{(1 - \varepsilon_i)c_{1ij}} \right) \right), \]

\[ c_{5i} = \frac{2^{n-1}c_0}{\prod_{j \neq i} c_{1ij}}. \]

Let $X, Y \in \mathbb{Z}_M$ be a solution of (11). Let $i$ ($1 \leq i \leq n$) be the index with

\[ |X - \alpha_i Y + \lambda_i| = \min_j |X - \alpha_j Y + \lambda_j|. \]

This $i$ is different for different solutions. Therefore we have to consider all possible values of $i$ to find all solutions of (11), that is, the following procedure must be performed for each $i$.

Lemma 1 Assume that $X, Y \in \mathbb{Z}_M$ is a solution of (11) with (14). If

\[ Z \geq c_{4i}, \]

then

\[ |\beta_i| \leq c_{5i} \cdot Z^{k-n-1}. \]

Proof of Lemma 1 Set $\beta_j = X - \alpha_j Y + \lambda_j$ ($1 \leq j \leq n$). Then (14) yields

\[ |\beta_i| = \min_j |\beta_j|. \]

Inequality (11) implies

\[ |\beta_i| \leq c_0^{1/n} \cdot Z^{1/n}. \]

On the other hand, for $j \neq i$ ($1 \leq j \leq n$) we have

\[ |\beta_j| \geq |\beta_j - \beta_i| - |\beta_i| \geq |\alpha_j - \alpha_i| Y - |\lambda_j - \lambda_i| - c_0^{1/n} Z^{k/n}. \]

Further,

\[ \alpha_i \beta_j = (\alpha_i - \alpha_j)X + \alpha_i \lambda_j - \alpha_j \lambda_i + \alpha_j \beta_i, \]

whence

\[ |\beta_j| \geq \frac{|\alpha_i - \alpha_j|}{|\alpha_i|} X - \frac{|\alpha_i \lambda_j - \alpha_j \lambda_i|}{|\alpha_i|} - \frac{|\alpha_j|}{|\alpha_i|} c_0^{1/n} Z^{k/n}. \]
The above inequalities imply

$$|\beta_j| \geq c_{1ij} Z - c_{2ij} Z^{k/n} - c_{3ij}. \quad (19)$$

Our estimate (19) implies, that if $Z$ is large enough, then

$$|\beta_j| \geq \frac{c_{1ij}}{2} Z. \quad (20)$$

This is satisfied if

$$c_{2ij} Z^{k/n} + c_{3ij} \leq \frac{c_{1ij}}{2} Z.$$  

We have to cover both summands by a part of $c_{1ij}/2$. Here we make use of $0 < \varepsilon_i < 1$ and assume that

$$c_{2ij} Z^{k/n} \leq \varepsilon_i \frac{c_{1ij}}{2} Z, \quad c_{3ij} \leq (1 - \varepsilon_i) \frac{c_{1ij}}{2} Z,$$

which are satisfied in view of (15). An optimal choice of $\varepsilon_i$ is useful to keep the constant $c_{4i}$ in (13), (15) as small as possible. In view of (20) our inequality (11) implies (16).

□

3.2 Comparing $X, Y$ with $x_j, y_j$

Denote by $\omega_k^{(j)}$ the conjugates of $\omega_k$, ($1 \leq j, k \leq m$). Set

$$S = \begin{pmatrix}
1 & \omega_2^{(1)} & \ldots & \omega_m^{(1)} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \omega_2^{(m)} & \ldots & \omega_m^{(m)}
\end{pmatrix}.$$

Denote by $c_6$ the row-norm of the matrix $S$, that is the maximum sum of the absolute values of the entries in its rows. Let $c_7$ be the row norm of the matrix $S^{-1}$. For $1 \leq i \leq n$ let

$$c_{8i} = \frac{c_{4i}}{c_7}, \quad c_{9i} = c_{5i} \cdot c_7^{n+1-k}.$$

**Lemma 2** Assume that $X, Y \in \mathbb{Z}_M$ in the representation (9) is a solution of (11) with (14). We have

$$Z \leq c_6 \cdot A. \quad (21)$$

If

$$A \geq c_{8i}. \quad (22)$$

then

$$|\beta_i| \leq c_{9i} A^{k-n-1}. \quad (23)$$

Moreover, if $Z < Z_0$ then

$$A \leq A_0 = c_7 Z_0. \quad (24)$$
Proof of Lemma 2. We have
\[
\begin{pmatrix}
X^{(1)} \\
\vdots \\
X^{(m)}
\end{pmatrix} = S \cdot 
\begin{pmatrix}
x_1 \\
\vdots \\
x_m
\end{pmatrix}.
\] (25)

Obviously
\[|X| \leq c_6 \cdot \max_j |x_j|,
\]
and similarly
\[|Y| \leq c_6 \cdot \max_j |y_j|,
\]
whence (21) follows. Further,
\[
\begin{pmatrix}
x_1 \\
\vdots \\
x_m
\end{pmatrix} = S^{-1} \cdot 
\begin{pmatrix}
X^{(1)} \\
\vdots \\
X^{(m)}
\end{pmatrix},
\]
which implies
\[
\max_j(|x_j|) \leq c_7 |X|,
\]
and similarly
\[
\max_j(|y_j|) \leq c_7 |Y|.
\]

Therefore we obtain
\[A \leq c_7 Z.\] (26)

Therefore \(Z < Z_0\) implies (24).

(26) and (22) imply (15), whence, in view of Lemma 1 we obtain (16). Finally, by (26) inequality (16) implies (23). □

3.3 Reducing the bounds

In view of our Lemma 1 and Lemma 2 we are going to calculate the solutions \(x_1, \ldots, x_m, y_1, \ldots, y_m \in Z\) of (23) satisfying (24).

Let \(H\) be a large constant to be specified later, let \(i\) be the index with (14). In view of Lemma 2 we consider the inequality
\[
|x_1 + \omega_2 x_2 + \ldots + \omega_m x_m - \alpha_i y_1 - \alpha_i \omega_2 y_2 - \ldots - \alpha_i \omega_m y_m + \lambda_i| \leq c_{9i} \cdot A^{k-n-1}.\] (27)

Consider now the lattice \(L\) generated by the columns of the matrix
\[
L = 
\begin{pmatrix}
1 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 1 & \ldots & 0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 1 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 0 & 1 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 1 & 0 \\
0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 & 1 \\
H & \text{Re}(\omega_2) & \ldots & \text{Re}(\omega_m) & H \text{Re}(\alpha_i) & H \text{Re}(\alpha_i \omega_2) & \ldots & H \text{Re}(\alpha_i \omega_m) & H \text{Re}(\lambda_i) \\
H & \text{Im}(\omega_2) & \ldots & \text{Im}(\omega_m) & H \text{Im}(\alpha_i) & H \text{Im}(\alpha_i \omega_2) & \ldots & H \text{Im}(\alpha_i \omega_m) & H \text{Im}(\lambda_i)
\end{pmatrix}.\]
In the totally real case we may omit the last row. Denote by $b_1$ the first vector of an LLL-reduced basis of the lattice $L$ (cf. [20], [23]).

**Theorem 3** Assume that $X, Y \in \mathbb{Z}_M$ in the representation (9) is a solution of (11) with (14). Assume that
\[
A = \max(\max_j |x_j|, \max_j |y_j|) \geq \max(c_{8i}, 2c_{\lambda}).
\] (28)

If $A \leq A_0$ for some positive constant $A_0$ and $H$ is chosen so large that for the first vector $b_1$ of the LLL reduced basis of $L$ we have
\[
|b_1| \geq \sqrt{(2m + 1)2^{2m} \cdot A_0},
\] (29)
then
\[
A \leq \left( \frac{2c_{8i}H}{\sqrt{3}A_0} \right)^{\frac{n-k-1}{2}}.
\] (30)

**Proof of Theorem 3**

We follow the arguments of [13] (see also [14]). Denote by $l_0$ the shortest non-zero vector in the lattice $L$. Denote $l_1$ the shortest non-zero vector in the lattice $L$ having last coordinate 1. Assume that the vector $l$ is a linear combination of the lattice vectors with coefficients $x_1, \ldots, x_m, y_1, \ldots, y_m, 1$, respectively.

Using the inequalities of [23] we have $|b_1|^2 \leq 2^{2m}|l_0|^2$. Obviously $|l_0| \leq |l_1| \leq |l|$. The first $2m$ components of $l$ are in absolute value $\leq A_0$, for the last 2 components (27) is satisfied. (Observe that the last two components of $l$ are the real and imaginary parts of the left hand side of (27)).

Hence we obtain
\[
(2m + 1)A_0^2 = 2^{-2m}(2m + 1) \cdot 2^{2m}A_0^2 \leq 2^{-2m}|b_1|^2 \leq |l_0|^2 \leq |l_1|^2 \leq |l|^2 \leq 2m \cdot A_0^2 + c_\lambda^2 + H^2c_{8i}^2A^{2(k+1-n)},
\]
(cf. [10]) whence
\[
A_0^2 \leq c_\lambda^2 + c_{8i}^2H^2A^{2(k+1-n)}.
\]

In view of (28) we obtain
\[
\frac{3}{4}A_0^2 \leq c_{8i}^2H^2A^{2(k+1-n)},
\]
which implies the assertion (30). \[\square\]

### 3.4 How to apply Lemma 3?

If $Z \leq Z_0$, then by (24) we have $A \leq A_0 = c_{7i}Z_0$. We make $H$ so large, that (29) is satisfied. Then Lemma 3 implies a new bound (30) for $A$. 9
In the next step this new bound for $A$ will play the role of $A_0$. If $H$ is large enough and (29) is satisfied, then by (30) we get a new improved bound for $A$. We continue this process, until the new bound is less than the previous one.

Usually we make several tests to choose $H$ appropriately. According to our experiences, the order of magnitude of $H$ must be about $A_0^{2m+1}$. In the first reduction steps $A_0$ and $H$ are much larger then the other constants in the formula (30). Therefore the constant on the right side of (30) is of magnitude $A_0^{2m/(n-k-1)}$. Hence the reduction is only efficient, if

$$2m < n - k - 1,$$

that is

$$n > 2m + k + 1.$$ 

Our examples give a good insight how the reduction procedure works.

3.5 The "tiny" possible values of the variables

It is important to remark, that we have to deal separately with those $x_1, \ldots, x_m, y_1, \ldots, y_m$ not satisfying (28). As we shall see later in our examples, a sensitive part of the algorithm is to enumerate these "tiny" possible values of the variables.

4 Totally real inhomogeneous relative Thue inequalities over imaginary quadratic fields

We have seen in [15] that if the ground field $M$ is a complex quadratic field and the coefficients of the relative Thue equation are real, then the relative Thue inequality can be reduced to absolute Thue inequalities (over $\mathbb{Q}$). This is what we extend to the inhomogeneous case in this section. Our arguments applied to [15] may improve some of those estimates.

Let $d > 1$ be a square-free positive integer, and set $M = \mathbb{Q}(i\sqrt{d})$. If $d \equiv 3 \pmod{4}$, then $X, Y \in \mathbb{Z}_M$ can be written as

$$X = x_1 + x_2 \frac{1 + i\sqrt{d}}{2} = \frac{(2x_1 + x_2) + x_2i\sqrt{d}}{2},$$

$$Y = y_1 + y_2 \frac{1 + i\sqrt{d}}{2} = \frac{(2y_1 + y_2) + y_2i\sqrt{d}}{2},$$

with $x_1, x_2, y_1, y_2 \in \mathbb{Z}$.

If $d \equiv 1, 2 \pmod{4}$, then $X, Y \in \mathbb{Z}_M$ can be written as

$$X = x_1 + x_2i\sqrt{d}, \ Y = y_1 + y_2i\sqrt{d},$$

with $x_1, x_2, y_1, y_2 \in \mathbb{Z}$.

Let $\alpha_1, \ldots, \alpha_n$ be distinct non-zero real numbers, and let $\lambda_j = \lambda_{j1} + i\lambda_{j2}$ where $\lambda_{j1}, \lambda_{j2}$ are real numbers ($1 \leq j \leq n$) and $i = \sqrt{-1}$. Let $c_0$ be a positive constant.
Theorem 4 Assume
\[
\left| \prod_{j=1}^{n} (X - \alpha_j Y + \lambda_j) \right| \leq c_0. \tag{31}
\]

In case \(d \equiv 3 \pmod{4}\), we have
\[
\left| \prod_{j=1}^{n} ((2x_1 + x_2) - \alpha_j (2y_1 + y_2) + 2\lambda_{1j}) \right| \leq 2^n c_0, \tag{32}
\]
and
\[
\left| \prod_{j=1}^{n} (x_2 - \alpha_j y_2 + \frac{2}{\sqrt{d}} \lambda_{2j}) \right| \leq \frac{2^n c_0}{\sqrt{d}}. \tag{33}
\]

In case \(d \equiv 1, 2 \pmod{4}\), we have
\[
\left| \prod_{j=1}^{n} (x_1 - \alpha_j y_1 + \lambda_{1j}) \right| \leq c_0, \tag{34}
\]
and
\[
\left| \prod_{j=1}^{n} (x_2 - \alpha_j y_2 + \frac{2}{\sqrt{d}} \lambda_{2j}) \right| \leq \frac{c_0}{\sqrt{d}}. \tag{35}
\]

Observe, that the inequalities (32), (33), (34), (35) are all over \(\mathbb{Z}\) (the absolute case).

Proof of Theorem 4 Let \(\beta_j = X - \alpha_j Y + \lambda_j\), for \(1 \leq j \leq n\). The proof is based on the simple observation that
\[
|\text{Re}(\beta_j)| \leq |\beta_j|, \quad |\text{Im}(\beta_j)| \leq |\beta_j|,
\]
therefore
\[
\prod_{j=1}^{n} |\text{Re}(\beta_j)| \leq \prod_{j=1}^{n} |\beta_j| \leq c_0,
\]
and
\[
\prod_{j=1}^{n} |\text{Im}(\beta_j)| \leq \prod_{j=1}^{n} |\beta_j| \leq c_0.
\]

The "small" solutions of inequalities (32), (33), (34), (35) can be calculated by applying the procedure of the previous sections with \(m = 1\). A typical application will be given in Section 5.2.

5 Examples

We illustrate our procedures by two detailed examples. In our examples we have \(k = 0\) (cf. (11)) in order to make the reduction procedures more efficient.
5.1 An inhomogeneous relative Thue equation of degree 9 over a real quadratic field

Let $\alpha = \alpha_1, \alpha_2, \ldots, \alpha_9$ be the roots of

$$f(x) = x^9 - 9x^7 + 24x^5 - 2x^4 - 20x^3 + 3x^2 + 5x - 1.$$ 

Note that all roots are real. This polynomial was taken from [29]. Let $\lambda_i = \alpha_i^2 + 2\alpha_i$ ($1 \leq i \leq 9$).

Let $M = \mathbb{Q}(\sqrt{2})$ and consider the inhomogeneous relative Thue inequality

$$\left| \prod_{j=1}^{9}(X - \alpha_i Y + \lambda_i) \right| \leq 10 \text{ in } X, Y \in \mathbb{Z}_M.$$ 

Setting $K = M(\alpha)$ and $\lambda = \alpha^2 + 2\alpha$ this can be written as

$$\left| N_{K/M}(X - \alpha Y + \lambda) \right| \leq 10 \text{ in } X, Y \in \mathbb{Z}_M.$$ 

We are going to determine all solutions $X, Y \in \mathbb{Z}_M$ with

$$\max(|X|, |Y|) \leq 10^{100}.$$ 

This bound gives

$$A = \max(|x_1|, |x_2|, |y_1|, |y_2|) \leq 10^{100}.$$ 

For all $i$ we took $\varepsilon_i = 0.5$. In view of (28) our estimates are valid for $A \geq 56$.

The following table details the reduction procedure. In the columns of the table we display the number of step, the initial bound $A_0$ for $A$, the lower bound for $||b_i||$, the value of $H$ used in that step, the precision (number of digits) used in that step and the reduced bound.

| step | $A_0$       | $||b_i|| \geq$ | $H$      | Digits | new $A_0$ |
|------|-------------|----------------|----------|--------|-----------|
| 1    | $10^{100}$  | $4.472 \cdot 10^{100}$ | $10^{95}$ | 600    | $9.091 \cdot 10^{99}$ |
| 2    | $9.091 \cdot 10^{20}$ | $4.065 \cdot 10^{21}$ | $10^{20}$ | 350    | $2.909 \cdot 10^{26}$ |
| 3    | $2.909 \cdot 10^{20}$ | $1.301 \cdot 10^{21}$ | $10^{10}$ | 250    | $1.414 \cdot 10^{14}$ |
| 4    | $1.414 \cdot 10^{14}$ | $6.326 \cdot 10^{14}$ | $10^{7}$  | 150    | $1.548 \cdot 10^{8}$ |
| 5    | $1.548 \cdot 10^{8}$ | $6.922 \cdot 10^{8}$ | $10^{46}$ | 100    | $1.147 \cdot 10^{5}$ |
| 6    | $1.147 \cdot 10^{8}$ | $5.133 \cdot 10^{8}$ | $10^{43}$ | 100    | $2825$    |
| 7    | $2825$      | $12633.7840$ | $10^{22}$ | 50     | $449$     |
| 8    | $449$       | $2007.9890$ | $10^{18}$ | 50     | $178$     |
| 9    | $178$       | $796.0401$  | $10^{15}$ | 50     | $84$      |
| 10   | $84$        | $375.6594$  | $10^{14}$ | 50     | $69$      |
| 11   | $69$        | $308.5773$  | $3 \cdot 10^{13}$ | 50     | $63$      |
| 12   | $63$        | $281.7445$  | $3 \cdot 10^{13}$ | 50     | $62$      |
| 13   | $62$        | $277.2724$  | $2.9 \cdot 10^{13}$ | 50     | $61$      |

The possible $x_1, x_2, y_1, y_2$ with absolute values $\leq 61$ were enumerated. We found 138 solutions, for all of them we have $|x_1|, |x_2|, |y_1|, |y_2| \leq 4$. 
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5.2 Application to relative resultant inequalities

Here we give an application of the results in Section 4 to solving a relative resultant inequality (cf. Section 2.2).

Set $M = \mathbb{Q}(i\sqrt{2})$. Let $f(t) = t^5 - t^4 - 4t^3 + 3t^2 + 3t - 1$.

This totally real quintic polynomial was taken from [4]. We shall consider this polynomial as $f(t) \in \mathbb{Z}_M[t]$. Our task is now to determine all monic quadratic polynomials $g(t) = t^2 - Yt + X \in \mathbb{Z}_M[t]$ with

$$|\text{Res}_M(f, g)| \leq 25,$$  \hspace{1cm} (36)

and

$$\max(|X|, |Y|) < 10^{100}.$$  \hspace{1cm} (37)

Denote by $\alpha = \alpha_1, \alpha_2, \ldots, \alpha_5$ the roots of $f(t) \in \mathbb{Z}_M[t]$, and by $\beta_1, \beta_2$ the roots of $g(t) \in \mathbb{Z}_M[t]$.

As we have seen in Section 2.2, inequality (36) can be written as

$$|N_{K/M}(X - \alpha Y + \alpha^2)| \leq 25 \text{ in } X, Y \in \mathbb{Z}_M,$$  \hspace{1cm} (38)

where $K = \mathbb{Q}(\alpha, i\sqrt{2})$. Set $X = x_1 + i\sqrt{2}x_2, Y = y_1 + i\sqrt{2}y_2$. Let $L = \mathbb{Q}(\alpha)$. In view of Theorem 4 inequality (38) implies

$$|N_{L/Q}(x_1 - \alpha y_1 + \alpha^2)| \leq 25, \text{ in } x_1, y_1 \in \mathbb{Z},$$  \hspace{1cm} (39)

and

$$|N_{L/Q}(x_2 - \alpha y_2)| \leq \frac{25}{(\sqrt{2})^5}, \text{ in } x_2, y_2 \in \mathbb{Z}.$$  \hspace{1cm} (40)

In view of the bound given for $X, Y$, we have to find the solutions of these inequalities with

$$\max(|x_1|, |x_2|, |y_1|, |y_2|) \leq 10^{100}.$$  \hspace{1cm} (41)

The second inequality is a simple Thue inequality, the "small" solutions of which can be easily calculated by using [21].

The first inequality can be solved by using the algorithm of Section 3 with $m = 1$. We detail here the reduction procedure, similarly as in the previous example.
The reduced bound 481 is larger than \(28\), which gives 45. We have enumerated all \(x_1, y_1\) with absolute values \(\leq 481\). For all solutions of (39) we obtained \(|x_1|, |y_1| \leq 4\). Using the method of [21] we calculated the solutions of (40) with (41) and we obtained a few solutions with \(|x_2|, |y_2| \leq 2\). From the above values of \(x_1, x_2, y_1, y_2\) we obtained 39 solutions of (38), which allowed to create all polynomials \(g(t) = t^2 - (y_1 + i\sqrt{2}y_2)t + (x_1 + i\sqrt{2}x_2) \in \mathbb{Z}_M[t]\) satisfying (36) with (37).

### 5.3 Computational aspects

All calculations were performed in Maple [3] and were executed on an average laptop running under Windows. The CPU time took some seconds, including also the reduction steps, except for the enumeration of "tiny" values after the reduction procedures which took 1-2 minutes.
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