An alternative approach to the construction of Schur-Weyl transform
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Abstract. We propose an alternative approach for the construction of the unitary matrix which performs generalised unitary rotations of the system consisting of independent identical subsystems (for example spin system). This matrix, when applied to the system, results in a change of degrees of freedom, uncovering the information hidden in non-local degrees of freedom. This information can be used, inter alia, to study the structure of entangled states, their classification and maybe useful for construction of quantum algorithms.
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1 Introduction

There is a variety of approaches to the problem of classification of the entangled states. Based on the fact that not every entangled state has the same properties an attempt has been made to classify them using local hidden variables [1,2,3,4,5,6], or using SLOCC (Stochastic Local quantum Operations and Classical Communications) invariance of the states by distributing them among different classes of equivalence [7,8,9,10]. The newest approach (although indirectly related to the SLOCC invariance) is based on the classification by assigning the entangled state to a defined multidimensional geometrical object (so called polytope) [11].

However, another property of quantum entanglement, which is not widely considered, can prove to be useful to the procedure of states classification: entanglement is not preserved with the change of degrees of freedom describing the system [12]. Change in the degrees of freedom of the system can reveal information stored in non-local degrees of freedom and expose partially (or fully) internal structure of quantum entanglement within this system. Required changes to the degrees of freedom can be performed in terms of generalised unitary rotations of the system by acting on it with a unitary matrix. This matrix is identified in the literature as the Schur-Weyl (SW) transform [13] due to being based on the Schur-Weyl duality [14,15]. In [16] we have shown that application of one magnon SW transform to small spin system (couple qubits) reveals the structure of bipartite entanglement. This information provided classification for all types of bipartite entanglement in terms of standard Young tableaux. Moreover, in [17] we have shown that by coupling SW transform with the KKR algorithm [18] classification of entanglement states can then be done via rigged string configuration [19].

In this paper we propose an alternative method for constructing the SW transform based on fundamental tensor operators [20,21,22]. This method exploits the symmetry of the model and can be applied to systems consisting of independent constituents. This work is restricted to the one dimensional spin systems, however our approach can be extended to every system consisting of identical subsystems.

The remainder of this paper is organised as follows. Section 2 starts with a brief description of the model: we introduce the irreducible basis states of the SW duality and establish the connection between them. In Section 3 we present the method of construction of matrix elements of the SW transform. Section 4 contains an example and we conclude in Section 5 with a brief summary of our results.

2 The model

Consider one-dimensional spin chain consisting of \( N \) nodes, each with spin \( s \). Basis elements of the Hilbert space for this model are given by the set of single-node product states of the form

\[
|f\rangle = |i_1\rangle \otimes |i_2\rangle \otimes \ldots \otimes |i_N\rangle \equiv |f(1), f(2), ..., f(N)\rangle, \quad i_j \in \tilde{n}, \quad j \in \tilde{N},
\]

where \( \tilde{n} = \{i = 1, 2, ..., n\}, \quad n = 2s + 1 \) denotes single node states and \( \tilde{N} = \{j = 1, 2, ..., N\} \) the set of nodes of the model. Set \( \tilde{n}\tilde{N} \) of all product states forms the com-
putational basis which spans unitarily the Hilbert space $\mathcal{H} = l_\mathbb{C}^\tilde{N}$ of the system.

By definition, this system reveals the symmetry under collective unitary rotations $u \in U(n)$ in single-node spaces, and well defined transformation properties under the permutations of nodes $\sigma \in \Sigma_N$.

Basically the space $\mathcal{H}$ is a scene of two dual actions: $A : \Sigma_N \times \mathcal{H} \to \mathcal{H}$ and $B : U(n) \times \mathcal{H} \to \mathcal{H}$, which are the symmetric and unitary group actions, respectively. These two actions mutually commute i.e. $[A(\sigma), B(u)] = 0$, for $\sigma \in \Sigma_N$, and $u \in U(n)$, despite the fact that both groups for $N > 2, n > 1$ are highly non-commutative. This commutation relation is a source of SW duality.

To describe SW duality we introduce the notion of partition $\lambda \in \mathbb{P}[N]$. The partition $\lambda$ of the number $N$ into $n$ parts is the sequence of numbers (parts) $(\lambda_1, \lambda_2, \ldots, \lambda_n)$ which fulfil the following conditions

$$\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq 0,$$

and

$$\sum_{i \in \mathbb{N}} \lambda_i = N.$$

The symbol $D_W(N, n)$ denotes the set of all partitions of the number $N$ into no more than $n$ parts. Partitions $\lambda$ serve as labels for classifications of irreducible representations (irreps) $D^\lambda$ and $\Delta^\lambda$ of the unitary $U(n)$ and symmetric $\Sigma_N$ groups, respectively.

In terms of partition $\lambda$ one can write decomposition of actions $A$ and $B$ into irreps

$$A = \sum_{\lambda \in D_W(N, n)} m(A, \Delta^\lambda) \Delta^\lambda,$$

$$B = \sum_{\lambda \in D_W(N, n)} m(B, D^\lambda) D^\lambda,$$

of the symmetric and unitary groups. Here $m(A, \Delta^\lambda)$ denotes multiplicity of occurrence of the irrep $\Delta^\lambda$ in representation $A$, while $m(B, D^\lambda)$ multiplicity of occurrence of irrep $D^\lambda$ in representation $B$. The appropriate multiplicities on the strength of SW duality satisfy the following relations

$$m(A, \Delta^\lambda) = \text{dim} \, D^\lambda, \quad m(B, D^\lambda) = \text{dim} \, \Delta^\lambda,$$

where $\lambda \in D_W(N, n)$, and the symbol dim stands for dimension of the representation. This way the SW duality decomposes the entire space $\mathcal{H}$ of quantum states of the composite system into sectors $\mathcal{H}^\lambda$

$$\mathcal{H} = \sum_{\lambda \in D_W(N, n)} \mathcal{H}^\lambda,$$

labelled by partitions $\lambda$.

In order to find the irreducible bases in the sectors $\mathcal{H}^\lambda$ let us first introduce the irreducible bases labels: the standard Young tableau and the semistandard Weyl tableau $\begin{array}{ll}23 \end{array}$ $\begin{array}{ll}24 \end{array}$.

Standard Young tableau $y$ can be regarded as a bijective mapping $y : \text{sh} \, \lambda \rightarrow \tilde{N}$ of the set of boxes of the diagram of $\lambda$ to the alphabet $\tilde{N}$ of nodes, which satisfies standardness conditions

$$\alpha' > \alpha \Rightarrow y_{\alpha'^1} > y_{\alpha^1}, \quad \beta' > \beta \Rightarrow y_{\alpha^1} > y_{\alpha^1},$$

where $\alpha$ denotes row number and $\beta$ column number of the element $y_{\alpha^1}$ in the Young diagram $\text{sh} \, \lambda$. This effectively means that entries $y_{\alpha^1} \in \tilde{N}$ strictly increase along each row and each column of the Young diagram. The set of all standard Young tableaux of the shape $\lambda$ on the alphabet of nodes is given by $\text{SYT}(\lambda, \tilde{N})$.

A semistandard Weyl tableau $t$ on the other hand is a mapping $t : \text{sh} \, \lambda \rightarrow \tilde{n}$ with the same domain $\text{sh} \, \lambda$ and the alphabet $\tilde{n}$ of spins as the target, with semistandardness conditions

$$\alpha' > \alpha \Rightarrow t_{\alpha'^1} \geq t_{\alpha^1}, \quad \beta' > \beta \Rightarrow t_{\alpha^1} > t_{\alpha^1},$$

so that entries $t_{\alpha^1} \in \tilde{n}$ do not decrease (or weakly increase, with possible repetitions) along each row, and strictly increase along each column of $\text{sh} \, \lambda$. The set of all semistandard Weyl tableau of the shape $\lambda$ on the alphabet of spins is denoted by $\text{SSW}T(\lambda, \tilde{n})$.

According to $\begin{array}{ll}14 \end{array}$ and $\begin{array}{ll}15 \end{array}$, each sector $\mathcal{H}^\lambda$ can be factorized into irreducible sectors

$$\mathcal{H}^\lambda = U^\lambda \otimes V^\lambda,$$

where $U^\lambda = l_\mathbb{C} \text{SSW}T(\lambda, \tilde{n})$ is the carrier space of the irrep $D^\lambda$ and $V^\lambda = l_\mathbb{C} \text{SYT}(\lambda, \tilde{n})$ is the carrier space of irrep $\Delta^\lambda$. Decomposition $\begin{array}{ll}10 \end{array}$ justifies introducing the irreducible basis labels $t \in \text{SSW}T(\lambda, \tilde{n})$ for the representation $B(u)$ and $y \in \text{SYT}(\lambda)$ for $A(\sigma)$ in accordance with representation theory of symmetric and unitary groups.

This approach defines a new irreducible basis for the model, which reads

$$b_{IRR} = \{|\lambda \, t \, y \rangle : \lambda \in D_W(N, n), \quad t \in \text{SSW}T(\lambda, \tilde{n}), \quad y \in \text{SYT}(\lambda, \tilde{N})\}.$$  

Each sector $\mathcal{H}^\lambda$ disposes a separable basis $|t \, y \rangle$, where $t$ and $y$ are associated with local and global variables respectively. Introduction of the basis $\begin{array}{ll}11 \end{array}$ resulted in the new choice of degrees of freedom. For the product basis $\begin{array}{ll}11 \end{array}$ we initially had $N \times N$ degrees of freedom, whereas for the SW basis $\begin{array}{ll}11 \end{array}$ the number of degrees of freedom was reduced to three. Due to the orthogonality properties of these bases we expect the following unitary transformation between them

$$|\lambda \, t \, y \rangle = \sum_{f \in \tilde{N}} \langle f | \lambda \, t \, y \rangle |f \rangle,$$

with coefficients $\langle f | \lambda \, t \, y \rangle$ forming a unitary matrix. This matrix transforms the initial basis $\tilde{n} \tilde{N}$ of product states with fixed decomposition of spins projections into the irreducible one of the SW duality. We refer to Eq. $\begin{array}{ll}12 \end{array}$ as $\begin{array}{ll}1 \end{array}$ Young diagram $\text{sh} \, \lambda$ ($\text{sh}$ is abbreviation of shape) denotes empty Young or Weyl tableau i.e. shape of tableau.
the SW transform, which converts the initial base of product states $\tilde{n}_k$ into the irreducible base $\{\lambda t y\}$ of the SW duality. Here rows of this matrix are indexed with $f$ and columns are identified using $(\lambda t y)$ triads.

### 3 Construction of matrix elements of the SW transform

According to general rules of quantum mechanics any operator $F$ which undergoes unitary transformation follows $F \rightarrow F' \equiv uF u^{-1}$.

Term tensor operator usually corresponds to a set of operators $\{F_t\}$, which transform irreducibly under any unitary transformation i.e. transforming linearly into themselves

$$uF_t^\lambda u^{-1} = \sum_{t'} D_{t't}^\lambda (u) F_{t'}$$  \hspace{1cm} (13)

where $D_{t't}^\lambda (u)$ is a matrix element $t' t$ of irreducible representation $D^\lambda$ for the element $u \in U(n)$. It follows that operators transform under the same rules as basis elements of the irreducible representations of $U(n)$ group, and therefore span the carrier space of these representations.

On the other hand the idea of tensor operators is closely associated with the Littlewood - Richardson decomposition $D^\lambda \otimes D^\mu = \sum c_{\lambda \mu}^{\nu} D^\nu$, with which the problem of multiplicity of the classification of states was solved. Here irreducible tensor operators create a carrier space of representation $D^\lambda$, whereas irreducible states of the system span the representation space of $D^\mu$. Therefore the product of an irreducible tensor operator $D^\lambda$ acting on the state $|\mu m\rangle$ is given by the Wigner-Eckart theorem for the matrix elements

$$\langle \nu n | D^\lambda | \mu m \rangle = \sum_{\gamma} c_{\gamma \mu}^{\nu} \langle \nu | D^\lambda | \gamma \rangle \langle \lambda \mu \gamma \rangle$$  \hspace{1cm} (14)

where $\langle \nu | D^\lambda | \gamma \rangle$ corresponds to a reduced matrix element, $\langle \lambda \mu \gamma \rangle$ is a Wigner-Clebsch-Gordan (WCG) factor for unitary groups and the sum runs over all the repetition indexes $\gamma$ of the irreducible representation $D^\nu$ in the product $D^\lambda \otimes D^\mu$.

Fundamental tensor operators $\{F_{t}\}$ are the simplest and the most important tensor operators as they allow us to build almost every other objects in the unitary group theory from them. They transform according to the fundamental representation $D^{(1)}(u)$ of $U(n)$. For the group $U(n)$ there are $n$ fundamental tensor operators $t_{k,\tau}$, $\tau \in \tilde{n}$ each with $n$ components. Therefore one can introduce the notation $t_{k,\tau}$, where $k, \tau \in \tilde{n}$. The operator $t_{k,\tau}$ can be used as a toll which mathematically describes enlarging of our system by adding one node. More precisely, it describes the addition of the node with the number $k$ according to the symmetry marked by $\tau$.

Taking into account the above observation the elements of the matrix $(\text{14})$ can be obtained via expansion of the system by progressively adding the nodes as a one-by-one process consistent with the symmetry governed by the set of partitions $\{\lambda_1, \lambda_2, \ldots, \lambda_{1-N}\}$, given by the RSK algorithm $[27,28,29]$. Namely, $\lambda_1$ corresponds to the shape of Young tableau after inserting the letter (spin of node 1) $i_1$ into empty tableau, $\lambda_{12}$ corresponds to the shape of Young tableau after inserting the second letter (spin of node 2) $i_2$ into previous Young tableau, etc. Here, partition $\lambda_1$ describes the symmetry of the system consisting of $i$ nodes and $\lambda$ describes symmetry of the total system.

Addition of a single node, with the number $i$ to an existing system consisting of $i - 1$ nodes in a state given by $|\lambda_{i-1} t_{1..j-1}\rangle$, leading to the final state $|\lambda_i t_{1..j}\rangle$, is described by the fundamental tensor operator

$$\langle \lambda_{1..j} t_{1,j} | \tilde{F}_{f(j),row(\lambda_{i,j})} | \lambda_{1..j-1} t_{1..j-1} \rangle$$  \hspace{1cm} (15)

where first subscript $f(j)$ of $\tilde{F}$ corresponds to the state of the added node $j$ and the second subscript $row(\lambda_{i,j})$ represents the row number of the partition $\lambda_{i,j}$ which hosts the new cell after adding the node $j$; here $|\lambda_{i-1..j-1} t_{1..j-1}\rangle$ denotes the state of the system prior to the addition of the node $j$, and $|\lambda_{i} t_{1..j}\rangle$ represents the final state.

As mentioned earlier construction of the coefficient $\langle f | \lambda t y \rangle$ in $(\text{12})$ is based on the process of adding successive nodes to the system and can be described by fundamental tensor operators starting from the one-node system. This process corresponds to combinatorial growth of the shape of the Weyl tableau $t$, referred to hereafter as the process of crystallisation of the state $\langle f | \lambda t y \rangle$ from the initial configuration $f$. Each such growth obeys selection rules given by the set of partitions $\lambda_1, \lambda_2, \ldots, \lambda_{1-N}$ at every stage, and thus contributes additionally to the total value of the coefficient, consistent with the quantum mechanical prescriptions of interference. The source of quantum interference is the fact that addition of the new node to the system can be performed in a variety of different ways which cannot be "observed". This results in "quantum interference" of different ways of adding the node. Clearly, the entire building process can be represented by a path on the related graph, and the final result is the sum over all such paths.

To obtain systematic description of all possible ways of growth of the $t$ tableau representing the state of the system, graph $\Gamma$ for a given matrix element $\langle f | \mu \lambda t y \rangle$ has to be constructed by adding the successive letters of configuration $f$ to the Weyl tableau adjusted to the sequence $\lambda_1, \lambda_{12}, \ldots, \lambda_{1-N}$.

To simplify our procedure we exploit bijection between Weyl tableaux and Gelfand-Tsetlin patterns $[25,26,20,21]$ since both contain the same amount of information about the state of the system. Our personal preference for this case lies with Gelfand-Tsetlin patterns due to the fact that their geometric construction (the betweenness conditions) provides better description of the growth of the system in the process of adding new nodes.

Gelfand-Tsetlin pattern is a triangular tableau $n(n + 1)/2$ of non-negative integers $\{m_{1..t}\}$, satisfying the be-
tweenness conditions \( m_{i-1,j} \leq m_{i,j-1} \leq m_{ij} \) for all \( 1 \leq i \leq j \leq n \)

\[
\begin{array}{cccccc}
m_{1n} & m_{2n} & \cdots & m_{n-1n} & m_{nn} \\
m_{1n-1} & m_{2n-1} & \cdots & m_{n-1n-1} & \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
m_{13} & m_{23} & \cdots & & \\
m_{12} & m_{22} & & & \\
m_{11} & & & & & \\
\end{array}
\]

These triangles classify all the basic states of the irreducible representations of the unitary group \( U(n) \) labelled by partition from the \( n \)-th row \( m_{1n}, m_{2n} \ldots m_{n-1n}, m_{nn} \) of the triangle.

To be able to uniquely determine an irreducible representation to which the state belongs we will separate out the \( n \)-th row of the triangle

\[
\begin{pmatrix} [m]_n \\ (m)_{n-1} \end{pmatrix}
\]  

in such a way that \([m]_n\) is a partition corresponding to an irreducible representation in the group \( U(n) \) and \((m)_{n-1}\) corresponds to the remaining \( n-1 \) rows of the triangle. Further we will identify the Weyl tableaux with Gelfand-Tsetlin patterns and use them alternatively, taking into account the mentioned bijection. 

Formally, graph \( \Gamma \) consists of the set \( GT \) of Gelfand-Tsetlin patterns as vertices and the set \( \{f(i) : i = 1 \ldots N\} \) of single-node states which label the edges (or arcs), such that \( \Gamma = (GT, \{f(1), f(2), \ldots, f(N)\}) \). Edge \( f(j) \) of two adjacent vertices \((t_{12, j-1}, t_{12, j})\), with \( t_{12, j-1} \) being the initial and \( t_{12, j} \) the terminal vertex, is constructed by inserting the single node state (the letter) \( f(j) \) into the initial vertex \( t_{12, j-1} \) to obtain the state \( t_{12, j} \). Such a graph is simple and directed with minimal (initial) vertex equal to the zero Gelfand-Tsetlin pattern, and maximal (final) vertex equal to the pattern corresponding to the Weyl tableau \( t \).

More precisely, the process of construction of the graph \( \Gamma \) can be split into two stages:

**Stage 1.**— We read off the sequence of partitions \( \lambda_{RS} = (\lambda = \lambda_{12, \ldots, N} = [m]_n, \lambda_{12, \ldots, N-1} = [m]_{n-1}, \ldots, \lambda_2 = [m]_2, \lambda_1 = [m]_1) \) which corresponds to the growth of the shape of the Weyl tableaux in terms of the Robinson-Schensted-Knuth algorithm [27][28][29] and the insertion rules themselves suggest a quick growth of the graph in a tree-like manner. Nevertheless, symmetry constraints imposed by the physical system, guarantee that final graph will result in the shape of a rhomb (see example below) with the maximal (final) vertex resulting from the insertion of the last letter \( f(N) \) of the configuration \( f \) equal to \( \lambda t \).

The amplitude of such graph \( \Gamma \) corresponds to \( F_{k, \tau_n} \), where \( F_{k, \tau_n} \) is the fundamental tensor operator, \( k = f(j) \)
and \(\tau_n = \text{row}(\lambda_{1,j} \setminus \lambda_{1,j-1})\). This formula is based on the analogy to the slit interference experiment with electrons, where the probability amplitude for the transition of an electron, from a source \(s\) through a sequence of walls with slits in them to the detector \(x\), is given by the formula

\[
\langle x|s \rangle = \sum_{\text{all paths from } s \text{ to } x} \prod_{\text{all parts (edges) of a path}} A_n \text{ part of a path}
\]

where \(A_n \text{ part of a path}\) denotes the probability amplitude of transition through a part of a given path.

Fundamental tensor operator in (19) can be calculated using a technique called pattern calculus [20][21][22]. This is used to determine matrix elements of tensor operators of any unitary groups with the help of symbolic diagrams and appropriate processing rules. It is based on Gelfand-Tsetlin patterns, which are converting many complicated dependencies between the arguments of a vector state into obvious geometrical limitations (betweenness conditions). The same limitation applies to tensor operators.

Louch [23] has shown that this kind of fundamental tensor operator in (19) can be calculated using the formula

\[
\left\langle m|n \right\rangle = \sum_{\text{all different paths from minimal to maximal vertex of the graph}} \prod_{\text{all edges of the one path of the graph}} \left[ \frac{[m]_n + e_n(\tau_n)}{[m]_{n-1} + e_{n-1}(\tau_{n-1})} \right]\left\langle \hat{F}_{k,\tau_n} \right| \left[ \frac{[m]_n}{[m]_{n-1}} \right] \left( [m]_k + e_k(\tau_k) \right) \left\langle \frac{(m)_{k-1}}{(m)_{k-1}} \right| \right.
\]

(19)

is equal to 1. The partial hook \(p_{ij} = m_{ij} + j - i, e_i(j)\) is the unit vector of the length \(i\) with 1 on the position \(j\), \([m]_i\) represents \(i\)-th row of Gelfand-Tsetlin pattern \((m)\), whereas \(((m)_i)\) denotes rows from 1 to \(i\) of pattern \((m)\).

Equation (20) allows to express any matrix element of any fundamental tensor operator in a basis of Gelfand-Tsetlin patterns.

4 Example

Let us calculate the matrix element of the form

\[
\left\langle f = (1,3,2,1) \right| \lambda = (3,1), t = \begin{bmatrix} 1 & 2 & 0 \\ 2 & 1 & 0 \end{bmatrix}, y = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}\right.
\]

i.e. element of the Schur-Weyl matrix with the row given by \([1,3,2,1]\) and the column \([\lambda = (3,1), t = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}, y = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}\)] for the Heisenberg magnet with \(N = 4\) nodes and single node spin \(s = 1 (n = 3)\).

The Weyl tableau \(\begin{bmatrix} 1 & 2 \\ 2 & 1 \end{bmatrix}\) is in bijection with Gelfand pattern \(\begin{bmatrix} 1 & 2 & 1 \\ 2 & 1 & 0 \end{bmatrix}\). Appropriate addition, as one by one process, of the single-node states to a zero Gelfand triangle generates a graph of the form

\[
\begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\]

\[
\begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}
\]

\[
\lambda_1 = (1,0,0)
\]

\[
\begin{bmatrix} 2 & 1 & 0 \\ 0 & 1 & 0 \end{bmatrix}
\]

\[
\lambda_{12} = (2,0,0)
\]

\[
\begin{bmatrix} 2 & 1 & 0 \\ 0 & 1 & 0 \end{bmatrix}
\]

\[
\lambda_{123} = (2,1,0)
\]

\[
\begin{bmatrix} 3 & 2 & 1 \\ 2 & 1 & 0 \end{bmatrix}
\]

\[
\lambda_{1234} = (3,1,0)
\]
adjusted to the set of partitions (taken from the RSK algorithm) presented on the right hand side of this graph.

Due to having two distinct paths within the graph (from the top to the bottom), we then have the sum of products (according to the equation [10]) of the form

\[
\langle 1, 3, 2, 1 \rangle | (3, 1) \rangle = \left( \begin{array}{c}
2 \ 0 \ 0 \\
1 \ 0 \ 0 \\
1 \ 1 \ 1
\end{array} \right) \left( \begin{array}{c}
t_{31} \ 1 \ 0 \\
t_{22} \ 2 \ 0 \\
t_{11} \ 3 \ 1
\end{array} \right) + \left( \begin{array}{c}
2 \ 0 \ 0 \\
1 \ 1 \ 1 \\
1 \ 0 \ 0
\end{array} \right) \left( \begin{array}{c}
t_{31} \ 1 \ 0 \\
t_{22} \ 2 \ 0 \\
t_{11} \ 3 \ 1
\end{array} \right) \left( \begin{array}{c}
2 \ 1 \ 0 \\
2 \ 0 \ 0 \\
1 \ 1 \ 1
\end{array} \right)
\]

\[
\left( \frac{\sqrt{2}}{2} \right) \left( -\frac{\sqrt{3}}{6} \right) + \left( \frac{\sqrt{2}}{2} \right) \left( \frac{\sqrt{3}}{4} \right) = 5 \frac{12}{12},
\]

where fundamental tensor operators were calculated in terms of formula [20].

5 Conclusions and remarks

We have demonstrated an alternative way of construction of Schur-Weyl transform by consecutive joining nodes of the spin system according to the symmetry given by the tableaux \((t, y)\). The proposed method is based on graph theory and a technique called pattern calculus.

The novelty of the algorithm and also the main idea behind it is the fact that while building the quantum state via addition of consecutive nodes we are dealing with a “combinatorial quantum interference” of all the possible ways of addition of the new node to an existing system. This observation leads to [19] which significantly simplifies the procedure of calculating the matrix elements of Schur-Weyl tableau.

All operations being carried out in the proposed algorithm are essentially limited to addition and multiplication since it calculates each amplitude in a polynomial time with parameters \(N\) and \(n\) in contrast to the standard method [31] which uses the summation over the symmetric group, and thus grows exponentially with \(N\).
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