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Abstract: Recent advances in the development of electron and X-ray detectors have opened up the possibility to detect single events from which its time of arrival can be determined with nanosecond resolution. This allows observing time correlations between electrons and X-rays in the transmission electron microscope. In this work, a novel setup is described which measures individual events using a silicon drift detector and digital pulse processor for the X-rays and a Timepix3 detector for the electrons. This setup enables recording time correlation between both event streams while at the same time preserving the complete conventional electron energy loss (EELS) and energy dispersive X-ray (EDX) signal. We show that the added coincidence information improves the sensitivity for detecting trace elements in a matrix as compared to conventional EELS and EDX. Furthermore, the method allows the determination of the collection efficiencies without the use of a reference sample and can subtract the background signal for EELS and EDX without any prior knowledge of the background shape and without pre-edge fitting region. We discuss limitations in time resolution arising due to specificities of the silicon drift detector and discuss ways to further improve this aspect.
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1. Introduction

Transmission electron microscopy (TEM) is a well-known microscopy technique which enables resolving materials down to their atomic scale. On top of the imaging capabilities, powerful spectroscopic techniques such as electron energy-loss spectroscopy (EELS) and energy dispersive X-ray spectroscopy (EDX) are commonly used. EELS measures the energy loss of the incoming electron when it interacts with matter via the use of a magnetic prism which provides information e.g., on the elements present in the sample and their electronic structure. EDX uses the fluorescence X-rays emitted from atoms excited by the primary electron beam. These X-rays are collected, and their energy analyzed from which the energy spectrum of the emitted X-rays is obtained, holding information on the chemical content of the sample. Both techniques are often performed with a condensed electron probe that is scanned over the sample and at each position the signal is recorded. In conventional analytical TEM, the electron and X-ray signals are gathered using an integrated method where the entire signal landing on the detector is integrated for a certain exposure time which typically varies from µs to seconds or even minutes. For EELS, the integration time is typically of the order of ms where the lower end is determined by the finite read out speed of the pixelated detector. In EDX, the integration time can be chosen more freely and typically ranges from µs up to minutes. Modern digital pulse processors (DPP) allow analysis of not only the energy of the X-ray events, but also their time-of-arrival...
For electron detection, the advent of so-called Timepix detectors [4,5] enables the detection of individual electrons on a pixelated detector with nanosecond precision. Hence compared to recording frames, the individual events are now detected from which the TOA is recorded. Placing such a detector in the detection plane of an EELS spectrometer makes event-based EELS detection a reality.

For an X-ray to be emitted, an incoming electron should scatter inelastically with the atom, exciting it to a higher energy state. Hence, for every emitted X-ray, one electron should have scattered inelastically, losing at least the energy of the emitted X-ray. We therefore can expect a correlation between X-ray and EELS events as excitation and recombination of core level states typically occur quasi instantaneously at the femtosecond time scale [6,7].

This idea to measure the time coincidence between X-rays and inelastic electrons has been applied by Kruit et al. [8] where a gating circuit was developed which only collects electrons/X-rays when an X-ray/electron is detected within a short time interval. The disadvantage of this method was that by online filtering, the conventional EELS and EDX signal was lost, and highly inefficient serial EELS acquisition was used as parallel detectors that were fast enough did not exist at that time. In a previous work, we demonstrated a setup using a microchannel plate coupled to a delay-line detector [9,10] to detect the electron events. For the energy and TOA determination of single X-rays, a comparator circuit with a time-to-digital converter was used [11]. Although the delay line was able to record single electron events with ps precision, the microchannel plate was radiation sensitive, a gain reference was needed, and the number of pixels was quite limited (100 × 100). For the X-ray detection, the comparator circuit was only able to record the signal of two of the four available X-ray detectors due to limitations in the time-to-digital converter that was used.

In this work, the setup is upgraded via the use of a Timepix3 direct electron detector [12] and DPP [1–3] where additionally a versatile scan engine with extended triggering capabilities [13] is used in order to scan the electron beam over the sample enabling scanning transmission electron microscopy (STEM) coincidence mapping as an extension to conventional EELS and EDX mapping. The equations describing the coincidence experiments are given to provide insight in the performance gains and the role of the instrumental parameters in comparison to conventional EELS and EDX setups. These equations also provide a novel method for collection efficiency measurement omitting the need for a reference sample. Additionally, the influence on the coincidence measurement when varying the electron beam current is investigated and the performance of model-free background subtraction in EELS and EDX is demonstrated. Subsequently, the current limitations in time resolution of the setup are described and possible ways for improvement are discussed. Finally, a statistical analysis of the signal-to-noise ratio (SNR) demonstrates how coincidence counting provides superior results over conventional EELS and EDX for cases with low signal to background and/or low beam current, making the method ideal for extending the capabilities of analytical TEM for trace element analysis.

2. Methods

The experiments were performed on an FEI Tecnai Osiris operated at 200 kV with four silicon drift detectors forming a Super-X EDX system [14] and a vintage Gatan Imaging Filter (GIF 200). The detector used to record the individual electron events is the Advapix Minipix TPX3 camera which we selected for its size fitting the dimension of a custom-developed retractable mount sliding into the original video camera port of the GIF. The time resolution of this detector is 1.56 ns and the maximum count rate that it can handle before saturation is $1 \times 10^6$ events per second. This is low compared to conventional imaging in TEM but since we focus on core-loss EELS, the detector can record these much lower incoming inelastic count rates with ease. Because standard installed EDX pulse processors do not give information on the TOA of the incoming X-rays, the amplified analog output signals from the Super-X system are connected to an electronic pulse processor (DANTE) [15] which is able to identify both the energy of the X-ray and its TOA. The
sampling frequency of the AD converters on the 8 input channels is 8 ns which forms a
lower limit for the time resolution in our setup. However, as will be shown in Section
4.6, the limit on the time resolution is currently dominated by the X-ray detector response
time and well above this 8 ns sampling rate. Compared to our previous work [11], the
implementation of the pulse processor gives the ability to record single X-ray events
from all four silicon drift detectors (SDD) of the Super-X doubling its collection efficiency.
Furthermore, a versatile scan engine [13] is hooked up to the microscope to synchronize
the timing of the electron and X-ray signals with the scanning of the electron probe. To
this end, the scan engine sends a trigger signal to both electron detector and X-ray pulse
processor to start the acquisition. Since the devices use different clocks, synchronization
signals are sent out every 200 µs to prevent the clocks from drifting too much with respect
to each other and with respect to the scan sequence. Thanks to the open Python API of both
external scan engine, DPP and Minipix detector a fully automated measurement scheme
can be set up conveniently.

In this work, two different types of acquisition are used. One is the static beam where
we acquire only one X-ray and EEL spectrum. The other one is the mapping configuration
where we scan the beam over the sample while recording EELS and EDX spectral data as an
event stream. Since the TOA of every event is stored and synchronized to the scan engine,
the position of the probe for every event can be determined. Please note that because of
this event-based detection, the limit on scan speed is only determined by the scan engine
and scan coil system response time. The possibility to recreate the EELS and EDX maps
is similar to the work in Jannis et al. [16] where an event-based camera is used to retrieve
the 4D-STEM datasets at µs speeds. When the coincidence mapping is performed, multi-
frame scanning is used to minimize the effects of drift by providing the ability to align the
multiple scan frames in software. For every acquisition, the camera length is reduced to the
minimum and the largest 3 mm GIF aperture is chosen giving an estimated collection angle
of 20 mrad in an attempt to maximize the collection efficiency of the electron detection.

After the data collection, the single X-ray and electron events are coupled to each
other where for every X-ray, all the electrons within a time window of 100 µs are labeled
as a coincidence event and the energy of the X-ray (E_{x}) and, electron energy loss (E_{e})
and time difference between these two events (Δt) are stored as a new event containing three
components (Δt, E_{x}, E_{e}). A time window of 100 µs is chosen as a preprocessing step in
order to ensure that the correlation will be properly captured. In the next step of the
analysis, the window is reduced to a value around 1 µs to retain the relevant coincidence
data without unnecessarily increasing the analysis time. When the probe is scanned over
the sample, additional information such as scan position (x, y) and the frame number (n_f)
is added to be able to reconstruct the map resulting in an event containing six components
(Δt, E_{x}, E_{e}, x, y, n_f). The shifts between the multi-frames are estimated using open-source
software which uses all possible combinations of image correlations [17]. The rest of the
data processing is done by self-written python software. The full datasets and software are
made available on Zenodo [18].

3. Theoretical Description

To understand the count rate of coincidence events, we start with the description of
the detected count rate for a conventional EELS and EDX setup.
We assume that the inelastic electrons which fall onto the detector can be described by one
core-loss edge and a background signal (B_e) where the origin of the background signal is
of no interest apart from the assumption that it scales with the collection efficiency \( \varepsilon_e \) and
current \( I \) (electrons/s). The number of detected electrons per second on the detector (\( N_{EEL} \))
covering a certain energy range \( \Delta E \) is then given by the following equation [19]:

\[
N_{EEL} = (C \cdot \sigma + B_e) \cdot \varepsilon_e \cdot I
\]  

where \( C \) is the areal density, equal to the product of the concentration and the specimen
thickness. \( \sigma \) is the inelastic scattering cross section depending on the beam energy, energy
integration range $\Delta E$ and collection angle of the EELS setup, $I$ is the incoming electron current and $\epsilon_e$ is the electron collection efficiency. In Equation (1), the effect of multiple scattering which occurs for thicker samples has not been taken into account.

For X-ray detection the same reasoning can be applied to formulate the count rate in a given energy interval ($N_{EDX}$) [20]:

$$N_{EDX} = (C \cdot \sigma_T \cdot \omega + B_x) \cdot \epsilon_x \cdot I$$  \hspace{1cm} (2)

where $\omega$ is the fluorescence yield which incorporates the relative line intensity depending on the specific excitation that was chosen, $\sigma_T$ the total inelastic scattering cross section for excitation of a particular edge and $B_x$ is the number of background X-ray events. The X-ray collection efficiency $\epsilon_x$ consists out of the geometric solid angle as well as the energy dependence of the X-ray detection efficiency. The difference between $\sigma$ and $\sigma_T$ is that for X-rays the total cross section is used. However, for the electron detection not all inelastic electrons arising from a particular edge are detected due to the limited energy field of view and limited collection angle. Please note that Equation (2) neglects the effect of absorption where due to the finite thickness of the sample, X-rays can be absorbed.

A coincidence event is measured when both an electron and X-ray is detected at the ‘same’ time. Hence the count rate of coincidence events is given by the following equation:

$$N_C = C \cdot \epsilon_e \epsilon_x \cdot \omega \cdot \sigma \cdot I$$  \hspace{1cm} (3)

Please note that the background signals $B_e$ and $B_x$ do not take part in the coincidence detection as we assume the background ($B_e$ and $B_x$) to be caused by unrelated scattering processes which have no time correlation with the electrons and X-rays of interest. Moreover, $\sigma$ is used instead of $\sigma_T$ since not every inelastic electron, which has a correlated X-ray, is detected due to the finite collection angle and energy window of the EELS setup. Besides the correlated events, there are uncorrelated events which occur when an electron and X-ray are detected within a certain time interval even though they possess no underlying correlation. This happens since the electron emission is a Poisson process hence two electrons can be emitted very close in time. The number of uncorrelated events is the product between $N_{EEL}$ and $N_{EDX}$ which is time invariant. These random uncorrelated process events (RUP) have a probability to occur inside the time coincidence window ($\tau$). This window is set by the time resolution of the experimental setup. Hence the number of uncorrelated events occurring inside the time coincidence window is given by

$$N_{RUP} = N_{EEL} \cdot N_{EDX} \cdot \tau = \left( (C \cdot \sigma + B_e) \cdot (C \cdot \sigma_T \cdot \omega + B_x) \right) \cdot I^2 \cdot \tau \cdot \epsilon_e \epsilon_x$$  \hspace{1cm} (4)

It is clear from Equation (4) that there exist four types of coincidences which can create a RUP event. The first one is described by a core-loss electron and core-loss X-ray arising from another electron but inside the time coincidence window ($C \sigma \cdot C \sigma_T \omega$). The second type of coincidence is when a background electron and core-loss X-ray is detected inside the window ($B_e \cdot C \sigma_T \omega$). The opposite can also happen where a core-loss electron and background X-ray are detected inside the time coincidence window ($C \sigma \cdot B_x$). Finally, the background electron and X-ray can be detected inside the window ($B_e \cdot B_x$).

From Equation (4) it is clear that the RUP goes as $I^2$ whereas $N_C$ scales linearly with $I$ (see Equation (3)). Also note the linear dependence on the time window which is directly related to the time resolution of the event detection system (taking it smaller misses events, taking it larger adds only RUP).

From Equations (3) and (4), a SNR can be determined which describes if the coincidence events are statistically significant. Since this is fundamentally a Poisson process (Multiple detected events can be triggered for a single arriving electron or X-ray, but this is dealt with in a discrimination stage in the detector, leading to a stream of pure Poisson single detection events), the standard deviation of this signal is given by its square root.
The SNR of the coincidence setup \((\text{SNR}_C)\) when acquiring for exposure time \(t\) is given by the following equation:

\[
\text{SNR}_C = \frac{N_C \cdot \sqrt{t}}{\sqrt{N_{\text{RUP}} + N_C}} \quad (5)
\]

\[
\text{SNR}_C = \frac{C \omega \sigma \cdot \sqrt{I \cdot \epsilon_x \cdot I}}{(C \sigma + B_e) \cdot (C \sigma \tau + B_x) \cdot \tau \cdot I + C \omega \sigma} \quad (6)
\]

where the signal of interest is the total number of detected coincidence events. Using Equation (6) we can determine how the incoming current influences the SNR and if there is an optimal current to perform the coincidence experiments. Therefore, Equation (6) is reduced to following:

\[
\text{SNR}_C(I) = a \sqrt{\frac{I}{bI + c}} \quad (7)
\]

where \(a, b\) and \(c\) are the multiplicative constants which makes the notation easier. Equation (7) is a monotonically increasing function. Hence when performing experiments, maximizing the current maximizes the SNR which also applies for conventional EELS or EDX. However, in the limit of infinite current, the SNR converges to \(a / \sqrt{b}\) which indicates that at some point, which depends on the parameters, no gain in SNR is expected by increasing the current. However, increasing the current is not always viable due to the occurrence of electron beam damage for some materials.

So instead of maximizing the SNR in a certain time, the total amount of incoming electrons \((N = I \cdot t)\) is fixed where the current is left as a free parameter. For conventional EELS and EDX, the SNR only depends on \(N\) so taking a very long acquisition with a low current or a short acquisition with a high current results in the same SNR, if the rest of the setup is ideal. On the other hand, for the coincidence experiment this current does play a role in the final SNR. This can be seen by plugging \(N\) into Equation (6) and giving the following:

\[
\text{SNR}_{C,N}(I) = a \sqrt{\frac{I}{bI + c}} \quad (8)
\]

where it is observed that this function is always monotonically decreasing, hence when maximizing the SNR for a given amount of dose, the current should be as low as possible. This can be understood from the observation that at low current, the chance that two uncorrelated events will be close to each other diminishes rapidly while the correlated events will remain at the same short time interval, making it easier to discriminate between real coincidence events versus unwanted RUP signal. This however has the obvious downside of very long acquisition times which would make the experiment more prone to sample drift.

4. Results and Discussion

4.1. Collection Efficiency EELS and EDX

The coincidence setup gives the ability to obtain the collection efficiencies for the EELS and EDX setup. This is possible if the background signals \(B_e\) and \(B_x\) are known. In EELS, knowledge of \(B_e\) is obtained via a power-law fit such that only the electrons arising from the core-loss remain \((N'_{\text{EEL}})\). For EDX, \(B_x\) is in general relatively small and consists out of overlapping characteristic X-rays and a continuum. The continuum can be removed by fitting a linear function to two windows on each side of the X-ray line and the background arising from the overlapping [21] of characteristic X-ray lines can be estimated by fitting the X-ray spectrum to a sum of Gaussians. When both background values can be estimated, the collection efficiency of an EELS setup can be determined by taking the ratio of Equations (2) and (3) which gives:

\[
\epsilon_e = \frac{N_C}{N_{\text{EDX}}} \frac{\sigma_T}{\sigma} \quad (9)
\]
The ratio $\sigma_T/\sigma$ is determined by the considered energy window and collection angle of the EELS acquisition. This value can be determined theoretically by computing the total scattering cross section of the particular edge ($\sigma_T$) and the cross section where the limited energy window and collection angle are incorporated. In this work, the Hartree-Slater model from the Gatan Digital Micrograph 3 was used to determine this ratio.

The collection efficiency of the EDX setup is determined by taking the ratio of Equations (1) and (3):

$$\epsilon_x = \frac{N_C}{\omega N_{EEL}'}$$

from which the fluorescence yield should be known to determine $\epsilon_x$.

This method was used to determine the collection efficiencies of the experimental setup ($\epsilon_e$ and $\epsilon_x$) used in this work using an Al-Mg-Si-Cu alloy as an example [22]. In Figure 1a, the conventional EEL spectrum is shown where $N_{EEL}'$ is standardly determined by subtracting the background events from the signal where the background is determined by fitting a power law before the edge onset. $N_{EDX}'$ (see Figure 1b) is determined by fitting the EDX spectrum with the sum of three Gaussian and a linear slope where one Gaussian contains the characteristic aluminum peak. The other characteristic peaks come from low-concentration copper and silicon. Finally, $N_C$ is calculated by first determining the time coincidence interval which is indicated in Figure 1c which shows the histogram of time difference between the X-ray and electron events. This histogram is similar to the second order correlation $g^2$ which is used to measure the photon bunching [23] and antibunching [24,25]. The next step is to determine $N_{RUP}$ which is done by taking the average counts outside the coincidence window and multiplying this with the time coincidence window. $N_C$ is then calculated by subtracting the total number of events inside the time coincidence window by $N_{RUP}$. Using the three values shown in Figure 1, the collection efficiencies can be determined. The two collection efficiencies are $\epsilon_e = 26\%$ and $\epsilon_x = 4.8\%$. For $\epsilon_x$, a value between 20–50% is expected [19] and for $\epsilon_x$ a value of 5.2% is predicted [26]. Compared to the standard methods which are used to determine the collection efficiencies for EELS and EDX, this method has the benefit that no reference sample is required, and knowledge of the beam current is not needed [21] but the ratio ($\sigma_T/\sigma$) should be known which can be computed theoretically.
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**Figure 1.** (a) Conventional electron energy loss (EEL) spectrum where the K-edge of aluminum is shown from an Al-Mg-Si-Cu alloy. The background is subtracted using power-law fit (blue area). The background is used to determine $N_{EEL}'$. (b) The conventional energy dispersive X-ray (EDX) spectrum where the main peak is a characteristic peak of aluminum. The background value is determined by fitting the spectrum to the sum of three Gaussian’s and a linear slope from which one Gaussian peak is the peak of interest. (c) Histogram of the number of correlated events as a function of time difference between the X-rays and electrons. The number of identified coincidence events $N_C$ is indicated on the figure.

### 4.2. Influence of Beam Current

To validate Equations (3) and (4), coincidence measurements have been performed at five different incoming beam currents $I$ on a silicon K-edge in a silicon reference sample. The beam current is measured using the current meter which is connected to the fluorescent screen of the microscope. In Figure 2a, the different time coincidence histograms are shown...
where the RUP is the constant background, and the peak reveals the actual coincidence events. The acquisition time is kept constant, and the incoming electron current is varied. Please note that the center of the coincidence window is around 2500 ns which is not due to the lifetime of the atom itself since this is multiple orders of magnitude faster. The offset is due to the analog filter that we used for the synchronization. Fortunately, this only gives a constant offset which is of no importance for the coincidence method.

**Figure 2.** (a) Coincidence histograms as a function of time delay between EELS and EDX event streams for a varying beam current at constant acquisition time (y scale logarithmic). (b) The uncorrelated background signal as a function of incoming beam current (brown)). The background scales quadratically with incoming current. In green, the corrected expected background signal which would be recorded for an ideal electron detector with constant efficiency as a function of current. (c) The number of coincidence events as a function of incoming current scales only linearly with incoming current. The corrected signal taking the efficiency into account is shown (green). (d) The measured electron efficiency with a notable decrease for higher currents due to dead time in the detector. (e) The SNR of the coincidence signal as a function of incoming current when using a constant acquisition time. (f) The signal-to-noise (SNR) of the coincidence signal as a function of incoming current when the total dose has been fixed.

Using the method explained in Section 4.1 we extract the $N_{RUP}$ and $N_C$. In Figure 2b,c $N_{RUP}$ and $N_C$ are plotted as a function of beam current and labeled as non-corrected. By inspecting Figure 2c some deviation from the fitted linear curve is seen. The origin of this discrepancy is that the electron detection efficiency ($\epsilon_e$) depends on the beam current which is shown in Figure 2d. This can be explained by the fact that every individual pixel has a certain dead time during which it cannot detect a new event. Hence when the count rate increases, more events are lost since they arrive inside this dead time interval. The method for collection efficiency determination was used to extract $\epsilon_e$ at the different incoming beam currents. The values obtained for the efficiency are used to correct the observed $N_C$ and $N_{RUP}$ and in Figure 2b,c the corrected values are shown which better approximate the expected linear and quadratic dependencies. Even when current reading from the current meter has a limited precision, the data shows a clear linear and quadratic trend. From the information on $N_C$ and $N_{RUP}$, the SNR can be calculated using Equation (5) as shown in Figure 2e which theoretically should increase with increasing current (Equation (7)). The non-corrected curve shows a decrease in SNR which is due to the loss of $\epsilon_e$ at higher currents indicating that Equation (7) only holds when the efficiency stays constant as a function of incoming current which for the electron detector used here is not the case. The validity of Equation (7) can still be investigated by incorporating the measured electron efficiency into the SNR which is shown in Figure 2e (green) where an increase with current is observed. The validation of Equation (8) is performed by varying the acquisition time.
such that the product of time and current is constant. The resulting SNR$_{C,N}$ is shown in Figure 2f where, as expected, a decrease of SNR is observed with increasing current implying that when having a fixed dose, the lower the current, the higher the SNR at the expense of acquisition time. Please note that this is in strong contrast with conventional EELS or EDX where the SNR depends only on the total dose.

4.3. EELS Background Subtraction

Contrary to conventional EELS, no prior knowledge of the background signal is needed since the RUP events contain all the information of the background. Indeed the $N_{RUP}$ signal is independent of the time difference between the X-rays and electrons and hence the background signal is approximated very well using all events outside the time coincidence interval [8,11].

In previous works, a proof of principle was shown but a clear experimental validation with respect to conventional background subtraction was lacking. Therefore, in the present work, eight coincidence datasets were recorded where for each set we shift the energy range of the EELS detector by 200 eV. This provides eight experimental EELS spectra with consecutive energy windows. The incoming current and acquisition time was kept constant over all measurements. The core-loss edge measured is the K-edge from Si on a crystalline Si reference sample. In Figure 3a, the combined EEL spectrum is given, where each color indicates a different acquisition and energy window. The black line indicates the fitted background signal which is obtained via power-law fitting where the grey area indicates the fitting region [19]. The background fitting was performed using the Hyperspy open-source software [27]. Figure 3b shows the coincidence EEL spectrum with considerably more noise due to the fact that only a small subset of the EELS events is retained as coincident events ($\sim 0.1\%$). This can be explained by comparing Equations (1) and (3) where the number of coincident events is a factor of $\epsilon_x \cdot \omega$ smaller than $N_{EEL}$ where $\epsilon_x \approx 3\%$ and $\omega \approx 5\%$ [28]. The background signal (black) is obtained by taking only electrons which do not have an X-ray within the time coincidence interval region ranging from 2200–2600 ns which is chosen to include all the coincidence events inside the interval. Please note that the background signal also includes some edge signal since there are uncorrelated events arising from the inelastic scattering on the Si K-edge (see Equation (4)). In Figure 3c, the conventional and coincidence background-subtracted EEL spectra are scaled and shown together for comparison. The coincidence method reproduces the result obtained from the standard power-law subtraction method where no significant discrepancy between the two signals is observed. The noise on the coincidence EEL spectrum is considerably larger as the number of detected coincidence events is only 0.1% compared to the number of detected EEL electrons. At first sight it therefore seems that coincidence background subtraction only leads to the same result with higher noise.

The advantage of the coincidence EEL spectra, however, is that no pre-edge region was needed to subtract the background. This is of fundamental importance when, e.g., core-loss energies of two elements are close to each other preventing a good background fitting region in conventional EELS [29]. This situation also occurs often in the low loss regime, but in this case correlation with cathodoluminescence photons would be required as opposed to the X-rays used here, which would form a highly attractive area for future research as well [30].

Even when X-ray lines are overlapping due to the limited energy resolution of the detectors, the EEL background signal can be correctly subtracted which is shown in Figure 4. In Figure 4a the X-ray spectrum of GaAs semiconductor reference sample is shown, the red and blue line indicate the extent of respectively the Ga L$_{α}$ line and As L$_{α}$ line. It is clear that by selecting regions 1+2 in Figure 4a X-rays arising from both the As and Ga atoms are included when creating the background-subtracted EEL signal, which is shown in Figure 4b. An additional shoulder in the EEL spectrum is visible coming from electrons that scattered inelastically with the As L$_{23}$ edge. To remove the electron from the As signal only X-rays with energy in region 1 are chosen. The same principle can be used to remove
the inelastic Ga L\textsubscript{23} electrons from the As L\textsubscript{23} edge. This is shown in Figure 4d where the spectrum from region 2 only contains As L\textsubscript{23} edge electrons. The disadvantage from this method is that a sub selection within the X-ray energy window is chosen which gives fewer events, hence increasing the noise. The noise will even increase more if the X-ray lines lie closer in energy since there will only be a small window where only one X-ray line will be present.
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**Figure 3.** (a) Conventional EEL spectrum obtained from eight separate acquisitions in consecutive energy windows. The black line indicates the fitted background a using power law where the fitted area is indicated with the grey area. (b) The correlated EEL spectrum when using only electrons which have an Si X-ray detected within the time correlation window. In the inset figure, the X-ray spectrum is shown where the blue area indicates the energy of the X-rays selected which correspond to the X-rays from Si. The black line is the background signal obtained from using the electrons outside the time coincidence window. (c) The coincidence and conventional background-subtracted EEL spectra from which it is seen that the background subtraction method using the correlation with X-rays can reproduce the same result as using the conventional power-law subtraction method albeit at the expense of a lower count rate. Please note that for the correlated result, no assumptions on background shape and no pre-edge fitting region was required.
Figure 4. (a) The EDX spectrum of GaAs where the Ga peak is fitted with a Gaussian to indicate the extent of the X-rays originating from the de-excitation of the Ga atom. The red and blue line indicate the extent of the X-ray lines in the energy spectrum. (b) The background-subtracted EEL spectra using the X-rays in the regions are indicated by the legend. When only using X-rays from region 1, it is seen that only the Ga L\(_{23}\) edge is selected without the As L\(_{23}\) edge (brown). When regions 1+2 are selected, electrons from both edges are seen (green). (c) The same as (a) where the X-ray regions, out which the coincidence events are chosen, have been modified. (d) The background-free EEL spectrum where, by selecting the proper X-ray window (region 2), only the As L\(_{23}\) edge is selected (brown). When regions 1+2 are selected, electrons from both edges are seen (green).

4.4. EDX Background Subtraction

The methodology used for background-free EELS can also be applied to EDX spectra. Although the presence of a background signal in EDX is quite limited, there is an issue when due to the poor energy resolution, different peaks start overlapping. The standard method to disentangle these peaks is to use a deconvolution method [21,31,32]. However, with this method caution should be taken since artefacts can arise [32]. The coincidence method gives the ability to subtract other X-ray lines by selecting a particular EEL energy window and creating the X-ray spectrum using X-rays inside and outside the time coincidence window. In Figure 5a, the conventional EEL spectrum from a GaAs semiconductor is shown where the different edges are indicated. In Figure 5b, the background-subtracted EDX spectra are shown where the electron energies are indicated on (a). The red spectrum only uses electrons arising from the Ga L\(_{23}\) edge which makes that only the X-rays originating from Ga are visible. When taking electrons with energies inside the blue region, both X-ray lines are seen. This is because the EEL edges are delocalized which makes that in this energy-loss region electrons arising from both the interaction with Ga and As are located. A method to disentangle the As L\(_{\alpha}\) from the Ga L\(_{\alpha}\) spectrum is to normalize both spectra from Figure 5 in the region where only the Ga L\(_{\alpha}\) X-rays are present. Then the coincidence X-ray spectrum, with both electrons coming from Ga and As, is subtracted with the coincidence X-ray spectrum where only the Ga electrons are present resulting in an X-ray spectrum containing only X-rays from the As L\(_{\alpha}\) line. Another advantage of the coincidence method compared to conventional EDX is that it removes the phosphorescent X-rays since the energy loss of the correlated electron does not correspond to the expected edge. This improves the accuracy of the quantification and further investigation needs to be done to confirm this hypothesis.
Figure 5. (a) The conventional EEL spectrum from GaAs where the two edges are indicated. (b) The background-subtracted EDX spectra using only electrons from the two regions indicated in (a). The red spectrum only shows X-rays originating from Ga whereas the blue region shows both Ga and As since the core-loss edges are delocalized in energy. (c) The As $L_\alpha$ line can be disentangled from the Ga $L_\alpha$ line by normalizing the blue and red spectrum from (b) in the region where only Ga $L_\alpha$ X-rays are present (brown region). The difference between the normalized blue and red spectrum results in an X-ray spectrum containing only the As $L_\alpha$ X-rays.

4.5. Low Concentration Detection

In this section, when the coincidence method can have advantages compared to conventional EELS and EDX is investigated. This is done by comparing the SNR between coincidence and conventional EELS/EDX which is calculated using Equations (A1) and (A2). The two main parameters which define the SNR are the incoming current $I$ and signal-to-background ratio ($SBR$) which for EELS is defined as $C\sigma/B_e$. Similarly for EDX, the $SBR$ is defined as $C\sigma\omega/B_x$. The other parameters chosen for the calculations are shown in Table A1 where the value for $C\sigma$ is approximated using Equation (1) on experimental data from which $e_e$ and $B_e$ are the values obtained from Section 4.1, $I$ is measured from the read out of fluorescence screen and time $t$ is acquisition time. All these values are plugged into Equations (6) and (A1) while varying $I$ and $SBR$. The formula for calculating the SNR for EELS and EDX are given in Appendix A. In Figure 6a,b both $SNR_C$ and $SNR_{EELS}$ are shown where the acquisition time has been kept constant for every calculation. An increase in SNR is seen when the incoming current and $SBR$ increases, as could be expected. To verify under which circumstances coincidence detection outperforms conventional EELS, the ratio $SNR_C/SNR_{EELS}$ is shown in Figure 6c. This shows that there is a well-defined parameter space for which coincidence detection outperforms conventional EELS, more specifically in the low current and low $SBR$ regime. The same analysis can be applied for EDX since the main difference for the SNR is the fluorescence yield $\omega$ (see Equation (A2)). Hence similar conclusions can be obtained albeit that typically for EDX the $SBR$ is significantly higher than for EELS explaining why it is commonly accepted that EDX is preferable when it comes to trace element detection even though the detection efficiency is considerably lower than for EELS [33]. Please note that this derivation takes only Poisson noise statistics into account and assumes an ideal detector and perfect background subtraction with no extrapolation and fitting error [34–37]. From Figure 6c one can conclude that also with conventional EELS we can detect low-concentration species in a surrounding matrix (low SBR situation) by choosing the current high enough. In practice, beam damage and limitations on total exposure time due to drift will limit the maximum dose.
Figure 6. (a,b) The SNR of the coincidence and conventional EELS while varying the SBR and $l$ and keeping the exposure time constant. Please note that both axes are logarithmic. The other parameters used to determine the SNR are indicated in Table A1. (c) The ratio between the SNR of coincidence and conventional EELS where a value larger than one indicates the region where coincidence outperforms conventional EELS (red colored areas).

To demonstrate the above prediction, a coincidence mapping on a 100 nm layer of diamond, grown on top of a germanium substrate, was performed using a $300 \times 1024 \times 1024$ scan with a dwell time of 10 µs. The sample drift per frame was calculated using the individual EELS frames since they have sufficient signal per frame to align them. The drift-corrected and summed EELS signal is shown in Figure 7a where the distortions on the left are flyback distortions since there was no flyback time in the experimental setup. For this sample, the main inquiry was to measure if there was any Ge incorporated in the diamond layer. The first step is to create an average EEL and EDX spectrum in a region of the diamond layer where the region of interest is shown in Figure 7a. The conventional EDX and EELS spectra are shown in Figure 7b,c. The conventional EDX spectrum shows an X-ray peak at the energy of Ge where the overlap of another X-ray peak, originating from the Cu L$_\alpha$ X-ray line, of the experimental sample grid [21]. Furthermore, due to the FIB sample preparation method Ga is likely incorporated into the sample which has a similar core-loss energy making it hard to distinguish between the Ge and Ga for EDX. The conventional EELS spectrum does not show any features around the Ge L$_{23}$-edge, or Ga L$_{23}$-edge. However, when fitting a power law to the background region indicated in Figure 7g, a small gradual increase is seen starting from the Ga L$_{23}$-edge which does not correspond to a sharp core-loss edge. The gradual increase of the background-subtracted signal gives no clear indication on the presence of Ga or Ge. The residual spectrum seen from the background fit comes from the incapacity of the power law to reproduce the background signal when the abundance of the element is very low. Next, the two-dimensional histogram using time difference and X-ray energy is shown in Figure 7d where the post selection electron energy-loss window is shown in Figure 7c (red window). An increase in signal is observed inside the time coincidence interval at a particular X-ray energy. From the two-dimensional histogram, the coincidence and background signal is calculated as discussed in Section 4.3. From this two background-free EELS spectra are calculated where the colors correspond to the EELS energy windows shown in Figure 7c (blue and red). The blue window only corresponds to electrons undergoing the core-loss events with Ga. The red window has both Ga and Ge electrons in the coincidence signal hence both X-ray lines are excited which is similar to Figure 5. This is seen in Figure 7f where for the red spectrum, a small increase in signal is seen at higher energies indicating the presence of X-rays with a larger energy (see black ellipse) than the one arising from the Ga L$_\alpha$ line. The same method can be applied for EELS where in Figure 7e the 2D histogram between time difference and EEL energy is shown. An increase in signal at higher electron energy loss is seen inside the time coincidence window indicating the presence of an element with a core-loss edge at these energy ranges. The background-
subtracted coincidence EEL signal is shown in Figure 7g where an onset is seen at an energy around 1100 eV which is before the Ge L\textsubscript{23}-edge but could correspond to the Ga L\textsubscript{23}-edge (1115 eV). However, slower onset on the edge signal and the occurrence of higher X-ray energies when increasing the electron energy-loss indicates the presence of an element with a larger edge and X-ray energy hence the origin could be due to Ge. Please note that the coincidence EEL spectrum is binned to improve the SNR of the spectrum.
Figure 7. (a) A 300 × 1024 × 1024 STEM scan at 10 µs on a diamond layer grown on top of a germanium substrate. The image shows the total number of electrons on the EELS detector at every probe position. The red window indicates the area from which the spectra are shown. (b, c) The conventional EDX and EELS signals. (d) Two-dimensional histogram, using a post selection on electron energy losses which are shown in (c), between time difference and X-ray energy where the electron energies chosen are the ones within the red window. (e) Similar to (d) except that one axis is now electron energy loss and the post selection is performed on the X-ray energies shown in (b). (f) The background-subtracted X-ray spectrum for the two electron energy windows indicated in (c). The black ellipse indicates the region where an excess of counts is seen compared to the blue spectrum. (g) The background-subtracted EEL spectrum where an increase of signal is observed starting from the Ga L\textsubscript{2,3} edge indicating the presence of core-loss events. The signal is binned to improve the SNR of the spectrum. Additionally, the conventional background-subtracted EEL spectrum is shown where the region for the power-law fit is indicated in (c).

This experimental data shows the advantage of the coincidence setup where in conventional EELS no presence of any core-loss edge is seen. When looking at the X-ray spectrum, a peak where Ge is expected is seen, and the Cu X-ray line also makes the background subtraction harder. Due to the limited energy resolution of EDX no clear distinction between Ge and Ga can be made, inviting interpretation errors when Ga would not be considered. The use of EELS which has an energy resolution in the order of eV adds extra information to disentangle between the two elements and gives some evidence on the presence of Ge in this specific diamond. However, to clearly confirm the presence of Ge more experiments should be performed but this is outside the scope of this work where the aim is to show the potential of coincidence spectroscopy to reveal EELS edges which would remain hidden in conventional EELS.

4.6. Limit on the Time Resolution

Equation (5) indicates that the SNR can be decreased via multiple routes. First, as shown in Section 3 by increasing the incoming current, the SNR is improved. However, it is not always possible to increase the current due to limits of the electron gun or the sample being radiation sensitive. Another method would be to acquire longer however this is sometimes not possible due to drift which leaves us with two other options: increasing the collection efficiency or improving the time resolution of the setup. From Figure 2a it is seen that the time coincidence interval has a width of approximately 400 ns which is disappointingly low in comparison to the <10 ns sampling capabilities of both EDX and EELS detector electronics. To improve the time resolution, the contributions from the different parts of the setup should be investigated.

It is known that the relatively large size of the SDD detectors influences the TOA of the X-rays. This is of no surprise since the SDD was developed as a 2D position-sensitive detector for ionizing particles where the point of impact was derived using the travel time of the signal [38,39]. If the limiting factor on the time resolution would be the area of the detectors then this would be visible in the shape of the time coincidence interval. The X-ray detectors used in the experiment have a circular shape, which should correspond
to a sawtooth shape for the time resolution since the travel time depends linearly on the distance between X-ray impact point and detector center but the detection area scales as $r^2$ meaning that on average more events will hit the outer region of the detector resulting in more weight for the longer time delays. This reasoning holds when the detector normal points exactly on the illuminated area on the sample. When this is not the case, the probability for an X-ray to land on the detector area is non-homogeneous modifying time coincidence histogram. However due to the configuration of the detector setup, this is expected to be a minor effect, but more research needs to be performed to understand this influence. In Figure 8a, the time coincidence histogram is shown from which an asymmetric shape is indeed visible (blue). The black dotted line is a sawtooth function convolved with an extra instrumental Gaussian function with a standard deviation of 30 ns. This model shows that the shape and size of the SDD plays a dominant role in limiting the time resolution to a value much lower than what we could handle with the electronics. The extra convolution with 30 ns could be related to the finite electronic bandwidth of the preamplifier stages which would then be estimated to be in the 10 MHz range. Another time resolution limiting factor could be in the electron detector where the fast electrons interact inelastically at a stochastic depth which in combination with the finite drift velocity leads to a timing uncertainty of the electron arrival event. For a sensor thickness of 300 µm and a drift velocity in the order of $10^6$ cm/s [40] this would result in a broadening of approx 30 ns [41,42].

Figure 8. (a) Zoom in on the shape of the time coincidence histogram where an asymmetric profile is seen. The dotted black line shows a Gaussian blurred sawtooth function which would be the theoretical shape of the histogram. (b) The time coincidence histogram of two detectors. The sample holder is tilted such that the count rate of X-rays on detector 1 is lower which is due to the shadowing of the detector. The width of the time coincidence window for the non-shadowed detector (blue) is around twice as high as compared to the shadowed one (red) confirming that the illuminated area plays the most important role on the time resolution for the current coincidence setup.

To verify our assumptions on the dominant role of the drift velocity in the SDD we tilt the sample holder in such a way that one detector receives a smaller count rate than the other one. This happens since the holder shadows a part of the detector hence a smaller area is illuminated. In Figure 8b, both time coincidence histograms are shown from which the X-ray count rate on the detector is indicated. The width of the coincidence window for the non-shadowed detector (blue) is around twice as high as compared to the shadowed one (red) confirming that the illuminated area plays the most important role on the time resolution for the current coincidence setup.

One way to overcome this limitation could be to design new types of X-ray detectors which are similar to the pixelated electron detector with more channels, each with an integrated preamplifier stage, with a smaller active area to improve the time resolution while maintaining a high solid angle. Highly integrated electronics could potentially make this a viable solution in the near future [43]. An alternative method could be to shadow some part of the detector where a smart choice on the masked area could improve the SNR. Since the detector is circular with radius $R$, we can choose a circular mask which
is centered on the detector with a radius \( r \) between 0 and \( R \). The efficiency (\( \epsilon'_x \)) and time resolution (\( \tau' \)) of the new masked detector is:

\[
\epsilon'_x(r) = \frac{R^2 - r^2}{R^2} \epsilon_x \tag{11}
\]

\[
\tau'(r) = \frac{R - r}{R} \tau + \Delta \tau \tag{12}
\]

where \( \Delta \tau \) is the broadening which arises from other time broadening influences in the experimental setup. These equations were derived for a geometry in which the detector is not tilted with respect to the sample. For tilted detectors, the situation would be different. By inserting the two values into Equation (5) the influence on the radius of the mask on the SNR can be investigated. To do this, values on the other parameters should be known. Here the values are approximated from the data shown in Figure 2. The parameter values used for the SNR simulation in Figure 9 are shown in Table A2. Please note that some parameters values given relative to \( C \sigma \), for instance \( B_e = C \sigma \) which indicates that the number of background electrons is equal to the number of electrons in the core-loss edge.

In Figure 9, the SNR gain, defined as the ratio of the SNR with the SNR when the mask radius is zero, as a function of mask radius for different incoming electron currents is shown. The gain in SNR is maximal when the current is higher and has an increase of 7%. Further with higher current, the optimal mask radius increases to 0.37 for the highest current used. From these calculations it is seen that the detector masking using an annular detector can increase the SNR at the expense of detection efficiency. However, the gain provided by this trick is minor and depends on the incoming current hence making this option not very attractive.

![Figure 9](image)

**Figure 9.** The SNR gain as function of mask radius for different incoming currents. The SNR gain is defined as the ratio of the SNR with the SNR when the mask radius is zero.

It should be noted that improving the time resolution by a factor 10–100 should be technically feasible which would result in an equal reduction in required dose for the same SNR and hence is the single most important parameter to improve when trace element analysis is required through coincidence measurement.
5. Conclusions and Outlook

In this work, a novel setup is demonstrated which can record the time of arrival of individual X-rays and inelastically scattered electrons with nanosecond precision. The advantage of this method is that it reveals correlation data while preserving the full EELS and EDX signal without compromise in speed or acquisition time. We demonstrate that the correlation information provides several important advantages on top of simply merging two independent spectral channels. Model-free background subtraction takes away the requirement of having to fit a model background in a fitting region and is especially interesting in cases where overlapping edges occur. We show that coincidence detection provides a benefit for low-concentration elements in the presence of a high background as would occur in cases relating to doping and trace elements; typically, topics which are hard or even impossible to treat with EELS despite its very favorable detection efficiency.

We identified the single most important parameter to further improve detection limits in coincidence detection between core-loss EELS and EDX to be the limited time resolution due to large area SDD detectors that are commonly used in modern TEM setups. The most optimal way to make progress here would be to redesign the EDX detectors with the requirement of both high collection efficiency and good time resolution. We estimate that another factor 10–100 could be achievable which would have a similar effect as improving the electron dose by that same factor without the downside of beam damage or drift.

The novel method of detecting single events instead of the integrated signal, opens up possibilities for other types of scattering phenomena where signals are correlated with each other in time such as EELS-CL, secondary electrons-EELS and many more. The intrinsic data compression by storing only actual events, the lack of readout time and the fact that synchronization between multiple detectors is reduced to the problem of syncing them all to a single master clock holds many benefits for implementation in TEM setups with their ever-increasing number of detectors and datarates.
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Appendix A. Signal-to-Noise for EELS and EDX

The signal-to-noise for both EELS and EDX can be described when taking only counting statistics into account where the noise is determined by the square root of the total signal (signal and background) [34,35].

$$\text{SNR}_{EELS} = \frac{C \sigma \cdot \sqrt{e^\Pi}}{\sqrt{C \sigma + B_e}}$$

(A1)
\[ \text{SNR}_{\text{EDX}} = \frac{C \sigma T \omega \cdot \sqrt{\epsilon_x \Pi}}{\sqrt{C \sigma T \omega + B_x}} \]  \hspace{1cm} (A2)

**Appendix B. Parameters Low Concentration Detection**

| \( C \sigma \) | \( C \sigma T \) | \( \epsilon_x \) | \( \epsilon_x \) | \( \tau \) [ns] | \( \omega_{Si} \) | \( B_x \) |
|---|---|---|---|---|---|---|
| 3.75 \times 10^{-5} | 3C \sigma | 0.2 | 0.05 | 400 | 0.042 | 0.05 C \sigma T |

**Appendix C. Parameters Masking Detector Area**

| \( C \sigma \) | \( C \sigma T \) | \( \epsilon_x \) | \( \epsilon_x \) | \( \tau \) [ns] | \( \Delta \tau \) [ns] | \( \omega_{Si} \) | \( B_x \) | \( B_y \) |
|---|---|---|---|---|---|---|---|---|
| 3.75 \times 10^{-5} | 3C \sigma | 0.2 | 0.05 | 400 | 30 | 0.042 | C \sigma | 0.05 C \sigma T |
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