High-fidelity state transfer via quantum walks from delocalized states
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Abstract We study the state transfer through quantum walks placed on a bounded one-dimensional path. We first consider continuous-time quantum walks from a Gaussian state. We find such a state when superposing centered on the starting and antipodal positions preserves a high fidelity for a long time and when sent on large circular graphs. Furthermore, it spreads with a null group velocity. We also explore discrete-time quantum walks to evaluate the qubit fidelity throughout the walk. In this case, the initial state is a product of states between a qubit and a Gaussian superposition of position states. Then, we add two $\sigma_x$ gates to confine this delocalized qubit. We also find that this bounded system dynamically enables periodic recovery of the initial separable state. We outline some applications of our results in dynamic graphs and propose quantum circuits to implement them based on the available literature.
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1 Introduction

The main problem of communication is to reproduce at one point, the same or approximately the information from another point. This statement pointed out by C. Shannon [1] is also a fundamental issue in the quantum context. Any promising platform for quantum information processing should faithfully store, transfer, and recover the information from quantum states [2]. Quantum walks in their discrete- [3] and continuous-time [4] versions have brought a novel theoretical perspective for performing quantum tasks [5, 6]. For instance, they have been studied as a framework for building quantum search engine algorithms [7] and a possible route to realizing universal quantum computation [8, 9]. Moreover, there are many current experimental setups to implement them [10, 11].

Continuous-time quantum walks (CTQWs) are based on continuous-time Hamiltonian, and discrete-time quantum walks (DTQWs) have their dynamical evolution dictated by a unitary transformation composed of a quantum coin and a conditional displacement operator at discrete time steps. In CTQWs, as a given state evolves, it spreads to all the vertices according to the graph geometry and the hopping rates between vertices. Eventually, it reemerges in another place with or without loss of information. This process is called state transfer. Although CTQWs have perfect state transfer in a few small graphs, it is limited for large graphs. There are many relevant studies about this subject [12, 13, 14, 15, 16, 17], mainly dealing with a walk whose initial state is localized on just one vertex (position). In such a case, the state transfer is only the probability of reaching a specific target vertex. However, we can change the localized initial condition by delocalizing the initial state over positions. In this scenario, the fidelity between the states around the initial and target vertices becomes an appropriate figure of merit to evaluate the state transfer since it includes how the state spreads to the vertices [18].

The delocalization of the initial state weighted according to a distribution function was employed in some experimental platforms using a photon as a walker [19, 20, 21], theoretical works on quantum walks [18, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33], and spin chains protocols [34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47]. Starting a DTQW from a delocalized qubit leads to new phenomena that affect the transport and entanglement between coin and position states of a walker. For instance, a quantum walker from a local state has the same limit velocity regardless of the quantum coin used. However, when it begins from a Gaussian state, its limit velocity depends strongly on the coin phases and the initial dispersion of the state [30]. Only two qubits that start a quantum walk from a single position exhibit maximal entanglement asymptotically, but a continuous set of delocalized qubits lead to maximal entanglement [29]. When one $\sigma_x$ gate (Pauli-X) is used as the quantum coin among Hadamard ones on a lattice, an initial broad Gaussian state evolves into a trojan wave packet [31]. Furthermore, the joint of these two gates at specific times and positions throughout the walk yields the corralling of this quantum state, preventing its spread even better [18].
When a quantum walk occurs on a cycle graph, the initial state spreads with null group velocity \[48\] and superposes at the periodic boundary. Due to this superposition, it may return to its original shape centered at the antipodal vertex, which can be far away from its initial position. Therefore, by taking a delocalized initial state, we aim to evaluate this dynamical evolution as one potential means of achieving high-fidelity state transfer using CTQWs on cycle graphs. Moreover, we examine DTQWs that start from a delocalized qubit to assess whether the qubit, acting as an information carrier, is also preserved along the walk.

The article is structured as follows. In Sect. 2 we briefly introduce the mathematical formalism of CTQWs. In Sect. 3 we review the CTQWs starting from a local state, obtain an expression for the fidelity of delocalized states over time, and study such walks starting from Gaussian states confined for a long time and over large graphs. In Sect. 4 we review the DTQWs by comparing their dynamical evolution starting from one vertex as long as the state becomes a broad Gaussian one. In Sect. 5 we discuss an application of our results in the context of dynamic graphs and quantum circuits. Finally, Sect. 6 presents some concluding remarks.

### 2 Continuous-time quantum walks

CTQWs are usually expressed as Markov processes, whose time evolution is driven by the Schrödinger equation

\[
\frac{i\hbar}{dt} |\Psi(t)\rangle = H |\Psi(t)\rangle. \tag{1}
\]

From now, we assume \(\hbar = 1\), and by inserting the completeness relation for \(|b\rangle\), we have

\[
\frac{i}{dt} \langle a | \Psi(t) \rangle = \sum_b \langle a | H | b \rangle \langle b | \Psi(t) \rangle, \tag{2}
\]

in which \(H\) is characterized with respect to a graph \(G\). The graph \(G = (V, E)\) is given by a finite and discrete Hilbert space \(V\) spanned by \(\{|a\rangle\}\) with \(a \in Z\) corresponding to \(n\) vertices, while the set \(E\) of edges specifies which pairs of vertices are connected. The graph geometry constrains the particle, allowing its movement only between connected vertices. The Hamiltonian \(H\) is

\[
H_{ab} = \begin{cases} 
  \gamma d_a & \text{for } a = b \\
  -\gamma & \text{for } a \neq b \land (a, b) \in E \\
  0 & \text{for } a \neq b \land (a, b) \notin E,
\end{cases} \tag{3}
\]

where \(d_a\) (degree) is the number of edges connected to the vertex \(a\), and \(\gamma\) is the hopping rate per time from the vertex \(a\) to \(b\) and vice versa. Let us consider \(\gamma = 1\) throughout this work. Therefore, CTQWs evolve over time by

\[
|\Psi(t)\rangle = U |\Psi(0)\rangle, \tag{4}
\]
with \( U = e^{-iHt} \) being the unitary time evolution operator. After diagonalizing \( U \), we obtain

\[
|\Psi(t)\rangle = \sum_{b=0}^{n-1} e^{-i\lambda_b t} \langle \Phi_b | \Psi(0) \rangle |\Phi_b\rangle,
\]

where \( \lambda_b \) are the corresponding eigenvalues of the orthonormal eigenvectors \( |\Phi_b\rangle \) and the sum above scales according to the number of vertices \( n \) of the graph.

### 3 CTQW on the cycle graph

Let us consider a full-cycle \( C_n \) on \( n \) vertices whose Hamiltonian is \( H = A - 2\mathbb{I} \), where \( A \) is a circulant matrix and \( \mathbb{I} \) is the identity matrix (order \( n \)). Since both matrices commute, by neglecting an irrelevant phase, the time evolution operator gives us \( U = e^{-iAt} \). The circulant matrix \( A \) can be diagonalized by the Fourier matrix,

\[
F = \frac{1}{\sqrt{n}} \begin{pmatrix}
1 & 1 & 1 & \cdots & 1 \\
1 & \omega & \omega^2 & \cdots & \omega^{n-1} \\
1 & \omega^2 & \omega^4 & \cdots & \omega^{2(n-1)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \omega^{n-1} & \omega^{2(n-1)} & \cdots & \omega^{(n-1)^2}
\end{pmatrix},
\]

with \( \omega = e^{2\pi i/n} \). Then, the matrix \( FAF^\dagger \) is diagonal. Let us denote the \( j \)-th column vector of \( F \) concerning the graph vertices as

\[
|F_j\rangle = \frac{1}{\sqrt{n}} |\omega_j\rangle = \frac{1}{\sqrt{n}} \sum_{a=0}^{n-1} \omega_j^a |a\rangle,
\]

which composes an orthonormal basis, such that

\[
1 = \sum_{j=0}^{n-1} |F_j\rangle \langle F_j| = \frac{1}{n} \sum_{j=0}^{n-1} |\omega_j\rangle \langle \omega_j|.
\]

Therefore, \( |F_j\rangle \) are the eigenvectors and

\[
\lambda_j = \omega^j + \omega^j(n-1) = 2 \cos \left( \frac{2\pi j}{n} \right)
\]

are the corresponding eigenvalues of \( A \). In quantum computing language, the matrix \( F \) implements the quantum Fourier transform (QFT). It acts on a basis state \( |j\rangle \) similarly to Eq. (7) as

\[
\text{QFT} |j\rangle = \frac{1}{\sqrt{n}} \sum_{a=0}^{n-1} \omega^{ja} |a\rangle.
\]
The action of the inverse of the QFT, $IQFT$, is determined by 

$$
IQFT|a⟩ = \frac{1}{\sqrt{n}} \sum_{j=0}^{n-1} \omega^{-ja} |j⟩.
$$

(Eq. 11)

Eqs. (10) and (11) will be used later to build quantum circuits that apply to simulations of quantum walks in quantum computers.

3.1 Initial local state

Let us take a localized state $|Ψ(0)⟩ = |0⟩$ on $C_n$ such that $|Ψ(t)⟩ = e^{-iAt}|0⟩$, and by using Eqs. (7)–(9) we get

$$
|Ψ(t)⟩ = \frac{1}{n} \sum_{j=0}^{n-1} e^{-\frac{2i}{n} \cos\left(\frac{2πj}{n}\right)t} |ω_j⟩.
$$

(Eq. 12)

Since our target vertex is the farthest one from $a$, i.e., the antipodal vertex $b$ (see Fig. 1), then the probability $P_b(t) = |⟨b|Ψ(t)⟩|^2$ can be written as

$$
P_b(t) = \frac{1}{n^2} \sum_{j=0}^{n-1} e^{-2i[\cos\left(\frac{2πj}{n}\right)t - \frac{πj}{2n}b]}
$$

(Eq. 13)

Fig. 1: Graphs $C_n$ from $n = 4$ to $n = 9$. The initial vertex $a = 0$ and antipodal vertex $b = |n - (n \mod 2)|/2$ in red.

It is worth noticing that since we are dealing with a local state, the probability in Eq. (13) also corresponds to the fidelity over time between the initial
state and the one at the antipodal vertex. For instance, for the cycle graphs $C_4$, $C_6$ and $C_8$ such that $b = 2$, 3, and 4, respectively, we have
\begin{align*}
\mathcal{P}_2(t) &= \sin^4 t, \\
\mathcal{P}_3(t) &= \frac{16}{9} \sin^4 \left(\frac{t}{2}\right) \sin^2 t, \\
\mathcal{P}_4(t) &= \frac{1}{16} \left[ 1 + \cos(2t) - 2 \cos \left(\sqrt{2}t\right) \right]^2, \quad (14)
\end{align*}
showing that $C_4$ exhibits perfect local state transfer for $t = (2l + 1)\frac{\pi}{2}$ with $l \in \mathbb{N}$ where $t = \pi/2$ is the transfer time $\tau$ to reach the first local maximum of $\mathcal{P}_b(t)$ as shown in the inset of Fig. 2. Figure 2 shows how the probabilities at the antipodal vertex $b$ follow a power law such as $\mathcal{P}_b(\tau) \propto n^{-\alpha}$. This result inevitably implies that the local state transfer gets worse as the number of vertices grows.

Fig. 2: Probability at the antipodal vertex $b$ for the transfer time $\tau$. $\mathcal{P}_b(\tau) \propto n^{-\alpha}$ have exponents $\alpha = 0.6524 \pm 0.0004$ and $0.6344 \pm 0.0009$, respectively, for even and odd values of $n$, while $\tau \sim n/4$. Inset: Probabilities at $b$ over time for the cycle graphs $C_4$, $C_6$ and $C_8$ (see Eqs. (14)) showing the first maximum of these functions at $t = \tau$.

3.2 Initial delocalized states

Let us consider an initial state delocalized over many vertices that follow a certain distribution function $f(j)$. This delocalized state can be written as a superposition from a subset of vertex states of $\mathcal{G}$ as
\begin{equation}
|\Psi(0)\rangle = \sum_{j=-a}^{a} f(j) |j+a\rangle, \quad (15)
\end{equation}
where $f(j)$ is centered at the origin and satisfies the normalization condition $\sum_{j} |f(j)|^2 = 1$. This condition is assured because the number of vertices in the
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Graph, denoted by \( n = 2a + 1 \) is much larger than the initial standard deviation \( s \) of the quantum state. Now, by using the same steps in the previous section, we arrive at

\[
P_b(t) = \frac{1}{n^2} \left| \sum_{j=0}^{n-1} e^{2i[\cos(\frac{2\pi}{n})j - \frac{\pi}{n}(b-j)]} f(j-a) \right|^2,
\]

(16)

where the sum in \( j \) was extended for the whole graph. Taking all values of \( P_b(t) \) from \( b = 0 \) to \( n - 1 \) gives us the probability distribution over the graph vertices at a specific time \( t \).

### 3.3 Fidelity of delocalized states

Fidelity is commonly used as a metric to quantify the similarity between two quantum states \[ |\Psi(0)\rangle \] centered at vertex \( j = a \) and the time-evolved state \( |\Psi(t)\rangle \) at time \( t \) and centered at \( j = b \) evaluates the state transfer quality whenever \( a \neq b \), and the periodicity for \( a = b \). Since these states could be on different vertices, we use an operator \( \mathcal{D} = \sum_j |j+b-a\rangle \langle j| \) that acting on the initial state \( \mathcal{D} |\Psi(0)\rangle \) displaces the center of \( |\Psi(0)\rangle \) from \( j = a \) to \( b \). Then, the fidelity \( \mathcal{F}(t) = \langle \Psi(0) | \mathcal{D}^\dagger |\Psi(t)\rangle \rangle^2 \) becomes

\[
\mathcal{F}(t) = \frac{1}{n^2} \left| \sum_{j,j',l=0}^{n-1} e^{2i[\cos(\frac{2\pi}{n})l - \frac{\pi}{n}(b-j'+b-a)]} f(j-a) f(j'-a) \right|^2,
\]

(17)

ranging from \( \mathcal{F} = 0 \) for two orthogonal states until \( \mathcal{F} = 1 \), for two identical states up to an overall phase factor. Observe that if the distribution \( f(j) \) were a delta function \( \delta(j) \) we would recover Eq. (13) as expected.

### 3.4 Gaussian states

Let us consider a state whose distribution function is a Gaussian one centered at vertex \( a \)

\[
|\Psi(0)\rangle = \sum_{j=0}^{n-1} f(j-a) |j\rangle = \sum_{j=0}^{n-1} e^{-\frac{(j-a)^2}{2s^2}} \left( \frac{2\pi s^2}{4} \right)^{\frac{1}{4}} |j\rangle,
\]

(18)

where \( s \) is the initial standard deviation (dispersion). Figure 3 shows the fidelity \( \mathcal{F}(t) \) for CTQWs over a \( C_{200} \) graph starting the walks from Gaussian states centered at \( a \) with a few initial values of \( s \). The states spread over all the vertices of the graph, then after a transfer time \( \tau \), the superposition pattern of the wave packet returns to the initial Gaussian state, but now it is centered at the antipodal vertex \( b \). Regarding this process as a possible way to get a state transfer, it is notable the dependence on the initial dispersion of the state. While we get \( \mathcal{F}(\tau) \approx 1 \) for large \( s \), indicating an almost perfect
transfer, this value drops to around 0.30 for \( s = 1 \). The insets of Fig. 3 present the dynamical evolution of the transfer of the wider Gaussian state through some frames of the probability distribution at certain times. They start from the inset (i), which shows the initial state \( |\Psi(0)\rangle \) centered at vertex \( a \) at \( t = 0 \). The inset (ii) detaches one of the local minima of the fidelity when the state is closer to a uniform distribution over the vertices. The inset (iii) corresponds to half of the transfer time when the state achieves the maximum spreading as a superposition

\[
|\Psi(\tau/2)\rangle = \sum_{j=0}^{n-1} \frac{f(j-a) + f(j-b)}{\sqrt{2}} |j\rangle,
\]

with \( \mathcal{F}(\tau/2) \approx 0.50 \). The last inset (iv) shows the time-evolved state centered at antipodal vertex \( b \) after being transferred at \( t = \tau \).

Fig. 3: Fidelity over time for CTQW on \( C_{200} \) starting from Gaussian states with initial dispersion \( s = 1 \) (bottom), 5 and 10 (top). The insets show the time evolution of the probability distribution of the Gaussian state \( (s = 10) \). It starts as (i) a Gaussian state centered at \( a \), then (ii) spreads to all the vertices, next evolves to (iii) a superposition of two balanced Gaussian distributions centered at \( a \) and \( b \), and finally returns to (iv) the original shape centered at the antipodal vertex \( b \) after a transfer time \( \tau \).

CTQWs starting from a Gaussian state reach at least one almost perfect state transfer whose quality is subject to the initial standard deviation of the state. To address how robust is this state transfer for a longer time, Fig. 4 (a) shows all the local maxima of fidelity for CTQWs starting from Gaussian states on \( C_{100} \) from the first transfer time \( \tau \) up to \( 10^4 \tau \). The state transfer of a local state has a small and non-periodic fidelity over large cycle graphs. At this point, it becomes clear that a Gaussian state transfer outperforms a local state transfer once the local maxima of fidelity exhibit a quasi-periodic behavior with a high-valued upper-bound limit. This upper-bound fidelity drops slowly and remains higher than 0.99 up to \( t \sim 10^4 \tau \) for large \( s \). So, this indicates a
remarkable preservation of the quantum state fidelity, whereas, for the local state, the same upper-bound fidelity is lower than 0.5.

Fig. 4: Transfer of Gaussian states for long times and on large graphs via CTQWs: (a) Local maxima of fidelity from \( s = 5 \) (bottom) to 10 (top) over \( C_{100} \). After establishing the transfer time \( \tau \), we seek the value of the next fidelity peak within the range \([t - \tau/2, t + \tau/2]\) from \( t = 2\tau \) up to \( t = 10^4\tau \) to properly identify when the states have their center at the vertex \( a \) or \( b \). (b) Fidelity at \( t = \tau \) over the number of standard deviations \( n/s \) from \( s = 5 \) (bottom) to 10 (top). Inset: transfer time grows as the power law \( \tau \sim 0.08n^2 \). The solid lines between points are just guides for the eyes.

To investigate how the fidelity of the first state transfer behaves over great distances, Fig. 4(b) shows the fidelity of Gaussian states at \( t = \tau \) on graphs with \( n \) varying from 10 up to 100 times their corresponding initial standard deviations. The broader initial state has the best state transfer, whatever the distance between the initial and antipodal vertices. It shows that the state transfer depends on the initial delocalization of the state, regardless of the graph size. Notice that the transfer time \( \tau \) is quadratically greater for all Gaussian states than the local state, with all states having ballistic spreading. It means that the state dispersion over time follows \( \sigma \propto t \). Recalling the uncertainty principle, the smaller the initial state dispersion in position, the larger the wave packet spreads. Thus, the localized state spreads the fastest, with a rate of \( d\sigma/dt = \sqrt{2} \), while Gaussian states spread more slowly as
their initial dispersion increases, resulting in lower transfer rates. Furthermore, besides the delocalization, the smoothness of the state is also a significant feature in achieving high fidelity (see Appendix A).

4 Discrete-time quantum walks

The DTQW model here involves a dynamical evolution with one additional degree of freedom (qubit) compared to the CTQW model. The DTQW describes a walk of a spin-1/2 particle over a one-dimensional lattice whose dynamical evolution is driven by a unitary operator at discrete-time steps. Formally, a DTQW state belongs to a Hilbert space \( \mathcal{H} = \mathcal{H}_C \otimes \mathcal{H}_P \), where \( \mathcal{H}_C \) is the coin space, a complex two-dimensional vector space spanned by \( \{ |\uparrow\rangle, |\downarrow\rangle \} \), and \( \mathcal{H}_P \) is the position space, a numerable infinite-dimensional vector space spanned by \( \{ |j\rangle \} \) whose integer \( j \) is a discrete position (vertex) on a regular lattice.

Thus an initial quantum walk state is given by

\[
|\Psi(0)\rangle = \sum_j \left[ a_{j\uparrow}(0) |\uparrow\rangle + a_{j\downarrow}(0) |\downarrow\rangle \right] \otimes |j\rangle,
\]

where \( a_{j\uparrow}(t) \) and \( a_{j\downarrow}(t) \) for \( t = 0 \) are the initial amplitudes of spin up and down, respectively, with the sum in \( j \) being overall positions on the lattice, \( \alpha \in [0, \pi/2] \) is the half polar angle, and \( \beta \in [0, 2\pi] \) is the azimuthal angle in the Bloch sphere representation [2]. The function \( f(j) \) is the initial distribution function and \( \sum_j |f(j)|^2 = 1 \) is the normalization condition. We use here \( f(j) \) as a delta function (local state) and a discrete Gaussian distribution with \( s \) being the initial position dispersion of the state, following the same way described in the CTQWs section above.

The state after \( t_N \) discrete-time steps is given by

\[
|\Psi(t_N)\rangle = T \prod_{t=1}^{t_N} U(j) |\Psi(0)\rangle,
\]

where \( T \) specifies a time-ordered product and \( U(j) = S[C(j) \otimes I_P] \) is the time evolution operator composed by the identity operator \( I_P \) in \( \mathcal{H}_P \), a position-dependent quantum coin \( C(j) \) belonging to \( SU(2) \), and the conditional displacement operator \( S \). We employ the Hadamard gate

\[
H = \frac{1}{\sqrt{2}} [ |\uparrow\rangle \langle \uparrow| + |\uparrow\rangle \langle \downarrow| + |\downarrow\rangle \langle \uparrow| - |\downarrow\rangle \langle \downarrow| ],
\]

and NOT gate (Pauli-X),

\[
\sigma_x = |\uparrow\rangle \langle \downarrow| + |\downarrow\rangle \langle \uparrow|,
\]
as quantum coins. The quantum coin acts on the qubit by setting it on a new superposition of spin states, for example, $H |\uparrow\rangle = (|\uparrow\rangle + |\downarrow\rangle)/\sqrt{2}$ or $\sigma_z (|\uparrow\rangle + e^{i\theta} |\downarrow\rangle)/\sqrt{2}$. At last, the conditional displacement operator

$$S = \sum_j (|\uparrow\rangle \langle j| \otimes |j+1\rangle + |\downarrow\rangle \langle j| \otimes |j-1\rangle)$$

(24)

displaces each spin component in opposite directions, i.e., it shifts the amplitude of spin up (down) to the right (left) neighbor position, consequently entangling spin and position. The time-evolved state $|\Psi(t)\rangle$ is calculated by an iterative procedure whose recurrence equations can be obtained from Eq. (21) through $|\Psi(t)\rangle = U(j) |\Psi(t-1)\rangle$ [27] with Eqs. (22)–(24). The total probability over a position $j$ is given by the sum between the spin up and down components,

$$P_j(t) = |(\langle\uparrow| \otimes |j\rangle) |\Psi(t)\rangle|^2 + |(\langle\downarrow| \otimes |j\rangle) |\Psi(t)\rangle|^2 = |a_j^\uparrow(t)|^2 + |a_j^\downarrow(t)|^2,$$

(25)

and the standard deviation over time is

$$s(t) = \sqrt{\sum_j \left\{ j^2 P_j(t) - [j P_j(t)]^2 \right\}}.$$ 

(26)

Since $|\Psi(t)\rangle$ is pure over time, the entanglement is carried out by the von Neumann entropy,

$$S_E(\rho(t)) = -\text{Tr}[\rho_C(t) \log_2 \rho_C(t)]$$

(27)

where $\rho_C(t) = \text{Tr}_P[|\Psi(t)\rangle \langle\Psi(t)|]$ is the partially reduced coin state [49] and $\text{Tr}_P[\cdot]$ is the trace over the positions. Therefore

$$\rho_C(t) = A^\dagger(t) |\uparrow\rangle \langle\uparrow| + M(t) |\downarrow\rangle \langle\downarrow| + A^\dagger(t) |\downarrow\rangle \langle\uparrow| + M^*(t) |\uparrow\rangle \langle\downarrow|$$

(28)

where $A^\dagger(t) = \sum_j |a_j^\uparrow(t)|^2$, $M(t) = \sum_j a_j^\uparrow(t) a_j^{\downarrow*}(t)$ with $z^*$ being the complex conjugate of $z$, and $A^\dagger(t) = \sum_j |a_j^\downarrow(t)|^2 = 1 - A^\dagger(t)$. After diagonalizing $\rho_C(t)$, we obtain the following eigenvalues

$$A_{\pm}(t) = 1/2 \pm \sqrt{1/4 - A^\dagger(t)(1 - A^\dagger(t)) + |M(t)|^2},$$

(29)

which allows us to write

$$S_E(t) = -A_+(t) \log_2 A_+(t) - A_-(t) \log_2 A_-(t)$$

(30)

such that $S_E$ is null for separable states up to 1 for maximal entanglement between spin and position.
4.1 Bounded DTQW

The asymptotic properties regarding the dynamics and entanglement of a DTQW can be analytically derived using Fourier analysis, since the time-evolution operator is diagonal in the dual \( k \)-space \([18,22,29,30,50]\). Particularly, numerical and analytical calculations have shown that a Hadamard walk whose initial state is a Gaussian one with a large dispersion splits into two Gaussian wave packets moving in opposite directions \([18,30,31]\), resulting in

\[
|\Psi(t)\rangle = |\psi_+\rangle \otimes \sum_j f(j - t/\sqrt{2}) |j\rangle \\
+ (-1)^t |\psi_-\rangle \otimes \sum_j f(j + t/\sqrt{2}) |j\rangle ,
\]

where

\[
|\psi_{\pm}\rangle = \frac{(1 \pm \sqrt{2}) \cos \alpha + e^{i\beta} \sin \alpha}{2 (2 \pm \sqrt{2})} \begin{pmatrix} 1 \pm \sqrt{2} \\ 1 \end{pmatrix},
\]

are orthogonal states and \( f(j \pm t/\sqrt{2}) \) are Gaussian distributions centered at \( j = \pm t/\sqrt{2} \) throughout the walk. Notice that this result assumes a small time scale \([18]\), and the relative velocity between split wave packets depends on the quantum coin used \([30]\).

Here, we explore DTQWs driven by Hadamard coins constrained by two \( \sigma_x \) gates as quantum coins placed at opposite positions. The walks start from a separable state such as Eq. (20) whose qubit is positioned on \( j = 0 \) (local state) or spread following a discrete Gaussian distribution. Each numerical realization of the DTQW begins from a qubit \((\alpha, \beta) = (0,0)\) up to \((\pi/2, 2\pi)\) with independent increments of 0.05 for \( \alpha \) and 0.1 for \( \beta \). Then, we carry out an average over a set of 2,016 qubits for each time step during their walks, as in earlier studies. \([26,27,29,30,31]\).

Figure 5 shows the average probability over time of such walks starting from a (i) localized state on \( j = 0 \) and (ii)–(iv) Gaussian states centered at \( j = 0 \). Note that, Gaussian states are defined within \( j = \pm L \), such that the ratio \( s/L \) are 1%, 5%, and 10%, respectively. The insets (a)–(c) show that both local and Gaussian \((s = 1)\) states spread continually over time, while the other broader Gaussian states recover periodically their respective initial dispersion and two distinct product states \((S_{SE} \approx 0)\), such that the second one has high fidelity \( F \approx 1 \). It means that, as soon as the walk begins, the spin and position entangle over time. Then, the initial separable state becomes entangled. The wave packet splits into two peaks traveling in opposite directions. The effect of the \( \sigma_x \) gates gives rise to a chiral reflection of the wave packet due to the conditional displacement. So, the wave packet reaches the \( \sigma_x \) gates, and their spin components swap, i.e., the amplitude of spin up becomes the amplitude of spin down and vice versa. Then, after the first reflection with the magnitude of spin exchanged, the wave packet returns to the starting position. It turns out that when the wave packet is back superposed centered at the origin, the
spin components have a global phase of $\pi$ concerning the initial state, which results in a null fidelity state. However, after two successive reflections, in the new overlapping centered at $j = 0$, the spin components have the phase of the initial separable state, which now provides a high-fidelity state. Therefore, we obtain the same results as the CTQW above.

Fig. 5: Confining a qubit via DTQWs: Average values of (a) fidelity, (b) entanglement, and (c) standard deviation over time of quantum walks starting from Gaussian states centered at $j = 0$ with initial dispersion $s = 10$ (black), 5 (red), 1 (olive), and a localized state (blue). The panels (i)-(iv) show the total probability distribution over time (dashed black line) and its up (red) and down (blue) spin components for all cases. The quantum walk states are confined within $j = \pm 100$ by two $\sigma_x$ gates represented by the gray opposite walls. The arrows indicate the direction of displacement of the wave packets.

The dynamic evolution from the analytical solution of Eq. 63 has a remarkable resemblance with the behavior seen in CTQWs on circular graphs above (see Fig. 3 for instance). Suppose we change the DTQW placed on a constrained line to a circular geometry including a periodic boundary such as
$j = j \pm L$ instead of $\sigma_x$ gates. In such a case, the wave packet changes its direction, from left to clockwise and from right to counterclockwise. In such a case, the absence of swapping between spin components or phase change makes the superposition always periodically return to the initial state. But now, the initial state also can be found centered at the antipodal position. Therefore, we have the same results of CTQWs shown above transporting a qubit through DTQWs.

5 Discussion

Quantum walks starting from a delocalized state allow us to recover the initial state with high fidelity for appreciable time scales and after spreading over great distances. The requirement is a smooth and broad enough initial state as a symmetrical Gaussian one. It makes the interference pattern periodically bring the quantum state back to its initial condition when it reaches the opposite and starting points of a closed path, such as the cycle graph. These results lead to the following statements: (i) The predictable behavior on cycle graphs and the gradual decrease of the upper-bound limit of the fidelity over time suggest appropriate time windows to change the graph geometry to achieve dynamic control of such states. (ii) The steady null group velocity of the state differentiates from other proposals to transfer a quantum state. (iii) A quantum walk that promotes a periodic recovery of a quantum state is feasible in the context of quantum circuits. These ideas are the subjects of the following sections.

5.1 Quantum walks in dynamic graphs

Quantum walks can also include the dynamic graphs context, in which a particular sequence of graphs drives the time-evolution of such walks [51]. Figure 6 illustrates how we can use the features of quantum walks from delocalized states to confine and transport a quantum state employing dynamic control of circular graphs. First, we time-evolve the delocalized state inside the small left circular graph ($t < t_1$). At a specific time $t_1 = 2(l + 1)\tau_s$ with $l \in \mathbb{N}$, such that $\tau_s$ corresponds to the transfer time of the small graph, the state has its center at $a$. So, we changed the graph geometry inspired by a railroad switch, redirecting the left branches of the small left circular graph to the outsider graph. It allows the state to follow from $a$ to $c$. When the state has its center at $c$, after a time $t_2 = t_1 + \tau_c$, where $\tau_c$ is the transfer time from $a$ to $c$, we redirect the right branch of the small right graph to its left branch, confining the state inside it.

Recently, Vieira et al presented the quantum corralling protocol based on DTQWs. The walk starts from a Gaussian state over an infinite line and evolves as a superposition of two Gaussian wave packets in opposite directions. The authors’ protocol leads to the one-directional displacement of the state
Fig. 6: Confinement and displacement of a delocalized state: (i) For $t < t_1$, the state initially centered at $a$ is confined inside the small left circular graph (black vertices) between the vertices $a$ and $b$. (ii) At $t = t_1$, when the state has its center at $a$, the left branch of the small left circular graph switches from its right branch to the top and bottom branches of the major graph. It allows the spreading of the state over the outsider major graph (black vertices). (iii) At $t = t_2$, when the state has its center at $c$, the right branch of the small right circular graph switches from the top and bottom branches of the major graph to its left branch. Then, the delocalized state is now inside the small right circular graph (black vertices) confined between $c$ and $d$. Note that the gray vertices indicate where the state cannot spread.

by changing the quantum gates from Hadamard to $\sigma_x$ at specific time steps and positions. The main idea of Fig. 6 could take a qubit as shown here. However, there is a remarkable difference between these two ways to transfer a state. While the coralling protocol allows the transportation of a qubit in wave packets with a finite group velocity, the group velocity remains null all the time here. Furthermore, we should take extra assumptions due to the phase shift between two-level states during the multiple reflections in the coralling, and these assumptions are not necessary for the state transfer with no group velocity once the phase does not change.

5.2 Quantum walks and spin chains

The state transfer through spin chains from local states (single spin states) and a superposition of spin states in a wave packet scheme has been widely addressed in the literature. The displacement of a truncated Gaussian state with high fidelity over a ring of $N$ spins with fixed interactions is possible if the state is sufficiently large, i.e., the superposition takes $L \sim N^{1/3}$ spins. Then, the state travels through the ring with a constant group velocity and negligible dispersion. For open-ended spin chains, Ref. showed how to construct delocalized states at one end of the chain. They evolve to Gaussian states and reach the other end with low dispersion. In such a protocol, Alice
and Bob need to access only a single qubit each, but continuous-time control of the interactions of these spins with the lattice is required \[13\].

It is worth noticing that although similar results arise from spin chain protocols, the dynamical evolution shown here is quite different. In the spin chains protocols, the superposition of states has an initial group velocity and travels with an almost soliton-like behavior. So, it is similar to the quantum corolling protocol \[13\]. The state transfer here has null group velocity. The state spreads to all vertices of the graph and reemerges on the other end by constructive interference of the wave function. This process does not require control of any interaction on the graph. Such behavior also allows the measure of a high-fidelity qubit when the state superposes centered at initial and antipodal vertices. In these places, the state becomes the initial state product. Therefore, one measurement of the quantum state between these extreme points does not provide faithful information about the qubit. This characteristic could be a resource to transmit securely quantum information, but at the expense of a particular circuitual geometry and restricted places to send and receive the quantum state.

5.3 Quantum walks as quantum circuits

In this section, we present quantum circuits that are capable of implementing continuous-time and discrete-time quantum walks. Quantum circuits for simulating quantum walks have been proposed \[53,54,55,56\] as well as their experimental implementation \[57,58\]. Each vertex of the graph is associated with a basis state, as shown in Fig. 7 for a circle graph in which the CTQW is implemented. We can employ a similar correspondence between each position of the walker and a basis state. However, the graph geometry must be changed to a straight line. The coin is described by an additional qubit, which one evolves under the action of the Hadamard gate for intermediate steps and NOT gate at the ends of the open-chain. As these circuits are quite demanding in the number of qubits, as well as their depth, their implementation in real quantum devices is limited. For now, only their quantum circuits are being suggested.

Fig. 7: For the CTQW, each node of a cycle graph with \(n\) vertices is represented by a given basis state, being necessary \(\log_2 n\) qubits to represent all vertices.
The basic ingredient to calculate the fidelity between two quantum states is the SWAP test \[59\]. Its quantum circuit is presented in Fig. 8. At the end of the computation, this circuit returns the probability of measuring the ancilla qubit in the state \(|0\rangle\) as \(p_0 = (1 + F(t))/2\) or in the state \(|1\rangle\) as \(p_1 = (1 - F(t))/2\), in which \(F(t) = |\langle \Psi_{\text{target}} | \Psi(t) \rangle|^2\) is the fidelity between the states \(|\Psi(t)\rangle\) and \(|\Psi_{\text{target}}\rangle\). This strategy to measure the efficiency of the initial state transfer will be used for both CTQW and DTQW evolutions. The difference between these two kinds of evolutions relies on the quantum circuit to obtain the evolved state \(|\Psi(t)\rangle\) and the circuit to obtain the target state must be built case by case.

\[
\begin{aligned}
|0\rangle & \quad \xrightarrow{H} \quad |?\rangle \\
|\Psi_{\text{target}}\rangle & \quad \xrightarrow{\text{SWAP}} \quad |?\rangle \\
|\Psi(t)\rangle & \quad \xrightarrow{H} \quad |?\rangle
\end{aligned}
\]

Fig. 8: Quantum circuit to calculate the fidelity between the target state \(|\Psi_{\text{target}}\rangle\) and the evolved state at time \(t\), \(|\Psi(t)\rangle\). The first Hadamard gate generates an equal superposed state of the auxiliary qubit, which controls the application of the SWAP gate on the target and evolved states. The second application of the Hadamard gate on the ancilla qubit is necessary to interfere the states, returning the probability \(p_0 = (1 + |\langle \Psi_{\text{target}} | \Psi(t) \rangle|^2)/2\) of measuring the first qubit in the state \(|0\rangle\) and \(p_1 = (1 - |\langle \Psi_{\text{target}} | \Psi(t) \rangle|^2)/2\) the probability of measuring the first qubit in the state \(|1\rangle\).

5.3.1 Quantum circuit for CTQWs

Now we will introduce the quantum circuits to prepare the evolved and target states. To build the quantum circuit for the CTQW on the cycle graph, first we decompose the evolution operator as in Sect. 3:

\[U(t) = e^{-iAt} = e^{-i(F^T A_D F)t} = F^T e^{-iA_D t} F,\]

where \(A_D\) is a diagonal matrix whose elements are given by Eq. \[9\] and \(F\) is the matrix to implement the quantum Fourier transform. The advantage of this method is that the quantum Fourier transform can be efficiently implemented in polynomial time \(O(\log^2 n)\). In contrast, the classical discrete Fourier transform scales exponentially with the number of bits \[57\].

The quantum circuit to generate the state \(|\Psi(t)\rangle\) from the initial state \(|\Psi(0)\rangle\) is described in Fig. \[8\], in which \(QFT\) represents the circuit\(^1\) of the quantum Fourier transform and \(e^{-iA_D t}\) is a diagonal unitary.

The depth of the quantum circuit to evaluate the diagonal unitary operator \(e^{-iA_D t}\) by its turn will depend on the dimension of the Hilbert space \(n\), as

\(^1\) The circuit of the quantum Fourier transform can be found in many textbooks of quantum computation. See for instance \[12\].
\[
|\Psi(0)\rangle \xrightarrow{QFT} e^{-iA_D t} (QFT) \xrightarrow{} |\Psi(t)\rangle
\]

Fig. 9: Quantum circuit to obtain the evolved state \(|\Psi(t)\rangle\) according to the CTQW on the cycle graph starting from an arbitrary initial state \(|\Psi(0)\rangle\). \(QFT\) is the quantum Fourier transform and the elements of the diagonal matrix \(A_D\) are given by Eq. (9).

shown in Fig. 10. Each phase shift gate is determined by

\[
P(\lambda_j t) = \begin{pmatrix}
1 & 0 \\
0 & e^{-i\lambda_j t}
\end{pmatrix},
\]

in which \(\lambda_j\) are the eigenvalues of the circulant matrix \(A\) given by Eq. (9). The first phase shift gate \(P(\lambda_0 t)\) is activated by the state \(|00\cdots00\rangle\), the second one \(P(\lambda_1 t)\) by \(|00\cdots01\rangle\) until the last one \(P(\lambda_{n-1} t)\) by the state \(|11\cdots11\rangle\). Although this approach will not be employed here, it is possible to control the precision of each phase \(\lambda_j t\) with an additional quantum circuit, since all eigenvalues can be computed efficiently [53]. Here, the circuit depth \(O(n)\) is the most consuming resource since each multi-controlled phase shift gate can be decomposed in \(O(\log^2 n)\) one and two qubits gates [2].

Fig. 10: Quantum circuit to implement the diagonal unitary operator \(e^{-iA_D t}\).
\(P(\lambda_j t) = [1,0;0,e^{-i\lambda_j t}]\) are phase shift gates controlled by the basis states of \(\log_2 n\) qubits with \(\lambda_j\) being the eigenvalues of the adjacency matrix \(A\) (see Eq. (9)) and \(t\) the elapsed time. Open (solid) circle means that the phase gate will be applied if the control qubit is in state \(|0\rangle\) (|1\rangle).

The initial state of the CTQW can be a localized state, as any basis state vector \(|j\rangle\) with \(j = \{0,1,\ldots,n-1\}\), or a delocalized state, as a Gaussian state described by Eq. (18). Observe that due to the symmetry of the cycle graph, the initial localized state or the center-state of the Gaussian wave packet can be anyone, which will be chosen as the state \(|0\rangle\) \((a = 0)\). To calculate the fidelity between the target state and the evolved one, we use the SWAP test described in Fig. 8 considering two cases: (i) the target state \(|b\rangle\) is localized,
then it will be the following basis state $|n - (n \mod 2)|/2$; (ii) the target state is delocalized, then it is a displaced Gaussian state $\mathcal{D} |\psi_P(0)\rangle$. Therefore, we need to provide quantum circuits to prepare such states. The preparation of a localized target state is quite simple since it is a string of bits, i.e., it can be prepared by the suitable application of $X$ (NOT) gates on the state $X^{b_0}X^{b_1}\ldots X^{b_{m-1}}|000\ldots00\rangle = |b_0b_1b_2\ldots b_{m-2}b_{m-1}\rangle$, for $b_0, b_1, \ldots b_{m-1} \in \{0,1\}$, which takes at most $m$ gate applications, with $m = \log_2 n$.

For the preparation of the displaced Gaussian state, first, we build the circuit to implement the displacement operator, which translates the states $\{j\}$ to $|j + b \mod n\rangle$ for $j, b \in \{0,1,\ldots,n-1\}$ through the QFT adders [60]. The addition modulo $n$ derives from applying the sequence of gates

$$IQFT_1.CZ.QFT_1 |j\rangle |b\rangle = |j + b \mod n\rangle |b\rangle,$$  

where the subindex 1 indicates the position of the subsystem in which the gate will act on, i.e., the leftmost state. In this situation, the state $|b\rangle$ comprises $m = \log_2 n$ auxiliary qubits initially prepared in one of the basis states $|b_0b_1b_2\ldots b_{m-2}b_{m-1}\rangle$. As the generalized $CZ$ gate is defined by

$$CZ |j\rangle |b\rangle = \omega^{|j|} |j\rangle |b\rangle,$$  

and $QFT_1$ and $IQFT_1$ are given, respectively, by equations (10) and (11), we can demonstrate the validation of Eq. (34), as follows

$$IQFT_1.CZ.QFT_1 |j\rangle |b\rangle = IQFT_1.CZ \frac{1}{\sqrt{n}} \sum_{k=0}^{n-1} \omega^{k|j|} |k\rangle |b\rangle$$  

$$= IQFT_1 \frac{1}{\sqrt{n}} \sum_{k=0}^{n-1} \omega^{k(b+j)} |k\rangle |b\rangle$$  

$$= \frac{1}{n} \sum_{k,s=0}^{n-1} \omega^{k(b+j-s)} |s\rangle |b\rangle$$  

$$= \sum_{s=0}^{n-1} \left[ \frac{1}{n} \sum_{k=0}^{n-1} \omega^{k(b+j-s)} \right] |s\rangle |b\rangle$$  

$$= \sum_{s=0}^{n-1} \delta_{(b+j \mod n),s} |s\rangle |b\rangle$$  

$$= |j + b \mod n\rangle |b\rangle.$$  

As we already know how to implement the $QFT$ and its inverse, we need to show how to implement the generalized $CZ$ gate, as in Eq. (35). To implement its quantum circuit, first we write $j = j_02^0 + j_12^1 + \cdots + j_{m-1}2^{m-1}$ and $b = b_02^0 + b_12^1 + \cdots + b_{m-1}2^{m-1}$ in binary representation, with $j_s, b_r \in \{0,1\}$ and $s, r \in \{0,1,\ldots,m-1\}$. The number $m$ is chosen according to the values of $j$ and $b$. The next step is the multiplication of $j$ and $b$ to compose the phases

$$\omega^{|j|} = e^{\frac{2\pi i j b}{2^m}} = e^{\sum_{r,s=0}^{m-1} j_r b_s 2^{s+r}-m}.$$  

(37)
The contribution of $j$ and $b$ to the phases occurs only for $j_s = b_r = 1$ and $s + r < m$, since for $s + r > m$ the phase is an integer multiple of $2\pi$. Therefore, we will apply at most $m(m + 1)/2$ controlled rotations $R_\ell$, given by
\[ R_\ell = \begin{pmatrix} 1 & 0 \\ 0 & e^{i\frac{2\pi}{2^\ell}} \end{pmatrix}, \]
where $\ell = \{0, 1, \ldots, m - 1\}$. The state $|b\rangle$ controls the action of $R_\ell$ over the state $|j\rangle$, as shown in Fig. 11.

![Quantum circuit to implement the generalized controlled phase gate CZ described in Eq. (35). The rotations are determined by $R_\ell = [1, 0; 0, \exp(i\frac{2\pi}{2^\ell})]$, where $\ell = \{0, 1, \ldots, m - 1\}$ and $m = \log_2 n$, with $n$ being the dimension of the system.](image)

To prepare an initial state representing a given distribution function, such as the Gaussian state (18) or other delocalized states presented in Appendix A, we will use the idea of exact state preparation, as proposed in Ref. [61] and detailed in the appendix of Ref. [62]. First, let us write a general initial state of $n$ qubits in the binary basis representation
\[ |\psi_P(0)\rangle = \sum_{j_0, j_1, \ldots, j_{m-1} = 0}^{n-1} f(j) |j\rangle = \sum_{j_0, j_1, \ldots, j_{m-1} = 0}^{1} f(j_0, j_1, \ldots, j_{m-1}) |j_0, j_1, \ldots, j_{m-1}\rangle, \]
\[ (39) \]
in which $j = \sum_{k=0}^{m-1} j_k 2^k$. For the distributions we are interested in, $f(j)$ has real positive coefficients satisfying the normalization condition $\sum_{j=0}^{n-1} f(j)^2 = 1$. The algorithm for state preparation is the following [62]:

1. Prepare the $(m - 1)$-qubits state
\[ |\Phi_{m-1}\rangle = \sum_{j_0, j_1, \ldots, j_{m-2} = 0}^{1} r_{j_0, j_1, \ldots, j_{m-2}} |j_0, j_1, \ldots, j_{m-2}\rangle, \]
\[ (40) \]
with
\[ r_{j_0,j_1,\ldots,j_{m-2}} = \sqrt{f(j_0,j_1,\ldots,j_{m-2},0)^2 + f(j_0,j_1,\ldots,j_{m-2},1)^2}. \] (41)

2. Apply \( m - 1 \) multi-controlled unitary gates to the state
\[ |\Phi_{m-1}\rangle \otimes |0\rangle_{m-1}, \] (42)
where the first \( m - 1 \) qubits control the last qubit through
\[ \prod_{j_0,j_1,\ldots,j_{m-2}=0}^{1} C_{R_{j_0,j_1,\ldots,j_{m-2}}}^{j_0,j_1,\ldots,j_{m-2} \rightarrow (m-1)}, \] (43)
in which
\[ C_{R_{j_0,j_1,\ldots,j_{m-2}}}^{s \rightarrow t} \] (44)
stands for the application of the unitary gate \( R \) on the target qubit \( t \). This action is controlled by the qubit \( C \) and activated by its state \( s (s = \{0,1\}) \).

Here,
\[ R_{j_0,j_1,\ldots,j_{m-2}} = \exp \left( -i\theta_{j_0,j_1,\ldots,j_{m-2}} \sigma_y \right) \] (45)
is a rotation around the y-axis by an angle
\[ \theta_{j_0,j_1,\ldots,j_{m-2}} = 2 \arctan \left( \frac{f(j_0,j_1,\ldots,j_{m-2},1)}{f(j_0,j_1,\ldots,j_{m-2},0)} \right) \] (46)
and \( \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \) is the Pauli matrix.

We observe that this algorithm must be applied recursively, i.e., the state of \( m - 1 \) qubits \( |\Phi_{m-1}\rangle \) will be created by the application of controlled rotations
\[ \prod_{j_0,j_1,\ldots,j_{m-3}=0}^{1} C_{R_{j_0,j_1,\ldots,j_{m-3}}}^{j_0,j_1,\ldots,j_{m-3} \rightarrow (m-2)} \] (47)
on the state \( |\Phi_{m-2}\rangle \otimes |0\rangle_{m-2} \otimes |0\rangle_{m-1} \), until the rotation on the qubit 0. This can be better visualized in the quantum circuit presented in Fig. 12.

We notice that accurate state preparation is resource-intensive since it takes \( O(n \log^2 n) \) quantum gates of one and two qubits. Here, we have used the fact that a single-qubit-gate simultaneously controlled by \( k \) qubits can be decomposed by \( O(k^2) \) one and two-qubit gates \( [2] \). Finally, to obtain the circuit to prepare the desired state \( |\psi(0)\rangle \), we must analyze case-by-case, i.e., each coefficient must be calculated classically and then replaced in Eq. (46) to obtain the \( R_y \) gates. Summarizing the quantum complexity of circuit implementation, the overall cost of the protocol to measure the fidelity of quantum state transfer of a CTQW is \( O(n \log^2 n/\epsilon^2) \), in which \( \epsilon \) is the accuracy of measuring the \( \sigma_z \) observable of the auxiliary qubit in Fig. 5.
Fig. 12: Quantum circuit to prepare a state representing a generalized distribution function with real positive coefficients. The parameters of the rotation around the $y$-axis are determined by Eq. (46).

5.3.2 Quantum circuit for DTQWs

We explore here the implementation of bounded DTQWs through a quantum circuit. The walker is described by one qubit, initially prepared in the state $|\psi_w(0)\rangle$ (see Eq. (20)), while the position states are represented by the basis states of $m$ qubits prepared in the state $|\psi_P(0)\rangle$ (see Eq. (39)), as illustrated in Fig. 13. We observe that the number of vertices $n$ is efficiently simulated by $m = \log_2 n$ qubits. The preparation of the initial distribution state $|\psi_P(0)\rangle = \sum_j f(j) |j\rangle$ has already been discussed previously, while the preparation of $|\psi_w(0)\rangle = \cos \alpha |0\rangle + e^{i\beta} \sin \alpha |1\rangle$ is made by the application of the gates $P(\beta) R_y(2\alpha)$ on the state $|0\rangle$.

Along the walk, the Increment gate changes the position of the vertex state $j$ to $j + 1$, which one is conditioned to the coin state $|1\rangle$. Initially, the position state $|000...00\rangle$ corresponding to the first vertex $j = 0$, changes to $|000...01\rangle$ being the second position ($j = 1$), and so on. The Decrement gate, controlled by the coin state $|0\rangle$, changes the initial vertex $j = 0$ to the last vertex $j = n - 1$, corresponding to the state $|111...11\rangle$, and so on [54,55]. To describe a finite number of steps given by the walker, it is necessary to apply the Increment and Decrement gates for each step. For intermediate steps, the unitary $M$ becomes the Hadamard gate, however, when the walker meets the border vertex, $j = \pm L$, $M = X$. After $n$ and $2n$ recurrently time steps, the superposition states are centered at the antipodal and initial vertices, respectively. The gate complexity of the DTQW is similar to the CTQW case, since the most expensive part of the algorithm is, in general, the quantum state preparation. Each multi-controlled NOT gate used in the Decrement and Increment gates scale as $O(k^2)$, where $k$ is the number of qubits in the gate, if we consider its decomposition in terms of one and two qubits gates. So the cost of Decrement and Increment gates is $O(m^3)$, for $m$ qubits.
High-fidelity state transfer via quantum walks from delocalized states

|0⟩ \quad |ψ_w(0)⟩
|0⟩ \quad |ψ_P(0)⟩

one discrete time step

Increment

Decrement

Fig. 13: (Top) Quantum circuit for the implementation of DTQW [54]. Each discrete-time step of the quantum walker is implemented by the coin gate $M$ and by the Increment and Decrement gates referring to the walker position. For intermediate steps the gate $M = H$, but at the borders of the linear graph $j = ±L$, $M = X$. The first qubit corresponds to the walker, initially prepared in the state $|ψ_w(0)⟩$. The computational basis states of the remaining $m$ qubits represent the graph vertices, whose initial state is $|ψ_P(0)⟩$. (Middle) The Increment gate is controlled by the walker state $|1⟩$ and corresponds to the displacement between the positions $j \rightarrow j + 1$. (Bottom) The Decrement gate is controlled by the walker state $|0⟩$ and corresponds to the displacement between the positions $j \rightarrow j - 1$.

6 Concluding remarks

We have shown that continuous-time and discrete-time quantum walks from a delocalized state on bounded paths could be used as platforms for state transfer. Such walks preserve the fidelity of the state for an appreciable time and over great distances. For this purpose, the state should be smooth and wide enough as the symmetrical Gaussian one, regardless of the graph size. Then, the state displaces without group velocity, and the constructive interference in distinct places leads to periodic recovery of the initial state. We also have outlined an underlying idea based on the dynamic control of these graphs [51]. It suggests potential applications such as quantum memories [63] and
sequential transportation of quantum cargo [64]. Moreover, we have shown one way to implement these walks through quantum circuits. We hope our findings might be helpful to the development of new protocols for quantum communication in the context of quantum walks and spin chains experimental research.
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A Other delocalized states

We choose three more normalized distribution functions to build other delocalized states to compare to the Gaussian state. These distributions are functions of the vertex \( j \), have the same initial standard deviation \( s \), and each has unique features that slightly differ from the Gaussian distribution.

\[
|f_{\text{Log}}(j)|^2 = \frac{\alpha}{s} \text{sech}^2 \left( \frac{2\gamma}{s} \right).
\]  

(48)

Fig. 14: Maximum fidelity at \( t = \tau \) and \( 2\tau \) for CTQW over \( C_{200} \) starting from delocalized states with \( s = 10 \). Inset: (i) Logistic, (ii) Gumbel, and (iii) Lorentz-like distributions together with the Gaussian one at \( t = 0 \) for comparison. The lines between points just guide the eyes.
with $\alpha = \pi/(4\sqrt{3})$. This function has a Gaussian-like shape with a higher kurtosis. The second one is the Gumbel distribution,

$$|f_{\text{Gum}}(j)|^2 = \frac{\beta}{s} \exp \left( -\frac{\beta}{s} j - e^{-\frac{\beta}{s} j^2} \right),$$

such that $\beta = \pi/\sqrt{6}$. It has a positive skew, different from the symmetrical Gaussian distribution. The last one is a Lorentz-like distribution,

$$|f_{\text{Lor}}(j)|^2 = \frac{\gamma}{s^5 j^6 + 8s^6},$$

with $\gamma = 6\sqrt{2}/\pi$. This distribution has a rounded plateau, is smoother than the others, and the atypical $j$-exponent yields this function to be normalized. Figure 14 shows the maxima of the fidelity corresponding to the first state transfer $\tau$ and a complete period $2\tau$ to check the periodicity. The inset shows a comparison between each distribution with the Gaussian one. Since both heavy-tailed and positively skewed states exhibit higher fidelity than the low smoothness state, we also consider a truncated uniform state to examine the role of smoothness,

$$|\Psi(0)\rangle = \sum_{k=-a}^{a} \frac{1}{\sqrt{2a+1}} |k+a\rangle,$$

where $s^2 = (a^2 + a)/3$. For this case, the fidelity dropped to about 0.90 and 0.88, respectively, at $t = \tau$ and $2\tau$. Moreover, since $a$ should be an integer, $s$ is overestimated in 1%.
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