Geometric Style Transfer

Figure 1: Left to right: content image, style image, texture only transfer using Gatys et al. [14], geometric and texture transfer using our method. Our method can not only capture texture features of the style image, but also deform the content image to match geometric structures of the style image.
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Abstract

Neural style transfer (NST), where an input image is rendered in the style of another image, has been a topic of considerable progress in recent years. Research over that time has been dominated by transferring aspects of color and texture, yet these factors are only one component of style. Other factors of style include composition, the projection system used, and the way in which artists warp and bend objects. Our contribution is to introduce a neural architecture that supports transfer of geometric style. Unlike recent work in this area, we are unique in being general in that we are not restricted by semantic content. This new architecture runs prior to a network that transfers texture style, enabling us to transfer texture to a warped image. This form of network supports a second novelty: we extend the NST input paradigm. Users can input content/style pair as is common, or they can chose to input a content/texture-style/geometry-style triple. This three image input paradigm divides style into two parts and so provides significantly greater versatility to the output we can produce. We provide user studies that show the quality of our output, and quantify the importance of geometric style transfer to style recognition by humans.

1. Introduction

Neural style transfer (NST) is an active area of research with the aim of synthesising artistic images. The most common paradigm is to input two images, one provides the content that the output should contain, the other input indicates the “style” in which the provided content is to be rendered. To date, NST has been dominated by the transfer of texture, but artistic style is not characterised by texture alone. Style includes changes of shape of objects, rules of composition, the projection model used, and many other factors.

Our contribution is to step closer to artistic styles by including geometric style transfer (GST) that changes the shape of the content image to better match shapes in the style image. Figure 1 demonstrates that transfer of geometric style yields an output that is a closer match to the style image that can be achieved by texture alone. This paper appeals to a little of the Art History literature to argue for the importance of GST, explains how it can be achieved in a general setting, and provides empirical evidence that GST yields output closer to the target style than texture transfer alone.

The style of an artist, or a school of artists, is only partly characterized by the way they make marks on the image surface. More than sixty years ago, Art Theorist Rudolf Arnheim [2] argued that art style should be described by attributes such as color, shape, and composition. Just over forty years later another Art Theorist, John Willats, was also concerned with art style and coined the terms projection style and denotation style. Denotation refers to the way in which an artist makes marks on the image surface. Denotation is impacted by the substrate (paper, canvas, etc.), the media (paint, pencil, etc.) and the application method. Projection refers to the spatial organisation of parts [52], it includes both standard cameras and orthogonal cameras, but more generally refers to the spatial organization of an objects parts. Willats shows that projection variety is at least if not more important than denotation variety in characterizing style. For example, ancient Egyptian art is characterised by the way people are unnaturally posed; Byzantine artists routinely used inverse perspective; Chinese artists traditionally used orthogonal pro-
with non-photorealistic rendering (NPR) and more recently within Visual Computing for over two decades, beginning in NST, though there are examples in NPR such as [58, 19].

It is worth noting that the geometric changes humans introduce tend not to be arbitrary. Some artists deform shape to bring emphasis to some aspect of the subject being depicted. For example, Stubbs would deliberately paint bulls to be larger and stronger than any real bull could be – he did so to please the landowners whose animals he was depicting. Other artists, such as Modigliani and El Greco, distort faces and humans as a matter of personal style. We can imagine that there is some underlying photograph that has been somehow warped, and then painted over.

NST has been dominated by the transfer of texture, which approximates denotation. There are some examples of geometric style transfer in NST, but these require strong models of faces (e.g. [55, 49]) or of text [54] so have a limited content domain. Our contribution is to introduce geometric style transfer as a general case to sit alongside texture transfer. Our method (see Section 3) conforms to the standard paradigm of providing a content and a style image, but in our case changes and distortions of geometry are transferred in addition to texture. We can unique do style transfer with three inputs (content source, style source and geometric source). Processing the geometric changes requires an additional processing path that is parallel to an otherwise standard NST architecture. The additional path is used to compute a geometric mapping that warps the content image before it texture transfer takes place. Section 7 shows that our results not only tend to be preferred to the output of alternative algorithms, but also then to be regarded as more similar to the target output.

2. Related Work and Background

Image stylization is the process of mapping an input image in one style to an output image in a new style, with content preserved. The problem has been a significant field of research within Visual Computing for over two decades, beginning with non-photorealistic rendering (NPR) and more recently continuing with neural style transfer (NST).

NPR has been the subject of research for many years and is too large to give a comprehensive overview. It includes image synthesis from 3D models, the emulation of substrate and media, and user interaction, but we confine ourselves to NPR from images. Early algorithms mapped pixel patches into “blobs” [17]. Later, the mapping became more sophisticated, targeting salient regions e.g. [11]; blobs became brush strokes [22]. These few examples are indicative of a much larger body of work in which image stylization is seen as a sophisticated filtering process. Higher forms of abstraction are far less common, but have been tackled using ad-hoc approaches emulating movements such as Cubism [10] and artists such as Archimboldo [25]. Projection style in the sense Willats intends has been wholly neglected in NST, though there are examples in NPR such as [58, 19]. Some of these early algorithms contained stochastic elements but were all prescriptive in the sense that the style of the output was predefined. Examples of learning style appeared as early as 1998 [18], and later in 2001 [23].

Image stylization moved firmly in the direction of learning, in about 2015, when Gatys et al. [13] introduced neural style transfer. The key idea was to adjust a variable image X so that it matched some image A for content and another image B for style. The definition for content loss and style loss were both premised on features extracted from a network pre-trained for recognition (VGG-16 was used, [50]), the loss for content being the L2-norm between response vectors, and the style loss being the L2-norm between Gram matrices comprising feature correlations.

The ability to learn style transforms is useful, but slow optimization motivated work towards fast transfer [27, 29, 26, 36]. A second problem is the need to retrain the network for each new style, which encouraged work to learn styles more generally, including but not limited to [38, 53, 7]. The loss functions have received attention, Huang et al. [26] provide one example in which the loss function is based on the statistical distribution of features; Li et al. [38] are another – they use a whitening and coloring transforms to better map feature vectors. Kotovenko et al. [33] introduce two additional losses that learn subtle variations within one style and ensure stylization is not conditioned on the input photograph.

To date, NST has been extended to do many different tasks [28], such as portrait painting style transfer [48, 55]; visual attribute transfer [40, 30, 56, 34]; semantic style transfer in natural images [45, 9, 5]; video style transfer [47, 24, 16, 6, 36]; 3D style transfer [8, 30], and photorealistic style transfer [42, 44, 39, 57].

Nearly all NST is limited in the sense that there is no explicit attempt to change the geometry or shape of objects in the picture. For clarity, many NST algorithms can output images with a different geometry to the input, but any such changes are accidents of the texture transfer process and are typically confined to the boundaries of objects. There is usually no effort to deliberately transfer any geometric distortions introduced by an artist. This limits the ability of NST algorithms to emulate style, because geometric changes are an integral part of style.

The need to transfer geometric style has been recognised within NST, albeit in specialised domains. Facial caricature is relatively popular [59, 35, 4, 49], while Yaniv et al. [55] consider artistic portraiture more generally; all of that work is limited to faces. Yang et al. [54] explicitly control the shape deformation of artistic text. Our work is unique by being the first to provide a general approach to geometric style transfer.

In summary, NST research has largely followed the trajectory of NPR in that work began on texture and later moved towards high forms of abstraction. If the history of NPR is a teacher, then NST will continue to develop away from texture transfer.
3. Texture and Geometric Style Transfer

Our system transfers both texture and geometric styles, the latter being our contribution. As is usual for neural style transfer, our system can take two inputs: a content image $I^c$ and a style image $I^s$. Our novelty is this: rather than transfer texture directly, the content image is warped first. The warp carries the content image onto the style target, so the output image $I^o$ is the same size as $I^s$. The warp transfers geometric style. Figure 9 illustrates by showing photo-textured warped images and the textured results that come from them.

Our system is novel too in being able to accept three inputs: one content image as before, one geometric style image, and one texture style image. This paper is written assuming two inputs for familiarity and simplicity of explanation – the extension to three inputs simply use the geometric style image through the geometric warping network, and the texture style image through the texture transfer network.

The whole procedure consists of three major steps: feature extraction, geometric warping, and texture transfer. The first step is to extract features from a network, as explained in Section 4. As is common in style transfer, we need “content features” to preserve content, “denotation” features that will be used for denotation (texture) transfer, and uniquely we need “geometric features” for geometry transfer. The second step sends these geometric features into a CNN architecture to compute a mapping $\mathbb{R}^2 \rightarrow \mathbb{R}^2$; the mapping is used to warp the content image, see Section 5. The third step uses the content and texture features in an Image-Optimization-Based online style transfer method with a multi-scale strategy to transfer texture while preserving content to generate the final result, as described in Section 6.

4. Feature Extraction

We extract all our features from VGG-19, which is trained on more than a million images from the ImageNet dataset [12] and can classify images into a thousand or more object categories. A given input image is encoded in each layer by the filter responses to that image, and layer $l$ with $N_l$ filters has $N_l$ distinct feature maps each of size $W_l \times H_l$. The extraction procedure is summarised in Figure 2.

**Content Features** are used to preserve content during transfer. We draw them from the intermediate layer of the network, because such layers contain mid to high level image representations. Specifically, we use the $N_4$-element feature vectors from a $W_4 \times H_4$ array at layer $\text{conv}4_2$ to obtain feature maps $F^c$ for the content image $I^c$ and $F^o$ for the output image. These maps are each of size $W_4 \times H_4 \times N_4$.

**Texture Features** are used to transfer denotation style (which prior work refers to as “style”, with no modifying adjective). Low-level statistics tend to characterize denotation, but these benefit from context. Following [14, 29], we use early $\text{conv}1_1, \text{conv}2_1$, and later layer $\text{conv}3_1, \text{conv}4_1$ and $\text{conv}5_1$, and compute feature correlations as Gram matrices $G^c$ and $G^s$ for $I^c$ and $I^s$ respectively.

**Geometric Features** are used to compute a spatial mapping $\mathcal{M} : \mathbb{R}^2 \rightarrow \mathbb{R}^2$. The features should be reasonably robust to local geometric variability in the form of rotation, translation, and aggregate content. We use the feature map at $\text{pool}4$ layer, followed by L2-normalization of each feature channel, and get geometric features $G^c$ and $G^s$ for $I^c$ and $I^s$ respectively.

5. Geometric Style Transfer

Geometric style transfer warps the content image onto the style image before texture is transferred. GST comprises of two parts, as illustrated in Figure 3. First, feature correlation measures the degree to which geometric features (see Section 4) in the content and style image correlate. Second, the correlations are input to a trained network that provides a first approximation to a geometric mapping $\mathcal{M} : \mathbb{R}^2 \rightarrow \mathbb{R}^2$; this mapping is governed by geometric style. We use parametric spatial mappings; we’ve found either affine transforms or quadratic thin-plate to be sufficient but there is no reason in principle not to use other mappings. Each part is described in detail below.

5.1. Feature Correlation

Feature correlation is between the geometric feature sets, $G^c$ and $G^s$ defined in Section 4. These are each arrays of size $W_4 \times H_4$ and contain vector elements of length $N_4$. Elements in these sets are indexed by their location in the sample array. Then correlation function is a four-dimensional function:

$$C_{i,j,k,l} = \hat{f}_{i,j} \odot \hat{f}_{k,l},$$  

with $\odot$ being the inner product between vectors, and $\hat{\cdot}$ indicating $L_2$ normalization. $C$ is then postprocessed to zero out negative values. A visualization of this procedure is illustrated in Figure 3.

5.2. Learning a Spatial Mapping

To transfer geometric style, we require a spatial transform $\mathcal{T} : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ to warp the content image to the style image. We assume a parametric transform, and therefore use a regression CNN to determine parameter values, $\Theta$. At this stage we
are computing a first approximation to the spatial transform and have found an affine transform; in the next step will upgrade to a thin-plate spline. Whether we use these or some other transform, we wish to compute the mapping parameters using the correlation matrix, \( C \), so that \( \Theta = \mu(C) \). To do this, we use a regression CNN to learn the mapping \( \mu: \mathbb{R}^{W \times H \times W \times H} \rightarrow \mathbb{R}^p \) where \( p \) is the number of parameters, and \( W, H \) control the grid of sample sites.

The regression CNN is trained by iterating over many identical trials. At the \( i \)th trial we randomly sample transform parameters \( \Theta_i \), sampling details are given below. The parameters specify a spatial transform we will call \( T_i \). Each ground truth transform is used to warp training images \( A \) to make \( B = T_i(A) \), and also to move sample locations for geometric features, \((x, y)_{wh} \), to get sample locations in the warped image at \( T_i(x, y)_{wh} \). The image \( B \) is then processed using Gatys et al. [14] to create an artistic-texture-augmented copy. We can now use the original image \( A \) and the warped and artistic-texture augmented image \( B \) to compute a correlation matrix as described by Equation 1: we will call this correlation \( C_i \). This process explicitly connects the known parameters \( \Theta_i \) to a known correlation matrix \( C_i \). The quality of the (current) mapping \( \mu \) is measured using the L2-norm between the sample locations mapped under the known transform, \( T_i \), and the transform constructed from the parameters \( \mu(C_i) \), which we write at \( T_{\mu(C)} \). Thus, the regression net has the loss function:

\[
L = \sum \| T_{\mu(C)}(x_{jk}), T_i(x_{jk}) \|_2.
\]

Once trained, the network will compute spatial transform parameters, given a correlation matrix \( C_{ijk} \).

The learning process above will work in principle for any transform. Even so, finding the optimal thin-plate spline (TPS) transformation [3] is not easy. We have found it useful in practice to learn such higher-order mappings by first estimating an affine mapping using the above, and using this affine mapping to warp the image \( A \) before then warping it a second time using the higher-order mapping that is being learned. Note that this requires two copies of the geometric warping network: the first outputs the 6 parameters of an affine mapping, the second outputs the 18 parameters of a quadratic thin-plate spline. The two networks are distinct.

Comments on Geometric Warping: The examples in this paper all use either affine or TPS warping. However, there is nothing about the architecture that limits it to that pair of warping families. We could have used bicubic warps, or a homography, for example. The geometric warping network could sit in parallel to many existing texture transfer architectures. The reader is free to implement our network alongside their own, and to explore different families of geometric warp.

6. Texture Transfer

Texture style transfer is used to approximate denotational style to input images. In our case these will be a content image that has been warped by the geometry style network of the previous section. Let \( I^o \) be the generated stylized result, and \( I^s \) and \( I^c \) are the style and content image respectively; the content image has been warped to match geometric style. As stated in Section 4, the style of an image is represented by the texture feature \( D \). The texture style reconstruction loss is a weighted sum of L2-norms:

\[
L_{\text{texture}}(I^s, I^o) = \frac{1}{2} \sum_l \omega_l \| D_l^s - D_l^o \|_2,
\]

where \( l \in \{1, 2, 3, 4, 5\} \), stands for the selected layers, and \( \omega_l \) is the weighting factor for each layer.

The content of an image is represented by the content feature \( F \) (see Section 4), and the content reconstruction loss is the L2-norm of two features:

\[
L_{\text{content}}(I^c, I^o) = \frac{1}{2} \| F^c - F^o \|_2.
\]

The loss function we minimise is:

\[
L_{\text{total}} = \alpha L_{\text{texture}}(I^s, I^o) + \beta L_{\text{content}}(I^c, I^o),
\]
where $\alpha$ and $\beta$ are the weighting factors.

**Multi-Scale Strategy:** After geometric style transfer (Section 5), some parts of the image will be enlarged in some cases (see Figure 10), and the resolution will decrease accordingly. Furthermore, as pointed out in previous work [43], the effective receptive field of network neurons is fixed and relatively small, which limits the scale of synthesized features. In order to avoid the stylized effect being affected by the decreased image resolution we adopt a multi-scale strategy to do style transfer, inspired by prior art [21, 20, 51, 15] that shows good texture synthesis with a bank of multi-scale filters. Specifically, as shown in Figure 4, we first downsample $I^s$ and $I^c$ by feeding them into a Gaussian pyramid [1] (here we use 3 levels), and use $I_{l3}^s$ and $I_{l3}^c$ to perform stylization and get $I_{l3}^o$. Then we upsample $I_{l3}^o$ as an initialization, utilize $I_{l2}^s$ and $I_{l2}^c$ to generate $I_{l2}^o$, and so on. In this way, during the stylization, the optimization will simultaneously match features at every pyramid layer, which guarantees the generation of high-resolution outputs (we further discuss this in Section 7.3).
7. Experimental Results

Our experimental results come in three parts: (i) qualitative results designed to show the reader the difference that geometry transfer makes to style transfer; (ii) quantitative experiments that place a subjective measure over the degree of difference; (iii) ablation studies to show the difference between affine and TPS geometric style transfer and of multi-scale texture transfer. Experiments and results are explained below, before which we provide implementation details.

Our implementation uses PyTorch [46]. We use the pre-trained VGG-19 exactly as described in [50]. The geometric warping network is trained on the Microsoft COCO dataset [41]. We resize each of the training images to $240 \times 240$ and train the network with a batch size of 8. We use Adam [31] with a learning rate of $1 \times 10^{-3}$; training takes roughly 8 hours on a single GTX 1080Ti GPU; Sample points $x_{jk}$ in Equation 2 are from a $20 \times 20$ uniform grid. For multi-scale texture transfer (Section 6), we weight each layer equally in Equation 3 ($\omega_l=1/5$), the ratio $\alpha/\beta$ in Equation 5 is $5 \times 10^{-3}$. Run-times are comparable with other image optimization methods, generating a $512 \times 512$ image takes around 50 seconds.

7.1. Qualitative Comparisons

We qualitatively compare our method with some closely related NST approaches. We could not compare with NST methods that deal with geometric transfer [55, 59, 35, 4, 49, 54] because (a) they each deal with one object class only (faces or text) and (b) they tend not to conform to the ‘content/style’ input paradigm. Instead, we compare with well known methods that like us input a single content photograph and a single style image, and which are intended to be general purpose. We compare to Gatys et al. [14] and STROTSS [32] which are image optimization methods; and to AdaIN [26] and WCT [38] which are feature transformation methods. Results are shown in Figures 5 and 6.

From the comparison results, we should first notice that for other methods, the output sizes are the same as that of content images, while the size of our results match that of style images. Second, from the view of artistic effects, all the results keep texture features and color distributions well. The most striking difference between our output and that of all other algorithms is that only ours changes shapes within the content image. Our output portraits lengthen the face when necessary, skew facial features when that is part of the style, makes livestock larger, fattens birds, and bends towers and houses.

7.2. Quantitative Comparisons

Here we present quantitative results relating to the quality of output, the impact of geometric style, and computational efficiency.

Output Quality: There is no objective measure by which to assess the quality of outputs, therefore we followed others by conducting a questionnaire investigation to survey the preferences of different approaches. Every questionnaire included 10 pairs of content-style pairs, and participants are asked to vote for their favorite results. We collected questionnaires from 50 respondents and computed the percentage of every method with regard to the preferences. Results are shown in Figure 7. Our results are preferred more than any other, at 47% we are more than twice as likely as the next most popular, of 18%. However, popularity makes not statement about success in reaching the target style, our next experiment was designed to address this.

Output Similarity: The preferences of participants measure popularity but say nothing about the closeness of output to the
Table 1

| Method     | 1 and style | 2 and style | Total votes |
|------------|-------------|-------------|-------------|
| Ours       | 90          | 15          | 135         |
| Gatys      | 45          | 135         |

Table 2

| Method | 1 | 2 | Total votes |
|--------|---|---|-------------|
| Ours   | 233 | | |
| Gatys  | 77 | 15 | 91         |
| AdaIN  | 46 | 9 | 55         |
| WCT    | 54 | 7 | 61         |
| STROTSS| 90 | 8 | 98         |

Figure 7: Participant preferences – our output is preferred more than twice as much as the nearest alternative.

Figure 8: Results from our similarity experiment: output from four NST algorithms without GST are more likely to be assessed as more similar to each other than to the style image. Our GST output is judged as being closer to the style image.

Figure 9: Effects of geometric warping. (a) style image, (b) content image, (c) warping only using an affine transformation $T_{\theta_{\text{Aff}}}$, (d) warping with TPS transformations $T_{\theta_{\text{TPS}}}$. (e) (f) and (g) are the texture transfer results of (b) (c) and (d) respectively. Affine transformation provides a rough warping but keeps some invariants (e.g., parallel lines, ratio of areas), TPS refines the transformation to a better match.

7.3. Discussions and Ablation Studies

In this part we discuss two factors that highly influence the results: Geometric warping (Section 5.2) and Multi-scale strategy (Section 6), as well as the limitations of our method.

Geometric Warping. As stated in Section 5.2, the final estimated transformation either an affine transformation $T_{\theta_{\text{Aff}}}$ or a thin-plate spline (TPS) transformation $T_{\theta_{\text{TPS}}}$. Figure 9 illustrates the effectiveness of two transformations. We can see that affine transformation moves and scales the source image to roughly match the target, but the invariant properties of the affine transformation, (e.g., parallel lines, ratio of areas) prevent it from reaching a closer geometric mapping. The TPS refines the transformation to generate a better warping. As noted previously, there is nothing to prevent our approach reaching higher-order transforms, but we have not found it necessary.

Multi-Scale Strategy. This strategy was applied to improve the quality of the stylized results (Section 6). This is important to us, because sometimes the geometric alignment manipulation will enlarge parts of the image, which reduced image sharpness accordingly. This is seen in Figure 10: the output is not sufficiently sharp and some details are missing unless the multi-scale approach is used.

Limitations and Interesting Cases: Limiting assumptions are: (i) the content image and geometric style images share...
same semantic content and each show one major object; (ii) the geometric style can be matched using a continuous warping functions across the whole image. Assumption (i) is required for feature matching. Assumption (ii) confines the geometric styles we can reach beyond changing to higher-order maps. Some styles such as Cubism require piece-wise spatial mappings; other artists often change use of orthogonal projection, or use many vanishing points; pose can be un-natural, as in Egyptian art.

Limiting case (i) is less limiting than it sounds. First of all, the method itself is agnostic with respect to image content, but best results are to be had with similar semantic content. To see why this is the case recall the fact that human artists alter geometry for emphasis and in non-arbitrary ways – Stubbs exaggerated bull-like characteristics to depict bigger, stronger animals. Similarly, faces are altered to bring out some desired latent character, such as femininity or masculinity. This means that the manner of warp is class-conditional: human artists do not usually try to distort horses towards houses. It is, therefore, not at all unreasonable for the geometric style picture to contain an exemplar related to the object class in the content image.

Interesting examples arise even when these conditions are adhered to, as Figure 11 shows. A global spatial transform means that local pose changes etc. are not well modeled, noticeable in the Bayeux tapestry detail. El Grecco, known for stylized elongation of bodies, also has a pose change but our output suffers less, probably because the change of pose has little impact on the overall profile. Similar remarks apply to the African sculpture.

Important detail is not always transferred well. Facial features are lost in all cases, the Bayeux tapestry detail is not a convincing tapestry; and the African sculpture appears weathered. Where the content image is blank, our algorithm copies texture more-or-less directly from the texture image. Some other algorithms also do this, see Figure 5 for examples.

Finally, we do not have to use a single style image but can instead use two style images: one for geometric style the other for texture style. Figure 12 shows examples. The figure has one content image, in the top-left. Geometric style images are placed top-middle and top-right, with texture style images on the left column. These reference images form a $2 \times 2$ array of corresponding output images.

Using three images extends the current paradigm in a novel and useful way. This adds versatility to the system because different pictures can be used to specify different components of style. For example, as in Figure 12, pure texture can be used to specify the texture style, and statues can be used to specify geometry style. This would not be possible using a single image to specify style. The principle might be extended in the future so that different elements of output style (e.g. texture, geometry,
composition) are characterized by different example images.

8. Conclusions

Our paper provides a novel method for image stylization: geometric style transfer. We provide a network to compute geometric style in a general setting, and use multi-scale texture transfer to maintain image quality throughout the transfer. Experimental results illustrate the qualitative expressiveness of our stylized results and greater quantitative similarity to target styles than other algorithms’ outputs. These results are consistent with the Art History literature, where projection style has been used to characterise human art [52].

Our algorithm does have limits that provides plenty of future work. The content of the style image must be similar enough to the content of the content image for high-level features to be matched. This is more general than the requirement of strong models of faces or text [59, 35, 4, 49, 55, 54], but it is nonetheless a restriction. Our algorithm is global, whereas many styles will be local. This is known to be the case for texture [33] and facial features et al. [55]. Some styles, such as Cubism, are beyond out scope – but this is true of every other NST algorithm we know of. If NST is to progress to styles of that kind, then algorithms that include geometric style transfer are inevitable.
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