A new Barzilai-Borwein steplength from the viewpoint of total least squares
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Abstract Barzilai-Borwein (BB) steplength is a popular choice in gradient descent method. By observing that the two existing BB steplengths correspond to the ordinary and the data least squares, respectively, we employ the third kind of least squares, the total least squares, to create a new BB steplength, which is shown to lie between the two existing BB steplengths.
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1 Introduction

The classical iterative formulation of the gradient descent method for unconstrained minimization reads as

\[ x_{k+1} = x_k - \alpha_k g_k, \quad k = 0, 1, \ldots, \]

where \( g_k \) is the gradient of the objective function at the \( k \)-th iteration point \( x_k \), and \( \alpha_k \) is a steplength with many choices. BB steplength, proposed by Barzilai
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and Borwein [2], is one of the popular choices of $\alpha_k$. The idea is to approximate the quasi-Newton matrix by $\alpha_k I$ (where $I$ is an identity matrix). It leads to the simplified quasi-Newton equations and their inverse version as $s_k \approx \alpha y_k$ and $\frac{1}{\alpha} s_k \approx y_k$, respectively, where $y_k = g_{k+1} - g_k$ and $s_k = x_{k+1} - x_k$. Due to the over-determination, the ordinary least squares is introduced to solve the simplified equations:

$$\alpha_{BB1}^{k+1} = \arg \min_{\alpha} \| s_k - \alpha y_k \|^2 = \frac{s_k^T y_k}{y_k^T y_k},$$  
(1)

$$\alpha_{BB2}^{k+1} = \arg \min_{\beta} \| \beta s_k - y_k \|^2 = \frac{s_k^T s_k}{s_k^T y_k},$$  
(2)

where $\| \cdot \|$ is the standard Euclidean norm.

BB gradient method achieved many successes in practice, for recent applications, we refer to [1,10,13]. Though in general BB method is not convergent [8], many studies focused on convergence analysis on strongly convex quadratic functions [2,3,4,5,12,15], and variant BB method [6,13].

In this note, we take a new look at BB steplengths from the viewpoint of different kinds of least squares. As we can observe that $\alpha_{BB1}$ and $\alpha_{BB2}$ correspond to the ordinary and the data least squares, respectively, as presented in Section 2, it implies from the total least squares a new BB steplength formula, which is located between $\alpha_{BB1}$ and $\alpha_{BB2}$. We use an example to show the good balance of the newly proposed BB steplength. Conclusions are made in Section 3.

2 Total least squares and the third BB steplength

The main contribution of this section is to derive a new BB steplength from the perspective of total least squares.

2.1 Least squares

We briefly review three kinds of least squares in this subsection. The goal is to solve an over-determined linear system $Ax \approx b$, where $A \in \mathbb{R}^{m \times n}$ is the data matrix, and $b \in \mathbb{R}^m$ is the observation vector.
If we assume that only \( b \) contains a noise \( r \), solving
\[
\min_{r,x} \{ \|r\|^2 : Ax = b + r \} = \min_{x} \|Ax - b\|^2,
\]
yields the well-known ordinary least squares problem.

The less popular data least squares problem \cite{7} corresponds the case where only \( A \) is noised by \( E \):\[
\min_{E,x} \{ \|E\|_F^2 : (A + E)x = b \} = \min_{x} \frac{\|Ax - b\|^2}{\|x\|^2},
\]
where \( \| \cdot \|_F \) is the Frobenius norm.

In case that both \( A \) and \( b \) are noised, the total least squares problem reads as follows:
\[
\min_{E,r,x} \{ \|E\|_F^2 + \|r\|^2 : (A + E)x = b + r \} = \min_{x} \frac{\|Ax - b\|^2}{\|x\|^2 + 1},
\]
which was firstly proposed in \cite{9}.

\subsection*{2.2 A new formula and its property}

First, by replacing the ordinary least squares in (1)-(2) with the data least squares, we obtain \( \alpha_{BB2} \) and \( \alpha_{BB1} \), respectively.

Now we apply the total least squares to solve the simplified quasi-Newton equations \( s_k \approx \alpha_{y_k} \):
\[
\min_{\alpha} q(\alpha) = \frac{\|\alpha y_k - s_k\|^2}{\alpha^2 + 1},
\]
which gives the solution
\[
\alpha_{BB3}^{k+1} = \frac{s_k^T s_k - y_k^T y_k + \sqrt{(y_k^T y_k - s_k^T s_k)^2 + 4(s_k^T y_k)^2}}{2s_k^T y_k}.
\]

Moreover, if we apply the total least squares to solve the inverse quasi-Newton equations \( \beta s_k \approx y_k \) with respect to \( \beta := 1/\alpha \), we can obtain the same formula (3).

We can reformulate \( \alpha_{BB3} \) as a function in terms of \( \alpha_{BB1} \) and \( \alpha_{BB2} \). It reveals how \( \alpha_{BB3} \) keeps a balance between \( \alpha_{BB1} \) and \( \alpha_{BB2} \). We list these observations in the following and omit the trivial proof.
Theorem 1 Suppose $\alpha_{BB1} > 0$, then we have

$$
\alpha_{BB3} = \frac{1}{\alpha_{BB1}} + \sqrt{\frac{1}{\alpha_{BB1}} - \alpha_{BB2}^2} + 4.
$$

Moreover, it holds that

$$
\alpha_{BB1} \leq \alpha_{BB3} \leq \alpha_{BB2},
$$

$$
\lim_{\alpha_{BB1} \to \infty} \frac{\alpha_{BB3}}{\alpha_{BB1}} = 1, \quad \lim_{\alpha_{BB2} \to 0} \frac{\alpha_{BB3}}{\alpha_{BB1}} = 1.
$$

Roughly speaking, BB method with $\alpha_{BB1}$ converges more robustly and hence less fast than that with $\alpha_{BB2}$. Theorem 1 suggests that $\alpha_{BB3}$ seems to be a balance between $\alpha_{BB1}$ and $\alpha_{BB2}$. If both $\alpha_{BB1}$ and $\alpha_{BB2}$ are small (or large) enough, $\alpha_{BB3}$ automatically approaches to the smaller (or larger) one.

We numerically show the benefit of the balance by a classical example. Consider the two-dimensional Rosenbrock function \[ f(x) = 100(x_2 - x_1^2)^2 + (1 - x_1)^2, \quad (x_0^0, x_0^1) = (-1.2, 1). \]

Starting from the same initial points $(x_1^0, x_2^0) = (x_0^0, x_0^1)$, we independently run the three BB methods with $\alpha_{BB1}$, $\alpha_{BB2}$, and $\alpha_{BB3}$, respectively. We set the stop criterion as $\| (x_k^1, x_k^2) - (x_1^*, x_2^*) \| \leq \epsilon$ together with a maximum iteration number 5000, where $(x_1^*, x_2^*) = (1, 1)$ is the minimizer of $f(x)$. We report in Table 1 the iteration numbers with different setting of $\epsilon$, where “–” stands for the situation that the maximum iteration number is reached.

Table 1 Comparison of iteration numbers in minimizing the planar Rosenbrock function.

| $\epsilon$ | BB1 | BB2 | BB3 |
|------------|-----|-----|-----|
| $10^{-2}$  | 154 | 32  |     |
| $10^{-4}$  | 160 | 38  |     |
| $10^{-4}$  | 166 | 44  |     |
| $10^{-8}$  | 172 | 46  |     |

3 Conclusions

From the perspective of least squares, we show the two existing BB steplengths correspond to the ordinary and data least squares, respectively. Then, based
on the third one, the total least squares, we propose a new BB steplength in this note. We prove that it lies (and hence keeps a balance) between the two existing BB steplengths. Future studies include more convergence analysis and variants of BB methods based on the new steplength.
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