A LIOUVILLE-TYPE THEOREM FOR THE 3-DIMENSIONAL PARABOLIC GROSS-PITAEVSKII AND RELATED SYSTEMS
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Abstract. We prove a Liouville-type theorem for semilinear parabolic systems of the form
\[ \partial_t u_i - \Delta u_i = \sum_{j=1}^{m} \beta_{ij} u^r_i u^{r+1}_j, \quad i = 1, 2, \ldots, m \]
in the whole space \( \mathbb{R}^N \times \mathbb{R} \). Very recently, Quittner [Math. Ann., DOI 10.1007/s00208-015-1219-7 (2015)] has established an optimal result for \( m = 2 \) in dimension \( N \leq 2 \), and partial results in higher dimensions in the range \( p < N/(N-2) \). By nontrivial modifications of the techniques of Gidas and Spruck and of Bidaut-Véron, we partially improve the results of Quittner in dimensions \( N \geq 3 \). In particular, our results solve the important case of the parabolic Gross-Pitaevskii system – i.e. the cubic case \( r = 1 \) – in space dimension \( N = 3 \), for any symmetric \((m, m)\)-matrix \((\beta_{ij})\) with nonnegative entries, positive on the diagonal. By moving plane and monotonicity arguments, that we actually develop for more general cooperative systems, we then deduce a Liouville-type theorem in the half-space \( \mathbb{R}^N_+ \times \mathbb{R} \). As applications, we give results on universal singularity estimates, universal bounds for global solutions, and blow-up rate estimates for the corresponding initial value problem.

1. Introduction

In this article, we study the semilinear parabolic system of the form
\[ \frac{\partial u_i}{\partial t} - \Delta u_i = \sum_{j=1}^{m} \beta_{ij} u^r_i u^{r+1}_j, \quad x \in \Omega, \quad t \in I, \quad i = 1, 2, \ldots, m, \tag{1} \]
where \( r > 0, \Omega \) is a domain of \( \mathbb{R}^N \), \( I \) is an interval of \( \mathbb{R} \), \( m \geq 2 \) is an integer and \( B = (\beta_{ij}) \) is a real \( m \times m \) symmetric matrix. We assume throughout, unless otherwise specified, that
\[ \beta_{ij} \geq 0 \quad \text{for all } i \neq j, \quad \text{and} \quad \beta_{ii} > 0 \quad \text{for all } i. \tag{2} \]

The system \((1)\) can be used to describe heat propagation in a \( m \)-component combustible mixture \( \mathbb{I} \), in this case \( u_i \) represent the temperatures of the interacting components.
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In the special case \( r = 1 \), system (1) can be seen as a parabolic counterpart of the \( m \)-coupled nonlinear Schrödinger system

\[
\frac{1}{\sqrt{-1}} \frac{\partial u_i}{\partial t} - \Delta u_i = \sum_{j=1}^{m} \beta_{ij} u_i |u_j|^2, \quad i = 1, 2, \ldots, m. \tag{3}
\]

The cubic system (3), also known as the Gross-Pitaevskii system, arises in mathematical models for various phenomena in physics, such as nonlinear optics and the Hartree-Fock theory for Bose-Einstein condensation (see e.g. [3, 9, 34, 7]). In nonlinear optics, the solution \( u_i \) stands for the \( i \)-th component of the beam in Kerr-like photorefractive media (see e.g. [1]). The positive constant \( \beta_{ii} \) is for self-focusing in the \( i \)-th component of the beam. The coupling constant \( \beta_{ij} (i \neq j) \) is the interaction between the \( i \)-th and the \( j \)-th components of the beam. In the theory of Bose-Einstein condensation (see [15]), \( u_i \) are the corresponding condensate amplitudes, \( \beta_{ii} \) and \( \beta_{ij} \) are the intraspecies and interspecies scattering lengths. The case \( \beta_{ij} \geq 0 \) means that the interactions of states \( |i\rangle \) and \( |j\rangle \) are attractive.

System (1) has been recently studied in various mathematical directions such as: the local and global existence [2, 20], Hölder regularity [7], symmetry property [22, 11], blow-up behavior [18], and Liouville-type theorems [21, 27, 18]. Our main goal in this paper is to prove Liouville-type theorems for the problem (1) and then to deduce their important applications on qualitative properties of solutions.

We recall that Liouville-type theorems are statements about the nonexistence of solution in the entire space or in half-space. In recent years, the Liouville property has been refined considerably and has emerged as one of the most powerful tools in the study of initial and boundary value problems for nonlinear PDEs. It turns out that one can obtain from Liouville-type theorems a variety of results on qualitative properties of solutions such as: universal, pointwise, a priori estimates of local solutions; universal and singularity estimates; decay estimates; universal bound of global solutions, initial and final blow-up rates, etc..., see [24, 25] and references therein. In addition, it was shown in [34] that the parabolic system (1) can be used in the study of solutions of the corresponding elliptic problems, provided one can show suitable a priori bound of the global solutions of (1). This a priori bound property is a consequence of the Liouville-type theorems.

Let us recall the elliptic counterpart

\[
-\Delta u_i = \sum_{j=1}^{m} \beta_{ij} u_i^r u_j^{r+1}, \quad x \in \mathbb{R}^N, \quad i = 1, 2, \ldots, m. \tag{4}
\]

This system has attracted much attention of mathematicians in recent years, especially for the cubic case \( r = 1 \), see e.g. [30, 13, 33, 10, 9, 17] for more references. Concerning the Liouville property, it is well known that the Liouville-type result for (4) plays an important role in the study elliptic problems as well. The optimal Liouville-type theorem for nonnegative solutions of (4) was completely proved by Reichel and Zou [32] (see also [14]) via moving sphere techniques, under the optimal Sobolev subcritical range \( p < p_S \).
where
\[ p := 2r + 1 \]
and
\[ p_S := \begin{cases} \frac{N+2}{N-2} & \text{if } N \geq 3, \\ \infty & \text{if } N = 1,2. \end{cases} \]

We note that, if we remove the positivity assumption on the diagonal of \( B \), then problem (4), and hence (1), may have many semi-trivial solutions due to system collapsing, i.e., solutions with one or more components being zero. For example, if \( \beta_{11} = 0 \) then \( U = (C,0,...,0) \) is a solution of problem (4). And indeed, the study of the system (4) becomes more delicate due to the existence of semi-trivial solutions, especially in the applications of Liouville-type theorems (cf. [6, 19, 16] and see Remark 3.1 below).

For the corresponding parabolic problem (1), the Liouville property is much less understood. Recall that, even in the scalar case, i.e. for the classical nonlinear heat equation
\[ u_t - \Delta u = u^p, \quad (5) \]
it is by now not completely settled. Indeed, the Liouville property for (5) is conjectured to be true under the optimal condition \( 1 < p < p_S \) (and this is known to hold in the class of radially symmetric solutions [23, 24]), but this has been proved so far only under the stronger restriction \( 1 < p < p_B \) [5], where
\[ p_B(N) := \begin{cases} \frac{N(N+2)}{(N-1)^2} & \text{if } N \geq 2, \\ \infty & \text{if } N = 1, \end{cases} \]
or, very recently [27], for \( N = 2 \). One of the main difficulties is that the techniques of moving planes or moving spheres do not work as in the elliptic case [32]. As for system (1) under assumption (2), only some partial cases are known:

- First, one can easily obtain a scalar parabolic inequality \( \partial_t z - \Delta z \geq C z^p \) for \( z = \sum_{i=1}^m u_i \) and deduce the Fujita-type result of problem (1), namely there is no nontrivial nonnegative solution in \( \mathbb{R}^N \times \mathbb{R}_+ \) if \( 1 < p \leq 1 + \frac{2}{N} \).

- In the case \( m = 2 \), the Liouville-type theorem for (1) has been recently proved in [21] in dimension \( N = 1 \) and for radial solutions in any dimension if \( p < p_S \). More recently, Quittner [27] has proved the optimal Liouville-type theorem in dimensions \( N \leq 2 \), and has also given a partial result in dimension \( N \geq 3 \) under the condition \( p < \frac{N}{N-2} \). The main tools in [27] are scaling argument and energy estimates.

- Under the assumption \( m = 2 \), \( \beta_{ii} = 0 \) for \( i = 1,2 \) and \( \beta_{12} > 0 \), the Liouville-type theorem for positive solutions of problem (1) can be shown via comparison technique (see [28] and [31, 19] for the elliptic case). More precisely, by taking the difference of the two equations and suitably using the maximum principle, we may show that \( u = v \) and thus reduce the system to a scalar equation.
In this paper, we shall use a different approach to establish a Liouville-type theorem for problem (1) in the whole space in a larger range of $p$ and for any $m$. We shall then treat Liouville-type theorems in the half-space by reduction to the whole space case.

2. Liouville type results

Our main result in the whole space case is the following.

**Theorem 2.1.** Let $m \geq 2$, $r > 0$ and assume $p := 2r + 1 < p_B(N)$, where $p_B(N)$ is defined in (6). Let $B$ satisfy (2). Then system (1) has no nontrivial, nonnegative classical solution in $\mathbb{R}^N \times \mathbb{R}$.

**Remark 2.1.**

a) We stress that $p_B(N) > \frac{N}{N-2}$ when $N \geq 3$, and our result is a partial improvement of Quittner [27] in higher dimensions. In particular, it solves the important case of the parabolic Gross-Pitaevskii (cubic) system where $r = 1$ and $N = 3$.

b) If $N = 2$ then, by [27], the conclusion of Theorem 2.1 is actually true for all $r > 0$ (the result in [27] is formulated only in the case $m = 2$ but the proof is valid for any $m \geq 2$).

c) Our proof of Theorem 2.1 relies on nontrivial modifications of the technique developed by Bidaut-Véron [5] for the scalar nonlinear heat equation. The latter was an adaptation of the celebrated method of Gidas and Spruck [12] for elliptic equations (see also [6] for some particular elliptic systems). It is based on nonlinear integral estimates and Bochner formula. This technique is completely different from that of [27], which relies on scaling and energy arguments.

d) In [18], Merle and Zaag proved Liouville-type theorems for the so-called ancient solutions of the system

$$U_t - \Delta U = F(|U|)U, \quad (7)$$

with $F(|U|) \sim |U|^{p-1}$ as $|U| \to \infty$, under the assumption $p < p_S$ and

$$u_i(x,t) \leq C(T-t)^{-1/(p-1)}. \quad (8)$$

Namely they showed that any solution of (7) in $\mathbb{R}^N \times (-\infty,T)$ which satisfies (8) is independent of the space variable. In the special case $F(|U|) = |U|^2$ ($p = 3$), Proposition 3.1 below (which is a consequence of Theorem 2.1) guarantees that (8) holds if $3 < p_B(N)$. Thus, the estimate (8) is always true if $N \leq 3$.

We now turn to the case of a half-space $\mathbb{R}^N_+ = \{ x \in \mathbb{R}^N : x_1 > 0 \}$.

**Theorem 2.2.** Let $r \geq 1$ and assume either $N \leq 3$ or $N = 4$ and $p = 2r + 1 < p_B(3) = 15/4$. Let $B$ satisfy (2). Then the problem

$$\begin{cases} \frac{\partial u_i}{\partial t} - \Delta u_i = \sum_{j=1}^{m} \beta_{ij} u_i^r u_j^{r+1}, & x \in \mathbb{R}^N_+, \quad t \in \mathbb{R}, \quad i = 1, 2, \ldots, m, \\ u_i = 0, & x \in \partial \mathbb{R}^N_+, \quad t \in \mathbb{R}, \quad i = 1, \ldots, m, \end{cases} \quad (9)$$

has no nontrivial, nonnegative, bounded classical solution.
Remark 2.2. The upper restrictions on $N$ in Theorem 2.2 are consequences of the condition $r \geq 1$, which is required by the use of the moving plane method in the proof of Theorem 2.2.

Theorem 2.2 is a consequence of the following result which can be applied for more general cooperative parabolic systems.

Theorem 2.3. Consider the following system

\[
\begin{cases}
\frac{\partial u_i}{\partial t} - \Delta u_i = f_i(u_1, \ldots, u_m), & x \in \mathbb{R}^N_+, t \in \mathbb{R}, i = 1, \ldots, m, \\
u_i = 0, & x \in \partial \mathbb{R}^N_+, t \in \mathbb{R}, i = 1, \ldots, m.
\end{cases}
\]

Assume that $f_i : [0, \infty)^m \to \mathbb{R}$ are $C^1$-functions satisfying:

\begin{enumerate}
\item[(H1)] $f_i(0, \ldots, 0) = 0, \quad i = 1, \ldots, m,$
\item[(H2)] $\frac{\partial f_i}{\partial u_j}(u_1, \ldots, u_m) \geq 0, \quad \text{for all } (u_1, \ldots, u_m) \in [0, \infty)^m \text{ and all } i \neq j,$
\item[(H3)] $\sum_{j=1}^{m} \frac{\partial f_i}{\partial u_j}(0, \ldots, 0) \leq 0, \quad \text{for all } i,$
\end{enumerate}

and that

\begin{enumerate}
\item[(H4)] any nontrivial, nonnegative, bounded solution of (10) is positive in $\mathbb{R}^N_+ \times \mathbb{R}$.
\end{enumerate}

Then any nontrivial, nonnegative, bounded solution $U = (u_i)$ of (10) is increasing in $x_1$:

\[
\frac{\partial u_i}{\partial x_1}(x, t) > 0, \quad x \in \mathbb{R}^N_+, \quad t \in \mathbb{R}, \quad i = 1, \ldots, m.
\]

Theorem 2.3 is an analogue for systems of [25, Theorem 2.4 (c1)] for scalar equations. The proof follows the idea in [25] which is based on a moving plane technique. However, significant additional difficulties arise in the case of systems. This leads to the introduction of the assumption (H4) (which, in turn, is necessary for the conclusion (11) to hold). Then, in order to deduce Theorem 2.2 from Theorem 2.3, we use an induction argument on the number $m$ of components.

The outline of the rest of the paper is as follows. In section 3, we give applications of our Liouville-type theorems, namely universal singularity estimates, including initial and final blowup estimates, as well as universal bounds for global solutions. Section 4 is then devoted to the proof of the Liouville-type Theorem 2.1 in the whole space, and section 5 to the proofs of Theorems 2.2 and 2.3 in a half-space. Finally, a version of the maximum principle for cooperative systems, suitable to our needs, is given in Appendix.

3. Applications of Liouville-type results

As a first application of Theorem 2.1 we obtain universal singularity estimates in time and space, including universal initial and final blowup estimates in the case $\Omega = \mathbb{R}^N$. 
Proposition 3.1. Let \( r > 0 \) and assume \( p := 2r + 1 < p_B(N) \) if \( N \geq 3 \). Let \( B \) satisfy \( \mathcal{A} \). There exists a universal constant \( C = C(N,p,B) > 0 \) such that, for any domain \( \Omega \) of \( \mathbb{R}^N \) and any nonnegative classical solution \( U \) of \( (\mathcal{L}) \) in \( \Omega \times (0,T) \), there holds
\[
u_i(x,t) \leq C \left( t^{-1/(p-1)} + (T-t)^{-1/(p-1)} + \text{dist}^{-2/(p-1)}(x,\partial \Omega) \right), \tag{12}
\]
for all \((x,t) \in \Omega \times (0,T)\) and \( i = 1, \ldots, m \). In particular, in the case \( \Omega = \mathbb{R}^N \), we have
\[
u_i(x,t) \leq C \left( t^{-1/(p-1)} + (T-t)^{-1/(p-1)} \right). \tag{13}
\]

Note that Proposition 3.1 covers in particular the Gross-Pitaevskii case \( r = 1 \) in dimension \( N = 3 \). The proof is based on a reduction to Theorem 2.1 by rescaling and doubling arguments. Since it is completely similar to that in \([25, \text{Theorem 3.1}]\) for the scalar case, it is therefore omitted. We stress that the proof only requires Theorem 2.1 for arguments. Since it is completely similar to that in \([25, \text{Theorem 3.1}]\) for the scalar case, it is therefore omitted. We stress that the proof only requires Theorem 2.1 for bounded solutions (and Theorem 2.1 in the general case is finally obtained as a consequence of Proposition 3.1).

Remark 3.1. (a) It is clear that if the positivity condition of the diagonal of \( B \) is removed, then the universal singularity estimate (12) fails due to the existence of arbitrary large semi-trivial solutions. Indeed, if \( \beta_{11} = 0 \), then for any \( A > 0 \), the constant function \( U = (A,0,\ldots,0) \) is a semi-trivial solution of problem (\( \mathcal{L} \)) in any domain \( \Omega \times (0,T) \).

(b) In the elliptic case, it is sometimes possible to prove universal estimates of positive solutions in spite of the existence of arbitrary large semitrivial solutions. This is for instance the case for Dirichlet problems associated with system (\( \mathcal{L} \)) when \( r = 1, m = 2, \beta_{11} = \beta_{22} = 0, \beta_{12} > 0 \) and \( N \leq 3 \) (see \([19, \text{Theorems 1.1 and 6.1}]\)). However the following counter-example shows that even this fails in the parabolic case:

Let \( r \geq 1 \) and assume that \( \beta_{11} = 0 \). Let \( A > 0 \) be fixed. For any \( \varepsilon \in (0,A) \), we denote \( U_\varepsilon \), the maximal classical solution of system (\( \mathcal{L} \)) in \( B_1 \times [0,T) \) with initial and boundary value \( U_\varepsilon = (A,\varepsilon,\ldots,\varepsilon) \). Then \( u_{\varepsilon,i} \geq \varepsilon > 0 \) by the maximum principle. Also, \( U_0 = (A,0,\ldots,0) \) is a global solution of system (\( \mathcal{L} \)) in \( B_1 \times [0,\infty) \) with initial and boundary value \( (A,0,\ldots,0) \). Since the nonlinearity is Lipschitz \( (r \geq 1) \), it follows from the continuous dependence of solutions with respect to initial and boundary data that, for \( \varepsilon \in (0,\varepsilon_0(A)) \) with \( \varepsilon_0(A) > 0 \) small enough, the solution \( U_\varepsilon \) exists in \( B_1 \times [0,1] \). Since \( A > 0 \) is arbitrarily large, the universal estimate (12) thus fails also for positive solutions.

For the next application of our Liouville-type theorems, we consider the initial-boundary value problem:

\[
\begin{aligned}
\frac{\partial u_i}{\partial t} - \Delta u_i + \lambda_i u_i &= \sum_{j=1}^{m} \beta_{ij} u_j^r u_j^{r+1}, & x \in \Omega, & t \in (0,T), & i = 1, \ldots, m, \\
\frac{\partial u_i}{\partial t} &= 0, & x \in \partial \Omega, & t \in (0,T), & i = 1, \ldots, m, \\
u_i(x,0) &= u_{0,i}, & x \in \Omega, & i = 1, \ldots, m, 
\end{aligned}
\tag{14}
\]
where \( U_0 = (u_{0,i}) \) are non-negative functions in \((C_0(\Omega))^m\), \( \lambda_i \in \mathbb{R} \) are constants, and \( \Omega \) is a regular domain (possibly unbounded) of \( \mathbb{R}^N \). It is well known (see, e.g., Amann [2])
that problem (14) has a unique (mild) solution

\[ U(t) \in C\left(\left[0, T\right); (C_0(\Omega))^m\right) \]

with maximal existence time \( T = T_{\text{max}}(U_0) \), and \( U \) is a classical solution for \( t \in (0, T) \). We have the following universal estimates for global solutions, as well as universal initial and final time blow-up rates. Again, this covers in particular the case \( r = 1 \) in dimension \( N = 3 \).

**Proposition 3.2.** Let \( r \geq 1 \) and assume either \( N \leq 2 \) or \( N = 3 \) and \( p = 2r + 1 < p_\text{B}(3) = 15/4 \). Let \( B \) satisfy (2). Let \( U \) be a nonnegative solution of (14) in \( \Omega \times (0, T) \).

(i) If \( T < \infty \) then there holds

\[ u_i(x, t) \leq C \left( 1 + t^{-1/(p-1)} + (T - t)^{-1/(p-1)} \right), \quad x \in \Omega, \; 0 < t < T, \quad i = 1, ..., m, \]

where \( C = C(\Omega, p, B) \).

(ii) If \( U \) is global then there holds

\[ u_i(x, t) \leq C \left( 1 + t^{-1/(p-1)} \right), \quad x \in \Omega, \; t > 0, \quad i = 1, ..., m, \]

where \( C = C(\Omega, p, B) \).

The proof of Proposition 3.2 is completely similar to that of [25, Theorem 4.1], based on rescaling and doubling arguments, and Liouville-type theorems. Namely, we use the Liouville-type Theorems 2.1 in the whole space, and Theorem 2.2 in a half-space.

**Remark 3.2.** The upper restriction on \( N \) in Proposition 3.2 is a consequence of the condition \( r \geq 1 \), required by Theorem 2.2. However, if we consider only radial solutions in a symmetric domain \( \Omega \) (i.e. the whole space \( \mathbb{R}^N \), a ball, an annulus, or the complement of a ball), then Proposition 3.2 is true under the weaker assumptions \( r > 0, N \geq 1 \) and \( p < p_S \) (see [21, Section 2]).

4. **Proof of Theorem 2.1**

For the sake of simplicity, we denote by \( \int \) the integral \( \int_{B_1} \int_{-1}^1 dxdt \). The key step is the following Lemma.

**Lemma 4.1.** Assume that \( p < p_\text{B}(N) \) and \( B \) satisfies (2). Let \( 0 \leq \varphi \in \mathcal{D}(B_1 \times (-1, 1)) \) and \( U \) be a positive classical solution of (7) in \( B_1 \times (-1, 1) \). Denote

\[ I_i = \int \varphi u_i^{-2} |\nabla u_i|^4, \quad I = \sum_{i=1}^m I_i, \]

\[ L_i = \int \varphi \left( \sum_{j=1}^m \beta_{ij} u_i u_j^{r+1} \right)^2, \quad L = \sum_{i=1}^m L_i. \]
Then there holds
\[
I + L \leq C \sum_{i=1}^{m} \int \varphi \left( |\partial_{t} u_{i}| u_{i}^{-1} |\nabla u_{i}|^{2} + |\partial_{t} u_{i}|^{2} \right) + C \sum_{i=1}^{m} \int |\Delta \varphi| |\nabla u_{i}|^{2} \\
+ C \sum_{i=1}^{m} \int \left( \sum_{j=1}^{m} \beta_{ij} u_{i}^{r+1} + |\partial_{t} u_{i}| + u_{i}^{-1} |\nabla u_{i}|^{2} \right) |\nabla \varphi| |\nabla u_{i}| \\
+ C \sum_{i,j=1}^{m} \int |\varphi| |\beta_{ij} u_{i}^{r+1} u_{j}^{r+1}|,
\]
(15)
where \( C = C(N, p, B) \).

Proof. Step 1. Preparations. Denote
\[
J_{i} := \int \varphi u_{i}^{-1} |\nabla u_{i}|^{2} \Delta u_{i}, \quad J = \sum_{i=1}^{m} J_{i}, \\
K_{i} := \int \varphi(\Delta u_{i})^{2}, \quad K = \sum_{i=1}^{m} K_{i}.
\]
Applying [29, Lemma 8.9] with \( q = 0, -1 \neq k < 0 \), we have
\[
- \left( \frac{N - 1}{N} k + 1 \right) k I + \frac{N + 2}{N} k J - \frac{N - 1}{N} K \\
\leq \frac{1}{2} \int |\nabla u_{i}|^{2} \Delta \varphi + \int (\Delta u_{i} - ku_{i}^{-1} |\nabla u_{i}|^{2}) |\nabla u_{i}| \nabla \varphi.
\]
(We stress that this is true if \( u_{i} \) is any positive \( C^{2,1} \) function, with no reference to the PDE system (1) at this point.) Therefore,
\[
- \left( \frac{N - 1}{N} k + 1 \right) k I + \frac{N + 2}{N} k J - \frac{N - 1}{N} K \\
\leq \sum_{i=1}^{m} \int \left( \frac{1}{2} |\nabla u_{i}|^{2} \Delta \varphi + (\Delta u_{i} - ku_{i}^{-1} |\nabla u_{i}|^{2}) |\nabla u_{i}| \nabla \varphi \right).
\]
(16)
Step 2. Estimate of \( J \) and \( K \). We claim that
\[
-J \geq \frac{1}{p} \sum_{i=1}^{m} \int \varphi \left( \sum_{j=1}^{m} \beta_{ij} u_{i}^{r+1} u_{j}^{r+1} \right)^{2} + \frac{1}{2p(r + 1)} \int \varphi t \sum_{i,j=1}^{m} \beta_{ij} u_{i}^{r+1} u_{j}^{r+1} \\
- \frac{1}{p} \int \sum_{i,j=1}^{m} \beta_{ij} u_{i}^{r+1} |\nabla \varphi| |\nabla u_{i}| - \int \varphi \sum_{i=1}^{m} |\partial_{t} u_{i}| u_{i}^{-1} |\nabla u_{i}|^{2}
\]
(17)
and
\[
K = \sum_{i=1}^{m} \int \varphi \left( \sum_{j=1}^{m} \beta_{ij} u_{i}^{r+1} u_{j}^{r+1} \right)^{2} + \sum_{i=1}^{m} \int \varphi |\partial_{t} u_{i}|^{2} + \frac{1}{r + 1} \sum_{i,j=1}^{m} \int \varphi t \beta_{ij} u_{i}^{r+1} u_{j}^{r+1}.
\]
(18)
Let us first establish (17). Using integration by parts, we have

\[
\int \varphi |\nabla u_i|^2 u_i^{r-1} u_j^{r+1} = \int \varphi u_j^{r+1} \nabla u_i \cdot \nabla \left( \frac{u_i^r}{r} \right) \\
= -\frac{1}{r} \int \varphi u_i^r u_j^{r+1} \Delta u_i - \frac{1}{r} \int u_i^r u_j^{r+1} \nabla \varphi \cdot \nabla u_i \\
- \frac{r + 1}{r} \int \varphi u_i^r u_j^{r+1} \nabla u_i \cdot \nabla u_j.
\]

(19)

Using the Young inequality \(2u_i^r u_j^r \nabla u_i \cdot \nabla u_j \leq |\nabla u_i|^2 u_i^{r-1} u_j^{r+1} + |\nabla u_j|^2 u_i^{r+1} u_j^{r-1}\), it follows from (19) that

\[
\int \varphi |\nabla u_i|^2 u_i^{r-1} u_j^{r+1} \geq -\frac{1}{r} \int \varphi u_i^r u_j^{r+1} \Delta u_i - \frac{1}{r} \int u_i^r u_j^{r+1} \nabla \varphi \cdot \nabla u_i \\
- \frac{r + 1}{2r} \sum_{i,j=1}^{m} \varphi (|\nabla u_i|^2 u_i^{r-1} u_j^{r+1} + |\nabla u_j|^2 u_i^{r+1} u_j^{r-1}).
\]

Consequently,

\[
\sum_{i,j=1}^{m} \beta_{ij} \int \varphi |\nabla u_i|^2 u_i^{r-1} u_j^{r+1} \geq -\frac{1}{r} \sum_{i,j=1}^{m} \varphi \beta_{ij} u_i^r u_j^{r+1} \Delta u_i - \frac{1}{r} \sum_{i,j=1}^{m} \beta_{ij} u_i^r u_j^{r+1} \nabla \varphi \cdot \nabla u_i \\
- \frac{r + 1}{2r} \sum_{i,j=1}^{m} \beta_{ij} \varphi (|\nabla u_i|^2 u_i^{r-1} u_j^{r+1} + |\nabla u_j|^2 u_i^{r+1} u_j^{r-1}),
\]

hence

\[
\sum_{i,j=1}^{m} \beta_{ij} \int \varphi |\nabla u_i|^2 u_i^{r-1} u_j^{r+1} \geq -\frac{1}{r} \sum_{i,j=1}^{m} \varphi \beta_{ij} u_i^r u_j^{r+1} \Delta u_i - \frac{1}{r} \sum_{i,j=1}^{m} \beta_{ij} u_i^r u_j^{r+1} \nabla \varphi \cdot \nabla u_i \\
- \frac{r + 1}{r} \sum_{i,j=1}^{m} \beta_{ij} \varphi |\nabla u_i|^2 u_i^{r-1} u_j^{r+1},
\]

owing to the symmetry property \(\beta_{ij} = \beta_{ji}\). Consequently, recalling \(p = 2r + 1\), we obtain

\[
\sum_{i,j=1}^{m} \beta_{ij} \int \varphi |\nabla u_i|^2 u_i^{r-1} u_j^{r+1} \geq -\frac{1}{p} \int \sum_{i,j=1}^{m} \varphi \beta_{ij} u_i^r u_j^{r+1} \Delta u_i - \frac{1}{p} \int \sum_{i,j=1}^{m} \beta_{ij} u_i^r u_j^{r+1} \nabla \varphi \cdot \nabla u_i.
\]

(20)

Now substituting the PDE (1), written as

\[
- \Delta u_i = \sum_{j=1}^{m} \beta_{ij} u_i^r u_j^{r+1} - \partial_i u_i,
\]

(21)
in the definition of $J$, it follows from (20) that

$$-J = \sum_{i,j=1}^{m} \int \varphi |\nabla u_i|^2 \beta_{ij} u_i^{r-1} u_j^{r+1} - \sum_{i=1}^{m} \int \varphi u_i^{-1} |\nabla u_i|^2 \partial_t u_i$$

$$\geq \frac{1}{p} \sum_{i=1}^{m} \int \varphi \left( \sum_{j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r-1} \right) (-\Delta u_i) - \frac{1}{p} \sum_{i,j=1}^{m} \int \beta_{ij} u_i^{r+1} u_j^{r-1} |\nabla \varphi \cdot \nabla u_i|$$

$$- \sum_{i=1}^{m} \int \varphi |\partial_t u_i| u_i^{-1} |\nabla u_i|^2$$

and then, that

$$-J \geq \frac{1}{p} \sum_{i=1}^{m} \int \varphi \left( \sum_{j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r-1} \right)^2 - \frac{1}{p} \int \varphi \sum_{i,j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r-1} \partial_t u_i$$

$$- \frac{1}{p} \sum_{i,j=1}^{m} \int \beta_{ij} u_i^{r+1} u_j^{r-1} |\nabla \varphi \cdot \nabla u_i| - \sum_{i=1}^{m} \int \varphi |\partial_t u_i| u_i^{-1} |\nabla u_i|^2.$$  

(22)

Next observe that, due to $\beta_{ij} = \beta_{ji}$, we have

$$\partial_t \left( \sum_{i,j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r-1} \right) = (r + 1) \sum_{i,j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r-1} \partial_t u_i + (r + 1) \sum_{i,j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r-1} \partial_t u_j$$

$$= 2(r + 1) \sum_{i,j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r-1} \partial_t u_i.$$  

(23)

Combining (22) and (23) and integrating by parts in $t$, we obtain

$$-J \geq \frac{1}{p} \sum_{i=1}^{m} \int \varphi \left( \sum_{j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r-1} \right)^2 + \frac{1}{2p(r + 1)} \int \varphi \sum_{i,j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r+1}$$

$$- \frac{1}{p} \sum_{i,j=1}^{m} \int \beta_{ij} u_i^{r+1} u_j^{r-1} |\nabla \varphi \cdot \nabla u_i| - \sum_{i=1}^{m} \int \varphi |\partial_t u_i| u_i^{-1} |\nabla u_i|^2$$

i.e., estimate (17).

Next consider $K$. By substituting (21) in the definition of $K$, we have

$$K = \sum_{i=1}^{m} \int \varphi \left( \sum_{j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r-1} \right)^2 + \sum_{i=1}^{m} \int \varphi |\partial_t u_i|^2 - 2 \sum_{i,j=1}^{m} \int \varphi \beta_{ij} u_i^{r+1} u_j^{r+1} \partial_t u_i.$$  

Using (23) again and integrating by parts in $t$, we obtain (18).
Step 3. Conclusion. It follows from (21.10) and (21.11) that, for any $-1 \neq k < 0$,
\[
\frac{N+2}{N}kJ - \frac{N-1}{N}K \geq \left(\frac{N+2}{pN}(-k) - \frac{N-1}{N}\right)\sum_{i=1}^{m} \varphi \left(\sum_{j=1}^{m} \beta_{ij} u_{i}^{r} u_{j}^{r+1}\right)^{2}
\]
\[- C \sum_{i,j=1}^{m} \int |\varphi_{i}| \beta_{ij} u_{i}^{r+1} u_{j}^{r+1} - C \sum_{i,j=1}^{m} \int \beta_{ij} u_{i}^{r} u_{j}^{r+1} |\nabla \varphi \cdot \nabla u_{i}|.
\]
\[- C \sum_{i=1}^{m} \int \varphi |\partial_{i} u_{i} u_{i}^{-1}| |\nabla u_{i}|^{2} - C \sum_{i=1}^{m} \int \varphi |\partial_{i} u_{i}|^{2}. \tag{24}
\]
Since $p < p_{B}(N)$, we can take $k > -N/(N-1)$ close to $-N/(N-1)$ such that
\[
\left(\frac{N-1}{N}k + 1\right)(-k) > 0 \quad \text{and} \quad \frac{N+2}{pN}(-k) - \frac{N-1}{N} > 0.
\]
(If $N = 1$ then we take any $-1 \neq k < 0$.) The lemma follows from (16) and (24). \qed

Lemma 4.2. Assume that $p < p_{B}(N)$ and $B$ satisfies (3). Let $U$ be a positive classical solution of (4) in $B_{1} \times (-1, 1)$. Then
\[
\int_{B_{1/2}} \int_{-1/2}^{1/2} \sum_{i=1}^{m} \left(\sum_{j=1}^{m} \beta_{ij} u_{i}^{r} u_{j}^{r+1}\right)^{2} dxdt \leq C(N, p, B). \tag{25}
\]

Proof. We follow the argument as in the proof of [29, Proposition 21.5]. One can choose the test-function $\varphi$ such that $\varphi = 1$ in $B_{1/2} \times (-1/2, 1/2)$, $0 \leq \varphi \leq 1$ and
\[
|\nabla \varphi| \leq C\varphi^{(3p+1)/4p}, \quad |\Delta \varphi| \leq C\varphi^{(p+1)/2p}, \quad |\varphi_{i}| \leq C\varphi^{(3p+1)/4p} \leq C\varphi^{(p+1)/2p}. \tag{26}
\]
Recall the notation $I = \int_{B_{1}} \int_{-1}^{1} dxdt$. By the proof of [29, Proposition 21.5] (see formulae (21.10) and (21.11)), for any $\varepsilon > 0$ and any positive function $u \in C^{2,1}(B_{1} \times (-1, 1))$, we have
\[
\int |\nabla u|^{2}(|\Delta \varphi| + \varphi^{-1}|\nabla \varphi|^{2} + |\varphi_{i}|) \leq \varepsilon \int \varphi (u^{-2}|\nabla u|^{4} + u^{2p}) + C(\varepsilon)
\]
and
\[
\int \left(\varphi|u_{i}| u_{i}^{2} |\nabla u|^{2} + (u^{p} + |u_{i}| + u_{i}^{-1}|\nabla u|^{2}) |\nabla u \cdot \nabla \varphi| + u^{p+1} |\varphi_{i}|\right)
\leq \varepsilon \int \varphi (u^{-2}|\nabla u|^{4} + u^{2p}) + C(\varepsilon) \left(1 + \int |u_{i}|^{2}\right).
\]
Set $\beta = \min_{1 \leq i \leq m} \beta_{ii} > 0$. Using
\[
I + L \geq \sum_{i=1}^{m} \int \varphi u_{i}^{-2} |\nabla u_{i}|^{4} + \beta^{2} \sum_{i=1}^{m} \int \varphi u_{i}^{2p}
\]
and
\[
u_{i}^{r} u_{j}^{r+1} \leq u_{i}^{p} + u_{j}^{p}, \quad u_{i}^{r+1} u_{j}^{r+1} \leq u_{i}^{p+1} + u_{j}^{p+1},
\]
it follows that

\[
\int |\nabla u_i|^2(|\Delta \varphi| + \varphi^{-1}|\nabla \varphi|^2 + |\varphi_t|) \leq \varepsilon(I + L) + C(\varepsilon),
\]

\[
\int \left( \varphi |\partial_t u_i| |\nabla u_i|^2 + \left( \sum_{j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r+1} + |\partial_t u_i| + u_i^{-1} |\nabla u_i|^2 \right)|\nabla u_i . \nabla \varphi \right) \leq \varepsilon(I + L) + C(\varepsilon) \left( 1 + \int |\partial_t u_i|^2 \right),
\]

(27)

\[
\int \left( \sum_{j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r+1} |\varphi_t| \right) \leq \varepsilon(I + L) + C(\varepsilon) \left( 1 + \int |\partial_t u_i|^2 \right).
\]

On the other hand, using (23) and integrating by parts in space and in time, we have

\[
\sum_{i=1}^{m} \int \varphi |\partial_t u_i|^2 = \sum_{i=1}^{m} \int \varphi(\partial_t u_i) \left( \Delta u_i + \sum_{j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r+1} \right)
\]

\[
= - \sum_{i=1}^{m} \int \varphi \partial_t \left( \frac{|\nabla u_i|^2}{2} \right) + \frac{1}{2(r+1)} \int \varphi \partial_t \left( \sum_{i,j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r+1} \right) - \sum_{i=1}^{m} \int (\partial_t u_i) \nabla \varphi . \nabla u_i
\]

\[
= \int \varphi t \sum_{i=1}^{m} \left( \frac{|\nabla u_i|^2}{2} \right) - \frac{1}{2(r+1)} \int \varphi t \left( \sum_{i,j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r+1} \right) - \sum_{i=1}^{m} \int (\partial_t u_i) \nabla \varphi . \nabla u_i
\]

\[
\leq C \int |\varphi t| \left( \sum_{i=1}^{m} |\nabla u_i|^2 + \sum_{i,j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r+1} \right)
\]

\[
+ \frac{1}{2} \sum_{i=1}^{m} \int \varphi |\partial_t u_i|^2 + \frac{1}{2} \sum_{i=1}^{m} \int \varphi^{-1} |\nabla \varphi|^2 |\nabla u_i|^2.
\]

(Note that, since $u_i$ is positive, it is smooth enough so that the above calculations are justified.) Therefore,

\[
\sum_{i=1}^{m} \int \varphi |\partial_t u_i|^2 \leq C \sum_{i=1}^{m} \int |\varphi t| \left( |\nabla u_i|^2 + \sum_{j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r+1} \right) + \sum_{i=1}^{m} \int \varphi^{-1} |\nabla \varphi|^2 |\nabla u_i|^2
\]

\[
\leq C \sum_{i,j=1}^{m} |\varphi t| \beta_{ij} u_i^{r+1} u_j^{r+1} + C(N, p, B)\varepsilon(I + L) + C(\varepsilon).
\]

(28)
By (26) and Young’s inequality,
\[
\int |\varphi_t| u_i^{r+1} u_j^{r+1} \leq 2\varepsilon \int \varphi(u_i u_j)^p + C(\varepsilon) \int \varphi^{-(p+1)/(p-1)} |\varphi_t|^{2p/(p-1)}
\]
\[
\leq \varepsilon \int \varphi(u_i^{2p} + u_j^{2p}) + C(\varepsilon) \int \varphi^{-(p+1)/(p-1)} |\varphi_t|^{2p/(p-1)}
\]
\[
\leq \frac{\varepsilon}{\beta_i^2} L_i + \frac{\varepsilon}{\beta_j^2} L_j + C(\varepsilon).
\]
Hence,
\[
\int |\varphi_t| \beta_{ij} u_i^{r+1} u_j^{r+1} \leq \beta_{ij} \left( \frac{\varepsilon}{\beta_i^2} + \frac{\varepsilon}{\beta_j^2} \right)(I + L) + C(\varepsilon). \tag{29}
\]
Combing (28) and (29), we obtain
\[
\sum_{i=1}^{m} \int |\varphi| \partial_t u_i |^2 \leq C(N, p, B)\varepsilon(I + L) + C(\varepsilon). \tag{30}
\]
Therefore, it follows from (15), (27) and (30) that
\[
I + L \leq C(\varepsilon) + C(N, p, B)\varepsilon(I + L).
\]
By choosing \( \varepsilon \) sufficiently small, we obtain \( I, L \leq C \) and the Lemma follows. \( \square \)

**Proof of Theorem 2.1.** We first consider the case of bounded solutions. Assume for contradiction that \( U = (u_i) \) is a nontrivial, bounded, nonnegative solution of (1) in \( \mathbb{R}^N \times \mathbb{R} \). For each \( i \), since the component \( u_i \) is a supersolution of the heat equation, it follows from the strong maximum principle that either \( u_i \) is positive in \( \mathbb{R}^N \times (t_0, \infty) \), or there exists \( t_0 \in \mathbb{R} \) such that \( u_i = 0 \) in \( \mathbb{R}^N \times (t_0, \infty) \). In the latter case, since \( U \) is bounded, we have \( \partial_t u_i - \Delta u_i \leq Cu_i \) for some constant \( C > 0 \) and the maximum principle then guarantees that \( u_i = 0 \) in \( \mathbb{R}^N \times (t_0, \infty) \), hence \( u_i \equiv 0 \). By removing all the components which are identically zero and relabeling, we may assume without loss of generality that \( u_i > 0 \) for \( i = 1, \ldots, m \) (with \( m \geq 2 \), since nonexistence in the scalar case is already known by [5], see also [29, Theorem 26.8]).

Now, for any \( R > 0 \), we rescale
\[
v_i(x, t) = R^{2/(p-1)} u_i(Rx, R^2 t).
\]
Then \( V = (v_i) \) is also a solution of (1). Since all \( v_i \) are positive, we may apply Lemma 4.2 to deduce
\[
\int_{|y|<R/2} \int_{|s|<R^2/2} \sum_{i=1}^{m} \left( \sum_{j=1}^{m} \beta_{ij} u_i^{r+1} u_j^{r+1} \right)^2 (y, s) dy ds
\]
\[
= R^{N+2-4p/(p-1)} \int_{|x|<1/2} \int_{|t|<1/2} \sum_{i=1}^{m} \left( \sum_{j=1}^{m} \beta_{ij} v_i^{r+1} v_j^{r+1} \right)^2 (x, t) dx dt
\]
\[
\leq CR^{N+2-4p/(p-1)}.
\]
Since \( p < p_B \leq p_S \), by letting \( R \to \infty \) we get \( \sum_{i=1}^{m} \left( \sum_{j=1}^{m} \beta_{ij} u_i u_j + 1 \right)^2 = 0 \). Since \( \beta_{ii} \) and \( u_i \) are positive, this is a contradiction. This proves Theorem 2.1 in the case of bounded solutions.

Finally, to treat the general case, we recall that the Liouville-type property of Theorem 2.1 for bounded solutions is sufficient for the proof of Proposition 3.1 (see the paragraph after Proposition 3.1). But after a time shift, formula (13) in Proposition 3.1 guarantees that any solution of (1) in \( \mathbb{R}^N \times (-T/2, T/2) \) has to satisfy \( u(x, t) \leq CT^{-1/(p-1)} \) in \( \mathbb{R}^N \times (-T/2, T/2) \). The conclusion then follows by letting \( T \to \infty \).

\[ \square \]

5. Proof of Theorems 2.2 and 2.3

Proof of Theorem 2.3. It is done in three steps.

**Step 1. Notation.** For \( \lambda > 0 \), let

\[ T_\lambda = \{ x \in \mathbb{R}^N : 0 < x_1 < \lambda \} \]

Denote

\[ V_\lambda u_i(x, t) := u_i(2\lambda - x_1, x', t) - u_i(x_1, x', t), \]

where \( x' = (x_2, \ldots , x_N) \). Let \( v_i = V_\lambda u_i \), then \( V = (v_i) \) satisfies

\[
\begin{aligned}
\partial_t v_i - \Delta v_i &= \sum_{j=1}^{m} c^{\lambda}_{ij} v_j, \quad (x, t) \in T_\lambda \times \mathbb{R}, \quad i = 1, 2, \ldots , m. \\
v_i &= 0, \quad x_1 = \lambda, \quad x' \in \mathbb{R}^{N-1}, \quad t \in \mathbb{R}, \quad i = 1, \ldots , m, \\
v_i &> 0, \quad x_1 = 0, \quad x' \in \mathbb{R}^{N-1}, \quad t \in \mathbb{R}, \quad i = 1, \ldots , m,
\end{aligned}
\]

where

\[ c^{\lambda}_{ij} = \int_0^1 \frac{\partial f_i}{\partial u_j}(U + sV) ds. \]  

(32)

We shall show that, for any \( \lambda > 0 \),

\[ V \geq 0 \quad \text{for all } (x, t) \in T_\lambda \times \mathbb{R}. \]

(S)

For any positive \( q, \lambda \) satisfying \( \lambda \sqrt{q} < \pi \), we define the function

\[ h(x) = \sin \left[ \frac{1}{2} \left( \pi + \sqrt{q}(2x_1 - \lambda) \right) \right], \]

which satisfies

\[
\begin{aligned}
-\Delta h &= qh, \quad x \in T_\lambda, \\
h(x) &\geq \eta > 0, \quad x \in \overline{T}_\lambda, \\
|\nabla h| &\leq \sqrt{q}, \quad x \in \overline{T}_\lambda,
\end{aligned}
\]

(34)

where \( \eta = \sin \left[ \frac{1}{2} (\pi - \lambda \sqrt{q}) \right] \).

\footnote{We note that this choice of \( h \) is simpler than that in \cite{8, 25}, owing to the different form of maximum principle used in the subsequent steps (which does not require \( W \to 0 \) at space infinity in \cite{30} or \cite{13}).}
Step 2. Proof of (S) for small $\lambda$. Due to the boundedness of $U$, the coefficients $c_{ij}^\lambda$ are bounded (uniformly in $\lambda$). So we may fix $\gamma, q > 0$ such that
\[ q \geq \gamma + \max_{i} \sup_{x \in \mathbb{R}^N, t \in \mathbb{R}, \lambda > 0} \sum_{j=1}^{m} c_{ij}^\lambda(x, t). \]  
(35)

For any $\lambda > 0$ small such that $\lambda^{-2} \pi^2 > q$, let $h$ be given by (33) and denote $w_i := e^{\gamma t} v_i / h$. Then $W = (w_i)$ satisfies
\[
\begin{aligned}
\partial_t w_i - \Delta w_i - \frac{2\pi^2 h}{q} \nabla w_i &= (\gamma + c_{ii}^\lambda - q) w_i + \sum_{j=1, j \neq i}^{m} c_{ij}^\lambda w_j, \quad (x, t) \in T_\lambda \times \mathbb{R}, \ i = 1, \ldots, m, \\
w_i &\geq 0, \quad x \in \partial T_\lambda, \ t \in \mathbb{R}, \ i = 1, \ldots, m.
\end{aligned}
\]  
(36)

By assumption $(H_2)$, we see that $c_{ij}^\lambda$ is nonnegative for all $i \neq j$, so that the system (31) is cooperative. Moreover, by the definition of $q$ in (35), we have
\[(\gamma + c_{ii}^\lambda - q) + \sum_{j \neq i}^{m} c_{ij}^\lambda \leq 0, \text{ for all } i = 1, \ldots, m.
\]

We may thus apply the maximum principle for cooperative parabolic systems (see Proposition 6.1(ii) in Appendix). The latter, applied to $-W$ on $T_\lambda \times (t_0, t)$ for any $t_0 < t$, guarantees that
\[
\max_{i} \sup_{x \in T_\lambda} w_i^-(x, t) \leq \max_{i} \sup_{x \in T_\lambda} w_i^-(x, t_0),
\]  
(37)

where $z^- := - \min(z, 0)$. Consequently,
\[
\max_{i} \sup_{x \in T_\lambda} \frac{w_i^-(x, t)}{h(x)} \leq e^{-\gamma(t-t_0)} \max_{i} \sup_{x \in T_\lambda} \frac{w_i^-(x, t_0)}{h(x)} \leq e^{-\gamma(t-t_0)} \frac{\|U\|_{\infty}}{\eta}.
\]  
(38)

Letting $t_0 \to -\infty$, we obtain $V \geq 0$ in $T_\lambda \times \mathbb{R}$. Therefore, (S) holds for any $\lambda > 0$ sufficiently small.

Step 3. Proof of (S) for large $\lambda$. Next, we denote
\[ \lambda_0 = \sup \{ \mu > 0 : (S) \text{ holds for all } \lambda \in (0, \mu) \}. \]  
(39)

The previous argument shows that $\lambda_0 > 0$, and we shall prove by contradiction that $\lambda_0 = \infty$. Assume $\lambda_0 < \infty$. Then there is a sequence $\lambda_k \geq \lambda_0$ such that $\lambda_k \to \lambda_0$ and the set
\[ Z_k = \{(x, t) \in T_{\lambda_k} \times \mathbb{R} : \text{there exists } i \text{ such that } V_{\lambda_k} u_i(x, t) < 0\} \]

is nonempty. Set
\[ m_k := \sup_{(x, t) \in Z_k} \max \left\{ \max_{i} u_i(x, t), \max_{i} u_i(2\lambda_k - x, x', t) \right\}. \]

We have the following two possibilities:

Case 1: $m_k \geq \varepsilon_0$ for some $\varepsilon_0 > 0$, up to a subsequence;
Case 2: $m_k \to 0$.

First consider Case 1. Then there exist sequences $x_1^k \in (0, \lambda_k)$, $z^k \in \mathbb{R}^{N-1}$, $t^k \in \mathbb{R}$ such that

$$(x_1^k, z^k, t^k) \in Z_k$$

and

$$\max_i \left\{ \max_i u_i(x_1^k, z^k, t^k), \max_i u_i(2\lambda_k - x_1^k, z^k, t^k) \right\} \geq \varepsilon_0 \text{ for any } k.$$ 

By extracting a subsequence of $k$, we may assume that there exists $i_0 \in \{1, \ldots, m\}$ such that, for any $k$,

$$V_{\lambda_k} u_{i_0}(x_1^k, z^k, t^k) < 0$$

and

$$\max_i \left\{ \max_i u_i(x_1^k, z^k, t^k), \max_i u_i(2\lambda_k - x_1^k, z^k, t^k) \right\} \geq \varepsilon_0. \quad (40)$$

We may also assume that $x_1^k \to a$ for some $a \in [0, \lambda_0]$. Let

$$u_i^k(x, t) = u_i(x_1, x' + z^k, t + t^k), \quad x = (x_1, x') \in \mathbb{R}^N, \quad t \in \mathbb{R}, \quad i = 1, \ldots, m.$$ 

Since the sequence $U^k = (u_i^k)$ is uniformly bounded, using standard parabolic estimates, it follows that $U^k$ converges (up to a subsequence) in $C^2_{\text{loc}}(\mathbb{R}_+^N \times \mathbb{R})$ to a nonnegative solution $\bar{U} = (\bar{u}_i)$ of (10).

The definition of $\lambda_0$ implies that $V_{\lambda_0} u_i^k \geq 0$ in $T_{\lambda_0} \times \mathbb{R}$ for any $i = 1, \ldots, m$. Hence, $V_{\lambda_0} \bar{u}_i \geq 0$ in $T_{\lambda_0} \times \mathbb{R}$ for any $i = 1, \ldots, m$. Let $\bar{v}_i := V_{\lambda_0} \bar{u}_i$. Then ($\bar{v}_i$) is a nonnegative solution of the system

$$\begin{cases}
\partial_t \bar{v}_i - \Delta \bar{v}_i = \sum_{j=1}^m c_{ij}^{\lambda_0} \bar{v}_j, & (x, t) \in T_{\lambda_0} \times \mathbb{R}, \quad i = 1, 2, \ldots, m, \\
\bar{v}_i = 0, & x_1 = \lambda_0, \ x' \in \mathbb{R}^{N-1}, \ t \in \mathbb{R}, \ i = 1, \ldots, m, \\
\bar{v}_i \geq 0, & x_1 = 0, \ x' \in \mathbb{R}^{N-1}, \ t \in \mathbb{R}, \ i = 1, \ldots, m.
\end{cases}$$

From (10) and (11), we deduce that

$$V_{\lambda_0} \bar{u}_{i_0}(a, 0, 0) \leq 0 \quad (42)$$

and

$$\max_i \bar{u}_i(a, 0, 0) \geq \varepsilon_0 \quad \text{or} \quad \max_i \bar{u}_i(2\lambda_0 - a, 0, 0) \geq \varepsilon_0. \quad (43)$$

Owing to assumption $(H_4)$, (13) guarantees that

$$\bar{u}_{i_0}(x, t) > 0, \quad \text{for all } (x, t) \in \mathbb{R}_+^N \times \mathbb{R},$$

hence $V_{\lambda_0} \bar{u}_{i_0}(0, x', t) > 0$ for any $x', t$. Since $z := V_{\lambda_0} \bar{u}_{i_0}$ satisfies

$$\begin{cases}
\partial_t z - \Delta z \geq c_{i_0}^{\lambda_0} z, & (x, t) \in T_{\lambda_0} \times \mathbb{R}, \\
z = 0, & x_1 = \lambda_0, \ x' \in \mathbb{R}^{N-1}, \ t \in \mathbb{R}, \\
z > 0, & x_1 = 0, \ x' \in \mathbb{R}^{N-1}, \ t \in \mathbb{R},
\end{cases}$$

we deduce from the (scalar) maximum principle that $V_{\lambda_0} \bar{u}_{i_0} > 0$ in $T_{\lambda_0} \times \mathbb{R}$. It thus follows from (42) that $a = \lambda_0$. By the Hopf boundary principle,

$$2\partial_{x_1} \bar{u}_{i_0}(\lambda_0, 0, 0) = -\partial_{x_1} V_{\lambda_0} \bar{u}_{i_0}(x_1, 0, 0)|_{x_1=\lambda_0} = -\partial_{x_1} z(\lambda_0, 0, 0) > 0.$$
Consequently, \( \partial_{x_1} \tilde{u}_{i_0}(x_1, 0, 0) \) is bounded below by a positive constant on an interval around \( \lambda_0 \) and this remains valid if \( \tilde{u}_{i_0} \) is replaced by \( u^k_{i_0} \approx \tilde{u}_{i_0} \). That is, there is \( \delta > 0 \) such that

\[
\partial_{x_1} u^j_{i_0}(x_1, z^k, t^k) = \partial_{x_1} u^k_{i_0}(x_1, 0, 0) > 0, \quad x_1 \in [\lambda_0 - \delta, \lambda_0 + \delta]
\]

(44) for \( k \) sufficiently large. However, since \( 2\lambda_k - x^k_1 > x^k_1 \) both belong to \( [\lambda_0 - \delta, \lambda_0 + \delta] \) for large \( k \), (44) contradicts \( V_{\lambda_k} u^j_{i_0}(x^k_1, z^k, t^k) < 0 \).

We next turn to Case 2. We consider the system (31) for large \( k \). We are going to apply the maximum principle again, this time taking advantage of the fact that the parabolic inequalities need be satisfied only on the possible positivity set \( Z_k \) (see Proposition 6.1(ii) in Appendix). Recalling \( V = (V_{\lambda_k} u_i) \), it follows from \( m_k \to 0 \) that

\[
\sup_{(x,t) \in Z_k} \left( |U(x,t)| + |V(x,t)| \right) \to 0 \text{ as } k \to \infty.
\]

In view of assumption \( (H_3) \) and the definition (32), we deduce that

\[
\limsup_{k \to \infty} \tilde{q}_k \leq 0, \quad \text{where } \tilde{q}_k := \max_i \sup_{(x,t) \in Z_k} \sum_{j=1}^m c_{ij}^k(x,t).
\]

Fix a large \( k \) and contants \( q, \gamma > 0 \) such that \( q = \tilde{q}_k + \gamma < \lambda_k^{-2} \pi^2 (\approx \lambda_0^{-2} \pi^2) \). Like in Step 2, we consider \( w_i := e^{\gamma t} v_i/h \) with \( h \) given by (33) for \( \lambda = \lambda_k \). Let

\[
D_i := \{(x,t) \in \mathbb{T}_{\lambda_k} \times \mathbb{R}; \, w_i(x,t) < 0\}
\]

and note that \( D_i \subset Z_k \). Then \( (w_i) \) satisfies

\[
\begin{cases}
\partial_t w_i - \Delta w_i - \frac{2\nabla h}{h} \nabla w_i = (\gamma + c_{ii}^k - q)w_i + \sum_{j=1}^m c_{ij}^k w_j, & (x,t) \in D_i, \ i = 1, \ldots, m, \\
w_i \geq 0, & (x,t) \in \partial \mathbb{T}_{\lambda_k} \times \mathbb{R}, \ i = 1, \ldots, m.
\end{cases}
\]

(45)

By the maximum principle in Proposition 6.1(ii), applied to \( -W \), we obtain again (37)-(38), and conclude that \( V \geq 0 \) in \( \mathbb{T}_{\lambda_k} \times \mathbb{R} \). But this is a contradiction with the nonemptyness of \( Z_k \).

We have thus reached a contradiction in both cases, which proves that \( \lambda_0 = \infty \) i.e., (S) holds for any \( \lambda > 0 \). The Hopf boundary principle then gives

\[
2\partial_{x_1} u_i(x,t)|_{x_1=\lambda} = -\partial_{x_1} V_{\lambda_0} u_i(x,t)|_{x_1=\lambda} > 0
\]

for any \( \lambda > 0 \) and any \( i \). The theorem is proved.

\[ \square \]

Proof of Theorem 2.3: It is done by induction on \( m \). For \( m = 1 \), it is reduced to the Liouville-type theorem for the equation \( u - \Delta u = u^p \) in the half-space \( \mathbb{R}^N_+ \times \mathbb{R} \). This was proved in [23, Theorem 2.1] for \( N \leq 2 \), or \( N \geq 3 \) and \( p < p_B(N-1) \). The result of Quittner [27], in conjunction with [25, Theorem 2.4], guarantees the case \( N = 3 \).
Now fix $m \geq 2$ and assume that the theorem holds for $m - 1$. We shall prove by contradiction that the theorem then holds for $m$. Thus suppose that $U = (u_1, \ldots, u_m)$ is a nontrivial, nonnegative, bounded classical solution of (1).

First we claim that

any component $u_i$ is either identically zero or positive in $\mathbb{R}^N_+ \times \mathbb{R}$. (46)

Indeed since $u_i$ is a supersolution to the heat equation, it follows from the strong maximum principle that either $u_i$ is positive in $\mathbb{R}^N_+ \times \mathbb{R}$, or there exists $t_0 \in \mathbb{R}$ such that $u_i = 0$ in $\mathbb{R}^N_+ \times (-\infty, t_0]$. In the latter case, since $U$ is bounded, we have $\partial_t u_i - \Delta u_i \leq Cu_i$ for some constant $C > 0$ and the maximum principle then guarantees that $u_i = 0$ in $\mathbb{R}^N_+ \times (t_0, \infty)$, hence $u_i \equiv 0$.

Next we claim that actually

\[ u_i > 0 \quad \text{for all } i = 1, \ldots, m. \] (47)

Indeed, otherwise, by (16), there is a component $u_{i_0}$ which is identically zero. By removing this component, we then obtain a nontrivial, nonnegative, bounded classical solution of problem (4) for $(m - 1)$ components. But this contradicts the induction assumption.

We note that, owing to (2) and $r \geq 1$, the system satisfies all the conditions in Theorem 2.3. In particular, assumption $(H_4)$ follows from (17). Therefore, $\partial_x u_i(x,t) > 0$ for all $(x,t) \in \mathbb{R}^N_+ \times \mathbb{R}$ and for all $i = 1, \ldots, m$. Now, let

\[ u_{i,l}(x_1, x_1', t) = u_i(x_1 + l, x_1', t), \quad (x_1, x_1', t) \in (-l, \infty) \times \mathbb{R}^{N-1} \times \mathbb{R}, \quad i = 1, \ldots, m. \]

From the boundedness of $u_i$ and parabolic estimates, letting $l \to \infty$ upon a subsequence, we can assume that $u_{i,l}$ converges uniformly on each compact set to $u_{i,\infty}$, where $(u_{i,\infty})$ is a bounded, nonnegative classical solution of problem (1) in $\mathbb{R}^N \times \mathbb{R}$. The monotonicity of $u_i$ implies that $u_{i,\infty}$ is positive and independent of $x_1$. We thus obtain a bounded, positive classical solution of problem (1) in $\mathbb{R}^{N-1} \times \mathbb{R}$. This contradicts Theorem 2.1 and Remark 2.1(b) (here we assumed $N \geq 2$; the case $N = 1$ reduces to an ODE system for which nonexistence is obvious). □

6. Appendix

We give the following version of the maximum principle for cooperative systems, which is suitable to our needs. Related results are given in [26, Section 3.8] or [11, Theorem 3.2], but do not quite satisfy our requirements (unbounded domain, parabolic inequalities assumed on the positivity set only). Here, for given vector $W := (w_i)_{1 \leq i \leq m}$ and real number $M$, the inequality $W \leq M$ is understood as $w_i \leq M$ for all $i = 1, \ldots, m$.

**Proposition 6.1.** Let $m \geq 2$, $T > 0$, let $\Omega$ be an arbitrary domain of $\mathbb{R}^N$ (bounded or unbounded, not necessarily smooth). We denote $Q_T = \Omega \times (0, T)$ and $\partial_T Q_T = (\Omega \times \{0\}) \cup (\partial \Omega \times (0, T))$ its parabolic boundary. Let $W = (w_i) \in C(\overline{\Omega} \times [0, T); \mathbb{R}^m) \cap C^{2,1}(Q_T; \mathbb{R}^m)$ and denote

\[ D_i = \{(x,t) \in Q_T : w_i(x,t) > 0\}. \]
Assume that $W$ is a bounded, classical solution of the system
\[
\partial_t w_i - \Delta w_i - K|\nabla w_i| \leq \sum_{j=1}^{m} c_{ij}(x,t)w_j \quad \text{in } D_i, \quad i = 1, \ldots, m, \tag{48}
\]
where $K > 0$ is a constant and the coefficients $c_{ij}$ are measurable, bounded and satisfy
\[
c_{ij} \geq 0 \quad \text{for all } i \neq j. \tag{49}
\]

(i) If $W \leq 0$ on $\partial P Q_T$, then $W \leq 0$ in $Q_T$.

(ii) Let $M > 0$ and assume in addition that
\[
\sum_{j=1}^{m} c_{ij} \leq 0, \quad i = 1, \ldots, m. \tag{50}
\]

If $W \leq M$ on $\partial P Q_T$, then $W \leq M$ in $Q_T$.

Proof. (i) It follows by the Stampacchia method, e.g. along the lines of [29, Proposition 52.21] and [29, Remark 52.11(a)]. We give the proof for the convenience of the reader and for completeness.

First consider the case when $\Omega$ is bounded. Let $i \in \{1, \ldots, m\}$. By (48), we have
\[
[\partial_t w_i - \Delta w_i - K|\nabla w_i|](w_i)_+ \leq \sum_{j=1}^{m} c_{ij}(x,t)(w_j)(w_i)_+ \quad \text{in } Q_T.
\]

For $t \in (0, T)$, since $(w_i)_+ (\cdot, t) \in H^1_0(\Omega)$ by our assumption, we may integrate by parts, to obtain
\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} (w_i)_+^2 = \int_{\Omega} (\partial_t w_i)(w_i)_+ \\
\quad \quad \leq - \int_{\Omega} \nabla w_i \cdot \nabla (w_i)_+ + K \int_{\Omega} |\nabla w_i|(w_i)_+ + \sum_{j=1}^{m} \int_{\Omega} c_{ij}(w_j)(w_i)_+ \\
\quad \quad \leq - \int_{\Omega} |\nabla (w_i)_+|^2 + \int_{\Omega} |\nabla (w_i)_+|^2 + \frac{K^2}{4} \int_{\Omega} (w_i)_+^2 + \sum_{j=1}^{m} \int_{\Omega} c_{ij}(w_j)(w_i)_+.
\]

By assumption (49), it follows that
\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} (w_i)_+^2 \leq \frac{K^2}{4} \int_{\Omega} (w_i)_+^2 + \int_{\Omega} c_{ii}(w_i)_+^2 + \sum_{j=1}^{m} \int_{\Omega} c_{ij}(w_j)_+(w_i)_+ \\
\quad \quad \leq \left( \frac{K^2}{4} + \|c_{ii}\|_{\infty} \right) \int_{\Omega} (w_i)_+^2 + \frac{1}{2} \sum_{j=1}^{m} \int_{\Omega} c_{ij}((w_j)_+^2 + (w_i)_+^2).\]
Adding up for \( i = 1, \ldots, m \), we get
\[
\frac{d}{dt} \sum_{j=1}^{m} \int_{\Omega} (w_i)_+^2 \leq L \sum_{j=1}^{m} \int_{\Omega} (w_i)_+^2
\]
for some constant \( L > 0 \). Since \( W \leq 0 \) at \( t = 0 \), it follows by integration that \( \sum_{j=1}^{m} \int_{\Omega} (w_i)_+^2 \leq 0 \), hence \( W \leq 0 \) in \( Q_T \).

Now, in the case of an unbounded domain, we fix \( \varepsilon > 0 \) and consider the modified functions
\[
\tilde{w}_i = e^{-\lambda t} w_i - \varepsilon \psi, \quad \psi = (N + K)t + (1 + |x|^2)^{1/2} > 0
\]
with \( \lambda > 0 \) to be chosen. We also set
\[
\tilde{D}_i = \{(x, t) \in Q_T; \tilde{w}_i(x, t) > 0\}.
\]
Since \( \psi_t - \Delta \psi - K|\nabla \psi| \geq 0 \), we have, in \( \tilde{D}_i \subset D_i \),
\[
\partial_t \tilde{w}_i - \Delta \tilde{w}_i - K|\nabla \tilde{w}_i| \leq e^{-\lambda t} \left[ \partial_t w_i - \Delta w_i - K|\nabla w_i| - \lambda w_i \right] - \varepsilon \left[ \psi_t - \Delta \psi - K|\nabla \psi| \right]
\leq e^{-\lambda t} \left[ -\lambda w_i + \sum_{j=1}^{m} c_{ij}(x, t)w_j \right]
\leq \left[ -\lambda \tilde{w}_i + \sum_{j=1}^{m} c_{ij}(x, t)\tilde{w}_j \right] + \varepsilon \left[ -\lambda + \sum_{j=1}^{m} c_{ij}(x, t) \right] \psi
\leq (c_{ii}(x, t) - \lambda) \tilde{w}_i + \sum_{j=1}^{m} c_{ij}(x, t)\tilde{w}_j,
\]
by choosing \( \lambda = \max_i \sum_{j=1}^{m} \|c_{ij}\|_\infty \). Noting that \( \tilde{w}_i < 0 \) for \( |x| \) large, we may then apply the previous argument to get \( \tilde{W} \leq 0 \) in \( Q_T \). The conclusion follows upon letting \( \varepsilon \to 0 \).

(ii) It suffices to apply assertion (i) to the functions \( \hat{w}_i := w_i - M \), noting that, in view of assumption (50), we have, for each \( i = 1, \ldots, m \),
\[
\partial_t \hat{w}_i - \Delta \hat{w}_i - K|\nabla \hat{w}_i| = \partial_t w_i - \Delta w_i - K|\nabla w_i| \leq \sum_{j=1}^{m} c_{ij}(x, t)(\hat{w}_j + M) \leq \sum_{j=1}^{m} c_{ij}(x, t)\hat{w}_j
\]
in \( D_i \supset \{(x, t) \in Q_T; \hat{w}_i(x, t) > 0\} \).
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