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Abstract—The simultaneous orthogonal matching pursuit (SOMP) is a popular, greedy approach for common support recovery of a row-sparse matrix. However, compared to the noiseless scenario, the performance analysis of noisy SOMP is still nascent, especially in the scenario of unbounded noise. In this article, we present a new study based on the mutual incoherence property (MIP) for performance analysis of noisy SOMP when the measurement matrix and sparse signal are deterministic. Specifically, when noise is bounded, we provide the condition on which the exact support recovery is guaranteed in terms of the MIP. When noise is unbounded, we instead derive a bound on the successful recovery probability (SRP) that depends on the specific distribution of the $\ell_2$-norm of the noise matrix. Then we focus on the typical case when noise is random Gaussian, and show that the lower bound of SRP follows Tracy-Widom law distribution. The analysis reveals the number of measurements, noise level, the number of sparse vectors, and the value of mutual coherence that are required to guarantee a predefined recovery performance. Theoretically, we show that the mutual coherence of the measurement matrix must decrease proportionally to the noise standard deviation, and the number of sparse vectors needs to grow proportionally to the noise variance. Finally, we extensively validate the derived analysis through numerical simulations.
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I. INTRODUCTION

The problem of sparse signal recovery appears in various applications of wireless communications and image processing [1], [2], [3], [4], [5], [6], [7], in which a common linear observation model is assumed

$$\mathbf{Y} = \mathbf{ΦC} + \mathbf{N},$$

where $\mathbf{Y} \in \mathbb{R}^{M \times d}$ is the observation, $\mathbf{Φ} \in \mathbb{R}^{M \times N}$ with $M \ll N$ is the measurement matrix, $\mathbf{C} \in \mathbb{R}^{N \times d}$ is the row-sparse matrix with only $L \ll N$ rows being non-zero, and $\mathbf{N} \in \mathbb{R}^{M \times d}$ is the measurement noise matrix. Without loss of generality, we assume that each column of $\mathbf{Φ}$ has unit $\ell_2$-norm. Unlike the single measurement vector (SMV) scenario, in which $d = 1$ in (1), the case with $d > 1$ is commonly referred to as multiple measurement vectors (MMV) model [2], [8], where the columns of $\mathbf{C}$ share the same support.

Given the model in (1), the goal is to recover the support set of $\mathbf{C}$ from the observations $\mathbf{Y}$ and the known measurement matrix $\mathbf{Φ}$. The potential recovery performance of MMV can be studied from an information-theoretic point-of-view [9]. There have been multiple variants of support recovery algorithms, such as greedy approaches [7], [8], [10], [11], [12], [13], [14], subspace methods [4], [15], [16], convex relaxation [17], and message passing algorithms [18], [19]. Among these algorithms, the greedy ones can achieve a nearly optimal recovery performance with low complexity, such as the orthogonal matching pursuit (OMP) for SMV models ($d = 1$) [3], [7], [10], and simultaneous OMP (SOMP) for MMV models ($d > 1$) [8], [11], [12]. Due to these advantages, the OMP and SOMP models are widely used in localization/positioning [20], [21], [22], sparse channel estimation [14], [23], [24], and signal detection for wireless communication systems [5], [25].

Both OMP and SOMP are iterative algorithms, in which one atom (one column of $\mathbf{Φ}$) is selected per iteration and added to the recovered support set. The performance of support recovery of OMP and SOMP has been analyzed for both noiseless [2], [26], [27], [28] and noisy scenarios [6], [7], [13], [29], [30], [31], [32], [33], [34], [35], in which two important characteristics of measurement matrix $\mathbf{Φ}$ are widely adopted: (i) restricted isometry property (RIP) and (ii) mutual incoherence property (MIP). Specifically, a matrix $\mathbf{Φ}$ satisfies the RIP of order $L$ with the restricted isometry constant (RIC) $\delta_L$ if $\delta_L$ is the smallest constant such that

$$\quad (1 - \delta_L)\|\mathbf{x}\|_2^2 \leq \|\mathbf{Φ}\mathbf{x}\|_2^2 \leq (1 + \delta_L)\|\mathbf{x}\|_2^2$$

holds for all $L$-sparse signal $\mathbf{x} \in \mathbb{R}^{N \times 1}$. Meanwhile, the mutual coherence of a matrix $\mathbf{Φ}$ is defined as

$$\mu = \max_{i \neq j} \|\langle \mathbf{Φ}_{:,i}, \mathbf{Φ}_{:,j} \rangle\|,$$

where $\mathbf{Φ}_{:,i}$ denotes the $i$th column of $\mathbf{Φ}$, and $\langle \cdot, \cdot \rangle$ denotes the inner product.
There are existing works analyzing the recovery guarantees of OMP [7, 27, 28, 29, 30, 31, 32, 33, 36] and SOMP [2, 6, 37, 38, 39]. In the noiseless scenario, OMP can successfully recover the support set in $L$ iterations when the RIC or the mutual coherence of the measurement matrix $\Phi$ satisfy the conditions $\delta_{L+1} < 1/\sqrt{L + T}$ [29] or $\mu < 1/(2L - 1)$ [29], respectively. Regarding the recovery performance of noisy OMP, the sufficient conditions for exact support recovery have been studied in terms of the MIP [7, 30, 36] and the RIP [27, 31, 32, 33], which have the additional requirements for the magnitude of the signal compared to the noise scenario. There are also existing works that have analyzed the recovery guarantee for both noiseless and noisy SOMP [2, 6, 37, 38, 39]. In the noiseless case, SOMP guarantees exact support recovery when $\mu < 1/(2L - 1)$ [2] or $\delta_{L+1} < 1/\sqrt{L + T}$ [37, 39], aligning with the performance guarantees of noiseless OMP. Regarding noisy SOMP, the recovery error probability under Gaussian noise was analyzed based on the RIP [6], which reveals that achieving near-zero error is possible when the signal power and the number of sparse vectors are sufficiently large. In [38], an additional condition on the signal magnitude necessary is introduced in to guarantee successful recovery of SOMP in the noisy case, in addition to the requirement for RIC. Furthermore, there are variants of SOMP proposed in [40, 41, 42], with performance analyses provided based on RIP. We note the performance analyses for the noisy SOMP in [6, 38] and the variants in [40, 41, 42] are all based on RIP. However, compared to RIP, the advantages of characterizing the mutual coherence in (2) are in (i) the accountability in terms of being able to capture the property of maximal correlation between different columns of a measurement matrix and (ii) the amenability of terms of being able to evaluate effectively for a fixed measurement matrix. There are prior works [13, 35] that have focused on analyzing the support recovery guarantee of noisy SOMP based on the MIP when the noise is bounded. With the prior knowledge of support, the work in [13] provided a recovery guarantee of SOMP in the form of $\ell_p,\infty$-norm of bounded noise. Additionally, when the noise matrix is fixed, [13] derived the successful recovery probability (SRP) with respect to the random matrix $C$ in (1). Meanwhile, the work in [35] analyzed the support recovery guarantee of SOMP which is based on the Frobenius norm of the bounded noise matrix.

It is worth noting that the existing literature on SOMP lacks an analysis of the SRP with respect to the random and unbounded noise. In some real-world signal applications [14, 23, 24], the measurement matrix and sparse signal are deterministic, while the noise is typically random and unbounded. Consequently, the success of support recovery by SOMP becomes a random event which depends on the distribution of noise. Therefore, it is imperative to investigate the recovery performance of SOMP when faced with random and unbounded noise. To address the research gap, we aim to provide a tighter bound for the SRP of noisy SOMP based on the MIP analysis, especially in the scenario when noise is unbounded. This is in contrast with the prior works [13, 35] that mainly focused on bounded noise. To achieve a tighter SRP bound, compared to the case of bounded noise, it is essential to explore the specific distribution characteristics of the noise matrix that impact the recovery performance of SOMP. Indeed, this is the challenge of performance analysis in the unbounded noise case. By analyzing and evaluating the performance of SOMP, we aim to answer several fundamental questions: (i) what is the SRP of SOMP under an arbitrary distribution of noise? (ii) what is the desired condition of the row-sparse matrix $C$ to ensure predefined SRP performance? and (iii) what is the number of sparse vectors (i.e., $d$) to guarantee the exact recovery of the support set when the noise is unbounded? To address these questions, we first provide a new condition in terms of the MIP on which the exact support recovery is guaranteed for SOMP for bounded noise. When noise is unbounded, we derive a bound on the SRP that depends on the distribution of the noise matrix.

The contributions of this article are summarized as follows:

- We present two iterative SOMP algorithms on the basis of their stopping rule. The first scheme is referred to as SOMP-sparsity (SOMPS), which stops the iteration when the required number of atoms is obtained. The second scheme terminates its iteration based on thresholding residual signal power per iteration, which we refer to as SOMP-thresholding (SOMPT). When noise power is bounded, i.e., $\|\mathbf{N}\|_2 \leq \epsilon$, we identify the conditions on which the exact support recovery is guaranteed for both SOMPS and SOMPT. Unlike the performance guarantee in [35], which is based on the Frobenius norm of the noise matrix, we provide a tighter bound based on the $\ell_2$-norm of the noise matrix, which leads to new interesting characterizations for SOMP.
- When noise is unbounded, we derive lower bounds of SRP for both SOMPS and SOMPT algorithms, which depend on a specific distribution of $\ell_2$-norm of the noise matrix. Then we focus on a practical scenario when noise is random Gaussian, and derive that the lower bound of SRP follows the Tracy-Widom law distribution [43, 44]. From the identified SRP bound, we establish the required noise level, the number of sparse vectors $d$, the number of measurements, and the value of mutual coherence for successful support recovery. We show that the number of sparse vectors needs to grow proportionally to the noise variance, and the mutual coherence of the measurement matrix must decrease proportionally to the noise standard deviation for successful support recovery.
- Through numerical simulations, we corroborate the theoretical findings for both SOMPS and SOMPT. We also illustrate the effect of other factors, such as sparsity $L$, the number of measurements $M$, and the number of sparse vectors $d$, on the recovery performance of noisy SOMPS and SOMPT.

A. Paper Organization and Notation

The article is organized as follows. In Section II, we introduce the support recovery problem, and present the SOMPS and SOMPT algorithms. In Section III, some preliminaries and existing results about SOMP are presented. In Section IV, the performances of SOMPS and SOMPT are analyzed for the...
Algorithm 1: SOMPS.

1: Input: The observations $Y$, the measurement matrix $\Phi$, sparsity level $L$.
2: Initialization: Support set $\hat{\Omega}^{(0)} = \emptyset$, residual matrix $R^{(0)} = Y$.
3: for $l = 1$ to $L$ do
4:   Select the largest index $\eta = \arg\max_{i=1,\ldots,N} \| \Phi_i^T R^{(l-1)} \|_2$.
5:   Update the support set: $\hat{\Omega}^{(l)} = \hat{\Omega}^{(l-1)} \cup \{ \eta \}$.
6:   Update the residual matrix: $R^{(l)} = Y - \Phi_\eta \Phi_{\hat{\eta}}^\top Y$.
7: end for
8: Output: $\hat{\Omega}(L)$.

This section introduces the SOMPS and SOMPT algorithms and outlines our motivation to utilize the mutual coherence for analyzing these algorithms.

A. SOMP Algorithms

Given the MMV observation model in (1), we recall that only $L$ rows of $C$ are non-zero. Here, we denote the row support set of $C$ as $\Omega \subseteq \{1,2,\ldots,N\}$ with $|\Omega| = L$. To estimate the $\Omega$ from the observations $Y = \Phi C + N$ in (1), in this work, we mainly focus on two specific SOMP algorithms [2, 8, 45, 46], where Algorithm 1 corresponds to SOMPS and Algorithm 2 corresponds to SOMPT. When the row sparsity of $C$ (i.e., $L$) is known as a priori, the iteration of SOMPS is terminated when the required number of atoms are selected as described in Algorithm 1. On the other hand, when the row sparsity of $C$ is unavailable as a priori, a threshold $\tau$ can be introduced to evaluate against the amount of power in the residual matrix $R^{(l)}$ at each iteration $l$. Specifically, when $\|R^{(l)}\|_2$ is less than the threshold $\tau$ in Step 3 of Algorithm 2, the iteration of SOMPT is terminated. In summary, when the row sparsity of the signal is known a priori, SOMPS can be applied, ensuring that the output of the algorithm strictly adheres to the required sparsity. Conversely, when the row sparsity of the signal is unknown, SOMPT is applicable. Thus, SOMPT can be used in a broader range of scenarios where the exact sparsity level is uncertain or unavailable. Regarding complexity, since these two algorithms are similar except for the stopping criterion, the computational complexity for SOMPS and SOMPT are both $O(dLMN)$.

As for each iteration of SOMPS and SOMPT, the active index determined in Step 4, i.e.,

$$\eta = \arg\max_{i=1,\ldots,N} \| \Phi_i^T R^{(l-1)} \|_2,$$

is added to the previously detected support set $\hat{\Omega}^{(l-1)}$ to form $\hat{\Omega}^{(l)}$ in Step 5. It is crucial to recognize that the updated residue $R^{(l)}$ in Step 6 of Algorithm 1 and Algorithm 2 is orthogonal to the columns of $[\Phi_{\hat{\Omega}^{(l-1)}} \Phi_{\hat{\eta}}]$. Denoting $P^{(l)} = [\Phi_{\hat{\Omega}^{(l-1)}} \Phi_{\hat{\eta}}] \in \mathbb{R}^{M \times M}$ and $P_{\perp}^{(l)} = I - P^{(l)}$, the residual of $l$th iteration is expressed as

$$R^{(l)} = P_{\perp}^{(l)} Y = P_{\perp}^{(l)} (\Phi C + N),$$

where the columns of residue $R^{(l)}$ belong to the column subspace of $P_{\perp}^{(l)}$. It is for this reason that it is called orthogonal matching pursuit. It is worth noting that Algorithm 1 and Algorithm 2 successfully recover the support if and only if each active index determined in Step 2 is in the support set, i.e., $\eta \in \Omega$. In particular, given that the first $l$ iterations of Algorithm 1 and Algorithm 2 selected $l$ atoms correctly, the following remark gives a condition for selecting the correct atom at the $(l+1)$th iteration. The $(l+1)$th iteration will select the correct atom when the following holds [2, 7],

$$\max_{d \in \Phi_{\Omega}} \| d^T R^{(l)} \|_2 > \max_{d \in \Phi_{\Omega^c}} \| d^T R^{(l)} \|_2,$$

where $\Omega^c \subseteq \{1,\ldots,N\}$ with $|\Omega^c| = N - L$ denotes the complement of the set $\Omega$. The condition in (4) is the key to the analysis for the performance guarantee of SOMP.

B. Motivations

The mutual coherence in (2) has been utilized to measure the maximal coherence of different columns of the measurement matrix [47, 48]. Quantifying the mutual coherence of a matrix is crucial in analyzing and solving various signal processing problems, including the Grassmannian line packing [49, 50], Riemannian manifold packing [51], support detection [3, 7, 10], and the evaluation of the focusing capabilities of imaging systems [52]. As for the support recovery, the mutual coherence is also crucial to quantify the guarantee of the successful recovery [7, 29, 30, 53]. For example, it has been shown
Algorithm 2: SOMPT.

1: Input: The observations $Y$, the measurement matrix $\Phi$, the threshold $\tau$.
2: Initialization: Support set $\hat{\Omega}^{(0)} = \emptyset$, residual matrix $R^{(0)} = Y$, iteration number $l = 1$.
3: while $\|R^{(l-1)}\|_2 \geq \tau$ do
4: Select the largest index
$$\eta = \arg \max_{i=1, \ldots, N} \| (\Phi)_{:,i}^T R^{(l-1)} \|_2.$$
5: Update the support set: $\hat{\Omega}^{(l)} = \hat{\Omega}^{(l-1)} \cup \{ \eta \}$.
6: Update the residual matrix:
$$R^{(l)} = Y - [\Phi]_{:,\hat{\Omega}^{(l)}} \hat{\Phi} \|_{:,\hat{\Omega}^{(l)}} Y,$$
and $l \leftarrow l + 1$.
end while
7: Output: $\hat{\Omega}^{(l-1)}$.

that OMP can successfully detect the support set in the noiseless scenario when $\mu < 1/(2L - 1)$ [29, 53]. Alternatively, the RIP of the measurement matrix is also an important characteristic for support recovery. When the RIC satisfies $\delta_{L+1} < 1/\sqrt{L+1}$ [28], the exact support recovery is guaranteed for OMP in the noiseless case. While the mutual coherence value of the measurement matrix can induce the RIC, e.g., $\delta_{L} \leq (L-1)/\mu$ [54], [55], it is generally challenging to calculate the RIC of a given measurement matrix. Unlike the RIC, the mutual coherence can be calculated for a given measurement matrix. Moreover, the mutual coherence of the measurement matrix $\Phi \in \mathbb{R}^{M \times N}$ can be calculated, based on (2), and satisfies the Welch bound [48], [56],

$$\mu \geq \sqrt{\frac{N - M}{M(N - 1)}}. \quad (5)$$

The synthesis of the measurement matrix that nearly achieves the bound in (5) can be found by using the methodologies in [49], [57], [58].

While it is true that the MIP reveals its amenability and has been exploited in various signal processing problems, thoroughly understanding the noisy SOMP in terms of the MIP is still nascent. To this end, our goal in this work is to provide the guarantee conditions for successful support recovery of Algorithm 1 and Algorithm 2 in terms of MIP for both bounded and unbounded noise.

III. PRELIMINARIES

Before embarking on the guarantee analysis of SOMP, we summarize several results presented in [7], [35], [53], and derive useful conditions that we will rely on.

**Lemma 1 (Property of matrix $\Phi$ [53]):** For the model in (1), define the constant

$$G = \max_{d \in [\Phi]_{:,\eta}^T} \| [\Phi]_{:,\Omega}^T [\Phi]_{:,\Omega}^{-1} [\Phi]_{:,\Omega}^T \|_1. \quad (6)$$

Then, the value of $G$ is upper bounded by $G \leq \frac{L\mu}{1 - (L - 1)\mu}$, where the constant $\mu$ is the mutual coherence of matrix $\Phi$.

**Lemma 2 (Minimal eigenvalue inequality [71]):** The minimum eigenvalue of $[\Phi]_{:,\Omega}^T [\Phi]_{:,\Omega}$ is less than or equal to the minimum eigenvalue of $[\Phi]_{:,\Omega}^T [\Phi]_{:,\Omega}^{-1} [\Phi]_{:,\Omega}^T$, where $\Omega_e^{(l)}$ denotes the complement of the selected support set $\hat{\Omega}^{(l)}$ over the universe $\Omega$ with $|\Omega_e^{(l)}| = L - l$.

Though the condition in (4) is necessary and sufficient for the correct selection of the $(l + 1)$th atom, it is not practical to check whether the inequality in (4) holds. Because it depends on prior information of support $\Omega$. An alternative condition for (4) is derived by plugging the expression of $R^{(l)}$ in (3) into (4) and defining the following quantities [7], [35],

$$Q^{(l,1)} = \max_{d \in [\Phi]_{:,\eta}} \| d^T \hat{P}^{(l)} \hat{\Phi} C \|_2^2, \quad (7)$$

$$Q^{(l,2)} = \max_{d \in [\Phi]_{:,\eta}} \| d^T \hat{P}^{(l)} \hat{\Phi} C \|_2^2, \quad (8)$$

$$Z^{(l)} = \max_{d \in \Phi \hat{\Phi}} \| d^T \hat{P}^{(l)} \hat{\Phi} C \|_2^2. \quad (9)$$

Then, it has the following lemma.

**Lemma 3 (71, [35]):** Let $Q^{(l,1)}$ and $Q^{(l,2)}$ be defined in (7) and (8), respectively. Then the following inequality holds,

$$Q^{(l,2)} \leq G Q^{(l,1)}, \quad (10)$$

where $G$ is defined in (6).

Using the notations in (7), (8), and (9), the following lemma expresses the condition in (4) in terms of $Q^{(l,1)}$ and $Z^{(l)}$.

**Lemma 4 (Sufficient condition for correct selection at the $(l + 1)$th iteration [35]):** Suppose the definitions in (7), (8), and (9). If the first $l$ iterations select the correct atoms, the sufficient condition for selecting the correct $(l + 1)$th atom is

$$Q^{(l,1)} - Q^{(l,2)} > 2Z^{(l)}, \quad (11)$$

**Proposition 1:** Combining (10) with (11), a condition for correct selection at the $(l + 1)$th iteration can be given by

$$(1 - G)Q^{(l,1)} > 2Z^{(l)}. \quad (12)$$

Furthermore, if $\mu < 1/(2L - 1)$ holds to guarantee $1 - G > 0$, plugging the bound of $G$ in Lemma 1 into (12) leads to

$$Q^{(l,1)} > \frac{2}{1 - (2L - 1)} \mu Z^{(l)}. \quad (13)$$

Thus, when the condition in (13) holds, the $(l + 1)$th iteration selects the correct atom.

It is worth noting that the condition $\mu < 1/(2L - 1)$ is imposed to guarantee $1 - G > 0$ in (12), which is obtained by substituting $G \leq \frac{L\mu}{1 - (L - 1)\mu}$ in Lemma 1. Otherwise, if $\mu \geq 1/(2L - 1)$, the condition in (12) may be violated since $Z^{(l)} \geq 0$, which leads to the incorrect selection of the $(l + 1)$th atom. Moreover, one can find that there exists a measurement matrix $\Phi$ with mutual coherence $\mu = 1/(2L - 1)$ and L-sparse signal $C$ such that $(l + 1)$th atom of $C$ cannot be correctly selected by SOMP. Note that the condition $\mu < 1/(2L - 1)$ is also a necessary condition for the successful recovery of sparse signal by using OMP [2], [29]. Since SOMP is a general extension of OMP, this further confirms the consistency of our analysis with that of OMP [29].

Observing (13), computing $Q^{(l,1)}$ in (7) to check whether the condition in (13) holds still relies on a priori knowledge $\Omega$. The
following lemma provides a bound of $Q^{(l)}$ that only depends on the non-zero rows of $C$, i.e., does not depend on the a priori knowledge $\Omega$.

**Lemma 5 (Bound of $Q^{(l)}$ [35]):** The $Q^{(l)}$ defined in (7) is lower bounded by

$$Q^{(l)} \geq (L - l)^{-1/2} (1 - (L - 1)\mu) \left\| C_{\Omega(l)} \right\|_F.$$  \hspace{1cm} (14)

In summary, according to Lemmas 4 and 5, in order to guarantee the $(l + 1)$th iteration selects the correct atom, the sufficient condition in (13) can be rewritten as

$$\frac{1 - (L - 1)\mu}{(L - l)^{1/2}} \left\| C_{\Omega_l} \right\|_F \geq 2 \frac{1 - (L - 1)\mu}{1 - (2L - 1)\mu} Z^{(l)},$$

which is simplified to

$$\left\| C_{\Omega_l} \right\|_F \geq \frac{2\sqrt{L - l}}{1 - (2L - 1)\mu} Z^{(l)}.$$  \hspace{1cm} (15)

**IV. GUARANTEE OF RECOVERY UNDER BOUNDED NOISE**

In this section, we present the recovery guarantee of SOMPS when the noise is upper bounded, i.e., $\|N\|_2 \leq \epsilon$.

**A. SOMPS Under Bounded Noise**

First of all, we extend the analysis for OMP in [7] to the MMV model in (1) and establish a condition that guarantees the successful recovery of the support set by using SOMPS in Algorithm 1.

**Theorem 1:** Given the signal model in (1) and the mutual coherence $\mu$ of the measurement matrix $\Phi$ satisfying $\mu < 1/(2L - 1)$, if

$$C_{\min} > \frac{2\|N\|_2}{1 - (2L - 1)\mu},$$  \hspace{1cm} (16)

where $C_{\min} = \min_{i \in \Omega} \|C_{i,:}\|_2$, then SOMPS in Algorithm 1 successfully recovers the support set $\Omega$. In particular, when the noise matrix is bounded $\|N\|_2 \leq \epsilon$, the condition in (16) becomes

$$C_{\min} > \frac{2\epsilon}{1 - (2L - 1)\mu}.$$  \hspace{1cm} (17)

**Proof:** First off, a sufficient condition that guarantees the inequality in (15) can be given by

$$\left\| C_{\Omega_l} \right\|_F \geq 2 Z^{(l)}\left(1 - (2L - 1)\mu\right), \forall i \in \Omega.$$  \hspace{1cm} (18)

Moreover, it is noted from (9) that

$$Z^{(l)} = \max_{d \in \Phi} \|d^T G_{\Omega(l)} N \|_2 \leq \max_{d \in \Phi} \|d^T N\|_2 = \|N\|_2.$$  \hspace{1cm} (19)

Combining (18) and (19), if

$$\left\| C_{\Omega_l} \right\|_F \geq 2 \frac{\|N\|_2}{1 - (2L - 1)\mu}, \forall i \in \Omega,$$

and the Algorithm 1 terminates when $l = L$, SOMPS successfully recovers the support $\Omega$. This concludes the proof. \hfill \blacksquare

According to Theorem 1, the exact recovery of the support set is guaranteed for Algorithm 1 if $C_{\min}$ is lower bounded by the right-hand side of (16). The derived lower bound is dependent on the noise level $\|N\|_2$, sparsity level $L$, and the mutual coherence $\mu$. When the values of $L$ and $\mu$ are fixed, in order to guarantee the successful recovery of the support set, the value of $C_{\min}$ should be proportional to the value of $\|N\|_2$. Note that this reveals a tighter bound than the Frobenius-norm bound in [35] because of the fact that $\|N\|_2 \leq \|N\|_F$. With this tighter bound, we can obtain a tighter SRR guarantee when the noise is unbounded in Section V. In particular, Theorem 1 is a generalization of OMP in [7], where the number of sparse vectors $d = 1$.

**Remark 1:** By Theorem 1, we can obtain the condition of $\mu$ to guarantee the successful recovery of SOMPS as follows

$$\mu < \frac{1 - 2\|N\|_2/C_{\min}}{2L - 1}. \hspace{1cm} (20)$$

We note that the right-hand side of (20) is smaller than the noiseless case, i.e., $\mu < 1/(2L - 1)$ [29], [53], which is due to the noisy measurements. When the noise is bounded, i.e., $\|N\|_2 \leq \epsilon$, the condition in (20) is given by $\mu < \frac{1 - 2\epsilon/C_{\min}}{2L - 1}$.

**Remark 2:** If (20) is combined with the Welch bound in (5), we obtain a condition for the performance guarantee of SOMPS when measurement matrix $\Phi$ achieves the minimal mutual coherence. Specifically, when the following holds

$$\sqrt{\frac{N - M}{M(N - 1)}} < \frac{1 - 2\epsilon/C_{\min}}{2L - 1},$$

the successful recovery of SOMPS is guaranteed.

The effect of the number of measurements $M$ on the performance of SOMPS is of interest. Considering $N \in \mathbb{R}^{M \times d}$, the bound of $\|N\|_2 \leq \epsilon$ is a function of the number of measurements $M$. However, due to the correlation between $M$ and $\epsilon$, it is difficult to state generally a relationship between $M$ and the recovery performance of SOMPS from (21). Instead, we focus on the case when $\epsilon$ is a constant and $1 - 2\epsilon/C_{\min} > 0$. Rearranging the inequality in (21) leads to the condition for the required number of $M$ as follows

$$M > \frac{N}{\left(1 - 2\epsilon/C_{\min}\right)^2 (N - 1) + 1}.$$  \hspace{1cm} (22)

It means that when the number of measurements $M$ is larger than the right hand side of (22), the successful support recovery can be guaranteed for all sparse signals $C$ with sparsity $L$ and $C_{\min}$. In particular, when $N \gg L$ and noise level is low $\epsilon/C_{\min} \approx 0$, the condition in (22) can be approximated to $M > (2L - 1)^2$. Compared to the well-known bound on the required number of measurements $M = O(L \log(N))$ in [10], [59], the derived bound $M > (2L - 1)^2$ from (22) is indeed independent of $N$ and becomes tighter as the matrix $C$ becomes more sparse, i.e., as $L$ decreases.2

2Note that the condition in (22) is derived in a different manner from the analysis of phase transition in [10], [59]. In our work, the measurement matrix is deterministic, and the guarantee condition is for all sparse signals $C$ with the sparsity $L$ and required $C_{\min}$. The measurement matrix is random in [10], [59], and the condition for the number of measurements is in a statistical sense.
B. SOMPT Under Bounded Noise

Unlike SOMPS in Algorithm 1, the stopping criterion of SOMPT is determined by the threshold value $\tau$ in Algorithm 2. The following theorem provides a sufficient condition for the successful support recovery of SOMPT.

**Theorem 2:** Given the signal model in (1), suppose that the mutual coherence $\mu$ of the measurement matrix $\Phi$ satisfies $\mu < 1/(2L - 1)$, the noise is bounded by $\|N\|_2 \leq \epsilon$, and the threshold value is $\tau = \epsilon$ for SOMPT in Algorithm 2. Then if the following condition holds,

$$C_{\min} > \frac{2\epsilon}{1 - (2L - 1)\mu},$$

(23)

Algorithm 2 successfully recovers the support set $\Omega$.

**Proof:** By Theorem 1, we only need to prove that the Algorithm 2 terminates correctly, i.e., $l = L$. In other words, it is sufficient to show that when $l < L$ we have $\| \hat{R}^{(l)} \|_2 > \epsilon$, and when $l = L$ we have $\| \hat{R}^{(l)} \|_2 \leq \epsilon$. First of all, when $l = L$, the following holds,

$$\| \hat{R}^{(L)} \|_2 \leq \| \hat{P}^{(L)} \Phi C + \hat{P}^{(L)} N \|_2$$

$$= \| \hat{P}^{(L)} \Phi C \|_2$$

$$\leq \| N \|_2 \leq \epsilon.$$  

(24)

When $l < L$, one can have the following,

$$\| \hat{R}^{(l)} \|_2 = \| \hat{P}^{(l)} \Phi C + \hat{P}^{(l)} N \|_2$$

$$\geq \| \hat{P}^{(l)} \Phi C \|_2 - \| \hat{P}^{(l)} N \|_2$$

$$\geq \| \hat{P}^{(l)} \Phi C \|_2 - \epsilon$$

(a)$$\| \hat{P}^{(l)} [I_{\hat{S}} \setminus \hat{\Omega}_C] \hat{C}_{\hat{\Omega}_C} \|_2 - \epsilon$$

(b)$$\sqrt{\lambda_{\min} \left( [\hat{P}^T_{\hat{S}} \hat{\Omega}_C \hat{P}_{\hat{S}} \hat{\Omega}_C]^T \right)} \| [C]_{\hat{\Omega}_C} \|_2 - \epsilon$$

(c)$$\sqrt{\lambda_{\min} \left( [\hat{P}^T_{\hat{S}} \hat{\Omega}_C \hat{P}_{\hat{S}} \hat{\Omega}_C]^T \right)} \| [C]_{\hat{\Omega}_C} \|_2 - \epsilon$$

(d)$$\sqrt{1 - (L - 1)\mu} \| [C]_{\hat{\Omega}_C} \|_2 - \epsilon,$$

(25)

where (a) is due to the definition of projection matrix $\hat{P}^{(l)}$, i.e., $\hat{P}^{(l)} = I - [\Phi]_{\hat{S}} \hat{\Omega}_C [\Phi]_{\hat{S}} \hat{\Omega}_C^T$, (b) follows from the idempotency and symmetry properties of orthogonal projection matrices, (c) is due to Lemma 2, and (d) is due to the Gershgorin disk theorem [60].

Given the condition in (23), the first term on the right hand side of (25) can be further lower bounded by

$$\sqrt{1 - (L - 1)\mu} \| [C]_{\hat{\Omega}_C} \|_2 \geq \sqrt{1 - (L - 1)\mu} \min_{i \in \Omega} \| [C]_{i} \|_2$$

(26)

where (a) is due to (23) and (b) follows from the fact that $\sqrt{1 - (L - 1)\mu} \geq 1 - (2L - 1)\mu$. Combining (25) with (26) leads to $\| \hat{R}^{(l)} \|_2 > \epsilon$, $\forall l < L$. This concludes the proof.

Based on the results of Theorem 2, if we further assume that the measurement matrix $\Phi$ achieves the Welch bound in (5), the number of measurements satisfies

$$M > N \left( \frac{1 - 2\epsilon/C_{\min}}{2L - 1} \right)^2 (N - 1) + 1,$$

and the threshold is set to $\tau = \epsilon$ in Algorithm 2, SOMPT successfully recovers the support set $\Omega$.

V. GUARANTEE OF RECOVERY UNDER UNBOUNDED RANDOM NOISE

Unlike the previous section, we establish in this section the recovery guarantee of SOMPS and SOMPT when the noise is unbounded.

A. Analysis of SOMPS Under Unbounded Noise

1) SRP of SOMPS Under General Random Noise: The following theorem quantifies the successful recovery probability (SRP) of SOMPS in Algorithm 1 under general random noise.

**Theorem 3:** Given the model in (1), suppose that mutual coherence $\mu$ of the measurement matrix $\Phi$ satisfies $\mu < 1/(2L - 1)$. If the CDF $F_N (\cdot)$ of $\|N\|_2$ is defined by

$$\Pr (\|N\|_2 \leq x) = F_N (x), \forall x > 0,$$

(27)

the SRP $P_s$ of SOMPS in Algorithm 1 is lower bounded by

$$P_s \geq F_N \left( C_{\min} (1 - (2L - 1)\mu) \right),$$

(28)

where $C_{\min} = \min_{i \in \Omega} \| [C]_{i} \|_2$.

**Proof:** When $N$ is random, $\|N\|_2$ in (16) is also a random variable. Thus, by Theorem 1, when the condition in (16) holds, SOMPS in Algorithm 1 guarantees the successful recovery of support. To describe such an event, we define the following two events for an arbitrary $x > 0$,

$$X_1 = \left\{ \| [C]_{i} \|_2 > \frac{2x}{1 - (2L - 1)\mu}, \forall i \in \Omega \right\},$$

$$X_2 = \left\{ \|N\|_2 \leq x \right\}.$$

Then, according to Theorem 1, the SRP of SOMPS is lower bounded by $\Pr (X_1 \cap X_2)$. Moreover, since $x$ is arbitrary, we let $x = C_{\min}^{-1} (1 - (2L - 1)\mu)/2$, where $C_{\min}^{-1}$ denotes the left-sided limit of $C_{\min}$. Then

$$\Pr (X_1 \cap X_2) = \Pr (X_2)$$

$$= F_N \left( C_{\min}^{-1} (1 - (2L - 1)\mu) \right),$$

(29)

where $a$ is due to (23) and (b) follows from the fact that $\sqrt{1 - (L - 1)\mu} \geq 1 - (2L - 1)\mu$. Combining (29) with (26) leads to $\| \hat{R}^{(l)} \|_2 > \epsilon$, $\forall l < L$. This concludes the proof.
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where the equality (a) follows from the fact that $F_N(\cdot)$ is continuous. Thus, the SRP of Algorithm 1 satisfies

$$P_s \geq F_N \left( \frac{C_{\min}(1 - (2L - 1)\mu)}{2} \right).$$

This concludes the proof.

Compared to the bounded noise case in Theorem 1, the successful support recovery with unbounded noise is described in terms of SRP. Seen from Theorem 3, the lower bound of SRP is determined by the distribution of $\|N\|_2$, i.e., $F_N(\cdot)$.

2) SRP of SOMP Under Gaussian Noise: One can obtain the expression of $F_N(\cdot)$ in (27) for a given distribution of $N$. In the following, we show the case when the entries in $N$ are independent and identically distributed (i.i.d.) Gaussian $\mathcal{N}(0, \sigma^2)$.

**Proposition 2**: Suppose that random matrix $N \in \mathbb{R}^{M \times d}$ has entries i.i.d. according to $\mathcal{N}(0, \sigma^2)$. The CDF of the largest singular value of $N$ converges in distribution to the Tracy-Widom law [43], [44] as $M \to \infty$ and $d/M \to \gamma \in (0, \infty)$,

$$\Pr \left( \frac{\|N\|_2}{\sigma} \leq \sqrt{s \sigma_{M,d} + \mu_{M,d}} \right) \to F_1(s),$$

(29)

where

$$\mu_{M,d} = \left( \sqrt{M - \frac{1}{2}} + \sqrt{\frac{d - 1}{2}} \right)^2,$$

$$\sigma_{M,d} = \left( \sqrt{M - \frac{1}{2}} + \sqrt{\frac{d - 1}{2}} \right) \left( \frac{1}{\sqrt{M - \frac{1}{2}}} + \frac{1}{\sqrt{d - \frac{1}{2}}} \right)^{1/3},$$

and the function $F_1(\cdot)$ is the CDF of Tracy-Widom distribution [43], [44], which is expressed as

$$F_1(s) = \exp \left( -\frac{1}{2} \int_s^\infty q(x) + (x - s)q(x)dx \right),$$

where $q(x)$ is the solution of Painlevé equation of type II:

$$q''(x) = xq(x) + 2q(x)^3, \quad q(x) \sim Ai(x), \quad x \to \infty,$$

where $Ai(x)$ is the Airy function [43], [44].

**Proof**: Proposition 2 directly follows the derivations provided in [43], [44]. For the completeness of the article, we provide a sketch of the proof in the following.

For a single Wishart matrix $A = XX^T$ with $X \in \mathbb{R}^{p \times n}$ having i.i.d. Gaussian entries, i.e., $\mathcal{N}(0, 1)$, the joint distribution of the eigenvalues of $A$ is given by

$$f(x_1, \ldots, x_p) = c \prod_i w^{1/2}(x_i) \prod_{i<j} (x_i - x_j), \quad x_1 \geq \ldots \geq x_p,$$

where $w(x) = x^{n-p-1}e^{-x}$ and $c$ is a normalization constant. Then, the CDF of largest eigenvalue $x_1$, i.e., $\Pr(x_1 \leq t)$, can be expressed using the concept of Fredholm determinants, as described in [43], [44], [61]. By employing asymptotic analysis techniques, we can obtain the final result of distribution of the largest eigenvalue $x_1$ of the Wishart matrix $A$ in (29).

To save the computational complexity, we adopt the table lookup method [62] to obtain the value of $F_1(\cdot)$.

**Remark 3** (Second order accuracy of Tracy-Widom [61]): It is noted that the convergence in (29) is in distribution, and the accuracy of the convergence result is characterized by

$$\Pr \left( \frac{\|N\|_2}{\sigma} \leq \sqrt{s \sigma_{M,d} + \mu_{M,d}} \right) - F_1(s) \leq C \exp(-csd^{-2/3}),$$

(30)

where $C, c$ are some constants. For convenience, we substitute $\sigma \sqrt{s \sigma_{M,d} + \mu_{M,d}} = x$ in (30). Then, the relation in (30) can be equivalently written as

$$\Pr(\|N\|_2 \leq x) = F_1 \left( \frac{x^2}{\sigma^2} - \frac{\mu_{M,d}}{\sigma_{M,d}} \right) + O(d^{-2/3}),$$

(31)

where the equality in (31) follows from the fact that $f(x) = O(g(x))$ if there exists a positive number $K$ and $x_0$ such that $|f(x)| \leq K g(x)$, $\forall x \geq x_0$ and $f(x), g(x) : \mathbb{R}^+ \to \mathbb{R}^+$. The motivation of (31) is that we can apply it to Theorem 3 for further analysis.

**Remark 4**: Different from (31), when the random matrix $N \in \mathbb{R}^{M \times d}$ has entries i.i.d. according to $\mathcal{N}(0, \sigma^2)$, an alternative bound (Chernoff-type concentration bound) of non-asymptotic distribution of $\|N\|_2$ can be described by [63],

$$\Pr \left( \frac{\|N\|_2}{\sigma} \leq t + \sqrt{M + \sqrt{d}} \right) \geq 1 - \exp(-t^2).$$

(32)

While the bound in (32) is non-asymptotic, the bound in (32) is quite loose compared to the Tracy-Widom law distribution in (29). To observe it, we compare, in Fig. 1, the empirical CDF with the Tracy-Widom approximation in (29) and the Chernoff-type bound in (32). We can observe that Tracy-Widom approximation in (29) is indeed accurate even when $d$ is small (e.g., $d = 2$). It is obvious from Fig. 1 that the bound in (32) is quite loose. This reveals that the convergence in (29) could...
kick in early when \( d \geq 2 \). In what follows, we treat (29) as an accurate approximation and derive the SRP conditions.

**Remark 5:** From Remark 3 and Theorem 3, when mutual coherence \( \mu < 1/(2L - 1) \) and the entries of \( N \) are i.i.d. with \( \mathcal{N}(0, \sigma^2) \), the lower bound of SRP of SOMPS in Algorithm 1 satisfies

\[
P_s \geq F_1 \left( \frac{(1 - (2L - 1)\mu)^2 C_{\text{min}}^2 - 4\sigma^2 \mu M, d}{4\sigma^2 \sigma_{M, d}} \right) + \mathcal{O}(d^{-2/3}),
\]

where the inequality in (33) is a direct consequence of combining (28) with (31).

3) **SRP Guarantee of SOMPS Under Gaussian Noise:** In some applications, the SRP is desired to be close to one. The theorem below is an extension of Theorem 3, which identifies a condition for \( C_{\text{min}} \) to guarantee the required SRP of SOMPS in Algorithm 1.

**Corollary 1:** For the signal model in (1), assume that mutual coherence \( \mu \) of the measurement matrix \( \Phi \) satisfies \( \mu < 1/(2L - 1) \) and there exist positive \( x_\delta \) and \( \delta \) such that

\[
\Pr(\|N\|_2 \leq x_\delta) \geq 1 - \delta,
\]

where \( 0 < \delta < 1 \) is a small number and \( x_\delta \) depends on \( \delta \). If

\[
C_{\text{min}} > \frac{2x_\delta}{1 - (2L - 1)\mu},
\]

SOMP in Algorithm 1 can successfully recover the support set \( \Omega \) with the probability exceeding \( 1 - \delta \).

**Proof:** Similar to the proof of Theorem 3, we define the following two events,

\[
\mathcal{X}_1 = \left\{ \|C\|_{i}\|_2 > \frac{2x_\delta}{1 - (2L - 1)\mu}, \forall i \in \Omega \right\}
\]

\[
\mathcal{X}_2 = \left\{ \|N\|_2 \leq x_\delta \right\}.
\]

Then, according to Theorem 1, the SRP of SOMP is lower bounded by \( \Pr(\mathcal{X}_1 \cap \mathcal{X}_2) \geq 1 - \delta \).

By Theorem 1, the row-sparse matrix \( C \) in (1) with \( C_{\text{min}} \) satisfying the condition in (35) can guarantee the required SRP \( 1 - \delta \). In particular, when the entries in \( N \) are i.i.d. according to \( \mathcal{N}(0, \sigma^2) \), the performance guarantee of SOMPS in Algorithm 1 can be identified as follows.

**Corollary 2:** Suppose \( \delta > 0 \) is a small number and \( F_{1}^{-1}(\cdot) \) is the inverse function of \( F_1(\cdot) \). If the noise \( N \) in (1) has entries i.i.d. according to \( \mathcal{N}(0, \sigma^2) \) and

\[
C_{\text{min}} > \frac{2\sqrt{F_{1}^{-1}(1 - \delta)\sigma_{M, d} + \mu M, d} \sigma^2}{1 - (2L - 1)\mu},
\]

or equivalently

\[
\sigma < \frac{C_{\text{min}}(1 - (2L - 1)\mu)}{2\sqrt{F_{1}^{-1}(1 - \delta)\sigma_{M, d} + \mu M, d}},
\]

then Algorithm 1 successfully recovers the support set \( \Omega \) with the probability exceeding \( 1 - \delta + \mathcal{O}(d^{-2/3}) \).

**Proof:** From the second order accuracy of Tracy-Widom in Remark 3, the following holds,

\[
\Pr(\|N\|_2 \leq \sqrt{\frac{(1 - \delta)\sigma_{M, d} + \mu M, d} \sigma^2}) = 1 - \delta + \mathcal{O}(d^{-2/3}).
\]

Then, by letting \( x_\delta = \sqrt{\frac{(1 - \delta)\sigma_{M, d} + \mu M, d} \sigma^2} \), we conclude that when the condition in (36) holds, Algorithm 1 successfully recovers the support set \( \Omega \) with the probability exceeding \( 1 - \delta + \mathcal{O}(d^{-2/3}) \).

Observe (36), we find that it involves the inverse of the CDF of Tracy-Widom distribution and is difficult to gain intuitions on the relationship between \( C_{\text{min}} \) and the signal parameters such as \( M, d \). The Chernoff-type bound in (32) can be alternatively used to gain useful intuitions when \( \delta \) is close to zero.

**Remark 6:** From (32), when \( x \geq (\sqrt{M + \sqrt{d}} + t)\sigma \), the following inequality \( \Pr(\|N\|_2 \leq x) \geq 1 - \exp(-t^2) \) holds. Thus, from Theorem 1, the SRP is at least \( 1 - \exp(-t^2) \) when

\[
C_{\text{min}} > \frac{2(\sqrt{M} + \sqrt{d} + t)\sigma}{1 - (2L - 1)\mu},
\]

or equivalently

\[
\mu < \frac{2(\sqrt{M} + \sqrt{d} + t)\sigma}{C_{\text{min}}(1 - (2L - 1)\mu)}.
\]

Compared to the sufficient condition \( \mu < 1/(2L - 1) \) for the noiseless case \( \mu = 0 \), the upper bound of \( \mu \) in (40) is smaller due to the noisy observations. The difference between the bound in (40) and the condition in [29] is proportional to the noise standard deviation.

4) **Effects of \( M \) and \( d \) on Performance Guarantee of SOMP:** In the following, the effect of the number of measurements and the number of vectors on the condition in (39) is of interest. For the effect of \( M \), first of all, we consider two extreme cases when \( \sigma = 0 \) and \( \mu = 0 \) with fixed \( C_{\text{min}} \). The first case is ideal in terms of noise, and the second case is ideal in terms of MIP. We look into these extreme cases to identify if increasing the number of measurements helps or not:

- For a measurement matrix \( \Phi \) with rank(\( \Phi \)) = \( M \) and \( \sigma = 0 \), as \( M \) tends to \( N \) while \( N \) is fixed, the measurement matrix \( \Phi \) achieves the minimum mutual coherence satisfying \( \mu < \frac{1}{2L - 1} \). In this case, increasing the number of measurements \( M \) is advantageous.

- When the noise level is fixed \( \sigma > 0 \) and \( \mu = 0 \), which can be achieved by \( M \geq N \), the condition in (39) becomes \( C_{\text{min}} > 2(\sqrt{M} + \sqrt{d} + t)\sigma \). It means that \( C_{\text{min}} \) should be proportional to the noise level \( \sigma \). In particular, if we constrain such that \( C_{\text{min}} \) and \( N \) are constant while increasing \( M \), the recovery condition in (39) with \( \mu = 0 \) becomes infeasible eventually.

For general cases when \( \mu \neq 0 \) and \( \sigma > 0 \), similar to the analysis in Remark 2, the Welch bound in (5) can be incorporated into (39) given that \( \Phi \) is designed to achieve the minimal mutual coherence [49], [57], [58].
performance guarantee by approaching $M$ to $N$. We divide the discussions into two cases when (i) $C_{\min}$ varies with $M$ and (ii) $C_{\min}$ is fixed with $M$:

- If $C_{\min}$ varies with $M$ such that $1 - 2\sigma(\sqrt{M} + \sqrt{d} + t)/C_{\min}$ is lower bounded by some positive constant $\rho$, the successful recovery for SOMPS can be guaranteed with a high probability of $1 - \exp(-t^2)$ if the number of measurements satisfies the following,

$$M > \frac{N}{(2L - 1)\rho}(N - 1) + 1. \quad (41)$$

The condition in (41) reveals the required number of measurements in terms of $N$, the sparsity level $L$, and the noise level involved in the constant $\rho$. It is consistent with the result in (22) for the bounded noise case.

- If $C_{\min}$ is fixed, we incorporate the Welch bound in (5) into the condition in (40), leading to

$$C_{\min} > \frac{2(\sqrt{M} + \sqrt{d} + t)\sigma}{1 - (2L - 1)\sqrt{\frac{N - M}{M(N - 1)}}}. \quad (42)$$

Because both the numerator and denominator are increasing with $M$, it is difficult to determine if the right-hand-side of (42) is increasing with respect to $M$. Taking the first order derivative of $h(M)$ in (42) reveals that $\frac{dh(M)}{dM} < 0$. Thus, $h(M)$ is a decreasing function of $M$. In other words, increasing the number of measurements $M$ is advantageous in this case.

Intuitively, a larger number of sparse vectors $d$ can lead to a more accurate recovery performance. In order to evaluate the effect of $d$ on the recovery performance of SOMPS under the Gaussian noise, we have the following remark.

**Remark 7:** The value of $C_{\min}$ is also a function of the number of sparse vectors $d$. Without loss of generality, we assume here $C_{\min}^2$ is proportional to the number of sparse vectors $d$, i.e., $C_{\min}^2 = dc_m$, where $c_m$ is a constant. Then, the condition in (40) can be rewritten as with respect to $d$. Specifically, the SRP of Algorithm 1 is at least $1 - \exp(-t^2)$ when

$$d > \frac{(\sqrt{M} + t)^2}{\left(\sqrt{c_m^{-1} - (2L - 1)\mu} - 1\right)^2}. \quad (43)$$

If the noise standard deviation $\sigma$ is small or alternatively, $c_m$ is large such that $\sqrt{c_m^{-1} - (2L - 1)\mu} \gg 1$, the condition (43) can be approximated to

$$d > \frac{4(\sqrt{M} + t)^2\sigma^2}{(1 - (2L - 1)\mu)^2c_m}.$$ 

This reveals the fact that the required number of sparse vectors $d$ is proportional to the noise variance $\sigma^2$ in order to guarantee the successful support recovery. Because the mutual coherence $\mu$ depends on the number of measurements $M$, i.e., the larger the $M$ value is, the smaller the $\mu$ value will be, the relationship between $M$ and $d$ is not expressed explicitly in (43). Nevertheless, through the simulation in Section VI, one can find more measurements lead to a fewer number of sparse vectors to guarantee the successful recovery.

In summary, for a given system, the SRP of SOMPS in Algorithm 1 is provided in (33), which serves as a quantitative measure to evaluate the recovery performance of the system. Moreover, our theoretical findings also provide the guidelines for adjusting the system parameters to achieve the desired recovery performance. For example, if it is required that the SRP of SOMPS should be larger than 0.99, the signal power $C_{\min}$ can be adjusted based on (36) or (39), the dimension of the measurement matrix $\Phi$ can be modified using (42), and the number of sparse vectors can be determined through (43). By following these guidelines, it becomes possible to finely tune the system parameters and achieve specific performance objectives.

### B. Analysis of SOMPT Under Unbounded Noise

In this subsection, we discuss the performance of SOMPT in Algorithm 2 when $N$ is unbounded noise. The procedure is very similar to that of SOMPS, and we present only the main results while simplifying the proofs and discussions. First of all, the following theorem shows the lower bound of the SRP.

**Theorem 4:** Given the signal model in (1) and $\mu < 1/(2L - 1)$ with $\mu$ being mutual coherence of $\Phi$, if $N$ satisfies $\mathbb{P}(\|N\|_2 \leq x) = F_N(x)$ and the threshold value is set to

$$\tau = \frac{C_{\min}(1 - (2L - 1)\mu)}{2},$$

the SRP of Algorithm 2 is lower bounded by

$$P_s \geq F_N\left(\frac{C_{\min}(1 - (2L - 1)\mu)}{2}\right), \quad (44)$$

where $C_{\min} = \min_{\|x\|_1 \leq \Omega} \|Cx\|_2$.

**Proof:** By Theorem 2, SOMPT in Algorithm 2 guarantees the support recovery when $\|Cx\|_2 > \frac{2\sqrt{\tau}}{1 - (2L - 1)\mu}, \forall x \in \Omega, \|N\|_2 \leq x$, and $\tau = x$. Then, following the same procedure as the proof of Theorem 3, the SRP of Algorithm 2 is lower bounded by $F_N(x), \forall x > 0$. Substituting $x = C_{\min}(1 - (2L - 1)\mu)/2$ leads to (44).

**Remark 8:** When the entries in $N$ are i.i.d. Gaussian with $N(0, \sigma^2)$ and the threshold value of SOMPT is given by

$$\tau = \frac{C_{\min}(1 - (2L - 1)\mu)}{2},$$

then the SRP of SOMPT is lower bounded by

$$P_s \geq F_1\left(1 - (2L - 1)\mu\right)^2C_{\min}^2 - 4\sigma^2\mu_{M,d} + O(d^{-2/3}), \quad (45)$$

where the result in (45) is a direct consequence of combining (31) with (44).

The following corollary identifies the condition of $C_{\min}$ to guarantee the required SRP of SOMPT in Algorithm 2.

**Corollary 3:** Given the signal model in (1) and $\mu < 1/(2L - 1)$ with $\mu$ being mutual coherence of $\Phi$, assume that $x_\delta$ and $\delta$
satisfy \( \Pr(\|N\|_2 \leq x_\delta) \geq 1 - \delta \). Then, if the threshold value of SOMPT is \( \tau = x_\delta \) and

\[
C_{\min} > \frac{2x_\delta}{1-(2L-1)\mu}
\]

with \( C_{\min} = \min_{i \in \Omega} \|\|C\|_{i,:}\|_2 \), the SOMPT in Algorithm 2 can successfully recover the support set \( \Omega \) with the probability exceeding \( 1 - \delta \).

**Proof:** We define the following two events,

\[
X_1 = \left\{ \|C\|_{i,:}\|_2 > \frac{2x_\delta}{1-(2L-1)\mu}, \forall i \in \Omega \right\}
\]

\[
X_2 = \{\|N\|_2 \leq x_\delta\}.
\]

Then, according to Theorem 2, if the threshold value \( \tau = x_\delta \), the SRP of SOMPT is lower bounded by \( \Pr(X_1 \cap X_2) \geq 1 - \delta \). This concludes the proof.

When the noise matrix \( N \) has i.i.d. Gaussian entries, the following corollary characterizes the performance guarantee of SOMPT under the Gaussian noise.

**Corollary 4:** We let the threshold value of SOMPT be

\[
\tau = \sqrt{\left(F_1^{-1}(1-\delta)\sigma_{M,d} + \mu_{M,d}\right)\sigma^2}.
\]

Then, if the following holds,

\[
C_{\min} \geq \frac{2\sqrt{\left(F_1^{-1}(1-\delta)\sigma_{M,d} + \mu_{M,d}\right)\sigma^2}}{1-(2L-1)\mu},
\]

or similarly

\[
\sigma < \frac{C_{\min}(1-(2L-1)\mu)}{2\sqrt{\left(F_1^{-1}(1-\delta)\sigma_{M,d} + \mu_{M,d}\right)\sigma^2}},
\]

then SOMPT in Algorithm 2 can successfully recover the support set \( \Omega \) with probability higher than \( 1 - \delta + O(d^{-2/3}) \).

**Proof:** According to Remark 3, the following holds,

\[
\Pr\left(\|N\|_2 \leq \sqrt{\left(F_1^{-1}(1-\delta)\sigma_{M,d} + \mu_{M,d}\right)\sigma^2}\right) = 1 - \delta + O(d^{-2/3}).
\]

Then, by letting \( x_\delta = \sqrt{\left(F_1^{-1}(1-\delta)\sigma_{M,d} + \mu_{M,d}\right)\sigma^2} \) in Theorem 3, it is concluded that when the guarantee condition in (47) or (48) holds, SOMPT can successfully recover the support set \( \Omega \) with probability exceeding \( 1 - \delta + O(d^{-2/3}) \).

**Remark 9:** According to Corollary 4, if the threshold value of the SOMPT is given by (46), we can obtain the conditions of \( C_{\min} \) and \( \sigma \) on which SOMPT can guarantee the required SRP of the support set. Moreover, the conditions of \( M \) and \( d \) for the performance guarantee can also be calculated in a similar way as in Remark 6 and Remark 7,

\[
M > \frac{N^2}{(2L-1)\sigma^2} \left(\frac{\sigma}{\sigma_{\min}} - 1\right) + 1,
\]

and

\[
d > \frac{(\sqrt{M} + t)^2}{\left(\sqrt{C_{\min}}(2L-1)\mu - 1\right)^2}.
\]

Similar to SOMPS in Section V-A, for a given system, SOMPT in Algorithm 2 also has an SRP as provided in (45). Guidelines for adjusting parameters such as signal power, number of measurements, and number of sparse vectors are given in (47), (49), and (50) respectively.

**VI. SIMULATION RESULTS**

In this section, we conduct numerical simulations to validate the main results of SOMPS and SOMPT in Section IV and Section V. In the bounded noise case, the performance of the SOMPS and SOMPT is determined by the parameters \( \mu, C_{\min}, L, \) and \( \epsilon \). In the unbounded noise case, this is determined by \( \mu, C_{\min}, L, d, \) and \( \sigma \). For each set of simulation parameters, we perform 10,000-trials Monte-Carlo simulation. In the trials, the measurement matrix \( \Phi \) is deterministic, which is generated by following the methodology described in [58]. The approach in [58] minimizes the average measure of the mutual coherence of the measurement matrix, which has been shown to provide better sparse reconstruction performance. In each trial, the support of the sparse signal \( C \) and the noise \( N \) are generated randomly and independently. After randomly generating the support set, we assign the non-zero components in \( C \) to be \( z_{i,j} \sqrt{C_{\min}^2/d}, \forall i, j \leq d, \) where the random variable \( z_{i,j} \) is either \(-1\) or \(1\) with probability 0.5.

**A. SRP Validation**

1) Bounded Noise: In Fig. 2, we evaluate the SRP performances of SOMPS and SOMPT under the bounded noise based on empirical simulations as well as the theory established in Section IV. In Fig. 2, we also illustrate the theoretical bound of \( C_{\min} \) provided in [35] for a comparison. For the numerical simulations, the simulation parameters are set to \( M = 100, N = 200, L = 4, \) and \( d = 4 \). From Theorem 1 and Theorem 2, when the \( C_{\min} > \frac{2\epsilon}{(2L-1)\mu} \), SOMPS and SOMPT can successfully recover the support set. Thus, the “Proposed theoretical bound” in Fig. 2 is plotted at \( C_{\min} \) values through the
formula $C_{\text{min}} = \frac{2r}{(1 - 2L - 1)r}$ according to (17). The curves of the “Empirical SRP” are obtained by averaging the trials and depict the empirical SRP for different values of $C_{\text{min}}$. The curves of the “Empirical bound” are drawn at $C_{\text{min}}$ values where the successful recovery for all trials is achieved. For a comparison, we also plot the theoretical bound for $C_{\text{min}}$ in [35] as a benchmark, denoted as “Benchmark bound in [35]”. As seen from Fig. 2, when the sufficient conditions in Theorem 1 and Theorem 2 are satisfied, SOMPS and SOMPT both guarantee the successful support recovery. This verifies that the simulation results are consistent with the derived theoretical bounds. Upon examining the results in Fig. 2, it is evident that the proposed theoretical bound for $C_{\text{min}}$ to ensure successful recovery is tighter than the one presented in [35]. This improvement in tightness is attributed to the $L$-norm of noise involved in our analysis. Moreover, it is interesting to find that SOMPS and SOMPT can achieve similar SRP when the noise is bounded. This is because, in the case of bounded noise, SOMPT’s stopping criterion $||R(i)||_2 < \tau$ aligns well with the condition that the noise is bounded, i.e., $||N||_2 \leq \epsilon$. As a result, the stopping criterion of $||R(i)||_2 < \tau$ for SOMPT allows it to correctly terminate the iteration process.

The gap between the theoretical bounds and the empirical bounds in Fig. 2 can be interpreted as follows. We let $C_0$ and $C_1$ be, respectively, the set of all sparse signals $C$ and the set of 10,000 realizations of $C$ (thus, $C_1 \subset C_0$) that are used to evaluate the Empirical SRP and Empirical bounds. It is worth noting that the theoretical bounds in Fig. 2 are valid for all $C \in C_0$, while the empirical bounds are plotted only for $C \in C_1$. Depending on the realization of sparse signals and noise, some sparse signals are difficult to be recovered, which require higher $C_{\text{min}}$ or lower noise level $\epsilon$ to guarantee the successful recovery. Therefore, it is possible that there exists any $C \in C_0 \cap C_1^c$ such that the empirical bounds of such $C$ are close to the theoretical bounds in Fig. 2. This accounts for the reason that there is a gap between the theoretical bound and the empirical bounds. The same reasons also account for theoretical gap observed in the simulations of the following subsections.

2) Gaussian Noise: In Fig. 3, we validate our analysis when the noise is random Gaussian. The simulation parameters are set to $M = 100$, $N = 200$, $L = 4$, $d = 4$, and $\delta = 10^{-3}$. In Fig. 3, we illustrate the simulated SRPs of SOMPS and SOMPT with different $C_{\text{min}}$, and compare them with the proposed theoretical bounds. Similar to Fig. 2, the curves of the “Empirical SRP” in Fig. 3 are obtained by averaging the trials, the curve of “Theoretical bound” is plotted at the value of $C_{\text{min}}$ which satisfies the condition in (36) and (47), and the curves of the “Empirical bound” are drawn at $C_{\text{min}}$ values at which the recovery probability of the trials is at least $1 - \delta$. Therefore, the curves for the empirical and theoretical bounds are perpendicular to the axis. As we can see from Fig. 3, when the $C_{\text{min}}$ satisfies the condition in (36) and (47), the recovery probability is at least $1 - \delta$, which is consistent with the empirical bounds in Fig. 3. Unlike the scenario of bounded noise, where SOMPS and SOMPT exhibit the similar performance, the SOMPT in Fig. 3 does not yield same performance as SOMPS in the scenario of unbounded noise. This is because a priori knowledge of the sparsity level helps to improve the recovery performance of SOMPS, and the selection of an appropriate threshold value for SOMPT is more complex in the scenario of unbounded noise. Considering the empirical performance of the SOMPT depends on the selection of the threshold value, the optimization of this threshold is an interesting future work.

Compared to the bounded noise scenario in Fig. 2, the theoretical bounds in Fig. 3 seem looser. This is because, apart from the difference between $C_0$ and $C_1$, the empirical bounds in Fig. 3 are plotted by averaging the simulated sparse signals in $C_1$. Therefore, in addition to the case when $C \in C_0 \cap C_1^c$, it is also possible that there exists some sparse signal $C \in C_1$ that shows poorer empirical results, i.e., requiring higher $C_{\text{min}}$ or lower $\sigma$ than the average result in Fig. 2. It is for this reason that the derived bound is not tight enough. The same observation was also made previously in a separate study [64] that analyzed the recovery performance of OMP.

B. Effects of Various Factors on SRP Guarantees

1) The Sparsity Level $L$: In Fig. 4, we illustrate our analysis for bounded noise under different levels of sparsity. Based on the methodology in [58], the generated measurement matrix has the mutual coherence $\mu = 0.0782$, and then, the maximal sparsity level to satisfy $\mu < 1/(2L - 1)$ is given by $L = 6$. When $L > 6$, the proposed analysis cannot provide a valid bound. Thus, we let $L \leq 6$ in Fig. 4. The theoretical bound in Fig. 4 is the maximum noise level across different signal sparsity levels computed according to Theorem 1 and Theorem 2. The empirical curves are the simulated noise levels that guarantee the exact support recovery at each sparsity level. As we can see, with the increasing sparsity level, the empirical curves should decrease to guarantee the support recovery for SOMPS and SOMPT, which corresponds to the theoretical bounds in Theorem 1 and Theorem 2.

In Fig. 5, we illustrate our analysis for Gaussian noise under different levels of sparsity. The simulation parameters are
ZHANG AND KIM: SUCCESSFUL RECOVERY PERFORMANCE GUARANTEES OF SOMP UNDER THE $\ell_2$-NORM OF NOISE

$M = 100, N = 200, d = 4, \delta = 10^{-3},$ and $L = 1, 2, \ldots, 6.$ According to (37) and (48), the noise level $\sigma$ that guarantees the recovery performance of SOMPS and SOMPT decreases as sparsity $L$ increases, which is indicated by the dashed curve of the theoretical bounds. Note in Fig. 5 that when the sparsity level is large, the gap between the theoretical bound and the empirical curve increases. This is because if the $L$ is large, the denominators $1 - (2L - 1)\mu$ in (36) and (47) will be close to zero, then the bound becomes loose.

2) The Number of Sparse Vectors $d$: In Figs. 6 and 7, we show the SRPs of SOMPS and SOMPT under Gaussian noise for different values of $d$, where $C_{\min}^2$ is proportional to the number of sparse vectors $d$, i.e., $C_{\min}^2 = dc_m$ with fixed $c_m = 1$. For the simulation, we use the colormap to define the SRP in the range of $[0,1]$, where the case SRP $= 0$ is in black and the case SRP $= 1$ is in white. The theoretical bounds for the noise level $\sigma$ are based on expressions in (37) for SOMPS and (48) for SOMPT. As can be seen from Figs. 6 and 7, as the noise level increases, the required number of sparse vectors for both SOMPS and SOMPT increases accordingly, which is consistent with the derived theoretical bound.

3) The Number of Measurements $M$: In Figs. 8 and 9, we illustrate our analysis by evaluating the number of measurements ($M$) across the sparsity level ($L$) under Gaussian noise. The simulation parameters are $N = 200, d = 4, \sigma = 0.01, \text{and} \delta = 10^{-3}$. The theoretical bounds in Figs. 8 and 9 for each sparsity level are obtained by increasing the number of measurements $M$ until the conditions (36) and (47) are satisfied. Observing the simulations in Figs. 8 and 9, as the sparsity level $L$ increases, one can find the required number of measurements to guarantee the successful recovery also increases, which aligns with our derived theoretical bounds. Interestingly, one can find in Figs. 8 and 9 that the theoretical bound is tight when the sparsity level is small, which verifies our discussions in Remark 2. Moreover, as the values of $M$ and $L$ increase, the difference between $C_0$
and $C_1$ increases, therefore we can observe that the theoretical bounds become loose in Figs. 8 and 9.

In Fig. 10, we illustrate our analysis of SOMP under Gaussian noise by evaluating the number of measurements $M$ with the number of sparse vectors $d$, where $C_{2\text{min}}$ is proportional to $d$, i.e., $C_{2\text{min}} = dc_m$ with fixed $c_m = 2$. The remaining simulation parameters are $N = 200$, $L = 4$, $||N_{i,j}\sim N(0,\sigma^2)||$, $\sigma = 0.1$, and $\delta = 10^{-3}$. In Fig. 10, the theoretical bound of the number of measurements $M$ for each $d$ is the minimal $M$ which satisfies the conditions in (36) for SOMPS and (47) for SOMPT. One can find from the theoretical and empirical bounds in Fig. 10 that with the increasing of the number of vectors, the required number of measurements to guarantee the successful recovery decreases. Meanwhile, the number of required measurements stabilizes when the number of sparse vectors is sufficiently large. Observing fig. 10, we can also note that when $d$ is small, there exists a large gap between the theoretical curve and the empirical bound. This discrepancy arises because a smaller value of $d$ corresponds to a lower signal power $C_{\text{min}} = \sqrt{2d}$. Consequently, a significantly larger number of measurements is required to ensure successful recovery, leading to a relatively loose theoretical bound. Nevertheless, the results in Fig. 10 align with the approximate analysis presented in Remark 7, which explores the relationship between $M$ and $d$.

C. The Effect of Dynamic Range on SRP

For the previous simulation setting, the values of $||C_{i,:}||_2$ for different $i$ are the same. In Fig. 11, we evaluate the effect of dynamic range of the entries of sparse matrix $C$ on the recovery performance of SOMP. The simulation parameters are $M = 100$, $N = 200$, $L = 4$, $d = 4$, $C_{\text{max}} = 4$, $||N_{i,j}\sim N(0,\sigma^2)||$, $\sigma = 0.02$, and $\delta = 10^{-3}$. We recall that the dynamic range for the case of OMP, which is defined by the minimal and maximal absolute value of the non-zero
elements of the sparse vector, affects the recovery performance of OMP [30], [65]. Accordingly, the dynamic range of the sparse signal for MMV is defined as $C_{\text{min}} = \min_{i \in \Omega} ||C_{i,1}||_2$ and $C_{\text{max}} = \max_{i \in \Omega} ||C_{i,1}||_2$. For the simulation setting, we first generate $L$ random variables $C_{i,v} \forall v \in \Omega$ from a uniform distribution on the interval $[C_{\text{min}}, C_{\text{max}}]$, and then the non-zero elements of $[C_{i,v}]_{j,v} \forall v \in \Omega, j \leq d$ are drawn from a white Gaussian distribution with proper normalization to satisfy $||C_{i,v}||_2 = C_{i,v} \forall v \in \Omega$. In Fig. 11, the empirical curves illustrate the noise levels which guarantee the recovery of SOMP at each dynamic range, i.e., $C_{\text{min}}/C_{\text{max}}$. The theoretical bound in Fig. 11 is plotted according to (37) and (48). From Fig. 11, as the $C_{\text{min}}/C_{\text{max}}$ decreases, the empirical recovery performance of SOMP deteriorates under both bounded and Gaussian noises, which is consistent with the sensitivity of OMP [30], [65]. Meanwhile, one can find that the derived theoretical bounds still reveal the trend that follows the trends of the empirical curves.

VII. CONCLUSION

In this article, we have analyzed the performance guarantee of SOMP based on the MIP of measurement matrices when the observations are corrupted by noise. The MIP reveals its amenability and has been widely exploited in various signal processing problems, thoroughly understanding the noisy SOMP in terms of the MIP is emerging. Specifically, when the noise is bounded, we have shown that if the $\ell_2$-norm of non-zero rows of the row-sparse matrix is lower bounded by $2||[N]||_2/(1 - (2L - 1)\mu)$, the successful recovery of the support set is guaranteed. On the other hand, when the noise is unbounded, the closed-form lower bound of the SRP was derived. Based on the derived lower bound, we have shown the conditions for the number of measurements, noise level, the number of sparse vectors, and mutual coherence, on which the required SRP can be achieved. Finally, the simulation results validated our analysis, where the proposed bound under $\ell_2$-norm of the noise is tighter than the existing bound [35].
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