Truncated tensor Schatten $p$-norm based approach for spatiotemporal traffic data imputation with complicated missing patterns
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Abstract

Rapid advances in sensor, wireless communication, cloud computing and data science have brought unprecedented amount of data to assist transportation engineers and researchers in making better decisions. However, traffic data in reality often has corrupted or incomplete values due to detector and communication malfunctions. Data imputation is thus required to ensure the effectiveness of downstream data-driven applications. To this end, numerous tensor-based methods treating the imputation problem as the low-rank tensor completion (LRTC) have been attempted in previous works. To tackle rank minimization, which is at the core of the LRTC, most of aforementioned methods utilize the tensor nuclear norm (NN) as a convex surrogate for the minimization. However, the over-relaxation issue in NN refrains it from desirable performance in practice. In this paper, we define an innovative nonconvex truncated Schatten $p$-norm for tensors (TSpN) to approximate tensor rank and impute missing spatiotemporal traffic data under the LRTC framework. We model traffic data into a third-order tensor structure of time intervals $\times$ locations (sensors) $\times$ days and introduce four complicated missing patterns, including random missing and three fiber-like missing cases according to the tensor mode-$n$ fibers. Despite nonconvexity of the objective function in our model, we derive the global optimal solutions by integrating the alternating direction method of multipliers (ADMM) with generalized soft-thresholding (GST). In addition, we design a truncation rate decay strategy to deal with varying missing rate scenarios. Comprehensive experiments are finally conducted using four different types of real-world spatiotemporal traffic datasets, which demonstrate that the proposed LRTC-TSpN method performs well under various missing cases even with high rates of data loss, meanwhile outperforming other state-of-the-art tensor-based imputation models in almost all scenarios. In general, the performance of the proposed method achieves up to a 52% improvement in mean absolute error (MAE) compared to baseline methods even when the missing ratio is as high as 90%. Moreover, both theoretical and empirical evidences indicate that our method has robust and efficient convergence performances.
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1. Introduction

In recent years, rapid advances in sensor, wireless communication, cloud computing and data science have catalyzed the development of intelligent transportation systems (ITS) and urban computing. An unprecedented amount of spatiotemporal traffic data has been generated, collected and stored by virtue of loop sensors, surveillance cameras, connected and autonomous vehicles, smart cards and smartphones with Bluetooth in distributed transportation information systems, assisting engineers and researchers in making better decisions in domains such as traffic state estimation, proactive traffic control, and demand prediction (Guo et al., 2019; Du et al., 2020a; Cipriani et al., 2021; Mousavizadeh et al., 2021; Rempe et al., 2022). However, traffic data in reality often has corrupted or missing values due to detector failure, low sensor coverage and communication disruptions (Du et al., 2020b), which can adversely affect data usability and subsequent traffic management and control. Data imputation is thus required in the flow of the traffic data applications. Since replacement of missing values can, in fact, be arbitrary, some assumptions have to be made on how the data came to be missing to ensure the correct prediction of missing values (Sportisse et al., 2020). To this end, a large number of studies are found to leverage prior knowledge to restore unavailable information from observations. Among these studies, the low-rank tensor completion (LRTC) method, which treats data as a tensor with assumed low rank or low dimensionality, is proved to be superior, thereby stimulating extensive studies of this tensor learning-based imputation method (Chen et al., 2020b, 2021c; Deng et al., 2021; Chen et al., 2021d). As traffic data is characteristic of considerable correlations and similarities, or algebraically, high linear dependence and low rank, due to its
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day-to-day recurrence and neighborhood similarity, it’s desirable to cast traffic data imputation as an LRTC problem on the assumption of low rank property.

Organizing traffic data as tensors, a high-order generalization of matrix, has found favor with utilization and capture of multi-modal correlations (e.g., time of day, day of week and location mode) simultaneously and processing of information on each mode of tensor efficiently, which enables effective and efficient data imputation. However, extending matrix to tensor makes the definition of tensor rank, which is essential to the LRTC method, other than favorable. Taking two most prevailing definitions of tensor rank, i.e., CP-rank and $n$-rank (a.k.a., tucker rank) (Kolda and Bader, 2009), for instance, the determination of CP-rank is verified to be NP-hard and the $n$-rank is a difficult non-convex problem (Håstad, 1990). The intractability of these definitions has led researchers to define various convex surrogates to approximate the original problem. Having been proved to be the tightest convex envelope of nonconvex rank (Liu et al., 2013), tensor nuclear norm (NN) becomes the most prominent tucker rank approximation. However, it is still prone to over-shrinkage and deviation from the actual rank values. To overcome the drawback, many researchers have recently designed novel nonconvex rank functions to substitute for NN and have shown the strength of nonconvex rank approximation (Yao et al., 2018b; Chen et al., 2020b; Yang et al., 2021b). Among these works, Chen et al. (2020b) adopts a truncated nuclear norm (TNN) for tensors to handle the traffic data imputation task, and introduce a truncation rate parameter to globally control the numbers of contributing singular values, named LRTC-TNN. Despite the nonconvexity of the objective function of TNN, its truncated singular values are still subject to the over-relaxation issue, which can refrain the method from capturing the real low-rank mode. To further overcome the drawbacks of these NN-based imputation method, studies from computer vision and information communities including Nie et al. (2012a), Nie et al. (2012b), Feng et al. (2016), and Chen et al. (2018a) propose a new matrix Schatten $p$-norm (SpN) and its truncated version to restore images affected by noises and randomly missing pixels, where SpN is demonstrated to be a better nonconvex rank approximation function than NN. Nevertheless, their matrix SpN-based methods can not be applied to traffic data imputation tasks directly as they are mainly tailored for RGB images with fixed ‘color’ channel.

Moreover, unlike visual data imputation that mainly faces completely random pixels loss (Liu et al., 2013), spatiotemporal traffic data often suffers from more complex missing patterns with spatial-temporal correlations. In real traffic datasets, more ‘clustered’ and ‘structured’ missing situations are observed and can be basically classified into three scenarios: (1) one or several days’ records of some sensors are all missing; (2) a specific duration of records of all sensors are missing; (3) records are missing due to out-of-service detectors in regular hours everyday. These extreme missing scenarios complicate the data imputation and may disable the low-rank matrix completion based method as a matrix can never be recovered under low-rank assumptions if there are whole rows (or columns) of a matrix missing (Tan et al., 2015a), hence the huge challenge of recovering such structured missing patterns and evaluating corresponding impacts of dataset features on imputation accuracy. To tackle these existing issues for tensor completion-based traffic data imputation, we introduce a novel truncated tensor Schatten $p$-norm (TSpN), which can be viewed as extension of TNN as well as matrix truncated SpN, to conduct an accurate low-rank tensor completion (LRTC-TSpN) for spatiotemporal traffic data. The primary contributions of this work are summarized as follows:

- We define a novel TSpN for tensors that jointly absorbs the merits of both TNN and SpN. By keeping the principal singular values unchanged to avoid over-shrinkage and conducting nonconvex regularization on remaining singular values, the proposed TSpN stands for a better tensor rank surrogate with more accuracy and flexibility, which can substitute for TNN in this sense.

- We deduce the numerical solution to the nonconvex LRTC-TSpN problem by combining the alternating direction method of multipliers (ADMM) with generalized soft-thresholding (GST). We also theoretically prove that the proposed iterative algorithm guarantees to convergence to the global optimum. To the best of our knowledge, we are the first to propose tensor truncated Schatten $p$-norm and corresponding solving algorithms for its minimization problem.

- To deal with scenarios with varying missing rates effectively, we design a simple truncation rate decay strategy to automatically assign a suitable truncation rate parameter for model. This simple but enlightening technique compensates for the deficiency of previous methods when dealing with diverse missing ratios, especially for the extreme loss cases.

- To fully evaluate the generalization ability of our method, we introduce three highly structured fiber-like missing patterns according to tensor mode-$n$ fibers. Furthermore, we conduct comprehensive experiments on four different types of spatiotemporal traffic datasets with multiple missing scenarios compared with some state-of-the-art models, and the results clearly reveals the superiority of our method.

The rest of this article is organized as follows. Section 2 reviews related works focused on traffic data imputation. Section 3 gives some basic notions of tensor and defines the imputation problem. In Section 4, we formulate the LRTC-TSpN model and derive our solving algorithm. In Section 5, we conduct experiments on
different datasets and present discussions about the results. Section 6 concludes this paper and gives prospects of future research directions.

2. Literature review

We summarize some of the existing studies of traffic data imputation according to the types of model, missing patterns and types of test data in Table 1, which can be come down to three major classes according to the form of models: matrix-based, tensor-based, and deep learning methods.

Conducting imputation using matrix methods needs to organize traffic data into a time of days × locations matrix, and usually utilize the low matrix rank assumptions (Zhang et al., 2009; Asif et al., 2016). Some studies use spatial and temporal consistency to combine with matrix factorization, which shows better performance than traditional methods. For example, Wang et al. (2018) models the Toeplitz matrix as a temporal regularizer, Graph Laplacian matrix as a spatial regularizer and incorporates them into the objective function of matrix factorization. Moreover, other researchers employ statistical learning skills to learn or fit a distribution from data: Qu et al. (2009) propose a probabilistic principal component analysis to improve the original PCA models; Rodrigues et al. (2018) use multi-output Gaussian process to consider the uncertainty of data. However, matrix pattern only performs well in random missing and low loss ratio situations since matrix models cannot fully leverage the spatial and temporal information simultaneously and capture multi-dimensional correlations.

Deep learning methods mainly rely on historical data to learn the latent representations, thereby reconstructing or generating recovered data samples. Duan et al. (2016) firstly exploits a denoising auto-encoder models and design an efficient algorithm to train the neural network hierarchically; Zhang et al. (2021b) devises an ingenious neural network architecture named graph convolutional bidirectional recurrent neural network to achieve network-scale online data imputation. Despite these approaches display competitive performance, however, large amount of high-quality historical datasets are essential for model training. And tuning the hyper-parameters of neural network is considered to be laborious.

Recent years, tensor-based approaches have been extensively researched for modeling and analyzing traffic data (Tan et al., 2016; Asif et al., 2016; Chen et al., 2019). For the first time, Tan et al. (2013a) models traffic data into a fourth-order tensor structure of link × week × day × hour and develops a tucker decomposition based imputation method; Chen et al. (2019) introduce a Bayesian Gaussian CP decomposition to fill missing entries. These tensor factorization methods usually require predefined Tucker rank or CP rank, however, in reality, obtaining an accurate tensor rank from restricted observations has proven difficult (Goulart et al., 2017). LRTC-based approach has been adopted to cope with different missing cases more recently and shows better imputation performance than other matrix/tensor factorization methods (Ran et al., 2016; Chen et al., 2020b, 2021d). This kind of model often takes advantage of the prior knowledge that the spatiotemporal traffic data is supposed to be low-rank, and then introduces a tensor rank surrogate (e.g., nuclear norm) to conduct minimization of rank function.

In general, according to Table 1, previous spatiotemporal traffic data imputation methods mainly pay attention to limited or specific data loss situations, which are insufficient for modeling more complex real-world cases, while at the same time, the majority of them conduct imputation task solely on particular data types. Additionally, existing LRTC-based approaches are dependent on NN or TNN minimization, which has been illuminated to be biased (more discussions will be showed in Section 3). Therefore, it is essential to develop a more accurate and universal tensor rank surrogate that overcomes the deficiency of NN and TNN, and consequently, can be deployed to impute traffic data under multiple missing patterns with various kinds of spatiotemporal data.

3. Notations and problem definitions

In this section, we first introduce some basic notations and preliminaries of tensor. After that, we organize the spatiotemporal traffic data into a tensor structure according to its properties. Then we define the tensor completion based imputation model and complicated missing patterns in the context of spatiotemporal traffic data.

3.1. Notations

In this work, we adopt the same notations as Kolda and Bader’s review on tensor (Kolda and Bader, 2009). Scalars are denoted by lowercase letters, e.g., $a_i$ vectors are denoted by boldface lowercase letters, e.g., $a \in \mathbb{R}^M$, and matrices are represented by boldface capital letters, e.g., $A \in \mathbb{R}^{M \times N}$. An $N$th-order tensor is denoted by calligraphic letter, e.g., $A \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$, whose $(i_1, i_2, \cdots, i_N)$ -th entry is $a_{i_1 i_2 \cdots i_N}$. A fiber is defined by fixing every index but one, which is the higher-order analogue of matrix columns and rows. The mode-$n$ fibers $a_{i_1 \cdots i_n \cdots i_N}$ can be obtained by fixing the dims of $i_1, i_2, \cdots, i_N$ except $i_n$. The inner product of two $N$th-order tensors is defined by $(A, B) = \sum_{i_1, i_2, \cdots, i_N} a_{i_1 i_2 \cdots i_N} b_{i_1 i_2 \cdots i_N}$, and the corresponding tensor Frobenius norm is $\| A \|_F = \sqrt{(A, A)}$. The mode-$n$ unfolding (a.k.a, matricization or flattening) of a tensor $A \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$
## Table 1: Summary of existing traffic data imputation methods

| Type of models | Method | Missing patterns | Data type |
|---------------|--------|------------------|-----------|
| **Matrix based** | | | |
| | Matrix factorization | Sparsity-regularized matrix factorization (Zhang et al., 2009) | Random missing, row-column loss, fiber loss | OD, Speed |
| | Bayesian temporal matrix factorization (Chen and Sun, 2018) | Time-mode loss | Volume |
| | Bayesian tensor factorization (Chen et al., 2019) | Fiber mode-0 missing | Speed |
| | Tucker decomposition (Tan et al., 2013a) | Extreme missing | Volume |
| | SVD-combined Tucker decomposition (Chen et al., 2018b) | Time-mode loss, space-mode loss | Volume |
| | Graph tensor singular value decompositions (Deng et al., 2021) | Random missing, time-mode loss | Volume |
| | Truncated tensor nuclear norm minimization (Chen et al., 2020a) | Fiber mode-0 missing, fiber mode-1 missing | Speed, occupancy |
| | Tensor nuclear norm with linear unitary transformation (Chen et al., 2020b) | Random missing, fiber mode-0 missing | Speed |
| | Tensor nuclear norm minimization (Chen et al., 2020c) | Random missing, extreme missing | Volume |
| | Convolutional neural network (Zhuang et al., 2019) | Random missing | Volume |
| | Generative adversarial network (Duan et al., 2016) | Random missing | Volume |
| | Graph convolutional bidirectional recurrent neural network (Zhang et al., 2021b) | Random missing | Speed, volume |
| **Tensor based** | | | |
| | Tensor factorization | Tensor completion | OD, Speed, passenger flow |
| | Iterative tensor decomposition (Zhang et al., 2019) | Random missing, extreme missing | Volume |
| | Dynamic tensor decomposition (Tan et al., 2016) | Random missing, extreme missing | Volume |
| | Soft-thresholding of Tucker core (Goulart et al., 2017) | Fiber mode-1 missing | Speed |
| **Deep learning** | | | |
| | Generative neural network | Generative adversarial network (Duan et al., 2016) | Random missing, groups of random missing | Volume |
| | Variational autoencoder (Boquet et al., 2019) | Random missing, groups of random missing | Speed |
| | Convolutional neural network | Convolutional neural network (Zhang et al., 2019) | Random missing | Volume |
| | Multimodal neural network | Graph convolutional bidirectional recurrent neural network (Zhang et al., 2021b) | Random missing | Volume |
| | Covariance neural network | Covariance neural network (Zhang et al., 2019) | Random missing | Volume |
| | Deep learning | Feedforward neural network | Random missing, extreme missing | Volume |

**Hybrid approach**

| | | | |
| | Prophet and random forest (Li et al., 2020) | Random missing, groups of random missing | Volume |
| | Rough set and fuzzy neural network (Tang et al., 2015) | Random missing | Volume |
| | Fuzzy c-means and adaptive KNN (Tang et al., 2017) | Random missing | Volume |
| | Matrix completion and graph regularized self-representation (Chen et al., 2018a) | Random missing | Volume |
is denoted by $A_{(n)} = \text{Unfold}_n(A)$, where $A_{(n)} \in \mathbb{R}^{I_n \times \prod_{i \neq n} J_i}$. Specifically, the tensor entry $(i_1, i_2, \cdots, i_N)$ is mapped to matrix entry $(i_n, j)$, where

$$j = 1 + \sum_{k=1, k \neq n}^{N} (i_k - 1) J_k, \quad \text{with } J_k = \prod_{m=1, m \neq n}^{k-1} I_m.$$ 

Meanwhile, the inverse operation of unfold is defined as $A = \text{Fold}_n(A_{(n)})$, which restores a matrix to the corresponding tensor in the $n$-th mode.

### 3.2 Traffic data imputation and tensor completion

Spatiotemporal traffic data (e.g., volume, speed, ODs) has intrinsic multi-mode correlations and similarities, which are the basic prerequisite for accurate data recovery (Qu et al., 2009). In temporal domain, influenced by users’ daily routine, there exists strong periodic and recurrent pattern, and these traffic time series often show stability over time (Xie et al., 2018); in spatial domain, local similarities are ubiquitous due to the inherent upstream-downstream relationship between these adjacent locations. In order to intuitively display these particular features of spatiotemporal traffic data, we give some visualizations using a traffic volume dataset (more details will be discussed in Section 5) in Figure 1. As shown in Figure 1 (a), (b) and (c), spatiotemporal traffic data has remarkable multi-dimension correlations, e.g., day-to-day recurrence, neighborhood similarity, within-day regularity. Apart from the multi-mode similarities and correlations, another noticeable information in Figure 1 (d) is that the singular values are dominated by only a few large ones, which is consistent with our ‘low-rank’ assumptions. Information loss along each mode of ‘days’, ‘links’ and ‘intervals’ can be possibly recovered by exploiting hidden correlations of other modes as well as imposing a low-rank restriction.

These aforementioned attributes of spatiotemporal traffic data enable us to leverage low-rank tensor models to restore missing data effectively. In this paper, we organize the multivariate traffic time series as a third-order tensor structure, i.e. time intervals $\times$ locations (sensors) $\times$ days. This three-dimensional data structure simultaneously captures the integrated spatial-temporal information, thus making it more efficient to impute missing values.

Low-rank tensor recovery problem has been widely studied recently in machine learning, computer vision, and transportation data science communities to cope with image denoising, signal processing, and estimating missing values in visual and traffic data, etc (Tan et al., 2013a; Gu et al., 2014; Chen et al., 2018a). This tensor learning model can be stated as: given a linear map $G : \mathbb{R}^{J_1 \times J_2 \times \cdots \times J_N} \rightarrow \mathbb{R}^q$ with $q \leq \prod_{i=1}^{N} I_i$, and given $b \in \mathbb{R}^q$, determine the tensor $X$ that fulfills the linear measurements $G(X) = b$ and minimizes a predefined function of the tensor rank. Specially, when a subset of the entries of the tensor is given as the partially observed data, and...
the rest entries are treated as missing values to be imputed, this model becomes the standard tensor completion problem:

$$\min_{X} f_{\text{rank}}(X)$$

s.t. \( \mathcal{P} \odot X = \mathcal{P} \odot \mathcal{T} \),

where \( f_{\text{rank}} \) is the rank function defined for tensor, \( X \) is the target spatiotemporal traffic tensor needed to be obtained, \( \mathcal{T} \) is the observed tensor with missing entries, \( \odot \) denotes the Hadamard product, \( \mathcal{P} \) is the mask tensor indicating the observed entries, given by:

$$\mathcal{P} = \begin{cases} 1, & \text{if } t_{ijk} \text{ is observed} \\ 0, & \text{otherwise} \end{cases} \quad (2)$$

And we let \( \mathcal{P}^\perp \) denote the complementary tensor of \( \mathcal{P} \), satisfying \( \mathcal{P} \odot X + \mathcal{P}^\perp \odot X = X \). Our goal is to design a more universal and flexible rank function for tensors in Eq. (1) to overcome the above deficiencies of NN/TNN, so that we can better exploit this low-rank model to impute missing data in traffic systems more precisely and cope with various data loss cases.

### 3.3. Complicated missing patterns

In this work, we consider four kinds of data missing patterns, i.e., element-wise random missing (RM) and structured \( n \)-th mode fiber-like missing (FM-\( n \)). The majority of experiments have conducted mainly on random missing pattern in previous studies using either matrix or tensor based approach (Qu et al., 2009; Chen et al., 2017; Asif et al., 2016; Li et al., 2013; Duan et al., 2016; Zhou et al., 2015). However, in real-world ITS, this case is not common to see because the input data is statistically aggregated within a specific time interval, and it is hard to detect and identify occurrence of this instantaneous loss (e.g., transmission failure) under the circumstances (Zhang et al., 2019). More recently, researchers have tried some different non-random missing or so-called clustered missing patterns that are more difficult to perform imputation (Tan et al., 2013a; Ran et al., 2016; Li et al., 2020; Yang et al., 2021a; Chen et al., 2021d). Most of their works mainly discuss these more intricate modes in temporal domain, e.g., continuous and complete (or partially complete) missing within several days (or intervals) for a specific location, which can be successfully recovered by their time series attributes. Apart from this 'temporal missing', there also exits 'spatial missing' pattern, e.g., all detectors are unavailable for a given time span due to the power outage.

![Random missing](image1.png)

![FM-0 missing](image2.png)

![FM-1 missing](image3.png)

![FM-2 missing](image4.png)

(a) Schematic diagram of random missing and fiber mode-\( n \) missing
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(b) Example time-space matrices

Figure 2: Complicated missing patterns. (a) The first tensor denotes all of its channels (entries) and each of the last three tensors is displayed by its mode-\( n \) fibers. (b) Example matrices of each missing scenario generating by converting third-order tensors into spatiotemporal traffic matrices of time \( \times \) location. Note that blue channels (fibers) are observations, while yellow ones denote missing values.

To summarized these cases, we give a general definition of complicated missing patterns according to the structure of third-order tensor described in Section 3.2, as can be seen in Figure 2. In the light of these schematics, random missing case is completely element-wise loss as defined in previous works, and structured...
fiber mode-n missing is generated through the two-by-two combinations of tensor mode-n fibers. The latter is divided into three conditions that can be described as: (1) 'Intervals' mode fiber-like missing (FM-0), which illustrates a temporal missing pattern, is caused by adverse weather, breakdown of wireless connections or apparatus maintenance; (2) 'Locations' mode fiber-like missing (FM-1), which denotes a spatial missing pattern, can be explained by lack of electricity for successive sensors or malfunction of Internet Data Center; (3) 'Days' mode fiber-like missing (FM-2) illuminates a spatial-temporal mixture missing situation that they are offline (do not operate) at regular time intervals everyday for specific sensors. Note that in order to test our models’ performance without loss of generality, we randomly select some fibers and artificially generate these missing scenarios, while ones can gather these blank entries (partially) together to simulate more realistic scenes.

4. Methodology

In this section, we first define a new tensor truncated Schatten p-norm and give some explanations about this generalized norm. Since then, we incorporate the TSpN into the LRTC function to establish traffic data imputation model. Despite the minimization is a hard nonconvex problem, we individually solve each subproblem under the framework of ADMM and theoretically prove its global optimality and convergence. Specifically, the M-Subproblem is solved by GST, and the closed-form solution to $X'$-Subproblem is obtained by gradient method, respectively.

4.1. Model formulation

Schatten p-norm for matrix and tensor have been studied in prior research. We first briefly review two basic definitions of the Schatten p-norm in Definition 1 and Definition 2. Then in Definition 3, we introduce the formulation of proposed TSpN in detail.

Definition 1. (Matrix Schatten p-norm (Nie et al., 2012a)). The extended Schatten p-norm ($0 < p < \infty$) of a matrix $X \in \mathbb{R}^{n \times m}$ is defined as :

$$\|X\|_{sp} = \left( \sum_{i=1}^{\min(n,m)} \sigma_i^p \right)^{\frac{1}{p}},$$

where $\sigma_i$ is the i-th singular value of $X$, $\text{Tr}(\cdot)$ signifies the trace operation.

When $p = 1$, the Schatten 1-norm becomes the well-known trace norm (a.k.a, nuclear norm); When $p\to0$, the Schatten 0-norm is exactly the rank of matrix.

Definition 2. (Tensor Schatten p-norm (Gao and Fan, 2020)). For a $N$-th mode tensor $X \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$, its Schatten p-norm is defined as follow :

$$\|X\|_{sp} = \left( \sum_{k=1}^{N} \alpha_k \|X_{(k)}\|_{sp}^p \right)^{\frac{1}{p}},$$

where $\alpha_k$ satisfies $\alpha_k \geq 0$ and $\sum_{k=1}^{N} \alpha_k = 1$, $0 < p < 1$.

In fact, just like the other tensor norm, e.g., NN for tensor in (Liu et al., 2013), this definition is the weighted sum of the matrix Schatten p-norm of each unfolding matrix, which in essence is a pseudo-norm.

Definition 3. (Truncated Tensor Schatten p-norm) : Motivated by the truncated tensor nuclear norm proposed in Chen et al. (2020b), we give the definition of Truncated tensor Schatten p-norm:

$$\|X\|_{\theta,sp} = \left( \sum_{k=1}^{N} \alpha_k \|X_{(k)}\|_{sp,\theta}^p \right)^{\frac{1}{p}} = \left( \sum_{k=1}^{N} \alpha_k \left( \sum_{i=r_k+1}^{\min(I_k, \prod_{j \neq k} I_j)} \sigma_i^p (X_{(k)}) \right) \right)^{\frac{1}{p}},$$

the truncation for each unfolding is assigned separately by a global truncation rate:

$$r_k = \lceil \theta \cdot \min\{I_k, \prod_{j \neq k} I_j\} \rceil, \quad \forall k \in \{1, 2, \ldots, N\},$$

where $0 \leq \theta \leq 1$, is the truncation rate, $\lceil \cdot \rceil$ means the smallest integer that is no less than the target value, and the singular values $\sigma_i$ are in non-ascending order.
Under this definition, only the smallest \((\min\{I_k, \prod_{i \neq k} I_i\} - r)\) singular values contribute to the Schatten \(p\)-norm. When optimizing this tensor rank function, the largest \(r\) singular values remain the same and merely minimizing those smaller ones. The reason for truncation operation is that the larger singular values convey the primary information, like the periodic and major trend components of traffic flow, which represent the low-rank parts; and the smaller ones can be treated as the irregular fluctuations caused by local stochastic events, which make the data not strictly satisfies the low-rank pattern. Minimizing the residual parts instead of treating all values equally resembles the idea of local non-parametric regression which has been widely adopted in traffic data imputation and prediction applications, and it shows competitive performance in comparison with global regression methods (Habtemichael and Cetin, 2016; Chen et al., 2017; Zhang et al., 2009). From another point of view, Li et al. (2020) justifies the integration of recurrent temporal parts and residual spatial parts to fill missing values. The key idea of the truncated tensor Schatten \(p\)-norm is that the \(p\) value in the norm can be fine-tuned to deal with different rank components, which enables this model to be applied to various types of data sources flexibly.

Moreover, the SpN serves as a tighter rank surrogate than NN when \(p \to 0\) due to its non-convex property. To give a straightforward illustration of the SpN’s superiority over NN, we compare the matrix rank (\(L_0\) norm) with different rank surrogates. As shown in Figure 3, the SpN is always closer to the \(L_0\) norm (rank function) than the \(L_1\) norm (NN) so that it becomes a better approximation for rank. This illustrates that by setting different \(p\) values, we are capable of balancing the models’ accuracy and efficiency.

![Figure 3: Comparison of the matrix rank function, nuclear norm and Schatten \(p\)-norm with different \(p\) values.](image)

Using the truncated Schatten \(p\)-norm as the rank function in Eq. (1), the proposed LRTC-TSpN minimization model is formulated as:

\[
\min_{\mathcal{X}} \|\mathcal{X}\|_{\theta, S_p}^p = \min_{\mathcal{X}} \sum_{k=1}^{3} \alpha_k \|X^{(k)}\|_{\theta, S_p}^p \\
\text{s.t. } \mathcal{P} \odot \mathcal{X} = \mathcal{P} \odot \mathcal{T}.
\]  

Note that we only concern about third-order tensor as mentioned above. Although Eq. (7) is a concise expression, this problem is challenging to solve because the objective function in (7) is nonconvex due to the Schatten \(p\)-norm and truncation, however, we develop an efficient algorithm which combines the ADMM with GST to obtain the optimal solution.

4.2. Iterative solving framework via ADMM

Before solving this model, a problem can not be negligible is the interdependence among the unfolding matrices \(X^{(k)}\) due to the sharing of the same entries. In order to optimize these variables independently, we introduce a series of auxiliary matrix variables \(M^{(k)}\) to convert the coupling to equality constraints, and the
model in Eq. (7) changes to the following form:

$$\min_{A} \sum_{k=1}^{3} \alpha_k \|M_k\|_{\theta,S_p}^p \quad \text{s.t.} \quad \begin{cases} X_{(k)} = M_k, \ k = 1, 2, 3, \\ \mathcal{P} \cap \mathcal{X} = \mathcal{P} \cap \mathcal{T}. \end{cases}$$ (8)

Eq. (8) leads to a typical constrained minimization problem. We adopt the Augmented Lagrange Multiplier (ALM) (Powell, 1969) method to relax the equality constrains, and the corresponding augmented Lagrange function is defined as:

$$L_\mu(\mathcal{X}, M_k, Z_k) = \sum_{k=1}^{3} \left( \alpha_k \|M_k\|_{\theta,S_p}^p + \langle Z_k, X_{(k)} - M_k \rangle + \frac{\mu_k}{2} \|X_{(k)} - M_k\|_F^2 \right),$$ (9)

where $Z_k$ is the Lagrange multiplier (dual variable), $\mu_k$ is a positive penalty scalar, and $\langle \cdot, \cdot \rangle$ is the inner product of matrix. Then, the ADMM (Boyd et al., 2011) iterative framework is utilized to alternately minimize each of the optimal primal and dual variable until convergence. The iterative scheme of ADMM can formulate as follows:

$$\begin{aligned}
M_{k}^{j+1} &= \arg \min_{M_k} \alpha_k \|M_k\|_{\theta,S_p}^p + \langle Z_k, X_{(k)} - M_k \rangle + \frac{\mu_k}{2} \|X_{(k)} - M_k\|_F^2, \\
X_{(k)}^{j+1} &= \arg \min_{\mathcal{X}} L_\mu(\mathcal{X}, M_{k}^{j+1}, Z_k^j) \\
Z_k^{j+1} &= Z_k^j + \mu_k (X_{(k)}^{j+1} - M_{k}^{j+1}).
\end{aligned}$$ (10)

For $j$-th iteration, we optimize each subproblem to find their optimal solution, then the ADMM scheme guarantees the final solution to converge to global optimum. From Eqs. (9) and (10) we see that the penalty parameter $\mu_k$ serves as the learning rate for Lagrange dual variable as well as the penalty in the objective function. In theory, there needs to be a sufficiently large $\mu_k$ to control the degree of constraint violation in ALM. However, when $\mu_k$ is getting larger, the condition number of Hessian matrix also becomes larger, which will result in the difficulties of calculation; when $\mu_k$ grows too slowly, the convergence speed may be affected significantly. Therefore, it is rational to set a small $\mu_k$ at first and increase it with moderate steps to balance the convergence and accuracy.

4.2.1. M-subproblem

According to the optimization subproblem in Eqs. (9) and (10), $M_k$ ($k = 1, 2, 3$) are independent. For term $M_{k}^{j+1}$, the original problem is converted to:

$$\begin{aligned}
M_{k}^{j+1} &= \arg \min_{M_k} \alpha_k \|M_k\|_{\theta,S_p}^p + \langle Z_k, X_{(k)} - M_k \rangle + \frac{\mu_k}{2} \|X_{(k)} - M_k\|_F^2, \\
 &= \arg \min_{M_k} \alpha_k \|M_k\|_{\theta,S_p}^p - \langle Z_k, M_k \rangle + \frac{\mu_k}{2} \|X_{(k)} - M_k, X_{(k)} - M_k\|_F^2, \\
 &= \arg \min_{M_k} \alpha_k \|M_k\|_{\theta,S_p}^p - \langle Z_k, M_k \rangle + \frac{\mu_k}{2} \|M_k, M_k\|_F - \mu_k \langle X_{(k)} - M_k, M_k \rangle, \\
 &= \arg \min_{M_k} \alpha_k \|M_k\|_{\theta,S_p}^p + \frac{\mu_k}{2} \langle X_{(k)} - M_k, M_k \rangle - \mu_k \langle X_{(k)} - M_k, Z_k^j, M_k \rangle, \\
 &= \arg \min_{M_k} \alpha_k \|M_k\|_{\theta,S_p}^p + \frac{\mu_k}{2} \|M_k - (X_{(k)} + Z_k^j, M_k)\|_F^2, \\
 &= \arg \min_{M_k} \frac{\alpha_k}{\mu_k} \|M_k\|_{\theta,S_p}^p + \frac{1}{2} \|M_k - (X_{(k)} + Z_k^j)\|_F^2. 
\end{aligned}$$ (11)

However, the Schatten $p$-norm regularization in Eq. (11) leads to a complicated nonconvex problem, whose global optimum is hard to obtain via general method (e.g., gradient based method). Fortunately, we derive the desired solution efficiently using the following theorems.

**Lemma 1.** (von Neumann (Mirsky, 1975)) For any two matrices $A, B \in \mathbb{R}^{m \times n}$, $\sigma(A)$ and $\sigma(B)$ are the ordered singular values of $A$ and $B$ with the same order, then $\text{Tr}(A^T B) \leq \text{Tr}(\sigma(A)^T \sigma(B))$ holds. The equality occurs only if there exist unitaries $U$ and $V$ that simultaneously singular value decompose $A$ and $B$, i.e., $A = U \text{diag}(\sigma(A)) V^T$, $B = U \text{diag}(\sigma(B)) V^T$.

According to Lemma 1, we convert the problem in Eq. (11) to a tractable form based on the following theorem:

**Theorem 1.** For any $\lambda > 0$, and $M, Y \in \mathbb{R}^{m \times n}$, denote the full singular value decomposition of $Y$ by $Y = U \Sigma V^T$, with $\Sigma = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_{\min(m,n)})$. The optimal solution of

$$\min_{M} \lambda \|M\|_{\theta,S_p}^p + \frac{1}{2} \|M - Y\|_F^2.$$ (12)
Lemma 2. Introducing the following lemma. \( \delta^M \) construct the optimal work, they didn’t consider the order constraints of the optimal solution in Eq. (13). The solution to the well-known matrix Schatten \( p \)-norm regularization proposed in (Nie et al., 2012b). However, in their work, they didn’t consider the order constraints of the optimal solution in Eq. (13).

Proof. Suppose the full SVD of \( Y \) is \( Y = U \Sigma V^T \). Given any two orthogonal matrices \( Q \) and \( R \), and any rectangular diagonal matrix \( \Delta = \text{diag}(\delta_1, \ldots, \delta_{\min\{m, n\}}) \) with \( \delta_i \geq 0 \) and \( \Delta \) is arranged by the same order (i.e., non-ascending order) as \( \Sigma \), then we construct a matrix \( M \) by \( M = Q \Delta R^T \). According to Lemma 1, given an arbitrary \( Y \), \( \forall M, \text{Tr}(M^T Y) \leq \text{Tr}(\sigma(M)^T \sigma(Y)) \) holds. Consider the arbitrariness of \( M \), we can first determine the singular value vectors \( Q, V \) and then find the singular value matrix \( \Delta \), respectively.

For a fixed \( \Delta \), \( \forall Q, V \):

\[
\lambda \|M\|_{\delta, p, r}^p + \frac{1}{2} \|M - Y\|_F^2 \leq \lambda \sum_{i=r+1}^{\min\{m, n\}} \delta_i^p + \frac{1}{2} \text{Tr} \left( (M - Y)^T (M - Y) \right),
\]

\[
= \lambda \sum_{i=r+1}^{\min\{m, n\}} \delta_i^p + \frac{1}{2} \text{Tr} \left( (Q \Delta R^T - U \Sigma V^T)^T (Q \Delta R^T - U \Sigma V^T) \right),
\]

\[
= \lambda \sum_{i=r+1}^{\min\{m, n\}} \delta_i^p + \frac{1}{2} \left( \text{Tr}(\Delta^T \Delta) + \text{Tr}(\Sigma^T \Sigma) - 2 \text{Tr}(M^T Y) \right),
\]

\[
\geq \lambda \sum_{i=r+1}^{\min\{m, n\}} \delta_i^p + \frac{1}{2} \left( \text{Tr}(\Delta^T \Delta) + \text{Tr}(\Sigma^T \Sigma) - 2 \text{Tr}(\Delta^T \Sigma) \right),
\]

according to Lemma 1, the equality holds only when \( Q = U, R = V \). Then given fixed \( Q \) and \( V \),

\[
\min_M \lambda \|M\|_{\delta, p, r}^p + \frac{1}{2} \|M - Y\|_F^2 \iff \min_{\Delta} \lambda \sum_{i=r+1}^{\min\{m, n\}} \delta_i^p + \frac{1}{2} \|\Delta - \Sigma\|_F^2,
\]

\[
= \min_{\Delta} \lambda \sum_{i=r+1}^{\min\{m, n\}} \delta_i^p + \frac{1}{2} \left( \sum_{i=r+1}^{\min\{m, n\}} (\delta_i - \sigma_i)^2 + \sum_{i=1}^{r} (\delta_i - \sigma_i)^2 \right),
\]

\[
= \min_{\Delta} \sum_{i=r+1}^{\min\{m, n\}} \left( \lambda \delta_i^p + \frac{1}{2} (\delta_i - \sigma_i)^2 \right) + \frac{1}{2} \sum_{i=1}^{r} (\delta_i - \sigma_i)^2, \quad (\delta_i \text{ and } \delta_j \text{ are independent})
\]

\[
\geq \min_{\Delta} \sum_{i=r+1}^{\min\{m, n\}} \left( \lambda \delta_i^p + \frac{1}{2} (\delta_i - \sigma_i)^2 \right),
\]

and the equality holds only when \( \delta_i = \sigma_i, i \in \{1, 2, \ldots, r\} \). Therefore, given a specific \( Y \), minimizing Eq. (12) can be converted to minimizing Eq. (13) with \( M = U \Delta V^T \) and \( \delta_i = \sigma_i, i \in \{1, 2, \ldots, r\} \).

Remark 1. Similar conclusion can also be obtained via the optimization process of weighted matrix Schatten \( p \)-norm with the given weights \( w_1, w_2, \ldots, w_{\min\{m, n\}} = 1 \) in (Xie et al., 2016). Note that this derivation resembles the solution to the well-known matrix Schatten \( p \)-norm regularization proposed in (Nie et al., 2012b). However, in their work, they didn’t consider the order constraints of the optimal solution in Eq. (13).

By establishing Theorem 1, we convert the variables of Eq. (12) from matrices to singular values. And we can construct the optimal \( M \) by calculating only the latter \( r + 1 \ldots \min\{m, n\} \) singular values, given the SVD of \( Y \). However, solving the problem in Eq. (13) is still tricky owing to the nonconvex objective function and the order constraints (i.e., \( \delta_i \geq \delta_j, i \leq j \)). To this end, we obtain the numerical solution with global optimum guarantees by introducing the following lemma.

Lemma 2. (Wangmeng Zuo (Zuo et al., 2013)) For \( y \in (0, +\infty) \), the \( \mathcal{L}_p \)-minimization problem

\[
\min_x \frac{1}{2} (x - y)^2 + \lambda x^p, \quad \forall \lambda > 0, \ 1 > p > 0,
\]

(14)
can be solved by a generalized soft-thresholding function defined by:

\[ T_p^{\text{GST}}(y; \lambda) = \begin{cases} 
0, & \text{if } y \leq \tau_p^{\text{GST}}(\lambda), \\
S_p^{\text{GST}}(y; \lambda), & \text{if } y > \tau_p^{\text{GST}}(\lambda),
\end{cases} \tag{15} \]

where \( \tau_p^{\text{GST}}(\lambda) \) is the thresholding value defined as:

\[ \tau_p^{\text{GST}}(\lambda) = (2\lambda(1-p))^\frac{1}{p^2} + \lambda p(2\lambda(1-p))^\frac{1-p}{p^2}, \tag{16} \]

and \( S_p^{\text{GST}}(y; \lambda) \) is in the range of \(((2\lambda(1-p))^\frac{1}{p^2}, +\infty)\), which can be obtained by solving the following equation:

\[ S_p^{\text{GST}}(y; \lambda) - y + \lambda p (S_p^{\text{GST}}(y; \lambda))^{p-1} = 0, \tag{17} \]

the numerical solution to this equation can be solved by an iterative manner. The GST algorithm is summarized in Algorithm 1.

**Algorithm 1:** Generalized soft-thresholding (Zuo et al., 2013)

| Input: \( y, \lambda, p, J \) | Output: \( T_p^{\text{GST}}(y; \lambda) \) |
|---------------------------------|-----------------------------------|
| \( \tau_p^{\text{GST}}(\lambda) \leftarrow (2\lambda(1-p))^\frac{1}{p^2} + \lambda p(2\lambda(1-p))^\frac{1-p}{p^2}; \) |
| if \( y \leq \tau_p^{\text{GST}}(\lambda) \) then |
| \( T_p^{\text{GST}}(y; \lambda) \leftarrow 0; \) |
| else |
| \( k \leftarrow 0, x^{(k)} \leftarrow y; \) |
| for \( k = 1 \) to \( J \) do |
| \( x^{(k+1)} \leftarrow y - \lambda p (x^{(k)})^{p-1}; \) |
| \( k \leftarrow k + 1; \) |
| \( T_p^{\text{GST}}(y; \lambda) \leftarrow x^{(k)}; \) |

In fact, we can separately solve the \( i \)-th subproblem in Eq. (13) by introducing Lemma 2 if the problem can be decoupled (i.e., satisfying these order constrains). To this end, we establish the following theorem:

**Theorem 2:** Supposing the global minimum of the \( i \)-th subproblem:

\[ \min_{\delta_i} \frac{1}{2} (\delta_i - \sigma_i)^2 + \lambda \delta_i^p, \lambda > 0, 1 > p > 0 \]

obtained by GST in Algorithm 1 is \( \delta_i^*, \) then we have:

\[ \delta_i^* \geq \delta_j^*, \forall i \leq j, i, j = r + 1, \ldots, \min\{m, n\}. \tag{18} \]

**Proof.** We prove this theorem based on the GST algorithm. Note that for a fixed \( \lambda \), the thresholding value \( \tau_p^{\text{GST}}(\lambda) \) is a positive constant. When \( \sigma_i, \sigma_j \leq \tau_p^{\text{GST}}, \delta_i^* = \delta_j^* \) the inequality (18) holds; when \( \sigma_i > \tau_p^{\text{GST}} \) and \( \sigma_j \leq \tau_p^{\text{GST}}, \delta_i^* = 0, \) and \( \delta_j^* \) can be obtained by Eq. (17) with \( \delta_i^* > (2\lambda(1-p))^\frac{1}{p^2} > 0, \) then the proposition still holds; when \( \sigma_i, \sigma_j > \tau_p^{\text{GST}}, \) both of them satisfy Eq. (17), i.e.:

\[ \begin{align*}
\delta_i^* + \lambda p (\delta_i^*)^{p-1} &= \sigma_i, \\
\delta_j^* + \lambda p (\delta_j^*)^{p-1} &= \sigma_j, \\
\delta_i^* > (2\lambda(1-p))^\frac{1}{p^2}, \\
\delta_j^* > (2\lambda(1-p))^\frac{1}{p^2},
\end{align*} \tag{19} \]

denote \( f(x) = x + \lambda p x^{p-1}, x \in ((2\lambda(1-p))^\frac{1}{p^2}, +\infty) \), set the first derivative of \( f(x) \) to zero, we have \( f'(x) = 1 + \lambda p(p-1)x^{p-2} = 0, \) thus the stationary point \( x_0 = (\lambda p(1-p))^\frac{1}{p^2} \). It is not hard to prove that when \( 0 < p < 1, x_0 < (2\lambda(1-p))^\frac{1}{p^2} \), which means \( f(x) \) is monotonically increasing in \(((2\lambda(1-p))^\frac{1}{p^2}, +\infty)\). Therefore, according to Eq. (19), \( f(\delta_i^*) = \sigma_i \geq f(\delta_j^*) = \sigma_j \), we have \( \delta_i^* \geq \delta_j^* \), the theorem is proved. \( \square \)

**Remark 2.** The solution to Eq. (14) has closed-form solution when \( p \in \{\frac{1}{2}, \frac{2}{3}, 1\} \) (Cao et al., 2013). Specially, when \( p = 1, \) the GST becomes the singular value thresholding operator used in NN minimization (Cai et al., 2010a).
By introducing Theorem 2, we can divide the problem (13) to \(\min \{ I_k, \prod_{i \neq k} I_i \} \) independent subproblems that can be solved consequently using GST. So far, based on the above analysis, we can give the optimal solution to the \(M\)-subproblem by:

\[ M_i^{j+1} = U \text{diag}(\sigma_1, \ldots, \sigma_r, \delta_{r+1}, \ldots, \delta_{\min(I_k, \prod_{i \neq k} I_i)}) V^T, \tag{20} \]

where \(U\) and \(V\) are the left and right singular value matrices of \(X^{j+1}_i\), respectively. \(\sigma_1, \ldots, \sigma_r\) are the corresponding first \(r\) singular values; \(\delta_i = GST(\sigma_1^{I_k}, p)\) with \(i = r + 1, \ldots, \min\{I_k, \prod_{i \neq k} I_i\}\).

From Eq. (20) one can find that this equation holds for \(n\) (in our case is three) \(M_k\) variables, and each \(M_k\) can fold into a tensor in its \(k\)-th dimension. In order to preserve useful information as much as possible, we develop a fourth-order tensor \(M \in \mathbb{R}^{n \times n_1 \times n_2 \times n_3}\) by adding an additional ‘variable’ dimension \(n\) to update Eq. (20) in the form of tensor at every turn. This can be formulated as:

\[ M^{j+1}[k, \ldots, k] = \text{Fold}_k \left( U \text{diag}(\sigma_1, \ldots, \sigma_r, \delta_{r+1}, \ldots, \delta_{\min(I_k, \prod_{i \neq k} I_i)}) V^T \right). \tag{21} \]

### 4.2.2 X-subproblem

To update \(X\), we solve the ADMM subproblem according to Eqs. (9) and (10):

\[
X^{j+1} = \arg\min_{X} \sum_{k=1}^{3} \left( \langle Z^{j}_k, X^{(k)} - M^{j+1}_k \rangle + \mu_k \|X^{(k)} - M^{j+1}_k\|_F^2 \right),
\]

\[
= \arg\min_{X} \sum_{k=1}^{3} \left( \|X^{(k)}\|_F^2 + \mu_k \langle X^{(k)}, X^{(k)} - M^{j+1}_k \rangle + \mu_k \|Z^{j}_k - M^{j+1}_k\|_F^2 \right),
\]

\[
= \arg\min_{X} \sum_{k=1}^{3} \left( \|X^{(k)}\|_F^2 + \mu_k \langle X^{(k)}, Z^{j}_k - M^{j+1}_k \rangle\right) = \arg\min_{X} F(X, Z^{j}_k, M^{j+1}_k),
\]

where the last step denotes that we can update the variable \(X\) in the form of tensor efficiently. This subproblem is a trivial convex and smooth optimization that the closed-form solution can be derived by gradient method:

\[
\frac{\partial F}{\partial X} = \sum_{k=1}^{3} \mu_k \left( X + \text{Fold}_k \left( \frac{Z^{j}_k}{\mu_k} - M^{j+1}_k \right) \right) = 0,
\]

\[
\Rightarrow \left\{ \begin{array}{c}
X^{j+1} = \text{Fold}_k \left( \frac{Z^{j}_k}{\mu_k} - M^{j+1}_k \right) / \sum_{k=1}^{3} \mu_k, \\
\mathcal{P} \circ X^{j+1} = \mathcal{P} \circ T,
\end{array} \right.
\tag{23}
\]

where the last term in Eq. (23) serves as the information transmission from the observed tensor.

### 4.2.3 Update dual variable

The dual variable \(Z^{j+1}\) can also be updated in tensor the same as \(M^{j+1}\). By introducing \(Z \in \mathbb{R}^{n \times n_1 \times n_2 \times n_3}\), we can calculate \(Z^{j+1}\) in one time by:

\[ Z^{j+1} = Z^j + \mu_k (\text{Broadcast}(X^{j+1}) - M^{j+1}), \tag{24} \]

where \(\text{Broadcast}(\cdot)\) means duplication and extension the given tensor to higher-order tensor.

### 4.2.4 Proposed algorithm

Finally, the proposed LRTC-TSpN algorithm is summarized in Algorithm 2. In spite of the complex derivation and proof above, the proposed algorithm has concise form and efficient implementation.

---

1. Please note that \(\text{mean}(\mathcal{P} \circ T)\) denotes the mean of the observed elements of tensor \(T\) along all dimensions, which returns a scalar, and we use broadcast mechanism here for brevity.
Algorithm 2: Low-Rank Tensor Completion based on Truncated Tensor Schatten $p$–Norm

**Input:** $\mathcal{T}, \mathcal{P}, \mathcal{P}^\perp, \alpha, \mu, \theta, p, J, \epsilon$

**Output:** $\hat{X}$

Initialize $\mathcal{Z}$ and $\mathcal{M}$ as zeros, $j \leftarrow 0$, $\mathcal{P} \odot \mathcal{X} \leftarrow \mathcal{P} \odot \mathcal{T}$, and $\mathcal{P}^\perp \odot \mathcal{X} \leftarrow \text{mean}(\mathcal{P} \odot \mathcal{T})$;

while not converged do

for $k = 1$ to $3$ do

$X_{(k)}^j + Z_k^j / \mu_k$;

Compute SVD of matrix $X_{(k)}^j + Z_k^j / \mu_k$ as $U \text{diag}(\sigma_1, \ldots, \sigma_{\min(I_k, \prod_{i \neq k} I_i)}) V^T$;

Compute $r_k$ by $r_k \leftarrow [\theta \cdot \min\{I_k, \prod_{i \neq k} I_i\}]$;

Solve problem (13) using Algorithm 1 and compute $\delta = \text{GST}(\sigma_i, \alpha, \mu, p)$ with $i > r_k$;

Update $M^{j+1}$ by $M^{j+1}[k, \ldots, :] \leftarrow \text{fold}_k (U \text{diag}(\sigma_1, \ldots, \sigma_{r_k}, \delta_{r_k+1}, \ldots, \delta_{\min(I_k, \prod_{i \neq k} I_i)})) V^T$;

Update $X^{j+1}$ by $X^{j+1} \leftarrow \frac{\sum_{k=1}^3 \mu_k M^{j+1}[k, \ldots, :]}{\sum_{k=1}^3 \mu_k}$;

Transmit observations by $\mathcal{P} \odot X^{j+1} \leftarrow \mathcal{P} \odot \mathcal{T}$;

Update $Z^{j+1}$ by $Z^{j+1} = Z^j + \mu_k (\text{Broadcast}(X^{j+1}) - M^{j+1})$;

$e^{j+1} \leftarrow \|X^{j+1} - X^j\|_F^2 / \|X^j\|_F^2$;

if $e^{j+1} < \epsilon$ then

$L$ converge.

$j \leftarrow j + 1$;

end

end

Note that in Algorithm 2, we apply the ADMM in which the primal variables $\{M_k^j, X^j, Z_k^j, k = 1, 2, 3\}$ are sequentially updated in a fixed order: $M_1^j \Rightarrow M_2^j \Rightarrow M_3^j \Rightarrow X^j \Rightarrow Z_1^j \Rightarrow Z_2^j \Rightarrow Z_3^j$. In general, due to the symmetry between $M_k$ and $X_{(k)}$, we can also treat $X_{(k)}$ as auxiliary variables and permute them in the objective function. Although randomly permuted ADMM is claimed to be useful for avoiding low-quality local solutions (Sun et al., 2015), the permutation including both $M_k$ and $X_{(k)}$ may cause ADMM to diverge in some nonconvex problems. In our case, with the convergence analysis (which will be discussed in Subsection 4.3) and empirical experiments, the update order in Algorithm 2 always works in our testing scenarios. Meanwhile, ones can adjust the sequence order using random scheme or greedy scheme (even simply exchange the order of $M_k$ and $X_{(k)}$) according to their specific tasks.

4.3. Convergence analysis

The convergence characteristic of ADMM in the case of nonconvex problem is notoriously hard to analyse and still an open question in academic community (Chen et al., 2020a). With some valuable results in the pioneering work (Wang et al., 2019), we provide the theoretical global convergence analysis for Algorithm 2. Besides, the good convergence performances of the proposed method in the following experiments in Section 5 also provide empirical evidences.

The convergence of our proposed method can be guaranteed by following corollary.

**Corollary 1.** For a sufficiently large penalty parameter $\mu$, the iterative sequence $\{M_k^j, X^j, Z_k^j\}$ generated by Algorithm 2 has unique limit point $(M_*^k, X^*, Z_*^k)$ that satisfies $0 \in \partial\mathcal{L}(M_*^k, X^*, Z_*^k)$, and $(M_*^k, X^*, Z_*^k)$ converges globally to this unique stationary point.

**Proof.** We give the proof of Corollary 1 by introducing the following lemma.

**Lemma 3.** (Yu Wang (Wang et al., 2019)) Consider a general optimization problem given by:

$$
\min_{X_0, \ldots, X_p, Y} f(X_0, X_1, \ldots, X_p) + h(Y)
$$

subject to $A_0 X_0 + \cdots + A_p X_p + BY = C$.

where $f : \mathbb{R}^{n \times m} \to \mathbb{R}$ is proper, continuous, and possibly nonsmooth, $h : \mathbb{R}^{q \times m} \to \mathbb{R}$ is proper and differentiable, both $f$ and $h$ could be nonconvex. Let $(X^0, Y^0, W^0)$ be a sequence generated by the ADMM of problem (25), $W^k$ is the dual variable, and $\xi$ is a penalty parameter. Supposing that all the following assumptions hold:

**Assumption 1.** (coercivity) define the feasible set $\mathcal{F} := \{(X, Y) \in \mathbb{R}^{(q+n) \times m} : A X + B Y = C\}$, if $(X, Y) \in \mathcal{F}$ and $\|X, Y\| \to \infty$, then the objective function $f + h$ is coercive over this set, i.e., $f + h \to \infty$;

**Assumption 2.** (feasibility) $\text{Im}(A) \subseteq \text{Im}(B)$, where $\text{Im}(\cdot)$ means the image of a matrix;
Assumption 3. (Lipschitz sub-minimization paths) for any fixed $X$, $\arg \min Y \{f + h : BY = U\}$ has a unique minimizer $H$ and $H : \text{Im}(B) \to \mathbb{R}^{q \times m}$ defined by $H(U) \triangleq \arg \min_Y \{f + h : BY = U\}$, is a Lipschitz continuous map; for $i = 0, \ldots, p, \arg \min_X \{f + h : A_i X_i = U\}$ has a unique minimizer $F_i$ and $F_i : \text{Im}(A) \to \mathbb{R}^{n_i \times m}$ defined by $F_i(U) \triangleq \arg \min_X \{f + h : A_i X_i = U\}$, is a Lipschitz continuous map;

Assumption 4. (objective-$f$ regularity) the function $f$ has the form:

$$f(X) := g(X) + \sum_{i=0}^{p} f_i(X_i),$$

where: (1) $g(X)$ is differentiable and its gradient is Lipschitz continuous, with Lipschitz constant denoting $L_g$; (2) $f_0$ is lower semi-continuous and $f_i(X_i)$ is restricted prox-regular for $i = 1, \cdots, p$.

Assumption 5. (objective-$h$ regularity) the function $h$ is differentiable and its gradient is Lipschitz continuous, with Lipschitz constant denoting $L_h$.

then, the ADMM algorithm converges subsequently for any sufficiently large $\xi$, i.e., it generates a sequence that is bounded with at least one limit point, and each limit point $(X^*, Y^*, W^*)$ is a stationary point of $L_\xi$, i.e., $0 \in \partial L_\xi(X^*, Y^*, W^*)$. Additionally, if $L_\xi$ has the Kurdyka-Lojasiewicz (KL) property, then $(X^k, Y^k, W^k)$ converges globally to the unique limit point $(X^*, Y^*, W^*)$.

Note that in the case of our nonconvex optimization problem as given in Eq. (8), $f(M) = \sum_{i=0}^{p} f_i(M_i) = \sum_{k=1}^{q} \alpha_k \|M_{k, i}\|_p^p + h(M_{k, i}) = 0$, $C = 0$, and the coefficient matrices are both identity matrices. The augmented Lagrange function $L_\mu$ in Eq. (9) is a polynomial function, i.e., belonging to the category of semi-algebraic function, thus satisfying the KL inequality (Bolte et al., 2014). Then in order to guarantee the global convergence, we only need to verify whether the problem (8) holds Assumptions 1-5.

Consider the Schatten $p$-norm function is continuous and the linear constraints $M_k = X_{(k)}$ hold, when $\|M_k, X(\kappa)\| \to \infty$, $f(M) \to \infty$ obviously holds, thus Assumption 1 meets. Assumption 2 naturally holds because $A = I$ and $B = -I$ in this case. As for Assumption 3, we have derived the unique optimum for each ADMM subproblem in Subsection 4.2, and both $I$ and $-I$ have full column rank with trivial null spaces, therefore, $F_i, H$ reduce to linear map operators. And for $k_1, k_2 \in \mathbb{N}$, we have:

$$\|F_i(M^{k_1}) - F_i(M^{k_2})\| = \|F_i(M^{k_1} - M^{k_2})\| \leq \|F_i\|\|M^{k_1} - M^{k_2}\|,$$

$$\|H(X^{k_1}) - H(X^{k_2})\| = \|H(X^{k_1} - X^{k_2})\| \leq \|H\|\|X^{k_1} - X^{k_2}\|,$$

thereby satisfying Lipschitz condition as well as Assumption 3. Assumption 5 holds because $h = 0$. Hence, it remains to verify Assumption 4.

For convenience, we ignore the truncation operation and simplify the objective function of problem (8) as $f(M) = \sum_{k=1}^{q} \|M_k\|_p^p$. Assumption 4.(1) can be satisfied by setting $g = 0$ and $f_0 = \|M_1\|_p^p = \sum_i \sigma_i^p$, the $p$-th power of matrix Schatten $p$-norm, is lower bounded and continuous. Moreover, Wang et al. (2019) (Proposition 1, Section 2) proves that $\| \cdot \|_p^p$ is prox-regular with exclusion set being $S_m = \{M \forall N \in \partial \|M\|_p^p, \|N\|_F > \rho\}$, for any positive parameter $\rho$, and the general sub-gradient of $\|M\|_p^p$ can be given as (Watson, 1992):

$$\partial \|M\|_p^p = \{U^{(1)}D Y^{(1)^T} + U^{(2)}T V^{(2)^T}, \forall T \text{ with } \sigma_1(T) \leq 1\}.$$

Finally, according to Lemma 3, we complete the proof.

4.4. Truncation rate decay strategy

The truncation operator in our model plays a key role in capturing the low-rank pattern. In fact, the truncation rate $\theta$ controls the amount of information that we utilize to approximate the low-rank tensor. In practical applications, the singular values obtained from observations are used to estimate the true ones (from complete tensor). When the missing rate of observations is high, more information is needed to compute the Schatten $p$-norm. Intuitively, this global parameter should decline as the missing rate grows. Therefore, we design a truncation rate decay strategy as follows:

$$\theta_\psi = \theta_0 \exp(-\beta \times \psi),$$

where $\theta_0$ is the initial truncation rate, $\beta$ is the decay rate, $\psi$ is the missing rate of observations defined as:

$$\psi = \frac{\|P^\perp_0\|_0}{n_1 \times n_2 \times n_3},$$

(27)

where $n_1, n_2, n_3$ are the dims of $P^\perp_0$, $\| \cdot \|_0$ is the $L_0$ norm. When only a single set of data is given, let $\theta_\psi = \theta_0$; when a series of homogeneous datasets are given (this case often occurs when a large amount of data is divided into some relatively smaller ones along a given dim, e.g., partition along temporal dimension (Zhang et al., 2021b) or according to different types of subnetworks (Asif et al., 2016)), different $\theta_\psi$ are assigned to each LRTC-TSpN model accordingly. In practice, $\beta$ is recommended for $[1, 3]$. 
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5. Experiments

In this section, we conduct comprehensive experiments to evaluate the performance of proposed LRTC-TSpN model on four different types of spatiotemporal traffic datasets (i.e., origin-destination volume, traffic speed, parking occupancy, and link volume) under complicated missing patterns. First we give a brief description of datasets. Then we introduce four state-of-the-art imputation models as baselines and give some discussions about corresponding results in detail. The Python source codes for this paper can be found in our GitHub repository.²

5.1. Data preparation and experiment setup

5.1.1. Spatiotemporal traffic datasets

In order to test the generalization ability of our model, we use four typical kinds of spatiotemporal traffic data from real-world transportation surveillance or measurement systems. All of the input data are arranged in a third-order tensor paradigm of time intervals × locations (sensors) × days. The datasets are summarized as follows:

- **Xuhui urban arterial OD flow data**: This is an urban arterial origin-destination (OD) flow dataset which is aggregated by vehicles’ travel path recorded at 15-minute interval using automatic vehicle identification (AVI) systems in Xuhui, Shanghai. This data consists of 17 × 17 OD pairs within two weeks (i.e., 14 days from January 6, 2021 to January 19, 2021). We only use the time interval from 6:00 a.m. to 22:00 p.m. of a day. The size of input tensor is: (64 × 289 × 14). Note that we filter the OD pairs which the volume exceeds a specific threshold (i.e., 5 pairs/15 min) to avoid sparsity in the observation tensor.

- **Guangzhou traffic speed data**: This is an urban traffic speed dataset which consists of 214 road segments within two months (i.e., 61 days from August 1, 2016 to September 30, 2016) at 10-minute interval, in Guangzhou, China. The size of input tensor is: (144 × 214 × 61).

- **Portland link volume data (Tuft et al., 2015)**: This dataset consists of link volume collected from highways in Portland, which contains 1156 loop detectors within one month at 15-minute interval. The size of input tensor is: (96 × 1156 × 31).

- **Birmingham parking occupancy data (Stolfi et al., 2017)**: This dataset collects the occupancy rates from 30 car parks in Birmingham from October 4, 2016 to December 19, 2016 at 30-minute interval (8:00 a.m. to 17:00 p.m.). The size of input tensor is: (18 × 30 × 77).

The speed and volume are typical large-scale traffic flow datasets with more fluctuation and randomness, while at the same time, appear distinct day-to-day and within-day recurrence. Imputing this kind of data entails capturing details from time series. The occupancy data is a much simpler signal set with negligible intraday volatility, thus testing models’ capability of perceiving low-rank characteristics. In terms of OD pair data, it shows less consistency and time-dependency, hence the recovery is more challenging without spatial topological relations. It can be used to quantify models’ robustness when handling signals with a large variance.

5.1.2. Baseline models and experiment setup

One the one hand, previous studies have testified the tensor completion models are more effective than factorization-based methods (Ran et al., 2016; Chen et al., 2020b, 2021d); on the other hand, the relatively small-scale datasets in our experiments, e.g., Xuhui and Birmingham data, are not sufficient enough to deploy a large-scale supervised leaning model. Therefore, we compare our LRTC-TSpN model with several state-of-the-art tensor learning models as follows. All of them are based on tensor recovery with fine-designed rank approximation.

- **HaLRTC (Liu et al., 2013)**: High accuracy Low Rank Tensor Completion. This is a typical benchmark used in many works, which minimizes the tensor nuclear norm via ADMM. In comparison with HaLRTC, we can see the advantages of SpN.

- **LRTC-TNN (Chen et al., 2020b)**: Low Rank Tensor Completion with Truncated Nuclear Norm. This is a nonconvex minimization model based on the defined truncated tensor nuclear norm, which shows competitive performance in extensive imputation tasks.

- **TNN-DCT (Lu et al., 2019)**: Tensor Nuclear Norm minimization with Discrete Cosine Transform. This model aims to minimize a new tensor nuclear norm induced by the transform based t-product, which substitutes for a class of models using t-SVD. The discrete cosine transform used in their work is selected as the invertible linear transform operator in our experiment.

²from https://github.com/tongnie/tensorlib.
³from https://doi.org/10.5281/zenodo.1205229.
• **SpBCD** (Gao and Fan, 2020): Schatten $p$-norm minimization via Block Coordinate Descent. This model uses quadric penalty and BCD method to minimize the tensor Schatten $p$-norm. Compared with this model, we can directly show the strength of truncation operation and our iteration framework.

To measure the models’ performance, we manually mask a few entries to substitute for the missing cases and compare the imputed values with masked ones. The evaluation metrics we use are mean absolute error (MAE) and root mean square error (RMSE):

\[
\text{MAE} = \frac{1}{|\Omega_m|} \sum_{i \in \Omega_m} |x_i - \hat{x}_i|,
\]

\[
\text{RMSE} = \sqrt{\frac{1}{|\Omega_m|} \sum_{i \in \Omega_m} (x_i - \hat{x}_i)^2},
\]

where $\Omega_m = \{(i, j, k)\}$ when $x_{ijk}$ is masked and not missing in original tensor). Note that we only calculate imputation error on these masked entries whose ground-truth value is available in order to reflect the actual performance. For a fair comparison, we have carefully tuned the parameters required in the above baseline models. We set the missing rate ranging from 10% to 90% for all missing patterns. The convergence criterion $\epsilon$ for all models is set to $10^{-4}$. For the maximum number of iteration, we set 200 for LRTC-TSpN, LRTC-TNN, TNN-DCT and HaLRTC, 1000 for SpBCD. The weights of unfoldings $\alpha_i$ are simply set equally (i.e., $\alpha_1 = \alpha_2 = \alpha_3 = \frac{1}{3}$) for HaLRTC, SpBCD, LRTC-TNN and LRTC-TSpN. And we set the regularization parameter $\mu_1 = \mu_2 = \mu_3 = \mu$ with the initial value being $10^{-5}$ and updating in each iteration with $\mu = \min\{1.05 \times \mu, 10^{-5}\}$ as in (Chen et al., 2020b).

The two most important parameters that dominate the imputation and convergence performance for our model are the truncation rate $\theta_{\nu}$ and the Schatten $p$ value. To be fair, we calculate $\theta$ using Eq. (26) for both LRTC-TNN and LRTC-TSpN under different missing cases. The set of $\theta_{\nu}$, $\beta$ and $p$ are obtained by cross-validation and summarized in Table 2. More discussions about hyper-parameters tuning are presented in 5.2.3.

| Datasets          | Xuhui | Guangzhou | Portland | Birmingham |
|-------------------|-------|-----------|----------|------------|
| $\theta_0$ (LRTC-TSpN/LRTC-TNN) | RM    | 0.1/0.15  | 0.15/0.3 | 0.2/0.1    | 0.15/0.15  |
|                   | FM-0  | 0.1/0.1   | 0.05/0.05| 0.1/0.1    | 0.05/0.05  |
|                   | FM-1  | 0.08/0.1  | 0.05/0.05| 0.1/0.1    | 0.1/0.1    |
|                   | FM-2  | 0.1/0.1   | 0.05/0.04| 0.1/0.05   | 0.05/0.05  |
| $\beta$ (LRTC-TSpN/LRTC-TNN)    | RM    | 2/2       | 1.5/2    | 2.5/2      | 3/3        |
|                   | FM-0  | 2/2       | 2/2      | 3/3        | 2/2        |
|                   | FM-1  | 2.5/2.5   | 2/2      | 3/3        | 3/3        |
|                   | FM-2  | 2.5/2.5   | 2/2      | 3/2        | 2/2        |
| $p$ (LRTC-TSpN/SpBCD)        | RM    | 0.3/0.5   | 0.3/0.3  | 0.5/0.5    | 0.7/0.7    |
|                   | FM-0  | 0.3/0.5   | 0.5/0.5  | 0.5/0.5    | 0.75/0.75  |
|                   | FM-1  | 0.35/0.3  | 0.3/0.4  | 0.5/0.5    | 0.7/0.7    |
|                   | FM-2  | 0.3/0.3   | 0.3/0.3  | 0.5/0.5    | 0.75/0.75  |

5.2. **Algorithmic performance**

5.2.1. **Imputation results**

The imputation results are displayed in Table 3 and Table 4. It is clear to see that the proposed LRTC-TSpN model outperforms other baseline models in most missing cases on four different spatiotemporal traffic datasets. What is noteworthy is that we pay little attention to horizontal comparisons among the imputation error of different datasets, as the value scale of four datasets vary significantly. With different settings of parameters (e.g., $p$ and $\theta$), our model can suit various scenarios with different types of datasets.

In order to directly presents the effect of proposed model, we give some visualization examples of the imputation performance with different missing scenarios (50% missing rate) from four datasets in Figure 4, 5, 6 and 7. From these figures we can see that our model achieve high accuracy in imputing plausible values from partially observed data, even if the signals are fluctuating and the missing cases are continuous and non-random.

For all these missing modes, we can clearly see that the structured fiber-like missing cases are much more difficult to impute than simple random missing. All models become less effective with the increasing of missing rate, but our model is more robust than other baselines generally. For Xuhui data, all models perform worst in ‘spatial’ FM-1 case. This is because without data of their neighbor traffic analysis zones, imputing OD flows has to exploit the time dimension, where shows slight within-day consistency (Cao et al., 2021), thus the information loss along this axis has a significant impact. One possible response is to establish the space topology as a additional prior knowledge, e.g., Graph Laplacian regularization in (Yang et al., 2021a). As for Guangzhou and
| Models | HaLRTC | LRTC-TNN | TNN-DCT | SpBCD | LRTC-TSpN |
|--------|---------|----------|---------|-------|----------|
| 10%, RM | 3.66/6.84 | 3.15/5.43 | 3.90/6.59 | 2.96/4.86 | 2.96/4.97 |
| 30%, RM | 4.02/7.66 | 3.59/6.38 | 4.18/7.15 | 3.28/5.49 | 3.24/5.41 |
| 50%, RM | 4.75/9.11 | 4.02/7.17 | 4.70/8.06 | 3.48/6.09 | 3.46/6.08 |
| 70%, RM | 6.23/12.05 | 5.00/7.89 | 4.20/7.43 | 3.08/6.73 | 3.06/6.73 |
| 90%, RM | 11.01/20.68 | 7.40/12.55 | 8.60/15.28 | 5.34/10.14 | 5.39/10.09 |
| 10%, FM-0 | 3.77/6.83 | 3.36/5.74 | 3.90/6.42 | 3.00/4.96 | 2.99/4.95 |
| 30%, FM-0 | 4.53/8.72 | 3.74/6.52 | 4.28/7.28 | 3.30/5.38 | 3.30/5.38 |
| 50%, FM-0 | 5.36/11.10 | 4.27/7.60 | 4.75/9.72 | 3.63/5.48 | 3.63/5.48 |
| 70%, FM-0 | 6.23/15.44 | 4.99/9.07 | 5.42/9.97 | 4.34/8.06 | 4.27/7.82 |
| 90%, FM-0 | 11.47/21.63 | 7.97/15.73 | 8.58/16.49 | 6.64/13.35 | 6.12/11.92 |
| 10%, FM-1 | 4.97/9.73 | 6.51/11.86 | 4.73/8.12 | 5.80/10.80 | 6.07/10.99 |
| 30%, FM-1 | 6.35/14.00 | 5.68/11.01 | 5.38/9.82 | 5.53/10.67 | 5.49/10.61 |
| 50%, FM-1 | 8.01/17.59 | 6.12/11.36 | 6.26/12.19 | 5.88/10.32 | 5.64/10.55 |
| 70%, FM-1 | 8.54/18.81 | 6.85/14.18 | 7.64/15.75 | 7.53/15.96 | 6.78/13.17 |
| 90%, FM-1 | 11.68/22.08 | 10.12/20.61 | 10.93/21.11 | 9.09/17.35 | 8.88/16.76 |
| 10%, FM-2 | 3.74/6.69 | 3.34/5.77 | 3.95/6.35 | 3.12/5.16 | 3.12/5.16 |
| 30%, FM-2 | 4.57/9.59 | 3.42/5.78 | 4.12/7.12 | 3.10/5.07 | 3.08/5.06 |
| 50%, FM-2 | 5.78/12.94 | 4.06/7.24 | 4.67/8.18 | 3.48/5.95 | 3.47/5.94 |
| 70%, FM-2 | 6.72/15.41 | 4.68/8.56 | 5.12/9.45 | 3.96/7.07 | 3.92/6.98 |
| 90%, FM-2 | 10.21/20.92 | 8.87/24.77 | 7.07/14.73 | 5.72/11.54 | 5.40/10.47 |

Table 3: Imputation performance on Xuhui and Guangzhou dataset (MAE/RMSE).
Figure 5: Visualization examples of imputation for Guangzhou speed data. (a) 50% random missing. (b) 50% fiber mode-0 missing. The green window denotes the partial observations in this missing case. (c) 50% mode-1 missing. Two different sensors who share the same missing time points are plotted for comparison. (d) 50% mode-2 missing.

Figure 6: Visualization examples of imputation for Portland volume data. (a) 50% random missing. (b) 50% fiber mode-0 missing. The green window denotes the partial observations in this missing case. (c) 50% mode-1 missing. Two different sensors who share the same missing time points are plotted for comparison. (d) 50% mode-2 missing.

Figure 7: Visualization examples of imputation for Birmingham occupancy data. (a) 50% random missing. (b) 50% fiber mode-0 missing. The green window denotes the partial observations in this missing case. (c) 50% mode-1 missing. Two different sensors who share the same missing time points are plotted for comparison. (d) 50% mode-2 missing.
Portland data, since traffic flow dynamics like speed and volume have strong temporal dependencies, this FM-0 missing impedes accurate completion because there is no referable information on the whole missing days. The imputation results can be improved for this scenario by incorporating time series method, e.g., autoregressive model (Chen et al., 2021d). In the case of Birmingham data, both the ‘temporal’ FM-0 and FM-2 missing cases are more challenging because this parking data highly depends on day-to-day recurrence and consistency. This indicates that in element-wise and spatial missing cases, purely low-rank models can achieve adequate results for similar kinds of not complex signals; while in extreme temporal loss, LRTC models may generate biased turning points as can be seen in Figure 7. Therefore, structured data loss along each mode of tensor has different degrees of impacts on diverse kinds of data. This means that when dealing with practical missing traffic data, one should not treat different missing patterns equally and deploy a single model, instead, combining with prior knowledge and setting targeted parameters (e.g., $p$ values) will make more sense.

Moreover, the superiority of LRTC-TSpN over SpBCD denotes the effect of truncation and the decay strategy. When missing rate is high, only a few proportions of biggest singular values are truncated, but our model still achieves considerable improvement over the full Schatten $p$-norm model. Meanwhile, although the quadric penalty in (Gao and Fan, 2020) promotes its convergence, it also deteriorates the imputation precision, compared with our ADMM-GST algorithm. The advantages of truncation and nonconvex approximation can also be found by comparison among LRTC-TNN, HaLTRC and TNN-DCT. When the missing rate is low, HaLTRC and TNN-DCT also show good performance, however, the two convex models become unstable as there is higher proportion of data unavailability. In general, both LRTC-TSpN and SpBCD have better performance than LRTC-TNN. This result clearly implies the dominant advantages of the generalized Schatten $p$-norm over the nuclear norm for capturing the underlying low-rank pattern, especially for these extreme missing cases. For example, according to Table 4 the proposed method achieves up to a 52% MAE improvement compared to LRTC-TNN in Birmingham data even when the FM missing ratio is as high as 90%.

Another common measurement is the multi-linear rank (Kolda and Bader, 2009). While in real-world traffic datasets, there exists noises that make the rank of data not numerically low (this will be discussed in 5.3.1). In other words, a few singular values are relatively very small but not zeros, and these residual values are normally included in the procedure of rank calculation. This impedes direct utilization of multi-linear rank to reflect true distribution of singular values. In this work, the ‘low-rankness’ is established in a sense that a low number of large singular values dominate the pattern of the matrix. In this context, comparing multi-linear ranks might not shed light on the evaluation of the imputed results.

### Table 5: The Schatten $p$-norm of each unfolding matrix achieved by LRTC-TSpN on four datasets

| Missing pattern | Guangzhou | Portland |
|-----------------|-----------|-----------|
|                 | Mode-0    | Mode-1    | Mode-2    | Mode-0    | Mode-1    | Mode-2    |
| Complete        | 257.67    | 386.59    | 119.38    | 217.76    | 2096.79   | 79.19     |
| RM              | 252.62    | 373.59    | 115.95    | 215.54    | 1821.11   | 77.08     |
| FM-0            | 249.43    | 371.75    | 115.48    | 215.35    | 1834.63   | 78.59     |
| FM-1            | 252.52    | 373.85    | 115.68    | 215.72    | 1826.31   | 77.10     |
| FM-2            | 252.62    | 373.59    | 115.95    | 215.51    | 1822.70   | 77.29     |

| Missing pattern | Birmingham | Xuhui |
|-----------------|------------|-------|
|                 | Mode-0    | Mode-1    | Mode-2    | Mode-0    | Mode-1    | Mode-2    |
| Complete        | 40.68     | 62.62    | 147.73    | 103.37    | 86.09     | 26.86     |
| RM              | 37.58     | 60.46    | 137.06    | 99.18     | 82.87     | 26.32     |
| FM-0            | 37.29     | 59.58    | 131.75    | 99.94     | 80.38     | 26.40     |
| FM-1            | 37.87     | 55.96    | 131.48    | 97.49     | 82.85     | 25.94     |
| FM-2            | 37.32     | 59.73    | 137.59    | 98.99     | 82.69     | 26.37     |

Results of the complete tensor are bold marked.

Instead, we give the achieved Schatten $p$-norm calculated by Eq. (3) of each mode-$n$ unfolding matrix in Table 5, taking the 50% missing rate as an example. As our objective is to minimize the sum of unfolding-based norm, the norm of all unfoldings in all instances reported in Table 5 are lower but close to the complete ones, demonstrating the effectiveness of our method.

#### 5.2.2. Model comparisons in typical scenarios

The Guangzhou and Portland traffic flow datasets are both million-level, which are relatively large-scale for many transportation applications. Therefore, the advantages of our method over other baselines are not remarkable due to the size of data. To further evaluate the performance in more intractable situations, in this subsection we conduct imputation tasks on small subsets of the two traffic flow datasets mentioned above with typical missing scenarios (i.e., fiber-like missing cases with loss rate higher than 75%), and they are briefly described as:

- **Guangzhou-small**: Speed data with the first 50 locations and the first 15 days. The size is $(144 \times 50 \times 15)$.  

• **Portland-small**: Volume data with the first 80 locations and the first 15 days. The size is $(96 \times 80 \times 15)$.

In these tests, we set the missing rate as $75\%$, $85\%$, and $95\%$ for three FM-$n$ missing situations. For the two small-scale traffic flow datasets, the latent patterns in the origin data are more prominent and more susceptible to noise and missing values, so that the variance may become larger than the results of whole datasets. We conduct these experiments in five times and report the average results, see Figure 8. The parameter settings for this subsection are given in Table 6.

### Table 6: Parameter settings for Guangzhou-small and Portland-small data

| Dataset         | FM-0   | FM-1   | FM-2   |
|-----------------|--------|--------|--------|
|                 | $p$    | $\theta_0$ | $\beta$ | $p$    | $\theta_0$ | $\beta$ | $p$    | $\theta_0$ | $\beta$ |
| Guangzhou-small | 0.6    | 0.05   | 2      | 0.7    | 0.05   | 2      | 0.8    | 0.05   | 2      |
| Portland-small  | 0.8    | 0.05   | 4      | 0.8    | 0.05   | 2      | 0.6    | 0.05   | 4      |

![Figure 8](image-url)  
Figure 8: Model comparison in Guangzhou-small and Portland-small data with different fiber-like missing situations.

From Figure 8, it is obvious to find that the proposed method tends to be robust and much more stable than other approaches. The two convex model HaLRTC and TNN-DCT appear to have numerical instability when the missing ratio is as high as $85\%$. In this context, the superiority of LRTC-TSpN with respect to the accuracy is more distinct than in the large-scale datasets. The notable performance in relative small-size data with high proportion of data loss can be mainly ascribed to the truncation decay scheme and the strictly non-convexity characteristic of TSpN that substitutes for a better representation ability.

Apart from imputation precision, we also compare the computational performance with other baselines by recording the CPU running time, total iteration times and the convergence curves. The recorded results on Guangzhou-small data are given in Table 7 and Table 8. Note that some results are invalid for HaLRTC and TNN-DCT since they are actually disabled to work in these extreme scenarios (see Figure 8(a) and (b)), so we do not take them into considerations.

### Table 7: Computational performances on Guangzhou-small data

| Models | Missing cases | LRTC-TNN | LRTC-TSpN | SpBCD | HaLRTC | TNN-DCT |
|--------|---------------|----------|-----------|-------|--------|---------|
|        | Missing rates | CPU time (s) | Epoch | CPU time (s) | Epoch | CPU time (s) | Epoch | CPU time (s) | Epoch | CPU time (s) | Epoch |
| FM-0   | 75%           | 12.4     | 185      | 7      | 56     | 14.7    | 199   | 4.6   | 76   | 6.6   | 119   |
|        | 85%           | 12.5     | 184      | 7.1    | 57     | 15.5    | 199   | 0.1   | 1    | 0.2   | 1     |
|        | 95%           | 12.3     | 183      | 6.8    | 56     | 15.5    | 199   | 0.1   | 1    | 0.2   | 1     |
|        | 85%           | 12.1     | 183      | 8.3    | 66     | 14.6    | 199   | 0.1   | 1    | 0.2   | 1     |
|        | 95%           | 11.8     | 171      | 8.8    | 64     | 14.8    | 199   | 0.1   | 1    | 0.2   | 1     |

Best results are bold marked and invalid results are marked with a strikeout.
Table 8: Computational performances on Portland-small data

| Models  | LRTC-TNN | LRCT-TSpN | SpBCD | HaLRTC | TNN-DCT |
|---------|----------|-----------|-------|--------|---------|
| Missing cases | CPU time (s) | Epoch | CPU time (s) | Epoch | CPU time (s) | Epoch | CPU time (s) | Epoch | CPU time (s) | Epoch |
| FM-0    | 75%      | 10       | 131    | 9.2    | 82       | 15.9   | 199    | 7.6    | 108    | 8.6    | 102   |
|         | 85%      | 10.4     | 117    | 9.3    | 82       | 18.3   | 199    | 7.2    | 98     | 8.3    | 111   |
|         | 95%      | 10       | 123    | 8.5    | 76       | 17.1   | 199    | 5.3    | 73     | 6.7    | 117   |
| FM-1    | 75%      | 10.8     | 134    | 9.5    | 86       | 16.3   | 199    | 7.7    | 110    | 7.1    | 103   |
|         | 85%      | 10.5     | 128    | 9.6    | 88       | 17.3   | 199    | 7.2    | 101    | 7.6    | 112   |
|         | 95%      | 12.9     | 165    | 9.3    | 83       | 17     | 199    | 5.5    | 70     | 8.1    | 124   |
| FM-2    | 75%      | 10       | 128    | 10.1   | 93       | 15.2   | 199    | 8      | 109    | 8.3    | 101   |
|         | 85%      | 10.6     | 133    | 10.2   | 96       | 17.7   | 199    | 8.5    | 119    | 7.8    | 112   |
|         | 95%      | 12.1     | 145    | 10.4   | 97       | 16.3   | 199    | 7.5    | 96     | 9.8    | 138   |

Best results are bold marked and invalid results are marked with a strikeout.

From the two tables we can find that our method has good computational performance: the proposed LRTC-TSpN can converge with fewer iterations in most testing situations and is competitive in running time consumption, so that it is cost-effective for saving computational sources, although the GST algorithm could lead to some more computing burden. At the meantime, SpBCD reaches the maximum iterations in all cases because the block coordinate descend optimization framework becomes hard to calculate the next proximal variable when facing such a nonconvex problem. HaLRTC also displays promising performances in some cases owing to the simplified convex model, however, both TNN-DCT and HaLRTC even do not operate when the fiber-missing rate is over 75% in the speed dataset. This improvement over other baselines mainly attributes to the flexibility of model parameters and appropriate iteration strategy with theoretical optimum and convergence guaranteed.

We then take the 95% missing rate as an example to plot the curve of MAE versus iterations, which gives a straightforward reflect of the convergence capability of our method, as shown in Figure 9.

![Figure 9: The MAE variation curve with the epoch increasing until convergence.](image)

These figures denote that the proposed Algorithm 2 generally decreases the objective function (or error measurements) stably and shows trivial fluctuation, even in such extreme cases. This means that the ADMM scheme can still be effective, in spite of a hard nonconvex problem, which is consistent with the conclusion in Subsection 4.3. Therefore, our LRTC-TSpN method not only aims to improve the overall imputation accuracy to varying degrees, but also provides a viable option for robust and efficient implementations of flexible scenarios.

5.2.3. Hyper-parameter tuning and sensitivity analysis

Compared with previous works, the proposed method has three additional parameters, i.e., truncation $\theta_0$, $\beta$, and Schatten $p$ value. To survey the impact of these hyper-parameters on model and give some insights into the hyper-parameter tuning procedures, in this subsection we investigate the influences of parameters on LRTC-TSpN on Birmingham data.
We keep the truncation parameters unchanged and set $p$ varying from 0.1 to 0.9 for four missing scenarios. Figure 10 reports the MAE of LRTC-TSpN with different $p$ values under different missing rates.

From this figure we observe that curves of different degrees of missing have similar trends with respect to $p$ values, and in this dataset the best performance occurs around $p = 0.5$. When $p$ is less than this turning point, the MAE decreases dramatically; while there are slight impacts when $p$ exceeds it. At the same time, $p$ controls the level of nonconvexity of model in some extent. This enlightens us that we can find a proper $p$ value in the range after the inflection point to balance the accuracy and complexity. Look at another facet of this figure, when curves of different missing rates approximately have the same inflection point like 10(a), one can set a certain $p$ for all imputation tasks. On the contrary, one can improve the performance by dynamically increasing it like 10(b).

Figure 11 shows the results cross different missing patterns by selecting a fixed missing rate (e.g., 50% and 80% are used herein). Similar conclusions can be drawn as in Figure 10. For a simple realization, one can set a fixed $p$ value for all missing patterns.

We survey the truncation $\theta$ parameter settings by testing the parameter combinations s1-s8 given in Table 9. In each combination we conduct imputation tasks with missing rates ranging from 10% to 80% (10% as step) on four missing patterns. Figure 12 shows the box plot for the performances of each parameter setting group under
8 missing scenarios of each missing pattern. Each error box in Figure 12 reports the imputation MAE of 8 missing rate scenarios with a specific $\theta$ setting.

| Parameter setting groups | s1 | s2 | s3 | s4 | s5 | s6 | s7 | s8 |
|--------------------------|----|----|----|----|----|----|----|----|
| RM                       | $\theta_0$ | 0.2 | 0.2 | 0.2 | 0.2 | 0.1 | 0.3 | 0.4 | 0.5 |
|                           | $\beta$    | 1   | 2   | 3   | 4   | 4   | 4   | 4   | 4   |
| FM-0                     | $\theta_0$ | 0.2 | 0.2 | 0.2 | 0.2 | 0.1 | 0.3 | 0.4 | 0.5 |
|                           | $\beta$    | 2.5 | 3   | 3.5 | 4   | 4   | 4   | 4   | 4   |
| FM-1                     | $\theta_0$ | 0.2 | 0.2 | 0.2 | 0.2 | 0.1 | 0.3 | 0.4 | 0.5 |
|                           | $\beta$    | 2.5 | 3   | 3.5 | 4   | 4   | 4   | 4   | 4   |
| FM-2                     | $\theta_0$ | 0.1 | 0.1 | 0.1 | 0.1 | 0.05| 0.15| 0.2 | 0.25|
|                           | $\beta$    | 1   | 1.5 | 2   | 2.5 | 2   | 2   | 2   | 2   |

Figure 12: Model performance under different $\theta$ parameter combinations on Birmingham data.

There are mainly two observations from Figure 12: (1) the performances under groups s1, s2, s3, and s4 indicate that LRTC-TSpN is not sensitive to $\beta$, and an inappropriate $\beta$ setting could finally affect the upper bound of MAE while have minor impacts on the average or median performance; (2) the performances under setting s4, s5, s6, s7, and s8 reveal that the proposed method is more sensitive to $\theta_0$, which influences the lower bound of the MAE directly and the precise will significantly degrade if a too high $\theta_0$ is given like s8; however, through the decaying effect of $\beta$, the impacts of $\theta_0$ gradually diminish with increasing missing rate.

Generally, the truncation $\theta$ parameters in our method are basically not laborious to tune but effective to implement, as finding an appropriate $\theta_0$ is much easier than tuning a series of $\theta$ when dealing with varying missing rate. In practice, $\beta$ can be selected according to the actual within the given recommendation in Section 4.4, and $\theta_0$ can be easily obtained by cross-validation or grid-search, etc.

5.3. Further interpretation

Although our method is a purely data-driven imputation model on the basis of optimization, it has good model interpretability, which is a noteworthy topic of imputation model recently (Lyngdoh et al., 2022). To better reveal the mechanism of truncation operation and the effects of model components, in this subsection we give further interpretations and discussions about the proposed method.
5.3.1. Effect of truncation

To give an intuitive explanation of the effect of truncation operator, we randomly select a partial observation matrix of five days from the Guangzhou speed dataset as an example in Figure 13. We generate a 50% missing data and recover it with LRTC-TSpN. Then for each of incomplete and recovered matrix, we calculate the SVD of it and accordingly restore it with a few largest singular values and remaining ones, resulting in a principal and a residual matrix, respectively.

In Figure 13, it is obvious to find that the principal matrix of the incomplete matrix in Figure 13(b) still preserves the low-rank patterns to some extent, while the residual parts in Figure 13(c) construct a sparse residual matrix like noise. By keeping the major components unchanged and only incorporating the residual parts into the optimization process, LRTC-TSpN forces these residual parts to be ‘low-rank’ as much as possible and reconstructs the principal components (i.e., the underlying low-rank pattern) of entire speed matrix using only a few largest singular values. The superposition of the reduced residual parts in (f) and the low-rank parts in (e) produces the final recovered matrix in (d). Therefore, by introducing the truncation operator, we are capable of preventing the principal parts from over-shrinking, and reducing the residuals evidently, so as to construct a ‘low-rank’ output.

5.3.2. Comparison of the imputed singular values

To give a further explanation of the strength of TSpN, we compare the imputed singular values of LRTC-TNN and LRTC-TSpN using Guangzhou dataset (50% missing rate) and the results are reported in Figure 14. We can see that for these singular values in the top of the order, the imputed ones by our model are closer to the real ones in all missing scenarios. This over-shrink-age problem of TNN makes the results deviate from the true singular values while the proposed TSpN model achieves a better approximation of larger singular values and keeps the low-rank components.

5.3.3. Effect of truncation decay strategy

To verify the effectiveness of truncation rate decay strategy as described in Section 4.4, we further make a comparison between the constant truncation rate and decaying truncation rate scheme, named ‘TSpN-fixed’ and ‘TSpN-decay’, respectively. We take the Birmingham occupancy data as an example for demonstration with missing rates varying from 10% to 90% in four missing patterns. For ‘TSpN-fixed’, we keep \( \theta = \theta_0 \) by setting \( \beta = 0 \), and keep other parameters the same as ‘TSpN-decay’. Results are shown in Figure 15.
These variation studies display that when loss rate is low (e.g., lower than 40%), there are sufficient observed data to model the latent patterns so that less information is conserved in the small singular values. This is reflected in Figure 15 where the differences between the two variants are not significant at first, whereas the error
of ‘TSpN-fixed’ surges thereafter. Therefore, this truncation decay strategy is an indispensable component to stabilize our method when missing rate becomes high.

5.3.4. Missing slices recovery

A more challenging structural missing case is the recovery of missing ‘slices’, i.e., several entire columns or rows in the ‘location’ × ‘time’ matrix are not available. One can find that FM-1 missing in Figure 2 denotes the case that the ‘time’ rows are missing. When these missing rows occur at the same time interval every day, this becomes the ‘time slices’ missing scenario in the tensor. Experimental results of FM-1 cases reveal that LRTC-TSpN is capable of handling this kind of tasks. Moreover, Yokota et al. (2018) have shown that multi-way delay embedding transform, aka., Hankelization, could be useful for augmenting shift-invariant features, thereby benefiting the missing ‘time slices’ recovery. While at the same time, this procedure increases the computational burden greatly.

Nevertheless, both our method and other LRTC approaches (even augmented by Hankelization) are not capable of dealing with the missing ‘spatial slices’ situations (entire ‘location’ columns are missing), e.g., some locations do not equip with sensors at all. Unlike the inherent consistency of the time dimension, spatial consistency entails extra information. A spatial Laplacian regularization (Yang et al., 2021a) can be incorporated into the objective function of LRTC to tackle this issue.

6. Conclusion and future directions

In this paper, we propose a novel truncated tensor Schatten $p$-norm minimization model that preserves the advantages of both truncated nuclear norm and tensor Schatten $p$-norm for missing value imputation in spatiotemporal traffic data. Extensive experiments are conducted on four different types of traffic data under complicated missing patterns with the missing rates ranging from 10% to 90%, including random missing and three fiber mode-$n$ missing cases. Results reveal that: 1) our LRTC-TSpN model shows competitive performance compared with some state-of-the-art models and is robust under increasing missing rates and different missing cases, for instance, the proposed method achieves up to a 52% MAE improvement in Birmingham dataset compared to the most competitive baseline even when the extreme missing ratio is as high as 90%; 2) the Schatten $p$-norm serves as a better nonconvex surrogate for rank than nuclear norm so that the proposed LRTC-TSpN can capture the low-rank components of tensors more effective than other NN or TNN based models; 3) missing patterns have significant impacts on imputation accuracy, and the degree of influence is susceptible to data type; 4) truncation operation plays a key role in keeping the larger singular values from being over-shrinking, and the truncation rate is supposed to be lower when dealing with higher missing rate. Moreover, theoretical and empirical evidences also demonstrate that our method has robust and efficient computational performances, especially for convergence capability.

Despite promising results the proposed LRTC-TSpN model has shown, there are still some directions worth investigation in our future research. First, the truncation rate parameter, which is set globally to make an easy realization, may need to adjust to each unfolding matrix by setting various degrees of truncation to improve performance. Second, the kind of unfolding-based norm, including sum of nuclear norm and sum of Schatten $p$-norm, etc., is dependent on the SVD performed on each unfolding matrix. Although the proposed method has promising computational performances, the scalability of Schatten $p$-norm based model on massive data scenes could be further improved by accelerating the computation of SVD. In the future, we will explore the potential of randomized techniques for fast computation, such as randomized SVD (Halko et al., 2011), to further reduce the computational cost.
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