Machine learning improves early prediction of small-for-gestational-age births and reveals nuchal fold thickness as unexpected predictor
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Abstract

Objective: To investigate the performance of the machine learning (ML) model in predicting small-for-gestational-age (SGA) at birth, using second-trimester data.

Methods: Retrospective data of 347 patients, consisting of maternal demographics and ultrasound parameters collected between the 20th and 25th gestational weeks, were studied. ML models were applied to different combinations of the parameters to predict SGA and severe SGA at birth (defined as 10th and third centile birth weight).

Results: Using second-trimester measurements, ML models achieved an accuracy of 70% and 73% in predicting SGA and severe SGA whereas clinical guidelines had accuracies of 64% and 48%. Uterine PI (Ut PI) was found to be an important predictor, corroborating with existing literature, but surprisingly, so was nuchal fold thickness (NF). Logistic regression showed that Ut PI and NF were significant predictors and statistical comparisons showed that these parameters were significantly different in disease. Further, including NF was found to improve ML model performance, and vice versa.

Conclusion: ML could potentially improve the prediction of SGA at birth from second-trimester measurements, and demonstrated reduced NF to be an important predictor. Early prediction of SGA allows closer clinical monitoring, which provides an opportunity to discover any underlying diseases associated with SGA.
Small-for-gestational-age (SGA) newborn is defined as birth weight below the 10th centile. SGA can result from fetal growth restriction, where the fetus fails to achieve its individual growth potential due to placental disorder, maternal medical conditions, genetic factors, and external factors such as smoking. Newborns with birth weights below the third centile experience 5–10 times higher rate of mortality and exhibit greater risk of developing chronic diseases in adult life.

Identifying SGA fetuses before delivery is clinically important because in a population-based study by Gardosi et al., the main risk factor associated with stillbirth is un-identified SGA before birth. Lindqvist and Molin also reported that if SGA fetuses were identified before birth and were given proper antenatal surveillance, their risk of adverse outcomes could be reduced by four-fold. Early prediction of SGA will provide the opportunity to select patients for follow-up, allowing closer monitoring and better clinical management. Furthermore, new pharmacological treatments for SGA are being investigated, and if successful in the future, predicting SGA at an earlier stage would be useful to identify subjects for treatment.

Clinical risk predictive model, such as logistic regression, is commonly found in medical domains because it allows interpretation of model parameters. However, machine learning (ML) can learn data patterns in higher dimensions and has significantly better predictive ability. This explains its popularity in the biomedical domain. In terms of predicting SGA, there have been studies that used ML models. Features used for prediction in these past studies include ultrasound biometrics measurements, umbilical Doppler blood flow, pregnancy risk factors, sociodemographic, maternal characteristic and medical history, pregnancy associated plasma protein A and placental growth factor.

The objective of this study is to evaluate the performance of ML in predicting SGA at birth, using second trimester fetal ultrasound scans. In our study, we show that ML significantly improves the prediction of SGA at birth compared to the prediction via clinical guidelines. Moreover, our ML models unexpectedly reveals that nuchal fold thickness to be an important parameter in predicting SGA at birth.
highest votes across the decision trees. SVM builds a predictive model by mapping example data points in a space where points are divided into separate categories with as wide a gap as possible. The MLP model consists of several layers of interconnected nodes, including an input layer, an output layer, and one or more intermediate hidden layers, and computes its prediction via weights assigned to each node. The weights are optimized during the model training stage with an optimization algorithm.

2.2.1 | Input data to machine learning model

A combination of demographics, fetal biometry and Doppler measurements were used to train the model. We took a set of 15 parameters, which includes fetal measurements that are routinely scanned at the second trimester and maternal demographics. These parameters were reported to have correlation with fetal growth and were used as potential inputs to train the model.

| TABLE 1 Patient characteristic |
|--------------------------------|
|                              | Group A BW > 10th centile | Group B BW between 3rd and 10th centile | Group C BW < 3rd centile |
| Number of samples            | 145                        | 105                                      | 97                       |
| Gestational at birth (weeks) | 38.71 ± 1.59               | 37.99 ± 0.70\(^{**}\)                    | 38.29 ± 1.00\(^{a}\)     |
| Birth weight, BW (kg)        | 3.05 ± 0.49                | 2.40 ± 0.12\(^{**}\)                    | 2.20 ± 0.21\(^{a}\)      |
| Gestational at scan (weeks)  | 21.88 ± 0.57               | 21.87 ± 0.59                            | 21.98 ± 0.78             |
| Mother’s age                 | 31.83 ± 4.17               | 31.49 ± 4.62                            | 31.04 ± 4.85             |

Ethnicity

| Ethnicity | Group A | Group B | Group C |
|-----------|---------|---------|---------|
| Chinese   | 66 (51.6%) | 33 (25.8%) | 29 (22.7%) |
| Malay     | 20 (25.0%) | 27 (33.8%) | 33 (41.3%) |
| Indian    | 32 (37.6%) | 26 (30.6%) | 27 (31.8%) |
| Others    | 27 (50.0%) | 19 (35.2%) | 8 (14.8%)  |

| BPD (mm)  | 52.97 ± 3.28 | 52.05 ± 3.78 | 52.69 ± 3.52 |
| HC (mm)   | 192.84 ± 9.57 | 190.63 ± 9.48 | 191.39 ± 10.95 |
| TCD (mm)  | 22.69 ± 1.19 | 22.26 ± 1.26\(^{**}\) | 22.51 ± 1.48 |
| CM (mm)   | 5.80 ± 1.28  | 5.47 ± 1.26  | 5.74 ± 1.13  |
| EFW (g)   | 447.24 ± 62.33 | 424.84 ± 59.15\(^{**}\) | 431.31 ± 74.38 |
| NF (mm)   | 4.77 ± 0.65  | 4.36 ± 0.76\(^{**}\) | 4.29 ± 0.80\(^{a}\) |
| AC (mm)   | 167.60 ± 10.40 | 163.92 ± 9.61\(^{**}\) | 163.69 ± 11.12\(^{a}\) |
| FL (mm)   | 36.81 ± 2.23  | 36.14 ± 2.25  | 36.49 ± 2.82  |
| Va (mm)   | 6.54 ± 0.87   | 6.55 ± 0.87   | 6.42 ± 0.80   |
| Vp (mm)   | 6.35 ± 1.03   | 6.20 ± 0.99   | 6.09 ± 0.81   |
| Fetal cerebral hemisphere, hem (mm) | 25.65 ± 1.97 | 25.18 ± 2.01 | 25.47 ± 2.28 |
| Ut RI     | 0.54 ± 0.09   | 0.60 ± 0.27   | 0.69 ± 0.35\(^{**}\) |
| Ut PI     | 0.89 ± 0.31   | 0.98 ± 0.43   | 1.12 ± 0.49\(^{a}\) |

Note: Values shown are mean and standard deviation.

Abbreviations: AC, abdominal circumference; BPD, Biparietal Diameter; CM, Cisterna Magna; EFW, estimated fetal weight; FL, femur length; HC, head circumference; TCD, Transverse Cerebellar Diameter; Va, anterior horn of lateral ventricle; Vp, posterior horn of lateral ventricle; Ut PI, uterine arterial pulsatility index; Ut RI, uterine arterial resistance index.

\(^{a}\)Compared to infants with BW above the 10th centile.

\(^{b}\)Compared to infants with BW between the third and 10th centile.

\(^{*}\)< 0.05, \(^{**}\) < 0.001.
gestational age, we added gestational age (GA) as an additional input (the 16th parameter) in the model, to ensure that the model could account and adjust for this variability. This brought our total number of parameters to 16.

In this study, we aimed to investigate the model’s performance in predicting SGA and severe SGA infants at birth using the second trimester data, via two separate experiments. A model to predict SGA infants was trained in the first experiment, and a separate model was trained to predict severe SGA in the second experiment.

We randomly split the data into the training and validation set (80% of data) and the testing set (20% of data). In the testing dataset, the number of samples in each class was balanced to avoid disproportional ratio of observation between classes to avoid misleading accuracy analysis. This necessitated 29 AGA and 29 SGA testing data in the first experiment and leaving 116 AGA and 173 SGA for the training and validation dataset. For the second experiment, only severe SGA cases were used, and the 105 SGA cases with birth weight between the third and 10th centile were not used. Since the number of diseased cases reduced, only 20 AGA and 20 severe SGA cases were used as testing data, leaving 125 AGA and 77 severe SGA for the training and validation dataset. A summary of the number of training and testing data used in the two experiments is shown in Figure 2.

In order to ensure that different types of data had similar orders of magnitude and that data was free of measurement units, data for every parameter were scaled to have a zero mean and unit standard deviation, according to the training data distribution. Next, training data in the class (healthy/disease) with the smaller sample size was randomly duplicated (oversampling) so that the number of samples in both classes was balanced. This was essential to improve the model’s accuracy. Note that, only the training data was oversampled for the model training process and the testing data was not.

During training, we performed five- and 10-fold cross-validation to determine the best hyper-parameters for every model. Hyper-parameters were variables that determine the ML structures, and each models had different hyper-parameters to tune. Details of hyper-parameters for each model and their tuning process are given in the Supplementary Document. In the fivefold cross-validation, the training and validation dataset (80% of all data) was evenly divided into five sets: four sets were used for training and one set was used for validation. This process was repeated five times for each hyper-parameters optimization process. We performed fivefold and 10-fold cross-validation and results showed that there were very similar in model performance, judging by the area under the receiver operating curve, which is reported in Table S2 in the Supplementary Document. The results shown here were based on fivefold cross-validation.

In each fold, we used the Grid Search method to test different sets of hyper-parameters. The hyper-parameters combination that yielded the highest average validation accuracy (average across k-fold cross-validation) was used to train the model again using the training and validation datasets (i.e., the 80% of data, 116 AGA and
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173 SGA in Experiment 1, and 125 AGA and 77 Severe SGA in Experiment 2. The final trained model was then used to make predictions in the testing dataset and the model’s predictive performance was evaluated, which will be further explained in the section “ML Model Performance.”

The process of data preprocessing and model development is summarized in Figure 2. Analyses of RF and SVM were performed using Scikit-learn package v0.19 available in Python language (v2.7) while analysis of MLP was performed using Keras package v2.0.6.

2.3 | Comparison between ML model and Doctor’s diagnosis

Fetuses were diagnosed as at risk of SGA at the second trimester if one of the following criteria was met in accordance to the RCOG guidelines:

- Increased uterine arterial pulsatility index (Ut PI > 95th centile), or
- Estimated fetal weight or abdominal circumference below the 10th centile

These cases were deemed to be cases of the physician-predicted disease. Here, we focused on the predictive properties of fetal ultrasound markers, and as such, other risk factors in the guidelines, such as maternal medical history and blood markers were not considered. For a fair comparison between machine learning models and clinical diagnosis, we used the same input parameters (GA, EFW, AC, and Ut PI) to train the machine learning models using the similar approach described in Figure 2. The models’ performances were evaluated using testing datasets and compared with the doctor’s diagnosis using the same testing datasets.

2.4 | ML model performance

From the experiments using all 16 parameters, we extracted the relative importance of each parameter in predicting SGA and severe SGA via the RF importance score and SVM coefficient magnitude. Both RF and SVM showed that nuchal fold thickness played a significant role in successful prediction (importance ranking in Table 3). We proceeded to test this further by comparing models with and without nuchal fold thickness.

It is known that biometric measurements, such as HC, AC, FL, EFW, and Doppler measurements (Uterine RI and PI) are the parameters correlated to SGA. As such, we selected the following combinations as models without NF:

| GA, Ut PI, Ut RI |
| GA, EFW, Ut PI, Ut RI |
| GA, EFW, AC, Ut PI, Ut RI |
| GA, EFW, HC, AC, FL, Ut PI, Ut RI |

We then repeated the similar experiments by including NF to the above combinations and evaluated the model performance.
Statistical analysis was performed to test if there were differences between the three groups (BW > 10th centile, BW between third and 10th centile and BW < third centile) in terms of the 16 parameters, birth weight and gestational age at birth, using one-way ANOVA with the Tukey post hoc test. The data were deemed significantly different if \( p < 0.05 \).

We performed a multinomial logistic regression analysis to examine the contribution of each parameter (or independent variable) in affecting the outcome variables. The Variation inflation factor (VIF) was computed for every independent variable. VIF was a measure of multicollinearity of independent variables in a multiple regression model, and was to detect variables that are correlated and explained the same variance within the datasets, so that redundant variables can be discarded. Independent variables with VIF more than 10 were excluded in the logistic regression analysis to ensure reliable estimate of regression coefficient.

### RESULTS

#### 3.1 Patient characteristics

Patient characteristics are shown in Table 1. Low birth weight babies (Group B and Group C) were born earlier with significantly lower birth weight compared to AGA (Group A). Sonographic measurements such as abdominal circumferences and nuchal fold thickness were considerably lower in Groups B and C compared to Group A. The estimated fetal weights and transverse cerebellar diameters were significantly lower in Group B compared to Group A. For Group C, these parameters were lower than Group A, but the differences were not statistically significant. Uterine RI and PI were significantly elevated in Group C but not in Group B. Other parameters showed no significant differences among the three groups.

Logistic regression model showed that there were three significant predictors, which were nuchal fold thickness (odd ratio \( = 0.53, p < 0.001 \)), abdominal circumference (odd ratio \( = 0.52, p = 0.007 \)) and uterine PI (odd ratio \( = 1.56, p = 0.004 \)). Abdominal circumference and uterine PI were known to be related to SGA but it was surprising to note that nuchal thin fold thickness also had a predictive relationship.

#### 3.2 Comparison between ML model and doctor’s diagnosis

Comparisons between the predictive capabilities of clinical diagnosis and machine learning models (4-parameters version), based on their sensitivity, specificity and accuracy, are shown in Table 2. The accuracy of models in predicting disease was consistently higher than the clinical diagnosis. In the first experiment for SGA prediction, MLP had the best predictive ability, achieving an accuracy of 71%, which was approximately 7% higher than the clinical diagnosis, which had an accuracy of 64%. In the second experiment for severe SGA prediction, SVM had the highest accuracy among all the models, 73%, which was 25% higher than the clinical diagnosis, which had an accuracy of 48%.

#### 3.3 ML model performance

With the 16-parameters models, the RF model provided an importance score that described how much the accuracy dropped when a variable was excluded from the model. The SVM coefficients described the vector coordinates which were orthogonal...
to the hyperplane and can be interpreted similarly as the importance of the parameters. As expected, Ut RI was found to be an important parameter in severe SGA prediction, this corroborated literature reports of Doppler measurements being a predictor of severe SGA. Here, nuchal fold thickness was again surprisingly found to be important in predicting SGA and severe SGA. In the RF model, nuchal fold thickness was the top important parameter, while in the SVM model, it was the fourth most important parameter. The top four highest parameters' ranking is shown in Table 3, in ascending order.

### TABLE 4

| Model | SGA prediction | Sensitivity | Specificity | Accuracy |
|-------|----------------|-------------|-------------|----------|
| **RF** |                |             |             |          |
| All 16 parameters (GA, EFW, HC, AC, FL, Ut RI, Ut PI, NF, BPD, CM, hem, TCD, Va, Vp, maternal age, ethnics) | 0.66 | 0.83 | 0.74 |
| GA, Ut RI, Ut PI | 0.31 | 0.76 | 0.53 |
| GA, EFW, Ut RI, Ut PI | 0.55 | 0.72 | 0.64 |
| GA, EFW, AC, Ut RI, Ut PI | 0.51 | 0.79 | 0.66 |
| GA, EFW, HC, AC, FL, Ut RI, Ut PI | 0.86 | 0.41 | 0.64 |
| GA, Ut RI, Ut PI, NF | 0.45 | 0.83 | 0.64 |
| GA, EFW, Ut RI, Ut PI, NF | 0.55 | 0.90 | 0.73 |
| GA, EFW, AC, Ut RI, Ut PI, NF | 0.59 | 0.76 | 0.67 |
| GA, EFW, HC, AC, FL, Ut RI, Ut PI, NF | 0.79 | 0.72 | 0.76 |

**Note:** Input parameter combinations that yielded the highest accuracy was written in bold.

**Abbreviations:** AC, Abdominal Circumference; BPD, Biparietal Diameter; CM, Cisterna Magna; EFW, Estimated Fetal Weight; FL, Femur Length; GA, Gestational Age; HC, Head Circumference; Hem, Fetal cerebral hemisphere; NF, Nuchal Fold Thickness; SGA, small-for-gestational-age; SVM, support vector machine; TCD, Transverse cerebellar diameter; Ut RI, uterine arterial resistance index; Ut PI, uterine arterial pulsatility index; Va, Vp, Anterior and posterior horn of lateral ventricle.

Here, nuchal fold thickness was again surprisingly found to be important in predicting SGA and severe SGA. In the RF model, nuchal fold thickness was the top important parameter, while in the SVM model, it was the fourth most important parameter. The top four highest parameters' ranking is shown in Table 3, in ascending order.
The full parameters importance ranking is available in Figures S2 and S3 in the Supplementary Document.

From Table 4, it can further be seen that the addition of nuchal fold thickness to the model could consistently improve the accuracy of the model. For example, the accuracy of the SVM model without nuchal fold thickness reached a bottleneck of 0.69 and did not improve when additional parameters were included. When nuchal fold thickness was included in the model, the SVM model's accuracy improved to 0.75.

### TABLE 5  Model performance in severe SGA prediction with different combinations of input parameters

| Model  | All 16 parameters (GA, EFW, HC, AC, FL, Ut RI, Ut PI, NF, BPD, CM, hem, TCD, Va, Vp, maternal age, ethnics) | Sensitivity | Specificity | Accuracy |
|--------|---------------------------------------------------------------------------------------------------|-------------|-------------|----------|
| RF     | GA, Ut RI, Ut PI                                                                                   | 0.55        | 0.80        | 0.68     |
|        | GA, EFW, Ut RI, Ut PI                                                                             | 0.60        | 0.55        | 0.58     |
|        | GA, EFW, AC, Ut RI, Ut PI                                                                          | 0.50        | 0.75        | 0.63     |
|        | GA, EFW, HC, AC, FL, Ut RI, Ut PI                                                                     | 0.60        | 0.75        | 0.68     |
|        | GA, Ut RI, Ut PI, NF                                                                               | 0.60        | 0.85        | 0.73     |
|        | GA, EFW, Ut RI, Ut PI, NF                                                                           | 0.70        | 0.65        | 0.68     |
|        | GA, EFW, AC, Ut RI, Ut PI, NF                                                                         | 0.65        | 0.75        | 0.70     |
|        | GA, EFW, HC, AC, FL, Ut RI, Ut PI, NF                                                                  | 0.70        | 0.75        | 0.73     |
| SVM    | All 16 parameters (GA, EFW, HC, AC, FL, Ut RI, Ut PI, NF, BPD, CM, hem, TCD, Va, Vp, maternal age, ethnics) | 0.75        | 0.80        | 0.78     |
|        | GA, Ut RI, Ut PI                                                                                   | 0.60        | 0.80        | 0.75     |
|        | GA, EFW, Ut RI, Ut PI                                                                             | 0.75        | 0.65        | 0.70     |
|        | GA, EFW, AC, Ut RI, Ut PI                                                                          | 0.95        | 0.45        | 0.70     |
|        | GA, EFW, HC, AC, FL, Ut RI, Ut PI                                                                     | 0.90        | 0.50        | 0.70     |
|        | GA, Ut RI, Ut PI, NF                                                                               | 0.80        | 0.80        | 0.80     |
|        | GA, EFW, Ut RI, Ut PI, NF                                                                           | 0.75        | 0.90        | 0.83     |
|        | GA, EFW, AC, Ut RI, Ut PI, NF                                                                         | 0.70        | 0.85        | 0.78     |
|        | GA, EFW, HC, AC, FL, Ut RI, Ut PI, Ut PI, NF                                                          | 0.75        | 0.85        | 0.80     |
| MLP    | All 16 parameters (GA, EFW, HC, AC, FL, Ut RI, Ut PI, NF, BPD, CM, hem, TCD, Va, Vp, maternal age, ethnics) | 0.95        | 0.50        | 0.73     |
|        | GA, Ut RI, Ut PI                                                                                   | 0.60        | 0.80        | 0.70     |
|        | GA, EFW, Ut RI, Ut PI                                                                             | 0.75        | 0.55        | 0.65     |
|        | GA, EFW, AC, Ut RI, Ut PI                                                                          | 1.00        | 0.20        | 0.60     |
|        | GA, EFW, HC, AC, FL, Ut RI, Ut PI                                                                     | 0.80        | 0.45        | 0.63     |
|        | GA, Ut RI, Ut PI, NF                                                                               | 0.90        | 0.55        | 0.73     |
|        | GA, EFW, Ut RI, Ut PI, NF                                                                           | 0.60        | 0.85        | 0.73     |
|        | GA, EFW, AC, Ut RI, Ut PI, NF                                                                         | 0.70        | 0.70        | 0.70     |
|        | GA, EFW, HC, AC, FL, Ut RI, Ut PI, Ut PI, NF                                                          | 0.60        | 0.75        | 0.68     |

Note: Input parameter combinations that yielded the highest accuracy was written in bold.

Abbreviations: AC, Abdominal Circumference; BPD, Biparietal Diameter; CM, Cisterna Magna; EFW, Estimated Fetal Weight; FL, Femur Length; GA, Gestational Age; HC, Head Circumference; Hem, Fetal cerebral hemisphere; NF, Nuchal Fold Thickness; SGA, small-for-gestational-age; SVM, support vector machine; TCD, Transverse cerebellar diameter; Ut RI, uterine arterial resistance index; Ut PI, uterine arterial pulsatility index; Va, Vp, Anterior and posterior horn of lateral ventricle.
increased to 0.78. For severe SGA prediction (Table 5), similar observations were obtained where models with nuchal fold thickness showed consistently higher accuracy compared to models without nuchal fold thickness.

The best model with the highest prediction accuracy for both SGA and severe SGA prediction was the SVM model, achieving an accuracy of 78% and 83%, respectively (Tables 4 and 5). For both SGA and severe SGA prediction, the input parameters combination that yielded the highest accuracy were gestational age, estimated fetal weight, uterine RI, uterine PI and nuchal fold thickness.

4 | DISCUSSION

In this study, we used birth weight as a surrogate outcome to identify the infants who were at increased risk of adverse perinatal outcomes because birth weight had been shown to have a direct relation with perinatal mortality and morbidity.2,43,44

We utilized machine learning models in predicting SGA and severe SGA at birth, using second trimester data. We compared our model's performance to a baseline—clinical diagnosis performance, and we showed that machine learning could improve the prediction accuracy by approximately 10%–20% when compared to the clinical diagnosis (Table 2), using similar parameters. However, as Tables 3 and 4 would show, there were other sets of input parameters that enabled even higher machine learning accuracies, although increasing the number of parameters did not necessarily improve accuracy.

There were past attempts to use machine learning to predict growth-restricted fetuses using ultrasound scans alone.15,17,18 These studies utilized measurements from later gestation compared to ours, resulting in an average accuracy of 80%–90%. Our findings corroborated with theirs where we achieved an accuracy of 83%. Our combined findings thus suggested that machine learning is a promising approach in detecting SGA infants. By utilizing only the second trimester measurements, we showed that early prediction of SGA is possible. Past studies, however, placed more emphasis on umbilical Doppler, due to their known relationship with SGA, but did not include nuchal fold measurements. Our results indicated that including it can improve the model's prediction performance. One previous study demonstrated, interestingly, that the inclusion of measurements over a consecutive week of up to 4 weeks in the modeling could improve predictive performance. This approach is a good strategy to improve our current models in the future.

Our study had similarly found that uterine Doppler indices were important predictors of SGA, but this was unsurprising, as many previous studies showed uterine Doppler indices to be well correlated to adverse fetal outcomes and SGA, likely due to alterations in the placental circulation resistance during SGA.48,49

The interesting part of our findings, however, was that utilizing only Doppler measurements without nuchal fold thickness did not yield sufficiently high prediction accuracy. Machine learning models' accuracy reached a bottleneck across various combinations of parameters. This bottleneck could only be breached by including nuchal fold thickness. For example, the SVM model reached an accuracy bottleneck of 0.70 for severe SGA prediction, as shown in Table 5, but adding nuchal fold thickness in the model improved the prediction accuracy to 0.83. The importance of nuchal fold thickness was also shown in the logistic regression analysis and statistical analysis. Logistic regression analysis showed that nuchal fold thickness was one of the significant predictors and statistical results revealed that SGA (Group B and C) had significantly thinner nuchal fold (p-value < 1e-5) compared to appropriately grown fetuses (Group A). We noted that another study reported corroborating evidence that second trimester Doppler alone had limited utility for predicting SGA.50

Increased nuchal fold thickness is traditionally a sonographic marker for fetal chromosomal and structural abnormalities.51,52 Interestingly, in our study, it was reduced nuchal fold thickness that was found to contribute to SGA prediction. There is scarce literature on reduced fetal nuchal fold thickness, but a recent study in adults found that nuchal fold thickness was positively correlated with body mass index.53 We hypothesize that the reduced nuchal fold thickness in SGA is likely due to reduced nuchal adipose tissue, which would be a logical consequence of the reduced growth rates. We propose that investigations on the physiology of nuchal fold thickness in SGA fetuses is well warranted, and could lead to interesting findings.

It has been consistently shown that SGA babies have higher rates of fetal death, preterm birth, hypertension or preeclampsia.54–56 It was reported that there was a significant association between second-trimester SGA and third-trimester SGA, suggesting that growth restriction started earlier than the third trimester in pregnancy.57 With our models, early prediction of SGA could be made, prospective controlled studies of prophylactic treatment (such as aspirin or antioxidants) and optimal nutritional supplementation58 could be conducted in the high-risk population. Furthermore, efforts are underway to develop pharmacological59 and other therapies60,61 for growth-restricted fetuses, and having an early detection tool will be invaluable should a therapy proves effective, to help select subjects for the therapy. Much effort has also been made to understand this idiopathic disease using various tools, such as using computational modeling,62,63 biomechanics analyses64–66 and genetic analyses.66 Early detection of SGA would allow clinicians to monitor at-risk fetuses more closely before obvious features developed, which could improve perinatal outcomes and could lead to the discovery of other underlying factors causing the disease which may otherwise have been missed.

This study, however, is only a first step in improving prediction of SGA babies at earlier gestation. There are several more ways to extend the current study, such as increasing the sample size and including other risk factors, such as pregnancy history, maternal blood pressure, smoking status, pregnancy complications such as preeclampsia, gestational diabetes mellitus, and pregnancy-associated plasma protein A (PAPP-A) level.56 With these additional data, it may be possible
to further increase the accuracy and the generalizability of the models. To enable readers to test our machine learning algorithm, we provided an Excel file in the supplementary material that can compute the probability of the babies being born healthy or SGA using the MLP model. Further, the Python codes for our models are available in https://github.com/shiernee/Small-for-Gestational-Age_Prediction. We emphasize that this should be used for reference, and not yet for diagnosis purposes.

A further limitation of this study was that we were unable to evaluate inter- and intra-observer variability of the measurements because it was a retrospective study. However, ultrasound measurements were performed by experienced sonographers in our hospital. Further, since the data had already been de-identified, there could be subjects in our study who had more than one pregnancy. Also, there was a small but significant difference in birth age of the three cohorts. While we had ensured that all subjects were not born preterm, and did not have detectable abnormalities other than SGA, we might not have ruled out all possible underlying abnormalities.

5 | CONCLUSION

We showed that machine learning can improve the accuracy of early prediction of SGA at birth and presented the combination of parameters that can optimize predictive capabilities. Furthermore, we showed that our machine learning modeling unexpectedly revealed a thin nuchal fold to be an important predictive parameter for SGA at birth, where we might neglect in the past. As such, it might be worthwhile to put attention on this parameter during the second trimester antenatal screening. Early detection of SGA is important because it can lead to improved outcomes via management strategies, enable the detection of underlying diseases and will be invaluable in the future when intrauterine therapeutic and preventive strategies become available.
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