Decoding gut microbiota by imaging analysis of fecal samples
Decoding gut microbiota by imaging analysis of fecal samples

Chikara Furusawa, Kumi Tanabe, Chiharu Ishii, Noriko Kagata, Masaru Tomita, and Shinji Fukuda

SUMMARY
The gut microbiota plays a crucial role in maintaining health. Monitoring the complex dynamics of its microbial population is, therefore, important. Here, we present a deep convolution network that can characterize the dynamic changes in the gut microbiota using low-resolution images of fecal samples. Further, we demonstrate that the microbial relative abundances, quantified via 16S rRNA amplicon sequencing, can be quantitatively predicted by the neural network. Our approach provides a simple and inexpensive method of gut microbiota analysis.

INTRODUCTION
The gut microbiota is an essential component of the human body, and its activities are important for maintaining human health (Clemente et al., 2012; Lynch and Pedersen, 2016; Sommer and Backhed, 2013; Tropini et al., 2017). It plays a critical role in the immune response (Fulde and Hornef, 2014), providing protection against pathogen growth (Kamada et al., 2013), energy biogenesis (Canfora et al., 2015), drug metabolism (Javadan et al., 2020; Jia et al., 2018), and so on. Gut microbiotic abnormalities can promote diseases including cardiovascular disease (Koeth et al., 2013; Tang et al., 2013), central nervous system disorder (Wang and Kasper, 2014), metabolic syndrome (Crovesy et al., 2020; Torres-Fuentes et al., 2017), and cancer (Vivarelli et al., 2019). Thus, analysis of the gut microbiota contributes significantly to human health and medicine.

The gut microbiota is conventionally analyzed using 16S rRNA sequencing data (Hamady and Knight, 2009). The 16S rRNA gene has conserved and variable regions, allowing the design of universal primers with unique amplicons for each bacterial species. 16S rRNA amplicon high-throughput sequencing data are usually processed using bioinformatic tools, and clustered into groups of closely related sequences, known as operational taxonomic units (OTUs). The states of the gut microbiota and of the hosts can be characterized using OTU data in terms of, for instance, disease (Duvallet et al., 2017; Forbes et al., 2018) and age-related changes (de la Cuesta-Zuluaga et al., 2017). In such analyses, machine learning algorithms, including random forest and support vector machine algorithms, are often used to classify and extract low-dimensional features (Duvallet et al., 2017; Pasolli et al., 2016; Roguet et al., 2018). For large datasets, deep learning methods are also applied, and show high classification performance (Asgari et al., 2018; Fiannaca et al., 2018). Although advances in high-throughput sequencing technologies enable us to acquire huge amounts of 16S amplicon data, these analyses require complex experimental procedures, limiting the number of samples and measurement time points. Simple experimental methods for the systematic analysis of gut microbiota are needed in diagnosis and medical treatment.

We therefore propose a method to characterize the state of gut microbiota based on fecal-sample imaging analysis, using neural network analysis. Deep neural networks, such as convolutional neural networks (CNN), are effective for recognizing biological images, and are now widely applied for image classification and analysis in the biological and medical fields. For example, they have been used to classify images of biological targets such as skin (Esteva et al., 2017) and breast cancer tissues (Ciresan et al., 2013; Han et al., 2017), to classify echocardiograms (Madani et al., 2018), to differentiate cells in hematopoietic lineages (Buggenthin et al., 2017), and for protein localization (Kraus et al., 2017).

We demonstrate that a deep neural network using low-resolution microscope Gram-staining fecal-sample images can characterize dynamic changes in the murine gut microbiota. We obtained images of fecal samples from mice treated with dextran sulfate sodium (DSS), which induces acute colitis via toxicity to gut
epithelial cells (Cooper et al., 1993), and from high-fat-diet-induced obese mice. These fecal-sample images were analyzed using CNN, and microbiotic states were successfully characterized. Following CNN training using a 16S amplicon dataset, the CNN could quantitatively predict fecal-sample relative OTU abundances from the fecal-sample images. This image-based approach provides a simple and inexpensive method for analyzing gut microbiota.

RESULTS

Sampling of murine feces for imaging analysis and 16S amplicon sequencing

To characterize temporal changes in gut microbiota, we obtained fecal samples daily from five mice administered DSS in their drinking water for 9 days (Figure 1A). The samples are named DSS0 to DSS9, with the digit indicating days since starting DSS addition; DSS0 refers to the sample before DSS addition. Recovery from colitis induction was measured on days 1, 2, 3, and 7 after stopping DSS administration (ADSS1, ADSS2, ADSS3, and ADSS7). Fecal samples were also obtained from five mice fed a high-fat diet for 5 weeks (HF5). The samples before and after high-fat feeding are named HF0 and HF5, respectively.

Each fecal sample was homogenized in phosphate-buffered saline (PBS) (1:50, w/v) and Gram-stained before imaging using an ordinary optical microscope. Typical images are shown in Figures 1B–1D. For each sample, we obtained ten images of $1,360 \times 1,024$ pixels. After background subtraction, each image was divided into non-overlapping sub-images of three different sizes ($64 \times 64, 128 \times 128$, or $256 \times 256$ pixels). To avoid bias in the learning process due to differences in cell density among the images, we selected images in which the ratio of pixels exceeding specific threshold signal intensity was between 0.01 and 0.5.

The same fecal samples were subjected to 16S amplicon sequencing analysis, in which the V1–V2 regions of 16S rRNA-encoding genes were sequenced. Quality filtered sequence reads were clustered into operational taxonomic units (OTUs) to quantify their relative abundance (Figure 2A). OTU relative abundance was drastically altered by adding DSS to the drinking water (comparing DSS0 and DSS9), and recovered
to close to its original state 7 days after stopping DSS treatment. This change and recovery were quantified by calculating Spearman’s correlation coefficients between relative OTU abundance before and after DSS addition (Figure 2B).

Figure 2. Fecal-sample 16S amplicon sequencing analysis
(A) Relative abundance of operational taxonomic units (OTUs), quantified via 16S rRNA gene sequencing.
(B) For each mouse, the plot presents the change over time in the Spearman’s correlation coefficients obtained by comparing the relative OTU abundances before and after the addition of DSS.

Selection of CNN architecture
We compared four CNN models, LeNet (LeCun et al., 1998), VGG-16 (Simonyan and Zisserman, 2014), ResNet-50 (He et al., 2016), and Xception (Chollet, 2017), to find a suitable model for fecal-sample image feature extraction (see Figure S1 for the details of the CNN models). We selected CNN models using cross-validation (Figure 3A): images from four mice were used to train and validate CNNs, while images from the remaining mouse were used to test classification accuracy. The former images were randomly sampled and partitioned into five sets (folds). At each 5-fold cross-validation iteration, one of the folds was selected to validate the trained model, and the other folds were used for training. Because the number of training images was insufficient to train the CNN from scratch, we used the pretrained ImageNet weights (Deng et al., 2009) on the entire CNN architectures without freezing any layers. For each CNN model and image pixel size, we evaluated the 5-fold cross-validation accuracy. Xception, with a 256 × 256 pixel images, achieved the best validation accuracy (Table S1). We therefore decided to use Xception (Figure 3B) in the following analysis, using 850 images for each category (2,720 images for each mouse; 13,600 images in total).

Fecal-sample image classification using CNN
The CNN was trained using fecal-sample images from four mice, and prediction accuracy was evaluated using the images from the one remaining mouse. This procedure was repeated five times, obtaining the
test data from a different mouse each time. The confusion matrix of prediction accuracy averaged over the five test-data mice (Figure 3C), revealed that the CNN achieved 54.4% overall accuracy (averaging the classification accuracy in all categories). This value reflects substantial inaccuracy in the CNN predictions. Although there is a significant amount of data in the off-diagonal elements, such incorrectly predicted data tend to be concentrated close to the diagonal elements (Figure 3C). These incorrect predictions reflect misclassification of samples from adjacent time points (days) in the dataset of DSS treatment; this misclassification was difficult to avoid because such samples share similar microbiotic states. Allowing a one-day difference between the true and predicted categories (for instance, predictions based on DSS2, DSS3, and DSS4 are considered valid predictions for DSS3) generated 76.5% accuracy.

In addition, several misclassifications occurred between specific distant time points. For example, 26% of DSS0 images were misclassified as ADSS7. This misclassification might be because, after stopping DSS for 7 days, the state of the gut microbiota had recovered to almost the original state, making these states difficult to distinguish. This recovery in ADSS7 was supported by the relative OTU abundance determined via 16S amplicon sequencing (Figure 2B). In the classification, we used data from both the DSS and high-fat diet treatments. Using two types of treatment might bias the predictions. To evaluate this possibility, we also classified the DSS and ADSS datasets without the HF dataset, obtaining similar prediction accuracy (Figure S2A).

Further, the image classifications in Figure 3C might reflect differences in the distribution of pixel intensity among samples. This could be because the image background intensity and contrast fluctuated slightly between sampling days, even after normalization. To test this, we trained the CNN using training-data images that had been subjected to random pixel shuffling without changing their intensity distribution. This created difficulty in classification (Figure S2B), indicating that spatial structure in the images contributed to classification accuracy.

Figure 3. Classification of fecal-sample images using a convolutional neural network
(A) Graphical representation of 5-fold cross-validation.
(B) Architecture of Xception, which was used in this work.
(C) Confusion matrix for evaluating prediction accuracy. The CNN was trained using fecal-sample images from four mice, while the classification results were obtained from the one remaining mouse.
To evaluate the performance of the CNN for image classification, we analyzed an identical set of sample images using two other widely used classifiers, the random forest and support vector machine (SVM) algorithms. Their classification accuracies were 15.5% and 18.1%, respectively (Figures S2C and S2D), significantly lower than that of CNN.

Reconstructing dynamic changes in gut microbiota

To quantify similarity among the states estimated using the fecal-sample images, we focused on the activations in the (fully connected) last layer, which is a vector with 1,024 components. The CNN converts the input data into linearly separable activities in the last layer, followed by a softmax classification layer to produce the classification probabilities for each category. Thus, the distance values in the high-dimensional activity space in the last layer can be interpreted as similarities between images in terms of the features extracted by the CNN (Eulenberg et al., 2017). This means that images with similar feature representations have more similar microbiotic states than those with dissimilar feature representations.

In the principal component analysis (PCA) visualization of the last-layer activity (Figure 4), the activities in adjacent categories occupy closer regions in the PCA plane. The similarity of the PC scores of ADSS7 and DSS0 suggests that the gut microbiota had recovered by 7 days after removal of DSS. Further, this suggests that CNN feature learning successfully reconstructed the changes in microbiotic state following DSS addition. In contrast, although the t-SNE and UMAP methods clustered images with closer time points (in their visualizations of last-layer activity; Figure S3), they did not reproduce the global structure of the changes in gut microbiotic state over time.

Prediction of 16S amplicon sequencing data using fecal-sample images

To further determine how effectively the imaging-based method distinguishes the gut microbiotic state, we assessed whether fecal Gram-staining images could be used to predict changes in the relative OTU abundances estimated via 16S amplicon sequencing. The same CNN architecture and cross-validation procedures shown in Figures 3 A and 3B were used in this analysis. That is, images from four mice were used for CNN training and validation, and images from the one remaining mouse were used to evaluate the prediction accuracy of the log-transformed relative OTU abundances (Figure 2A). Training and prediction were performed for 15 OTUs independently, starting from pretrained ImageNet weights (Deng et al., 2009). In Figure 5A, which relates the observed and predicted relative abundances, the predictions for the 15
OTUs are overlaid. Each dot represents the median-predicted relative OTU abundance for the test images (170 images per sample), and panels b–e present the correlations for each of the four OTUs with relatively high abundances (plots for all 15 OTUs are presented in Figure S4). These results strongly suggested that CNN feature extraction of fecal-sample images can quantitatively predict changes in microbial ratios over time. Furthermore, using the same prediction procedure as was used for the 16S amplicon data, we confirmed that the disease activity index (DAI) score (Cooper et al., 1993) (representing colitis severity) can also be quantitatively predicted using fecal-sample images (Figure 5F). This provides further evidence that image-based analysis can represent gut microbiotic changes during and after the development of DSS-induced colitis.

DISCUSSION

This study demonstrates that a CNN can be used to predict the gut microbiotic state based on low-resolution fecal Gram-staining images (Figure 3C). The analysis of last-layer activities suggested that the CNN represents the low-dimensional changes in the gut microbiota over time (Figure 4). Furthermore, using fecal-sample images, the CNN quantitatively predicted the changes in the relative microbial abundances in the gut, quantified via 16S amplicon sequencing (Figure 5).

Gram-staining is a widely used and relatively simple way to identify microorganisms in microscope images. Nonetheless, other staining methods, or combinations of methods, might be more informative for feature
extraction by neural networks, and provide more accurate predictions. On the other hand, if fecal-sample images without staining are available, this can significantly reduce the time and effort required for image acquisition. Improving prediction accuracy depends on improving the methods for microorganism staining and image acquisition and optimizing image resolution.

This study presents low-resolution Gram-staining fecal-image analysis as an inexpensive and simple method to analyze the gut microbiota. It can estimate the gut microbiotic physiological state in terms of its relative microorganism abundances, without requiring complex procedures such as PCR amplification and high-throughput sequencing. Although we studied this in mice, we expect it to be equally applicable to human fecal samples. If this is the case, collecting large quantities of fecal Gram-staining image data, and linking these to medical information, will facilitate diagnosis and treatment planning for hospitalized patients.

Limitations of the study
The prediction accuracy of this CNN-based method was clearly low, at 54.4% (Figure 3C). One reason for this is that the microbiotic states on adjacent days were similar and often difficult to classify accurately: when prediction accuracy was recalculated, allowing for the misclassification of adjacent time points, it increased to 76.5%. Furthermore, to avoid data leakage, we trained the CNN using fecal images from four mice, and used the images from the other mouse to evaluate prediction accuracy. Although the five mice were fed the same diet and housed under the same conditions, they would inevitably differ in gut microbiota (Hoy et al., 2015), reducing prediction accuracy. These individual differences may be reflected in the relatively low prediction accuracy (67.5%) obtained by classifying the 16S amplicon sequencing data into 16 categories using the random forest algorithm (Figure S5). The effects of individual differences might be avoided by obtaining fecal images from individual mice at multiple time points and determining their individual microbiotic states. The development of an experimental design for recording the gut microbiota remains an important problem.

STAR METHODS
Detailed methods are provided in the online version of this paper and include the following:

- **EXPERIMENTAL MODEL AND SUBJECT DETAILS**
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- **METHOD DETAILS**
  - Imaging acquisition
  - Image preprocessing
  - DNA extraction
  - 16S rRNA gene sequencing
  - Clinical evaluation of DSS-induced colitis

- **QUANTIFICATION AND STATISTICAL ANALYSIS**
  - Analysis of 16S rRNA gene sequence data
  - Image classification
  - Prediction of 16S rRNA gene amplicon sequencing data and DAI from fecal-sample images
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## STAR METHODS

### KEY RESOURCES TABLE

| REAGENT or RESOURCE                        | SOURCE                           | IDENTIFIER     |
|--------------------------------------------|----------------------------------|----------------|
| **Chemicals, peptides, and recombinant proteins** |                                  |                |
| Sodium Dextran Sulfate MW36,000 - 50,000   | MP Biomedicals                   | Cat# 160110    |
| Sodium Dodecyl Sulfate                     | Wako                             | Cat# 192-13981 |
| 2-Amino-2-hydroxymethyl-1,3-propanediol    | Wako                             | Cat# 204-07885 |
| 2NA(EDTA.2NA)                              | Dojindo                          | Cat# 345-01865 |
| Phenol/Chloroform/Isoamyl alcohol 25:24:1 | Nacalai tesque                   | Cat# 25970-56  |
| Ethanol (99.5)                             | Wako                             | Cat# 057-00456 |
| RNase A                                    | Roche                            | Cat#10109142001|
| **Critical commercial assays**             |                                  |                |
| Crystal Violet Solution                    | Wako                             | Cat# 405-51065 |
| Pfeiffer's Solution                        | Wako                             | Cat# 416-53095 |
| Iodine Solution                            | Wako                             | Cat# 402-51075 |
| Acetone Ethanol Solution                   | Wako                             | Cat# 409-51085 |
| Agencourt AMPure XP                        | Beckman coulter                  | Cat# A63881    |
| Tks Gflex DNA Polymerase                   | Takara Bio                       | Cat# R060A     |
| MiSeq Reagent Kit v3(600 Cycles)           | Illumina                         | Cat# MS-102-3003|
| **Deposited data**                         |                                  |                |
| 16S rRNA gene sequence of murine microbiota | DDBJ                             | DRA008811      |
| **Experimental models: Organisms/strains** |                                  |                |
| C57BL/6J mice                              | CLEA Japan                       | C57BL/6J       |
| **Oligonucleotides**                       |                                  |                |
| 27Fmod with an overhang adapter (5'-ACACT CTTCCTCTACAGACGCGTCTCTCCGTATCTAG RGTTTGATYMTGGCTCAG-3') | Ishii et al. (2018) | NA |
| 338R with an overhang adapter (5'-GTGACTGG AGTTTCAGCGTGCTGCTTCCCCGATCTTGCTG CCTCCCCGAGGAGT-3') | Ishii et al. (2018) | NA |
| **Software and algorithms**                |                                  |                |
| FLASH 1.2.11                                | Magoc and Salzberg (2011)        | https://ccb.jhu.edu/software/FLASH/ |
| QIIME 1.9.1                                 | Caporaso et al. (2010)           |                |
| Keras 2.3.1                                 | Chollet (2018)                   | https://keras.io|
| Tensorflow-gpu 1.14.0                       | Abadi et al. (2016)              | https://www.tensorflow.org |
| Scikit-learn 0.24.2                         | Pedregosa et al. (2011)          | https://scikit-learn.org/ |
| Jupyter lab 1.0.2                            | Kluiver et al. (2016)            | https://jupyter.org |
| **Other**                                   |                                  |                |
| CLEA Rodent Diet CE-2                       | CLEA Japan                       | CE-2           |
| High Fat Diet 32                            | CLEA Japan                       | HFD32          |
| Leica DM2500                                | Leica                            | DM2500         |
| Zirconia beads 0.1µ                           | TOMY                             | Cat# 25B-01    |
| Zirconia beads 3.0µ                           | TOMY                             | Cat# ZB-30     |
RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources should be directed to the lead contact, Chikara Furusawa (chikara.furusawa@riken.jp).

Materials availability
This study did not generate new unique reagents.

Data and code availability
The data and code for discriminating microbiotic states are available via https://github.com/kumi-tanabe/GutMicrobiota. The microbiome analysis data have been deposited in the DDBJ Sequence Read Archive: https://ddbj.nig.ac.jp/DRASearch/ under accession number DRA008811.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Animals
The animal experiment was performed using protocols approved by the Animal Studies Committee of Keio University School of Medicine (Tokyo, Japan) and the National Institute of Technology, Tsuruoka College (Tsuruoka, Yamagata, Japan). All mice were housed at the National Institute of Technology, Tsuruoka College, under a 12 h light–dark cycle, with ad libitum access to food and water. For the high-fat-diet group, 5-week-old male C57BL/6J mice (N = 5, purchased from CLEA Japan, Inc., Tokyo, Japan) were fed a normal diet (CE-2, CLEA Japan, Inc.) and tap water for 1 week to acclimatize to the new environment. After acclimatization, the diet was replaced with a high-fat diet (HFD32, CLEA Japan, Inc.) for 5 weeks. Fecal samples were obtained from each animal at just before diet replacement (HF0) and after 5 weeks of high-fat diet (HFS). For the DSS-treated group, 8-week-old male C57BL/6J mice (N = 5; CLEA Japan, Inc.) were fed CE-2 and tap water for 1 week to acclimatize to the new environment. Thereafter, their drinking water was replaced with tap water containing 2.0% (w/v) DSS (MP Biomedicals, Santa Ana, CA) for 9 d, then replaced with tap water for 7 d to allow recovery from the DSS-induced colitis. Fecal samples were obtained daily from each animal, from immediately before the day of DSS treatment (DSS0) to 3 d after stopping DSS treatment (ADSS3), and again 7 d after stopping DSS treatment (ADSS7). The fecal samples were freeze-dried and stored at −80°C.

METHOD DETAILS

Imaging acquisition
Each freeze-dried fecal sample was suspended in PBS (1:50, w/v) and homogenized using a pellet pestle homogenizer (Sigma-Aldrich, St. Louis, MO). The concentration of each solution was measured by determining the optical density at 600 nm (OD600); the solutions were then diluted with PBS to OD600 = 1.0. The 500-fold dilutions were made in PBS; these were centrifuged for 3 s using a tabletop centrifuge. Ten microliters of supernatant was spread on a slide, and after rapid heat fixation of the smears, the slides were Gram-stained with stabilized iodine (Wako, Japan). Ten microscopic fields of Gram-staining images were obtained from each slide using a 20× objective (DM2500 optical microscope; Leica, Wetzlar, Germany).

Image preprocessing
The original RGB-color images were 1,360 × 1,024 pixels in size. First, we normalized the background intensity level by subtracting the 95% quantile intensity from each image. Then, after grayscale conversion by averaging the red, blue, and green pixel intensities, we obtained sub-images of 64 × 64, 128 × 128, and 256 × 256 pixels, respectively, at 256 non-overlapping intensity levels.

DNA extraction
Fecal DNA isolation was performed as described previously (Ishii et al., 2018), with some modifications. In short, approximately 10 mg of each freeze-dried fecal sample was combined with four 3.0 mm zirconia beads and subjected to vigorous shaking (1,500 rpm for 10 min) using a Shake Master (Biomedical Science, Tokyo, Japan). Thereafter, each fecal sample was combined with approximately 100 mg of 0.1 mm zirconia/silica beads, 400 μL DNA extraction buffer (TE containing 1% (w/v) sodium dodecyl sulfate), and 400 μL phenol/chloroform/isoamyl alcohol (25:24:1), and subjected to vigorous shaking (1,500 rpm for 5 min) using a Shake Master. The resulting emulsion was subjected to centrifugation at 17,800 × g for 10 min at room temperature.
temperature, and the bacterial genomic DNA was purified from the aqueous phase via a standard phenol/chloroform/isoamyl alcohol protocol. RNA was removed from the sample via RNase A treatment. The resulting DNA sample was then purified again using phenol/chloroform/isoamyl alcohol treatment.

16S rRNA gene sequencing

16S rRNA genes in the fecal DNA samples were analyzed using a MiSeq sequencer (Illumina, San Diego, CA) as described previously (Ishii et al., 2018). The V1-V2 region of the 16S rRNA genes was amplified from the DNA (approximately 10 ng per reaction) isolated from feces using a bacterial universal primer set consisting of the 27Fmod primer with an overhang adapter (5'-ACACTCTTTCCCTACACGACGCTCTTCCGATCTAGTGTTTGATYMTGGCTCAG-3') and 338R primer with an overhang adapter (5'-GTGACTGGAGTTCAGACGTGTGTAGCTCGCCCTGCCGAGAT-3')41. PCR was performed using Tks Gflex DNA Polymerase (Takara Bio, Inc., Shiga, Japan) with the following amplification program: one cycle of denaturation at 98°C for 1 min; 20 cycles of amplification at 98°C for 10 s, 55°C for 15 s, and 68°C for 30 s; and a final extension at 68°C for 3 min. The amplified products were purified using Agencourt AMPure XP kits (Beckman Coulter, Atlanta, GA). The purified products then were further amplified using the following primer pair: a forward primer (5'-AATGATACGGCGACCACCGAGATCTACACNNNNNNNNN-ACACTCTTTCCCTACACGACGC-3') containing the P5 sequence, a unique 8 bp barcode sequence for each sample (indicated by the string of Ns), and an overhang adapter; and a reverse primer (5'-CAAGCAGGACGCCATACGAGATTGNNNNNNNNN-GTAGCTGGAGTTCAGACGTGTG-3') containing the P7 sequence, a unique 8 bp barcode sequence for each sample (indicated by the string of Ns), and an overhang adapter. After purification, the purified products were mixed in approximately equal molar concentrations to generate a 4 nM library pool, after which the final library pool was diluted to 6 pM, including a 10% PhiX Control v3 (Illumina) spike-in for sequencing. Finally, MiSeq sequencing was performed according to the manufacturer’s instructions. In this study, 2 × 300 bp paired-end sequencing was conducted.

Clinical evaluation of DSS-induced colitis

DSS-induced colitis was evaluated daily as previously described (Ono et al., 2014), with some modifications. DAI was calculated by summing the scores for three variables: Bodyweight loss (0, none; 1, 1–5%; 2, 5–10%; 3, 10–15%; and 4, >15%), stool consistency (0, normal; 2, loose stools; and 4, diarrhea), and stool blood (0, negative; 2, half of the feces contain blood; and 4, bloody stool). Bodyweight loss was calculated as the percentage difference between the bodyweight on the day immediately before starting DSS treatment and that on the day the animal was weighed.

QUANTIFICATION AND STATISTICAL ANALYSIS

Analysis of 16S rRNA gene sequence data

Analysis of 16S rRNA gene sequences was performed as described previously (Ishii et al., 2018), with some modifications. Initially, to assemble the paired-end reads, Fast Length Adjustment of SHort reads (FLASH) (v1.2.11) (Magoc and Salzberg, 2011) was used. Assembled reads with an average Q-value < 25 were filtered out using an in-house script. A total of 23,000 filter-passed reads were randomly selected from each sample and used for further analysis. Reads then were processed using the Quantitative Insights Into Microbial Ecology (QIIME) pipeline (ver. 1.9.1) (Caporaso et al., 2010). Sequences were clustered into OTUs based on 97% sequence similarity, and OTUs were analyzed using the Greengenes Database (ver. 13.8) (DeSantis et al., 2006).

Image classification

For CNN analysis, we evaluated LeNet (LeCun et al., 1998), VGG-16 (Simonyan and Zisserman, 2014), ResNet-50 (He et al., 2016), and Xception (Chollet, 2017), to find a suitable architecture to analyze the fecal-sample images (Figure S1). For each CNN model and image size, we calculated the 5-fold validation accuracy (Table S1): Xception, with 256 × 256 pixel images, achieved the best performance, hence we used it in the present study. We used the pretrained ImageNet weights (Deng et al., 2009) on the entire CNN architectures without freezing any layers. We used ADADELTA (Zeiler, 2012), a variant of the stochastic gradient descent algorithm, as the optimization method, with cross-entropy as an objective function. Training was performed using a batch size of 32, for 300 epochs. For implementation, we used the Keras platform with a TensorFlow backend.
To avoid classification bias due to differences in cell density, we selected images in which the ratio of pixels exceeding a specific threshold signal intensity was within a given range. To determine this range, using the test data, we used the Xception model with 256 x 256 pixel images, and examined how varying the signal intensity threshold affected the prediction accuracy. We tested nine sets of upper and lower intensity thresholds (three lower bounds: 0.005, 0.01, 0.02; and three upper bounds: 0.4, 0.5, 0.75; Table S2), achieving comparable prediction accuracy using each set. We therefore decided to use the intensity threshold range 0.01–0.5 for image selection.

The SVM and random forest algorithms used for image classification (Figures S2C and S2D) were implemented using the scikit-learn library (Pedregosa et al., 2011). SVMs were created with a radial basis function (RBF) kernel. A grid search was performed to choose the values of $\gamma$, the coefficient in the RBF kernel, and $C$, the penalty term of the error. For the random forest algorithm, the following hyperparameters were obtained by a grid search: n_estimators, max_features, random_state, min_samples_split, and max_depth.

**Prediction of 16S rRNA gene amplicon sequencing data and DAI from fecal-sample images**

For the prediction of log-transformed relative OTU abundances based on fecal-sample images (Figures 5 and S4), we used the Xception architecture (Figure 3B), in which a fully connected layer with 1,024 nodes is followed by the last fully connected regression layer. Again, we used the pretrained ImageNet weights (Deng et al., 2009) without freezing any layers. The Xception network was trained using 256 x 256 pixel fecal-sample images, and relative OTU abundance prediction accuracy was evaluated against the relative OTU abundances of the one remaining mouse. The DAI score was predicted in the same way as OTU abundance, using the Xception network.