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Abstract

As the COVID-19 pandemic unfolds, researchers from all disciplines are coming together and contributing their expertise. CORD-19, a dataset of COVID-19 and coronavirus publications, has recently been published alongside calls to help mine the information it contains, and to create tools to search it more effectively. Here, we focus on the delineation of the publications included in CORD-19, and analyse this delineation from a scientometric perspective. We find that CORD-19 contains research not only on COVID-19 and coronaviruses, but on viruses in general. Publications from CORD-19 mostly focus on a few, well-defined areas, including: coronaviruses (primarily SARS, MERS, COVID-19); public health and viral epidemics; the molecular biology of viruses; influenza and other families of viruses; immunology and antivirals; methodology (testing, diagnosing, clinical trials). CORD-19 publications published in 2020, especially focused on topics of pressing relevance (spread, infection, efficacy of counter-measures), are disproportionately popular on social media. While we fully endorse the initiative that led to CORD-19, we also advise to consider its relatively broad content critically.

COVID-19, CORD-19, Coronavirus, Scientometrics, Bibliometrics.

Introduction

The COVID-19 pandemic is attracting the attention of the global scientific community. Medical research on the virus and on the management of the crisis from an epidemiological and healthcare point of view has full priority. Furthermore, many research communities, funding agencies and third-parties are taking action to support the fight against the pandemic with their own expertise and

*Corresponding author, g.colavizza@uva.nl
resources. Multidisciplinary open collaboration will prove instrumental to fight the current and future pandemics 6, 27.

Several initiatives have been taken to share COVID-19-related scientific research as openly as possible, from public, private and non-profit organizations. It has been readily recognized that health crises are also information crises 32, 11, 95, 17. For example, the World Health Organization maintains a list of relevant research updated daily 53, as well as a portal to provide information to the public 5, similar to the the European Commission 4. Publishers are opening access to relevant publications, and some open-access publishers have lifted publishing fees for the same reason.

Another initiative is the release of the COVID-19 Open Research Dataset (CORD-19) 2. CORD-19 is a growing, weekly-updated dataset of COVID-19 publications, capturing new as well as past research on “COVID-19 and the coronavirus family of viruses for use by the global research community.” 1 The reason to release this dataset is “to mobilize researchers to apply recent advances in natural language processing to generate new insights in support of the fight against this infectious disease.” The initiative has the backing of the US White House 1 and is a partnership of several institutions including the Chan Zuckerberg Initiative, Georgetown University’s Center for Security and Emerging Technology, Microsoft Research, the National Library of Medicine of the National Institutes of Health, and Unpaywall. CORD-19 is released together with a set of challenges hosted by Kaggle, mainly focused on automatically extracting structured and actionable information from such a large set of publications. The release of this dataset is a positive call for action directed towards the natural language processing, machine learning and related research communities. This call has been taken up: For example, the ACL conference has announced an emergency NLP COVID-19 workshop which mentions the CORD-19 dataset on its call for papers 2 and a TREC-COVID challenge has been announced on CORD-19 3.

In order to contribute to an informed use of the CORD-19 dataset, we here present a scientometric analysis of its contents. In particular, we raise some questions on the subject matter delineation of CORD-19. Field or subject delineation is a complex task, which usually benefits from an interplay of information retrieval, or search-based approaches, and bibliometric mapping 16, 41, 18. We compare the coverage of CORD-19 to the Web of Science and find that CORD-19 on the one hand contains more than just research on COVID-19 and coronaviruses, while on the other hand, it might be missing some content. We then provide an overview of the research it contains, enriching the CORD-19 dataset with data from Dimensions 15 and using both citation analysis and text analysis. Our results show that the CORD-19 corpus broadly focuses on biomedical research on viruses and related health issues, and the articles it contains are quite heterogeneous. CORD-19 contains a core of research directly on COVID-19 and coronaviruses, but in addition it contains many articles on coronaviruses, see 13.

1 For coronaviruses, see 13.
2 https://www.nlpcovid19workshop.org
3 https://ir.nist.gov/covidSubmit
related yet distinct streams of virus research, such as on influenza, molecular biology and public health. Secondly, we discover three periods in the accumulation of literature in this corpus: a pre-SARS (2003) period, a post-SARS period and the current pandemic (2020). We also present a brief analysis of Altmetric data related to the papers in the corpus. We find that recent research (2020) is disproportionately represented in social media and news by Altmetric indicators, especially on Twitter. We conclude by suggesting a critical stance when using CORD-19, and by proposing some directions for future work.

To facilitate the analysis and use of the CORD-19 corpus, we release our code (see SI). In combination with valid access to Dimensions, Altmetric, the Web of Science and Twitter, our results can be replicated. Finally, we underline that we are not domain experts. We invite experts to improve the interpretation of our results, and rectify it wherever necessary.

The CORD-19 publication dataset

The CORD-19 publication dataset contains over 47,000 articles, of which 36,000 are equipped with full text (April 4, 2020). The dataset collects publications from the following sources:

- PubMed’s PMC open access corpus, via the query:
  "COVID-19" OR Coronavirus OR "Corona virus"
  OR "2019-nCoV" OR "SARS-CoV" OR "MERS-CoV"
  OR "Severe Acute Respiratory Syndrome" OR "Middle East Respiratory Syndrome".

- COVID-19 research articles from the WHO [5].

- bioRxiv and medRxiv pre-prints using the same query as in PMC.

The relatively low number of publications prior to the SARS 2003 outbreak is followed by a steady increase in the number of publications up to 2020, when the growth accelerated even more substantially (Figure 2). The top 20 journals by number of publications are given in Figure 1 highlighting how the corpus is composed of publications from varied sources. The Journal of Virology and PLOS ONE stand out, in particular. The main contributors to the dataset are PMC and Elsevier (Figure 12b), which have made a large part of their relevant literature openly available. The availability of full texts is relatively high, even if not yet complete, and is proportionally stable over time (Figure 12a). This is because, even though most publishers and journals have opened up their publications, some have not yet done so. In particular, the Journal of Virology (top by number of papers in CORD-19), the Journal of Clinical Microbiology and the Journal of Biological Chemistry provide almost no article in full text to this date.
Using Dimensions data, we study the number of citations to papers in the corpus (Figure 13). We can observe how the literature in this corpus gained more attention from the early 2000, and how some publications from 2020 are already accumulating citations at an extreme rate. The most cited articles include: “Epidemiology and causes of preterm birth” by Goldenberg et al. (2008, The Lancet), “Global trends in emerging infectious diseases” by Jones et al. (2008, Nature), “Guidelines for the use and interpretation of assays for monitoring autophagy” by Klionsky et al. (2016, Autophagy), “Biology of Natural Killer Cells” by Trinchieri (1989, Advances in Immunology). The Journal of Virology is the most cited journal in the corpus (in terms of absolute number of received citations from other papers in CORD-19, according to Dimensions data), followed by The Lancet, PNAS and PLOS ONE. Lastly, we consider the Fields of Research (FOR) categories provided by Dimensions, which cover

Figure 1: Top 20 journals by number of articles.

(a) Overall.  
(b) Since 2000.

Figure 2: Publication years of the CORD-19 papers.
all areas of research from the Australian and New Zealand Standard Research Classification (ANZSRC). Except for about 10,000 articles without any classification, we find that, as expected, the Medical and Health Sciences cover most ground, followed by Biological Sciences (Figure 14). The second level FOR classification shows the presence of several sub-areas of these two top level fields, Medical Microbiology being the largest. More details and plots are provided in the accompanying repository.

Possible issues in the delineation of CORD-19

The search terms used to find CORD-19 publications were used to perform a search within the CWTS in-house version of the Web of Science (WoS) [7]. We used the following WoS citation indices: Science Citation Index Expanded, Social Sciences Citation Index, Arts & Humanities Citation Index, and Conference Proceedings Citation Index. Other WoS citation indices were not used, because we do not have access to them. We performed the search in the titles, abstracts, and author keywords of the publications in WoS. Abstracts and keywords are available from 1991 onward. CORD-19 and WoS coverage in publications can then be compared using their DOI or PubMed identifier (PMID). In Figure 3 we show the trends in research output on COVID-19-related diseases. The green line represents the CORD-19 dataset. While this dataset goes back to 1951, for reasons of clarity we only show trends from 1980 to 2019 (n = 42,496, excluding an additional 4,095 publications from 2020 and 403 from before 1980). The red line represents the set of publications collected from WoS using the procedure we just described (n = 6,958). From now on, we refer to this search procedure as ‘strict’. Finally, the blue line shows all publications from CORD-19 also available in WoS (n = 33,970), including those in the red line.

Some differences between the coverage of CORD-19 and WoS are in themselves not surprising: CORD-19 relies on PubMed and pre-print repositories, and has a mono-disciplinary focus including more recent research, while WoS is a multidisciplinary service. However, as we further detail in Figure 4 within the CORD-19 publications found in WoS we can distinguish between the set of 6,958 papers that carry CORD-19 search terms in their titles, abstracts, and keywords (in red in Figures 3 and 4), and a set of papers which do not (n = 33,970 – 6,958 = 27,012) (in purple in Figure 4 ‘not strict’). If we assume that authors use the titles, abstracts, and keywords of their publications to indicate the main focus of their research (by explicitly using terms such as “corona virus”, “SARS-CoV”, “MERS-CoV”, or similar), many CORD-19 publications do not clearly focus on COVID-19 and coronaviruses. Presumably, many such publications are more indirectly related to core COVID-19 and coronavirus research.

We observe an increase of publications on COVID-19-related research in the CORD-19 dataset, which is mirrored in WoS (Figure 3). This trend starts
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[1] https://app.dimensions.ai/browse/categories/publication/for
[2] Elsewhere in this paper, we use data from Dimensions instead of WoS. Because we do not have access to abstracts in Dimensions, we use WoS data in this section.
Figure 3: Publication trends in CORD-19 and WoS, 1980-2019.

Figure 4: Publication trends in WoS, 1980-2019, distinguishing between results using the ‘strict’ search procedure.
between 2002 and 2004, with the first SARS outbreak. This first increase in publications is followed by a sustained growth over the years, with some minor fluctuations. However, the set of WoS ‘strict’ publications, growing between 2002 and 2004, is decreasing afterwards, only to increase again with the MERS outbreak in 2012 (Figure 3). A future direction of research will be to study this apparently widening gap between research directly on COVID-19 and coronavirus and related research.

In Figure 5, we consider publications that are linked to WoS from the CORD-19 dataset. The red and purple lines identify CORD-19 publications from WoS with a ‘strict’ (red) and ‘not strict’ (purple) search procedure, respectively. The other two lines represent the set of all publications that are collected from WoS by using CORD-19 search terms in the titles, abstracts, and keywords of publications. The dark green line represents papers that are in WoS, and not in the CORD-19 dataset, but carry the relevant terms in their titles, abstracts, and keywords ($n = 4,830$). Of these publications which are in WoS and should have been in CORD-19, according to search criteria, 3,863 have at least a DOI or a PMID. All WoS publications matching the CORD-19 search criteria in their titles, abstracts, and keywords are represented by the pink line ($n = 6,958 + 4,830 = 11,788$).

From this analysis we can draw two preliminary conclusions. Firstly, only part of the the CORD-19 dataset concerns publications explicitly related to coronavirus research, while other papers are more indirectly related. Secondly, we identified a set of COVID-19 and coronavirus publications in WoS ($n = 4,830$) that are likely not included in CORD-19. These considerations highlight the need to further qualify the delineation of COVID-19 and coronavirus research that is embedded in CORD-19.
Analysis

We conducted the following analyses on the CORD-19 dataset: a term map and a topic modelling analysis using CORD-19 titles and abstracts; a citation network analysis using Dimensions citation data; an altmetrics analysis using Altmetric data. The purpose of the former two analyses is to cluster CORD-19 publications and further clarify the contents of the dataset. For our analyses, we focus on 46,994 articles out of the 47,351 available in CORD-19, filtering out 53 articles without any known identifier (DOI, PMID or PMCID) and a further 304 due to duplicates.

Term map

To get an accessible high-level overview of the CORD-19 dataset, we used VOSviewer [28] to create a so-called term map of the publications in this dataset. The titles and abstracts were provided as input to VOSviewer, by concatenating them into a single string. Using text mining algorithms of VOSviewer, we included 1,923 most relevant terms of the titles and abstracts. A term is defined as a sequence of nouns and adjectives ending with a noun. Only terms occurring in at least 55 publications were considered. Plural terms were converted to singular. For each pair of terms, VOSviewer counted the number of publications in which the terms both occur in the title or abstract. In this way, a co-occurrence network was obtained, indicating for each pair of terms the number of publications in which they occur together.

This co-occurrence network was visualized in a term map, in Figure 6. The map shows the 1,923 terms included in the network. The size of a term reflects the number of publications in which the term occurs. The proximity of two terms in the map approximately indicates the relatedness of the terms based on their number of co-occurrences. In general, the closer two terms are located to each other, the stronger they are related. This means that groups of terms located closely together in the map usually can be interpreted as topics. The horizontal and vertical axes have no special meaning. In this way, a co-occurrence network was obtained, indicating for each pair of terms the number of publications in which they occur together.

This co-occurrence network was visualized in a term map, in Figure 6. The map shows the 1,923 terms included in the network. The size of a term reflects the number of publications in which the term occurs. The proximity of two terms in the map approximately indicates the relatedness of the terms based on their number of co-occurrences. In general, the closer two terms are located to each other, the stronger they are related. This means that groups of terms located closely together in the map usually can be interpreted as topics. The horizontal and vertical axes have no special meaning. In this way, a co-occurrence network was obtained, indicating for each pair of terms the number of publications in which they occur together.

Colors are used to present additional information in the term map. In Figure 6 for instance, the color of a term reflects the average publication year of the publications in which the term occurs. In this way, temporal trends can be made visible. The term map shows a clear divide between biologically focused topics in the left area in the map and clinically focused topics and health research in the right area (for similar findings, see [29]). As shown by the colors of the terms, the topics in the right area in the map received a lot of attention in more recent years, while the topics in the left area received attention mostly in earlier years. In the next sections, we use this term map to illustrate some of
Figure 6: Term map highlighting temporal trends in CORD-19 research. Also compare with topic words in the SI.

the analyses we present.

**Topic modelling**

We conducted a topic modelling analysis, making use of the titles and abstracts available from the CORD-19 metadata, by concatenating them into a single string similarly to what we did for the term map. Of the 46,994 articles, 8,349 have no abstract. We then applied a pre-processing pipeline using Scispacy’s *en_core_sci_md* model [20] to convert each document into a bag-of-words representation, which includes the following steps: entity detection and inclusion in the bag-of-words for entities strictly longer than one token; lemmatisation; removal of (isolated) punctuation and stopwords; inclusion of frequent bigrams.

We started by training a Latent Dirichlet Allocation (LDA) model [9], using gensim’s implementation [22] and 15 topics. From a topic coherence analysis [19], we found 15 to 25 to be a good value for the number of topics. We decided to remain on the lower end to facilitate the interpretation of results. We further filtered out tokens which appear fewer than 10 times or in more than half of the documents. Lastly, we verified our results using a Correlated Topic Model [8], which reduces to a Structural Topic Model without covariates [23]. This model explicitly captures topic correlations, and confirms the topic structure we found with LDA, as well as the topics’ temporal unfolding. More details are provided in the accompanying repository. We report results of the LDA model in what follows.

The top 20 words per topic are given in the SI. In Figure 15, we show the
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6Using tomoto, [https://bab2min.github.io/tomotopy](https://bab2min.github.io/tomotopy)
yearly topic intensity, from 1980 to 2020 included. Three periods in the accumulation of literature seem to emerge. Pre-SARS research mainly focused on immunology (topic 1) and molecular biology work on viruses (topics 2, 13), rotaviruses (topic 5), and the genetics of viruses (topic 8). Coronavirus-specific research is mainly covered in three topics, one related to SARS (topic 6), one related to MERS (Topic 9), and one related to the clinical care of coronavirus patients and the more recent COVID-19 (topic 10), see Figure 16. Lastly, another prominent topic started around 2003 and is related to the management of epidemic outbreaks (topic 0). Presently, in 2020, new research is dominated by topics 0 and 10, hence epidemics, outbreak management and COVID-19, especially in view of dedicated patients clinical care. From this first analysis, we observe how coronavirus research seems to be produced in bursts following outbreaks instead of following a more steady progress. Most of the recent and ongoing research at the moment appears to focus on the management of the current crisis.

In order to discuss topics in CORD-19 at a higher level of granularity, we grouped the identified topics into macrotopics, all related to research on viruses and their effects, as follows:

- “Coronavirus”: topics 6, 9, 10;
- “Public health and epidemics”: topic 0;
- “Molecular biology”: topics 2, 8, 13;
- “Influenza”: topics 4, 11, 14;
- “Immunology”: topic 1;
- “Rotavirus”: topic 5;
- “Antivirals”: topic 12;
- “Clinical trials”: topic 3;
- “Testing and diagnosing”: topic 7.

The CORD-19 corpus is dominated by literature on coronaviruses, public health and epidemics, molecular biology and, to a lesser degree, influenza and immunology (five macrotopics above). We plot the relative (yearly mean) and absolute (yearly sum) macrotopic intensities in Figure 7. We see from these plots that the periodization of the CORD-19 dataset discussed above is largely confirmed. The 2003 SARS outbreak generated a shift associated with a rise in publications on coronaviruses and on the management of epidemics. Molecular biology work on viruses remains dominant over time. Lastly, the ongoing COVID-19 pandemic is generating a high proportion of publications primarily on the topics of coronaviruses and the management of epidemics, as is to be expected.

7 An RNA virus common among infants and children.
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(a) Average aggregate; this can be interpreted as the mean topic intensity.

(b) Cumulative aggregate; this can be interpreted as the number of papers per topic.

Figure 7: Macrotopic intensities over time.

**Citation clusters**

The previous two analyses were based on text, we now turn to a view based on citations to characterized the CORD-19 dataset. We constructed a citation network based on references of all papers included in the CORD-19 dataset, as provided by Dimensions. We not only included references to papers part of CORD-19, but also all other references in this directed citation network. These ‘external’ references provide additional information regarding the knowledge structure of the CORD-19 dataset. For example, two papers may not be immediately connected via papers in the CORD-19 dataset, but they may have common external references. We only use the giant weakly connected component, which amounts to 903,607 nodes and 1,985,767 edges, of which 38,718 nodes belong to the CORD-19 dataset. This is the citation network that we work with in the remainder of this section.

We cluster the citation network using the Leiden algorithm. Each citation link is weighted as $1/k_i$, where $k_i$ is the number of references of publication $i$. The inclusion of the ‘external’ references in the context of clustering is also known as extended direct citation. In this approach, the publications contained in CORD-19 are weighted with a so-called node weight of 1, while the ‘external’ publications are weighted with a weight of 0 (see for more de-
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8We use the Leiden algorithm implementation from igraph.
We cluster the citation network in a hierarchical fashion. The lowest cluster level, which is most detailed, is clustered using a resolution of $2 \cdot 10^{-5}$. We then aggregate the citation network according to this clustering, and then cluster the resulting clustered citation network at a resolution of $1 \cdot 10^{-5}$. We refer to the former clustering solution as the lowest level, and to the latter as the highest level. The ‘external’ publications help to cluster CORD-19 publications from CORD-19 more accurately. In what follows, we only focus on 38,718 publications from CORD-19.

The clustering at the lowest level has 9 clusters that have more than 1,000 CORD-19 publications each, as shown in Figure 17b. In total, these 9 clusters cover more than 84% of the CORD-19 publications. There are 14 clusters that have fewer than 1,000 publications but more than 100, covering an additional 11% of the CORD-19 publications. The remaining 5% of publications are scattered across 779 small clusters of just a few publications, of which 651 clusters consist of only a single publication. The largest cluster, consisting of 7,300 publications, seems to cover publications dealing with various coronaviruses and contains a high proportion of molecular biology analyses, as well as publications dealing with epidemic outbreaks (Figure 8a). The second largest cluster, consisting of 6,176 publications, has a clear biochemical focus, dealing with various proteins, transcriptions and pathways (Figure 8b). The third largest cluster, consisting of 4,629 publications, covers clinical studies, revolving around patient care and respiratory conditions (Figure 8c). The fourth largest cluster, consisting of 3,764 publications, deals with both clinical and epidemiological studies (Figure 8d). This interpretation is largely substantiated by comparing the clustering results to the topic model.

These relatively detailed clusters are hierarchically clustered at a higher level. The largest cluster at the highest level consists mainly of a combination of the first, fourth and fifth largest clusters at the lowest level, and in total it contains 14,325 publications. This cluster focuses mostly on clinical and epidemiological studies, and outbreak management (Figure 9a). The second largest cluster at the highest level consists mainly of the second, sixth and ninth largest clusters at the lowest level, and in total it contains 10,913 publications, with a clear molecular biology focus (Figure 9b). These two clusters cover 65% of all publications.

We conclude this section by using topic intensity to qualify the results of the citation network clustering. In particular, clusters can be characterized by the average topic intensity of the publications they contain. We start from the highest clustering level, and focus on the top two clusters by size. We then use macrotopics average intensity to characterize them (Figure 18) and confirm that the first cluster contains publications focused on all coronaviruses, including biomedical and public health research. The second cluster, instead, has a clear molecular biology and immunology focus. We then consider the four largest clusters in the lowest clustering level (Figure 19). While the second cluster is, again, focused on molecular biology and immunology, the first and fourth specialize. The first cluster contains publications on coronaviruses and their molecular biology, while the fourth contains publications on coronavirus.
Figure 8: Lowest level citation network clustering results. Compare with Figure 19.

Figure 9: Highest level citation network clustering results. Compare with Figure 18.
outbreaks and their public health/epidemiology impact. Lastly, the third cluster focuses on influenza.

This citation based analysis corroborates our earlier findings based on text analyses. Both point to the existence of distinct research areas within CORD-19: coronaviruses, molecular biology research on viruses, public health and epidemics, other viruses (such as influenza) and other related topics (immunology, diagnosing, trials and testing). These areas of research are interrelated, yet also contain specialized information, and accumulated at different rate over time.

**Altmetrics**

The 46,996 CORD-19 publications have also been explored using Altmetric data, with the aim of describing their reception on social media, paying special attention to the dissemination of the publications across various social media sources. As can be seen in Table 1, a total of 28,146 publications in the CORD-19 dataset (60%) have received some mention in Altmetric. This is a rather high coverage of publications, compared to previous studies [14], that reported an overall coverage of 21.5% of 2012 publications on Twitter, and about 31% for publications in the biomedical and health sciences. This high coverage is even higher when the focus is on the most recent publications (i.e., those published in the early months of 2020), of which over 80% have received some social media mentioning covered by Altmetric.

### Table 1: Coverage of CORD-19 publications by Altmetric.

| CORD-19 publications | In Altmetric | Share in Altmetric |
|----------------------|-------------|--------------------|
| All                  | 46,996      | 28,146             | 59.9%              |
| 2020                 | 4,096       | 3,416              | 83.4%              |

Table 2 presents a more detailed description of the type of social media events around CORD-19 publications. We selected some of the most relevant sources covered by Altmetric, namely Twitter, blogs, recommendations in F1000Prime, news media mentions, citations in policy documents and citations in Wikipedia entries. Clearly, the most important source is Twitter, which accounts for over 95% of all the (social) media interactions analysed. The second most important source are news mentions (3.6%) and blog citations (0.6%). The observation that news media mentions outperform blogs contrasts with previous studies [14]. This may signal the particular relevance of publications in the CORD-19 dataset for mainstream news media. Another additional characteristic is the recency of the publications being mentioned, particularly on Twitter and in news media, since about 75% of all mentions of publications relate to publications from 2020, while 57% of all mentions in mainstream news media also relate to 2020 publications.

A trend analysis of both publications and tweets (Figure 10) confirms this recency in the uptake of CORD-19 publications. The vast majority of tweets referring to CORD-19 publications concentrate around those published in 2020,
Table 2: Social media events around CORD-19 publications.

|        | Tweets | Blogs | F1000 |
|--------|--------|-------|-------|
| All    | 1,337,036 | 7,759 | 700   |
| 2020   | 1,008,839 (75%) | 2,989 (39%) | 49 (7%) |

|          | News media | Policy documents | Wikipedia citations |
|----------|------------|------------------|---------------------|
| All      | 50,014     | 4,596            | 2,693               |
| 2020     | 28,381 (57%) | 163 (4%)        | 418 (16%)           |

Figure 10: Temporal trend in number of CORD-19 publications and number of tweets received.

which in practical terms indicates that the social media activity is mostly focused on the ongoing COVID-19 crisis.

Figure [11] presents term maps showing the altmetrics reception of CORD-19 publications. We cover the most immediate social media sources (or ‘fast’ sources [12]), which provide the earliest signals of the reception of publications. Twitter, blogs and news all present a similar pattern, with a strong orientation towards the most recent COVID-19 publications, well-captured by the fourth largest cluster of the lowest-level citation network clustering (see Figures 8d and 19d).

This preliminary altmetrics analysis shows a strong present-day attention for research covered by the CORD-19 dataset. The majority of the tweets, blogs and news mentions are focused on research produced during the current COVID-19 pandemic. This demonstrates the important role of social media, especially Twitter, in discussing COVID-19 research. During a global pandemic like COVID-19, research is subject to high degrees of uncertainty [11, 30]. Rapidly increasing levels of social media activity around topics on which there is little academic consensus may increase the risk of scientific advise being misun-
Figure 11: Immediate altmetric sources: Twitter, blogs and news media.
derstood or misused by substantial segments of society. Social media analysis can provide tools for identifying and characterizing areas with high levels of social media activity that may be in dissonance with the academic discourse. In future work, we plan to find and characterize these areas of discrepancy in order to inform scientists, science communicators, journalists and the public at large.

Conclusion

We analysed the CORD-19 dataset of publications on COVID-19 and coronavirus research [2]. Comparing the CORD-19 delineation with a WoS-based delineation suggested that on the one hand CORD-19 is broader than just COVID-19 and coronavirus research, while on the other hand, it may also miss some literature that is about COVID-19 and coronaviruses.

We carried out a deeper analyses of CORD-19 in various ways. We created a map of relevant terms extracted from the titles and abstracts of COVID-19 publications. This map confirmed the broad content of the dataset. A topic modelling analysis showed that CORD-19 publications are related more broadly to medical research on viruses, of which COVID-19 and coronaviruses are part. Dominant topics in CORD-19 include research on public health and epidemics; molecular biology; coronaviruses, influenza and other families of viruses; immunology and antivirals; methodology (testing, diagnosing, trials). Furthermore, the topic intensity over time is far from uniform, showing in particular that coronavirus research has followed known outbreaks (SARS, MERS, COVID-19) and that until 2020 this research represented only a small portion of CORD-19.

We performed a citation network clustering analysis using data from Dimensions. Citation network clusters highlight the relative cohesiveness of CORD-19. In line with the textual analyses, the clusters confirm the broad coverage of the dataset. Overall, there seem to be two prominent citation clusters: One that covers research on specific coronaviruses, with a public health and epidemiological focus and another one with a molecular biology focus. Molecular biology research on viruses is, in general, a very prominent component of CORD-19.

Lastly, we considered Altmetric data, in order to gauge how much attention CORD-19 research attracted over time. The current COVID-19 outbreak dominates attention from social media, in particular from Twitter, highlighting the public interest for scientific results during this pandemic.

Far from constituting a critique of CORD-19, our work acknowledges that research on viruses, and coronaviruses specifically, does not exist in a vacuum. Delimiting research on a certain subject matter requires difficult choices that inevitably involve a certain degree of arbitrariness. We praise the breadth and relative coherence of CORD-19. This dataset rightly merits attention and is useful to allow many researchers to engage with the topic. Nevertheless, we also suggest that critical awareness is required when using CORD-19, as our results demonstrate that its contents cover a broad set of topics. Different subsets of CORD-19 should be used for specific purposes, for example for making historical
analyses on funding of specific research topics or for automatically extracting structured information. We exemplified some approaches to segment CORD-19 in various ways. In addition, we also hinted at possible missing content in CORD-19. Some missing content is ‘by design’, as CORD-19 relies on PubMed, bioRxiv and medRxiv and does not consider, for example, notable pre-print servers such as arXiv, ChemRxiv, JMI Preprints, SSRN Electronic Journal, Research Square and PsyArXiv. Some missing content is less clearly motivated, as the use of the same search criteria in WoS allowed us to surface published research not currently included in CORD-19. This is an issue that deserves deeper scrutiny.

Clearly, there are many areas for future COVID-19 work by the scientometric community. We conclude by suggesting three areas in particular. Firstly, there seems to be a need for a comprehensive mapping of COVID-19-related research. A multidisciplinary map of COVID-19-related research, considering diverse disciplinary perspectives and information needs, will be useful to surface relevant research, also outside the biomedical domain. Secondly, CORD-19 provides a virtuous example of open data sharing. The scientometric community can contribute by creating and maintaining additional datasets on COVID-19 research. Thirdly, as shown by our results, there is a lot of social media attention for COVID-19 research. Indeed, the role of information, and especially reliable scientific information, has been central to the unfolding of the current pandemic [33]. Consequently, a relevant area for future work is to better understand the mechanics of online scientific information diffusion, using altmetrics and other data sources. This line of work has the potential to provide valuable information to experts and governments during the current and future pandemics.

Data availability

Most of our analysis can be replicated using code and following the instructions given in the accompanying repository: [https://github.com/CWTSLeiden/cwts_covid](https://github.com/CWTSLeiden/cwts_covid). Please note this repository is ongoing work: things might not be perfect. We welcome contributions and suggestions, ideally by opening an issue or doing a pull request. Analyses based on Altmetric, Dimensions, Twitter and Web of Science data require access to these services.
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Topic top words

Top 20 words per topic, for the LDA model. We filter out words shorter than 3 characters. Compare with Figure 15 for the topic intensity over time.

- **Topic #0**: “health”, “disease”, “public”, “datum”, “model”, “outbreak”, “public_health”, “infectious”, “epidemic”, “system”, “research”, “control”, “infectious_disease”, “study”, “country”, “review”, “Health”, “number”, “provide”, “method”.

- **Topic #1**: “cell”, “mouse”, “infection”, “response”, “immune”, “expression”, “disease”, “induce”, “role”, “viral”, “gene”, “increase”, “type”, “level”, “study”, “result”, “cytokine”, “activation”, “lung”.

- **Topic #2**: “virus”, “cell”, “protein”, “viral”, “replication”, “infection”, “hepatitis”, “mhv”, “mutant”, “result”, “culture”, “mouse”, “particle”, “membrane”, “mouse_hepatitis”, “virion”, “infected”, “golgi”, “suggest”, “show”.

- **Topic #3**: “group”, “study”, “day”, “high”, “level”, “cat”, “effect”, “significantly”, “result”, “increase”, “rat”, “compare”, “control”, “significant”, “low”.

- **Topic #4**: “infection”, “dog”, “hospital”, “canine”, “transmission”, “h1n1”, “worker”, “contact”, “pandemic”, “air”, “care”, “exposure”, “2009”, “influenza”, “healthcare”, “control”, “mask”, “risk”, “staff”, “room”.

- **Topic #5**: “calf”, “strain”, “isolate”, “rotavirus”, “bovine”, “diarrhea”, “sample”, “detect”, “coli”, “study”, “analysis”, “fecal”, “group”, “herd”, “intestinal”, “cattle”, “farm”, “genotype”, “China”.

- **Topic #6**: “antibody”, “protein”, “coronavirus”, “sars-cov”, “spike”, “pedv”, “neutralize”, “monoclonal”, “porcine”, “respiratory”, “severe”, “acute”, “epitope”, “serum”, “mab”, “monoclonal_antibody”, “severe_acute”.

- **Topic #7**: “assay”, “detection”, “sample”, “test”, “method”, “detect”, “virus”, “pcr”, “diagnostic”, “sensitivity”, “clinical”, “diagnosis”, “result”, “rapid”, “positive”, “real-time”, “rt-pcr”, “specificity”, “reaction”.

- **Topic #8**: “rna”, “sequence”, “gene”, “genome”, “virus”, “region”, “viral”, “analysis”, “mrna”, “mutation”, “protein”, “site”, “nucleotide”, “genomic”, “structure”, “synthesis”, “translation”, “transcription”, “contain”, “genetic”.

- **Topic #9**: “virus”, “human”, “infection”, “disease”, “animal”, “bat”, “mers-cov”, “respiratory”, “host”, “species”, “cause”, “Middle”, “transmission”, “pathogen”, “coronavirus”, “syndrome”, “emerge”, “viral”, “mers”, “respiratory_disease”.
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• Topic #10: “patient”, “case”, “clinical”, “severe”, “acute”, “disease”, “pneumonia”, “covid-19”, “treatment”, “risk”, “coronavirus”, “respiratory”, “infection”, “day”, “mortality”, “report”, “symptom”, “associate”.

• Topic #11: “respiratory”, “infection”, “virus”, “child”, “viral”, “influenza”, “patient”, “study”, “tract”, “pathogen”, “human”, “rsv”, “acute”, “year”, “detect”, “bacterial”, “cause”, “illness”, “clinical”, “common”.

• Topic #12: “activity”, “antiviral”, “drug”, “inhibitor”, “treatment”, “protease”, “compound”, “effect”, “inhibit”, “target”, “vitro”, “agent”, “study”, “potential”, “enzyme”, “in vitro”, “inhibition”, “show”, “acid”, “active”.

• Topic #13: “protein”, “domain”, “interaction”, “receptor”, “binding”, “membrane”, “peptide”, “target”, “complex”, “structure”, “bind”, “fusion”, “host”, “function”, “human”, “cellular”, “vaccine”, “viral”, “role”, “surface”.

• Topic #14: “virus”, “influenza”, “vaccine”, “strain”, “influenza_virus”, “ibv”, “avian”, “vaccination”, “pig”, “infectious”, “challenge”, “chicken”, “prrsv”, “bronchitis”, “swine”, “porcine”, “h5n1”, “result”, “protection”, “supplementary”.
Extra figures

(a) Availability of full text over time. 

(b) Data sources.

Figure 12: Availability of full text and data sources.

Figure 13: Scatter plot of the number of received citations over time.
(a) First-level categories.  

(b) Second-level categories.

Figure 14: Categories (FOR Dimensions classification). The empty label account for articles missing a FOR category.

Figure 15: Topic intensity over time, using the LDA model.
Figure 16: Coronavirus-related topic intensity over time, using the LDA model. This plot considers the document average intensity of topics related to SARS, MERS and coronavirus/COVID-19. Compare with Figure 3.

(a) Highest level clustering: fewer, larger clusters.
(b) Lowest level clustering: more, smaller clusters.

Figure 17: Citation network lowest and highest cluster sizes.

(a) Cluster 0 (first in size).
(b) Cluster 1 (second in size).

Figure 18: Highest citation network clustering (larger clusters).
Figure 19: Lowest citation network clustering (smaller clusters).