Laminar Chaos in experiments and nonlinear delayed Langevin equations: A time series analysis toolbox for the detection of Laminar Chaos
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In this paper and in our preceding publication Ref. [50], we extend our results in Ref. [29, 51], where we have introduced a new type of chaos, which can be observed only in systems with certain time-varying delays. This type of chaos is called Laminar Chaos and is characterized by nearly constant laminar phases of periodic duration and a chaotic variation of the intensity from phase to phase. In this paper we extend our results from our preceding publication [J. D. Hart, R. Roy, D. Müller-Bender, A. Otto, and G. Radons, PRL 123 154101 (2019)], where it is demonstrated that Laminar Chaos is a robust phenomenon, which can be observed in experimental systems. We provide a time series analysis toolbox for the detection of robust features of Laminar Chaos. We benchmark our toolbox by experimental time series and time series of a model system which is described by a nonlinear Langevin equation with time-varying delay. The benchmark is done for different noise strengths for both the experimental system and the model system, where Laminar Chaos can be detected, even if it is hard to distinguish from Turbulent Chaos by a visual analysis of the trajectory.

I. INTRODUCTION

In nature or in physical experiments noise is always present and its influence has to be taken into account for a realistic description of these processes. If a theoretically proposed phenomenon is not robust against noise, in the sense that certain characteristics can not be measured in the presence of noise, it is unlikely to observe this phenomenon in nature or to verify the phenomenon experimentally. Systems that involve transport processes over finite distances by finite velocities are characterized by time-delays. This is the case, for example, in engineering processes 11 such as turning 12, 13 and milling 4, life sciences 5, and climate science 6, 8. Time-delays are also present in population dynamics where the individual organisms need to reach a maturity threshold in order to get the ability to reproduce 29. The high dimensional nature and the large variety of dynamical behaviors of systems with delays is exploited in several applications such as the efficient implementation of reservoir computing via time-delay systems 10–13. An overview of recent developments in the field of nonlinear time-delay systems can be found in the theme issue introduced in Ref. [14] and an extensive review of chaos in systems with time-delay is given in Ref. [15]. Due to the importance of these concepts, it seems consequent that the influence of noise on systems with time-delay has also drawn attention in the literature, where analyses of stochastic linear 16, 19 and nonlinear systems 20–27 with delay can be found.

Due to environmental fluctuations, time-delays are typically not constant, but rather time-varying. If a system involves transport processes with time-varying velocity or time-varying transport distance, the delay is time-varying 28–29. Although models with time-varying delay are often more realistic, there are only a few papers on such systems with and without noise. A fast time-varying delay can be approximated by a distributed delay as introduced in Ref. [30] and applied in Ref. [30–36]. It is known that a time-varying delay can enrich the dynamics of systems compared to systems with constant delay 37–41. A time-varying delay has an influence on chaos and synchronization, which is discussed in Ref. 42–44 together with possible applications to chaos communication. For applications in control theory, it is of interest that a time-varying delay can stabilize systems 2 46–48. The stability of systems with stochastically varying delay is analysed in Ref. 49.

In this paper and in our preceding publication Ref. [50], we extend our results in Ref. 29, 51, where we have introduced a new type of chaos, which can be observed only in systems with certain time-varying delays. This type of chaos is called Laminar Chaos and is characterized by nearly constant laminar phases of periodic duration, where the intensity levels of the laminar phases vary chaotically. It may be possible to exploit the sequence of nearly constant intensity levels to store information or perform computations, where approaches similar to the chaos based logic and computation introduced in Ref. 52–56 may be developed. However, this and similar applications require that the sequence of intensity levels is robust against noise, which is hitherto un-
clear. We demonstrate that Laminar Chaos is a robust phenomenon, which can be observed experimentally and survives the presence of noise. In order to do this we have implemented an opto-electronic system with time-varying delay that shows Laminar Chaos and substantiate our results by modelling the system by a nonlinear delayed Langevin equation with time-varying delay. By the experimental and theoretical analysis we justify that Laminar Chaos has characteristic properties that survive for even comparably large noise strengths and we provide a toolbox for the detection of these features in experimental time series, where the underlying system needs not to be known.

In Sec. II we give a short review of the results in Ref. [51]. We introduce the concept of conservative and dissipative delays, which are classes of time-varying delays that lead to certain dynamical properties of the involved systems, and explain Laminar Chaos. In Sec. III we explain the experimental realization of Laminar Chaos by an opto-electronic setup similar to the one in Ref. [57]. Results of the experiments are presented, where we demonstrate that Laminar Chaos is robust against experimental and measurement noise. In Sec. IV we derive a general model for our experimental system, which is the basis of the following theoretical analysis of Laminar Chaos in the presence of noise. A theoretical analysis of the robust features of Laminar Chaos in the presence of noise is done in Sec. V. There we show how Laminar Chaos can be identified in experimental time series and present robust features, which can be detected even in the presence of strong noise, where the time series can not be identified as Laminar Chaos visually.

II. REVIEW OF LAMINAR CHAOS

In Ref. [51] a new type of chaos, called Laminar Chaos, was found in systems described by the delay differential equation (DDE)

\[
\frac{1}{T} \dot{z}(t) + z(t) = \mu f(z(R(t))),
\]

where \(R(t) = t - \tau(t)\) is the retarded argument and \(\tau(t)\) is a periodically time-varying delay with period one. In the following we give a short review of the theory behind the dynamics of systems with time-varying delay and Laminar Chaos. In Ref. [58, 60] it was demonstrated for invertible \(R(t)\), i.e., we have \(\tau(t) < 1\) for almost all \(t\), that there are two classes of periodically time-varying delays. We call them conservative delays and dissipative delays, where the terms, respectively, refer to marginally stable quasiperiodic dynamics or stable periodic dynamics of the access map

\[
t = R(t')
\]

taken modulo the period of the delay. Systems with a so-called conservative delay are equivalent to systems with constant delay. This means that there exists a suitable nonlinear timescale transformation, which transforms Eq. [1] to a DDE with constant delay and preserves dynamical quantities such as Lyapunov exponents. In contrast, systems with dissipative delay are not equivalent to constant delay systems and the characteristics of the dynamics differ from the characteristics known for systems with constant delay. For instance, there are qualitative differences in the asymptotic scaling behavior of the Lyapunov spectrum [58, 60] and in the localization properties of the Lyapunov vectors [59]. Beside Laminar Chaos, systems with dissipative delay show further types of dynamics that are not possible for systems with constant delay such as generalized Laminar Chaos and time-multiplexed dynamics as demonstrated in Ref. [29]. If the time-varying delay of a system is caused by a transport process over a constant distance by a variable velocity, the time-varying delay is always conservative [28]. On the other hand, if the distance is also time-varying, both classes, conservative and dissipative delays can be observed [29].

From this point we follow the analysis in Ref. [51] and consider Eq. [1] with large \(T\). A large parameter \(T\) is equivalent to a large time-varying delay, which can be shown easily by a linear time-scale transformation as done in Sec. IV. For \(T \to \infty\), the left hand side of Eq. [1] vanishes and we obtain the limit map

\[
z_{n+1}(t) = \mu f(z_n(R(t))).
\]

The \(z_n(t) = z(t)\) with \(t \in \mathcal{I}_n = (t_{n-1}, t_n)\) are segments of the solution \(z(t)\), where the boundaries \(t_n\) of the so-called state-intervals \(\mathcal{I}_n\) are determined by the access map Eq. [2], i.e., \(t_{n-1} = R(t_n)\). With a given \(z_0(t), t \in \mathcal{I}_0\) the solution \(z(t)\) can be generated by successive iteration of Eq. [3]. This is similar to the method of steps [61], which can be applied in the case \(T < \infty\). As in the case of a constant delay [62], for \(T < \infty\), one step of the method of steps can be decomposed into one iteration of the limit map and subsequent smoothing or low pass filtering. This can be seen directly in Eq. [1], since the left hand side defines a low pass filter with cutoff frequency \(f_{\text{cutoff}} = T/(2\pi)\) and the remaining terms determine the limit map. Eq. [3] can be also interpreted as the iteration of the graph \((t, z_n(t))\) by the two-dimensional map

\[
t' = R^{-1}(t),
\]

\[
z' = \mu f(z),
\]

which consists of two one-dimensional maps: The map \(z' = \mu f(z)\) and the inverse of the access map, given by Eq. [2]. So it is clear that, in particular for large \(T\), these maps play a crucial role for the dynamics of the system defined by DDE [1]. In the following we consider a chaotic map \(z' = \mu f(z)\).

For conservative delays \(\tau(t)\) the access map taken modulo the period of the delay and its inverse, which is given by Eq. [4a] taken modulo the period of the delay, is
topological conjugate to a pure rotation \[68\], i.e., it is a conservative system that shows quasiperiodic dynamics. This means, roughly speaking, that the map defined by Eq. (4a) and the time-varying delay \(\tau(t)\) has no influence on the dynamics of the limit map except for a quasiperiodic frequency modulation \[29\]. Due to the stretching and folding by the map \(z' = F(z) = \mu f(z)\), the limit map dynamics is characterized by oscillations, whereby the characteristic frequency of a solution segment \(z_n(t)\) grows with \(n\), i.e., it grows with each iteration of the limit map. For finite \(T\) the frequency is bounded by the smoothing, i.e., by the low pass filter, leading to a type of chaos that is already known for systems with constant delay. We call this type of chaos Turbulent Chaos based on the term Optical Turbulence, which was introduced in Ref. \[63\]. An exemplary trajectory of DDE \[1\] that shows Turbulent Chaos is plotted in Fig. 5. Turbulent chaos is characterized by a large attractor dimension, since the dimension grows typically linearly with \(T\) \[62, 64\].

\[\lambda[F] + \lambda[R] < 0,\]

where \(\lambda[F]\) and \(\lambda[R]\) are the Lyapunov exponents of the map \(z' = \mu f(z)\) and the access map \(t' = R(t)\), respectively. This criterion is sufficient for \(T = \infty\) and is visualized in Fig. 1. If Eq. (5) is fulfilled, the oscillations caused by the map \(z' = \mu f(z)\) are compensated by the contraction of the access map, and the laminar phases can develop between the repulsive periodic points \(t_k^*\) of the access map. Since the repulsive periodic points \(t_k^*\) separate \(p\) basins of attraction of periodic points inside each state interval \(I_n\), each of the latter contains \(p\) laminar phases (see Ref. \[29, 51\] for details). Since the access map is invertible, the intensity levels of the laminar phases inside the state interval \(I_n\) are successively mapped to the intensity levels in \(I_{n+1}\) by \(z' = \mu f(z)\). Laminar Chaos is characterized by comparably low attractor dimension, since the state \(z_n(t)\) is merely determined by the intensity levels of the laminar phases. If Eq. (5) is not fulfilled, one can observe generalized Laminar Chaos, which is also a low-dimensional phenomenon compared to Turbulent Chaos \[29\].

III. EXPERIMENTAL REALIZATION OF VARIABLE DELAY SYSTEMS AND LAMINAR CHAOS

In this section, we describe how Eq. (1) with time-varying delay can be implemented in an opto-electronic setup and that Laminar Chaos can be observed in such systems. This demonstrates that Laminar Chaos is a robust phenomenon which can be observed in experiments.

In Fig. 2(a) the essential ingredients that need to be implemented to observe Laminar Chaos experimentally are visualized: a band-limited system with a nonlinear time-delayed feedback with time-varying delay. This means that the output of the system at time \(t\) depends on the past output of the system at time \(t - \tau\), which is fed back into the system after a nonlinear function \(f\) is applied, and the system reacts to the feedback with a finite relaxation time. Our opto-electronic setup is illustrated in Fig. 2(b). The nonlinearity \(f(z)\) of the feedback is implemented by an integrated Mach-Zehnder intensity modulator and is given by

\[f(z) = \sin^2(z + \phi_0).\]

In this case, the tunable parameter \(\phi_0\) gives the bias point of the interferometer. The optical output of the modula-
FIG. 2. (a) Block diagram of Eq. 1. This block diagram shows the essential ingredients for Laminar Chaos: a feedback loop with a band-limiting element (low pass filter), a nonlinearity, and a time-varying time delay. An additional condition is given by Eq. 5, which is visualized in Fig. 1. (b) An illustration of the opto-electronic oscillator we used to observe Laminar Chaos. Red lines indicate the optical path, black lines indicate the electronic path, and green lines indicate signal-processing on the FPGA.

FIG. 3. (a) Bifurcation diagram and (b) Lyapunov exponent $\lambda[F]$ of the map $z' = \mu f(z) = \mu \sin^2(z + \phi_0)$, where $\phi_0 = \frac{\pi}{4}$, versus the bifurcation parameter $\mu$. A positive and negative Lyapunov exponent $\lambda[F]$ for a given $\mu$ is indicated by the usage of red and black color, respectively. The observations of Laminar Chaos presented in this paper were done with $\mu = 2.2$, which is indicated by the vertical dashed lines. In this case $\lambda[F] \approx 0.31$ (horizontal dashed line in (b)).

To analyze the robustness of Laminar Chaos to different amount of noise, we have implemented the possibility to add noise to the experiment in a controlled way. Specifically, at each time step we add numerically generated Gaussian white noise with zero mean and standard deviation $\zeta$ to the normalized intensity $I$ measured by the ADC. As we demonstrate in Appendix A, $\zeta = 0.001$ is a good estimate for the inherent noise strength in our setup.

Figure 4 shows exemplary trajectories, which were experimentally generated using the parameters in Tab. I for different values of the strength $\zeta$ of the external noise.

is sufficiently fine that this discrete time system is well modeled by Eqs. (1) and (7). For a detailed presentation of a discrete time model of our opto-electronic oscillator and a discussion of the effects of the digitization of the delay, see Appendix A. A summary of the parameter values used in our experiment is given in Tab. I.
TABLE I. Parameters of the experimental system and parameters that are normalized with respect to the delay period: delay period $T_r$, delay amplitude $A$, mean delay $\tau_0$, cutoff-frequency of the low pass filter $f_{\text{cutoff}}$, bifurcation parameter $\mu$, sampling frequency $\nu_s$. 

| parameter          | normalized value | experimental value |
|--------------------|------------------|--------------------|
| $T_r$              | 1                | 0.01 s             |
| $A$                | 0.9              | 0.009 s            |
| $\tau_0$          | 1.5, 1.54        | 0.0150 s, 0.0154 s |
| $f_{\text{cutoff}}$ | 31.831           | 3183 Hz            |
| ($T = 200$)       |                  |                    |
| $\mu$             | 2.2              | 2.2                |
| $\nu_s$           | 1000             | 100 kHz            |

IV. A GENERAL MODEL FOR LAMINAR CHAOS IN SYSTEMS WITH NOISE

To understand the influence of noise on Laminar Chaos in our experiment and more general systems, and to benchmark the toolbox for the detection of Laminar Chaos that is provided in Section V, we derive and analyze in this section a nonlinear Langevin equation as a theoretical model. Laminar Chaos was originally found in the first order DDE [1], but our experimental system is a second order system, due to the second order Butterworth filter that is used in our setup (cf. Appendix A). To obtain a general model, we consider systems of arbitrary order $D$. Taking into account the inherent noise of experiments by an additive noise term, we consider the general $D$th-order stochastic DDE

$$D[x](\tilde{t}) = \sum_{d=0}^{D} a_d x^{(d)}(\tilde{t}) + \tilde{\mu} f(x(\hat{R}(\tilde{t}))) + \sigma \xi(\tilde{t}) = I(\tilde{t}),$$

(8)

where $\hat{R}(\tilde{t}) = \tilde{t} - \tau(\tilde{t})$, $\tau(\tilde{t} + T_r) = \tau(\tilde{t})$, $x^{(d)}(\tilde{t})$ denotes the $d$th derivative of $x(\tilde{t})$, and $\xi(\tilde{t})$ is Gaussian white noise with $\langle \xi(\tilde{t}) \rangle = 0$ and $\langle \xi(\tilde{t})\xi(\tilde{t}') \rangle = \delta(\tilde{t} - \tilde{t}')$. The essential ingredients for Laminar Chaos visualized in Fig. 2(a), namely, the band limiting element and the nonlinear feedback with variable delay are represented by the terms $D[x](\tilde{t})$ and $\tilde{\mu} f(x(\hat{R}(\tilde{t})))$, respectively. In detail, a solution $x(\tilde{t})$ of Eq. (8) can be interpreted as a filtered version of the input signal $I(\tilde{t})$, i.e., $x(\tilde{t})$ is generated by applying the inverse $D^{-1}$ of the differential operator to $I(\tilde{t})$. For suitable parameters (for example, $D = 1$, $a_0 = a_1 = 1$ as in Eq. (4)), the operator $D^{-1}$ is a smoothing operator and acts as a low pass filter. This means that $D^{-1}[I](\tilde{t}) = I(\tilde{t})$ if $I(\tilde{t})$ is constant, allowing laminar phases to develop if certain conditions are fulfilled. The general analysis of the question which parameters lead to smoothing operators that allow the development of Laminar Chaos goes beyond the scope of this paper and will be discussed elsewhere. However, it is clear that a bounded input $I(\tilde{t})$ leads to a bounded output $x(\tilde{t})$ only if the characteristic roots of $D[x](\tilde{t}) = 0$, which are the poles of the transfer function of the filter, have a negative
or vanishing real part.

By introducing a dimensionless time \( t = T \tau \) and the new variable \( z(\bar{t}) = x(t) \), and with \( \xi(tT) = \xi(t)/\sqrt{T} \) we obtain

\[
\sum_{d=0}^{D} \frac{a_d}{T^d} x^{(d)}(t) = \hat{\mu} f(z(R(t))) + \frac{\hat{\sigma}}{\sqrt{T}} \xi(t), \quad (9)
\]

where \( R(t) = \bar{R}(tT)/T = R(t + 1) - 1 \) such that \( \tau(t + 1) = \tau(t) \). For \( T \gg \tau(t) \), which corresponds to a large delay compared to the internal time scale of the system, we neglect terms with higher order in \( T^{-1} \) and obtain

\[
\frac{1}{T} \dot{z}(t) + a_0 z(t) = \hat{\mu} f(z(R(t))) + \frac{\hat{\sigma}}{\sqrt{T}} \xi(t). \quad (10)
\]

Dividing by \( a_0 \) and substituting \( T = (a_0/a_1)T_\tau \), \( \mu = \hat{\mu}/a_0 \), \( \sigma = \hat{\sigma}/\sqrt{a_0 a_1} \) leads to the dimensionless DDE

\[
\frac{1}{T} \dot{z}(t) + z(t) = \mu f(z(R(t))) + \frac{\sigma}{\sqrt{T}} \xi(t). \quad (11)
\]

By the assumption that \( a_0 \) and \( a_1 \) have the same sign, we ensure \( T > 0 \). This means that the ODE part of Eq. (11), which is given by its left hand side, is stable.

We see that in the large delay limit the \( D \)th order DDE (8) can be suitably approximated by the first order DDE (11), which is used for the further theoretical analysis. Exemplary trajectories of Eq. (11) are shown in Fig. 2.

V. HOW TO DETECT LAMINAR CHAOS

In this section we describe distinctive features of Laminar Chaos that are robust against experimental noise and measurement noise. We provide a toolbox for the detection of these features, which allows the identification of Laminar Chaos in experimental data. If a trajectory shows Laminar Chaos, the toolbox provides valuable information about the considered system, such as the non-linearity \( \mu f(z) \) of the delayed feedback, the delay period \( T \), and the rotation number \( \rho \) of the access map that is associated with the time-varying delay. The following distinctive features are considered: the roughly periodic structure of the derivative of the trajectories due to the periodic sequence of durations of the laminar phases and the one-dimensional map that connects the intensity levels of the laminar phases. The characterization of a signal showing Laminar Chaos can be divided into two steps. Firstly, one has to verify the existence of laminar phases, where the duration of the phases follows a periodic sequence with the same period \( T \) as the delay. A method for doing this, which also enables the detection of the position of the laminar phases, is introduced in Sec. VA. The second step of the verification is performed in Sec. VB, where it is verified that the intensity levels are connected by a one-dimensional map.

FIG. 6. Estimation of the delay period: (a) Low frequency region of the power spectrum of the approximated derivatives (\( h = 0.033 \)) of trajectories of Eq. (11), where \( T = 200, f(z) = \sin^2(t + \phi_0), \mu = 2.2, \phi_0 = \frac{\pi}{4}, r(t) = 1 + 0.9 \sin(2\pi t)/(2\pi) \), which show Laminar Chaos (\( \gamma = 1.5, \sigma = 0.02 \)) and Turbulent Chaos (\( \gamma = 1.54, \sigma = 0.1 \)). The arrow points to the peak, which corresponds to the delay period and can be easily identified. The spectra are computed by averaging 10 spectra, which are in turn computed from distinct windows of the length of 10\( ^5 \) delay periods. (b) Power spectra of the approximated derivatives (\( h = 0.001 T_\tau \)) of the experimental trajectories that are partially shown in Fig. 3, where the frequency is given in multiples of the delay frequency \( \nu_\tau = T_\tau^{-1} \). Some of the peaks at the multiples of the delay frequency \( \nu_\tau \) (vertical lines) are clearly visible. However, if the delay frequency \( \nu_\tau \) is not known, longer time series are needed to distinguish the peaks at the multiples of \( \nu_\tau \) from the background as it is possible for the spectra in (a).

In Sec. VA we consider the autocorrelation function and a related correlation length, which can be useful to scan for parameters that correspond to Laminar Chaos, if it is known that the considered system can show Laminar Chaos for certain parameters.
A. Detection of the laminar phases

If the trajectory shows Laminar Chaos, its derivative shows the following behavior. Without noise, which means \( \sigma = 0 \), the derivative is roughly zero between the bursts, i.e., it is characterized by phases with approximately zero amplitude, which are periodically interrupted by short large amplitude bursts. In the presence of noise we consider the approximated derivative

\[
\Delta_h[z](t) = \frac{z(t+h) - z(t)}{h}
\]

instead of the derivative, since the latter is not well defined. In this case the approximated derivative is characterized by phases of small amplitude which are periodically interrupted by short large amplitude bursts. The periodic part of the derivative of the trajectory leads to a large peak in the power spectrum at the frequency of the delay \( \nu \), as highlighted by the black arrow in Fig. 6(a), where the power spectrum of the approximated deriva-
tive $\Delta_h[z](t)$ is plotted. For Turbulent Chaos, the power spectrum also shows a large peak at the delay frequency $\nu_r$, since, in this case, the time-varying delay leads to a quasiperiodic modulation of the signal with two frequencies, where the delay frequency is one of them (cf. non-resonant doppler effect in Ref. [20]).

To determine the position of the laminar phases of a laminar chaotic trajectory $z(t)$, we consider the temporal distribution of the variance $\sigma_d^2[z](t)$ of $\Delta_h[z](t)$, which is defined by

$$\sigma_d^2[z](t) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} (\Delta_h[z](t+n))^2 - (\mu_d[z](t))^2,$$

(13)

where

$$\mu_d[z](t) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \Delta_h[z](t+n),$$

(14)

and $\Delta_h[z](t)$ is defined by Eq. [12]. So the average is taken over equidistant times $t'$ starting with $t' = t$, where the distance between them is the period of the time-varying delay, which equals one, since the time $t$ is measured in delay periods. If the delay period $T_\tau$ is unknown for an experimental time series, it can be determined by analyzing the power spectrum as shown in Fig. [6]. The quantity $\sigma_d^2[z](t)$ is very sensitive to errors of the delay period, since large multiples of the delay period occur due to the sampling of the trajectory at multiples of the delay period. So the delay period must be determined very accurately to compute a reasonable approximation of $\sigma_d^2[z](t)$. However, this sensitivity can be exploited to determine the delay period very accurately as shown in Appendix B. In Fig. [7] $\sigma_d^2$ is shown for exemplary trajectories, which show Laminar Chaos and are generated for different noise strengths. If a trajectory is characterized by periodically alternating high and low frequency phases and the period equals the delay period as in the case of Laminar Chaos, $\sigma_d^2$ alternates periodically between high and low values, which correspond to the high and low frequency phases of the trajectory. For increasing noise strength $\sigma$, the fluctuation strength in the low amplitude phases increases, such that the periodic structure is still present but gets blurred as visualized in Fig. [7]. The local minima of $\sigma_d^2$ can be used to determine the position of the laminar phases of laminar chaotic trajectories. The denominator $q$ of the rotation number of the access map equals the number of laminar phases per period and, thus, it can be also determined by this method.

**B. Reconstruction of the nonlinearity**

To check whether the intensity levels of the detected laminar phases are connected by a one-dimensional map, we plot the intensity level of the $(n+p')$th laminar phase $z_{n+p'}$ against the intensity level of $n$th laminar phase $z_n$, where $p' \in \mathbb{N}$ and $p' > 0$. For our analysis, the intensity levels of the laminar phases are the values of the trajectory at the local minima of the temporal distribution of the variance $\sigma_d^2$, which is visualized in Fig. [8]. In the case of Laminar Chaos, for the correct $p' = p$ the points $(z_n, z_{n+kp})$ resemble the graph $(z, (\mu f)^k(z))$. So $p'$ was chosen correctly, if $p'$ is the smallest number such that the points $(z_n, z_{n+p'})$ resemble a line, as shown in Fig. [8]. If $p'$ is wrongly chosen, then the points $(z_n, z_{n+p'})$ fill a set $S$, which is the union of Cartesian products of pairs of the chaotic bands of the map, since in this case $z_{n+p'}$ and $z_n$ are independent. The set $S$ is two-dimensional except for cases, where the dimension of the attractor is smaller than one, which requires $\lambda[F] \leq 0$. The number $p$ denotes the numerator of the rotation number $\rho = \frac{-2}{q}$ of the access map. Thus, the latter can also be reconstructed from laminar chaotic trajectories. If no such $p$ can be found, the reconstruction of the nonlinearity fails as demonstrated in Appendix C and the trajectory cannot be characterized as Laminar Chaos.

**C. How to scan parameters for Laminar Chaos**

Laminar Chaos is characterized by two time-scales, one of the order of $\frac{1}{T}$ (small for large $T$) and one of the order of the duration of the laminar phases ($\frac{1}{q}$, independent of $T$). This means that points that are close in time are strongly correlated even if the system is able to relax very fast with the relaxation rate $T$, i.e., it is able to admit high frequencies. If we analyze the output of a system that can show only Laminar Chaos or Turbulent Chaos, this fact can be used to distinguish between the two by the autocorrelation of the time series. The autocorrelation function is defined by

$$C(\theta) = \lim_{t \to \infty} \frac{\langle z(t')z(t+\theta) \rangle}{\langle z(t') \rangle^2},$$

(15)

where the time-average is given by

$$\langle \cdot \rangle_t = \frac{1}{t} \int_0^t \cdot dt'.$$

(16)

The autocorrelation functions of trajectories of Eq. (11) with the same parameters as in Fig. [5] are shown in Fig. [9]a). Increasing the noise strength $\sigma$ leads to a faster decay of correlations, since the laminar phases are more and more distorted as it is visible in Fig. [5]. However, even for comparably large noise strengths the decay of $C(\theta)$ is slower than for Turbulent Chaos. For the latter in Fig. [9]a) the influence of the noise is not visible, since correlations decay already very fast in the absence of noise, indicating the high-dimensional nature of the related chaotic dynamics. These results can be experimentally reproduced as shown in Fig. [9]b), where the autocorrelation function $C(\theta)$ was computed from experimental time series for the same parameters as in Fig. [4].
Laminar Chaos should be of the order of $\frac{1}{2}$, where all other parameters are kept constant. Par-

As a numerical indicator for Laminar or Turbulent Chaos we consider the full width at half maximum (FWHM) $T_{1/2}$ for different noise strengths $\sigma$, with $T = 200$ (solid) and $T = 1000$ (dashed). For Laminar Chaos the FWHM is large, whereas for Turbulent Chaos the FWHM is small. The boundaries of the regions of $T_{1/2}$ where the criterion (5) for Laminar Chaos is fulfilled are represented by the vertical lines. The slight deviation between the latter and the boundaries represented by the jumps of the FWHM for $\sigma = 0$ is caused by the finite $T < \infty$ and vanishes for $T \to \infty$.

So we have seen, that the FWHM of the autocorrelation function is a simple criterion to distinguish Laminar and Turbulent Chaos. In general and especially when the generating system is completely unknown, the FWHM of the autocorrelation function alone is not sufficient to detect Laminar Chaos but it can serve as a first indicator. If the considered system shows chaos that is characterized by multiple chaotic bands, Laminar and Turbulent chaos are much harder to distinguish by using the autocorrelation only. In this case, the trajectory alternates periodically between the chaotic bands, which leads to a large contribution to the autocorrelation for both types of chaos. To use the autocorrelation as an indicator anyway, this contribution must be removed, which can be achieved, for example, by preprocessing the trajectories such that the periodic alternation between the chaotic bands is subtracted.

As illustrated in Fig. 10, the autocorrelation function $C(\theta)$ is a nearly piecewise linear function for vanishing noise strengths $\sigma$ and $\zeta$. To give an explanation for this, we derive an expression for $C(\theta)$ in the absence of noise, which is exact in the limit $T \to \infty$. To obtain an expression for $C(\theta)$ that is independent of the nonlinearity of the feedback $\mu f(z)$, we bound the modulus of the time variable $\theta$ by the delay period, i.e., $|\theta| \in [0, 1]$, and as-

FIG. 9. (a) Autocorrelation $C(\theta)$ of trajectories of Eq. (11) with the same parameters as in Fig. 8. The time-average in Eq. (15) was taken over 10000 delay periods. As a possible quantity for the distinction between laminar and Turbulent Chaos, the half of the full width at half maximum is indicated by the vertical dashed lines. For $\sigma = 0$ the autocorrelation of the laminar chaotic trajectory is approximately piecewise linear as indicated by Eq. (17) (unevenly dashed black line). Here we have $q = 2$, leading to an autocorrelation function with two linear segments with non-zero slope. The values of $\theta$ where the slope changes correspond to the widths of the two laminar phases per delay period, which are obtained for the chosen set of parameters. (b) Autocorrelation $C(\theta)$ of experimental trajectories, which where realized with external noise of different strengths $\zeta$. The time-average in Eq. (15) was taken over at least 5000 delay periods. Since noise is always inherent to experimental systems in the absence of external noise ($\zeta = 0$), the autocorrelation $C(\theta)$ in this case also slightly deviates from the theoretical behavior given by Eq. (17) (unevenly dashed black line).

FIG. 10. How to find delay parameters that correspond to Laminar Chaos: Full width at half maximum (FWHM) $\theta_{1/2}$ of the autocorrelation $C(\theta)$ of trajectories of Eq. (11), $f(z) = \sin^2(t+\phi_0)$, $\mu = 2.2$, $\phi_0 = \frac{\pi}{4}$, and $\tau(t) = \tau_0 + 0.9 \sin(2\pi t)/(2\pi)$ under variation of $\tau_0$ for different noise strengths $\sigma$, with $T = 200$ (solid) and $T = 1000$ (dashed). For Laminar Chaos the FWHM is large, whereas for Turbulent Chaos the FWHM is small. The boundaries of the regions of $\tau_0$ where the criterion (5) for Laminar Chaos is fulfilled are represented by the vertical lines. The slight deviation between the latter and the boundaries represented by the jumps of the FWHM for $\sigma = 0$ is caused by the finite $T < \infty$ and vanishes for $T \to \infty$. 

As a numerical indicator for Laminar or Turbulent Chaos we consider the full width at half maximum $\theta_{1/2}$ of $C(\theta)$. For Turbulent Chaos with only one chaotic band, $\theta_{1/2}$ is of the order of $\frac{1}{T}$ and, contrarily, for Laminar Chaos $\theta_{1/2}$ is at least of the order of $1/q$, which is of the order of the duration of the laminar phases and, thus, it is much larger than $1/T$. Consequently, a good threshold for $\theta_{1/2}$ above which the trajectory can be classified as Laminar Chaos should be of the order of $\frac{1}{T}$ or larger. In Fig. 10 $\theta_{1/2}$ is plotted as a function of the mean delay $\tau_0$, where all other parameters are kept constant. Particularly, we choose a delay amplitude $A = 0.9$, which corresponds to the dashed vertical line in Fig. 1. If the parameter $T$ is unknown but considered to be large, it can be measured. For example, one can prepare the system with a constant initial function, which leads (for large $T$) to the relaxation to an almost constant state in the following time-interval. The related relaxation time in the corresponding dimensionless system is $\frac{1}{\mu}$. 

So we have seen, that the FWHM of the autocorrelation function is a simple criterion to distinguish Laminar and Turbulent Chaos. In general and especially when the generating system is completely unknown, the FWHM of the autocorrelation function alone is not sufficient to detect Laminar Chaos but it can serve as a first indicator. If the considered system shows chaos that is characterized by multiple chaotic bands, Laminar and Turbulent chaos are much harder to distinguish by using the autocorrelation only. In this case, the trajectory alternates periodically between the chaotic bands, which leads to a large contribution to the autocorrelation for both types of chaos. To use the autocorrelation as an indicator anyway, this contribution must be removed, which can be achieved, for example, by preprocessing the trajectories such that the periodic alternation between the chaotic bands is subtracted.
sume that \( p > q \). The integers \( p \) and \( q \) are the numerator and the denominator of the rotation number \( \rho = -\frac{p}{q} \) of the access map given by Eq. (2). The integers \( p \) and \( q \) are also the numbers of laminar phases per state interval \( I_n \) and per delay period, respectively. We denote the encountered durations of the laminar phases by \( d_j \) and put them in ascending order, i.e. \( d_1 < d_2 < \cdots < d_q \), to get a simple expression for \( C(\theta) \). The \( d_j \) are measured in delay periods, with the result that \( \sum_{j=1}^{q} d_j = 1 \), since we have \( q \) durations \( d_j \) per delay period. If the dynamics of the DDE system is characterized by only one chaotic band, we obtain for the

\[ C(\theta) = \sum_{j=k}^{q} (d_j - |\theta|), \quad \text{with } |\theta| \in [d_{k-1}, d_k], \quad (17) \]

where \( k \in \{1, 2, \ldots, q\} \), \( d_0 = 0 \), and \( C(\theta) = 0 \), if \( |\theta| \in [d_q, 1] \). Here we use the fact that, given a fixed \( \theta \), the time-average for the covariance of \( z(t') \) and \( z(t' + \theta) \) consists of two parts. The first part is obtained by averaging only over values of \( t' \) for which \( t' + \theta \) do not belong to the same laminar phase. The laminar phases inside a time interval of length of one delay period are pairwise independent for \( p > q \). This is because the laminar phases inside the state interval are pairwise independent for \( p > 1 \) as pointed out in Ref. [29], and for \( p > q \) the state interval is longer than the delay period. As a result, the first part vanishes. The remaining part equals the variance of \( z(t) \), since \( t' + \theta \) belong to the same laminar phase, \( z(t) \) consists of exactly constant laminar phases in the limit \( T \to \infty \), and thus \( z(t') = z(t + \theta) \). Consequently, the laminar phase of length \( d_j \) contributes to \( C(\theta) \) only if \( \theta \leq d_j \) and the contribution is given by \( d_j - |\theta| \). For \( \theta \in [d_k-1, d_k] \) the laminar phases of length \( d_k, d_{k+1}, \ldots, d_q \) contribute, which results in Eq. (17). For \( p \leq q \) the autocorrelation function is also piecewise linear but the slope of the linear segments differ from Eq. (17), since certain laminar phases inside a time interval of length of one delay period are connected by the map \( z' = \mu f(z) \). This leads to an additional contribution to the part of the covariance of \( z(t') \) and \( z(t' + \theta) \), where \( t' \) and \( t' + \theta \) do not belong to the same laminar phase.

For the examples in Fig. 9 that show Laminar Chaos, we have chosen parameters such that we have \( q = 2 \). In this case Eq. (17) results in

\[ C(\theta) = \begin{cases} \sum_{j=1}^{2} (d_j - |\theta|) = 1 - 2|\theta|, & \text{if } |\theta| \in [0, d_1] \\ \sum_{j=2}^{2} (d_j - |\theta|) = d_2 - |\theta|, & \text{if } |\theta| \in [d_1, d_2] \\ 0, & \text{if } |\theta| \in [d_2, 1] \end{cases} \quad (18) \]

This means that in the ideal case without noise and in the limit \( T \to \infty \) the autocorrelation consists of two linear segments with non-zero slope for \( \theta \in [0, 1] \). In the presence of noise the shape of \( C(\theta) \) is smoothed with the results that the piecewise linear character gets lost. Due to the inherent noise of the experiment, even in the absence of external noise \( (\zeta = 0) \) the autocorrelation deviates from Eq. (17).

VI. CONCLUSION

We have demonstrated that Laminar Chaos is a robust phenomenon, which can be observed in experimental systems. Based on the analysis of the dynamics of an opto-electronic setup and the corresponding model given by a \( D \)th order nonlinear delayed Langevin equation, we have demonstrated that Laminar Chaos is characterized by robust features, which survive the presence of noise. This means that these features can be detected in noisy experimental time series without any knowledge about the system that has generated these time series. In fact, during the detection procedure several details of the generating system, such as the nonlinearity of the feedback and certain dynamical quantities of the access map, can be determined. We have shown that a time series showing Laminar Chaos is characterized by a periodic sequence of regions that are characterized by low and high amplitude fluctuations. By the temporal distribution of the variance of the approximated derivatives, which is given by Eq. (14), we provide a tool to detect the low and high frequency regions, which can also be exploited for an accurate determination of the period of the delay, which is in general unknown. For Laminar Chaos, in the absence of noise, the intensity levels of the laminar phases are connected by a one-dimensional map, which is given by the nonlinearity of the feedback. This feature survives the presence of noise in the sense that the intensity levels of the regions with low fluctuation amplitude can be used to reconstruct the nonlinearity of the feedback from time series that show Laminar Chaos. In contrast, if the reconstruction fails, Laminar Chaos can be excluded and the trajectory shows, for example, Turbulent Chaos. This classification is possible even in the case of comparably large noise strengths, where Laminar Chaos is visually indistinguishable from Turbulent Chaos.

Our experimental setup is a band limited system with nonlinear time-delayed feedback, where the delay is time-varying. The delay and the low pass filter are implemented digitally by an FPGA, whereas the nonlinear feedback generated by the optical part of the system evolves in continuous time. Thus, we have demonstrated that hybrid systems also can show Laminar Chaos. Moreover, due to the fact that our experimental system is band limited by a second order Butterworth filter and with the theoretical analysis in Sec. IV it is now clear that Laminar Chaos is not restricted to first order systems.

Our results support the statements in Ref. [29, 51], where we have conjectured that the intensity levels of the laminar phases can be used to encode information for computational or cryptographic purposes. For example, due to the robustness of the mapping between the intensity levels of the laminar phases, a chaos based logic based on the ideas behind Ref. [53, 55] may be imple-
mented easily by a system that exhibits Laminar Chaos. During the review process Ref. [66] was published, where Laminar Chaos was found in a nonlinear electronic circuit with delay clock modulation. This further verifies our result that Laminar Chaos is a robust phenomenon and it demonstrates that Laminar Chaos can be observed in a variety of systems.
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Appendix A: Experimental system description and noise strength estimation

As stated in Sec. III, the FPGA is clocked and operates in discrete time. When the sampling rate of the FPGA is sufficiently faster than the cut-off frequency of the low-pass filter and the frequency of the periodically varying delay, the system can be accurately approximated by Eq. (1). In some cases, such as when studying the impact of the discrete time on Laminar Chaos, it may be useful to have a discrete-time model of the system. We provide such a model in this section. The equation for the digital low-pass filter, which generates a smoothed version of the normalized intensity $I$, is given by

$$y[m] = \left(1 - a_1 y[m-1] - a_2 y[m-2]\right) + \mu\left(b_0 I[m] + b_1 I[m-1] + b_2 I[m-2]\right),$$  \hspace{1cm} (A1)

where $a_1 = -1.71869074$, $a_2 = 0.75364692$, $b_0 = 0.00873905$, $b_1 = 0.021747809$, and $b_2 = 0.00873905$. It represents a discrete time approximation of a second-order Butterworth filter with gain $\mu$ and cutoff-frequency $f_{\text{cutoff}} = T/(2\pi) \approx 31.831$, which can be derived from the transfer function via the bilinear transform [67]. The signal $I$ that is fed into the low pass filter is the normalized output of the Mach-Zehnder intensity modulator, that is

$$I[m] = f(y[m - \tau_{m}[m]]).$$  \hspace{1cm} (A2)

The input of the Mach-Zehnder intensity modulator at time $t$ is given by the output $y$ of the filter at time $t - \tau(t)$, where the FPGA realizes a discrete time version of the delay, which is given by

$$\tau_{m}[m] = \left[m_s \tau \left(\frac{m}{m_s}\right)\right],$$  \hspace{1cm} (A3)

where $m_s = \frac{\nu_s}{\nu_d}$ is the number of sampling steps per delay period, $\nu_s$ is the sampling frequency of the FPGA, and $\tau(t)$ is the time-varying delay, where $t$ is measured in delay periods, and thus we have $\tau(t+1) = \tau(t)$. For our system we consider a sinusoidal time-varying delay

$$\tau(t) = \tau_0 + \frac{A}{2\pi} \sin(2\pi t),$$  \hspace{1cm} (A4)

where $\tau_0$ is the mean delay and $A$ is the delay amplitude, which are both measured in delay periods. The trajectory $y(t)$ in continuous time $t$, where $t$ is measured in delay periods, is connected to the trajectory $y[m]$ in discrete time by

$$y(t + t_0) = y\left(\left[t m_s\right]\right),$$  \hspace{1cm} (A5)

where $t_0$ is the initial time of the continuous trajectory $y(t)$, such that $y(t_0) = y(0)$. Consequently, our system in principal has to be modeled by a system with discrete time, since the low pass filter and the time-varying delay are realized digitally by the FPGA. However, since the digital low pass filter is a good approximation for an analog one, our system can be well described by a DDE with piecewise constant retarded argument $R(t)$.

It is known that the discretization of the retarded argument $R(t)$ can increase the complexity of the dynamics [68–71]. The digitally implemented time-varying delay can lead to different dynamics as one expects in the case of a continuous delay, since in this case the access map $R(t)$ is spatially discretized. It is known that the spatial discretization of a dynamical system may drastically changes the dynamics of the system, such as chaotic dynamics in the continuous system changes into periodic dynamics in the spatially discretized system [72,75]. It is also known for spatially discretized maps that spurious stable fixed points or periodic orbits occur, which are close to the stable and unstable fixed points or periodic points of the continuous map [76,77]. Since the intensity of the output of the interferometer can be measured only with a finite precision, the optical system itself can also be considered as a spatially discretized system. However, in our case discretization steps of the intensity are small compared to the intensity variation, such that this effect can be neglected.

For the whole paper we have chosen parameters such that $\nu_s \gg f_{\text{cutoff}}$ and have chosen a sampling rate $\nu_s$ that is commensurate with the delay frequency. Roughly speaking, the system is unable to follow the discontinuities of the delay, since the characteristic frequency of the system is limited by the low pass filter to a value much lower than the sampling rate. In detail, Eq. (A1), where $f_{\text{cutoff}}/\nu_s \approx 0.032 \ll 1$, can be viewed as an autoregressive moving average of the delayed feedback $I[m]$, such that fast variations of $I[m]$ due to the discontinuities of the delay are smoothed. Consequently, our system can be modelled well by a DDE with continuously varying delay.

In Section III, we added controlled noise to our optoelectronic oscillator to experimentally study the robustness of Laminar Chaos to different noise levels. At each
time step, we add noise to the normalized intensity measured by the ADC, such that Eq. (A2) becomes

$$I[m] = f(y[m] - \tau_s[m]) + \zeta_m,$$

(A6)

where $\zeta$ is the strength of the external noise and $\xi_m$ is discrete Gaussian white noise with zero mean and $\langle \xi_m \xi_{m'} \rangle = \delta_{m,m'}$, where $\delta_{m,m'}$ is the Kronecker delta. The white noise is generated by function `randn` from the `NumPy` library.

Equations (A1), (A3), and (A6) can also serve as a model of the experimental system with inherent noise with $\zeta = 0.001$. We now describe how we obtained this value for the noise strength.

![Image](image-url)

**FIG. 11. a** RMS error between the experimentally measured synchronization error and simulated synchronization errors with different noise strengths $\zeta$. **b** Comparison of experimental and simulated synchronization errors without noise and with $\zeta = 0.001$.

We use the exact same apparatus used for our observations of Laminar Chaos; however, we reconfigure the FPGA as described in [57], so that the system behaves as two coupled truly identical opto-electronic maps. This system can be modeled as

$$y_0[m+1] = \beta(f(y_0[m]) + \zeta \xi_0) + a(f(y_1[m]) + \zeta \xi_m),$$

$$y_1[m+1] = \beta(f(y_1[m]) + \zeta \xi_1) + a(f(y_0[m]) + \zeta \xi_m),$$

(A7)

where $f(y) = \sin^2(y + \phi_0)$ and $\xi_m$ is Gaussian white noise with zero mean and $\langle \xi_m \xi_{m'} \rangle = \delta_{m,m'}$. We note that we have grouped all sources of noise together and model them by applying additive Gaussian noise with standard deviation $\zeta$ to each normalized intensity $I_i$ at each time step.

In order to determine the experimental noise strength, we fix $\beta = 3.5$ and $\delta = \frac{T}{N}$, and sweep $a$ from 0 to 8. We also simulate Eq. (A7) with different noise strengths $\zeta$. The RMS synchronization error for the two oscillators is defined as

$$\theta_{RMS}(a; \zeta = \zeta') = \sqrt{\left\langle (y_0[n] - y_1[n])^2 \right\rangle},$$

(A8)

where $\langle \cdot \rangle$ refers to an average over all time and $\theta_{RMS}$ is written as a function of the coupling strength $a$ and a fixed noise strength $\zeta = \zeta'$. A typical plot of the RMS synchronization error as a function of coupling strength is shown in Fig. 11b.

We then compute the RMS of the difference between $\theta_{RMS}(a; \zeta = \zeta_{intrinsic})$ from the experiment and $\theta_{RMS}(a; \zeta = \zeta')$ from simulations, where now the RMS averaging is done over all coupling strengths $a \in [0, 8]$. The result is shown in Fig. 11b and shows a clear minimum at $\zeta = 0.001$. The synchronization error from the simulation with $\zeta = 0.001$ shows good agreement with the experimentally measured result, as shown in Fig. 11b, confirming that we can accurately model the noise in our system. Since this system uses the exact same apparatus as the experiment in which we observe Laminar Chaos, we can apply the same noise model.

**Appendix B: Determination of the delay period in experimental time series**

The estimation of the temporal distribution of the variances given by Eq. (13) is very sensitive to errors of the period of the delay $T_\tau$, especially for averages over a long time series. Let us consider an experimental trajectory $x(t)$ and assume that we have determined the estimate $\hat{T}_\tau$ of the delay period $T_\tau$. The contribution of the error $|T_\tau - \hat{T}_\tau|$ to the error of $\sigma_d^2$ grows with the length $N$ of the time series in delay periods. This can be exploited for a precise measurement of the delay period $T_\tau$, where the precision grows with the length of the time series. It follows directly from Eq. (13) that the error of $\sigma_d^2$ reaches the order of $\sigma_d^2$ if the error of $T_\tau$ reaches or exceeds the order of $\frac{T_\tau}{N}$. If the error of $T_\tau$ is much larger than $\frac{T_\tau}{N}$, the estimate of $\sigma_d^2$ gets close to the constant variance $\bar{\sigma}_d^2$ of the time series for all $t$. This can be explained by the fact that the time-varying delay in general leads to a quasiperiodic or periodic frequency modulation of the trajectories, where one of the periods is the delay period $T_\tau$ [29]. The quasiperiodic or periodic frequency modulation leads to a quasiperiodic or periodic variation of the amplitude of the approximated derivatives of the trajectories. Since the estimated delay period $\hat{T}_\tau$ is almost surely incommensurate to the periods of this amplitude modulation, the variance of the approximated derivatives
exhibits a sharp peak at the delay period $T$. Here the IPR of $\sigma_d^2$ in dependence of the relative deviation of the estimated delay period from the exact delay period is shown. The IPR exhibits a sharp peak at the exact delay period, whereas for larger deviations the IPR is close to one, which indicates a constant temporal distribution of the IPR of delta functions. To validate the accuracy of $\hat{T}$, the error of the delay period that is determined by this method decreases with increasing $N$, where $N = 1000$.

If the correct sampling time $T_\tau$ is chosen for the time-average, $\sigma_d^2$ is localized on the time line for Laminar and Turbulent Chaos as shown in Fig. 7 and Fig. 13, respectively. For Laminar Chaos, $\sigma_d^2$ is localized at the transitions between the laminar phases and, for Turbulent Chaos, $\sigma_d^2$ is localized at the high frequency regions that appear with period $T_\tau$. Thus, the following method for the precise determination of the delay period can be provided. We consider the following quantity of $\sigma_d^2$, which is known as inverse participation ratio (IPR) in the theory of localization\footnote{\textit{Inverse Participation Ratio}.}.

$$\text{IPR}[\sigma_d^2(z)] = \frac{\int_0^1 |\sigma_d^2(z)(t)|^4 dt}{\left(\int_0^1 |\sigma_d^2(z)(t)|^2 dt\right)^2}, \quad (B1)$$

and equals one for constant $\sigma_d^2$ and infinity, if $\sigma_d^2$ consists of delta functions. To validate the accuracy of $\hat{T}_\tau$, we compute the IPR of $\sigma_d^2$ with $z(t) = x(t\hat{T}_\tau)$. The inverse participation ratio of $\sigma_d^2$ depending on $\hat{T}_\tau$ for the experimental trajectories in Sec. III is visualized in Fig. 12. It exhibits a sharp peak at the delay period $T_\tau$. Since the error of $T_\tau$ becomes relevant if it is of the order of $\sigma_d^2$, the error of the delay period that is determined by this method decreases with increasing $N$. In other words, the width of the peak of the IPR decreases with increasing $N$, which leads to increasing precision in the estimation of $T_\tau$.

**Appendix C: Reconstruction of the nonlinearity fails for Turbulent Chaos**

In Sec. IV we have demonstrated that Laminar Chaos can be detected by searching for its robust features. It is characterized by a sequence of laminar phases with periodic alternating duration, which lead to local minima in the temporal distribution of the variance of the approximated derivatives of the trajectories $\sigma_d^2$, which is defined by Eq. (13). These laminar phases are connected by a one-dimensional map. The latter is a key feature of Laminar Chaos, which must be detected for a reliable decision, whether a trajectory shows Laminar Chaos, or not.

To emphasize this fact, we demonstrate that Turbulent Chaos may also leads to local minima of $\sigma_d^2$. These local minima become clearly visible in the case, where the delay is conservative but close to a dissipative delay with a low denominator $q$ of the rotation number $\rho = -\frac{1}{q}$. Here “close” means that the delay parameters are close to parameters that correspond to such a dissipative delay. As demonstrated in Ref. [29], a variable delay leads to a frequency modulation of the trajectory similar to the known Doppler effect. In the case of variable delay systems such as Eq. (1) and (8), the signal that is modulated by the Doppler effect is fed back into the system. For dissipative delay this feedback is resonant, which means that low and high frequency phases appear periodically after $q$ round trips inside the feedback loop due to the mode-locking behavior of the reduced access map, where $q$ is the denominator of the associated rotation number. The low (high) frequency regions are located in the neighborhood of the attractive (repulsive) periodic points of the access map. For a conservative delay that is close to a dissipative delay with the rotation number $\rho = -\frac{1}{q}$, the reduced access map has no $q$-periodic points but there are points that remain close after $q$ iterations, which is similar to type-I intermittency (cf. Ref. [29]), where nearly periodic motion is interrupted by chaotic bursts. Consequently, low frequency regions appear approximately after $q$ round trips inside the feedback loop, which leads to the $q$ minima of $\sigma_d^2$ with large depth. Nevertheless, the values $z_n$ of the trajectory at the local minima of $\sigma_d^2$, which for Laminar Chaos would be considered as intensity levels of the laminar phases, are not connected by a one-dimensional map. This means that there is no positive $p' \in N$ such that the points $(z_n, z_{n+p'})$ resemble a line. In Fig. 13 the temporal distribution of the variance $\sigma_d^2$ (in units of $T$) of the approximated derivatives is visualized for (a) trajectories that were computed numerically from Eq. (1) and for (b) experimental trajectories. In both cases the analysis is done for different noise realizations for a conservative delay that is close to a dissipative delay with $\rho = -\frac{1}{q}$. Besides the minima with a low depth, two minima with comparably large depth are clearly visible.

In the following, we consider the periodically continued sequence of the locations of the $q$ minima with large delay period.
FIG. 13. Temporal distribution of the variance $\sigma_2^d$ (in units of $T$) of the approximated derivatives ($h \approx 0.0034$) of (a) laminar chaotic trajectories of Eq. (11) with the same parameters as in Fig. 5 and (b) experimental trajectories for different strengths $\zeta$ of the external noise. $\sigma_2^d$ is defined by Eq. (13) and is a measure for the fluctuation strength of the trajectory at a specific time relative to the internal clock induced by the time-varying delay. The temporal distribution of the variance $\sigma_2^d$ in (b) for the experimental time series was shifted, such that one of the numerically computed local minima is located at $t = 0$. The dashed lines in (a) and (b) indicate the local minima, which were determined numerically after denoising $\sigma_2^d$ by applying a Gaussian filter with a standard deviation of 50 $h$.

We use them as potential positions $t^*_n$ of the laminar phases and try to reconstruct the nonlinearity from the numerical and experimental time series following the procedure in Sec. V B. In Fig. 14 the attempt to reconstruct the nonlinearity for trajectories that show Turbulent Chaos for different noise strengths, where we considered (a) trajectories of Eq. (11) with the same parameters as in Fig. 5 and (b) experimental trajectories with the same parameters as in Fig. 6. For numerical (experimental) data, in Fig. (a) (Fig. (b)) the value $z_{n+p'}$ ($y_{n+p'}$) is plotted against $z_n$ ($y_n$), where in this case $p' = 3$ and the $z_n = z(t^*_n)$ are the values of the trajectories at the periodic sequence of local minima $t^*_n$ of the temporal distribution of the variance $\sigma_2^d$, where only the $q = 2$ lowest local minima inside one delay period are considered. The points $(z_n, z_{n+p'})$ and $(y_n, y_{n+p'})$, respectively, do not resemble a line for all positive $p' \in \mathbb{N}$, which leads to a clear distinction from Laminar Chaos in contrast to the temporal distribution of the variance $\sigma_2^d$. Nevertheless, for $p' = 3$ signatures of the nonlinearities $\mu f$ and $\hat{\mu} f$ (black solid lines) are also visible in (a) and (b), respectively, where $\hat{\mu} f$ is given by the fit to the experimental data in Fig. 8. This is due to the fact that in our example the conservative delay is close to a dissipative delay, where the access map has the rotation number $\rho = -\frac{p}{q} = -\frac{3}{2}$ (see text). For this example, an infinite number of points $(z_n, z_{n+p'})$ or $(y_n, y_{n+p'})$ would fill a square-shaped set.

The character of time passes through both of the following cases for certain values of $T$ as explained below. If

\begin{align*}
\text{(a) Simulation} & \quad \sigma = 0 \quad \sigma = 0.1 \\
\text{(b) Experiment} & \quad \zeta = 0 \quad \zeta = 0.05
\end{align*}

Due to the non-resonant Doppler effect (cf. Ref. [29]), the quasiperiodic dynamics of the access map leads to a quasiperiodic variation of the characteristic time that is associated to the chaotic fluctuations of $z(t)$. The characteristic time passes through both of the following cases for certain values of $T$ as explained below. If
the characteristic time reaches or exceeds the order of $\Delta t_n := |t_n - R(t_{n+p})|$ in the vicinity of $t_n$, the dynamics can be described approximately by the limit map, i.e., we have $z(t_{n+p}) \approx \mu f(z(t_n))$, and thus $(z_n, z_{n+p})$ is close to the graph of the nonlinearity $\mu f(z)$. If, in contrast, the characteristic time is much lower than $\Delta t_n$ in the vicinity of $t_n$, then $z(t_n)$ and $z(R(t_{n+p}))$ are nearly independent, such that, in general, $(z_n, z_{n+p})$ is not close to the graph of the nonlinearity $\mu f(z)$. For $T \to \infty$, the characteristic time vanishes, since the function values of the solution $z(t)$ become pairwise independent inside the state interval and thus, only the latter case is possible.

Then, in the absence of noise, the points $(z_n, z_{n+p})$ fill a two-dimensional set $S$, which is the union of Cartesian products of pairs of the chaotic bands of the map that is defined by the nonlinearity $\mu f(z)$. If $T$ is large but small enough such that the characteristic time can reach the order of $\Delta t_n$, both cases are possible. The points $(z_n, z_{n+p})$ for which the characteristic time reaches the order of $\Delta t_n$ accumulate at the graph of the nonlinearity $\mu f(z)$, whereas the remaining points $(z_n, z_{n+p})$ fill a two-dimensional set and roughly resemble the two-dimensional set $S$ as shown in Fig. 14, where the map defined by the nonlinearity $\mu f(z)$ has one chaotic band. This is contradicting the features of Laminar Chaos.
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