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ABSTRACT. Assuming the Riemann hypothesis and Montgomery’s Pair Correlation Conjecture, we investigate the distribution of the sequences \( \log|\zeta(\rho + z)| \) and \( \arg \zeta(\rho + z) \). Here \( \rho = \frac{1}{2} + i\gamma \) runs over the nontrivial zeros of the zeta-function, \( 0 < \gamma \leq T \), \( T \) is a large real number, and \( z = u + iv \) is a nonzero complex number of modulus \( \ll 1/\log T \).

Our approach proceeds via a study of the integral moments of these sequences. If we let \( z \) tend to 0 and further assume that all the zeros \( \rho \) are simple, we can replace the pair correlation conjecture with a weaker spacing hypothesis on the zeros and deduce that the sequence \( \log(\frac{|\zeta'(\rho)|}{\log T}) \) has an approximate Gaussian distribution with mean 0 and variance \( \frac{1}{2} \log \log T \). This gives an alternative proof of an old result of Hejhal and improves it by providing a rate of convergence to the distribution.

1. INTRODUCTION

The study of the distribution of the logarithm of the Riemann zeta-function was precipitated by the work of Bohr and Jessen [2] in the early 1930s. They showed that for a fixed \( \frac{1}{2} < \sigma \leq 1 \) and any rectangle \( \mathcal{R} \) in the complex plane with sides parallel to the coordinate axes, the quantity

\[
\frac{1}{T} \mu \left\{ T < t \leq 2T : \log \zeta(\sigma + it) \in \mathcal{R} \right\}
\]

converges to a value \( F_\sigma(\mathcal{R}) \) as \( T \to \infty \), where \( \mu \) denotes the Lebesgue measure and \( F_\sigma \) denotes a probability distribution function on \( \mathbb{C} \). This result is one of the many lovely connections between probability theory and analytic number theory. Notice that this means, for example, that \( \log|\zeta(s)| \) and \( \arg \zeta(s) \) are usually bounded on the line \( \Re s = \sigma \) when \( \frac{1}{2} < \sigma \leq 1 \). In contrast to this, \( \log|\zeta(\frac{1}{2} + it)| \) and \( \arg \zeta(\frac{1}{2} + it) \) are typically much smaller or much larger, for the work of Selberg [12, 13] and Tsang [18] shows that for large \( T \) and fixed real numbers \( a, b \) with \( a < b \) we have

\[
\frac{1}{T} \text{meas} \left\{ T < t \leq 2T : \frac{\log|\zeta(\frac{1}{2} + it)|}{\sqrt{\frac{1}{2} \log \log T}} \in [a, b] \right\} = \frac{1}{\sqrt{2\pi}} \int_a^b e^{-x^2/2} \, dx + O \left( \frac{(\log \log \log T)^2}{\sqrt{\log \log T}} \right)
\]

and

\[
\frac{1}{T} \text{meas} \left\{ T < t \leq 2T : \frac{\arg \zeta(\frac{1}{2} + it)}{\sqrt{\frac{1}{2} \log \log T}} \in [a, b] \right\} = \frac{1}{\sqrt{2\pi}} \int_a^b e^{-x^2/2} \, dx + O \left( \frac{\log \log \log T}{\sqrt{\log \log T}} \right).
\]
Here, the function \( \arg \zeta(\frac{1}{2} + it) \) is defined as follows. If \( t \) is not the ordinate of a zero, then starting with \( \arg \zeta(2) = 0 \), \( \arg \zeta(\frac{1}{2} + it) \) is defined by continuous variation over the line segment from 2 to \( 2 + it \), and then from \( 2 + it \) to \( \frac{1}{2} + it \). If \( t \) is the ordinate of a zero, then we define

\[
\arg \zeta(\frac{1}{2} + it) = \lim_{\epsilon \to 0} \frac{\arg \zeta(\frac{1}{2} + i(t + \epsilon)) + \arg \zeta(\frac{1}{2} + i(t - \epsilon))}{2}.
\]

Notice that the main term on the right-hand side of (1) and (2) is the distribution function of a random variable with the standard Gaussian distribution. Indeed, these results are famously known as Selberg’s central limit theorem.

Selberg later generalized his theorem to functions in the so-called Selberg class (see [14]). He also gave a number of applications of (1) and (2) to such problems as determining the proportion of \( \alpha \)-points of linear combinations of functions in the Selberg class in various regions of the critical strip and the proportion of zeros of such combinations on the critical line.

Later in a related work, Hejhal [6] proved that, if the Riemann hypothesis (RH) is true, then the function \( \log(|\zeta'(\frac{1}{2} + it)|/\log t) \) has an approximate Gaussian distribution on the interval \([T, 2T]\) with mean 0 and variance \( \frac{1}{2} \log \log T \). Indeed, this was later shown to hold unconditionally by Selberg in unpublished work [15]. In the same paper Hejhal further proved a discrete version of this result. To describe his work, we need to introduce some notation and a hypothesis.

Let \( N(T) \) denote the number of nontrivial zeros \( \rho = \beta + i\gamma \) of \( \zeta(s) \) with \( 0 < \beta < 1, 0 < \gamma \leq T \). By the Riemann-von Mangoldt formula,

\[
N(T) = \frac{T}{2\pi} \log \frac{T}{2\pi} - \frac{T}{2\pi} + \frac{1}{\pi} \arg \zeta(\frac{1}{2} + it) + \frac{7}{8} + O\left(\frac{1}{T}\right).
\]

Following (3), if \( T \) is the ordinate of a zero, then we set \( N(T) = \lim_{\epsilon \to 0} \frac{N(T + \epsilon) + N(T - \epsilon)}{2} \).

For \( \alpha \) a positive real number consider the following zero-spacing hypothesis (which inherently assumes RH).

**Hypothesis** \( \mathcal{H}_\alpha \). We have

\[
\limsup_{T \to \infty} \frac{1}{N(T)} \# \left\{ 0 < \gamma \leq T : 0 \leq \gamma^+ - \gamma \leq \frac{C}{\log T} \right\} \ll C^\alpha
\]

uniformly for \( 0 < C < 1 \). Here \( \frac{1}{2} + i\gamma^+ \) is the immediate successor of \( \frac{1}{2} + i\gamma \) with the convention that \( \gamma^+ = \gamma \) if and only if \( \frac{1}{2} + i\gamma \) is a multiple zero.

Notice that if \( C \) is any positive number, then the left-hand side is \( \ll \min\{C^\alpha, 1\} N(T) \).
Hejhal [6] proved that if one assumes RH, Hypothesis \( H_\alpha \) for some fixed \( \alpha \in (0, 1] \), and that all the zeros of the zeta-function are simple, then as \( T \to \infty \),

\[
\frac{1}{N(2T) - N(T)} \# \{ T < \gamma \leq 2T : \frac{\log(|\zeta'(\rho)|/\log T)}{\frac{1}{2} \log \log T} \in [a, b] \} \sim \frac{1}{\sqrt{2\pi}} \int_a^b e^{-x^2/2} \, dx .
\]

Here, Hypothesis \( H_\alpha \) ensures that there are not too many dense clusters of zeros of the zeta-function, which is in turn necessary for controlling some of the error terms arising in the proof of (4). This and similar hypotheses have been used by a number of authors, for example, see [3], [7] and [10].

We also remark that \( H_1 \), which implies \( H_\alpha \) for every \( \alpha \in (0, 1] \), \( H_1 \) is believed to be true since it is implied by the following well-known conjecture of Montgomery [11].

Montgomery’s Pair Correlation Conjecture. Let \( \alpha < \beta \) be real numbers and define \( \delta_0 = 1 \) if \( \alpha \leq 0 < \beta \), and \( \delta_0 = 0 \) otherwise. Then we have

\[
\frac{1}{N(T)} \sum_{0 < \gamma, \gamma' \leq T, \frac{2\pi\alpha}{\log T} \leq \gamma - \gamma' \leq \frac{2\pi\beta}{\log T}} 1 \sim \int_a^b \left( 1 - \frac{\sin^2(\pi x)}{(\pi x)^2} + \delta_0 \right) dx
\]

as \( T \to \infty \).

Our goal in this paper is to prove a suitable discrete analogue of Selberg’s central limit theorem given in (1) and (2). We also obtain a more precise version of Hejhal’s result in (4).

Theorem 1.1. Assume the Riemann hypothesis and Montgomery’s Pair Correlation Conjecture. Let \( z = u + iv \) be a complex number with \( 0 < u \ll \frac{1}{\log T} \) and \( v = O\left( \frac{1}{\log X} \right) \), where \( X = T^{16\Psi(T)^3} \) with \( \Psi(T) = \sum_{p \leq T} p^{-1} \) and \( T \) is sufficiently large. Then

\[
\frac{1}{N(T)} \# \{ 0 < \gamma \leq T : \frac{\log|\zeta'(\rho + z)| - M_X(\rho, z)}{\frac{1}{2} \log \log T} \in [a, b] \} \sim \frac{1}{\sqrt{2\pi}} \int_a^b e^{-x^2/2} \, dx + O\left( \frac{(\log \log \log T)^2}{\sqrt{\log \log T}} \right),
\]

where

\[
M_X(\rho, z) = m(\rho + iv) \left( \log \left( \frac{e u \log X}{4} \right) - \frac{u \log X}{4} \right).
\]

Here, \( m(\rho + iv) \) denotes the multiplicity of the zero at \( \rho + iv \) if it is a zero of \( \zeta(s) \), otherwise \( m(\rho + iv) = 0 \).

We shall see later in the proof of Proposition 4.3 where we use Montgomery’s Pair Correlation Conjecture that when \( v \neq 0 \), \( \rho + iv \) is not usually a zero of the zeta-function, and so \( M_X(\rho, z) = 0 \).
Theorem 1.2. Assume the Riemann hypothesis. Let $z = u + iv$ be a complex number with $0 < u \leq \frac{1}{\log X}$ and $v = O\left(\frac{1}{\log X}\right)$, where $X = T^{16\Psi(T)^6}$ with $\Psi(T) = \sum_{p \leq T} p^{-1}$ and $T$ is sufficiently large. Then

$$\frac{1}{N(T)} \left\{ 0 < \gamma \leq T : \frac{\arg \zeta(\rho + z)}{\sqrt{\frac{1}{2} \log \log T}} \in [a, b] \right\} = \frac{1}{\sqrt{2\pi}} \int_a^b e^{-x^2/2} \, dx + O\left(\frac{(\log \log \log T)^2}{\sqrt{\log \log T}}\right).$$

Note that unlike Theorem 1.1, Theorem 1.2 does not require the assumption of Montgomery’s Pair Correlation Conjecture.

Also, Theorem 1.1 is uniform in $u$. Letting $v = 0$ and then $u \to 0^+$ in the statement of the theorem, we immediately deduce the following corollary.

Corollary 1.1. Assume the Riemann hypothesis and Montgomery’s Pair Correlation Conjecture, and assume in addition that all zeros of the zeta-function are simple. Then for sufficiently large $T$,

$$\frac{1}{N(T)} \left\{ 0 < \gamma \leq T : \frac{\log(|\zeta'(|\rho|)/\log T|)}{\sqrt{\frac{1}{2} \log \log T}} \in [a, b] \right\} = \frac{1}{\sqrt{2\pi}} \int_a^b e^{-x^2/2} \, dx + O\left(\frac{(\log \log \log T)^2}{\sqrt{\log \log T}}\right).$$

In fact, we can slightly weaken the hypotheses of the corollary.

Theorem 1.3. Assume the Riemann hypothesis and Hypothesis $H_\alpha$ for some $\alpha \in (0, 1]$. If all zeros of the zeta-function are simple, then for sufficiently large $T$

$$\limsup_{T \to \infty} \frac{1}{N(T)} \left\{ 0 < \gamma \leq T : \frac{\log(|\zeta'(|\rho|)/\log T|)}{\sqrt{\frac{1}{2} \log \log T}} \in [a, b] \right\} = \frac{1}{\sqrt{2\pi}} \int_a^b e^{-x^2/2} \, dx + O\left(\frac{(\log \log \log T)^2}{\sqrt{\log \log T}}\right).$$

Observe that this theorem improves Hejhal’s result (4) by providing an error term.

It does not seem that Hypothesis $H_\alpha$ (together with RH) is sufficient to prove Theorem 1.1. However, though we shall not do so, we feel it is worth remarking that one can prove Theorem 1.1 under the assumption of the following alternative zero-spacing hypothesis (and RH):

There is an $\alpha \in (0, 1]$ such that for every real number $\tau$, we have

$$\limsup_{T \to \infty} \frac{1}{N(T)} \left\{ 0 < \gamma \leq T : 0 \leq \gamma^+ - (\gamma + \tau) \leq \frac{C}{\log T} \right\} \ll C^\alpha$$
uniformly for $0 < C < 1$. Here $\frac{1}{2} + i\gamma_1^\pm$ is the zero that immediately follows $\frac{1}{2} + i(\gamma + \tau)$. Moreover, one has $\gamma_1^\pm = \gamma + \tau$ if and only if $\frac{1}{2} + i(\gamma + \tau)$ is a multiple zero.

A word is in order concerning our use of RH and Montgomery’s Pair Correlation Conjecture or Hypothesis $\mathcal{H}_\alpha$. The proofs of our theorems depend on the calculation of moments of the form

$$\sum_{0 < \gamma \leq T} A(\rho)^j B(\rho)^k$$

where $A(s)$ and $B(s)$ are Dirichlet polynomials and $\rho$ runs over the zeros of the zeta-function. A formula of Landau and Gonek \[4, 5\] allows one to estimate sums of the type

$$\sum_{0 < \gamma \leq T} A(\rho)^j B(1 - \rho)^k,$$

which are of the above type, provided that RH is true. In addition to RH, we need to assume Montgomery’s Pair Correlation Conjecture in Theorem 1.1 or Hypothesis $\mathcal{H}_\alpha$ in Theorem 1.3 in order to control one of the error terms in our moment calculations.

The remainder of this paper is organized into five sections. In Section 2 we use Dirichlet polynomials over the primes to approximate the real and imaginary parts of $\log \zeta(\rho + z)$. In Section 3 we present a number of technical lemmas. In Section 4 we calculate some discrete moments related to the real part of $\log \zeta(\rho + z)$. Section 5 is where we complete the proof of Theorem 1.1. The proof of Theorem 1.2 is very similar and easier, so we do not include it. Finally, we prove Theorem 1.3 in Section 6.

Throughout the paper, we assume RH and take $T$ to be a sufficiently large positive real number. We suppose that $c, A$ and $D$ always denote positive constants, and they may be different at each occurrence. $c$ denotes an absolute constant, while $A$ and $D$ depend on some parameters. The variables $p$ and $q$, indexed or not, are reserved to denote prime numbers, and the variables $j, k, \ell, m$ and $n$ always denote nonnegative integers.
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2. Approximate Formulas

Our goal in this section is to prove approximate formulas for the real and imaginary parts of $\log \zeta(\rho + z)$, where $\rho = \frac{1}{2} + i\gamma$ denotes a typical nontrivial zero of $\zeta(s)$ with multiplicity $m(\rho)$, and $z = u + iv$ denotes a complex-valued shift such that $0 < u = \Re z \leq \frac{1}{\log X}$ and
$v = \Im z = O\left(\frac{1}{\log X}\right)$. Here, $4 \leq X \leq t^2$ for a sufficiently large number $t$. We also set $s = \sigma + it$.

The Riemann zeta-function has the two well known expressions

$$\zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s} = \prod_{p} \left(1 - \frac{1}{p^s}\right)^{-1} \quad \text{for } \sigma > 1.$$ 

From the Euler product one finds that

$$\log \zeta(s) = \sum_{n=1}^{\infty} \frac{\Lambda(n)}{n^s \log n} \quad \text{for } \sigma > 1,$$

where $\Lambda(n)$ is the von Mangoldt function. This last series is absolutely convergent in the half-plane $\sigma > 1$. It is not difficult to show that if we truncate it at $X^2$ and only include the primes, the resulting Dirichlet polynomial $\sum_{p \leq X^2} \frac{1}{p^s}$ provides a good approximation to $\log \zeta(s)$ in this region. In Lemma 2.1 and Lemma 2.2, we show that we may similarly use a Dirichlet polynomial to approximate $\log \zeta(\rho + z)$.

Before stating our lemmas we require some additional notation. Let

$$P_X(\gamma + v) = \sum_{p \leq X^2} \frac{1}{p^{1/2 + i(\gamma + v)}}.$$ 

Also let

$$\Lambda_X(n) = \Lambda(n)w_X(n),$$

where

$$w_X(n) = \begin{cases} 1 & \text{if } 1 \leq n \leq X, \\ \log \left(\frac{X^2}{n}\right) / \log X & \text{if } X < n \leq X^2. \end{cases}$$

Finally, we set

$$\sigma_1 = \frac{1}{2} + \frac{4}{\log X},$$

and

$$\eta_{\gamma + v} = \min_{\gamma' \neq \gamma + v} |\gamma' - (\gamma + v)|,$$

where $\gamma'$ runs over all ordinates of the nontrivial zeros of the zeta-function. Notice, in particular, that $\eta_{\gamma}$ is the distance from $\gamma$ to the nearest ordinate of a zero other than $\rho$.

**Lemma 2.1.** Let $4 \leq X \leq T^2$, and $\sigma_1 = \frac{1}{2} + \frac{4}{\log X}$. Let $z = u + iv$ denote a complex number with $0 < u \leq \frac{1}{\log X}$ and $v = O\left(\frac{1}{\log X}\right)$. Then

$$\log|\zeta(\rho + z)| = M_X(\rho, z) + \Re P_X(\gamma + v) + O\left(\sum_{i=1}^{4} r_i(X, \gamma + v)\right).$$
Here $M_X(\rho, z)$ is as defined in (13), and $P_X(\gamma + v)$ is as defined in (3). We also have

$$r_1(X, \gamma + v) = \left| \sum_{p \leq X^2} \frac{1 - w_X(p)}{p^{1/2+i(\gamma+v)}} \right|, \quad r_2(X, \gamma + v) = \left| \sum_{p \leq X} \frac{w_X(p^2)}{p^{1+2i(\gamma+v)}} \right|,$$

$$r_3(X, \gamma + v) = \frac{1}{\log X} \int_{1/2}^{\infty} X^{2-\sigma} \left| \sum_{p \leq X^2} \frac{\Lambda_X(p) \log (Xp)}{p^{\sigma+i(\gamma+v)}} \right| d\sigma,$$

and

$$r_4(X, \gamma + v) = \left( 1 + \log^+ \left( \frac{1}{\eta_{\gamma+v} \log X} \right) \right) E(X, \gamma + v),$$

where

$$E(X, \gamma + v) = \left| \sum_{n \leq X^2} \frac{\Lambda_X(n)}{n^{\sigma_1+i(\gamma+v)}} \right| + \log(\gamma + v).$$

A similar result holds for $\text{arg} \zeta(\rho + z)$.

**Lemma 2.2.** With the same notation as in Lemma 2.1, we have

$$\text{arg} \zeta(\rho + z) = \Re P(\gamma) + O\left( \sum_{i=1}^{4} r_i(X, \gamma + v) \right).$$

The statement of Lemma 2.1 is uniform in $u$. Subtracting $M_X(\rho, z)$ from both sides of (10), letting $v = 0$ and then $u$ tend to 0 from the right, we immediately obtain

**Corollary 2.1.** With the same notation as in Lemma 2.1

$$\log \left| \frac{\zeta^{(m(\rho))}(\rho)}{(m(\rho))!} - m(\rho) \log \left( \frac{e \log X}{4} \right) \right| = \Re P(\gamma) + O\left( \sum_{i=1}^{4} r_i(X, \gamma) \right).$$

We start with the proof of Lemma 2.1. This is more complicated than the proof of Lemma 2.2, where some of the intermediate results below will be reused.

**Proof of Lemma 2.1.** Let $4 \leq X \leq t^2$ and $t \geq 2$. We write

$$s_1 = \sigma_1 + it \quad \text{and} \quad s = \sigma + it,$$

where $s$ is not a zero of $\zeta(s)$. By (14.21.4) in [17],

$$\frac{\zeta'}{\zeta}(s) = - \sum_{n \leq X^2} \frac{\Lambda_X(n)}{n^s} + O\left( X^{\frac{1}{2}-\sigma} E(X, t) \right) \quad \text{for} \quad \sigma \geq \sigma_1,$$

where

$$E(X, t) = \left| \sum_{n \leq X^2} \frac{\Lambda_X(n)}{n^{\sigma_1+it}} \right| + \log t.$$
We also have for $s$ not equal to any zero $\rho' = \frac{1}{2} + i\gamma'$ that
\[
\frac{\zeta'}{\zeta}(s) = \sum_{\rho'} \left( \frac{1}{s - \rho'} + \frac{1}{\rho'} \right) + O(\log t).
\] (14)

Taking real parts of both sides and setting $s = s_1$, we find that
\[
\Re\frac{\zeta'}{\zeta}(s_1) = \sum_{\rho'} \frac{\sigma_1 - 1/2}{(\sigma_1 - 1/2)^2 + (t - \gamma')^2} + O(\log t).
\]

Using this and (12) with $s = s_1$, we see that
\[
\sum_{\rho'} \frac{\sigma_1 - 1/2}{(\sigma_1 - 1/2)^2 + (t - \gamma')^2} \ll E(X,t).
\] (15)

Now suppose that $\rho = \frac{1}{2} + i\gamma$ is a fixed zero with $0 < \gamma \leq T$, and choose a number $z = u + iv$ with $0 < u \leq \sigma_1 - \frac{1}{2}$ and $v = O\left(\frac{1}{\log X}\right)$. Then we have
\[
\log \zeta(\rho + z) = -\int_{\frac{1}{2} + u}^{\infty} \frac{\zeta'}{\zeta}(\sigma + i(\gamma + v)) d\sigma
\]
\[
= -\int_{\sigma_1}^{\infty} \frac{\zeta'}{\zeta}(\sigma + i(\gamma + v)) d\sigma - \left(\sigma_1 - \frac{1}{2} - u\right) \frac{\zeta'}{\zeta}(\sigma_1 + i(\gamma + v)) + \int_{1/2+u}^{\sigma_1} \left( \frac{\zeta'}{\zeta}(\sigma_1 + i(\gamma + v)) - \frac{\zeta'}{\zeta}(\sigma + i(\gamma + v)) \right) d\sigma
\]
\[
= J_1 + J_2 + J_3.
\] (16)

By (12)
\[
J_1 = \sum_{n \leq X^2} \frac{\Lambda_X(n)}{n^{\sigma_1 + i(\gamma + v)} \log n} + O\left(\frac{E(X,\gamma + v)}{\log X}\right).
\] (17)

Again by (12) with $\sigma = \sigma_1$,
\[
J_2 \ll \left(\sigma_1 - \frac{1}{2} - u\right) E(X,\gamma + v) \ll \frac{E(X,\gamma + v)}{\log X}.
\] (18)

By (16), the last two estimates imply
\[
\log|\zeta(\rho + z)| = \Re\sum_{n \leq X^2} \frac{\Lambda_X(n)}{n^{\sigma_1 + i(\gamma + v)} \log n} + \Re J_3 + O\left(\frac{E(X,\gamma + v)}{\log X}\right).
\] (19)

In regards to $\Re J_3$, we have by (13)
\[
\Re\left( \frac{\zeta'}{\zeta}(\sigma_1 + i(\gamma + v)) - \frac{\zeta'}{\zeta}(\sigma + i(\gamma + v)) \right)
\]
\[
= \sum_{\gamma'} \left( \frac{\sigma_1 - 1/2}{(\sigma_1 - 1/2)^2 + (\gamma + v - \gamma')^2} - \frac{\sigma - 1/2}{(\sigma - 1/2)^2 + (\gamma + v - \gamma')^2} \right) + O(\log \gamma)
\]
for $\frac{1}{2} \leq \sigma \leq \sigma_1$ and $s \neq \rho$. We separate out the terms $\gamma'$ corresponding to $\gamma + v$, if any, from the sum. There are $m(\rho + iv)$ of them, so we find that

$$\begin{align*}
\left| \Re \left( \frac{\zeta'}{\zeta} (\sigma_1 + i(\gamma + v)) - \frac{\zeta'}{\zeta} (\sigma + i(\gamma + v)) \right) - m(\rho + iv) \left( \frac{1}{\sigma_1 - 1/2} - \frac{1}{\sigma - 1/2} \right) \right| \\
\leq \sum_{\gamma' \neq \gamma + v} \frac{\left| (\sigma_1 - 1/2)((\sigma - 1/2)^2 + (\gamma + v - \gamma')^2) - (\sigma - 1/2)((\sigma_1 - 1/2)^2 + (\gamma + v - \gamma')^2) \right|}{((\sigma_1 - 1/2)^2 + (\gamma + v - \gamma')^2)((\sigma - 1/2)^2 + (\gamma + v - \gamma')^2)} \left| (\sigma_1 - \sigma) \right| - (\sigma_1 - 1/2)(\sigma - 1/2) + (\gamma + v - \gamma')^2 \\
+ O(\log \gamma)
\end{align*}$$

Integrating the first and the last of the inequalities over $\sigma \in [\frac{1}{2} + u, \sigma_1]$, we deduce by triangle inequality that

$$\begin{align*}
\left| \Re J_3 - m(\rho + iv) \left( \frac{\sigma_1 - 1/2 - u}{\sigma_1 - 1/2} - \frac{1}{2} \log \left( \frac{\sigma_1 - 1/2}{u^2} \right) \right) \right| \\
\leq \sum_{\gamma' \neq \gamma + v} \int_{1/2 + u}^{\sigma_1} \frac{1}{(\sigma - 1/2)^2 + (\gamma + v - \gamma')^2} \left| (\sigma_1 - \sigma)(\sigma - 1/2)((\sigma_1 - 1/2)^2 + (\gamma + v - \gamma')^2) \right| d\sigma \\
+ \sum_{\gamma' \neq \gamma + v} \frac{1}{(\sigma_1 - 1/2)^2 + (\gamma + v - \gamma')^2} \int_{1/2 + u}^{\sigma_1} \frac{1}{(\sigma - 1/2)^2 + (\gamma + v - \gamma')^2} (\sigma_1 - \sigma)(\gamma + v - \gamma')^2 d\sigma + O \left( \frac{\log \gamma}{\log X} \right).
\end{align*}$$

The term being subtracted on the left-hand side is the function $M_X(\rho, z)$ in [5], namely,

$$M_X(\rho, z) = m(\rho + iv) \left( \log \left( \frac{e u \log X}{4} \right) - \frac{u \log X}{4} \right).$$

We now study the second sum on the right-hand side of (20). The integral is at most $$(\sigma_1 - 1/2)^2.$$ Thus the second sum is

$$\ll \sum_{\gamma' \neq \gamma + v} \frac{(\sigma_1 - 1/2)^2}{(\sigma_1 - 1/2)^2 + (\gamma + v - \gamma')^2}.$$

For the first sum, note that

$$(\sigma_1 - \sigma)(\sigma_1 - 1/2)(\sigma - 1/2) \ll (\sigma_1 - 1/2)^2(\sigma - 1/2) \quad \text{for} \quad \sigma \in [1/2 + u, \sigma_1].$$

Thus, the first sum is

$$\ll \sum_{\gamma' \neq \gamma + v} \frac{(\sigma_1 - 1/2)^2}{(\sigma_1 - 1/2)^2 + (\gamma + v - \gamma')^2} \int_{1/2 + u}^{\sigma_1} \frac{\sigma - 1/2}{(\sigma - 1/2)^2 + (\gamma + v - \gamma')^2} d\sigma.$$

Since $\sigma_1 - 1/2 = \frac{4}{\log X}$, the integral here is

$$\frac{1}{2} \log \left( 1 + \frac{16 - u^2 \log^2 X}{u^2 \log^2 X + (\gamma + v - \gamma')^2 \log^2 X} \right).$$

For $x > 0$, set $\log^+ x = \max\{\log x, 0\}$. It is easy to check that $\log(1 + x) \leq 1 + \log^+ x$, and that $\log^+(x/y) \leq \log^+ x + \log^+(1/y)$. Using these inequalities, we see that the above
Combining this with (22), we obtain from (20) and (21) that

\[ \text{the above is in a more convenient form.} \]

By the notation in (7), we have \( \Lambda \) the first two terms are \( O(1) \) since \( 0 < u \leq \frac{1}{\log X} \). To estimate the third, observe that \( \log^+ \left( \frac{1}{x+y} \right) \leq \log^+ \left( \frac{1}{y} \right) \) for \( 0 < x \leq 1 \) and \( y > 0 \). Then by the definition of \( \eta_{\gamma+v} \) in (9), the third term is

\[ \ll \log^+ \left( \frac{1}{(\eta_{\gamma+v} \log X)^2} \right) \ll \log^+ \left( \frac{1}{\eta_{\gamma+v} \log X} \right). \]

Combining this with (22), we obtain from (20) and (21) that

\[ |\Re J_3 - M_X(\rho, z)| \]

\[ \ll \left( 1 + \log^+ \left( \frac{1}{\eta_{\gamma+v} \log X} \right) \right) \sum_{\gamma' \neq \gamma+v} \frac{(\sigma_1 - 1/2)^2}{(\sigma_1 - 1/2)^2 + (\gamma + v - \gamma')^2} + O \left( \frac{\log \gamma}{\log X} \right). \]

Now, by (15)

\[ \sum_{\gamma' \neq \gamma+v} \frac{(\sigma_1 - 1/2)^2}{(\sigma_1 - 1/2)^2 + (\gamma + v - \gamma')^2} \ll \left( \frac{\sigma_1 - 1}{2} \right) E(X, \gamma + v) \ll \frac{E(X, \gamma + v)}{\log X}, \]

so

\[ \Re J_3 = M_X(\rho, z) + \left( 1 + \log^+ \left( \frac{1}{\eta_{\gamma+v} \log X} \right) \right) \frac{E(X, \gamma + v)}{\log X}. \]

Going back to (19), we have shown that

\[ \log |\zeta(\rho + z)| = M_X(\rho, z) + \Re \sum_{n \leq X^2} \frac{\Lambda_X(n)}{n^{\sigma_1+i(\gamma+v)} \log n} + O \left( \left( 1 + \log^+ \left( \frac{1}{\eta_{\gamma+v} \log X} \right) \right) \frac{E(X, \gamma + v)}{\log X} \right). \]

Next, following [13, p. 35] (or [10, p. 35]) we write the sum

\[ \Re \sum_{n \leq X^2} \frac{\Lambda_X(n)}{n^{\sigma_1+i(\gamma+v)} \log n} \]

in a more convenient form. By the notation in (7), we have \( \Lambda_X(p^f) = w_X(p^f) \log p \). Thus, the above is

\[ \Re \sum_{p \leq X^2} \frac{1}{p^{\sigma_1+i(\gamma+v)}} + \Re \sum_{p \leq X^2} \frac{w_X(p) - 1}{p^{\sigma_1+i(\gamma+v)}} + \Re \sum_{p^2 \leq X^2} \frac{w_X(p^2)}{2p^{2(\sigma_1+i(\gamma+v))}} + \Re \sum_{p^f \leq X^2} \frac{w_X(p^f)}{\ell_p^{f(\sigma_1+i(\gamma+v))}}. \]

This in turn equals

\[ \Re P_X(\gamma + v) + O \left( \left| \sum_{p \leq X^2} \frac{1 - w_X(p)}{p^{1/2+i(\gamma+v)}} \right| \right) + O \left( \left| \sum_{p \leq X^2} \left( \frac{w_X(p)}{p^{\sigma_1+i(\gamma+v)}} - \frac{w_X(p)}{p^{1/2+i(\gamma+v)}} \right) \right| \right) \]

\[ + O \left( \left| \sum_{p \leq X} \frac{w_X(p^2)}{p^{1+2i(\gamma+v)}} \right| \right) + O \left( \left| \sum_{p \leq X} \frac{w_X(p^2)}{p^{1+2i(\gamma+v)}} \right| \right) + O \left( \sum_{p^f \leq X^2, \ell_p > 2} \frac{1}{\ell_p^{f/2}} \right). \]
We leave the first and the third error terms intact. In the second error term we apply the mean value theorem for integrals. This ensures that there exists a number \( \sigma_* \) between 1 and \( \sigma_1 \) such that this error term is

\[
\int_{1/2}^{\sigma_1} \left( \Re \sum_{p \leq X^2} \frac{w_X(p) \log p}{p^\sigma + i(\gamma + v)} \right) \, du = \left( \sigma_1 - \frac{1}{2} \right) \Re \sum_{p \leq X^2} \frac{\Lambda_X(p)}{p^{\sigma_* + i(\gamma + v)}},
\]

Using the integral \( \int_{\sigma_*}^{\infty} \frac{d\sigma}{(X p)^{\sigma}} = \frac{1}{(X p)^{\sigma_*} \log(X p)} \), we rewrite this, and then estimate

\[
\left( \sigma_1 - \frac{1}{2} \right) X^{\sigma_* - \frac{1}{2}} \int_{\sigma_*}^{\infty} X^{\frac{1}{2} - \sigma} \left( \Re \sum_{p \leq X^2} \frac{\Lambda_X(p) \log(X p)}{p^{\sigma_* + i(\gamma + v)}} \right) \, d\sigma \\
\leq \frac{1}{\log X} \int_{1/2}^{\sigma_1} X^{\frac{1}{2} - \sigma} \left( \Re \sum_{p \leq X^2} \frac{\Lambda_X(p) \log(X p)}{p^{\sigma_* + i(\gamma + v)}} \right) \, d\sigma.
\]

Next, since \( |w_X(p^2)/p^{2i(\gamma + v)}| \leq 1 \) the fourth error term is

\[
= \left| \sum_{p \leq X} \frac{w_X(p^2)}{p^{2i(\gamma + v)}} \left( \frac{1}{p} - \frac{1}{p^{2\sigma_*}} \right) \right| \ll \sum_{p \leq X} \left( \frac{1}{p} - \frac{1}{p^{2\sigma_*}} \right) \ll \left( \sigma_1 - \frac{1}{2} \right) \sum_{p \leq X} \frac{\log p}{p} \ll 1,
\]

where we used Mertens’ theorem \( \sum_{p \leq X} \frac{\log p}{p} = \log X + O(1) \). Clearly the fifth error term is just \( O(1) \) as well. We combine our estimates to find that

\[
\Re \sum_{n \leq X^2} \frac{\Lambda_X(n)}{n^{\sigma_1 + i(\gamma + v) \log n}} = \Re P_X(\gamma + v) + O \left( \left| \sum_{p \leq X^2} \frac{1 - w_X(p)}{p^{1/2 + i(\gamma + v)}} \right| \right) + O \left( \left| \sum_{p \leq X} \frac{w_X(p^2)}{p^{1 + 2i(\gamma + v)}} \right| \right) + O \left( \frac{1}{\log X} \int_{1/2}^{\sigma_1} X^{1/2 - \sigma} \left| \sum_{p \leq X^2} \frac{\Lambda_X(p) \log(X p)}{p^{\sigma_* + i(\gamma + v)}} \right| \, d\sigma \right).
\]

By (24) and the above result, the proof of the lemma is complete. \( \Box \)

As we mentioned earlier, the proof of Lemma 2.2 has some similarities to the proof of Lemma 2.1. We will indicate those as needed.

**Proof of Lemma 2.2**. By (17) and (18), (16) gives

\[
\arg \zeta(\rho + z) = \Im J_3 + \Im \sum_{n \leq X^2} \frac{\Lambda_X(n)}{n^{\sigma_1 + i(\gamma + v) \log n}} + O \left( \frac{E(X, \gamma + v)}{\log X} \right),
\]

where

\[
\Im J_3 = \Im \int_{1/2+u}^{\sigma_1} \left( \frac{\zeta'}{\zeta}(\sigma_1 + i(\gamma + v)) - \frac{\zeta'}{\zeta}(\sigma + i(\gamma + v)) \right) \, d\sigma.
\]
An argument similar to the one in [12, pp. 8–9] can be applied to \(3J_3\). By (14), we have for \(\frac{1}{2} \leq \sigma \leq \sigma_1\) and \(s \neq \rho\)
\[
\Im\left(\zeta'(\sigma_1 + i(\gamma + v)) - \zeta'(\sigma + i(\gamma + v))\right)
\leq \sum_{\gamma'} \frac{\gamma + v - \gamma'}{(\sigma_1 - 1/2)^2 + (\gamma + v - \gamma')^2} + O(\log \gamma)
\]
\[
= \sum_{\gamma'} \frac{(\gamma + v - \gamma')((\sigma - 1/2)^2 - (\sigma_1 - 1/2)^2)}{((\sigma_1 - 1/2)^2 + (\gamma + v - \gamma')^2) + (\sigma - 1/2)^2 + (\gamma + v - \gamma')^2} + O(\log \gamma).
\]

By integrating the first and the last terms over \([\frac{1}{2} + u, \sigma_1]\), we obtain the estimate
\[
|3J_3| \leq \sum_{\gamma'} \frac{(\sigma_1 - 1/2)^2}{(\sigma_1 - 1/2)^2 + (\gamma + v - \gamma')^2} \int_{1/2}^{\infty} \frac{|\gamma + v - \gamma'|}{(\sigma - 1/2)^2 + (\gamma + v - \gamma')^2} d\sigma + O\left(\frac{\log \gamma}{\log X}\right).
\]

The last step followed from the convergence of the integral. Then from (15), we conclude that \(|3J_3| \ll \frac{E(X, \gamma + v)}{\log X}\) since \(\log \gamma \ll E(X, \gamma + v)\). Hence by (25)
\[
\arg \zeta(\rho + z) = \Im \sum_{n \leq X^2} \frac{\Lambda_X(n)}{n^{\sigma_1 + i(\gamma + v)}} \log n + O\left(\frac{E(X, \gamma + v)}{\log X}\right).
\]

The argument we used to prove (24) similarly shows that
\[
\Im \sum_{n \leq X^2} \frac{\Lambda_X(n)}{n^{\sigma_1 + i(\gamma + v)}} \log n = \Im \mathcal{P}_X(\gamma + v) + O\left(\left|\sum_{p \leq X^2} \frac{1 - w_X(p)}{p^{1/2+i(\gamma + v)}}\right|\right) + O\left(\frac{1}{\log X} \int_{1/2}^{\infty} X^{2-\sigma} \left|\sum_{p \leq X^2} \frac{\Lambda_X(p) \log X(p)}{p^{\sigma+i(\gamma + v)}}d\sigma\right|\right).
\]

Substituting this into (26) completes the proof. \(\square\)

3. Some Preliminary Lemmas

The fundamental result that we will use throughout this section is the Landau-Gonek formula.

The Landau-Gonek Formula. Assume RH and let \(x > 1, T \geq 2\). Then
\[
\sum_{0 < \gamma \leq T} x^{\gamma} = -\frac{T}{2\pi} \frac{\Lambda(x)}{\sqrt{x}} + \mathcal{E}(x, T),
\]
where
\[
\mathcal{E}(x, T) \ll \sqrt{x} \log(xT) \log(\log(3x)) + \frac{\log x}{\sqrt{x}} \min\left(T, \frac{x}{\langle x \rangle}\right) + \frac{\log T}{\sqrt{x}} \min\left(T, \frac{1}{\log x}\right),
\]
and \(\langle x \rangle\) denotes the distance from \(x\) to the closest prime power other than \(x\) itself.
Proof. Landau [9] proved a weaker version of this in the sense that the error term was not uniform in $x$. The above version was later proven by Gonek [4, 5]. □

The rest of the results in this section are obtained from the Landau-Gonek formula. The following one will be essential in computing discrete moments of Dirichlet polynomials.

Lemma 3.1. Assume RH. Let $(a_n)$ and $(b_n)$ be sequences of complex numbers and suppose that $M, N \leq T$. Then

\begin{equation}
\sum_{0 < \gamma \leq T} \left( \sum_{n \leq N} a_n n^{-i(\gamma + \nu)} \right) \left( \sum_{m \leq M} b_m m^{-i(\gamma + \nu)} \right) = N(T) \sum_{n \leq \min\{M, N\}} a_n b_n - \frac{T}{2\pi} \sum_{m \leq M, n \leq N} a_n \overline{b_m} \left( \frac{m}{n} \right)^{i\nu} \left( \frac{\Lambda(m/n)}{\sqrt{m/n}} + \frac{\Lambda(n/m)}{\sqrt{n/m}} \right) + O\left( \max\{M, N\} \log^2 T \left( \sum_{n \leq N} |a_n|^2 + \sum_{m \leq M} |b_m|^2 \right) \right) + O\left( \max\{M, N\} \log T \log T \left( \sum_{m \leq M} \sum_{m < n \leq N} |a_n| |b_m| \sqrt{n} \right) + O\left( \max\{M, N\} \log T \sum_{n \leq N} |a_n|^2 \right) \right).
\end{equation}

In particular,

\begin{equation}
\sum_{0 < \gamma \leq T} \left( \sum_{n \leq N} a_n n^{-i(\gamma + \nu)} \right)^2 = N(T) \sum_{n \leq N} |a_n|^2 - \frac{T}{\pi} \Re \sum_{m, n \leq N} a_n \overline{a_m} \left( \frac{m}{n} \right)^{i\nu} \frac{\Lambda(m/n)}{\sqrt{m/n}} + O\left( N \log T \log T \sum_{n \leq N} \sum_{m < n \leq N} |a_n| |b_m| \sqrt{n} \right) + O\left( N \log^2 T \sum_{n \leq N} |a_n|^2 \right).
\end{equation}

Proof. The left-hand side of (28) is equal to

\begin{equation}
\sum_{m \leq M} \sum_{n \leq N} a_n b_m \sum_{0 < \gamma \leq T} \left( \frac{m}{n} \right)^{i(\gamma + \nu)} = N(T) \sum_{n \leq \min\{M, N\}} a_n b_n + \sum_{n < m} a_n \overline{b_m} \left( \frac{m}{n} \right)^{i\nu} \left\{ - \frac{T}{2\pi} \frac{\Lambda(m/n)}{\sqrt{m/n}} + \mathcal{E} \left( \frac{m}{n}, T \right) \right\} + \sum_{m < n} a_n \overline{b_m} \left( \frac{m}{n} \right)^{i\nu} \left\{ - \frac{T}{2\pi} \frac{\Lambda(n/m)}{\sqrt{n/m}} + \mathcal{E} \left( \frac{n}{m}, T \right) \right\},
\end{equation}

where we applied the Landau-Gonek formula. Then by (27),
\[(30)\]
\[
\sum_{n \leq N} \sum_{n < m \leq M} a_n \overline{b_m} \left( \frac{m}{n}, T \right) \ll \sum_{n \leq N} \sum_{n < m \leq M} |a_n b_m| \left\{ \sqrt{\frac{m}{n}} \log \left( \frac{mT}{n} \right) \log \log \left( \frac{3m}{n} \right) \right\} \\
+ \sum_{n \leq N} \sum_{n < m \leq M} |a_n b_m| \frac{\log(m/n)}{\sqrt{m/n}} \min \left( T, \frac{m/n}{\langle m/n \rangle} \right) \\
+ \sum_{n \leq N} \sum_{n < m \leq M} |a_n b_m| \frac{\log T}{\sqrt{m/n}} \min \left( T, \frac{1}{\log(m/n)} \right).
\]
Since \( M, N \leq T \), the first term on the right-hand side is clearly
\[(31)\]
\[
\ll \log T \log \log T \sum_{n \leq N} \sqrt{n} \sum_{n < m \leq M} \sqrt{m} |b_m|.
\]
For the second term, note that since \( \langle m/n \rangle \geq \frac{1}{n} \)
\[
\frac{\log(m/n)}{\sqrt{m/n}} \min \left( T, \frac{m/n}{\langle m/n \rangle} \right) \ll \sqrt{mn} \log M \ll N \sqrt{m/n} \log T.
\]
Thus, the second error term is bounded by \( N \) times our bound for the first. For the third term on the right-hand side of (30), we note that
\[
\frac{\log T}{\sqrt{m/n}} \min \left( T, \frac{1}{\log(m/n)} \right) \ll \frac{\log T}{\sqrt{m/n} \log(m/n)}
\]
since \( \log(m/n) \gg \frac{1}{n} \) for \( M, N \leq T \). Then the third term is
\[
\ll \log T \sum_{n \leq N} \sum_{n < m \leq M} \sqrt{n} \frac{|a_n|^2 + |b_m|^2}{m \log(m/n)}
\]
\[
= \log T \sum_{n \leq N} \sum_{n < m \leq M} \sqrt{n} \frac{|a_n|^2}{m \log(m/n)} + \log T \sum_{n \leq N} \sum_{n < m \leq M} \sqrt{n} \frac{|b_m|^2}{m \log(m/n)}
\]
\[
:= S_1 + S_2.
\]
For \( S_1 \), we separate the sum over \( m \) as follows.
\[
\left( \sum_{n < m \leq \min\{2n, M\}} + \sum_{2n < m \leq M} \right) \frac{1}{\sqrt{m \log(m/n)}}.
\]
If \( n < m \leq \min\{2n, M\} \), then \( \log(m/n) \gg (m - n)/n \). For the remaining \( m \) which satisfy \( 2n < m \leq M \), we simply have \( \log(m/n) \gg 1 \). Using these bounds, we see that
\[
S_1 \ll \log T \sum_{n \leq N} \sqrt{n} |a_n|^2 \left( \sum_{n < m \leq \min\{2n, M\}} \frac{n}{\sqrt{m(m-n)}} + \sum_{2n < m \leq M} \frac{1}{\sqrt{m}} \right)
\]
\[
\ll \log T \sum_{n \leq N} n |a_n|^2 \left( \sum_{n < m \leq \min\{2n, M\}} \frac{1}{m-n} + \sqrt{M} \sum_{n \leq N} \sqrt{n} |a_n|^2 \right)
\]
\[
\ll N \log N \log T \sum_{n \leq N} |a_n|^2 + \sqrt{NM} \log T \sum_{n \leq N} |a_n|^2 \ll N \log^2 T \sum_{n \leq N} |a_n|^2.
\]
The other term we need to consider is
\[ S_2 = \log T \sum_{m \leq M} \sum_{n,m \leq N} \frac{\sqrt{n}}{m \log(m/n)}. \]
If we change the order of summation and use \( \sqrt{n} \leq \sqrt{m} \), then this is at most
\[ \log T \sum_{m \leq M} |b_m|^2 \sum_{n < m, n \leq N} \frac{1}{\log(m/n)}. \]
Further, since \( \log(m/n) \geq (m-n)/m \) for \( n < m \), we have
\[ S_2 \ll \log T \sum_{m \leq M} m|b_m|^2 \sum_{n < m, n \leq N} \frac{1}{m-n} \ll M \log M \log T \sum_{m \leq M} |b_m|^2 \ll M \log^2 T \sum_{m \leq M} |b_m|^2. \]
When we combine our estimates for \( S_1 \) and \( S_2 \) with (31) in (30), we find
\[
\sum_{n \leq N} \sum_{n < m \leq M} a_n \overline{b_m} \left( \frac{m}{n} \right)^{iv} E \left( \frac{m}{n}, T \right)
\ll N \log T \log \log T \sum_{n \leq N} \frac{|a_n|}{\sqrt{n}} \sum_{m \leq N} \sqrt{m} |b_m| + N \log^2 T \sum_{n \leq N} |a_n|^2 + M \log^2 T \sum_{m \leq M} |b_m|^2.
\]
In a similar way, one shows that
\[
\sum_{m \leq M} \sum_{m < n \leq N} a_n \overline{b_m} \left( \frac{n}{m} \right)^{iv} E \left( \frac{n}{m}, T \right)
\ll M \log T \log \log T \sum_{m \leq M} \frac{|b_m|}{\sqrt{m}} \sum_{m < n \leq N} \sqrt{n} |a_n| + \max\{M, N\} \log^2 T \left( \sum_{n \leq N} |a_n|^2 + \sum_{m \leq M} |b_m|^2 \right).
\]
The lemma now follows from (29). \( \square \)

The following is an easy consequence of the previous lemma. We state it separately because the following form will be more convenient for our purposes.

**Corollary 3.1.** Assume RH. Let \((a_n)\) and \((b_n)\) be two sequences of complex numbers. Suppose that \(N^j, N^{k-j} \leq T\), where \(j\) and \(k\) are nonnegative integers. Then
\[
\sum_{0 < \gamma \leq T} \left( \sum_{n \leq N} a_n n^{-i(\gamma+v)} \right)^j \left( \sum_{m \leq N} b_m m^{-i(\gamma+v)} \right)^{k-j} = N(T) \sum_{n \leq \min\{N^j, N^{k-j}\}} A_n \overline{B_n} - \frac{T}{2\pi} \sum_{n \leq N^j, m \leq N^{k-j}} A_n \overline{B_m} \left( \frac{m}{n} \right)^{iv} \left\{ \frac{\Lambda(m/n)}{\sqrt{m/n}} + \frac{\Lambda(n/m)}{\sqrt{n/m}} \right\}
+ O \left( N^k \log T \log \log T \left( \sum_{n \leq N^j} \frac{|A_n|}{\sqrt{n}} \sum_{n < m \leq N^{k-j}} \sqrt{m} |B_m| + \sum_{m \leq N^{k-j}} \frac{|B_m|}{\sqrt{m}} \sum_{m < n \leq N^j} \sqrt{n} |A_n| \right) \right) + O \left( N^k \log^2 T \left( \sum_{n \leq N^j} |A_n|^2 + \sum_{m \leq N^{k-j}} |B_m|^2 \right) \right),
\]
where

\[ A_n = \sum_{n=n_1 \ldots n_j} a_{n_1} \ldots a_{n_j} \quad \text{and} \quad B_m = \sum_{m=m_1 \ldots m_{k-j}} b_{m_1} \ldots b_{m_{k-j}}. \]

**Proof.** This is the result of Lemma 3.1 applied to the sequences \((A_n)\) and \((B_n)\).

The following lemma can be viewed as the discrete version of Lemma 3 in [16].

**Lemma 3.2.** Assume RH. Let \( k \) be a positive integer and suppose \( 1 < Y \leq (T/\log T)^{1/\pi} \).

For any complex-valued sequence \((a_p)_p\) indexed by the primes, we have

\[
\sum_{0<\gamma \leq T} \left| \sum_{p \leq Y} \frac{a_p}{p^{1/2+i\gamma}} \right|^{2k} \ll k! N(T) \left( \sum_{p \leq Y} \frac{|a_p|^2}{p} \right)^k.
\]

**Proof.** We begin by using the multinomial theorem to write

\[
\left( \sum_{p \leq Y} \frac{a_p}{p^{1/2+i\gamma}} \right)^k = \sum_{n \leq Y^k} \frac{A_n}{n^{1/2+i\gamma}},
\]

where

\[
A_n = \frac{k!}{\alpha_1! \ldots \alpha_r!} a_{p_1}^{\alpha_1} \ldots a_{p_r}^{\alpha_r} \quad \text{for} \quad n = p_1^{\alpha_1} \ldots p_r^{\alpha_r}.
\]

Here the \( p_i \) are distinct primes, each of which is less than \( Y \), and the powers \( \alpha_i \geq 1 \) satisfy the condition \( \alpha_1 + \ldots + \alpha_r = k \). For \( n \) that cannot be written as \( p_1^{\alpha_1} \ldots p_r^{\alpha_r} \) for such \( p_i \)'s and \( \alpha_i \)'s, we set \( A_n = 0 \). Now, by the second assertion of Lemma 3.1,

\[
\sum_{0<\gamma \leq T} \left| \sum_{p \leq Y} \frac{a_p}{p^{1/2+i\gamma}} \right|^{2k} \leq N(T) \sum_{n \leq Y^k} \frac{|A_n|^2}{n} - \frac{T}{\pi} \Re \sum_{m \leq Y^k} \sum_{n \leq Y^k} \frac{A_n A_m \Lambda(m/n)}{\sqrt{mn} \sqrt{m/n}}
\]

\[ + O \left( Y^k \log T \log \log T \sum_{n \leq Y^k} \sum_{n \leq Y^k} \frac{|A_n A_m|}{n} \right)
\]

\[ + O \left( Y^k \log^2 T \sum_{n \leq Y^k} \frac{|A_n|^2}{n} \right).
\]

Note that by the definition of \( A_n \),

\[
\sum_{n \leq Y^k} \frac{|A_n|^2}{n} \leq \sum_{n \leq Y} \sum_{\alpha_i \geq 1, \sum \alpha_i = k} \binom{k}{\alpha_1! \ldots \alpha_r!} \frac{|a_{p_1}|^{2\alpha_1} \ldots |a_{p_r}|^{2\alpha_r}}{p_1^{\alpha_1} \ldots p_r^{\alpha_r}}
\]

\[ \leq k! \sum_{\alpha_i \geq 1, \sum \alpha_i = k} \binom{k}{\alpha_1! \ldots \alpha_r!} \frac{|a_{p_1}|^{2\alpha_1} \ldots |a_{p_r}|^{2\alpha_r}}{p_1^{\alpha_1} \ldots p_r^{\alpha_r}} = k! \left( \sum_{p \leq Y} \frac{|a_p|^2}{p} \right)^k.
\]
Thus the first main term on the right-hand side of (32) is
\[
\leq k! N(T) \left( \sum_{p \leq Y} \frac{|a_p|^2}{p} \right)^k.
\]
The second main term on the right-hand side of (32) vanishes because the number of prime divisors of both \(m\) and \(n\) is \(k\), and so if \(m \neq n\), then their ratio cannot be a nontrivial prime power.

Next, note that \(Y^k \log^2 T \ll N(T)\) by the choice of \(Y\). Then by (33), the second error term is smaller than \(k! N(T) \left( \sum_{p \leq Y} |a_p|^2 / p \right)^k\).

Finally, we estimate the first error term on the right hand-side of (32) using the arithmetic mean-geometric mean inequality.

\[
Y^k \log^2 T \sum_{n \leq Y^k} \sum_{m \leq Y^k} \frac{|A_n A_m|}{n m} \leq Y^k \log^2 T \sum_{m \leq Y^k} \sum_{n \leq Y^k} \frac{|A_n A_m|}{nm} \leq Y^{2k} \log^2 T \sum_{m \leq Y^k} \sum_{n \leq Y^k} \left( \frac{|A_n|^2}{2n^2} + \frac{|A_m|^2}{2m^2} \right) \leq Y^{3k} \log^2 T \sum_{n \leq Y^k} \frac{|A_n|^2}{n^2} \leq k! Y^{3k} \log^2 T \left( \sum_{p \leq Y} \frac{|a_p|^2}{p^2} \right)^k.
\]

Note that the last step follows by an argument similar to the one we used in (33). The bound we obtained here is even smaller than our bound for the second error term. Hence, all of the four terms in (32) are of smaller size than the \(O\)-term in the statement of the lemma.

4. Moment Calculations

In Lemma 2.1 we saw that the sum
\[
\Re P_X(\gamma + v) = \Re \sum_{p \leq X^2} \frac{1}{p^{1/2 + i(\gamma + v)}}
\]
can be used to approximate the function \(\log |\zeta(\rho + z)| - M_X(\rho, z)\), where
\[
M_X(\rho, z) = m(\rho + i v) \left( \log \left( \frac{e v \log X}{4} \right) - \frac{u \log X}{4} \right).
\]
We will now calculate discrete integral moments of \(\Re P_X(\gamma + v)\), which will then allow us to compute such moments of the function \(\log |\zeta(\rho + z)| - M_X(\rho, z)\) under the assumption of RH and Montgomery’s Pair Correlation Conjecture.

We remind the reader that \(z = u + iv\) denotes a complex number with
\[
0 < u \leq \frac{1}{\log X} \quad \text{and} \quad v = O\left( \frac{1}{\log X} \right).
\]
We also take \( X \leq T^{\frac{1}{8k}} \). It will be useful in this chapter to use the notation

\[
\Psi = \sum_{p \leq X} \frac{1}{p},
\]

and express some of our terms in terms of \( \Psi \). Note that by Mertens' Theorem, we have

\[
\Psi = \log \log X + O(1).
\]

Our main theorem is the following.

**Theorem 4.1.** Assume RH and Montgomery's Pair Correlation Conjecture. Suppose that \( k \) is a positive integer with \( k \ll \log \log \log T \), and let \( T^{\frac{1}{8k}} \leq X \leq T^{\frac{1}{8k}} \) for \( 0 < \delta \leq 1 \) fixed.

If \( k \) is even, then

\[
\sum_{0 < \gamma \leq T} \left( \log |\zeta(\rho + z)| - M_X(\rho, z) \right)^k = \beta_k N(T) \Psi^2 + O\left(D^k \frac{3k + 2}{\beta_k N(T) \Psi^2} \frac{k - 1}{2} \right).
\]

If \( k \) is odd, then we have

\[
\sum_{0 < \gamma \leq T} \left( \log |\zeta(\rho + z)| - M_X(\rho, z) \right)^k = O\left(D^k \frac{3k + 1}{\beta_{k+1} N(T) \Psi^2} \frac{k - 1}{2} \right).
\]

Here, \( D \) is a constant depending on \( \delta \) and \( \Psi \) is as defined in (34). We also have

\[
\beta_r = \frac{r!}{2^r (r/2)!} \quad \text{for an even positive integer } r.
\]

The coefficients \( \beta_r \) are closely related to the Gaussian distribution. The moments of a random variable \( Z \) that has Gaussian distribution with mean 0 and variance \( V \) are as follows:

\[
\mathbb{E}[Z^r] = \begin{cases} 
\beta_r (2V)^{r/2} & \text{if } r \text{ is even,} \\
0 & \text{if } r \text{ is odd.}
\end{cases}
\]

It is well known that if a random variable \( Z' \) has the same moments, then \( Z' \) has the same distribution as \( Z \) (see [1] p. 413). Hence the above theorem states that for \( z \) chosen as above, the sequence \( \left( \log |\zeta(\rho + z)| - M_X(\rho, z) \right) \) has an approximate Gaussian distribution with mean 0 and variance \( \frac{1}{2} \Psi \).
4.1. **Moments of \( \Re P_X(\gamma + v) \).** We prove the following result for the moments of

\[
\Re P_X(\gamma + v) = \Re \sum_{p \leq X^2} \frac{1}{p^{1/2+i(\gamma+v)}}.
\]

Even though this proposition will not be used later, it is still of interest since we obtain an explicit main term for odd moments of the real part of the polynomial. Note, however, that Theorem 4.1 does not provide an explicit main term for odd \( k \).

**Proposition 4.1.** Assume RH. Let \( P_X(\gamma + v) = \sum_{p \leq X^2} p^{-1/2-i(\gamma+v)} \) where \( X \leq T^{1/3} \) and \( k \ll \sqrt[3]{\log \log T} \). Then for even \( k \),

\[
\sum_{0 < \gamma \leq T} (\Re P_X(\gamma + v))^k = \beta_k N(T) \Psi^k + O \left( k^2 \beta_k N(T) \Psi^{k-4} \right)
\]

If \( k \) is odd, then

\[
\sum_{0 < \gamma \leq T} (\Re P_X(\gamma + v))^k = -\beta_{k+1} \frac{\sin(2v \log X) - \sin(v \log 2)}{\pi v} T^{k+1} \Psi^{k-1} + O \left( k^2 \beta_{k+1} T \log X \Psi^{k-3} \right).
\]

**Proof.** Expanding the \( k \)th moment of \( \Re P_X(\gamma + v) \) by means of the identity \( \Re z = z + \overline{z} \) and the binomial theorem, we see that

\[
\sum_{0 < \gamma \leq T} (\Re P_X(\gamma + v))^k = \frac{1}{2^k} \sum_{j=0}^{k} \binom{k}{j} \sum_{0 < \gamma \leq T} P_X(\gamma + v)^j P_X(\gamma + v)^{k-j}.
\]

Thus, it suffices to estimate the sums

\[
S_j(v) := \sum_{0 < \gamma \leq T} P_X(\gamma + v)^j P_X(\gamma + v)^{k-j}
\]

for \( j = 0, 1, \ldots, k \). We write

\[
P_X(\gamma + v)^j = \sum_{n=\prod_{p_i \leq X^2} a_j(n)} \frac{a_j(n)}{n^{1/2+i(\gamma+v)}} \quad \text{and} \quad P_X(\gamma + v)^{k-j} = \sum_{m=\prod_{q_i \leq X^2} a_{k-j}(m)} \frac{a_{k-j}(m)}{m^{1/2+i(\gamma+v)}},
\]

where \( a_r(p_1 \ldots p_r) \) denotes the number of permutations of the primes \( p_1, \ldots, p_r \). It is clear that \( a_r(p_1 \ldots p_r) \leq r! \), where the equality holds if and only if the primes \( p_1, \ldots, p_r \) are all distinct, in other words, the product \( p_1 \ldots p_r \) is square-free. Further note that \( a_0(n) \) equals 1 if \( n = 1 \), and equals 0 otherwise.

To avoid a cumbersome notation, throughout the proof of this proposition we suppose that the number \( n \) is product of \( j \) primes, each of which is at most \( X^2 \), and \( m \) is product of \( k - j \) primes, each of size at most \( X^2 \).
By Corollary 3.1, we have the following expression for $S_j(v)$:

\begin{equation}
S_j(v) = N(T) \sum_n \frac{a_j(n) a_{k-j}(n)}{n} - \frac{T}{2\pi} \sum_{m,n} \frac{a_j(n) a_{k-j}(m)}{\sqrt{mn}} \left( \frac{m}{n} \right)^i \left\{ \frac{\Lambda(m/n)}{\sqrt{m/n}} + \frac{\Lambda(n/m)}{\sqrt{n/m}} \right\}
\end{equation}

\begin{equation}
+ O \left( X^{2k} \log T \log \log T \left( \sum_n \frac{a_j(n)}{n} \sum_{m>n} a_{k-j}(m) + \sum_m \frac{a_{k-j}(m)}{m} \sum_{n>m} a_j(n) \right) \right)
\end{equation}

\begin{equation}
+ O \left( X^{2k} \log^2 T \left( \sum_m \frac{a_{k-j}(m)^2}{m} + \sum_n \frac{a_j(n)^2}{n} \right) \right);
\end{equation}

here we have suppressed the conditions of summation. It will be useful later on to note that

\begin{equation}
\Psi^j = \sum_n \frac{a_j(n)}{n} = \sum_{n \text{ sq-free}} \frac{a_j(n)}{n} + \sum_{n \text{ not sq-free}} \frac{a_j(n)}{n}.
\end{equation}

The second sum on the right is zero if $j = 0$ or $1$. If $j \geq 2$, then

\begin{equation}
\sum_{n \text{ not sq-free}} \frac{a_j(n)}{n} = \sum_{q \leq X^2} \frac{1}{q^2} \sum_{n_1 = \frac{q}{n}} \frac{a_j(q^2 n_1)}{n_1} \leq \binom{j}{2} \sum_{n_1} \frac{a_{j-2}(n_1)}{n_1} \ll j^2 \Psi^{j-2}.
\end{equation}

Note the last estimate still holds when $j = 0$ or $1$. Hence,

\begin{equation}
\sum_{n \text{ not sq-free}} \frac{a_j(n)}{n} \ll j^2 \Psi^{j-2}.
\end{equation}

Combining this with (37), we then see that

\begin{equation}
\sum_{n \text{ sq-free}} \frac{a_j(n)}{n} = \Psi^j + O(j^2 \Psi^{j-2}).
\end{equation}

Returning to (36), we see that

\begin{equation}
\sum_n \frac{a_j(n)}{n} \sum_{m>n} a_{k-j}(m) \ll k! X^{2(k-j)} \sum_n \frac{a_j(n)}{n} \leq k! X^{2k} \Psi^k,
\end{equation}

and

\begin{equation}
\sum_n \frac{a_j(n)^2}{n} \ll k! \sum_n \frac{a_j(n)}{n} \leq k! \Psi^k.
\end{equation}

Hence, both of the error terms in (36) are $\ll k! \Psi^k \sqrt{T \log^2 T}$, and we can write

\begin{equation}
S_j(v) = N(T) \sum_n \frac{a_j(n) a_{k-j}(n)}{n} - \frac{T}{2\pi} \sum_{m,n} \frac{a_j(n) a_{k-j}(m)}{\sqrt{mn}} \left( \frac{m}{n} \right)^i \left\{ \frac{\Lambda(m/n)}{\sqrt{m/n}} + \frac{\Lambda(n/m)}{\sqrt{n/m}} \right\}
\end{equation}

\begin{equation}
+ O(k! \Psi^k \sqrt{T \log^2 T})
\end{equation}

\begin{equation}
= S_{j,1}(v) + S_{j,2}(v) + O(k! \Psi^k \sqrt{T \log^2 T}).
\end{equation}
Next, we estimate the terms \( S_{j,1}(v) \) and \( S_{j,2}(v) \). First observe that \( S_{j,1}(v) \) vanishes unless \( k \) is even and \( j = \frac{k}{2} \). In that case, using (33) and (39), we obtain

\[
S_{\frac{k}{2},1}(v) = N(T) \sum_n \frac{a_{k/2}(n)}{n} \leq (k/2)! N(T) \sum_{n \text{ sq-free}} \frac{a_{k/2}(n)}{n} + O\left((k/2)! N(T) \sum_{n \text{ not sq-free}} \frac{a_{k/2}(n)}{n}\right).
\]

Now consider the term \( S_{j,2}(v) \) in (42). In order for this term not to vanish, one of the ratios \( m/n \) and \( n/m \) must be a prime power. This condition puts a restriction on \( j \): if \( m/n = q^j \), then \( j = \frac{k-1}{2} \), and if \( n/m = q^j \), then \( j = \frac{k+1}{2} \). Furthermore, the terms with \( \ell \geq 2 \) in \( S_{j,2}(v) \) contribute

\[
\ll T \sum_{m=\text{sq-free}, n \leq X^2} \frac{a_j(n) a_{k-j}(nq^2) \log q}{q^2} + T \sum_{n=\text{sq-free}, q \leq X^2} \frac{a_j(n) a_{k-j}(m) \log q}{q^2}.
\]

In the first term note that \( \sum_{q \leq X^2} \frac{\log q}{q^2} \ll 1 \), and \( a_{k-j}(nq^2) \leq (k-j)! \). Hence, this term is

\[
\ll (k-j)! T \sum_n \frac{a_j(n)}{n} \leq k! T \Psi^k.
\]

Similarly, the second error term is also \( \ll k! T \Psi^k \). Therefore

\[
(44) \quad S_{j,2}(v) = -\frac{T}{2\pi} \sum_{q \leq X^2} \sum_{n=mq} \frac{a_j(n) a_{k-j}(m)}{\sqrt{mn}} \frac{\log q}{q^{1/2+iv}} - \frac{T}{2\pi} \sum_{q \leq X^2} \sum_{m=qn} \frac{a_j(n) a_{k-j}(m)}{\sqrt{mn}} \frac{\log q}{q^{1/2-iv}} + O(k! T \Psi^k).
\]

Both the main terms here correspond to the case \( \ell = 1 \), so we must have \( j = \frac{k-1}{2} \) or \( j = \frac{k+1}{2} \). In particular, \( k \) must be odd. Note that when \( j = \frac{k-1}{2} \), the first sum vanishes, and when \( j = \frac{k+1}{2} \), the second sum vanishes. Furthermore,

\[
(45) \quad S_{k\frac{1}{2},1}(v) = S_{k\frac{1}{2},2}(v).
\]

Thus, it suffices to estimate \( S_{k\frac{1}{2},2}(v) \). We have

\[
S_{k\frac{1}{2},2}(v) = -\frac{T}{2\pi} \sum_{q \leq X^2} \sum_n \frac{a(k-1)/2(n) a(k+1)/2(nq)}{n} \frac{\log q}{q^{1+iv}} + O(k! T \Psi^k).
\]

We rewrite this as

\[
(46) \quad S_{k\frac{1}{2},2}(v) = -\frac{T}{2\pi} \sum_{q \leq X^2} \left( \sum_n + \sum_{n|q} \right) \frac{a(k-1)/2(n) a(k+1)/2(nq)}{n} \frac{\log q}{q^{1+iv}} + O(k! T \Psi^k) = T_1 + T_2 + O(k! T \Psi^k).
\]
Note that if \( q \nmid n \), then
\[
a_{(k+1)/2}(nq) = \frac{(k + 1)}{2} a_{(k-1)/2}(n).
\]

Thus
\[
T_1 = -\frac{(k + 1)T}{4\pi} \sum_{q \leq X^2} \log q \sum_{n \leq X^{1-iv}} \frac{a_{(k-1)/2}(n)}{n}.
\]

We separate the sum over \( n \) into sums for which \( n \) does or does not satisfy \( a_{(k-1)/2}(n) = \frac{(k - 1)}{2} ! \). We then find that
\[
\sum_{n \nmid q^n} \frac{a_{(k-1)/2}(n)}{n} = \left( \frac{(k - 1)}{2} ! \right) (\Psi - 1/q)^j + \mathcal{O}(j^2\Psi^{-j-2}).
\]

By (38), the error term is \( \mathcal{O}(k^2 ((k - 1)/2) ! \Psi^{-3/2}) \). To treat the main term, we set
\[
\Psi' = \sum_{\substack{p \leq X^2 \ \text{prime} \ \text{not} \ n \ \text{sq-free}}} \frac{1}{p^j}
\]
and note that the same analysis that led to (39) shows that
\[
\sum_{n \nmid q^n} \frac{a_j(n)}{n} = (\Psi')^j + \mathcal{O}(j^2(\Psi')^{-j-2}).
\]

Now, since \((1 - x)^j = 1 + \mathcal{O}(jx)\) for \( 0 \leq x \leq 1 \), we see that \((\Psi')^j = (\Psi - 1/q)^j = \Psi^j + \mathcal{O}(j\Psi^{-j-1})\). Thus,
\[
\sum_{n \nmid q^n} \frac{a_j(n)}{n} = \Psi^j + \mathcal{O}(j^2\Psi^{-j-1}).
\]

Combining this and our estimate for the error term in (48), we see that
\[
\sum_{n \nmid q^n} \frac{a_{(k-1)/2}(n)}{n} = \left( \frac{(k - 1)}{2} ! \Psi^{-3/2} + \mathcal{O}(k^2 ((k - 1)/2) ! \Psi^{-3/2}) \right).
\]

We will insert this into (47). To handle the sum over \( q \) we use the prime number theorem which, under RH, says that
\[
\sum_{q \leq x} \log q = x + \mathcal{O}(x^{1/2} \log x).
\]

Partial summation then gives
\[
\sum_{q \leq X^2} \frac{\log q}{q^{1-iv}} = \frac{X^{2iv} - 2^{iv}}{iv} + \mathcal{O}(1).
\]

Substituting this and (50) into (47), we find that
\[
T_1 = -\frac{T}{2\pi} ((k + 1)/2)! \frac{X^{2iv} - 2^{iv}}{iv} \Psi^{-1} + \mathcal{O}(k^2 ((k + 1)/2)! T \log X \Psi^{-3/2}).
\]
We now proceed to the estimation of the sum $T_2$ in (46). Writing $n = qn_1$, we have

$$T_2 = \frac{T}{2\pi} \sum_{q \leq x^2} \log q \sum_{n_1} \frac{a(k-1)/2(n_1q)a(k+1)/2(n_1q^2)}{n_1q},$$

where $n_1$ runs over integers with exactly $(k - 3)/2$ prime factors. Since $a(k+1)/2(n_1q^2) \leq ((k + 1)/2)!$, it easily follows that

$$T_2 \ll T ((k + 1)/2)! \sum_{q \leq x^2} \log q \sum_{n_1} \frac{a(k-1)/2(n_1q)}{n_1q}.$$

Now $a(k-1)/2(n_1q) \leq \frac{k-1}{2}a(k-3)/2(n_1)$. Hence,

$$T_2 \ll k ((k + 1)/2)! \sum_{q \leq x^2} \log q \sum_{n_1} \frac{a(k-3)/2(n_1)}{n_1} \ll k ((k + 1)/2)! T\Psi^{k/2}.$$

Combining this estimate with (51) in (46), we see that

(52)

$$S_{\frac{k-1}{2},2}(v) = -\frac{T}{2\pi} ((k + 1)/2)! \frac{X^{2iv} - 2^{iv}}{iv} \Psi^{\frac{k-1}{2}} + O\left(k^2((k + 1)/2)! T \log X\Psi^{\frac{k-3}{2}}\right) + O\left(k! T\Psi^k\right).$$

By (42), the same estimate holds for $S_{\frac{k+1}{2},1}(v)$. By (15), $S_{\frac{k+1}{2},1}(v)$ and $S_{\frac{k-1}{2},2}(v)$ are both equal to the conjugate of this. Moreover, whenever $j \neq \frac{k-1}{2}, \frac{k}{2}$ or $\frac{k+1}{2}$, we have

(53)

$$S_j(v) = O(k! T\Psi^k)$$

by (42) and (43).

Now we can complete the proof of the proposition. Recall that

(54)

$$\sum_{0 < \gamma \leq T} \left(\Re P_X(\gamma + v)\right)^k = \frac{1}{2^k} \sum_{j=0}^k \binom{k}{j} S_j(v).$$

If $k$ is even, then by (43) and (53)

$$\sum_{0 < \gamma \leq T} \left(\Re P_X(\gamma + v)\right)^k = \frac{1}{2^k} \left(\frac{k}{k/2}\right) \left((k/2)! N(T)\Psi^{\frac{k}{2}} + O(k^2(k/2)! N(T)\Psi^{\frac{k-4}{2}})\right)$$

$$+ O\left(\sum_{0 \leq j \leq k, j \neq \frac{k}{2}} \frac{1}{2^k} \binom{k}{j} k! T\Psi^k\right)$$

$$= \beta_k N(T)\Psi^{\frac{k}{2}} + O\left(k^2 \beta_k N(T)\Psi^{\frac{k-4}{2}}\right) + O\left(k! T\Psi^k\right).$$

If $k$ is odd, then by (53) and (51)

$$\sum_{0 < \gamma \leq T} \left(\Re P_X(\gamma + v)\right)^k = \frac{1}{2^k} \left(\frac{k}{k-1}\right) \left(S_{\frac{k-1}{2},1}(v) + S_{\frac{k+1}{2},1}(v)\right) + O\left(\sum_{0 \leq j \leq k, j \neq \frac{k-1}{2}, \frac{k+1}{2}} \frac{1}{2^k} \binom{k}{j} k! T\Psi^k\right)$$

$$= \frac{1}{2^k} \left(\frac{k}{k-1}\right) \left(S_{\frac{k-1}{2},1}(v) + S_{\frac{k+1}{2},1}(v)\right) + O\left(k! T\Psi^k\right).$$
Using (52) (and the remark immediately after), we obtain

\[
\sum_{0 < \gamma \leq T} \left( \Re P_X(\gamma + v) \right)^k = -\frac{1}{2^k} \binom{k}{k-1} (k+1)/2! \frac{T \sin(2v \log X) - \sin(v \log 2) \Psi^{k-1}}{v} \\
\quad + O\left(\frac{1}{2^k} \binom{k}{k-1} k^2 ((k+1)/2)! T \log X \Psi^{k-1} \right) \\
\quad = -\beta_{k+1} \frac{T}{\pi} \frac{\sin(2v \log X) - \sin(v \log 2)}{v} \Psi^{k-1} + O\left(k^2 \beta_{k+1} T \log X \Psi^{k-1}\right) \\
\quad + O\left(1^2 k! T \Psi^k \right).
\]

This completes the proof. \(\square\)

4.2. Other Moment Calculations. In Lemma 2.1, we saw that the sum \(\Re P_X(\gamma + v)\) can be used to approximate the function \(\log |\zeta(\rho + z)| - M_X(\rho, z)\), where

\[
M_X(\rho, z) = m(\rho + iv) \left( \log \left( \frac{e u \log X}{4} \right) - \frac{u \log X}{4} \right).
\]

In the following result, we provide an estimate for the average difference between the function \(\log |\zeta(\rho + z)| - M_X(\rho, z)\) and the sum \(\Re P_X(\gamma + v)\).

**Proposition 4.2.** Let \(T^{\frac{\delta}{\pi^2}} \leq X \leq T^{\frac{1}{\pi}}\) for \(0 < \delta \leq 1\). Then for a constant \(D\) depending on \(\delta\), we have

\[
\sum_{0 < \gamma \leq T} \left( \log |\zeta(\rho + z)| - M_X(\rho, z) - \Re P_X(\gamma + v) \right)^k \ll (Dk)^2 N(T).
\]

**Proof.** By (10) from Lemma 2.1

\[
\log |\zeta(\rho + z)| - M(\rho, z) - \Re P_X(\gamma + v) \ll \sum_{i=1}^{4} r_i(X, \gamma + v),
\]

where the \(O\)-terms are as given in the statement of the lemma. We take the \(k\)th power of each sides of this equation and sum over \(0 < \gamma \leq T\). Then the right-hand side is

\[
4^k \sum_{i=1}^{4} \left( \sum_{0 < \gamma \leq T} r_i(X, \gamma + v)^k \right).
\]

Here we have used the elementary inequality

\[
\left( \frac{1}{n} \sum_{i=1}^{n} x_i \right)^k \leq \frac{1}{n} \sum_{i=1}^{n} x_i^k,
\]

which is valid for positive numbers \(x_1, x_2, \ldots, x_n\) and \(k \geq 1\).

The first two error terms in (55) can be estimated in a straightforward manner by applying Lemma 3.2. For the first one, we note that by the definition of \(w_X(p)\) in (8),

\[
1 - w_X(p) = \begin{cases} 
0 & \text{if } p \leq X, \\
\log(p/X) / \log X & \text{if } X \leq p \leq X^2.
\end{cases}
\]
Thus
\[
\left| \frac{1 - w_X(p)}{p^{1/2 + i(\gamma + \theta)}} \right|^2 < \frac{\log^2 p}{\log^2 X} \quad \text{for} \quad p \leq X^2.
\]

By the Cauchy-Schwarz inequality and then Lemma 3.2,
\[
\sum_{0 < \gamma \leq T} \left| \sum_{p \leq X^2} \frac{1 - w_X(p)}{p^{1/2 + i(\gamma + \theta)}} \right|^k \leq \sqrt{N(T)} \left( \sum_{0 < \gamma \leq T} \left| \sum_{p \leq X^2} \frac{1 - w_X(p)}{p^{1/2 + i(\gamma + \theta)}} \right|^{2k} \right)^{1/2}
\]
\[
\ll k! N(T) \left( \sum_{p \leq X^2} \frac{\log^2 p}{p \log X} \right)^k \ll (ck)^k N(T).
\]

In the last step, we have used the estimate \( \sum_{p \leq X^2} \frac{\log^2 p}{p \log X} \ll \log^2 X \). To estimate the second error term, we need the following:
\[
w_X(p^2) = \begin{cases} 
0 & \text{if } p \leq \sqrt{X}, \\
\log(p^2/X) & \text{if } \sqrt{X} \leq p \leq X.
\end{cases}
\]

This implies
\[
\left| \frac{w_X(p^2)}{p^{1/2 + i(\gamma + \theta)}} \right|^2 \leq \frac{1}{p} \quad \text{for} \quad p \leq X.
\]

Again, we apply the Cauchy-Schwarz inequality and then Lemma 3.2 to obtain
\[
\sum_{0 < \gamma \leq T} \left| \sum_{p \leq X^2} \frac{w_X(p^2)}{p^{1/2 + i(\gamma + \theta)}} \right|^k \leq \sqrt{N(T)} \left( \sum_{0 < \gamma \leq T} \left| \sum_{p \leq X^2} \frac{w_X(p^2)}{p^{1/2 + i(\gamma + \theta)}} \right|^{2k} \right)^{1/2}
\]
\[
\ll (ck)^k N(T) \left( \sum_{p \leq X} \frac{1}{p^2} \right)^k \ll (ck)^k N(T).
\]

The third error term is handled in Proposition 4.3 and the fourth error term is estimated in Proposition 4.4 under the assumption of Montgomery’s Pair Correlation Conjecture.

**Proposition 4.3.** Assume RH and let \( X \leq T^{1/\log X} \). Then
\[
\sum_{0 < \gamma \leq T} \left( \frac{1}{\log X} \int_{1/2}^\infty X^{2-\sigma} \left| \sum_{p \leq X^2} \frac{\Lambda_X(p) \log(Xp)}{p^{\sigma + i(\gamma + \theta)}} \right| \, d\sigma \right)^k \ll (ck)^{k/2} N(T).
\]

**Proof.** By the Cauchy-Schwarz inequality,
\[
\sum_{0 < \gamma \leq T} \left( \frac{1}{\log X} \int_{1/2}^\infty X^{2-\sigma} \left| \sum_{p \leq X^2} \frac{\Lambda_X(p) \log(Xp)}{p^{\sigma + i(\gamma + \theta)}} \right| \, d\sigma \right)^k
\]
\[
\leq \sqrt{N(T) / (\log X)^k} \left( \sum_{0 < \gamma \leq T} \left( \int_{1/2}^\infty X^{2-\sigma} \left| \sum_{p \leq X^2} \frac{\Lambda_X(p) \log(Xp)}{p^{\sigma + i(\gamma + \theta)}} \right| \, d\sigma \right)^{2k} \right)^{1/2}.
\]
By Hölder’s inequality,

\[
\left( \int_{1/2}^{\infty} X^{2-\sigma} \left| \sum_{p \leq X^2} \frac{\Lambda_X(p) \log (Xp)}{p^{\sigma+i(\gamma+v)}} \right| \, d\sigma \right)^{2k} 
\leq \left( \int_{1/2}^{\infty} X^{2-\sigma} \, d\sigma \right)^{2k-1} \left( \int_{1/2}^{\infty} X^{2-\sigma} \left| \sum_{p \leq X^2} \frac{\Lambda_X(p) \log (Xp)}{p^{\sigma+i(\gamma+v)}} \right| ^{2k} \, d\sigma \right)
\]

(60)

\[
= \frac{1}{(\log X)^{2k-1}} \int_{1/2}^{\infty} X^{2-\sigma} \left| \sum_{p \leq X^2} \frac{\Lambda_X(p) \log (Xp)}{p^{\sigma+i(\gamma+v)}} \right| ^{2k} \, d\sigma.
\]

Here by Lemma 3.2

\[
\sum_{0 < \gamma \leq T} \left| \sum_{p \leq X^2} \frac{\Lambda_X(p) \log (Xp)}{p^{\sigma+i(\gamma+v)}} \right| ^{2k} \ll k! N(T) \left( \sum_{p \leq X^2} \frac{\Lambda^2_X(p) \log^2 (Xp)}{p^{2\sigma}} \right)^k.
\]

(61)

Since \( \Lambda_X(p) \leq \log p \) and \( p \leq X^2 \), we find that

\[
\Lambda^2_X(p) \log^2 (Xp) \leq \log^2 p (\log X + \log p)^2 \leq 9 \log^2 p \log^2 X.
\]

Thus

\[
\left( \sum_{p \leq X^2} \frac{\Lambda^2_X(p) \log^2 (Xp)}{p^{2\sigma}} \right)^k \ll c^k (\log X)^{2k} \left( \sum_{p \leq X^2} \frac{\log^2 p}{p^{2\sigma}} \right)^k.
\]

By Mertens’ theorem, \( \sum_{p \leq X^2} \frac{\log^2 p}{p^{2\sigma}} \ll \log^2 X \) for any fixed \( \sigma \geq \frac{1}{2} \). Thus, the right-hand side of (61) is at most \( \ll (ck)^k N(T)(\log X)^{4k} \). Inserting this bound into (60), we find that

\[
\left( \int_{1/2}^{\infty} X^{2-\sigma} \left| \sum_{p \leq X^2} \frac{\Lambda_X(p) \log (Xp)}{p^{\sigma+i(\gamma+v)}} \right| \, d\sigma \right)^{2k}
\]

\[
\ll (ck)^k N(T)(\log X)^{2k} \int_{1/2}^{\infty} X^{2-\sigma} \, d\sigma \ll (ck)^k N(T)(\log X)^{2k}.
\]

The claim of the proposition follows from this and (59). \( \square \)

**Proposition 4.4.** Let \( T^{\frac{\delta}{2\pi}} \leq X \leq T^{\frac{1}{2\pi}} \) for \( 0 < \delta \leq 1 \). If Montgomery’s Pair Correlation Conjecture is true, then for a constant \( D \) depending on \( \delta \)

\[
\sum_{0 < \gamma \leq T} \left( \left( 1 + \log^+ \frac{1}{\eta_{\gamma+v} \log X} \right) \frac{E(X, \gamma + v)}{\log X} \right)^k \ll (Dk)^{2k} N(T).
\]

Here \( \eta_{\gamma+v} \) is as defined by (9), and \( E(X,t) \) is as defined in (13).
Proof. By the Cauchy-Schwarz inequality,
\begin{equation}
\sum_{0 < \gamma \leq T} \left( 1 + \log^{+} \frac{1}{\eta_{\gamma+v} \log X} \right) E(X, \gamma + v) \right)^k \leq \frac{1}{(\log X)^k} \left( \sum_{0 < \gamma \leq T} \left( 1 + \log^{+} \frac{1}{\eta_{\gamma+v} \log X} \right)^{2k} \right)^{1/2} \left( \sum_{0 < \gamma \leq T} |E(X, \gamma + v)|^{2k} \right)^{1/2}.
\end{equation}

First consider the sum
\begin{equation}
\sum_{0 < \gamma \leq T} |E(X, \gamma + v)|^{2k} = \sum_{0 < \gamma \leq T} \left| \sum_{n \leq X^2} \frac{\Lambda_X(n)}{n^{\sigma_1 + i(\gamma+v)}} + \log (\gamma + v) \right|^{2k}.
\end{equation}

We separate the sum over $n$ into primes and higher powers of primes. Then by (56),
\begin{equation}
\sum_{0 < \gamma \leq T} \left| \sum_{n \leq X^2} \frac{\Lambda_X(n)}{n^{\sigma_1 + i(\gamma+v)}} + \log (\gamma + v) \right|^{2k} \leq 9^k \sum_{0 < \gamma \leq T} \left( \sum_{p \leq X^2} \frac{\Lambda_X(p)}{p^{\sigma_1 + i(\gamma+v)}} \right)^{2k} + 9^k \sum_{0 < \gamma \leq T} \left( \sum_{p \leq X^2, \ell \geq 2} \frac{\Lambda_X(p^\ell)}{p^{\ell \sigma_1 + i(\gamma+v)}} \right)^{2k} + 9^k \sum_{0 < \gamma \leq T} (\log (\gamma + v))^{2k}.
\end{equation}

Since $\sigma_1 = \frac{1}{2} + \frac{4}{\log X}$, it is easy to see that the second sum on the right is $O((c \log X)^{2k} T N(T))$. By Lemma 3.2,
\begin{equation}
\sum_{0 < \gamma \leq T} \left| \sum_{p \leq X^2} \frac{\Lambda_X(p)}{p^{\sigma_1 + i(\gamma+v)}} \right|^{2k} \ll k! N(T) \left( \sum_{p \leq X^2} \frac{\Lambda_X(p)^2}{p^{2\sigma_1}} \right)^k \ll (ck)^k (\log X)^{2k} N(T).
\end{equation}

Furthermore, we trivially have
\begin{equation}
\sum_{0 < \gamma \leq T} (\log (\gamma + v))^{2k} \ll N(T)(\log T)^{2k}.
\end{equation}

From these estimates and (63), we obtain
\begin{equation}
\sum_{0 < \gamma \leq T} |E(X, \gamma + v)|^{2k} \ll c^k N(T)(k^k (\log X)^{2k} + (\log T)^{2k}).
\end{equation}

Since $X \geq T^{\delta/(8k)}$, this gives
\begin{equation}
\sum_{0 < \gamma \leq T} |E(X, \gamma + v)|^{2k} \ll (Dk)^{2k} N(T)(\log X)^{2k}
\end{equation}

for a constant $D$ depending on $\delta$. Next, we treat the expression
\begin{equation}
\sum_{0 < \gamma \leq T} \left( 1 + \log^{+} \frac{1}{\eta_{\gamma+v} \log X} \right)^{2k}
\end{equation}

from (62). Recall that
\begin{equation}
\eta_{\gamma+v} = \min_{\gamma' \neq \gamma+v} |\gamma' - (\gamma + v)|.
\end{equation}
Let $\gamma \in (0, T]$. If $\eta_{\gamma+v} > \frac{1}{\log X}$, then the contribution of $\gamma$ to the sum is 1. If $\eta_{\gamma+v} \leq \frac{1}{\log X}$, then there exists a nonnegative integer $j$ such that

\[
e^{-j-1} \log X < \eta_{\gamma+v} \leq \frac{e^{-j}}{\log X}.
\]

By the inequality on the right-hand side, for some $\gamma'$ in $\left(-|v| - \frac{1}{\log X}, T + |v| + \frac{1}{\log X}\right)$ other than $\gamma$

\[-v - \frac{e^{-j}}{\log X} \leq \gamma - \gamma' \leq -v + \frac{e^{-j}}{\log X}.
\]

By Montgomery’s Pair Correlation Conjecture, the number of such ordinates $\gamma$ and $\gamma'$ is

\[
\ll N(T) \int_{(-v-e^{-j}/\log X)\log T/(2\pi)}^{(-v+e^{-j}/\log X)\log T/(2\pi)} \left(1 - \frac{\sin^2(\pi x)}{(\pi x)^2}\right) dx.
\]

The integrand is nonnegative and at most 1, so the above is

\[
\ll \frac{e^{-j} \log T}{\log X} N(T) \ll \frac{k}{\delta} e^{-j} N(T)
\]

since $X \geq T^{\delta/(8k)}$. For those $\gamma$ we have

\[1 + \log^+ \frac{1}{\eta_{\gamma+v} \log X} < j + 2.
\]

Thus, the sum in (65) is

\[
\ll \frac{k}{\delta} N(T) \sum_{j=0}^{\infty} \frac{(j+2)^{2k}}{e^j}.
\]

The series is

\[
\sum_{j=0}^{\infty} \frac{(j+2)^{2k}}{e^j} = e^2 \sum_{j=2}^{\infty} \frac{j^{2k}}{e^j} \leq e^2 \int_2^{\infty} \frac{x^{2k}}{e^x} dx \ll \Gamma(2k) \ll (2k - 1)!.\n\]

Hence,

\[
\sum_{0<\gamma\leq T} \left(1 + \log^+ \frac{1}{\eta_{\gamma+v} \log X}\right)^{2k} \ll (Dk)^{2k} N(T)
\]

for a constant $D = D(\delta)$. Combining this bound with (61) in (62), we complete the proof.

\[\□\]

4.3. Proof of Theorem 4.1. We can now complete the proof of Theorem 4.1. Recall that $T^{8k} \leq X \leq T^{8k}$ for some $0 < \delta \leq 1$. We write

\[
\log |\zeta(\rho + z)| - M_X(\rho, z) = \Re P_X(\gamma + v) + r(X, \gamma + v).
\]

Taking the $k$th moment of each side, we obtain

\[
\sum_{0<\gamma\leq T} \left(\log |\zeta(\rho + z)| - M_X(\rho, z)\right)^k = \sum_{0<\gamma\leq T} \left(\Re P_X(\gamma + v)\right)^k + \sum_{0<\gamma\leq T} \left(r(X, \gamma + v)\right)^k + O\left(\sum_{j=1}^{k-1} \left(\begin{array}{c}k \\ j\end{array}\right) \sum_{0<\gamma\leq T} |\Re P_X(\gamma + v)|^j |r(X, \gamma + v)|^{k-j}\right).
\]

\[\Box\]
We write the right-hand side as
\[ \sum_{0 < \gamma \leq T} \left( \Re P_X(\gamma + v) \right)^k + A_1 + A_2. \]

By Proposition 4.2,
\[ (68) \quad A_1 \ll (Dk)^{2k} N(T), \]
where \( D \) depends on \( \delta \). To estimate each term in \( A_2 \), we use the Cauchy-Schwarz inequality to find that
\[ \sum_{0 < \gamma \leq T} |\Re P_X(\gamma + v)|^j |r(X, \gamma + v)|^{k-j} \leq \left( \sum_{0 < \gamma \leq T} |\Re P_X(\gamma + v)|^{2j} \right)^{\frac{1}{2}} \left( \sum_{0 < \gamma \leq T} |r(X, \gamma + v)|^{2k-2j} \right)^{\frac{1}{2}}. \]

By Propositions 4.1 and 4.2 and the hypothesis that \( k \ll \log \log \log T \), the right-hand side is
\[ \ll (\beta_{2j} N(T) \Psi^j)^{\frac{1}{2}} \left( (D(k-j))^{4k-4j} N(T) \right)^{\frac{1}{2}} \ll \beta_{2j}^{1/2} (Dk)^{2(k-j)} N(T) \Psi^{j/2}, \]
where \( \beta_{2j} \) is as defined in (35) and \( D = D(\delta) \). Thus
\[ A_2 \ll N(T) \sum_{j=1}^{k-1} \binom{k}{j} \beta_{2j}^{1/2} (Dk)^{2(k-j)} \Psi^{j/2}. \]

It can be easily seen by Stirling’s approximation that
\[ (69) \quad \beta_{2j} \sim c \left( \frac{j}{e} \right)^j, \]
so \( \beta_{2j}^{1/2} \ll j^{j/2} < k^{j/2} \). Using this, we obtain
\[ A_2 \ll (Dk)^{2k} N(T) \sum_{j=1}^{k-1} \binom{k}{j} \Psi^{j/2}. \]

Here, the right-hand side equals
\[ (Dk)^{2k} N(T) \left\{ \Psi^{k/2} \left( 1 + 1/\sqrt{\Psi} \right)^k - \Psi^{k/2} - 1 \right\}. \]

By the mean value theorem of differential calculus, \( (1 + x)^k = 1 + O(k^2 x) \) for \( 0 \leq x \leq 1 \). Hence for a constant \( D = D(\delta) \),
\[ A_2 \ll k(Dk)^{2k} N(T) \Psi^{k/2}. \]
Combining this with (69) and (68), we find that for $D = D(\delta)$
\[
\sum_{0 < \gamma \leq T} \left( \log |\zeta(\rho + z) - M_X(\rho, z)|^k \right)
\]
\[
= \sum_{0 < \gamma \leq T} \left( \Re P_X(\gamma + v) \right)^k + O((Dk)^2 N(T)) + O(k(Dk)^{2k} N(T) \Psi \frac{k - 1}{2})
\]
\[
= \sum_{0 < \gamma \leq T} \left( \Re P_X(\gamma + v) \right)^k + O(k(Dk)^{2k} N(T) \Psi \frac{k - 1}{2}).
\]

Now suppose that $k$ is even. Then by Proposition 4.1, the right-hand side is
\[
\beta_k N(T) \Psi \frac{k - 4}{2} + O(k^2 \beta_k N(T) \Psi \frac{k - 1}{2}) + O(k(Dk)^{2k} N(T) \Psi \frac{k - 1}{2}).
\]

By (69), the second $O$-term may be replaced by
\[
\frac{3k}{2} \beta_k N(T) \Psi \frac{k - 1}{2}
\]
which is larger than the first $O$-term in the above sum. Thus, we obtain
\[
\sum_{0 < \gamma \leq T} \left( \log |\zeta(\rho + z) - M_X(\rho, z)|^k \right) = \beta_k N(T) \Psi \frac{k - 4}{2} + O(k(Dk)^{2k} N(T) \Psi \frac{k - 1}{2})
\]
for even $k$. Arguing similarly when $k$ is odd, we find that
\[
\sum_{0 < \gamma \leq T} \left( \log |\zeta(\rho + z) - M_X(\rho, z)|^k \right) = -\frac{\beta_{k+1}}{\pi} \frac{\sin(2\nu \log X) - \sin(\nu \log 2)}{\nu} \frac{k - 1}{2}
\]
\[
+ O(D^k k \beta_{k+1} N(T) \Psi \frac{k - 1}{2}).
\]

Since
\[
\frac{\sin(2\nu \log X) - \sin(\nu \log 2)}{\nu} \ll \log X,
\]
the above $k$th moment is
\[
\ll D^k k \beta_{k+1} N(T) \Psi \frac{k - 1}{2}.
\]

This completes the proof of Theorem 4.1.

5. PROOF OF THEOREM 1.1

It follows from Proposition 4.1 that
\[
\frac{1}{N(T)} \sum_{0 < \gamma \leq T} \chi_{[a,b]} \left( \frac{\Re P_X(\gamma + v)}{\sqrt{\Psi/2}} \right) = \frac{1}{\sqrt{2\pi}} \int_a^b e^{-x^2/2} dx + o(1).
\]

We obtain a precise error term for this statement in Section 5.4. In order to do this, we introduce a random polynomial whose real part has the same Gaussian distribution as the asymptotic distribution of $\Re P_X(\gamma + v)$. 
5.1. A Random Model for $\Re P_X(\gamma + v)$. Suppose that for each prime $p$, $\theta_p$ denotes a random variable that is uniformly distributed over [0, 1], and $(\theta_p)_p$ is a sequence of independent and identically distributed random variables. We define

$$P_v(\theta) := \sum_{p \leq X^2} \frac{e^{2\pi i \theta_p}}{p^{1/2+iv}},$$

similarly to the polynomial $P_X(\gamma + v)$. For now, we take $X \leq T^{1/8}$. In order to understand the distribution of $\Re P_v(\theta)$, we first observe that

$$\int_0^1 e^{2\pi i x \theta_p} d\theta_p = \begin{cases} 1 & \text{if } x = 0, \\ 0 & \text{for other real } x. \end{cases}$$

We also define $\theta_n$ for positive integers $n$ that are not primes. For $n > 1$, let $n$ have the prime factorization $n = p_1^{\alpha_1} \cdots p_r^{\alpha_r}$. Then we set

$$\theta_n := \alpha_1 \theta_{p_1} + \cdots + \alpha_r \theta_{p_r}.$$ 

It then follows that

$$\theta_{mn} = \theta_m + \theta_n \quad \text{for any numbers } m, n \quad \text{and } \theta_{m} = \theta_{n} \quad \text{if and only if } m = n.$$ 

Furthermore, the last assertion implies that

$$(70) \quad \int_0^1 e^{2\pi i m \theta} \overline{e^{2\pi i n \theta}} d\theta = \begin{cases} 1 & \text{if } m = n, \\ 0 & \text{if } m \neq n. \end{cases}$$

Here and from now on, $\int_0^1 (\ldots) d\theta$ represents the multidimensional integral $\int_0^1 \ldots \int_0^1 (\ldots) \prod_{p \leq X^2} d\theta_p$. A consequence of this and the identity $\Re z = \frac{z + \overline{z}}{2}$ is

$$\int_0^1 (\Re P_v(\theta))^k d\theta = \begin{cases} \beta_k \Psi \frac{k}{2} & \text{if } k \text{ is even,} \\ 0 & \text{if } k \text{ is odd.} \end{cases}$$

The coefficients $\beta_k$ are as defined in (35) and $\Psi = \sum_{p \leq X^2} 1/p$. This means that the polynomial $\Re P_v(\theta)$ has a Gaussian distribution with mean 0 and variance $\frac{1}{2} \Psi$.

Our goal is to understand the distribution of $\Re P_X(\gamma + v)$ in relation to the distribution of the random polynomial $\Re P_v(\theta)$. In order to do this, we compare the Fourier transform of $\Re P_X(\gamma + v)$ with that of $\Re P_v(\theta)$.

First, we need to express the moments of $\Re P_X(\gamma + v)$ in terms of the moments of $\Re P_v(\theta)$. 

Lemma 5.1. Let \( X \leq T^{1/2} \) where \( k \ll \log \log T \). Then

\[
(71) \quad \sum_{0<\gamma \leq T} (\Re \mathcal{P}_X(\gamma + v))^k
= N(T) \int_0^1 \left( \Re \mathcal{P}_v(\theta) \right)^k d\theta - \frac{T}{\pi} \sum_{q \leq X^{2/3}} \log q \int_0^1 \left( \Re \mathcal{P}_v(\theta) \right)^k \Re e^{2\pi i \theta q} d\theta + O((ck)^k \sqrt{T} \log^2 T).
\]

Proof. By the identity \( \Re z = \frac{z + \pi}{2} \),

\[
\sum_{0<\gamma \leq T} (\Re \mathcal{P}_X(\gamma + v))^k = \frac{1}{2^k} \sum_{j=0}^k \binom{k}{j} \sum_{0<\gamma \leq T} \mathcal{P}_X(\gamma + v)^j \mathcal{P}_X(\gamma + v)^{k-j}.
\]

Thus it suffices to compute the sum over \( \gamma \) in the above for each \( j \). Suppose that \( j \) is fixed. By definition,

\[
\sum_{0<\gamma \leq T} \mathcal{P}_X(\gamma + v)^j \mathcal{P}_X(\gamma + v)^{k-j}
= \sum_{0<\gamma \leq T} \left( \sum_{p \leq X^{2/3}} \frac{1}{p^{1/2 + i(\gamma + v)}} \right)^j \left( \sum_{p \leq X^{2/3}} \frac{1}{p^{1/2 + i(\gamma + v)}} \right)^{k-j}.
\]

By Corollary 31 this is

\[
N(T) \sum_n \frac{a_j(n)}{\sqrt{n}} \frac{a_{k-j}(n)}{\sqrt{n}} - \frac{T}{2\pi} \sum_n \sum_m \frac{a_j(n)}{\sqrt{n}} \frac{a_{k-j}(m)}{\sqrt{m}} \left( \frac{m}{n} \right)^i \left( \frac{\Lambda(m/n) + \Lambda(n/m)}{\sqrt{m/n} + \sqrt{n/m}} \right)
\]

\[
+ O\left( \log T \log \log T \left( \sum_n \frac{a_j(n)}{n} \sum_{n<m} a_{k-j}(m) \sum_m \frac{a_{k-j}(m)}{m} \sum_{m<n} a_j(n) \right) \right)
\]

\[
+ O\left( X^{2k} \log^2 T \left( \sum_n \frac{a_j(n)^2}{n} + \sum_m \frac{a_{k-j}(m)^2}{m} \right) \right),
\]

where \( a_r(p_1 \ldots p_r) \) denotes the number of permutations of the primes \( p_1, \ldots, p_r \). Also, in the above equation and throughout this proof, we suppose that \( n \) is always a product of \( j \) primes while \( m \) is always a product of \( k - j \) primes, where all these primes are of size at most \( X^2 \). By (70), the first main term can be written as

\[
N(T) \int_0^1 \left( \sum_n \frac{a_j(n)}{n^{1/2 + i(\gamma + v)}} e^{2\pi i \theta n} \right) \left( \sum_m \frac{a_{k-j}(m)}{m^{1/2 + i(\gamma + v)}} e^{2\pi i \theta m} \right) d\theta.
\]

We can write this as

\[
N(T) \int_0^1 \mathcal{P}_v(\theta)^j \mathcal{P}_v(\theta)^{k-j} d\theta.
\]

Then we see that the first main term in (71) follows from summing the above term over \( 0 \leq j \leq k \) with the binomial coefficients. Again by (70), the second main term in (72) can
be written as

$$- \frac{T}{2\pi} \int_0^1 \left( \sum_n \frac{a_j(n)}{n^{1/2+iv}} e^{2\pi i n \theta} \right) \left( \sum_m \frac{a_{k-j}(m)}{m^{1/2+iv}} e^{2\pi i m \theta} \right) \left( \sum_{q \leq X, 1 \leq \ell \leq k} \log q \frac{e^{2\pi i \ell \theta}}{q^{\ell/2}} \right) \ d\theta$$

$$- \frac{T}{2\pi} \int_0^1 \left( \sum_n \frac{a_j(n)}{n^{1/2+iv}} e^{2\pi i n \theta} \right) \left( \sum_m \frac{a_{k-j}(m)}{m^{1/2+iv}} e^{2\pi i m \theta} \right) \left( \sum_{q \leq X, 1 \leq \ell \leq k} \log q \frac{e^{-2\pi i \ell \theta}}{q^{\ell/2}} \right) \ d\theta$$

We write the first integral as below

$$m_j' := \sum_{q \leq X^1, 1 \leq \ell \leq k} \log q \frac{\mathcal{P}_v(\ell \theta)^{k-j} e^{2\pi i \ell \theta}}{q^{\ell/2}} \ d\theta.$$ 

Similarly, we write the second integral as

$$m_j'' := \sum_{q \leq X^1, 1 \leq \ell \leq k} \log q \frac{\mathcal{P}_v(\ell \theta)^{k-j} e^{-2\pi i \ell \theta}}{q^{\ell/2}} \ d\theta.$$ 

We sum these over $j$ with the binomial coefficients and obtain

$$\frac{1}{2^k} \sum_{j=0}^k \binom{k}{j} (m_j' + m_j'') = 2 \sum_{q \leq X^1, 1 \leq \ell \leq k} \log q \frac{\mathcal{P}_v(\ell \theta)^{k} e^{2\pi i \ell \theta}}{q^{\ell/2}} \ d\theta.$$ 

Thus the second main term of (71) follows.

It is left to bound the error terms in (72). By (40) and (41), both of the error terms are

$$\ll (ck)^k \Psi^k \sqrt{T} \log^2 T.$$ 

Then the total contribution from $j = 0, 1, \ldots, k$ is

$$\ll \frac{1}{2^k} \sum_{j=0}^k \binom{k}{j} (ck)^k \Psi^k \sqrt{T} \log^2 T \ll (ck)^k \sqrt{T} \log^2 T.$$ 

This completes the proof. \qed

The next two lemmas will be needed in the next section.

**Lemma 5.2.** For $X \leq T^{1/2}$,

$$\sum_{0 < \gamma \leq T} |\mathcal{R}\mathcal{P}_X(\gamma + v)|^k \ll (ck)^k N(T).$$

**Proof.** We have

$$\sum_{0 < \gamma \leq T} |\mathcal{R}\mathcal{P}_X(\gamma + v)|^k \leq \sqrt{N(T)} \left( \sum_{0 < \gamma \leq T} |\mathcal{P}_X(\gamma + v)|^{2k} \right)^{1/2}$$
by the Cauchy-Schwarz inequality. Then the result easily follows by Lemma 3.2, which implies that

\[ \sum_{0 < \gamma \leq T} \left| \sum_{p \leq X^2} \frac{1}{p^{1/2 + i\gamma + v}} \right|^{2k} \ll k! N(T) \left( \sum_{p \leq X^2} \frac{1}{p} \right)^k = k! \Psi^k N(T). \]

\[ \square \]

**Lemma 5.3.** Suppose \( k \) is a nonnegative integer. For \( 2 \leq X \leq T^{1/6}, \) we have

\[ \int_0^1 |\Re P_v(\theta)|^k d\theta \ll (ck\Psi)^{k/2}. \]

*Proof.* For \( v = 0, \) this is (3.10) in [18]. For \( v \neq 0, \) the result can be proven in a similar way by using (70). \( \square \)

### 5.2. The Fourier Transform of \( \Re P_X(\gamma + v) \)

We use the polynomial approximation

\[ e^{ix} = \sum_{0 \leq k < K} \frac{(ix)^k}{k!} + O\left( \frac{|x|K}{K!} \right) \text{ for } x \in \mathbb{R}, \]

(73)

to obtain an approximation to the Fourier transform of the polynomial \( \Re P_X(\gamma + v) \). We define the following parameters

\[ \Omega = \Psi(T)^2, \quad K = 2\lfloor \Psi(T)^6 \rfloor, \quad X \leq T^{16\Psi(T)^6}, \]

(74)

where

\[ \Psi(T) = \sum_{p \leq T} \frac{1}{p}. \]

The following lemma relates the Fourier transform of \( \Re P_X(\gamma + v) \) to the Fourier transform of \( \Re P_v(\theta) \).

**Lemma 5.4.** Let \( X \leq T^{16\Psi(T)^6} \). Then for \( 0 \leq \omega \leq \Omega, \)

\[ \sum_{0 < \gamma \leq T} \exp \left( 2\pi i \omega \Re P_X(\gamma + v) \right) \]

\[ = N(T) \int_0^1 \exp \left( 2\pi i \omega \Re P_v(\theta) \right) d\theta - \frac{T}{\pi} \sum_{q \leq X^2} \frac{\log q}{q^{1/2}} \int_0^1 \exp \left( 2\pi i \omega \Re P_v(\theta) \right) \Re e^{2\pi i \theta \ell} d\theta 
\]

\[ + O \left( N(T) \frac{\omega}{2K} \right). \]
Proof. By (73),
\[
\sum_{0<\gamma\leq T} \exp\left(2\pi i \mathbb{R}P_X(\gamma + v)\right) = \sum_{0\leq k<K} \frac{(2\pi i \omega)^k}{k!} \sum_{0<\gamma\leq T} \left(\mathbb{R}P_X(\gamma + v)\right)^k + O\left(\frac{(2\pi \omega)^K}{K!} \sum_{0<\gamma\leq T} \left|\mathbb{R}P_X(\gamma + v)\right|^K\right).
\]
By Lemma 5.2, the $O$-term is
\[
\ll N(T) \frac{(2\pi \omega)^K}{K!} (cK\Psi)^{K/2}
\]
\[
\ll N(T) \omega \frac{(2\pi e)^{K-1}}{K} (cK\Psi)^{K/2} \ll N(T) \omega \left(\frac{c\Omega \sqrt{\Psi}}{\sqrt{K}}\right)^K \ll N(T) \frac{\omega^2}{2K},
\]
where the final estimate follows from (74). Now we apply Lemma 5.1 to the main term on the right-hand side of (75) and obtain
\[
\sum_{0\leq k<K} \frac{(2\pi i \omega)^k}{k!} \sum_{0<\gamma\leq T} \left(\mathbb{R}P_X(\gamma + v)\right)^k = N(T) \sum_{0\leq k<K} \frac{(2\pi i \omega)^k}{k!} \int_0^1 \left(\mathbb{R}P_v(\theta)\right)^k d\theta
\]
\[
- \frac{T}{\pi} \sum_{0\leq k<K} \frac{(2\pi i \omega)^k}{k!} \sum_{q\leq X^2, 1\leq \ell\leq k} \log q \sum_{q^\ell \leq T} \int_0^1 \left(\mathbb{R}P_v(\theta)\right)^k \Re e^{2\pi i \theta q} d\theta
\]
\[
+ O\left(\sqrt{T} \log^2 T \sum_{1\leq k<K} \frac{(2\pi \omega)^k}{k!} (ck)^k\right).
\]
Note that the sum in the error term starts from $k = 1$ because we can assume that there is no error term in (74) when $k = 0$.

We start by treating $A_1$. Via a reverse use of (73), we retrieve the Fourier transform of $\mathbb{R}P_v(\theta)$.
\[
A_1 = N(T) \sum_{0\leq k<K} \frac{(2\pi i \omega)^k}{k!} \int_0^1 \left(\mathbb{R}P_v(\theta)\right)^k d\theta
\]
\[
= N(T) \int_0^1 \exp\left(2\pi i \omega \mathbb{R}P_v(\theta)\right) d\theta + O\left(\frac{(2\pi \omega)^K}{K!} \int_0^1 \left|\mathbb{R}P_v(\theta)\right|^K d\theta\right).
\]
By Lemma 5.3, the error term here is
\[
\ll N(T) \frac{(2\pi \omega)^K}{K!} (cK\Psi)^{K/2},
\]
which is
\[
\ll N(T) \frac{(2\pi e)^{K-1}}{K} (cK\Psi)^{K/2} \ll N(T) \omega \left(\frac{c\Omega \sqrt{\Psi}}{\sqrt{K}}\right)^K \ll N(T) \frac{\omega^2}{2K}.
\]
by (74). Hence,

$$A_1 = N(T) \int_0^1 \exp \left(2\pi i \omega \mathcal{R}\mathcal{P}_v(\theta)\right) d\theta + O \left(N(T) \frac{\omega}{2^K}\right).$$

We proceed to the estimation of $A_2$ in (76). First, observe that we may extend the inner sum in $A_2$ from $1 \leq \ell \leq k$ to $1 \leq \ell \leq K$. To see this, note that by the binomial theorem

$$\int_0^1 \left(\mathcal{R}\mathcal{P}_v(\theta)\right)^k e^{2\pi i \theta q} d\theta = \frac{1}{2^k} \int_0^1 \sum_{j=0}^k \binom{k}{j} \left(\sum_{p \leq X^2} e^{2\pi i \theta p} \frac{1}{2^{1/2+iv}}\right)^{k-j} e^{2\pi i \theta q} d\theta.$$

By comparing the number of primes when this is multiplied out and using (70), it is clear that unless $k - j = j + \ell$ for some $0 \leq j \leq k$, the right-hand side equals zero. This implies $1 \leq \ell \leq k$. The same is true for the integral

$$\int_0^1 \left(\mathcal{R}\mathcal{P}_v(\theta)\right)^k e^{-2\pi i \theta q} d\theta.$$

Thus, the integral in $A_2$ is 0 for $\ell > k$. We may therefore extend the sum over $\ell$ up to $K$ in $A_2$, and write

$$A_2 = -\frac{T}{\pi} \sum_{q \leq X^2 \atop 1 \leq \ell \leq K} \log q \sum_{0 \leq k < K} \frac{(2\pi i \omega)^k}{k!} \int_0^1 \left(\mathcal{R}\mathcal{P}_v(\theta)\right)^k \mathcal{R} e^{2\pi i \theta q} d\theta$$

$$= -\frac{T}{\pi} \sum_{q \leq X^2 \atop 1 \leq \ell \leq K} \log q \int_0^1 \left(\sum_{0 \leq k < K} \frac{(2\pi i \omega \mathcal{R}\mathcal{P}_v(\theta))^k}{k!}\right) \mathcal{R} e^{2\pi i \theta q} d\theta$$

$$= -\frac{T}{\pi} \sum_{q \leq X^2 \atop 1 \leq \ell \leq K} \log q \mathcal{M}_\ell(q),$$

say. Our goal now is to show that we may replace the sum over $k$ in $\mathcal{M}_\ell(q)$ by $\exp \left(2\pi i \omega \mathcal{R}\mathcal{P}_v(\theta)\right)$ at the cost of a very small error term. We do this in different ways for $\ell = 1$ and $\ell > 1$.

Suppose first that $\ell > 1$. Then by (73)

$$\sum_{0 \leq k < K} \frac{(2\pi i \omega)^k}{k!} \int_0^1 \left(\mathcal{R}\mathcal{P}_v(\theta)\right)^k \mathcal{R} e^{2\pi i \theta q} d\theta = \int_0^1 \exp \left(2\pi i \omega \mathcal{R}\mathcal{P}_v(\theta)\right) \mathcal{R} e^{2\pi i \theta q} d\theta$$

$$+ O \left(\frac{(2\pi \omega)^K}{K!} \int_0^1 \left|\mathcal{R}\mathcal{P}_v(\theta)\right|^K d\theta\right).$$

By Lemma 5.3 and an estimate similar to some above, the error term is

$$\ll \left(\frac{2\pi \omega \sqrt{\text{c}K}}{K!}\right)^K \ll \omega \left(\frac{\Omega^2 \Psi}{K}\right)^K \ll \omega \frac{\omega}{2^K}.$$

Thus for $\ell > 1$,

$$\mathcal{M}_\ell(q) = \int_0^1 \exp \left(2\pi i \omega \mathcal{R}\mathcal{P}_v(\theta)\right) \mathcal{R} e^{2\pi i \theta q} d\theta + O \left(\frac{\omega}{2^K}\right).$$
Now assume that $\ell = 1$. We write
\[
\int_0^1 \exp(2\pi i \omega \Re P_v(\theta)) \Re e^{2\pi i \theta q} d\theta
= \sum_{0 \leq k < K} \frac{(2\pi i \omega)^k}{k!} \int_0^1 \Re P_v(\theta)^k \Re e^{2\pi i \theta q} d\theta + \sum_{k \geq K} \frac{(2\pi i \omega)^k}{k!} \int_0^1 \Re P_v(\theta)^k \Re e^{2\pi i \theta q} d\theta.
\]

The first term is $M_1(q)$ so we may write this as
\[
(80) \quad \int_0^1 \exp (2\pi i \omega \Re P_v(\theta)) \Re e^{2\pi i \theta q} d\theta = M_1(q) + R_1(q).
\]

We now estimate $R_1(q)$ which we rewrite as
\[
(81) \quad R_1(q) = \frac{1}{2} \sum_{k \geq K} \frac{(2\pi i \omega)^k}{k!} \int_0^1 \Re P_v(\theta)^k e^{2\pi i \theta q} d\theta + \frac{1}{2} \sum_{k \geq K} \frac{(2\pi i \omega)^k}{k!} \int_0^1 \Re P_v(\theta)^k e^{-2\pi i \theta q} d\theta
= R'_1(q) + R''_1(q).
\]

By the binomial theorem, the integral in $R'_1(q)$ is
\[
\frac{1}{2^k} \sum_{j=0}^k \frac{k!}{j!} \int_0^1 \left( \sum \frac{e^{2\pi i \theta p}}{p^{1/2 + iv}} \right)^j \left( \sum \frac{e^{2\pi i \theta p}}{p^{1/2 + iv}} \right)^{k-j} e^{2\pi i \theta q} d\theta.
\]

By $\int_0^1 e^{2\pi i \theta} d\theta = 0$, the integral on the right-hand side is 0 unless $j + 1 = k - j$, that is, $j = \frac{k-1}{2}$. In that case, we have $q_1 \cdots q_{(k+1)/2} = p_1 \cdots p_{(k-1)/2}$ for some primes $p_1, \ldots, p_{(k-1)/2}, q_1, \ldots, q_{(k+1)/2}$.

We then can see that the above is equal to
\[
\frac{1}{q^{1/2 - iv}} \frac{1}{2^k} \sum_{p_1, \ldots, p_{(k-1)/2} \leq X^2} \frac{a_{(k-1)/2}(p_1 \cdots p_{(k-1)/2}) a_{(k+1)/2}(p_1 \cdots p_{(k-1)/2})}{p_1 \cdots p_{(k-1)/2}},
\]

where $a_r(p_1p_2\ldots p_r)$ denotes the number of permutations of $p_1, p_2, \ldots, p_r$. Note that
\[
a_{(k+1)/2}(p_1 \cdots p_{(k-1)/2}) \leq \frac{(k+1)a_{(k-1)/2}(p_1 \cdots p_{(k-1)/2})}{2},
\]

and also
\[
\sum_{p_1, \ldots, p_{(k-1)/2} \leq X^2} \frac{a^2_{(k-1)/2}(p_1 \cdots p_{(k-1)/2})}{p_1 \cdots p_{(k-1)/2}} \leq \frac{(k-1)/2}{(k-1)/2} \sum_{p_1, \ldots, p_{(k-1)/2} \leq X^2} \frac{a_{(k-1)/2}(p_1 \cdots p_{(k-1)/2})}{p_1 \cdots p_{(k-1)/2}} \leq \frac{(k-1)/2}{(k-1)/2} \leq (ck\Psi)^{k-1}.
\]

This shows that
\[
\int_0^1 \Re P_v(\theta)^k e^{2\pi i \theta q} d\theta \ll \frac{1}{\sqrt{q}} k(ck\Psi)^{k-1}.
\]
Thus, using (74), we see that
\[
R'_1(q) \ll \frac{1}{\sqrt{q}} \sum_{k \geq K} k \left( \frac{2\pi \omega}{k!} \right)^k \ll \frac{\omega}{\sqrt{q}} \sum_{k \geq K} \frac{(2\pi \sqrt{k\Psi})^{k-1}}{(k-1)!}
\]
\[
\ll \frac{\omega}{\sqrt{q}} \sum_{k \geq K} \left( \frac{c \Omega \sqrt{\Psi}}{\sqrt{k}} \right)^{k-1} \ll \frac{\omega}{2K \sqrt{q}}
\]

In a similar way it follows that \( R''_1(q) \ll \omega/(2^K \sqrt{q}) \). Hence by (81), \( R_1(q) \ll \omega/(2^K \sqrt{q}) \).

By (80) we therefore have
\[
M_1(q) = \int_0^1 \exp \left( 2\pi i \omega \Re(P_v(\theta)) \right) \Re(e^{2\pi i \theta q}) d\theta + O \left( \frac{\omega}{2K \sqrt{q}} \right).
\]

Combining this with (79) in (78), we find that
\[
A_2 = -\frac{T}{\pi} \sum_{q \leq X^2, 1 \leq \ell \leq K} \frac{\log q}{q^{\ell/2}} \int_0^1 \exp \left( 2\pi i \omega \Re(P_v(\theta)) \right) \Re(e^{2\pi i \theta q}) d\theta
\]
\[+ O \left( \frac{T \omega}{2K} \sum_{q \leq X^2, 2 \leq \ell \leq K} \frac{\log q}{q^{\ell/2}} \right) + O \left( \frac{T \omega}{2K} \sum_{q \leq X^2} \frac{\log q}{q} \right).
\]

The sums in the error terms here are both \( \ll \log X \ll \log T \), so we see that
\[
(82) \quad A_2 = -\frac{T}{\pi} \sum_{q \leq X^2, 1 \leq \ell \leq K} \frac{\log q}{q^{\ell/2}} \int_0^1 \exp \left( 2\pi i \omega \Re(P_v(\theta)) \right) \Re(e^{2\pi i \theta q}) d\theta + O \left( \frac{N(T) \omega}{2K} \right).
\]

Next, we estimate \( A_3 \) in (76). Clearly
\[
A_3 \ll \sqrt{T} \log^2 T \sum_{1 \leq k < K} \frac{(2\pi \omega)^k}{k!} (ck)^k \ll \omega \sqrt{T} \log^2 T \sum_{1 \leq k < K} \frac{(ck)^k}{k!}
\]
\[
\ll \omega \sqrt{T} \log^2 T e^{cK}.
\]

By (74), we see that \( K \log(2e^c \Omega) \leq \frac{1}{10} \log T \), say, hence \( (2e^c \Omega)^K \ll T^{10} \). This gives
\[
A_3 \ll \frac{N(T) \omega}{2K}.
\]

Combining this with (77) and (82) in (76), we obtain the assertion of the lemma.

5.3. **Beurling-Selberg Functions.** In this section, we introduce Beurling-Selberg functions which can be used to transmit information about Fourier transform to obtain information about distribution function.
Let $a$ and $b$ be real numbers with $a < b$. The indicator function $\mathbb{1}_{[a,b]}$ is defined as
\[
\mathbb{1}_{[a,b]}(x) = \begin{cases} 
1 & \text{if } x \in [a, b], \\
0 & \text{else}.
\end{cases}
\]
It can also be written as
\[
\mathbb{1}_{[a,b]}(x) = \frac{1}{2} \text{sgn}(x - a) - \frac{1}{2} \text{sgn}(x - b) + \frac{\delta_a(x)}{2} + \frac{\delta_b(x)}{2}.
\]
Here, $\text{sgn}$ denotes the signum function given by
\[
\text{sgn}(x) = \begin{cases} 
1 & \text{if } x > 0, \\
-1 & \text{if } x < 0, \\
0 & \text{if } x = 0,
\end{cases}
\]
and $\delta_a$ is the Dirac delta function at $a$.

For a parameter $\Omega > 0$, a Beurling-Selberg function is given by
\[
F_{\Omega}(x) = \Im \int_0^\Omega G\left(\frac{\omega}{\Omega}\right) \exp\left(2\pi i x \omega\right) \frac{d\omega}{\omega},
\]
where
\[
G(u) = \frac{2u}{\pi} + 2u(1-u) \cot(\pi u) \quad \text{for } u \in [0,1].
\]
It is easily seen that $G(u)$ is a positive valued, differentiable function on $[0,1]$. We also know that
\[
\text{sgn}(x) = F_{\Omega}(x) + O\left(\sin^2\left(\pi \Omega \frac{a}{2}\right)\right).
\]
A proof of this result can be found in [18, pp. 26–29].

Using (83) and (85), the indicator function can be approximated by a differentiable function.
\[
\mathbb{1}_{[a,b]}(x) = \frac{1}{2} F_{\Omega}(x - a) - \frac{1}{2} F_{\Omega}(x - b) + O\left(\frac{\sin^2(2\pi \Omega(x-a))}{(\pi \Omega(x-a))^2}\right) + O\left(\frac{\sin^2(2\pi \Omega(x-b))}{(\pi \Omega(x-b))^2}\right).
\]

5.4. The Distribution of $\Re P_X(\gamma + v)$. The aim of this section is to prove the following result.

**Proposition 5.1.** Let $\Psi(T) = \sum_{p \leq T} \frac{1}{p}$ and $X = T^{16\Psi(T)^6}$. Then
\[
\frac{1}{N(T)} \sum_{0 < \gamma \leq T} \mathbb{1}_{[a,b]}(\Re P_X(\gamma + v)) = \frac{1}{\sqrt{2\pi}} \int_{a/\sqrt{2\log T}}^{b/\sqrt{2\log T}} e^{-x^2/2} \, dx + O\left(\frac{\log \Psi(T)}{\Psi(T)}\right).
\]

**Proof.** We will prove that
\[
\mathcal{F} := \sum_{0 < \gamma \leq T} F_{\Omega}(\Re P_X(\gamma + v) - a) = \frac{N(T)}{\sqrt{2\pi}} \int_{-\infty}^\infty \text{sgn}\left(x - \frac{a}{\sqrt{\Psi}}\right) e^{-x^2/2} \, dx + O\left(\frac{N(T)}{\Psi^2}\right),
\]
\[ S := \sum_{0 < \gamma \leq T} \frac{\sin^2(\pi \Omega(\Re P_X(\gamma + v) - a))}{(\pi \Omega(\Re P_X(\gamma + v) - a))^2} = O\left( \frac{N(T)}{\Psi^2} \right), \]

and that the same results hold when we replace \( b \) for \( a \). Then by (86), it will follow that

\[ \sum_{0 < \gamma \leq T} \mathbb{1}_{[a,b]}(\Re P_X(\gamma + v)) = \frac{N(T)}{\sqrt{2\pi}} \int_{a/\sqrt{\Psi/2}}^{b/\sqrt{\Psi/2}} e^{-x^2/2} \, dx + O\left( \frac{N(T)}{\Psi^2} \right). \]

By our choice of \( X \), we have

\[ \Psi = \log \log T + O\left( \log \Psi(T) \right). \]

Thus the right-hand side is

\[ \frac{N(T)}{\sqrt{2\pi}} \int_{a/\sqrt{\Psi/2}}^{b/\sqrt{\Psi/2}} e^{-x^2/2} \, dx + O\left( \frac{N(T)}{\Psi^2} \right). \]

Since \( \frac{N(T)}{\Psi^2} \ll \frac{N(T) \log \Psi(T)}{\Psi(T)} \), the proof of the proposition will then be complete.

We start with the proof of (88). For this, we take advantage of the identity

\[ \frac{\sin^2(\pi \Omega x)}{(\pi \Omega x)^2} = \frac{2}{\Omega^2} \int_0^\Omega (\Omega - \omega) \cos(2\pi x \omega) \, d\omega, \]

and find that

\[ S = \frac{2}{\Omega^2} \int_0^\Omega (\Omega - \omega) \Re \sum_{0 < \gamma \leq T} \exp \left( 2\pi i\omega(\Re P_X(\gamma + v) - a) \right) d\omega. \]

By Lemma 5.4, we then see that

\[ S \ll \frac{N(T)}{\Omega^2} \int_0^\Omega (\Omega - \omega) \left| \int_0^1 \exp \left( 2\pi i\omega \Re P_v(\theta) \right) \, d\theta \right| \, d\omega \]

\[ + \frac{T}{\Omega^2} \sum_{q \leq X^2, 1 \leq \ell \leq K} \log q \int_0^\Omega (\Omega - \omega) \left| \int_0^1 \exp \left( 2\pi i\omega \Re P_v(\theta) \right) \Re e^{2\pi i\ell\theta q} \, d\theta \right| \, d\omega \]

\[ + N(T) \frac{\Omega}{2K} \]

\[ = S_1 + S_2 + O\left( N(T) \frac{\Omega}{2K} \right), \]

say.

We first consider \( S_1 \). By the definition of \( \Re P_v(\theta) \) and the definition of the Bessel function of order 0, that is,

\[ J_0(z) = \int_0^1 \exp \left( iz \cos(2\pi \theta) \right) \, d\theta, \]

then

\[ J_0(z) = \int_0^1 \exp \left( iz \cos(2\pi \theta) \right) \, d\theta. \]
it follows that
\[
\int_0^1 \exp \left( 2\pi i \mathcal{R} P_v(\Omega) \right) d\Omega = \int_0^1 \prod_{p \leq X^2} \exp \left( \frac{2\pi i \omega \cos(2\pi \theta_p - v \log p)}{\sqrt{p}} \right) d\Omega
\]
\[
= \prod_{p \leq X^2} J_0 \left( \frac{2\pi \omega}{\sqrt{p}} \right).
\]
(90)

Then by Lemma 4.2 in [18], we find that
\[
\int_0^1 \exp \left( 2\pi i \mathcal{R} P_v(\Omega) \right) d\Omega \ll e^{-c\Psi \omega^2}.
\]
(91)

Thus
\[
S_1 \ll \frac{N(T)}{\Omega^2} \int_0^\Omega (\Omega - \omega) e^{-c\Psi \omega^2} d\omega \leq \frac{N(T)}{\Omega} \int_0^\infty e^{-c\Psi \omega^2} d\omega \ll \frac{N(T)}{\Omega \sqrt{\Psi}}.
\]

Now we estimate $S_2$. Let
\[
\mathcal{J} = \mathcal{J}(q, \ell, \omega) = \int_0^1 \exp \left( 2\pi i \left( \omega \mathcal{R} P_v(\theta) + \ell \theta \right) \right) d\theta.
\]

The integral with respect to $\theta$ in $S_2$ is
\[
\frac{\mathcal{J}(q, \ell, \omega) + \mathcal{J}(q, -\ell, \omega)}{2} = \int_0^1 \exp \left( 2\pi i \mathcal{R} P_v(\theta) \right) \Re e^{2\pi i \ell \theta} d\theta.
\]

We start with estimating $\mathcal{J}$. Using the independence of the variables $\{\theta_p\}$, we may separate the term corresponding to the prime $q$ and write
\[
\mathcal{J} = \int_0^1 \exp \left( 2\pi i \left( \omega \cos(2\pi \theta_q - v \log q) + \ell \theta_q \right) \right) d\theta_q
\]
\[
\cdot \prod_{p \leq X^2, p \neq q} \int_0^1 \exp \left( 2\pi i \omega \cos(2\pi \theta_p - v \log p) \right) d\theta_p.
\]

Here, we recall the definition of the Bessel function of the first kind and of order $\ell$:
\[
J_\ell(z) = (-i)^\ell \int_0^1 \exp \left( 2\pi i \left( \frac{z \cos(2\pi \theta)}{2\pi} + \ell \theta \right) \right) d\theta.
\]
(92)

Then in the above expression for $\mathcal{J}$, each factor corresponding to a prime $p \neq q$ is $J_0 \left( \frac{2\pi \omega}{\sqrt{p}} \right)$.

For the remaining term corresponding to the prime $q$, we apply the change of variable $\theta_q \to \theta_q + \frac{v \log q}{2\pi}$, and find that it equals
\[
\int_{\frac{v \log q}{2\pi}}^{1 + \frac{v \log q}{2\pi}} \exp \left( 2\pi i \left( \omega \cos(2\pi \theta_q) + \ell \left( \theta_q + \frac{v \log q}{2\pi} \right) \right) \right) d\theta_q.
\]

The integrand has period 1, so we see from (92) that this equals
\[
(iq^v)^\ell J_\ell \left( \frac{2\pi \omega}{\sqrt{q}} \right).
\]
Hence

\[(93) \quad J = J(q, \ell, \omega) = (iq^{iv})^\ell J_\ell \left(\frac{2\pi \omega}{\sqrt{q}}\right) \prod_{\substack{p \leq X^2, \\ p \neq q}} J_0 \left(\frac{2\pi \omega}{\sqrt{p}}\right).\]

One can similarly prove that

\[(94) \quad J(q, -\ell, \omega) = (iq^{-iv})^\ell J_\ell \left(\frac{2\pi \omega}{\sqrt{q}}\right) \prod_{\substack{p \leq X^2, \\ p \neq q}} J_0 \left(\frac{2\pi \omega}{\sqrt{p}}\right).\]

We estimate $J$ in two different ways, depending on the size of $\omega$. First, we note that if $|z| \leq 1$ and $\ell$ is a nonnegative integer, then

\[(95) \quad J_\ell(2z) = \frac{z^\ell}{\ell!} e^{-\frac{z^2}{\ell+1}} \left(1 + O(z^4)\right).\]

This can be proven by using the series expansion (see [19, p. 15])

\[(96) \quad J_\ell(z) = \sum_{j=0}^\infty \frac{(-1)^j}{j! (\ell + j)!} \left(\frac{z}{2}\right)^{2j+\ell}.\]

From the above series, we see that (95) holds for $z = 0$. For $z \neq 0$, together with the series expansion of $e^{z^2/(\ell+1)}$, we have

\[J_\ell(2z) \frac{\ell!}{z} e^{z^2/(\ell+1)} = \left(\sum_{j=0}^\infty \frac{(-1)^j \ell!}{j!(\ell + j)!} z^{2j}\right) \left(\sum_{k=0}^\infty \frac{1}{k!(\ell + 1)^k} z^{2k}\right) = \sum_{j=0}^\infty \sum_{k=0}^\infty \frac{(-1)^j \ell!}{j!(\ell + j)! k!(\ell + 1)^k} z^{2j+2k}.\]

In the double series, we see that the term for $(j, k) = (0, 0)$ is 1, and that the term for $(j, k) = (0, 1)$ cancels the term for $(j, k) = (1, 0)$. Thus for $|z| \leq 1$, the double series is

\[\approx z^4 \sum_{j=1}^\infty \frac{\ell!}{j!(\ell + j)!} \sum_{k=1}^\infty \frac{1}{k!(\ell + 1)^k} \leq z^4 \sum_{j=1}^\infty \frac{\ell!}{j!(\ell + j)!} \sum_{k=1}^\infty \frac{1}{k!(\ell + 1)^k} \ll z^4.\]

This proves (95).

Now, note that if $\omega \in [0, \sqrt{2}/\pi]$, then $\frac{\pi^2 \omega^2}{\ell q^2} \leq 1$ for all primes $p$, and we can apply (95) to estimate the Bessel functions in (93). This gives

\[J = (iq^{iv})^\ell \frac{(\pi \omega)^\ell}{\ell! q^{\ell/2}} e^{-\frac{\pi^2 \omega^2}{\ell q^2}} \left(1 + O\left(\frac{\omega^4}{q^2}\right)\right) \prod_{\substack{p \leq X^2, \\ p \neq q}} e^{-\frac{\pi^2 \omega^2}{p}} \left(1 + O\left(\frac{\omega^4}{p^2}\right)\right)\]

\[= (iq^{iv} \pi \omega)^\ell \frac{e^{-\pi^2 \omega^2} \left(\psi - \frac{\ell}{(\ell + 1)q}\right)}{\ell! q^{\ell/2}} \left(1 + O(\omega^4)\right).\]
Introducing the notation \( \Psi_q = \Psi - \frac{\ell}{(\ell+1)q} \), we may write

\[
\mathcal{J} = \frac{(iq^\nu \pi \omega)^\ell}{\ell! q^{\ell/2}} e^{-\pi^2 q \omega^2} \left( 1 + O(\omega^4) \right) \quad \text{for} \quad \omega \in [0, \sqrt{2}/\pi].
\]

(97)

Now suppose that \( \omega \in [\sqrt{2}/\pi, \Omega] \). Then from the proof of Lemma 4.2 in [18], it is not hard to see that

\[
\prod_{p \leq X^2, \ p \not\equiv q} J_0 \left( \frac{2\pi \omega}{\sqrt{q}} \right) \ll e^{-c \Psi \omega^2}
\]

for some positive constant \( c \). For the Bessel function corresponding to the prime \( q \) in (93), we use the series expansion in (96) to obtain

\[
J_\ell \left( \frac{2\pi \omega}{\sqrt{q}} \right) = \sum_{j=0}^{\infty} \frac{(-1)^j}{j! (j + \ell)!} \left( \frac{\pi \omega}{\sqrt{q}} \right)^{2j+\ell} \leq \frac{(\pi \omega)^\ell}{\ell! q^{\ell/2}} \sum_{j=0}^{\infty} \frac{2^{2j}}{(2j)!} \leq \frac{(\pi \omega)^\ell}{\ell! q^{\ell/2}} e^{2\pi \omega}.\]

In the next-to-last inequality we have used the bound

\[
2^j j! (j + \ell)! \geq \frac{(2j)! \ell!}{2^j},
\]

which holds for all integers \( j, \ell \geq 0 \). To see this, first note that from \( \binom{j+\ell}{j} \geq 1 \), we have \( (j+\ell)! \geq j! \ell! \). Secondly, \( \binom{2j}{j} \leq 2^{2j} \), so \( 2^j j! \geq \frac{(2j)!}{2^j j!} \). Combining these inequalities, we obtain

(98). Then it follows that for \( \omega \in [\sqrt{2}/\pi, \Omega] \)

\[
\mathcal{J} \ll \frac{(\pi \omega)^\ell}{\ell! q^{\ell/2}} e^{-c \Psi \omega^2 + \sqrt{2} \pi \omega}.
\]

Combining this with (97), we obtain

\[
\mathcal{J}(q, \ell, \omega) \ll \frac{(\pi \omega)^\ell}{\ell! q^{\ell/2}} e^{-c \Psi \omega^2 + \sqrt{2} \pi \omega} \quad \text{for} \quad \omega \in [0, \Omega].
\]

(99)

By (91), the same bound holds for \( \mathcal{J}(q, -\ell, \omega) \). We use this bound to estimate \( S_2 \) in (90) as

\[
S_2 \ll \frac{T}{\Omega^2} \sum_{1 \leq \ell \leq K} \frac{\pi^\ell}{\ell!} \sum_{q \leq X^2} \log q q^{\ell/2} \int_0^\Omega (\Omega - \omega) \omega^\ell e^{-c \Psi \omega^2 + \sqrt{2} \pi \omega} d\omega
\]

\[
\ll \frac{T}{\Omega} \sum_{q \leq X^2} \frac{\log q}{q} \int_0^\Omega \left( \sum_{1 \leq \ell \leq K} \frac{\pi^\ell}{\ell!} \right) e^{-c \Psi \omega^2 + \sqrt{2} \pi \omega} d\omega
\]

\[
\ll \frac{T}{\Omega} \sum_{q \leq X^2} \frac{\log q}{q} \int_0^\Omega e^{-c \Psi \omega^2 + (\sqrt{2} + 1) \pi \omega} d\omega \ll \frac{T}{\Omega} \frac{\log X}{\Omega^{1/2}} \Rightarrow \frac{N(T)}{\Omega^{1/2}}.
\]

Combining our estimates for \( S_1 \) and \( S_2 \) in (90), we obtain

\[
S \ll \frac{N(T)}{\Omega^{1/2}} + \frac{N(T)\Omega}{2K}.
\]
By (74), this is \( O \left( \frac{N(T)}{\Psi^2} \right) \), so this proves (88).

We proceed to prove (87). Substituting \( x = \Re P_X(\gamma + v) - a \) in (84) and summing both sides of the equation over \( \gamma \), we obtain

\[
\mathcal{F} = \Im \int_0^\Omega G \left( \frac{\omega}{\Omega} \right) e^{-2\pi i \omega} \sum_{0 < \gamma \leq T} \exp \left( 2\pi i \omega \Re P_X(\gamma + v) \right) \frac{d\omega}{\omega}.
\]

By Lemma 5.4 this becomes

\[
\mathcal{F} = N(T) \Im \int_0^\Omega G \left( \frac{\omega}{\Omega} \right) e^{-2\pi i \omega} \int_0^1 \exp \left( 2\pi i \omega \Re P_v(\theta) \right) \frac{d\theta}{\omega} \frac{d\omega}{\omega}
\]

\[
- \frac{T}{\pi} \sum_{q \leq X^2} \frac{\log q}{\sqrt{q}} \Im \int_0^\Omega G \left( \frac{\omega}{\Omega} \right) e^{-2\pi i \omega} \int_0^1 \exp \left( 2\pi i \omega \Re P_v(\theta) \right) \Re e^{2\pi i \theta} \frac{d\theta}{\omega} \frac{d\omega}{\omega}
\]

\[
+ O \left( \frac{N(T)}{2K} \int_0^\Omega \left| G \left( \frac{\omega}{\Omega} \right) e^{-2\pi i \omega} \right| d\omega \right) = \mathcal{F}_1 + \mathcal{F}_2 + \mathcal{F}_3.
\]

We estimate these three terms in turn. By (90),

\[
\mathcal{F}_1 = N(T) \Im \int_0^\Omega G \left( \frac{\omega}{\Omega} \right) e^{-2\pi i \omega} \prod_{p \leq X^2} J_0 \left( \frac{2\pi \omega \sqrt{p}}{\Omega} \right) \frac{d\omega}{\omega}.
\]

The imaginary part of the integral here has been evaluated by Tsang (see [18, pp. 34–35]). Using his result, we obtain

\[
\mathcal{F}_1 = \frac{N(T)}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \operatorname{sgn} \left( x - \frac{a}{\sqrt{\Psi/2}} \right) e^{-x^2/2} dx + O \left( \frac{N(T)}{\Psi^2} \right).
\]

To treat \( \mathcal{F}_2 \), recall the notation

\[
\mathcal{J}(q, \ell, \omega) = \int_0^1 \exp \left( 2\pi i (\omega \Re P_v(\theta) + \ell \theta) \right) d\theta.
\]

Then we may write

\[
\mathcal{F}_2 = -\frac{T}{2\pi} \sum_{q \leq X^2} \frac{\log q}{q^{1/2}} \Im \int_0^\Omega G \left( \frac{\omega}{\Omega} \right) e^{-2\pi i \omega} \mathcal{J}(q, \ell, \omega) \frac{d\omega}{\omega}
\]

\[
- \frac{T}{2\pi} \sum_{q \leq X^2} \frac{\log q}{q^{1/2}} \Im \int_0^\Omega G \left( \frac{\omega}{\Omega} \right) e^{-2\pi i \omega} \mathcal{J}(q, -\ell, \omega) \frac{d\omega}{\omega} = \mathcal{F}'_2 + \mathcal{F}_{2}''
\]

say. Now by (90),

\[
\mathcal{F}'_2 = -\frac{T}{2\pi} \sum_{q \leq X^2} \frac{\log q}{q^{1/2}} \Im \int_0^\Omega G \left( \frac{\omega}{\Omega} \right) e^{-2\pi i \omega} \mathcal{J}(q, \ell, \omega) \frac{d\omega}{\omega}
\]

\[
\leq T \sum_{q \leq X^2} \frac{\pi \ell \log q}{q^{1/2}} \int_0^\Omega G \left( \frac{\omega}{\Omega} \right) \omega^{-1} e^{-e\Psi^2 + \sqrt{2}\pi \omega} d\omega.
\]
5.5. Completing the Proof of Theorem 1.1. Let \( X = T^{16\Psi(T)^6} \) where \( \Psi(T) = \sum_{p\leq T} p^{-1} \), and \( 0 < u \ll \frac{1}{\log T} \) and \( |v| = O\left(\frac{1}{\log X}\right) \). Define
\[
\begin{align*}
 r(X, \gamma + v) &= \log |\zeta(\rho + z)| - M_X(\rho, z) - \Re P_X(\gamma + v),
\end{align*}
\]
where \( M_X(\rho, z) \) is as defined in (6) and \( P_X(\gamma + v) \) is as given in (6). We also set \( Y = T^{8k} \) where we choose \( k = [\log \Psi(T)] \). We similarly define
\[
\begin{align*}
 r(Y, \gamma + v) &= \log |\zeta(\rho + z)| - M_Y(\rho, z) - \Re P_Y(\gamma + v),
\end{align*}
\]
where
\[
M_Y(\rho, z) = m(\rho + iv) \left( \log \left( \frac{4v \log Y}{e} \right) - \frac{u \log Y}{4} \right)
\]
and
\[
\Re P_Y(\gamma + v) = \sum_{p \leq Y^2} \frac{1}{p^{1/2 + \delta(\gamma + v)}}.
\]
Observe that
\[
\begin{align*}
1_{[a,b]}(\Re P_X(\gamma + v)) &= 1_{[a,b]}\left( \log |\zeta(\rho + z)| - M_X(\rho, z) \right)
\end{align*}
\]
unless
\[
|r(X, \gamma + v)| > |\Re P_X(\gamma + v) - a| \quad \text{or} \quad |r(X, \gamma + v)| > |\Re P_X(\gamma + v) - b|.
\]
To estimate the number of such exceptional \( \gamma \), we define the set
\[
A_a = \left\{ \gamma < T : |r(X, \gamma + v)| > |\Re P_X(\gamma + v) - a| \right\},
\]
and a similar set \( A_k \). Let \( \gamma \in A_\alpha \). Trivially, for any positive constant \( C \) we either have 
\(|r(X, \gamma + v)| \leq 2Ck^2 \) or \(|r(X, \gamma + v)| > 2Ck^2 \). By the definition of \( A_\alpha \), the first case implies that 
\(|\Re P_X(\gamma + v) - a| < 2Ck^2 \). Then by Proposition 5.1 and our choice of \( k \),
\[
\# \left\{ \gamma \in A_\alpha : a - 2Ck^2 < \Re P_X(\gamma + v) < a + 2Ck^2 \right\} \ll N(T) \frac{\log^2 \Psi(T)}{\sqrt{\Psi(T)}}.
\]

On the other hand, by Chebyshev’s inequality,
\[
\sum_{0 < \gamma \leq T} |r(X, \gamma + v)|^{2k} \leq \frac{1}{(2Ck^2)^{2k}} \sum_{0 < \gamma \leq T} |r(X, \gamma + v)|^{2k}.
\]

Hence, we need to estimate moments of \( r(X, \gamma + v) \). Since \( X < Y \),
\[
r(X, \gamma + v) = r(Y, \gamma + v) + (M_Y(\rho, z) - M_X(\rho, z)) + (\Re P_Y(\gamma + v) - \Re P_X(\gamma + v))
\]
\[
= r(Y, \gamma + v) + m(\rho + iv) \left( \log \frac{\log Y}{\log X} - u \frac{\log(Y/X)}{4} \right) + \Re \sum_{X^2 < p \leq Y^2} \frac{1}{p^{1/2+i(\gamma + v)}}
\]
\[
= A_1 + A_2 + A_3,
\]
say. Then by (56), we have
\[
\sum_{0 < \gamma \leq T} |r(X, \gamma + v)|^{2k} \ll c_k \left( \sum_{0 < \gamma \leq T} |A_1|^{2k} + \sum_{0 < \gamma \leq T} |A_2|^{2k} + \sum_{0 < \gamma \leq T} |A_3|^{2k} \right).
\]

Here, Proposition 4.2 gives
\[
\sum_{0 < \gamma \leq T} |A_1|^{2k} \ll (ck)^{4k} N(T).
\]

For the \((2k)\)th moment of \( A_2 \), note that
\[
A_2 = \left( - \log(8k) + \log(16\Psi(T)^0) \right) m(\rho + iv)
\ll m(\rho + iv) \left( \log k + \log \log \log T \right) \ll km(\rho + iv),
\]
where we used our choice for \( k \) and Mertens’ theorem \( \Psi(T) = \log \log T + O(1) \). Thus, it suffices to study the \((2k)\)th moment of \( m(\rho + iv) \). For each positive integer \( j \), let \( N_j(T) \) denote the number of zeros \( \rho \) with its ordinate in \((0, T]\) and with multiplicity \( j \), that is, \( m(\rho) = j \). By a result of Korolev (see Theorem A in \([9]\)), it is known that
\[
N_j(T) \ll e^{-cj} N(T),
\]
where \( c \) is an absolute constant. Clearly, \( N(T + |v|) \ll N(T) \) since \(|v| \ll \frac{1}{\log X} \). Thus, the number of zeros of the form \( \rho + iv \) with \( \gamma \in (0, T] \) and \( m(\rho + iv) = j \) is
\[
\ll e^{-cj} N(T).
\]

Then by (103),
\[
\sum_{0 < \gamma \leq T} |A_2|^{2k} \ll (ck)^{2k} \sum_{0 < \gamma \leq T} |m(\rho + iv)|^{2k} \ll (ck)^{2k} \sum_{j=1}^{\infty} j^{2k} e^{-cj} N(T).
\]
In a similar way to our estimation of the series in (67), the above series can be seen to be \( \ll (ck)^{2k} \). Hence

\[
\sum_{0<\gamma\leq T} |A_2|^{2k} \ll (ck)^{4k} N(T).
\]

Finally, we estimate moments of \( A_3 \). We easily have

\[
\sum_{0<\gamma\leq T} |A_3|^{2k} \ll \sum_{0<\gamma\leq T} \left( \sum_{X^2<p\leq Y^2} \frac{1}{p^{1/2+i(\gamma+v)}} \right)^{2k}.
\]

By Lemma 3.2, the right-hand side is \( \ll k! N(T) \left( \sum_{X^2<p\leq Y^2} \frac{1}{p} \right)^k \),

Then by Mertens’ theorem and our choices for \( X \) and \( Y \), this is

\[
(ck)^k N(T) \left( \log(\log Y/\log X) \right)^k \ll (ck)^k N(T)(\log k + \log \log \log T)^k,
\]

and so

\[
\sum_{0<\gamma\leq T} |A_3|^{2k} \ll (ck)^{2k} N(T).
\]

Together with (102) and (104), we substitute this into (101) and obtain

\[
\sum_{0<\gamma\leq T} |r(X, \gamma + v)|^{2k} \ll (ck)^{4k} N(T).
\]

We now go back to (100), which, together with the above estimate, implies

\[
\# \left\{ \gamma \in A_a : |r(X, \gamma + v)| > 2Ck^2 \right\} \ll \frac{(ck)^{4k}}{(2Ck^2)^{2k}} N(T)
\]

for some constant \( c > 0 \). If we choose \( C \) such that \( C \geq c^2 \), then

\[
\# \left\{ \gamma \in A_a : |r(X, \gamma + v)| > 2Ck^2 \right\} \leq \frac{N(T)}{4^k} \ll N(T) \frac{\log^2 \Psi(T)}{\sqrt{\Psi(T)}},
\]

where we used \( k = \lfloor \log \Psi(T) \rfloor \). Thus \( \#A_a = O \left( N(T) \frac{\log^2 \Psi(T)}{\sqrt{\Psi(T)}} \right) \). Similarly, \( \#A_b = O \left( N(T) \frac{\log^2 \Psi(T)}{\sqrt{\Psi(T)}} \right) \). This proves that

\[
\sum_{0<\gamma\leq T} 1_{[a,b]}(\Re P X(\gamma + v)) = \sum_{0<\gamma\leq T} 1_{[a,b]}(\log |\zeta(\rho + z)| - M_X(\rho, z)) + O \left( N(T) \frac{\log^2 \Psi(T)}{\sqrt{\Psi(T)}} \right).
\]

With the result of Proposition 5.1, the left-hand side is

\[
\frac{N(T)}{\sqrt{2\pi}} \int_{a/\sqrt{2 \log \log T}}^{b/\sqrt{2 \log \log T}} \frac{1}{2} \log \log T e^{-x^2/2} dx + O \left( N(T) \frac{\log \Psi(T)}{\Psi(T)} \right).
\]
By replacing \( a \) with \( a \sqrt{\frac{1}{2} \log \log T} \) and \( b \) with \( b \sqrt{\frac{1}{2} \log \log T} \), we obtain

\[
\sum_{0 < \gamma \leq T} \mathbb{1}_{[a,b)} \left( \frac{\log |\zeta(\rho + z)| - M_X(\rho, z)}{\sqrt{\frac{1}{2} \log \log T}} \right) = \frac{N(T)}{\sqrt{2\pi}} \int_a^b e^{-x^2/2} \, dx + O \left( \frac{N(T) \log^2 \Psi(T)}{\sqrt{\Psi(T)}} \right).
\]

Noting that \( \Psi(T) = \log \log T + O(1) \) by Mertens’ theorem, we complete the proof of Theorem 1.1.

**Remark.** One can see from the above discussion that for \( u \) as small as \( O \left( \log \log T \log \log \log T \right) \), we can replace \( M_X(\rho, z) \) in the statement of Theorem 1.1 by

\[
M(\rho, z) = m(\rho + iv) \left( \log \left( \frac{e\log T}{4} \right) - \frac{u \log T}{4} \right).
\]

### 6. PROOF OF THEOREM 1.3

Our proof of Theorem 1.3 is very similar to that of Theorem 1.1. We are, however, required to assume that all the zeros of the Riemann zeta-function are simple. Another difference from Theorem 1.1 is that the error resulting from the spacing between consecutive (distinct) zeros will be estimated under the weaker assumption of Hypothesis \( H_\alpha \) instead of Montgomery’s Pair Correlation Conjecture.

We start with the formula in Corollary 2.1. This gives

\[
\log \frac{|\zeta(m(\rho))(\rho)|}{((e \log X)/4)^{m(\rho)}} - \Re P_X(\gamma) = \sum_{i=1}^4 r_i(X, \gamma),
\]

where the terms on the right-hand side are given as

\[
\begin{align*}
\text{r}_1(X, \gamma) &= \left| \sum_{p \leq X^2} \frac{1 - w_X(p)}{p^{1/2 + i\gamma}} \right|, \\
\text{r}_2(X, \gamma) &= \left| \sum_{p \leq X} \frac{w_X(p^2)}{p^{1 + 2i\gamma}} \right|, \\
\text{r}_3(X, \gamma) &= \frac{1}{\log X} \int_{1/2}^\infty X^{\frac{1}{2} - \sigma} \left| \sum_{p \leq X^2} \frac{\Lambda_X(p) \log (Xp)}{p^{\sigma + i\gamma}} \right| \, d\sigma,
\end{align*}
\]

and

\[
\text{r}_4(X, \gamma) = \left( 1 + \log^+ \left( \frac{1}{\eta, \log X} \right) \right) E(X, \gamma).
\]

In the following proposition, we estimate the moments of the left-hand side of (105).

**Proposition 6.1.** Assume RH and Hypothesis \( H_\alpha \) for some \( \alpha \in (0, 1] \). Let \( T^{8k} \leq X \leq T^{1/8k} \), where \( k \) is a positive integer and \( 0 < \delta \leq 1 \) is fixed. Then for a constant \( A \) depending on \( \alpha \) and \( \delta \), we have

\[
\sum_{0 < \gamma \leq T} \left( \log \frac{|\zeta(m(\rho))(\rho)|}{((e \log X)/4)^{m(\rho)}} - \Re P_X(\gamma) \right)^k \leq (Ak)^{2k} N(T).
\]
Proof. By (105) and then the inequality (56),
\[
\sum_{0 < \gamma \leq T} \left( \log \frac{|e^{(m(\rho))(\rho)}|}{((e \log X)/4)^{m(\rho)}} - \Re P_X(\gamma) \right)^k = O\left(c^k \sum_{i=1}^4 \sum_{0 < \gamma \leq T} r_i(X, \gamma)^k\right).
\]
The error terms which correspond to \(i = 1\) and \(i = 2\) have already been shown to be \(\ll (ck)^4 k N(T)\) in (57) and (58), respectively. The third error term is absorbed in this bound by the result of Proposition 4.3. It remains to show that
\[
\sum_{0 < \gamma \leq T} \left( \left(1 + \log^+ \frac{1}{\eta_\gamma \log X} \right) E(X, \gamma) \right)^k \ll (Ak)^{2k} N(T).
\]
We will estimate this conditionally on Hypothesis \(\mathcal{H}_\alpha\). By (64) with \(v = 0\), we have
\[
\sum_{0 < \gamma \leq T} |E(X, \gamma)|^2 \ll (Dk)^{2k} N(T)(\log X)^{2k}
\]
for a constant \(D\) depending on \(\delta\). It suffices to show that for a constant \(A\) depending on \(\alpha\) and \(\delta\),
\[
(106) \quad \sum_{0 < \gamma \leq T} \left(1 + \log^+ \frac{1}{\eta_\gamma \log X} \right)^{2k} \ll (Ak)^{2k} N(T).
\]
Recall the definition
\[
\eta_\gamma = \min_{\gamma' \neq \gamma} |\gamma' - \gamma|.
\]
In the case when \(\eta_\gamma > \frac{1}{\log X}\), the term on the left-hand side of (106) will be just 1 and such terms will not contribute more than \(N(T)\) to the sum. To consider larger terms, we assume \(\eta_\gamma \leq \frac{1}{\log X}\). Then for a nonnegative integer \(j\)
\[
e^{-j-1} \frac{\log X}{X} < \eta_\gamma \leq \frac{e^{-j}}{\log X},
\]
and so
\[
1 + \log^+ \frac{1}{\eta_\gamma \log X} < j + 2.
\]
By Hypothesis \(\mathcal{H}_\alpha\) and the comment immediately following it, the number of such \(\gamma\) is at most
\[
\# \left\{ 0 < \gamma \leq T : \eta_\gamma \leq \frac{e^{-j}}{\log X} \right\} \ll \min \left\{ 1, \left(\frac{e^{-j} \log T}{\log X}\right)^{\alpha} \right\} N(T).
\]
Note that \(\frac{e^{-j} \log T}{\log X} \geq 1\) for \(j \leq \log(\log T/\log X)\), so for \(j \leq \log \left(\frac{8k}{\delta}\right)\). The contribution of \(\gamma\) corresponding to such \(j\) to the sum in (106) is at most
\[
N(T) \sum_{j \leq \log(8k/\delta)} (j + 2)^{2k} \ll (D \log k)^{2k+1} N(T),
\]
where $D$ is a constant depending on $\delta$. Thus, the sum over $\gamma$ is
\[
\sum_{0 < \gamma \leq T} \left(1 + \log^+ \frac{1}{\eta_{\gamma} \log X}\right)^{2k} \ll N(T) \left(\frac{\log T}{\log X}\right)^{\alpha} \sum_{j=0}^{\infty} \left(\frac{j + 2}{e^{j\alpha}}\right)^{2k} + (D \log k)^{2k+1} N(T)
\]
\[
\ll \left(\frac{k}{\delta}\right)^{\alpha} N(T) \sum_{j=0}^{\infty} \left(\frac{j + 2}{e^{j\alpha}}\right)^{2k} + (D \log k)^{2k+1} N(T).
\]
By using a similar argument to the one we applied to the series in (67), we see that the series on the last line is $\ll (Ak)^{2k}$ for a constant $A$ depending on $\alpha$. Hence
\[
\sum_{0 < \gamma \leq T} \left(1 + \log^+ \frac{1}{\eta_{\gamma} \log X}\right)^{2k} \ll (Ak)^{2k} N(T),
\]
where $A$ denotes a constant depending on both $\alpha$ and $\delta$. □

Proof of Theorem 1.3. Let $X = T^{16\Psi(T)^6}$ where $\Psi(T) = \sum_{p \leq T} p^{s-1}$. By Proposition 5.1 for $v = 0$, we have
\[
\frac{1}{N(T)} \# \left\{ 0 < \gamma \leq T : \frac{\Re P \chi(\gamma)}{\sqrt{\frac{1}{2} \log \log T}} \in [a, b] \right\} = \frac{1}{\sqrt{2\pi}} \int_{a}^{b} e^{-x^2/2} \, dx + O \left( \frac{\log \Psi(T)}{\Psi(T)} \right).
\]
We assume that $m(\rho) = 1$ for all zeros $\rho$. We quickly see that one can prove the following result by using a simpler version of the discussion in Section 5.5.

\[
\frac{1}{N(T)} \# \left\{ 0 < \gamma \leq T : \frac{\log \frac{\zeta'(\rho)}{(e \log X)/4}}{\sqrt{\frac{1}{2} \log \log T}} \in [a, b] \right\}
\]
\[
= \frac{1}{\sqrt{2\pi}} \int_{a}^{b} e^{-x^2/2} \, dx + O \left( \frac{(\log \log \log T)^{2}}{\sqrt{\log \log T}} \right).
\]
Now, note that there is an absolute constant $c$ for which
\[
\left| \log \frac{\zeta'(\rho)}{(e \log X)/4} - \log \frac{\zeta'(\rho)}{\log T} \right| \leq c \log \log \log T \quad \text{for all } \rho.
\]
Then for a suitable constant $c$,
\[
\# \left\{ 0 < \gamma \leq T : \frac{\log \frac{\zeta'(\rho)}{(e \log X)/4}}{\sqrt{\frac{1}{2} \log \log T}} \in \left[ a + c \frac{\log \log \log T}{\sqrt{\log \log T}}, b - c \frac{\log \log \log T}{\sqrt{\log \log T}} \right] \right\}
\]
\[
\leq \# \left\{ 0 < \gamma \leq T : \frac{\log \frac{\zeta'(\rho)}{\log T}}{\sqrt{\frac{1}{2} \log \log T}} \in [a, b] \right\}.
\]
and

\[
\# \left\{ 0 < \gamma \leq T : \frac{\log |\zeta'(\rho)|}{\log T} \in \left[ a, b \right] \right\}
\leq \# \left\{ 0 < \gamma \leq T : \frac{\log |\zeta'(\rho)|}{(e \log X)/4} \in \left[ a - \frac{c \log \log T}{\sqrt{\log \log T}}, b + \frac{c \log \log T}{\sqrt{\log \log T}} \right] \right\}.
\]

By (107), the left-hand side of the first inequality and the right-hand side of the second inequality are both

\[
\frac{N(T)}{\sqrt{2\pi}} \int_a^b e^{-x^2/2} dx + O \left( \frac{N(T)(\log \log T)^2}{\sqrt{\log \log T}} \right) + O \left( \frac{N(T)\log \log T}{\sqrt{\log \log T}} \right).
\]

Combining the inequalities, we get an estimate which is essentially the statement (107), but with \( \log \left( \frac{|\zeta'(\rho)|}{(e \log X)/4} \right) \) replaced by \( \log \left( \frac{|\zeta'(\rho)|}{\log T} \right) \). This is the claim of Theorem 1.3. □

**Final Comments**

Similarly to the proof of Selberg’s central limit theorem in [18], it would be possible to generalize the results in this paper to hold for \( \gamma \) within an interval \([T, T + H]\), where \( H \) satisfies \( T^\theta < H < T \) with \( \theta > 1/2 \). As another generalization of our work, one can consider the value distribution of the sequence \((\log L(\rho, \chi))\) for a fixed primitive \( L \)-function \( L(s, \chi) \). In fact, central limit theorems as in Theorem 1.1 and Theorem 1.2 hold in this case, and they are conditional on the Generalized Riemann hypothesis, a zero-spacing hypothesis between nontrivial zeros of \( \zeta(s) \) and nontrivial zeros of \( L(s, \chi) \), and the assumption that nontrivial zeros of \( L(s, \chi) \) never coincide with any of the nontrivial zeros of \( \zeta(s) \). This can be proven by suitable modifications of the results in this paper.
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