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Abstract

Tyler’s M-estimator is a well known procedure for robust and heavy-tailed covariance estimation. Tyler himself suggested an iterative fixed-point algorithm for computing his estimator however, it requires super-linear (in the size of the data) runtime per iteration, which maybe prohibitive in large scale. In this work we propose, to the best of our knowledge, the first Frank-Wolfe-based algorithms for computing Tyler’s estimator. One variant uses standard Frank-Wolfe steps, the second also considers away-steps (AFW), and the third is a geodesic version of AFW (GAFW). AFW provably requires, up to a log factor, only linear time per iteration, while GAFW runs in linear time (up to a log factor) in a large $n$ (number of data-points) regime. All three variants are shown to provably converge to the optimal solution with sublinear rate, under standard assumptions, despite the fact that the underlying optimization problem is not convex nor smooth. Under an additional fairly mild assumption, that holds with probability 1 when the (normalized) data-points are i.i.d. samples from a continuous distribution supported on the entire unit sphere, AFW and GAFW are proved to converge with linear rates. Importantly, all three variants are parameter-free and use adaptive step-sizes.

1 Introduction

Given $n$ data-points in $\mathbb{R}^p$, $x_1, \ldots, x_n \in \mathbb{R}^p$ different from zero, Tyler’s M-estimator (TME), originally proposed by Tyler in his seminal work [27], is a $p \times p$ positive definite matrix $Q^*$ which satisfies:

$$\frac{p}{n} \sum_{i=1}^{n} \frac{x_i x_i^\top}{Q^*^{-1} x_i} = Q^*. $$ (1)

While the TME is not guaranteed to exist for any set of points $x_1, \ldots, x_n$, it is well known that under the following assumption proposed in [27], it does.

**Assumption 1.** The data $\{x_1, \ldots, x_n\} \subset \mathbb{R}^p$ satisfies that $x_i \neq 0$ for all $i = 1, \ldots, n$, and that for any proper subspace $L \subset \mathbb{R}^p$, denoting by $N(L)$ the number of data-points lying in $L$, it holds that $n > \frac{N(L)}{\dim(L)} p$.

The TME is a well known distribution-free robust covariance estimator. It is also a maximum likelihood estimator for the shape matrix of angular and compound Gaussian distributions, and often used for estimation of heavy-tailed distributions [28]. Tyler’s M-estimator has received notable interest within the statistics and signal processing communities, see for instance the excellent survey [28] (including the many important references therein), as well as the recent works [30][11][29][25][6][16][20][24][2] which provide additional analysis results, related estimators, as well as structured
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versions of Tyler’s estimator (e.g., convex constraints, low-rank structure, sparse structure, and more),
to name only a few.

It is also well known that when the TME exists, it is given by the optimal solution to the following
optimization problem:

$$
\min_{Q \in \mathbb{S}^p} \left\{ \frac{1}{n} \sum_{i=1}^{n} \log(\mathbf{x}_i^\top Q^{-1} \mathbf{x}_i) + \log \det(Q) \right\} \quad \text{s.t.} \quad Q \succ 0, \ \text{Tr}(Q) = p,
$$

(2)

where $\mathbb{S}^p$ denotes the set of real-valued symmetric $p \times p$ matrices, and $Q \succ 0$ ($Q \succeq 0$) denotes that
$Q$ is positive definite (positive semidefinite).

Indeed the connection between (1) and (2) becomes more apparent when examining the gradient
given by

$$
\nabla f(Q) = -\frac{1}{p} \sum_{i=1}^{n} \frac{Q^{-1} \mathbf{x}_i \mathbf{x}_i^\top Q^{-1}}{Q_i} + Q^{-1}.
$$

(3)

Thus, a matrix $Q \succ 0$ satisfying (1), also satisfies $Q \nabla f(Q) Q = 0$, meaning $\nabla f(Q) = 0$, and the
other way around. In particular, it can be shown that matrices $Q \succ 0$ for which $\nabla f(Q) = 0$, are the
only stationary points of Problem (2) (i.e., do not have descent directions).

**Theorem 1** (see for instance [28]). **Under Assumption 1 Problem (2) admits a unique optimal solution $Q^* \succ 0$. This solution is also the unique solution to Eq. (1) with trace equals $p$.**

Throughout this paper we assume that Assumption 1 indeed holds true. Note also that (1) is
invariant to scaling of each data-point $x_i$, $i = 1, \ldots, n$, and the matrix $Q^*$. Hence, throughout
this paper, as often customary, we assume that $x_1, \ldots, x_n$ are normalized to have unit-length, i.e.,
$\|x_i\|_2 = 1$, $i = 1, \ldots, p$, and $Q^*$ is normalized to have trace equals $p$, i.e., $\text{Tr}(Q^*) = p$.

The subject of this paper are efficient algorithms for approximating the TME in large-scale, i.e.,
when both $n, p$ are large. In [27] Tyler proposed a simple algorithm for computing the TME which
performs fixed-point iterations, as we define next.

**Definition 1** (Fixed-point iterations for computing the TME). The FPI method computes the following
iterations:

$$
Q_{t+1} \leftarrow \frac{1}{n} \sum_{i=1}^{n} \frac{\mathbf{x}_i \mathbf{x}_i^\top}{Q_t \mathbf{x}_i^\top},
$$

(4)

and the returned solution is given by $Q = \frac{Q_T}{\text{Tr}(Q_T)}$, where $Q_T$ is the last iterate computed.

Note that each iteration (4) requires $O(p^3 + np^2)$ runtime: $O(p^3)$ time in order to compute the
inverse matrix $Q_t^{-1}$ from the previous iterate $Q_t$, and additional $O(np^2)$ time to compute the sum of
rank-one matrices. In particular, the runtime is super-linear in the size of the input which is $np$, and thus can be prohibitive when $n, p$ are both very large (note that under Assumption 1 we always have $n > p$).

In [27] Tyler also proved the convergence of the iteration (4) (under Assumption 1) but without
a rate. Recently, it was proved in [5] that when the data $x_1, \ldots, x_n$ are i.i.d. samples from an
elliptical distribution, the FPI method produces a matrix $\hat{Q} \succ 0$ with $\text{Tr}(\hat{Q}) = p$, such that with
high probability, $\|I - Q^* 1/2 Q^{-1} Q^* 1/2\|_F \leq \epsilon$, after $O(\|\log \det \Sigma\| + p + \log(1/\epsilon))$ iterations, for
any error tolerance $\epsilon$, where $Q^*$ is the solution to (1) with trace equals $p$, $\Sigma$ is the shape matrix of
the underlying elliptical distribution, and $\|\|_F$ denotes the Frobenius (Euclidean) norm. The proof
of this result is highly involved and relies on deep mathematical concepts such as strong geodesic
convexity and quantum expanders. Note that taking into account the runtime of a single iteration (4)
and the bound on number of iterations, the total runtime to reach $\epsilon$ error (according to the measure of
convergence in [5]) is $\Omega(p^4 + np^3)$.

The goal of this paper is to present new simple and efficient first-order methods for solving Problem
(2) which avoid the super-linear runtime barrier of $np^2$, and even the matrix inversion barrier ($O(p^3)$

1There is a variant in which the normalization of the trace is performed after each iteration and was observed to have similar empirical performance [28].
We introduce the following notation. We let $S$ be used throughout the paper. It is known that for every $\lambda > 0$, there exists a constant $\lambda > 0$ such that for every $\lambda > 0$, it holds that $\lambda > 0$. A quick summary of our results is brought in Table 1.

A quick summary of our results is brought in Table 1. Importantly and quite pleasingly, our derivations and proofs rely mostly on standard arguments for continuous optimization in Euclidean spaces, and we believe that as such, are quite accessible. Beyond our contribution to efficient algorithms for computing the TME, our work also contributes more broadly to the theory of Frank-Wolfe-type methods, which have received significant interest in recent years in the context of obtaining faster rates for convex and smooth problems (e.g., [10, 19]), dealing with nonsmooth objectives (e.g., [26, 4, 3]), and dealing with non-convex objectives (e.g., [18]). While Problem (2) is nonsmooth and nonconvex, our Frank-Wolfe variants, with our tailored-designed adaptive step-sizes, are guaranteed to converge to the global minimum, and this is the first result of its kind for Frank-Wolfe-based methods that we are aware of. Moreover, while to the best of our knowledge, so called away-steps in Frank-Wolfe algorithms were only shown to facilitate linear convergence rates when optimizing over polytopes [19], here we establish that also for the feasible set of positive semidefinite matrices in Problem (2), such away-steps can lead to linear convergence rates (under proper assumptions), as we prove for our AFW and GAFW variants. An additional contribution is our connection between Frank-Wolfe methods and optimization over manifolds as captured by our GAFW variant which applies Frank-Wolfe steps and away-steps w.r.t. to the geodesic gradient of Problem (2). It is thus our hope that our work will lead to additional efficient Frank-Wolfe-based algorithms for other important and well-structured non-convex and potentially nonsmooth problems.

We introduce the following notation. We let $S^p_+$ and $S^p_{++}$ denote the sets of positive semidefinite and positive definite matrices in $S^p$, respectively. We denote $S^p_{++} = \{ Q \in S^p_{++} \mid \text{Tr}(Q) = p \}$, $S^p_{++} = \{ Q \in S^p_{++} \mid \text{Tr}(Q) = p \}$. For a matrix $M \in S^p$, we let $\lambda_i(M)$ denote the $i$th largest signed eigenvalue of $M$. We also denote at times by $\lambda_{max}(M)$ and $\lambda_{min}(M)$ the largest and smallest (signed) eigenvalues, respectively. For real matrices we let $\| \cdot \|_2$, $\| \cdot \|_F$, $\| \cdot \|_1$ denote the spectral norm (largest singular value), Frobenius (Euclidean) norm, and trace norm (sum of singular values), respectively. We also denote by $\langle \cdot , \cdot \rangle$ the standard inner-product in $S^p$.

It is known that for every $Q \in S_{++}$, $f(Q)$ is finite, while for every sequence $(Q_k)_{k \geq 1} \subseteq S_{++}$ with $\lambda_{min}(Q_k) \xrightarrow{k \to \infty} 0$, it holds that $f(Q_k) \xrightarrow{k \to \infty} \infty$. This implies the following lemma that will be used throughout the paper.

**Lemma 1.** Fix $Q_0 \in S_{++}$. There exists a constant $\lambda > 0$ such that for every $Q \in S_{++}$ satisfying $f(Q) \leq f(Q_0)$, it holds that $\lambda_{min}(Q) \geq \lambda$. 

in practical implementations), required by each iteration of [4]. Our algorithms are based on the well known Frank-Wolfe method (aka conditional gradient method) for constrained smooth minimization [5] [13]. To the best of our knowledge this is the first time that the Frank-Wolfe method has been considered for computing the TME. We provide three such variants with the following properties:

- All three variants provably converge to the optimal solution (the one satisfying Eq. (1)) under Assumption [1] with a sublinear rate — $O(1/\epsilon^2)$ iterations for approximation error $\epsilon$.

- Two variants, AFW and GAFW, are also proved to converge with a linear rate (i.e., $\log(1/\epsilon)$ dependence on the error tolerance $\epsilon$), under an additional fairly mild assumption that holds with probability 1 when the (normalized) data-points are i.i.d. samples from a continuous distribution supported on the entire unit sphere (note that the $O(\log(1/\epsilon))$ rate proved in [6] also holds under an assumption that the data is sampled i.i.d. from an elliptical distribution).

- All three variants are parameter-free and do not require any tuning of parameters, and apply adaptive step-sizes (i.e., not fixed beforehand).

- The AFW variant requires only $O(np)$ runtime per iteration which is linear in the size of the data, up to a single logarithmic factor, while another variant GAFW runs in the same time when $n \geq p^2$. This is in contrast to FPI which requires $O(np^2 + p^3)$ time per iteration. In fact, even if processing the data could be ideally distributed / done in parallel, FPI still requires an expensive matrix inversion on each iteration (which practically runs in $O(p^2)$ time), while our AFW variant only requires additional $O(p^2)$ runtime per iteration.

A quick summary of our results is brought in Table 1.
We note that Algorithm 1 is completely independent of any parameter of Problem (2). The only very important as will be evident from our convergence theorems, and only brought for convenience. The sublinear rates of AFW and GAFW are w.r.t. the distance in spectral norm from satisfying Eq. (1), while the sublinear rate for FW is for a related, yet slightly different measure, see Theorem 3.

| FW variant | single iteration runtime (Theorem 2) | sublinear rate (Theorem 3) | linear rate (Theorem 4) |
|------------|------------------------------------|--------------------------|------------------------|
| FW         | $(p^2 + np)/\|\nabla f\|_2 \lambda_{\min}(\nabla f)^{-1}$ | $\tilde{\kappa}_0^2/\epsilon^2$ | $-\rho$ |
| AFW        | $p^2 + np$                          | $\tilde{\kappa}_0^2/\epsilon^2$ | $\tilde{\kappa}_0 \rho^{-1} \log(1/\epsilon)$ |
| GAFW       | $p^2 + np$                          | $\lambda_0^2/\epsilon^2$ | $\rho^{-2} \log(1/\epsilon)$ |

## 2 Frank-Wolfe-based Algorithms for Approximating Tyler’s M-estimator

We consider three Frank-Wolfe variants for Problem (2), all described below in Algorithm 1. All three variants require to solve (approximately) a certain eigenvalue problem, a different one for each variant, see more details below. All three variants have the following two properties: 1. they all use the same adaptive scheme to compute the step-size $\mu_t$, which in particular does not require any knowledge of the parameters of the problem (this choice will become clearer in the convergence analysis), and 2. since the gradient of the objective $f(\cdot)$ requires the inverse matrix $Q_t^{-1}$, where $Q_t$ is the current iterate of the algorithm, they all explicitly and efficiently maintain the inverse $Q_t^{-1}$ using the well-known Sherman-Morrison formula and capitalizing on the fact that the algorithm performs a rank-one update. Hence, the inverse could be updated in only $O(p^2)$ time per iteration (as opposed to the standard $O(p^3)$ matrix inversion time). Below we expand on each of the eigenvalue problems in Algorithm 1 and how they correspond to familiar and new Frank-Wolfe-type methods.

We note that Algorithm 1 is completely independent of any parameter of Problem (2). The only parameter the algorithm accepts is the approximation parameter $\beta \in [0, 1)$, however this choice is not very important as will be evident from our convergence theorems, and only brought for convenience. In particular one can always simply choose some universal constant, for instance $\beta = 1/2$. The algorithm also requires a feasible initialization point $Q_0 \in S_{p+}$ and its inverse, and a convenient choice is to simply take $Q_0 = I = Q_0^{-1}$.

**Algorithm 1 Frank-Wolfe variants for approximating Tyler’s M-estimator**

Input: $Q_0$, $Q_0^{-1}$ such that $Q_0 > 0$, $\beta \in [0, 1)$

for $t = 0, \ldots$ do

Solve an approximate eigenvalue problem: let $v_t \in \mathbb{R}^p$ be such that $\|v_t\| = \sqrt{p}$ and satisfies one of the following:

1. $-v_t^\top \nabla f(Q_t)v_t \geq -(1 - \beta) \lambda_{\min}(\nabla f(Q_t))$ (FW step) (5)
2. $|v_t^\top \nabla f(Q_t)v_t| \geq p(1 - \beta) \|\nabla f(Q_t)\|_2$ (AFW step) (6)
3. $|v_t^\top \nabla f(Q_t)v_t| \geq (1 - \beta) \|Q_t^{-1/2} \nabla f(Q_t)Q_t^{-1/2}\|_2$ (GAFW step) (7)

$$
\mu_t \leftarrow -\frac{v_t^\top \nabla f(Q_t)v_t}{(v_t^\top Q_t^{-1}v_t)^2 - v_t^\top \nabla f(Q_t)v_t}
$$

$$
\gamma_t \leftarrow \frac{\mu_t}{1 - \mu_t^2} = \frac{v_t^\top \nabla f(Q_t)v_t}{(v_t^\top Q_t^{-1}v_t)^2 - v_t^\top \nabla f(Q_t)v_t}
$$

$$
Q_{t+1} \leftarrow Q_t + \mu_t (v_tv_t^\top - Q_t)
$$

$$
Q_t^{-1} \leftarrow \frac{1}{1 - \mu_t^2} (Q_t^{-1} - \gamma_t v_tv_t^\top Q_t^{-1})
$$

end for

**Standard Frank-Wolfe update:** For the feasible set $S_p$, it is well known that the solution to the FW linear optimization problem $\min_{v \in S_p} \langle v, \nabla f(Q_t) \rangle$ at the current point $Q_t$ is given w.l.o.g. as $V := vv^\top$, where $v = \sqrt{p}u$ and $u$ is a unit-length eigenvector of $\nabla f(Q_t)$ corresponding to the
small eigenvalue, i.e., \( u^\top \nabla f(Q)u = \lambda_{\min}(\nabla f(Q)) \), see for instance \([14, 15]\). This is exactly the step in Eq. (5) in Algorithm [1] only that in Eq. (5) we do not require exact computation of the eigenvector, but allow for a \((1 - \beta)\) multiplicative approximation w.r.t. the smallest eigenvalue.

Frank-Wolfe with Away-Steps (AFW) update: The AFW update (see \([13, 19]\)) applies one of two types of updates. One is the standard FW step discussed above. The other, called away-step, takes the form \( Q_{t+1} \leftarrow Q_t + \mu(Q_t - V_{-}), \mu > 0 \), where \( V_{-} \in S_p \) is ideally chosen so that \( V_{-} \) maximizes the inner product \( \langle V_{-}, \nabla f(Q_t) \rangle \) over \( S_p \), subject to the constraint that there indeed exists a corresponding \( \mu > 0 \), so that \( Q_{t+1} \) is feasible \([13, 19]\). For \( Q_t > 0 \), all points in \( S_p \) give rise to such positive \( \mu \), and so, \( V_{-} \) is simply the solution to \( \max_{V \in S_p} \langle V, \nabla f(Q_t) \rangle \), which w.l.o.g. is of the form \( V_{-} = vv^\top \), where \( v = \sqrt{\beta}u \) and \( u \) is a unit-length eigenvector of \( \nabla f(Q_t) \) corresponding to the largest (signed) eigenvalue.

If \( \langle Q_t - V_{-}, \nabla f(Q_t) \rangle \geq \langle V_{-} - Q_t, \nabla f(Q_t) \rangle \), AFW performs a standard FW update with \( V_{-} \), and otherwise, it performs an away-step with \( V_{-} \). In case of Problem \([2]\), a straightforward calculation shows that \( \langle Q_t, \nabla f(Q_t) \rangle = 0 \). Thus, in our case, a FW step is taken if \( -\langle V_{-}, \nabla f(Q_t) \rangle \geq \langle V_{-} - Q_t, \nabla f(Q_t) \rangle \), i.e., if \( -p\lambda_{\min}(\nabla f(Q_t)) \geq p\lambda_{\max}(\nabla f(Q_t)) \), and otherwise an away-step is taken. Thus, taking both cases into account, AFW performs a step of the form \( Q_{t+1} \leftarrow Q_t + \mu(vv^\top - Q_t) \) (here \( \mu \) can also be negative), where \( |v^\top \nabla f(Q_t)||v| \geq p \max\{-\lambda_{\min}(\nabla f(Q_t)), \lambda_{\max}(\nabla f(Q_t))\} = p\|\nabla f(Q_t)\|_2 \), which is exactly what we have in Eq. (6) in Algorithm [1] only that in (6) we again do not require precise computation, but allow for a \((1 - \beta)\) multiplicative approximation.

Geodesic Frank-Wolfe with Away-Steps (GAFW) update: GAFW performs the same updates as AFW, but not w.r.t. to the (standard) gradient \( \nabla f(Q_t) \), but with respect to the so-called geodesic gradient given by \( Q_t^{1/2} \nabla f(Q_t) Q_t^{1/2} \) (see for instance \([6]\)). Note that \( \|Q_t^{1/2} \nabla f(Q_t) Q_t^{1/2}\|_2 = \max_{u, \|u\|_2 = 1} |u^\top Q_t^{1/2} \nabla f(Q_t) Q_t^{1/2} u|_2 \). Consider the parametrization \( u = \frac{Q_t^{1/2} \nabla f(Q_t) Q_t^{1/2} v}{\|Q_t^{1/2} \nabla f(Q_t) Q_t^{1/2} v\|_2} \) (note it is invariant to the norm of \( v \)). This gives \( \|Q_t^{1/2} \nabla f(Q_t) Q_t^{1/2}\|_2 = \max_v \frac{|v^\top \nabla f(Q_t) Q_t v|}{\|Q_t^{1/2} v\|_2} \), which is exactly the update step in Eq. (7) in Algorithm [1] only that in Eq. (7) it suffices to find a \((1 - \beta)\)-multiplicative approximation. As will be evident from our analysis, and in particular in the error reduction argument in Lemma [5] this step maximizes the decrease in function value on each iteration.

The following lemma establishes that the step-sizes of Algorithm [1] indeed always produce feasible iterates in \( S_{p+} \). The proof is given in the appendix.

Lemma 2 (Feasibility of Algorithm [1]). Suppose that \( \text{Tr}(Q_0) = p \) and \( Q_0 > 0 \). Then, for every iteration \( t \geq 1 \) of Algorithm [7] it holds that \( \text{Tr}(Q_t) = p \) and \( Q_t > 0 \).

2.1 Efficient implementation of the eigenvalue oracles in Algorithm [1]

We now discuss how the various eigenvalue problems in Algorithm [1] could be solved (to sufficient approximation) efficiently via simple and well-known iterative algorithms for leading eigenvector computation, such as the power method or the Lanczos algorithm \([12, 23]\). These implementations rely on three simple ideas:

1. Use of the Sherman-Morrison formula for rank-one updates to update the inverse matrix \( Q_t^{-1} \) from the previous one \( Q_{t-1}^{-1} \), given the vector \( v_t \), in \( O(p^2) \) time.
2. Explicitly maintaining and updating the vectors \( Q_t^{-1} x_t, i = 1, \ldots, n \), which can be done in overall \( O(np) \) time per iteration. This allows to compute a matrix-vector product of the form \( \nabla f(Q_t) v \), for some \( v \in \mathbb{R}^p \), in only \( O(np) \) time (see expression for \( \nabla f \) in Eq. (3)).
3. Apply the power method or the Lanczos algorithm (or any other method for leading eigenvector computation) to solve the leading eigenvalue problems \([5, 6, 7]\), relying on the fact that due to the pervious two items, each iteration of the power method requires only \( O(p^2 + np) \) time.

The complete proof of the following theorem is given in the appendix.

Theorem 2. Let \( \beta \in [0, 1] \) be some universal constant (e.g., \( \beta = 1/2 \)). Algorithm [7] admits implementations based on fast algorithms for leading eigenvector computation (e.g., the power
method / Lanczos \cite{14,23}, such that each iteration of Algorithm \ref{algo:L} could be implemented in: \(O(np + p^3)\) time when using AFW steps (Eq. \eqref{eq:AFW}), \(O(p^3) + O(np + p^2)\) time when using GAFW steps (Eq. \eqref{eq:GAFW}), and \(\hat{O} \left( \frac{\|\nabla f(Q)\|_2}{\lambda_p(\nabla f(Q))} (np + p^2) \right)\) when using FW steps (Eq. \eqref{eq:FW}), where in all cases the \(\hat{O}\) notation hides a logarithmic factor in the dimension \(p\) and the probability of failure \(\delta\).

**Remark 1.** Note that the worst-case time to solve the standard FW eigenvalue problem, in terms of the dependence on the size of the data \(np\), is much worse than that of AFW and GAFW. This is because, while the eigenvalue problems in AFW, GAFW require to approximate the largest eigenvalue in magnitude, FW requires to approximate the smallest signed eigenvalue.

**Remark 2.** Since leading eigenvector algorithms such as the power method are usually initialized with a random vector, their guarantees only hold with high probability, as captured in Theorem \ref{thm:power_method}. However, since the dependence on the probability of failure is only logarithmic, for the clarity of presentation, henceforth we neglect such considerations and treat these computations as if they always succeed.

### 3 Sublinear Convergence of Algorithm \ref{algo:L}

While the measure of convergence in our sublinear rates for AFW and GAFW will be simply the distance in spectral norm from satisfying the TME equation \eqref{eq:TME}, our measure of convergence for the standard FW variant is slightly less obvious and is motivated by the following observation, the proof of which is given in the appendix.

**Observation 1.** For any \(Q \in S_p\), \(\lambda_{\min}(Q - \frac{p}{n} \sum_{i=1}^n \frac{x_i x_i^T}{Q^{-1} x_i}) \leq 0\), and \(\lambda_{\min}(Q - \frac{p}{n} \sum_{i=1}^n \frac{x_i x_i^T}{Q^{-1} x_i}) = 0\) if and only if \(Q = Q^*\).

**Theorem 3 (\(O(1/\epsilon^2)\) convergence of Algorithm \ref{algo:L}).** Consider the iterates of Algorithm \ref{algo:L} and define the function \(T(\tilde{\epsilon}) = [4(f(Q_0) - f(Q^*))/((1 + \epsilon)^2)]\). Fix \(\epsilon > 0\) and define

\[
\tilde{\epsilon}_{FW} := \left( \min_{Q \in S_p : f(Q) \leq f(Q_0)} \frac{\lambda_{\min}(Q)}{\lambda_{\max}(Q)} \right)^{\frac{1}{2}} \frac{1}{(1 - \beta)\epsilon},
\]

\[
\tilde{\epsilon}_{GAFW} := \left( \max_{Q \in S_p : f(Q) \leq f(Q_0)} \lambda_{\max}(Q) \right)^{-1} \frac{1}{(1 - \beta)\epsilon}.
\]

Then, when using FW steps (Eq. \eqref{eq:FW}), it holds that for all \(t \geq T(\tilde{\epsilon}_{FW})\),

\[
\min_{\tau = 0, \ldots, t-1} \lambda_{\min} \left( Q_{\tau} - \frac{p}{n} \sum_{i=1}^n \frac{x_i x_i^T}{x_i Q^{-1} x_i} \right) \geq -\epsilon. \quad \text{(8)}
\]

When using AFW steps (Eq. \eqref{eq:AFW}) or GAFW steps (Eq. \eqref{eq:GAFW}), it holds for all \(t \geq T(\tilde{\epsilon}_{AFW})\) or \(t \geq T(\tilde{\epsilon}_{GAFW})\), respectively, that

\[
\min_{\tau = 0, \ldots, t-1} \left\| Q_{\tau} - \frac{p}{n} \sum_{i=1}^n \frac{x_i x_i^T}{x_i Q^{-1} x_i} \right\|_2 \leq \epsilon. \quad \text{(9)}
\]

**Remark 3.** Note that one motivation for considering the use of the GAFW variant in light of Theorem \ref{thm:FW} is that it enjoys better conditioning than AFW in terms of the maximal condition number \(\lambda_{\max}(Q)/\lambda_{\min}(Q)\) over the initial level set \(\{Q \in S_p | f(Q) \leq f(Q_0)\}\).

The complete proof of Theorem \ref{thm:FW} is given in the appendix. Below we state and prove the key technical step — a bound on the improvement in function value that Algorithm \ref{algo:L} makes on a single iteration. In particular, the lemma is independent of the way the vector \(v_i\) is generated and hence applies to all three variants described in Algorithm \ref{algo:L}.

**Lemma 3.** Fix some iteration \(t\) of Algorithm \ref{algo:L} and define \(L_t = \frac{v_i^T \nabla f(Q_{t-1}) v_i}{v_i Q_{t-1}^{-1} v_i} \). It holds that

\[
f(Q_{t+1}) - f(Q_t) \leq -\frac{1}{4} \min\{1, L_t^2\}. \quad \text{(10)}
\]
Remark 4. An immediate important consequence of Lemma 4 is that Algorithm 1 is a decent method, i.e., the function value never increases from one iteration to the next. Lemma 3 also reveals one motivation for the GAFW step in Eq. (7): (up to a \((1-\beta)\) factor) it maximizes the reduction in function value.

Proof of Lemma 3

Using the definition of \(Q_{t+1}\) we have that,

\[
 f(Q_{t+1}) = \frac{p}{n} \sum_{i=1}^{n} \log(x_i^T((1-\mu_t)Q_t + \mu_tv_iv_i^T)^{-1}x_i) + \log(\det((1-\mu_t)Q_t + \mu_tv_iv_i^T)).
\]  

Using the Sherman-Morrison formula we have that,

\[
((1-\mu_t)Q_t + \mu_tv_iv_i^T)^{-1} = \frac{1}{1-\mu_t} \left( Q_t^{-1} - \gamma_t \frac{Q_t^{-1}v_iv_i^TQ_t^{-1}}{1 + \gamma_tv_i^TQ_t^{-1}v_i} \right),
\]

where we recall that \(\gamma_t = \frac{\mu_t}{1-\mu_t}\).

Using the well-known matrix determinant lemma for rank-one updates we have,

\[
\det((1-\mu_t)Q_t + \mu_tv_iv_i^T) = (1-\mu_t)^p((1 + \gamma_tv_i^TQ_t^{-1}v_i)\det(Q_t)).
\]

Plugging (12) and (13) into (11), we obtain

\[
f(Q_{t+1}) = \frac{p}{n} \sum_{i=1}^{n} \log \left( \frac{1}{1-\mu_t} x_i^T \left( Q_t^{-1} - \gamma_t \frac{Q_t^{-1}v_iv_i^TQ_t^{-1}}{1 + \gamma_tv_i^TQ_t^{-1}v_i} \right)x_i \right) + \log(\det(Q_t))
\]

\[
= \frac{p}{n} \sum_{i=1}^{n} \log \left( x_i^T \left( Q_t^{-1} - \gamma_t \frac{Q_t^{-1}v_tv_i^Tv_i^TQ_t^{-1}}{1 + \gamma_tv_i^TQ_t^{-1}v_i} \right)x_i \right) + \log((1 + \gamma_tv_i^TQ_t^{-1}v_i)\det(Q_t))
\]

\[
= \frac{p}{n} \sum_{i=1}^{n} \log \left( x_i^TQ_t^{-1}x_i - \gamma_t \frac{(x_i^TQ_t^{-1}v_i)^2}{1 + \gamma_tv_i^TQ_t^{-1}v_i} \right) + \log((1 + \gamma_tv_i^TQ_t^{-1}v_i)\det(Q_t))
\]

\[
= \frac{p}{n} \sum_{i=1}^{n} \left( \log(x_i^TQ_t^{-1}x_i) + \log \left( 1 - \gamma_t \frac{(x_i^TQ_t^{-1}v_i)^2}{1 + \gamma_tv_i^TQ_t^{-1}v_i} \right) \right)
\]

\[
+ \log((1 + \gamma_tv_i^TQ_t^{-1}v_i)\det(Q_t))
\]

\[
f(Q_t) + \frac{p}{n} \sum_{i=1}^{n} \log \left( 1 - \gamma_t \frac{(x_i^TQ_t^{-1}v_i)^2}{1 + \gamma_tv_i^TQ_t^{-1}v_i} \right) + \log((1 + \gamma_tv_i^TQ_t^{-1}v_i)\det(Q_t))
\]

\[
\leq f(Q_t) - \frac{\gamma_t}{1 + \gamma_tv_i^TQ_t^{-1}v_i} \frac{p}{n} \sum_{i=1}^{n} \frac{(x_i^TQ_t^{-1}v_i)^2}{x_i^TQ_t^{-1}x_i} + \log((1 + \gamma_tv_i^TQ_t^{-1}v_i)\det(Q_t))
\]

\[
= f(Q_t) + \frac{\gamma_t}{1 + \gamma_tv_i^TQ_t^{-1}v_i} (v_i^T\nabla f(Q_t)v_i - v_i^TQ_t^{-1}v_i) + \log((1 + \gamma_tv_i^TQ_t^{-1}v_i))
\]

where (a) follows from the inequality \(\log(1+x) \leq x \frac{x^2}{2+x} = x - \frac{x^2}{2(1+x)} \) for all \(x \geq 0\), we have that

\[
\log(1 + \gamma_tv_i^TQ_t^{-1}v_i) \leq \gamma_tv_i^TQ_t^{-1}v_i - \frac{\gamma_t^2(v_i^TQ_t^{-1}v_i)^2}{2(1 + \gamma_tv_i^TQ_t^{-1}v_i)}.
\]

If \(\gamma_t < 0\), using the inequality \(\log(1 + x) \leq \frac{2x}{2+x} = x - \frac{x^2}{2(1+x)} \) for all \(0 \geq x > -1\), we have that

\[
\log(1 + \gamma_tv_i^TQ_t^{-1}v_i) \leq \gamma_tv_i^TQ_t^{-1}v_i - \frac{\gamma_t^2(v_i^TQ_t^{-1}v_i)^2}{2 + \gamma_tv_i^TQ_t^{-1}v_i}.
\]
It is easily verified that for our choice \( \gamma_t = -\nu_t^\top \nabla f(Q_t)\nu_t / (\nu_t^\top Q_t^{-1}\nu_t)^2 \), it holds that
\[
\frac{\gamma_t}{1 + \gamma_t \nu_t^\top Q_t^{-1}\nu_t} (\nu_t^\top \nabla f(Q_t)\nu_t - \nu_t^\top Q_t^{-1}\nu_t) + \gamma_t \nu_t^\top Q_t^{-1}\nu_t = 0.
\]
Thus, considering both options for \( \gamma_t \) (\( \geq 0 \) or \( < 0 \)), we have that
\[
f(Q_{t+1}) - f(Q_t) \leq -\gamma_t^2 (\nu_t^\top Q_t^{-1}\nu_t)^2 / 2(1 + \gamma_t \nu_t^\top Q_t^{-1}\nu_t) = -\frac{L_t^2}{2(1 + |L_t|)}.
\]
The Lemma follows from considering the two cases \( |L_t| \geq 1 \) and \( |L_t| < 1 \), and simplifying.

\[\Box\]

**Corollary 1.** Fix \( \epsilon > 0 \). For any \( t \geq \lceil 4(f(Q_0) - f(Q^*)) (1 + \epsilon^{-2}) \rceil \) iterations of Algorithm 1, it holds that, \( \min_{\tau=0,...,t-1} |L_\tau| \leq \epsilon. \)

**Proof.** Fix some iteration \( t \) of Algorithm 1. Using Lemma 3, we have that
\[
f(Q^*) - f(Q_0) \leq f(Q_t) - f(Q_0) = \sum_{\tau=0}^{t-1} f(Q_{\tau+1}) - f(Q_\tau) \leq -\frac{1}{4} \sum_{\tau=0}^{t-1} \min\{1, L_\tau^2\}.
\]
Thus, for \( t \geq \lceil 4(f(Q_0) - f(Q^*)) (1 + \epsilon^{-2}) \rceil \) iterations there must exist some \( \tau \in \{0, \ldots, t-1\} \) such that \( |L_\tau| \leq \epsilon. \) \[\Box\]

## 4 Linear Convergence of AFW and GAFW

In this section we prove that under an additional (to Assumption 1) mild assumption, the AFW and GAFW variants converge linearly in function value.

**Assumption 2.** The data-points \( x_1, \ldots, x_n \) satisfy that \( n \geq 2p \), and for any subset \( S \subseteq \{x_1, \ldots, x_n\} \) such that \( |S| \geq n/2 \), it holds that \( \text{span}(S) = \mathbb{R}^p \).

**Remark 5.** Note that for any fixed \( n \), if the (normalized to have unit norms) data-points are i.i.d. samples from a continuous distribution which is supported on the entire unit sphere, Assumption 2 holds with probability 1.

**Theorem 4** (Linear convergence of AFW and GAFW). Denote \( h_t = f(Q_t) - f(Q^*) \) for all \( t \geq 0 \). Suppose Assumption 2 holds. Then, Algorithm 1, when run with AFW steps, satisfies
\[
\forall t \geq 0 : \quad h_t \leq h_0 \exp \left( -\frac{(1 - \beta)^2}{4} \kappa_0^{-2} \rho (t - \lceil 4(f(Q_0) - f(Q^*)) \rceil) \right),
\]
where \( \rho > 0 \) is the constant implied by Theorem 3 and \( \kappa_0 := \max_{Q \in S} f(Q) / f(Q^*) \lambda_{\max}(Q) / \lambda_{\min}(Q) \).

When using GAFW steps, Algorithm 1 satisfies
\[
\forall t \geq 0 : \quad h_t \leq h_0 \exp \left( -\frac{(1 - \beta)^2}{4} \rho (t - \lceil 4(f(Q_0) - f(Q^*)) \rceil) \right).
\]

**Remark 6.** As with Theorem 2, we see that GAFW enjoys better conditioning than AFW w.r.t. the maximal condition number \( \lambda_{\max}(Q) / \lambda_{\min}(Q) \) over the initial level set.

The complete proof of Theorem 4 is given in the appendix. The key part in the proof is to establish that, under Assumption 2, Problem 2 satisfies a Polyak-Lojasiewicz (PL) condition w.r.t. both the standard gradient \( \nabla f(Q) \) and the geodesic gradient \( Q^{1/2} \nabla f(Q) Q^{1/2} \), which is a property well-known to facilitate linear convergence rates for first-order methods, see for instance [22, 17, 9]. A (standard, i.e., non geodesic) PL condition at some query point \( Q \) takes the form \( \|\nabla f(Q)\|^2 \geq C(f(Q) - f(Q^*)) \), for some constant \( C > 0 \) independent of \( Q \).

The proof of our PL condition is highly non-trivial and is very much inspired by the analysis in [6]. However, while the proof in [6] relies heavily on geodesic strong convexity and quantum expansion arguments, we give a different proof (in particular, our Assumption 2 is different from their explicit assumption that the data is sampled from an elliptical distribution) that does not use such considerations and, we believe, is more straightforward and accessible.
Theorem 5 (Polyak-Łojasiewicz condition). Suppose Assumption 2 holds, and let $Q_0 \in S_{p^+}$. Then, there exists a constant $\rho > 0$ such that for any $Q \in S_{p^+}$ satisfying $f(Q) \leq f(Q_0)$, it holds that:

$$\|Q^{1/2} \nabla f(Q) Q^{1/2}\|_2^2 \geq \rho (f(Q) - f(Q^*)) .$$

Remark 7. While Theorem 5 establishes that the PL parameter $\rho$ is strictly positive, its precise value (i.e., its dependence on the data) is quite intricate and does not admit a simple formula (see proof in appendix for more details).

5 Numerical Simulations

In order to give some demonstration for the empirical performance of our Frank-Wolfe-based algorithms, we conducted two types of experiments that closely follow those in [28] (Chapter 3) with some minor changes, which consider a Gaussian distribution with outlier contamination, and a heavy-tailed multivariate t-distribution. We consider a large sample regime in which $n = p^2$. We recall that in this regime each iteration of the Fixed-point Iterations method (FPI) takes $O(np^2)$ time, while our AFW, GAFW variants require only $O(np)$ time, up to a single log term, per-iteration.

Data generation: Following the experiments conducted in [28] with some minor changes, we consider i. a Gaussian distribution with outliers contamination in which, each Gaussian-distributed vector is replaced with probability $0.9/p$ with the eigenvector associated with the smallest eigenvalue of the covariance, and ii. a heavy-tailed multivariate t-distribution with two degrees of freedom. In both experiments we set $p = 50$, $n = 2500$, and we take the true unknown covariance to be a Toeplitz matrix with the elements $Q_{i,j} = 0.85^{|i-j|}$.

Methodology: To present results that are implementation and scale independent as possible, for each of the considered methods we estimate the required running time per number of iterations, normalized by the data-size $np$. Since we consider the regime $n = p^2$, each iteration of FPI takes $O(np^2)$ time. For all Frank-Wolfe variants (FW, AFW, and GAFW) we use Python’s SCIPY.SPARSE.LINALG.EIGSH procedure, which is based on the Lanczos algorithm, to solve the corresponding eigenvalue problem to low-accuracy (which corresponds to the approximation parameter $\beta$ in Algorithm 1). We verified that in all of our experiments and for all FW variants, this procedure makes at most 2 iterations, and thus, per the discussion in Section 2.1, the runtime per iteration of each of these variants is estimated by $O(np)$. Thus, normalizing the estimated runtime by the data-size $np$, in the figures below each iteration of FPI is estimated to take $p$ times more than that of any of the FW variants. All methods are initialized from the sample covariance (normalized to have trace equals $p$) and each figure is the average of 20 i.i.d. experiments.

Results: For all experiments we compute Tyler’s estimator to high accuracy by running 250 iterations of the Fixed-point method and we denote the resulting matrix by $Q^*$. In Figure 1 we report the distance in spectral norm (in log scale) of the iterates of the different methods from $Q^*$, and in Figure 2 we report the approximation error $f(Q_t) - f(Q^*)$ of the iterates (also in log scale). It can be seen that in both setups and with respect to both measures, GAFW converges faster than FPI, and that in the contaminated Gaussian distribution setup it is significantly faster. Moreover, looking at the approximation error in log-scale, it indeed seems to exhibit a linear convergence rate. We also observe that the FW and AFW variants converge significantly slower than GAFW, which demonstrates how the better conditioning of GAFW (as captured also in our convergence theorems, Theorems 5 and 6) may be significant. Additionally, and perhaps surprisingly, AFW converges slower than FW, which suggests a situation in which AFW takes many away-steps, since they are better descent directions than the standard FW step, but in turn results in much smaller step-sizes, and thus overall, the convergence is slower.

6 Conclusions

We have presented the first Frank-Wolfe-based variants for approximating Tyler’s M-estimator for robust and heavy-tailed covariance estimation. In particular these include parameter-free and globally-convergent variants with nearly linear runtime per-iteration and, under a mild assumption, with linear convergence rates, despite the fact that the underlying optimization problem is not convex.
nor smooth. We hope these results will pave the way to nearly linear-time algorithms for additional highly-structured nonconvex and nonsmooth problems.
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A Proofs Missing from Section 2

A.1 Proof of Lemma 2

Before proving the lemma we need a simple observation.

**Observation 2.** For any $Q \in S_{p+}$ and any vector $v \in \mathbb{R}^p$ such that $\|v\| = \sqrt{p}$, we have that

$$(v^T Q^{-1} v)^2 - v^T \nabla f(Q) v > 0.$$  

**Proof.** Since $Q \succ 0$, using the expression for $\nabla f(Q)$ in Eq. (3), we have that

$$(v^T Q^{-1} v)^2 - v^T \nabla f(Q) v \geq (v^T Q^{-1} v)^2 - v^T Q^{-1} v.$$  

Thus, for the condition stated in the observation to hold true, it suffices that $v^T Q^{-1} v > 1$.

Since $\|v\| = \sqrt{p}$ we have that

$$v^T Q^{-1} v \geq p \lambda_{\min}(Q^{-1}) = \frac{p}{\lambda_{\max}(Q)} > \frac{p}{p},$$

where the last inequality follows since $\text{Tr}(Q) = p$ and $Q \succ 0$, which imply that $\lambda_{\max}(Q) < p$. Thus, the observation is indeed correct. \hfill \Box

**Proof of Lemma 2.** The fact that for all $t$ it holds that $\text{Tr}(Q_t) = p$ follows immediately from the definition of $Q_{t+1}$ in Algorithm 1 and the fact that $\text{Tr}(v_t^T v_t^T) = p$.

In order to show that for all $t$, $Q_t \succ 0$, we consider two cases. First, suppose that $v_t^T \nabla f(Q_t) v_t < 0$. In this case we have from the definition of $\mu_t$ that $\mu_t \in [0, 1]$. In particular, if $Q_t \succ 0$ we have that $\mu_t \in [0, 1)$ and so, by the definition of $Q_{t+1}$ it follows that $Q_{t+1} \succ 0$ as well.

For the second case in which $v_t^T \nabla f(Q_t) v_t > 0$, using the assumption that $Q_t \succ 0$ and Observation 2 we first note that $\mu_t < 0$, and so $(1 - \mu_t)Q_t \succ 0$. Denoting $A_t = (1 - \mu_t)Q_t$, we make the following observations:

$$A_t + \mu_t v_t v_t^T \succ 0 \iff A_t^{1/2} \left( I + \mu_t v_t v_t^T A_t^{-1/2} \right) A_t^{1/2} \succ 0$$

$$\iff I + \mu_t A_t^{-1/2} v_t v_t^T A_t^{-1/2} \succ 0$$

$$\iff \lambda_{\min} \left( I + \mu_t A_t^{-1/2} v_t v_t^T A_t^{-1/2} \right) > 0$$

$$\iff 1 + \mu_t \lambda_{\max} \left( A_t^{-1/2} v_t v_t^T A_t^{-1/2} \right) > 0 \quad (\mu_t < 0)$$

$$\iff 1 + \mu_t v_t^T A_t^{-1} v_t > 0 \iff 1 + \mu_t \frac{v_t^T A_t^{-1} v_t}{1 - \mu_t} > 0.$$  

Note that $\frac{\mu_t}{1 - \mu_t} = -\frac{v_t^T \nabla f(Q_t) v_t}{(v_t^T Q_t^{-1} v_t)^2}$, and so

$$1 + \frac{\mu_t}{1 - \mu_t} v_t^T Q_t^{-1} v_t = 1 - \frac{v_t^T \nabla f(Q_t) v_t}{v_t^T Q_t^{-1} v_t}$$

$$= 1 + \frac{1}{v_t^T Q_t^{-1} v_t} \left( \frac{p}{n} \sum_{i=1}^{n} \frac{v_t^T Q_t^{-1} x_i v_t Q_t^{-1} v_t}{x_i^T Q_t^{-1} x_i} - v_t^T Q_t^{-1} v_t \right)$$

$$= \frac{1}{v_t^T Q_t^{-1} v_t} \frac{p}{n} \sum_{i=1}^{n} \frac{v_t^T Q_t^{-1} x_i v_t Q_t^{-1} v_t}{x_i^T Q_t^{-1} x_i} = \frac{1}{v_t^T Q_t^{-1} v_t} \frac{p}{n} \sum_{i=1}^{n} \frac{(v_t^T Q_t^{-1} x_i)^2}{x_i^T Q_t^{-1} x_i}.$$  

The RHS is non-negative and it is equal to zero if and only if for all $i = 1, \ldots, n$ it holds that $x_i \perp Q_t^{-1} v_t$, however this implies that there exists a subspace of dimension $p - 1$ containing all $n$ data-points, which is in contrast to Assumption 4. \hfill \Box
A.2 Proof of Theorem

Proof. We first focus on the efficient implementation of the AFW step (Eq. (6)) and then show how it relates to computing the GAFW step (Eq. (7)). Then, we discuss the efficient implementation of the FW step (Eq. (5)).

Fix some iteration $t$ of Algorithm 1 We reduce the computation of $v_t$ which satisfies (6) to three approximate leading eigenvalue computations. Fix some $\beta \in [0, 1)$ to be determined later. First, we compute a unit vector $u$ such that $\nabla f(Q_t)u \geq (1 - \beta)(1 - \beta)^{-1}C + \lambda_1(\nabla f(Q_t)u)$. Next, we define the matrices $M_+ = (1 - \beta)^{-1}C + \nabla f(Q_t)$, $M_- = (1 - \beta)^{-1}C - \nabla f(Q_t)$. Note that by definition, both $M_+, M_-$ are positive semidefinite. Next, we compute unit vectors $u_+, u_-$, which are approximate leading eigenvectors, with a factor $(1 - \beta)$ multiplicative approximation, of the matrices $M_+, M_-$, respectively. That is,

$$u_+^\top M_+ u_+ \geq (1 - \beta)\lambda_1(M_+) = (1 - \beta)\left((1 - \beta)^{-1}C + \lambda_1(\nabla f(Q_t))\right)$$

$$u_-^\top M_- u_- \geq (1 - \beta)\lambda_1(M_-) = (1 - \beta)\left((1 - \beta)^{-1}C - \lambda_p(\nabla f(Q_t))\right),$$

which using the definition of $M_+, M_-$ implies that

$$u_+^\top \nabla f(Q_t)u_+ \geq (1 - \beta)\lambda_1(\nabla f(Q_t)) - \tilde{\beta}(1 - \beta)^{-1}C$$

$$-u_-^\top \nabla f(Q_t)u_- \geq -(1 - \beta)\lambda_p(\nabla f(Q_t)) - \tilde{\beta}(1 - \beta)^{-1}C.$$

Thus,

$$\max\{u_+^\top \nabla f(Q_t)u_+, -u_-^\top \nabla f(Q_t)u_-\} \geq (1 - \beta)\|\nabla f(Q_t)\|_2 - \tilde{\beta}(1 - \beta)^{-1}C$$

$$\geq (a) \left(1 - \beta - \frac{\tilde{\beta}}{1 - \beta}\right)\|\nabla f(Q_t)\|_2$$

$$\geq \frac{1 - 3\tilde{\beta}}{1 - \beta}\|\nabla f(Q_t)\|_2,$$

where in (a) we have used the fact that by definition $C \leq \|\nabla f(Q_t)\|_2$.

Thus, setting $\tilde{\beta}$ such that $\frac{1 - 3\tilde{\beta}}{1 - \beta} \geq 1 - \beta$ and taking $v_t = \sqrt{p} \cdot \arg\max_{w \in \{u_- u_+\}} |w^\top \nabla f(Q_t)w|$, we obtain the result required by (6).

Since for a universal constant $\beta, \tilde{\beta}$ as defined above is also a universal constant, computing each approximated eigenvector $u, u_+, u_-$ using the well-known power method with random initialization requires $O(\log \frac{1}{\delta})$ iterations, where $\delta$ is the desired failure probability, see for instance [8] (Theorem A.1). Each such iteration of the power method requires to compute a matrix-vector product with a matrix of the form $(1 - \beta)^{-1}C \pm \nabla f(Q_t)$, where $c$ is a given scalar. Thus, it remains to detail how to compute fast matrix-vector products with the gradient $\nabla f(Q_t)$. Fix some vector $v$. It holds that

$$\nabla f(Q_t)v = \frac{p}{n} \sum_{i=1}^n \frac{Q_t^{-1}x_i x_i^\top Q_t^{-1}v}{x_i^\top Q_t^{-1}x_i} + Q_t^{-1}v.$$

Note that if the vectors $y_{t,i} := Q_t^{-1}x_i, i = 1, \ldots, n$ are stored explicitly in memory, and recalling that $Q_t^{-1}$ is also computed and stored explicitly, computing $\nabla f(Q_t)v$ requires overall only $O(np + p^2)$ time. It thus remains to show how given the vectors $y_{t,i}, i = 1, \ldots, n$, and the vector $v_t$, we can quickly compute the new vectors $y_{t+1,i} := Q_{t+1}^{-1}x_i, i = 1, \ldots, n$.

Using the Sherman-Morrison formula we have that,

$$Q_{t+1}^{-1} = ((1 - \mu_t)Q_t + \mu_t v_t v_t^\top)^{-1} = \frac{1}{1 - \mu_t} \left((1 - \gamma_t)Q_t - \gamma_t Q_t^{-1}v_t v_t^\top Q_t^{-1}v_t\right),$$

where we recall that $\gamma_t = \frac{\mu_t}{1 - \mu_t}$. 
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Thus, for all $i = 1, \ldots, n$ we have that,
\[
y_{t+1,i} = Q_{t+1}^{-1}x_i = \frac{1}{1 - \mu_t}y_{t,i} - \frac{\gamma_t}{1 - \mu_t}Q_t^{-1}v_t y_{t,i}.
\]
Thus, after computing $Q_t^{-1}v_t$, we can indeed compute $y_{t+1,i}$ form $y_{t,i}$ in $O(p)$ time, and overall $O(np + p^2)$ time to compute all vectors $y_{t+1,i}, i = 1, \ldots, n$.

We now turn to discuss the efficient computation of the GAFW step in Eq. (7). As discussed in Section 2 computing $v_t$ in this case amounts to finding a unit vector $u$ such that $|u^T Q_t^{1/2} \nabla f(Q_t) Q_t^{1/2} u| \geq (1 - \beta) \|Q_t^{1/2} \nabla f(Q_t) Q_t^{1/2}\|_2$, and returning $v_t = \sqrt{p} \frac{Q_t^{1/2} u}{\|Q_t^{1/2} u\|}$. Thus, given the matrix $Q_t^{1/2}$ explicitly, computing such unit vector $u$, and then the corresponding vector $v_t$, could be carried out in time $O(p^2 + np)$ using the same reasoning as that in the computation of the AFW step. In particular, each matrix-vector product of the form $Q_t^{1/2} \nabla f(Q_t) Q_t^{1/2} v$ could be carried out in $O(p^2 + np)$ times as explained above. Thus, using additional $O(p^3)$ to explicitly compute the matrix $Q_t^{1/2}$, we obtain the result of the theorem for the GAFW updates.

Finally, for the FW updates (Eq. (5)), we compute the constant $C$ and define the matrix $M_-$ as before, but this time we do not compute the vector $u_-$ (there is no need for $u_-$ in the standard FW step) so that $u_-^T M_- u_- \geq (1 - \beta) \lambda_1(M_-)$, for some $\beta \in [0, 1)$, to be determined shortly. Similarly to the analysis for AFW, this yields,
\[
u_-^T \nabla f(Q_t) u_- \leq (1 - \tilde{\beta}) \lambda_p(\nabla f(Q_t)) + \tilde{\beta}(1 - \tilde{\beta})^{-1} C \leq (1 - \tilde{\beta}) \lambda_p(\nabla f(Q_t)) + \tilde{\beta}(1 - \tilde{\beta})^{-1} \|\nabla f(Q_t)\|_2.
\]
Thus, choosing for instance $\tilde{\beta} = 1/2$ and $\tilde{\beta} = \frac{|\lambda_p(\nabla f(Q_t))|}{\|\nabla f(Q_t)\|_2}$, we indeed have that $u_-^T \nabla f(Q_t) u_- \leq (1 - \beta) \lambda_p(\nabla f(Q_t))$, and so, returning $v_t = \sqrt{p} u_- \text{ indeed satisfies (5).}$

Using standard results for the power method (see for instance Theorem A.1 in [8], as discussed above, computing such $u_-$ with failure probability at most $\delta$ requires $O\left(\frac{\|\nabla f(Q_t)\|_2}{\lambda_p(\nabla f(Q_t))\beta} \log(p\delta^{-1})\right)$ matrix-vector products. This could be improved to only $O\left(\sqrt{\frac{\|\nabla f(Q_t)\|_2}{\lambda_p(\nabla f(Q_t))\beta}} \log(p\delta^{-1})\right)$ matrix-vector products using the faster Lanczos method [12,23,21].

## B Proofs Missing from Section 3

### B.1 Proof of Observation [1]

**Proof.** We first establish that $\lambda_{\min}(\nabla f(Q)) \leq 0$ and $\lambda_{\min}(\nabla f(Q)) = 0$ if and only if $Q = Q^*$. Then, the observation follows since $Q > 0$ and $Q \nabla f(Q)Q = Q - \frac{p}{n} \sum_{i=1}^n x_i x_i^T Q^{-1} x_i$.

A straight-forward calculation shows that for any $Q \in S_p^+$ it holds that $\langle Q, \nabla f(Q) \rangle = 0$. Writing the eigen-decomposition of $\nabla f(Q)$ as $\nabla f(Q) = \sum_{i=1}^p \lambda_i u_i u_i^T$, this implies that
\[
0 = \langle Q, \nabla f(Q) \rangle = \sum_{i=1}^p \lambda_i u_i^T Q u_i.
\]

Since $Q \in S_p^+$ implies that for all $i = 1, \ldots, p$, $u_i^T Q u_i > 0$, it follows that $\lambda_p \leq 0$, and moreover, $\lambda_p = 0$ if and only if $\lambda_i = 0$ for all $i = 1, \ldots, p$, meaning $\nabla f(Q) = 0$, which holds if and only if $Q$ satisfies [1], i.e., $Q = Q^*$.

### B.2 Proof of Theorem 3

**Proof.** Fix $\epsilon > 0$. Corollary [1] establishes that for all variants and for all $t \geq T(\epsilon)$, it holds that $\min_{t=0,\ldots,T-1} |L_t| \leq \epsilon$. Let us denote by $t^*$ an index of such iteration for which it holds that $|L_{t^*}| \leq \epsilon$. 

}\end{document}
Let us begin with FW steps. By definition we have that
\[ |L_t| = \frac{|v_t^T \nabla f(Q_t)v_t|}{v_t^T Q_t^{-1} v_t} = \frac{-v_t^T \nabla f(Q_t)v_t}{v_t^T Q_t^{-1} v_t} \geq -p(1 - \beta)\lambda_{\min}(\nabla f(Q_t)) \]
\[ = -(1 - \beta)\lambda_{\min}(Q_t)\lambda_{\max}(Q_t) \left( Q_t^{-1} \left( Q_t - \frac{p}{n} \sum_{i=1}^n x_i x_i^T \right) Q_t^{-1} \right) \]
\[ \geq -(1 - \beta)\lambda_{\min}(Q_t)\lambda_{\max}(Q_t) \left( Q_t - \frac{p}{n} \sum_{i=1}^n x_i x_i^T \right). \]

Thus, for \( \hat{c} = \hat{c}_{\text{FW}} \) and \( t = t^* \) we indeed have that (9) holds.

We now turn to prove that (9) holds for AFW and GAFW updates. For AFW updates, using similar arguments as before, it holds that
\[ |L_t| = \frac{|v_t^T \nabla f(Q_t)v_t|}{v_t^T Q_t^{-1} v_t} \geq (1 - \beta)\lambda_{\min}(Q_t) \left( Q_t^{-1} \left( Q_t - \frac{p}{n} \sum_{i=1}^n x_i x_i^T \right) Q_t^{-1} \right) \]
\[ \geq (1 - \beta)\lambda_{\min}(Q_t)\lambda_{\max}(Q_t) \left( Q_t - \frac{p}{n} \sum_{i=1}^n x_i x_i^T \right). \]

Thus, for \( \hat{c} = \hat{c}_{\text{AFW}} \) and \( t = t^* \) we indeed have that (9) holds for AFW.

We turn to prove that (9) holds for GAFW updates. According to the update rule we have that
\[ |L_t| = \frac{|v_t^T \nabla f(Q_t)v_t|}{v_t^T Q_t^{-1} v_t} \geq (1 - \beta)\lambda_{\min}(Q_t) \left( Q_t^{-1} \left( Q_t - \frac{p}{n} \sum_{i=1}^n x_i x_i^T \right) Q_t^{-1} \right) \]
\[ = (1 - \beta)\lambda_{\min}(Q_t)\lambda_{\max}(Q_t) \left( Q_t - \frac{p}{n} \sum_{i=1}^n x_i x_i^T \right). \]

Thus, for \( \hat{c} = \hat{c}_{\text{GAFW}} \) and \( t = t^* \) we have that (9) holds for GAFW.

C Proofs Missing from Section 4

C.1 Proof of Theorem 5

Before we can prove Theorem 5, we need to establish several auxiliary results.

**Lemma 4.** Under Assumption 2, there exist a constant \( \alpha > 0 \) such that for any pair of unit vectors \( u, v \in \mathbb{R}^p \), it holds that \( \frac{1}{n} \sum_{i=1}^n (u^T x_i)^2 (v^T x_i)^2 \geq \alpha. \)

**Proof.** Let \( u^*, v^* \) be the optimal solutions to the optimization problem:
\[ \min_{u,v: \|u\|=\|v\|=1} \frac{1}{n} \sum_{i=1}^n (u^T x_i)^2 (v^T x_i)^2 = \alpha, \]
and suppose by way of contradiction that \( \alpha = 0. \)

Thus, for all \( i = 1, \ldots, n, x_i \perp u^* \text{ or } x_i \perp v^*, \) which in particular implies that there exists \( S \subseteq \{x_1, \ldots, x_n\} \) such that \( |S| \geq n/2 \) and either \( u^* \) or \( v^* \) are orthogonal to all vectors in \( S \), which implies orthogonality to \( \text{span}(S) \). However, according to Assumption 2, \( \text{span}(S) = \mathbb{R}^p \), and thus we arrive at a contradiction.

**Lemma 5.** Suppose Assumption 2 holds. Consider the function
\[ g(t) := f(Z^2 \exp(tW)Z^2), \]
We have that
\[\forall t: \ g''(t) \geq \left( \frac{\lambda_{\min}(Z)}{\lambda_{\max}(Z)} \right)^2 p^{-1} \exp(-4t)\alpha,\]
where \(\alpha > 0\) is the constant implied by Lemma 4.

**Proof.** Write the eigen-decomposition of \(W\) as \(W = \sum_{j=1}^{p} \lambda_j u_j u_j^T\). Calculations give
\[g(t) = f(Z^{1/2} \exp(tW)Z^{1/2}) = \frac{p}{n} \sum_{i=1}^{n} \log \left( \sum_{j=1}^{p} \exp(-\lambda_j t)(x_i^T Z^{-\frac{1}{2}} u_j)^2 \right) + t \cdot \text{Tr}(W) + \log \det(Z).\]

Thus,
\[g'(t) = -\frac{p}{n} \sum_{i=1}^{n} \sum_{j=1}^{p} \lambda_j \exp(-\lambda_j t)(x_i^T Z^{-\frac{1}{2}} u_j)^2 + \text{Tr}(W),\]
which implies that,
\[g''(t) = \frac{p}{n} \sum_{i=1}^{n} \left( \sum_{j=1}^{p} \frac{\lambda_j^2 \exp(-\lambda_j t)(x_i^T Z^{-\frac{1}{2}} u_j)^2}{\left( \sum_{j=1}^{p} \exp(-\lambda_j t)(x_i^T Z^{-\frac{1}{2}} u_j)^2 \right)^2} \right) \left( \sum_{j=1}^{p} \exp(-\lambda_j t)(x_i^T Z^{-\frac{1}{2}} u_j)^2 \right)^2 \]
\[- \frac{\left( \sum_{j=1}^{p} \lambda_j \exp(-\lambda_j t)(x_i^T Z^{-\frac{1}{2}} u_j)^2 \right)^2}{\left( \sum_{j=1}^{p} \exp(-\lambda_j t)(x_i^T Z^{-\frac{1}{2}} u_j)^2 \right)^2}.\]

Let us introduce the notation \(C_{ij} = \exp(-\lambda_j t)(x_i^T Z^{-\frac{1}{2}} u_j)^2\) for all \(i \in \{1, \ldots, n\}, j \in \{1, \ldots, p\}\). We have that
\[g''(t) = \frac{p}{n} \sum_{i=1}^{n} \left( \sum_{j=1}^{p} \lambda_j^2 C_{ij} \right) \left( \sum_{j=1}^{p} C_{ij} \right) - \left( \sum_{j=1}^{p} \lambda_j C_{ij} \right)^2 \]
\[= \frac{p}{n} \sum_{i=1}^{n} \sum_{j=1}^{p} \sum_{k=1}^{p} \frac{\lambda_j^2 + \lambda_k^2}{2} C_{ij} C_{ik} - \left( \sum_{j=1}^{p} \lambda_j C_{ij} \right)^2 \]
\[= \frac{p}{n} \sum_{i=1}^{n} \sum_{j=1}^{p} \frac{\lambda_j^2 - \lambda_k^2}{2} C_{ij} C_{ik}.\]

Re-arranging we get,
\[g''(t) = \sum_{j=1}^{p} \sum_{k=1}^{p} (\lambda_j - \lambda_k)^2 \frac{p}{n} \sum_{i=1}^{n} \frac{C_{ij} C_{ik}}{2\left( \sum_{l=1}^{p} C_{il} \right)^2}.\]

Let us fix some \(i, j\), and recall that \(C_{ij} = \exp(-\lambda_j t)(x_i^T Z^{-\frac{1}{2}} u_j)^2\). Since \(\|W\|_2 \leq \|W\|_1 = 1\), we have that
\[\exp(-t)\lambda_{\min}^{-1}(Z) \left( x_i^T \frac{Z^{-1/2} u_j}{\|Z^{-1/2} u_j\|} \right)^2 \leq C_{ij} \leq \exp(t)\lambda_{\max}^{-1}(Z).\]
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Thus, for any \(j, k = 1, \ldots, p\) we have that,

\[
\frac{P}{n} \sum_{i=1}^{n} \frac{C_{ij} C_{ik}}{2(\sum_{t=1}^{p} C_{it})^2} \geq \frac{P}{n} \sum_{i=1}^{n} \frac{\lambda_{\text{max}}(Z) \exp(-2t) \left( x_i^\top \frac{Z^{-\frac{1}{2}} u_j}{\|Z^{-\frac{1}{2}} u_j\|} \right)^2 \left( x_i^\top \frac{Z^{-\frac{1}{2}} u_k}{\|Z^{-\frac{1}{2}} u_k\|} \right)^2}{2(p \lambda_{\text{min}}(Z) \exp(t))^2} \geq \frac{\left( \frac{\lambda_{\text{min}}(Z)}{\lambda_{\text{max}}(Z)} \right)^2 \exp(-4t)}{2p} \sum_{i=1}^{n} \left( x_i^\top \frac{Z^{-\frac{1}{2}} u_j}{\|Z^{-\frac{1}{2}} u_j\|} \right)^2 \left( x_i^\top \frac{Z^{-\frac{1}{2}} u_k}{\|Z^{-\frac{1}{2}} u_k\|} \right)^2 \geq \frac{\left( \frac{\lambda_{\text{min}}(Z)}{\lambda_{\text{max}}(Z)} \right)^2 \exp(-4t) \alpha}{2p},
\]

where the last inequality is due to Lemma \([\text{4}]\).

Introducing the notation \(\delta(Z) = \frac{\lambda_{\text{max}}(Z)}{\lambda_{\text{min}}(Z)}\), we finally get,

\[
g''(t) \geq \frac{\exp(-4t) \alpha}{2p \delta^2(Z)} \sum_{j=1}^{p} \sum_{k=1}^{p} (\lambda_j - \lambda_k)^2 = \frac{\exp(-4t) \alpha}{2p \delta^2(Z)} \sum_{j=1}^{p} \sum_{k=1}^{p} (\lambda_j^2 - 2\lambda_j \lambda_k + \lambda_k^2) = \frac{\exp(-4t) \alpha}{2p \delta^2(Z)} \sum_{j=1}^{p} \sum_{k=1}^{p} (\lambda_j^2 - 2\lambda_j \lambda_k + \lambda_k^2) = \frac{\exp(-4t) \alpha}{2p \delta^2(Z)} (2p \|W\|^2 - 2\text{Tr}(W)^2) = \frac{\exp(-4t) \alpha}{2p \delta^2(Z)} \sum_{j=1}^{p} \sum_{k=1}^{p} (\lambda_j^2 - 2\lambda_j \lambda_k + \lambda_k^2) = \frac{\exp(-4t) \alpha}{2p \delta^2(Z)} \sum_{j=1}^{p} \sum_{k=1}^{p} (\lambda_j^2 - 2\lambda_j \lambda_k + \lambda_k^2) = \frac{\exp(-4t) \alpha}{2p \delta^2(Z)} \sum_{j=1}^{p} \sum_{k=1}^{p} (\lambda_j^2 - 2\lambda_j \lambda_k + \lambda_k^2)
\]

where in (a) we have used the assumption that \(\text{Tr}(W) = 0\), and in (b) we have used the assumption that \(\|W\|_1 = 1\).

\[\square\]

**Lemma 6.** Suppose Assumption \([\text{2}]\) holds. Let \(Z \in S_+^p\) such that \(\det(Z) = 1\), and let \(Z^* > 0\) be a minimizer of \(f(\cdot)\) such that \(\det(Z^*) = 1\). It holds that

\[
||Z^{1/2} \nabla f(Z) Z^{1/2}||_2^2 \geq 2\kappa^{-2}(Z) p^{-1} \exp(-4D(Z, Z^*)) \alpha \cdot (f(Z) - f(Z^*)),
\]

where \(\kappa(Z) := \frac{\lambda_{\text{max}}(Z)}{\lambda_{\text{min}}(Z)}\), \(D(Z, Z^*) := \|\log(Z^{-\frac{1}{2}} Z^* Z^{-\frac{1}{2}})\|_1\), and \(\alpha > 0\) is the constant implied by Lemma \([\text{2}]\).

**Proof.** Let \(W = \log(Z^{1/2} Z^* Z^{-1/2})\), where \(D = D(Z, Z^*) = \|\log(Z^{-1/2} Z^* Z^{-1/2})\|_1\). Note that

\[
\text{Tr} \left( \log(Z^{-1/2} Z^* Z^{-1/2}) \right) = \sum_{i=1}^{p} \lambda_i \left( \log(Z^{-1/2} Z^* Z^{-1/2}) \right)
\]

\[= \sum_{i=1}^{p} \log \left( \lambda_i (Z^{-1/2} Z^* Z^{-1/2}) \right)
\]

\[= \log \left( \prod_{i=1}^{p} \lambda_i (Z^{-1/2} Z^* Z^{-1/2}) \right)
\]

\[= \log(\det(Z^{-1/2} Z^* Z^{-1/2}))
\]

\[= \log(\det(Z^{-1/2}) \cdot \det(Z^*) \cdot \det(Z^{-1/2}))
\]

\[= \log(\det^{-1}(Z) \cdot \det(Z^*)) = 0,
\]

where the last equality is due to the fact that \(\det(Z) = \det(Z^*) = 1\).

Note also that by definition \(\|W\|_1 = 1\). Denote the function

\[
g(t) = f(Z^{\frac{1}{2}} \exp(tW) Z^{\frac{1}{2}}),
\]

and note that \(g(0) = f(Z), g(D) = f(Z^*)\).
We can now prove Theorem 5 and denoting the constant $A = \kappa^{-2}(Z)p^{-1}\exp(-4D(Z, Z^*))\alpha$, we have that,
\[
\forall t \in [0, D] : \quad g''(t) \geq A.
\]
Integrating on both sides we have that,
\[
\forall t \in [0, D] : \quad g'(t) \geq g'(0) + At.
\]
Integrating again we have,
\[
\forall t \in [0, D] : \quad g(t) - g(0) \geq t \cdot g'(0) + \frac{At^2}{2}.
\]
It holds that
\[
g'(0) = \langle \nabla f(Z^{1/2}\exp(tW)Z^{1/2}), Z^{1/2}W\exp(tW)Z^{1/2}\rangle_{t=0} = \langle \nabla f(Z), Z^{1/2}WZ^{1/2} \rangle = \langle Z^{1/2}\nabla f(Z)Z^{1/2}, W \rangle 
\]
\[
\geq -\|Z^{1/2}\nabla f(Z)Z^{1/2}\|_2,
\]
where the last inequality is due to Hölder’s inequality and the fact that $\|W\|_1 = 1$.

Plugging-back we have that,
\[
\forall t \in [0, D] : g(t) - g(0) \geq -t\|Z^{1/2}\nabla f(Z)Z^{1/2}\|_2 + \frac{At^2}{2}.
\]
The right hand side obtains its minimal value for $t^* = \frac{\|Z^{1/2}\nabla f(Z)Z^{1/2}\|_2}{A}$, which yields,
\[
\forall t \in [0, D] : \quad g(0) - g(t) \leq \frac{\|Z^{1/2}\nabla f(Z)Z^{1/2}\|_2^2}{2A},
\]
and specifically,
\[
|f(Z) - f(Z^*)| = g(0) - g(D) \leq \frac{\|Z^{1/2}\nabla f(Z)Z^{1/2}\|_2^2}{2A},
\]
which concludes the proof.

We can now prove Theorem 5.

Proof of Theorem 5 Given $Q_0$ and $Q$, define their unit-determinant normalizations $Z_0 := \det^{-1/p}(Q_0)Q_0$, $Z := \det^{-1/p}(Q)Q$. Denote also $Z^* := \det^{-1/p}(Q^*)Q^*$ (recall that since $f(\cdot)$ is invariant to scaling, $Z^*$ also minimizes $f(\cdot)$). From Lemma 6 we have that,
\[
\|Z^{1/2}\nabla f(Z)Z^{1/2}\|_2^2 \geq 2\kappa^{-2}(Z)p^{-1}\exp(-4D(Z, Z^*))\alpha \cdot (f(Z) - f(Z^*))
\]
where $\kappa(Z) := \lambda_{\max}(Z)/\lambda_{\min}(Z)$, $D(Z, Z^*) := \|\log(Z^{1/2}Z^*Z^{-1/2})\|_1$, and $\alpha > 0$ is the constant implied by Lemma 4.

Using the fact that the functions $f(Z)$, $\kappa(Z)$ are invariant to scaling of $Z$, and so is the matrix $Z^{1/2}\nabla f(Z)Z^{1/2}$, we have that
\[
\|Q^{1/2}\nabla f(Q)Q^{1/2}\|_2^2 \geq 2\kappa^{-2}(Q)p^{-1}\exp(-4D(Z, Z^*))\alpha \cdot (f(Q) - f(Q^*)).
\]
Recall that according to Lemma 1 for every $Q$ in the level set $\{Q \in S_p \mid f(Q) \leq f(Q_0)\}$, $\lambda_{\min}(Q) > \lambda$, for some $\lambda > 0$. This further implies that
\[
D(Z, Z^*) = \|\log(Z^{1/2}Z^*Z^{-1/2})\|_1 = \|\log(\det^{-1/p}(Q)\det^{-1/p}(Q^*)Q^{-1/2}Q^*Q^{-1/2})\|_1
\]
is upper-bounded by some constant on the level-set $\{M \in S_p \mid f(M) \leq f(Q_0)\}$, which yields the corollary.

\[\square\]
C.2 Proof of Theorem 4

Proof. Let us first consider the case of AFW steps. From Lemma 3 we have that out of $t$ iterations Algorithm 1 has executed, the maximum number of iterations $\tau$ in which it holds that $L_\tau > 1$, is at most $\lceil 4(f(Q_0) - f(Q^*)) \rceil = [4h_0]$, where we recall that $L_\tau := \frac{\nabla^\top f(Q_\tau) \nabla f(Q_\tau)}{v_\tau^\top Q_\tau^{-1} v_\tau}$. On any other iteration $\tau$ we have that,

$$f(Q_{\tau + 1}) - f(Q_\tau) \leq -\frac{1}{4} L_\tau^2 \leq \frac{(1 - \beta)^2 \rho^2 \|\nabla f(Q_\tau)\|^2}{4(v_\tau^\top Q_\tau^{-1} v_\tau)^2},$$

where (a) follows from the definition of $L_\tau$ and the AFW update step (Eq. (6)), and (b) follows from Theorem 5.

Rearranging, we have that

$$h_{\tau + 1} \leq h_\tau \left(1 - \frac{(1 - \beta)^2}{4} \kappa_0^{-2} \rho\right) \leq h_\tau \exp \left(-\frac{(1 - \beta)^2}{4} \kappa_0^{-2} \rho\right).$$

Thus, we can conclude that

$$h_t \leq h_0 \exp \left(-\frac{(1 - \beta)^2}{4} \kappa_0^{-2} \rho \left(t - \lceil 4h_0\rceil \right)\right).$$

The result for GAFW steps follows from the same reasoning, only now using the GAFW update step (Eq. (7)) which gives the improved bound:

$$-\frac{1}{4} L_\tau^2 \leq -\frac{(1 - \beta)^2}{4} \|Q_{\tau/2}^1 \nabla f(Q_\tau) Q_{\tau/2}^1\|^2_2.$$