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Abstract
In this paper we study the existence of solutions for a coupled Allen-Cahn-Navier-Stokes model in two dimensions with an external force containing infinite delay effects in the weighted space $C^0_{\delta}(Y)$. We prove the existence of pullback attractors for the dynamical system associated to the problem under more general assumptions.
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1 Introduction
Diffuse interface models are well-known tools to describe dynamics of complex fluids ([1, 2]). For instance, this approach is used in [3] to describe cavitation phenomena in a flowing liquid. The resulting model essentially consists of the Navier-Stokes equations suitably coupled with the well-known phase-field system. In the isothermal compressible case, existence of a global weak solution for such a system has been recently proved in [4]. In the incompressible isothermal case, neglecting chemical reactions and other forces, the model reduces to an evolution system which governs the fluid velocity $u$ and the order parameter $\phi$. This system can be written as a Navier-Stokes equation coupled with a convective Allen-Cahn equation.

In [5, 6], Gal and Grasselli proved that the initial and boundary value problem generates a strongly continuous semigroup on a suitable phase space which possesses the global attractor $A$ and establish the existence of an exponential attractor $E$ which entails that $A$ has finite fractal dimension. Medjo in [7] studied the pullback asymptotic behavior of solutions for a non-autonomous homogeneous two-phase flow model in a two-dimensional domain.

Recently the appearance of delay effects in partial difference equations has been intensively treated. In [8–10], the authors studied the 2D Navier-Stokes equations in which additional external forces were included in the model. The existence of an attractor for a 2D Navier-Stokes system with delays is proved in [8]. The authors proved the existence and uniqueness of a stationary solution and the exponential decay of the solutions of the evolutionary problem to this stationary solution in [9] and strengthened some results on the existence and properties of pullback attractors in [10]. It is a natural generalization to the Allen-Cahn-Navier-Stokes equations with delays. Medjo in [11, 12] studied a coupled Cahn-Hilliard-Navier-Stokes model with delays in a two-dimensional domain and proved...
the existence and uniqueness of the weak and strong solution when the external force contains some delays. He also discusses the asymptotic behavior of the weak solutions and the stability of the stationary solutions.

Our purpose is to study a coupled Allen-Cahn-Navier-Stokes model with infinite delays. The paper is organized as follows. Section 2 we describe the model and some functional spaces useful for the problem. Section 3 we prove the existence and uniqueness of the solution. Also we analyze the continuity properties of the solutions with respect to initial data. Section 4 is devoted to generalizing the results on asymptotic behavior, proving under more general assumptions the existence of pullback attractors.

2 A two-phase flow model

We consider a model of homogeneous incompressible two-phase flow with singularly oscillating forces. We assume that the domain $\Omega \subset \mathbb{R}^2$ be an open and bounded set with smooth enough boundary $\partial \Omega$ and consider (arbitrary) values $\tau < T$ in $\mathbb{R}$. Then we consider the following system:

$$
\begin{align*}
\begin{cases}
\frac{\partial u}{\partial t} - \nu \Delta u + (u \cdot \nabla)u + \nabla p - K \mu \nabla \phi &= g(t) + G(t, (u, \phi)_t), \\
\text{div } u &= 0, \\
\frac{\partial \phi}{\partial t} + u \cdot \nabla \phi + \mu &= 0, \\
\mu &= -\epsilon \Delta \phi + \alpha f(\phi),
\end{cases}
\end{align*}
$$

in $\Omega \times (\tau, T)$.

In (1), the unknown functions are the velocity $u = (u_1, u_2)$ of the fluid, its pressure $p$ and the order parameter $\phi$. The quantity $\mu$ is the variational derivative of the following free energy functional:

$$
F(\phi) = \int_\Omega \left( \frac{\epsilon}{2} |\nabla \phi|^2 + \alpha F(\phi) \right) ds,
$$

where $F(r) = \int_0^r f(\xi) d\xi$, the constants $\nu > 0$ and $K > 0$ the kinematic viscosity of the fluid and capillarity coefficient, respectively, $\epsilon, \alpha > 0$ are two physical parameters describing the interaction between the two phases. In particular, $\epsilon$ is related with the thickness of the interface separating the two fluid. The number $\tau \in \mathbb{R}$ is the initial time. We endow (1) with the boundary condition

$$
uu = 0, \quad \frac{\partial \phi}{\partial \eta} = 0 \quad \text{on } \partial \Omega \times (\tau, T),
$$

where $\partial \Omega$ is the boundary of $\Omega$ and $\eta$ is its outward normal. The initial condition is given by

$$(u, \phi)(t + \tau) = \theta(t) = (\theta_1, \theta_2)(t), \quad t \in (-\infty, 0].
$$

The terms $g(t)$ is a non-delayed external force field, $G(t, (u, \phi)_t)$ is another external force containing some hereditary characteristics and we denote by $(u, \phi)_t$ the function defined on $(-\infty, 0]$ by the relation $(u, \phi)_t = (u, \phi)(t + s), s \in (-\infty, 0]$. 
We assume that $f \in C^1(R)$ satisfies

$$\lim_{|r| \to +\infty} f'(r) > 0, \quad |f'(r)| \leq c_f (1 + |r|^k), \quad \forall r \in R, \quad (3)$$

where $c_f$ is some positive constant and $k \in [1, +\infty)$ is fixed. So we get

$$|f(r)| \leq c_f (1 + |r|^{k+1}), \quad \forall r \in R. \quad (4)$$

If $X$ is a real Hilbert space with inner product $(\cdot, \cdot)_X$, we will denote the induced norm by $\| \cdot \|_X$ while $X^*$ will indicate its dual with $\langle \cdot, \cdot \rangle$ for the duality between $X^*$ and $X$ and the norm by $\| \cdot \|$. We set

$$V_1 = \{ u \in C_0^\infty(\Omega) : \text{div } u = 0 \text{ in } \Omega \}.$$  

We denote by $H_1$ and $V_1$ the closure of $V_1$ in $(L^2(\Omega))^2$ and $(H^1_0(\Omega))^2$, respectively. The scalar product in $H_1$ is denoted by $(\cdot, \cdot)_{L^2}$ and the associated norm by $\| \cdot \|_{L^2}$. Moreover, the space $V_1$ is endowed with the scalar product

$$((u, v)) = \sum_{i=1}^{2} (\partial_{x_i} u, \partial_{x_i} v)_{L^2}, \quad \|u\| = ((u, u))^{1/2}.$$  

We define the operator $A_0$ by

$$A_0 u = P \Delta u, \quad \forall u \in D(A_0) = H^2(\Omega) \cap V_1,$$

where $P$ is the Leray-Helmholtz projector from $L^2(\Omega)$ onto $H_1$. Then $A_0$ is a self-adjoint positive unbounded operator in $H_1$ which is associated with the scalar product defined above. Furthermore, $A_0^{-1}$ is a compact linear operator on $H_1$ and $|A_0 \cdot|_{L^2}$ is a norm on $D(A_0)$ that is equivalent to the $H^2$-norm. From (3), we can find $\gamma > 0$ such that

$$\lim_{|r| \to +\infty} f'(r) > 2\gamma > 0. \quad (5)$$

Then we can define the linear positive unbounded operator $A_\gamma$ on $L^2(\Omega)$ by

$$A_\gamma \phi = -\Delta \phi + \gamma \phi, \quad \forall \phi \in D(A_\gamma),$$

where

$$D(A_\gamma) = \left\{ \rho \in H^2(\Omega), \frac{\partial \rho}{\partial \eta} = 0 \text{ on } \partial \Omega \right\}.$$  

Note that $A_\gamma^{-1}$ is a compact linear operator on $L^2(\Omega)$ and $|A_\gamma \cdot|_{L^2}$ is a norm on $D(A_\gamma)$ that is equivalent to the $H^2$-norm. We set $V_2 = H^1(\Omega)$. Furthermore we denote by $\lambda_1 > 0$ a positive constant satisfying

$$\lambda_1 \|w\|^2_{L^2} \leq \|w\|^2_\Omega, \quad \forall w \in V_1; \quad \lambda_1 \|A_\gamma^{1/2} \psi\|^2_{L^2} \leq |A_\gamma \psi|^2_{L^2}, \quad \forall \psi \in H^2(\Omega). \quad (6)$$
We also introduce the bilinear operators $B_0$, $B_1$ and their associated trilinear forms $b_0$, $b_1$ as well as the coupling mapping $R_0$, which are defined from $D(A_0) \times D(A_0)$ into $H_1$, $D(A_0) \times D(A_0)$ into $L_2(\Omega)$ and $L^2(\Omega) \times D(A_{3/2}^/)$ into $H_1$, respectively. More precisely, we set

$$
(B_0(u, v), w) = \int_{\Omega} [(u \cdot \nabla)v] \cdot w \, dx = b_0(u, v, w), \quad \forall u, v, w \in D(A_0),
$$

$$
(B_1(u, \phi), \rho) = \int_{\Omega} [(u \cdot \nabla)\phi] \rho \, dx = b_1(u, \phi, \rho), \quad \forall u \in D(A_0), \phi, \rho \in D(A_0),
$$

$$
(R_0(\mu, \phi), w) = \int_{\Omega} [\nabla \phi \cdot w] \, dx = b_1(w, \phi, \mu), \quad \forall w \in D(A_0), (\mu, \phi) \in L^2(\Omega) \times D(A_{3/2}^/).
$$

Note that $R_0(\mu, \phi) = P_1 \mu \nabla \phi$ and $B_0, B_1$ and $R_0$ satisfy the following estimates:

$$
|B_0(u, v)|_{V_1/2} \leq c |u|_{L^2}^{1/2} ||u||_{L^2}^{1/2} ||v||_{L^2}^{1/2}, \quad \forall u, v \in V_1,
$$

$$
|B_1(u, \phi)|_{V_1^2} \leq c |u|_{L^2}^{1/2} ||u||_{L^2}^{1/2} ||\phi||_{L^2}^{1/2}, \quad \forall u \in V_1, \phi \in V_2,
$$

$$
|R_0(\mu, \phi)|_{V_1} \leq c ||\mu||_{L^2} ||A_{\gamma} \phi||_{L^2} ||A_{\gamma} \phi||_{L^2}, \quad \forall \phi, \rho \in D(A_0).
$$

Now we define the Hilbert spaces $\mathcal{V}$ and $\mathcal{V}$ by $\mathcal{V} = H_1 \times H^1(\Omega)$, $\mathcal{V} = V_1 \times D(A_0)$ endowed with the scalar products whose associated norms are

$$
||u||^2_{\mathcal{V}} = K^{-1} |u|_{L^2}^2 + \epsilon (|\nabla \phi|_{L^2}^2 + \gamma |\phi|_{L^2}^2) = K^{-1} |u|_{L^2}^2 + \epsilon |A_{\gamma} \phi|_{L^2}^2,
$$

$$
||u, \phi||^2_{\mathcal{V}} = ||u||^2 + |A_{\gamma} \phi|_{L^2}^2.
$$

Let $f_j(r) = f_j(r - \alpha r)$ and observe that $f_j$ still satisfies (5) with $\gamma$ in place of $2\gamma$ since $\epsilon \leq \alpha$, and $F_j(r) = \int_0^r f_j(\xi) \, d\xi$ is bounded from below.

There are several phase spaces which allow us to deal with infinite delays. For instance, for a given $\delta > 0$, and a given Banach space $X$, we may consider the space

$$
C_{\delta}(X) = \left\{ \psi \in C((-\infty, 0]; X) : \exists \lim_{s \to -\infty} e^{\delta s} \psi(s) \in X \right\}
$$

with the norm

$$
\|\psi\|_{\delta} := \sup_{s \in (-\infty, 0]} e^{\delta s} |\psi(s)|_X.
$$

In order to state the problem in the correct framework, we assume that $G : [\tau, T] \times C_{\delta}(\mathcal{V}) \to (L^2(\Omega))^2$ satisfies

(g1) for any $(\mathbf{u}, \phi) \in C_{\delta}(\mathcal{V})$, $t \in [\tau, T] \to G(t, (\mathbf{u}, \phi))$ is measurable;

(g2) for any $t \in R$, $G(t, 0) = 0$;

(g3) there exists a constant $L_2 > 0$ such that, for any $t \in [\tau, T]$, $(\mathbf{u}_1, \phi_1), (\mathbf{u}_2, \phi_2) \in C_{\delta}(\mathcal{V})$,

$$
|G(t, (\mathbf{u}_1, \phi_1)) - G(t, (\mathbf{u}_2, \phi_2))|_{L^2(\Omega)} \leq L_2 ((\mathbf{u}_1, \phi_1) - (\mathbf{u}_2, \phi_2))_3.
$$

An example of an operator satisfying assumptions (g1)-(g3) is given here.
We will assume that the distributed delay term on the Banach space \( C_t(\Omega) \) is given by

\[
G(t, (u, \phi)) := \int_{-\infty}^{0} G_0(t, s, (u, \phi)(t + s)) \, ds,
\]

where the function \( G_0 : [\tau, T] \times (-\infty, 0] \times \Omega \rightarrow (L^2(\Omega))^2 \) satisfies

\[
G_0(t, s, 0) = 0, \quad \left| G_0(t, s, (u, \phi_1)) - G_0(t, s, (u, \phi_2)) \right|_{L^2} \leq L_1(s) \left| \left( u, \phi_1 \right) - \left( u, \phi_2 \right) \right|_Y,
\]

for the function \( L_1 > 0 \). We assume that \( L_1 e^{-(\alpha + \vartheta)} \in L^2(-\infty, 0) \) for certain \( \alpha > 0 \). We can prove as in [9] that (g1)-(g3) are all satisfied.

Hereafter, we will use the above space and the distributed delay for our problem.

Using the notations above, we rewrite (1) in the form

\[
\begin{align*}
\frac{d\omega}{dt} + vA_0 u + B_0(u, u) - K R_0(\epsilon A_0, \phi, \phi) &= g(t) + G(t, (u, \phi)), \\
\frac{d\phi}{dt} + B_1(u, \phi) + \mu &= 0, \\
\mu &= \epsilon A_0 \phi + \alpha f_\gamma(\phi), \\
(u, \phi)(t + \tau) &= \theta(t) = (\theta_1, \theta_2)(t), \quad t \in (-\infty, 0].
\end{align*}
\]

**Remark 1** In the weak formulation (10), the term \( \mu \nabla \phi \) is replaced by \( \epsilon A_0 \nabla \phi \). This is justified since \( f_\gamma(\phi) \) is the gradient \( F_{\gamma}(\phi) \) and can be incorporated into the pressure gradient; see [10]. To simplify the notation, we set \( \alpha = K = 1 \).

**Remark 2** Set \( \Psi(\omega, \psi) \in \Psi \)

\[
E(t) = \varepsilon(\omega, \psi) = \left| (\omega, \psi) \right|_Y^2 + 2|F_{\gamma}(\psi)|_L^2 + \alpha_0,
\]

where \( \alpha_0 \) is a constant large enough and independent on \( (\omega, \psi) \) such that \( E(t) \) is nonnegative.

**Definition 1** A pair \((u, \phi)\) is called a weak solution to (10) if

\[
(u, \phi) \in C((-\infty, T]; \Omega) \cap L^2([\tau, T]; \Psi), \quad \frac{du}{dt} \in L^1([\tau, T]; V^*_1),
\]

\[
\frac{d\phi}{dt} + \mu \in L^1([\tau, T]; V^*_2),
\]

and \((u, \phi)\) satisfies (10)_1 and (10)_3 in \( V^*_1 \) and \( V^*_2 \), respectively.

**Remark 3** If \((u, \phi)\) is a weak solution of (10) in the sense given above, then \((u, \phi)\) satisfies an energy equality. Namely,

\[
E(t) - E(s) + \int_s^t \left( 2v ||u||_2^2 + 2||\mu||_2^2 + |G(r, (u, \phi))|^2 \right) \, dr = 2 \int_s^t \left( \langle g(r), u(r) \rangle + \langle G(r, (u, \phi)), u(r) \rangle \right) \, dr \quad \forall s, t \in [\tau, T],
\]

where \( E(t) = \varepsilon(u, \phi) \).
3 Existence of solutions

In this section we establish existence of weak and strong solution for problem (1) as additional assumptions are satisfied and some related properties.

**Theorem 1** Assume that \( g \in L^2(\tau, T; V^\tau) \), \( G : [\tau, T] \times C_d(\Omega) \to (L^2(\Omega))^2 \) satisfies (g1)-(g3). Then, for \( \partial \in C_d(\Omega) \), there exists a unique weak solution \((u, \phi)\) of (10).

**Proof** For the existence, we split the proof into several steps.

Step 1: A Galerkin scheme. Since the injection of \( \mathbb{V} \subset \mathbb{Y} \) is compact. Let \( \{ (\omega_i, \psi_i), i = 1, 2, 3, \ldots \} \subset \mathbb{V} \) be an orthonormal basis of \( \mathbb{V} \), where \{\( \omega_i, i = 1, 2, \ldots \), \{\( \psi_i, i = 1, 2, \ldots \)\} are eigenvectors of \( A_0 \) and \( A_\gamma \), respectively. We set \( \mathbb{V}_m = \mathbb{Y}_m = \text{span}(\omega_1, \psi_1), (\omega_2, \psi_2), \ldots, (\omega_m, \psi_m) \). We look for \((u^m, \phi^m)\) \( \in \mathbb{Y}_m \), the solution to the ordinary differential equations

\[
\begin{align*}
\frac{du^m}{dt} + P_m^m(v A_0 u^m + B_0(u^m, u^m) - R_0(\epsilon A_\gamma \phi^m, \phi^m)) &= P_m^m(g(t) + G(t, (u^m, \phi^m))), \\
\frac{d\phi^m}{dt} + P_m^m(B_1(u^m, \phi^m) + \mu^m) &= 0,
\end{align*}
\]

where \( P_m^m = (P_m^m, P_m^m) : H_1 \times L^2(\Omega) \to \mathbb{Y}_m \) is the orthogonal projection. Since \( P_m^m(0, G(t, (u, \phi))) \) is a local Lipschitz function in \((u, \phi)\), it follows from the theory of ordinary differential equations that this equation has a local solution \((u^m, \phi^m)\).

Next we will deduce a priori estimates that ensure that the solutions do exist for all time.

Step 2: A priori estimates. By taking the scalar product in \( H_1 \) of (11) with \( u^m \), then taking the scalar product in \( L^2(\Omega) \) of (11) with \( \mu^m \), we get

\[
\begin{align*}
\frac{dE^m}{dt} + 2v\|u^m\|^2 + 2|\mu^m|_{L^2}^2 &= 2\|g(t, u^m)\|_{L^2} + 2\|G(t, (u^m, \phi^m))\|_{L^2}, \tag{12}
\end{align*}
\]

where \( E^m(t) = \epsilon \langle u^m(t), \phi^m(t) \rangle \). Then by (g3), we have

\[
\begin{align*}
\frac{dE^m}{dt} + 2v\|u^m\|^2 + 2|\mu^m|_{L^2}^2 &\leq 2\|g(t)\|_{L^2} \|u^m\|_{L^2} + 2L_g \|G(t, (\phi^m, \mu^m))\|_{L^2} \|u^m\|_{L^2} \\
&\leq v\|u^m\|^2 + v^{-1}\|g(t)\|_{L^2}^2 + 2L_g \|G(t, (\phi^m, \mu^m))\|_{L^2}^2,
\end{align*}
\]

then

\[
\begin{align*}
\frac{dE^m}{dt} + v\|u^m\|^2 + 2|\mu^m|_{L^2}^2 &\leq v^{-1}\|g(t)\|_{L^2}^2 + 2L_g \|G(t, (\phi^m, \mu^m))\|_{L^2}^2 \\
&\leq v^{-1}\|g(t)\|_{L^2}^2 + 2L_g \|E^m\|_{L^2},
\end{align*}
\]

where

\[
\|E\|_{L^2} = \sup_{s \in (-\infty, 0]} e^{2\delta s} E(s)
\]

and therefore

\[
E^m(t) + \int_t^\tau (v\|u^m\|^2 + 2|\mu^m|_{L^2}^2) \, ds \leq E(\tau) + \int_t^\tau (v^{-1}\|g(s)\|_{L^2}^2 + 2L_g \|E^m\|_{L^2}) \, ds. \tag{13}
\]
Thus

\[
\| E^m_t \|_\delta \leq \max \left\{ \sup_{\theta \in (-\infty, t-\tau]} e^{2\delta t} E^m(\theta (t + \theta - \tau)), \right. \\
\left. \sup_{\theta \in (t-\tau, 0]} \left( e^{2\delta t} E(\tau) + e^{2\delta \tau} \int_\tau^t (v^{-1} \| g(s) \|_v^2 + 2L_E E^m_s) \, ds \right) \right\} \\
\leq \max \left\{ \sup_{\theta \in (-\infty, t-\tau]} e^{2\delta t} E^m(\theta (t + \theta - \tau)), \right. \\
E(\tau) + \int_\tau^t (v^{-1} \| g(s) \|_v^2 + 2L_E E^m_s) \, ds \right\}
\]

and

\[
\sup_{\theta \in (-\infty, t-\tau]} e^{2\delta t} E^m(\theta (t + \theta - \tau)) = \sup_{\theta \leq 0} e^{2\delta (t-\tau)} E(\theta) \\
= e^{-2\delta (t-\tau)} \| E(\theta) \|_\delta \leq \| E(\theta) \|_\delta
\]

and \( E(\tau) = E(\theta (0)) \leq \| E(\theta) \|_\delta \), so we can obtain

\[
\| E^m_t \|_\delta \leq \| E(\theta) \|_\delta + \int_\tau^t (v^{-1} \| g(s) \|_v^2 + 2L_E E^m_s) \, ds.
\]

Thus by Gronwall’s lemma, we have

\[
\| E^m_t \|_\delta \leq e^{2L_E (t-\tau)} \left( \| E(\theta) \|_\delta + \int_\tau^t v^{-1} \| g(s) \|_v^2 \, ds \right).
\]

Using this inequality, we also see that there exists a constant \( C \), depending on some constants of the problem (namely, \( v, L_E \) and \( g \)) and on \( \tau, T \) and \( R > 0 \), such that

\[
\| E^m_t \|_\delta \leq C(\tau, T, R), \quad E^m(t) \leq C(\tau, T, R). \tag{14}
\]

As \( \| (u^m, \phi^m) \|_V^2 \leq E^m(t) \), this implies that \((u^m, \phi^m)\) is bounded in \( L^\infty(\tau, T; \mathbb{V}) \cap L^2(\tau, T, \mathbb{V}) \) \( \forall T > \tau \). Noting that

\[
\mu^m = \epsilon A_\gamma \phi^m + \alpha f_\gamma (\phi^m)
\]

we get [6]

\[
| A_\gamma \phi^m |_{L^2} \leq c | \mu^m |_{L^2} + Q_1(\| \phi^m \|), \tag{15}
\| A_\gamma^{3/2} \phi^m |_{L^2} \leq c | \mu^m |_{L^2} + Q_1(\| \phi^m \|), \tag{16}
\]

where \( Q_1 \) is a monotone nondecreasing function independent on time, the initial condition and \( m \). Then we see that \( A_\gamma^{3/2} \phi^m \) is bounded in \( L^2(\tau, T; D(A_\gamma^{3/2})) \). With (7)-(9), (15) and (16) we get

\[
\frac{d}{dt} (u^m, \phi^m) \quad \text{is bounded in } L^2(\tau, T; V_1^*) \times L^2(\tau, T, V_2^*).
\]
Step 3: Approximation in $C_0(Y)$ of the initial datum. For the initial datum $\vartheta \in C_0(Y)$ we have used the projections in the Galerkin scheme in Step 1. Let us check that

$$P^m \vartheta \to \vartheta \quad \text{in } C_0(Y).$$

Indeed assume there do not exist $\epsilon > 0$ and a subsequence such that

$$e^{\delta_{0n}} \left| P^m \vartheta(\vartheta_m) - \vartheta(\vartheta_m) \right| > \epsilon.$$ 

One can assume that $\vartheta_m \to -\infty$. Otherwise, if $\vartheta_m \to \vartheta$ then $P^m \vartheta(\vartheta_m) \to \vartheta(\vartheta)$. We have $|P^m \vartheta(\vartheta_m) - \vartheta(\vartheta)| \leq |P^m \vartheta(\vartheta_m) - P^m \vartheta(\vartheta)| + |P^m \vartheta(\vartheta) - \vartheta(\vartheta)| \to 0$ as $m \to +\infty$. But with $\vartheta_m \to -\infty$ as $m \to +\infty$ if we denote $x = \lim_{\vartheta_m \to -\infty} e^{\delta_{0n}} \vartheta(\vartheta)$, we obtain

$$e^{\delta_{0n}} \left| P^m \vartheta(\vartheta_m) - \vartheta(\vartheta_m) \right| = \left| P^m \left( e^{\delta_{0n}} \vartheta(\vartheta_m) \right) - e^{\delta_{0n}} \vartheta(\vartheta_m) \right| \leq \left| P^m \left( e^{\delta_{0n}} \vartheta(\vartheta_m) \right) - P^m x \right| + \left| P^m x - x \right| + \left| x - e^{\delta_{0n}} \vartheta(\vartheta_m) \right| \to 0.$$ 

Thus there is a contradiction.

Step 4: Energy method and compactness results. Now using the standard methods as in [13], we can pass to the limit in (11) as $m \to \infty$ and we see that $(u, \phi)$ is a weak solution of (11).

From Step 2 we get a subsequence (still) denoted by $(u^m, \phi^m)$ and using the compactness theorem

$$
\begin{align*}
(u^m, \phi^m) \rightharpoonup (u, \phi) & \quad \text{weakly star in } L^\infty(\tau, T; Y), \\
(u^m, \phi^m) \to (u, \phi) & \quad \text{weakly in } L^2(\tau, T; Y), \\
\frac{d}{d\tau}(u^m, \phi^m) \to \frac{d}{d\tau}(u, \phi) & \quad \text{weakly in } L^2(\tau, T; V^*_1) \times L^2(\tau, T; V^*_2), \\
(u^m, \phi^m) & \to (u, \phi) \quad \text{strongly in } L^2(\tau, T; Y), \\
G(\cdot, (u^m, \phi)) & \to \zeta \quad \text{weakly in } L^2(\tau, T; (L^2(\Omega))^2),
\end{align*}
$$

for all $T > \tau$. Furthermore we can also assume that

$$
(u^m, \phi^m)(t) \to (u, \phi)(t) \quad \text{in } Y \text{ a.e. } t \in (\tau, T),
$$

which nevertheless is not enough.

Since the injection of $Y$ into $\bar{Y}$ is compact, the injection of $Y$ into $Y^*$ is compact too. So by the Ascoli-Arzela theorem we have

$$
(u^m, \phi^m)(t) \to (u, \phi)(t) \quad \text{in } C([\tau, T], Y^*).
$$

Then, for any $\{t_m\} \subset [\tau, T]$, with $t_m \to t$, we have

$$
(u^m, \phi^m)(t_m) \to (u^m, \phi^m)(t) \quad \text{weakly in } Y
$$
and
\[ E^m(t_m) \to E(t) \quad \text{weakly in } \mathbb{Y}. \] (21)

Next we will prove that
\[ (u^m, \phi^m)(t_m) \to (u^m, \phi^m)(t) \quad \text{in } C([\tau, T]; \mathbb{Y}). \]

That is, we will prove that
\[ E^m(t_m) \to E(t) \quad \text{in } C([\tau, T]; \mathbb{Y}). \]

If this were not so we take into account that \((u, \phi) \in C([\tau, T]; \mathbb{Y})\), there would exist \(\epsilon > 0\) and \(t_0 \in [\tau, T]\) and subsequences (relabeled the same) \(\{u^m, \phi^m\}\) and \(\{t_m\} \subset [\tau, T]\) with \(\lim_{m \to +\infty} t_m = t_0\) such that
\[ |E^m(t_m) - E(t_0)| \geq \epsilon \quad \forall m. \]

To prove that this is absurd, we will use the energy method. Observe that the following energy inequality holds for all \((u^m, \phi^m)\):
\[
\frac{1}{2} E^m(t) + \frac{1}{2} \int_t^s \left( v \| u^m(r) \|^2 + |\mu^m|_{L^2} \right) dr \\
\leq \int_t^s \langle g(r), u^m(r) \rangle dr + \frac{1}{2} E^m(s) + C(t-s) \quad \forall s, t \in [\tau, T],
\] (22)
where \(C = \frac{D}{2v\lambda_1}\) and \(D\) corresponds to the upper bound
\[
\int_t^s |G(r, (u^m, \phi^m), r)|^2 dr \leq D(t-s), \quad \tau \leq s \leq t \leq T,
\]
by (g2), (g3) and (12).

On the other hand, by (17), passing to the limit in (11), we see that \((u, \phi) \in C([\tau, T]; \mathbb{Y})\) is a solution of a similar problem to (10),
\[
\frac{dE}{dt} + 2v\| u \|^2 + 2|\mu|_{L^2}^2 = 2\langle g(t), u \rangle + 2\langle \zeta, u \rangle
\] (23)
with the initial data \((u, \phi)(\tau) = \theta(0)\). Therefore, it satisfies the energy equality
\[
E(t) + \int_t^s (2v\| u \|^2 + 2|\mu|_{L^2}^2) dr \\
= E(s) + 2 \int_s^t \langle (g(r), u(r)) + (G(r, (u, \phi)_r), u(r)) \rangle dr \quad \forall s, t \in [\tau, T].
\]

Furthermore, from the last convergence in (17), we deduce that
\[
\int_s^t |\zeta(r)|^2 dr \leq \lim_{m \to +\infty} \sup \int_s^t \left| G(r, (u, \phi)^m) \right|^2 dr \leq D(t-s) \quad \forall \tau \leq s \leq t \leq T.
\]
Now consider the functions \( J_m, J : [\tau, T] \to \mathbb{R} \) defined by
\[
J_m(t) = \frac{1}{2} E^m(t) - \int_{\tau}^{t} \langle g(r), u^m(r) \rangle \, dr - Ct,
\]
\[
J(t) = \frac{1}{2} E(t) - \int_{\tau}^{t} \langle g(r), u(r) \rangle \, dr - Ct.
\]
Obviously, \( J_m, J \) are non-increasing functions. By (18), we get
\[
J_m(t) \to J(t) \quad \text{a.e.} \ t \in [\tau, T]. \tag{24}
\]
On the one hand, from (21)
\[
E(t_m) \rightharpoonup E(t) \quad \text{weakly in} \ Y \tag{25}
\]
and we get
\[
E(t_0) \leq \lim_{m \to +\infty} \inf E(t_m).
\]
On the other hand, if \( t_0 = \tau \) we get from Step 3 and (22) with \( s = \tau \)
\[
\lim_{m \to +\infty} \sup E(t_m) \leq E(t_0),
\]
so we assume that \( t_0 \geq \tau \). This is important, since we will approach this value \( t_0 \) from the
left by a sequence \( \{\tilde{t}_k\} \), i.e., \( \lim_{k \to +\infty} \tilde{t}_k = t_0 \) with \( \{\tilde{t}_k\} \) being values where (24) holds. Since
\( E(t) \) is continuous at \( t_0 \), for any \( \epsilon \) there is \( k_\epsilon \) such that
\[
|J(\tilde{t}_k) - J(t_0)| \leq \epsilon/2 \quad \forall k \geq k_\epsilon.
\]
Then taking \( t_m \geq t_k \), as \( J_m \) is non-increasing and for all \( \tilde{t}_k \) the convergence (24) holds, and
one has
\[
J_m(t_m) - J(t_0) \leq \left| J_m(\tilde{t}_k) - J(\tilde{t}_k) \right| + \left| J(\tilde{t}_k) - J(t_0) \right|
\]
and with
\[
\int_{\tau}^{t_m} \langle g(r), u^m(r) \rangle \, dr \to \int_{\tau}^{t_0} \langle g(r), u(r) \rangle \, dr
\]
we get
\[
\lim_{m \to +\infty} \sup E(t_m) \leq E(t_0)
\]
and
\[
E(t_m) \to E(t_0) \quad \text{in} \ Y
\]
Thus, we can finally pass to the limit in (11).

The uniqueness of the solution can be obtained in the following way. Consider two weak solutions, \((u_1, \phi_1), (u_2, \phi_2)\) of (1) with the same initial data, and denote \(\omega = u_1 - u_2\), \(\psi = \phi_1 - \phi_2\), \((u_1, \phi_1) = (u_1, \phi_1)(t + s)\), \((u_2, \phi_2) = (u_2, \phi_2)(t + s)\). We derive as Lemma 3.3 in [5] that

\[
\frac{dy}{dt} \leq \Upsilon(t)y(t) + c\left|G(t, (u_1, \phi_1)) - G(t, (u_2, \phi_2))\right|^2_{L^2} \leq \Upsilon(t)y(t) + cL^2_g \left\| (\omega, \psi) \right\|^2_g,
\]

where \(c = c_\Omega\) is a constant that depends only on \(\Omega\) and

\[
y(t) = \left\| (\omega, \psi) \right\|^2_Y, \\
\Upsilon(t) = c\left(\|u_1\|^2 + (1 + \|\phi_1\|^2)\|A_t\phi_1\|^2_L + \|u_2\|^2\|u_2\|^2 + \|u_2\|^2\|u_2\|^2\right)
\]

+ \(Q_1(\|\phi_1\|^2, \|\phi_2\|^2)\).

As \((\omega, \psi)(0) = 0\) if \(\theta \leq \tau\)

\[
\left\| (\omega, \psi) \right\|^2_Y \leq \sup_{\theta \leq 0} \left\| (\omega, \psi)(t + \theta) \right\|^2_Y \leq \sup_{\theta \in [\tau - \theta, \tau]} \left\| (\omega, \psi)(t + \theta) \right\|^2_Y \leq \sup_{\tau \leq t \leq T} \left\| (\omega, \psi)(r) \right\|^2_Y,
\]

so

\[
\frac{dy}{dt} \leq \Upsilon(t)y(t) + cL^2_g \sup_{r \in [\tau, t]} y(r);
\]

we have

\[
y(t) \leq y(0) + \int_{\tau}^{t} \left(\Upsilon(s) + cL^2_g \right) \sup_{r \in [\tau, s]} y(r) \, ds.
\]

Now we deduce that

\[
\sup_{r \in [\tau, t]} y(r) \leq y(0) + \int_{\tau}^{t} \left(\Upsilon(s) + cL^2_g \right) \sup_{r \in [\tau, s]} y(r) \, ds.
\]

By the Gronwall lemma we finish the proof of uniqueness. \(\square\)

**Proposition 1** Assume that \(g \in L^2(\tau, T; V^*_1), G : [\tau, T] \times C_b(\bar{\Omega}) \to (L^2(\Omega))^2\) satisfies assumptions (g1)-(g3). Let us denote by \((u_1, \phi_1)(\cdot; \tau, \theta_1)\), \((u_2, \phi_2)(\cdot; \tau, \theta_2)\) the weak solutions
corresponding to the initial data $\vartheta_1$ and $\vartheta_2$. Then the following continuity properties hold:

$$\max_{r \in [\tau, t]} \left\| (u_1, \varphi_1) - (u_2, \varphi_2) \right\|^2 \leq \left( \left| \vartheta_1(0) - \vartheta_2(0) \right|^2 + \frac{L_\rho}{2\delta} \left\| \vartheta_1 - \vartheta_2 \right\|^2 \right) e^{\int_{\tau}^{t} (3L_\rho + \Upsilon(s)) \, ds},$$

$$\left\| (u_1, \varphi_1)_t - (u_2, \varphi_2)_t \right\|^2 \leq \left( 1 + \frac{L_\rho}{2\delta} \left\| \vartheta_1 - \vartheta_2 \right\|^2 \right) e^{\int_{\tau}^{t} (3L_\rho + \Upsilon(s)) \, ds}.$$

Proof Arguing as in the proof of Theorem 1, we have

$$\frac{1}{2} \frac{dy}{dt} \leq \Upsilon(t) y(t) + (G(t, (u_1, \varphi_1)_t) - G(t, (u_2, \varphi_2)_t), \omega),$$

where

$$y(t) = \left\| (u_1 - u_2, \varphi_1 - \varphi_2) \right\|_Y^2 = \left\| (\omega, \psi) \right\|_Y^2,$$

$$\Upsilon(t) = c \left( \left\| (u_1) \right\|_Y^2 + \left( 1 + \left\| \varphi_1 \right\|_Y^2 \right) A_\gamma \varphi_1 \right) + \left\| (u_2) \right\|_Y^2.$$

As

$$\left\| (\omega, \psi) \right\|_Y^2 = \sup_{\theta \leq 0} e^{2\theta \rho} \left\| (\omega, \psi)(t + \theta) \right\|_Y^2$$

$$= \max \left\{ \sup_{\theta \leq 0} e^{2\theta \rho} \left\| \vartheta_1(t - \tau + \theta) - \vartheta_2(t - \tau + \theta) \right\|_Y^2 \right\},$$

$$\leq \max \left\{ e^{3\rho (t - \tau)} \left\| \vartheta_1 - \vartheta_2 \right\|_Y^2, \max_{\theta \leq 0} \left\| (\omega, \psi)(\theta) \right\|_Y^2 \right\},$$

we conclude that

$$\frac{1}{2} y \leq \frac{1}{2} y(0) + L_\rho \left\| \vartheta_1 - \vartheta_2 \right\|_Y \int_{\tau}^{t} e^{3\rho (r - \tau)} \left\| \omega(s) \right\| \, ds$$

$$+ L_\rho \int_{\tau}^{t} \left\| \omega(s) \right\| \max_{\theta \leq 0} \left\| (\omega, \psi)(\theta) \right\|_Y \, ds + \int_{\tau}^{t} \Upsilon(s) y(s) \, ds.$$

Substituting $t$ by $r \in [\tau, t]$ and considering the maximum when varying this $r$ we can conclude that

$$\max_{r \in [\tau, t]} y \leq y(0) + L_\rho \left\| \vartheta_1 - \vartheta_2 \right\|_Y^2 + \int_{\tau}^{t} (3L_\rho + \Upsilon(s)) \max_{r \in [\tau, t]} y(r) \, ds.$$

Then by the Gronwall lemma, we get the result:

$$\max_{r \in [\tau, t]} \left\| (u_1, \varphi_1) - (u_2, \varphi_2) \right\|_Y^2 \leq \left( \left| \vartheta_1(0) - \vartheta_2(0) \right|^2 + \frac{L_\rho}{2\delta} \left\| \vartheta_1 - \vartheta_2 \right\|^2 \right) e^{\int_{\tau}^{t} (3L_\rho + \Upsilon(s)) \, ds}.$$

With equations (26) and (27), we get the last inequality. □
Proposition 2 Assume that $g \in L^2(\tau, T; V_1^*)$, $G : [\tau, T] \times C_0(\hat{Y}) \to (L^2(\Omega))^2$ satisfies assumptions (g1)-(g3). Let us denote $(u, \phi) (\cdot; s, \vartheta)$ the solution of (1) with initial time $s$. Then, for each $t \in [\tau, T]$ and $\vartheta \in C_0(\hat{Y})$ fixed, the mapping $s \to (u, \phi)_t (\cdot; s, \vartheta) \in C_0(\hat{Y})$, $s \in [t, \tau]$ is continuous.

The method of proof is similar to Proposition 7 in [9].

4 Existence of pullback attractors

In this section we will prove the existence of a pullback attractor for the problem (1) with the distributed delay under additional assumptions. We firstly recall some basic definitions and main results that we will use later about properties required of a process for a non-autonomous dynamical system in order to have a pullback attractor. These results can be found in [14] and [15] and here we only reproduce the statements for the sake of completeness.

Definition 2 Let $X$ be a complete metric space. A family of mappings $\{U(t, \tau), t, \tau \in R, t \geq \tau \} \subset C^0(X, X)$ is said to be a process in $X$ if $U(t, \tau) U(\tau, s) = U(t, s)$ for any $\tau \leq s \leq t$, and $U(\tau, \tau) = Id$ for all $\tau$. The process $U(\cdot, \cdot)$ is said to be continuous if the mapping $(t, \tau) \to U(t, \tau)x$ is continuous for all $x \in X$.

Corollary 1 Assume that $g \in L^2_{loc}(R; V_1^*)$, $G : R \times C_0(\hat{Y}) \to (L^2(\Omega))^2$ satisfies assumptions (g1)-(g3) for any $\tau < T$. Then the bi-parametric family of mappings $U(t, \tau) : C_0(\hat{Y}) \to C_0(\hat{Y})$ with $t \geq \tau$, defined by

$$U(t, \tau) \vartheta = (u, \phi)_t$$

where $(u, \phi)(\cdot; \tau, \vartheta)$ is the unique weak solution of (1), defines a semi-process on $C_0(\hat{Y})$.

Proof The proof is a consequence of Theorem 1 and Proposition 1.

The following result can be obtained analogously to [7], Propositions 2.2, 2.3 with the natural changes in the delay norms.

Proposition 3 Assume that $g \in L^2_{loc}(R; V_1^*)$, $G : R \times C_0(\hat{Y}) \to (L^2(\Omega))^2$ satisfies assumptions (g1)-(g3) for any $\tau < T$. Then for any bounded set $B \subset C_0(\hat{Y})$:

1. The set weak of weak solutions $\{(u, \phi)(\cdot; \tau, \vartheta) : \vartheta \in B\}$ is bounded in $L^\infty(\tau + \epsilon, T; V)$ for any $\epsilon > 0$ and any $T > \tau + \epsilon$.

2. Moreover, if $\{\vartheta(0) : \vartheta \in B\}$ is bounded in $V$, then $\{(u, \phi)(\cdot; \tau, \vartheta) : \vartheta \in B\}$ is bounded in $L^\infty(\tau, T; \hat{Y})$ for all $T > \tau$.

Definition 3 A process $U$ on $X$ is said to be closed if for any $\tau \leq t$, and any sequence $\{x_n\} \subset X$ with $x_n \to x \in X$ and $U(t, \tau)x_n \to y \in X$, then $U(t, \tau)x = y$.

Let us denote by $P(X)$ the family of all nonempty subsets of $X$ and consider a family of nonempty sets $\hat{D}_0 = \{D_0(t) : t \in R\} \subset P(X)$.

Definition 4 We say that a process $U$ on $X$ is pullback $\hat{D}_0$-asymptotically compact if for any $t \in R$ and any sequences $\{\tau_n\} \subset (-\infty, t]$ and $\{x_n\} \subset X$ satisfying $\tau_n \to -\infty$ and $x_n \in D_0(\tau_n)$ for all $n$, the sequence $\{U(t, \tau_n)x_n\}$ is relatively compact in $X$. 


Denote
\[
\Lambda(D_0, t) = \bigcap_{s \leq t} \bigcup_{\tau \leq s} U(t, \tau)D_0(\tau) \quad \forall t \in R,
\]
where \(\cdot \cdot \cdot \) is the closure in \(X\).

Given \(A, B \subset X\) we denote by \(\text{dist}(A, B)\) the Hausdorff semi-distance in \(X\) between them, defined as
\[
\text{dist}(A, B) = \sup_{a \in A} \inf_{b \in B} d(a, b).
\]

Let \(D\) be a nonempty class of families parameterized in time \(\hat{D} = \{D(t) : t \in R\} \subset P(X)\).
The class \(D\) will be called a universe in \(P(X)\).

**Definition 5** A process \(U\) on \(X\) is said to be pullback \(D\)-asymptotically compact if it is pullback \(\hat{D}\)-asymptotically compact for any \(\hat{D} \in D\).

It is said that \(\hat{D}_0 = \{D_0(t) : t \in R\} \subset P(X)\) is pullback \(D\)-absorbing for process \(U\) on \(X\) if for any \(t \in R\) and any \(\hat{D} \in D\), there exists a \(\tau_0(\hat{D}, t) \leq t\) such that
\[
U(t, \tau)D(\tau) \subset D_0(t) \quad \forall \tau \leq \tau_0(\hat{D}, t).
\]

With the above definitions, we have the main result which is given in [16].

**Theorem 2** Consider a closed process \(U\), a universe \(D\) in \(P(X)\), and a family \(\hat{D}_0 = \{D_0(t) : t \in R\} \subset P(X)\) which is pullback \(D\)-absorbing for \(U\) and assume that \(U\) is pullback \(\hat{D}_0\)-asymptotically compact. Then the family \(A(t)\) defined by \(A(t) = \bigcup_{\hat{D} \in D} \Lambda(\hat{D}, t)\) has the following properties:
1. For any \(t \in R\) the set \(A(t)\) is a nonempty compact subset of \(X\) and \(A(t) \subset \Lambda(\hat{D}_0, t)\).
2. \(A\) is pullback \(D\)-attracting, i.e. \(\lim_{\tau \to -\infty} \text{dist}(U(t, \tau)D(\tau), A(t)) = 0\) for all \(\hat{D} \in D\) and any \(t \in R\).
3. \(A\) is invariant, i.e. \(U(t, \tau)A(\tau) = A(t)\) for all \((t, \tau) \in R^2\).
4. If \(\hat{D}_0 \in D\) then \(A(t) = \Lambda(\hat{D}_0, t) \subset D_0(t)\) for all \(t \in R\).

The family \(A(t)\) is minimal in the sense that if \(\hat{C} = \{C(t) : t \in R\} \subset P(X)\) is a family of closed sets such that, for any \(\hat{D} = \{D(t) : t \in R\}\), \(\lim_{\tau \to -\infty} \text{dist}(U(t, \tau)D(\tau), C(t)) = 0\), then \(A(t) \subset C(t)\).

**Remark 4** Under the assumptions of Theorem 2, the family \(A(t)\) is called the minimal pullback \(D\)-attractor for the process \(U\).

**Proposition 4** Let \(X\) be a connected metric space. Assume that the semi-process \(U\) satisfies additionally the requirement that for every \(t\) and \(x \in X\) the map \(\tau \to U(t, \tau)x\) is continuous. If \(U\) possesses a pullback attractor \(A\), then \(A(t)\) is connected for every \(t \in R\).
Theorem 3 Assume that $g \in L_{\text{loc}}^2(\mathbb{R}; V_1^\ast)$, $G: \mathbb{R} \times C_0([\tau]) \rightarrow (L^2(\Omega))^2$ satisfies (g1)-(g3) for any $\tau < T$, $(u, \phi)(\cdot; \tau, \vartheta)$ is the unique weak solution to (1), then the following estimates hold for all $t > \tau$, and any $\sigma \in (0, \alpha)$ such that $(\alpha - \sigma) \lambda_1 \leq \delta$:

\[
\begin{align*}
\| (u, \phi) \|^2 \leq & \, e^{-(\alpha - \sigma) \lambda_1 - L_T} \| E(\tau) \|^2 \\
& + \int_\tau^t e^{-(\alpha - \sigma) \lambda_1 - L_s} (\sigma^{-1} \| g(s) \|^2 + c_0) \, ds, \\
\sigma \int_\tau^t \| (u, \phi) \|^2 \, ds \leq & \, e^{\sigma \lambda_1 (t - \tau)} \| E(\tau) \|^2 \\
& + e^{\sigma \lambda_1 (t - \tau)} \int_\tau^t e^{-(\alpha - \sigma) \lambda_1 - L_s} (\sigma^{-1} \| g(s) \|^2 + c_0) \, ds,
\end{align*}
\]

where $c_0$ is a positive constant.

Proof Multiplying (10) \(1 \) with $u$, (10) \(2 \) with $\mu$, (10) \(3 \) with $2 \phi$ and adding the resulting equations, we derive as the proof of Theorem 1 that

\[
\frac{dE}{dt} + 2v \| u \|^2 + 2\mu^2 = 2 \left( u, g(t) + G(t, (u, \phi)_t) \right),
\]

where

\[
E(t) = \| (u, \phi)(t) \|^2 + 2 \left[ F_{\phi}(\phi(t)), 1 \right]_{L^2} + \alpha_0
\]

and $\alpha_0$ is a constant large enough to ensure the $E(t)$ is nonnegative.

We can conclude that

\[
\frac{dE}{dt} + 2v \| u \|^2 + 2\mu^2 \leq \sigma^{-1} \| g \|^2 + \sigma \| u \|^2 + 2L_g \| (u, \phi)_t \|^2.
\]

Thus,

\[
\frac{dE}{dt} + (2v - \sigma) \| u \|^2 + 2\mu^2 \leq \sigma^{-1} \| g \|^2 + 2L_g \| (u, \phi)_t \|^2.
\]

So

\[
\frac{dE}{dt} + (2v - \sigma) \lambda_1 \| u \|^2 + 2\mu^2 \leq \sigma^{-1} \| g \|^2 + 2L_g \| (u, \phi)_t \|^2.
\]

Set $\alpha = 2v$ and as we can choose $\sigma > 0$, such that $\alpha > \sigma$ and $c_0$ is a positive constant, then

\[
\frac{dE}{dt} \leq -(\alpha - \sigma) \lambda_1 E + \sigma^{-1} \| g \|^2 + 2L_g \| (u, \phi)_t \|^2 + c_0.
\]

So

\[
E(t) \leq e^{-(\alpha - \sigma) \lambda_1 (t - \tau)} E(\tau) \\
+ \int_\tau^t e^{-(\alpha - \sigma) \lambda_1 (s - \tau)} (\sigma^{-1} \| g \|^2 + 2L_g \| (u, \phi)_t \|^2 + c_0) \, ds.
\]
Consequently,
\[
\|E_t\|_\delta \leq \max \left\{ \sup_{\theta \in (-\infty, \tau-t]} e^{2\delta \theta} E(\theta + \theta - \tau), \sup_{\theta \in [\tau-t, 0)} \left( e^{2\delta \theta - (\alpha_1 - \sigma)\lambda_1 (t+\theta - \tau)} E(\theta) \right) \right\}
\]
+ \int_\tau^{t+\theta} e^{-(\alpha_1 - \sigma)\lambda_1 (t+\theta - \tau)} (\sigma^{-1} \|g(s)\|_s^2 + 2L_\|E_s\|_\delta + c_0) \, ds.
\]

We assume that, moreover, \( \sigma \) satisfies \((\alpha_1 - \sigma)\lambda_1 \leq 2\delta\).

On the one hand
\[
\sup_{\theta \in (-\infty, \tau-t]} e^{2\delta \theta} E(\theta + \theta - \tau) = \sup_{\theta \geq 0} e^{2\delta \theta (t-\tau)} E(\theta) = e^{-2\delta (t-\tau)} \|E(\theta)\|_\delta \leq e^{-(\alpha_1 - \sigma)\lambda_1 (t-\tau)} \|E(\theta)\|_\delta
\]
and on the other hand
\[
\sup_{\theta \in [\tau-t, 0)} e^{2\delta \theta - (\alpha_1 - \sigma)\lambda_1 (t+\theta - \tau)} E(\theta) \leq e^{-(\alpha_1 - \sigma)\lambda_1 (t-\tau)} E(\theta)
\]
and
\[
\sup_{\theta \in [\tau-t, 0)} e^{2\delta \theta} \int_\tau^{t+\theta} e^{-(\alpha_1 - \sigma)\lambda_1 (t+\theta - \tau)} (\sigma^{-1} \|g(s)\|_s^2 + 2L_\|E_s\|_\delta + c_0) \, ds
\]
\[
\leq \int_\tau^t e^{-(\alpha_1 - \sigma)\lambda_1 (t-\tau)} (\sigma^{-1} \|g(s)\|_s^2 + 2L_\|E_s\|_\delta + c_0) \, ds
\]
so we get
\[
\|E_t\|_\delta \leq e^{-(\alpha_1 - \sigma)\lambda_1 (t-\tau)} \|E(\theta)\|_\delta + \int_\tau^t e^{-(\alpha_1 - \sigma)\lambda_1 (t-\tau)} (\sigma^{-1} \|g(s)\|_s^2 + 2L_\|E_s\|_\delta + c_0) \, ds \quad \forall t \geq \tau.
\]
Then by Gronwall’s lemma, we have
\[
\|(u, \phi)\|_\delta^2 \leq \|E_t\|_\delta \leq e^{-(\alpha_1 - \sigma)\lambda_1 L_\|E_\|_\delta (t-\tau)} \|E(\theta)\|_\delta + \int_\tau^t e^{-(\alpha_1 - \sigma)\lambda_1 L_\|E_\|_\delta (t-\tau)} (\sigma^{-1} \|g(s)\|_s^2 + c_0) \, ds \quad \forall t \geq \tau.
\]
With (32) and the above equality we get the result (28). \(\square\)

From now on, we will assume that there exist \(0 \leq \sigma \leq \alpha_1\) such that \(L_\|E_\|_\delta \leq (\alpha_1 - \sigma)\lambda_1 \leq \delta\) and
\[
\int_{-\infty}^0 e^{\delta s} (\sigma^{-1} \|g(s)\|_s^2 + c_0) \, ds < +\infty,
\] (33)
where

$$\beta = ((\alpha_1 - \sigma)\lambda_1 - L_g).$$

**Remark 5** If we assume that $g \in L^2_{loc}(\mathbb{R}; V^\ast_1)$, then equation (33) is equivalent to

$$\int_{-\infty}^{t} e^{-\beta(t-s)} (\sigma^{-1}\|g(s)\|_s^2 + c_0) \, ds < +\infty, \quad \forall t \in \mathbb{R}.$$

**Corollary 2** Assume that $g \in L^2_{loc}(\mathbb{R}; V^\ast_1)$, $G : \mathbb{R} \times C_3(\mathbb{Y}) \to (L^2(\Omega))^2$ satisfies assumptions (g1)-(g3) for any $\tau < T$ and condition (33) is satisfied, then the family $\hat{D}_0 = \{D_0(t) : t \in \mathbb{R}\}$, with $D_0(t) = D_{C_3(\mathbb{Y})}(0, \rho(t))$, where

$$\rho^2(t) = 1 + \int_{-\infty}^{t} e^{-\beta(t-s)} (\sigma^{-1}\|g(s)\|_s^2 + c_0) \, ds$$

is pullback absorbing for bounded sets for the semi-process $U$.

**Proof** The proof follows immediately from Theorem 3. $\Box$

**Proposition 5** Under the assumptions of Corollary 2, the semi-process $U$ is $\hat{D}_0$-asymptotically compact.

**Proof** Let $(u^n, \phi^n)$ be a sequence in Theorem 1, we will prove this sequence is relatively compact in $C_3(\mathbb{Y})$.

Let $\tau_1(\hat{D}, t, h) < t - h - 2$ be such that

$$e^\beta(t-h-2) e^{\beta r} \|E(\vartheta)\|_s \leq 1 \quad \forall \tau \leq \tau_1(\hat{D}, t, h), \vartheta \in D(\tau).$$

Consider fixed $\tau \leq \tau_1(\hat{D}, t, h)$ and $\vartheta \in D(\tau)$.

Firstly, from the result (28) of Theorem 3 and using the definition of the norm $\| \cdot \|_s$, we can deduce that

$$\int_{-\infty}^{t} \beta_1((\sigma \lambda_1)^{-1}\|g(s)\|_s^2 + c_0) \, ds \leq \rho_1(t) \quad \forall r \in [t-h-2, t].$$

Secondly, we derive from Theorem 3 by integrating (31) between $r - 1$ and $r$

$$E^n(r) - E^n(r-1) + (\alpha_1 - \sigma) \int_{r-1}^{r} \|u^n\|_\mathcal{Y}^2 + 2 \int_{r-1}^{r} \|\mu^m(t)\|_{L^2}^2 \, dt$$

$$\leq \sigma^{-1}\|g\|_s^2 + 2L_g \int_{r-1}^{r} \|\mu^m(t)\|_{L^2}^2 \, ds,$$

then from (28) and

$$\int_{\mathcal{Y}} \|u(t), \phi(t)\|_\mathcal{Y}^2 \leq E(t) \leq Q_1(\|u(t), \phi(t)\|_\mathcal{Y}^2),$$
where $Q_i$ is a monotone non-decreasing function independent of the time and the initial data, we can deduce that

$$(\alpha_1 - \sigma) \int_{r-1}^r \|\mathbf{u}^m\|^2 + 2 \int_{r-1}^r |\mu^m(t)|^2 \, dt$$

$$\leq \sigma^{-1} \|\mathbf{g}\|^2 + 2L_e \int_{r-1}^r \|\mathbf{u}^m, \phi^m\|_\delta^2 \, ds + E^m(r - 1)$$

$$\leq \sigma^{-1} \|\mathbf{g}\|^2 + 2L_e \int_{r-1}^r \left( e^{-\beta(s-\tau)} E(\theta) \|_\delta + \int_\tau^s e^{-\beta(s-\xi)} \left( (\sigma \lambda_1)^{-1} |\mathbf{g}(\xi)|^2 \right) \, d\xi + c_0 \right) \, ds$$

$$+ Q_i \left( \|\mathbf{u}^m(t), \phi^m(t)\|_\gamma^2 \right).$$

As $\alpha_1 - \sigma > 0$,

$$\int_{r-1}^r \left( \|\mathbf{u}^m\|^2 + |\mu^m|_{L^2}^2 \right) \, dt \leq C_1.$$

From $\mu = \epsilon A_y \phi + \alpha f_y \phi$ we have

$$\epsilon^2 \int_{r-1}^r |A_y \phi^m|_{L^2}^2 \, dt \leq c \int_{r-1}^r \left( |\mu^m|_{L^2}^2 + \alpha |f_y \phi^m|_{L^2}^2 \right) \, dt \leq C_2$$

so

$$\int_{r-1}^r \left( \|\mathbf{u}^m\|^2 + |A_y \phi^m|_{L^2}^2 \right) \, dt \leq C_3, \quad (34)$$

where $C_1, C_2$ and $C_3$ are constants.

For the rest of the estimates we take the inner product in $H_1$ of (11) with $2A_0 \mathbf{u}$, the inner product in $L^2(M)$ of (11) with $2A_y^2 \phi$ and add the resulting equalities; we get (see [12] for the details) the inner product by integrating between $r - 1$ and $r$,

$$\frac{dY}{dt} + v |A_0 \mathbf{u}|_{L^2}^2 + \epsilon |A_y^3 \phi \phi^m|_{L^2}^2 \leq \Psi(t) Y(t) + \Pi(t),$$

where

$$Y(t) = \|\mathbf{u}^m(t)\|^2 + |A_y \phi^m(t)|_{L^2}^2,$$

$$\Psi(t) = c \left( |A_y^3 \phi^m(t)\right|_{L^2}^2 |\phi^m(t)|_{H^1}^2 + |\mathbf{u}^m|_{L^2}^2 \|\mathbf{u}^m\|^2 \right),$$

$$\Upsilon(t) = c \left( |A_y^3 \phi \phi^m|_{L^2}^2 + |\mathbf{g}|_{L^2}^2 \right),$$

$$\Pi(t) = \Upsilon(t) + |G(t, (\mathbf{u}^m, \phi^m))|_{L^2}^2.$$

By integrating between $r - 1$ and $r$ and from (28) we can obtain

$$Y(r) \leq \left( \int_{r-1}^r Y(s) \, ds + \int_{r-1}^r \Upsilon(s) \, ds + L_e \int_{r-1}^r \|\mathbf{u}^m, \phi^m\|_\delta \, ds \right) \times \exp \left( \int_{r-1}^r \Psi(s) \, ds \right)$$

$$\leq \left( \int_{r-1}^r Y(s) \, ds + \int_{r-1}^r \Upsilon(s) \, ds + L_e \int_{r-1}^r \left( e^{-\beta(s-\tau)} \|E(\theta)\|_\delta \right. \right.$$}

$$+ \int_\tau^s e^{-\beta(s-\xi)} \left( (\sigma \lambda_1)^{-1} |\mathbf{g}(\xi)|^2 \right) \, d\xi + c_0 \right) \, ds \left. \right) \times \exp \left( \int_{r-1}^r \Psi(s) \, ds \right).$$
Recalling (3), (4) and (34), and employing standard Sobolev inequalities, it is easy to check that there exist positive constants $a_i$, $i = 1, 2, 3$, such that

$$
\int_{r-1}^r \Psi(s) \, ds = a_1 < \infty; \quad \int_{r-1}^r \Upsilon(s) \, ds = a_2 < \infty,
$$

$$
\int_{r-1}^r \Upsilon(s) \, ds = a_3 < \infty.
$$

Then we get

$$
Y(r) = \left\| u^m(r) \right\|^2 + \left\| A_Y \phi^m(r) \right\|^2_{L^2} \quad \text{is bounded} \quad \forall r \in [t - h - 1, t].
$$

Letting $(u, \phi) = (t - s, \vartheta)$ we get

$$
\left\| (u^m, \phi^m) \right\|_V \quad \text{is bounded} \quad \forall r \in [t - h - 1, t].
$$

Thirdly, we have

$$
v |A_0 u^m|^2_{L^2} + \epsilon |A_Y^{3/2} \phi^m|^2_{L^2} \leq -\frac{dY}{dt} + Y(s) + \Pi(s).
$$

By integrating between $r - 1$ and $r$, we obtain

$$
\int_{r-1}^r \left( v |A_0 u^m|^2_{L^2} + \epsilon |A_Y^{3/2} \phi^m|^2_{L^2} \right) \, ds
$$

$$
\leq Y(r - 1) + \int_{r-1}^r \left( \Psi(s) Y(s) + \Pi(s) \right) \, ds
$$

$$
\leq Y(r - 1) + \int_{r-1}^r \left( \Psi(s) Y(s) + \Upsilon(s) + \left\| u^m, \phi^m \right\|^2_{L^2} \right) \, ds.
$$

With (28) we have

$$
\int_{r-1}^r \left( v |A_0 u^m|^2_{L^2} + \epsilon |A_Y^{3/2} \phi^m|^2_{L^2} \right) \, ds \quad \text{is bounded} \quad \forall r \in [t - h, t].
$$

Similar to the proof of Theorem 1, we also conclude that

$$
\int_{r-1}^r \left\| \frac{d}{dt} (u^m, \phi^m) \right\|^2 \, ds \quad \text{is bounded} \quad \forall r \in [t - h, t]
$$

so $(u^m(t), \phi^m(t))$ is bounded in $L^\infty(t - h - 1, t; \mathbb{V}) \cap L^2(t - h - 1, t; \mathbb{V})$ with $\frac{d}{dt} (u^m, \phi^m)$ is bounded in $L^2(t - h - 1, t; \mathbb{V}^*_1) \times L^2(t - h - 1, t; \mathbb{V}^*_1)$ and for a subsequence (referred the same) the following convergences hold:

$$
(u^m(t), \phi^m(t)) \rightharpoonup (u(t), \phi(t)) \quad \text{weakly star in} \quad L^\infty(t - h - 1, t; \mathbb{V}),
$$

$$
(u^m(t), \phi^m(t)) \rightharpoonup (u(t), \phi(t)) \quad \text{weakly in} \quad L^2(t - h - 1, t; \mathbb{V}),
$$

$$
\frac{d}{dt} (u^m(t), \phi^m(t)) \rightharpoonup \frac{d}{dt} (u(t), \phi(t)) \quad \text{weakly in} \quad L^2(t - h - 1, t; \mathbb{V}^*_1) \times L^2(t - h - 1, t; \mathbb{V}^*_1),
$$

$$
(u^m(t), \phi^m(t)) \rightarrow (u(t), \phi(t)) \quad \text{strongly in} \quad L^2(t - h - 1, t; \mathbb{V}),
$$

$$
(u^m(t), \phi^m(t)) \rightarrow (u(t), \phi(t)) \quad \text{a.e.,} \quad t \in (t - h - 1, t).
Then the following proof can be obtained analogously to Step 4 of Theorem 1. To avoid unnecessary repetition, we skip the proof. □

**Theorem 4** Assume that $g \in L^2_{\text{loc}}(\mathbb{R}; V^*)$, $G : \mathbb{R} \times C_0(Y) \to (L^2(\Omega))^2$ satisfies assumptions (g1)-(g3) for any $\tau < T$. Also, suppose that $L_2 \leq (\alpha_1 - \sigma)\lambda_1$. Then the semi-process $U$ defined in $C_0(Y)$ associated to (10) has a pullback attractor $A = \{A(t)\}$. Moreover, every $A(t)$ is connected in $C_0(Y)$.

**Proof** The existence of the pullback attractor is a direct consequence of Theorem 2, Corollary 1, Corollary 2 and Proposition 5. The connectedness follows from Propositions 2 and 4 and the fact that the space $C_0(Y)$ is connected. □
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