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\section*{ABSTRACT} Unmanned aerial vehicle (UAV) swarm cooperative decision-making has attracted increasing attentions because of its low-cost, reusable, and distributed characteristics. However, existing non-learning-based methods rely on small-scale, known scenarios, and cannot solve complex multi-agent cooperation problem in large-scale, uncertain scenarios. This paper proposes a hierarchical multi-agent reinforcement learning (HMARL) method to solve the heterogeneous UAV swarm cooperative decision-making problem for the typical suppression of enemy air defense (SEAD) mission, which is decoupled into two sub-problems, i.e., the higher-level target allocation (TA) sub-problem and the lower-level cooperative attacking (CA) sub-problem. A HMARL agent model, consisting of a multi-agent deep Q network (MADQN) based TA agent and multiple independent asynchronous proximal policy optimization (IAPPO) based CA agents, is established. MADQN-TA agent can dynamically adjust the TA schemes according to the relative position. To encourage exploration and promote learning efficiency, the Metropolis criterion and inter-agent information exchange techniques are introduced. IAPPO-CA agent adopts independent learning paradigm, which can easily scale with the number of agents. Comparative simulation results validate the effectiveness, robustness, and scalability of the proposed method.

\section*{INDEX TERMS} UAV swarm, suppression of enemy air defense, deep reinforcement learning, multi-agent, hierarchical reinforcement learning.

\section*{I. INTRODUCTION} Suppression of enemy air defense (SEAD) mission aims to suppress the enemy’s integrated air defense system (IADS), in which the active aerial electronic jamming or anti-radiation missiles are used for suppression, and fighters are used for attack by launching laser-guided weapons [1], [2], [3], [4]. SEAD is a typical offensive counter air (OCA) mission, an important prerequisite of a large-scale air attack. However, the powerful and high-threat IADS poses increasing challenges and risks to performing SEAD mission using manned aircrafts [5]. Over recent years, unmanned aerial vehicle (UAV) swarm techniques have seen great developments and have been widely used in jamming suppression, distributed strikes, and cooperative decision-making missions [6]. Thus, there exists a great potential in using autonomous and heterogeneous UAV swarm (i.e., to carry various payloads) cooperative decision-making to perform the complicated and high-threat SEAD mission.

Researchers on UAV swarm cooperative decision-making have paid their great efforts in rule-based methods [7], [8], influence diagram methods [9], [10], computational intelligence methods [11], search-based intelligent optimization
algorithms [3], [12], and learning-based reinforcement learning (RL) algorithms [13], [14], [15], [16], [17], [18].

Rule-based methods rely on expert knowledge to predefine decision-making rule databases [7], [8]. Influence diagram methods and computational intelligence methods require experts to establish a probabilistic reasoning network or design a specific heuristic objective function [9], [10], [11]. Although significant progress has been made by these aforementioned approaches, they all rely heavily on prior human experience.

The search-based intelligent optimization algorithms can find the optimal or suboptimal solution of the explicit objective function through the parallel iteration optimization mechanism. Zhang et al. [12] studied the UAV path planning problem in electronic warfare. Multi-objective particle swarm optimization algorithm was used to solve the optimal path and jamming array mode of the jammer. To solve the task assignment problem of UAV identification, attack, and evaluation, Darrach et al. [3] used a genetic algorithm to solve the optimal task assignment result. The search-based methods cannot generalize to dynamic uncertain environment, and the computational complexity increases exponentially with the growth in problem scale. Therefore, the search-based methods have limitations in the large-scale and uncertain combat problems where real-time performance is needed.

The learning-based RL algorithms are a data-driven optimization approach for decision-making problems, which solves the optimal policy by maximizing the sum of the rewards. Guo et al. [13] utilized HRL to train UAVs to flexibly and autonomously avoid obstacles in high dynamic environments. Hu et al. [14] proposed DRL with relevant experience replay to address UAV autonomous motion planning in unknown environments. Li et al. [15] and Pope et al. [16] researched the 1V1 air combat problem and found that DRL agents are more flexible and powerful than traditional rule-based agents. Sun et al. [17] trained air combat agents with tactics emergence capabilities using HRL and self-play techniques. Zhang et al. [18] studied the 3V3 air combat problem using MARL algorithm and employed a scenario transfer training strategy for air combat in a complex swarm scenario, improving learning efficiency. The learning-based method adopts offline training and online decision-making framework, so it has better real-time performance. Neural network can automatically extract important features from complex high-dimensional combat scenario, and RL ensures the optimality of decision-making. Therefore, the learning-based RL method has great potential in UAV swarm cooperative decision-making problems with dynamic uncertainties.

Recently deep reinforcement learning (DRL) and multi-agent reinforcement learning (MARL) [19], [20] have achieved great success in games and robotics, which show a bright prospect for multi-agent sequential decision-making problem. UAV swarm cooperative decision-making for SEAD mission is also a multi-agent sequential decision-making problem, involving multiple heterogeneous (attacking and jamming) UAVs, referred to as fighters and jammers, which cooperate to make dynamic and coupled decisions on target allocation (TA), route planning, jamming, and attacks. Thus, UAV swarm cooperative decision-making for air-to-surface [21] SEAD mission is naturally suited to be solved using MARL. Moreover, hierarchical reinforcement learning (HRL) gives agents hierarchical thinking and decision-making capabilities similar to humans, and can solve large-scale agents and sparse reward problems. Therefore, DRL shows bright prospect for the problem of large-scale UAV swarm cooperative decision-making in uncertain scenarios. This is the primary motivation of the present study.

In this paper, we build a hierarchical multi-agent reinforcement learning (HMARL) framework for UAV swarm cooperative decision-making for SEAD mission that involves multiple tasks, e.g., coordinated flight, jamming, and strike tasks. The hierarchical framework includes the higher-level target allocation (TA) agent and the lower-level the cooperative attacking (CA) agents, in which the CA agents are trained to attack the selected target, and the TA agent are optimized together with the CA agents to determine the optimal solution of target allocations. The lower-level CA agents are trained with an independent learning (IL) paradigm, and each agent utilizes an independent asynchronous proximal policy optimization (IAPPO) to control a fighter and jammer to conduct the jamming-attack kill chain, which can be distributed deployed online and flexibly scaled to large-scale scenarios. The higher-level TA agent employs the learning-based multi-agent deep Q network (MADQN) algorithm, which can consider the relative distance between the UAV and the target. Our method’s effectiveness, robustness, and scalability are tested and compared in simulation experiments. Figure 1 shows the offline training with online inference research framework in this paper.

The major contributions of this paper are:

1. A HMARL framework for UAV swarm cooperative decision-making is proposed. The higher-level MADQN-TA agent determines the optimal target allocation results, and the lower-level IAPPO-CA agent attacks the selected targets.

2. Metropolis criterion and inter-agent information exchange techniques are employed to improve the sample efficiency and learning speed. Metropolis criterion increases the action exploration probability and prevents the policy from falling into local minima. The inter-agent information exchange technique reduces the selection of invalid actions in multi-agent system.

3. A light UAV swarm cooperative decision-making environment is built for developing the DRL-based UAV swarm air-to-surface combat tactics for SEAD mission.

The remainder of this paper is organized as follows. Section II describes the SEAD problem and scenario. Section III summarizes several standard RL algorithms used in this paper. In Section IV, a cooperative decision-making model based on HMARL method is established for a UAV swarm in SEAD mission. Several experiments are carried out.
to verify the method’s effectiveness, robustness, and scalability in Section V. Section VI concludes the whole paper.

II. PROBLEM DESCRIPTION
Using a single aircraft to fight against an IADS system is vulnerable in the high-threat SEAD mission. Therefore, an effective tactic is to use a jammer to suppress the enemy’s IADS radar and a fighter to attack in the blind areas. This paper focuses on the cooperative tactics of heterogeneous UAV swarm.

Multiple IADS batteries exist in the real-world scenario, as shown in Figure 2, and thus cooperative decision-making is required. The combat procedure is divided into two phases: 1) first, to allocate targets, which determines the attacking sequence and selected target list; 2) second, to conduct a cooperative attack, which determines the route, jamming, and firing decisions. In particular, the jammer must approach the IADS and reduce the IADS’s range. The fighter can destroy the IADS and live when the radar range of IADS is reduced [22].

Therefore, we decouple the UAV swarm cooperative decision-making problem for SEAD mission into two hierarchical sub-problems, i.e., the higher-level TA sub-problem and the lower-level CA sub-problem. The solution of the whole problem is obtained by solving the two sub-problems first.

III. PRELIMINARIES
RL is a machine learning approach that agents can explore environments by trial and error to learn optimal policies. RL is usually modeled as a finite MDP, defined by the tuple \((S, A, R, P, \gamma)\), where \(S\) is a set of states, \(A\) is a set of actions, \(R\) is a reward function, \(P\) is a transition probability function, and \(\gamma\) is a discount factor. Assuming that at time step \(t\) the agent take action \(a \in A\) at the state \(s \in S\) according to policy \(\pi : S \rightarrow A\), the environment will feedback an instant reward.
where \( r \in R \) to the agent, and the agent will transition to a new state \( s' \in S \) until terminal. Tabular reinforcement learning evaluates the state-action value through a discrete Q table, but for continuous and high-dimensional problems, it encounters the “curse of dimensionality,” which spurs the development of DRL [23].

### A. DRL

DRL refers to the combination of RL with DL. DRL leverages a neural network to approximate policy or value function to solve the continuous mapping problem. The agent’s goal is to find the policy \( \pi_\theta \) with the maximum expected return \( J(\pi_\theta) = \mathbb{E}_{\tau \sim \pi_\theta}[R(\tau)] \). \( \theta \) is the weight parameters of policy network. \( R(\tau) = \sum_{t=0}^{\infty} \gamma^t r_t \) refers to the discounted cumulative rewards on the trajectory \( \tau = (s_0, a_0, s_1, a_1, \ldots) \). The optimal policy is

\[
\pi_\theta^* = \arg \max_{\pi_\theta} \mathbb{E}_{\tau \sim \pi_\theta}(\sum_{t=0}^{\infty} \gamma^t r_t)
\]  

(1)

A DRL algorithm is divided into three learning paradigms: value-based; policy gradient; and actor-critic [24].

### B. DEEP Q NETWORK

Deep Q network (DQN) is the first off-policy value-based DRL algorithm [25], and can be used to solve the high dimensional decision-making problem. A neural network approximates the value of discrete state-action pair in Q-learning to evaluate the value of state-action pairs, which addresses the continuous state and discrete action decision-making problem.

Therefore, we refer to a neural network function approximator as a Q-network. A Q-network can be trained by minimizing a loss function [22]:

\[
J(\theta_i) = \mathbb{E}_{s,a \sim \rho(\cdot)}[y_i - Q(s, a; \theta_i)]^2
\]  

(2)

where \( y_i = \mathbb{E}_{s' \sim \gamma}[r + \gamma \max_{a'} Q'(s', a'; \theta_i^-)|s, a] \) is a target for iteration \( i \) and \( \rho(s, a) \) is a probability distribution over sequences \( s \) and actions \( a \).

### C. ASYNCHRONOUS PROXIMAL POLICY OPTIMIZATION

The actor-critic RL algorithm integrates the value function and policy gradient methods and uses the value function to guide the policy update to accelerate the learning speed. The policy is updated through the gradient of expected return, which can be written as

\[
\nabla_{\theta} J(\pi_\theta) = \mathbb{E}_{\tau \sim \pi_\theta}(\sum_{t=0}^{T} \nabla_{\theta} \log \pi_\theta(a|s)R(\tau))
\]  

(3)

where \( \pi_\theta(a|s) \) is an actor and \( R(\tau) \) a critic, and \( R(\tau) \) can also take other forms, such as a state-action value function \( Q'(s, a) \), advantage function \( A'(s, a) \), or temporal difference (TD) residual error \( G_t = r_t + \gamma V'(s_{t+1}) - V'(s_t) \).

Proximal policy optimization (PPO) [26] aims to take the most significant improvement step on a policy without stepping so far away from the old policy. PPO proposes a surrogate loss function to control the policy update step size and uses importance sampling to improve sample efficiency. The algorithm balances between sample efficiency, algorithm performance, and engineering implementation complexity. The optimization objective of PPO, i.e., the surrogate loss function, is simplified to

\[
J_{\text{CLIP}}(\pi_\theta) = \mathbb{E}_{(s,a) \sim \pi}(\min(\rho(\theta)A^\pi(s, a), \ \text{clip}(\rho(\theta), 1 - \epsilon, 1 + \epsilon)A^\pi(s, a)))
\]  

(4)

where \( \rho(\theta) = \frac{\pi(a|s)}{\pi^*(a|s)} \) is the ratio of new and old policies, and \( \epsilon \) is a hyper-parameter. The truncation operation, i.e., CLIP operate, limits the policy update amplitude to ensure the training stability. The generalized advantage estimation (GAE) [27] is used to calculate the advantage \( A^\pi(s, a) \) and keep the variance and deviation estimated by the value function small, as shown in (5).

\[
A_t^{\text{GAE}}(\gamma, \lambda) = \sum_{i=0}^{\infty} (\gamma \lambda)^i (r_{t+i} + \gamma V(s_{t+i+1}) - V(s_{t+i}))
\]  

(5)

Asynchronous proximal policy optimization (APPO) is an asynchronous variant of PPO algorithm [28]. APPO uses a surrogate policy loss with clip operate. Compared to a synchronous PPO, APPO is usually more efficient due to its asynchronous sampling. Figure 3 shows the architecture of APPO.

---

In each episode of updates, the algorithm runs \( L \) actors in parallel, and each actor runs \( T \) steps, for a total of \( LT \) items of step data, and calculates advantages \( A_1, \ldots, A_T \). The policy parameters are updated after sampling is completed, where the cumulative rewards of the loss function are \( J(\pi_\theta) \). We randomly sample \( M \) in each episode of updates, where \( M \leq LT \), and learn \( K \) times to improve sample efficiency. The asynchronous training mode is used for efficient training, whereby sampling and learning do not need to wait for each other.

### D. HRL

HRL is also an important technique that can be used to solve complex decision-making problems. The idea of “divide and conquer” decomposes the original problem into several sub-problems. The simple sub-problems are solved one by one and then are integrated to get the solution of the original problem. Temporal abstraction of state sequence is used to treat the problem as a semi-Markov decision process (SMDP) [29]. Basically, the idea is to define macro-actions, composed of primitive actions, which allow for modeling the agent at
different levels of abstraction. This approach is known as HRL [30], which is similar to the hierarchical structure of human learning [31], and has generated essential advancements in RL such as option-learning [32], option critic [33], FeUdal networks [34], data-efficient HRL known as HIRO [35], etc.

The main advantages of using HRL are scalability and generation ability. Scalability decomposes the large problems into smaller ones, avoiding the curse of dimensionality. Generalization ability is acquired due to the combination of smaller sub-tasks that allows for generating new skills and avoiding super-specialization [16].

E. MARL

MARL studies how multiple agents interact with the environment to achieve human-like collaboration in cooperative tasks. MARL has three learning frameworks, including centralized learning (CL), independent learning (IL), and centralized learning with decentralized execution (CLDE) [36]. CL framework treats the multi-agent system as one and uses a single-agent RL algorithm to address the non-stationarity of the environment. The input state space grows linearly with the number of agents, which will be computationally expensive, and requires global communication from a “God’s eye view.” Therefore, it cannot be used in non-communication and large-scale scenarios. IL framework allows each agent to train its policy separately, which brings scalability. IQL [37] and IPPO [38] have achieved good results, but the relationship between multi-agents is ignored, leading to instability in the learning process. CLDE framework can improve learning efficiency with a “God’s eye view” during training and make a decision independently during execution [39]. The joint Q-value function in CLDE converges slowly when the number of agents increases.

We consider the scalability of large-scale UAV swarm cooperative decision-making and the particularity of UAV swarm that allocates targets first and then strikes independently, without experience and information sharing between two phases. Therefore, a hierarchical IL framework is chosen to solve the multi-agent cooperation problem.

IV. METHOD

In this section, we build an end-to-end HMARL method for UAV swarm cooperative decision-making in SEAD mission. First, a UAV kinematic model is developed. Second, SEAD mission is divided into two hierarchical sub-problems, i.e., target allocation sub-problem and cooperative attacking sub-problem, which are modeled as a cooperative attacking MDP model and a target allocation MDP model, respectively. Metropolis criterion and inter-agent information exchange techniques are introduced to improve the sample efficiency and learning speed. Third, we design the HMARL agent network structure and describe the proposed learning framework in this paper. Finally, six policy training tricks are described for ablation study.

A. KINEMATICS OF UAV

In practical SEAD mission, UAV cannot be operated at high angle of attack or high angular rates due to weapon and sensor limitations. Therefore, we assume that the altitude of the UAV remains constant, and a four-degree-of-freedom (4-DOF) kinematics model is used

\[
\begin{align*}
\dot{x}_f &= v_f \cos \varphi_f \\
\dot{y}_f &= v_f \sin \varphi_f \\
\dot{x}_j &= v_j \cos \varphi_j \\
\dot{y}_j &= v_j \sin \varphi_j
\end{align*}
\]  

(6)

where \( \dot{x}_f, \dot{y}_f, v_f, \) and \( \varphi_f \) represent the differentiation of coordinate \( X \) and \( Y \), speed, and heading of the fighter, respectively; \( \dot{x}_j, \dot{y}_j, v_j, \) and \( \varphi_j \) represent the differentiation of coordinates \( X \) and \( Y \), speed, and heading of the jammer, respectively. In addition, state input and action output constraints are modeled as lower and upper bounds:

\[
\begin{align*}
0 \leq x &\leq x_{max} \quad v_{min} \leq v \leq v_{max} \\
0 \leq y &\leq y_{max} \quad \varphi_{min} \leq \varphi \leq \varphi_{max}
\end{align*}
\]  

(7)

Therefore, in this MDP, state is defined as the coordinate vector and action is the velocity and heading of the fighter and jammer.

B. MDP

1) COOPERATIVE ATTACKING MDP

To solve the scalability problem of large-scale combat scenario, an independent learning framework is adopted to establish the same cooperative attacking MDP model for each formation. Detail designs of the MDP model are listed as follows.

a: STATE SPACE

The state space is defined as the coordinates vector \((x_f, y_f), (x_j, y_j)\), and \((x_s, y_s)\) of the fighter, jammer, and IADS, which are continuous values. In the actual battlefield environment, the IADS coordinate can be transmitted to the UAV by airborne warning and control system (AWACS) or space-based satellites.

b: ACTION SPACE

The action space is defined as the fighter’s and jammer’s heading \( \varphi_f, \varphi_j \) and speed \( v_f, v_j \). By controlling the heading to change the direction of movement of a UAV in a 2-D environment, the UAV can coordinate in time to reach the desired position by controlling the speed. The jammer adopts a simple jamming model for analysis simplicity. By setting the jamming distance condition, when the IADS enters the jamming range, we assume that the jammer will automatically turn on jamming, and IADS radar detection range is degraded.

c: REWARD FUNCTION

In this paper, a non-sparse reward is designed to guide UAV accomplish SEAD mission. Four types of reward are
TABLE 1. Reward function.

| Description | Reward Function |
|-------------|-----------------|
| Success reward | \( r_1 = 1 \) |
| Death or collision or out of the boundary | \( r_2 = -1 \) |
| Distance reward | \( r_3 = D_{t-1} - D_t \) |
| Step penalty | \( r_4 = -0.1 \) |

considered in the reward function. If the jammer can suppress the IADS without entering its attack range, and at the same time the fighter can destroy the IADS without entering its range, it will be rewarded with a success reward \( r_1 = 1 \). If the jammer or fighter enters the IADS range or flies out of the environment boundary, it will get a reward \( r_2 = -1 \). If the jammer and fighter collide, it will also get a reward \( r_2 = -1 \). In other circumstances, reward shaping is adopted and a continuous distance reward \( r_3 = D_{t-1} - D_t \) is given to guide the UAV to approach the IADS, where \( D_{t-1} \) and \( D_t \) denote the distance between UAV and IADS at the last moment \( t-1 \) and the current moment \( t \). We set a step penalty reward \( r_4 = -0.1 \) to encourage the agent to complete the task as soon as possible. The settings of reward function are listed as Table 1.

The final reward \( R_{CA} \) is defined as the sum of four types of reward:

\[
R_{CA} = r_1 + r_2 + r_3 + r_4 \tag{8}
\]

Cooperative attacking MDP model is implemented by IAPPO algorithm as shown in Algorithm 1. Each formation adopts the same IAPPO algorithm.

Algorithm 1 Independent Asynchronous Proximal Policy Optimization - Cooperative Attacking (IAPPO-CA).

- Initialize actor network parameter, critic network parameter, and replay buffer \( D \).
- For episode \( = 1 : M \) do
  - For \( n = 1 : N \) do
    - Run policy \( \pi_{\theta'} \) for \( T \) timesteps asynchronously, collecting experience \((s, a, r, s')\).
    - Estimate return \( R(\tau) \) and advantage \( A^GAE(\gamma, \lambda) \).
  - For \( k = 1 : K \) do
    - Sample minibatch from the trajectory, calculate policy loss, value loss and entropy loss.
    - Optimize surrogate loss function \( J(\theta) \).
  - Update policy parameter \( \theta' \leftarrow \theta \).
- End for
- End for
- End for

2) TARGET ALLOCATION MDP
It is challenging to consider the dynamic changing factors for the traditional target allocation method, which establishes a static optimization model based on intelligent optimization algorithms. In this paper, we adopt a learning-based method to establish a target allocation agent model. Through dynamic interaction with environment and trial-and-error, agent can find an optimal or sub-optimal target allocation scheme and quickly allocate targets online with a low amount of computation.

Target allocation is a continuous state and discrete action decision-making problem. As the number of targets increases, the number of target allocation schemes increases exponentially, and the action space dimension of the agent will explode. The MARL is used to prevent the “curse of dimensionality” problem. Therefore, the target allocation problem is modeled as a cooperative MARL model. Each formation can be seen as a DQN agent, an off-policy framework and sample efficient. There is inter communications between multi-agents, so it is a MADQN algorithm.

Therefore, target allocation MDP is modeled as follows:

\( a: STATE SPACE \)
Target allocation considers the position states of the fighter, jammer, and IADS, which are continuous values \((x_f, y_f), (x_j, y_j), \) and \((x_i, y_i)\), respectively. If a IADS is chose, the IADS coordinate will be the input vector of DQN agent. Therefore, the state space is defined as the coordinate concatenated vector of each formation of fighter, jammer, and IADS in a 2-D environment, as the Table 1 shown.

\( b: ACTION SPACE \)
Each DQN agent outputs \( N \) dimensions and selects a target IADS ID to attack. So the action space dimension of the DQN agent is the same as the number of IADS, as shown in Table 2.

\( c: REWARD FUNCTION \)
We apply the fully cooperative MADQN algorithm that all agents jointly maximize the global team reward. The reward of the MADQN-TA agent depends on the effect of the final cooperative attacking. Therefore, the reward of the MADQN-TA agent is the sum of the rewards obtained by all lower-level IAPPO-CA agents,

\[
R_TA = \sum_{i=1}^{N} R_{CA}^{i} \tag{9}
\]

where \( R_{CA}^{i} \) is the reward obtained by each converged IAPPO-CA agent. To maximize the reward \( R_{CA}^{i} \), the MADQN-TA agent has to allocate the nearest target to each corresponding IAPPO-CA agent because of the step penalty.

TABLE 2. Action-space description of DQN agent.

| State space | Value |
|-------------|-------|
| Dimension Description | \( N \) | Number of IADS |

TABLE 1.

| Reward Function |
|-----------------|
| Success reward | \( r_1 = 1 \) |
| Death or collision or out of the boundary | \( r_2 = -1 \) |
| Distance reward | \( r_3 = D_{t-1} - D_t \) |
| Step penalty | \( r_4 = -0.1 \) |
d: METROPOLIS CRITERION

Moreover, action is chosen according to the Metropolis criterion as (10) to encourage exploration and prevent the policy from falling into a local minimum. After adopting the $\epsilon$-greedy policy ($\epsilon$ decays with increasing iterations) to select the action, we use the Metropolis criterion of simulated annealing algorithm to promote the agent’s exploration efficiency. The action exploration equation is defined as:

$$ a_t = \begin{cases} 
\text{a}_\text{ε-greedy}, & r_t \geq \max(r) \\
\text{a}_\text{ε-greedy}, & r_t < \max(r), \ \eta \geq \eta_0 \\
\text{a}_\text{random}, & r_t < \max(r), \ \eta < \eta_0
\end{cases} \quad (10) $$

Suppose the reward for a DQN agent’s action is less than the history maximum reward. In that case, an action is randomly selected with a certain probability to increase the probability of jumping out of a local minimum, and otherwise, the $\epsilon$-greedy policy is used to select the action.

e: INTER-AGENT INFORMATION EXCHANGE

The targets are allocated in turn according to the position state of both sides. DQN agent chooses the IADS target in turn. The inter-agent information exchange is adopted to ensure no repeated strike and promote learning efficiency, as depicted in Figure 4. That is, agent 2 knows the action of agent 1. If agent 2 choose an action the same as agent 1, it will change again. That means the IADS ID already assigned by the previous agent is no longer allocated by the next agent. Multi-agent system is trained in parallel at the same time, which addresses the problem of action space explosion [40].

![Figure 4. Inter-agent information exchange.](image)

Target allocation MDP model is implemented by MADQN algorithm. Algorithm 2 shows the details of MADQN-TA algorithm within one episode:

C. HMARL AGENT NETWORK DESIGN

The design of an agent network must consider the coupling relationship between target allocation and cooperative attacking, and their precedence relationship. Hence, we propose a hierarchical structure. The higher level is $N$ target allocation agents, which is implemented by the MADQN algorithm. The MADQN-TA agents considers the situations of both parties, outputs the optimal or suboptimal target list. The lower level is $N$ cooperative attacking agents, which is implemented by the IAPPO algorithm. The IAPPO-CA agent completes the attack process according to the assigned IADS ID, and thereby the mission is completed. The higher and lower-level agents are cascaded to obtain a whole HMARL agent. The network structure of the end-to-end HMARL agent is shown in Figure 5.

The input of DQN consists of the coordinates of each group of the fighter, jammer, and IADS, then normalizes by Z-Score and input to the two-layer fully connected neural network, output the Q value of each allocation target ID. The ID with the max Q value is the optimal target and its coordinate inputs to the lower-level IAPPO agent, respectively. The lower-level IAPPO agent includes critic network and actor/policy network. The IAPPO policy network inputs the coordinates of the fighter, jammer, and IADS ID allocated by the higher-level MADQN-TA agent and then inputs to the two-layer fully connected neural network, outputs the heading and speed of the fighter and jammer.

Algorithm 2 Multi-Agent Deep Q Network – Target Allocation (MADQN-TA).

1. Initialize replay buffer $D$ to capacity $K$ for each formation.
2. Initialize action-value function $Q$ with random weights $\theta$.
3. Initialize target action-value function $Q'$ with weights $\theta^- = \theta$.
4. For episode $e = 1 : M$ do
   1. Initialize state $s_0$ for each agent.
   2. For $t = 1 : T$ do
      1. Observe state $s^n_t$ and select action $a^n_t$ for agent $n$ using $\epsilon$-greedy.
      2. Execute action $a^n_t$ based converged IAPPO and observe next state $s^n_{t+1}$, reward $r^n_t$, and done signal $d^n_t$ to indicate whether $s^n_t$ is terminal.
      3. Action exploration according to (10) and do state transfer.
      4. Store the transition $(s^n_t, a^n_t, r^n_t, s^n_{t+1}, d^n_t)$ in $D$.
   3. Round robin the order of agents in inter-agent information exchange.
5. End for
6. Calculate the team reward $r_t$ according to (9).
7. Randomly sample a batch of transitions from $D$.
8. Calculate target $Q$ value: $y_t = r_t + \gamma \max_{a'} Q(s_{t+1}, a'; \theta^-)$ for each formation.
9. Update $Q$ function by gradient descent step on $\theta$ to minimize $[y_t - Q(s_t, a_t; \theta))^2$ for each formation.
10. Every $C$ steps reset $Q' = Q$ for each formation.
11. End for
12. End for
In summary, the higher-level and lower-level agents are designed to be “offline training” first, then “online inference.” The target ID is first assigned according to the relative distance between target and formation, and the IAPPO-CA agent is trained. After the IAPPO-CA agent has converged, the higher-level MADQN-TA agent is concatenated to optimize jointly. Finally, the two converged agent models are cascaded to obtain the complete HMARL model, which is directly tested online to verify its intelligent decision-making performance, as depicted in Figure 1.

D. POLICY TRAINING TRICKS
To improve the training efficiency of the policy, six policy training tricks are studied and compared in the experiments.

1) DATA NORMALIZATION
   a: ADVANTAGE FUNCTION NORMALIZATION
   The advantage function is normalized to improve training stability and policy learning efficiency,
   \[ A^* = \frac{A - \mu_A}{\sigma_A} \] (11)

   b: VALUE FUNCTION NORMALIZATION
   The value function loss is normalized as
   \[ V^*_\text{loss} = \frac{1}{N} \sum_{i=1}^{N} \frac{(V_i - R_i)^2}{\sigma R_i} \] (12)

2) ADAPTIVE ADJUSTMENT PARAMETERS
   a: ADAPTIVE LEARNING RATE
   The experiment adopts learning rate \( \eta \) annealing as (13),
   \[ \eta = \eta_0 \times \left(1 - \frac{i_{\text{episode}}}{i_{\text{max}_\text{episode}}} \right) \] (13)

   In the early stage of training, a larger learning rate is adopted to accelerate learning, and a lower learning rate is adopted later to prevent the policy from prematurely converging to a bad local optimum.

   b: ADAPTIVE CLIP VALUE
   The principle of the adaptive clip is the same as that of the adaptive learning rate. A larger clip value is used in the early stage of training to speed up policy learning, and a smaller value in the later stage ensures policy stability,
   \[ \text{clip} = \text{CLIP} \times \left(1 - \frac{i_{\text{episode}}}{i_{\text{max}_\text{episode}}} \right) \] (14)

3) DOMAIN RANDOMIZATION
   To improve the robustness of the agent policy and adapt to a diversified environment, random perturbations are added to the scenario in the training process [41], as shown in (15).
   \[ \begin{cases} \tilde{x} = x + \delta \\ \tilde{y} = y + \delta \end{cases} \] (15)

   where \( x \) and \( y \) are the fighter, jammer, and IADS coordinates, respectively. We run a different random perturbation environment on each random seed to train the agent, enabling it to abstract higher-level complex policy features and avoid over-fitting to one specific environment or policy. Consequently, the learned policy is more robust and better generalized to a new environment.

4) MAXIMIZATION THE ENTROPY OF THE POLICY
   Greater entropy means more randomness and encourages exploration. Therefore, while maximizing the cumulative rewards, the entropy of the policy is maximized and the policy is made as random as possible. The agent can adequately explore the state space to complete the mission, which enhances the robustness and generalization. Entropy is calculated:
   \[ H(\pi(\cdot|s_t)) = -\sum_{t=1}^{T} \pi(\cdot|s_t) \log \pi(\cdot|s_t) \] (16)

5) PARAMETER SHARING
   The critic and actor can share lower layer parameters of the network [37]. The loss function is the sum of policy loss \( J(\theta) \),
value function loss $J(\phi)$, and policy entropy $\mathcal{H}(\pi)$, and its gradient is backpropagated. The training difficulty is reduced by sharing the underlying network features through parameter sharing. The loss function is

$$J(\theta, \phi) = J(\theta) + \lambda_{\text{critic}} J(\phi) + \lambda_{\text{entropy}} \mathcal{H}(\pi)$$  \hspace{1cm} (17)

6) LAYER NORMALIZATION

Each layer of the policy network is normalized, and the weights are initialized by orthogonal initialization, namely, torch.nn.init.orthogonal_(), and the standard deviation is 1. The deviation is initialized by constants, namely, torch.nn.init.constant_(), and the standard deviation is 0, which can greatly improve the algorithm performance.

V. EXPERIMENTS

In this section, we describe the experimental setup and conduct three experiments to test the effectiveness, robustness, and scalability of HMARL model. Moreover, an ablation study is performed to find the most effective tricks.

A. EXPERIMENTAL SETUP

A light UAV swarm cooperative combat environment for SEAD mission is developed in this paper. The scenario is a square of area 100 km $\times$ 100 km. The attack range of the fighter is 15 km, and the jammers range is 25 km. The detection range of the IADS radar is 20 km, the attack distance is 15 km, and the detection range is reduced to 10 km after jamming from a jammer [22], as shown in Figure 6. To complete the mission, the fighter needs to fly to the fire point, and the jammer to the jamming point. The above distance is normalized during training, which facilitates neural network training and prevents the gradient vanishing.

Simulation experiments are completed in different scenario, from static known to dynamic uncertain, and from small- to large-scale. Furthermore, compared with those classic DRL algorithms, we complete the effectiveness (convergence), robustness, scalability testing, and ablation study to verify the performance of the HMARL method and intelligent decision-making capabilities. All experiments are conducted on a computer with a 3.6 GHz Intel i7 CPU, 32 GB of DDR4 RAM, and RTX 3060 GPU, using PyTorch 1.70 and Python 3.6.

| Parameters                      | Values |
|---------------------------------|--------|
| MADQN-IA Parameters            |        |
| Number of layers for DQN        | 3      |
| Number of nodes for each layer  | $(32, 32, N)$ |
| Active function                 | (Relu, Relu, Linear) |
| Reward decay                    | 0.95   |
| Learning rate                   | 0.01   |
| Replay buffer size, batch size  | 64,8   |
| Maximal episode                 | 500    |
| Action exploration, $\eta_0$ decay | 0.2  |
| IAPPO-CA Parameters            |        |
| Number of layers for actor network | 3      |
| Number of layers for critic network | 3      |
| Number of nodes for actor layers | $(64, 64, 4)$ |
| Number of nodes for critic layers | $(64, 64, 1)$ |
| Actor network active function   | (tanh, tanh, tanh) |
| Critic network active function  | (tanh, tanh, tanh) |
| Learning rate for actor, critic network | 0.0001 |
| Clip linear decay               | 0.2    |
| Reward decay gamma              | 0.995  |
| Maximal step per episode        | 1000   |
| Coefficient for policy loss     | 1      |
| Coefficient for value loss      | 0.5    |
| Coefficient for entropy loss    | 0.01   |
| GAE lambda                      | 0.95   |
| Minibatch size                  | 64     |
| Number of random seeds          | 3      |

TABLE 3. Simulation parameters.
The hyperparameter settings are listed in Table 3. The Adam optimizer is employed to optimize all the network parameters [42], and other training tricks are introduced in Subsection IV.D.

**B. EXPERIMENT I: EFFECTIVENESS IN 6V3 KNOWN SCENARIO**

In experiment I, we set up a 6V3 small-scale SEAD scenario. Three fighters and three jammers form three fighter-jammer...
formations (formation 1-3), and the enemy consists of three IADSs. The combat capabilities of the fighter, jammer, and IADS are as described in Subsection 5.A. Therefore, the fighter has to be able to safely destroy the IADS under the jamming suppression of the jammer to complete the mission.

The HMARL based intelligent decision-making model is trained offline for 300 episodes, and the converged HMARL model is used to test the online intelligent decision-making performance through online inference.

1) OFFLINE TRAINING OF THE IAPPO-CA AGENT
First, the IAPPO-CA agent is trained to convergence. We record the average cumulative rewards during the training stage and compare them with asynchronous advantage actor-critic (A3C) and deep deterministic policy gradient (DDPG) algorithms. The effectiveness can be evaluated from the final performance and learning speed. An algorithm’s final performance is better if it achieves the higher final cumulative rewards with fewer training steps. The learning curves of the three IAPPO-CA agents are similar. Therefore, we take the learning curve of formation 1 as an example and show the convergence performance in Figure 7. The shaded region corresponds to the minimum and maximum episode rewards across three random seeds.

As can be seen from Figure 7, A3C algorithm shows very high variance across seeds, indicating substantially worse stability. DDPG algorithm has poor final convergence, while IAPPO algorithm is more stable, has a higher episode rewards, and smaller variance. Therefore, IAPPO-CA agent converges and the performance of IAPPO algorithm is better.

2) OFFLINE TRAINING OF THE MADQN-TA AGENT
We train the MADQN-TA agent embedded the converged IAPPO-CA agent. Since the target allocation policy is relatively simple, it is trained for 200 episodes, and a converged Q-value network is obtained for target allocation.

We record the average episode rewards of three DQN agents and target allocation result and compare the convergence performance with the MADQN without Metropolis technique. The results are shown in Figure 8.

Figure 8(a) shows the comparison of episode rewards learning curve. MADQN with Metropolis technique outperforms MADQN without Metropolis, both in terms of learning speed and the final performance. Figure 8(b) shows target allocation result based on MADQN algorithm with Metropolis technique. Moreover, target allocation is stable after training 80 episodes, and formations 1-3 attack IADS 1-3, respectively.

3) ONLINE INFERENCE OF THE HMARL MODEL
Then we test the intelligent decision-making capabilities online of the HMARL model, consisted of the converged IAPPO-CA and MADQN-TA agents. We input the initial state information to the trained HMARL model and get a cooperative attacking process, as shown in Figure 9.

In Figure 9(a), the HMARL agent first completes the target allocation. The result is that formations 1–3 attack IADS 1–3, respectively. In Figure 9(b), the formation 1 launches a cooperative attacking. The jammer of formation 1 has reached jamming conditions, the detection range of IADS 1 has been degraded, and formations 2 and 3 have not yet reached the jamming conditions. The fighter adopts a specific deceleration tactic of flying around to ensure its safety and waiting for jamming. In Figure 9(c), formation 1 is still attacking, formations 2 and 3 have completed jamming and cooperative attacking, and IADS 2 and 3 have been destroyed. In Figure 9(d), formation 1 has also completed a cooperative attacking. The three formations have completed the 6V3 cooperative decision-making mission, which reflects the strong cooperative formation and intelligent decision-making capability.

C. EXPERIMENT II: ROBUSTNESS IN 6V3 UNCERTAIN SCENARIO
To improve the robustness and generalization of the HMARL model to adapt to the dynamic uncertain scenario, domain randomization is used during training. The model is trained under different initial positions. The formation and IADS starting positions are randomly initialized in a certain square area for each episode. The uncertain scenario of experiment II is shown in Figure 10.

![SEAD environment with different initial positions.](image)

1) OFFLINE TRAINING
First, we train the IAPPO-CA and MADQN-TA agents to converge in the same way as in Subsection 5.B.

2) ONLINE INFERENCE OF THE HMARL MODEL
To verify the robustness of the model in a dynamic and uncertain environment, we load the HMARL model and perform
online inference and robustness tests in a new random scenario. The initial positions of each fighter, jammer, and IADS are randomly generated, and it is different from Figure 9. The results are shown in Figure 11.

Figure 11 shows that the HMARL model can still complete target allocation and cooperative attacking. Therefore, we conclude that the proposed model has certain robustness and generalization performance to the dynamic changing scenarios, can adapt to the uncertain battlefield environment, and has strong practical application value.

**D. EXPERIMENT III: SCALABILITY IN 20V10 LARGE-SCALE SCENARIO**

To further test the scalability of the HMARL model in the large-scale scenario, we set up a 20V10 SEAD scenario in experiment III. Our force consists of ten fighters and ten jammers, forming ten fighter-jammer formations, and the enemy force is ten IADSs and ten targets. The combat capabilities of fighters, jammers, and IADS are the same as in Subsection 5.A. After training 500 episodes, the trained model is used for online inference to test the scalability.

1) OFFLINE TRAINING OF THE IAPPO-CA AGENT

Similarly, we train the IAPPO agent across three different random seeds, record the cumulative rewards during the training
process, and compare it with A3C and DDPG algorithms to obtain the average reward learning curve, as shown in Figure 12.

Figure 12 shows that A3C and DDPG have higher variances and poor convergence, while IAPPO has a higher episode rewards and excellent convergence performance. Moreover, the IAPPO-CA agent has converged and can be used to train the higher level MADQN-TA agent.

2) OFFLINE TRAINING OF THE MADQN-TA AGENT

After training, the average convergence performance and target allocation result of MADQN-TA agent are shown in Figure 13.

As depicted in Figure 13(a), MADQN with Metropolis technique converges faster and the episode rewards are higher than MADQN without Metropolis technique. Therefore, the Metropolis technique improves convergence performance. Figure 13(b) shows the final target allocation result of MADQN with Metropolis technique, which is formations 1-10 attack IADS 1-10, respectively. Finally, we can test the online inference capability of the HMARL model.

3) ONLINE INFERENCE OF THE HMARL MODEL

The converged IAPPO-CA and MADQN-TA agents are cascaded and tested in a 20V10 large-scale scenario. Results are shown in Figure 14.

In Figure 14(a), the formation is attacking cooperatively, and the jammer is looking for a suitable position. In Figure 14(b), after jamming, the IADSs and targets are destroyed successfully by fighters and the cooperative SEAD mission is completed. We conclude that the proposed HMARL model in this paper can scale to a large-scale scenario.

E. ABLATION STUDY

Finally, the effectiveness of different training tricks is compared; that is, the performance of models using all tricks and the advantage function normalization, the value function normalization, the layer normalization, the adaptive learning rate, and adaptive clip annealing, and an ablation study is completed. The impact of these tricks on the model performance provides an empirical reference for subsequent research. The result is shown in Figure 15.
FIGURE 15. Convergence comparison of different tricks.

As we can see from Figure 15, the episode rewards of the model using all training tricks is higher, the advantage function normalization greatly improves the early convergence speed of the model, layer normalization can improve the final performance of the model, and other tricks have relatively little impact on model performance.

VI. CONCLUSION

This paper proposes an end-to-end HMARL method to solve the UAV swarm cooperative decision-making problem. A HMARL agent model is established, where the higher level is the target allocation agent based on MADQN algorithm, and the lower level is the cooperative attacking agent based on IAPPO algorithm. Metropolis criterion and inter-agent information exchange techniques improve the action exploration and learning efficiency of MADQN-TA agent. IAPPO-CA agent can be distributed deployed online and flexibly scaled to large-scale scenarios based on an independent learning paradigm. Numerical experiments demonstrate that the proposed HMARL method is effective, robust, and scalable, and can adapt to uncertain and large-scale scenarios.

In the future, we will further study this joint optimization problem. The higher-level agent can schedule the lower-level agent more flexibly to attack the dynamic changing target. Moreover, a more precise jamming model and weapon model will be a focus of future research, as well as more complicated multi-wave strikes and multi-target scenarios, such as 6V4 and 22V10.
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