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Abstract—Overcoming the link blockage challenges is essential for enhancing the reliability and latency of millimeter wave (mmWave) and sub-terahertz (sub-THz) communication networks. Previous approaches relied mainly on either (i) multiple-connectivity, which under-utilizes the network resources, or on (ii) the use of out-of-band and non-RF sensors to predict link blockages, which is associated with increased cost and system complexity. In this paper, we propose a novel solution that relies only on in-band mmWave wireless measurements to proactively predict future dynamic line-of-sight (LOS) link blockages. The proposed solution utilizes deep neural networks and special patterns of received signal power, that we call pre-blockage wireless signatures to infer future blockages. Specifically, the developed machine learning models attempt to predict: (i) If a future blockage will occur? (ii) When will this blockage happen? (iii) What is the type of the blockage? And (iv) what is the direction of the moving blockage? To evaluate our proposed approach, we build a large-scale real-world dataset comprising nearly 0.5 million data points (mmWave measurements) for both indoor and outdoor blockage scenarios. The results, using this dataset, show that the proposed approach can successfully predict the occurrence of future dynamic blockages with more than 85% accuracy. Further, for the outdoor scenario with high-mobile vehicular blockages, the proposed model can predict the exact time of the future blockage with less than 80 ms error for blockages happening within the future 500 ms. These results, among others, highlight the promising gains of the proposed proactive blockage prediction solution which could potentially enhance the reliability and latency of future wireless networks.
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I. INTRODUCTION

Realizing the high data rate gains of millimeter wave (mmWave) and sub-terahertz (sub-THz) communications requires overcoming a number of key challenges [2], [3]. One of these important challenges is the line-of-sight (LOS) link blockages which could cause sudden link failures, impacting the reliability and latency of the mobile networks. This is particularly important at mmWave/sub-THz systems because of (i) their reliance on LOS communications for sufficient receive signal power and (ii) the high penetration loss of these high-frequency signals (high sensitivity to blockages). One promising approach for addressing this challenge is by proactively predicting link blockages before they happen [4], thereby allowing the network to make proactive beam switching/basestation hand-off decisions. This has been made possible by the powerful capabilities of machine learning models that can potentially utilize side information and prior observations to predict future blockages [4], [5]. In this paper, we investigate the potential of leveraging wireless mmWave/sub-THz in-band signatures to proactively predict future link blockages and attempt to answer four main questions: (i) Can in-band wireless signals be utilized to predict future blockages? (ii) Can these signals also predict when a blockage will happen in the future? (iii) Can these signals be used to predict the type of the blockage? And (iv) can these in-band wireless signals be leveraged for blockage direction prediction?

A. Related Work

Initial solutions for the mmWave blockage challenges focused on multiple-connectivity where a user simultaneously maintains multiple links with multiple base stations [6], [9]. For instance, [6] developed a multiple-connectivity scheme that enables efficient and highly adaptive cell selection in the presence of mmWave channel variability. In [7], an uplink control signaling system combined with a local coordinator is proposed for multiple-connectivity, which enables rapid path switching. A methodology that combines concepts from queuing theory and stochastic geometry for dynamic multiple connectivity is presented in [8]. In this integrated framework, both user- and network-centric performance indicators were quantified to highlight the effectiveness of the proposed framework in representative mmWave scenarios. Further, mmWave systems assisted by sub-6GHz links are developed in [9], [10] to realize fast link switching and efficient multiple-connectivity. While multiple-connectivity is a promising approach for enhancing the mmWave network reliability, it has several drawbacks: (i) These approaches require maintaining multiple simultaneous links which consumes and under-utilizes the network resources, and (ii) these multiple-connectivity solutions react to the blockages after they happen and thus they still incur high network latency and do not completely address the reliability and latency challenges associated with LOS link blockages in mmWave and THz systems.

Motivated by the capabilities of machine learning models in learning from prior observations and predicting outcomes, [4] proposed to leverage machine learning model to proactively predict future blockages before they happen. In particular, the authors in [4] developed a recurrent neural networks that uses the sequence of beams of the previous few instances to proactively predict future LOS link blockages. The solution in [4], however, is mainly useful for stationary blockages.
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To predict future dynamic/moving blockages, the authors in [11], [12] proposed to make use of the sub-6GHz channels to infer close-to-happen link blockages (which originates from the channel mapping concept in space and frequency [13]). Further, [14] proposed to leverage the rich environment sensory data obtained for example from visual sensors (cameras) to proactively prediction link blockages well before they happen. However, the work in [14] requires extra-sensory data (images), and it does not take full advantage of the wireless data. This motivates the development of proactive blockage prediction solutions using only in-band wireless data, which is the focus of this paper. Note that it is important here to differentiate between future blockage prediction and current blockage status prediction/identification (also called LOS/NLOS link identification) which has also been studied in recent papers [8], [15], [16]. For example, the work in [15], [16] leveraged machine/deep learning to identify whether the current receive signal corresponds to a LOS or NLOS link. Further, [5] used a camera feed along with sub-6 GHz channels to identify currently blocked mmWave links. While identifying the current link status has important applications, our focus is on proactive/future blockage prediction, which could bring promising reliability and latency gains for mmWave/sub-THz networks.

B. Contribution

In this paper, we propose a novel approach that leverages what we call pre-blockage wireless signature to proactively predict future dynamic blockages before they happen. The pre-blockage wireless signature refers to the in-band mmWave receive power patterns (for example power fluctuations over time) that result from the signal reflection/scattering on the moving blockage as it approaches the LOS link. To validate the feasibility of the proposed approach, we build large-scale indoor and outdoor real-world datasets, develop efficient deep learning models, and perform extensive experimental evaluation under realistic wireless communication settings. The main contribution of the paper can be summarized as follows.

- We propose a new approach that leverages only the in-band mmWave signals to proactively predict future dynamic LOS link blockages before they happen. This approach does not require any extra sensors or out-of-band measurements and can work transparently to the normal operation of the communication systems.
- We develop efficient machine learning models based on recurrent and convolutional neural networks that utilize the receive in-band signals to achieve four machine learning tasks: (i) Predicting the occurrence of future blockages, (ii) predicting when, in the future, will the the blockage happens, (iii) classifying the type of the blockage, and (iv) classifying the moving blockage direction.
- We build a large-scale dataset for indoor and outdoor dynamic blockage scenarios using real-world millimeter wave measurements. Our dataset, that we make publicly available, includes around 460 thousand receive power/beam training measurement samples, forming more than 1400 unique blockage sequences. The dataset contains several candidate blockages such as humans, bikes, different kinds of vehicles and can be leveraged to investigate multiple machine learning tasks.

Using the developed dataset, we validate the feasibility of the proposed proactive blockage prediction approach and draw important insights into its performance in indoor and outdoor wireless communication scenarios. Overall, the results highlight the potential of using the developed solution in accurately predicting future blockages, which could enhance the reliability and latency performance of future mmWave and sub-THz networks.

C. Organization

The rest of the paper is organized as follows: The system and channel models are introduced in Section [II] Section III defines and formulates the four blockage prediction problems. The proposed machine learning based blockage prediction approach is then presented in Section IV. To evaluate the proposed solutions, we built a hardware testbed and collected a large-scale dataset that is described in Sections V and VI. Some analysis for this dataset is then presented in Section VII. Finally, the experimental results for evaluating the proposed blockage prediction solutions are presented in VIII.

Notation: We use the following notation throughout this paper: $A$ is a matrix, $a$ is a vector, $a$ is a scalar, and $A$ is a set. $|A|$ is the determinant of $A$, $\|A\|_F$ is its Frobenius norm, whereas $A^T$, $A^H$, $A^*$, $A^{-1}$, $A^\dagger$ are its transpose, Hermitian (conjugate transpose), conjugate, inverse, and pseudo-inverse respectively. $[A]_{r,:}$ and $[A]_{:,c}$ are the $r$th row and $c$th column of the matrix $A$, respectively. $\text{diag}(a)$ is a diagonal matrix with the entries of $a$ on its diagonal. $I$ is the identity matrix and $1_N$ is the $N$-dimensional all-ones vector. $A \otimes B$ is the Kronecker product of $A$ and $B$, and $A \circ B$ is their Khatri-Rao product. $N(\mathbf{m}, \mathbf{R})$ is a complex Gaussian random vector with mean $\mathbf{m}$ and covariance $\mathbf{R}$. $\mathbb{E} \{ \cdot \}$ is used to denote expectation.

II. System Model

The communication system considered in this work is described in Fig. 1. It assumes a mmWave base station serving
a static user that is in the vicinity of a possible moving blockage. The base station employs an $M_A$-element antenna array while the user is single-antenna. To reduce the cost and power consumption, the base station uses a fully-analog beamforming architecture. Further, to simplify the system operation, the base station adopts a predefined beam-steering beamforming architecture. Further, to simplify the system and power consumption, the base station uses a fully-analog array while the user is single-antenna. To reduce the cost where

\[
\begin{align*}
\mathbf{f}_m &= \mathbf{a} \left( \phi_m, \theta_m \right),
\end{align*}
\]

where $\mathbf{a}$ is the array response vector and $\phi_m, \theta_m$ are the steering azimuth and elevation angles of the $m$th beamforming vector. As will be discussed in Section IV the hardware prototype described in this paper adopts a phased array with uniform linear array that can steer the beam in the azimuth direction. For this prototype, the adopted beamforming codebook has $M = 64$ beamforming vectors, with azimuth angles uniformly quantized in the range $[-\pi/4, \pi/4]$. It is worth mentioning here, though, that the developed blockage prediction approaches in this paper can be applied to more general array architectures.

To account for the variations of the channel over time, we adopt a block fading channel model where the channel is assumed to be constant over a block of duration $T_B$. Further, we adopt an OFDM signal transmission model of $K$ subcarriers. Given these models, we define $\mathbf{h}_k[t] \in \mathbb{C}^{M \times 1}$ as the downlink channel at the $k$th subcarrier and as a time instance (block) $t$. At time instance $t$, if a beamforming vector $\mathbf{f}_m$ is adopted for the basestation downlink transmission, then the received signal at the user at subcarrier $k$ can be expressed as

\[
\begin{align*}
r_{k,m}[t] &= \mathbf{h}_k[t]^T \mathbf{f}_m s_k[t] + n_k[t],
\end{align*}
\]

where $s_k[t]$ is the symbol transmitted on the $k$th subcarrier and $t$th time instance and $n_k[t] \sim \mathcal{C}\mathcal{N}(0, \sigma^2)$ is a noise sample.

### III. PROBLEM FORMULATION

Proactively identifying the Line of Sight (LOS) link status has significant advantages at both the physical and network layer levels. In this paper, we address the following four problems. (i) How to use the received mmWave signal power information to predict whether there is a blockage in the near future or not? (ii) In case there is a blockage, how to use the received mmWave signal power information to predict when that blockage will occur? (iii) Given the knowledge of an impending blockage, is it possible to predict its size (link blockage time interval)? and, finally, (iv) Could the direction along which the blockage is moving be predicted? A more formal description of each problem is included below

**Problem 1: Blockage Prediction:** The first problem concerns the proactive prediction of whether a blockage occurs in the near future or not. This problem is formulated as follows. First, we define $t \in \mathbb{Z}$ as the index of the discrete time instance and $x[t] \in \{0, 1\}$ as the link status (blocked or unblocked) at the $t$th time instance. $x[t] = 1$ indicates a blocked link, i.e., it means that the LOS path between the transmitter and receiver is blocked, while $x[t] = 0$ indicates an unblocked link. Further, if at time instance $t$, the single-antenna user transmits a pilot signal to the base station and the base station received this signal using its $M$ beams in the codebook $\mathcal{F}$, then we define

\[
\begin{align*}
\mathbf{r}[t] &= [r_1[t], \ldots, r_M[t]]^T
\end{align*}
\]

as the receive power vector of the $M$ beams at the $t$th instance. Note that $|r_m[t]|^2$ is the total power over the $K$ subcarriers, i.e., $|r_m[t]|^2 = \sum_{k=1}^K |r_{k,m}[t]|^2$. The sequence of these receive power vectors for the $T_{ob}$ previous time instances (observation window), $t - T_{ob} + 1, \ldots, t$, is then combined in $S_{ob}$ defined as

\[
S_{ob} = \{r[t+n] | n = 0, 1, \ldots, |S_{ob}| - 1, t \}
\]

Now, given the observed sequence $S_{ob}$, our goal is to predict whether or not a link blockage will occur within a future time interval of $T_P$ instances. We use $b_{T_P}$ to indicate whether there is a blockage occurrence within that future interval or not. More formally, $b_{T_P}$ is defined as follows

\[
\begin{align*}
b_{T_P} &= \begin{cases} 0, & x[t+n] = 0 \ \forall n \in \{1, \ldots, T_P\} \\ 1, & \text{otherwise} \end{cases}
\end{align*}
\]

where 1 indicates the occurrence of a blockage and 0 is the absence of blockage. The goal of this problem is then to predict $b_{T_P}$ with high accuracy. If $b_{T_P}$ denotes the predicted link status, the objective of Problem 1 is then to maximize the prediction success probability, i.e.,

\[
\begin{align*}
\text{Problem 1: } \max \mathbb{P}_1(b_{T_P} = b_{T_P} | S_{ob}),
\end{align*}
\]

by designing an efficient processing technique for the observed sequence of receive power vectors $S_{ob}$.

**Problem 2: Blockage-instance prediction:** Given the observed sequence $S_{ob}$ and the knowledge that there is a blockage occurring within the future $T_P$ instances, the second problem deals with identifying the time instance in the future when the blockage would occur. In particular, we want to predict the time instance $n_p$ at which $x[t+n_p] = 1$. This represents the exact instance when the blockage occurs within a window of $T_P$ instances. Similar to Problem 1, given the observed sequence and an incoming blockage, and denoting the predicted instance as $\hat{n}_p$, the objective of Problem 2 can be defined as follows

\[
\begin{align*}
\text{Problem 2: } \max \mathbb{P}_2(\hat{n}_p = n_p | S_{ob}, b_{T_P} = 1).
\end{align*}
\]

**Problem 3: Blockage-severity prediction:** Moving objects in the wireless environment take different shapes, sizes, and speeds, and, hence, the duration of link blockages varies. This problem focuses on proactively identifying the type of the incoming blockage from the perspective of how severe its blockage is. It proposes to define a discrete blockage-severity index by which objects are classified. The index is directly derived from the average blockage time interval measured in number of instances (or blocks $T_B$) for each object. Formally and for a specific wireless environment, let $\mathcal{Y}$ define the set of all physical objects that could be present in the environment, e.g., car, bus, tree, etc and let $\bar{p}_o$ define the average

\footnote{Note that this average duration is a function in various visual aspects of the object such as speed, shape, and size.}

\footnote{These objects are labeled based only on discernible visual traits, something similar to that in [17].}
The blockage-severity index for object \( v \in V \) could be defined as follows:

\[
\hat{b}_{sev,v} = \begin{cases} 
1, & \hat{\rho}_v \in T_{D_1}, \\
2, & \hat{\rho}_v \in T_{D_2}, \\
\vdots & \\
N_{class}, & \hat{\rho}_v \in T_{D_{N_{class}}},
\end{cases}
\]  

(8)

where \( N_{class} \) is the total number of classes based on intervals, and \( T_{D_1}, \ldots, T_{D_{N_{class}}} \) are consecutive time intervals measured in terms of time instance. Those intervals and their number of classes \( N_{class} \) are determined by partitioning set \( \{\rho_v\}_{v=1}^{|V|} \) into \( N_{class} \) partitions using some distortion metric. More on the partitioning process in a certain wireless environment will be presented in Sections VI-C and VII-B. Now, if \( \hat{b}_{sev,v} \) denotes the predicted blockage severity index, we can define problem 3 as follows

**Problem 3:** maximize \( P_3(\hat{b}_{sev,v} = b_{sev,v}|S_{ob}, b_{Tr} = 1). \)  

(9)

**Problem 4:** Blockage-direction prediction: Another interesting dimension of proactive blockage prediction is the prediction of the blockage direction, meaning predicting the direction along which the blocking object is moving. This could be mathematically described as follows. Let \( b_{dir} \in D \) be a variable indicating the motion direction of a blocking object where the motion direction is a value from a finite set of possible directions \( D = \{0, 1, \ldots, G\} \). Each integer in \( D \) represents a pre-defined motion direction that depends on the wireless environment and transmitter/receiver positions. For instance, for a transmitter and receiver that are positioned on two opposite sidewalks of a city street, \( D = \{0, 1\} \) where 0 indicates a vehicle traveling left to right with respect to the receiver and 1 indicates the opposite direction. The goal is then to predict \( b_{dir} \) given \( S_{ob} \) and \( b_{Tr} = 1 \). Similar to the previous problems, the objective of Problem 4 can be written as follows

\[
\text{Problem 4:} \quad \text{maximize } P_4(\hat{b}_{dir} = b_{dir}|S_{ob}).
\]

(10)

where \( \hat{b}_{dir} \) is the predicted motion direction.

All four problems are inherently proactive, and this calls for the ability to sense the environment and identify patterns that characterize blocking objects and their behaviors. We propose a machine learning-based approach to tackle the problems. The algorithm is trained to identify patterns in \( S_{ob} \) and use them to perform a task of interest. Formally, the proposed approach could be described as a function learning problem with a training dataset. More specifically, a function \( f_{ob}(S_{ob}) \) is learned by training a machine learning algorithm to estimate a set of parameters \( \Theta \) from a training dataset; in this paper, we use \( f_{ob_1}, f_{ob_2}, f_{ob_3}, f_{ob_4} \) for Problems 1, 2, 3, 4, respectively. The training is carried out to maximize the corresponding success probability, i.e., \( P_{1}(.), P_{2}(.), P_{3}(.), \) and \( P_{4}(.) \).

**IV. PROACTIVE BLOCKAGE PREDICTION USING WIRELESS SIGNATURES**

In this section, we develop our proposed approach for proactively predicting future link blockages using what we call pre-blockage wireless signatures. First, we present the key idea in Section IV-A and then describe the details of the proposed solution in Sections IV-B and IV-C.

**A. KEY IDEA**

Any wireless environment can be broadly broken down into two categories of objects, stationary and dynamic. Both shape the characterization of the wireless channel \([18]\), and as a result, the behavior of these objects (whether stationary or dynamic) affect the behavior of the wireless channel. Building on that, the key blockage prediction approaches in this paper
are based on the following simple observation: Consider a fixed transmitter and receiver in a certain environment with a LOS path. If an object moves in this environment till it blocks this LOS path, then, during the movement, the object acts like a scatterer for the signal propagating from the transmitter to the receiver. The received signal during this interval will experience a constructive and destructive interference from the LOS ray and the ray scattered on the moving object. Further, the contribution of the moving blockage/scatterer will change as the scatterer approaches the LOS link and before it blocks the link. We call this receive signal pattern that precedes the occurrence of a blockage and reflects the behavior of the blocking object the pre-blockage wireless signature.

The pre-blockage signature can be seen in different wireless environments and various wireless communication settings. Fig. 2 is one such example. It depicts normalized received power versus time (in samples) for an indoor wireless environment and a receiver with a quasi-Omni beam pattern. The figure shows how the motion of the blocking object (shown in the bottom row of images) contributes to the power fluctuations at the receiver. What is interesting there is the power pattern right before the link gets blocked, i.e., the region highlighted in red. This region is an example of the pre-blockage signature.

Such a signature could also be observed in outdoor environments with receivers implementing phased-antenna arrays with narrow beams. Fig. 3 displays an example for the received power across multiple beams as a function of time for a communication system deployed on two opposite sidewalks. The upper sub-figure shows the normalized received power in the form of a two-dimensional heat-map, where the y-axis is the index of the beamforming vector \( m \in \{1, \ldots, M\} \) and the x-axis is time (in samples). The heat map shows the effect of the incoming blockage—the campus shuttle in the bottom row of images—on the received power across the codebook beams. In particular, the highlighted red region in the bottom left block displays fluctuations in clear color variation for the beam indices 1 to 30, indicating received power.

These two examples, indoor case in Fig. 2 and outdoor case in Fig. 3, show the existence of the pre-blockage signature. This signature conveys information not only on the blockage occurrence but also its type and direction. Based on that, we propose to utilize this signature in predicting future link blockages in mmWave/THz systems. Further, and given the complex nature of these signatures, we leverage machine learning (and in particular deep learning models) to learn and utilize them. Deep learning has recently established itself as a powerful learning approach for many applications, such as computer vision [19] [20] [21] and speech recognition [22], [23]. With this motivation, we adopt deep neural networks as the core of the proposed solutions for the blockage prediction problems in Section III. The following two subsections present...
our deep neural network-based approach starting from the network choice, architecture, and processing pipeline.

B. Deep Learning Model

We take advantage of the recent advances in Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) [24]. The former has been setting the state-of-the-art in computer vision [19]–[21] while the latter has made some breakthroughs in natural language processing [22], [23]. As such we propose a solution based on each algorithm below.

Recurrent Neural Network Architecture: Learning the pre-blockage signature from a sequence of observed received signal power vectors requires a neural network that could process input data samples over time such as recurrent neural networks. We design a Gated Recurrent Unit (GRU) network with Q-layers that takes in a sequence of observed received signal powers (i.e., $S_{ob}$) and learns to predict the link status $\hat{b}_T$. Fig. 4a depicts the schematic of such a network. Each layer in the network comprises of $T_{ob}$ GRUs, where $T_{ob}$ is the observation time interval. The output of the GRU of the last layer is fed to a Fully Connected (FC) layer followed by either a classifier for Problems 1, 3, 4 or a regressor for Problem 2. The classifier outputs a probability vector ($\hat{p}$) of whether the link status is blocked or not in $T_P$ future time instances. For Problem 2, the regressor outputs the predicted time instance $\hat{n}'$ indicating the time instance when the blockage will occur.

Convolutional Neural Network Architecture: With $M$ beams, the observed received signal power has a structure of a matrix rather than a vector. A convolutional neural network [27] is applied to recognize the pre-blockage signature in the power matrix and used to predict the link status as well as the type of the blockages (high impact or low impact). The architecture of the CNN is shown in Fig. 4b. In this figure, $H$ and $L$ denote the number of rows and columns of the received power matrix while $C'$ denotes the number of channels of the intermediate output of the convolutional layer. Our CNN architecture consists of a convolutional component followed by a prediction component. In the convolutional component, the first stack (Stack 1) takes the input observation power matrix (i.e., $S_{ob}$) whose dimension is $H_0 \times L_0$ and passes the output with the dimension $H_1 \times L_1 \times C_1$ to the next stack. We design $N$ similar stacks and the last stack (Stack N) is followed by a flatten layer (a flatten layer converts the 2-D matrix to 1-D vector). Each stack contains $J$ convolutional blocks, each of which consists of a convolutional layer and a ReLU layer, and a max-pooling layer that occurs at the end of the stack. The prediction component is identical to the one in the RNN architecture. We specify all the parameters of our neural networks in Section VIII-B.

C. Pre-processing Pipeline and Loss Functions

The input data are first pre-processed before feeding them to the neural network models to improve the learning efficiency [28]. For that, we choose to standardize the inputs by subtracting the mean $\mu$ of the dataset and dividing by its standard deviation $\sigma$. Let $A \in \mathbb{R}^{U \times M}$ be the dataset matrix with $U$ rows and $M$ columns to represent power sample data of $U$ data points. Each row represents a data point and $M$ is the size of the codebook as well as the number of received power samples of each data point (for each beam, we calculate the total received power over subcarriers). Formally, the standardized dataset $\hat{A}$ is calculated as

$$\hat{A}_{u,m} = \frac{A_{u,m} - \mu}{\sigma},$$

for all $u \in \{1, ..., U\}$ and $m \in \{1, ..., M\}$, with the mean and standard deviation given by

$$\mu = \frac{1}{M \times U} \sum_{u=1}^{U} \sum_{m=1}^{M} A_{u,m},$$

and

$$\sigma = \left( \frac{1}{M \times U} \sum_{u=1}^{U} \sum_{m=1}^{M} (A_{u,m} - \mu)^2 \right)^{\frac{1}{2}}.$$  (13)

Training loss: For the prediction problems (Problems 1, 3, 4), the future link-status, blockage type and moving direction prediction is posed as a classification problem, in which the classifier attempts to determine whether the link status, the type of blockages or the moving direction of the blockages within the future time interval. As such, the network training
is performed with a cross entropy loss function \[24\] computed over the outputs of the network
\[
l_{CH} = \sum_{k=1}^{K} p_k \log \hat{p}_k,
\]
where \(K\) is the total number of categories in our problems, \(p = [p_1, p_2, \ldots, p_K]^T\) is the one-hot vector, \(p_k\) represents the \(k\)th categorical variable as binary, the category with highest probability is encoded as 1 others are encoded as 0’s. For example, in Problem 1, we have two link status: \(K = 2\)
\(b_{r_p} = 0\) for absence of blockage and \(b_{r_p} = 1\) for occurrence of blockage, and \([1, 0]^T\) is for the case when \(b_{r_p} = 0\) and \([0, 1]^T\) is for the case when \(b_{r_p} = 1\). \(l_{CH}\) is the training loss computed for one data point.

For the regression problem (Problem 2), we pose it as a problem of predicting the blockage instance. Our model tries to determine the exact time instance at which the blockage occurs. We use Mean Square Error (MSE) loss as training function. In formal terms, we aim to minimize the difference between the predicted instance and groundtruth instance \[24\]:
\[
l_{MSE} = (n'(u) - \hat{n}'(u))^2
\]
where \(n'(u)\) and \(\hat{n}'(u)\) are ground truth time instance and predicted time instance, respectively.

V. EXPERIMENTAL SETUP AND SCENARIOS

Studying the value of pre-blockage signatures and deep learning in tackling the proposed four problems mandates the construction of measurement-based development datasets. They should be composed of data samples that reflect the pre-blockage signature discussed in Section IV-A in different wireless communication settings. To construct such datasets, we follow the footsteps of the DeepSense 6G dataset \[29\] and build a couple of DeepSense-compatible testbeds. The new testbeds are deployed in two different wireless environments to collect real-world multimodal measurements and construct what will be henceforth called seed datasets. These measurements introduce two new scenarios, namely indoor scenario (Scenario 16) and outdoor scenario (Scenarios 17-22), to the DeepSense 6G dataset. The following three sections will discuss the new testbeds, the communication scenarios where they are deployed, and provide a short analysis of the collected seed datasets.

A. Testbed Description

The DeepSense 6G dataset framework \[29\] defines a generic structure for sensing/communication datasets where a number of units, each equipped with a set of sensors, collect co-existing sensory/communication data. Following this structure, we build two new DeepSense testbeds, namely Testbed 2 and 3, each of which is composed of two stationary units. The following is a description of the two testbeds.

- **DeepSense Testbed 2:** It has two stationary units, namely Unit 1 and Unit 2, as shown in Fig. 5. Unit 1 hosts a 60GHz mmWave receiver equipped with a 10-degree beamwidth (20dB) horn antenna and an RGB camera, while Unit 2 hosts a 60GHz mmWave transmitter with an omni-directional antenna. The 60GHz transmitter and receiver are controlled by two laptops and the transmit/receive signals from the laptops and the transmitter/receiver pass through two 2901 NI USRPs. The two units coordinate the data collection using an IEEE 802.11-based control/communication channel. The transmit/receive waveform adopts an OFDM structure with 20MHz bandwidth and 64 subcarriers. The total transmit power from Unit 2 is limited to 30dBm.

- **DeepSense Testbed 3:** It has a similar architecture to that of DeepSense Testbed 2 and only differs in the type...
Fig. 7: This figure depicts the data collection setup for Scenarios 17-22 (outdoor). The upper figure illustrates the street view and the location of Units 1 and 2. The lower left subfigure shows the hardware setup at Unit 1 and the right subfigure shows the hardware setup at Unit 2.

Fig. 8: The data collection setup of Scenarios 17-22 (outdoor). The left subfigure shows the exact locations of Unit 1 and Unit 2; the middle subfigure shows the full view of the street and surroundings; the right subfigure shows the traffic and street view from Unit 1 perspective of the mmWave TX and RX equipment. Unit 1 and 2 at Testbed 3 host 60GHz mmWave phased arrays, each of which has a 16-element uniform linear array (ULA). Each unit has one of those phased arrays and a laptop to control the array. The transmit/receive signals from the laptops and the transmitter/receiver phased arrays pass through two 2901 NI USRPs. The transmit/receive waveform adopts an OFDM structure with 20MHz bandwidth/64 subcarriers and the total transmit power from Unit 2 (before the array gain) is around 20dBm.

**B. Scenarios**

Using the described testbeds, we introduce the following two new scenarios to the DeepSense 6G dataset.

1) **Scenario 16–Conference Room Moving Blockage:** This is an indoor scenario where the DeepSense Testbed 2 and a moving metal blockage in the shape of a cylinder are deployed in a large conference room, as depicted in Fig. 5. The transmitter and receiver are placed facing each other (have LOS connection) with a separating distance of ≈ 8 m between them. The blockage moves back and forth between the transmitter and receiver in two straight trajectories spaced 1 m apart and at a speed of 0.0625 m/s. In order to get different signal propagation conditions and increase the variance in the collected measurements, the testbed is rotated around the center of the blockage path on the x-y plane as shown in Fig. 6 and the blockage is set to move again between the TX and RX in two trajectories with the same 1 m spacing. The testbed collects data samples at a rate of 1.13 samples/s. Each data sample contains (i) an RGB image and (ii) the receive power value, both collected from Unit 1. The important aspects of the scenario and its data are summarized in Table I, which follows the standard format of the DeepSense 6G dataset [29].

2) **Scenario 17-22–McAllister Moving Blockage:** Different from the previous scenario, Scenario 17-22 are outdoor wireless environment representing a two-way city street, as shown in Fig. 7. The DeepSense Testbed 3 is deployed in this
TABLE I: Indoor Scenario (Scenario 16–Conference Room)

| Testbed          | 2 |
|------------------|---|
| **Number of Instances** | 11060 (from 158 trajectories) |
| **Number of Units** | 2 |
| **Total Data Modalities** | RGB images, received power |

**Unit 1**

| Type     | Stationary |
|-----------|------------|
| **Hardware elements** | RGB camera, mmWave horn-antenna receiver |
| **Data Modalities** | RGB images, received power |

**Unit 2**

| Type     | Stationary |
|-----------|------------|
| **Hardware elements** | mmWave omni-directional transmitter |
| **Data Modalities** | None |

TABLE II: Outdoor Scenario (Scenarios 17-22–McAlister Stationary)

| Testbed          | 3 |
|------------------|---|
| **Number of Instances** | Scenario 17: 70000 - Scenario 18: 120000 |
| **Number of Units** | 2 |
| **Total Data Modalities** | Scenario 19: 160000 -Scenario 20: 70837 |
| **Data Modalities** | 64-dimensional received power vector, GPS locations |

**Unit 1**

| Type     | Stationary |
|-----------|------------|
| **Hardware elements** | RGB camera, mmWave phased array receiver, GPS receiver |
| **Data Modalities** | 64-dimensional received power vector, GPS location |

**Unit 2**

| Type     | Stationary |
|-----------|------------|
| **Hardware elements** | mmWave omni-directional transmitter, GPS receiver |
| **Data Modalities** | GPS location |

environment where the two units are placed on the opposite sides of the street. The transmitter (Unit 2) constantly transmits = using one antenna element of the phased array to realize omni-directional transmission. The receiver continuously scans the surrounding environment using a receive mmWave beamsteering codebook of 64 beams and by measuring the receive power with each beam. The testbed collects data samples at a rate of 12 samples/s. Each data sample includes an RGB image and a 64-element receive power vector, both collected by Unit 1. An example of the collected data points is shown in Fig. 3, where we plot the 64 receive powers of 48 data points as well a few samples of the RGB images. As shown in Fig. 3, the vehicles crossing the street represent LOS blockages and affect the receive signal power. It is worth mentioning here that since this is a city street, vehicles of various sizes and travel speeds pass in both directions. This creates a diverse pool of blockages for the LOS link between the transmitter and receiver as shown in Fig. 8c, which results in diverse received power maps (i.e., diverse power fluctuations across all 64 beam over time instances) and a diverse dataset. The diversity of the dataset will be discussed in more detail in Section VII-B. The important aspects of the scenario and its data are summarized in Table II following the standard format of the DeepSense 6G dataset [29].

As we briefly highlighted in the description of the two scenarios, since the receiver in DeepSense Testbed 2 (used in Scenario 16) adopts a fixed horn-antenna, it can only receive the power from one direction. This implies that at any time instance \( t \), \( r[t] \) (defined in (5)) is simply a scalar because \( M = 1 \). Therefore, a data sample in Scenario 16 consists of an RGB image and a received power value. For Scenario 17-22 that adopts the DeepSense Testbed 3, the receiver employs a phased array with \( M_A = 16 \) elements and applies a receive codebook of 64 beams at each data sample. Therefore, the receive signal at any time instance \( t \), \( r[t] \) is a 64-element vector (\( M = 64 \)). As such, a data sample in that scenario comprises an RGB image and a 64-dimensional vector of received power. In the next section, we explain how we use the seed(raw) datasets collected in the two scenarios to generate the development datasets for the four blockage prediction problems defined in Section III.

VI. DEVELOPMENT DATASETS

Recall that Scenario 16 represents the indoor scenario and Scenarios 17-22 represent the outdoor scenarios. The seed datasets provided by indoor scenario and outdoor scenario, are used to generate the development datasets. These datasets are the grounds on which the proposed DNNs are developed and evaluated for the four problems introduced in Section III. The generation process goes through two main stages. The first stage is common to both seed datasets. It recognizes the fact that the seed datasets provide per instance data pairs; each pair of received power and image samples represents co-existing data captured (or measured) at the same time instance. Therefore, it constructs time sequences from those per instance data pairs, each of which contains a single blockage event, see the examples in Fig. 2 and Fig. 3. It is important to note here that the received power sequence varies in structure between the two scenarios. Indoor scenario provides a sequence of scalar power values as it implements a horn antenna. On the other hand, outdoor scenario provides sequences of power vectors, which creates a 2-dimensional matrix.

The second processing stage is more problem-specific, and it aims to produce the final development datasets. A detailed description of that second stage and the final development datasets are provided in the following four subsections.

A. Development Datasets for Problem 1

The second stage for this problem applies equally to the time sequences of indoor and outdoor scenarios. Two development datasets for Problem 1 are generated and termed as \( \mathcal{Y}_{P_1}^{(16)} \) and \( \mathcal{Y}_{P_1}^{(17)} \). The following two subsections show how the second processing stage generates the two datasets.
1) Indoor Scenario: Every blockage trajectory provides us with a single time sequence of received-power and image pairs. We utilize the RGB images and manually annotate the time sequences with link-status labels. More specifically, a link-status label of ‘1’ is assigned to a time instance when the LOS link is blocked, and a label of ‘0’ is assigned otherwise. We discard the images and retain the received power sequence, denoted $S_t$, and the link-status sequence, denoted $X_t$. We refer to the pair $(S_t, X_t)$ as a raw sequence pair. The collection of raw sequence pairs are then pooled into one set denoted $Y_{(16)} = \{(S_t, X_t)\}_{t=1}^{U_{16}}$ where $U_{16} = 158$ is the total number of raw sequence pairs indoor scenario provides.

The number of raw sequence pairs in $Y_{(16)}$ is relatively small for the generation of a deep learning development dataset, and, hence, we augment $Y_{(16)}$ by adding samples obtained by dropping $Y_{(16)}$ three times at dropping rates of 1/2, 1/3, and 1/4. This choice of augmentation mimics an increase in the blockage speed by 2, 3, and 4 times the original speed. Combining dropped sequence pairs with the 158 original pairs results in the augmented set $Y_{(16)}$ having a total of $4 \times 158 = 632$ pairs.

A data point in the development dataset $Y_{(16)}$ of Problem 1 consists of an observation received-power sequence $S_{ob}$ and its accompanying label $b_{TP}$, see Section III We generate a pair of $(S_{ob}, b_{TP})$ by applying a sliding window of size $T_{ob} + T_P$ on the sequences of each pair in $Y_{(16)}$, shown in Fig. 9. The sliding window assumes a fixed observation interval of $T_{ob} = 10$ and a variable prediction interval $T_P \in \{1, \ldots, 40\}$ for development datasets of all problems in indoor scenario. At any time instance $t$ and a choice of $T_P$, we extract the received power sequence from time instance $t - T_{ob} + 1$ to $t$ and assign it to $S_{ob}$, illustrated by a red stripe in Fig. 9(a). The label of $S_{ob}$ is obtained using $T_P$ and Eqn. (5). In particular, we extract the link-status sequence from time instance $t + 1$ to $t + T_P$ (i.e., $x[t+1], \ldots, x[t+T_P]$) and use Eqn. (5) to get $b_{TP}$. This is illustrated by the green stripe in Fig. 9(a). Applying this sliding window method on all 632 raw sequence pairs in $Y_{(16)}$ results in an unbalanced development dataset $Y_{(17)}$, the number of data points without blockage (i.e., $b_{TP} = 0$) is far more than those points with blockage. Therefore, we reduce the number of points without blockage to be equal to that of points with blockage using random sampling. The final result of this step is a development dataset of $U_1 = 1264$ data points, i.e., $Y_{(16)}^U = \{(S_{ob}, b_{TP})\}_{u=1}^{U_1}$.

2) Outdoor Scenario: Similar to the procedure in Section [VI-A], the time sequences resulting from the first processing stage is manually labeled to generate a collection of raw sequence pairs denoted as $Y_{(17)} = \{(S_t, X_t)\}_{t=1}^{U_{17}}$ where $U_{17} = 1407$ is the total number of sequence pairs for the outdoor scenarios. Using the sliding window method introduced in Section [VI-A] we generate a second development dataset from the set $Y_{(17)}$. We set $T_{ob} = 16$ and $T_P \in \{1, \ldots, 10\}$ for development datasets of outdoor scenarios. However, the center beams have high power and this affects the detection of the Pre-blockage signature, so we discard the middle 10 high power beams, resulting in received-power vector with 54 beams at any time instance $t + n$, expressed as $r_{t+n} \in \mathbb{R}^{54 \times 1}$. For any pair $(S_t, X_t) \in Y_{(17)}$, the sliding window method is used to extract power sequence from instance $t - T_{ob} + 1$ to $t$ makes up the observed sequence, i.e.,
S_{ob} = \{r_{e}[t+n]\}_{n=-T_{ob}+1}^{0} \text{ at any time instance } t+n, \text{ and the label } b_{Tp}, \text{ is determined using the Eqn.}(5) \text{ and the link-status sequence from time instance } t+1 \text{ to } t+T_{p}. \text{ Fig.\ref{fig:OutdoorScenarioSignal}}(b) \text{ depicts the sliding window method for this scenario. Similar to indoor scenario, to make the dataset balanced, we add equal number of data points with non-blockage. The development dataset for Problem 1 in outdoor scenario is expressed as } Y_{p1}^{(17)} = \{(S_{ob}, b_{Tp})_{u} \}_{u=1}^{U_{2}}, \text{ where } U_{2} = 2814 \text{ is the total number of data points.}

B. Development Dataset for Problem 2

The two development datasets for Problem 2 are termed } Y_{p2}^{(16)} \text{ and } Y_{p2}^{(17)} \text{ and the second-stage generation process is discussed in the following two subsections.

1) Indoor Scenario: The development dataset of Problem 2 is expressed as } Y_{p2}^{(17)} = \{(S_{ob}, n_{p})_{u}\}_{u=1}^{U_{3}}. \text{ We use the same sliding window method to generate the } S_{ob} \text{ as mentioned in Section VI-A. Instead of pairing the observed received-power sequence } S_{ob} \text{ with a blockage indicator } b_{Tp}, \text{ we pair } S_{ob} \text{ with the exact instance when the blockage occurs, i.e., } n_{p}, \text{ see Section III. In this problem, we only focus on data points with LOS-to-NLOS transition to construct our dataset, which leaves us with a total of } U_{3} = 632 \text{ data points.}

2) Outdoor Scenario: We use } Y_{p2}^{(17)} = \{(S_{ob}, n_{p})_{u}\}_{u=1}^{U_{4}} \text{ to represent the input dataset for Problem 2 in outdoor scenario, } S_{ob}^{(17)} \text{ represents the 2 dimension center-beam-cut observation received-power matrix. Similar to indoor scenario, } n_{p} \text{ is the exact occurrence instance of the blockage in outdoor scenario, } U_{4} = 1407 \text{ are the total number of samples that are input to our model for Problem 2.}

C. Development Dataset for Problem 3

Since we only have one object in indoor scenario resulting identical blockage type in every trajectory, we only consider outdoor scenario for this problem. The second processing stage starts with labeling the object classes in every image using the labels listed in Table III. Each object class, as the table shows, has its average blockage time interval. We utilize that average to define the blockage severity index of this scenario, see Section III. We use K-means algorithm [\ref{KMeans}] to quantize the average blockage time interval. Further, in order to study the effect of severity level on the performance of the proposed solutions, which will be shown in Section VII. We set the total number of the object classes } N_{class} \text{ to be 3 and 4 based on the blockage time interval. For the case } N_{class} = 3, \text{ we have the objects bikes, scooter, skateboards and human in time interval } T_{D_{1}} (151.7 ms to 237.5 ms), \text{ campus carts, sedans, SUVs, vans, pickup trucks and box trucks in time interval } T_{D_{2}} (350 ms to 590 ms) \text{ and commercial trucks, public shuttles, campus shuttles in time interval } T_{D_{3}} (942.5 ms to 1030 ms). \text{ Since blockage time interval in time interval } T_{D_{1}} \text{ is small, which has little affect on our link status, we only aim to predict the severity level of the objects in } T_{D_{2}} \text{ and } T_{D_{3}}.

Next, we label the severity level of objects } b_{sev,v} \text{ in } T_{D_{2}} \text{ as 2 and objects in } T_{D_{3}} \text{ as 3, and pair the label with its corresponding observant received-power sequence } S_{ob}. \text{ Since the number
of objects in $T_{D3}$ is smaller than the number of the objects in $T_{D3}$ (because of the uneven distribution of the type of vehicle), our dataset is imbalanced. To make the dataset balanced, we use data augmentation for the objects in $T_{D3}$ by duplicating the pairs and adding 10dB white Gaussian noise to observation sequences. Finally, we get 1152 sequence pairs whose average blockage time interval lies in $T_{D3}$ and 1215 sequence pairs with average blockage time interval lying in $T_{D2}$. The dataset is represented by $Y^{(17)}_{P3,N3} = \{(S_{ob_{DA1}}, b_{sev}(u))\}_{u=1}^{U_5}$, where $S_{ob_{DA1}}$ is the observation sequences after data argumentation, $b_{sev}$ is the label indicating the severity index of the blockages, and $U_5 = 2367$ is the total number of samples that are input to our model of outdoor scenario for Problem 3.

The generation process is similar for the case $N_{class} = 4$, we omit the objects lying in time interval $T_{D1}$ (151.7ms to 237.5ms). Campus carts, sedans and SUVs belong to $T_{D2}$ (350ms to 395.8ms), vans, pickup trucks and box trucks are in $T_{D3}$ (512.5ms to 576.7ms), commercial trucks, public shuttles and campus shuttles lies in $T_{D4}$ (591ms to 1030ms). We label the objects severity level based on Eqn.8 and pair the label with observation sequence $S_{ob}$. Then we do data argumentation for the objects in $T_{D3}$ and $T_{D4}$. Finally, we get 1016 sequence pairs whose average blockage time interval lies in $T_{D2}$ and 995 sequence pairs with average blockage time interval lying in $T_{D4}$ and 960 sequence pairs with average blockage time interval in $T_{D4}$ after data argumentation. The dataset is represented by $Y^{(17)}_{P3,N4} = \{(S_{ob_{DA2}}, b_{sev}(u))\}_{u=1}^{U_6}$, where $S_{ob_{DA2}}$ is the observation sequences after data argumentation, $b_{sev}$ is the label indicating the severity index of the vehicles, and $U_6 = 2971$ is the total number of samples that are input to our model of outdoor scenario for Problem 3.

D. Development Dataset for Problem 4

Since the testbed in indoor scenario only have a horn antenna as the receiver, the received-power scalar is not sufficient for motion direction prediction, so we only generate development dataset for Problem 4 for outdoor scenario. We label the motion direction and pair it with the observation-received-power sequence, the pairs are expressed as $(S_{ob}, b_{dir})$. Then we duplicate the whole pairs and add 10 dB white Gaussian noise to the observation received-power sequence, the augmented pairs are denoted as $(S_{ob_{DA3}}, b_{dir})$.

We get 3028 sequence pairs with directions from left to right and 2600 sequence pairs with opposite motion directions which is represented as $Y^{(17)}_{P4} = \{ (S_{ob_{DA3}}, b_{dir}(u))\}_{u=1}^{U_7}$, where $U_7 = 5628$ is the total number of samples that are input to our model of outdoor scenario for this problem.

VII. Analysis of the Development Datasets

The considered scenarios represent two different wireless environments, and, as such, their development datasets reflect various dynamics for scatterers and reflectors. Before we move on and discuss the performances of the proposed solutions for each problem, we present a simple statistical analysis for both scenarios. The goal of this analysis is twofold: (i) show some statistical evidence on the existence of the pre-blockage signature, and (ii) explore the various aspects of the data that make them suitable to address the four problems in Section III.

A. Pre-Blockage Signature

The core of our argument for proactively predicting LOS-blockages rests on the pre-blockage signature, see Section IV-A. Therefore, before delving into the details of how well our proposed models detect that signature and predict incoming blockage, it is important to present some statistical evidence on the existence of that signature and its relation to various objects in the wireless environment. To do that, we randomly select two samples of data points from the time-sequence datasets, i.e., $Y^{(16)}$ and $Y^{(17)}$. Using the observed sequences $S_{ob}$ in each sample, we compute the mean and standard deviation of the received power signal over a 16-instance window prior to a blockage. Given the different number of antenna elements in the two scenarios, the mean and standard deviation of received power are plotted in two different figures, namely Fig. [10] for indoor scenario and Fig. [11] for outdoor scenario.

Both figures verify the notion of pre-blockage signature, especially close to the blockage instance. In Fig. [10] the mean and standard deviation of the received power over the farthest
Fig. 13: Dataset examples. The image group in left panel are assorted blockages, the image group in the middle panel are vehicles, and the image group in the right panel are trucks.

Fig. 14: Histogram of speed of moving blockages, majority of blockages move at a speed at 20-25 miles per hour (MPH).

few instances from the blockage, i.e., instances 1-5 on the figure, are almost constant. However, as we approach the blockage instance, instance 12 on the figure, the mean starts to fluctuate and the standard deviation of the received power widens. Both are indicators that a pattern (or a signature) is starting to form there. This pattern is different from observed sequence to another depending on the size, shape, and distance of the incoming blockage.

The evidence on pre-blockage signature gets clearer when Fig. 11 is examined. Recall that in outdoor scenarios, phased arrays, that enable measuring directional received power, are deployed. Hence, Fig. 11 provides a visualization of the mean and standard deviation over both time (x-axis) and beam index (y-axis) in two separate subfigures. Fig. 11a shows that the means of all beams seem to stay constant over time far from the blockage instance, and they only exhibit little fluctuations close to the blockage instance (similar to Fig. 10). Nonetheless, we see obvious difference in average received power across beams, which is valuable directional information. Such information becomes even more interesting when we turn to the standard deviation of the power in Fig. 11b. It depicts more localized fluctuations (variations) around the last few instances (instance 30 to 35) and around beams 20 and 25. We argue that such pattern makes the pre-blockage signature more distinctive than that in indoor scenario; the different sizes, shapes, and speeds of moving blockages could produce different imprints across time and beam index.

B. Data Diversity

A valuable and interesting feature in the datasets provided by outdoor scenarios is its diversity. Such diversity comes in various forms such as object classes, object instances, object speeds, and per-object average blockage time intervals. They collectively indicate that multiple development datasets could be generated for different blockage-related problems. Fig. 12 and Table III provide a break-down of the object classes in scenario 17-22, the number of instances, and average blockage time interval. The scenario provides a total of 14 object classes and exhibits average blockage time interval ranging from 1.82 to 12.36 time instances (151.7ms to 1030ms). In addition, those different objects appear in various shapes and move at varying speeds. This is evident in the sample photos in Fig. 13 and the speed histogram in Fig. 14.

The various moving object classes, different speeds, and varying average-blockage time intervals are important factors to construct development datasets for all four problems in Section III. Object classes and speeds are expected to have major impact on the pre-blockage signature exhibited in the dataset. Such impact makes it possible to study the relation between the signature and different blockage aspects. For instance, we could be interested in proactively identifying blockage severity or blockage direction using that signature. The object diversity in outdoor scenarios helps define different severity levels (intervals) and studying how distinctive the signature is in proactively identifying those levels. A similar thing could be done for blockage direction.

VIII. EXPERIMENTAL RESULTS

In this section, we introduce the evaluation metrics used to evaluate the results in Section VIII-A. Section VIII-B presents all the parameters we used for training our RNN and CNN. Finally, Section VIII-C analyzes the results.

A. Evaluation Metrics

Since Problems 1, 3, 4 are prediction problems, we use Top-1 accuracy as our evaluation metric. It is defined as the
compliment of the prediction error given in [17], and it could be expressed as:

$$\text{Acc}_{\text{top-1}} = \frac{1}{U_{v1}} \sum_{u=1}^{U_{v1}} \mathbb{I}(b(u) = \hat{b}(u)), \quad (16)$$

where $\mathbb{I}$ is the indicator function, $U_{v1}$ is total samples of the validation set in problem 1, $b(u)$ and $\hat{b}(u)$ are, respectively, the target and predicted link status for a future interval of $T_P$ instances, specifically, $b(u)$ represents as $b_{v1}^{(u)}$ in Problem 1, $\hat{b}_{\text{type}}$ in Problem 3 and $\hat{b}_{0b}$ in Problem 4.

Problem 2 is posed as a regression problem, and so we use Mean Absolute Error (MAE) and its standard deviation to evaluate the quality of our model predictions. The MAE is the mean absolute error between the ground-truth value and the predicted value. For each prediction interval $T_P$, we calculate MAE across the samples and the standard deviation of these absolute errors.

$$e_{T_P}^{(u)} = |\eta^{(u)} - \hat{\eta}^{(u)}|, \quad \forall u \in \{1, \ldots, U_{v2}\}, \quad (17)$$

$$\bar{e}_{T_P} = \frac{1}{U_{v2}} \sum_{u=1}^{U_{v2}} |\eta^{(u)} - \hat{\eta}^{(u)}|, \quad (18)$$

$$\text{std}_{T_P} = \left( \frac{1}{U_{v2}} \sum_{u=1}^{U_{v2}} (e_{T_P}^{(u)} - \bar{e}_{T_P})^2 \right)^{\frac{1}{2}}, \quad (19)$$

where, $e_{T_P}^{(u)}$ is the absolute error for $u$th sample, $\bar{e}_{T_P}$ is the MAE, std$_{T_P}$ is the standard deviation of absolute error, $U_{v2}$ is the total numbers of samples in validation set, $\eta^{(u)}$ and $\hat{\eta}^{(u)}$ are target and predicted time instances between current time and the time of blockage occurrence, assuming prediction interval is $T_P$.

B. Network Training

In this subsection, we present the hyper-parameters of the proposed network models for indoor and outdoor scenarios.

Indoor Blockage Scenario: We build the deep learning model described in Section [V] using Pytorch [31]. We input 10 successive time-instances of received signal power and the corresponding label for training. Our model consists of 1 RNN layer with 20 hidden states with a dropout rate = 0.2. The number of epochs is 1000. These parameters are chosen based on empirical experiments. The detailed parameters of our RNN model for Problem 1 and Problem 2 are shown in Table [V]

Outdoor Blockage Scenario: The hyper-parameters of our RNN model for Problems 1, 2, 3, 4 for outdoor scenario are shown in Table [V] Compared with the model for indoor scenario, we input 16 successive time instances of the received signal instead of 10 and we adjust the number of epochs based on the problem. The details of the parameters for the CNN model are shown in Table [VI] For the convolution layer we show the format of parameters as input channel - output channel - kernel size - padding, and for max-pooling layer, we show the kernel size. To make the size of RNN and CNN models comparable, we use a similar number of weights for each of the networks. All parameters are based on empirical experiments.

C. Performance Evaluation

In this subsection, we evaluate the performance of the proposed blockage prediction approaches for the four problems defined in Section [III] This is done using the real-world datasets collected for indoor and outdoor scenarios, which are described in detail in Sections [V], [VI-D] and [VII].

Problem 1. Blockage Occurrence Prediction: In this problem, the model predicts whether a blockage will happen or
TABLE V: Parameters of the RNN Model for the Outdoor Scenario

| Name                                | Value |
|-------------------------------------|-------|
| Input sequence length               | 16    |
| Predicted future time steps         | 1-10  |
| Hidden state of RNN                 | 20    |
| Output dimension                    | 2     |
| Number of RNN layer                 | 1     |
| Dropout rate                        | 0.2   |
| Epoch                               | 2000  |
| Total Parameters                    | 2002  |

TABLE VI: Parameters of the CNN Model for the Outdoor Scenario

| Name                                | Value |
|-------------------------------------|-------|
| Input sequence dimension            | 16 x 54 |
| Predicted future time steps         | 1-10  |
| Conv 1                              | 1-4-3-1 |
| Stack 1                             | 4-4-3-1 |
| Max pooling 1                       | (2,3) |
| Conv 2                              | 4-4-3-1 |
| Stack 2                             | 8-16-3-1 |
| Max pooling 2                       | (2,3) |
| FC                                  | (384,2) |
| Dropout rate                        | 0.2   |
| Epoch                               | 2000  |
| Total Parameters                    | 2422  |

not within the next \( T_p \) time instances (the future prediction interval). Next, we present the experimental results for both the indoor and outdoor scenarios.

- **Indoor Blockage**: Fig. 15a plots the Top-1 blockage prediction accuracy as a function of the future prediction interval for the indoor scenario. For blockages occurring within 6 future time instances (around 5s in the future), our model achieves more than 80% accuracy. This prediction accuracy then decreases as the future prediction interval increases, which is expected. For example, blockages happening after 20 time instances could be predicted with around 65% accuracy. The accuracy finally converges to the “random guess” performance (i.e., approaching 50%) as the prediction interval exceeds 40 time instances. This is because the pre-blockage signature is less effective when the blockage is far away from the transmitter-receiver link.

- **Outdoor Blockage**: Fig. 15b plots the blockage prediction accuracy of both the developed CNN and RNN models for the outdoor scenario. As shown in this figure, our models achieve more than 95% accuracy in predicting the blockages happening after 1 time instance (which corresponds to \( \sim 83 \)ms in the future). This accuracy then decreases with increasing the future interval, reaching around 65% accuracy for predicting blockages happening after 10 time instances (around 0.8s). Fig. 15b also shows that the CNN model has a slightly better performance compared to the RNN model. In general, CNN models are expected to perform well in this blockage prediction task due to their powerful capability in recognizing local features in the images, such as the pre-blockage signature in the mmWave heatmap image.

When comparing the results of the indoor and outdoor blockage prediction scenarios, it is important to emphasize the following points: (i) The link blockage in the indoor setup is caused by a robot moving with a low speed (0.0625m/s) while the outdoor link blockages are due to high-speed moving vehicles (with speeds up to 35mph). Further, the sampling time in the indoor scenario is 0.88s compared to 0.083s in the outdoor setup. Therefore, predicting a blockage happening after 10 samples in the indoor setup means predicting a blockage that is 8.8 seconds in the future and 0.625m away. For the outdoor blockage scenario, predicting a blockage

![Mean absolute error between the target (the exact time instance where the blockage happens) and the prediction of this blockage time instance for different future prediction intervals using the indoor scenario dataset.](image-url)
happening after 10 samples means predicting a blockage .83 seconds before it happens while it is roughly ∼9m away from the LOS link (for a 25mph vehicle). (ii) The receiver in the indoor blockage scenario uses a fixed horn antenna that is steered towards the transmitter. Hence, it only captures the receive power using one beamforming direction. For the outdoor setup, the receiver measures the power across 64 beams in every time instance. Hence the pre-blockage wireless signature in the outdoor setup is generally richer and is capable of addressing harder blockage prediction scenarios. This performance might be further improved by optimizing the design of the beamforming vectors/codebooks [32], [33].

**Problem 2. Blockage Instance Prediction:** In this problem, the model attempts to predict the exact future instance where the blockage will happen. Next, we present the experimental results for both the indoor and outdoor blockage scenarios.

- **Indoor Blockage:** To evaluate the performance of our model in predicting the future blockage instance, we plot the mean absolute error between predicted blockage instance and the ground-truth instance in Fig. 16. We also show the standard deviation as error bars on the same figure. First, this figure shows that our model can successfully predict the blockage instances with an average error of 2 samples for the blockages happening within 15 future time samples/instances. This prediction also happens with relatively low volatility (±1.5). As the blockage happens further in the future, the blockage instance prediction error increases. Nevertheless, with blockages 40 time instance ahead in the future, our approach can still predict the exact blockage occurrence time with less than 8 instances in mean absolute error.

- **Outdoor Blockage:** The performance of our RNN and CNN models in predicting the future blockage instance are shown in Figures 17a and 17b for the outdoor setup. For the RNN model, it achieves a low mean absolute error under 1.9 time instances and volatility of ±1.2 when the blockages are within 10 future time instances. The performance is slightly worse using the CNN model where the mean absolute error is under 2.5 with volatility ±1.5 for the same scenario.

Overall, these results highlight the feasibility of using the proposed approach to not just predict whether a blockage will happen in the near future or not, but to also predict when this blockage will happen with a relatively good accuracy.

**Problem 3. Blockage Severity Prediction:** The performance of predicting the blockage severity is shown by the confusion matrix in Fig. 18. The vertical label is the prediction class and the horizontal label is the ground truth class. We present results for future prediction interval of t = 1, 2 and 3 time instances for the case N_{class} = 3. The confusion matrices in the upper row are generated using the CNN model and the ones in the bottom row are generated using the RNN model. As the prediction time interval increases, the prediction accuracy decreases. However the accuracy is still above 90% even when prediction time interval t = 5 using the CNN model. For the RNN model, the accuracy is 91%, but it degrades to 80% as the prediction time interval increases to 3. Both CNN and RNN models have the ability to distinguish between the objects in T_{D2} and T_{D3} with high accuracy. Since CNN detects the local features which is the main difference between the objects in T_{D2} and T_{D3}, it is reasonable that CNN performs better than RNN for solving this problem.

To better understand the blockage prediction problem, we take a step further. Since both RNN and CNN address the case N_{class} = 3 with high accuracy, we extend it to the case that N_{class} = 4 (presented in Section VI-C and in Fig. 12). The result of the case N_{class} = 4 prediction problem is shown in Fig. 18b. Both RNN and CNN models can distinguish the objects in T_{D4} with high accuracy of 89%. However, when it comes to T_{D2} and T_{D3}, the model cannot classify them very well. Since the shape of the front face of objects in T_{D4} is quite different from objects in T_{D2} and T_{D3}, the corresponding pre-blockage signature patterns of T_{D4} vs T_{D2} and T_{D3} are different. However, the difference in the front face of objects
in $T_{D2}$ and $T_{D3}$ is not significant, which results in similar patterns in the Pre-blockage signature.

To further understand this, histograms of the observation power matrix of each class are shown in Fig. 19. Each received power bin is specified as consecutive, non-overlapping, equal intervals of received power, which is calculated by $\delta = (P_{\text{max}} - P_{\text{min}})/N$, $P_{\text{max}}$ and $P_{\text{min}}$ are the maximum and minimum value of the observation power matrix, $N$ is the total number of bins. Using $n$ as the index of the bins (30 in our case), the bound of $n$ bin is expressed as $[(n - 1) * \delta, n * \delta]$ By comparing the three histograms, we see that the histogram of objects in $T_{D4}$ is quite different from objects in $T_{D2}$ and $T_{D3}$. However, the histograms of objects in $T_{D2}$ and $T_{D3}$ are similar. By analyzing both physical shapes and histograms of the three classes, we conclude that our model can distinguish the objects in $T_{D4}$ from the other two severity levels successfully, but it still needs additional effort to classify objects in $T_{D2}$ and $T_{D3}$.

**Problem 4. Blockage Direction Prediction:** The results for blockage moving direction prediction are shown in Fig. 20. We plot Top-1 moving blockage direction prediction accuracy as a function of the future prediction interval. The performance of the CNN model can achieve 85% accuracy for the first time instance; however, the accuracy degrades as the prediction interval increases from 1 to 4. It continues degrading with a smoother slope and flattens out at 56% after 7 time instances.
The performance of the RNN model drops during the first 3 time instances from 75% to 58%, then it flattens out and stabilizes at 57%. CNN model performs better than RNN model in first 7 time instances and after that the performance is similar. Recall that for larger prediction intervals, there is less pre-blockage signature in the training dataset. This could explain the degradation in the first 3 time instances for the RNN model and the first 4 time instances for the CNN model. From 3 to 7 time instances, RNN can barely predict the moving direction of the objects, however, CNN can capture some pre-blockage signatures even if they are not obvious. As the future prediction interval continues increasing, the performance gap between CNN and RNN gradually narrows, because the pre-blockage signature becomes less effective.

IX. CONCLUSION

In this paper, we explored the potential of utilizing mmWave received power data to proactively predict dynamic blockages in mmWave systems, thereby allowing the network to proactively manage hand-off/beam-switching decisions. We formulated the wireless signature blockage prediction problem and developed an efficient machine learning model for this task based on both CNN and RNN architectures. To validate the feasibility of the proposed approach, we constructed a large-scale real-world mmWave dataset and generated the development dataset for our neural network models using the collected data. Evaluation on this real-world dataset yields the following main takeaways:

- The mmWave pre-blockage signature approach achieves high accuracy (85% for indoor scenario and 97% for outdoor scenario) for predicting future moving blockages that are within a short window, using our proposed machine learning models.
- Our approaches are able to predict incoming blockage above 75% accuracy for outdoor scenario 3 time instance (249ms) ahead and for indoor scenario first 12 time instance (10.56s) ahead.
- Our models are able to classify the shape of the future blockages with more than 90% accuracy and classify the direction of the moving blockages with more than 85% accuracy.

These results highlight a promising solution for overcoming the blockage challenges and enhancing the reliability, latency, and resource utilization efficiency of future mmWave/THz networks. In the future work, it is interesting to develop proactive blockage prediction approaches with the fusion of multiple data modalities (such as sub-6GHz channels [34] and visual/radar data [15]). It is also interesting to extend the proposed solutions to scenarios with distributed sensing at both the infrastructure and user terminals.
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