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Abstract. During three years of LHC data taking, the ATLAS collaboration completed three petascale data reprocessing campaigns on the Grid, with up to 2 PB of data being reprocessed every year. In reprocessing on the Grid, failures can occur for a variety of reasons, while Grid heterogeneity makes failures hard to diagnose and repair quickly. As a result, Big Data processing on the Grid must tolerate a continuous stream of failures, errors and faults. While ATLAS fault-tolerance mechanisms improve the reliability of Big Data processing in the Grid, their benefits come at costs and result in delays making the performance prediction difficult. Reliability Engineering provides a framework for fundamental understanding of the Big Data processing on the Grid, which is not a desirable enhancement but a necessary requirement. In ATLAS, cost monitoring and performance prediction became critical for the success of the reprocessing campaigns conducted in preparation for the major physics conferences. In addition, our Reliability Engineering approach supported continuous improvements in data reprocessing throughput during LHC data taking. The throughput doubled in 2011 vs. 2010 reprocessing, then quadrupled in 2012 vs. 2011 reprocessing. We present the Reliability Engineering analysis of ATLAS data reprocessing campaigns providing the foundation needed to scale up the Big Data processing technologies beyond the petascale.

1. Introduction

During the first run period of the Large Hadron Collider (LHC) [1] at CERN in 2010-2012, the ATLAS experiment [2] recorded 7.4 PB of “raw” $pp$ collisions data. Data reconstruction is a starting point for physics analysis. Following the prompt reconstruction, the ATLAS data are reprocessed, which allows reconstruction of the data with updated software and conditions/calibrations improving the quality of the reconstructed data for physics analysis. The large-scale data reprocessing campaigns are conducted on the Worldwide LHC Computing Grid (WLCG) [3]. For the success of the reprocessing campaigns conducted in preparation for the major physics conferences, a timely completion is critical. The WLCG computing centres provide tens of thousands of CPU cores and petabytes of disk storage for a faster reprocessing throughput.

During Run1, the ATLAS collaboration completed three petascale data reprocessing campaigns on the Grid, with up to 2 PB of “raw” data being reprocessed every year. Depending on conditions, it
takes $3\times10^6$ CPU-hours to reconstruct one petabyte of ATLAS “raw” data. Scheduled LHC upgrades will increase the data taking rates tenfold [4], which increases demands on computing resources. However, a tenfold increase in WLCG resources for LHC upgrade needs is not an option. A comprehensive end-to-end solution for the composition and execution of the reprocessing within given CPU and storage constraints is necessary to accommodate physics needs of the next LHC run. The ATLAS experiment needs to exercise due diligence in evolving its Computing Model to optimally use the required resources. Reliability Engineering provides the foundation needed to scale up ATLAS data reprocessing beyond the petascale.

2. Data Processing

The “raw” data from the ATLAS data acquisition system are processed to produce the reconstructed data for physics analysis. Events acquired within few minutes are collected in one “raw” data file. Files with events that are close in time (from the same “run”) are collected in one dataset. During reconstruction ATLAS applications are processing “raw” events data with sophisticated algorithms to identify and reconstruct physics objects such as charged particle tracks. Figure 1 shows the data processing flow of “raw” data and conditions/calibrations used in reconstruction operations. Since the data are comprised of independent events, massively parallel reconstruction applications process one event at a time. The “first-pass” processing of the “raw” event data at the ATLAS Tier-0 site provides promptly the data for quality assessment and analysis. Later, the quality of the reconstructed data is improved by optimizing further software algorithms and conditions/calibrations. For data processing with improved software and/or conditions and calibrations (reprocessing) we use WLCG computing resources.
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Figure 1. Data from the ATLAS data acquisition system (top arrow) and conditions/calibrations are processed through “prompt” reconstruction at the Tier-0 site at CERN (top) and in reprocessing on the Grid (bottom).
2.1. Tasks vs. Jobs
In petascale data processing the task became a main unit of computation. A task is a collection of similar jobs from the same dataset (such as from one data-taking “run”) that could be executed in parallel. The task-based approach delivers “six sigma quality” performance for the petascale data processing campaigns with thousands of tasks [5]. The success of the task-based approach in ATLAS data processing resulted in a double exponential growth in the number of tasks requested for processing [6].

3. Analysis
In reprocessing on the Grid, failures can occur for a variety of reasons, while Grid heterogeneity makes failures hard to diagnose and repair quickly. As a result, ATLAS data reprocessing tolerates a continuous stream of failures, errors and faults. Transient job failures can be recovered by automatic re-tries. While our fault-tolerance mechanisms improve the reliability of data reprocessing, their benefits come at costs and result in delays making the performance prediction difficult. Designing fault tolerance strategies that minimize the duration of petascale data processing on the Grid is an active area of research. Reliability Engineering provides a framework for fundamental understanding of the data reprocessing on the Grid, which is not a desirable enhancement but a necessary requirement.

3.1. Cost of Recovery from Failures
Job re-tries avoids data loss at the expense of CPU-hours used by the failed jobs. Figure 2 shows that the distribution of tasks ranked by CPU-hours used to recover from transient failures is not uniform: most of CPU-hours required for recovery were used in a small fraction of tasks. Table 1 compares cost of failure recovery for three major ATLAS data reprocessing campaigns. In 2010 reprocessing, the CPU-hours used to recover from transient failures were 6% of the total core-hours used for reconstruction. In 2011 reprocessing, the CPU-hours used to recover from transient failures were reduced to 4% of the total CPU-hours used for the reconstruction. Figure 3 shows that most of the improvement came from reduction in failures in file transfers at the end of a job [8].

Figure 2. Tasks ranked by CPU time used to recover from transient failures.
The observed distribution approximately follows the behaviour of the Weibull distribution, which often models the process with a variety of failures having independent failure times (the “weakest link” model). Figure 4 shows similarity of the distributions of tasks vs. recovery costs for all three data reprocessing campaigns.

**Table 1.** Cost of recovery from transient failures for the reconstruction jobs.

| Reprocessing campaign | Input Data Volume (PB) | CPU Time Used for Reconstruction ($10^6$ h) | Fraction of CPU Time Used for Recovery (%) |
|-----------------------|------------------------|---------------------------------------------|------------------------------------------|
| 2010                  | 1                      | 2.6                                         | 6.0                                      |
| 2011                  | 1                      | 3.1                                         | 4.2                                      |
| 2012                  | 2                      | 14.6                                        | 5.6                                      |

**Figure 3.** Distribution of tasks vs. CPU-hours used to recover from transient job failures follows a multi-mode Weibull distribution [7].

**Figure 4.** Distribution of tasks/petabyte vs. CPU-hours used to recover from transient job failures follows log-normal behaviour.
As the latest campaign provided additional data for analysis, Figure 5 shows deviation of the empirical Cumulative Distribution Function (eCDF) from the straight line corresponding to the case of a simple Weibull distribution. Indeed, the symmetry of the Figure 4 distribution indicates a log-normal behaviour rather than a (skewed) Weibull distribution. Table 2 compares results of the maximum likelihood fits to the data using the log-normal (1) and Weibull (2) distributions with two parameters:

$$f(x) = \frac{1}{x\sigma\sqrt{2\pi}} \exp\left(\frac{-(\ln x - \mu)^2}{2\sigma^2}\right)$$  \tag{1}$$

$$f(x) = \frac{k}{\lambda} \left(\frac{x}{\lambda}\right)^{k-1} \exp\left(-\left(\frac{x}{\lambda}\right)^k\right)$$  \tag{2}$$

The Kolmogorov–Smirnov (K-S) test values show that the log-normal fit describes the data better.

| Reprocessing campaign | $\mu$    | $\sigma$ | K-S test | $k$     | $\lambda$ | K-S test |
|-----------------------|----------|----------|----------|---------|-----------|----------|
| 2010                  | 3.29±0.09| 2.63±0.06| 0.07     | 0.41±0.01| 96.6±8.3  | 0.05     |
| 2011                  | 2.77±0.09| 2.50±0.07| 0.05     | 0.43±0.01| 54.5±4.9  | 0.10     |
| 2012                  | 2.92±0.07| 2.90±0.05| 0.04     | 0.35±0.01| 79.4±6.0  | 0.08     |

The log-normal behaviour of the distribution of tasks vs. CPU-hours used for failure recovery is unexpected. Although log-normal distributions are often observed in Reliability Engineering analysis of failures, such as mean-time-to-failure of the Grid hardware, these are expected when some multiplicative process is present, such as multiplicative degradation [9]. As we were unable to identify the multiplicative process describing our case where the CPU time used for recovery is added upon
each job retry, we compared our data with two necessary conditions under which the additive process may result in the log-normal distribution (when the number of variables is limited) [10]:

\[
\frac{|(\ln z^* - \ln z^*)^3|}{(\ln z^* - (\ln z^*)^2)^{1.5}} < \frac{|(z^* - (z^*)^3|}{(z^* - (z^*)^2)^{1.5}} \quad (3)
\]

\[
\frac{|(\ln z^* - (\ln z^*)^4) - 3(\ln z^* - (\ln z^*)^2)^2|}{(\ln z^* - (\ln z^*)^2)^2} < \frac{|(z^* - (z^*)^4) - 3(z^* - (z^*)^2)^2|}{(z^* - (z^*)^2)^2} \quad (4)
\]

Here \(z^*\) is the random variable (in our case it is the CPU-hours used to recover from transient job failures). Table 3 shows that conditions (1) and (2) are met in our case, since for all reprocessing campaigns the right-side expressions are much greater than the left-side expressions.

**Table 3. Conditions under which the additive process may result in the log-normal distribution.**

| Reprocessing campaign | Left-side of condition (3) | Right-side of condition (3) | Condition (3) | Left-side of condition (4) | Right-side of condition (4) | Condition (4) |
|-----------------------|---------------------------|-----------------------------|---------------|---------------------------|-----------------------------|---------------|
| 2010                  | 0.27                      | 7.90                        | True          | 0.23                      | 79.6                        | True          |
| 2011                  | 0.26                      | 7.17                        | True          | 0.31                      | 74.0                        | True          |
| 2012                  | 0.06                      | 10.1                        | True          | 0.46                      | 153.5                       | True          |

3.2. **Reprocessing Duration**

Since jobs generally complete or fail without producing side effects, the simple recovery mechanism involves automatic retry of failed jobs. Unfortunately, the automatic approach results in an unpredictable delay in task completion time dominated by repeated retries. Transient job failures and re-tries delay the reprocessing duration. Optimization of fault-tolerance techniques to speed up the completion of thousands of interconnected tasks on the Grid is an active area of Reliability Engineering research.

**Figure 6.** Number of jobs concurrently running on the WLCG clouds during ATLAS petascale data processing campaigns in November-December 2010, in August-September 2011 and in November 2012.
3.3. Results
During LHC data taking, Reliability Engineering analysis became critical for the success of the reprocessing campaigns conducted in preparation for the major physics conferences. To deliver results for the 2012 Moriond Conference, the processing of 2 PB of ATLAS data (that required twice more CPU-hours per petabyte) was completed in four weeks, achieving four-fold improvement in data processing power in comparison to the 2011 data processing (Figure 6). Earlier, optimization of reprocessing workflow and other improvements cut the delays and halved the duration of the petascale data processing on the Grid from almost two months in 2010 to less than four weeks in 2011 [5].

4. Conclusions
During three years of LHC data taking, the ATLAS collaboration completed three petascale data reprocessing campaigns on the Grid. Reliability Engineering analysis supported continuous improvements in data reprocessing throughput during LHC data taking. The throughput doubled in 2011 vs. 2010 reprocessing, then quadrupled in 2012 vs. 2011 reprocessing.

Scheduled LHC upgrades will increase the data taking rates tenfold, increasing demands on computing resources. A comprehensive end-to-end solution for the composition and execution of the reprocessing within given CPU and storage constraints is necessary to accommodate physics needs of future LHC runs. Reliability Engineering analysis provides the foundation needed to scale up ATLAS data reprocessing on the Grid beyond the petascale.
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