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ABSTRACT Accidental falls are a major source of loss of autonomy, deaths, and injuries among the elderly. Accidental falls also have a remarkable impact on the costs of national health systems. Thus, extensive research and development of fall detection and rescue systems are a necessity. Technologies related to fall detection should be reliable and effective to ensure a proper response. This paper provides a comprehensive review on state-of-the-art fall detection technologies considering the most powerful deep learning methodologies. We reviewed the most recent and effective deep learning methods for fall detection and categorized them into three categories: Convolutional Neural Network (CNN) based systems, Long Short-Term Memory (LSTM) based systems, and Auto-encoder based systems. Among the reviewed systems, three dimensional (3D) CNN, CNN with 10-fold cross-validation, LSTM with CNN based systems performed the best in terms of accuracy, sensitivity, specificity, etc. The reviewed systems were compared based on their working principles, used deep learning methods, used datasets, performance metrics, etc. This review is aimed at presenting a summary and comparison of existing state-of-the-art deep learning based fall detection systems to facilitate future development in this field.
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I.  INTRODUCTION

Falls are a major cause of serious injuries for the elderly population worldwide. Falls impede their comfortable and independent living. Statistics show that falls are the primary reason behind injury-related death for older aged 80 or more. According to a study performed by the United Nations [1], in 2017, the number of elderly people aged 60 or above were 962 million (13% of the total population of the world). According to the research of World Health Organization (WHO), the number of elderly people may be about 1.2 billion by 2025 in the whole world [2]. This number is expected to more than double by 2050 (2.1 billion) and triple (3.1 billion) by 2100 [1]. Every year, around 2.8 million older people are associated with emergency health issues including fall injuries. Adults aged over 65 are more prone to sustaining life-threatening injuries caused by falls. For adults aged over 85, falls were the primary cause behind approximately two-thirds of all reported injury-related deaths [3]. Around 20% falls result in fatal injuries such as hip bone fracture, head trauma, etc. [3]. In USA alone, Nationwide, 29,668 (61.6 per 100,000) U.S. residents aged over 65 years died from injuries related to fall events in 2016 [4].

Generally, most of the falls occur at home due to potential health hazards in the living room [3], [4]. The common hazards include poor lighting, clutter, obstructed ways, slippery floors, pets and unstable furniture [5], [6]. The elderly suffering from neurological diseases such as dementia [7]–[9] and epilepsy [10], [11] are prone to fall and fall related casualties than the average elderly population. The tendency of independent living of the elderly population separate from their family members in western cultures is also a reason behind fall-related casualties. The fall events themselves are not life
threatening, in most cases. But the falls in cluttered environments lead to concussions, hemorrhage, and other severe health-risks that lead to unfortunate deaths. Due to independent living, in absence of fall detection technologies, emergency services cannot respond to the fall events in time. This often leads to severe consequences. Many supported surveillance systems are developed for filling up the necessity of the presence of nurses and support staff at all times.

It is difficult to make the environment completely fall-proof. Thus, fall detection and rescue services can ensure the safety of the elderly population. It has become a concern to develop intelligent detection and prevention system. Many developed fall detection and monitoring systems have been reviewed in [12]–[23] with various categories and perspectives. The challenges, issues and, advances related to fall detection and fall prevention are discussed in [24]–[27].

Detection is the task of detecting the presence of a particular incident or object in a given context whereas, recognition can be described as figuring out the membership of the instance or incident to a particular class. Hence, fall “detection” can be described as detecting whether fall has occurred from given data, unlike fall “recognition” can be described as recognizing the specific type of fall, such as: forward fall, backward fall, fall from sitting position, fall from standing position, fall from lying position, etc. [11]–[13]. Fall recognition can be very useful in mounting the proper response. For example, fall from standing position might be more fatal that fall from sitting down or lying positions depending on the circumstances [10], [14], [15]. If the proper type of fall is known, effective responses to handle possible complications regarding to that specific type of fall can be mounted. In this literature, we do not explicitly mention whether a reviewed system is a fall detection or a fall recognition system and use the term “fall detection” to represent the all of the general fall detection and activity recognition system.

In recent years, deep learning has been used widely in most of the fields worldwide [28]. In fall recognition, deep learning methods are being used in the last few years effectively [29], [30] than other approaches like threshold based algorithms [31]–[36]. Machine learning approaches are also very common in this field [37]–[44]. Deep learning and machine learning are a subset of artificial intelligence [45], [46]. Machine learning works on structured data for classifying problems [38]. In machine learning based systems, the features that need to be recognized are programmed by the supervisor. On the contrary, deep learning based systems generally perform the necessary pattern recognition task without the employment of any explicit feature extraction methods. Deep learning models consist of multiple layers. Each layer extracts the feature of the given data or performs some transformations on the data. The final layers of the models generally consist of artificial neurons. The data can be in the form of vision based captured image, raw accelerometer data, gyroscope etc. The application of fall detection systems for robust activity monitoring is a widely researched field.

However, no current reviews on the current advances in deep learning based fall detection systems are present. In this literature, we have provided an overall view on the advances in deep learning based fall detection systems based on their working methods, efficiency, performance, and limitations to facilitate further development in this field. The reviewed systems are practical systems that employ deep learning methods for the proper detection and recognition of fall events among Activities of Daily Life (ADL) events. We have presented short summaries of their methodologies that include the details on how these practical systems are implemented in real-life environments. In addition, different methodologies are used
for achieving the best accuracy, sensitivity, specificity and response time.

All of the reviewed fall detection systems have some general steps, combined with sensing, data processing, fall event recognition and emergency alert system to rescue the victim. A generalized view of fall detection systems are shown in Figure 1.

Various data acquisition devices such as accelerometers, gyroscopes, RGB cameras, radars are used to record data regarding the fall and Activities in Daily Life (ADL) events. In the data processing stage, data preprocessing, augmentation, feature extraction, etc. are performed for making the data usable in later stages. In the model development stage, the processed data is used for training a deep learning technique. In the detection stage, activity data from sensors are processed and provided to the trained model for proper classification. If a fall event is detected, then emergency services are alerted and rescue service is provided through informing doctors, ambulance, nurses and trained staffs.

There are several deep learning techniques used for recognition of the fall events. Some systems are developed by using only a single deep learning method and some are developed combining different methods for higher detection rate. In this literature, we have reviewed a total of 37 fall detection systems in total. Out of the 37 papers, a total of 21 systems (56.8% of the total reviewed corpus) used CNN architecture for fall detection. A total of 12 systems (32.4% of the total reviewed corpus) used LSTM architecture for fall detection. A total of 4 systems (10.8% of the total reviewed corpus) used auto-encoder architecture for fall detection. CNN based fall detection systems represent the fall and ADL related data in image form [51], [57]. This can be done either directly by taking images or videos captured by sensors, or by representing other sensor data in image form, etc. CNN architectures are great for finding patterns and shapes within given images [48], [52]. Thus, fall detection systems that employ various CNN based architectures leverage the power of CNN in categorizing or detecting images. LSTMs are an improvement of RNN architecture. Like CNNs, LSTMs can also handle image data. However, their main strength lies in dealing with sequential data, such as time series data [86], [88]. As sensor data regarding fall events are time-specific, LSTMs can be successfully and efficiently used to differentiate between fall and ADL events. In some of the reviewed systems, combinations of LSTM and CNN are used for fall detection to overcome the general vision related problems such as image noise, occlusion, incorrect segmentation, perspective, etc. While CNN and LSTM architectures are mostly used for supervised learning, auto-encoders are used for learning efficient data coding in an unsupervised manner [108], [110]. Generally, some techniques are applied on sensor data that transform the sensor data into distinct data for different fall and ADL types. Auto-encoders are then used on the transformed dataset to distinguish between the events. Thus, the reviewed systems were categorized based on the principal method used to infer the events. The categorization focuses on how the different principal methods (CNN, LSTM, and Auto-encoder) handle the event data captured by sensors.

In this review, we have categorized the reviewed systems on the nature of handling the event data used by the deep learning methods. Thus, the reviewed systems can be categorized into the following three major categories:

(i) Convolutional Neural Network (CNN)
(ii) Long Short-Term Memory (LSTM) with Recurrent Neural Network (RNN) and Recurrent Convolutional Network (RCN)
(iii) Auto-encoder

Figure 2 is a general representation of the categorization. The figure also represents the specific architectures that are generally used under every subsection. The use of the different architectures is mostly dependent on the sensor data or the technique used to represent fall and ADL events [48], [49].

The rest of the paper is arranged as follows: Section 2 discusses the literature on the methods and systems developed for fall detection. Discussions and future directions demonstrated in section 3 including the summary and performance analysis. Finally, we conclude this review in section 4.

II. LITERATURE ON FALL DETECTION SYSTEMS

In the recent decade, several deep learning methods and systems have been developed for recognizing fall and ADL. Many researchers and organizations have been researching and working hard for developing a highly efficient deep learning method for recognizing fall with nearly zero false alarm in real-world situations. In this review, we tried to exhibit the most vital and most recent researches and methods developed for fall detection with the description considering:

(i) Introducing the system
(ii) Working principle of the system
(iii) Datasets used for training and experiments
(iv) Critical and performance analysis of the scheme
A. CONVOLUTIONAL NEURAL NETWORK (CNN) BASED FALL DETECTION SYSTEMS

Most of the reviewed systems in this review use CNN for developing the automatic fall detection systems. CNN takes an image as input, then processes it and classifies the processed image under certain given categories [47]–[52]. CNN technique passes each input image through a series of convolutional layers with filters, pooling layers, fully connected layers (FC) and softmax function for training and testing purposes. Some of the CNN based fall detection systems are proposed in [53]–[62]. The CNN based fall detection systems that are reviewed in this paper are described as follows:

1) CONVOLUTIONAL NEURAL NETWORK (CNN)

Adhikari et al. [63] proposed a fall detection system based on video images taken from RGB-Depth camera of Kinect. CNN was used in the system to recognize ADL and fall events. The proposed system used their own data set taken from different indoor environments by recording activities of different people. The dataset contains a total of 21499 images. A (73-27) % split was performed on the dataset for training and testing purposes. The overall accuracy of the proposed system is 74%. The sensitivity of the device is 99% when the user was in lying position. However, the system achieved very poor sensitivity when the user was in crawling, bending and sitting positions. The system also worked in a selected environment and simple deep learning techniques are used whereas fusion based method can provide better results in all environments. The system was developed for a single-person scenario. The use of CNN in video surveillance environment for fall detection is presented by Li et al. [64]. To learn human shape deformation feature for determining fall events and ADL, CNN is applied directly to each frame image. URFD dataset was used in this system. 10-fold cross validation with 850 test images per fold was used to evaluate the performance of the system. The performance of this approach achieved sensitivity with 100%, specificity and accuracy with 99.98% in average for 10-fold cross-validation. As the used datasets have almost same background, colors and environment, changes in background and foreground may degrade the performance of the system. However, the performance was not measured for real-life elderly falling event in different viewpoints and environment. Yhdego et al. [65] proposed pre-trained kinematics based machine learning approach in the annotated accelerometer datasets. The data of accelerometer is converted into images using continuous wavelet transform. Transfer learning approach is then used to train a deep CNN on the images. The open URFD dataset containing 30 sequences of fall and 40 sequences of normal activities was used. On the dataset, a standard split (80-20) % was performed. The proposed system achieved 96.43% accuracy.

Another application of CNN is applied by Yu et al. [66], where background subtraction method is applied to extract the human body silhouette. In the proposed system, CNN is applied to pre-processed extracted silhouettes that corresponds to human movement like standing, sitting, bending and lying down. Codebook background subtraction method is a common approach for distinguishing a moving object from the background which is used here. A custom posture dataset containing 3216 postures (804 stands, 769 sits, 833 bends, and 810 lies) was used for testing the system. The proposed system provides better performance (96.88% accuracy) than traditional machine learning based system. Fall detection method based on deep learning and image processing in cloud environment is introduced by Shen et al. [67]. The frequency images taken through high resolution camera are passed to the Deep-Cut neural network model to detect the key points of human body. The detected key points are transferred into the deep neural network. Various morphological tests of the body and different types of the fall show the effectiveness of the system. A custom dataset was created by recording 44 videos, out of which, 42 videos were used for training purposes, and 2 videos were used for testing purposes. The system obtained an accuracy of 98.05%. Santos et al. [68] proposed a CNN-based deep learning technique which consists of 3 convolutional layers, 2 max-pooling and 3 fully-connected layers for fall detection in an Internet of Things (IoT) and fog computing environment. The performance of the system is evaluated using three open data sets and against extant research. A standard (80-20) % split was performed on the dataset. The obtained accuracy of the developed system is 93.8%.

A multi-sensor fusion based fall detection system employing deep learning has been proposed by Zhou et al. [69]. For obtaining the signals of human motion a continuous wave radar is adopted and short time Fourier transform (STFT) is used to acquiring the time frequency (TF) micro-motion features. An optical camera is used to capture the image sequence of human actions. Two CNNs named as Alex-Net and SSD (single shot multi-box detector) Net are used to classify the TF features. Finally, the joint decision is used for detecting the fall events. The training dataset of TF images consist of 300 falls and 600 non-falls and the fine tuning dataset for the SSD-Net in the optical camera contain 400 images. For testing, 1300 radar signals (time duration 1s-2s) and corresponding image sequences (325 falling, 325 walking, 325 squatting, 325 standing up) were prepared. The system achieved performance with accuracy of 99.85%. He et al. [70] developed a low power FD-CNN (Fall Detection Convolutional Neural Network) based fall sensing technology. The system developed an interrupt-driven sensor board integrated with MPU6050 and low power ZigBee for sampling and caching angular velocity and 3 axial acceleration. The collected data was then mapped into 3-channel RGB bitmap images. This data was combined with transformed SisFall and MobiFall datasets and used
for training the FD-CNN. A (90-10) % split was performed on the combined dataset to obtain the training and testing data. The performance of proposed technology achieved the average accuracy of 98.61%, while its average specificity and sensitivity are 99.80% and 98.62%, respectively, while using a 10-fold cross-validation procedure. The performance may be improved if edge computing technologies with a low-power logistic network is used. A radar based automatic fall detection system has been developed by Sadreazami et al. [71]. A healthcare environment in a room had been set up and radar data had been collected in that setting. A time-series data had been derived. A deep convolutional network was trained using the derived time series data. The proposed system provides significantly lower CPU time and higher classification metrics. The accuracy, precision, sensitivity, and specificity obtained by the proposed system are 92.72%, 94.21%, 93.44% and, 91.67%, respectively, while using a 5-fold cross-validation procedure.

A wide generalized method combining CNN along with an efficient change detection algorithm is proposed in [72] to tackle the limitations of generalization and the problem of resource optimization. The developed wide generalization method operated on the raw accelerometer data preserving with low resource demands. The developed system used SmartFall dataset where data are collected from experiments made with seven different persons wearing Microsoft Band 2 on his/her wrist. The CUSUM (cumulative sum) algorithm was used for the better performance of the system. The dataset was collected by logging data from 7 different persons. The dataset contains a total of 51192 samples. A standard (66-44) % split was performed on the dataset. The accuracy and balanced accuracy (BACC) of the proposed system is 96.79% and 95.35% on used dataset. The model can be more efficiently trained and tested with real-life datasets for better performance in the actual field of usage. Lu et al. [73] proposed a CNN based fall detection system. The developed system works in 3 steps, firstly, the system sent the optical flow images to network for avoiding appearance-based features. Secondly, 3D CNN was trained on different datasets for the acquisition of general features. Finally, for overcoming the problems of small size fall datasets the proposed system applied transfer learning. The experimentation was done with the developed system using three datasets URFD, Multicam and FDD. On the datasets, a standard (80-20) % split was done. The system achieved the average sensitivity and accuracy of 94% for both. The proposed framework performed best with the URFD dataset with accuracy of 99% and sensitivity of 100%. The system may only work well in terms of single-person fall detection, whereas multi-person fall detection is also important. Wang et al. [74] proposed a system for fall detection as well as to recognize ADL. The proposed system is combined with tri-axial accelerometer, gyroscope sensor in the smart insole. CNN is used for improving the accuracy level with less computational complexity. Dataset for the developed system is collected by volunteers wearing smart insole. The main point of the system is it can apply CNN directly in the raw sensor data collected by the tri-axial accelerometer and gyroscope. A custom dataset containing 800 falls (200 each for lying in bed, bowing, lying down, continuous walking and jogging) was collected. The average accuracy of the proposed system is approximately 98.61%. In addition, 97.58% and 99.58% are achieved for sensitivity and specificity respectively.

Zhang and Zhu [75] used cellphones for detecting real-time human activities. Smartphones are a staple of our daily life. The proposed system is based on deep CNN that works on raw 3-axis accelerometer data streams. A challenging dataset UniMiB SHAR (University of Milano Bicocca Smartphone-based Human Activity Recognition) was used. Three 1D images that are generated from multiple views of the human activities are used for the training stage. The images are applied to CNN model for finding the hidden patterns. The dataset containing a total of 11,770 activity data of 17 different types was collected through patients with a wide range of ages. The reviewed system achieved a detection rate of 91.5%, while using 5-fold cross-validation. Multi-stream model concept is used by Cameiro et al. [76] for fall detection. The system proposes a multi-stream model that takes high-level handcrafted features as input. Optical flow, RGB and human estimated pose are provided as handcrafted feature generators. Then, modified CNNs like CNN for optical flow to extract vectors, CNN for RGB video data and CNN for human estimated pose are passed through dense VGG-16 layered classifiers to classify the multiple situations as well as fall detection. URFD and FDD datasets were used for training the models. The developed system obtained an accuracy of 98.77%, using 5-fold shuffled cross-validation.

Casilari et al. [77] proposed a deep CNN based fall detection system. The developed system detects fall events by recognizing the pattern from tri-axial transportable accelerometer. The proposed system employs a large set of data up to 14 publicly available datasets including MobiAct, SisFall, MobiFall, UniMiB SHAR, UP-Fall, etc. The system mainly analyzed those datasets characteristics, available features for fall detection and measured performance metrics using the proposed architecture all over the 14 datasets. The proposed method achieved a notable accuracy, sensitivity and specificity of 99.22%, 98.64% and 99.63% respectively on SisFall dataset. For improving real-life performance and decreasing the limitation of extrapolation capability, more efficient CNN network or another efficient architecture (e.g. LSTM) would be deployed. Espinosa et al. [78] developed a CNN based fall detection system utilizing UP-Fall detection multi-modal dataset. The system worked only with vision dataset and used multiple cameras for fall detection. Input
images were analyzed in a fixed time slot and features were extracted by implementing an optical flow method by obtaining information from two consecutive images relative motion. The proposed system was tested on the public datasets and performed well with detection accuracy of 95.64%, sensitivity of 97.95%, specificity of 83.08% on Multicam dataset and accuracy of 82.26%, sensitivity of 71.67%, and specificity of 77.48% on UP-Fall dataset. The performance can be improved for real-time application along with increasing privacy.

2) ONE DIMENSIONAL (1D) CONVOLUTIONAL NEURAL NETWORK (CNN)

Cho and Yoon [79] applied SVD (Singular Value Decomposition) on accelerometer data for 1D CNN based fall detection. The proposed system worked with UniMiB SHAR, SisFall, and UMAFall public ADL and falls public datasets containing signals for triaxial acceleration for both ADLs and falls. The experimental triaxial acceleration dataset was collected from a single accelerometer. The performance of the system using the UniMiB SHAR dataset has obtained the accuracy of 75.65% by combining the features SMV (Signal Magnitude Vector) and SVD. The performance using the other two datasets has an accuracy of 63.08% for SisFall and 64.69% for UMAFall datasets respectively by combining the raw features and SVD, based on Leave One Subject Out (LOSO) cross-validation procedure. Fusion based method and advanced CNN approaches can be used for higher performance rate.

A one dimensional CNN based method named as MyNet1D-D is proposed in [80] by Tsai and Hsu in which the traditional skeleton feature extraction algorithm is used

### Table I

**SUMMARY OF THE SYSTEMS DEVELOPED FOR FALL DETECTION USING CNN**

| Authors                  | Year | Device Category | Capturing Device                           | Used Method | Detection     | Used Dataset                  |
|--------------------------|------|-----------------|--------------------------------------------|-------------|---------------|------------------------------|
| Adhikari et al. [63]     | 2017 | Vision          | RGB-Depth camera of Kinect                 | CNN         | ADL, Fall     | Own dataset                  |
| Li et al. [64]           | 2018 | Vision          | Microsoft Kinect cameras                   | CNN with 10-fold cross-validation | ADL, Fall | UR fall detection dataset (URFD) |
| Yhdego et al. [65]       | 2019 | Sensor          | Annotated accelerometer                    | CNN         | ADL, Fall     | UR fall detection dataset (URFD) |
| Yu et al. [66]           | 2017 | Vision          | camera                                     | CNN         | ADL, Fall     | N/A                          |
| Shen et al. [67]         | 2019 | Vision          | High resolution camera                     | DeepCut Neural Network | Fall | Own dataset with 44 videos |
| Santos et al. [68]       | 2019 | Sensor          | Accelerometer                              | CNN consisted with 3 convolutional layers and 2 max-pool | ADL, Fall | Three open data sources |
| Zhou et al. [69]         | 2018 | Multi-sensor    | Continuous wave radar, optical camera      | Three CNN based on Alex-Net and SSD-Net | Fall | Own dataset |
| He et al. [70]           | 2019 | Sensor          | 3axial accelerometer, gyroscope            | Fall Detection CNN (FD-CNN) | Fall | SisFall and MobiFall dataset |
| Sadreazami et al. [71]   | 2019 | Sensor          | UWB radar                                  | CNN         | Fall          | Xethru X4M03 development kit |
| Tasoulis et al. [72]     | 2019 | Sensor          | Accelerometer                              | CNN and cumulative sum (CUSUM) algorithms | Fall | SmartFall |
| Lu et al. [73]           | 2019 | Vision          | RGB camera                                 | CNN         | Fall          | URFD, Multi Cam and FDD     |
| Wang et al. [74]         | 2019 | Sensor          | 3axial accelerometer, gyroscope            | CNN         | ADL, Fall     | By volunteer wearing insole |
| Zhang and Zhu [75]       | 2019 | Sensor          | Raw 3 axis accelerometer                   | CNN         | ADL, Fall     | UniMiB SHAR                 |
| Cameiro et al. [76]      | 2019 | Vision          | RGB camera                                 | CNN for optical flow | Fall | URFD and FDD dataset |
| Casilari et al. [77]     | 2020 | Sensor          | tri-axial transportable accelerometer      | CNN         | Fall          | 14 public datasets including MobiAct, SisFall, MobiFall, UniMiB SHAR, UP-Fall, etc. |
| Espinosa et al. [78]     | 2019 | Vision          | RGB multi-cameras                          | CNN         | Fall          | UP-Fall, Multicam            |
| Cho and Yoon [79]        | 2019 | Sensor          | Accelrometer                               | Singular Value Decomposition (SVD), 1D CNN, Signal Magnitude Vector (SMV) | ADL, Fall | UniMiB SHAR, SisFall and UMAFall |
| Rahmanmoofar and Alkittawi [81] | 2019 | Vision          | Depth camera                               | 1D CNN called MyNet1D-D | Fall | NTU RGB+D dataset |
| Li et al. [82]           | 2019 | Vision          | RGB images                                 | 3D CNN, Adam Optimizer algorithm | Fall | SDUFall dataset |
| Hwang et al. [83]        | 2017 | Vision          | Depth cameras                              | 3D-CNN      | ADL, Fall     | Collected by 10 trainers, 50 trials for normal and falling movement |
| Kasturi et al. [84]      | 2019 | Vision          | Kinect camera                              | 3D-CNN      | Fall, ADL     | TST fall dataset            |
| Hsieh and Jeng [85]      | 2017 | Vision          | RGB cameras                                | POF CNN and 3DCNN | ADL, Fall | KTH dataset |
for transforming the depth image information into the skeleton information and extracting seven highlighted feature points from the skeleton joints. The system proposed a robust deep one-dimensional CNN architecture with a small number of parameters and calculations which is suitable for implementation of embedded system. The proposed system performs better on the NTU RGB+D popular benchmarked dataset. The proposed system was implemented on the NVIDIA Jetson Tx2 integrated machine for achieving real-time prediction of falls. RGB camera may be used instead of a depth Kinect sensor to reduce the cost of the system as it focuses on the implementation of embedded system.

3) THREE DIMENSIONAL (3D) CONVOLUTIONAL NEURAL NETWORK (CNN)
A 3D CNN for detecting fall event was developed in [81] by capturing both spatial and temporal information available in frames taken from video. The Kinect depth camera is used for taking videos and collecting the information. Adam optimizer algorithm (a gradient based algorithm) was used to train the model. The proposed system used the SDUFall dataset containing 6 actions that were performed by 20 young people. The average accuracy of 97.58% was achieved by the proposed system using the SDUFall dataset. The performance of the proposed system is measured using a simulated dataset whereas the real-life data of fall events of elderly people is more important and may degrade the achieved performance. The pre-impact fall detection approach based on 3D CNN using RGB images is introduced by Li et al. [82]. Pre-training data is served to the 3D CNN to train the model and distinguish the normal movement and fall based on Spatio-temporal patterns. Secondly, new samples and pre-training data are combined to provide fine-tuning data for fine-tuning the model. The dataset of the proposed system is collected by 10 trainers who provide 25 trials of normal movement and 25 trials of falling. A custom dataset was created containing 455 trials of collected data from 10 trainees. The developed system achieved 100% accuracy within 0.5 seconds of falling based on 225 testing trials from 5 trainees. Though the reviewed system obtained reasonable accuracy, further studies can be performed on using other features highlighting the real-time scenarios.

Hwang et al. [83] proposed an approach that applies 3D-CNN to analyze the continuous motion data acquired from depth cameras. To avoid overfitting, data augmentation methods are applied. The system considered a total of 5 random trials, for every 240 and 24 videos for training and evaluation purposes are extracted getting from TST fall detection dataset. The evaluation result is significantly improved and achieved the classification accuracy of 92.4 ~ 96.9%. Kasturi et al. [84] introduced a system consisting 3D-CNN which used video information from Kinect camera. Several frames from the video forming a stacked cube is passed as the input to 3D-CNN. Publicly available UR fall detection dataset is used for testing the proposed system and it achieved 100% accuracy on both training and validation phase. A standard (80-20) % split was performed on the dataset. Datasets consist of falls while walking, sudden falls and falls from chairs and other activities like walking, sitting, bending scenarios are considered.

4) FEEDBACK OPTICAL FLOW CONVOLUTIONAL NEURAL NETWORK (FOF CNN)
Hsieh and Jeng [85] developed an IoT based home intelligent system for fall detection that worked on home environment. The proposed system used Feedback Optical Flow Convolutional Neural Network. The system used Feature Feedback Mechanism Scheme (FFMS) and 3D-CNN for feedback on the safe movement and obtained higher accuracy with less computation. The KTH dataset consisting six type of actions and 25 subjects was used. The average accuracy of the proposed system was achieved 92.65 ± 2.3%

The summary of the reviewed CNN based systems is shown in Table I, organized with the following criteria: the category of the systems, devices used for acquisition of raw data, deep learning methods and other techniques used for the systems, whether a system only detects fall or ADLs, used datasets, etc. Table I presents an overview of the CNN based reviewed systems at a glance.

Most of the reviewed systems detect fall events. However, some of them also detect ADLs. Different types of datasets from different sources have been used in those systems for training and experiment. But almost all datasets are generated from the simulation of fall and ADLs of different subjects. For sensing the fall event, some of the systems used RGB depth camera which is in the vision device category [63], [64], [73], etc. Some of the systems used accelerometer, UWB radar, etc. which is in the sensor device category. Various datasets have been used in the reviewed systems. Some of them used publicly available dataset such as KTH dataset [85], Uni-MiB SHAR [75], [77], [79] SisFall [70], [77], [79] UMA fall [79], UP-Fall [78], Multicam [78], URFD [64], [65], [73] and [76]. Some of them used simulated datasets generated by trainers.

B. LONG SHORT-TERM MEMORY (LSTM) BASED FALL DETECTION SYSTEMS
In sequence modeling, LSTM is one of the popular and most used recurrent structures. For controlling information flow in the recurrent computations, it uses gates [86], [87].

LSTM networks can hold long term memories very well. The memory may or may not be retained by the network depending on the data. The gating mechanisms of LSTM preserves the long-term dependencies in the network. The network can store or release memory using the gating mechanism [88]–[90].

Some of the systems have used aforementioned features of LSTM in developing fall detection systems [91]–[95].
The system developed with LSTM along with CNN, RNN and RCN which are reviewed in this paper are described as follows:

1) LSTM WITH 3D CNN
A fall detection system based on LSTM with 3D CNN is developed by Lu et al. [96] by overcoming the problems of existing methods like segmentation, image noise, variation, occlusion, and illumination. The system trained an automatic feature extractor only using kinetic data. For focusing on the key region, a spatial visual attention scheme based on LSTM was then incorporated. To train the 3D CNN, the proposed system used Sports-1M datasets and fall dataset of Multiple Cameras are used to train the visual attention model. The extracted Spatio-temporal features are effectively used to recognize unforeseen motions. On the dataset, a typical split (80-20) % was performed. The sensitivity, specificity, and accuracy are 98.13%, 99.91% and 99.84% with 1 frame overlapping on multiple cameras fall datasets. The developed system was not tested in a real-life environment. In real-life scenarios, the performance of the proposed system would vary.

2) LSTM WITH RECURRENT NEURAL NETWORK (RNN) AND CNN
A fall detection system has been developed in [97] based on 2D skeletons extraction from an RGB camera. For humans’ 2D skeletons extraction, CNN is adopted and then RNN with LSTM is employed to classify actions into standing, walking, lying, rising and falling categories. In the first stage, the developed system used a pre-built model named Deeper Cut (152 layers). The learning rate of the system is 0.0001 for training 500 epochs. The system was trained on their own dataset. A (60-40) % split was performed on the dataset to get the training and testing sets. The system achieved a moderate performance with an average accuracy of 88.9%. The system has an on-line version with some drawbacks and can achieve 8 frames/second processing speed with GPU model GTX 1060 6G providing one output per frame. Abobakr et al. [98] proposed an efficient, integrable and privacy-preserving fall detection system based on CNN and RNN. The system used images taken from Kinect RGB-D camera. Deep Convolutional LSTM with ResNet for visual features extraction, LSTM for sequence modeling and logistic regression for fall action recognition, is used in the proposed system. The proposed system used URFD (UR Fall Detection) public dataset for training and evaluating the system performance. A typical (80-20) % split was made on the dataset. The developed system achieved an average accuracy of 98% along with precision, sensitivity, and specificity of 97%, 100%, and 97% respectively on the validation set. The proposed convolutional LSTM model can provide real-time fall event detection with a processing speed of 15 sequences (each sequence contains 80 frames) per second on a GPU modeled NVIDIA TITAN-X. An IoT enabled fall detection technique has been proposed by Xu et al. [99] using the excellent feature extraction capability of CNN and LSTM for powerful processing ability of time series. The proposed algorithm takes acceleration data as input taken from a low-cost three-axis accelerometer. The system performed better than the Support Vector Machine (SVM) and CNN based combined method. The training and testing were performed on the MobiAct datasets containing fall events with the other 6 types of ADLs. On the dataset, a standard (80-20) % split was made. The average accuracy of the classification reached 98.98%. The detection specificity and precision is 99.76% and 98.61%. The developed system can be deployed and used as an AI-enabled IoT application for nursing homes as well as for collecting a significant amount of data for academic research.

The characteristics of body posture and human biomechanics equilibrium can be analyzed for fall prediction before hitting the wall or floor which is presented by Tao and Yun [100]. The developed system employed RNN and LSTM taking the input from depth camera data of Kinect sensor and analyzed three-dimensional skeleton joints for determining the ADLs and falls by computing center of mass (COM) positions and the region of base support. The proposed system has been evaluated on an open database generated by Rougier and Meunier [101] which contains 4 types of ADLs and 4 types of fall events of people aged from 22 to 39 of different weight and height. The system achieved an average prediction accuracy of 91.7% and can predict falls before 333ms of hitting the wall or floor. The proposed method lays a foundation for fall protection studies. Ajerla et al. [102] proposed a framework for fall detection based on LSTM network that used edge devices like a laptop for computing rather than sending raw data to the cloud for real-time prediction of the fall events. The proposed framework used a cheap MetaMotionR sensor from MbientLab for three-axis accelerometer raw data, a streaming engine Apache Flink which is an open-source software through which data analytics has been streamed. A subset of the MobiAct public dataset has been used for training and testing the architecture. The developed system determined the waist as the best position for sensors placement. The proposed framework can predict fall events from real-time fall data with an accuracy of 95.8%. The uses of multiple sensors and multiple data streams can achieve better performance. A fall detection system architecture with health monitoring facilities has been proposed by Queralt et al. [103]. The system used both Edge computing and Fog computing with a compression algorithm to transfer data using low power enabled low-power wide-area network (LPWAN) technology. This improved the system latency. LSTM along with RNN networks has been implemented on the edge computer for detecting falls from the received data. From this edge gateways, real-time notifications and alerts are sent and raw data are sent to the cloud for online analysis. The proposed
The system used 4 different networks and methods to compare their result, namely, LSTM-Acc, LSTM-Acc Rot, rotations to benefit those networks in the training phase. The system used augmented data taken from random 3D rotations. The framework captured the correlation by Theodoridis et al. The proposed networks are capable of recognizing posture types as well as falls. The developed CNN model whereas the proposed system has LSTM in the seventh layer. The framework captured the correlation module has also been implemented in SensorTile device and validated with the results obtained with TensorFlow installed on a workstation. The developed device is capable of operating in very low power consumption; thus, long battery life can be achieved and it is shown that the system can be run about 20 hours without recharging.

A RNN based fall detection method is proposed in [106] by Theodoridis et al. The proposed networks are capable of process and encode the sequential data taken from acceleration measurements from sensors worn in the body. The system used URFD dataset for training and testing their publicly available method. Additionally, the developed system used augmented data taken from random 3D rotations to benefit those networks in the training phase. The system used 4 different networks and methods to compare their result, namely, LSTM-Acc, LSTM-Acc Rot, Acc + SVM-Depth, UFT. A standard (90-10) % split was performed on the dataset. Among them, LSTM-Acc Rot method has performed the best which gives an achieved of 98.57%, precision, sensitivity, and specificity are of 100%, 96.67%, and 100% respectively using 10-fold cross-validation. Lin et al. [107] proposed a deep learning method based on RNN along with LSTM which continuously takes sequential input images from Microsoft Kinect camera and classifies consecutive images for recognizing posture types as well as falls. The developed system is compared with Image-net in [109] which is a pure CNN model whereas the proposed system has LSTM in the seventh layer. The framework captured the correlation framework can operate in areas with poor network connectivity and increases battery life. An average accuracy of 95% and a precision of 90% have been achieved in predicting fall events by the proposed system operating on the MobiAct dataset. The system performance can be improved by tweaking a little bit and combining other methods.

Perejon et al. [104] introduced a fall detection method based on Gated RNN architectures along with LSTM and Gated Recurrent Units (GRU) taking accelerometer data as input which detects fall in real-time. The input is sent to a batch normalization layer, a dense end layer with a RNN layer for the prediction of fall events. The public SisFall dataset was used to train and test the system. A standard (80-20) % split was performed on the dataset. The performance of the proposed technique achieved F1-scores above 0.85 and 0.98 respectively. Mean F1-score was obtained 0.73 and 0.75 respectively for the GRU and LSTM versions. Common performance metrics such as accuracy, precision, sensitivity, etc. were not measured. Torti et al. [105] presented a method for implementing RNN architecture along with LSTM for fall detection which can be embedded on a Micro-Controller Unit (MCU) with Tri-axial accelerometers. The implementation was developed in Tensorflow for reference. The trained model was tested with specially annotated SisFall dataset. A (80-20) % split was performed on the dataset. The proposed system was able to achieve an average accuracy of 98% in prediction of fall events. A run-time detection and highly-optimized

| Authors       | Year | Device Category | Capturing Device | Used Method                       | Detection | Used Dataset                                |
|---------------|------|-----------------|------------------|-----------------------------------|-----------|--------------------------------------------|
| Lu et al.     | 2018 | Vision          | Multiple Cameras | 3D CNN, LSTM                      | Fall      | Sports-1M datasets and Multiple Cameras fall dataset |
| Lie et al.    | 2018 | Vision          | RGB camera       | CNN, RNN, LSTM, Deeper Cut        | Fall      | Own dataset                                |
| Abobakr et al.| 2019 | Vision          | Kinect RGB-D camera | CNN, RNN, Deep Convolutional LSTM with ResNet, recurrent LSTM, logistic regression module | Fall      | UR Fall Detection Dataset                  |
| Xu et al.     | 2019 | Sensor          | Three-axis accelerometer | CNN and LSTM                  | ADL, Fall | MobiAct dataset                            |
| Tao and Yun   | 2017 | Vision          | Kinect depth camera | RNN and LSTM | ADL, Fall | Open database created by Rougier and Meunier [101] |
| Ajerla et al. | 2019 | Sensor          | Three-axis accelerometer | LSTM                         | Fall      | MobiAct dataset                            |
| Queralta et al.| 2019 | Sensor          | MPU9250 with 3-axis accelerometer, 3-axis gyroscope, and 3-axis magnetometer | RNN and LSTM | ADL, Fall | MobiAct Dataset                            |
| Perejon et al.| 2019 | Sensor          | Accelerometer    | Gated RNN with LSTM and GRU | Fall      | SisFall dataset                            |
| Torti et al.  | 2018 | Sensor          | Tri-axial accelerometers | RNN and LSTM | Fall      | SisFall dataset                            |
| Theodoridis et al. | 2018 | Sensor          | Accelerometer    | RNN and LSTM | Fall      | URFD dataset                               |
| Lin et al.    | 2018 | Vision          | Kinect RGB-D camera | RNN and LSTM | ADL, Fall | Own dataset                                |
| Ge et al.     | 2018 | Vision          | 4 Kinect sensors (used RGB only) | RCN, RNN, LSTM, KERAS Library with Tensor-Flow | Fall      | ACT4'2 open video Dataset [9]             |

**Table II**

**SUMMARY OF THE LSTM BASED FALL DETECTION SYSTEMS**

| Authors       | Year | Device Category | Capturing Device | Used Method | Detection | Used Dataset                                |
|---------------|------|-----------------|------------------|-------------|-----------|--------------------------------------------|
| Lu et al.     | 2018 | Vision          | Multiple Cameras | 3D CNN, LSTM | Fall      | Sports-1M datasets and Multiple Cameras fall dataset |
| Lie et al.    | 2018 | Vision          | RGB camera       | CNN, RNN, LSTM, Deeper Cut | Fall | Own dataset                                |
| Abobakr et al.| 2019 | Vision          | Kinect RGB-D camera | CNN, RNN, Deep Convolutional LSTM with ResNet, recurrent LSTM, logistic regression module | Fall | UR Fall Detection Dataset                  |
| Xu et al.     | 2019 | Sensor          | Three-axis accelerometer | CNN and LSTM | ADL, Fall | MobiAct dataset                            |
| Tao and Yun   | 2017 | Vision          | Kinect depth camera | RNN and LSTM | ADL, Fall | Open database created by Rougier and Meunier [101] |
| Ajerla et al. | 2019 | Sensor          | Three-axis accelerometer | LSTM | Fall | MobiAct dataset                            |
| Queralta et al.| 2019 | Sensor          | MPU9250 with 3-axis accelerometer, 3-axis gyroscope, and 3-axis magnetometer | RNN and LSTM | ADL, Fall | MobiAct Dataset                            |
| Perejon et al.| 2019 | Sensor          | Accelerometer    | Gated RNN with LSTM and GRU | Fall | SisFall dataset                            |
| Torti et al.  | 2018 | Sensor          | Tri-axial accelerometers | RNN and LSTM | Fall | SisFall dataset                            |
| Theodoridis et al. | 2018 | Sensor          | Accelerometer    | RNN and LSTM | Fall | URFD dataset                               |
| Lin et al.    | 2018 | Vision          | Kinect RGB-D camera | RNN and LSTM | ADL, Fall | Own dataset                                |
| Ge et al.     | 2018 | Vision          | 4 Kinect sensors (used RGB only) | RCN, RNN, LSTM, KERAS Library with Tensor-Flow | Fall | ACT4'2 open video Dataset [9]             |
Fall detection systems that are developed based on Auto-encoder techniques and reviewed in this paper are described as follows:

Jokanovic et al. [116] proposed a fall detection system using radar based on deep neural network (DNN) where time-frequency (TF) analysis provides distinguishable components of human motion. DNN consists of stacked auto-encoders (two stacked) and a softmax layer (regression classifier) output. Four human activities or motions like falling, walking, bending/straightening, sitting are considered in the proposed system. The performance of the model is evaluated by constructing a confusion matrix of the proposed system along with the conventional approach. Approximately 87% success rate is achieved comparing a 78% success rate of the conventional approach. Droghini et al. [117] proposed an unsupervised method for acoustic fall detection by a deep convolutional-auto-encoder using a DT (downstream threshold) classifier. The model is trained as a novelty detector through the end-to-end strategy gathering signals of Floor Acoustic Sensor, corresponding to commonly occurring sounds. The model differentiates sound events generated by common indoor human activity like footsteps, speech and human falls event through fall event sound. The datasets of the proposed system is collected in a rectangular room 7 x 2 m using a Presonus AudioBox 44VSL sound card and FAS, positioned on the floor. The two types of sound are fall event sound and normal activities of human. The result is evaluated in two categories one is clear sound environment, around 94.61% accuracy is achieved for the proposed system and another is a noisy sound environment, around 95.02% accuracy is achieved for the proposed system.

Variational Auto-encoder (VAE) with 3D convolutional residual block and a region extraction technique for enhancing accuracy is used to detect fall actions by Zhou and Komuro [118]. The proposed system is a kind of unsupervised learning method which used reconstruction error to detect fall actions as well as ADL. High-Quality Simulated fall dataset (HQFD) and Le2i fall dataset (Le2i) are used on the proposed system. The developed system achieved accuracy of 88.7% through the unsupervised Res-VAE model. Three-layer Deep Convolutional Auto-encoder (CAE) is proposed by Seyfioglu et al. [119]. The three layers are a combination of CNN and Auto-encoders that utilized unsupervised pre-training to initialize the weights in the subsequent convolutional layers. The architecture is more effective than other conventional classifiers. The

### TABLE III

| Authors              | Year | Device Category | Capturing Device | Used Method                                      | Detection | Used Dataset |
|----------------------|------|-----------------|------------------|-------------------------------------------------|-----------|--------------|
| Jokanovic et al. [116] | 2016 | Sensor          | Radar            | Two stacked auto-encoders (AE) and softmax layer (regression classifier) | ADL, Fall | Own database |
| Droghini et al. [117] | 2019 | Sensor          | PreSonus AudioBox 44VSL sound card | Deep neural network Auto-encoder (AE) | ADL, Fall | Own database |
| Zhou and Komuro [118] | 2019 | Vision          | RGB cameras      | Variational Auto-encoder (VAE) | ADL, Fall | HQFD and Le2i fall dataset |
| Seyfioglu et al. [119] | 2018 | Sensor          | Radar micro doppler | Auto-encoder combining CNN | ADL, Fall | Own database |
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proposed system used radar as a sensing device. For generating the dataset, 11 different people are participated to collect 1007 gait samples of 12 different classes. The accuracy obtained by the system is 94.2% for discriminating 12 indoor activity classes involving aided and unaided human motion.

The summary of the reviewed Auto-encoder based systems is shown in Table III, organized with the following criteria: the category of the systems, devices used for acquisition of raw data, deep learning methods and other techniques used for the systems, whether a system only detects fall or ADLs, used datasets, etc. Table III presents an overview of the Auto-encoder based reviewed systems in a brief. Most of the proposed systems based on Auto-encoder sensor-based, one of them used auto-encoder with the CNN model. Vision-based proposed system in [118] used HQFD and Le2i datasets. But other systems used own datasets. Some of them used radar [116], [119]. Using own dataset, HQFD and Le2i proposed systems detect fall events as well as ADL. Some other systems have also proposed an approach that used auto-encoder which is available in [120], [121].

### III. DISCUSSIONS AND FUTURE DIRECTIONS

#### A. DISCUSSIONS

In this review, we investigate the most recent deep learning based fall detection systems. The overall review is summarized in Table IV. In Tables I, II and III, we categorized all the systems that work with vision data and with various sensors data.

#### TABLE IV

| Authors               | CNN | LSTM | RNN | RCN | Auto-encoder |
|-----------------------|-----|------|-----|-----|--------------|
| Adhikari et al. [63]  | ✓   |     |     |     | ✓            |
| Li et al. [64]        | ✓   |     |     |     | ✓            |
| Yhdego et al. [65]    | ✓   | ✓   |     |     | X            |
| Yu et al. [66]        | ✓   |     |     |     | ✓            |
| Shen et al. [67]      | ✓   |     |     |     | ✓            |
| Santos et al. [68]    | ✓   |     |     |     | X            |
| Zhou et al. [69]      | ✓   |     |     |     | X            |
| He et al. [70]        | ✓   |     |     |     | ✓            |
| Sadreazami et al. [71] | ✓ |     |     |     | X            |
| Tasoulis et al. [72]  | ✓   |     | ✓   |     | X            |
| Lu et al. [73]        | ✓   |     |     |     | X            |
| Wang et al. [74]      | ✓   |     |     |     | X            |
| Zhang and Zhu [75]    | ✓   |     |     |     | X            |
| Caimerio et al. [76]  | ✓   |     |     |     | X            |
| Casiliari et al. [77] | ✓   |     |     |     | X            |
| Espinosa et al. [78]  | ✓   |     |     |     | X            |
| Cho and Yoon [79]     | ✓   |     |     |     | X            |
| Tsai and Hsu [80]     | ✓   |     |     |     | X            |
| Rahmenoomfar and Alkittawi [81] | ✓ |     |     |     | X |
| Li et al. [82]        | ✓   |     |     |     | X            |
| Hwang et al. [83]     | ✓   |     |     |     | X            |
| Kasturi et al. [84]   | ✓   |     |     |     | X            |
| Hsieh and Jeng [85]   | ✓   |     |     |     | X            |
| Lu et al. [96]        | ✓   |     |     |     | X            |
| Lie et al. [97]       | ✓   |     |     |     | X            |
| Abobaker et al. [98]  | ✓   | ✓   |     |     | X            |
| Xu et al. [99]        | ✓   | ✓   |     |     | X            |
| Tao and Yun [100]     | ✓   |     |     |     | X            |
| Ajerla et al. [102]   | ✓   | ✓   |     |     | X            |
| Queraltu et al. [103] | ✓   | ✓   |     |     | X            |
| Perejon et al. [104]  | ✓   |     |     |     | X            |
| Toriti et al. [105]   | ✓   |     |     |     | X            |
| Theodoridis et al. [106] | ✓ |     |     |     | X |
| Lin et al. [107]      | ✓   | ✓   |     |     | X            |
| Ge et al. [108]       | ✓   | ✓   | ✓   |     | ✓            |
| Jokanovic et al. [116] | ✓ |     | ✓   |     | ✓            |
| Droghini et al. [117] | ✓   |     |     | ✓   | ✓            |
| Zhou and Komuro [118] | ✓   |     |     | ✓   | ✓            |
| Seyfioglu et al. [119] | ✓ |     |     |     | ✓            |

#### TABLE V

| Authors               | Accuracy (%) | Sensitivity (%) | Specificity (%) | Processing Speed |
|-----------------------|--------------|-----------------|-----------------|-----------------|
| Adhikari et al. [63]  | 74           | 99              | N/A             | N/A             |
| Li et al. [64]        | 99.98        | 100             | 99.98           | 0.0234s per image |
| Yhdego et al. [65]    | 96.43        | N/A             | N/A             | N/A             |
| Yu et al. [66]        | 96.88        | N/A             | N/A             | N/A             |
| Shen et al. [67]      | 98.06        | N/A             | N/A             | N/A             |
| Santos et al. [68]    | 93.8         | N/A             | N/A             | N/A             |
| Zhou et al. [69]      | 99.85        | N/A             | N/A             | N/A             |
| He et al. [70]        | 98.61        | 98.62           | 99.80           | 0.13s per image [GTX 1080] |
| Sadreazami et al. [71] | 92.72        | 93.44           | 91.67           | N/A             |
| Tasoulis et al. [72]  | 96.79        | N/A             | N/A             | N/A             |
| Lu et al. [73]        | 94           | 94              | N/A             | 62.6 fps [Tesla K40] |
| Wang et al. [74]      | 98.61        | 97.58           | 99.58           | N/A             |
| Zhang and Zhu [75]    | 91.5         | N/A             | N/A             | N/A             |
| Caimerio et al. [76]  | 98.77        | N/A             | N/A             | N/A             |
| Casiliari et al. [77] | 99.22        | 98.64           | 99.63           | N/A             |
| Espinosa et al. [78]  | 95.64        | 97.95           | 83.08           | N/A             |
| Cho and Yoon [79]     | 75.65        | N/A             | N/A             | N/A             |
| Tsai and Hsu [80]     | 99.2         | 98.9            | 99.1            | 15 frames/second in NVIDIA Jetson TX2 |
| Rahmenoomfar and Alkittawi [81] | 97.58 | N/A | N/A | 7 fps |
| Li et al. [82]        | 100          | N/A             | N/A             | 0.5s of falling based on 225 testing trials from 5 trains |
| Hwang et al. [83]     | 96.9         | N/A             | N/A             | N/A             |
| Kasturi et al. [84]   | 100          | N/A             | N/A             | N/A             |
| Hsieh and Jeng [85]   | 94.95        | N/A             | N/A             | 25 frames/sec |
| Lu et al. [96]        | 99.73        | 96.65           | 99.85           | N/A             |
| Lie et al. [97]       | 88.9         | N/A             | N/A             | 8 frames/sec |

---
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Vision based systems work with the data from RGB and Depth camera of Kinect shown in [63], [64], [80], [81], [98], [100], [107], [108], RGB Cameras introduced in [67], [69], [76], [78], [82], [85], [96], [97], [108]. Sensor based systems work with accelerometer data shown in [70], [72], [74], [77], [79], [99], [102]–[106], gyroscope data depicted in [70], [104], radar data demonstrated in [69], [71], [116], [119]. Comparing both categories, vision based systems provide better result than sensor based system.

Most of the researchers have used CNN for developing the fall detection system. 1D-CNN, 2D-CNN, 3D-CNN are described on Table I. 3D-CNN gives better performance in [96]. Some of them have used LSTM, RNN and RCN, Auto-encoder with three layers, regression, and logistic classifier.

Most of the auto-encoder architectures are used by sensor based system using radar data illustrated in [116], [119]. The proposed system in [119] used auto-encoder along with convolutional neural network for better result. Some of the systems have used combination of methods for accurate result [113], [116]. The used deep learning method by various systems has been shown in Table IV in a short view.

The performance, specifically the accuracy, sensitivity, specificity and processing speed of the systems obtained by experimenting on different datasets is demonstrated in Table V and described in Figures 3-5, depending on some criteria. We considered the criteria that the deep learning methods used, datasets used for training and experiment, accuracy, sensitivity and specificity of the systems.

Almost all of the systems measured the average accuracy of the proposed systems. However, very few literatures mentioned the calculated sensitivity and specificity score. The processing speed are not clear in all of the system. Mentionable that in [82] has 0.5s delay to response, though it is based on 225 testing trials from 5 trainers.

Figure 3 shows the accuracy comparison between the reviewed fall detection systems. However, as different systems used different datasets, the systems are not really comparable. The system proposed in [82] has achieved the highest accuracy of 100% using 3D CNN where datasets were collected by 10 trainers of 25 trials of normal movement and 25 falling movement. The system developed in [84] has also achieved the highest accuracy of 100% using 3D CNN. The systems in [64], [69], [74], [76], [77], [80], [82], [96] have also achieved high levels of accuracy using various deep learning methods. The highest accuracy achieved 99.98% in [64] using CNN with 10-fold cross-validation, 99.85% in [69] using three CNN based on AlexNet and SSD-Net, 99.84% in [96] using 3D CNN along with LSTM. The lowest accuracy obtained 74% in [63] using CNN. The moderate accuracy of the reviewed system is 96.43% found in [65].

As sensitivity is one of the criteria to evaluate any working model, some of the reviewed systems [63], [64], [70], [71], [73], [74], [77], [78], [80], [96], [98], [106] have mentioned it. From Figure 4, the highest sensitivity of the reviewed system is 100% found in [64], [98], CNN with 10-fold cross-validation is used in [64] and Microsoft Kinect cameras is used for capturing fall event. CNN, LSTM with ResNet, recurrent LSTM, logistic regression module is used in [98]. Both of the proposed system [64], [98] used same dataset named as UR fall detection dataset. The lowest sensitivity obtained 93.44% in [71] which used only CNN for training, radar is used for sensing the fall event. The moderate sensitivity of the reviewed systems are 98.64% [77] and 98.13% [96].

Figure 5 shows the found specificity of the reviewed fall detection systems. The highest specificity is 99.98% in [64], the lowest one is 83.08% in [78] and the moderate specificity of the reviewed system is 97% in [71]. Though there are differences in the performance of those systems, the systems are not comparable, due to mostly varied datasets.

Sensitivity and specificity both are very important for any healthcare system, especially fall detection systems. However, sensitivity and specificity are often inversely related. That means an increase in sensitivity often results in a decrease in specificity and vice versa. Sensitivity is also known as true positive rate and indicates the ability of the system to correctly identify a fall event. Specificity is known as true negative rate and indicates the ability of the system to correctly identify a non-fall event. High sensitivity is often required in tests or systems that identify a serious but treatable disease or condition. As falls are life-threatening events whose damage can be mitigated easily if detected early, maximizing sensitivity should be a higher priority than maximizing specificity. Maximizing sensitivity would also increase the false positive rate that means the rate of detecting non-fall events as fall events would increase. However, it is better to be safe than risking a person’s life.
FIGURE 3. Accuracy of the reviewed fall detection systems.

FIGURE 4. Sensitivity of the developed fall detection systems.

FIGURE 5. Specificity of the developed fall detection systems.

Table VI summarizes the keywords “Fall detection”, “Fall recognition”, “Fall Localization”, “Fall Rescue”, and “Real-Time” used in the reviewed deep learning based fall detection systems to describe their proposed system and method. It is shown that almost all systems have used the key term "Fall detection" for describing their methods and systems. A few number of systems have also used the key term "Fall recognition" [74], [77], [78], [79], [85], [100], [102] and "Fall localization" [69], [73], [76], [80], [83], [85], [97], [100], [118] along with the key term "Fall detection". Hence, detection and recognition can be interchangeably used in terms of fall events. After detecting a fall incident, it is very necessary to contact emergency services, as most fatal or life threatening events do not result from the falls themselves, but from delayed treatments or responses. Table VI shows whether systems are explicitly connected to any fall response services such as emergency contacts, ambulance, or hospital services via online messages or SMS. Out of all the reviewed systems, only the systems proposed in [67] and [70] are explicitly connected to fall rescue and emergency healthcare services. Almost all of the reviewed systems have experimented on different methods to discriminate among fall and ADL events, however, very few systems have proposed a real-life prototype or a complete fall detection and rescue solution.

Real-time monitoring is another important factor in fall detection systems, as fall events occur in a very short period of time and quick response after fall events are paramount to patient survivability. Out of the reviewed systems, the systems proposed in [64], [67], [70], [72], [80], [81], [82], [85], [98], [100], [102], [104], and [105] have reported real-time performance.
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Most of the commonly used open datasets used in the reviewed systems have been summarized in Table VII. Information regarding the datasets such as year of publication, number of subjects along with male and female ratio, age range of the volunteers, scenario of the data collection zone, number of types in the dataset along with fall and ADL type information, number of samples in the dataset along with ADL and fall ratio, used sensors in the dataset, number of sensing points in the dataset, and the positions of the sensing points have been summarized.

### Table VII

| Dataset       | Year | Number of Subjects (M/F/M) | Age Range | Scenario | Number of Types (ADLs/Falls) | Number of Samples (ADLs/Falls) | Used Sensors | Number of Sensing Points | Positions of Sensing Points |
|---------------|------|---------------------------|-----------|----------|------------------------------|-------------------------------|--------------|--------------------------|----------------------------|
| MultiCAM      | 2010 | 1 (N/A)                   | Home      | 7/4      | 192 (N/A)                    | (342/288)                    | A, G, O      | 1                        | T                          |
| FDD           | 2012 | N/A                       | Home, Office, Coffee Room, Lecture Room | 6/3      | 250 (57/193)                | C                              | 1            | C                        | Ce                         |
| MobiFall      | 2013 | 24 (17/7)                 | Gym Hall  | 9/4      | 630                          | A, G, O                      | 1            | T                        |                            |
| SDUFall       | 2014 | 10                        | Lab       | 1/5      | 1800 (1500/300)             | K                             | 1            | Ce                       |                            |
| TST           | 2014 | 11 (N/A)                  | Office, Lab | 4/4      | 264 (132/132)              | A, G, M                      | 2            | Wa, Wr                   |                            |
| URFD          | 2014 | 6 (6/0)                   | Office, Home | 5/4      | 70 (40/40)                   | A                             | 1            | Wa                       |                            |
| MobiAct       | 2016 | 57 (42/15)                | Gym Hall  | 9/4      | 2526 (1879/647)             | A, G, O                      | 1            | T                        |                            |
| UMAFall       | 2016 | 17 (10/7)                 | Home      | 8/3      | 531 (322/209)              | A, G, M                      | 5            | An, Ch, T, Wa, Wr       |                            |
| NTU           | 2016 | 40 (N/A)                  | Lab       | 1/59     | 56000 (N/A)               | K                             | 3            | Ce                       |                            |
| SisFall       | 2017 | 38 (19/19)                | Gym Hall  | 19/15    | 4505 (2707/1798)           | A, A, G                      | 1            | Wa                       |                            |
| UniMiB SHAR   | 2017 | 30 (24/6)                 | N/A       | 9/8      | 7013 (5314/1699)          | A                             | 1            | T                        |                            |
| UP-Fall       | 2017 | 19 (9/8)                  | Lab       | 6/5      | 561 (306, 255)             | IR, C, A, G, L, E            | 14           | H, N, Wa, Wr, An, F     |                            |

Note: N/A: Not Appropriately defined, C: RGB camera, A: Accelerometer, G: Gyroscope, O: Orientation Measurements, K: Kinect sensor, M: Magnetometer, IR: InfraRed sensor, L: Luminosity sensor, E: Electroencephalography (EEG) headset, Ce: Ceiling (mounted high above from ground), T: Thigh (left or right trouser pocket), Wa: Waist, Wr: Wrist, An: Ankle, Ch: Chest, H: Head, N: Neck, F: Floor, * The employed sensing unit contained two accelerometers from two different vendors.
B. RECOMMENDATIONS FOR FUTURE RESEARCH

Various systems have been developed and proposed for recognition of fall events based on deep learning. Though it is a difficult task to develop an elderly fall dataset to train the system effectively, it is still a very important task to do so. Majority of the systems [63]-[75] used only CNN based approach where 3D CNN or CNN with 10-fold cross-validation or hybrid method can be used for better performance. Other CNN architectures such as R-CNN, Faster R-CNN can be explored. Furthermore, LSTM can be a choice, it can contribute to increase performance of overall fall detection system. Though LSTM is used combined with RNN, RCN in [96]–[98], [102], [103], [108] but performance is not better than CNN based proposed system. Hence for development and implementation of fall detection system, LSTM combined with other deep learning method as well as RNN, RCN can be a future research. The auto-encoder based systems in [116]–[119] didn’t exhibit substantial performance increase. Hence fall detection with auto-encoder approach needs to be more effectively developed.

A total of three sensing modalities have been discussed in this review which are as: Camera, Accelerometer, and Radar. Two different types of cameras have been used in the reviewed systems such as: general RGB camera, and Kinect sensor. RGB camera based systems are low-cost. Also, they do not hinder the user’s movement unlike wearable fall detection systems. However, RGB camera based systems are not privacy-preserving, hence they cannot be freely used in certain areas such as: bathrooms, toilets, etc. which are environments with significant fall risk. In addition, RGB camera based systems that are connected to the Internet are prone to hackers. These disadvantages can be countered by using Kinect sensor or depth camera based systems. Depth cameras only capture the depth information about the user’s location. This depth information needs further processing before use. Hence, this information is not readily exploitable. Thus, depth camera based systems can be used in areas such as the toilets, washrooms, etc. too. Kinect sensors based systems are often coupled with other sensors such as accelerometer, gyroscope to increase the overall performance of the system. Vision based systems

---

**Sensor-specific concerns**
- RGB cameras are not privacy-preserving.
- Vision systems in general are in some cases background-specific and suffer from common pitfalls such as occlusion, scale variation, etc.
- Radar based systems in general perform worse in environments that have multi static systems.
- Floor sensors, IR arrays, RGB-Depth cameras or other privacy preserving sensors might be used in places such as washrooms, toilets, etc.
- Custom fall detection system for each monitoring environment might counter the background-specific nature of vision systems.
- Multi-camera setup might counter common problems such as occlusion and scale variation of vision systems.
- Deep learning based fall detection systems employing multiple sensors such as wearable sensors, vision systems, and floor sensors might help in monitoring the entire living environment such as homes, hospitals, etc. and reduce the number of false negatives.

**Security and safety aspects**
- Deep learning based fall systems that depend on network connectivity and have client-server architecture are more prone to hackers.
- Most fall detection systems have no failsafe protocols. So, if the primary fall detection system fails due to connectivity issues, power issues, etc., the entire fall detection system fails to provide safety for the patients.
- Most deep learning based fall detection systems do not have any way to directly connect to the fall rescue operations such as emergency response services, healthcare workers, etc.
- End-to-end encryption schemes might be used while sending sensitive information such as RGB camera, radar outputs to server. However, this might increase the overall latency of the system.
- Deep learning based fall detection systems must have failsafe protocols that would work when the primary detection systems fails due to power failure, network infrastructure failure, etc.
- Fall detection systems must have ways to one-tap connect to emergency response services for minimizing health risk.

**Data-specific concerns**
- Fall detection datasets are mostly collected in controlled lab environments, thus they do not reflect the real-world fall data.
- Deep learning systems in general need large amounts of data.
- Fall detection systems in general are not person-specific.
- More effort should be put in collecting fall data in real-life environments.
- Multiple similar datasets might be combined to build larger datasets for training complex deep learning systems.
- Fall detection systems might be incorporated with person-specific data such as medical reports, history, etc. to provide a more custom safety experience.
are very background specific. Changing the background greatly affects the overall performance of the system negatively. Most of the datasets used by vision based systems are recorded in closed environments. In real-life scenarios, the background recorded by the devices would be very diverse, which would make most of the vision based systems less-effective.

Accelerometer is a very commonly used sensor in fall detection systems. They promote the development of wearable or embedded fall detection systems. Accelerometers are currently a standard sensor in all smartphones. This integration tremendously helps developing a fall detection and recognition system in a single device. The main advantages of using an accelerometer as a fall detection sensing modality are: they are very cheap, generated data requires little to no pre-processing, very energy efficient, and ease of use, etc. However, there’s a social stigma related to wearable fall detection systems. Although, due to the ever-decreasing size of embedded systems, many accelerometer based fall detection systems can be implemented in very small form factor, which makes them barely noticeable.

Fall detection systems that used radars as sensing modalities have the same advantages and disadvantages as fall detection systems that use Kinect or depth cameras as sensors. Radars preserve user’s privacy and can be mounted in areas such as washrooms, toilets, etc. However, the generated data requires further processing before it can be effectively used. Systems using radar as capturing device may exhibit degraded performance when multi-static systems are invoked in the surrounding environment. Hence those situations and problems can be handled more efficiently in the future development of fall detection systems.

Security is also a big issue. Most of the reviewed systems did not mention anything about the security of the systems. As most of the devices used in the proposed systems are connected to the Internet for communication and data processing purposes, they are prone to intruders and hackers. Most of the public datasets were generated by recording ADL and fall data in closed protected environments. However, real-life environments are very diverse. More emphasis should be given on datasets that reflect sensor data from real-life scenarios. Similar kinds of public datasets can be combined to develop larger benchmark datasets. Testing the proposed systems on those benchmark datasets would make a comparison between methods easier, and thus help in developing more robust and accurate methods. Deep learning based fall detection systems are very heavy computing. Further research on making these systems and networks lightweight and deployable in embedded systems may be done. Most of the reviewed fall detection systems fail to detect falls in a multi-person fall scenario. These systems also have trouble with separating ADL events such as lying, crouching, etc. from fall events.

Almost all of the reviewed fall detection systems lack failsafe protocols. Most of the fall detection systems rely on network infrastructure, constant large amounts of power supply, etc. But, no failsafe protocols are mentioned that would still detect falls and provide minimal emergency response services in case of power failure, network dis-connectivity, etc. Surveillance based methods and wearable methods can be combined to develop more robust fall detection systems. Current fall detection systems in general reviewed in this literature are concerned with falls of the elderly, diseased, etc. However, falls and fall related casualties are not limited to these cases. Other types of falls such as falling from rock climbing sessions, fatal falls of babies and young children, falling in various sports competitions, etc. should also be taken into account, and systems should be developed for detecting falls in those scenarios. Current fall detection systems are general systems, they are not patient-specific. However, current advances in artificial intelligence enable us to develop system that cater to specific patients. These systems should be able to adapt to identify fall patterns of individuals based on their personal characteristics such as weight, age, height, illness, activity history, etc. Research should also be focused on fall prediction and fall protection systems that can predict potential falls, or mitigate the effects of the fall, respectively. Various neurological illness and certain diseases have strong correlation with fall incidents in patients. However, most of the reviewed fall detections systems are self-contained and thus have no prior information about the monitored individual or patient. Prior knowledge about the monitored individual’s medical history might help smart fall detection systems to be more patient-specific and cater to the individual’s specific needs. However, this comes with security and privacy concerns. Most of the fall detection systems have used different evaluation metrics to evaluate the performance of the systems. A major drawback of the fall detection systems in general is the lack of a simplified standard evaluation procedure. This makes comparison among the fall detection systems very difficult, as different evaluations metrics are generally not comparable. Further research focusing on the development of a generalized standard metric for fall detection systems should be performed. As sensors are crucial parts for any fall detection system, the position of the sensors plays a huge role. However, different fall detection systems employ different sensor positions. Like the evaluation metrics, future standardization of the sensor positions is necessary, as it is useless to compare performance metrics from sensors placed in different positions. In the future, research should also be focused on detection falls in multi-person scenarios.

Deep learning based fall detection systems also share the general shortcomings of the principal methods used to infer the events. CNNs are not the ultimate model of the human visual system. CNN based systems are very specific with regards to rotation, orientation, lighting, subject shape, environment, etc. Thus, most of the CNN based fall detection systems are only applicable in real-life when the monitored environment is identical to the environment of
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the used dataset. This problem can be partially bypassed by using data augmentation as well as combinations of datasets representing various scenarios. Also, CNN based systems are open to adversarial attacks. However, it is still a relatively new field and a more research is required to develop a decent algorithm that can defend against adversarial attacks. LSTMs require longer training time and more rigorous hyperparameter tuning. Also, LSTMs require more memory than similar methods. Thus, it is hard to deploy solutions that employ LSTMs. In recent years, research is being focused on optimizing deep learning hardware. These researches are helping to reduce the chip size or circuit size required to deploy proper deep learning solutions. These researches can help to pave a way towards deploying more exotic and memory or CPU intensive deep learning based fall detection systems. Auto-encoders are very data specific. The extent of an auto-encoders utility is limited by the extent of the diversity among the training data. Thus, auto-encoders based system can also benefit from mixed datasets that represent various environmental scenarios. The summary of the general shortcoming of deep learning based fall detection systems and future recommendations is presented in Table VIII.

IV. CONCLUSION
This review presents an overview of recent advances in deep learning based fall detection systems. The reviewed systems have been categorized as: CNN based systems, LSTM based systems, and Auto-encoder based systems. The majority of the related works have used CNN for developing fall detection systems. 3D CNN or CNN with 10-fold cross-validation performed the best among the reviewed systems. Two types of hardware technology are prevalent: sensor based systems and vision based systems. The goal of the reviewed fall detection systems was to detect cases of elderly people falling using the best deep learning methods and to inform a nearby nurse or support/medical staff within a short time. We hope that this review will be helpful for researchers who are interested in developing accurate and robust deep learning based fall detection systems in the future.
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