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Abstract. We consider isoperimetric problem with a nonlocal repulsive term given by the Newtonian potential. We prove that regular critical sets of the functional are analytic. This optimal regularity holds also for critical sets of the Ohta-Kawasaki functional. We also prove that when the strength of the nonlocal part is small the ball is the only possible stable critical set.
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1. Introduction

In this short note we study critical sets of the functional

\[ J(E) = P(E) + \gamma \int_E \int_E G(x, y)dx dy \]

where \( G(\cdot, \cdot) \) is the standard Newtonian kernel

\[ G(x, y) = \begin{cases} \frac{1}{2\pi} \log \left( \frac{1}{|x-y|} \right) & (n = 2) \\ \frac{1}{n(n-2)\omega_n |x-y|^{n-2}} & (n \geq 3) \end{cases} \]

and \( P(E) \) denotes the surface measure, or the perimeter of the set \( E \). This model was first introduced by Gamov \[19\] in the physically relevant case \( n = 3 \) to model the stability of atomic nuclei. It also rises as a ground state problem from the Ohta-Kawasaki functional introduced by Ohta and Kawasaki \[34\] to model diblock copolymers. In the periodic setting the Ohta-Kawasaki functional can be written as

\[ J_{T^n}(E) = P(E) + \gamma \int_{T^n} \int_{T^n} G_{T^n}(x, y) u_E(x) u_E(y) dx dy, \]

where \( G_{T^n}(\cdot, \cdot) \) is the Green’s function in the flat torus and \( u_E = 2\chi_E - 1 \). Both with (1) and (2) we are interested in minimizing the functional under volume constraint.

There has been an increasing interest among mathematicians to study the above functionals \[1, 2, 4, 5, 9, 10, 11, 17, 20, 21, 22, 27, 28, 31, 37, 40\]. Besides from the obvious physical applications, the main motivation to study (1) and (2) is that they feature the competition between a short range interfacial force, described here by the perimeter, which prefers the minimizer to be smooth and connected and a long range repulsive force which prefers the minimizer to be scattered. Indeed, under volume constraint the ball minimizes the perimeter by the isoperimetric inequality, while it maximizes the nonlocal part (see e.g. \[30\]).

By a scaling argument we notice that when the volume is small the nonlocal term in (1) becomes small. This suggest that for \( n \geq 3 \) the ball should be the minimizer of (1) under volume constraint when the volume is small, or equivalently when \( \gamma \) is small. This was first proved in \[25, 28\] and generalized in \[6\] to more general potentials and in \[16\] to nonlocal perimeter. On the other hand when the volume is large the repulsive term becomes stronger and it was proved in \[28, 51\] for \( n = 3 \) that the minimization problem does not have a solution.
In this note we are interested in critical sets which are not necessarily minimizers. The first result of this paper concerns the regularity of critical sets. To state the result we denote the Newtonian potential by

\[ v_E(x) = \int_E G(x, y) dy. \]  

(3)

The Euler equation associated with (1) can be then be written as

\[ H_E + 2\gamma v_E = \lambda \text{ on } \partial E, \]  

(4)

where \( H_E \) is the mean curvature. We say that a \( C^2 \)-regular set (the boundary is a \( C^2 \)-hypersurface) is critical if it satisfies (4). It was proved in \([1, 11, 28]\) that regular critical sets are \( C^{3,\alpha} \)-regular for every \( \alpha \in (0, 1) \) and then in \([26]\) that they are in fact \( C^\infty \)-regular. We use the method developed in \([29]\) to prove the sharp regularity of critical sets.

**Theorem 1.** If \( E \subset \mathbb{R}^n \) is a regular critical set of (1) then it is analytic.

We note that the above result holds also for critical sets of the Ohta-Kawasaki functional \([2]\). For the minimizers of (1) and (2) we obtain that they are analytic up to a singular set which Hausdorff dimension is at most \( n-8 \). Theorem 1 can also be applied to improve the partial regularity result for general non-smooth critical sets in \([23]\).

Our second result concerns the uniqueness of stable critical sets. The study of critical sets is mathematically interesting for two reasons. First, it is closely related to the stability of the Alexandroff theorem on sets of constant mean curvatures, since in the case \( \gamma = 0 \) we know by Alexandroff theorem that the only connected critical sets are balls. Second, if we do not have any constraint on \( \gamma \) in (1) then the family of possible critical sets is much richer than the family of minimizers. Indeed, it easy to see that for large enough \( \gamma \) an annulus is a critical set (see \([20]\)). More interesting examples of critical sets which are diffeomorphic to the torus are constructed in \([35]\).

In the planar case the functional (1) does not have a minimizer due to the logarithmic behavior of the potential. However, it is showed in \([20]\) that in the plane when \( \gamma \) is small the disk is the unique critical set of (1). We would like to have a similar result in higher dimension, but this turns out to be challenging due to the fact that in higher dimensions there is no stability of the Alexandroff theorem. In \([7, 8]\) it is constructed a sequence of smooth sets with uniformly bounded perimeters which mean curvatures converges uniformly to a constant, but the sets do not converge to a ball. This shows that there cannot be stability of the Alexandroff theorem without further assumptions on the sets (see \([13]\)). The question of uniqueness of critical sets in higher dimension seems therefore to be a rather delicate issue.

Here we prove a weaker result and show that when \( \gamma \) is small the ball is the only possible stable critical set. A critical set is stable if the second variation is positive semidefinite (Definition 2).

**Theorem 2.** Let \( n \geq 3 \) and \( L > 0 \). There exists \( \gamma_0 = \gamma_0(n, L) > 0 \) such that if \( E \subset \mathbb{R}^n \) with \( |E| = |B_1| \) is a smooth stable critical set of (1) with \( \gamma \leq \gamma_0 \) and \( P(E) \leq L \), then \( E \) is a ball.

The proof of Theorem 2 is based on the result in \([12]\), where it was showed that if a smooth set with uniformly bounded perimeter has almost constant mean curvature then it close to a union of disjoint tangential balls. We use this result and the stability assumption to conclude that when \( \gamma \) is small \( E \) is actually close to a single ball. The argument is different in the case \( n = 3 \) than in \( n \geq 4 \). In \( n = 3 \) we use the stability similarly as in \([5, 42]\) to conclude that \( E \) is almost umbilical and therefore it has to be close to a single ball by standard estimates for the Willmore functional. In the other case we use an argument similar to \([38]\) to conclude that \( \partial E \) satisfies a Poincaré type inequality which in the case \( n \geq 4 \) is strong enough to imply that \( E \) is close to a single ball. Once we have showed that \( E \) is close to a single ball, the result follows.
from the fact that the second variation of the ball is strictly positive and therefore there cannot be other critical sets nearby.

2. Preliminaries

We first recall the definition of sets of finite perimeter. For an introduction to the topic we refer to [32]. A measurable set $E$ has finite perimeter if

$$P(E) = \sup \left\{ \int_E \text{div}\varphi \, dx : \varphi \in C_0^{\infty}(\mathbb{R}^n; \mathbb{R}^n), \sup |\varphi| \leq 1 \right\} < \infty.$$  

The quantity $P(E)$ is the perimeter of $E$. If $E$ is a set of finite perimeter then its reduced boundary is denoted by $\partial^* E$ and its perimeter in $U \subset \mathbb{R}^n$ is

$$P(E; A) := \mathcal{H}^{n-1}(\partial^* E \cap A).$$

For a Lipschitz set the reduced boundary agrees with the topological boundary.

For a sufficiently regular set $E$ we denote by $\nu_E$ the exterior normal of $E$. When no confusion arises we write simply $\nu$. Given a vector field $X \in C^1(\partial E; \mathbb{R}^n)$ we may extend it to $\mathbb{R}^n$. We denote its tangential part on $\partial E$ as

$$X_\tau := X - (X \cdot \nu_E) \nu_E.$$  

It is clear that $X_\tau$ does not depend on the extension of $X$. In particular, we denote by $D_\tau$ the tangential gradient operator on $\partial E$ given by

$$D_\tau \phi := (D\phi)_\tau.$$  

Similarly $\text{div}_\tau$ and $\Delta_\tau$ denote the tangential divergence and Laplace-Beltrami operator respectively and they are defined as $\text{div}_\tau X := \text{div}X - (DX\nu) \cdot \nu$ and $\Delta_\tau \varphi := \text{div}_\tau(D_\tau \varphi)$. Finally the mean curvature of $E$ is the sum of the principle curvatures which can also be written as $H_E := \text{div}_\tau(\nu_E)$.

Next we define the first and the second variation of (1) for a sufficiently regular set $E$. We say that a one-parameter family of diffeomorphisms $\Phi_t : \mathbb{R}^n \to \mathbb{R}^n$, with $t \in (-1, 1)$, is admissible flow if $\Phi_0(x) = x$ and $|\Phi_t(E)| = |E|$ for all $t$. Let $X$ be the vector field associated with $\Phi_t$, i.e.,

$$\frac{\partial}{\partial t}\Phi_t = X(\Phi_t).$$

Note that the vector field associated with an admissible flow satisfies

$$\frac{\partial}{\partial t}|\Phi_t(E)||_{t=0} = \int_{\partial E} X \cdot \nu \, d\mathcal{H}^{n-1} = 0. \quad (5)$$

The first variation of the functional (1) is

$$\frac{\partial}{\partial t} J(\Phi_t(E))|_{t=0} = \int_{\partial E} \text{div}_\tau X \, d\mathcal{H}^{n-1} + 2\gamma \int_{\partial E} v_E(X \cdot \nu_E) \, d\mathcal{H}^{n-1},$$

where the potential $v_E$ is defined in (3). If $E$ is of class $C^2$ then we may write the first variation as

$$\frac{\partial}{\partial t} J(\Phi_t(E))|_{t=0} = \int_{\partial E} (H_E + 2\gamma v_E) \, X \cdot \nu_E \, d\mathcal{H}^{n-1}.$$  

Therefore recalling (5) we define the critical sets of (1) as follows.

**Definition 1.** Let $E$ be a $C^2$-regular set. We say that $E$ is a regular critical set if it satisfies the Euler equation (1) for some $\lambda \in \mathbb{R}$. The Lagrange multiplier $\lambda$ is due to the volume constraint.
The second variation of the functional at a general, not necessarily critical, set $E$ is (see [3])
\[
\frac{\partial^2}{\partial t^2} J(\Phi_t(E))|_{t=0} = \int_{\partial E} |D_r(X \cdot \nu_E)|^2 - |B_E|(X \cdot \nu_E)^2 + 2\gamma \partial_r v_E(X \cdot \nu_E)^2 \, d\mathcal{H}^{n-1}
+ \frac{2\gamma}{n(n-2)\omega_n} \int_{\partial E} \int_{\partial E} \frac{(X \cdot \nu_E)(x)(X \cdot \nu_E)(y)}{|x-y|^{n-2}} \, d\mathcal{H}^{n-1}(x) \, d\mathcal{H}^{n-1}(y)
+ \int_{\partial E} (H_E + 2\gamma v_E)(\text{div}X)(X \cdot \nu_E) \, d\mathcal{H}^{n-1}
- \int_{\partial E} (H_E + 2\gamma v_E)\text{div}_r(X_r(X \cdot \nu_E)) \, d\mathcal{H}^{n-1}
\]

If $E$ is a critical set (Definition 1) then the two last terms vanish. Indeed this follows from the fact that since the flow is admissible then (see [10])
\[
0 = \frac{\partial^2}{\partial t^2} |\Phi_t(E)||_{t=0} = \int_{\partial E} (\text{div}X)(X \cdot \nu_E) \, d\mathcal{H}^{n-1} = 0.
\]

This leads us to define the following quadratic form associated with the second variation,
\[
\partial^2 J(E)[\phi] := \int_{\partial E} |D_r\phi|^2 - |B_E|\phi^2 + 2\gamma \partial_r v_E \phi^2 \, d\mathcal{H}^{n-1}
+ \frac{2\gamma}{n(n-2)\omega_n} \int_{\partial E} \int_{\partial E} \frac{\phi(x)\phi(y)}{|x-y|^{n-2}} \, d\mathcal{H}^{n-1}(x) \, d\mathcal{H}^{n-1}(y),
\]
for $\phi \in H^1(\partial E)$ with $\int_{\partial E} \phi \, d\mathcal{H}^{n-1} = 0$.

**Definition 2.** Let $E$ be a regular critical set. We say that $E$ is a stable if
\[
\partial^2 J(E)[\phi] \geq 0
\]
for all $\phi \in H^1(\partial E)$ with $\int_{\partial E} \phi \, d\mathcal{H}^{n-1} = 0$.

Finally we need the following simplified version of the Allard’s regularity theorem [3]. To this aim for a set of finite perimeter $E \subset \mathbb{R}^n$ and for $x \in \partial^* E$ and $r > 0$ we measure the excess of $E$ at $x$ by
\[
\sigma(E, x, r) := \frac{1}{r^{n-1}} |P(E, B_r(x)) - \omega_{n-1} r^{n-1}|.
\]

(6)

The following theorem can be found in [3] [36]

**Theorem 3** (Allard). Assume that $E \subset \mathbb{R}^n$ is a set of finite perimeter with bounded mean curvature $\|H_E\|_{L^\infty} \leq C$ and let $\alpha \in (0, 1)$. There exists $\sigma(\alpha) > 0$ such that if $x \in \partial^* E$ and $r \in (0, 1)$ are such that
\[
\sigma(E, x, r) < \sigma(\alpha)
\]
then $\partial^* E \cap B_{r/2}(x)$ is a $C^{1,\alpha}$-hypersurface. Moreover up to a rotation we may write
\[
\partial^* E \cap B_{r/2}(x) \subset \{ y' + u(y')e_n \mid y' \in B_r^{n-1}(x') \},
\]
where $x = (x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R}$, and we have the following estimate
\[
||u||_{C^{1,\alpha}(B_r^{n-1}(x'))} \leq C \sigma(E, x, r)^{\frac{1}{4(n-1)}}.
\]
3. Regularity of critical points.

In this section we prove Theorem 1. As mentioned in the introduction the result follows from the argument developed in [29].

Proof of Theorem 1 Let us fix a point on the boundary $\partial E$ which we may assume to be the origin. By assumption, $\partial E$ is a $C^2$-hypersurface and therefore it follows from the result in [26] that $\partial E$ is $C^\infty$-regular. Hence we may assume that there is a radius $r$ and a smooth function $f : \mathbb{R}^{n-1} \to \mathbb{R}$ such that for $\Gamma = \partial E \cap B_r$ it holds

$$\Gamma \subset \{(x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R} \mid x_n = f(x')\}$$

and that $E$ lies above $\Gamma$. Moreover, by possible rotating the set, we may assume that $\nabla f(0) = 0$.

We follow closely the argument from [29]. We denote by $B_r^+ \subset \mathbb{R}^n$ the upper half ball. Let $\varphi : B^+(0, r) \to \mathbb{R}$ be the solution of

$$\begin{cases}
-\Delta \varphi = 0, & \text{in } B_r^+ \\
\varphi(x', 0) = f(x') & \text{on } B_r \cap \{x_n = 0\}.
\end{cases}$$

Since $f$ is smooth then $\varphi$ is smooth up to the boundary. Denote $M := \sup_{B_r^+} |\nabla \varphi|$. Define $\Phi^\pm : B_r^+ \to \mathbb{R}^n$ by

$$\Phi^+ (x) := (x', \varphi(x) + (M + 1)x_n), \quad \Phi^- (x) := (x', \varphi(x) - (M + 1)x_n).$$

Since $\det(D\Phi^\pm) = \partial_{x_n} \varphi \pm (M + 1) \neq 0$ we may assume, by possibly decreasing $r$, that both $\Phi^+$ and $\Phi^-$ are invertible and denote their inverses by $\Psi^+$ and $\Psi^-$. Note also that when $r$ is small it holds $\Phi^+(B_r^+) \subset E$ and $\Phi^- (B_r^+) \subset \mathbb{R}^n \setminus E$. We define $v_+, v_- : B_r^+ \to \mathbb{R}$ by

$$v_+(x) := v_E (\Phi^+(x)), \quad v_-(x) := v_E (\Phi^-(x)).$$

Since $\partial E$ is smooth, it follows that the restriction of $v_E$ to $E$ is smooth up to the boundary $\partial E$. Similarly the restriction of $v_E$ to $\mathbb{R} \setminus E$ is smooth up to the boundary. Therefore we deduce that $v_+, v_- \in C^\infty (B_r^+)$. 

Recall that $v_E$ is a solution of

$$-\Delta v_E = \chi_E. \quad (7)$$

Let us denote the matrix $A^\pm (\nabla \varphi) := D\Psi^\pm (\Phi^\pm (x))$ and the vector $b^\pm (\nabla \varphi) := (\Delta \Psi^\pm (\Phi^\pm (x)))$, where the latter is a map which coordinate functions are $\Delta \Psi^\pm (\Phi^\pm (x))$. We conclude from (7) that $(v_+, v_-, \varphi)$ satisfy the following system of equations in $B_r^+$,

$$\begin{align*}
\operatorname{Trace} \left( A^+ (\nabla \varphi)^T D^2 v_+ A^+ (\nabla \varphi) \right) + \langle b^+ (\nabla \varphi), \nabla v_+ \rangle &= 1, \\
\operatorname{Trace} \left( A^- (\nabla \varphi)^T D^2 v_- A^- (\nabla \varphi) \right) + \langle b^- (\nabla \varphi), \nabla v_- \rangle &= 0, \\
\Delta \varphi &= 0.
\end{align*}$$

Moreover we deduce from (7) and from standard Calderon-Zygmund estimates that $u \in C^{1, \alpha} (\mathbb{R}^n)$ for every $0 < \alpha < 1$. In particular, this implies that

$$v_+ = v_- \quad \text{and} \quad \langle A^+ (\nabla \varphi)^T \nabla v_+, \eta(x) \rangle = \langle A^- (\nabla \varphi)^T \nabla v_-, \eta(x) \rangle$$

on $B_r \cap \{x_n = 0\}$, where

$$\eta (x) = \frac{(-\nabla_x f(x), 1)}{\sqrt{1 + |\nabla_x f|^2}} = \frac{(-\nabla_x f(x), 1)}{\sqrt{1 + |\nabla_x f|^2}}.$$
is the interior normal of $E$. Hence we conclude from the Euler equation (4) that $(v_+, v_-, \varphi)$ satisfy the following boundary conditions on $B_r \cap \{x_n = 0\}$

\[
\frac{1}{\sqrt{1 + |\nabla_{x'} \varphi|^2}} \left( \Delta_{x'} \varphi - \frac{1}{1 + |\nabla_{x'} \varphi|^2} (D^2 \varphi \nabla_{x'} \varphi, \nabla_{x'} \varphi) \right) + 2\gamma v_+ = \lambda,
\]

\[
A^+ (\nabla \varphi)^T \nabla v_+, \eta(x) \right) = \left( A^- (\nabla \varphi)^T \nabla v_-, \eta(x) \right) = 0,
\]

\[
v_+ - v_- = 0.
\]

We are now in a position to use classical regularity results (see [33] or [29, Theorem 2.2]) to conclude that $v_+, v_-$ and $\varphi$ are analytic in $\overline{B_r}$. Indeed, the functions $v_+, v_-, \varphi$ are smooth up to the boundary $B_r \cap \{x_n = 0\}$. Moreover the above system of equations is clearly elliptic and analytic and the boundary conditions are analytic. Therefore we need only to show that the boundary conditions are complementing at the origin.

To this aim we recall that we assumed $\nabla_{x'} \varphi(0) = \nabla_{x'} f(0) = 0$. Therefore $\eta(0) = e_n$ and it holds

\[
A^+ (\nabla \varphi(0)) = \begin{pmatrix} I & 0 \\ 0 & \mu_1 \end{pmatrix} \quad \text{and} \quad A^- (\nabla \varphi(0)) = \begin{pmatrix} I & 0 \\ 0 & -\mu_2 \end{pmatrix}
\]

for some positive numbers $\mu_1, \mu_2 > 0$. Here $I$ denotes the $(n - 1)$ by $(n - 1)$ unit matrix. Therefore in order to check that the boundary conditions are complementing at the origin, we need to show that the linearized system

\[
\sum_{i=1}^{n-1} \partial_{x_i x_i} u_1 + \mu_1^2 \partial_{x_n x_n} u_1 = 0,
\]

\[
\sum_{i=1}^{n-1} \partial_{x_i x_i} u_2 + \mu_2^2 \partial_{x_n x_n} u_2 = 0,
\]

\[
\Delta u_3 = 0
\]

in $\mathbb{R}_+^n = \{ x \in \mathbb{R}^n : x_n > 0 \}$, with the following boundary conditions on $\{x_n = 0\}$,

\[
\Delta_{x'} u_3 = 0,
\]

\[
\mu_1 \partial_{x_n} u_1 + \mu_2 \partial_{x_n} u_2 = 0,
\]

\[
u_1 - u_2 = 0
\]

does not have a nontrivial bounded exponential solution of the form

\[
u_j(x) = e^{i\xi \cdot x} \phi_j(x_n)
\]

where $\xi \neq 0$ is orthogonal to $e_n$.

We argue by contradiction and assume that such a solution exists. It follows from the equation for $u_3$ that

\[
\phi_3''(x_n) - |\xi|^2 \phi_3(x_n) = 0.
\]

Since we assumed $u_3$, and thus $\phi_3$, to be bounded, we deduce from the above equation that there is a constant $a_3$ such that $\phi_3(t) = a_3 e^{-|\xi| t}$. The boundary condition for $u_3$ yields $|\xi|^2 \phi_3(0) = 0$, which implies $\phi_3 \equiv 0$.

The equations for $u_1$ and $u_2$ give

\[
\mu_1^2 \phi_1''(x_n) - |\xi|^2 \phi_1(x_n) = 0 \quad \text{and} \quad \mu_2^2 \phi_2''(x_n) - |\xi|^2 \phi_2(x_n) = 0.
\]

Since $u_1$ and $u_2$ are bounded, the above equations imply that there are constants $a_1, a_2$ such that

\[
\phi_1(t) = a_1 e^{- \frac{|\xi| t}{\mu_1}} \quad \text{and} \quad \phi_2(t) = a_2 e^{- \frac{|\xi| t}{\mu_2}}.
\]
The boundary conditions for \( u_1 \) and \( u_2 \) can be written as
\[
\mu_1 \phi_1'(0) = -\mu_2 \phi_2'(0) \quad \text{and} \quad \phi_1(0) = \phi_2(0).
\]
These imply \( a_1 = a_2 = 0 \), which means that \( u_1 \) and \( u_2 \) are zero. Hence the boundary conditions are complementing and the claim follows from result in [33] (see also [29, Theorem 2.2]). \( \square \)

4. **Uniqueness of stable critical points.**

Throughout the section we assume the dimension to be higher than two, i.e., \( n \geq 3 \). We begin with two lemmas. First we show that when \( \gamma \) is small then balls are the only critical points near the unit ball. This follows from the fact that when \( \gamma \) is small the second variation of the unit ball is strictly positive.

**Lemma 1.** Let \( p > n \). There is \( \delta_0 > 0 \) such that if \( E \) is a regular critical set with \( |E| = |B_1| \) such that
\[
\partial E = \{ \psi(x)x + x \mid x \in \partial B_1 \}
\]
then \( E = B_1(y) \) for some \( y \in B_\delta(0) \).

**Proof.** The proof of this lemma can be essentially found in [11, Proof of Theorem 3.9] (see also [6, Theorem 3.11]). From the results in [11, 6] we conclude that if \( E \) is \( W^{2,p} \)-close to \( B_1 \) and \( |E| = |B_1| \), then we may find a point \( z \in B_{\delta_0}(0) \) and a vector field \( X \) such that the associated flow \( \Phi_t \)
\[
\frac{\partial}{\partial t} \Phi_t = X(\Phi_t), \quad \Phi_0(x) = x
\]
satisfies \( |\Phi_t(B_1)| = |B_1| \) for every \( t \in [0, 1] \), \( \Phi_1(B_1) = E + z \), and
\[
\frac{d^2}{dt^2} J(\Phi_t(B_1)) \geq c|B_1 \Delta(E + z)|^2
\]
for all \( t \in (0,1) \). Assume that \( E \) is a regular critical set, which is not a ball. By the criticality of \( B_1 \) we have \( \frac{d}{dt} J(\Phi_t(B_1))|_{t=0} = 0 \). Therefore since \( E \) is not a translate of the unit ball the above inequality gives \( \frac{d}{dt} J(\Phi_t(B_1))|_{t=1} > 0 \). This implies that \( E + z \), and in turn \( E \), is not a critical set, which is a contradiction. \( \square \)

We state another lemma in which we evaluate the nonlocal terms in the second variation formula.

**Lemma 2.** Let \( E \) be as in the statement of Theorem [2] and let \( \gamma \leq 1 \). Assume \( \varphi \in H^1(\partial E) \cap L^\infty(\partial E) \) has zero average \( \int_{\partial E} \varphi \, d\mathcal{H}^{n-1} = 0 \). There exists a constant \( C \) which depends only on the dimension and on \( L \) such that
\[
\int_{\partial E} |Dv\varphi|^2 - |B_E|\varphi^2 \, d\mathcal{H}^{n-1} \geq -C\gamma \|\varphi\|_{L^\infty}^2.
\]

**Proof.** Since \( E \) is critical there exists \( \lambda \) such that
\[
H_E + 2\gamma v_E = \lambda \quad \text{on} \quad \partial E.
\]
Let us first estimate the Lagrange multiplier \( \lambda \) and prove that there exists a constant \( C \), which depends on \( n \), such that
\[
\left| \lambda - \frac{n-1}{n} \frac{P(E)}{|E|} \right| \leq C\gamma. \tag{8}
\]
We write the functional [11] as \( J(E) = P(E) + \gamma \text{NL}(E) \), where
\[
\text{NL}(E) := \frac{1}{n(n-2)\omega_n} \int_E \int_E \frac{dx \, dy}{|x - y|^{n-2}}.
\]
For $t \in \mathbb{R}$ small we denote $E_t := (1 + t)E$. By scaling of the functional we get

$$J(E_t) = (1 + t)^{n-1}P(E) + (1 + t)^{n+2}\gamma \text{NL}(E).$$

Therefore

$$\frac{d}{dt} \big|_{t=0} J(E_t) = (n - 1)P(E) + (n + 2)\gamma \text{NL}(E).$$

On the other hand if we choose vector field $X = x$ and denote its associated flow by $\Phi$,

$$\frac{\partial}{\partial t} \Phi_t = X(\Phi_t), \quad \Phi_0(x) = x,$$

then we get by the first variation formula and by the Euler equation that

$$\frac{d}{dt} \big|_{t=0} J(\Phi_t) = \int_{\partial E} (H_E + 2\gamma v_E)(x, \nu) \mathcal{H}^{n-1} = \lambda \int_{\partial E} (x, \nu) \mathcal{H}^{n-1} = n\lambda |E|. $$

However, it is easy to see that $\Phi_t(E) = (1 + t)E + o(t)$ and therefore $\frac{d}{dt} \big|_{t=0} J(E_t) = \frac{d}{dt} \big|_{t=0} J(\Phi_t(E))$. Thus we obtain by the previous equality and by (9) that

$$n\lambda |E| = (n - 1)P(E) + (n + 2)\gamma \text{NL}(E).$$

Recall that the ball maximizes the nonlocal part of the functional, i.e., $\text{NL}(E) \leq \text{NL}(B_1)$ for every $|E| = |B_1|$. Hence we get (8).

Let $\varphi \in H^1(\partial E)$ be as in the statement of the lemma. The stability of $E$ (Definition 2) yields

$$\int_{\partial E} |D_\nu \varphi|^2 - |B_E \varphi|^2 + 2\gamma \partial_\nu v_E \varphi^2 \, d\mathcal{H}^{n-1} + \frac{2\gamma}{n(n - 2)\omega_n} \int_{\partial E} \int_{\partial E} \frac{\varphi(x)\varphi(y)}{|x - y|^{n-2}} \, d\mathcal{H}^{n-1}(x)d\mathcal{H}^{n-1}(y) \geq 0.$$

Since $v_E$ is a solution of

$$-\Delta v_E = \chi_E \quad \text{in } \mathbb{R}^n$$

it follows from standard rearrangement result [39] that for every $|E| = |B_1|$ it holds $|v_E|_{L^\infty} \leq \|v_{B_1}\|_{L^\infty} \leq C$. Moreover, by differentiating (8) and arguing as in [6, Proposition 2.1] we get

$$|v_E|_{L^\infty} + \|\nabla v_E\|_{L^\infty} \leq C. \quad (10)$$

Therefore the claim follows once we show that for every $x \in \partial E$ we have

$$\int_{\partial E} \frac{d\mathcal{H}^{n-1}(y)}{|x - y|^{n-2}} \leq CP(E). \quad (11)$$

Let us fix $x \in \partial E$. It follows from the Euler equation, from [8] and [10] that $|H_E| \leq C_0$. Therefore we have the following monotonicity formula [14]

$$s \mapsto \frac{P(E, B(x, s))}{s^{n-1}} \, e^{C_0 s} \quad \text{is nondecreasing on } s \in (0, \infty). \quad (12)$$

Let us define $r_k = 2^{-k}$ for $k = 0, 1, \ldots$. It follows from (12) that for every $k$ we may estimate

$$\int_{\partial E \cap B_k(x) \setminus B_{k+1}(x)} \frac{d\mathcal{H}^{n-1}(y)}{|x - y|^{n-2}} \leq 2^{n-2} \frac{P(E, B_{r_k}(x))}{r_k^{n-2}} \leq CP(E, B_1(x)) r_k.$$

Therefore we get

$$\int_{\partial E \cap B_1(x)} \frac{d\mathcal{H}^{n-1}(y)}{|x - y|^{n-2}} \leq \sum_{k=0}^{\infty} \int_{\partial E \cap B_k(x) \setminus B_{k+1}(x)} \frac{d\mathcal{H}^{n-1}(y)}{|x - y|^{n-2}} \leq CP(E, B_1(x)) \sum_{k=0}^{\infty} r_k = CP(E, B_1(x)).$$
Hence the estimate (11) follows since trivially
\[ \int_{\partial E \setminus B_1(x)} \frac{dH^{n-1}(y)}{|x - y|^{n-2}} \leq P(E). \]

□

We are now ready to prove Theorem 2.

**Proof of Theorem 2** We argue by contradiction and assume that there is a sequence \( \gamma_k \to 0 \) and associated smooth stable critical sets \( E_k \) with \( P(E_k) \leq L \) such that none of them is a ball. The idea is to use the result from [12] to conclude that \( E_k \) convergences to a set \( E \) which is a union of balls which are tangentially connected. We then use the stability assumption to conclude that \( E \) is in fact a single ball. By Allard’s regularity theorem and the Euler equation (4) we then get that \( E_k \to B_1 \) in \( W^{2,p} \) for every \( p > n \), which contradicts Lemma 1.

First, by criticality
\[ H_{E_k} + 2\gamma_k v_{E_k} = \lambda_k \quad \text{on} \quad \partial E_k. \] (13)

Therefore by (8) and (10) we deduce
\[ \frac{1}{C} \leq H_{E_k} \leq C. \] (14)

By Topping’s inequality [41] we have
\[ \text{diam}(E_k) \leq \int_{\partial E_k} H_{E_k}^{n-2} \, dH^{n-1} \leq CP(E_k) \leq CL \] (15)

and thus the sets are uniformly bounded.

Let us show that \( \partial E_k \) is connected when \( k \) is large. We do this by using the idea from [38]. We argue by contradiction and assume that there are at least two components \( \Gamma_1, \Gamma_2 \) of \( \partial E_k \). It follows from the curvature bounds (14) and from an isoperimetric type estimate in [1] that \( H^{n-1}(\Gamma_i) \geq P(B_r) > 0 \) for \( i = 1, 2 \), where the radius of \( B_r \) is chosen such that \( \frac{n-1}{n-2} = C \), where \( C \) is the constant in (14). We choose locally constant testfunction in the second variation formula such that \( \varphi = 1 \) on \( \Gamma_1 \) and \( \varphi = -\alpha \) on \( \Gamma_2 \), where \( \alpha > 0 \) is chosen such that \( \int_{\partial E_k} \varphi = 0 \). Note that by the previous discussion we have a uniform bound on \( \alpha \) from above and below. Therefore Lemma 2 yields
\[ -\int_{\Gamma_1} |B_{E_k}|^2 \, dH^{n-1} \geq C\gamma_k. \] (16)

On the other hand, by (13) we have that
\[ |B_{E_k}|^2 \geq \frac{H_{E_k}^2}{n-1} = \frac{1}{(n-1)C^2}, \]

which contradicts (16) when \( k \) is large. Thus we conclude that the boundary of \( E_k \) is connected.

We may assume, by extracting a subsequence, that there exists a set \( E \subset \mathbb{R}^n \) of finite perimeter such that \( E_k \to E \) in \( L^1 \). It follows from (11) and (13) that the sets \( E_k \) have almost constant mean curvature and therefore it follows from [12, Theorem 1.1] that \( E \) is a union of disjoint balls with equal radii, i.e., there exists \( N \in \mathbb{N} \) and a family of disjoint balls \( B(x_1, r), \ldots, B(x_N, r) \) such that
\[ E = \bigcup_{i=1}^{N} B(x_i, r). \]
Each ball in the family is tangent to another one, by which we mean that for every \( B(x_j, r) \), \( j \neq i \), such that \( B(x_i, r) \cap \overline{B}(x_j, r) \neq \emptyset \). Let us denote by \( \Sigma \) the set of all tangent points in \( E \), i.e.,
\[
\Sigma := \bigcup_{i,j=1 \atop i \neq j}^N \overline{B}(x_i, r) \cap \overline{B}(x_j, r).
\]
Moreover it follows from [12, Theorem 1.1] and from the diameter bound [15] that
\[
\lim_{k \to \infty} P(E_k) = P(E) = NP(B_r) \quad \text{and} \quad \lim_{k \to \infty} \text{hd}(\partial E_k, \partial E) = 0,
\]
where ‘hd’ denotes the Hausdorff distance between two sets. Note that by (14) the radii of the balls are bounded from below \( r \geq 1/C \) and their number is bounded \( N \leq C \). Let 0 < \( \delta < r \) be a small number which we choose later. Let us denote the \( \delta \)-neighborhood of \( \Sigma \) by \( \mathcal{N}_\delta(\Sigma) \), i.e.,
\[
\mathcal{N}_\delta(\Sigma) := \bigcup_{y \in \Sigma} B(y, \delta).
\]
Similarly let us denote the \( \delta \)-neighborhood of \( \partial E \) by \( \mathcal{N}_\delta(\partial E) \) and finally
\[
U_\delta := \mathcal{N}_\delta(\partial E) \setminus \mathcal{N}_\delta(\Sigma).
\]
From [12, Theorem 1.1] we have that \( \partial E_k \cap U_\delta \) is a \( C^{1,\alpha} \)-manifold when \( k \) is large, and it converges to \( \partial E \cap U_\delta \) in \( C^{1,\alpha} \)-sense. By this we mean that there is a sequence of \( C^{1,\alpha} \)-diffeomorphisms \( \Phi_k : \partial E \cap U_\delta \to \Phi_k(\partial E \cap U_\delta) \subset \partial E_k \) such that
\[
\lim_{k \to \infty} ||\Phi_k - \text{Id}||_{C^{1,\alpha}} = 0.
\]
Let us next show that the Lagrange multipliers converges \( \lambda_k \to \lambda \) and that \( \lambda \) is the Lagrange multiplier of the limit set \( E \). Indeed, let us fix a vector field \( X \in C^\infty(\mathbb{R}^n; \mathbb{R}^n) \) such that \( X = 0 \) in \( \mathcal{N}_\delta(\Sigma) \). Then by the Euler equation (13) and by the previous \( C^{1,\alpha} \)-convergence we get
\[
\int_{\partial E_k} (\lambda_k - 2\gamma_k \nu_{E_k}) (X \cdot \nu_{E_k}) \, d\mathcal{H}^{n-1} = \int_{\partial E_k} H_{E_k} (X \cdot \nu_{E_k}) \, d\mathcal{H}^{n-1} = \int_{\partial E_k} \text{div}_{E_k} X \, d\mathcal{H}^{n-1} \to \int_{\partial E} \text{div}_{E_k} X \, d\mathcal{H}^{n-1} \quad \text{as} \quad k \to \infty = \int_{\partial E} \lambda (X \cdot \nu_E) \, d\mathcal{H}^{n-1}.
\]
Since this holds for any vector field \( X \) and since \( \gamma_k \nu_{E_k} \to 0 \) we conclude that \( \lambda_k \to \lambda \). Arguing as in [11, Lemma 7.2] this in turn implies that \( \partial E_k \cap U_\delta \) converges to \( \partial E \cap U_\delta \) in \( W^{2,p} \) for every \( p > n \), i.e.,
\[
\lim_{k \to \infty} ||\Phi_k - \text{Id}||_{W^{2,p}(\partial E \cap U_\delta)} = 0 \quad \text{for every} \quad p > n,
\]
where \( \Phi_k : \partial E \cap U_\delta \to \Phi_k(\partial E \cap U_\delta) \subset \partial E_k \).

Let us next prove that the limit set \( E \) consists only on a single ball. This will follow from the stability of \( E_k \). We argue by contradiction and assume that \( N \geq 2 \) for \( E = \bigcup_{i=1}^N \overline{B}(x_i, r) \). The argument is different in the case \( n = 3 \) and \( n \geq 4 \).

**The case** \( n = 3 \). In this case we use an argument similar to [5, 13] to show that \( E_k \) are nearly umbilical. This together with standard estimates on Willmore energy imply that the limit set \( E \) has to be a single ball.
Let us choose a test function $\varphi = x \cdot \nu - \sigma$ in the second variation condition. Here $\sigma \in \mathbb{R}$ is chosen such that $\int_{\partial E_k} \sigma \, d\mathcal{H}^2 = 0$. By the divergence theorem we may solve $\sigma$

$\sigma P(E_k) = \int_{\partial E_k} \sigma \, d\mathcal{H}^2 = \int_{E_k} x \cdot \nu \, dx = \int_{E_k} \text{div}(x) \, dx = 3|E_k|.$

Hence

$$\sigma = \frac{3|E_k|}{P(E_k)} \geq c > 0. \quad (21)$$

Note that by (15) we may assume, by translating the sets $E_k$, that $||\varphi||_{L^\infty} \leq C$ on $\partial E_k$.

Let us fix a basis $\{e_1, e_2, e_3\}$ in $\mathbb{R}^3$. We denote $\nu_j = \nu \cdot e_j$ and $\delta_j f := \nabla_x f \cdot e_j$ for any given smooth function $f$ on $\partial E_k$. We may extend $f$ smoothly to a neighborhood of $\partial E_k$ and then $\delta_j f := \partial_x f - (\nabla_x f \cdot e_j) \nu_j$. Next we use a well known geometric equality [24, Eq. (10.16)] and the Euler equation [13] to deduce

$$\Delta \nu_j = -|B_{E_k}|^2 \nu_j + \delta_j H_{E_k} = -|B_{E_k}|^2 \nu_j - 2\gamma_k \delta_j v_{E_k}$$

for $j = 1, 2, 3$. It is well known, and straightforward to see, that $\Delta \nu_j = -H_{E_k} \nu_j$ on $\partial E_k$. Therefore we have

$$\Delta \varphi = \sum_{j=1}^{3} \left( \Delta \varphi x_j + 2\nabla_x \nu_j \cdot \nabla_x x_j + \nu_j \Delta \nu_j \right)$$

$$= \sum_{j=1}^{3} \left( \Delta \varphi x_j + 2\nabla_x \nu_j \cdot e_j - H_{E_k} \nu_j^2 \right)$$

$$= \sum_{j=1}^{3} \Delta \varphi x_j + 2H_{E_k} - H_{E_k}$$

$$= -|B_{E_k}|^2 \varphi - |B_{E_k}|^2 \sigma + H_{E_k} - 2\gamma_k \sum_{j=1}^{3} \delta_j v_{E_k} x_j. \quad (22)$$

We multiply (22) by $\varphi$, integrate over $\partial E_k$ and get

$$\int_{\partial E_k} |D \varphi|^2 - |B_{E_k}|^2 \varphi^2 \, d\mathcal{H}^2 = \int_{\partial E_k} \sigma |B_{E_k}|^2 \varphi - (H_{E_k} - 2\gamma_k \sum_{j=1}^{3} \delta_j v_{E_k} x_j) \varphi \, d\mathcal{H}^2$$

$$= \int_{\partial E_k} \sigma |B_{E_k}|^2 \varphi - (\lambda_k - 2\gamma_k v_{E_k} - 2\gamma_k \sum_{j=1}^{3} \delta_j v_{E_k} x_j) \varphi \, d\mathcal{H}^2$$

$$\leq \sigma \int_{\partial E_k} |B_{E_k}|^2 \varphi \, d\mathcal{H}^2 + C \gamma_k,$$

where the last inequality follows from (10) and from the fact that $\varphi$ has zero average. Therefore Lemma (2) and (21) imply

$$- \int_{\partial E_k} |B_{E_k}|^2 \varphi \, d\mathcal{H}^2 \leq C \gamma_k. \quad (23)$$

Note that (5), the Euler equation (13), and (21) yield

$$\frac{1}{\sigma} \leq - \frac{H_{E_k}}{2} + C \gamma_k.$$
Theorem 3. Choosing $\rho > c\partial E$ we have $\lim_{k \to \infty} P(E_k) = P(B_1)$. Hence we have by (23) that
\[
\int_{\partial E_k} (\kappa_1 - \kappa_2)^2 d\mathcal{H}^2 \leq C\gamma_k.
\] (24)

When $\gamma_k$ is small it follows from (21) and e.g. from [15, Lemma 2.2] that $\partial E_k$ has genus zero. Therefore (24) and Gauss-Bonnet theorem yield
\[
\int_{\partial E_k} |B_{E_k}|^2 d\mathcal{H}^2 \leq 8\pi + C\gamma_k.
\] (25)

On the other hand from the $W^{2,p}$-convergence (20) it follows that
\[
\lim_{k \to \infty} \int_{\partial E_k \cap U_\delta} |B_{E_k}|^2 d\mathcal{H}^2 = \int_{\partial E \cap U_\delta} |B_E|^2 d\mathcal{H}^2 = \frac{2}{r^2} P(E; U_\delta).
\]

Recall the definition of $N_\delta(\Sigma)$ and $U_\delta$. (18) and (19). From the monotonicity formula (12) we get that $P(E; N_\delta(\Sigma)) \leq C\delta^2$. Therefore we have
\[
P(E; U_\delta) \geq P(E) - P(E; N_\delta(\Sigma)) \geq P(E) - C\delta^2 = 4N\pi r^2 - C\delta^2.
\]

Hence we get
\[
\lim_{k \to \infty} \int_{\partial E_k \cap U_\delta} |B_{E_k}|^2 d\mathcal{H}^2 \geq 8N\pi - C\delta^2,
\]
which contradicts (25) if $N \geq 2$ when $\delta$ is small and we conclude that $E$ is a ball. By translation we may assume that $E = B_1$.

Let us next fix $\alpha \in (0,1)$ and show that for every $k$ large there exists a function $\psi_k : \partial B_1 \to \partial E_k$ such that
\[
\partial E_k = \{\psi_k(x)x + x \mid x \in \partial B_1\} \quad \text{and} \quad ||\psi||_{C^{1,\alpha}} \leq c,
\] (26)

where $c$ is independent of $k$. To this aim we fix $x \in \partial B_1$ and let $\sigma(\alpha)$ be the constant from Theorem 3. Choosing $\rho > 0$ small we get $\sigma(B_1,x,\rho) < \frac{\sigma(\alpha)}{2}$, where the excess $\sigma$ is defined in (6). The claim (26) then follows from Theorem 3 once we show that
\[
\lim_{k \to \infty} P(E_k, B_\rho(x)) = P(B_1, B_\rho(x)).
\] (27)

By the lower semicontinuity of the perimeter we have that $\lim_{k \to \infty} P(E_k, B_\rho(x)) \geq P(B_1, B_\rho(x))$. Suppose that $\lim_{k \to \infty} P(E_k, B_\rho(x)) > P(B_1, B_\rho(x))$. Then again by the lower semicontinuity we have $\lim_{k \to \infty} P(E_k, \mathbb{R}^n \setminus B_\rho(x)) \geq P(B_1, \mathbb{R}^n \setminus B_\rho(x))$. This implies that
\[
\lim_{k \to \infty} P(E_k) > P(B_1)
\]
which is a contradiction since by (17) we have $\lim_{k \to \infty} P(E_k) = P(B_1)$. Hence we have (27), and in turn (20).
We need yet to show that \( \psi_k \to 0 \) in \( W^{2,p} \) for every \( p > n \), where \( \psi_k \) are the functions from (26). By the stability of the isoperimetric inequality proved in [18] and by (26) we have

\[
P(E_k) - P(B_1) \geq c \min_{y \in \mathbb{R}^n} \int_{\partial E_k} \nu_E(x) - \frac{x - y}{|x - y|}^2 \, d\mathcal{H}^{n-1}(x) \geq c \|D\psi_k\|_{L^2(\partial B_1)}^2.
\]

Therefore by (17) and (26) we conclude that \( \psi_k \to 0 \) in \( C^1(\partial B_1) \), up to a subsequence. Arguing as in (26) we finally conclude that \( \psi_k \to 0 \) in \( W^{2,p} \) for every \( p > n \). By Lemma 1 we have \( E_k = B_1(\gamma_k) \) for some \( \gamma_k \) when \( k \) is large, which is a contradiction and the result follows in the case \( n = 3 \).

The case \( n \geq 4 \). In this case we apply an argument similar to [38] where we use the stability condition to conclude that \( \partial E_k \) satisfy a Poincaré type inequality. From this we may conclude that the limit set \( E \) is connected and it has to be a single ball.

First we assume that the limit set \( E \) is just a union of two tangent balls since the general case \( N \geq 3 \) follows from a similar argument. Indeed, as we already mentioned, we will show that the stability of \( E_k \) imply that Poincaré type inequality holds for \( \partial E \) and obtain a contradiction by analyzing \( E \) near the set \( \Sigma \) which is a finite union of isolated points. Since the argument is local near the tangent points we may assume that \( N = 2 \). By translating and rotating we may further assume that

\[ E = B(x_1, r) \cup B(x_2, r) \]

for \( x_1 = re_n \) and \( x_2 = -re_n \), where \( e_n \) is the \( x_n \)-coordinate direction. Note that in this case \( \Sigma = \{0\} \).

Let us define a function \( f : \mathbb{R} \to [-1, 1] \) as

\[
f(t) := \begin{cases} \min\{\frac{\tau}{\delta} t - 1, 1\} & \text{when } t \geq \frac{\tau}{\delta} \\ 0 & \text{when } -\frac{\tau}{\delta} < t < \frac{\tau}{\delta} \\ -\min\{\frac{\tau}{\delta} t - 1, 1\} & \text{when } t \leq -\frac{\tau}{\delta} \end{cases}
\]

Let us further define \( \varphi : \mathbb{R}^n \to \mathbb{R} \) as \( \varphi(x) := f(x_n) \). Note that \( \varphi \equiv 0 \) on \( \partial E \cap B_\delta \) and that \( \int_{\partial E} \varphi \, d\mathcal{H}^{n-1} = 0 \). Let us show that the following inequality holds on \( \partial E \)

\[
\int_{\partial E \setminus B_\delta} |D_\tau \varphi|^2 - \frac{2}{p} \varphi^2 \, d\mathcal{H}^{n-1} \geq 0.
\]

To this aim denote \( \bar{f}_k = \int_{\partial E_k} f(x_n) \, d\mathcal{H}^{n-1} \) and choose \( \varphi_k(x) = f(x_n) - \bar{f}_k \) in the second variation formula of \( E_k \). Lemma 2 gives

\[
\int_{\partial E_k} |D_\tau \varphi_k|^2 - |B_{E_k}|^2 \varphi_k^2 \, d\mathcal{H}^{n-1} \geq -C \gamma_k.
\]

Since \( \varphi \equiv 0 \) on \( \partial E \cap B_\delta \) we deduce from the Hausdorff convergence in [17] that \( D_\tau \varphi_k = 0 \) on \( \partial E_k \cap B_\delta \) when \( k \) is large. Hence we have that

\[
\int_{\partial E_k \setminus B_\delta} |D_\tau \varphi_k|^2 - |B_{E_k}|^2 \varphi_k^2 \, d\mathcal{H}^{n-1} \geq -C \gamma_k.
\]

By the \( W^{2,p} \)-convergence of \( \partial E_k \setminus B_\delta \) proved in [20] it follows that

\[
\lim_{k \to \infty} \int_{\partial E_k \setminus B_\delta} |D_\tau \varphi_k|^2 \, d\mathcal{H}^{n-1} = \int_{\partial E \setminus B_\delta} |D_\tau \varphi|^2 \, d\mathcal{H}^{n-1}
\]

and

\[
\lim_{k \to \infty} \int_{\partial E_k \setminus B_\delta} |B_{E_k}|^2 \varphi_k^2 \, d\mathcal{H}^{n-1} = \int_{\partial E \setminus B_\delta} |B_{E}|^2 \varphi^2 \, d\mathcal{H}^{n-1}.
\]

Hence we may pass to the limit in (29) and get (28).
Let us study the inequality (28) and define \( \Sigma_{3\delta} := \partial E \cap B_{3\delta} \). Note that \( \partial E \setminus B_{3\delta} \) is disconnected and \( \varphi \equiv 1 \) on \( \partial E \setminus B_{3\delta} \cap \{ x_n > 0 \} \) and \( \varphi \equiv -1 \) on \( \partial E \setminus \Sigma_{3\delta} \cap \{ x_n < 0 \} \). In particular, \( |D_r \varphi| = 0 \) on \( \partial E \setminus B_{3\delta} \). It is also clear that on \( \Sigma_{3\delta} \) for every tangent vector \( \tau_i \) it holds \( |\tau_i \cdot e_n| \leq C\delta \). Therefore we may estimate the tangential gradient of \( \varphi \) on \( \Sigma_{3\delta} \) as

\[
|D_r \varphi| \leq \sum_{i=1}^{n-1} |f'_{i}| |\tau_i \cdot e_n| \leq C\delta^{-1}.
\]

On the other hand we may estimate the area of \( \Sigma_{3\delta} \) by

\[
\mathcal{H}^{n-1}(\Sigma_{3\delta}) = P(E; B_{3\delta}) \leq C\delta^{n-1}.
\]

Therefore (28) gives

\[
0 \leq C\mathcal{H}^{n-1}(\Sigma_{3\delta})\delta^{-2} - \frac{2}{r^2} \mathcal{H}^{n-1}(\partial E \setminus B_{3\delta}) \leq C\delta^{n-3} - \frac{2}{r^2} P(B_1)
\]

when \( \delta > 0 \) is small. This is clearly a contradiction in the case \( n \geq 4 \) when \( \delta > 0 \) is small enough. Hence \( E \) is a single ball and we conclude, as in the case \( n = 3 \), that \( E_k \rightarrow B_1 \) in \( W^{2,p} \) for every \( p > n \). Again as in the case \( n = 3 \), we conclude the proof by Lemma 1. \( \square \)
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