MULTI-MODAL IMAGING USING A CASCADED MICROSCOPE DESIGN
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ABSTRACT

We present a new Multimodal Fiber Array Snapshot Technique (M-FAST), based on an array of 96 compact cameras placed behind a primary objective lens and a fiber bundle array, which is capable of large-area, high-resolution, multi-channel video acquisition. The proposed design provides two key improvements to prior cascaded imaging system approaches: a novel optical arrangement that accommodates the use of planar camera arrays, and the new ability to acquire multi-modal image data acquisition. M-FAST is a multi-modal, scalable imaging system that can acquire snapshot dual-channel fluorescence images as well as phase contrast measurements over a large $8 \times 10 \text{ mm}^2$ FOV at $2.2 \mu \text{m}$ full-pitch resolution.
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Large area, high-resolution microscope imaging plays an increasingly important role in basic research, clinical workflows, and industrial inspection. Large field-of-view (FOV) microscopes, capable of resolving more than hundreds of millions pixels per snapshot, are needed to efficiently image whole-mount tissue specimens \cite{1}, e.g., to monitor different neurons over an entire mouse cortex \cite{2,3}, and to observe freely moving organisms at cellular level detail \cite{4,5,6,7}. Standard microscopes that were historically designed for the human visual system and based on single objective lenses often cannot meet the needs of such novel applications. Moreover, there is an increasing demand for acquisition of multi-modal image data, including multi-channel fluorescence, phase contrast information, and polarimetric data, which is challenging to integrate into traditional systems on a large scale. It is well-known \cite{8} that the number of resolved pixels per image, otherwise referred to as the system space bandwidth product (SBP), is practically limited by two components within a standard digital microscope: the microscope objective lens and the digital image sensor. Over the past few years, there have been several computational imaging-based approaches to increase an imaging system’s SBP to simultaneously provide high resolution over a large FOV, including Fourier ptychography \cite{9} and its vectorial variation \cite{10,11}, large-scale scanning light-sheet microscopes \cite{12} and multi-view microscopes \cite{13}. While with high SBP, such approaches typically must acquire multiple snapshots over time and cannot resolve rapidly moving specimens or transient dynamics.

For single-snapshot high-SBP acquisition, explored strategies include direct optimization of the objective lens itself \cite{14} and the use of multiple imaging systems, or "multi-scale" systems \cite{15}, that are arranged in a cascaded fashion to acquire data in parallel. A recent work applied such parallelized "multiscale" concepts \cite{8} to create the RUSH system \cite{3}, a video-rate large-SBP microscope with a custom-designed objective lens, which forms a magnified spherical intermediate image. A number of individual compact sCMOS cameras then re-image unique segments of this intermediate surface, and the resulting data is stitched into a final composite. While the use of a curved intermediate image plane in such prior designs avoids the introduction of multiple sources of aberration \cite{15}, it also introduces several critical engineering challenges, including tilted cameras overlapping in a common focal plane design and tight camera packing density. As we will detail, these two aspects present significant limitations to the goal of multi-modal acquisition (e.g., the ability to capture multiple fluorescence emission wavelengths per snapshot).

In this work, we build upon such prior designs to produce a scalable, cascaded microscope design that facilitates multi-modal image acquisition, including both phase contrast as well as dual-channel fluorescence imaging. Our new
"Multimodal Fiber Array Snapshot Technique" (M-FAST) is composed of three main components: a primary objective lens, a flat integrated micro-camera array board [4] and a fiber bundle array plate. The primary objective lens (finite conjugate lens: RMA Electronics, FL-CC0814-5M, 0.36 numerical aperture (NA)) offers an optical SBP of several hundred megapixels [16] and magnifies the sample onto an intermediate plane ($8 \times 10 \text{mm}^2$ FOV, $16 \times 24 \text{cm}^2$ magnified image size). The intermediate plane contains the fiber faceplate array (FFA) (details below). Light emerging from the fiber array is then recorded by a micro-camera array. Each micro-camera is configured to focus on the intermediate image plane and capture data from a unique FOV that overlaps with those of neighboring cameras, as sketched in Fig. 1(a). The cameras’ magnification was designed to have an approximately 10% FOV overlap along the short side of the rectangular sensor (Fig. 1(d) red box) and 52% overlap along the longer dimension (Fig. 1(d) black box), ensuring each point within the intermediate image is observed at least by two micro-cameras for multi-channel acquisition.

A key component of our new design is the FFA, which is a thin, large plate of fused glass single-mode fibers. The FFA accounts for the primary objective lens’ non-telecentricity. Ideally, light cones at the intermediate image plane formed by an image-side telecentric primary lens would align with the optical axis of each micro-array camera, thus producing an image without vignetting. Unfortunately, it is significantly challenging and expensive to design microscope objective lenses with a high SBP and image-side telecentricity. To decouple multiscale microscopes from such a challenging requirement, we instead adopted a non-telecentric primary objective lens whose chief rays on the image side are not parallel (see sketch in Fig. 1(a)). Recent works show sub-micrometer resolution imaging [17], wide angle imaging [18] with a fiber bundle based system. In addition, it has been established that speckle sensing methods can be used to image dynamics [19, 20, 21]. In a configuration without FFA, off-axis light from the primary lens is traveling at an angle that can exceed the NA of micro-cameras when the micro-cameras are located in the peripheral array. This leads to image signal reduced or vanished. By introducing a FFA at the intermediate image plane, light is re-directed to enter the lens of each single micro-camera of the array to form an image with minimal vignetting. Fig. 2(c1)(c2) highlights the benefit of adopting the FFA. Without the array, vignetting severely limits the observable micro-camera FOV of this exemplary $10 \mu \text{m}$ fluorescent microsphere calibration specimen. In the current version of our M-FAST microscope, we use a $6 \mu \text{m}$ size fiber faceplate (SCHOTT, glass type: 47A) with $5 \text{mm}$ thickness and per-fiber NA=1. We placed four such arrays, each $8 \times 12 \text{ cm}$ in size, directly against one another to cover the M-FAST intermediate image plane. Fig. 1(b2) shows the $6 \mu \text{m}$ fiber faceplate under a $40 \times$ microscope.

The micro-camera array contains 96 individual imagers ($8 \times 12$ grid, $19 \text{ mm}$ pitch), each consisting of a rectangular CMOS sensor (Omnivision 108238, 4320 x 2432 pixels with a pixel size of 1.4 um) that are jointly controlled by a custom electronics arrangement to simultaneously acquire image data from all sensors (0.96 gigapixels acquired per snapshot). Each micro-camera utilizes a $25 \text{ mm}$ focal length lens ($f/2.5$, Edmund Optics) configured to image at 0.14 magnification. Each micro-camera’s NA is 0.032, which was selected to approximately match the image-side NA of the...
primary objective lens. Stitching the images captured by all 96 micro-cameras (via PTGui software \[22\]) produces a final full-FOV composite. Unlike prior multiscale microscope designs, the M-FAST micro-cameras are arranged to capture FOVs that exhibit a large degree of overlap with their immediate neighbors to facilitate snapshot multimodal acquisition. In our current design, we aimed to capture two modalities per snapshot; each point on the intermediate image plane is observed by at least two micro-cameras. Within this configuration, the half-pitch resolution of the micro camera array at the intermediate image plane was 9 µm, when directly imaging a target at the intermediate image plane without a primary lens. The complete M-FAST system has 3.81 magnification. The entire FOV of the complete system is 8x10 mm. To assess the resolution of our M-FAST microscope. We translated a USAF resolution target (Ready Optics) via a manual 3-axis stage to different FOV areas. Fig.2(a) shows bright-field imaging results of the resolution target within the FOV of three different micro-cameras with uniquely colored outlines. At the center of the FOV of the central micro-camera, we measured a 2.2 µm two-point resolution, which drops to 2.76 µm at the edge of the central micro-camera’s FOV. We observed a 3.1 µm and 3.48 µm two-point resolution at the FOV center and edge, respectively, for the micro-camera at the array edge.

There are two key issues that impact image fidelity within our unique optical arrangement that we address using software post-processing. First, vignetting effects introduced by the primary objective lens and camera array lenses lead to a fixed intensity fall-off towards the FOV edges of each camera as well as of the composite system. We calibrate the images based on a Gaussian-blurred blank reference image. The second issue is the introduction of fixed, high-spatial frequency modulation by the fiber faceplate, whose fibers (6 µm average diameter) are smaller than the M-FAST system’s resolution at the intermediate image plane (9 µm half-pitch resolution), yet still lead to a speckle-like modulation effect, as observable in Fig.2(b1). To remove these modulation effects, we utilized a motorized stage to vibrate the fiber faceplate \[23\] during the finite image exposure. We adopted two methods to achieve fiber faceplate vibration: time averaging Fig.2(b2) and frame averaging Fig.2(b3). For the time averaging method, we vibrated the fiber faceplate within a fixed exposure time, while for frame averaging we captured and computed the average of 10 frames, each with the plate at a random displacement (1 mm to 3 mm)(see Fig.2(b3)). In the future, calculating the transmission matrix of the fiber faceplate could enable effective removal without moving parts in the system \[24\].

As a first demonstration of snapshot multi-modal acquisition, we configured the M-FAST setup to acquire dual-channel fluorescence video over thin samples, since thick sample causes the ambiguity in the lateral shift. As sketched in Fig.3(a), we inserted alternating red fluorescent emission filter (ET610/75m(Chroma), 12 mm) and green fluorescent emission filters (ET510/20m(Chroma), 12 mm) over successive micro-camera columns, allowing the M-FAST to simultaneously capture both spectral channels across the full system FOV (except at the left and right edges). For fluorescence excitation, we used a high power 470 nm blue LED (Chanzon, 100 W Blue) with a short-pass excitation filter (Thorlabs, FES500). We stitched the two fluorescence channels separately to produce the composites in Fig.3(b1-b2). M-FAST can clearly resolve the microsphere mixture, both spectrally and spatially.

Figure 2: (a) Photo of 8 × 12 micro-camera array. (a1-a6) Bright-field images from both center (first row) and corner (second row) of three unique micro-camera images, each marked with colored box. (b1-b3) Bright-field images of resolution target with fiber faceplate raw, time-averaging, and frame averaging. (c1) and (c2) shows impressive vignetting alleviation with the FFA. Red circle in (c1) shows the vignetting effect while being eliminated in (c2). Translating the FFA 1 mm within a 0.2 s exposure time leads to the example time-averaged result in Fig.2(c3).
Figure 3: (a) Dual channel fluorescence imaging set up schematic showing 55% overlap along x and alternating red/green emission filters inserted over adjacent micro-cameras to concurrently detect red/green fluorescence over entire FOV. (b) Snapshot dual-channel fluorescence image acquired by the M-FAST (8 × 10mm² FOV) of red (b1)/green (b2) fluorescent microspheres with zoomed version in (d1)/(e1). (d1)/(e1) shows the raw results with speckle noise while (d2)/(e2) shows the time-averaged results. (c) Plot of required number of micro-cameras as a function of desired number of multi-mode channels for standard M-FAST parameters assuming a primary lens with 11cm by 11cm FOV (blue) and 22cm by 22cm FOV megapixel (orange) SBP.

Figure 4: (a) M-FAST differential phase contrast configuration, with a illumination LED source(I), condensers(C), sample(S) and primary lens(PL). The FFA and micro-camera array are not shown here. (b) Bright field image of dense collection of 10μm microspheres immersed in n=1.56 oil. DPC results shown for zoomed-in areas at FOV center (b1)-(b2) and corner (b3)-(b4). (c) 1D surface profiles of microspheres within DPC image (averaged over 20 beads) at FOV corner (blue) and FOV center (red), along with the 1D simulated surface profile from known sphere thickness profile. (d) DPC image of Oral epithelial cells for zoomed-in areas at FOV center (d1)-(d2) and corner (d3)-(d4).

As presented above, two-channel imaging is achieved by inserting different filters in neighboring cameras with an overlapping FOV. More channels can be designed by increasing the amount of overlap between neighboring cameras (Fig. 3(a)). For four fluorescent channels, there are two options: (1) use rectangular image sensors with 75% FOV overlap along one dimension, or (2) using square sensors with 50% FOV overlap along both dimensions across the
object plane. In general, the amount of FOV overlap, and thus the number of multimodal channels \( c \) that an M-FAST system simultaneously captures, is a function of four key parameters: the sensor size \( (s) \), magnification of the microscope \( (M) \), desired number of cameras \( (n) \) and the total system FOV \( (F) \). Within a simplified 1D analysis, the number of cameras along \( x \) is given by \( n_x = \frac{F}{s_x} \). The required camera array pitch can be shown to be given by \( \delta_x = \frac{F}{n_x} > 1 \). We assume the resolution is limited by the camera pixel size \( \delta_x \). When giving a specific SBP and a desired number of fluorescence channels, we can get required number of cameras using \( n_x = \frac{SBP_x}{SBP_{cam,x}} = 1 \) by substituting \( SBP_x = \frac{FM}{\delta_x} \), \( SBP_{cam,x} = \frac{s_x}{\delta_x} \). Extension to a 2D camera array is achieved by multiplying the 1D expressions – the total number of cameras is thus \( n = n_x n_y \). Assuming square image sensors and reasonable M-FAST parameters \( (SBP_{cam} = 10 \, \text{MP}) \), we plot \( n \) against \( c \) in Fig. 3(c). The blue line and orange line shows the relationship assuming 200-MP and 400-MP composite FOVs.

As a final demonstration of the flexibility of our novel multiscale microscope, we modified the illumination unit to include the ability to perform differential phase contrast (DPC) imaging. Here, a 16-mm focal length condenser (ACL25416U, Thorlabs) and two subsequent condensers (ACL7560U, Thorlabs) are used for magnifying the active area of the LED source, shown in Fig. 4(a). We inserted an absorption mask at the illumination source conjugate plane to produce DPC modulation. In this design, the specimen is located at the Fourier plane of the DPC mask. To first quantitatively evaluate M-FAST DPC performance, we imaged a large collection of 10-µm diameter polystyrene microspheres (refractive index: \( n = 1.59 \)) immersed in \( n = 1.58 \) oil. To provide DPC modulation, we inserted four unique 0.8 NA half-circle masks oriented along four cardinal directions and captured four snapshots. The resulting phase contrast maps are in Fig. 4(b), with average 1D traces through ten randomly selected beads shown in Fig. 4(c), both for beads at the micro-camera FOV center and edge. As reference we analytically derived the phase contrast profile of the microsphere, captured by a simplified single-objective DPC imaging with matching specifications. The direct comparison between our experimental results and this analytical reference highlights the accurate performance of our system in this DPC mode. Next, we tested the effectiveness of M-FAST DPC imaging of buccal epithelial cells samples, which are mostly transparent and thus exhibit minimal structural contrast under a standard brightfield microscope. For this task, we employed ring-shaped DPC masks with 0.7 outer NA and 0.5 inner NA. Fig. 4(d) shows the zoom-ins of the associated DPC maps, which reveal detailed phase-specific features within cells.

In summary, we have presented M-FAST, a new multi-modal, scalable imaging technique featuring a novel cascaded microscope design based on a finite-conjugate objective, a camera array and a fiber faceplate. This system provides fast acquisition of large-FOV images without scanning parts and without image vignetting. Moreover, our current configuration is versatile for different imaging modalities and features two fluorescence channels and a DPC module. We demonstrated that the system is scalable to increase the number of simultaneously observable fluorescence channels by tuning the camera array geometry. Our technique thus opens the door to high-speed, high-resolution, large-FOV, multi-modal microscopy.
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