Interacting Bose gas across a narrow Feshbach resonance
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We use a two-channel model to investigate an interacting Bose gas across a narrow Feshbach resonance within a field path integral approach. The ground state properties show strong deviation from that of a broad Feshbach resonance or a single channel interaction. The deviation can be interpreted by the strong energy dependence of two-body scattering length near a narrow Feshbach resonance. As the density increases, the chemical potential and energy per particle are found to saturate while the inverse compressibility and phonon velocity undergo a significant reduction. We also take Gaussian fluctuations into account and calculate the ground state energy correction as well as the quantum depletion.
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I. INTRODUCTION

The studies of weakly interacting dilute Bose gas have a very long history ever since the pioneer works in the 1950s. A cornerstone progress has been made by Lee, Huang, and Yang in their famous paper [1]. In their work, a low-density expansion was obtained for the equation of state at zero temperature:

$$\frac{E}{N} = \frac{2\pi \hbar^2 a_s}{m} n \left(1 + \frac{128}{15\sqrt{\pi}} \sqrt{n a_s^2} \right), \quad (1)$$

where $E/N$ is the energy per particle of the ground state, $n$ is the total density of the Bose gas and $a_s$ is the $s$-wave scattering length [1]. The first term in Eq. (1) can be obtained by a simple mean-field calculation while the second term includes the contribution from the zero-point energy of quasi-particle excitations above the mean-field ground state which is often called Lee-Huang-Yang correction nowadays [2]. Based on Eq. (1), all the thermal dynamic quantities can be derived at zero temperature. For example, the chemical potential and compressibility are given as:

$$\mu = \left(\frac{\partial E}{\partial N}\right)_V = \frac{4\pi \hbar^2 a_s}{m} n \left(1 + \frac{32}{3\sqrt{\pi}} \sqrt{na_s^2} \right), \quad (2)$$

$$\kappa^{-1} = \left(\frac{\partial \mu}{\partial n}\right)_N = \frac{4\pi \hbar^2 a_s}{m} \left(1 + \frac{16}{\sqrt{\pi}} \sqrt{na_s^2} \right). \quad (3)$$

According to Eq. (1)-(3), as the density increases with fixed $a_s$, both the energy per particle and chemical potential increase monotonically and faster than linear as a function of $n$, while the inverse compressibility remains a constant at the mean-field level and shows a weak dependence on density when including the Lee-Huang-Yang correction. Although these results were published more than 60 years ago, their experimental verification is only made possible very recently, thanks to the realization and high precision measurement of Bose-Einstein condensate in ultracold quantum gases [3,4].

However, one should note that the validity of expansion (1) does not only require the low-density condition $n^{1/3} a_s \ll 1$ but also relies on the fact that the two-body scattering process is fully determined by a single parameter $a_s$. For quantum gases close to a Feshbach resonance, while the second condition is usually fulfilled for a broad Feshbach resonance, it may break down for a very narrow resonance [6,12]. As shown in several previous works, near a Feshbach resonance, the two-body scattering amplitude is generally determined by an energy-dependent scattering length $a_s(E) = a_{bg}[1 + \alpha s^2 g_{sc}^{-1}/(E - \nu)]$ where $E$ is the total energy of the two particles under collision in the center of mass frame [13,16]. Across a broad resonance, the energy dependence in $a_s(E)$ can be safely neglected and one has $a_s(E) \approx a_s(0)$. In contrast, for a narrow resonance $a_s(E)$ has a very sensitive dependence on $E$ and thus the full functional form must be taken into account [14,15].

In particular, for a Bose gas across a narrow Feshbach resonance, one can qualitatively estimate the effect of energy-dependent scattering length as follows. Since the chemical potential $\mu$ is the lowest energy to excite a single particle out of the condensate, the typical two-body scattering energy can be estimated as $E \sim 2\mu$. As a result, the effective interacting strength should be determined by $a_s(2\mu)$ instead of the zero energy scattering length $a_s(0)$. In this paper, we consider a particular case $\nu = 0, a_{bg} > 0$, and a schematic plot of $a_s(E)$ is shown in Fig. 1. In this case, the function $a_s(E)$ decreases from $a_s(0) > 0$ to 0 as energy $E$ increases from 0 to a critical value $E_c$. At a fixed magnetic field, if one increases the density, the chemical potential $\mu$ will increase according to Eq. (2) such that $a_s(2\mu)$ decreases which tends to prevent $\mu$ from further increasing. As a result, we expect that $\mu$ may saturate to $E_c / 2$ as the density increases which leads to a nearly zero inverse compressibility. In the following, we will show that the qualitative analysis above is correct based on a mean-field plus Gaussian
fluctuation calculation. We will provide a modified low-density expansion for the equation of state which can be seen as a generalization of Eq. [1] that applies to Bose gases across either broad or narrow Feshbach resonances. The effect of energy-dependent scattering length on various thermodynamic properties will be investigated systematically.
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**FIG. 1.** Schematic plot of energy-dependent scattering length near a narrow Feshbach resonance.

Our paper is organized as follows. In Sec. II, we introduce our model for a spinless Bose gas across a narrow Feshbach resonance and adopt the path integral approach to obtain the thermodynamic partition function [20]. In Sec. III, we present the mean-field results on thermodynamic properties in detail and show the effect of energy-dependent scattering length in uniform systems. In Sec. IV, we calculate the Gaussian fluctuation correction to the mean-field results which does not show qualitative changes. In Sec. V, we investigate density distributions for a trapped Bose gas. In Sec. VI, we summarize our main findings and conclude the paper.

### II. MODEL AND PATH INTEGRAL APPROACH

For spinless bosons interacting across a magnetic Feshbach resonance, we adopt the widely used two-channel model:

\[ \hat{H} = \hat{H}_a + \hat{H}_b + \hat{H}_c, \]

\[ \hat{H}_a = \int d^3x \left[ \psi^\dagger(x) \left( -\frac{\nabla^2}{2m} + V_a(x) \right) \psi(x) \right. \]

\[ \left. + \frac{g}{2} \psi^\dagger(x) \psi^\dagger(x) \psi(x) \psi(x) \right], \]

\[ \hat{H}_b = \int d^3x \ b^\dagger(x) \left( -\frac{\nabla^2}{2M} + \nu_b + V_b(x) \right) b(x), \]

\[ \hat{H}_c = \int d^3x \ \left[ \frac{\alpha}{\sqrt{2}} \psi^\dagger(x) \psi(x) b(x) + h.c. \right], \]

where \( \psi^\dagger \) and \( b^\dagger \) are creation field operators for atoms and molecules respectively, and we set \( \hbar = 1 \) throughout this paper. \( V_a \) and \( V_b \) are external potentials of atoms and molecules. The molecule detuning \( \nu_b \), the inter-channel coupling \( \alpha \), and the interaction parameter in open channel \( g \) are bare quantities which need to be renormalized as follows:

\[ \nu_b = \nu_t - [1 - Z(\Lambda)] \alpha_t^2 / g_t, \]

\[ \alpha = Z(\Lambda) \alpha_t, \]

\[ g = Z(\Lambda) g_t, \]

where \( Z(\Lambda) = (1 - g_t \Lambda)^{-1} \) and \( \Lambda = \frac{1}{\nu} \sum_k (2\pi_k)^{-1}. \) The renormalized quantities \( g_t, \alpha_t, \) and \( \nu_t \) determine the energy-dependent scattering length as

\[ \frac{4\pi a_s(E)}{m} = g_t + \frac{\alpha_t^2}{E - \nu_t}. \]

The partition function of the Hamiltonian Eq. (4a) at arbitrary temperature \( T \) can be written into the following imaginary time path integral form

\[ Z = \int D[\phi^*]D[\phi]D[\beta^*]D[\beta] \exp(-S), \]

where the action \( S \) is given as

\[ S = \int dx \left[ \phi^*(x) \left( \frac{\partial}{\partial \tau} \phi(x) + \beta^*(x) \frac{\partial}{\partial \tau} \beta(x) \right) \right. \]

\[ + h_a(x) + h_b(x) + h_c(x) \right], \]

\[ h_a(x) = \phi^*(x) \left[ -\frac{\nabla^2}{2m} + V_a(x) - \mu \right] \phi(x), \]

\[ + \frac{g}{2} \phi^*(x) \phi^*(x) \phi(x) \phi(x), \]

\[ h_b(x) = \beta^*(x) \left[ -\frac{\nabla^2}{4m} + \nu_b + V_b(x) - 2\mu \right] \beta(x), \]

\[ h_c(x) = \frac{\alpha}{\sqrt{2}} \phi^*(x) \phi^*(x) \beta(x) + c.c., \]

and we have defined \( x \equiv (x, \tau) \) and \( \int dx = \int d^3x \int_0^\infty d\tau \) with \( \beta = (k_B T)^{-1}. \)

The path integral (7) can not be performed exactly due to the interaction terms. However, for a weakly interacting Bose gas with very low density, it is a good approximation to expand the action \( S \) in Eq. (8a) around its saddle point solution [20]:

\[ \phi(x) = \phi_0(x) + \phi'(x), \]

\[ \beta(x) = \beta_0(x) + \beta'(x), \]

where \( \phi_0(x) \) and \( \beta_0(x) \) are the saddle point solution which minimizes the action \( S \) while \( \phi'(x) \) and \( \beta'(x) \) are the fluctuation fields of atoms and molecules.

Later in Sec. III, we will take the mean-field approximation by neglecting all the fluctuation terms. The ap-
proximate action is then given by
\[ S^{(0)} = \beta \int d^3x \left\{ \phi_0^* (x) \left[ -\frac{\nabla^2}{2m} + V_a (x) - \mu \right] \phi_0 (x) \\
+ \frac{g}{2} |\phi_0(x)|^4 + \beta_0^* (x) \left[ -\frac{\nabla^2}{4m} + V_b (x) - 2\mu \right] \beta_0 (x) \\
+ \frac{\alpha}{\sqrt{2}} \phi_0 (x)^2 \beta_0 (x) + \frac{\alpha^*}{\sqrt{2}} \beta_0^* (x) (\phi_0 (x))^2 \right\}. \tag{11} \]

Then in Sec. [IV] we will include the contribution from Gaussian fluctuation around the saddle point. For a uniform system, the saddle point solution is uniform, i.e. \( \phi_0 (x) \equiv \phi_0, \beta_0 (x) \equiv \beta_0 \), and we obtain the quadratic action as
\[ S \approx S^{(0)} + S^{(2)}, \tag{12} \]

\[ S^{(2)} = \int dx \phi^* (x) \left[ \frac{\partial}{\partial \tau} - \frac{\nabla^2}{2m} - \mu + 2g |\phi_0|^2 \right] \phi (x) \\
+ \frac{1}{2} \int dx \left\{ \phi^* (x) x \left[ g \phi_0^2 + \sqrt{2} \alpha \beta_0 \right] + c.c. \right\} \\
+ \frac{1}{2} \int dx \left[ \frac{2 \alpha}{\sqrt{2}} \phi^* (x) \phi_0 \beta^* (x) + c.c. \right]. \tag{13} \]

To perform the path integral for this quadratic action, it is more convenient to first transform the action into momentum-frequency space,
\[ \phi^* (x) = \frac{1}{\sqrt{\beta \tau}} \sum_{k,n} \phi_{k,n} \exp [i (k \cdot x + \omega_n \tau)], \tag{14} \]
\[ \beta^* (x) = \frac{1}{\sqrt{\beta \tau}} \sum_{k,n} \beta_{k,n} \exp [i (k \cdot x + \omega_n \tau)], \tag{15} \]

where \( \omega_n \) is the bosonic Matsubara frequency, and \( k \) is free wave vector. Then the action can be written more compactly as a matrix multiplication in Nambu space
\[ S^{(2)} = -\frac{\beta}{2} \sum_{k \neq 0} (c^e_k + c^e_k + 2g |\phi_0|^2) \\
- \frac{1}{4} \sum_{k \neq 0,n} \Phi_k^T \mathbf{G}^{-1} (k, i \omega_n) \Phi_k, \tag{16} \]

where \( k \equiv (k, i \omega_n), \), \( c^e_k = \frac{k^2}{m} + \nu_0 - 2\mu, \), \( c^a_k = \frac{k^2}{m} - \mu \) and we defined the following vector
\[ \Phi_k^T = [\beta^e_k^*, \phi^e_k^*, \phi^a_{-k}^*, \beta^a_{-k}^*]. \tag{17} \]

The first summation in Eq. [16] comes from the order exchange between the creation and annihilation fields during the transformation into Nambu space [23]. And the \( 4 \times 4 \) matrix \( \mathbf{G}^{-1} \) gives the inverse Green’s function
\[ \mathbf{G}^{-1} = \mathbf{G}_0^{-1} - \Sigma, \tag{18} \]

where
\[ \mathbf{G}_0^{-1} = \begin{bmatrix} G_{00}^{-1} (k) \\
G_{01}^{-1} (k) \\
G_{10}^{-1} (-k) \\
G_{11}^{-1} (-k) \end{bmatrix}, \tag{19} \]

and
\[ \Sigma = \begin{bmatrix} 0 & \tilde{\alpha}^* \\
2g |\phi_0|^2 & \tilde{g}^* & 2g |\phi_0|^2 & \tilde{\alpha}^* \\
\tilde{g} & 0 \end{bmatrix}. \tag{20} \]

Here we have defined \( G_{a0} (k) = (i \omega_n - \epsilon_{k}^e)^{-1}, G_{b0} (k) = (i \omega_n - \epsilon_{k}^a)^{-1}, \tilde{\alpha} = \sqrt{2} \alpha \phi_0^2, \) and \( \tilde{g} = g \phi_0^2 + \sqrt{2} \alpha \beta_0. \)

It is known that the quasi-particle excitation corresponds to the poles of the Green’s function. By diagonalizing Eq. [18] we obtain two branches of excitations given as
\[ \omega_k^\pm = \sqrt{(B \pm \sqrt{B^2 - 4C})/2}, \tag{21} \]

where
\[ B = (\epsilon_k^e + 2g |\phi_0|^2)^2 + (\epsilon_k^a)^2 + 2|\tilde{\alpha}|^2 - \mu^2, \tag{22} \]
\[ C = (|\epsilon_k^e + 2g |\phi_0|^2|^2 - 2|\tilde{\alpha}|^2)^2 - \mu^2 (\epsilon_k^e)^2. \tag{23} \]

It is straightforward to check that \( \omega_k^- \) has a linear dependence on \( |k| \) as \( k \to 0 \) and thus represents the phonon mode of this Bose superfluid. On the other hand, \( \omega_k^+ \) is gapped at \( k = 0 \) corresponding to density fluctuation of closed channel molecule.

The Green’s function can be diagonalized with a transformation matrix \( \mathbf{U} \) [19]
\[ -\mathbf{U}^T \mathbf{G}^{-1} (k, i \omega_n) \mathbf{U} = \begin{bmatrix} -i \omega_n + \omega_k^+ \\
-i \omega_n + \omega_k^- \\
i \omega_n + \omega_k^- \\
i \omega_n + \omega_k^+ \end{bmatrix}. \tag{24} \]

Finally, we obtain the following Gaussian action
\[ S = S^{(0)} + \frac{\beta}{2} \sum_k \left( \omega_k^+ + \omega_k^- \right) \\
- \frac{\beta}{2} \sum_k (\epsilon_k^e + 2g |\phi_0|^2 + \epsilon_k^a) \\
+ \sum_k (-i \omega_n + \omega_k^+) \beta^e_{k,n}^* \beta^e_{k,n} \\
+ \sum_k (-i \omega_n + \omega_k^-) \phi^a_{k,n} \phi^a_{k,n}, \tag{25} \]

where \( [\beta^e_k, \phi^e_k, \phi^a_k, \beta^a_k] \) is related to \( [\beta^e_k, \phi^e_k, \phi^a_{-k}, \beta^a_{-k}] \) through
\[ [\beta^e_k, \phi^e_k, \phi^a_k, \beta^a_k] = [\beta^e_k, \phi^e_k, \phi^a_{-k}, \beta^a_{-k}] \mathbf{U}^{-1}. \tag{26} \]
Again the summation of $\omega_{k}^{+}$ and $\omega_{k}^{-}$ in Eq. (25) comes from the exchange of the field operators [20].

In the following sections we calculate the zero temperature thermodynamic potential $\Omega$ and the total density $n$ with the action given by either Eq. (11) (in Sec. III) or Eq. (25) (in Sec. [IV]) through following thermodynamic relations

$$
\frac{\Omega}{V} = -\frac{1}{\beta V} \ln(Z),
$$

$$
n = -\frac{\partial(\Omega/V)}{\partial \mu},
$$

$$
\frac{E}{V} = \frac{\Omega}{V} + np.
$$

III. MEAN-FIELD CALCULATION

In this section, we neglect the contribution of Gaussian fluctuation, and the action is governed by Eq. (11). After minimizing the action, we obtain the two-channel G-P equations

$$
\left[ \frac{\nabla^{2}}{2m} + V_{a} + g_{c} |\phi_{0}(x)|^{2} - \mu \right] \phi_{0}(x) + \sqrt{2} a_{r} \phi_{0}^{*}(x) \beta_{0}(x) = 0
$$

$$
\left[ -\frac{\nabla^{2}}{2m} + \nu_{c} + V_{b} - 2 \mu \right] \beta_{0}(x) + \frac{\alpha_{r}^{*}}{\sqrt{2}} \phi_{0}(x)^{2} = 0.
$$

The renormalization should be taken to the same order, so that at mean-field level we should use the renormalized parameters directly in Eq. (30) [20].

We now consider a uniform system with $V_{a} = V_{b} = 0$. In this case, the solution of Eq. (30) for the ground state are constants, and the atomic density $n_{a}$ and molecular density $n_{b}$ are given by

$$
n_{a} = |\phi_{0}|^{2} = \frac{\mu}{g(2\mu)},
$$

$$
n_{b} = |\beta_{0}|^{2} = \frac{1}{2} \left[ \frac{1}{g(2\mu)} \frac{\mu |\alpha_{r}|^{2}}{2 \mu - \nu_{c}} \right]^{2},
$$

where we defined an energy-dependent interacting strength $g(E) = 4\pi \hbar^{2} a_{s}(E)/m$. It is easy to see that both $n_{a}$ and $n_{b}$ diverge as $g(2\mu) \to 0$ corresponding to $\mu \to \mu_{c} = E_{c}/2 = (\nu_{c} - |\alpha_{r}|^{2}/2\nu_{c})/2$. As a result, the chemical potential $\mu$ saturates to $\mu_{c}$ as $n$ increases. This behavior is shown exactly in Fig. 2(a).

Substituting Eq. (31) and (32) into the mean-field action (11), we obtain the total energy per particle

$$
\frac{E}{N} = \frac{g(2\mu)n}{2} (1 - \gamma_{b}^{2}),
$$

where $\gamma_{b} = 2n_{b}/n$ is the molecular fraction representing the fraction of atoms occupying the closed channel. The behavior of $\gamma_{b}$ as a function of $n$ is shown in Fig. 2(b).

Similar to the behavior of chemical potential, the energy per particle also saturates to $\mu_{c}$ as the density increases as shown in Fig. 2(c). These behaviors of chemical potential and energy are in qualitative difference with that given by Eq. (1) where both quantities increase monotonically with density.

This difference can be attributed to the energy dependence of scattering length. As discussed in Sec.I, $\mu$ and $E/N$ should roughly be determined by the effective interacting strength given by $a_{\text{eff}} \approx a_{s}(2\mu)$. For a broad resonance, $a_{s}$ is a constant and the energies increase monotonically as $n$ increases according to Eq. (1) and (2). When close to a narrow resonance, if density $n$ increases, then $\mu$ also increases such that $a_{\text{eff}}$ decreases as shown in Fig. 2. This decreasing of $a_{\text{eff}}$ suppresses the further increasing of $\mu$ and $E/N$. Since $a_{\text{eff}}$ approaches zero as $\mu \to \mu_{c} = E_{c}/2$, one may expect that $\mu$ saturates to $\mu_{c}$ as $n$ increases which is indeed the case as shown in Fig. 2.

Now we analyze the behavior of $\mu$ and $E$ at different limits in detail. In the ultra low-density limit where we have $\mu \ll \mu_{c}$, the open channel dominates the scattering since the closed channel is nearly unoccupied. As a result, $\gamma_{b}$ tends to zero and Eq. (33) reduces to the broad resonance result. This is shown in Fig. 2 where the curves for narrow resonance and broad resonance approach each other in the ultra low-density regime. As the
density increases, the system reaches the opposite limit \( \mu \to \mu_c \) in which the effective scattering length \( a_{\text{eff}} \) vanishes. This leads to a saturated energy per particle as well as a vanishingly small inverse compressibility \( \kappa^{-1} \) as shown in Fig. 2(d) where the compressibility \( \kappa \) is given as

\[
\kappa = \left( \frac{\partial n}{\partial \mu} \right)_N = \frac{n}{\mu} \left( 1 + \gamma \frac{3\mu_c - \mu}{\mu_c - \mu} \right). \tag{34}
\]

For a very narrow resonance with \( |\alpha_r|^2/(g_r \nu_r) \ll 1 \), the crossover between the above two limits roughly takes place around \( n = \nu_r/\nu_r \).

Furthermore, the sound velocity \( v_p \) of this system can be obtained through the thermodynamic relation \( v_p^2 = \alpha \kappa^{-1} \). The results are shown in Fig. 3. We can see that \( v_p \) develops a pronounced peak as density increases. We have verified that this value of \( v_p \) is in fully consistent with the value obtained directly from the quasi-particle spectrum given in Eq. (21) through

\[
v_p = \lim_{k \to 0} \frac{\omega_k^-}{k}. \tag{35}
\]

At zero temperature, the ground state thermodynamic potential \( \Omega_0 \) is given by

\[
\frac{\Omega_0}{V} = \frac{F_L}{V} + \frac{F_{\text{fluc}}}{V}. \tag{37}
\]

\( F_L \) is the mean-field thermodynamic potential given as

\[
\frac{F_L}{V} = -\frac{\mu^2}{2g(2\mu)} \tag{38}
\]

\( F_{\text{fluc}} \) is the zero-point energy correction induced by Gaussian fluctuation. After the renormalization procedure, we obtain

\[
\frac{F_{\text{fluc}}}{V} = \frac{1}{2V} \sum_k' \left[ (\omega_k^- + \omega_k^+) \right. \\
\left. - (\eta_k^2 + 2g(\phi_0)^2 + \mu^2/2\varepsilon_k^r) \right] \\
= \frac{1}{4\pi^2} (2m)^{3/2} \mu^{5/2} F(\tilde{\mu}, \tilde{\Delta}). \tag{39}
\]

where the term \( \mu^2/2\varepsilon_k \) in the square brackets comes from the renormalization of the bare parameters and cancels the divergence in the momentum summation \( \sum_k' \). Here \( F(\tilde{\mu}, \tilde{\Delta}) \) is a dimensionless function defined as

\[
F(\tilde{\mu}, \tilde{\Delta}) = \int_0^\infty \left[ \frac{1}{2} + x^2 g(x, \tilde{\mu}, \tilde{\Delta}) \right] dx, \tag{40}
\]

where \( \tilde{\mu} = \mu/\nu_r, \tilde{\Delta} = \Delta/\nu_r, \Delta = |\alpha_r|^2/g_r \), and \( g(x, \tilde{\mu}, \tilde{\Delta}) \) is another dimensionless function defined as

\[
g(x, \tilde{\mu}, \tilde{\Delta}) = \sqrt{\omega_a^2 + \omega_b^2 + 4\xi - 1} - 2(\omega_a \omega_b - 2\xi)^2 - \omega_b^2 \\
\omega_a - \omega_b, \tag{41}
\]

with

\[
\omega_a = x^2 + 1 - 2\frac{\tilde{\Delta}}{2\tilde{\mu} - 1 + \tilde{\Delta}}, \tag{42a}
\]

\[
\omega_b = \frac{x^2}{2} + \frac{1}{\tilde{\mu}} - 2, \tag{42b}
\]

\[
\xi = \frac{\Delta}{2\tilde{\mu} - 1 + \tilde{\Delta}}. \tag{42c}
\]

In the broad resonance limit \( (\alpha_r, \nu_r \to \infty) \) with fixed \( a_s(0) \) such that \( \tilde{\mu} \to 0 \) with finite \( \tilde{\Delta} \) or the single channel limit \( (\alpha_r \to 0) \) such that \( a_s(E) = mg_r/(4\pi) \equiv a_{\text{bg}} \) and we have \( \Delta \to 0 \) with \( \tilde{\mu} \) remaining finite, \( F \) approaches a constant given by \( F_{\text{LHY}} = 8\sqrt{2}/15 \). We have verified that in these two limits, the energy per particle obtained from our Eq. (49) and (50) recovers the LHY result in Eq. (1) (see also the comparison in Fig. 3). This should be the case since in the above two limits \( a_s(E) \) becomes a constant without any energy dependence.

Below, we analyze the asymptotic behavior of \( F(\tilde{\mu}, \tilde{\Delta}) \) close to the above two limits as well as to the saturation limit where \( \tilde{\mu} \to \tilde{\mu}_c \) as discussed in Sec. [III].

**IV. GAUSSIAN FLUCTUATION CALCULATION**

In this section, we take the correction of Gaussian fluctuation into account, and the action is governed by Eq. (25) which gives the thermodynamic potential

\[
\frac{\Omega}{V} = \frac{\Omega_0}{V} + \frac{1}{V\beta} \sum_k' \ln \left( 1 - e^{-\beta\omega_k^-} \right) \\
+ \frac{1}{V\beta} \sum_k' \ln \left( 1 - e^{-\beta\omega_k^+} \right). \tag{36}
\]
F (μ−, Δ−) = \begin{cases} \frac{8\sqrt{2}}{15} + \frac{\sqrt{6}\pi}{4(1-\Delta)}\sqrt{\mu} + O(\mu) , & |\Delta| > \sqrt{\mu} \\ 0, & |\Delta| \leq \sqrt{\mu} \end{cases}, \quad (49)

\eta(x, \mu) = \int_0^\infty \eta(x, \mu) dx, \quad (50)

\eta(x, \mu) = \frac{1}{\sqrt{(x^2+1)^2 - 1} + (x^2+1)}.

If \( \hat{\mu} \) also approaches 0 in this case, then we have

\[ G(\hat{\mu}) = \frac{\sqrt{6}\pi}{4} \sqrt{\mu} + O(\mu). \] \quad (51)

(iii) In the limit \( \hat{\mu} \to (1-\Delta)/2 \to 0^+ \) such that \( g(2\mu) \to 0^+ \) which is called the saturation limit (since this is the limit where \( \mu \) and \( E \) saturate to \( \mu_c \) ), we have

\[ F(\hat{\mu}, \hat{\Delta}) = \frac{\pi\sqrt{\Delta} \sqrt{1 - (21 - 8\sqrt{6})\frac{\hat{\Delta}}{\pi\sqrt{z} + O(z^{3/2})}}, \quad (52) \]

where \( z = (1-\hat{\Delta})/2 - \hat{\mu} \). The comparison between the above three asymptotic behaviors and the full results of \( F \) is shown in Fig. 4.

The correction of energy per particle due to the Gaussian fluctuation is given by

\[ E \frac{N}{n} = \frac{1}{n} \left[ -\frac{\mu^2}{2g(2\mu)} + \frac{(2m)^2}{4\pi^2} \frac{1}{\mu} F(\hat{\mu}, \hat{\Delta}) + \mu \right], \quad (53) \]

where \( n_0 = n_a + 2n_b \) is the mean-field density given by Eq. (31) and (32). The results are shown in Fig. 5 and one can see that the Gaussian fluctuation correction will not change the mean-field results qualitatively. At low density, again the results approximately coincide with that of broad resonance case with a constant \( a_s = a_s(0) \). As density increases towards the saturation limit, the contribution of Gaussian fluctuation is small compared with the mean-field part, and the energy per particle still saturates to \( \mu_c \).

In Fig. 6(a), we show \( \Delta \hat{E} = E/N - E_{\text{LHY}}/N \) at fixed \( n^{1/3}a_s(0) \) with different detuning \( \nu_r \) and resonance width \( \Delta \), which is the difference between the energy per particle given by Eq. (19) and that given by LHY formula in Eq. (1) with \( a_s = a_s(0) \). Fig. 6(b) shows the corresponding effective range \( r_{\text{eff}} = 2\Delta/|a_{bg}(\Delta - \nu_r)|^2 \). The quantity \( r_{\text{eff}} \) characterizes the energy dependence of scattering length, i.e. with larger \( r_{\text{eff}} \) the scattering length depends more sensitively on \( E \). One can see that \( |\Delta \hat{E}| \) vanishes in the limit \( \Delta/\nu_r \ll 1 \) and increases as \( \Delta \) increases or \( \nu_r \) decreases, which is approximately consistent with the behavior of \( r_{\text{eff}} \).

We have also investigated the quantum depletion \( n_{\text{dp}} = \sum_{k} \langle G|\hat{a}_k^\dagger \hat{a}_k + 2k \hat{b}_k^\dagger \hat{b}_k(G) \rangle \) as shown in Fig. 7. In particular, we find

\[ \langle G|\hat{a}_k^\dagger \hat{a}_k(G) \rangle = \xi_1'^2 + \nu_1^2, \quad (54) \]

\[ \langle G|\hat{b}_k^\dagger \hat{b}_k(G) \rangle = \xi_2'^2 + \nu_2^2, \quad (55) \]

where \( |G \rangle \) is the ground state of quasiparticles at zero
temperature, and $\xi_1, \xi_2, v_1, v_2$ are the matrix elements of the quasi-particle transformation [19].

At very small density, the behavior of quantum depletion also approaches that of broad resonance with a constant $a_s = a_s(0)$. In the saturation limit $\mu \to \mu_c$, the depletion vanishes due to the vanishing of effective interaction strength represented by $a_{\text{eff}}$. The overall behavior of quantum depletion is similar to that of phonon velocity in Fig. 3.
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\[ \xi_1, \xi_2, v_1, v_2 \sim 1 \]
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VI. CONCLUSION

We studied the ground state properties of weakly interacting Bose gas close to a narrow Feshbach resonance. With the help of a path integral approach, we established a low-density expansion for the equation of state of this system. As a consequence of the energy dependence for narrow Feshbach resonance, the gas behaves very differently, especially for higher density. As the density increases, the energy dependence in scattering length leads to a saturated energy, a vanishingly small inverse compressibility, and a highly suppressed quantum depletion. When the Bose gas is trapped in a harmonic potential, this effect leads to a density bump in the trap center. Such phenomena should be able to be observed in current cold atom experiments.
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Appendix A: Diagonalization of the inverse Green’s function $G^{-1}$

In this supplemental material, we provide the details on how to obtain transformation matrix $U$ appeared in Eq. (24) in the main text. Considering symmetry, the transformation matrix $U$ can be written as

$$U = \begin{pmatrix} \epsilon_b & \alpha \\ \alpha & \epsilon_a \end{pmatrix} \cdot \begin{pmatrix} \omega^+ \\ \omega^- \end{pmatrix}, \quad (A3)$$

where for convenience, we set matrix elements as real numbers. Because the quasiparticles are bosonic, it is convenient to set

$$U^T \begin{pmatrix} -1 & -1 \\ 1 & 1 \end{pmatrix} \cdot U = \begin{pmatrix} -1 & -1 \\ 1 & 1 \end{pmatrix}, \quad (A2)$$

and the diagonalization of inverse Green’s function is accomplished by

$$U^T \begin{pmatrix} \epsilon_b & \alpha \\ \alpha & \epsilon_a \end{pmatrix} \cdot U = \begin{pmatrix} \omega^+ \\ \omega^- \end{pmatrix}, \quad (A3)$$

where

$$\epsilon_a = \frac{k^2}{2m} + 2g\phi_0^2 - \mu, \quad (A4a)$$
$$\epsilon_b = \frac{k^2}{4m} + \nu_b - 2\mu, \quad (A4b)$$
$$g = g\phi_0^2 + \sqrt{2}\alpha\beta_0, \quad (A4c)$$
$$\alpha = \sqrt{2}\alpha\phi_0. \quad (A4d)$$

It is expedient to first take the transformation as follows,

$$u_1 = (x_1 + w_1)/2, \quad v_1 = (x_1 - w_1)/2, \quad (A5a)$$
$$\eta_1 = (y_1 + z_1)/2, \quad \xi_1 = (y_1 - z_1)/2, \quad (A5b)$$
$$u_2 = (x_2 + w_2)/2, \quad v_2 = (x_2 - w_2)/2, \quad (A5c)$$
$$\eta_2 = (y_2 + z_2)/2, \quad \xi_2 = (y_2 - z_2)/2. \quad (A5d)$$

Taking $x_2 = s_1x_1, w_2 = t_1w_1$ and $y_1 = s_2y_2, z_1 = t_2z_2$, we can obtain from Eq. (A2) and Eq. (A3)

$$x_1 = \left( \frac{1}{1 + s_1t_1} \sqrt{\frac{\epsilon_a - g + \epsilon_b\phi_0^2 + 2\alpha t_1}{\epsilon_a + g + \epsilon_b\phi_0^2 + 2\alpha s_1}} \right)^{1/2}, \quad (A6a)$$
$$w_1 = \left( \frac{1}{1 + s_1t_1} \sqrt{\frac{\epsilon_a + g + \epsilon_b\phi_0^2 + 2\alpha s_1}{\epsilon_a - g + \epsilon_b\phi_0^2 + 2\alpha t_1}} \right)^{1/2}, \quad (A6b)$$

FIG. 8. Density distribution $n_{a3}(0)$ of a Bose gas in a harmonic trap with fixed particle number $N = 2 \times 10^5$. (a) The comparison between the narrow resonance (red line) with $\Delta = |\alpha|^2/g_s\nu = 0.001$ and $a_o = \sqrt{m\omega/h} = 60a_o(0)$ and the broad resonance (blue dashed line) with $a_o \equiv a_o(0)$ at the mean-field level. (b-c) The comparison of the density distribution with (red lines) and without (blue dashed lines) gaussian correction for broad resonance (b) and narrow resonance (c).
\[ y_2 = \left( \frac{1}{1 + s_2 t_2} \sqrt{\frac{(\epsilon - g) t_2^2 + \epsilon_b + 2\alpha t_2}{(\epsilon + g) s_2^2 + \epsilon_b + 2\alpha s_2}} \right)^{1/2}, \quad (A7a) \]

\[ z_2 = \left( \frac{1}{1 + s_2 t_2} \sqrt{\frac{(\epsilon + g) s_2^2 + \epsilon_b + 2\alpha s_2}{(\epsilon - g) t_2^2 + \epsilon_b + 2\alpha t_2}} \right)^{1/2}, \quad (A7b) \]

There are two sets of solutions of \( s_1, t_1, s_2, t_2 \), however, using the conditions that \( u_2, v_2, \xi_2, \eta_1, \xi_1 \) should tend to 0 in the limit \( \alpha \to 0 \), we can determine the correct solutions as follows,

\[ s_1 = -t_2 = \frac{g^2 - \epsilon_a^2 + \epsilon_b^2 - \lambda s_0}{2\alpha(\epsilon_a + \epsilon_b - g)}, \quad (A8) \]

\[ t_1 = -s_2 = \frac{g^2 - \epsilon_a^2 + \epsilon_b^2 - \lambda s_0}{2\alpha(g + \epsilon_a + \epsilon_b)}, \quad (A9) \]

where \( \lambda \) is the sign of \( g^2 - \epsilon_a^2 + \epsilon_b^2 \) and

\[ s_0 = \sqrt{(g^2 - \epsilon_a^2 + \epsilon_b^2)^2 - 4\alpha^2(g - \epsilon_a - \epsilon_b)(g + \epsilon_a + \epsilon_b)}. \]

Substituting the solutions of \( x, w, y, z \) into Eq. (A5) we can finally obtain the transformation matrix and quasiparticle excitations.