Greybody Factors for $d$–Dimensional Black Holes

Troels Harmark$^a$, José Natário$^b$ and Ricardo Schiappa$^c$

$^a$The Niels Bohr Institute, Blegdamsvej 17, 2100 Copenhagen Ø, Denmark

$^b$CAMGSD, Departamento de Matemática, Instituto Superior Técnico, Av. Rovisco Pais 1, 1049–001 Lisboa, Portugal

$^c$Theory Division, Department of Physics, CERN, CH–1211 Genève 23, Switzerland

harmark@nbi.dk, jnatar@math.ist.utl.pt, ricardos@mail.cern.ch

ABSTRACT: Gravitational greybody factors are analytically computed for static, spherically symmetric black holes in $d$–dimensions, including black holes with charge and in the presence of a cosmological constant (where a proper definition of greybody factors for both asymptotically de Sitter and Anti–de Sitter spacetimes is provided). This calculation includes both the low–energy case—where the frequency of the scattered wave is small and real—and the asymptotic case—where the frequency of the scattered wave is very large along the imaginary axis—addressing gravitational perturbations as described by the Ishibashi–Kodama master equations, and yielding full transmission and reflection scattering coefficients for all considered spacetime geometries. At low frequencies a general method is developed, which can be employed for all three types of spacetime asymptotics, and which is independent of the details of the black hole. For asymptotically de Sitter black holes the greybody factor is different for even or odd spacetime dimension, and proportional to the ratio of the areas of the event and cosmological horizons. For asymptotically Anti–de Sitter black holes the greybody factor has a rich structure in which there are several critical frequencies where it equals either one (pure transmission) or zero (pure reflection, with these frequencies corresponding to the normal modes of pure Anti–de Sitter spacetime). At asymptotic frequencies the computation of the greybody factor uses a technique inspired by monodromy matching, and some universality is hidden in the transmission and reflection coefficients. For either charged or asymptotically de Sitter black holes the greybody factors are given by non–trivial functions, while for asymptotically Anti–de Sitter black holes the greybody factor precisely equals one (corresponding to pure blackbody emission).
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1. Introduction and Discussion

Hawking radiation lies at the frontier between classical general relativity and quantum field theory, and may be a key towards unlocking the mysteries of a theory of quantum gravity. Classical macroscopic black holes in general relativity obey laws that are parallel to the laws of thermodynamics \[1\]. As one sets out to describe quantum fields in black hole backgrounds, or, more generally, in the vicinity of any horizon, this similarity to thermodynamics becomes an exact connection as one unveils that black holes have a temperature and an entropy associated to them \[2, 3\]. Thermal radiation, sourced at the black hole event horizon, is emitted into the surrounding space with the consequence that the semi–classical black hole slowly looses its mass and eventually evaporates. At the precise location of the event horizon the Hawking radiation is blackbody radiation. However, this radiation still has to traverse a non–trivial, curved spacetime geometry before it eventually reaches an observer and is detected (e.g., an observer located at asymptotic infinity in an asymptotically flat spacetime). The surrounding spacetime thus works as a potential barrier for the radiation, giving a deviation from the blackbody radiation spectrum as seen by an asymptotic observer. The relative factor between the asymptotic radiation spectrum and the spectrum of blackbody radiation is dubbed the greybody factor.

The famous calculation of Hawking radiation \[2\] uses a semi–classical approximation to show that black holes have an exact thermal spectrum, where the expectation value \(\langle n(\omega) \rangle\) for the number of particles of a given species, emitted in a mode with frequency \(\omega\), is given by

\[
\langle n(\omega) \rangle = \frac{\gamma(\omega)}{e^{\frac{\omega}{T_H}} + 1},
\]

(1.1)

where \(T_H\) is the Hawking temperature, the plus (minus) sign describes fermions (bosons), and where \(\gamma(\omega)\) is the greybody factor, i.e., the probability for an outgoing wave, in the \(\omega\)–mode, to reach infinity. This coincides, as we shall see, with the absorption probability, i.e., the probability for an incoming wave, in the \(\omega\)–mode, to be absorbed by the black hole. If one integrates this expression over all spectra it leads to the total black hole emission rate. Observe that, should \(\gamma(\omega)\) be a constant, the black hole emission spectrum would be exactly that of a blackbody. It is the non–triviality of \(\gamma(\omega)\), the greybody factor, which leads to deviations of blackbody emission and the consequent greybody radiation.

Early calculations of these greybody factors were done in \[4, 5\]. The set–up of the computation is very simple to understand, although extracting exact results may be of some difficulty. Scattering of particles off black holes is described via linearized wave equations, which describe the “particle perturbation” to the black hole geometry (see, e.g., \[8\] for a review). In this work we shall consider gravitons. Such linear perturbation theory to black hole geometries was first studied, in a four–dimensional context, in \[7, 8, 9\] and such framework has recently been extended to \(d\)–dimensions\(^1\), and for any spherically symmetric black hole (with or without charge and with or without a cosmological constant), in \[10, 11\]. The resulting equation describing gravitational perturbations to black hole geometries, in this spherically symmetric context, can always be written as a one–dimensional Schrödinger–like equation, where the one–dimensional coordinate is the so–called tortoise coordinate (describing the spacetime geometry outside the black hole) and where the potential describes both the black hole geometry and which type of perturbation one is addressing (which type of particle, or, in the present case of considering gravitons, which type of gravitational perturbation: tensor, vector, or scalar, as described by their tensor properties on the \(S^{d–2}\) sphere \[10, 11\]).

In general the potentials are extremely complicated and an exact solution to the Schrödinger problem (with the appropriate boundary conditions for the scattering problem) is out of reach: one always needs

\(^1\)In this work it is always the case that \(d > 3\).
to rely on some numerical work, or some approximation scheme, as the ones first set out in \cite{4,5}. Some notable exceptions appear in string theory, when studying the scalar–wave absorption cross-section of the non–dilatonic extremal D3–brane, or the extremal D1D5–system, where one can obtain exact solutions in terms of Mathieu functions \cite{12,13}.

In terms of the associated Schrödinger problem the absorption probability $\gamma(\omega)$ may be written as $\gamma(\omega) = |T(\omega)|^2$, where $T(\omega)$ is the transmission coefficient in the considered spacetime geometry, i.e., the transmission coefficient for the considered potential (we shall be more specific on this precise relation in the following). In this parlance, the greybody factor is the tunneling probability for the barrier described by the given potential. It is the goal of this paper to compute $\gamma(\omega)$ for a wide variety of situations.

In an asymptotically flat spacetime, a quantity which is closely related to the greybody factor is the absorption cross-section, $\sigma(\omega)$, which follows from application of the optical theorem as (see, e.g., \cite{14})

$$\sigma(\omega) = \gamma(\omega)|\Psi(\omega)|^2. \quad (1.2)$$

In here, $\Psi(\omega)$ is the projection of the incoming spherical wave–function into the asymptotic plane–wave. It is important to point out that such a result can only hold in asymptotically flat spacetimes: indeed only in this case can one define incoming and outgoing asymptotic particle states, and thus an S–matrix. When dealing with either asymptotically de Sitter (dS) or asymptotically Anti–de Sitter (AdS) spacetimes, there is no good notion of an S–matrix and thus one cannot define an absorption cross–section. This is also related to the question of what are the good perturbative quantum gravity observables in these spaces: while in asymptotically dS spacetimes this is a subtle question \cite{15}, in asymptotically AdS spacetimes it is well known that the observables are not associated to an S–matrix but to boundary correlation functions, as shown via the AdS/CFT correspondence \cite{16}. As such, our focus in this paper precisely lies with greybody factors, whose notion we shall extended to both asymptotically dS and AdS spacetimes.

In this work we shall address the calculation of greybody factors (or absorption probabilities) for static, spherically symmetric black holes in $d$–dimensions. This naturally includes charged black holes and a possible cosmological constant. We consider scalar and gravitational perturbations\footnote{The interest on gravitational perturbations is clear, as gravitational–wave astronomy becomes a reality in the near–future.} (of tensor, vector, and scalar type) as described by the Ishibashi–Kodama (IK) master equations \cite{10,11}, and will compute the full transmission and reflection coefficients of the associated Schrödinger problem for all considered spacetime geometries, in certain specific regimes of the frequency, $\omega$. As we have said before, exact solutions are virtually impossible to obtain. Here, we choose to focus on two approximations that have provided for interesting results in the past: scalar field perturbations in the low–energy case (which originated in the work of \cite{8}) and gravitational perturbations in the asymptotic case (which originated in \cite{7}).

In the low frequency approximation $\omega \ll T_H$ and $\omega R_H \ll 1$, with $R_H$ the radius of the event horizon, there is a universal result for asymptotically flat black holes \cite{8}: the absorption cross–section for the $s$–wave of a minimally coupled massless scalar field is given by the area of the event horizon, $\sigma = A_H$.

When considering the sub–leading contributions to the scattering \textit{(i.e., the higher partial–waves)}, where the wave angular–momentum component has $\ell > 0$ (and which is the case for gravitational perturbations), the result for the cross–section changes although universality is maintained. In this paper we first give a simple but general derivation of the leading contribution to the absorption cross–section for scalar waves of asymptotically flat black holes which are static and spherically symmetric. This goes beyond the results of \cite{8}, which is only concerned with Schwarzschild black holes (for a general number of spacetime dimensions). As in \cite{8}, our derivation gives the universal result that the cross–section is $\sigma = A_H$.

We subsequently use our analysis of asymptotically flat black holes in order to study the leading $s$–wave contribution to the greybody factor for black holes in both asymptotically dS and asymptotically...
AdS spacetimes. As we shall discuss later, the literature concerning greybody factors for black holes in non-asymptotically flat spacetimes, such as dS or AdS, is rather sparse, and this problem has not been fully considered in the past literature. We shall fill such a gap in the present paper, by devising a general computational method which can be applied for all three types of spacetime asymptotics.

For dS black holes we find the greybody factor for low frequencies \( \omega \ll T_H \) and \( \omega R_H \ll 1 \). This is done in the case of small dS black holes, i.e., with the horizon radius \( R_H \) being much smaller than the distance–scale set by the cosmological horizon. This approximation is necessary in order to separate the region near the event horizon from the asymptotic region where we are approximately in dS spacetime. We obtain the non–trivial result

\[
\gamma(\omega) = 4 h(\hat{\omega}) \frac{A_H}{A_C},
\]

(1.3)

Here \( A_H \) and \( A_C \) are the areas of the event and cosmological horizons, respectively, while \( h(\hat{\omega}) \) is a non–linear function of \( \hat{\omega} \) (which is the frequency measured in units of the scale set by the cosmological constant). The function \( h(\hat{\omega}) \) has a different expression for even or odd spacetime dimension, but in both cases is a monotonically increasing function of \( \hat{\omega} \), within its region of validity, with \( h(0) = 1 \). As we shall see later, the function \( h(\hat{\omega}) \) generalizes a result for \( d \)-dimensional Schwarzschild dS black holes previously obtained in [19]. The result for the greybody factor (1.3) is obtained for scalar waves and is valid for all static and spherically symmetric asymptotically dS black holes.

For AdS black holes, we find the greybody factor in two different regimes. One is the regime of low frequencies and small black holes: \( \omega \ll T_H \) and \( \omega R_H \ll 1 \), and with \( R_H \) much smaller than the distance–scale set by the cosmological constant. The other regime is with \( \omega \ll T_H \), and with \( \omega \) much smaller than the energy–scale set by the cosmological constant. To better explain our results let us introduce here \( \hat{\omega} \) as the frequency measured in units of the scale set by the cosmological constant, and \( \hat{A}_H \) as the area of the black hole measured in units of the scale set by the cosmological constant. We find, in both regimes, that for \( \hat{\omega}^{d-2} \ll \hat{A}_H \) we have

\[
\gamma(\hat{\omega}) \propto \frac{\hat{\omega}^{d-2}}{\hat{A}_H}.
\]

(1.4)

This holds in particular for large AdS black holes (with \( \hat{A}_H \gg 1 \)) when \( \hat{\omega} \ll 1 \). For small AdS black holes (with \( \hat{A}_H \ll 1 \)) we find a rather rich structure for the greybody factor \( \gamma(\hat{\omega}) \). For \( \hat{\omega}^{d-2} \sim \hat{A}_H \) there is a critical frequency such that \( \gamma(\hat{\omega}) = 1 \), corresponding to pure transmission of radiation. For \( \hat{w} = 2n + d - 1 \), with \( n \in \{0, 1, 2, \cdots \} \), we find \( \gamma(\hat{\omega}) = 0 \) corresponding to pure reflection of the radiation. Interestingly enough, these frequencies precisely correspond to the normal frequencies of scalar wave perturbations in the pure AdS spacetime [20]. Finally, for \( (2n + d - 1 - \hat{\omega})^2 \sim \hat{A}_H \), we find other critical points where \( \gamma(\hat{\omega}) = 1 \). These results for the greybody factor are obtained for scalar waves and are valid for all static and spherically symmetric asymptotically AdS black holes. The rich structure displayed by the greybody factor for AdS black holes is particularly interesting in view of the AdS/CFT correspondence, which relates AdS black hole phenomena—such as the above—to thermal gauge theory (see, e.g., [10]). We expect that this structure will also appear in the dual gauge–theory thermal correlation–functions, and it would be rather interesting to further pursue this question in the future.

In the asymptotic limit, where the frequency is very large along the imaginary axis \( \omega \to +i\infty \) (more precisely \(|R_H\omega| \gg 1\)), there are no simple universal results for the greybody factors (but we will return to this point in the following). However, it is interesting to observe that [17], for the Schwarzschild black
hole, $\gamma(\omega)$ is such that the expectation value for the number of emitted gravitons becomes

$$\langle n(\omega) \rangle = \frac{1}{e^{\frac{\omega}{\mu}} + 3}. \quad (1.5)$$

This led [17] to an interesting conjecture. To understand the conjecture of [17], let us first go back to [21] (see [22] as well, for some related work), where it was shown that—for certain five-dimensional black holes—the greybody factors act in such a way that the black hole spectroscopy at asymptotic infinity mimics the excitation spectrum of the microscopic string, i.e., for the asymptotic observer the greybody black hole radiation looks like a microscopic string, at least at small energies. This means that greybody factors actually carry some information on what concerns the quantum structure of black holes! One may now return to [17] which, based on the low–frequency results of [21], speculates whether one may likewise be able to infer on the microscopical description of the black hole, at asymptotic frequencies, by analyzing the above greybody factors. If this would be the case, the black hole microscopics at asymptotic frequencies would have to involve new degrees of freedom with rather exotic statistics, at least for the Schwarzschild black hole (further studies along similar lines were later pursued in [23]).

What our asymptotic results show is that, for the Reissner–Nordström (RN) or the asymptotically dS cases (with or without charge), these new microscopic degrees of freedom would have to involve even more exotic statistics than in the Schwarzschild case (see the relevant formulae in the main body of the text). However, for the asymptotically AdS case, and for both neutral and charged AdS black holes, $\gamma(\omega)$ is such that the expectation value for the number of emitted gravitons at asymptotic frequencies becomes

$$\langle n(\omega) \rangle = \frac{1}{e^{\frac{\omega}{\mu}} - 1}. \quad (1.6)$$

This is pure blackbody radiation. It would be rather interesting to further study the microscopic dual of AdS black holes, at large imaginary frequencies. It may just be that these are very simple degrees of freedom, as suggested by the result above.

In order to discuss universality of greybody factors in the asymptotic limit one first needs to review some basics of black hole scattering theory. As it turns out, universality in the asymptotic limit is hidden in some transmission and reflection scattering coefficients. As we have said, gravitational perturbations are described by a one–dimensional Schrödinger–like equation, with some potential $V(x)$ associated to the background spacetime geometry and to each type of perturbation. Here, $x$ is the tortoise coordinate $dx = \frac{dr}{f(r)}$ with $f(r) = -g_{00}$ the radial function in the metric. Explicit formulae for black hole metrics and for the potentials associated to tensor, vector and scalar type perturbations may be found in the appendices of [20]. Now, let $\Phi_\omega$ be the solution of this Schrödinger–like equation,

$$-\frac{d^2\Phi_\omega}{dx^2} + V(x)\Phi_\omega = \omega^2\Phi_\omega, \quad (1.7)$$

with complex frequency $\omega \in \mathbb{C}$, which describes the scattering of an incoming wave originating at $x = +\infty$ (i.e., spatial infinity for asymptotically flat black holes or the cosmological horizon for asymptotically dS black holes). Therefore one has

$$\Phi_\omega \sim e^{i\omega x} + Re^{-i\omega x}, \quad x \to +\infty,$$
$$\Phi_\omega \sim T e^{i\omega x}, \quad x \to -\infty, \quad (1.8)$$
where $R(\omega)$ and $T(\omega)$ are the reflection and transmission coefficients, respectively. Notice that $\Phi_{-\omega}$ solves the exact same equation as $\Phi_{\omega}$, but now satisfies

\[
\begin{align*}
\Phi_{-\omega} &\sim e^{-i\omega x} + \widetilde{R} e^{i\omega x}, \
&\quad x \to +\infty, \\
\Phi_{-\omega} &\sim \widetilde{T} e^{-i\omega x}, \
&\quad x \to -\infty,
\end{align*}
\]

(1.9)

for some other reflection and transmission coefficients, $\widetilde{R}(\omega)$ and $\widetilde{T}(\omega)$. In these conditions, it is easy to check that the flux

\[
J = \frac{1}{2i} \left( \Phi_{-\omega} \frac{d\Phi_{\omega}}{dx} - \Phi_{\omega} \frac{d\Phi_{-\omega}}{dx} \right)
\]

(1.10)

does not depend on $x$. Evaluating it at both $x \to \pm\infty$ then yields

\[
R\widetilde{R} + T\widetilde{T} = 1.
\]

(1.11)

If $\omega \in \mathbb{R}$ then clearly $\Phi_{-\omega} = \Phi_{\omega}^*$, and hence $\widetilde{R} = R^*$ and $\widetilde{T} = T^*$. Consequently we obtain the familiar formula $|R|^2 + |T|^2 = 1$. So far this is all elementary quantum mechanics.

Now let $\Phi'_\omega$ be the solution of the Schrödinger–like equation with complex frequency $\omega \in \mathbb{C}$ which describes the scattering of an outgoing wave originating at $x = -\infty$ (i.e., the outer black hole horizon). Then we must have

\[
\begin{align*}
\Phi'_\omega &\sim T' e^{-i\omega x}, \
&\quad x \to +\infty, \\
\Phi'_\omega &\sim e^{-i\omega x} + R' e^{i\omega x}, \
&\quad x \to -\infty,
\end{align*}
\]

(1.12)

where $T'(\omega)$ and $R'(\omega)$ are the transmission and reflection coefficients. But since the space of solutions of the Schrödinger–like equation has dimension 2, $\Phi'_\omega$ must be a linear combination of $\Phi_\omega$ and $\Phi_{-\omega}$. In fact,

\[
\Phi'_\omega = -\frac{\widetilde{R}}{T} \Phi_\omega + \frac{1}{T} \Phi_{-\omega},
\]

(1.13)

and consequently

\[
\begin{align*}
R' &= -\frac{T}{\widetilde{T}} \widetilde{R}, \\
T' &= T.
\end{align*}
\]

(1.14)

Notice that if $\omega$ is real then $|R'| = |R|$, but this does not have to hold for complex $\omega$. However, it is always true that $T' = T$. Finally, notice that $\Phi'_{-\omega}$ still solves the Schrödinger–like equation, satisfying

\[
\begin{align*}
\Phi'_{-\omega} &\sim \widetilde{T}' e^{i\omega x}, \
&\quad x \to +\infty, \\
\Phi'_{-\omega} &\sim e^{i\omega x} + \widetilde{R}' e^{-i\omega x}, \
&\quad x \to -\infty,
\end{align*}
\]

(1.15)

for yet some other reflection and transmission coefficients $\widetilde{R}'(\omega)$ and $\widetilde{T}'(\omega)$. Again, since the space of solutions of the Schrödinger–like equation has dimension 2, $\Phi'_{-\omega}$ must be a linear combination of $\Phi_\omega$ and $\Phi_{-\omega}$, and one may easily check that

\[
\Phi'_{-\omega} = \frac{1}{T} \Phi_\omega - \frac{\widetilde{R}}{T} \Phi_{-\omega}.
\]

(1.16)
Consequently,

\[ \tilde{R}' = -\frac{\tilde{T}}{\tilde{T}} R, \]
\[ \tilde{T}' = \tilde{T}. \]  

(1.17)

Therefore we have both \( T\tilde{T} = T'\tilde{T}' \) and \( R\tilde{R} = R'\tilde{R}' \). The greybody factors, for generic complex frequency \( \omega \in \mathbb{C} \), are naturally defined as \( \gamma(\omega) = T(\omega)\tilde{T}(\omega) \), generalizing the real frequency formula \( \gamma(\omega) = |T(\omega)|^2 \). In particular, it turns out that the greybody factors for the two scattering problems are precisely the same.

The results above hold for asymptotically flat or asymptotically dS spacetimes. The case of asymptotically AdS spacetimes is a bit more involved. We present here some brief comments, and will return to this point in the main body of the paper. For asymptotically AdS spacetimes, the tortoise coordinate varies from \(-\infty\) at the horizon to a fixed constant at spatial infinity, which we shall choose to be zero. For \( x \sim 0 \) one finds the asymptotic expansion \[ \Phi(x) \sim C_+ \sqrt{2\pi \omega x} J_{j_{\infty}}(\omega x) + C_- \sqrt{2\pi \omega x} J_{-j_{\infty}}(\omega x), \]

(1.18)

where \( j_{\infty} = d - 1, d - 3, d - 5 \) for tensor type, vector type and scalar type perturbations, \( J_{\nu} \) is a Bessel function of the first kind, and \( C_{\pm} \) are (complex) integration constants (for most of the conventions in this paper, we refer the reader to [20]). This means that if \( \Re(\omega) > 0 \) then for \( x \ll -1 \) we have the asymptotic expansion

\[ \Phi(x) \sim \left( C_+ e^{i\beta_+} + C_- e^{i\beta_-} \right) e^{i\omega x} + \left( C_+ e^{-i\beta_+} + C_- e^{-i\beta_-} \right) e^{-i\omega x}, \]

(1.19)

where \( \beta_{\pm} = \frac{\pi}{4}(1 \pm j_{\infty}) \) (again, see [20] for further details). We can then use this expansion in order to define the transmission and reflection coefficients at infinity, in terms of the coefficients of the Bessel functions. For example, for incoming waves one has

\[ \begin{pmatrix} e^{i\beta_+} & e^{i\beta_-} \\ e^{-i\beta_+} & e^{-i\beta_-} \end{pmatrix} \begin{pmatrix} C_+ \\ C_- \end{pmatrix} = \begin{pmatrix} R \\ 1 \end{pmatrix}. \]

(1.20)

We will actually only need to use the fact that the solution at infinity has the plane–wave expansion (1.19) for \( x \ll -1 \).

One may now return to the question concerning universality of greybody factors in the asymptotic limit. As we have advertised earlier, universality in the asymptotic limit is hidden in some of the transmission and reflection scattering coefficients which were defined above. Indeed, what our results show is that, for all considered spacetime geometries, it is the case that \( \tilde{T} = 1 \) and thus \( \gamma(\omega) = T(\omega) \). Moreover, for all the asymptotically flat spacetime geometries

\[ \tilde{R} = -2i \cos \left( \frac{\pi j}{2} \right), \]

(1.21)

where \( j \) is a parameter such that \( j = 0 \) (\( j = \frac{d-3}{2d-8} \)) corresponds to tensor and scalar type gravitational perturbations of uncharged (charged) black holes and \( j = 2 \) (\( j = \frac{3d-7}{2d-8} \)) corresponds to vector type gravitational perturbations of uncharged (charged) black holes. Still, for all asymptotically flat cases, we find that it is also the case that

\[ T = 1 + 2i \cos \left( \frac{\pi j}{2} \right) R, \]

(1.22)
resulting in the universal relation for the asymptotic greybody factor

\[
\gamma(\omega) = T(\omega)\tilde{T}(\omega) = 1 + 2i \cos\left(\frac{\pi j}{2}\right)R(\omega).
\]  

(1.23)

While asymptotically dS spacetimes do not show a great deal of universality, besides the \(\tilde{T} = 1\) coefficient, the same does not happen in asymptotically AdS geometries, which show universality in both scattering coefficients and the greybody factor. Indeed, for all the AdS geometries, we find that \(\tilde{T} = 1\) and \(T = 1\), resulting in the universal greybody factor of \(\gamma = 1\). Moreover, it is also the case that \(\tilde{R} = 0\) and

\[
R = 2i \cos\left(\frac{\pi j}{2}\right),
\]  

(1.24)

with \(j\) as above. It is interesting to observe the similarity with the asymptotically flat case. We leave a deeper understanding of these observed traces of universality for future research on these matters.

There is a vast literature on greybody factors and absorption cross–sections, natural consequences of the study of scattering by black holes (see [6] for a review). Let us here briefly review some recent research, with direct relevance for the present work. Black holes in asymptotically flat \(d\)–dimensional spacetimes, such as the Schwarzschild and the RN solutions, have been rather well understood, at least on what concerns scalar field emission. Starting with the Schwarzschild solution, some recent interest has arisen via so–called brane–world scenarios. In this context, some studies have focused on brane black holes, and greybody factors have been computed: [24, 25] uses the matching–solutions technique of [1] at low frequencies \(R_H \omega \ll 1\) in order to study scalar, spinor and vector particle emission, both brane localized or into the bulk; a topic which was further explored in [26, 27]. An open issue in the previous papers concerns graviton emission. One would want a full analysis of this situation as well, specially as gravitational–wave astronomy becomes a reality in the near–future. The study of graviton emission from \(d\)–dimensional Schwarzschild black holes has recently been addressed in a couple of papers [28, 29, 30, 31, 32, 33, 34], again in the \(R_H \omega \ll 1\) regime. We should point out that the analysis in [31], for the low frequency greybody emission of the Schwarzschild black hole, is very close to the one we do in the present paper. On what concerns the RN solution, much less work has been done in the literature. An exception is [35], which studies scalar emission from \(d\)–dimensional RN black holes, in the usual \(R_H \omega \ll 1\) regime. Part of the goal of the present work is to hopefully fill in some of the gaps in the literature, regarding gravitational greybody factors for \(d\)–dimensional spherically symmetric black holes.

On what concerns black holes in non–asymptotically flat spacetimes, such as dS or AdS black holes, the literature is much sparser. Black holes in asymptotically dS spacetime were first studied in [36], focusing on the Schwarzschild dS black hole. However, it was not until [19] that greybody factors for these black holes were studied, in a fully \(d\)–dimensional context. This work focused on emission of scalar fields, computing both greybody factors and differential energy–emission rates on a brane and on the bulk. The regime of initial interest was the low–frequency regime of \(R_H \omega \ll 1\), but the authors of [19] did not use the standard matching–solutions technique of [1]. Instead, they chose to focus on the strict \(\omega \to 0\) limit, finding that, unlike the simpler Schwarzschild case, the absorption probability of the Schwarzschild dS black hole goes to a constant—and not to zero—as the frequency vanishes. This is also what we find in this paper, as we extend the calculation beyond the strict \(\omega \to 0\) limit by employing the matching techniques of [1], which we have generalized to non–asymptotically flat spacetimes. Furthermore, the authors of [19] claimed that this results in an divergent cross–section as \(\omega \to 0\). As we have mentioned before, an \(S\)–matrix exists only in flat space, as it requires asymptotic particle states to be defined, and thus one can not talk about
cross–section in an asymptotically dS spacetime. Indeed, in \cite{19} the authors make use of the flat space optical theorem to define the cross–section in terms of the greybody factor, an expression which clearly can not be applied to non–asymptotically flat spacetimes.

On what concerns black holes in asymptotically AdS spacetimes, these were first studied in \cite{37}, focusing on the Schwarzschild AdS black hole, but to date no reasonable greybody calculations for these black holes have been performed in a $d$–dimensional context. The only exception is \cite{38}, which however focused on the geometrical optics approximation (i.e., in the very high energy regime, at real frequencies). The present work thus hopes to fill in the gaps in the literature, on what concerns greybody factors for $d$–dimensional black holes in non–asymptotically flat spacetimes.

On the technical side, our computation at low frequencies is very much based on the matching–solutions technique which was first introduced in \cite{5}. We do present some important improvements on this method, as we extend it to non–asymptotically flat spacetimes, and we believe the description we present—still based on the basic idea of matching solutions far and near the black hole horizon—is one of the simplest approaches in the literature. On what concerns asymptotic frequencies, the technique for computing greybody factors in asymptotically flat spacetimes was first developed in \cite{17}, very much based on the monodromy methods introduced in \cite{39}. Here we generalize those methods also for non–asymptotically flat spacetimes, again very much based on monodromy methods, this time around monodromy techniques which were first introduced in \cite{10, 20}. In both frequency regimes we shall briefly review the simple and well–known Schwarzschild case, for both completeness and pedagogical purposes. A reader who seeks further details on the techniques we use may also consult the aforementioned references.

At very high and real frequencies, the greybody factor must approach the geometrical–optics limit, a result which is independent of the emitted particle’s spin. It would certainly be of interest if future work could provide for a full classification of greybody factors—as we do in this paper—also in this geometrical optics regime. This would greatly enhance our knowledge of generic black hole greybody factors in arbitrary dimension\(^3\). Another point of interest would be to really test the conjectures in \cite{17} (which were further refined in \cite{23}). Focusing on the more stringy cases, from the full list we provide in this paper, one could envisage actually obtaining new results for the microscopics of specific black holes in the asymptotic frequency regime. Two particularly promising cases are the extremal RN black hole, which has been well studied in the string theoretic framework, and the AdS black hole, which seems to point towards pure blackbody radiation in the large imaginary frequency regime. Still on what concerns the asymptotic frequency regime, we should note that recent work \cite{12} has shown that standard quantum mechanical perturbation theory methods allow for a perturbative study of imaginary frequency regimes, coming back from infinity. This is a very interesting calculation and it would certainly be of great interest in future research also to extend it to the greybody calculation we perform in this paper. Another natural extension of all the calculations in this work deals with the consideration of scalar, spinor or vector fields, both massless and massive. Such extensions would provide for a very complete and detailed knowledge of Hawking emission from $d$–dimensional spherically symmetric black holes. One other generalization of our results deals with the extension of the present results to higher–derivative corrected black holes in string theory. Some preliminary steps along these directions have been recently taken in \cite{13, 14}, and it would certainly be of interest to further proceed along these lines. Finally, one last but still very promising venue of future research, deals with applications of our results for AdS black holes in the context of the AdS/CFT correspondence \cite{16}. Indeed, our results shed new light, at both small and large frequencies, on the behavior of thermal correlation functions in the dual gauge theory, and it would be of great interest to provide an explicit calculation of the correlation function dual to the greybody factor we have computed.

\(^3\)See \cite{41} for such a calculation in asymptotically flat spacetimes.
2. Asymptotically Flat Spacetimes

We begin with the study of asymptotically flat spacetimes, considering both the Schwarzschild and the RN solutions for $d$–dimensional black holes (we refer the reader to the appendices of [20] for a complete description of these geometries). The boundary conditions for the scattering process which computes greybody factors in asymptotically flat spacetimes are very simple to understand and are schematically depicted in Figure 1. Blackbody radiation is produced at the black hole horizon, with part of this radiation traveling all the way to infinity, and the rest being reflected back to the black hole due to the interaction with the non–trivial spacetime geometry outside of the black hole. This non–trivial geometry translates to the potential in the Schrödinger–like equation, and these potentials have been described in [11] (again, we refer the reader to the appendices of [20] for a complete listing of all these potentials). We plot the potential for scalar field and tensor type gravitational perturbations in the Schwarzschild geometry in Figure 2.

An important point to have in mind concerns the stability of black holes in asymptotically flat spacetimes to tensor, vector and scalar perturbations, as discussed in [11]. For black holes without charge, all types of perturbations are stable in any dimension. Working in generic dimension $d$ we are guaranteed to always have a stable solution. For charged black holes, tensor and vector perturbations are stable in any dimension. Scalar perturbations are stable in four and five dimensions but there is no proof of stability in dimension $d \geq 6$. As we work in generic dimension $d$ we are thus not guaranteed to always have a stable solution. Our results will apply if and only if the spacetime under consideration is stable.

2.1 Greybody Factors at Low Frequency

We begin our calculations by considering the greybody factor and the absorption cross–section for the $d$–dimensional Schwarzschild black hole. This is done in a suitably general fashion that can be readily
generalized not only to other asymptotically flat black holes, such as the RN solution, but also to asymptotically dS and AdS black holes, as we shall consider below in sections 3 and 4. In the following, we shall consider the derivation of the greybody factor in complete generality, and only when considering the asymptotic region we shall reduce our considerations to the specific asymptotically flat case.

For black holes in asymptotically flat spacetime, the greybody factor or absorption cross–section is well–known for most cases [5, 18, 24, 25]. Nonetheless, we shall go through the derivation in the following, in part to set up the subsequent analysis for the non–asymptotically flat cases, but also because our derivation is rather simple and general, treating all static and spherically symmetric black holes at the same time, and thus making universality of the greybody factor manifest from scratch. The analysis we present is mainly based in the methods first presented in [5] for the four–dimensional Schwarzschild black hole and later discussed in [18], where higher–dimensional Schwarzschild black holes were considered.

The process we shall study in the following is that of the absorption of a scalar wave by a black hole. Therefore, we study scalar waves in a given black hole spacetime. The scalar wave propagates from infinity throughout spacetime, is partly reflected by the potential barrier of the black hole, and near the horizon the transmitted radiation appears as purely incoming radiation into the black hole. As described in the introduction, the greybody factor for low frequency scattering is identical to the absorption probability of a given black hole, since the scattering and absorption processes are reverse to each other and since, at low energy, we consider real frequencies. The specific physical process which is measured with the greybody factor is the emission of radiation from the black hole, which gets partly reflected by the potential barrier just outside of the black hole horizon, and where the transmitted radiation will appear as purely outgoing radiation in the asymptotic region of spacetime. Thus, finding the absorption cross–section is equivalent to finding the greybody factor, in the case of low frequencies.

We begin by considering a general, static and spherically symmetric, $d$–dimensional black hole metric of the form

$$g = -f(r) dt \otimes dt + f(r)^{-1} dr \otimes dr + r^2 d\Omega_{d-2}^2.$$  

All the black holes considered in this paper have a metric of this form, and due to spherical symmetry $f(r)$ is a function of the radial coordinate $r$ only. We now write

$$f(r) = f_a(r) + f_h(r).$$  

Here, $f_a(r)$ is the asymptotic part of $f(r)$. In this paper we shall consider three choices of $f_a(r)$, corresponding to asymptotically flat spacetime, asymptotically dS spacetime and asymptotically AdS spacetime. The function $f_h(r)$ instead contains the physics which is specific to the black hole. As we shall see in the following, the precise form of $f_h(r)$ turns out not to be important—meaning, for instance, that charge does not play a role in the low energy greybody factor. One naturally defines the asymptotic region to be the region where $f_a(r) \gg f_h(r)$. The horizon region is instead the region near the black hole where one has $f_a(r) \sim f_h(r)$, i.e., where the two functions are of the same order. We moreover define the horizon radius $R_H$ to be the largest value of $r$, in the horizon region, for which $f(r) = 0$.

Near the horizon $r \approx R_H$ one can write

$$f(r) \approx 2k_H (r - R_H), \quad k_H \equiv \frac{1}{2} f'(R_H).$$  

Here $k_H$ is related to the Hawking temperature $T_H$ of the black hole by

$$T_H = \frac{k_H}{2\pi}.$$  

\[\text{– 11 –}\]
Another physical quantity of the horizon that will be relevant in the following is the area $A_H$ of the event horizon, given by

$$A_H = \Omega_{d-2} R_{H}^{d-2} = \frac{2\pi^\frac{d-1}{2}}{\Gamma\left(\frac{d-1}{2}\right)} R_H^{d-2}. \quad (2.5)$$

This formula is quite general as it follows from the general form of the metric (2.1).

In the following we consider the propagation of a scalar wave in the background of the black hole spacetime (2.1). This scalar wave just corresponds to a scalar field of the form

$$\Phi(t, r, \Omega) = e^{i\omega t} \Phi_{\omega, \ell}(r) Y_{\ell m}(\Omega), \quad (2.6)$$

where $\omega$ is the frequency of the wave and the $Y_{\ell m}(\Omega)$ are the spherical harmonics on the $(d-2)$–dimensional sphere. We can write the scalar wave equation in the black hole background (2.1) as

$$\partial_r (r^{d-2} f(r) \partial_r \Phi_{\omega, \ell}) + \omega^2 r^{d-2} \frac{f(r)}{f(r)} \Phi_{\omega, \ell} - \ell(\ell + d - 3) r^{d-4} \Phi_{\omega, \ell} = 0. \quad (2.7)$$

If one now defines the tortoise coordinate $x = x(r)$ by

$$dx = \frac{dr}{f(r)}, \quad (2.8)$$

one may write the scalar wave equation (2.7) in the form of a standard Schrödinger–like wave equation

$$\left[\frac{d^2}{dx^2} + \omega^2 - V(r)\right] \left(r^{\frac{d-2}{2}} \Phi_{\omega, \ell}\right) = 0, \quad (2.9)$$

with $V(r)$ being the potential, given in terms of $f(r)$ by

$$V(r) = (d - 2)(d - 4) \frac{f(r)^2}{r^2} + \frac{d - 2}{2} \frac{f(r)\partial_r f(r)}{r^2} + \ell(\ell + d - 3) \frac{f(r)}{r^2}. \quad (2.10)$$

Let us now consider the low frequency limit for the scalar wave (2.8)

$$\omega \ll T_H, \quad \omega R_H \ll 1. \quad (2.11)$$

Notice that the first inequality can also be as written as $\omega \ll k_H$. The fact that we are in the low frequency limit, as defined by (2.11), enables us to match the behavior of the Schrödinger wave–function across broad regions of spacetime with a very high degree of accuracy, since the low frequency limit precisely means that the wave–length of the scalar wave is much larger than any of the characteristic scales associated with the black hole. In order to find the greybody factor, we find it convenient to split up the spacetime in three regions:

- **Region I**: The region near the event horizon, defined by $r \simeq R_H$ and $V(r) \ll \omega^2$.

- **Region II**: The intermediate region, between regions I and III, i.e., between the horizon region and the asymptotic region. This region is defined by $V(r) \gg \omega^2$.

- **Region III**: The asymptotic region. This region is defined by $r \gg R_H$. 

---
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We shall then match the behavior of the wave–function (2.6) between these regions.

The leading contribution to the greybody factor, in the low frequency limit (2.11), comes from the \(\ell = 0\) mode. Therefore, we shall set \(\ell = 0\) in the following computation of the greybody factor. This makes it significantly easier to solve the wave equation in region II. We will write, in the following,

\[
\Phi_\omega(r) = \Phi_{\omega,\ell=0}(r),
\]

as a short–hand notation for the radial part of the wave–function (2.6).

At this stage there is one important thing to point out: observe that the scalar wave fulfills equivalent equations to those for tensor type perturbations of gravitational waves. However, one cannot directly employ our results below, and those in sections 3.1 and 4.1, for the scalar–wave absorption probability to the absorption probability for tensor type gravitational perturbations, since s–wave perturbations are not available in this case. One would instead have to consider higher wave–modes with non–trivial angular dependence. This caveat will not exist in the asymptotic case.

**Region I: The Horizon Region**

We define region I as the region in which \(r \approx R_H\) and \(V(r) \ll \omega^2\). In this case, the potential (2.10) near the horizon may be written as

\[
V(r) = 2(d - 2) \frac{k^2}{R_H} (r - R_H).
\]

We can thus re–write the horizon region condition \(V(r) \ll \omega^2\) as

\[
\frac{r - R_H}{R_H} \ll \frac{\omega^2}{k^2_H},
\]

thus defining region I. Notice that (2.14) together with \(\omega \ll k_H\) implies that \(r - R_H \ll R_H\).

Since we can neglect the potential \(V(r)\) as compared to the frequency squared, the scalar equation (2.9) in region I reduces to

\[
\left[ \frac{d^2}{dx^2} + \omega^2 \right] \left( r \frac{d^2}{dx^2} \Phi_\omega \right) = 0.
\]

Clearly, the general solution for a purely incoming wave can thus be written

\[
\left( \frac{r}{R_H} \right) \frac{d^2}{dx^2} \Phi_\omega = A_1 e^{i\omega x}.
\]

Furthermore, since we have that \(r - R_H \ll R_H\), it is evident that one may also write

\[
\Phi_\omega = A_1 e^{i\omega x}.
\]

To measure the flux near the horizon, associated to the solution above, one only needs to notice that, in terms of the tortoise coordinate \(x\), one is effectively considering an one–dimensional Schrödinger–like equation with zero potential. Therefore, the flux per unit area is simply

\[
\dot{J}_{\text{hor}} = \frac{1}{2i} \left( \Phi_\omega^* \frac{d\Phi_\omega}{dx} - \Phi_\omega \frac{d\Phi_\omega^*}{dx} \right) = \omega |A_1|^2.
\]
The total flux near the event horizon is therefore

\[ J_{\text{hor}} = A_H \omega |A_1|^2 \]  \hspace{1cm} (2.19)

where \( A_H \) is the area of the horizon given in equation (2.5).

From (2.3) we now see that in region I we have

\[ x \simeq \frac{1}{2k_H} \log \left( \frac{r - R_H}{R_H} \right). \]  \hspace{1cm} (2.20)

Let us now consider the case of being slightly away from the horizon, in such a manner that

\[ \frac{r - R_H}{R_H} \gg e^{-\frac{2k_H}{r} \omega}. \]  \hspace{1cm} (2.21)

This is consistent with being in region I as defined by (2.14) since combining these two conditions gives

\[ e^{-\frac{2k_H}{r} \omega} \ll \frac{\omega^2}{k_H}, \]  \hspace{1cm} (2.22)

which follows from having \( \omega \ll k_H \) and is thereby a consequence of the low frequency approximation (2.11).

Using (2.20) we therefore obtain that the scalar wave–function in the region defined by (2.14) and (2.21) becomes

\[ \Phi_\omega(r) = A_I \left[ 1 + i \frac{\omega}{2k_H} \log \left( \frac{r - R_H}{R_H} \right) \right], \]  \hspace{1cm} (2.23)

where we have used (2.21). Below, and in the process of computing the greybody factor, we shall match (2.23) to a general solution of the scalar wave equation in region II.

**Region II: The Intermediate Region**

Region II is defined as the region where \( V(r) \gg \omega^2 \). The scalar wave equation (2.7) then reduces to

\[ \partial_r (r^{d-2} f(r) \partial_r \Phi_\omega) = 0. \]  \hspace{1cm} (2.24)

The most general solution to this equation is

\[ \Phi_\omega(r) = A_\Pi + B_\Pi G(r), \]  \hspace{1cm} (2.25)

with

\[ G(r) = \int_\infty^r \frac{dr'}{g(r')}, \quad g(r) \equiv r^{d-2} f(r). \]  \hspace{1cm} (2.26)

For \( r \simeq R_H \) we get from (2.3) that

\[ G(r) \simeq \frac{1}{2R_H^{d-2} k_H} \log \left( \frac{r - R_H}{R_H} \right). \]  \hspace{1cm} (2.27)

Since this is the part of region II which is closest to region I, we should now match this solution to the wave–function (2.23) of region I. Doing this yields the matching

\[ A_\Pi = A_I, \quad B_\Pi = i \omega R_H^{d-2} A_I. \]  \hspace{1cm} (2.28)
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Now, for \( r \gg R_H \), we have instead
\[
G(r) \simeq \int_{\infty}^{r} \frac{dr'}{(r')^{d-2}f_a(r')},
\]
so that in the end one obtains the final expression of
\[
\Phi_\omega(r) = A_1 \left( 1 + i\omega R_H^{d-2} \int_{\infty}^{r} \frac{dr'}{(r')^{d-2}f_a(r')} \right),
\]
for \( r \gg R_H \), in the region with \( \omega^2 \ll V(r) \). This expression for the wave–function, (2.30), is what we shall use in the following in order match to a general solution for the scalar wave equation in the final asymptotic region (i.e., region III). It is important to point out that, up to this stage, we have been completely generic on which type of black hole we are considering (allowing for both charge and a cosmological constant). Furthermore, the analysis in regions I and II is completely insensitive to the inclusion of charge. Next, we shall do the matching in the asymptotic region for the case of an asymptotically flat spacetime, while in sections 3.1 and 4.1 we shall do it for the cases of asymptotically dS and AdS spacetimes.

**Region III: The Asymptotic Region in the Flat Spacetime Case**

The asymptotic region is defined by \( r \gg R_H \). Here \( f(r) \simeq f_a(r) \) and, for the case of an asymptotically flat black hole spacetime, one simply has
\[
f_a(r) = 1.
\]

The general solution of the flat space wave equation, for \( \ell = 0 \), is given by
\[
\Phi_\omega = \rho^{\frac{3-d}{2}} \left[ C_1 H_{(d-3)/2}^{(1)}(\rho) + C_2 H_{(d-3)/2}^{(2)}(\rho) \right],
\]
with \( \rho = r\omega \) and where \( H_{\nu}^{(1)}(\rho) = J_\nu(\rho) + iN_\nu(\rho) \) and \( H_{\nu}^{(1)}(\rho) = J_\nu(\rho) - iN_\nu(\rho) \) are the Hankel functions, here given in terms of the Bessel functions \( J_\nu(\rho) \) and \( N_\nu(\rho) \). We can match this solution to the wave–function of region II, when \( \rho \ll 1 \). In this limit we get for the expression above
\[
\Phi_\omega = \frac{C_1 + C_2}{\Gamma(\frac{d-1}{2})} \left[ 1 + \mathcal{O}(\rho) \right] - i(C_1 - C_2) \frac{\Gamma(\frac{d-3}{2})}{\pi \rho^{d-3}} \left[ 1 + \mathcal{O}(\rho) \right].
\]

On the other hand, from the wave–function (2.30) in region II, one has
\[
\Phi_\omega(r) = A_1 \left( 1 - i\omega R_H^{d-2} \frac{1}{(d-3)r^{d-3}} \right).
\]

Matching the region III wave–function (2.32) to the region II wave–function (2.34) we finally get
\[
C_1 + C_2 = \Gamma \left( \frac{d-1}{2} \right) 2^{\frac{d-3}{2}} \pi A_1, \quad C_1 - C_2 = \frac{\pi \omega^{d-2} R_H^{d-2}}{(d-3)\Gamma \left( \frac{d-3}{2} \right) 2^{\frac{d-3}{2}}} A_1.
\]

In matching (2.33) and (2.34) we are using the fact that \( \omega R_H \ll 1 \), from (2.11), since we are just considering matching in the region \( R_H \ll r \ll 1/\omega \). This is, furthermore, also why any terms of higher order in \( \rho = r\omega \) can be ignored in \( N_{(d-3)/2}(\rho) \), when matching (2.33) and (2.34), since it is simple to observe that it follows from \( \omega R_H \ll 1 \) that \(|C_1 - C_2| \ll |C_1 + C_2| \) in (2.35).
The total incoming flux for the general wave–function solution (2.32) is

\[ J_{\text{asy}} = r^{d-2} \Omega_{d-2} \frac{1}{2i} \left( \Phi^* \frac{d\Phi}{dr} - \Phi \frac{d\Phi^*}{dr} \right) = J_{\text{in}} - J_{\text{out}}, \]  

where

\[ J_{\text{in}} = \frac{2}{\pi} \Omega_{d-2} \omega^{3-d} |C_1|^2, \quad J_{\text{out}} = \frac{2}{\pi} \Omega_{d-2} \omega^{3-d} |C_2|^2, \]  

are the incoming and outgoing fluxes, respectively. Using now (2.35) we see that

\[ J_{\text{asy}} = \omega |A_1|^2 \Omega_{d-2} R_H^{d-2}. \]  

Therefore, comparing with (2.19), we get that

\[ J_{\text{hor}} = J_{\text{asy}} = J_{\text{in}} - J_{\text{out}}. \]  

This expresses the fact that the flux is preserved from the horizon to the asymptotic region.

**Greybody Factor and Absorption Cross–Section**

The greybody factor \( \gamma(\omega) \) is given by \( J_{\text{hor}} / J_{\text{in}} \). Using (2.37) and (2.39) along with (2.35), we see that

\[ \gamma(\omega) = \left( \frac{J_{\text{hor}}}{J_{\text{in}}} \right) = 1 - \frac{|C_2|^2}{|C_1|^2} \simeq 4 \frac{C_1 - C_2}{C_1 + C_2} = \frac{4\pi \omega^{d-2} R_H^{d-2}}{2^{d-2} \Gamma \left( \frac{d-1}{2} \right)^2} \]  

This is the greybody factor in the low frequency limit (2.11) for asymptotically flat black holes.

To find the absorption cross–section, we need to project a plane–wave wave–function \( e^{i\omega z} \) onto an ingoing spherical s–wave \( e^{i\omega r} (r^{d-2} \Omega_{d-2})^{-1/2} \Psi \). This gives \[ 8 \]

\[ |\Psi|^2 = \frac{(2\pi)^{d-2}}{\omega^{d-2} \Omega_{d-2}}. \]  

With this, we can write the absorption cross–section as

\[ \sigma(\omega) = \gamma(\omega) |\Psi|^2. \]  

Therefore, we get the absorption cross–section

\[ \sigma(\omega) = A_H, \]  

where \( A_H \) is the area of the horizon given by (2.5). Thus, we see from (2.43) that the absorption cross–section, for asymptotically flat black holes and in the low frequency limit (2.11), is universal, since it is precisely equal to the area of the black hole event horizon.

**2.2 Greybody Factors at Asymptotic Frequency**

**2.2.1 The Schwarzschild Solution**

For the Schwarzschild geometry, the asymptotic greybody factors in arbitrary dimension \( d \) were computed in \[ 17 \], using the monodromy matching technique first introduced in \[ 39 \]. While this monodromy technique was originally developed to compute asymptotic quasinormal modes, in different spacetime geometries, it
is not a difficult exercise to extend it in order to compute asymptotic greybody factors. In fact, the most significant change between computing asymptotic quasinormal modes and asymptotic greybody factors, using monodromy matching, is the change in boundary conditions. The monodromy technique of [39] was later applied in the calculation of Schwarzschild asymptotic quasinormal modes for all types of gravitational perturbations, as classified by the IK master equations [11], in [20]. In the present paper, we shall obtain the Schwarzschild gravitational greybody factors by taking the limit $R_C \rightarrow +\infty$ in the Schwarzschild dS solution, where $R_C$ is the dS cosmological horizon. As such, we postpone the details of the monodromy calculation for a couple of sections. Let us also point out that it is not always true that valid spacetime limits translate to valid asymptotic quasinormal mode or asymptotic greybody factor limits (e.g., one cannot use a similar approach to compute asymptotic quasinormal modes or asymptotic greybody factors for the extremal RN black holes—see a full discussion on this issue in [20]). The Schwarzschild greybody factors at asymptotic frequency, as originally computed in [17] and as reproduced later by our own calculations, are given by

$$
R = \frac{\pm 2i}{e^{\frac{2\pi \omega}{k_H}} + 3},
T = T' = \frac{e^{\frac{2\pi \omega}{k_H}} - 1}{e^{\frac{2\pi \omega}{k_H}} + 3},
R' = \pm 2i \frac{e^{\frac{2\pi \omega}{k_H}} - 1}{e^{\frac{2\pi \omega}{k_H}} + 3},
$$

(2.44)

where the plus (minus) sign corresponds to tensor and scalar (vector) type perturbations (we are here assuming $\text{Re}(\omega) > 0$). In here, $k_H$ denotes the surface gravity at the event horizon. One may also re–write the expressions above, making use of the equality

$$
\pm 2i = 2i \cos \left( \frac{\pi j}{2} \right),
$$

(2.45)

where $j = 0$ corresponds to tensor and scalar type perturbations, and where $j = 2$ corresponds to vector type perturbations. As we have said, we will later obtain these transmission/reflection coefficients by taking the limit $R_C \rightarrow +\infty$ in the Schwarzschild dS solution. One may further compute $\tilde{T} = 1$ and

$$
\tilde{R} = -2i \cos \left( \frac{\pi j}{2} \right).
$$

(2.46)

These very same coefficients will appear again throughout our calculations. The greybody factor finally follows as

$$
\gamma(\omega) = T(\omega) \tilde{T}(\omega) = \frac{e^{\frac{2\pi \omega}{k_H}} - 1}{e^{\frac{2\pi \omega}{k_H}} + 3},
$$

(2.47)

whose poles precisely correspond to the asymptotic quasinormal frequencies for this geometry [21].

2.2.2 The Reissner–Nordström Solution

In the case of the RN geometry, asymptotic greybody factors have been computed in dimension $d = 4$ in [17], again using the monodromy technique introduced in [39]. As in the situation with the Schwarzschild
geometry, we shall here obtain the fully $d$–dimensional RN asymptotic gravitational greybody factors by taking the limit $R_C \to +\infty$ in the RN dS solution. One could instead start by generalizing the original $d = 4$ calculation of [17], following a similar procedure to the one in [20] for the calculation of asymptotic quasinormal modes. The RN greybody factors at asymptotic frequency are given by

$$R = \frac{2i \cos \left( \frac{\pi j}{2} \right) \left( 1 + e^{-\frac{2\pi \omega}{k^+}} \right)}{e^{\frac{2\pi \omega}{k^+}} + (1 + 2\cos(\pi j)) + (2 + 2\cos(\pi j))e^{-\frac{2\pi \omega}{k^+}}},$$

$$T = T' = \frac{e^{\frac{2\omega}{k^+}} - 1}{e^{\frac{2\omega}{k^+}} + (1 + 2\cos(\pi j)) + (2 + 2\cos(\pi j))e^{-\frac{2\omega}{k^+}}},$$

$$R' = \frac{2i \cos \left( \frac{\pi j}{2} \right) \left( e^{\frac{2\omega}{k^+}} - 1 \right)}{e^{\frac{2\omega}{k^+}} + (1 + 2\cos(\pi j)) + (2 + 2\cos(\pi j))e^{-\frac{2\omega}{k^+}}},$$  \hspace{1cm} (2.48)

where $j$ satisfies $j = \frac{d-3}{2d-5}$ for tensor and scalar type perturbations, and $j = \frac{3d-7}{2d-5}$ for vector type perturbations (we are assuming $\Re(\omega) > 0$). In here, $k^\pm$ are the surface gravities at inner and outer horizon (see, e.g., [20] for a complete description of the RN geometry). As we have said, we will later obtain these transmission/reflection coefficients by taking the limit $R_C \to +\infty$ in the RN dS solution. One may further compute $\tilde{T} = 1$ and

$$\tilde{R} = -2i \cos \left( \frac{\pi j}{2} \right).$$  \hspace{1cm} (2.49)

These two coefficients are exactly the same as in the Schwarzschild case, only the definition of $j$ changes. We shall find them again in later calculations. The greybody factor finally follows as

$$\gamma(\omega) = T(\omega)\tilde{T}(\omega) = \frac{e^{i\tilde{\mathcal{H}}} - 1}{e^{i\mathcal{H}} + (1 + 2\cos(\pi j)) + (2 + 2\cos(\pi j))e^{-i\mathcal{H}}},$$  \hspace{1cm} (2.50)

whose poles precisely correspond to the asymptotic quasinormal frequencies for this geometry [21].

3. Asymptotically de Sitter Spacetimes

We shall now proceed with the study of asymptotically dS spacetimes, considering both the Schwarzschild dS and the RN dS solutions for $d$–dimensional black holes (we refer the reader to the appendices of [20] for a complete description of these geometries). The quantization of a scalar field in dS space was first addressed in [36]. While these authors found that the cosmological event horizon is stable, they also found that there is an isotropic background of thermal radiation. The emitted particles are, however, observer dependent, as is the “cosmological sphere” of dS. The boundary conditions for the scattering process which computes greybody factors in asymptotically dS spacetimes are simple to understand and are schematically depicted in Figure 3. Blackbody radiation is produced at the black hole horizon, with part of this radiation traveling all the way to the cosmological horizon, and the rest being reflected back to the black hole due to the interaction with the non–trivial spacetime geometry outside of the black hole. At the same time, blackbody radiation is produced at the cosmological event horizon, with part of this radiation traveling all the way to the black hole horizon, and the rest being reflected back to the cosmological horizon due to the interaction with the non–trivial spacetime geometry. In the following, $T'$ and $R'$ are the scattering
Figure 3: Penrose diagram for the Schwarzschild de Sitter spacetime, along with the schematics of the emission problem in the region covered by the tortoise coordinate. The solid line represents emission from the black hole event horizon, while the dashed line represents emission from the cosmological event horizon. The dots represent the scattering of the emitted waves in the spacetime geometry. The symbol $H^-$ represents the past black hole horizon, $H^+$ represents the future black hole horizon, and the symbol $H_C$ refers to the cosmological horizon.

Figure 4: Potential for Schwarzschild de Sitter scalar field and tensor–type perturbations in dimension $d = 6$. Plot is in the radial coordinate from the black hole horizon to the cosmological horizon, with $\ell = 0, 2, 4$, respectively.

coefficients associated to black hole emission, while $T$ and $R$ are the scattering coefficients associated to cosmological horizon emission. Interestingly enough, the greybody factor is the same for the emission from both horizons. The spacetime non–trivial geometry translates to the potential in the Schrödinger–like equation, and these potentials have been described in [11] (again, we refer to reader to the appendices of [20] for a complete listing of all these potentials). Observe that, due to the linearity of the Schrödinger equation describing the scattering process, one may study each of these “types” of emission, scattering and absorption, from either black hole horizon or cosmological horizon, in separate. We also plot the potential for both scalar field and tensor type gravitational perturbations in the six–dimensional Schwarzschild dS geometry in Figure 4.

An important point to have in mind concerns the stability of black holes in asymptotically dS spacetimes to tensor, vector and scalar perturbations, as discussed in [11]. For black holes without charge, tensor and vector perturbations are stable in any dimension. Scalar perturbations are stable up to dimension six but there is no proof of stability in dimension $d \geq 7$. For charged black holes, tensor and vector perturbations are stable in any dimension. Scalar perturbations are stable in four and five dimensions but there is no proof of stability in dimension $d \geq 6$. As we work in generic dimension $d$ we are not guaranteed to always have a stable solution\(^4\). Our results will apply if and only if the spacetime in consideration is stable.

3.1 Greybody Factors at Low Frequency

In this section we shall find the greybody factor, at low frequencies, for black holes in asymptotically dS spacetimes. We do this in the approximation where we take the cosmological horizon to be far away from the event horizon of the black hole, in order to decouple the behavior of the wave–function in the

\(^4\)See however [45].
near horizon region from its behavior in the asymptotic region. This approximation also corresponds to considering small dS black holes, i.e., considering black holes whose size is much smaller than the distance–scale set by the cosmological constant. Greybody factors for Schwarzschild dS black holes have previously been considered in [19]. As we shall further comment below, the methods that we employ are different, but the results that we find match the ones presented in [19] in the strict zero frequency limit.

The class of black hole solutions that we consider have a metric of the form (2.1) with the function \( f(r) \) of the form (2.2), i.e., we have \( f(r) = f_h(r) + f_a(r) \) where, in here, \( f_a(r) \) is now given by

\[
\begin{align*}
f_a(r) &= 1 - \kappa^2 r^2, \\
\end{align*}
\]

such that setting \( f(r) = f_a(r) \) in the metric (2.1) corresponds to a dS geometry with the cosmological horizon located at \( r = 1/\kappa \). As mentioned above, we need to assume that we can separate the near horizon region from the asymptotic region, so that we need to assume

\[
\kappa R_H \ll 1, \tag{3.2}
\]

where \( r = R_H \) is the location of the event horizon (i.e., we have \( f(R_H) = 0 \)). From this, it is clear that we will have that \( f_h(r) \ll f_a(r) \) for \( r \gg R_H \). This also means that we have the cosmological horizon located at \( r = 1/\kappa \), since the shift due to the \( f_h(r) \) contribution to \( f(r) \), for \( r \gg R_H \), is negligible.

To compute the leading order greybody factor at low frequencies (2.11), we consider in the following an \( \ell = 0 \) scalar wave propagating in the background of an asymptotically dS black hole spacetime, and satisfying (3.2). The wave equation is given by (2.9) with \( \ell = 0 \) and with the potential \( V(r) \) given in terms of \( f(r) \) by (2.10). Notice that the tortoise coordinate \( x \) is still defined in terms of \( f(r) \) by (2.8).

The assumption (3.2) means that we are able to define an intermediate region, \( R_H \ll r \ll 1/\kappa \), in between the near horizon region and the asymptotic region. This region overlaps with region II, earlier defined in section 2.1 as the region where \( V(r) \ll \omega^2 \). By combining (2.30) with (3.1) we learn that, for \( r \gg R_H \), \( \kappa r \ll 1 \) and \( r \omega \ll 1 \), the wave–function behaves as

\[
\Phi_\omega(r) = A_I \left( 1 - i \frac{\omega R_H^{d-2}}{(d-3)r^{d-3}} \right). \tag{3.3}
\]

In the following we shall match the wave–function solved in the asymptotic region of the dS geometry, i.e., region III as originally defined in section 2.1, to the behavior (3.3) of the wave–function in region II. Just like for asymptotically flat spacetimes, this will allow for a direct evaluation of the greybody factors.

**Scalar Waves in de Sitter Spacetime**

For \( r \gg R_H \), i.e., in region III, the tortoise coordinate \( x \) as defined by (2.8) becomes

\[
\kappa x = \text{arctanh}(\kappa r), \tag{3.4}
\]

so that \( \kappa r = \tanh(\kappa x) \). The potential \( V(r) \), defined in (2.10), is then

\[
V(r) = \frac{(d - 2)(1 - \kappa^2 r^2)(d - 4 - d\kappa^2 r^2)}{4r^2}. \tag{3.5}
\]

If we now define the coordinate

\[
z \equiv \kappa^2 r^2, \tag{3.6}
\]
we can write the wave equation (3.7) as

\[ 4z(1 - z)^2 \frac{d^2 g}{dz^2} + 2 (1 - 4z + 3z^2) \frac{dg}{dz} + \left( \dot{\omega}^2 - \frac{(d - 2)(1 - z)(d - 4 - d z)}{4z} \right) g = 0, \tag{3.7} \]

where we have defined

\[ \dot{\omega} \equiv \frac{\omega}{\kappa}, \quad g \equiv r \frac{d^2}{r^2} \Phi_\omega. \tag{3.8} \]

The general solution to (3.7) is

\[ g = C_1 z^{\frac{d-2}{4}} (1 - z)^{-i \frac{1}{2} \dot{\omega}} \, _2F_1 \left[ -i \frac{\dot{\omega}}{2}, \frac{d - 1}{2} - i \frac{\dot{\omega}}{2}; \frac{d - 1}{2} \right] z + 
\]

\[ + C_2 z^{\frac{4 - d}{4}} (1 - z)^{-i \frac{1}{2} \dot{\omega}} \, _2F_1 \left[ 1 - i \frac{\dot{\omega}}{2}, - \frac{d - 3}{2} - i \frac{\dot{\omega}}{2}; \frac{5 - d}{2} \right] z \], \tag{3.9} \]

where \(_2F_1 [a, b; c | z]\) is the standard hypergeometric function. Alternatively, we may also write the general solution as

\[ g = \tilde{C}_1 z^{\frac{d-2}{4}} (1 - z)^{-i \frac{1}{2} \dot{\omega}} \, _2F_1 \left[ -i \frac{\dot{\omega}}{2}, \frac{d - 1}{2} - i \frac{\dot{\omega}}{2}; 1 - i \dot{\omega} \right] 1 - z + 
\]

\[ + \tilde{C}_2 z^{\frac{4 - d}{4}} (1 - z)^{i \frac{1}{2} \dot{\omega}} \, _2F_1 \left[ i \frac{\dot{\omega}}{2}, \frac{d - 1}{2} + i \frac{\dot{\omega}}{2}; 1 + i \dot{\omega} \right] 1 - z \]. \tag{3.10} \]

Using standard relations for the hypergeometric functions, one can easily see that the relations between the coefficients above are

\[ \begin{pmatrix} \tilde{C}_1 \\ \tilde{C}_2 \end{pmatrix} = \begin{pmatrix} b_{11} & b_{12} \\ b_{21} & b_{22} \end{pmatrix} \begin{pmatrix} C_1 \\ C_2 \end{pmatrix}, \tag{3.11} \]

with

\[ b_{11} = \frac{\Gamma \left( \frac{d - 1}{2} \right) \Gamma \left( i \dot{\omega} \right)}{\Gamma \left( \frac{d - 1}{2} + i \dot{\omega} \right) \Gamma \left( \frac{d - 1}{2} - i \dot{\omega} \right)}, \quad b_{12} = \frac{\Gamma \left( \frac{5 - d}{2} \right) \Gamma \left( i \dot{\omega} \right)}{\Gamma \left( \frac{3 - d + i \dot{\omega}}{2} \right) \Gamma \left( 1 + \frac{i \dot{\omega}}{2} \right)}, \tag{3.12} \]

\[ b_{21} = \frac{\Gamma \left( \frac{d - 1}{2} \right) \Gamma \left( - i \dot{\omega} \right)}{\Gamma \left( \frac{d - 1}{2} - i \dot{\omega} \right) \Gamma \left( - \frac{d - 1}{2} \right)}, \quad b_{22} = \frac{\Gamma \left( \frac{5 - d}{2} \right) \Gamma \left( - i \dot{\omega} \right)}{\Gamma \left( \frac{3 - d - i \dot{\omega}}{2} \right) \Gamma \left( 1 - \frac{i \dot{\omega}}{2} \right)}. \tag{3.13} \]

For use below we further note the important identities

\[ b_{21} = b_{11}^*, \quad b_{22} = b_{12}^*, \quad b_{11} b_{22} - b_{12} b_{21} = -i \frac{d - 3}{2 \dot{\omega}}. \tag{3.14} \]

Using (3.9) we see that for \( z \to 0, \) or \( \kappa r \ll 1, \) we have

\[ \Phi_\omega = C_1 \kappa^{\frac{d - 2}{2}} + \frac{C_2 \kappa^{\frac{4 - d}{2}}}{r^{d - 3}}. \tag{3.15} \]

Using instead (3.10), we see that for \( z \to 1, \) or \( \kappa x \gg 1, \) we have

\[ \Phi_\omega = \tilde{C}_1 \kappa^{\frac{d - 2}{2}} e^{-i \dot{\omega} x} \tilde{C}_2 + \frac{C_2 \kappa^{\frac{4 - d}{2}}}{r^{d - 3}} e^{-i \dot{\omega} x}. \tag{3.16} \]
From these expressions it is simple to obtain that total the flux, for \( x \to \infty \), is given by

\[
J_{\text{asy}} = A_C \frac{1}{2i} \left( \Phi^* \frac{d\Phi}{dx} - \Phi \frac{d\Phi^*}{dx} \right) = J_{\text{in}} - J_{\text{out}},
\]

(3.17)

where

\[
J_{\text{in}} = A_C \omega \kappa^{d-2} |\tilde{C}_1|^2, \quad J_{\text{out}} = A_C \omega \kappa^{d-2} |\tilde{C}_2|^2,
\]

(3.18)

are the incoming and outgoing fluxes, respectively. In order to obtain the total flux we have multiplied with the area of the cosmological horizon \( A_C \) above, which is given by

\[
A_C = \Omega_d \kappa^{d-2}.
\]

(3.19)

Making further use of (3.14), it is easily seen that one may write

\[
|\tilde{C}_1|^2 - |\tilde{C}_2|^2 = (b_{11}b_{22} - b_{12}b_{21})(C_1C_2^* - C_1^*C_2) = -i \frac{d-3}{2\hat{\omega}} (C_1C_2^* - C_1^*C_2),
\]

(3.20)

and so, in terms of \( C_1 \) and \( C_2 \), the total flux (3.17) of the wave–function for \( x \to \infty \) is

\[
J_{\text{asy}} = \frac{d-3}{2i} A_C \kappa^{d-1} (C_1C_2^* - C_1^*C_2).
\]

(3.21)

We now proceed to find the coefficients \( C_1 \) and \( C_2 \). This we can do by matching the behavior (3.15) of the wave–function for \( \kappa r \ll 1 \) in region III, to the behavior (3.3) for \( r \gg R_H \) in region II. A simple calculation yields the result

\[
C_1 = \kappa^{2-d} A_1, \quad C_2 = -i\kappa^{d-4} \frac{\omega R_H^{d-2}}{d-3} A_1.
\]

(3.22)

Inserting this result in (3.21), we obtain the following total flux in the asymptotic region,

\[
J_{\text{asy}} = (\kappa R_H)^{d-2} \omega |A_1|^2 A_C.
\]

(3.23)

Comparing this with (2.19), we get

\[
J_{\text{hor}} = J_{\text{asy}} = J_{\text{in}} - J_{\text{out}}.
\]

(3.24)

This expresses the fact that the total flux is conserved from the horizon to the asymptotic region \( x \to \infty \) near the cosmological horizon.

**The Greybody Factor**

The greybody factor \( \gamma(\omega) \) is given by \( J_{\text{hor}}/J_{\text{in}} \). Using (3.18) and (3.24) along with (3.11) we get that

\[
\gamma(\omega) = \frac{J_{\text{hor}}}{J_{\text{in}}} = 1 - \frac{|\tilde{C}_2|^2}{|\tilde{C}_1|^2} = \left| \frac{b_{21}b_{22} - b_{12}b_{21}}{b_{11}} \right|^2 \left| 1 + \frac{b_{11}b_{22} - b_{12}b_{21}}{b_{11}b_{21}} \right|^2.
\]

(3.25)

Using now (3.14) and (3.22) we obtain that the greybody factor is given by

\[
\gamma(\omega) = 4h(\hat{\omega})(\kappa R_H)^{d-2} = 4h(\hat{\omega}) \frac{A_H}{A_C}.
\]

(3.26)
where we defined the function $h(\hat{\omega})$ by

$$h(\hat{\omega}) \equiv \frac{1}{4|b_{11}|^2}. \quad (3.27)$$

For even $d \geq 4$ we have

$$h(\hat{\omega}) = \prod_{n=1}^{d-2} \left( 1 + \frac{\hat{\omega}^2}{(2n-1)^2} \right), \quad (3.28)$$

while for odd $d \geq 5$ we have instead

$$h(\hat{\omega}) = \frac{\pi \hat{\omega}}{2} \coth \left( \frac{\pi \hat{\omega}}{2} \prod_{n=1}^{d-2} \left( 1 + \frac{\hat{\omega}^2}{(2n)^2} \right) \right). \quad (3.29)$$

Equation (3.26), along with (3.28) and (3.29), gives the leading contribution to the greybody factor, in the low frequency limit (2.11), for small asymptotically dS black holes (3.2). Note that $h(\hat{\omega}) \to 1$ as $\hat{\omega} \to 0$, for both even and odd spacetime dimension. We also see from (3.20) that the greybody factor retains a high degree of universality in that it only depends on $\hat{\omega}$ and $A_{HC}$, and not on details of the black hole, such as whether it is charged or not. Still, it displays new features as compared to asymptotically flat geometries.

Comparing our result to the results of [19] we find that our final expression for the greybody factor matches the one in [19] in the strict $\omega \to 0$ limit, and in the case of small black holes. This is a nice consistency check on both calculations. However, it is important to notice that the authors of [19] claimed that the absorption cross–section for Schwarzschild dS black holes diverged as $\omega \to 0$. As we have alluded to before, there is no good notion of absorption cross–section in non–asymptotically flat spacetimes, as one cannot define an S–matrix. As such, there are no divergences of any physical quantities. The divergence found in [19] stems from the fact that the authors defined the dS cross–section using the flat space optical theorem, a relation which no longer holds in non–asymptotically flat spacetimes.

3.2 Greybody Factors at Asymptotic Frequency

3.2.1 The Schwarzschild de Sitter Solution

On what concerns the Schwarzschild dS geometry, asymptotic greybody factors have not been considered in the past literature, and we fill such a gap in the present paper. We shall compute $d$–dimensional asymptotic gravitational greybody–factors for the Schwarzschild dS geometry, using the monodromy–matching technique first developed in [40, 20]. Indeed, and as we have alluded to before, it is not a difficult exercise to extend such monodromy–matching technique from its original quasinormal mode application to the present calculation of asymptotic greybody factors—in some sense, all that is required is an appropriate change in the boundary conditions. This is what we do in the present section, as we shall now explain how to compute the greybody factors at large imaginary frequencies for the Schwarzschild dS black hole. The following calculation heavily relies on [20], where any missing details may be found.

We consider solutions of the Schrödinger–like equation in the complex $r$–plane. Near the singularity $r = 0$, these solutions behave as

$$\Phi(x) \sim B_+ \sqrt{2 \pi \omega x} \, J_{\frac{1}{2}}(\omega x) + B_- \sqrt{2 \pi \omega x} \, J_{-\frac{1}{2}}(\omega x), \quad (3.30)$$

where $x$ is the tortoise coordinate, $J_{\nu}$ represents a Bessel function of the first kind and $B_{\pm}$ are (complex) integration constants. The parameter $j$ is left generic for the time being, but will ultimately be set equal to $j = 0$ for tensor and scalar type perturbations and equal to $j = 2$ for vector type perturbations.
Our monodromy calculation must be carried out along the Stokes line \( \Re(x) = 0 \), which is sketched in Figure 5. Starting at point \( A \), our solution can be approximated in the limit \( \Im(\omega) \gg \Re(\omega) \) by

\[
\Phi(x) \sim \left( B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-} \right) e^{i\omega x} + \left( B_+ e^{i\alpha_+} + B_- e^{i\alpha_-} \right) e^{-i\omega x},
\]

(3.31)

where \( \alpha_{\pm} = \frac{\pi}{4}(1 \pm j) \). The main difference between this calculation and the calculation of the asymptotic quasinormal frequencies in [20] is that, unlike the quasinormal modes, our solutions in here will have well defined monodromy only around one of the horizons. For this reason we will have to consider the two scattering problems corresponding to both incoming or outgoing waves in order to perform the full computation.

Consider the problem of an incoming wave first. In this problem, \( \Phi \) has well defined clockwise monodromy \( e^{\pi \omega / k_H} \) around the black hole horizon \( R_H \), where \( k_H \) is the surface gravity of the black hole horizon. As one rotates from point \( A \) to point \( B \) near the origin, the approximate expression for \( \Phi \) changes to

\[
\Phi(x) \sim \left( B_+ e^{3i\alpha_+} + B_- e^{3i\alpha_-} \right) e^{i\omega x} + \left( B_+ e^{5i\alpha_+} + B_- e^{5i\alpha_-} \right) e^{-i\omega x},
\]

(3.32)

and further rotating to point \( C \) yields

\[
\Phi(x) \sim \left( B_+ e^{5i\alpha_+} + B_- e^{5i\alpha_-} \right) e^{i\omega x} + \left( B_+ e^{5i\alpha_+} + B_- e^{5i\alpha_-} \right) e^{-i\omega x}.
\]

(3.33)

Consider the contour obtained by starting at point \( B \), rotating to point \( C \) near the origin and returning to point \( B \) along the Stokes line. The coefficient of \( e^{i\omega x} \) does not change along this contour, and hence this term already has the appropriate monodromy. On the other hand, the monodromy of the term in \( e^{-i\omega x} \) will have to match the monodromy of \( \Phi \) around \( R_H \):

\[
\frac{B_+ e^{5i\alpha_+} + B_- e^{5i\alpha_-}}{B_+ e^{i\alpha_+} + B_- e^{i\alpha_-}} e^{-\frac{\pi \omega}{k_H}} = e^{\frac{\pi \omega}{k_H}}.
\]

(3.34)
Since \( \text{Re}(x) < 0 \) near \( R_H \), we see that for \( \text{Im}(\omega) \gg \text{Re}(\omega) \) the term \( e^{i\omega x} \) is exponentially bigger than the term \( e^{-i\omega x} \). Since \( \Phi(x) \sim T e^{i\omega x} \) near \( R_H \), we must have

\[
B_+ e^{3i\alpha_+} + B_- e^{3i\alpha_-} = T. \tag{3.35}
\]

On the other hand, \( \text{Re}(x) > 0 \) near the cosmological event horizon \( R_C \), and therefore \( e^{-i\omega x} \) exponentially dominates \( e^{i\omega x} \) in this region. Since \( \Phi(x) \sim e^{i\omega x} + R e^{i\omega x} \) near \( R_C \), we must also have

\[
B_+ e^{i\alpha_+} + B_- e^{i\alpha_-} = R. \tag{3.36}
\]

Consequently,

\[
\frac{B_+ e^{3i\alpha_+} + B_- e^{3i\alpha_-}}{B_+ e^{i\alpha_+} + B_- e^{i\alpha_-}} = \frac{T}{R}. \tag{3.37}
\]

Seen as a linear system for \((B_+, B_-)\), equations (3.34) and (3.37) can only have non–trivial solutions if

\[
\begin{vmatrix}
5i\alpha_+ - \frac{2\pi}{k_H} e^{i\alpha_+} & 5i\alpha_- - \frac{2\pi}{k_H} e^{i\alpha_-} \\
3i\alpha_+ - \frac{T}{R} e^{i\alpha_+} & 3i\alpha_- - \frac{T}{R} e^{i\alpha_-}
\end{vmatrix} = 0,
\]

which yields

\[
\frac{T}{R} = \pm \frac{i}{2} \left( \frac{2\pi}{k_H} - 1 \right), \tag{3.39}
\]

where the minus (plus) sign corresponds to \( j = 0 \) (\( j = 2 \)) and tensor or scalar (vector) type perturbations.

Let us now consider the problem of an outgoing wave. In this problem, \( \Phi \) has well defined clockwise monodromy \( e^{-\frac{2\pi}{k_H}} \) around the cosmological horizon \( R_C \), where \( k_C \) is the (negative) surface gravity of the cosmological horizon. Again as one starts out at point \( A \) the solution \( \Phi \) has the approximate expression

\[
\Phi(x) \sim \left( B'_+ e^{-i\alpha_+} + B'_- e^{-i\alpha_-} \right) e^{i\omega x} + \left( B'_+ e^{i\alpha_+} + B'_- e^{i\alpha_-} \right) e^{-i\omega x}. \tag{3.40}
\]

As one rotates from point \( A \) to point \( B \) near the origin, this changes to

\[
\Phi(x) \sim \left( B'_+ e^{3i\alpha_+} + B'_- e^{3i\alpha_-} \right) e^{i\omega x} + \left( B'_+ e^{i\alpha_+} + B'_- e^{i\alpha_-} \right) e^{-i\omega x}. \tag{3.41}
\]

To compute the monodromy of \( \Phi \) around \( R_C \) we must follow a contour which encloses only this singularity. Therefore we proceed to point \( C \) along the branch of the Stokes line which goes around \( R_H \). As we do this, \( x \) increases by \( \frac{\pi}{\kappa_H} \), and consequently at point \( C \) one has

\[
\Phi(x) \sim \left( C'_+ e^{-i\alpha_+} + C'_- e^{-i\alpha_-} \right) e^{\frac{\pi}{\kappa_H} \left( x - \frac{\pi}{\kappa_H} \right)} + \left( C'_+ e^{i\alpha_+} + C'_- e^{i\alpha_-} \right) e^{-\frac{\pi}{\kappa_H} \left( x - \frac{\pi}{\kappa_H} \right)}
= \left( C'_+ e^{-i\alpha_+} + C'_- e^{-i\alpha_-} \right) e^{\frac{\pi}{\kappa_H} \omega x} + \left( C'_+ e^{i\alpha_+} + C'_- e^{i\alpha_-} \right) e^{-\frac{\pi}{\kappa_H} \omega x}. \tag{3.42}
\]

Further rotating to point \( D \) yields

\[
\Phi(x) \sim \left( C'_+ e^{3i\alpha_+} + C'_- e^{3i\alpha_-} \right) e^{\frac{\pi}{\kappa_H} \omega x} + \left( C'_+ e^{i\alpha_+} + C'_- e^{i\alpha_-} \right) e^{-\frac{\pi}{\kappa_H} \omega x}. \tag{3.43}
\]

Closing the contour by returning to point \( A \) along the Stokes line, we see that the coefficient of \( e^{-i\omega x} \) does not change along this contour, and hence this term already has the appropriate monodromy. On the other hand, the monodromy of the term in \( e^{i\omega x} \) will have to match the monodromy of \( \Phi \) around \( R_C \):

\[
\frac{C'_+ e^{3i\alpha_+} + C'_- e^{3i\alpha_-}}{B'_+ e^{-i\alpha_+} + B'_- e^{-i\alpha_-}} e^{\frac{\pi}{\kappa_H} \omega} e^{\frac{\pi}{\kappa_C} \omega} = e^{-\frac{\pi}{\kappa_C} \omega}. \tag{3.44}
\]
Since \( \Phi(x) \sim e^{-i\omega x} + R' e^{i\omega x} \) near \( R_H \), we must have
\[
B'_+ e^{3i\alpha_+} + B'_- e^{3i\alpha_-} = R'.
\] (3.45)

Since \( \Phi(x) \sim T' e^{-i\omega x} \) near \( R_C \), we must also have
\[
B'_+ e^{i\alpha_+} + B'_- e^{i\alpha_-} = T'.
\] (3.46)

Consequently,
\[
\frac{B'_+ e^{3i\alpha_+} + B'_- e^{3i\alpha_-}}{B'_+ e^{i\alpha_+} + B'_- e^{i\alpha_-}} = \frac{R'}{T'}.
\] (3.47)

Finally, the approximate expressions for \( \Phi \) at points \( B \) and \( C \) must be matched, yielding
\[
B'_+ e^{3i\alpha_+} + B'_- e^{3i\alpha_-} = C'_+ e^{-i\alpha_+} + \frac{\pi \omega}{k_H} e^{\frac{\pi \omega}{k_C}} e^{3i\alpha_+} - \frac{\pi \omega}{k_H} e^{3i\alpha_-},
\] (3.48)
\[
B'_+ e^{i\alpha_+} + B'_- e^{i\alpha_-} = C'_+ e^{i\alpha_+} + \frac{\pi \omega}{k_H} e^{i\alpha_-} - \frac{\pi \omega}{k_H}.
\] (3.49)

Seen as a linear system for \( (B'_+, B'_-, C'_+, C'_-) \), equations (3.44), (3.47), (3.49) and (3.49) can only have non–trivial solutions if
\[
\begin{vmatrix}
    e^{-i\alpha_+} & e^{-i\alpha_-} & e^{3i\alpha_+} e^{\frac{\pi \omega}{k_C}} & e^{3i\alpha_-} e^{\frac{\pi \omega}{k_H}} + 2 e^{\frac{\pi \omega}{k_C}} \\
    e^{3i\alpha_+} - \frac{2\pi \omega}{k_C} e^{i\alpha_+} & e^{3i\alpha_-} - \frac{2\pi \omega}{k_C} e^{i\alpha_-} & 0 & 0 \\
    e^{3i\alpha_+} & e^{3i\alpha_-} & e^{-i\alpha_+} e^{\frac{\pi \omega}{k_H}} & e^{-i\alpha_-} e^{\frac{\pi \omega}{k_H}} \\
    e^{i\alpha_+} & e^{i\alpha_-} & e^{i\alpha_+} e^{\frac{\pi \omega}{k_C}} & e^{i\alpha_-} e^{\frac{\pi \omega}{k_C}}
\end{vmatrix} = 0,
\] (3.50)

which yields
\[
\frac{R'}{T'} = \pm 2i \frac{e^{\frac{2\pi \omega}{k_C}} - 1}{e^{\frac{2\pi \omega}{k_C}} - 1},
\] (3.51)

where the minus (plus) sign corresponds to \( j = 0 \) (\( j = 2 \)) and tensor or scalar (vector) type perturbations.

To close the system, and end the calculation, we must now consider an incoming wave in the limit \(-\text{Im}(\omega) \gg \text{Re}(\omega)\). In this limit, the solution of the Schrödinger–like equation near the origin is approximated by
\[
\Phi(x) \sim \left( \tilde{B}_+ e^{i\alpha_+} + \tilde{B}_- e^{i\alpha_-} \right) e^{i\omega x} + \left( \tilde{B}_+ e^{-i\alpha_+} + \tilde{B}_- e^{-i\alpha_-} \right) e^{-i\omega x}
\] (3.52)
in the branch of the Stokes line containing point \( A \). As one rotates to point \( B \) near the origin, the approximate expression for \( \Phi \) changes to
\[
\Phi(x) \sim \left( \tilde{B}_+ e^{i\alpha_+} + \tilde{B}_- e^{-i\alpha_-} \right) e^{i\omega x} + \left( \tilde{B}_+ e^{3i\alpha_+} + \tilde{B}_- e^{3i\alpha_-} \right) e^{-i\omega x}.
\] (3.53)

Since \( \text{Re}(x) < 0 \) near \( R_H \), we see that for \(-\text{Im}(\omega) \gg \text{Re}(\omega)\) the term \( e^{-i\omega x} \) is exponentially bigger than the term \( e^{i\omega x} \). However, since \( \Phi(x) \sim \tilde{T} e^{i\omega x} \) near \( R_H \), we must have
\[
\tilde{B}_+ e^{3i\alpha_+} + \tilde{B}_- e^{3i\alpha_-} = 0,
\] (3.54)
and consequently the term in \( e^{-i\omega x} \) is not present. We can therefore match the coefficient of the term in \( e^{i\omega x} \), yielding
\[
B'_+ e^{i\alpha_+} + B'_- e^{i\alpha_-} = \tilde{T}.
\] (3.55)
On the other hand, $\Re(x) > 0$ near $R_C$, and therefore $e^{i\omega x}$ exponentially dominates $e^{-i\omega x}$ in this region. Since $\Phi(x) \sim e^{i\omega x} + \Re e^{i\omega x}$ near $R_C$, we must also have

$$B_+ e^{i\alpha+} + B_- e^{i\alpha-} = 1. \quad (3.56)$$

Consequently, $T = 1$. This equation, together with

$$RR + TT = 1, \quad \frac{R'}{T} = -\frac{\tilde{R}}{T}, \quad T' = T, \quad (3.57)$$

closes the system, as we now have 6 equations for the 6 unknowns $R, T, R', T', \tilde{R}, \tilde{T}$. These are readily solved to yield

$$R = -\frac{\pm 2ie^{\frac{\pi\omega}{kH}} \sinh \left( \frac{\pi\omega}{k_C} \right)}{3 \cosh \left( \frac{\pi\omega}{k_H} + \frac{\pi\omega}{k_C} \right) + \cosh \left( \frac{\pi\omega}{k_H} - \frac{\pi\omega}{k_C} \right)},$$

$$T = T' = \frac{-2 \sinh \left( \frac{\pi\omega}{k_H} \right) \sinh \left( \frac{\pi\omega}{k_C} \right)}{3 \cosh \left( \frac{\pi\omega}{k_H} + \frac{\pi\omega}{k_C} \right) + \cosh \left( \frac{\pi\omega}{k_H} - \frac{\pi\omega}{k_C} \right)},$$

$$R' = \frac{\pm 2i \left( e^{\frac{\pi\omega}{k_H}} - 1 \right) \cosh \left( \frac{\pi\omega}{k_H} + \frac{\pi\omega}{k_C} \right)}{3 \cosh \left( \frac{\pi\omega}{k_H} + \frac{\pi\omega}{k_C} \right) + \cosh \left( \frac{\pi\omega}{k_H} - \frac{\pi\omega}{k_C} \right)}, \quad (3.58)$$

where the plus (minus) sign corresponds to $j = 0$ ($j = 2$) and tensor or scalar (vector) type perturbations.

Notice that the poles of these coefficients are the frequencies of the asymptotic quasinormal modes (see [20] for further details), as it should be. On the other hand, the limit $R_C \to +\infty$, which is to say $k_C \to 0^-$, assuming $\Re(\omega) > 0$, yields the Schwarzschild coefficients

$$R = \frac{\pm 2i}{e^{\frac{2\pi\omega}{k_H}} + 3},$$

$$T = T' = \frac{e^{\frac{2\pi\omega}{k_H}} - 1}{e^{\frac{2\pi\omega}{k_H}} + 3},$$

$$R' = \frac{\pm 2i \left( e^{\frac{2\pi\omega}{k_H}} - 1 \right)}{e^{\frac{2\pi\omega}{k_H}} + 3}, \quad (3.59)$$

where the plus (minus) sign corresponds to $j = 0$ ($j = 2$) and tensor or scalar (vector) type perturbations, and as we have advertised for before (these were also obtained in [17]).
The calculation above changes slightly in the case \( d = 5 \), as explained in \([20]\). The end result is

\[
R = -\frac{\pm 2i e^{-\frac{\pi \omega}{k_H}} \cosh \left( \frac{\pi \omega}{k_C} \right)}{3 \sinh \left( \frac{\pi \omega}{k_H} + \frac{\pi \omega}{k_C} \right) - \sinh \left( \frac{\pi \omega}{k_H} - \frac{\pi \omega}{k_C} \right)},
\]

\[
T = T' = \frac{-2 \sinh \left( \frac{\pi \omega}{k_H} \right) \cosh \left( \frac{\pi \omega}{k_C} \right)}{3 \sinh \left( \frac{\pi \omega}{k_H} + \frac{\pi \omega}{k_C} \right) - \sinh \left( \frac{\pi \omega}{k_H} - \frac{\pi \omega}{k_C} \right)},
\]

\[
R' = \frac{\pm 2i \left( e^{\frac{\pi \omega}{k_H}} - 1 \right) \sinh \left( \frac{\pi \omega}{k_H} + \frac{\pi \omega}{k_C} \right) - \sinh \left( \frac{\pi \omega}{k_H} - \frac{\pi \omega}{k_C} \right)}{3 \sinh \left( \frac{\pi \omega}{k_H} + \frac{\pi \omega}{k_C} \right) - \sinh \left( \frac{\pi \omega}{k_H} - \frac{\pi \omega}{k_C} \right)},
\]

(3.60)

where the plus (minus) sign corresponds to \( j = 0 \) (\( j = 2 \)) and tensor or scalar (vector) type perturbations. Again, notice that the poles of these coefficients are the frequencies of the asymptotic quasinormal modes \([20]\), as it should be. Again the limit \( R_C \to +\infty \) yields the Schwarzschild coefficients in \( d = 5 \).

### 3.2.2 The Reissner–Nordström de Sitter Solution

As in the previous case of the Schwarzschild dS geometry, the RN dS black hole asymptotic greybody factors have not been considered in the past literature, and we fill such a gap in the present paper. We shall compute \( d \)-dimensional asymptotic gravitational greybody–factors for the RN dS geometry, using the monodromy–matching technique first developed in \([20]\). Again, the main difference with respect to the calculation in \([20]\) is an appropriate change in the boundary conditions, from quasinormal to greybody boundary conditions. This is what we do in the present section, as we shall now explain how to compute the greybody factors at large imaginary frequencies for the RN dS black hole. The following calculation relies heavily on \([20]\), where any missing details may be found.

We consider solutions of the Schrödinger–like equation in the complex \( r \)-plane. Near the singularity \( r = 0 \), these solutions behave as

\[
\Phi(x) \sim B_+ \sqrt{2 \pi \omega x} J_{\frac{1}{2}}(\omega x) + B_- \sqrt{2 \pi \omega x} J_{-\frac{1}{2}}(\omega x),
\]

(3.61)

where \( x \) is the tortoise coordinate, \( J_\nu \) represents a Bessel function of the first kind and \( B_\pm \) are (complex) integration constants. The parameter \( j \) satisfies \( j = \frac{d-3}{2d-5} \) for tensor and scalar type perturbations and \( j = \frac{3d-7}{2d-5} \) for vector type perturbations.

Our monodromy calculation must be carried out along the Stokes line \( \text{Re}(x) = 0 \), which is sketched in Figure 6. Starting at point \( A \), our solution can be approximated in the limit \( \text{Im}(\omega) \gg \text{Re}(\omega) \) by

\[
\Phi(x) \sim (B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-}) e^{i\omega x} + (B_+ e^{i\alpha_+} + B_- e^{i\alpha_-}) e^{-i\omega x},
\]

(3.62)

where \( \alpha_\pm = \frac{\pi}{4}(1 \pm j) \). The main difference between this calculation and the calculation of the asymptotic quasinormal frequencies in \([20]\) is that, unlike the quasinormal modes, our solutions will here have well defined monodromy only around one of the horizons. For this reason we will have to consider the two scattering problems corresponding to incoming or outgoing waves in order to perform the full computation.

Consider the problem of an incoming wave first. In this problem, \( \Phi \) has well defined clockwise monodromy \( e^{i\pi \pm} \) around the black hole outer horizon \( R_+ \), where \( k^\pm \) is the surface gravity of the black hole.
outer horizon. As one rotates from point $A$ to point $B$ near the origin, the approximate expression for $\Phi$ changes to

$$\Phi(x) \sim \left( B_+ e^{3i\alpha_+} + B_- e^{3i\alpha_-} \right) e^{i\omega x} + \left( B_+ e^{i\alpha_+} + B_- e^{i\alpha_-} \right) e^{-i\omega x},$$

(3.63)

and further rotating to point $C$ yields

$$\Phi(x) \sim \left( B_+ e^{3i\alpha_+} + B_- e^{3i\alpha_-} \right) e^{i\omega x} + \left( B_+ e^{5i\alpha_+} + B_- e^{5i\alpha_-} \right) e^{-i\omega x}.$$  

(3.64)

To compute the monodromy of $\Phi$ around the black hole outer horizon $R_+$ we must follow a contour which encloses only this singularity. Therefore we start at point $B$, rotate to point $C$ near the origin and proceed to point $D$ along the branch of the Stokes line which goes around the inner horizon $R_-$. As we do this, $x$ increases by $\frac{i\pi}{k}$, where $k^-$ is the (negative) surface gravity of the black hole inner horizon, and consequently at point $C$ one has

$$\Phi(x) \sim \left( C_+ e^{i\alpha_+} + C_- e^{i\alpha_-} \right) e^{i\omega x} + \left( C_+ e^{-i\alpha_+} + C_- e^{-i\alpha_-} \right) e^{-i\omega x}.$$

(3.65)

Further rotating to point $E$ yields

$$\Phi(x) \sim \left( C_+ e^{i\alpha_+} + C_- e^{i\alpha_-} \right) e^{i\omega x} + \left( C_+ e^{-i\alpha_+} + C_- e^{-i\alpha_-} \right) e^{-i\omega x}.$$  

(3.66)

Closing the contour by returning to point $B$ along the Stokes line, we see that the coefficient of $e^{i\omega x}$ does not change along this contour, and hence this term already has the appropriate monodromy. On the other hand, the monodromy of the term in $e^{-i\omega x}$ will have to match the monodromy of $\Phi$ around $R_+$:

$$\frac{C_+ e^{3i\alpha_+} + C_- e^{3i\alpha_-}}{B_+ e^{i\alpha_+} + B_- e^{i\alpha_-}} e^{-\frac{2\omega}{k^+}} e^{-\frac{2\omega}{k^-}} = e^{\frac{2\omega}{k_+}}.$$  

(3.67)
Since $\Phi(x) \sim e^{i\alpha x} + R e^{-i\omega x}$ near $R_C$, we must have

$$B_+ e^{i\alpha_+} + B_- e^{i\alpha_-} = R.$$ (3.68)

Since $\Phi(x) \sim T e^{i\omega x}$ near $R_+$, we must also have

$$B_+ e^{3i\alpha_+} + B_- e^{3i\alpha_-} = T.$$ (3.69)

Consequently,

$$\frac{B_+ e^{i\alpha_+} + B_- e^{i\alpha_-}}{B_+ e^{3i\alpha_+} + B_- e^{3i\alpha_-}} = \frac{R}{T}.$$ (3.70)

Finally, the approximate expressions for $\Phi$ at points $B$ and $C$ must be matched, yielding

$$B_+ e^{3i\alpha_+} + B_- e^{3i\alpha_-} = C_+ e^{i\alpha_+} e^{\frac{\pi\omega}{C}} + C_- e^{i\alpha_-} e^{\frac{\pi\omega}{C}},$$ (3.71)

$$B_+ e^{5i\alpha_+} + B_- e^{5i\alpha_-} = C_+ e^{-i\alpha_+} e^{-\frac{\pi\omega}{C}} + C_- e^{-i\alpha_-} e^{-\frac{\pi\omega}{C}}.$$ (3.72)

Seen as a linear system for $(B_+, B_-, C_+, C_-)$, equations (3.67), (3.70), (3.71) and (3.72) can only have non-trivial solutions if

$$\begin{vmatrix}
e^{i\alpha_+} & e^{i\alpha_-} & e^{3i\alpha_+} e^{-\frac{\pi\omega}{C}} & e^{3i\alpha_-} e^{-\frac{\pi\omega}{C}} \\
e^{i\alpha_+} & e^{i\alpha_-} & e^{3i\alpha_+} e^{\frac{\pi\omega}{C}} & e^{3i\alpha_-} e^{\frac{\pi\omega}{C}} \\
e^{5i\alpha_+} & e^{5i\alpha_-} & e^{-i\alpha_+} e^{\frac{\pi\omega}{C}} & e^{-i\alpha_-} e^{\frac{\pi\omega}{C}} \\
e^{5i\alpha_+} & e^{5i\alpha_-} & e^{-i\alpha_+} e^{-\frac{\pi\omega}{C}} & e^{-i\alpha_-} e^{-\frac{\pi\omega}{C}}
\end{vmatrix} = 0,$$ (3.73)

which yields

$$\frac{R}{T} = \frac{2 i \cos \left( \frac{\pi}{2} \right) \left( 1 + e^{-\frac{2\pi\omega}{C}} \right)}{e^{\frac{2\pi\omega}{C}} - 1}.$$ (3.74)

Let us now consider the problem of an outgoing wave. In this problem, $\Phi$ has well defined clockwise monodromy $e^{-\frac{i\alpha}{2C}}$ around the cosmological horizon $R_C$, where $k_C$ is the (negative) surface gravity of the cosmological horizon. Again as one starts out at point $A$ the solution $\Phi$ has the approximate expression

$$\Phi(x) \sim \left( B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-} \right) e^{i\omega x} + \left( B_+ e^{i\alpha_+} + B_- e^{i\alpha_-} \right) e^{-i\omega x}.$$ (3.75)

As one rotates from point $A$ to point $B$ near the origin, this changes to

$$\Phi(x) \sim \left( B_+ e^{3i\alpha_+} + B_- e^{3i\alpha_-} \right) e^{i\omega x} + \left( B_+ e^{i\alpha_+} + B_- e^{i\alpha_-} \right) e^{-i\omega x}.$$ (3.76)

To compute the monodromy of $\Phi$ around $R_C$ we must follow a contour which encloses only this singularity. Therefore we proceed to point $E$ along the branch of the Stokes line which goes around $R_+$. As we do this, $x$ increases by $\frac{i\pi}{k_C} + \frac{i\pi}{k}$, and consequently at point $E$ one has

$$\Phi(x) \sim \left( C_+ e^{-i\alpha_+} + C_- e^{-i\alpha_-} \right) e^{i\omega \left( x - \frac{\pi}{k_C} - \frac{\pi}{k} \right)} + \left( C_+ e^{i\alpha_+} + C_- e^{i\alpha_-} \right) e^{-i\omega \left( x - \frac{\pi}{k_C} - \frac{\pi}{k} \right)}$$

$$= \left( C_+ e^{-i\alpha_+} + C_- e^{-i\alpha_-} \right) e^{\frac{\pi\omega}{C}} e^{\frac{\pi\omega}{k_C}} e^{i\omega x} + \left( C_+ e^{i\alpha_+} + C_- e^{i\alpha_-} \right) e^{-\frac{\pi\omega}{C}} e^{-\frac{\pi\omega}{k_C}} e^{-i\omega x}.$$ (3.77)

Further rotating to point $F$ yields

$$\Phi(x) \sim \left( C_+ e^{3i\alpha_+} + C_- e^{3i\alpha_-} \right) \frac{e^{\frac{\pi\omega}{C}} e^{\frac{\pi\omega}{k_C}}}{e^{\frac{\pi\omega}{k}}} e^{i\omega x} + \left( C_+ e^{i\alpha_+} + C_- e^{i\alpha_-} \right) e^{-\frac{\pi\omega}{C}} e^{-\frac{\pi\omega}{k}} e^{-i\omega x}.$$ (3.78)
Closing the contour by returning to point \( A \) along the Stokes line, we see that the coefficient of \( e^{-i\omega x} \) does not change along this contour, and hence this term already has the appropriate monodromy. On the other hand, the monodromy of the term in \( e^{i\omega x} \) will have to match the monodromy of \( \Phi \) around \( R_C \):

\[
\frac{C'_+ e^{3i\alpha_+} + C'_- e^{3i\alpha_-}}{B'_+ e^{-i\alpha_+} + B'_- e^{-i\alpha_-}} e^{k\pi} e^{\frac{\pi}{k^2} + \frac{2\pi}{kC}} = e^{\frac{-\pi}{kC}}. \tag{3.79}
\]

Since \( \Phi(x) \approx e^{-i\omega x} + R' e^{i\omega x} \) near \( R_H \), we must have

\[
B'_+ e^{3i\alpha_+} + B'_- e^{3i\alpha_-} = R'. \tag{3.80}
\]

Since \( \Phi(x) \approx T' e^{-i\omega x} \) near \( R_C \), we must also have

\[
B'_+ e^{i\alpha_+} + B'_- e^{i\alpha_-} = T'. \tag{3.81}
\]

Consequently,

\[
\frac{B'_+ e^{3i\alpha_+} + B'_- e^{3i\alpha_-}}{B'_+ e^{i\alpha_+} + B'_- e^{i\alpha_-}} = \frac{R'}{T'} \tag{3.82}
\]

Finally, the approximate expressions for \( \Phi \) at points \( B \) and \( C \) must be matched, yielding

\[
\begin{align*}
B'_+ e^{3i\alpha_+} + B'_- e^{3i\alpha_-} &= C'_+ e^{-i\alpha_+} e^{\frac{\pi}{k^2} + \frac{\pi}{kC}} + C'_- e^{-i\alpha_-} e^{\frac{\pi}{k^2} + \frac{\pi}{kC}}, \\
B'_+ e^{i\alpha_+} + B'_- e^{i\alpha_-} &= C'_+ e^{i\alpha_+} e^{-\frac{\pi}{k^2} - \frac{\pi}{kC}} + C'_- e^{i\alpha_-} e^{-\frac{\pi}{k^2} - \frac{\pi}{kC}}.
\end{align*} \tag{3.83, 3.84}
\]

Seen as a linear system for \((B'_+, B'_-, C'_+, C'_-), \) equations \((3.79), (3.82), (3.83) \) and \((3.84) \) can only have non–trivial solutions if

\[
\begin{vmatrix}
 e^{-i\alpha_+} & e^{-i\alpha_-} & e^{3i\alpha_+} e^{\frac{\pi}{k^2} + \frac{\pi}{kC}} & e^{3i\alpha_-} e^{\frac{\pi}{k^2} + \frac{\pi}{kC}} \\
 e^{3i\alpha_+} & e^{3i\alpha_-} & e^{i\alpha_+} e^{\frac{\pi}{k^2} + \frac{\pi}{kC}} & e^{i\alpha_-} e^{\frac{\pi}{k^2} + \frac{\pi}{kC}} \\
e^{i\alpha_+} & e^{i\alpha_-} & e^{-i\alpha_+} e^{-\frac{\pi}{k^2} - \frac{\pi}{kC}} & e^{-i\alpha_-} e^{-\frac{\pi}{k^2} - \frac{\pi}{kC}} \\
 e^{i\alpha_+} & e^{i\alpha_-} & e^{i\alpha_+} e^{-\frac{\pi}{k^2} - \frac{\pi}{kC}} & e^{i\alpha_-} e^{-\frac{\pi}{k^2} - \frac{\pi}{kC}} \end{vmatrix} = 0, \tag{3.85}
\]

which yields

\[
\frac{R'}{T'} = \frac{-2i \cos \left( \frac{\pi j}{2} \right) \left( e^{\frac{2\pi}{k^2} + \frac{2\pi}{kC}} + 1 \right)}{e^{\frac{2\pi}{kC}} - 1}. \tag{3.86}
\]

To close the system, and end the calculation, we must now consider an incoming wave in the limit \(-\Re(\omega) \gg \Re(\omega)\). In this limit, the solution of the Schrödinger–like equation near the origin is approximated by

\[
\Phi(x) \approx \left( \widetilde{B}_+ e^{i\alpha_+} + \widetilde{B}_- e^{i\alpha_-} \right) e^{i\omega x} + \left( \widetilde{B}_+ e^{-i\alpha_+} + \widetilde{B}_- e^{-i\alpha_-} \right) e^{-i\omega x} \tag{3.87}
\]

in the branch of the Stokes line containing point \( A \). As one rotates to point \( B \) near the origin, the approximate expression for \( \Phi \) changes to

\[
\Phi(x) \approx \left( \tilde{B}_+ e^{i\alpha_+} + \tilde{B}_- e^{i\alpha_-} \right) e^{i\omega x} + \left( \tilde{B}_+ e^{3i\alpha_+} + \tilde{B}_- e^{3i\alpha_-} \right) e^{-i\omega x}. \tag{3.88}
\]

Since \( \Re(x) < 0 \) near \( R_+ \), we see that for \(-\Re(\omega) \gg \Re(\omega)\) the term \( e^{-i\omega x} \) is exponentially bigger than the term \( e^{i\omega x} \). However, since \( \Phi(x) \approx T e^{i\omega x} \) near \( R_H \), we must have

\[
\tilde{B}_+ e^{3i\alpha_+} + \tilde{B}_- e^{3i\alpha_-} = 0, \tag{3.89}
\]

\[ \text{− 31 −} \]
and consequently the term in $e^{-i\omega x}$ is not present. We can therefore match the coefficient of the term in $e^{i\omega x}$, yielding

$$B_+ e^{i\alpha_+} + B_- e^{i\alpha_-} = \tilde{T}.$$  

(3.90)

On the other hand, $\Re(x) > 0$ near $R_C$, and therefore $e^{i\omega x}$ exponentially dominates $e^{-i\omega x}$ in this region. Since $\Phi(x) \sim e^{i\omega x} + \Re e^{i\omega x}$ near $R_C$, we must also have

$$B_+ e^{i\alpha_+} + B_- e^{i\alpha_-} = 1.$$  

(3.91)

Consequently, $\tilde{T} = 1$. This equation, together with

$$RR' + TT' = 1,$$

$$\frac{R'}{T'} = \frac{\tilde{R}}{\tilde{T}},$$

$$T' = T,$$

(3.92)

closes the system, as we now have 6 equations for the 6 unknowns $R, T, R', T', \tilde{R}, \tilde{T}$. These are readily solved to yield

$$R = \frac{-2i \cos \left( \frac{\pi j}{2} \right) \left( 1 + e^{-\frac{2\pi \omega}{k^+}} \right) e^{-\frac{\pi \omega}{k^+}} \sinh \left( \frac{\pi \omega}{k_{C}^+} \right)}{\cosh \left( \frac{\pi \omega}{k^+} - \frac{\pi \omega}{k_C} \right) + (1 + 2 \cos(\pi j)) \cosh \left( \frac{\pi \omega}{k^+} + \frac{\pi \omega}{k_{C}^+} \right) + (2 + 2 \cos(\pi j)) \cosh \left( \frac{2\pi \omega}{k^+} + \frac{\pi \omega}{k_C} + \frac{\pi \omega}{k_{C}^+} \right)},$$

$$T = T' = \frac{-2 \sinh \left( \frac{\pi \omega}{k^+} \right) \sinh \left( \frac{\pi \omega}{k_{C}^+} \right)}{\cosh \left( \frac{\pi \omega}{k^+} - \frac{\pi \omega}{k_C} \right) + (1 + 2 \cos(\pi j)) \cosh \left( \frac{\pi \omega}{k^+} + \frac{\pi \omega}{k_{C}^+} \right) + (2 + 2 \cos(\pi j)) \cosh \left( \frac{2\pi \omega}{k^+} + \frac{\pi \omega}{k_C} + \frac{\pi \omega}{k_{C}^+} \right)},$$

$$R' = \frac{2i \cos \left( \frac{\pi j}{2} \right) e^{\frac{\pi \omega}{k^+}} \left( e^{\frac{2\pi \omega}{k^+}} - 1 \right) \cosh \left( \frac{\pi \omega}{k^+} + \frac{\pi \omega}{k_{C}^+} + \frac{\pi \omega}{k_C} \right)}{\cosh \left( \frac{\pi \omega}{k^+} - \frac{\pi \omega}{k_C} \right) + (1 + 2 \cos(\pi j)) \cosh \left( \frac{\pi \omega}{k^+} + \frac{\pi \omega}{k_{C}^+} \right) + (2 + 2 \cos(\pi j)) \cosh \left( \frac{2\pi \omega}{k^+} + \frac{\pi \omega}{k_C} + \frac{\pi \omega}{k_{C}^+} \right)}.$$  

(3.93)

Notice that the poles of these coefficients are the frequencies of the asymptotic quasinormal modes (see [20] for further details), as it should be. On the other hand, the limit $R_C \to +\infty$, which is to say $k_C \to 0^-$, assuming $\Re(\omega) > 0$, yields the RN coefficients

$$R = \frac{2i \cos \left( \frac{\pi j}{2} \right) \left( 1 + e^{-\frac{2\pi \omega}{k^+}} \right)}{e^{\frac{2\pi \omega}{k^+}} + (1 + 2 \cos(\pi j)) + (2 + 2 \cos(\pi j)) e^{-\frac{2\pi \omega}{k^+}}},$$

$$T = T' = \frac{e^{\frac{2\pi \omega}{k^+}} - 1}{e^{\frac{2\pi \omega}{k^+}} + (1 + 2 \cos(\pi j)) + (2 + 2 \cos(\pi j)) e^{-\frac{2\pi \omega}{k^+}}},$$

$$R' = \frac{2i \cos \left( \frac{\pi j}{2} \right) \left( e^{\frac{2\pi \omega}{k^+}} - 1 \right)}{e^{\frac{2\pi \omega}{k^+}} + (1 + 2 \cos(\pi j)) + (2 + 2 \cos(\pi j)) e^{-\frac{2\pi \omega}{k^+}}}.$$  

(3.94)

which can also be obtained by an easy generalization of the calculation for $d = 4$ in [17].
The calculation above changes slightly in the case $d = 5$, as explained in \[20\]. The end result is

$$
R = -2i \cos \left( \frac{\pi j}{2} \right) \left( 1 + e^{-\frac{\pi \omega}{k^+}} \right) e^{-\frac{\pi \omega}{k^+}} \cosh \left( \frac{\pi \omega}{k_C} \right),
$$

$$
T = T' = \frac{-2 \sinh \left( \frac{\pi \omega}{k^+} \right) \cosh \left( \frac{\pi \omega}{k_C} \right)}{\sinh \left( \frac{\pi \omega}{k^+} \right) + (1 + 2 \cos(\pi j)) \sinh \left( \frac{\pi \omega}{k^+} + \frac{\pi \omega}{k_C} \right) + (2 + 2 \cos(\pi j)) \sinh \left( \frac{2 \pi \omega}{k^+} + \frac{\pi \omega}{k_C} \right)},
$$

$$
R' = \frac{2i \cos \left( \frac{\pi j}{2} \right) e^{\frac{\pi \omega}{k^+}} (e^{\frac{2\pi \omega}{k^+}} - 1) \cosh \left( \frac{\pi \omega}{k^+} + \frac{\pi \omega}{k_C} \right)}{\sinh \left( \frac{\pi \omega}{k^+} \right) + (1 + 2 \cos(\pi j)) \sinh \left( \frac{\pi \omega}{k^+} + \frac{\pi \omega}{k_C} \right) + (2 + 2 \cos(\pi j)) \sinh \left( \frac{2 \pi \omega}{k^+} + \frac{\pi \omega}{k_C} \right)}, \quad (3.95)
$$

with $j = \frac{2}{3}$ for tensor and scalar type perturbations and $j = 2 - \frac{2}{3}$ for vector type perturbations. Notice that the poles of these coefficients are the frequencies of the asymptotic quasinormal modes \[20\], as it should be. Again the limit $R_C \to +\infty$ yields the RN coefficients in $d = 5$.

### 4. Asymptotically Anti–de Sitter Spacetimes

This final section is dedicated to the study of asymptotically AdS spacetimes, considering both the Schwarzschild AdS and the RN AdS solutions for $d$–dimensional black holes (we refer the reader to the appendices of \[20\] for a complete description of these geometries). The quantization of a scalar field in AdS was first addressed in \[14\], where considerable attention was given to the question of what are the AdS boundary conditions. In fact, in AdS, light rays can reach spatial infinity and return to the origin in finite time, as measured by the observer at the origin (crossing AdS within half the natural period). As it turns out, the only sensible boundary condition to impose on quasinormal modes is the usual incoming waves at the black hole event horizon and the new requirement of vanishing of the wave–function at infinity. These boundary conditions were explored in \[20\] to compute asymptotic quasinormal modes.

The boundary conditions for the scattering process which computes greybody factors in asymptotically AdS spacetimes are a bit more subtle than in the previous cases (asymptotically flat and asymptotically dS) and are schematically depicted in Figure \[7\]. Black holes in AdS are in thermal equilibrium with their environment; the radiation which is produced at the black hole horizon is all re–absorbed. This is clear from Figure \[7\], where blackbody radiation is produced at the black hole horizon, with part of this radiation traveling all the way to spatial infinity, and the rest being reflected back to the black hole due to the interaction with the non–trivial spacetime geometry outside of the black hole. But in AdS, the radiation which reaches spatial infinity is reflected back, with part of this radiation traveling all the way through to the black hole horizon, and the rest being reflected back to spatial infinity due to the interaction with the non–trivial spacetime geometry, and so on \textit{ad infinitum}. This is the physical picture which ensures thermal equilibrium. In the following, $T'$ and $R'$ are the scattering coefficients associated to black hole emission, while $T$ and $R$ are the scattering coefficients associated to “emission” of the reflected wave at spatial infinity. Interestingly enough, the greybody factor is the same regardless of which process one considers. The background non–trivial geometry translates to the potential in the Schrödinger–like equation, and these potentials have been described in \[11\] (as usual, we refer the reader to the appendices of \[20\] for a complete listing of all these potentials). Observe that, due to the linearity of the Schrödinger equation describing the scattering process, one may study each of the infinite series of reflections/interactions in separate. We
Figure 7: Penrose diagram for the Schwarzschild Anti–de Sitter spacetime, along with the schematics of the emission problem in the region covered by the tortoise coordinate. The solid line represents emission from the black hole event horizon, while the dots represent the scattering of waves in the spacetime geometry. After each reflection at the spacetime boundary, there is a new interaction of the emitted wave with the spacetime geometry.

Figure 8: Potential for Schwarzschild Anti–de Sitter scalar field and tensor–type perturbations in dimension $d = 6$. Plot is in the radial coordinate from the black hole horizon to asymptotic infinity, with $\ell = 0, 2, 4$, respectively.

shall explore such linear properties in the following. We also plot the potential for both scalar field and tensor type gravitational perturbations in the six–dimensional Schwarzschild AdS geometry in Figure 8.

An important point to have in mind concerns the stability of black holes in asymptotically AdS spacetimes to tensor, vector and scalar perturbations, as discussed in [11]. For black holes without charge, tensor and vector perturbations are stable in any dimension. Scalar perturbations are stable in dimension four but there is no proof of stability in dimension $d \geq 5$. For charged black holes, tensor and vector perturbations are stable in any dimension. Scalar perturbations are stable in four dimensions but there is no proof of stability in dimension $d \geq 5$. As we work in generic dimension $d$ we are thus not guaranteed to always have a stable solution. Our results will apply if and only if the spacetime in consideration is stable.

4.1 Greybody Factors at Low Frequency

In this section we turn to the greybody factor, at low frequencies, for black holes in asymptotically AdS spacetimes. We do this in two different approximations. In one approximation we consider black holes of arbitrary size, but we focus on the case where the frequency of the emitted radiation is much smaller than the scale set by the cosmological constant. In the other approximation we consider small AdS
black holes, *i.e.*, black holes whose size is much smaller than the distance-scale set by the cosmological constant. Reliable computations of greybody factors for black holes in AdS geometries, in the low frequency approximation, do not seem to have been previously performed in the literature. For high frequencies, however, greybody factors have been considered in [38], in a geometrical optics approximation.

The class of black hole solutions that we consider have a metric of the form (2.1) with the function $f(r)$ of the form (2.2), *i.e.*, we have $f(r) = f_h(r) + f_a(r)$ where, in here, $f_a(r)$ is given by

$$f_a(r) = 1 + \kappa^2 r^2,$$

(4.1)

such that setting $f(r) = f_a(r)$ in the metric (2.1) corresponds to an AdS geometry.

To compute the leading order greybody factor at low frequencies (2.11), we shall consider in the following an $\ell = 0$ scalar wave propagating in the background of an asymptotically AdS black hole spacetime. The wave equation is given by (2.9) with $\ell = 0$ and with the potential $V(r)$ given in terms of $f(r)$ by (2.10). Notice that the tortoise coordinate $x$ is still defined in terms of $f(r)$ by (2.8).

Consider the general scalar wave equation (2.9) for $\ell = 0$. When $r \gg R_H$, the tortoise coordinate $x$, defined in (2.8), can be written as

$$x = \frac{1}{\kappa} \arctan(\kappa r).$$

(4.2)

In particular, this expression tells us that $x < \frac{\pi}{2\kappa}$. The potential $V(r)$, defined in (2.10), is now given by

$$V(r) = \frac{(d - 2)(1 + \kappa^2 r^2)(d - 4 + d\kappa^2 r^2)}{4r^2}.$$  

(4.3)

In the following, we shall find it useful to work in terms of a dimensionless variable for the frequency. We therefore define

$$\hat{\omega} = \frac{\omega}{\kappa}.$$  

(4.4)

In addition, it will also be useful to consider the dimensionless quantities $\frac{T_H}{\kappa}$ and $\kappa R_H$.

**Measurement of Asymptotic Fluxes**

Before proceeding with the determination of the greybody factor for black holes in AdS, we first consider how to measure the incoming and outgoing fluxes in an asymptotically AdS spacetime. This has also been briefly discussed in the introduction.

The scalar equation (2.9), with $V(r)$ given by (4.3), has the following general solution for $\kappa r \gg 1$

$$\Phi_\omega(u) = u^{\frac{d-1}{2}} \left( \hat{C}_1 H^{(1)}_{\frac{d-1}{2}}(u) + \hat{C}_2 H^{(2)}_{\frac{d+1}{2}}(u) \right),$$

(4.5)

where

$$u \equiv \frac{\omega}{\kappa^2 r}.$$  

(4.6)

It is apparent from (4.5) that we can identify $H^{(1)}_{\frac{d-1}{2}}(u)$ as the outgoing part and $H^{(2)}_{\frac{d+1}{2}}(u)$ as the incoming part of the wave-function $\Phi_\omega$. Now, we have that $x \simeq \frac{\kappa}{2\kappa} - \frac{4}{\omega} \frac{\kappa}{\omega} \kappa r$ for $\kappa r \gg 1$. Therefore, the asymptotic region $\kappa x \to \frac{\omega}{2\kappa}$ corresponds to $u \to 0$. In this region (4.3) reduces to

$$\Phi_\omega = \frac{\hat{C}_1 + \hat{C}_2}{2^{\frac{d-1}{2}} \Gamma\left(\frac{d+1}{2}\right)} \left( \frac{\omega}{\kappa^2 r} \right)^{d-1} + i(\hat{C}_2 - \hat{C}_1) \left( \frac{\omega}{2\kappa r} \right)^{\frac{d-1}{2}} \frac{2^{\frac{d+1}{2}} \Gamma\left(\frac{d+1}{2}\right)}{\pi}.$$  

(4.7)
Using the fact that \( d/dx \simeq -\omega d/du \) for \( \kappa r \gg 1 \), we see that the total asymptotic flux is then given by

\[
J_{\text{asy}} = -\Omega_{d-2}d^{d-2}\frac{\omega}{2i} \left( \Phi_\omega^* \frac{d\Phi_\omega}{du} - \Phi_\omega \frac{d\Phi_\omega^*}{du} \right) = J_{\text{in}} - J_{\text{out}},
\]

with the incoming and outgoing fluxes given by the following expressions:

\[
J_{\text{in}} = \frac{2\Omega_{d-2}d^{d-1}}{\pi \kappa^{2d-4}} |\tilde{C}_2|^2, \quad J_{\text{out}} = \frac{2\Omega_{d-2}d^{d-1}}{\pi \kappa^{2d-4}} |\tilde{C}_1|^2.
\]

One may alternatively write the total asymptotic flux as

\[
J_{\text{asy}} = \frac{\Omega_{d-2}d^{d-1}}{\pi \kappa^{2d-4}} \left[ (\tilde{C}_2 - \tilde{C}_1)(\tilde{C}_1^* + \tilde{C}_2^*) + (\tilde{C}_1 + \tilde{C}_2)(\tilde{C}_2^* - \tilde{C}_1^*) \right],
\]

an expression which will be of some use in our subsequent analysis.

**Greybody Factor for \( \omega \ll \kappa \)**

We shall begin by considering the case of computing greybody factor for AdS black holes such that \( \omega \ll \kappa \). Naturally, this requirement must also be supplemented with the usual low frequency requirement, \( \omega \ll \mathcal{T}_H \), since we have made use of this condition when matching regions I and II earlier. To summarize, we shall consider the greybody factor in the specific regime where

\[ \hat{\omega} \ll \frac{T_H}{\kappa}, \quad \hat{\omega} \ll 1. \]

Here we used the rescaled frequency defined in (4.4). An obvious interest in this particular regime is that it also includes large AdS black holes, as these are characterized by having \( \kappa R_H \gg 1 \). We shall comment more on this point below.

Considering region III, which is the standard asymptotic region where \( r \gg R_H \), we have that the potential \( V(r) \) is simply given by (4.3). From this expression it is immediate to realize that, in the regime (4.11), we have

\[
V(r) \geq 2(d-2)\kappa^2 \gg \omega^2,
\]

when \( r \gg R_H \). Thus, we see that region III is now included in region II, a region which was defined in section 2.1 as the region where \( V(r) \gg \omega^2 \). Therefore, it follows from (2.34) and (4.1) that the wavefunction, for \( r \gg R_H \), is given by

\[
\Phi_\omega(r) = A_I \left( 1 + i \omega R_H^{d-2} \int_{\infty}^{r} \frac{dr'}{(r')^{d-2}(1 + \kappa^2(r')^2)} \right),
\]

and in the particular limit where \( \kappa r \gg 1 \) this expression becomes

\[
\Phi_\omega(r) = A_I \left( 1 - \frac{i \omega R_H^{d-2}}{(d-1)\kappa^2 r^{d-1}} \right).
\]

From this, we may now easily determine both \( \tilde{C}_2 - \tilde{C}_1 \) and \( \tilde{C}_1 + \tilde{C}_2 \) by comparison with equation (4.7), which also is valid for \( \kappa r \gg 1 \), with the result that

\[
\tilde{C}_2 - \tilde{C}_1 = -i \frac{\pi}{2^{d-2} \Gamma(d-1)} A_I, \quad \tilde{C}_1 + \tilde{C}_2 = -i 2^{d-3} \Gamma \left( \frac{d-1}{2} \right) \left( \frac{\kappa^2 R_H}{\omega} \right)^{d-2} A_I.
\]
Inserting this result in the expression for the total asymptotic flux (4.10), it is simple to obtain

\[ J_{\text{asy}} = A_H \omega |A_1|^2, \quad (4.16) \]

where \( A_H \) is the area of the black hole event horizon, defined in (2.5). Comparing this expression with (2.19), we find

\[ J_{\text{hor}} = J_{\text{asy}} = J_{\text{in}} - J_{\text{out}}, \quad (4.17) \]

which expresses the fact that the total flux is preserved from the horizon to the asymptotic region.

Let us now define the quantity

\[ z(\hat{\omega}) \equiv \frac{\hat{C}_2 - \hat{C}_1}{\hat{C}_1 + \hat{C}_2}. \quad (4.18) \]

In terms of \( z(\hat{\omega}) \), one can write the greybody factor \( \gamma(\hat{\omega}) \) as

\[ \gamma(\hat{\omega}) = \frac{J_{\text{hor}}}{J_{\text{in}}} = 1 - \frac{|\hat{C}_1|^2}{|\hat{C}_2|^2} = 1 - \frac{1 - z(\hat{\omega})}{1 + z(\hat{\omega})}^2, \quad (4.19) \]

where we made use of (4.9) and (4.17). On the other hand, using (4.15) in (4.18), we obtain

\[ z(\hat{\omega}) = \frac{\pi}{2^{d-2} \Gamma \left(\frac{d-1}{2}\right)^2} \frac{\hat{\omega}^{d-2}}{(\kappa R_H)^{d-2}}. \quad (4.20) \]

Inserting this result in (4.19), we have fully computed the greybody factor for asymptotically AdS black holes, in the low frequency regime (4.11). Observe that since \( z(\hat{\omega}) > 0 \) we always have \( 0 < \gamma(\hat{\omega}) \leq 1 \).

One interesting feature to notice is that we can define a critical frequency, \( \hat{\omega}_c \), by the equation

\[ z(\hat{\omega}_c) = 1. \quad (4.21) \]

From (4.20) one simply determines

\[ \hat{\omega}_c = \frac{2 \Gamma \left(\frac{d-1}{2}\right)}{\pi^{\frac{1}{2}}} \frac{\hat{\omega}^{d-2}}{(\kappa R_H)^{d-2}}. \quad (4.22) \]

What one learns from this result is that, since from (4.19) \( \gamma(\hat{\omega}_c) = 1 \), there is no reflection of radiation at the critical frequency \( \hat{\omega}_c \), i.e., the black hole absorbs all of the radiation which is sent towards it. Equivalently, in the reverse process, in which there is emission of radiation from the black hole, it means that all of the emitted radiation will reach the asymptotic region. Moreover, from (4.22) we see that having \( \hat{\omega} = \hat{\omega}_c \) implies \( \hat{\omega} \sim \kappa R_H \), and since from (4.11) we have \( \hat{\omega} \ll 1 \), we obtain that \( \kappa R_H \ll 1 \). This result just means that we are dealing with a small AdS black hole. Therefore, we may conclude that only for small AdS black holes one can achieve the critical frequency \( \hat{\omega}_c \), at least when working in the specific regime (4.11).

If we now consider frequencies much lower than the critical frequency, \( \hat{\omega} \ll \hat{\omega}_c \), we find that

\[ \gamma(\hat{\omega}) = 4 z(\hat{\omega}) = \frac{\pi}{2^{d-2} \Gamma \left(\frac{d-1}{2}\right)^2} \frac{\hat{\omega}^{d-2}}{(\kappa R_H)^{d-2}}. \quad (4.23) \]

In this case the greybody factor is inversely proportional to the area of the black hole, whereas it is proportional to \( \omega^{d-2} \). We thus see that \( \hat{\omega} \ll \hat{\omega}_c \) is equivalent to \( \hat{\omega} \ll \kappa R_H \). In other words, we have that large AdS black holes, with \( \kappa R_H \gg 1 \), are always in a regime such that \( \hat{\omega} \ll \hat{\omega}_c \).
Considering instead frequencies much higher than the critical frequency, $\hat{\omega} \gg \hat{\omega}_c$, we now find that

$$\gamma(\hat{\omega}) = \frac{4}{\varepsilon(\hat{\omega})} = \frac{2^{d-2}[\Gamma\left(\frac{d-1}{2}\right)]^2}{\pi} \frac{(\kappa R_H)^{d-2}}{\hat{\omega}^{d-2}}. \quad (4.24)$$

In this case the greybody factor is proportional to the area of the black hole, whereas it is instead inversely proportional to $\omega^{d-2}$. We thus see that $\hat{\omega} \gg \hat{\omega}_c$ is equivalent to $\hat{\omega} \gg \kappa R_H$. Since from (4.11) we have $\hat{\omega}_c \ll 1$, one may infer that the condition $\hat{\omega} \gg \hat{\omega}_c$ is only possible for small AdS black holes with $\kappa R_H \ll 1$. What we learn from the above results is that, both for $\hat{\omega} \ll \hat{\omega}_c$ and for $\hat{\omega} \gg \hat{\omega}_c$, the greybody factor behaves in a remarkably different fashion from the case of an asymptotically flat black hole (2.40). Indeed, for an asymptotically flat black hole we found that $\gamma(\omega) \sim \omega^{d-2} A_H$. This is quite contrary to the behavior of $\gamma(\hat{\omega})$ which we now find for AdS black holes, both for $\hat{\omega} \ll \hat{\omega}_c$ and $\hat{\omega} \gg \hat{\omega}_c$. It is furthermore also quite different from the case of asymptotically dS black holes, for which $\gamma(\hat{\omega}) \sim A_H/A_C$, see equation (3.26).

Finally, one may ask whether the condition $\hat{\omega} \ll T_H/\kappa$ in (4.11) is consistent with the above considerations concerning the critical frequency $\hat{\omega}_c$. In the particular case of a neutral AdS black hole, the temperature is given by

$$\frac{T_H}{\kappa} = \frac{d - 3 + (d - 1)(\kappa R_H)^2}{4\pi \kappa R_H}. \quad (4.25)$$

Now, for a small AdS black hole, this implies $T_H/\kappa \sim (\kappa R_H)^{-1}$. Therefore $\hat{\omega} \ll T_H/\kappa$ is equivalent to $\hat{\omega} \ll (\kappa R_H)^{-1}$. Having $\hat{\omega} = \hat{\omega}_c$ means that $\hat{\omega} \sim \kappa R_H$, and thus it is clearly possible to have both $\hat{\omega} \ll T_H/\kappa$ and $\hat{\omega} = \hat{\omega}_c$ for a small AdS black hole. For a large AdS black hole, we have instead $T_H/\kappa \sim \kappa R_H$. Therefore $\hat{\omega} \ll T_H/\kappa$ implies that $\hat{\omega} \ll \kappa R_H$ which is equivalent to $\hat{\omega} \ll \hat{\omega}_c$. We conclude that the bound $\hat{\omega} \ll T_H/\kappa$ is indeed consistent with the above considerations.

**Greybody Factor for Small AdS Black Holes**

We finally turn to the case of small black holes in AdS, i.e., black holes with $\kappa R_H \ll 1$. Combining this condition with the low frequency requirement, (2.11), we see that we are considering the regime where

$$\hat{\omega} \ll \frac{T_H}{\kappa}, \quad \hat{\omega} \ll \frac{1}{\kappa R_H}, \quad \kappa R_H \ll 1. \quad (4.26)$$

Since $\kappa R_H \ll 1$, we may consider an intermediate region defined via $R_H \ll r \ll 1/\kappa$. This region overlaps with region II, which was previously defined in section 2.1 as the region where $V(r) \ll \omega^2$. By combining (2.30) with (1.1) we learn that, for $r \gg R_H$, $r \omega \ll 1$ and $\kappa r \ll 1$, the wave–function behaves as

$$\Phi_\omega(r) = A_1 \left(1 - i\frac{\omega P_H^{d-2}}{(d - 3)r^{d-3}}\right). \quad (4.27)$$

In the following we shall match the wave–function solved in the asymptotic region of the AdS geometry, i.e., region III as originally defined in section 2.1, to the behavior (4.27) of the wave–function in region II. Just like in the earlier cases, this will allow for a direct evaluation of the greybody factors. At this stage, it is useful to re–write the scalar wave equation (2.9) in terms of some more appropriate variables. To this end, let us define the coordinate

$$z = \sin^2(\kappa x) = \frac{\kappa^2 r^2}{1 + \kappa^2 r^2}. \quad (4.28)$$
In this case, the scalar wave equation (2.9) becomes
\[
4z(1 - z)\frac{d^2g}{dz^2} + 2(1 - 2z)\frac{dg}{dz} + \frac{4\hat{\omega}^2z(1 - z) - (d - 2)(d - 4 + 4z)}{4z(1 - z)}g = 0, \tag{4.29}
\]
where we have defined
\[
g \equiv r^{\frac{d-2}{2}}\Phi_\omega. \tag{4.30}
\]
The general solution to (4.29) is the familiar hypergeometric solution,
\[
g = C_1 z^{\frac{4-d}{4}}(1 - z)^{\frac{2-d}{2}}\frac{\Gamma(\frac{d-1}{2})\Gamma(\frac{3-d}{2})}{\Gamma(\frac{d-1}{2}+\hat{\omega})\Gamma(\frac{d-1}{2})} z + C_2 z^{\frac{d-4}{4}}(1 - z)^{\frac{d}{2}}\frac{\Gamma(\frac{d+1}{2})\Gamma(\frac{d-3}{2})}{\Gamma(\frac{d+1}{2}+\hat{\omega})\Gamma(\frac{d+1}{2})} 1 - z \tag{4.31}
\]
Let us start by considering the \( z \to 0 \) limit. This limit corresponds to having \( \kappa r \ll 1 \), which implies that \( f_a \simeq 1 \). Thus, in this limit, the wave equation reduces to that of flat spacetime. Moreover, in this same limit, we also have that \( z \simeq \kappa^2 r^2 \) and we thus see from the general solution (4.31) that the wave-function \( \Phi_\omega (r) \) becomes
\[
\Phi_\omega = C_1 \kappa^{\frac{d-2}{2}} + C_2 \kappa^{\frac{4-d}{2}} \frac{\Gamma(\frac{d+1}{2})\Gamma(\frac{d-3}{2})}{\Gamma(\frac{d+1}{2}+\hat{\omega})\Gamma(\frac{d+1}{2})} \frac{1}{r^{d-3}}, \tag{4.32}
\]
for \( \kappa r \ll 1 \). Next, consider instead the \( z \to 1 \) limit. This corresponds to having \( \kappa r \gg 1 \), implying that \( f_a \simeq \kappa^2 r^2 \). Thus, in this limit, we have that \( 1 - z \simeq 1/(\kappa^2 r^2) \) and we obtain from the general solution (4.31) that the wave-function \( \Phi_\omega (r) \) becomes
\[
\Phi_\omega = C_1 r^{\frac{2-d}{2}} A_1 - i\kappa r^{\frac{d+1}{2}} \frac{\Gamma(\frac{d+1}{2}+\hat{\omega})\Gamma(\frac{d-1}{2})}{\Gamma(\frac{d+1}{2})\Gamma(\frac{d-1}{2})} \frac{\omega R_H^{d-2}}{d-3} A_1. \tag{4.33}
\]
when \( \kappa r \gg 1 \). We can find the \( C_1, C_2 \) coefficients by matching (4.32) with (4.27) in region II, since both these expressions are valid in the regime where \( R_H \ll r \ll 1/\kappa \) and \( r \ll 1/\omega \). This gives
\[
C_1 = \kappa^{\frac{2-d}{2}} A_1, \quad C_2 = -i\kappa r^{\frac{d+1}{2}} \frac{\Gamma(\frac{d+1}{2}+\hat{\omega})\Gamma(\frac{d-1}{2})}{\Gamma(\frac{d+1}{2})\Gamma(\frac{d-1}{2})} \frac{\omega R_H^{d-2}}{d-3} A_1. \tag{4.34}
\]
Inserting this in the expression (4.33) for the wave-function for \( \kappa r \gg 1 \) we can read off \( \hat{C}_1 \) and \( \hat{C}_2 \) by (4.7), obtaining
\[
\hat{C}_2 - \hat{C}_1 = -i 2^{\frac{d-3}{2}} \frac{\pi\Gamma(\frac{d-1}{2})\Gamma(\frac{d-1}{2}+\hat{\omega})}{\Gamma(\frac{d-1}{2})\Gamma(\frac{d-1}{2}+\hat{\omega})} A_1, \tag{4.35}
\]
\[
\hat{C}_1 + \hat{C}_2 = -i 2^{\frac{d-3}{2}} \frac{\Gamma(\frac{d+1}{2})\Gamma(\frac{d-1}{2}+\hat{\omega})}{\Gamma(\frac{d+1}{2})\Gamma(\frac{d-1}{2})} \left( \frac{\kappa^2 R_H}{\omega} \right)^{d-2} A_1. \tag{4.36}
\]
At this point we notice that (4.35) reduces to (4.15) for \( \hat{\omega} \ll 1 \). This is a good consistency check since both regimes (4.11) and (4.27) are valid for \( \omega \ll T_H, \omega R_H \ll 1, \kappa R_H \ll 1 \) and \( \hat{\omega} \ll 1 \).

Inserting the result (4.35) into (4.11) we can now find the total asymptotic flux
\[
J_{asy} = A_H \omega |A_1|^2. \tag{4.36}
\]
with $A_H$ being the area of the event horizon, defined in (2.3). Comparing this result with (2.19), we again find that the flux is conserved

$$J_{\text{hor}} = J_{\text{asy}} = J_{\text{in}} - J_{\text{out}}.$$  \hfill (4.37)

Finally turning to the greybody factor, we obtain from (1.35) that the quantity $z(\hat{\omega})$, defined in (4.18), is given by

$$z(\hat{\omega}) = \frac{\pi}{2^{d-2}} \frac{[\Gamma(d-1/2)]^2}{[\Gamma(d-1+\hat{\omega})][\Gamma(d-1-\hat{\omega})]^2} \frac{\hat{\omega}^{d-2}}{(\kappa R_H)^{d-2}}.$$  \hfill (4.38)

Thus, the greybody factor $\gamma(\hat{\omega})$ is given in terms of $z(\hat{\omega})$ by (4.19). From (4.20) we moreover have that the greybody factor which we hereby have computed is accurate as long as $\hat{\omega} \ll 1/(\kappa R_H)$.

Analyzing $z(\hat{\omega})$ in (4.38) as a function of $\hat{\omega}$, and for fixed $\kappa R_H$, we find that $z(\hat{\omega}) = 0$ for $\hat{\omega} = 2n + d - 1$ with $n \in \{0, 1, 2, \cdots\}$. Therefore we see from (4.19) that one has

$$
\gamma(\hat{\omega}) = 0 \quad \text{for} \quad \hat{\omega} = 2n + d - 1 \quad \text{with} \quad n \in \{0, 1, 2, \cdots\}.
$$  \hfill (4.39)

Thus, at these critical frequencies, we find that the greybody factor vanishes. This implies, for the specific absorption process that we are considering, that the radiation that we are sending towards the black hole is completely reflected. In the reverse process, where one considers emission of radiation from the black hole, it instead means that at these critical frequencies the radiation cannot overcome the potential barrier. Notice that the values of the critical frequencies precisely match the values of the normal frequencies of scalar wave perturbations in pure AdS spacetime, as computed in [20]. It would be interesting to understand this match both in light of black hole physics, as what we study in the present paper, as well as in light of using our techniques in order to compute dual correlation functions via AdS/CFT.

In addition to the critical values of $\hat{\omega}$ for which $\gamma(\hat{\omega}) = 0$ we also find critical frequencies for which $\gamma(\hat{\omega}) = 1$. These critical frequencies are, as above, solutions to the equation $z(\hat{\omega}) = 1$. We can write this equation as

$$\frac{\hat{\omega}^{d-2}}{[\Gamma(d-1+\hat{\omega})][\Gamma(d-1-\hat{\omega})]^2} = \frac{2^{d-2}}{\pi[\Gamma(d-1)]^2} (\kappa R_H)^{d-2}.$$  \hfill (4.40)

For small $\hat{\omega}$, we find that $\hat{\omega}_c$ given by (1.22) is a solution, in accordance with the results above for the regime (1.11). However, there are also other solutions to (4.40). By (1.26), we see that the right–hand side is required to be small. On the other hand, the left–hand side precisely vanishes for $\hat{\omega} = 2n + d - 1$, with $n \in \{0, 1, 2, \cdots\}$. This means that, for sufficiently small $\kappa R_H$, there can be several solutions to equation (4.40). In detail, these solutions occur for $(2n + d - 1 - \hat{\omega})^2 \sim (\kappa R_H)^{d-2}$. Therefore, there are several possible critical frequencies, allowed at small $\kappa R_H$, for which we have that the greybody factor is $\gamma = 1$. This is consistent with the fact that the smaller values of $\kappa R_H$ we have, the larger values of $\hat{\omega}$ we can consider, as we see from (4.26). In order to illustrate the behavior of $\gamma(\hat{\omega})$ we have depicted it in Figure 3 for $d = 4$ and $\kappa R_H = 0.05$. As one can see in the figure, for every critical value of $\hat{\omega}$ with $\gamma(\hat{\omega}) = 0$ we have two critical values for which $\gamma(\hat{\omega}) = 1$.

Let us end this section with one last comment concerning AdS/CFT. As we have discussed earlier, the greybody factor is a useful quantity also to compute physical observables, such as emission rates of particles off a black hole. In the particular case of an asymptotically flat spacetime, these observables are associated to the concept of an S–matrix, and as such the primary quantity to extract out of the greybody factor is the absorption cross–section. As has become clear in recent years (see, e.g., [18]), the good physical observables for perturbative quantum gravity in an asymptotically AdS spacetime are the boundary correlation functions of the dual gauge theory. As such, the AdS greybody factor we have just
computed is a first step in order to evaluate these thermal correlators (one still needs to adapt the calculation in order to allow boundary insertions of arbitrary gauge theory operators), and such a calculation should be considered in the future, both in the present case of low frequency as well as in the case of asymptotic frequencies which we shall consider in the following.

4.2 Greybody Factors at Asymptotic Frequency

4.2.1 The Schwarzschild Anti–de Sitter Solution

For the Schwarzschild AdS geometry, asymptotic greybody factors have not been considered in the past literature, and we fill such a gap in the present paper. We shall compute $d$–dimensional asymptotic gravitational greybody–factors for the Schwarzschild AdS geometry, using the monodromy–matching technique first developed in [40, 20]. We already know from the previous sections that it is not a difficult exercise to extend the monodromy–matching technique from its original quasinormal mode application to the present calculation of asymptotic greybody factors, by paying special attention to the appropriate change in the boundary conditions. This is, however, a subtle issue in asymptotically AdS geometries, but one which we shall resolve in the following. In the present section we shall explain how to compute the greybody factors at large imaginary frequencies for the Schwarzschild AdS black hole. The following calculation relies heavily on [20], where any missing details may be found.

We consider solutions of the Schrödinger–like equation in the complex $r$–plane. Near the singularity $r = 0$, these solutions behave as

$$\Phi(x) \sim B_+ \sqrt{2\pi\omega x} J_{\frac{j}{2}}(\omega x) + B_- \sqrt{2\pi\omega x} J_{-\frac{j}{2}}(\omega x),$$

(4.41)

where $x$ is the tortoise coordinate, $J_{\nu}$ represents a Bessel function of the first kind and $B_\pm$ are (complex) integration constants. The parameter $j$ is left generic for the time being, but will ultimately be set equal to $j = 0$ for tensor and scalar type perturbations and equal to $j = 2$ for vector type perturbations.
Our monodromy calculation must be carried out along the standard contour in Figure 10. Starting at point $B$, our solution can be approximated in the limit $\Im(\omega) \gg \Re(\omega)$ by

$$\Phi(x) \sim \left( B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-} \right) e^{i\omega x} + \left( B_+ e^{i\alpha_+} + B_- e^{i\alpha_-} \right) e^{-i\omega x},$$

where $\alpha_\pm = \frac{\pi}{4}(1 \pm j)$. This is to be matched to

$$\Phi(x) \sim e^{i\omega x} + R e^{-i\omega x}$$

for an incoming wave at infinity. As one rotates from point $B$ to point $A$ near the origin, the approximate expression for $\Phi$ changes to

$$\Phi(x) \sim \left( B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-} \right) e^{i\omega x} + \left( B_+ e^{-3i\alpha_+} + B_- e^{-3i\alpha_-} \right) e^{-i\omega x},$$

which is to be matched to the expression for $\Phi$ near the horizon,

$$\Phi(x) \sim T e^{i\omega x}.$$ 

Therefore we have the system

$$B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-} = 1,$$
$$B_+ e^{i\alpha_+} + B_- e^{i\alpha_-} = R,$$
$$B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-} = T,$$
$$B_+ e^{-3i\alpha_+} + B_- e^{-3i\alpha_-} = 0,$$

from which $T = 1$ and

$$R = 2i \cos \left( \frac{\pi j}{2} \right) = \pm 2i.$$
where the plus (minus) sign corresponds to $j = 0$ ($j = 2$) and tensor or scalar (vector) type perturbations.

In this case it is important to point out that the quasinormal modes are not the poles of the coefficients, as the boundary condition at infinity is different from the asymptotically flat or asymptotically dS case. They can, however, be obtained by matching the approximate expression at $r \sim \infty$

$$\Phi(x) \sim \left(C_+ e^{i\beta_+} + C_- e^{i\beta_-}\right)e^{i\omega(x-x_0)} + \left(C_+ e^{-i\beta_+} + C_- e^{-i\beta_-}\right)e^{-i\omega(x-x_0)}$$  \hspace{1cm} (4.48)

(see [20] for further details) to

$$\Phi(x) \sim e^{i\omega x} + Re^{-i\omega x},$$  \hspace{1cm} (4.49)

and requiring $C_- = 0$. The resulting condition,

$$e^{2i\omega x_0 - 2i\beta_+} = R,$$  \hspace{1cm} (4.50)

is easily seen to yield the asymptotic quasinormal frequencies in [20].

In the limit $\text{Im}(\omega) \gg \text{Re}(\omega)$, our solution can be approximated at point $B$ by

$$\Phi(x) \sim (B_+ e^{i\alpha_+} + B_- e^{i\alpha_-})e^{i\omega x} + (B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-})e^{-i\omega x},$$  \hspace{1cm} (4.51)

which is to be matched to

$$\Phi(x) \sim e^{i\omega x} + \tilde{R}e^{-i\omega x}.$$  \hspace{1cm} (4.52)

As one rotates from point $B$ to point $A$ near the origin, the approximate expression for $\Phi$ changes to

$$\Phi(x) \sim (B_+ e^{-3i\alpha_+} + B_- e^{-3i\alpha_-})e^{i\omega x} + (B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-})e^{-i\omega x},$$  \hspace{1cm} (4.53)

which is to be matched to

$$\Phi(x) \sim \tilde{T}e^{i\omega x}.$$  \hspace{1cm} (4.54)

Therefore we have the system

$$B_+ e^{i\alpha_+} + B_- e^{i\alpha_-} = 1,$$

$$B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-} = \tilde{R},$$

$$B_+ e^{-3i\alpha_+} + B_- e^{-3i\alpha_-} = \tilde{T},$$

$$B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-} = 0,$$  \hspace{1cm} (4.55)

from which $\tilde{T} = 1$ and $\tilde{R} = 0$. Notice that we have the consistency check

$$RR + TT = 1.$$  \hspace{1cm} (4.56)

These very same coefficients will appear again in the RN AdS calculation. The greybody factor finally follows as

$$\gamma(\omega) = T(\omega)\tilde{T}(\omega) = 1.$$  \hspace{1cm} (4.57)
4.2.2 The Reissner–Nordström Anti–de Sitter Solution

As in all non–asymptotically flat spacetime geometries, the RN AdS black hole asymptotic greybody factors have not been considered in the past literature, and we fill such a gap in the present paper. We shall compute $d$–dimensional asymptotic gravitational greybody–factors for the RN AdS geometry, using the monodromy–matching technique first developed in [20]. As usual, the main difference with respect to the calculation in [20] is an appropriate change in the boundary conditions, from quasinormal to greybody boundary conditions, a subtle issue in asymptotically AdS geometries, but one which we shall resolve in the following. This is what we do in the present section, as we shall now explain how to compute the greybody factors at large imaginary frequencies for the RN AdS black hole. The following calculation heavily relies on [20], where any missing details may be found.

We consider solutions of the Schrödinger–like equation in the complex $r$–plane. Near the singularity $r = 0$, these solutions behave as

$$
\Phi(x) \sim B_+ \sqrt{2\pi \omega x} J_{\frac{d}{2}}(\omega x) + B_- \sqrt{2\pi \omega x} J_{-\frac{d}{2}}(\omega x),
$$

where $x$ is the tortoise coordinate, $J_\nu$ represents a Bessel function of the first kind and $B_\pm$ are (complex) integration constants. The parameter $j$ satisfies $j = \frac{d-3}{2d-5}$ for tensor and scalar type perturbations and $j = \frac{3d-7}{2d-5}$ for vector type perturbations.

Our monodromy calculation must be carried out along the standard contour in Figure 11. Starting at point $B$, our solution can be approximated in the limit $\Im(\omega) \gg \Re(\omega)$ by

$$
\Phi(x) \sim (B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-}) e^{i\omega x} + (B_+ e^{i\alpha_+} + B_- e^{i\alpha_-}) e^{-i\omega x},
$$

where $\alpha_\pm = \frac{\pi}{4}(1 \pm j)$. This is to be matched to

$$
\Phi(x) \sim e^{i\omega x} + Re^{-i\omega x}
$$
for an incoming wave at infinity. As one rotates from point $B$ to point $A$ near the origin, the approximate expression for $\Phi$ changes to

$$\Phi(x) \sim \left(B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-}\right) e^{i\omega x} + \left(B_+ e^{-3i\alpha_+} + B_- e^{-3i\alpha_-}\right) e^{-i\omega x},$$

(4.61)

which is to be matched to the expression for $\Phi$ near the horizon,

$$\Phi(x) \sim Te^{i\omega x}.$$  (4.62)

Therefore we have the system

$$B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-} = 1,$$

$$B_+ e^{i\alpha_+} + B_- e^{i\alpha_-} = R,$$

$$B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-} = T,$$

$$B_+ e^{-3i\alpha_+} + B_- e^{-3i\alpha_-} = 0,$$

(4.63)

from which $T = 1$ and

$$R = 2i \cos \left( \frac{\pi j}{2} \right).$$

(4.64)

In this asymptotically AdS case it is important to point out that the quasinormal modes are not the poles of the scattering coefficients, as the boundary condition at infinity is different from the asymptotically flat or asymptotically de Sitter case. They can, however, be obtained by matching the approximate expression at $r \sim \infty$

$$\Phi(x) \sim \left(C_+ e^{i\beta_+} + C_- e^{i\beta_-}\right) e^{i\omega (x-x_0)} + \left(C_+ e^{-i\beta_+} + C_- e^{-i\beta_-}\right) e^{-i\omega (x-x_0)}$$

(4.65)

(see [20] for further details) to

$$\Phi(x) \sim e^{i\omega x} + Re^{-i\omega x},$$

(4.66)

and requiring $C_- = 0$. The resulting condition,

$$e^{2i\omega x_0 - 2i\beta_+} = R,$$

(4.67)

is easily seen to yield the asymptotic quasinormal frequencies in [20].

In the limit $\text{Im}(\omega) \gg \text{Re}(\omega)$, our solution can be approximated at point $B$ by

$$\Phi(x) \sim \left(B_+ e^{i\alpha_+} + B_- e^{i\alpha_-}\right) e^{i\omega x} + \left(B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-}\right) e^{-i\omega x},$$

(4.68)

which is to be matched to

$$\Phi(x) \sim e^{i\omega x} + \tilde{R} e^{-i\omega x}.$$  (4.69)

As one rotates from point $B$ to point $A$ near the origin, the approximate expression for $\Phi$ changes to

$$\Phi(x) \sim \left(B_+ e^{-3i\alpha_+} + B_- e^{-3i\alpha_-}\right) e^{i\omega x} + \left(B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-}\right) e^{-i\omega x},$$

(4.70)

which is to be matched to

$$\Phi(x) \sim \tilde{T} e^{i\omega x}.$$  (4.71)
Therefore we have the system

\[ \begin{align*}
B_+ e^{i\alpha_+} + B_- e^{i\alpha_-} &= 1, \\
B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-} &= \tilde{R}, \\
B_+ e^{-3i\alpha_+} + B_- e^{-3i\alpha_-} &= \tilde{T}, \\
B_+ e^{-i\alpha_+} + B_- e^{-i\alpha_-} &= 0,
\end{align*} \]

(4.72)

from which \( \tilde{T} = 1 \) and \( \tilde{R} = 0 \). Notice that we have the consistency check

\[ R\tilde{R} + T\tilde{T} = 1. \]

(4.73)

Incidentally, this is the exact same result as for the Schwarzschild AdS solution. This result shows that, for asymptotically AdS spacetimes, the scattering coefficients are universal. The same thing happens for the greybody factor, which finally follows as

\[ \gamma(\omega) = T(\omega)\tilde{T}(\omega) = 1. \]

(4.74)
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