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Abstract

We address the problem of detecting people in natural scenes using a part approach based on poselets. We propose a bootstrapping method that allows us to collect millions of weakly labeled examples for each poselet type. We use these examples to train a Convolutional Neural Net to discriminate different poselet types and separate them from the background class. We then use the trained CNN as a way to represent poselet patches with a Pose Discriminative Feature (PDF) vector – a compact 256-dimensional feature vector that is effective at discriminating pose from appearance. We train the poselet model on top of PDF features and combine them with object-level CNNs for detection and bounding box prediction. The resulting model leads to state-of-the-art performance for human detection on the PASCAL datasets.

1 Introduction

Detecting humans in natural scenes is challenging due to the huge variability in appearance, pose and occlusion. The recent state-of-the-art approaches of Girschik et al. [12] and Sermanet et al. [17] differ mostly based on the algorithms they use to select candidate locations – sliding windows or bottom-up segmentation.

The R-CNN work of Girschik et al. [12] shows how localization can be performed by first proposing possible object locations and then presenting each in turn to a convolutional network classifier. Although this approach is somewhat slow, it currently has the leading performance Imagenet and PASCAL detection tasks.

The OverFeat system of Sermanet et al. [17] also uses a convolutional network, but scans it over the entire image, rather than a small set of locations. The top part of the network directly predicts the coordinates of the bounding box. The proposed bounding boxes are agglomerated into distinct object detections, which yields very good performance on the ImageNet detection task.

One of the challenging aspects of person detection is that the visible portion of the person can have an arbitrary aspect ratio and it is hard to fit into the fixed dimensional input of the convolutional neural net. OverFeat and R-CNN take different approaches. In the case of OverFeat, the square scanning window approach can result in much background being included, and other times fitting only part of the person in the scanning window. To detect people, the holistic system of OverFeat has to learn to detect a huge number of patterns – arbitrary parts of a person under arbitrary viewpoints, poses and appearances, which is particularly challenging because it has to learn to distinguish each from arbitrary non-person patterns. In the case of R-CNN the region proposals come from bottom-up segmentation and can have different aspect ratios. To fit them into the fixed size dimensions, the method resizes them, which sometimes results in very distorted patterns. So the training examples for R-CNN are made more complex by including patterns that do not exist in the natural world,
Figure 1: Left: The two state-of-the-art methods handle differently the problem of variable aspect ratios to fit them into the fixed-dimensional CNN. R-CNN’s distorting the data makes the problem harder as the system has to learn everything under various degrees of distortions that don’t occur in the natural world. OverFeat’s solution doesn’t distort the data but introduces sometimes lots of noisy background. Neither methods leverage the natural correspondences of parts. Right: Our method doesn’t distort the image and doesn’t include unnecessary background. By factoring the pose and viewpoint from the appearance, poselets significantly simplify the variability of the positive class for each part and makes training part classifiers easier. Furthermore, poselets leverage the semantic correspondences in the input images, which makes it easier to do high-level semantic reasoning.

which makes it harder for the system to learn the correspondences across instances of the same object. Since convolutional nets are not aspect-ratio invariant, R-CNN would have to include plenty of examples with each possible aspect ratio to compensate for it. Furthermore, bottom-up methods are constrained by the ability of the segmentation system to detect suitable regions for the target object. If the segmentation fails to propose a suitable candidate region for a person, the CNN will not be given the opportunity to classify it.

We propose a third approach for detection – a system that does not have to train with distorted aspect ratios or handle a large variability of positive examples within the same classifier. Our method is inspired by the Poselets approach of Bourdev et al. [5]. Poselets are parts trained to respond to parts of a person under specific viewpoint and pose. Examples of poselets are shown in Fig. 2. Instances of each poselet type are detected in the test image, each of which votes on the location of the person. Poselet detections with compatible votes are clustered together into a person hypothesis. By constraining the training set of each poselet to examples of the same part of the body under the same viewpoint, the variability of the positive class of each poselet classifier is significantly reduced, training is easier, and the aspect ratio need not change. These benefits allowed poselets to maintain state-of-the-art results on the PASCAL person detection tasks until very recently before being overtaken by convolutional neural net methods, which, as numerous recent works demonstrate, work much better than the HOG features traditionally used by poselets.

We propose a deep learning version of the poselet architecture. CNNs require lots of training examples to avoid overfitting but building a large set of training examples for poselets is expensive. Our first contribution is a bootstrapping scheme where we use the traditional poselets to collect lots of examples, automatically provide weak labels for them, and use this much larger training set to train deep poselet classifiers. Pose combinations have a heavy-tailed distribution. Lots of patterns are rare and it is hard to collect enough training examples to train a deep classifier for them. Furthermore, different vision tasks (detection, pose estimation, attribute extraction, segmentation) may require different set of optimal poselets. Training a deep poselet for each of them is time consuming. Our second contribution is using the deep representation to provide a generic pose-discriminative compact feature vector of only 256 dimensions. We show that this feature vector allows us to quickly,
and with very few examples, train an effective poselet classifier that the original HOG-based method was unable to do. Our method achieves state-of-the-art results on the challenging PASCAL datasets for the person detection category.

![Figure 2: Examples of poselet detections: legs of a front-facing person, back-facing head-and-shoulders, and a semi-profile face.](image)

### 1.1 Related work

Notable early approaches to object detection focused on faces [21] and pedestrians [6]. A natural approach is to find individual parts of the person and then combine them into an overall detection. An early example is the constellation model of [10] whose parts location and appearance are jointly trained via EM. The implicit shape model of [15] employs a variable number of parts that use Hough voting to suggest the object location. A more recent popular example is the deformable parts model by Felzenszwalb et al. [9], which consists of a small set of part detectors plus a relative geometry term. Different views are handled as components in a mixture model. Given bounding boxes in training, the part appearances can be learned using a latent SVM framework. However, even with several mixture components, the number of distinct parts in the model is relatively small, i.e. a few dozen. Other notable approaches include: Filder et al. [11], Uijlings et al. [20], Dollar et al. [7], and the Regionlets approach of Wang et al. [22].

Lecun et al. introduced convnets [14] for hand-writing recognition, but they have recently been shown to be very effective across a range of vision tasks – classification [13], detection [19, 17, 18], scene labeling [8], face recognition [1], and attributes [2] to name a few. Several works [12, 16, 23] have shown how deep networks can learn features that are far more powerful than hand-crafted features such as HOG or SIFT.

### 2 Approach

Our method consists of four stages: (1) Training the deep pose representation, (2) training poselets on top of the deep features, (3) training object classifiers and (4) evaluating at test time.

2.1 Training the Deep Pose Representation

![Figure 3: Training our deep pose-discriminative features](image)

### 2.1.1 Collect Training Data

The original poselets work [5] used SVMs trained on HOG descriptors as poselet classifiers. In this paper, encouraged by the recent successes of convolutional networks (convnets) for object recognition tasks, we explore convnets for poselet classification. A major obstacle is the huge amount of
data needed to train large convnets. As described in the next section, poselets require the training examples to be annotated with keypoints (joints, eyes, nose, etc), which is expensive to do at scale.

![Figure 4: Bootstrapping to collect more training data. Left: We start with images with ground truth bounding boxes for people. Middle: We run the open-source poselet detectors and predict person hypothesis bounding boxes (shown in blue). We determine the ones whose intersection over union with ground truth is greater than 0.5 to be true positive. Right: All poselet activations supporting a true positive hypothesis are weakly-labeled as true positives (shown in green) and the rest as negative (shown in red).](image)

We collect a large set of training examples by running the publicly available HOG-style poselet classifiers of [5] on a large set of images on which we have only annotated the locations of people (see Fig. 4). Each person hypothesis suggested by the poselets is matched against the bounds of real people and hypotheses that overlap by more than 0.5 intersection-over-union are considered true positives. All poselet activations that support a true positive person hypothesis are considered true positive activations, and the ones not backed by a true positive are considered false positive activations. This bootstrapping mechanism allowed us, without significant annotation effort, to collect 20K positive training examples for each of the 150 poselet types of [5] and we also collected 3 million false positive examples. The negative examples are "hard negative" as they are not just random patches but activations if a poselet not supported by a ground truth.

2.1.2 Train Deep Net

We extracted RGB patches of 61x61 dimensions associated with each poselet activation, subtracted the mean and used this data to train the convnet model shown in Table 1. Since the poselets are reasonably aligned and we want good localization, the architecture has only a small amount of pooling, compared to convnets for whole image classification (e.g.[13]).

| Layer | 1  | 2  | 3  | 4  | 5  | 6  |
|-------|----|----|----|----|----|----|
| Stage | conv+max | conv | conv | conv | full | full |
| #channels | 64 | 256 | 128 | 128 | 256 | 151 |
| Filter size | 5 x 5 | 5 x 5 | 3 x 3 | 3 x 3 | - | - |
| Conv stride | 2 x 2 | 1 x 1 | 1 x 1 | 1 x 1 | - | - |
| Pooling size | 3 x 3 | - | - | - | - | - |
| Pooling stride | 2 x 2 | - | - | - | - | - |
| Zero padding size | - | - | - | - | - | - |
| Spacial input size | 61 x 61 | 14 x 14 | 10 x 10 | 8 x 8 | 6 x 6 | 1 x 1 |

Table 1: Architecture details of the proposed deep poselets model.

The output layer is a 151-way softmax: 150 different poselet types, plus a background class. We split the data into 4000 batches, each containing 750 positive examples (5 from each poselet type) and 750 negatives. We use a cross-entropy loss and training for 30 epochs, annealing the learning rate by 0.2 every time the training loss plateaus. We also used a weight decay of 1e-5 and momentum of 0.9.

The network parameters are carefully chosen so that the network can be "unrolled" and efficiently evaluated in a grid at test time similar to OverFeat [17]. Specifically, we approximated the mean as a constant color per channel and we designed the architecture so that each layer uses only inputs from the previous layers (and no zero padding at the edges).
2.1.3 Pose Discriminative Feature

After training the net on the 150 poselet types used by [5], we remove the final softmax layer and used the FC-6 layer as a generic pose-discriminative feature representation. As the experiments show, this compact 256-dimensional vector is very effective for training new kinds of poselets beyond the open-sourced ones. We use it as the underlying feature vector for our poselet classifiers.

2.2 Training the Deep Pose Representation

![Figure 5: Training Poselet Classifiers](image)

We followed the algorithm of [5] for constructing poselet classifiers. We briefly summarize it here. Poselets are built from a set of training examples where each instance has been annotated with 20 fiducial points on the human skeleton, known as keypoints. Each poselet is defined by a seed patch from a single image that captures a small subset of these keypoints, in a precise configuration. E.g. two legs, side-by-side, or a hand next to a hip. Given this seed (step 1), we then find other patches containing keypoints in similar configurations in the training set by finding the optimal translation, rotation and scale that aligns the keypoints the same way as the seed patch (step 2). Crucially, the similarity does not rely on pixel appearance, only on the distance between constellations of keypoints. This allows us to learn sub-parts of people in a way that is invariant to the appearance of the clothing they are wearing, occlusions, and lighting variations.

Given a set of different seed bounding boxes, randomly sampled from the training set, their associated patches and a large set of background patches (step 3), we generate the Pose Discriminative Features of our patches and train a poselet type classifier (step 4) to discriminate that specific type from the background. Training on these patches, whose appearance varies considerably but has fixed pose, enables us to find the same body part on test examples where we have no keypoint annotations. We found that a simple linear SVM classifier on the PDF features is effective. However, it is important to "bootstrap" the training. That is, after the initial training we apply the classifier over many images not containing people, collect any false positives and retrain the class.

After training 1000 classifiers associated with randomly chosen poselets, we need to calibrate each classifier (step 6) by running them in a scanning window fashion over several hundred images and collecting the top K highest-scoring hits. We then set the threshold of each classifier to the score of the K-th highest hit. This allowed us to control the firing rate of each classifier. After calibrating the firing rate, we need to calibrate the score of each classifier. To do that, we run the classifier in a scanning fashion over the training set and detect a number of true and false positive activations. An activation is considered a true positive if it overlaps by more than 0.5 with a patch which was used as a training example for the poselet type. Once we label each activation of the poselet, and we have the activation score, we train a logistic regressor to convert the score into a probability.

At this point we have built a large library of 1000 poselet classifiers, some of which do not train well or are very similar to others. Our next step is to select a small set of the poselets, whose classifiers work well and are complementary. We use a greedy algorithm by choosing classifiers that can provide good coverage over the annotated people in our training set as described in [5]. We collect the set of poselet classifiers and fit Gaussians to the keypoint locations associated with the positive examples of each poselet type. For example the "frontal face" poselet has a peaked Gaussian estimate of the location of the nose and eyes. In addition, each poselet is trained to predict the bounding box of the person hypothesis relative to its location.

2.3 Training Object-Level Classifiers

In the previous section we trained scanning classifiers for a selected set of poselet types. Here we describe how to combine them and train a classifier to predict the locations and probability of people in images.
First, we run all the poselet classifiers over the training images (Step 1) and we cluster together any activations that have compatible predictions for the keypoints of a person. Specifically we look at the symmetrized KL-divergence of the probability distributions of the keypoints predicted by two poselets and, if it is less than a threshold (set via cross-validation) we assume the activations correspond to the same person and put them in the same cluster (Step 2).

For each poselet cluster we predict the bounding box of the associated person as the consensus (mean) bounding box predicted by the poselet activations supporting the cluster. We intersect the predicted bounds with the ground truth person bounds on the training set (Step 3) and thus obtain a label for each cluster which is positive if the cluster overlaps sufficiently with a ground truth box, or negative otherwise. We then train an SVM (Step 5) to classify the cluster into true and false positive. We also train a linear regressor to map the predicted bounds to the true bounds.

### 2.4 Evaluating on a test image

At test time we rescale the image so its largest dimension is 1000 pixels and we run the deep poselet classifier to compute the pose-discriminative feature at a comprehensive set of locations and scales. We evaluate the poselet-type SVMs on the features and collect a set of activations (step 1). We then cluster them to obtain hypothesis clusters and compute the score and regressed bounds of each cluster (step 2). We found it important to perform one final refinement of the classification score and regression bounds by applying a large, higher resolution image-net classifier and regressor. Specifically, we used the CNN classifier and bounding box regressor proposed by [12]. This classifier is originally trained on ImageNet but has been fine-tuned to discriminate the 20 classes in the PASCAL competition. The regressor was built on top of the Pool-5 features of the same net. We did not fine-tune the classifier and regressor which are trained to operate on region-based proposal. We suspect our performance will improve if we were to fine-tune them.

### 3 Experiments

We start by comparing the performance of our deep poselet features to the HOG-based poselets, introduced in [5].

#### 3.1 Evaluation of Feature Representation

For a given seed window we extracted up to 500 positive examples for several poselets capturing profile face, legs, etc. The examples are pulled from the poselets training set which includes keypoint annotations. We then computed HOG features and deep features coming from fc1 of our CNN. HOG features had 1476 dimensions whereas the deep features had only 256 dimensions. We randomized their indices and split them into training and test sets using 25% of the positive and 25% of the negative examples as test and the rest as training and trained a linear SVM as a binary classification problem (the poselet vs the background). We computed the mean Average Precision on the test set (which has 125 positive and 2500 negative examples). We measured performance by training on the full training set as well as on smaller portions of it. The results are shown in Fig. 8 for four different poselets (profile face, hands in front of body, legs, head and shoulders).
Figure 8: A comparison between HOG-based poselets (dashed) and our deep feature-based poselets (solid), for 4 different types of poselet. The deep features give superior performance, particularly when only a few training examples are available.

3.1.1 Resilience to Jittering

We also explored the performance of our learned representation to small misalignments that will occur at test time. We use the frontal face poselet and generate jittered versions which have random rotations of +/-20 degrees, scalings of 0.7 to 1.3 and translations of +/- 16 pixels (out of 64) in both x and y dimensions. The ranges are sampled uniformly for each poselet example. Table 3.1.1 shows the performance of the HOG and learned representations as the number of training examples is varied.

![Jittered examples](image)

Table 2: Comparison between HOG-based and deep feature-based poselets for a jittered test set.

| Pos. | Neg.  | HOG AP % | Deep AP % |
|------|-------|----------|-----------|
| 375  | 7500  | 70.59    | 99.44     |
| 187  | 3750  | 64.87    | 98.92     |
| 93   | 1875  | 59.12    | 98.47     |
| 46   | 937   | 55.79    | 97.13     |
| 23   | 468   | 48.84    | 95.22     |
| 11   | 234   | 45.62    | 92.94     |
| 5    | 117   | 32.45    | 88.35     |
| 2    | 58    | 29.83    | 82.58     |

In summary, our learned representation:

- Gives significantly higher accuracy than HOG.
- Perform very impressively with few training examples. This is particularly important because some poselets are very rare and we cannot train HOG-based models on them.
- Is more compact (1476 vs 256 dimensions) and therefore SVM evaluation is faster
- Is more resilient to misalignment of the data. This is important because it implies we can run them at coarser step and the system could run much faster. However, they may be less precise than HOG in predicting the keypoints of the detected person.
Note that here we did not try fine-tuning the poselet network, instead just training a linear SVM on the fixed final-layer features. Furthermore, the learned features were also trained on a different dataset to recognize different sets of poselets, albeit of very similar patterns.

3.2 PASCAL Evaluation

We evaluate our algorithm of the PASCAL VOC datasets [3], which show people in a wide range of natural settings. The large variation in scale, occlusion and pose make the dataset highly challenging. These datasets have also been used to evaluate many of the leading approaches. In particular, the recent work of Girshick et al. [12] which also make used of convolutional networks, has the current leading performance on the person detection task with a score of 58.0% average precision. As shown in Table 3 our algorithm outperforms them by 0.6-1.2%.

| Test set  | HOG Poselets | RCNN | Deep Poselets |
|-----------|--------------|------|---------------|
| VOC 2007  | 46.9         | 58.7 | **59.3**      |
| VOC 2010  | 48.5         | 58.1 | **59.3**      |
| VOC 2011  | -            | 57.8 | **58.7**      |

Table 3: mAP of person detection compared with R-CNN.

Note that we achieved this high performance even though our poselet model is significantly simplified. In Table 4 we show the differences of our method vs the original poselets of [4]. The original poselets have various enhancements – multiple aspect ratios, contextual poselets, dynamic selection of the number of training examples per poselet, etc. Each of these choices adds about 1-2% to the accuracy but at the expense of making the system more complicated and slower to train and evaluate. We have decided to disable these extensions favoring simplicity over higher performance. We used a fixed square aspect ratio and our patch resolution is on average 40% smaller. For object level classification and regression we use the pre-trained CNN of [12]. In this work we use the CNN without fine-tuning it for our task.

| Poselet classifier features | HOG Poselets [4] | Deep Poselets |
|-----------------------------|------------------|---------------|
| Pixels per patch            | HOG              | PDF           |
| Aspect ratios               | 4096 - 8192      | 3721          |
| Contextual poselets (Q-poselets) | 64x96, 64x64, 96x64, 128x64 enabled | 61x61 not used |
| num training examples per poselet | dynamic 200 - 1000+ poselet scores | 200 FC7 layer of R-CNN [12] |
| Object-level classification features | poselet scores | Pool5 layer of R-CNN [12] |
| Object-level regression features | consensus bounds |               |

Table 4: Detailed differences from the HOG poselets of [4].

Figure 10: Some detection examples.
4 Conclusion

We described a pipeline that combines deep features, explicitly trained to discriminate between different poses with the poselets framework of [5] to generate high quality bounding box proposals for people. Using the RCNN person detector of [12], we then score these proposals and refine the bounding box coordinates. The system produces state-of-the-art performance, beating the RCNN detector alone by 0.6–1.2% on the highly challenging PASCAL datasets. Surpassing the RCNN detector is significant, given that it gave a ∼10% AP gain over the previous state-of-the-art. The results show the importance of maintaining the correct aspect ratio when classifying regions and give further evidence for the power of deep features over hand-crafted features such as HOG.
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