Tau $g - 2$ at $e^- e^+$ colliders with momentum-dependent form factor
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Abstract The deviation between the prediction based on the standard model and the measurement of the muon $g - 2$ is currently at $3 - 4\sigma$. If this discrepancy is attributable to new physics, it is expected that the new contributions to the tau $g - 2$ are even larger than those of muon due to its large mass. However, it is much more difficult to directly measure the tau $g - 2$ because of its short lifetime. In this report, we consider the effect of the tau $g - 2$ at $e^- e^+$ colliders using a model independent approach. Using the tau pair production channel at the Large Electron Position Collider (LEP), we have determined the allowed range for the new physics contribution of the tau $g - 2$ assuming a q-square-dependence ansatz for the magnetic form factor. We also investigated the prospect at future $e^+ e^-$ colliders, such as International Linear Collider, the Compact Linear Collider, the Future Circular $e^+ e^-$ Collider, and Circular Electron Positron Collider, and determined the expected allowed range for the new physics contribution to the tau anomalous magnetic moment. The best limits are about 4–5 times more severe than the LEP one due to the beam polarization and the high luminosities at future colliders.

1 Introduction

The discrepancy of approximately 3–4 standard deviations [1–5] between the prediction of the standard model (SM) and the experimental value of the muon anomalous magnetic moment, $a_\mu = (g_\mu - 2)/2$, may be an indication of the limit of this theoretical model. This anomaly is being investigated at the E989 experiment [6]. If the measured center value of $a_\mu$ is still the same, the deviation will be confirmed at the level of $7.0\sigma$ [2], which would strongly imply the involvement of new underlying physics coupled to leptons [7,8]. Assuming the universality of lepton, it is expected that the new physics contributions to a lepton’s anomalous magnetic moment are proportional to the squared ratio of its mass and the new physics scale, $\Delta a_l \sim m_l^2/\Lambda_{NP}^2$. Therefore, the tau anomalous magnetic moment ($a_\tau$) is much more sensitive to this new physics compared to a muon due to its large mass. The SM prediction of the tau $g - 2$ is given by [9,10]

$$a^{SM}_\tau = (117721 \pm 5) \times 10^{-8}. \quad (1)$$

Any observation of significant deviation from this value is evidence of new physics beyond the SM. Given the short lifetime, based on current technology, taus cannot be placed in a storage ring to measure their spin precession as in the case of muons. Therefore, for practical reasons, $a_\tau$ must be measured by extracting information from collision data. In this regard, several collaborations including OPAL [11], L3 [12], and DELPHI [13] investigated the allowed range for $a_\tau$ using the data from the Large Electron Position Collider (LEP). Among them, the most severe bounds were given by the DELPHI Collaboration using the process $e^- e^+ \rightarrow e^- e^+ \tau^- \tau^+$. Based on this result, the limits for the non-standard contribution to $a_\tau$ were obtained by comparing the measured cross-section and the SM prediction:

$$-0.052 < a_\tau^{NP} < 0.013 \quad (95\% \text{ CL}). \quad (2)$$

Using an effective Lagrangian method, the bounds on the contribution of new physics beyond the SM ($a_\tau^{NP}$) to the tau anomalous magnetic moment were extracted from the LEP and SLD data,$^1$ mostly for the $e^- e^+ \rightarrow \tau^- \tau^+$ channel [16,17]:

$$-0.007 < a_\tau^{NP} < 0.004 \quad (2\sigma). \quad (3)$$

These analyses are based on the idea that, at low energies, any new physics beyond the SM results in effective high-dimensional operators built with SM fields suppressed by
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a typical high energy scale $\Lambda_{NP}$. Similarly, limits extracted from other channels were also studied in Refs. [18, 19].

There have been several proposals to measure the tau anomalous magnetic moment and to utilize it as a probe for new physics at the LHC using various channels [20–29]. In the future, colliders such as the International Linear Collider (ILC) [30–32] will have more center-of-mass energies, higher luminosity, and the ability to control the polarization of the beam. They will provide us with opportunities for precision tests to elucidate the viability of the SM as well as probing new physics. The sensitivities required to measure $a_\tau$ in future colliders such as the Future Circular $e^−e^+$ Collider (FCCee), the Compact Linear $e^−e^+$ Collider (CLIC), and the Belle-II experiment have also been estimated in Refs. [33–39] using different channels.

On one hand, the momentum dependence of the form factors in the $\tau \bar{\tau} \gamma$ vertex is usually neglected for simplicity. Namely, all the particles in the vertex (taus and photons) are assumed to be almost on-shell ($q_\tau^2 \approx m_\tau^2$ and $q_\gamma^2 \approx 0$). In Ref. [40], the authors noted that for many high energy processes, the measured experimental parameter is the magnetic form factor rather than $a_\tau$ because the involvement of taus and/or photons is off-shell. The report also revealed that the tau magnetic form factor can be measured at high luminosity B/Flavor factories. This leads to the consideration of the $q^2$-dependence effect of the form factor in the determination of experimental bounds for the anomalous magnetic dipole moment. This is especially important for processes in which the photon is highly off-shell (large $q^2$). On the other hand, the SM contribution to the anomalous magnetic moment only emerges at the loop level, but not at the tree level. Hence, the analyses at the next-to-leading order is necessary to reduce the relevant theoretical uncertainty. This is particularly important when the new physics contribution is of the same order as that of the SM or smaller.

In this report, we investigate the tau anomalous magnetic moment using the channel $e^−e^+ \to \tau^−\tau^+$ while the $q^2$-dependence of the magnetic moment form factor is considered, and the cross-section calculation is performed at the next-to leading order including both one-loop and initial state photon radiation (ISR) corrections. We will show that the role of this $q^2$-dependence is very important in the determination of the bounds for $a_{\tau}^{NP}$. We also consider the prospects for future $e^−e^+$ colliders in which the luminosity will be significantly improved compared to the LEP experiment and the beam polarization will be feasible. Our approach is model independent, and will be applied to estimate the expected 95% CL upper bounds at various future colliders such as the ILC, the CLIC, the FCCee, and the Circular Electron Positron Collider (CEPC).

The structure of this report is as follows. In Sect. 2, we briefly review the tau anomalous magnetic moment and the corresponding form factor. In Sect. 3, using the $q^2$-dependent form factor, we extract the bounds for $\alpha_{\tau}^{NP}$ using the LEP-II data in the $e^−e^+ \to \tau^−\tau^+$ channel. In Sect. 4, the prospects for future $e^−e^+$ colliders are investigated considering the projected high luminosities and the initial beam polarization. Finally, Sect. 5 is the conclusion.

2 Tau anomalous magnetic moment

The determination of the tau anomalous magnetic moment is based on its contribution to the $\bar{\tau} \tau \gamma$ vertex of tau production processes or decays at colliders. The general formula of such an interaction vertex between an off-shell photon with an arbitrary 4-momentum $q^\mu$ and two on-shell taus is given by [16]

$$\Gamma^\mu(q^2) = -ie \left\{ \gamma^\mu F_1(q^2) + \frac{\sigma^{\mu\nu} q_\nu}{2m_\tau} \left[ i F_2(q^2) + F_3(q^2) \gamma_5 \right] \right\} + \left( \gamma^\mu - \frac{2q^\mu m_\tau}{q^2} \right) \gamma_5 F_4(q^2).$$  (4)

where $\sigma^{\mu\nu} = \frac{i}{2} [\gamma^\mu, \gamma^\nu]$. The function $F_1(q^2)$ is the Dirac form factor that describes the electric charge distribution and satisfies the requirement $F_1(0) = 1$. $F_2(q^2)$ and $F_3(q^2)$ are the form factors related to the magnetic and electric dipole moment respectively. The last function $F_4(q^2)$ is the anapole form factor. In the limit $q^2 = 0$, the form factors $F_2$ and $F_3$ result in the anomalous magnetic moment $a_\tau$ and the electric dipole moment $d_\tau$:

$$F_2(0) = a_\tau, \quad F_3(0) = -\frac{2m_\tau d_\tau}{e}. \quad (5)$$

The magnetic form factor $F_2(q^2)$ is dominated by the QED contribution that was computed at one loop in previous works [40, 41]

$$F_2^{QED}(q^2) = \left( \frac{\alpha}{2\pi} \right) \frac{2m_\tau^2}{s} \frac{1}{\beta} \left( \frac{\log(1 + \beta) - i\pi}{1 - \beta} \right), \quad (7)$$

where $s = q^2 > 4m_\tau^2$, $\alpha$ is the fine structure constant, and $\beta = \sqrt{1 - 4m_\tau^2}$ is the velocity of the $\tau$ lepton. Hence, we have $a_\tau = \alpha_{\tau}^{QED} = \alpha/2\pi$.

In our analysis, we consider the SM one-loop calculation together with the initial state radiative (ISR) corrections. Therefore, the SM contributions to the form factors in Eq. (4) are considered. For simplicity, we assume that new physics beyond the SM affects the cross-section of the tau-pair production process only via its contributions to the form factor.
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For the Belle II experiment where the center of mass energy is about $O(10)$ GeV, the projected bounds obtained from the tau $g-2$ measurement are enlarged approximately by a factor of 5 due to the effect of momentum dependent form factor.
The momentum dependence of the new physics contributions to the anomalous magnetic-moment form-factor according to the QED ansatz (9). Here, we denote $s = q^2$, and that the $q^2$-dependence of such non-SM contributions follows the QED ansatz (7):

$$F_2^{NP}(q^2) = a_t^{NP} f(q^2),$$

where $a_t^{NP}$ is the new physics contribution to the tau anomalous magnetic moment, and the function $f(q^2)$ is given as

$$f(q^2) = \frac{2m_\tau^2}{s} \frac{1}{\beta}\left(\log\frac{1+\beta}{1-\beta} - i\pi\right).$$

Here, in the low momentum limit, we can see that $F_2^{NP}(0) = a_t^{NP}$. The behavior of the function $f(q^2)$ at larger $q^2$ is shown in Fig. 1. Based on this parameterization, our approach to determine $a_t^{NP}$ is model independent.

### 3 Bounds from LEP-II data

In this section, we consider the process $e^-e^+ \rightarrow \tau^-\tau^+$ at the LEP experiment. The experimental values and the corresponding errors of the cross-sections and the forward-backward asymmetries at various center-of-mass energies ($\sqrt{s} = 130, 136, 161, 172, 183, 189, 192, 196, 200, 202, 205, 207$ GeV) are taken from Ref. [14], which are shown in Fig. 2 together with the standard model prediction from ZFITTER. For simplicity, they are regarded as independent observable data to be fitted in our analysis. The SM predictions for such quantities are calculated at the next-to-leading order, including the consideration of the one-loop corrections and the higher order resummation due to ISR effects [42]. The non-SM contributions are implemented in the tree amplitudes by introducing the form factor $F_2^{NP}(q^2)$ in the $\bar{\tau}\tau\gamma$ vertex in Eq. (4). Therefore, $a_t^{NP}$ is the only free parameter in our theoretical analysis. In the limit $a_t^{NP} \rightarrow 0$, the SM case is recovered.

For the considered numerical calculation, we employ the GRACE-Loop system that can evaluate the cross-sections and decay rates of physical processes for the SM [43] and its supersymmetric extensions [44–46]. This system is able to handle one-loop electroweak corrections for processes with two, three or four particles in the final state [47–50]. In this case, the renormalization of the electroweak interaction is performed using the on-shell scheme [51], and the infrared divergences are regulated by introducing a fictitious photon mass [52]. To investigate the Dirac and tensor algebra in $n$-dimensions, the symbolic manipulation package FORM [53] is used. The loop integrations are performed using the package FF [54] or LoopTols [55] after reducing all tensor one-loop integrals to scalar integrals in a specific way [43]. The adaptive Monte Carlos integration package BASES [56,57] is then used to perform the phase-space integrations. The GRACE system uses the $R_\xi$ gauge for the linear gauge fixing terms, which should be checked using the additional non-linear gauge fixing Lagrangian [43,58] for consistency. The final results are independent of fictitious parameters such as the photon mass and non-linear gauge parameters, which was numerically evaluated up to approximately fifteen digits against changing these values within several order of magnitudes at typical phase-space points. The renormalization group running effect of the fine structure constant is considered in our calculation. New physics signal, or an upper bound of that, is obtained by comparing measured cross sections with the standard model prediction; thus, the accuracy
of the prediction is important for this study. We compare the cross-section calculations for the $\tau$ pair production process in the SM with GRACE and ZFITTER [14] in Fig. 2. In this case, the black solid line and the red empty squares correspond to the GRACE and ZFITTER theoretical calculations respectively, whereas the LEP-II data are represented as blue points with error bars. The figure shows that the GRACE and ZFITTER results are in a good agreement.

When $a_{\tau}^{NP}$ is switched on, the best-fit value of $a_{\tau}^{NP}$ is obtained by minimizing the $\chi^2$ function defined as

$$\chi^2(a_{\tau}^{NP}) = \sum_{k=1}^{2n} \left( \frac{\sigma(a_{\tau}^{NP}, s_i) - \sigma^{exp}(s_i)}{\Delta \sigma^{exp}(s_i)} \right)^2 \quad \text{and} \quad + \sum_{i=1}^{n} \left( \frac{A_{FB}(a_{\tau}^{NP}, s_i) - A_{FB}^{exp}(s_i)}{\Delta A_{FB}^{exp}(s_i)} \right)^2, \quad (10)$$

where $\sigma^{exp}$, $A_{FB}^{exp}$, $\Delta \sigma^{exp}$, and $\Delta A_{FB}^{exp}$ are the experimental values of cross-sections, forward-backward asymmetries and their corresponding errors respectively. $\sigma$ and $A_{FB}$ denote the theoretical predictions for the cross-section and the forward-backward asymmetry, respectively. $s_i$ represent the squared center-of-mass energies, and $n = 12$ is the number of collision energies examined in the LEP-II experiments (see Table 3.4 in Ref. [14]). Since the cross-section is a quadratic function of $a_{\tau}^{NP}$, the $\chi^2$ function is a quartic function of $a_{\tau}^{NP}$. The likelihood function is determined from the $\chi^2$ function as

$$\mathcal{L}(a_{\tau}^{NP}) = \frac{1}{N} e^{-\frac{1}{2} \chi^2(a_{\tau}^{NP})}, \quad (11)$$

where the normalization constant $N$ is defined as

$$N = \int_{-\infty}^{\infty} e^{-\frac{1}{2} \chi^2(a_{\tau}^{NP})} da_{\tau}^{NP}. \quad (12)$$

Equivalent to minimizing the $\chi^2$ function, the best fit value can also be obtained by maximizing the likelihood function. In addition, a confident interval of $a_{\tau}^{NP}$ can be derived using the likelihood method as

$$\int_{-\infty}^{L} \mathcal{L}(a_{\tau}^{NP}) da_{\tau}^{NP} = \frac{1 - CL}{2}, \quad (13)$$

where $CL$ is the confident level of the interval between the lower limit $L$ and the upper limit $R$ of $a_{\tau}^{NP}$.

In Fig. 3, the likelihood functions are plotted for two cases: (i) only LEP-II data on the total cross-section are considered (blue dashed line); and (ii) LEP-II data on both the total cross-section and the forward-backward asymmetry are considered (orange solid line). We find the 95% CL interval to be:

$$-2.75 < a_{\tau}^{NP} < 2.75, \quad (14)$$

for the case (i), and

$$-2.46 < a_{\tau}^{NP} < 2.46, \quad (15)$$

for the case (ii). The best fit value for $a_{\tau}^{NP}$ is 0 for both cases, implying that the SM without exotic coupling is currently the best model using the LEP-II data of the $e^- e^+ \rightarrow \tau^- \tau^+$ process. Comparing Eqs. (14) and (15), we observe that the 95% CL interval is narrowed by about 10% when additional data on the forward-backward asymmetry are considered.

The total cross-section normalized by the SM cross-section is depicted in Fig. 4 as a function of the center-of-mass energy. In this case, the colored (both yellow and green) regions correspond to the interval in Eq. (14), whereas the green region corresponds to the interval in Eq. (15). The blue error bars are the LEP data on the normalized total cross-section. Given that the cross-section strongly depends on the magnitude of $a_{\tau}^{NP}$ as a quartic function, the additional consideration of the data on the forward-backward asymmetry is important to reduce the width of the 95% CL interval and the corresponding allowed region for the total cross-section. In the future experiments with higher luminosity, we can expect that a more precise determination of the cross-section will result in a narrower allowed region for $a_{\tau}^{NP}$.

4 Future prospects

At the ILC, the center-of-mass energy will be fixed at 250 GeV for the first stage, and the corresponding integrated
luminosity of \( \mathcal{O}(\text{ab}^{-1}) \) will significantly reduce the statistical uncertainties \([59]\) compared to the LEP experiment. Moreover, the polarized initial \( e^- \) and \( e^+ \) beams will enhance the capability for physics investigations such as testing the SM or identifying new particles and interactions. The scattering cross-section with an arbitrary polarization combination is determined by \([60]\)

\[
\sigma(P_{e^-}, P_{e^+}) = \frac{1}{4}[(1 + P_{e^-})(1 + P_{e^+})\sigma_{RR} + (1 - P_{e^-})(1 - P_{e^+})\sigma_{LL} + (1 + P_{e^-})(1 - P_{e^+})\sigma_{RL} + (1 - P_{e^-})(1 + P_{e^+})\sigma_{LR}], \tag{16}
\]

where \( P_{e^-} \) and \( P_{e^+} \) are the polarization levels of the electron and positron beams with a range of values of \([-1, +1]\). The cross-sections \( \sigma_{RR,LL,RL,LR} \) correspond to the cases with 100% beam polarization for both initial beams. The current expectations for the magnitudes of the beam polarization levels are 80% for electrons, and 30% for positrons. In our analysis, we use the updated luminosity sharing between different beam polarization configurations for \( e^- e^+ \) collision as given in Table 1.

As in the SM, the most important contributions to the \( e^- e^+ \rightarrow \tau^- \tau^+ \) process are from the s-channels with virtual photon and Z-boson exchanges in our case. Since the center-of-mass energy at the ILC is far from the Z-pole, the Z-boson exchange diagram contributes about 16% of the total cross sections. Since the center-of-mass energy at the ILC is far from the Z-pole, the contribution of the photon exchange diagram is dominant over that of the Z-boson exchange diagram. This results in only a small difference between the cross-sections \( \sigma_{LR} \) and \( \sigma_{RL} \). Given that the SM gauge bosons only couple to particles of the same chirality at the tree level, the cross-sections \( \sigma_{RR,LL} \) are negligible compared to \( \sigma_{RL,LR} \).

In a similar way, the effective coupling related to the anomalous magnetic moment term in the \( \tau \tau \gamma \) vertex (Eq. (8)) does not experience a difference among the polarizations of the incoming beams as long as they have opposite signs. Even though the anomalous tau-coupling does not depend on a spin polarization, a beam polarization may improve the sensitivity to the new physics because an angular distribution of produced tau leptons, which is sensitive to the interference between photon and Z-boson exchange diagrams, is affected by the new physics. Therefore, while the left-right asymmetry (\( A_{LR} \)) does not contain information about the new effective coupling, the entire 90% of the high luminosity of the ILC corresponding to \( (P_{e^-}, P_{e^+}) = (\pm 80\%, \pm 30\%) \) (see Table 1) will contribute to our analysis, resulting in a very small statistical uncertainty.

To investigate the prospect of \( a_T^{\text{NP}} \) determination in the future ILC, we generate the measured angular distribution of the cross-section for each value of the integrated luminosity given a fixed relative systematic error. The likelihood function and the 95% C.L interval for \( a_T^{\text{NP}} \) are then determined similarly to those in the previous section. In Fig. 5, we show the expected 95% CL upper bound for \( a_T^{\text{NP}} \) as a function of the integrated luminosity at the first stage of the ILC (ILC-250). The blue (dash-dotted), red (dashed) and green (solid) lines correspond to relative systematic errors of 2, 1 and 0.1%, respectively. We observe that the upper bound of \( |a_T^{\text{NP}}| \) reduces quickly as the luminosity increases up to 100 fb\(^{-1}\). This is due to the suppression of the statistical uncertainty for larger luminosity. For the integrated luminosity between 100 and 1000 fb\(^{-1}\), the upper bounds that correspond to the relative systematic errors of 2 and 1% (the blue (dash-dotted) and red (dashed) lines, respectively) slowly decrease. They become saturated and are almost stable for luminosity values higher than 1000 fb\(^{-1}\). This is because the systematic uncertainty becomes dominant, and the reduction of the statistical uncertainty leads to a small reduction in the total uncertainty. These relative systematic errors are of the same order as that for obtained the LEP experiment. To effectively exploit the high luminosity for the ILC-250 for shrinking of the allowed region of \( a_T^{\text{NP}} \), the reduction of the systematic uncertainty is particularly important. The case where the relative systematic error is approximately ten times smaller than that of the LEP experiment is considered. In Fig. 5, the green (solid) line
corresponding to a relative systematic error of 0.1% shows a further reduction of the upper bound of $|a_t^{\text{NP}}|$ when the luminosity is increased above 1000 fb$^{-1}$. When the integrated luminosity reaches the ILC-250 design-value of 2000 fb$^{-1}$, the allowed region for $a_t^{\text{NP}}$ is found to be

$$-0.585 < a_t^{\text{NP}} < 0.585 \quad (95\% \text{ CL}).$$

(17)

In this case, the systematic and the statistical uncertainties are of the same order.

The impact of the systematic uncertainty on the expected 95% CL upper bound for $|a_t^{\text{NP}}|$ is depicted by the blue solid line in Fig. 6, in which we fix the integrated luminosity to be 2000 fb$^{-1}$ according to the ILC-250 design. In this figure, we see that the upper bound can be reduced when the relative systematic error decreases from 2% down to 0.1%. For a production angle measurement of a single track, an angular resolution around 1 mrad is expected typically. On the other hand, that of a hadron jet is expected to around several tens of mrad [63]. Thus, 0.1% to several % of the cos $\theta_\tau$ resolution is a reasonable assumption for a central region of a detector. When the relative systematic error is below 0.1%, the total uncertainty is dominated by the statistical uncertainty. Therefore, a further reduction of the relative systematic error in this region does not lead to a significant decrease of the upper bound. In fact, the upper bound becomes saturated for small values of the relative systematic error. When the systematic error is as small as 0.01%, for which the ratio between the systematic and statistical errors is of the similar order as that for the LEP experiment, the expected allowed region for the new physics contribution to the tau anomalous magnetic moment is found to be

$$-0.569 < a_t^{\text{NP}} < 0.569 \quad (95\% \text{ CL}).$$

(18)

Comparing Eqs. (17), (18) and (15), we see that the expected allowed region obtained by the ILC-250 experiment is approximately four times smaller than that obtained from the LEP experiment.

After the first stage, the ILC will be operated at $\sqrt{s} = 350$ GeV with a smaller integrated luminosity of 0.2 ab$^{-1}$. The polarization combinations at its second stage (ILC-350) are the same as the first one, but the luminosity sharing between these combinations are different (see Table 1). Beside the ILC, the CLIC can also produce the polarized electron beam upto a level of 80%, while its positron beam is non-polarized. At the center of mass energy $\sqrt{s} = 380$ GeV, the integrated luminosity will be 1.0 ab$^{-1}$ which is equally shared for two polarization combinations as in Table 2. Opposite to these linear colliders, future circular machines like the FCCee and the CEPC will be operated with non-polarized initial beams. The luminosities at these circular colliders will be higher than the linear colliders (Table 3).

For a comparative study, in addition to the ILC, we take into account the experiments to be carried out at the CLIC, the FCCee and the CEPC based on the similarity of colliding energies. In particular, for the energy of about 240–250 GeV, we analyze the new physics contributions to the $1G g - 2$
expected from the $H$-modes of the FCCee (FCCee-$H$) and the CEPC (CEPC-$H$) beside the ILC-250. The corresponding 95% CL upper bounds for $|a_{t\bar{t}}^{NP}|$ are shown respectively by the green dot-dashed line and the red dashed line in Fig. 6 as functions of the systematic error. These two lines are almost identical for large values of the systematic uncertainty, and become slightly deviated in the range with small values of the systematic uncertainty. This is due to the small difference between the FCCee-$H$ and the CEPC-$H$ luminosities (5.0 ab$^{-1}$ versus 5.6 ab$^{-1}$) that only leads to noticeable deviation between their results when the statistical uncertainty is dominant over the systematic one. When comparing with the blue solid line, the results show that the expected ILC-250 limit is more severe that the expected FCCee-$H$ and the CEPC-$H$ limits for the relative systematic errors larger than about 0.25%, despite having a smaller luminosity. This is due to the effects of the polarized beams at the ILC that enhance the cross section. For the relative systematic errors smaller than about 0.25% where the total uncertainty is dominated by the statistical one, the FCCee-$H$ and the CEPC-$H$ experiments yield more severe limit than the ILC-250 experiment due to their higher luminosities. In this scenario, the smallest limit is from the CEPC-$H$ experiment. In Table 4, the 95% CL bounds of these experiment for four benchmark values (2, 1, 0.1, and 0.01%) of the relative systematic error are explicitly presented. The most stringent bounds from the CEPC-$H$ experiment is 0.453 that is five times smaller than the LEP bound. Both the FCCee-$H$ and the CEPC-$H$ experiments are able to achieve the bounds less than one fifth of the LEP bound in Eq. (15) for the relative systematic error of 0.01%.

For the ILC-350, the CLIC-380, and the FCCee-$t\bar{t}$ experiments with the colliding energies of about 350–380 GeV targeting the $t\bar{t}$ pair production, the 95% CL upper bounds are plotted as functions of the relative systematic error in Fig. 7. When the relative systematic error is larger than 0.42%, the CLIC-380 bound is more severe than the FCCee-$t\bar{t}$ bound although the former luminosity is smaller than the latter one. It is due to the effect of the polarized electron beam at the CLIC-380 experiment. When the systematic error is smaller than 0.42%, the effect of the luminosity becomes important since the statistical uncertainty is dominant. As a consequence, the FCCee-$t\bar{t}$ bound is the most stringent in this region due to its high luminosity. Because the ILC-350 experiment is designed to have a relatively small luminosity of 0.2 ab$^{-1}$, its upper bound for $|a_{t\bar{t}}^{NP}|$ is not as severe as other two experiments when the systematic error is smaller than 1.5%. However, for the systematic error larger than 1.5%, the ILC-350 bound is more stringent than the FCCee-$t\bar{t}$ bound because of the ILC-350 experiment utilizes highly polarized electron and positron beams while the FCCee-$t\bar{t}$ experiment uses non-polarized beams. In Table 5, the 95% CL upper bounds from these experiments are shown for four benchmark values of the relative systematic error in a similar way as those in Table 4. The most severe upper limit for $|a_{t\bar{t}}^{NP}|$ is 0.934 resulting from the FCCee-$t\bar{t}$ experiment.

In our analysis, the theoretical calculation is assumed to be valid up to higher order corrections, and the theoretical uncertainty can be neglected for simplicity. For such small experimental uncertainties as those at the future projects, the higher loop corrections will be considered to reduce the relevant theoretical uncertainty such that it should be at least equivalent to the smallest experimental uncertainty (systematic or statistical ones), or much smaller in the best case. For the relative systematic uncertainty of 0.1% (which is comparable to the statistical uncertainty when the integrated luminosity is approximately 2000 fb$^{-1}$), $O(\alpha^2)$ corrections should be considered. For a systematic uncertainty of 0.01%, both $O(\alpha^2)$ and $O(\alpha^3)$ corrections should be considered.
5 Conclusion

Although the anomalous magnetic moment of a muon can be determined precisely using the spin precession method with a muon storage ring, the measurement of this quantity is more challenging in the case of tau due to its short lifetime. In the LEP experiment, tau $g - 2$ was measured based on a simplified assumption that the $a^2$-dependence of the magnetic form factor is neglected. Hence, it was argued that the results represent the bounds of the form factor rather than $a_t$. In this report, assuming the QED ansatz for the $a^2$-dependent magnetic form factor, we have extracted the bounds for the new physics contribution to $a_t$ using the LEP-II data on the $e^-e^+ \rightarrow \tau^+\tau^-$ scattering process. The $O(\alpha)$ loop correction as well as the initial state photon radiation correction have been considered. The 95% CL upper limit for $|a_t^{NP}|$ was determined to be 2.46. We also investigated the prospect of $a_t^{NP}$ determination in various future projects like the ILC, the CLIC, the FCCee, and the CEPC. The dependences of the 95% CL upper bounds for $a_t^{NP}$ on the integrated luminosity and on the relative systematic error were analyzed for the future experiments. We found that, beside the interplay between these two factors, the polarization of initial beams also plays a crucial role in deciding which experiments would result in the most severe upper limit for $|a_t^{NP}|$, especially when the systematic uncertainty is dominant over the statistical one. For the region with small systematic uncertainty, the most stringent 95% CL upper limits for $|a_t^{NP}|$ resulting from the experiments with the colliding energies of 240–250 GeV (ILC-250, FCCee-H, and CEPC-$H$) are about 4–5 times smaller than the LEP bound. Due to the higher luminosities, the bounds from these experiments are more severe than those from the experiments with the colliding energies of 350–380 GeV (ILC-380, CLIC-380, FCCee-$i\tau$) although the latter are also better than the LEP bound. These projects where the high luminosities and the possibility of initial beam polarization are the main advantages will be encouraging steps in the improvement of tau $g - 2$ measurements that adds to their overall motivations of future high energy colliders.
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