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Abstract—In this paper, we consider robust stability analysis of large-scale sparsely interconnected uncertain systems. By modeling the interconnections among the subsystems with integral quadratic constraints, we show that robust stability analysis of such systems can be performed by solving a set of sparse linear matrix inequalities. We also show that a sparse formulation of the analysis problem is equivalent to the classical formulation of the robustness analysis problem and hence does not introduce any additional conservativeness. The sparse formulation of the analysis problem allows us to apply methods that rely on efficient sparse factorization techniques, and our numerical results illustrate the effectiveness of this approach compared to methods that are based on the standard formulation of the analysis problem.
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I. INTRODUCTION

R

OBUST stability of uncertain systems can be analyzed using different approaches, e.g., µ-analysis and IQC analysis [1], [2], [3], [4]. In general, the computational burden of performing robust stability analysis grows rapidly with the state dimension of the uncertain system. For instance, performing robust stability analysis using integral quadratic constraints (IQC) involves finding a solution to a frequency-dependent semi-infinite linear matrix inequality (LMI). This frequency dependent semi-infinite LMI can be reformulated using the Kalman-Yakubovich-Popov (KYP) lemma as a finite-dimensional frequency independent LMI which is generally dense [4], [5]. The size and number of variables of this LMI grows with the number of states and dimension of the uncertainty in the system, and hence IQC analysis of uncertain systems with high state and uncertainty dimensions can be very computationally demanding. This is the case even if the underlying structure in the resulting LMI is exploited, [6], [7], [8], [9], [10], [11], [12], [13], [14]. An alternative approach to solving the semi-infinite LMI is to perform frequency gridding where the feasibility of the frequency dependent semi-infinite LMI is verified for a finite number of frequencies. Like the KYP lemma-based formulation, this method leads to a set of LMIs that are generally dense and costly to solve for problems with a high state dimension. The focus of this paper is the analysis of large-scale sparsely interconnected uncertain systems, which inherently have high number of states. As a result, the mentioned methods are prohibitively costly for analyzing large-scale interconnected uncertain systems even when the interconnections are sparse. In order to address the robustness analysis of such systems, we will show how the sparsity in the interconnection can be utilized to reduce the computational burden of solving the analysis problem. Sparsely interconnected uncertain systems are common in e.g. large power networks that include many interconnected components, each of which is connected only to a small number neighboring components.

In [15] and [16], the authors consider robust stability analysis of interconnected systems where the uncertainty lies in the interconnections among the subsystems. In these papers, the authors consider the use of IQCs to describe the uncertain interconnections, and they provide coupled LMIs to address the stability analysis and control design for such systems. However, they do not investigate the computational complexity of analyzing large-scale systems. In [17], a method is proposed for robust stability analysis of interconnected uncertain systems using IQCs. The authors show that when the interconnection matrix is given as \( \tilde{\Gamma} = \tilde{\Gamma} \otimes I \) and the adjacency matrix of the network \( \Gamma \) is normal, the analysis problem can be decomposed into smaller problems that can be solved more easily. In [18] and [19], the authors describe a method for robust stability analysis of interconnected systems with uncertain interconnections. The analysis approach considered in these papers is based on separation of subsystem frequency responses and eigenvalues of the interconnection and adjacency matrices. Although the computational complexity of this approach scales linearly with the number of subsystems in the network, the proposed method can only be used for analyzing interconnected systems with specific interconnection descriptions. In [18], the uncertain interconnection matrix is assumed to be normal, and its spectrum is characterized using quadratic inequalities. In [19], the interconnection matrix is defined as \( \Gamma = \tilde{\Gamma} \otimes I \) where the adjacency matrix of the network \( \Gamma \) is assumed to be normal with its spectrum expressed using general polyhedral constraints. The authors in [20] provide a scalable method for analyzing robust stability of interconnections of SISO subsystems over arbitrary graphs. The proposed analysis approach in [20] is based on Nyquist-like conditions which depend on the dynamics of the individual subsystems and their neighbors. Finally, the authors in [21] propose a decomposable approach to robust stability analysis of interconnected uncertain systems. When the system transfer matrices for all subsystems are the same, this approach makes it possible to solve the analysis problem by studying the structured singular values of the individual subsystems and the eigenvalues of the interconnection matrix.

In related work [22], we considered robust stability analysis of interconnected uncertain systems where the only assumption was the sparsity of the interconnection matrix, and we laid out the basic ideas of how to exploit this kind of sparsity in the analysis problem. In that paper, we put forth an IQC-based analysis method for analyzing such systems, and we showed that by characterizing the interconnections among subsystems using IQCs, the sparsity in the interconnections can be reflected in the resulting semi-infinite LMI. No numerical results were presented in [22]. In this paper, we present an extended version of [22] where we show how the sparsity in the problem allows us to use highly effective sparse SDP solvers, [23], [10], [24], to solve the analysis problem in a centralized manner. Note that none of the methods mentioned in the previous paragraph consider as general a setup as the one presented in this paper.

A. Outline

This paper is organized as follows. Section II briefly reviews relevant theory from the IQC analysis framework. In Section III-A we provide a description of the interconnected uncertain system that is later used in lumped and sparse formulations of the analysis problem. We discuss these formulations in sections III-B and III-C and we report the numerical results in Section V. Section VI presents conclusions and some remarks regarding future research directions.

B. Notation

We denote by \( \mathbb{R} \) the set of real scalars and by \( \mathbb{R}^{m \times n} \) the set of real \( m \times n \) matrices. The transpose and conjugate transpose of
a matrix $G$ is denoted by $G^T$ and $G^*$, respectively. The set $\mathbb{S}^n$ denotes $n \times n$ Hermitian matrices, and $I_n$ denotes the $n \times n$ identity matrix. We denote by $1_n$ an $n$-dimensional vector with all of its components equal to 1. We denote the real part of a complex vector $v$ by $\text{Re}(v)$ and $\text{eig}(G)$ denotes the eigenvalues of a matrix $G$. We use superscripts for indexing different matrices, and we use subscripts to refer to different elements in the matrix. Hence, by $G_{ij}^k$ we denote the element on the $i$th row and $j$th column of the matrix $G^k$. Similarly, $v_i^k$ is the $i$th component of the vector $v^k$. Given matrices $G^k$ for $k = 1, \ldots, N$, diag$(G^1, \ldots, G^N)$ denotes a block-diagonal matrix with diagonal blocks specified by the given matrices. Likewise, given vectors $v^k$ for $k = 1, \ldots, N$, the column vector $(v^1, \ldots, v^N)$ is all of the given vectors stacked. The generalized matrix inequality $G \prec H$ ($G \preceq H$) means that $G - H$ is negative (semidefinite). Given state-space data $A, B, C$ and $D$, we denote by
\[
G(s) := \begin{bmatrix} A & B \\ C & D \end{bmatrix}
\]
the transfer function matrix $G(s) = C(sI - A)^{-1}B + D$. The infinity norm of a transfer function matrix is defined as $\|G(s)\|_{\infty} = \sup_{\omega \in \mathbb{R}} \|G(j\omega)\|$, where $\sup$ denotes the supremum and $\sigma$ denotes the largest singular value of a matrix. By $\mathbb{C}^2_n$ we denote the set of real, rational $m \times n$ transfer matrices with no poles in the closed right half plane. Given a graph $(V, E)$ with vertices $V = \{v_1, \ldots, v_n\}$ and edges $E \subseteq V \times V$, two vertices $v_i, v_j \in V$ are adjacent if $(v_i, v_j) \in E$, and we denote the set of adjacent vertices of $v_i$ by $\text{adj}(v_i) = \{v_j \in V | (v_i, v_j) \in E\}$. The degree of a vertex (node) in a graph is defined as the number of its adjacent vertices, i.e., $\text{deg}(v_i) = |\text{adj}(v_i)|$.

**Theorem 1 (IQC analysis, \cite{3})**

Theorem 1 mainly imposes structural constraints on $\Pi$, \cite{4}. IQC analysis then involves a search for an operator $\Pi$ that satisfies the LMI in (5) with the required structure. This can be done using either the KYP lemma-based formulation, \cite{3}, \cite{4}, \cite{5}, or it can be done approximately by performing frequency gridding where the feasibility of the LMI in (5) is checked only for a finite number of frequencies. In the next section, we propose an efficient method for robust stability analysis of sparsely interconnected uncertain systems based on the frequency-gridding approach.

## III. Robust Stability Analysis of Interconnected Uncertain Systems

### A. Interconnected Uncertain Systems

Consider a network of $N$ uncertain subsystems where each of the subsystems is described as
\[
p^i = G_{ip}q^i + G_{pw}w^i,
\]
\[
z^i = G_{zq}^i q^i + G_{zw}^i w^i,
\]
\[
q^i = \Delta(p^i),
\]
where $G_{ip}^i \in \mathbb{R}^{d_i \times d_i}$, $G_{pw}^i \in \mathbb{R}^{d_i \times m}$, $G_{zq}^i \in \mathbb{R}^{w \times d_i}$, $G_{zw} \in \mathbb{R}^{w \times m}$, and $\Delta : \mathbb{R}^m \to \mathbb{H}^m$. If we let $p = (p^1, \ldots, p^N)$, $q = (q^1, \ldots, q^N)$, $w = (w^1, \ldots, w^N)$ and $z = (z^1, \ldots, z^N)$, the interconnection among the subsystems in (6) can be characterized by the interconnection constraint $w = \Gamma z$ where $\Gamma$ is an interconnection matrix that has the following structure:
\[
\begin{bmatrix}
G_{11} & G_{12} & \cdots & G_{1N} \\
G_{21} & G_{22} & \cdots & G_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
G_{N1} & G_{N2} & \cdots & G_{NN}
\end{bmatrix}
\begin{bmatrix}
z^1 \\
z^2 \\
\vdots \\
z^N
\end{bmatrix}
= \begin{bmatrix}
w^1 \\
w^2 \\
\vdots \\
w^N
\end{bmatrix}.
\]

Each of the blocks $\Gamma_{ij}$ in the interconnection matrix are 0-1 matrices that describe how individual components of the input-output vectors of different subsystems are connected to each other. The entire interconnected uncertain system can be expressed as
\[
p = G_{pq}q + G_{pw}w
\]
\[
z = G_{zq}q + G_{zw}w
\]
\[
q = \Delta(p)
\]
\[
w = \Gamma z.
\]
where \( G_{*} = \text{diag}(G_{1*}, \ldots, G_{N*}) \) and \( \Delta = \text{diag}(\Delta^1, \ldots, \Delta^N) \). Using this description of interconnected uncertain systems, we consider two formulations for analyzing robust stability, namely a "lumped" and a "sparse" formulation, as we explain next.

### B. Lumped Formulation

The classical approach to robust stability analysis of interconnected uncertain systems is to eliminate the interconnection constraint in (4) in order to describe the entire interconnected system as a lumped system

\[
p = \hat{G} q, \quad q = \Delta(p),
\]

where \( \hat{G} = G_{pq} + G_{pu}(I - \Gamma G_{zu})^{-1} \Gamma G_{zu} \). We will refer to \( \hat{G} \) as the lumped system transfer function matrix. Note that \( I - \Gamma G_{zu} \) must have a bounded inverse for all frequencies in order for the interconnected uncertain system is then robustly stable if there exists a matrix \( \bar{\Pi} \) such that

\[
\begin{bmatrix}
G(j\omega) & I
\end{bmatrix} \bar{\Pi}(j\omega) \begin{bmatrix}
G(j\omega) \\
I
\end{bmatrix} \preceq -\epsilon I, \quad \forall \omega \in [0, \infty],
\]

for some \( \epsilon > 0 \). Notice that the matrix on the left hand side of LMI (10) is of order \( d \), and it is generally dense even if the subsystems are sparsely interconnected. IQC analysis of large-scale interconnected systems based on the lumped formulation can therefore be prohibitively costly even when the interconnection matrix \( \Gamma \) is sparse. This is because the matrix \( (I - \Gamma G_{zu})^{-1} \) is generally dense even if \( I - \Gamma G_{zu} \) is sparse. This follows from the Cayley-Hamilton theorem. Next we consider a sparse formulation of the analysis problem.

### C. Sparse Formulation

To avoid solving dense LMIs, we express the interconnection constraint using IQCs. First, notice that the equation \( w = \Gamma z \) is equivalent to the following quadratic constraint

\[
-\|w - \Gamma z\|^2_X = -\begin{bmatrix}
z \\
w
\end{bmatrix}^T \begin{bmatrix}
-G^T & 0 \\
0 & I
\end{bmatrix} \begin{bmatrix}
z \\
w
\end{bmatrix} \succeq 0
\]

where \( \| \|_X \) denotes the norm induced by the inner product \( \langle \alpha, X \beta \rangle \) for some \( X > 0 \) of order \( \bar{m} = \sum_{i=1}^{m} \bar{m}_i \). The inequality (11) can therefore be rewritten as an IQC defined by the multiplier

\[
\bar{\Pi} = \begin{bmatrix}
-G^T X \Gamma & \Gamma^T X \\
\Gamma^T X \Gamma & -X
\end{bmatrix}.
\]

This allows us to include the interconnection constraint in the IQC analysis problem explicitly, and this often results in sparse LMIs if the interconnection matrix is sparse.

Consider (5), and let \( \bar{\Pi} \in \text{IQC}(\bar{\Pi}) \) where \( \bar{\Pi} \) is defined in (3). Assuming that the first and second condition in Theorem 1 are satisfied, then it can be shown that the interconnected uncertain system is stable if there exist matrices \( \bar{\Pi} \) and \( X > 0 \) such that

\[
\begin{bmatrix}
G_{pq} & G_{pu} \\
I & 0
\end{bmatrix} \bar{\Pi}_{11} \bar{\Pi}_{12} \begin{bmatrix}
G_{pq} & G_{pu} \\
I & 0
\end{bmatrix} - 
\begin{bmatrix}
-G^T \Gamma^T \\
I - \Gamma G_{zu} \Gamma^T
\end{bmatrix} X \begin{bmatrix}
-G^T \Gamma^T \\
I - \Gamma G_{zu} \Gamma^T
\end{bmatrix} \preceq -\epsilon I, (13)
\]

for \( \epsilon > 0 \) and for all \( \omega \in [0, \infty] \). [22]. The sparse formulation and lumped formulation result in equivalent optimization problems. The following theorem establishes this equivalence.

**Theorem 2:** The LMI in (13) is feasible if and only if the LMI in (10) is feasible.

**Proof:** See [22].

Theorem 2 implies that analyzing robust stability of interconnected uncertain systems using the sparse and lumped formulations lead to equivalent conclusions. As a result, using the sparse formulation of the IQC analysis does not change the conservativeness of the analysis. However, note that the LMI in (13) is of order \( \sum_{i=1}^{m} (d_i + \bar{m}_i) \), and if the matrix variable \( X \) is dense, the LMI will also be dense in general. Hence, if the scaling matrix \( X \) is chosen to be dense, the sparse formulation does not present any improvement compared to the lumped formulation. This issue can be addressed using the following corollary to Theorem 2.

**Corollary 1:** In (13), it is sufficient to consider a diagonal scaling matrix of the form \( X = \alpha I \) with \( \alpha > 0 \).

**Proof:** See [22].

Corollary 2 implies that it is possible to choose the scaling matrix \( X \) as a diagonal matrix with a single scalar variable, without adding any conservativeness to the analysis approach. Consequently, if the interconnection matrix is sufficiently sparse, then the LMI in (13) will generally also be sparse.

**Remark 1:** The proposed formulation for analyzing interconnected uncertain systems can also be used to analyze systems with uncertain interconnections. This can be done by modifying the subsystems uncertainty descriptions and their system transfer matrices, in order to accommodate the uncertainty in the interconnection within the subsystems uncertainty blocks.

**Remark 2:** As was mentioned in Section 1, we solve the semi-infinite LMIs in (10) and (13) by performing frequency gridding where instead of considering all the frequencies in \([0, \infty]\), we study only a finite set frequencies denoted by \( S_f \).

### IV. SPARSITY IN SEMIDEFINITE PROGRAMS (SDPs)

In this section, we discuss how the sparse formulation of the robustness analysis problem can be solved efficiently. The approach is based on sparse Cholesky factorization techniques [26], [27], which play a fundamental role in many sparse matrix algorithms. Given a sparse positive definite matrix \( X \), it is often possible to compute a sparse Cholesky factorization of the form \( P^T XP = LL^T \) where \( P \) is a permutation matrix and \( L \) is a sparse lower-triangular Cholesky factor [28], [29], [30]. The nonzero pattern of \( L + L^T \) depends solely on \( P \); it includes all the nonzeros in \( P^T XP \) and possibly a number of additional nonzeros which are referred to as fill. For general sparsity patterns, the problem of computing a minimum fill factorization is known to be NP-complete [31], so in practice a fill-reducing permutation is often used. Sparsity patterns for which a zero-fill permutation exists are called chordal, and for such sparsity patterns it is possible to efficiently compute a permutation matrix \( P \) that leads to zero fill; see [26] and references therein.

Sparse factorization techniques are also useful in interior-point methods for solving semidefinite optimization problems of the form

\[
\begin{align}
\text{minimize} & \quad b^T y \\
\text{subject to} & \quad \sum_{i=1}^{m} y_i Q^i + S = W, \quad S \succeq 0.
\end{align}
\]

The variables are \( S \in \mathbb{S}^n \) and \( y \in \mathbb{R}^m \), and the problem data are \( b \in \mathbb{R}^m \) and \( W, Q^i \in \mathbb{S}^n \) for \( i = 1, \ldots, m \). The LMIs in (10) and (13) are of the form (14) if we let \( b = 0 \), [22], [33], and it is clear that the slack variable \( S \) inherits its sparsity pattern from the
problem data because of the equality constraint (13b). This means that $S$ is sparse if the aggregate sparsity pattern of the data matrices is sparse.

Solving the problem (13) using an interior-point method involves evaluating the logarithmic barrier function $\phi(S) = -\log \det S$, its gradient $\nabla \phi(S) = -S^{-1}$, and terms of the form $\text{tr}(Q^T \nabla^2 \phi(S) Q) = \text{tr}(S^{-1} Q^T S^{-1} Q)$ at each iteration. When $S$ is sparse, this can be done efficiently using sparse factorization techniques. Note however that $S^{-1}$ is generally not sparse even when $S$ is sparse, but it is possible to avoid forming $S^{-1}$ by working in a lower-dimensional subspace defined by the filled sparsity pattern of $P^T S P$.

This approach generally works well when filled sparsity pattern is sufficiently sparse. The cost of forming and factorizing the so-called Newton equations typically dominates cost of a single interior-point iteration. The Newton equations are of the form

$$H \Delta y = r$$

where $H$ is the search direction, $H_{ij} = \text{tr}(S^{-1} Q^T S^{-1} Q)$ for $i, j = 1, \ldots, m$, and $r$ is a vector of residuals. In general, $H$ is dense even if the data matrices $W$ and $Q^T$ for $i = 1, \ldots, m$ are sparse. As a result, it is typically not possible to reduce the computational cost of factorizing $H$, but when the data matrices are sparse and/or have low rank, it is possible to form $H$ very efficiently by exploiting the structure in the data matrices, [35], [36].

V. Numerical Experiments

In this section, we compare the computational cost of robustness analysis based on the sparse and the lumped formulations using two sets of numerical experiments. In Section V.A we study a chain of uncertain systems where we compare the performance of the sparse and lumped formulations with respect to the number of subsystems in the network. In Section V.B we illustrate the effectiveness of the sparse formulation by analyzing an interconnection of uncertain systems over a so-called scale-free network.

A. Chain of Uncertain Systems

Consider a chain of $N$ uncertain subsystems where each of the subsystems is defined as in (6). We represent the uncertainty in each of the subsystems using scalar uncertain parameters $\delta^1, \ldots, \delta^N$ which correspond to parametric uncertainties in different subsystems. The chain of uncertain systems is shown in Figure 1. The gains are chosen such that their robust stability can be established using IQC-based analysis described in Appendix A. We then solve the lumped formulation of the analysis problem to check whether robust stability of the interconnected system can be established using IQC-based analysis. We generate subsystems of factorizing the so-called Newton equations typically dominates cost of a single interior-point iteration. The Newton equations are of the form

$$H \Delta y = r$$

where $H$ is the search direction, $H_{ij} = \text{tr}(S^{-1} Q^T S^{-1} Q)$ for $i, j = 1, \ldots, m$, and $r$ is a vector of residuals. In general, $H$ is dense even if the data matrices $W$ and $Q^T$ for $i = 1, \ldots, m$ are sparse. As a result, it is typically not possible to reduce the computational cost of factorizing $H$, but when the data matrices are sparse and/or have low rank, it is possible to form $H$ very efficiently by exploiting the structure in the data matrices, [35], [36].

V. Numerical Experiments

In this section, we compare the computational cost of robustness analysis based on the sparse and the lumped formulations using two sets of numerical experiments. In Section V.A we study a chain of uncertain systems where we compare the performance of the sparse and lumped formulations with respect to the number of subsystems in the network. In Section V.B we illustrate the effectiveness of the sparse formulation by analyzing an interconnection of uncertain systems over a so-called scale-free network.

A. Chain of Uncertain Systems

Consider a chain of $N$ uncertain subsystems where each of the subsystems is defined as in (6). We represent the uncertainty in each of the subsystems using scalar uncertain parameters $\delta^1, \ldots, \delta^N$ which correspond to parametric uncertainties in different subsystems. The chain of uncertain systems is shown in Figure 1. The gains are assumed to be within the normalized interval $[-1, 1]$. The inputs and outputs of the subsystems are denoted by $w^i$ and $z^i$, respectively, where $w^i, z^i \in \mathbb{R}^2$ for $1 < i < N$, and $w^i, z^i \in \mathbb{R}$ for $i = 1, N$. The interconnections in the network are defined as $w^1_i = z^i_{i+1}$ and $w^N_i = z^{N-1}_i$ for the remaining subsystems in the chain, see Figure 1. Consequently, the interconnection matrix $\Gamma$ for this network is given by the nonzero blocks $\Gamma_{i,i-1} = \Gamma^T_{i-1,i}$ for $i = 2, \ldots, N$, where

$$\Gamma_{i,i-1} = \Gamma^T_{i-1,i} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, i = 3, \ldots, N-1,$$

and

$$\Gamma_{21} = \Gamma^T_{21} = (1, 0), \quad \Gamma_{N-1,N} = \Gamma^T_{N-1,N} = (0, 1).$$

Given the uncertainty in each of the subsystems, we have $\delta^i \in \mathbb{IQC}(\Pi^i)$ for $i = 1, \ldots, N$, where

$$\Pi^i = \begin{bmatrix} r_i(\jmath \omega) & 0 \\ 0 & -r_i(\jmath \omega) \end{bmatrix},$$

and $r_i(\jmath \omega) \geq 0$. We choose the scaling matrix in (13) to be of form $X = xI$. Note that analyzing the lumped system yields the LMI in (10) of order $N$ whereas the sparse LMI in (13) is of order $3N - 2$. As a result, for medium-sized networks, it may be computationally cheaper to solve the dense LMI in (10), but for large and sparse networks, the sparse formulation is generally much more tractable. In order to confirm this, we conduct a set of numerical experiments where we compare the computation time required to solve the lumped and sparse formulation of the analysis problem for different number of subsystems in the chain. The interconnected systems considered in these experiments are chosen such that their robust stability can be established using both sparse and lumped formulations of the analysis problem. Note that generating such systems are generally not straightforward. In this paper, we use the following approach to generate such systems. Consider the interconnected system description in (6) and (8), and assume that

$$G_{i}(s) = \begin{bmatrix} A_{i} & B_{i} \\ C_{i} & D_{i} \end{bmatrix},$$

where $A_i = \text{diag}(A^{i1}, \ldots, A^{iN})$, $B_i = \text{diag}(B^{i1}, \ldots, B^{iN})$, $C_i = \text{diag}(C^{i1}, \ldots, C^{iN})$, and $D_i = \text{diag}(D^{i1}, \ldots, D^{iN})$. The system transfer matrices for the subsystems are then chosen such that they satisfy the following conditions

1. $\Re(\text{eig}(A_{i}^*)) < 0$ for all $i = 1, \ldots, N$, $\* \in \{p, z\}$ and $\bullet \in \{q, w\}$. This results in

$$G_{i}(\jmath \omega)$$

2. There exists $r_i(\jmath \omega) \geq 0$ such that

$$I 

$$

and

$$G_{i}(\jmath \omega)$$

for $\epsilon > 0$ and all $i = 1, \ldots, N$.

3. $\Re(\text{eig}(A_{i})) < 0$, where $A_1 = A_{zw} - B_{zw}(I - \Gamma D_{zw})^{-1} \Gamma C_{zw}$, where the first and second conditions ensure that each of the subsystems is robustly stable, and the third condition guarantees that the lumped system transfer function matrix satisfies $G \in \mathcal{RH}_{\infty}^{d \times d}$. Also note that the non-singularity of the matrix $I - \Gamma D_{zw}$ is guaranteed by the well-posedness of the interconnection. We generate subsystems that satisfy the three mentioned conditions according to the procedure described in Appendix A. We then solve the lumped formulation of the analysis problem to check whether robust stability of the interconnected system can be established using IQC-based analysis methods. If the system is proven to be robustly stable using the lumped formulation, we conduct the analysis once again using its sparse formulation.

We solve the lumped formulation of the analysis problem using the general-purpose SDP solvers SDPT3, [37], and SeDuMi, [38]. To solve the sparse formulation of the analysis problem, we use the sparse solvers SDSP [23] and SMCP [10] which exploit the aggregate sparsity pattern. Figure 2 illustrates the average CPU time required to solve the lumped and sparse formulations of the problem based on 10 trials for each value of $N$ and for a single frequency. As can be seen from the figure, the analysis based on the sparse LMI in (13) is more efficient when the number of subsystems is large, and SMCP yields the best results for $N > 70$. For $N = 200$ the Cholesky...
factorization of the slack variable \( S \) for the sparse formulation was computed separately using the toolbox CHOLMOD, \([40]\), with AMD ordering, \([40,41]\), which on average resulted in approximately 1% fill-in. Note that DSDP was not able to match the performance of SMCP in this example. This is because the performance of DSDP mainly relies on exploiting low rank structure in the optimization problem and this structure is not present in this example. We also tried to solve the sparse problem using SDPT3 and SeDuMi, but it resulted in much higher computational times than for the dense problem, so we have chosen not to include these results.

\section*{B. Interconnection of Uncertain Systems Over Scale-free network}

In this section, we study the interconnection of \( N \) uncertain subsystems over a randomly generated scale-free network. Scale-free networks are networks where the degree distribution of the nodes follow a distribution defined as

\[ P_k = \frac{k^{-\alpha}}{\sum_{n=1}^{\infty} n^{-\alpha}}, \]

for \( k \geq 1 \) and where typically \( 2 < \alpha < 3 \). \([42]\). In order to compare the cost of solving the sparse and lumped formulations of the analysis problem, we conduct a set of numerical experiments where we analyze the stability of a network of 500 uncertain subsystems. The network considered in this experiment has been generated using the NetworkX software package, \([43]\), which provides us with the adjacency matrix of the network. In this experiment we use \( \alpha = 2.5 \) and the resulting network is a tree. The degree of each node \( i \) in the network is given by the number of nonzero elements in the \( i \)th row or column of the adjacency matrix. For this network, the number of nodes with \( \text{deg}(i) \leq 5 \), \( 6 \leq \text{deg}(i) \leq 10 \) and \( 11 \leq \text{deg}(i) \) are 478, 16 and 6 respectively. Having this degree distribution for the network, we can see that only a small number of nodes in the network have a degree larger than 10. This implies that the interconnection among the subsystems is very sparse. Given the adjacency matrix of the network, we will now describe the interconnection matrix for this network. Recall the interconnection matrix description in \([7]\). The only nonzero blocks in the \( i \)th block-row of this matrix are \( \Gamma_{ij} \) where \( j \in \text{adj}(i) \). A nonzero block \( \Gamma_{ij} \) describes which of the outputs of the \( j \)th subsystem are connected to what inputs of the \( i \)th subsystem, and it depends on the chosen indexing for the input-output vectors. More specifically, we use Algorithm 1 to generate the interconnection matrix. The input-output dimension for the subsystem associated with the \( i \)th node is given by \( \text{deg}(i) \). In order to provide suitable systems for the experiment in this section, we use the same procedure as described in Section \( \text{V-A} \) and the uncertainty in the interconnected system is chosen to have the same structure as in Section \( \text{V-A} \).

\begin{algorithm}
\caption{Interconnection matrix}
1: Given the adjacency matrix \( A \) and the number of subsystems \( N \)
2: Set \( I = I_N \) and \( O = I_N \)
3: for \( i = 1, \ldots, N \) do
4: for \( j = 1, \ldots, N \) do
5: if \( A_{ij} = 1 \) then
6: Choose \( \Gamma_{ij} \) in \([7]\) such that \( w^I_{ij} = z^O_{ij} \)
7: \( I_i := I_i + 1 \)
8: \( O_j := O_j + 1 \)
9: end for
10: end for
\end{algorithm}

\begin{table}
\caption{Time for analyzing 500 subsystems over a scale-free network.}
\begin{tabular}{|c|c|c|}
\hline
Solver & Avg. CPU time [sec] & Std. dev. [sec] \\
\hline
SDPT3 (lumped) & 5640 & 529.8 \\
SeDuMi (lumped) & 2760 & 284.3 \\
DSDP (sparse) & 167 & 28.3 \\
SMCP (sparse) & 33 & 5.6 \\
\hline
\end{tabular}
\end{table}

VI. Conclusions

IQC-based analysis of sparsely interconnected uncertain systems generally involves solving a set of dense LMIs. In this paper, we have shown that this can be avoided by using IQCs to describe the interconnections among the subsystems. This yields an equivalent formulation of the analysis problem that involves a set of sparse LMIs. By exploiting the sparsity in these LMIs, we have shown that it is often possible to solve the analysis problem associated with large-scale sparsely interconnected uncertain systems more efficiently than with existing methods. As future research directions, we mention the possibility to decompose the sparse LMIs into a set of smaller but coupled LMIs. This would allow us to employ distributed algorithms to solve these LMIs, and such methods may also be amenable to warm-starting techniques to accelerate the frequency sweep in the analysis problem.

\section*{Appendix A}

\textbf{Subsystems Generation for Numerical Experiments}

The system transfer matrices for the subsystems can be generated in different ways. For instance this can either be done by using the \texttt{rss} command in MATLAB\textsuperscript{TM} that generates random multi-input multi-output (MIMO) systems, or more generally, by constructing the MIMO systems by randomly choosing each of the elements in the system transfer function matrix separately. The latter approach allows us to produce transfer matrices where different elements have different poles, zeros and orders. In the experiments described in sections \( \text{V-A} \) and \( \text{V-B} \) we use the latter approach where we randomly choose each element in the transfer matrices to be a first-order system.

!!!
Algorithm 2 Subsystem rescaling

1: Given $G_{1i}^{uw}$ for $i = 1, \ldots, N$ and $\gamma$
2: for $i = 1, \ldots, N$ do
3:  if $\|G_{1i}^{uw}\|_\infty \geq 1/\gamma$ then
4:     Choose $\alpha$ such that $\|\alpha G_{1i}^{uw}\|_\infty < 1/\gamma$
5:     $G_{1i}^{uw} := \alpha G_{1i}^{uw}$
6:  else Leave the system transfer function matrix unchanged.
7:  end if
8: end for

Then we explicitly check whether the generated transfer matrices satisfy conditions 1 and 2 in Section V-A.

Let $\hat{\sigma}(\Gamma) = \gamma$ and assume that we have generated system transfer matrices for all subsystems such that they satisfy conditions 1 and 2 in Section V-A. The third condition can then be satisfied by scaling the system transfer matrices using Algorithm 2. By the small gain theorem, the rescaled subsystems satisfy the third condition in Section V-A.
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