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ABSTRACT

The riddle of the $\sigma$ is recast in a way that tries to differentiate fact from fiction as a basis for future/further discussion. By doing this, it is hoped that the role of the $\sigma$ as dominating the ubiquitous $\pi\pi$ interactions below 1 GeV and its relation to the QCD vacuum can be clarified.

1 Riddle of the $\sigma$ : what is the $\sigma$ ?

In this talk, I will start to answer some of the questions that Lucien Montanet listed in his introduction and will not attempt to survey all the known scalars, as this will be covered in the many other talks in this session. I will try to differentiate clearly between those statements that are matters of fact and those that are model-dependent and so might, at the moment, be regarded as matters of opinion.

Let me begin with the first fact. As is very well-known, nuclear forces are dominated by one pion exchange. The pion propagator is accurately described by $1/(m_\pi^2 - t)$, where the pion mass $m_\pi$ is very nearly a real number, since pions are stable as far as the strong interactions are concerned. The next most important contributors to nuclear forces are two pion exchange, where the pions are correlated in either an $I = 1$ $P$–wave or an $I = 0$ $S$–wave. The former we know as $\rho$–exchange, the propagator for which is described simply by $M_\rho^2 - t$, where now $M_\rho$ is a complex number, reflecting the fact that the $\rho$ is an unstable particle. Indeed, typically we may write $M_\rho^2 \equiv m_\rho^2 - im_\rho \Gamma_\rho$ with the mass $m_\rho$ and width $\Gamma_\rho$ real numbers. Two pions correlated in an $S$–wave we call the $\sigma$. However, it is an open question, whether this can be described by a simple Breit-Wigner propagator $1/(m_\sigma^2 - t - im_\sigma \Gamma_\sigma)$. 
Figure 1: A sketch of the square of the modulus of the $I = 0 \pi\pi$ S-wave amplitude, from Zou 1).

A hint, that the situation is not so straightforward, is given by looking in the direct channel at the $I = 0 \pi\pi$ S-wave cross-section. This is sketched in Fig. 1. One sees immediately that there are no simple Breit-Wigner-like structures. The only narrow features are the dips that correspond to the $f_0(980)$ and the $f_0(1510)$. Otherwise we only see broad enhancements. One might then think that there really is no sign of the $\sigma$ as a short-lived particle. Indeed, that there is no $\sigma$ has been argued by noting that this cross-section can be largely explained by $\rho$-exchange in the cross-channel. Though this is a fact, it does not immediately imply that there is no $\sigma$ in the direct channel. Thirty years ago we learnt that Regge exchanges in the $t$ and $u$–channels not only provide an economical description of hadron scattering cross-sections above a few GeV, but that their extrapolation to low energies averages the resonance (and background) contributions in a way specified by (finite energy sum-rule) duality. In the case of the $\pi^+\pi^- \rightarrow \pi^0\pi^0$ channel (studied recently by the BNL E852 experiment 2)), one has just $I = 1$ and $I = 2$ exchanges in the cross-channel. These Regge contributions are dominated by the $\rho$. This exchange not only averages the direct channel cross-section, but because there are no narrow structures near threshold, it almost equals it. If resonances are not narrow, global duality becomes local. What we learn from this duality is that $t$–channel exchange equates in some sense to $s$–channel resonances. Both are true. Thus, an $s$–channel $\sigma$–resonance may well occur. (See a further comment on this in Sect. 5.)
Why are we worried about this? Is the $\sigma$ not just another particle in the hadron zoo? The reason the $\sigma$ is important is because of its key role in chiral symmetry breaking\(^3\). We believe as a fact that QCD is the underlying theory of the strong interaction. The light quark sector of this theory has a chiral symmetry. The current masses of the up and down quarks are very much less than $\Lambda_{QCD}$ and to first (or zeroth approximation) are zero. It is the masses in the QCD Lagrangian that couple left and right-handed fields, so that if there are no masses, the theory has a left–right symmetry. This chiral symmetry is however not apparent at the hadron level: pseudoscalar and scalar particles are not degenerate. This we understand as being due to the breakdown of this chiral symmetry in the Goldstone mode\(^4\), in which the scalar field acquires a non-zero vacuum expectation value, while the pseudoscalar fields remain massless. We regard pions as these Goldstone bosons, and the $\sigma$ or $f_0$ as the Higgs of the strong interaction. It is this particle that reflects the dynamical generation of constituent masses for the up and down quarks, and so is responsible for the mass of all light flavoured hadrons. Thus the $\sigma$ or $f_0(400–1200)$ is a fundamental feature of the QCD vacuum. Moreover, the Goldstone nature of pions is reflected in the fact that though pions interact strongly, their interaction is weak close to threshold and so amenable to a Taylor series expansion in the low energy region — this underlies Chiral Perturbation Theory\(^5\).

2 Where is the $\sigma$?

If the $\sigma$ is so fundamental, how can we tell whether it exists? First we recall the key aspect of a short-lived particle. At its basic, such a resonance gives rise to a peak in a cross-section for scattering with the appropriate quantum numbers. Importantly, this is described in an essential way by a Breit-Wigner amplitude, which has a pole on the nearby unphysical sheet (or sheets). It is in fact this pole that is the fundamental definition of a state in the spectrum of hadrons, regardless of how the state appears in experiment. In the case of a narrow, isolated resonance, there is a close connection between the position of the pole on the unphysical sheet and the peak we observe in experiments at real values of the energy. However, when a resonance is broad, and overlaps with other resonances, then this close connection is lost. It is the position of the pole that provides the fundamental, model-independent, process-independent parameters. While a relatively long-lived state like the $J/\psi$ appears almost the same in every channel, the $\rho$, for example, has somewhat different mass and width in different channels. This problem was recognised by the PDG long ago.
In 1971, the $\Delta(1236)$, as it was then called, had been seen in many different channels. Different Breit-Wigner parameters were noted and the PDG tables\(^6\) stated: *We conclude that mass and width of $\Delta(1236)$ are in a state of flux; therefore we do not quote any errors in the table.* A year later \(^7\), it was recognised that *this problem is removed if we take the mass and width to be given by the actual pole position of the $\Delta(1236)$ in the complex energy plane.* By analytically continuing into the complex plane to the nearby pole, it was found that the pole’s position was essentially process-independent and parameterization-independent, as $S$–matrix principles require. Though this was known more than 25 years ago, it has often been forgotten. For the $\rho$, the 1998 PDG tables\(^8\) quote a mass and width determined as Breit-Wigner parameters on the real axis. These are displayed in the complex energy plane as $E = M - i\Gamma/2$. By expanding the relevant region, we can plot these real axis parameters as shown in Fig. 2. The points are scattered about. However, if one now analytically continues into the complex plane, one finds that these correspond\(^9\) to the pole mass and width plotted as $\otimes$. One sees that these concentrate together 10–12 MeV lower than the real axis parameters. It is these pole parameters that are the closest present data gets to the true parameters of the $\rho$–resonance.

Now let us turn to the $\sigma$. In Fig. 3 are shown the mass and width from the determinations given in the 1998 PDG Tables\(^8\). The labels correspond to the initials of the authors given there. Only the circles are from attempts to determine the pole positions; the triangles are Breit-Wigner-like modellings. One sees that where the $\sigma$ is is quite unclear. Its mass is anything from 400 MeV to 1200 MeV and its width from 200 MeV to 1 GeV. The reason for this is not hard to see. The parameters only become model-independent when close to the pole, as we illustrate below. In a very hand-waving sense, the accuracy with which one can continue into the complex plane is governed by the range and precision with which one knows the amplitude along the real axis. Even for the $I = 1$ $P$–wave, where the precision is good and the pole not far (some 70 MeV) from the real axis, there is a shift of 10–12 MeV. For the $I = 0$ $S$–wave, any pole may be 200–500 MeV away and the precision, with which this component of $\pi\pi$ scattering, is known is not very good, Consequently, for the $\sigma$ (the $f_0(400−1200)$), any pole is so far in the complex plane that a continuation is quite unreliable without the aid of detailed modelling of the continuation. Indeed, we need to differentiate strongly between the form of the amplitude on the real axis and far away near the pole. Let us do that with a simple illustration.
Figure 2: The complex energy plane is displayed. The section with data-points is an enlargement of the shaded rectangle in the bigger plot. The Breit-Wigner mass and width parameters and their corresponding pole mass and width parameters are plotted. The pole positions are differentiated by being shown as ⊙. The references can be found in the paper by Benayoun et al. 9)

Figure 3: The complex energy plane is displayed. The mass and width of the $\sigma$ determined in each of the analyses listed in the PDG tables 8) is shown. The letters next to the symbols indicate the authors responsible for the analysis. See the PDG listings 8) for the complete list of references.
Consider some scattering amplitude, $\mathcal{T}(s)$, for the process $1 \rightarrow 2$. In the neighbourhood of the pole in the complex energy plane, where $s = E^2$, we can write

$$\mathcal{T}(s) = \frac{g_1^R g_2^R}{m_R^2 - s - im_R \Gamma_R} + B(s),$$

where the residue factors $g_1^R$ and $g_2^R$ give the coupling of the resonance to the initiating formation or production channel and to the decay channel, respectively. Just as the mass, $M \equiv m_R - i \Gamma_R/2$ is complex, so these couplings will, in general, also be complex. It is the pole position defined here, and the residue factors, that will be model and process-independent. Now we, of course, observe scattering only for real values of the energy. There we represent the amplitude by

$$\mathcal{T}(s) = \frac{g_1(s) g_2(s)}{m(s)^2 - s - im(s) \Gamma(s)} + b(s).$$

This corresponds to a generalised Breit-Wigner representation, in which not only, the “width” will be a function of $s$, but the “mass” too. The Breit-Wigner mass and width are then just

$$M_{BW} = m \left( s = M_{BW}^2 \right), \quad \Gamma_{BW} = \Gamma \left( s = M_{BW}^2 \right).$$

Importantly, the parameters $m(s), \Gamma(s)$ and the $g_i(s)$ will not only be process-dependent, but also depend on the way the background $b(s)$ is parametrized. However, when a pole is very close to the real axis, as in the case of the $J/\psi$, there is essentially no difference between the pole and real axis parameters. This is, of course, not the case for poles that are further away, even for the relatively nearby $\rho$. The parameters of Eq. (2) are connected to those of Eq. (1) by an analytic continuation. The functions must have the correct cut-structure to do this in a meaningful way. For the $f_0(400-1200)$ the connection is wild and unstable, without a detailed modelling of this continuation. An example of such modelling will be given later.

It is important to realise that the unitarity of the $S$–matrix means that the pole-positions, given by Eq. (1), transmit universally from one process to another, independently of $B(s)$. This does not hold for the real axis parameters of Eq. (2). Indeed, the parameters of the Breit-Wigner and background, $b(s)$, are correlated. Thus, for instance in elastic scattering, unitarity requires that it is the sum of the phases of the Breit-Wigner and background component that transmits universally from one process to another and not the Breit-Wigner component separately from the background. This fact is most important and one often forgotten in determining resonance parameters from Eq. (2) and not Eq. (1). This is beautifully illustrated by the fits of the Ishidas and their collaborators\textsuperscript{10}. 
Figure 4: Two fits to the $\pi\pi$ phase-shift of Ochs $^{11,12}$ in terms of Breit-Wigner phase $\delta_{BW}$ (solid line) and a background component $\delta_{bkgd}$ (dashed line). Their sum is the line through the data. Example (a) is from Ishida et al. $^{10}$. (b) is one of an infinity of variations showing how sensitive the Breit-Wigner mass and width, $M_{BW}$, $\Gamma_{BW}$, are to the choice of $\delta_{bkgd}$.

Recognising that Watson’s theorem requires that the total phase, $\delta$, must equal the sum of the Breit-Wigner phase, $\delta_{BW}$, and background, $\delta_{bkgd}$, they choose the background phase for isoscalar scalar $\pi\pi$ scattering to have a particular momentum dependence, shown in Fig. 4a. They then deduce the Breit-Wigner component and infer that the parameters of Eqs. (2,3) give

$$M_{BW} = 440 \text{ MeV} , \quad \Gamma_{BW} = 385 \text{ MeV} ,$$

from the fit of Fig. 4a, to the standard Ochs-Wagner phase-shifts $^{11}$ from the classic CERN-Munich experiment $^{12}$. Since it is only the total phase, $\delta$, that matters, one can equally choose some different background, Fig. 4b, and then deduce that

$$M_{BW} \approx 500 \text{ MeV} , \quad \Gamma_{BW} \approx 560 \text{ MeV} ,$$

for the Breit-Wigner-like component. Of course, any other choice of background is just as good. This shows that from the real axis, one can obtain more or less any set of Breit-
Wigner parameters one likes for the $\sigma$ and yet describe exactly the same experimental data. Indeed, from the analysis by Kaminski et al.\textsuperscript{13} of the polarized scattering results, described here by Rybicki\textsuperscript{14}, one sees that the uncertainties on the starting phase-shifts may be presently far greater than those indicated in Fig. 4. This just makes the matter worse. The pole parameters are the only meaningful ones, but determining these directly from data on $\pi\pi$ scattering lacks any precision.

Because of the ubiquity of $\pi\pi$ final states in almost any hadronic process, it is useful (if not crucial) to include data from other initiating channels too. What unifies all these is unitarity. Consider $I = 0$ $J = 0$ interactions for definiteness. Let $T_{ij}$ be the amplitude for initial state $i$ to go to final state $j$, then the conservation of probability requires that

$$\text{Im} \ T_{ij}(s) = \sum_n \rho_n \ T^*_n(s) \ T_{nj}(s), \quad (4)$$

where the sum is over all channels $n$ physically accessible at the energy $\sqrt{s}$ and $\rho_n$ is the appropriate phase-space for channel $n$. Most importantly, any channel with the same final state $j$, for instance $\pi\pi$, but initiated by a non-hadronic process, e.g. $\gamma\gamma \rightarrow \pi\pi$, has an amplitude $F_j$ closely related to the hadronic scattering amplitudes, $T_{ij}$, again by the conservation of probability. Unitarity then requires that

$$\text{Im} \ F_j(s) = \sum_n \rho_n \ F^*_n(s) \ T_{nj}(s). \quad (5)$$

In the elastic region, where $i = j = n$, this relation becomes the well-known final state interaction theorem due to Watson\textsuperscript{15}, that requires the phase of $F_i$ to be the same as the phase of the hadronic amplitude $T_{ii}$. It is the elastic phase-shift that transmits universally from one process to another. Unitarity knows of no separation into Breit-Wigner and background components, only the sum transmits. It is the nature of final state interactions that when, for instance, a pion pair is produced in $\gamma\gamma$ or in $e^+e^-$ collisions, they continue to interact independently of the way they have been produced — only quantum numbers matter.

In the multi-channel case, the solution to Eqs. (4,5) is easily deduced\textsuperscript{16} to be

$$F_j(s) = \sum_i \alpha_i(s) \ T_{ij}(s), \quad (6)$$

where the functions $\alpha_i(s)$ must be real. These determine the relative strengths of the coupling of the non-hadronic production channel to that for hadronic scattering, and are referred to as coupling functions. Eq. (6) is an exact statement of the content of unitarity and its universality. It ensures that any resonance in one channel couples universally to
all processes that access the same quantum numbers. Of course, it does not mean that all processes are alike!

We may treat central production of pion pairs as a quasi-non-hadronic reaction, at least in certain kinematic regimes, like high energies and very small momentum transfers and big rapidity separations. Then the final state protons do not interact directly with the centrally produced mesons. Similarly, the decay $J/\psi \to \phi \pi \pi$ is not expected to have any sizeable strong interaction between the $\phi$ and the pions. Consequently, their amplitudes for $I = 0$ $S$-wave $\pi \pi$ production satisfy Eq. (6). In Fig. 5 are shown the cross-sections for $\pi \pi \to \pi \pi$ scattering $^{11,17}$, $pp \to pp\pi\pi$ $^{18}$ and the $J/\psi \to \phi \pi \pi$ decay distribution $^{19}$. The difference between these is reflected in differences in the coupling functions $\alpha_i(s)$. We see that apart from an Adler zero, near threshold, that suppresses $\pi \pi$ elastic scattering at low energies, central production has a very similarly shaped cross-section. In particular, the $f_0(980)$ produces a drop or shoulder in each of them. This is consistent with the notion that Pomerons, that supposedly control this central production process, couple to configurations of $u$ and $d$ quarks, in a similar way to $\pi \pi$ scattering. In contrast, in
the $J/\psi$ decay, the final state $\phi$ picks out hidden strangeness and so the $f_0(980)$ appears as a peak, reflecting its strong coupling to $K\overline{K}$. It is the coupling functions that shape the characteristics of these processes with the general unitarity relation of Eq. (6) as the underlying principle.

Inexplicably, the authors of Refs. 20 have taken this universality as implying that the coupling functions are constants. Then all the three processes in Fig. 5 would look alike, which of course, they do not — for very good reason. It is the difference in the coupling functions that reveals the nature of any resonance that couples to these channels. The fact that the $f_0(980)$ appears as a peak in $J/\psi \rightarrow \phi(\pi\pi)$, in $D_s \rightarrow \pi(\pi\pi)$ and $\phi \rightarrow \gamma(\pi\pi)$ is what teaches us $^{16,21}$ that the $f_0(980)$ couples strongly to $K\overline{K} \rightarrow \pi\pi$ and less to $\pi\pi \rightarrow \pi\pi$ and reflects its underlying $s\overline{s}$ or $K\overline{K}$ make-up. The functions $\alpha_i(s)$ are not meaningless and unphysical as claimed in Refs. 20. In their language, their parameter $\xi_f/\bar{g}_f$ is just $\alpha(s = m_f^2)$, for instance.

3  What is the $\sigma$? $q\overline{q}$ or glueball?

Perhaps we can use such processes to build an understanding of the $f_0(400 - 1200)$ too, just as for the $f_0(980)$. An ideal reaction in this regard is the two photon process. As photons couple to the charged constituents of hadrons, their two photon width measures the square of their average charge squared. We have data on both the $\pi^+\pi^-$ and $\pi^0\pi^0$ final states from Mark II $^{22}$, CELLO $^{23}$ and Crystal Ball $^{24}$. The underlying physics of the cross-sections shown in Fig. 6 is reviewed in detail in Refs. 25,26. Suffice it to say that the $f_2(1270)$ is most evident, but where is the $\sigma$? Now it is often argued in the literature $^{27}$ that since the charged cross-section at low energies is dominated by the one-pion exchange Born term, the neutral one provides a ready measure of the $\sigma$’s contribution. Looking at Fig. 6, this must be very small below 900 MeV. Consequently, the $\sigma$ must have a very small $\gamma\gamma$ width and so have little of charged constituents — perhaps it’s a glueball? This is to misunderstand the nature of final state interactions. These affect the charged cross-section much more dramatically than the neutral one and this must be explained within the same modelling. How to handle this is fully described in Refs. 25,26, so let us just deal with an essential point here.

Imagine constructing the two photon amplitude from Feynman diagrams and simplistically assume the contributions are just the Born term, or rather its $S$–wave component, we call $\sqrt{2/3} B_S$, and the $\sigma$ contribution, $\Sigma$, incorporating the direct $\gamma\gamma$ couplings of the $\sigma$. As there is no Born contribution to the $\pi^0\pi^0$ cross-section, it is assumed to be given
Figure 6: Integrated $\gamma\gamma$ cross-section for the production of pions as a function of $\pi\pi$ mass: charged pion data from Mark II\textsuperscript{22)}, neutral results from Crystal Ball\textsuperscript{24}).

wholly by this $\sigma$ component. Thus from the measured $\gamma\gamma \to \pi^0\pi^0$ cross-section, Fig. 6, we know $|\Sigma|$. Similarly, by taking the measured $\gamma\gamma \to \pi^+\pi^−$ cross-section (of course, taking into account the limited angular range of such data, Fig. 6), and subtracting the contribution from $L \geq 2$ partial waves given by the Born amplitude, one obtains the modulus of the “charged” $S$–wave. At 600 MeV, for instance, we have $|\Sigma| = 0.35$ and $|B_S + \Sigma| = 0.16$, where the amplitudes are conveniently normalized (cf. Ref. 25) so that the $B_S = \sqrt{3/2}$ at threshold.\textsuperscript{1} These constraints are displayed in Fig. 8a. Their intersection fixes the vector $\Sigma = \Sigma_1$. However, final state interactions are specified by Watson’s

\textsuperscript{1}This normalization has been chosen to avoid square roots in the labelling of Fig. 8.
Figure 8: $B_S$ and $\Sigma$, the Born and $\sigma$ components, of the $\gamma \gamma \rightarrow \pi \pi$ $S$–wave amplitude at 600 MeV, as described in the text. The arcs of circles, labelled $ch$, $n$, are fixed by the charged and neutral pion cross-sections, respectively, Fig. 6. They are the same circles in (a) and (b). Each $\Sigma$ vector is measured from the origin 0. The corresponding $I = 0$ $S$–wave vector runs from the point X to the end of the vector $\Sigma_i$. The experimental errors on the $ch$, $n$ circles have not been included for the sake of clarity: their addition does not alter the conclusions.

Theorem, which requires that the phase of the $\gamma \gamma \rightarrow \pi \pi$ $S$–wave amplitude must be the same as that for the corresponding $\pi \pi$ partial wave. For the $I = 0$ $\gamma \gamma \rightarrow \pi \pi$ amplitude, this means

$$\tan \delta^0_0 = \frac{\text{Im} \Sigma}{\frac{2}{3} B_S + \text{Re} \Sigma},$$

which fixes the $I = 0$ $S$–wave vector to lie along the dashed line in Fig. 8b running from the point X. This constraint combined with the $\pi^0 \pi^0$ cross-sections means $\Sigma = \Sigma_2$, whereas the $\pi^+ \pi^-$ cross-section gives $\Sigma = \Sigma_3$. Which is the right $\Sigma$–vector dramatically affects the size of the $I = 0$ $S$–wave amplitude. Clearly, $\Sigma_1, \Sigma_2, \Sigma_3$ should all be equal! This inconsistency is a sign of the inadequacy of such a simplistic model. Indeed, in terms of Feynman diagrams we must add to the graphs of Fig. 7
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Figure 9: Additional contributions to the model amplitudes for $\gamma \gamma \rightarrow \pi \pi$ of Fig. 7 essential for ensuring the final state interaction theorem is satisfied.

as well as all the corrections to the Born term. Without such terms, the magnitude of the direct $\sigma$–component is meaningless. The dispersive framework sums all such terms exactly. This allows the nearest one can presently get to a model-independent separation
of the individual spin components with $I = 0$ and 2. This reveals a quite different $S$–wave amplitude, see Fig. 10 for the dip solution $^{28}$). It is the strong interference between the contributions of Figs. 7,9 that makes the structure of the $\gamma\gamma \to \pi\pi \ I = 0$ $S$–wave quite different from that of any other process, cf. Figs. 1,10.
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**Figure 10:** Integrated $I = 0$ partial wave cross-sections (labelled by $J_\lambda$ where $J$ is the spin $J$ and $\lambda$ the helicity) for $\gamma\gamma \to \pi\pi$ from the Amplitude Analysis by Boglione and Pennington $^{28}$) showing the dip solution. See Ref. 28 for the peak solution.

Recalling that two photon widths are a measure of the square of the mean squared charge squared of the constituents of a hadron times the probability that these constituents annihilate, these widths tells us about the constitution of resonances. Thus, $\Gamma(f_2(1270) \to \gamma\gamma) = (2.84 \pm 0.35)$ keV we find $^{28}$ is just what is expected of a $(u\bar{u} + d\bar{d})$ tensor. While $\Gamma(f_0(980) \to \gamma\gamma) = (0.28^{+0.09}_{-0.13})$ keV is not only consistent with the radiative width of an $s\bar{s}$ scalar, it also agrees with the prediction for a $K\bar{K}$ system $^{29}$. Indeed, the $f_0(980)$ is likely to be a mixture of both of these. For the $\sigma$ we find $\Gamma(f_0(400 - 1200) \to \gamma\gamma) = (3.8 \pm 1.5)$ keV, which is quite consistent with the width expected for a $(u\bar{u} + d\bar{d})$ scalar, according to Li, Barnes and Close $^{30}$. Another model-dependent way to test the composition of the $f_0(400 - 1200)$ is by the use of QCD sum-rules. These connect the low energy hadron world to the high energy regime of asymptotic freedom, where the predictions of QCD are calculable $^{31}$. By applying sum-rule techniques to the non-strange scalar current, Cherry, Maltman and myself $^{32}$)
have found that the $f_0(400 - 1200)$, as given by experiment, cf. Fig. 1, saturates the sum-rules. This is in contradistinction to the conclusions of Elias et al. 33), presented at this meeting by Steele, who find the sum-rules are not saturated, but where they describe the $\sigma$ by a broad Breit-Wigner-like structure.

4 Modelling the unknown — the $\sigma$ pole

Earlier, we have stressed the importance of the pole in determining the only truly unambiguous parameters of any short-lived state. However, the $\sigma$ is so short-lived that continuing experimental information to the actual pole is highly unreliable without modelling. A possible way to proceed is to approximate experiment (at real values of the energy) by known analytic functions, one can then readily continue to the pole. Let me illustrate this with an example. Let us consider, the scalar form-factor, $F(s)$. Though this is not a directly observable quantity, it has the advantage of only having a right hand cut and so its continuation is particularly straightforward. Let us assume that, as $|s| \to \infty$,

$$s^{-2} < |F(s)| < s^2.$$ 

Then both $F(s)$ and its inverse satisfy twice-subtracted dispersion relations.

$$F(s) = 1 + bs + \frac{s^2}{\pi} \int_{4m^2}^{\infty} ds' \frac{\text{Im} F(s')}{s'^2 (s' - s)}$$ \hspace{1cm} (7)

$$\frac{1}{F(s)} = 1 - bs + \frac{s^2}{\pi} \int_{4m^2}^{\infty} ds' \frac{\text{Im} 1/F(s')}{s'^2 (s' - s)}.$$ \hspace{1cm} (8)

Along the real positive axis we simply model $\beta \text{Im} F(s)$ by a polynomial in $\beta^2 = 1-4m^2/s$. The parameters are arranged to fulfill elastic unitarity at low energies, by fixing the phase of $F(s)$ to be the experimental $I = J = 0 \pi \pi$ phase-shift, $\delta_0^0$ of Fig. 4. We can then use the dispersion relations of Eqs. (7,8) to determine $F(s)$ everywhere in the complex energy plane $E$, where $s = E^2$. Whether one approximates the imaginary part of the form-factor, or its inverse, makes very little difference, to its continuation on the first sheet. In any event, there are no poles on this sheet.

We then continue to the second sheet. This is achieved by taking the other sign of the square root branch-point, i.e.

$$\sqrt{s - 4m^2} \rightarrow -\sqrt{s - 4m^2}.$$ 

If one considers the continuation given by Eq. (7), there are still no poles and $F(s)$ is smooth. However, if instead one uses Eq. (8), poles emerge rather spectacularly, Fig. 11.
Figure 11: Modulus of the scalar form-factor in the complex energy plane $E$, with $s = E^2$, on the first and second sheets, $F^I(s)$ and $F^{II}(s)$ respectively, computed from a twice subtracted dispersion for $1/F(s)$, Eq. (8). $E$ is in MeV.

This alternative approximation to the imaginary part of the inverse form-factor may be regarded as some Padé approximant to the exact imaginary part. In this simple exercise, we find the $\sigma$ pole gives, Eq. (1),

$$M_R \simeq 457 \text{ MeV}, \quad \Gamma_R \simeq 219 \text{ MeV}.$$ 

If instead, one models the low energy form-factor by using Chiral Perturbation Theory ($\chi PT$), as has been done by by Hannah $^{34}$, then one finds

$$M_R \simeq 463 \text{ MeV}, \quad \Gamma_R \simeq 393 \text{ MeV}.$$
at one loop $\chi PT$, and

$$M_R \simeq 445 \text{ MeV}, \quad \Gamma_R \simeq 470 \text{ MeV}$$

at two loops, making three subtractions, to emphasise still further the low energy constraints from $\chi PT^{35}$. While the real part of the pole position is reasonably stable, the imaginary part depends rather more sensitively on the modelling of the real axis information. Dobado and Pelaez $^{35}$, and then Oller and Oset $^{35}$, discussed similar calculations first, but for the full $\pi\pi$ scattering amplitude in $\chi PT$. These examples illustrate how precision data on $\pi\pi$ observables can determine the parameters of the $\sigma$. The precision is input by a specific modelling that allows a continuation giving poles on the nearby unphysical sheet. Remember that whatever the pole parameters actually are, it is still the same $\pi\pi$ amplitudes and phases, Figs. 1,4, that are being described.

5 Summary — facts

Here we summarise the key facts discussed here:

1. The $I = J = 0 \pi\pi$ interaction is strong above 400 MeV, or so. This very short-lived correlation between pion pairs is what we call the $\sigma$.

2. Such a $\sigma$ is expected to be the field whose non-zero vacuum expectation value breaks chiral symmetry. The details of this are, however, model-dependent — see Refs. 3,4,5,36.

3. The low mass $\pi\pi$ enhancement may be describable in terms of $t$–channel exchanges, in particular the $\rho$, but this does not mean that the $\sigma$ does not exist as an $s$–channel pole. That there are these alternative descriptions is just hadron duality.

4. It is the pole in the complex energy plane that defines the existence of a state in the spectrum of hadrons. It is only the pole position (and residues) that are model-independent. Within models, the position of $K$–matrix poles may be imbued with significance as indicating the underlying or precursor state $^{37,38}$. However, these only have meaning within models and within a particular parametrization

\footnote{While an infinite number of crossed-channel exchanges are needed to generate a pole in the $s$–channel, the $\sigma$–pole is so far from the real axis, that the absorptive part of the $I = 0 \pi\pi$ amplitude can on the real axis be readily described by a few crossed-channel (Regge) exchanges, which is all that matters for (finite energy sum-rule) duality.}
of the $K$–matrix. In contrast, poles of the $S$–matrix are both process and model-independent.

5. Fitting $I = J = 0$ $\pi\pi$ data on the real axis in the energy plane with Breit-Wigner forms determines $M_{BW}$ and $\Gamma_{BW}$, Eqs. (2,3). However, these are parametrization-dependent, process-dependent and a poor guide to the true pole position, Eq. (1).

6. The pole position is determined by analytic continuation. Since for the $\sigma$, this continuation is far, the mass function $m(s)$, width function $\Gamma(s)$, and couplings $g(s)$ of Eq. (2) will all be functions of energy and not simply constant. Tornqvist has illustrated the energy dependence of such scalar propagators within a model of hadron dressing $^{38}$.

7. While the shape of the $\pi\pi$ spectrum is process-dependent (see Fig. 5), the phase of the corresponding amplitudes, in a given spin and isospin configuration, is process-independent below 1 GeV.

6 Summary — model-dependent statements

1. The link between the almost model-independent experimentally determined radiative width and the composition of the $\sigma$ does require modelling. Analysis of the $f_0(400 - 1200)$ in two photon processes indicates that it has a $(u\bar{u} + d\bar{d})$ composition.

2. Preliminary results from a new QCD sum-rule analysis $^{32}$ of the scalar $(u\bar{u} + d\bar{d})$ current suggests that this is saturated by the $f_0(400 - 1200)$, just as expected from $^{[1]}$ above.

3. The pole position of the $\sigma$ can be found by modelling the analytic continuation, starting from experimental (or theoretical) information on the real axis.

4. The relation that this pole has to the underlying undressed or bare state is model-dependent. The model of Tornqvist $^{38}$, for instance, provides a possible connection with the lightest underlying ideally mixed $q\bar{q}$ multiplet $^{38,39}$.

To go further, we need precision data on understood processes. $\pi\pi$ final states with vacuum quantum numbers appear in a multitude of reactions. It is only by the collective analysis of all of these that we can hope to solve the riddle of the $\sigma$. It is a puzzle worth solving, since the nature and properties of the $\sigma$ lie at the heart of the QCD vacuum.
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