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Abstract
We investigate the problem of jointly testing multiple hypotheses and estimating a random parameter of the underlying distribution in a sequential setup. The aim is to jointly infer the true hypothesis and the true parameter while using on average as few samples as possible and keeping the detection and estimation errors below predefined levels. Based on mild assumptions on the underlying model, we propose an asymptotically optimal procedure, i.e., a procedure that becomes optimal when the tolerated detection and estimation error levels tend to zero. The implementation of the resulting asymptotically optimal stopping rule is computationally cheap and, hence, applicable for high-dimensional data. We further propose a projected quasi-Newton method to optimally choose the coefficients that parameterize the instantaneous cost function such that the constraints are fulfilled with equality. The proposed theory is validated by numerical examples.
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1. Introduction
There exist various scenarios in which hypothesis testing and parameter estimation occur in a coupled way and the outcome of both is important. That is, one would like to decide among several hypotheses and, depending on the decision, estimate some parameter of the model under the selected hypothesis. In radar, for example, one would like to detect the presence of a target and, if a target is present, to estimate, e.g., its position or velocity [1, 2]. To perform dynamic spectrum access in cognitive radio, the secondary user has to detect...
the primary user and to estimate the possible interference[3]. Detecting the presence of a signal and estimating the channel is of interest in many communication scenarios[4]. There exist many more applications in which such scenarios arise as, for example, biomedical engineering[5, 6], speech processing[7], visual inference[8] or changepoint detection[9].

The problem of treating hypothesis testing and parameter estimation jointly dates back to the late 1960s. Middleton and Espositio used a Bayesian framework to find a jointly optimal solution [10]. That framework was later extended to multiple hypotheses [11]. After a period of declining interest, this problem has regained more attention since 2000[1, 3, 4, 5, 6, 7, 8, 9].

In many applications, one would like to perform inference by using as few samples as possible and maintaining its quality at the same time. These requirements can, for example, be caused by constraints on the latency or the power consumption of a system. In the late 1940s, Abraham Wald introduced the field of sequential analysis with the invention of the sequential probability ratio test (SPRT)[12]. In sequential inference, data is collected until one is confident enough about the phenomenon of interest. One advantage of sequential methods is that they use on average significantly fewer samples compared to their counterparts with a fixed sample size while having the same inference quality. An overview of sequential detection and sequential estimation methods is, for example, given in [13] and [14], respectively.

Treating the problem of joint detection and estimation using a fixed number of samples allows to trade-off detection and estimation accuracy. Contrary to this, the additional degree of freedom, i.e., the number of used samples, in a sequential setup allows to control the detection and estimation errors individually. This is important because detection and estimation often have contradicting requirements on the data. Hence, using a two-step procedure, e.g., a sequential detector followed by an optimal estimator, would allow to control the detection errors, but most probably results in very high estimation errors, which is not desired. This is illustrated by an example. As mentioned before, detecting the presence of a target and estimating its position is a typical problem in radar. In this application, the detection performance as well as the estimation accuracy are important. If the radar system observes a peak with a very high amplitude that points into the direction of the target, its presence can be detected reliably, but its position cannot be estimated accurately if the peak is too broad. Conversely, if the system observes a very narrow peak of a small amplitude, the position of the target can be estimated accurately, but, on the other hand, its presence cannot be detected reliably. Therefore, the procedure has to gather more samples until it observes a very narrow peak of a high amplitude, i.e., until the target can be detected reliably and its position can be estimated accurately. Note that this is an oversimplification to highlight the underlying fundamental joint detection and estimation problem.

1.1. State-of-the-Art

There is only little prior work on joint detection and parameter estimation in a sequential framework. Although there exist sequential hypothesis tests that
include an estimation step, like the generalized SPRT or the adaptive SPRT, estimation only occurs as an intermediate step and the primary interest lies in the outcome of the test. More details on the generalized SPRT and the adaptive SPRT can be found in [13, Section 5.4].

Simultaneous detection and estimation in a sequential setting was first mentioned in [15]. However, that work considers only sequential updating of a sufficient statistic for the problem of joint detection and estimation rather than presenting a solution of the joint inference problem.

Sequential joint detection and state estimation of Markov signals was investigated in [16, 17]. However, although estimating the true state is of primary interest, these works do not consider the uncertainty about the true state in the number of used samples. A sequential procedure that overcomes this problem was proposed for a related problem in [18].

Initially, Yılmaz et al. investigated the problem of optimal sequential joint detection and estimation [19]. In that work, a binary hypothesis test was first performed and, in case a decision was made in favor of the alternative, a random parameter is to be estimated. The method in [19] was extended to multiple hypotheses [20] and applied to joint spectrum sensing and channel estimation [3]. In the works by Yılmaz et al., a weighted sum of detection and estimation errors is used as a cost function for the joint inference problem. This cost function is kept below a predefined level while minimizing the number of used samples for every set of observations.

In [21], we proposed a novel framework for optimal sequential procedures for sequential joint detection and estimation. In that framework, the aim is to minimize the expected number of samples while keeping the detection and estimation errors below predefined levels. That framework was later extended to multiple hypotheses [22, 23] and applied to joint signal detection and signal-to-noise ratio estimation [24] as well as to joint symbol decoding and noise power estimation [22, 23]. Sequential joint detection and estimation in distributed sensor networks was investigated in [25, 26].

Although the procedures in [21, 23] are strictly optimal, i.e., there is no other procedure that uses less samples on average and fulfills the constraints, their design can be computationally costly as its implementation requires a discretization of the state space. To overcome this, we presented an asymptotically pointwise optimal procedure [27], i.e., a procedure that becomes optimal when the tolerated detection and estimation error levels become sufficiently small. However, the work in [27] relies on strict assumptions. Namely, the hypotheses only differ in the prior of the random parameter and the data conditioned on the random parameter is independent and identically distributed (iid) with a distribution from the exponential family.

1.2. Contributions and Outline

In this work, we propose an asymptotically optimal (AO) procedure for the problem of sequential joint detection and estimation under mild assumptions on the underlying model. To implement the optimal procedures [21, 23], one
has to find a sufficient statistic that represents the data (see [23, Assumption A3]), discretize its state space and numerically solve a set of recursively defined Bellman equations after restricting the maximum number of samples. This has the following drawbacks: first, it is not possible to find a sufficient statistic for every problem (see Section 5.4). Second, the state space of the sufficient statistic has to be of a low dimension such that it can be discretized accurately. Next, the optimal procedure has to be truncated, which can be challenging as the number of required samples has to be known prior to designing the procedure. Finally, solving the recursively defined Bellman equations is computationally demanding.

The proposed AO procedure overcomes these challenges as it does not require a restriction on the maximum number of samples and it is easy to implement because it does not require solving the Bellman equations, despite achieving similar performance to the strictly optimal procedure [21, 23]. Moreover, it can deal with multiple parameters under each hypothesis, whereas the optimal procedure is restricted to single scalar parameters under each hypothesis.

The contributions of this manuscript are as follows. First, we present an asymptotically optimal stopping rule for sequential joint detection and estimation that depends on a set of parameters. Next, we show that the gradients of the AO cost function are asymptotically proportional to the corresponding error metric, i.e., they become proportional as the nominal detection and estimation error levels tend to zero. Based on this connection, it is then shown that the search for the optimal coefficients, i.e., the coefficients for which the procedure hits the nominal error levels, can be formulated as a convex optimization problem. Finally, a projected quasi-Newton method to solve this problem is proposed.

This work is structured as follows. In Section 2, the notation and the underlying assumptions are presented. Moreover, some fundamentals of sequential joint detection and estimation are revisited, the performance measures are introduced and a detailed problem formulation is given. For the sake of completeness and to introduce the relevant quantities, the reduction of the original problem to an optimal stopping problem is sketched in Section 2.4. In Section 3, the proposed AO policy is introduced and rigorous proofs of optimality are given. The optimal choice of the coefficients parameterizing the AO policy along a projected quasi-Newton algorithm is presented in Section 4. To validate the proposed theory, numerical examples are given in Section 5. Conclusions are drawn in Section 6.

2. Problem Formulation

Let \( X = (X_n)_{n \geq 0} \) be a sequence of random variables that is generated under one out of \( M \) different hypotheses \( H_m, m \in \{1, \ldots, M\} \). Under each hypothesis, the distribution of the data depends on a real random parameter \( \Theta_m \in \mathbb{R}^{K_m}, K_m \geq 1 \), with known distribution. The realization of \( \Theta_m \) is denoted by \( \theta_m \). However, there may exist scenarios, in which the likelihood under the different hypotheses do not share the same parameter. To cover these scenarios and
have a precise notation, we decided to add the index \( m \) to the parameter. The occurrence of the hypotheses is also random with known prior probabilities \( p(H_m), m \in \{1, \ldots, M\} \). The sequence of random variables is assumed to be conditionally iid, i.e., the random variables \( X | H_m, \theta_m \) are iid. Hence, one can express the \( M \) different hypotheses as

\[
H_m : X_n | \theta_m \overset{iid}{\sim} p(x | H_m, \theta_m), \Theta_m \sim p(\theta_m | H_m),
\]

where \( m \in \{1, \ldots, M\} \). Generally speaking, the true hypothesis may affect both, the distribution of the data given the parameter as well as the prior distribution on the parameters. Since the hypotheses are composite ones, we are, besides deciding in favor of the true hypothesis, also interested in inferring the parameter that generates the sequence \( X \). Using an optimal procedure for the hypothesis test and an optimal estimator would not necessarily result in an overall optimal performance\[28\]. Therefore, the problem of detection and estimation has to be considered jointly. Moreover, the sequence \( X \) is observed sample by sample and one stops as soon as one is confident enough about the true hypothesis and the true parameter. Hence, the problem is one of sequential joint detection and estimation.

Before a more technical problem formulation is provided, the notation and assumptions are summarized and some fundamentals on sequential joint detection and estimation are introduced.

2.1. Notations and Assumptions

Unless otherwise stated, random variables and their realizations are denoted by upper-case and lower-case symbols, respectively. To keep the notation simple, the integration domain is not indicated explicitly for integrals that are taken over the entire domain, e.g., \( E[X] = \int_{-\infty}^{\infty} x p(x) dx \equiv \int x p(x) dx \). Moreover, the dependency of functions, such as estimators, on the observations is dropped for the sake of a compact notation. The indicator function of event \( A \) is denoted by \( 1_A(x) \), i.e., \( 1_A(x) = 1 \) iff \( x \in A \). To end up with a compact notation, the argument of the indicator function is dropped, i.e., \( E[1_A(X)] \) is replaced by \( E[1_A] \). The trace of a matrix is \( \text{Tr}(\cdot) \) and \( x_{1:n} = x_1, \ldots, x_n \). The Kullback-Leibler divergence (KL divergence), Fisher’s information matrix (FIM) under \( H_m \) and its inverse are denoted by \( D_{KL}(p(x) \parallel q(x)), I_m(\theta_m) \) and \( I_m^{-1}(\theta_m) \), respectively. Given a random sequence \( a_n \) and a deterministic variable \( a \), almost sure convergence \( a_n \overset{a.s.}{\rightarrow} a \) is defined as \( P(\lim_{n \to \infty} a_n = a) = 1 \). The limit \( n \to \infty \) is dropped for the sake of a compact notation. For the remaining convergence statements, the limits are stated explicitly.

The following assumptions are made throughout the paper:

A1 The true parameter and the true hypothesis stay constant during the observation period.

A2 The variances of \( \Theta_m = [\Theta_1^m, \ldots, \Theta_{K_m}^m] \) are positive and finite, i.e.,

\[
0 < \text{Var}[\Theta_k^m | H_m] < \infty, \quad \forall m \in \{1, \ldots, M\}, \forall k \in \{1, \ldots, K_m\}.
\]
A3 For FIM under hypothesis Hm, it holds that
\[ P(0 < \text{Tr}(I_m^{-1}(\theta_m)) < \infty) = 1, \quad \forall m \in \{1, \ldots, M\}. \]

A4 For all \( m \in \{1, \ldots, M\} \), all \( k \in \{1, \ldots, M\} \setminus m \), all \( \theta_m, \theta_k \) it holds that
\[ 0 < D_{\text{KL}}(p(x|H_m, \theta_m) \| p(x|H_k, \theta_k)) < \infty. \]

A5 Let \( \theta_{m^*} \) denote the true parameter and let \( U \) denote an open neighborhood of \( \theta_{m^*} \). Then, there exist a square integrable function \( f_{\theta_{m^*}}(x) \) such that for all \( \theta, \theta' \in U \) it holds that
\[ \left| \log \frac{p(x|H_{m^*}, \theta)}{p(x|H_{m^*}, \theta')} \right| \leq f_{\theta_{m^*}}(x)\|\theta - \theta'\| \quad P(H_{m^*}, \theta_{m^*}) - \text{a.s.}. \]

In other words, \( \log p(x|H_{m^*}, \theta) \) is locally lipschitz continuous over \( U \).

A6 The KL divergence has a second order Taylor-expansion around \( \theta_{m^*} \), i.e.,
\[
E \left[ \log \frac{p(X|H_{m^*}, \theta_{m^*})}{p(X|H_{m^*}, \theta_{m^*})} \right| H_{m^*}, \theta_{m^*} = \begin{cases} \frac{1}{2} (\theta_{m^*} - \theta_{m^*})^\top A (\theta_{m^*} - \theta_{m^*}) & + o(\|\theta_{m^*} - \theta_{m^*}\|^2), \\ 0 \end{cases},
\]
where \( A \) is a positive definite matrix.

Assumption A4 guarantees the proper convergence of \( p(H_m|\theta_m, x_{1:n}) \), whereas Assumptions A5 and A6 guarantee the proper convergence of \( p(\theta_m|H_m, x_{1:n}) \). The validity of the assumptions is theoretically shown in some cases (see supplement [29]).

2.2. Fundamentals of Sequential Joint Detection and Estimation

To solve a joint detection and estimation problem, one has to find a decision rule as well as a set of estimators, i.e., one estimator under each hypothesis. The decision rule \( \delta_n \in \{1, \ldots, M\} \) maps the observations to a decision in favor of a particular hypothesis and the estimators \( \hat{\theta}_{m,n} \) map the observations to a point in the state space of a particular parameter. As indicated by the subscript, the decision rule and the estimators depend on the number of samples \( n \), which also determines the dimensionality of their arguments. In a sequential framework, the number of samples is not given a priori, but depends on the observations themselves. More precisely, one would stop sampling as soon as the certainty about the true hypothesis and the true parameter is strong enough. Therefore, a stopping rule \( \Psi_n \in \{0, 1\} \), that maps the observations to a decision whether to stop or continue sampling, has to be found. The run-length, i.e., the number of used samples, can hence be defined as
\[ \tau = \min\{n \geq 0 : \Psi_n(x_{1:n}) = 1\}. \]
Since the run-length depends on the random data, the run-length is also a random variable.

In what follows, the set of the stopping rule, the decision rule and the estimators is referred to as policy, and is defined as $\pi = \{\Psi_n, \delta_n, \hat{\theta}_{1,n}, \ldots, \hat{\theta}_{M,n}\}_{n \in \mathbb{N}_0}$, and the set of all feasible policies is denoted by $\Pi$.

In this work, we use similarly to [21, 23], the probability of falsely rejecting a hypothesis and the mean-squared error (MSE) for quantifying the detection and estimation errors, respectively. The former is defined as $\alpha_m = \mathbb{E}\left[1_{\{\delta_n \neq m\}} \mid H_m\right]$, with $\{\delta_n \neq m\} := \{x_{1:n} : \delta_n(x_{1:n}) \neq m\}$. For the latter, we set the estimation error to zero in case of a wrong decision, which can be written as

$$\beta_m = \mathbb{E}\left[1_{\{\delta_n = m\}} \|\hat{\theta}_{m,\tau} - \Theta_m\|^2 \mid H_m\right].$$

### 2.3. Sequential Joint Detection and Estimation as an Optimization Problem

As mentioned before, the aim is to design a sequential scheme that uses on average as few samples as possible while keeping the detection and estimation errors below predefined levels. More formally, the design problem can be formulated as the following constrained optimization problem

$$\min_{\pi \in \Pi} \mathbb{E}[\tau]\text{, s.t. } \alpha^m \leq \bar{\alpha}_m, \quad \beta^m \leq \bar{\beta}_m, \quad m \in \{1, \ldots, M\},$$

where $\bar{\alpha}_m \in (0, 1)$ and $\bar{\beta}_m \in (0, \infty)$ are the maximum tolerated detection and estimation errors, respectively.

Deriving and implementing the estimators and the decision rule that solve (2) is quite straightforward, whereas it becomes challenging for the corresponding stopping rule. Therefore, the constrained problem in (2) is solved by the following steps. First, it is reduced to an optimal stopping problem in Section 2.4. Next, an asymptotically optimal stopping rule, which depends on a set of parameters, is derived in Section 3. Finally, in Section 4, a systematic way how to choose these parameters such that all constraints of (2) are fulfilled with equality is presented. Note that although the constraints are fulfilled with equality, the proposed method does not minimize the expected number of samples exactly. However, as shown in Section 5, the proposed method requires only slightly more samples on average than its optimal counterpart, i.e., the performance is close to optimal.

### 2.4. Reduction to an Optimal Stopping Problem

In order to reduce (2) to an optimal stopping problem, it is first converted to an unconstrained problem, whose objective is a weighted sum of average run-length, detection and estimation errors. This unconstrained problem acts as an auxiliary problem. Next, the unconstrained optimization problem is solved with respect to the decision rule and estimators to end up with an optimal stopping problem. Although the steps are already presented in [21, 23], this section is added for the sake of completeness and for introducing the quantities that are required for the subsequent sections.
The unconstrained version of (2) is given by

$$\min_{\pi \in \Pi} \left\{ E[\tau] + \sum_{m=1}^{M} p(H_m)(\lambda_m \alpha^m + \mu_m \beta^m) \right\} ,$$  

(3)

where $\lambda_m, \mu_m > 0, m \in \{1, \ldots, M\}$, are some cost coefficients, which are assumed to be fixed for now. For suitably chosen $\lambda_m, \mu_m, m \in \{1, \ldots, M\}$, the solution of (3) also solves (2). Problem (3) is first minimized with respect to the decision rule and then with respect to the estimators. The optimal estimators and the optimal decision rule are given by

$$\hat{\theta}^*_m(x_{1:n}) = E[\Theta_m | H_m, x_{1:n}], \quad \text{and} \quad \delta^*_n(x_{1:n}) = \arg \min_{m \in \{1, \ldots, M\}} D_{m,n}(x_{1:n}) ,$$

where $D_{m,n}(x_{1:n})$ denotes the cost for deciding in favor of $H_m$ at time $n$. Let the error covariance matrix be defined as

$$\Sigma_m(x_{1:n}) = E[(\Theta_m - \hat{\theta}^*_m(x_{1:n}))(\Theta_m - \hat{\theta}^*_m(x_{1:n}))^\top] .$$

Then, the cost $D_{m,n}(x_{1:n})$ is defined as

$$D_{m,n}(x_{1:n}) = \sum_{i=1, i \neq m}^{M} \lambda_i p(H_i | x_{1:n}) + \mu_m p(H_m | x_{1:n}) \text{Tr}(\Sigma_m(x_{1:n})) .$$  

(4)

Finally, we end up with the following optimization problem

$$\min_{\{\Psi_n\}_{n \geq 0}} E[\tau + g(x_{1:n})] ,$$  

(5)

with the cost function

$$g(x_{1:n}) = \min \{D_{1,n}(x_{1:n}), \ldots, D_{M,n}(x_{1:n})\} .$$  

(6)

Solving (5) is usually a challenging task in the design of optimal sequential procedures. In [21, 23], for example, the problem is truncated, i.e., the maximum number of samples is restricted to a fixed constant $N$, and the truncated optimal stopping problem is solved via backward induction.

In this work, however, we do not seek for an optimal solution, but rather for stopping rules that are optimal in an asymptotic sense. The concept of AO policies is introduced in the next section.

3. Asymptotically Optimal Procedures

Before it can be shown how to define an AO stopping rule in the context of this work, some fundamentals on AO stopping rules have to be revisited. For this, we consider a different model that is widely used in the context of (Bayesian) sequential inference [30, 31, 14]. Let

$$Z_n(c) = nc + Y_n$$  

(7)
be a sequence of random variables, where $c > 0$ is the cost for observing one sample and $Y_n$ is some random variable. The aim is to find an optimal stopping time for model (7), i.e., a stopping time $\tau$ that minimizes $E[Z_{\tau}(c)]$. Deriving a strictly optimal stopping time, and, hence, a strictly optimal stopping rule that generates this stopping time, can be computationally demanding. If the maximum number of samples is restricted, the optimal stopping rule can as, e.g., in [21, 23], be calculated via dynamic programming, which becomes computationally infeasible with increasing dimensionality. For the solution of high-dimensional optimal stopping problems, see, for example, [32] and references therein. To overcome this, asymptotically optimal stopping rules are considered here. That is, stopping rules that become optimal when the cost per sample tends to zero, i.e., $c \to 0$. According to [31], a stopping rule is called AO if there exists no other feasible stopping rule that results on average in smaller costs when the cost per sample tends to zero. The formal definition is stated below.

**Definition 1** (Bickel and Yahav [31]). Consider the model in (7). Then, a stopping time $t$ is asymptotically optimal if

$$\frac{E[Z_{\tau(c)}(c)]}{\inf_{s \in T} E[Z_s(c)]]} \to 1 \text{ a.s. as } c \to 0,$$

where $T$ is the set of all feasible stopping times.

Contrary to model (7), in which the cost per observation $c$ is the free parameter, the model in (5) has a fixed unit cost per observation. Instead, the cost function $g(x_{1:n})$ in (5) is parameterized by the coefficients $\lambda_m, \mu_m \geq 0$, $m \in \{1, \ldots, M\}$. As outlined in [21, 23], these coefficients can be chosen systematically such that the resulting policy also solves (2). Since the nominal detection and estimation error levels are the free parameters during the design process, it is more intuitive to formulate the asymptotic regime in terms of these levels rather than in terms of the cost coefficients. That is, the term asymptotically refers to the case when the levels of all constraints tend to zero, which is equivalent to $\max\{\bar{\alpha}_1, \ldots, \bar{\alpha}_M, \bar{\beta}_1, \ldots, \bar{\beta}_M\} \to 0$. Loosely speaking, tightening a constraint implies increasing the corresponding coefficients. In [21, Appendix F], it is shown that some constraints may be implicitly fulfilled by other constraints and, thus, the corresponding coefficient becomes zero. However, in this work, it is assumed that all coefficients are strictly positive. Nevertheless, the coefficients can be chosen arbitrarily small and, hence, the optimal policy can be approximated arbitrarily well.

In this context, a stopping time $t$ is called AO if

$$\frac{E[t + g(x_{1:t})]}{\inf_{s \in T} E[s + g(x_{1:s})]} \to 1 \text{ a.s. as } \max\{\bar{\alpha}_1, \ldots, \bar{\alpha}_M, \bar{\beta}_1, \ldots, \bar{\beta}_M\} \to 0, \quad (8)$$

where $T$ is the set of all feasible stopping times.

Before the AO stopping rule is derived, a variant of (5) is introduced. Let $\bar{c} = (\max\{\lambda_1, \ldots, \lambda_M, \mu_1, \ldots, \mu_M\})^{-1}$ and

$$\bar{g}(x_{1:n}) = (\max\{\lambda_1, \ldots, \lambda_M, \mu_1, \ldots, \mu_M\})^{-1} g(x_{1:n}), \quad (9)$$
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then (5) is equivalent to finding an optimal stopping rule for
\[ \hat{c} n + \bar{g}(x_{1:n}). \] (10)
As (10) and (5) differ only up to a constant, finite, and non-zero scaling factor, they share the same minimizer. The reason for considering this problem will become clear in the sequel.

In what follows, \(H_m\) and \(\theta_m^\star\) denote the true hypothesis and the true parameter, respectively. Moreover, the short-hand notations
\[ \bar{\lambda}_m = \frac{\lambda_m}{\max\{\lambda_1, \ldots, \lambda_M, \mu_1, \ldots, \mu_M\}}, \quad \bar{\mu}_m = \frac{\mu_m}{\max\{\lambda_1, \ldots, \lambda_M, \mu_1, \ldots, \mu_M\}}, \]
for \(m \in \{1, \ldots, M\}\) are used. As a first step, it has to be shown that the cost function \(\bar{g}(x_{1:n})\) tends to zero almost surely as the number of observations tends to infinity. Moreover, it has to be shown that \(n \bar{g}(x_{1:n})\) converges to a finite and non-zero random variable. This is stated in the following theorem.

**Theorem 1.** Let \(\bar{g}(x_{1:n})\) be as defined in (9). Then, when \(\lambda_m, \mu_m > 0, m \in \{1, \ldots, M\}\), and the assumptions stated in Section 2.1 are fulfilled, it holds that
1. \(P(\bar{g}(x_{1:n}) > 0) = 1\)
2. \(\bar{g}(x_{1:n}) \xrightarrow{a.s.} 0\)
3. \(n \bar{g}(x_{1:n}) \xrightarrow{a.s.} G = \bar{\mu}_m \cdot \text{Tr}(\mathbf{I}_m^{-1}(\theta_m^\star)).\) It further holds that \(P(0 < G < \infty) = 1\).

Before we can prove Theorem 1, two auxiliary results about the convergence of the posterior probability \(p(H_m | x_{1:n})\) and the error covariance matrix \(\Sigma_m\) are introduced.

**Lemma 1.** For \((X_n)_{n>0}\) be defined as above, it holds that
\[ p(H_m | x_{1:n}) \xrightarrow{a.s.} \begin{cases} 1 & m = m^\star \\ 0 & \text{else} \end{cases} \]
Moreover, the posterior distribution converges exponentially.

See Appendix B in [29] for a proof.

**Lemma 2.** For \((X_n)_{n>0}\) be defined as above, it holds that
\[ n \text{Tr}(\Sigma_m^\star) \xrightarrow{a.s.} \text{Tr}(\mathbf{I}_m^{-1}(\theta_m^\star)), \quad \text{Tr}(\Sigma_m^\star) \xrightarrow{a.s.} 0. \]
See Appendix C in [29] for a proof.

**Proof of Theorem 1.** First, the statement that \(\bar{g}(x_{1:n})\) is positive with probability one, is proven. The function \(\bar{g}(x_{1:n})\) is defined as
\[ \bar{g}(x_{1:n}) = \min\{\bar{D}_{1,n}(x_{1:n}), \ldots, \bar{D}_{M,n}(x_{1:n})\}, \]
where \( \bar{D}_{m,n}(x_{1:n}) = \sum_{i=1,i \neq m}^{M} \bar{\lambda}_i p(H_i | x_{1:n}) + \bar{\mu}_m p(H_m | x_{1:n}) \text{Tr}(\Sigma_m) \). The function \( \bar{D}_{m,n}(x_{1:n}) \) is a linear combination of the posterior probabilities \( p(H_i | x_{1:n}) \), \( i \in \{1, \ldots, M\} \backslash m \) and of the product \( p(H_m | x_{1:n}) \text{Tr}(\Sigma_m) \). The posterior probabilities as well as the posterior variances, i.e., the diagonal elements of the matrix \( \Sigma_m \), are positive. It further holds that \( \bar{\mu}_m \) is positive. Hence, it follows that \( \bar{D}_{m,n}(x_{1:n}) \) is positive with probability one and, since \( \bar{g}(x_{1:n}) \) is the minimum of all \( \bar{D}_{m,n}(x_{1:n}) \), \( m \in \{1, \ldots, M\} \); \( \bar{g}(x_{1:n}) \) is also positive with probability one.

To prove Statement 2, we assume that the sequence \( x_{1:n} \) is generated under hypothesis \( H_m \), and consider the limit of the sequence \( \bar{D}_{m^*,n}(x_{1:n}) \) as \( n \to \infty \). According to Lemma 1, \( p(H_m | x_{1:n}) \xrightarrow{a.s.} 0 \) for all \( m \in \{1, \ldots, M\} \backslash m^* \) and, hence,

\[
\sum_{i=1,i \neq m^*}^{M} \bar{\lambda}_i p(H_i | x_{1:n}) \xrightarrow{a.s.} 0. \tag{11}
\]

Next, the product \( p(H_{m^*} | x_{1:n}) \text{Tr}(\Sigma_{m^*}) \) needs closer inspection. According to Lemma 1, it holds that \( p(H_{m^*} | x_{1:n}) \xrightarrow{a.s.} 1 \). In line with Lemma 1 and Lemma 2, it further holds that

\[
\left( p(H_{m^*} | x_{1:n}), \text{Tr}(\Sigma_{m^*}) \right) \xrightarrow{a.s.} (1,0).
\]

Since the logarithm is a continuous function we can, by applying the continuous mapping theorem [33, 34], state that

\[
\log p(H_{m^*} | x_{1:n}) + \log \text{Tr}(\Sigma_{m^*}) \xrightarrow{a.s.} -\infty.
\]

Applying, again, the continuous mapping theorem yields

\[
p(H_{m^*} | x_{1:n}) \text{Tr}(\Sigma_{m^*}) \xrightarrow{a.s.} 0.
\]

Thus, we can conclude that \( \bar{D}_{m^*,n}(x_{1:n}) \xrightarrow{a.s.} 0 \), which implies \( \bar{g}(x_{1:n}) \xrightarrow{a.s.} 0 \).

It is left to prove Statement 3, i.e., that \( n\bar{g}(x_{1:n}) \) converges almost surely to a random variable \( G \) that is positive and finite with probability one. Again, let \( H_{m^*} \) and \( \theta_{m^*}^* \), denote respectively the hypothesis and the parameter under which the sequence \( x_{1:n} \) is generated. Lemma 1 states that \( p(H_m | x_{1:n}) \xrightarrow{a.s.} 0 \) for all \( m \neq m^* \) and that the posterior probabilities converge at an exponential rate. Therefore, it follows that

\[
\sum_{i=1,i \neq m^*}^{M} n\bar{\lambda}_i p(H_i | x_{1:n}) \xrightarrow{a.s.} 0.
\]

According to Lemma 1 and Lemma 2, it holds that

\[
\left( p(H_{m^*} | x_{1:n}), n \text{Tr}(\Sigma_{m^*}) \right) \xrightarrow{a.s.} \left( 1, \text{Tr}(\mathcal{I}_{m^*}^{-1}(\theta_{m^*}^*)) \right).
\]
From the continuous mapping theorem, we conclude that

\[
\log p(H_{\theta^*} | \mathbf{x}_{1:n}) + \log (n \text{Tr}(\Sigma_{\theta^*})) \xrightarrow{\text{a.s.}} \log 1 + \log \left( \text{Tr}(\mathbf{I}^{-1}_{\theta^*}) \right)
\]

and applying the exponential function results in

\[
p(H_{\theta^*} | \mathbf{x}_{1:n}) n \text{Tr}(\Sigma_{\theta^*}) \xrightarrow{\text{a.s.}} \text{Tr}(\mathbf{I}^{-1}_{\theta^*}) .
\]

Hence, we conclude that

\[
\bar{D}_{m,n} (\mathbf{x}_{1:n}) \xrightarrow{\text{a.s.}} \bar{\mu}_m \cdot \text{Tr}(\mathbf{I}^{-1}_{\theta^*}).
\]

For \( m \neq m^* \), it follows from Lemma 1 that

\[
\sum_{i=1, i \neq m}^{M} n \lambda_i p(H_i | \mathbf{x}_{1:n}) \xrightarrow{\text{a.s.}} \infty
\]

and therefore \( n \bar{D}_{m,n} (\mathbf{x}_{1:n}) \xrightarrow{\text{a.s.}} \infty \). According to the definition of \( \bar{g}(\mathbf{x}_{1:n}) \), it holds that

\[
n \bar{g}(\mathbf{x}_{1:n}) \xrightarrow{\text{a.s.}} G = \bar{\mu}_m \cdot \text{Tr}(\mathbf{I}^{-1}_{\theta^*}).
\]

It is now left to show that \( G \) is positive and finite with probability one. According to Assumption A3, the trace of the inverse of FIM is positive and finite with probability one. Moreover, as \( \bar{\mu}_m, m \in \{1, \ldots, M\} \), are positive, we can conclude that \( P(0 < G < \infty) = 1 \).

In order to propose an AO stopping rule for the problem of sequential joint detection and estimation, it has to be shown that the expected value of \( \bar{g}(\mathbf{x}_{1:n}) \) exists and is finite for all \( n > 0 \). This is stated in the following lemma.

**Lemma 3.** Let \( \bar{g}(\mathbf{x}_{1:n}) \) be as defined above, then, under the assumptions stated in Section 2.1, it holds that

\[
\mathbb{E}[\bar{g}(\mathbf{x}_{1:n})] < \infty, \quad \forall n \geq 1.
\]

A proof is given in [29, Appendix D]. Based on these properties, one can show that the stopping rule

\[
\text{stop as soon as } \frac{\bar{g}(\mathbf{x}_{1:n})}{n + 1} \leq 1 \quad (12)
\]

is AO. This is stated in the following theorem.

**Theorem 2.** Assume that all coefficients \( \lambda_m, \mu_m, m \in \{1, \ldots, M\} \) are positive. Then, the stopping rule (12) is AO in the sense of (8).
Proof. To prove this theorem, it is first shown that
\[
\frac{\bar{g}(x_{1:n})}{n+1} \leq \bar{c}
\]  
(13)
is AO in the sense of Definition 1. In order for (13) to be AO, the conditions in [31, Theorem 2.1.] and [31, Theorem 3.1.] have to be fulfilled. As \( \lambda_m, \mu_m > 0 \), \( m \in \{1, \ldots, M\} \), the conditions of [31, Theorem 2.1.] are fulfilled by Theorem 1. Hence, it is left to show that the condition stated in [31, Theorem 3.1.], i.e.,
\[
\sup_n n \mathbb{E}[\bar{g}(x_{1:n})] < \infty,
\]  
(14)
is fulfilled. According to Lemma 3, the expectation of \( \bar{g}(x_{1:n}) \) is finite. This implies that (14) holds as long as \( n \) is finite. In Theorem 1, it is shown that \( ng(x_{1:n}) \) converges to a random variable \( G \) that is finite with probability one, which implies that \( n \mathbb{E}[\bar{g}(x_{1:n})] < \infty \) for \( n \to \infty \). Therefore, (14) is true and (13) is AO in the sense of Definition 1 if the cost coefficients \( \bar{\lambda}_m, \bar{\mu}_m \) are finite for all \( m \in \{1, \ldots, M\} \). Since \( \bar{\lambda}_m \) and \( \bar{\mu}_m \) stay positive and finite when the tolerated detection and estimation error levels tend to zero, the stopping rule (13) is AO in the sense of Definition 1.

It is left to show that \( \bar{\alpha}_m, \bar{\beta}_m \to 0 \) implies that \( \lambda_m, \mu_m \to \infty \). When using the optimal decision rule and the optimal estimators, \( \bar{\alpha}_m, \bar{\beta}_m \to 0 \) can only be achieved if the number of samples tends to infinity, i.e., \( \tau \to \infty \), since we assume non-zero and finite Fisher’s information and KL-divergences according to Assumptions A3 and A4. When using the proposed stopping rule stated in (12), an infinite run-length can be achieved if and only if the cost for stopping tends to infinity, i.e., \( g(x_{1:n}) \to \infty \) for all \( x_{1:n} \). From the definition
\[
g(x_{1:n}) = \min\{D_{1,n}(x_{1:n}), \ldots, D_{M,n}(x_{1:n})\},
\]
one can see that \( g(x_{1:n}) \to \infty \) for all \( x_{1:n} \) holds if and only if \( D_{m,n}(x_{1:n}) \to \infty \) for all \( m \in \{1, \ldots, M\} \) and all \( x_{1:n} \). From (4), one can see that \( D_{m,n}(x_{1:n}) \to \infty \) implies that \( \lambda_m, \mu_m \to \infty \), since the posterior probabilities are finite by definition and \( \text{Tr}(\Sigma_m(x_{1:n})) \) is finite according to Assumption A3. Hence, a procedure only meets the nominal error levels \( \bar{\alpha}_m, \bar{\beta}_m \to 0 \) if \( \lambda_m, \mu_m \to \infty \). By the definition of \( \bar{c} \), it follows that \( \bar{c} \to 0 \) if the nominal error levels tend to zero. Hence, the stopping rule (12) is AO in the sense of (8).

4. Optimal Choice of the Cost Coefficients

In the previous section, it was assumed that all coefficients tend to infinity such that the proposed procedure is AO. However, the ultimate goal is to choose the coefficients such that all constraints in (2) are fulfilled and, assuming that the resulting coefficients are sufficiently large, the resulting procedure is close to optimal. This section addresses the problem of how to select the coefficients optimally, i.e., such that all constraints are fulfilled.

In [21, 23], we have shown that there is a strong connection between the derivatives of the optimal cost function with respect to these coefficients and...
the performance measures. However, it is not obvious that such a relation exists also for the AO stopping rule proposed in this work. In what follows, let $\Psi_n^\ast$ denote the optimal stopping rule presented in [23] and let $\tau^\ast$ denote the corresponding stopping time. The stopping rule and stopping time of the AO procedure are denoted by $\Psi_n$ and $\tau^\circ$, respectively.

The connection between the derivatives of the AO solution of the optimal stopping problem with respect to the coefficients and the performance measures is stated in the following theorem.

**Theorem 3.** Let $\Psi_n^\circ$ denote the AO stopping rule defined in (12) and $\tau^\circ$ the corresponding stopping time. Then, it holds for $\max\{\bar{\alpha}_1, \ldots, \bar{\alpha}_M, \bar{\beta}_1, \ldots, \bar{\beta}_M\} \to 0$ that
\[
\frac{\partial}{\partial \lambda_m} E[\tau^\circ + g(x_{1:\tau^\circ})] \to p(H_m)\alpha^m, \quad \frac{\partial}{\partial \mu_m} E[\tau^\circ + g(x_{1:\tau^\circ})] \to p(H_m)\beta^m.
\]

The proof of Theorem 3 is outlined in [29, Appendix E]. Based on the result stated in Theorem 3, we can proceed as in [21, 23] and obtain the optimal cost coefficients via
\[
\max_{\lambda, \mu > 0} E[\tau^\circ + g(x_{1:\tau^\circ})] - \sum_{m=1}^M p(H_m)(\lambda_m\bar{\alpha}_m + \mu_m\bar{\beta}_m) = 0.
\] (15)

As it is not trivial to see that strong duality between (2) and (15) holds asymptotically, it is fixed in the next theorem.

**Theorem 4.** Let $\lambda^\ast, \mu^\ast$ denote the solution of (15). Then for the AO policy parameterized by these coefficients it holds that
\[
\alpha^m = \bar{\alpha}_m, \quad \beta^m = \bar{\beta}_m, \quad m \in \{1, \ldots, M\}
\]
and
\[
E[\tau^\circ] \to E[\tau^\ast] \quad \text{as} \quad \max\{\bar{\alpha}_1, \ldots, \bar{\alpha}_M, \bar{\beta}_1, \ldots, \bar{\beta}_M\} \to 0.
\]

That is, a solution of (15) also solves (2) asymptotically.

The proof of Theorem 4 can be found in [29, Appendix F].

In order to solve (15), we propose a projected quasi-Newton method as summarized in Algorithm 1. The gradients of (15) with respect to $\lambda$ and $\mu$, which depend on the detection and estimation error levels, are given in [29, Eq. (S-F.14)]. As the AO procedure is not truncated, calculating the gradients directly is not possible. Therefore, the gradients have to be estimated via Monte Carlo simulations. Let $\hat{\alpha}^m$ and $\hat{\beta}^m$ denote the Monte Carlo estimate of $\alpha^m$ and $\beta^m$, respectively. Then, the estimates of the gradients become
\[
\hat{\nabla}_\lambda = [p(H_1)(\hat{\alpha}^1 - \bar{\alpha}_1), \ldots, p(H_M)(\hat{\alpha}^M - \bar{\alpha}_M)]^\top, \quad (16)
\]
\[
\hat{\nabla}_\mu = [p(H_1)(\hat{\beta}^1 - \bar{\beta}_1), \ldots, p(H_M)(\hat{\beta}^M - \bar{\beta}_M)]^\top. \quad (17)
\]
Algorithm 1 Projected Quasi-Newton Method

1: **input**
   Nominal levels $\bar{\alpha}_m, \bar{\beta}_m, m \in \{1, \ldots, M\}$ and initial coefficients $\lambda^{(0)}, \mu^{(0)}$
2: **initialization:** $k \leftarrow 0$
3: **repeat**
4: Perform Monte Carlo simulation and obtain gradients via (16) and (17)
5: $\hat{\nabla}^{(k)} \leftarrow - \begin{bmatrix} \hat{\nabla}_\lambda^{(k)} & \hat{\nabla}_\mu^{(k)} \end{bmatrix}^T$
6: if $k = 0$ then
7: $H^{(k)} = \frac{1}{\|\hat{\nabla}^{(0)}\|} I$
8: else
9: $s \leftarrow \begin{bmatrix} \lambda^{(k)} & \mu^{(k)} \end{bmatrix}^T - \begin{bmatrix} \lambda^{(k-1)} & \mu^{(k-1)} \end{bmatrix}^T$
10: $y \leftarrow \hat{\nabla}^{(k)} - \hat{\nabla}^{(k-1)}$
11: if $k = 1$ then
12: $H^{(k-1)} \leftarrow \frac{y^T y}{y^T s} I$
13: end if
14: $H^{(k)} = (I - \frac{sy^T}{y^T s}) H^{(k-1)} (I - \frac{ys^T}{y^T s}) + \frac{ss^T}{y^T s}$
15: end if
16: $\begin{bmatrix} \lambda^{(k+1)} & \mu^{(k+1)} \end{bmatrix}^T = \max \left\{ \begin{bmatrix} \lambda^{(k)} & \mu^{(k)} \end{bmatrix}^T - H^{(k)} \hat{\nabla}^{(k)}, \varepsilon \right\}$
17: $\gamma \leftarrow 1$
18: while (23) fulfilled do
19: $\gamma \leftarrow \gamma_{\text{red}} \gamma$
20: end while
21: $k \leftarrow k + 1$
22: **until** convergence

Although calculating the gradients via Monte Carlo simulations might seem computationally demanding, they are also required for evaluating the objective in (15). Hence, estimating the gradients comes at no additional computational costs compared to the evaluation of the objective. The estimates are then used to update the inverse of the Hessian matrix $H$ via the Broyden–Fletcher–Goldfarb–Shanno (BFGS) rule [35, Eq. (6.17)]. To get the cost coefficients at the current iteration, the ones from the previous iteration are updated via the step $H^{(k)} \hat{\nabla}^{(k)}$. Choosing the step size is an important aspect in many optimization algorithms. Usually one either performs an exact or an inexact line search. In the former, the objective is minimized in the search direction, whereas in the latter the objective is only approximately minimized in the search direction or a sufficient decrease is found. To evaluate the objective
or the gradients, a Monte Carlo simulation must be performed. This is the most computationally costly part of the optimization algorithm. Therefore, the number of objective and gradient evaluations should be kept to a minimum. For the problem at hand, we resort to a backtracking line search. Commonly used conditions for accepting a step like Wolfe’s or Armijo’s conditions turned out to be too conservative for the problem at hand. This means that the aforementioned rules reject a step too often, resulting in many Monte Carlo simulations being required. In this work, a custom step size selection rule is applied that is tailored to the problem at hand. Let

$$f \left( [\lambda \mu]^\top \right) = - \left( \sum_{m=1}^{M} p(H_m) \lambda_m (\hat{\alpha}^m - \bar{\alpha}_m) + \sum_{m=1}^{M} p(H_m) \mu_m (\hat{\beta}^m - \bar{\beta}_m) \right)$$

denote the objective when a policy parametrized by $\lambda$ and $\mu$ is used. Then, a candidate step size $\gamma$ is accepted if the objective decreases, i.e.,

$$f \left( [\lambda^{(k+1)} \mu^{(k+1)}]^\top \right) \leq f \left( [\lambda^{(k)} \mu^{(k)}]^\top \right). \quad (18)$$

A rejected step size is then reduced according to

$$\gamma \leftarrow \gamma_{\text{red}}\gamma \quad (19)$$

with $\gamma_{\text{red}} \in (0, 1)$. Prior to this, the step size is reduced according to (19) as long as the length of the resulting step is above a maximum length $\gamma_{\text{max}}$, i.e.,

$$\|\gamma H^{(k)} \hat{\nabla}^{(k)}\| > \gamma_{\text{max}}. \quad (20)$$

Hence, no Monte Carlo simulations, which is the most costly part of this procedure, is performed for too large steps. Additionally, to avoid non-meaningful procedures, i.e., procedures that always reject a particular hypothesis, the step is further rejected if

$$\max\{\hat{\alpha}_1, \ldots, \hat{\alpha}_M\} = 1 \quad (21)$$

even if this would reduce the final objective. Finally, to prevent an infinite loop in the step size reduction, it is only applied if the length of the step is sufficiently large, i.e.,

$$\|\gamma H^{(k)} \hat{\nabla}^{(k)}\| > \gamma_{\text{min}}. \quad (22)$$

The condition for rejecting a step is if

$$\text{(20) or (21) or (22)} \quad (23)$$

are fulfilled. This rule for step size selection worked well for the examples presented in this work. Finally, to ensure that the coefficients are strictly positive,
they are projected onto the set \([\varepsilon, \infty)\), where \(\varepsilon\) is a small positive number, e.g., \(\varepsilon = 10^{-12}\). These steps are repeated until convergence, i.e., until
\[
|\hat{\alpha}_m - \bar{\alpha}_m| \leq \varepsilon^\alpha_m \quad \text{and} \quad |\hat{\beta}_m - \bar{\beta}_m| \leq \varepsilon^\beta_m
\]
hold for all \(m \in \{1, \ldots, M\}\). The positive tolerances \(\varepsilon^\alpha_m\) and \(\varepsilon^\beta_m\) have to be set by the designer in advance. The stopping criterion only depends on the estimated error levels \(\hat{\alpha}_m, \hat{\beta}_m\), which are anyway required in any step, as well as the nominal error levels \(\bar{\alpha}_m, \bar{\beta}_m\) and the tolerances \(\varepsilon^\alpha_m, \varepsilon^\beta_m\). Therefore, (24) can be evaluated straightforwardly without the need for further calculations.

5. Numerical Results

In this section, we apply the proposed theory to three problems. The first one is simple and is used to show the basic properties of the resulting policy and to compare it to the optimal policy from [23]. The remaining examples are used to show the applicability of the proposed method to more complex problems. If not otherwise stated, the parameters outlined in [29, Appendix A] are used for the design of the AO procedure.

5.1. Benchmarking Methods

There exist only little related work in the field of sequential joint detection and estimation and the optimal procedure proposed in [23] is only applicable in case a low-dimensional representation of the data exists. Therefore, we use two-step procedures, one sequential and one using a fixed number of samples, for benchmarking. First a sequential two-step procedure as in, e.g., [23], is used as a reference for comparison. This method is referred to as S-TS. That is, we use a sequential detector followed by an minimum mean-squared error (MMSE) estimator. Although there exist different sequential tests for multiple hypotheses [36, 13], we resort to the Matrix Sequential Probability Ratio Test (MSPRT)[13, Section 4.1] due to its easy implementation and nice asymptotic properties. The MSPRT uses the pairwise log-likelihood ratios between \(H_m\) and \(H_j\) for \(m \neq j\)
\[
\eta_{mj}(x_{1:n}) = \log \left( \frac{p(x_{1:n} \mid H_m)}{p(x_{1:n} \mid H_j)} \right), \quad m, j \in \{1, \ldots, M\}.
\]
The stopping rule and the decision rule of the MSPRT are given by [13, Eqs. (4.3) and (4.4)]
\[
\Psi_{\text{MSPRT}}^n = \begin{cases} 
1 & \exists m : \eta_{mj} \geq A_{mj}, \forall j \in \{1, \ldots, M\} \setminus m, \\
0 & \text{else,}
\end{cases}
\]
\[
\delta_{\text{MSPRT}}^n = \left\{ m : \eta_{mj} \geq A_{mj}, \forall j \in \{1, \ldots, M\} \setminus m \right\}.
\]
The stopping rule and the decision rule are parameterized by a set of parameters $A_{m,j}, m, j \in \{1, \ldots, M\}$. In order to keep the error probabilities $P(\{\delta_r \neq m\} \mid H_m)$ below $\bar{\alpha}_m$ for all $m \in \{1, \ldots, M\}$, the thresholds can be chosen as $[13, \text{Eq. (4.9)}] A_{m,j} = A_m \approx \log(M - 1) - \log(\bar{\alpha}_m)$. The S-TS procedure is neither optimal nor asymptotically optimal for the problem of sequential joint detection and estimation as the stopping rule is determined by the MSPRT which does not take any estimation error into account. However, the MMSE estimator is the optimal estimator in the MSE sense and, under certain conditions, the MSPRT is asymptotically optimal. Hence, the S-TS procedure uses an asymptotically optimal detector followed by an optimal estimator. Nevertheless, the performance is not overall optimal as will be demonstrated by the examples in this section. This emphasizes the benefits of a joint design.

Second, a two-step procedure using a fixed amount of data, which is referred to as FSS-TS, is used for comparison. The FSS-TS consists of a fixed-sample size maximum a posterior detector, followed by an MMSE estimator. The decision rule of the former is given by

$$\delta^{\text{FSS}}(x_{1:n}) = \arg \max_m p(H_m \mid x_{1:n}).$$

To select the number of samples $n$ for the FSS-TS, the average run-length of the asymptotically optimal procedure is rounded towards the next largest integer. This procedure, which consists of an optimal detector in the Bayesian sense as well as an optimal estimator, is used to illustrate the performance gap when the number of samples is not adapted to the data.

### 5.2. Shift-in-Mean Scenario

The first example is used to show the basic properties of the proposed policy and to highlight the differences between the AO policy and the optimal policy. The same scenario was already used in [23] for the optimal policy. In that scenario, the aim is to decide among three different hypotheses with equal prior probability. Under all hypotheses, the likelihood, i.e., the distribution of the data conditioned on the random parameter, is a Gaussian distribution with known variance $\sigma^2$. Hence, the data distribution depends on a single scalar random parameter whose prior distribution differs under the three hypotheses. The three hypotheses differ only in the prior distribution of the mean. The priors have a disjoint support. More formally, the hypotheses are

1. $H_1 : X_n \mid \theta_1 \sim \mathcal{N}(\mu_1, \sigma^2), -\mu_1 + 1.3 \sim \text{Gam}(1.7, 1)$,
2. $H_2 : X_n \mid \theta_2 \sim \mathcal{N}(\mu_2, \sigma^2), \quad \mu_2 \sim \mathcal{U}(-1, 1)$,
3. $H_3 : X_n \mid \theta_3 \sim \mathcal{N}(\mu_3, \sigma^2), \quad \mu_3 - 1.3 \sim \text{Gam}(1.7, 1)$,

where $\mathcal{N}(\theta, \sigma^2)$ is the normal distribution with mean $\theta$ and variance $\sigma^2$, $\mathcal{U}(l, u)$ is the uniform distribution on the interval $[l, u]$ and $\text{Gam}(a, b)$ is the Gamma distribution with shape and scale parameters $a$ and $b$, respectively. The variance of the Gaussian distribution is set to $\sigma^2 = 4$. 

[19]
The aim is to design a sequential scheme that jointly infers the true hypothesis and the true parameter. The detection errors should be limited to $\bar{\alpha}_1 = \bar{\alpha}_2 = \bar{\alpha}_3 = 0.05$ and the estimation errors should be limited to $\bar{\beta}_1 = 0.2, \bar{\beta}_2 = 0.15, \bar{\beta}_3 = 0.1$.

In addition to the two-step procedures, we use the optimal scheme presented in [23] for benchmarking purposes. As discussed before, optimal policies are only known for truncated schemes. In this example, the truncation length is set to 100 samples. However, there are no restrictions on the number of samples for the AO scheme. Moreover, in order to design the optimal procedure and to visualize the optimal and the AO policy, a sufficient statistic in the sense of [23, Assumption A3] has to be found. The sufficient statistic, which serves as a low-dimensional representation of the data, is set to $\bar{x}_n = n^{-1} \sum_{i=1}^{n} x_i$ and captures all relevant information about the true hypothesis, the true parameter and the next sample, for the shift-in-mean scenario. See [23, Section 6.2] for details. We refer to [23, Section 6.2] for a description of the remaining parameters used during the design process of the optimal scheme.

The optimal parameters of the AO policy are obtained via Algorithm 1, where $10^6$ Monte Carlo runs are used to estimate the gradients. Moreover, the initial set of cost coefficients and the tolerances are set to $\lambda_m^{(0)} = \mu_m^{(0)} = 100$ for all $m \in \{1, \ldots, 3\}$ and $\varepsilon_{\alpha}^m = \varepsilon_{\beta}^m = 0.005$ for all $m \in \{1, \ldots, 3\}$, respectively. Before we present the results of the AO policy, we show that the assumptions are fulfilled for the problem at hand. The proof that Assumptions A3 to A6 hold is laid down in the supplement [29, Appendix G]. As the moments of $\Theta_m \mid H_m$ are finite at least up to order two, the proposed policy is AO.

To validate the performance of the AO scheme and to compare its performance to the performance of the competitors, a Monte Carlo simulation with $10^6$ runs is performed. The results are summarized in Table 1. In Table 1a, the detection and estimation errors as well as the nominal levels are summarized. One can directly see that the AO procedure and the optimal procedure fulfill the constraints with equality, despite the Monte Carlo uncertainty during the
Table 1: Shift-in-mean scenario: simulation results of the asymptotically optimal (AO), optimal (opt) and two-step (TS) procedure.

(a) Detection and estimation errors.

| nominal level | AO    | opt   | S-TS  | FSS-TS |
|--------------|-------|-------|-------|--------|
| $\alpha^1$  | 0.050 | 0.050 | 0.050 | 0.021  | 0.042  |
| $\alpha^2$  | 0.050 | 0.048 | 0.050 | 0.052  | 0.075  |
| $\alpha^3$  | 0.050 | 0.047 | 0.051 | 0.021  | 0.042  |
| $\beta^1$   | 0.200 | 0.199 | 0.199 | 0.809  | 0.151  |
| $\beta^2$   | 0.150 | 0.154 | 0.149 | 0.181  | 0.113  |
| $\beta^3$   | 0.100 | 0.100 | 0.099 | 0.805  | 0.150  |

(b) Average run-lengths.

|         | AO    | opt   | S-TS  | FSS-TS |
|---------|-------|-------|-------|--------|
| $E[\tau \mid H_1]$ | 15.28 | 15.07 | 10.06 | 21.00  |
| $E[\tau \mid H_2]$ | 14.78 | 14.73 | 19.21 | 21.00  |
| $E[\tau \mid H_3]$ | 32.23 | 31.76 | 10.19 | 21.00  |
| $E[\tau]$   | 20.76 | 20.51 | 13.16 | 21.00  |

The design process. For the S-TS procedure, however, the empirical detection errors are much smaller than the nominal ones, whereas the empirical estimation errors violate the constraints. This is caused by the fact that the stopping time of the S-TS procedure is determined by the stopping rule of the MSPRT, which does not take any uncertainty about the true parameter into account. For the average run-lengths that are summarized in Table 1b, one can see that the AO and the optimal procedure use almost the same average number of samples. Finally, for the FSS-TS, one can see that most of the constraints are fulfilled, but the constraints on $\alpha^2$ and $\beta^3$ are violated. This is caused by the fact that the FSS-TS neither controls the detection nor the estimation errors.

Fig. 1 shows the policy of the AO and the optimal scheme, where the filled areas correspond to the AO policy and the dashed line corresponds to the boundaries of the optimal policy. That is, the boundary between the different regions in the state space, e.g., the region in which the procedure continues sampling and the one in which the procedure stops sampling and decides in favor of $H_1$. Although the exact shapes of both policies differ, the general shape of both policies is similar and the AO policy looks like a smoothed version of the optimal one. Even though we made no restrictions on the maximum number of samples for the AO policy, the maximum number of samples used by the AO policy is limited. It can be seen that the corridor between the regions for stopping and deciding in favor of $H_1/H_2$ closes at around 40 samples and the corridor between the regions for stopping and deciding in favor of $H_2/H_3$ closes at around 32.
samples. Contrary to this, the corridors in which the optimal scheme continues sampling still exist until the maximum number of samples is reached.

5.3. Joint Symbol Decoding and Noise Power Estimation

The second example illustrates how to apply the proposed theory to real-world problems for which designing a strictly optimal procedure becomes highly challenging. In this example, the proposed theory is applied to the problem of joint symbol decoding and noise power estimation. More precisely, we consider a 16-QAM symbol which is transmitted over an additive white Gaussian noise (AWGN) channel with random noise power. The aim is to simultaneously infer the transmitted symbol and the noise power using as few samples as possible. Here, the inference of the transmitted symbol, i.e., the symbol decoding, is formulated as a hypothesis test. The signal model for the complex-valued received signal is given by

$$x_n = A + v_n,$$

where $A \in \{A_1, \ldots, A_{16}\}$ is the transmitted symbol and $v_n$ is the noise process. The noise process is assumed to follow a circularly symmetric Gaussian distribution with zero-mean and variance $\sigma^2$. Hence, the conditional distribution of the received signal is given by

$$X_n \mid H_m, \sigma^2 \overset{iid}{\sim} \mathcal{CN}(A_m, \sigma^2),$$

(25)

where $\mathcal{CN}(A_m, \sigma^2)$ denotes the circularly symmetric Gaussian distribution with mean $A_m$ and variance $\sigma^2$. The probability density function (pdf) of the circularly symmetric Gaussian distribution is

$$p(x \mid H_m, \sigma^2) = \frac{1}{\pi \sigma^2} \exp\left(-\frac{|x - A_m|^2}{\sigma^2}\right).$$

The noise power distribution is modelled as an inverse Gamma distribution. Finally, the hypotheses can be formulated as

$$H_m : X_n \mid \sigma^2 \overset{iid}{\sim} \mathcal{CN}(A_m, \sigma^2), \quad \sigma^2 \sim \text{IGam}(a, b),$$

where $m \in \{1, \ldots, 16\}$ and $\text{IGam}(a, b)$ denotes the inverse Gamma distribution with shape and scale parameters $a$ and $b$, respectively. The pdf of the inverse Gamma distribution is given by [37, Definition 8.22]

$$p(\sigma^2) = \frac{b^a}{\Gamma(a)}(\sigma^2)^{-a-1}e^{-\frac{b}{\sigma^2}},$$

Figure 2: Constellation diagram of the 16-quadrature amplitude modulation (QAM) symbols.
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where \( \Gamma(\cdot) \) denotes the Gamma function.

In the supplement [29, Appendix H], it is shown that Assumptions A3 to A6 hold. Furthermore, if \( a > 2 \), the prior distribution of the noise power has finite variance. Hence, the proposed policy is AO.

One could, at least in theory, design an optimal sequential procedure as the sufficient statistic \( \{ \text{Re}(\bar{x}_n), \text{Im}(\bar{x}_n), n^{-1} \sum_{i=1}^{n} |x_i|^2 \} \) can serve as a low-dimensional representation of the data in the sense of [23, Assumption A3]. However, although this sufficient statistic exists and seems to be relatively low-dimensional, designing the optimal scheme on the discretized three-dimensional state space is unlikely to be feasible in practice. Therefore, we only present results for the AO and the two-step procedures.

The following parameters are used in this simulation. The shape and scale parameters of the prior distribution of the noise power are set to 2.1 and 0.9, respectively. The constellation diagram of the QAM symbols is depicted in Fig. 2. Finally, the nominal detection and estimation error levels are set to 0.01. The gradients in Algorithm 1 are estimated by \( 10^6 \) Monte Carlo runs. Moreover, the initial set of cost coefficients and the tolerances are set to \( \lambda_m^{(0)} = \mu_m^{(0)} = 500, \varepsilon_m^\alpha = \varepsilon_m^\beta = 0.005 \) for all \( m \in \{1, \ldots, 16\} \), respectively. To evaluate the performance of the designed procedure, \( 10^6 \) Monte Carlo runs are performed with the AO policy and the two-step procedures. The results are summarized in Fig. 3. It can be seen from Fig. 3a and Fig. 3b that the AO procedure hits the nominal detection and estimation error levels within the design tolerances. Contrary to this, the detection errors of the S-TS procedure are much smaller than the tolerated 0.01. In addition, the estimation errors of the S-TS procedure procedure are far above the tolerated errors. This is again due to the fact that the MSPRT which defines the stopping time of the S-TS procedure only takes the uncertainty about the true hypothesis into account and does not consider the uncertainty about the noise power. From the average run-lengths, which are depicted in Fig. 3c, one can see that the S-TS procedure is much faster than the AO one. However, this comes at the cost of severely violating the estimation constraints. For the FSS-TS one can see that almost all detection constraints are fulfilled. The constraints on the estimation errors, however, are severely violated although the FSS-TS procedure uses a similar amount of data as the AO procedure uses on average.

5.4. Estimating a Random Parameter in Unknown Noise

A similar version of this example, which is used to show the versatile applicability of the proposed framework, has in a similar version already been published in [38, Section 4.4.3]. Designing optimal estimators is a common task in many signal processing scenarios. To do so, the distribution of the stochastic process must be known exactly. However, in many practical scenarios, the distribution of the noise process is not known exactly and using a wrong statistical model deteriorates the performance of the estimator. This holds particularly for the sequential case because a wrong statistical model may cause the estimator to stop sampling too early.
In this example, we wish to estimate a random parameter in additive white noise. The variance of the noise process is assumed to be known, but its distribution is subject to uncertainty. More precisely, the noise either follows a Gaussian or a Laplacian distribution. The different distributions can, for example, be caused by different environmental conditions.

A common way of approaching this problem is a two-step procedure that first identifies the noise process and subsequently applies an estimator that is optimal for the identified process. However, when moving to the sequential case using such a procedure is not a good choice. Although the noise process can be reliably detected using an appropriate sequential hypothesis test, it is not possible to control the estimation error levels, which are of primary interest in this case.

Besides the two-step approach that only allows to control the detection errors, the framework of sequential joint detection and estimation is well suited...
for approaching this problem. Although one is primarily interested in an estimate of the parameter, the identification of the noise process, i.e., performing a hypothesis test, is an intermediate but necessary step. The framework of sequential joint detection and estimation allows to control the estimation error levels as well as the detection error levels, i.e., the probability that the noise process is misidentified.

In this example, we consider a Gamma distributed random parameter that is embedded in additive white noise, which follows a Gaussian distribution under the null hypothesis and a Laplace distribution under the alternative. More formally, the two hypotheses are defined as

\[ H_1 : X_n | \theta \sim \mathcal{N}(\theta, \sigma^2) , \theta \sim \text{Gam}(a, b) , \]
\[ H_2 : X_n | \theta \sim \text{Lap}(\theta, \varsigma) , \theta \sim \text{Gam}(a, b) , \]

where \( \text{Lap}(\theta, \varsigma) \) denotes the Laplace distribution with location parameter \( \theta \) and scale parameter \( \varsigma \). The pdf of the Laplace distribution is given by

\[ p(x | \theta, \varsigma) = \frac{1}{2\varsigma} e^{-|x-\theta| \varsigma} . \tag{26} \]

For Gaussian random variables with unknown location parameter it is possible to find a sufficient statistic as shown in [23]. However, this is not possible for a Laplacian distributed random variable with unknown location parameter. Since the existence of a sufficient statistic is a requirement for designing a strictly optimal procedure, it is not possible to design such a procedure for the problem at hand.

The parameters used in this example are as follows. Both hypotheses have equal prior probability and the shape and scale parameters of the Gamma distribution are set to 2.1 and 0.9, respectively. The Gaussian noise has a variance of \( \sigma^2 = 4 \) and the shape parameter of the Laplacian distribution is set to \( \varsigma = \sqrt{0.5\sigma^2} \) so that both noise processes have the same variance. Moreover, the error probabilities and the MSE of the designed AO procedure should not exceed 0.05.

In [29, Appendix I], it is shown that Assumptions A3 to A6 hold. Furthermore, as \( a > 2 \) holds, the prior distribution of the noise power has finite variance and, hence, the proposed policy is AO.

During the design process, the gradients are estimated via \( 10^4 \) Monte Carlo runs and the tolerances are set to \( \varepsilon_{\alpha}^n = \varepsilon_{\beta}^m = 0.005 \). The AO procedure and the two-step procedures are validated by Monte Carlo simulation with \( 10^4 \) runs, whose results are summarized in Table 2.

From Table 2a, one can see that the AO procedure hits the nominal detection and estimation error levels within the design tolerance. Contrary to this, the empirical error probabilities of the S-TS procedure are smaller than the nominal levels. However, the S-TS procedure violates the constraints on the estimation errors as its stopping rule does not take the uncertainty about the true parameter into account, although the estimation performance is of primary interest in this example. This effect is particularly visible under \( H_1 \). The FSS-TS on the other
Table 2: Estimating a random signal under noise uncertainty: simulation results.

(a) Detection and estimation errors.

|     | nominal | tolerance | AO  | S-TS | FSS-TS |
|-----|---------|-----------|-----|------|--------|
| $\alpha^1$ | 0.050   | ±0.005    | 0.047 | 0.035 | 0.094  |
| $\alpha^2$ | 0.050   | ±0.005    | 0.050 | 0.043 | 0.107  |
| $\beta^1$  | 0.050   | ±0.005    | 0.052 | 0.090 | 0.053  |
| $\beta^2$  | 0.050   | ±0.005    | 0.054 | 0.078 | 0.030  |

(b) Average run-lengths.

|     | AO  | S-TS | FSS-TS |
|-----|-----|------|--------|
| $E[\tau | H_1]$ | 72.27 | 56.00 | 61.00  |
| $E[\tau | H_2]$ | 48.91 | 50.66 | 61.00  |
| $E[\tau ]$  | 60.57 | 53.32 | 61.00  |

hand, shows a different performance. The constraints on the detection error levels are severely violated, while the estimation errors are maintained. Contrary to the sequential procedures which adapt the sample size to the certainty about the phenomenon if interest, the FSS-TS always uses a fixed number of samples. Therefore, neither the detection nor the estimation error levels can be controlled directly and the error levels are purely determined by the number of samples. For this example, one can see that the desired constraints on the estimation errors are fulfilled, while the constraints on the detection error are severely violated.

From Table 2b, which summarizes the average sample number of all procedures, one can see that the S-TS procedure uses, on average, significantly less samples than the AO procedure. However, this comes at the cost of violating the estimation constraints. Especially under the null hypothesis, the difference in the average sample number is large, which is consistent with the fact that the violation of the estimation constraint by the S-TS procedure is most severe under this hypothesis. Interestingly, under the alternative the AO procedure uses on average even less samples than the S-TS procedure while resulting in more accurate estimates. The FSS-TS procedure uses on average slightly more samples than the AO procedure and, hence, it is the procedure that uses on average the most number of samples.

6. Conclusions

We have proposed an asymptotically optimal procedure for the problem of sequential joint detection and estimation. This procedure has been designed such that it fulfills constrains on the detection and estimation errors and, for the case when the nominal detection and estimation errors tend to zero, it minimizes the
expected number of used samples. The proposed asymptotically optimal stopping rule has been obtained by thresholding the instantaneous cost function that is parameterized by a set of cost coefficients. It has further been shown that similarly to the strictly optimal procedures, there exists a strong connection between the derivatives of the solution of the optimal stopping problem with respect to the cost coefficients and the corresponding performance measures. By exploiting this connection, a projected quasi-Newton method to optimally choose these coefficients has been introduced. To validate the proposed theory, three numerical examples have been conducted. The first example has been used to illustrate the differences compared to the strictly optimal policy. Moreover, the marginal increase in the expected number of used samples when using an asymptotically optimal procedure has been shown by this example. The remaining examples have been used to prove the applicability to a scenario for which no low-dimensional representation of the data exists. In both numerical examples, the proposed method meets the required detection and estimation performance, whereas a two-step procedure using a sequential detector followed by an MMSE estimator failed to meet the required estimation accuracy.

Future research will consider asymptotically optimal procedures for the general non-iid case. Decomposable graphical models [39, 40] might be beneficial for addressing this problem.
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A Parameters of the Projected Quasi-Newton Algorithms

This section summarizes the choice of the parameters used for the projected quasi-Newton method. When setting the parameters for the projected quasi-Newton method, the goal is to reduce the number of Monte Carlo runs while not degrading the performance of the line search too much. For the step size selection presented in this work, the step size reduction factor $\gamma_{\text{red}}$, the maximum and the minimum resulting step length $\gamma_{\text{max}}$ and $\gamma_{\text{min}}$ have to be set. The step size reduction factor $\gamma_{\text{red}}$ is set to 0.5 which turned out to be a good tradeoff between reducing the step size too fast and requiring too many Monte Carlo simulations. A step that is too large and increases the coefficients $\lambda_m$ and $\mu_m$, $m \in \{1, \ldots, M\}$ results in a very high average run-length in the next Monte Carlo simulation. Although the results of this Monte Carlo simulation lead to a rejection of the candidate step size, it results in a waste of computational resources due to the potentially long execution time of the Monte Carlo simulation. Therefore, the maximum step length is limited to $\gamma_{\text{max}}$. For the simulations used in this work, it is set to $\gamma_{\text{max}} = 100$. Very small resulting step sizes usually need a lot of reduction steps, which are equally to a large number of Monte Carlo simulations, are ineffective and the change in the objective may be in the range of Monte Carlo uncertainty. Therefore, very small steps are to be avoided and the minimum resulting step length is set to $\gamma_{\text{min}}$. This means that the step size reduction is automatically stopped if $\|\gamma H^{(k)} \hat{\nabla}^{(k)}\| \leq \gamma_{\text{min}}$. For the simulations used in this work, it is set to $\gamma_{\text{min}} = 1$.

B Proof of Lemma 1

We first consider the sequence of random variables

$$
\frac{1}{n} \log p(x_{1:n} | H_m, \theta_m) = \frac{1}{n} \sum_{i=1}^{n} \log p(x_i | H_m, \theta_m).
$$

According to the strong law of large numbers, it holds that

$$
\frac{1}{n} \log p(x_{1:n} | H_m, \theta_m) \xrightarrow{a.s.} \mathbb{E} \left[ \log p(X | H_m, \theta_m) | H_m, \theta_m^* \right]. \tag{S-B.1}
$$

The right hand side of Eq. (S-B.1) can be written as

$$
\mathbb{E} \left[ \log p(X | H_m, \theta_m) | H_m, \theta_m^* \right] = -D_{\text{KL}}(p(X | H_m, \theta_m^*) \| p(X | H_m, \theta_m)) - H^* \tag{S-B.2}
$$
where $H^*$ denotes the entropy of $p(X \mid H_m^*, \theta_m^*)$, that is,
\[
H^* = -\mathbb{E}[\log p(X \mid H_m^*, \theta_m^*)] = E_{p(X \mid H_m^*, \theta_m^*)} \log p(X \mid H_m^*, \theta_m^*).
\]

In what follows, we use the short hand notation
\[
D_{KL}(H_m, \theta_m) := D_{KL}(p(X \mid H_m^*, \theta_m^*) \| p(X \mid H_m, \theta_m)),
\]
which emphasizes that the KL divergence in (S-B.2) is a function of the hypothesis $H_m$ and the parameter $\theta_m$. By Assumption A4, it holds that
\[
D_{KL}(H_m, \theta_m) \begin{cases}
0, & (H_m, \theta_m) = (H_m^*, \theta_m^*) \\
> 0, & \text{otherwise}
\end{cases}
\]  
(S-B.3)

That is, the KL divergence in (S-B.2) is zero if and only if the assumed sampling distribution is identical to the true sampling distribution, which in turn implies that the assumed hypothesis and parameter need to match the true ones. In the large sample regime, we can use (S-B.1) to express $p(x_{1:n} \mid H_m, \theta_m)$ as a function of $D_{KL}(H_m, \theta_m)$, namely,
\[
p(x_{1:n} \mid H_m, \theta_m) \xrightarrow{a.s.} \exp(-nD_{KL}(H_m, \theta_m) - nH^*)
\]  
(S-B.4)

for $n \to \infty$.

Now, the joint posterior probability of hypothesis $H_m$ and parameter $\theta_m$ is given by
\[
p(H_m, \theta_m \mid x_{1:n}) = \frac{p(x_{1:n} \mid H_m, \theta_m)p(H_m, \theta_m)}{p(x_{1:n})} = \frac{p(x_{1:n} \mid H_m, \theta_m)p(H_m, \theta_m)}{\sum_{k=1}^M \int p(x_{1:n} \mid H_k, \theta_k)p(H_k, \theta_k)d\theta_kp(H_k)}.
\]  
(S-B.5)

Taking the limit $n \to \infty$ and using (S-B.4) we obtain
\[
p(H_m, \theta_m \mid x_{1:n}) \xrightarrow{a.s.} \frac{\exp(-nD_{KL}(H_m, \theta_m))p(H_m, \theta_m)}{\sum_{k=1}^M \int \exp(-nD_{KL}(H_k, \theta_k))p(H_k, \theta_k)d\theta_kp(H_k)}.
\]

From (S-B.3) it follows that
\[
\exp(-nD_{KL}(H_m, \theta_m)) \xrightarrow{a.s.} \begin{cases}
1, & (H_m, \theta_m) = (H_m^*, \theta_m^*) \\
0, & \text{otherwise}
\end{cases}
\]  
(S-B.6)

This in turn implies
\[
\exp(-nD_{KL}(H_m, \theta_m))p(H_m, \theta_m) \xrightarrow{a.s.} \begin{cases}
p(H_m^*, \theta_m^*), & (H_m, \theta_m) = (H_m^*, \theta_m^*) \\
0, & \text{otherwise}
\end{cases}
\]

Since the denominator in (S-B.5) is merely a normalization factor, it holds that
\[
p(H_m, \theta_m \mid x_{1:n}) \propto \exp(-nD_{KL}(H_m, \theta_m))p(H_m, \theta_m)
\]
as $n \to \infty$. This implies that $p(H_m, \theta_m \mid x_{1:n})$ tends to zero almost everywhere, except for the point $(H_m^*, \theta_m^*)$, at which it needs to tend to infinity in order to remain a valid density function. In other words, $p(H_m, \theta_m \mid x_{1:n})$ converges to a point mass at $(H_m^*, \theta_m^*)$:
\[
p(H_m, \theta_m \mid x_{1:n}) \xrightarrow{a.s.} \delta_{(H_m^*, \theta_m^*)}(H_m, \theta_m),
\]
where $\delta_x$ denotes Dirac’s delta distribution at $x$. Finally, marginalizing over $\theta_m$ yields
\[
p(H_m \mid x_{1:n}) = \int p(H_m, \theta_m \mid x_{1:n})d\theta_m \xrightarrow{a.s.} \int \delta_{(H_m^*, \theta_m^*)}(H_m, \theta_m)d\theta_m = \begin{cases} 1 & H_m = H_m^*, \\ 0 & H_m \neq H_m^* . \end{cases}
\]

This concludes the proof.
C Proof of Lemma 2

The proof of Lemma 2 follows roughly from the Bernstein-von-Mises theorem. However, there exist different statements of the Bernstein-von-Mises theorem that are based on different, sometimes very technical, assumptions. In this proof, we apply a misspecified version of the Bernstein-von-Mises theorem [1] since it is based on conditions that are easily verifiable. Let \( p_m^* \) be the probability density function (pdf) of the true sampling distribution. Under the assumption that the sampling distribution is not necessarily part of the assumed model, it is stated in [1] that under certain conditions that will be explained shortly, it holds that

\[
\lim_{n \to \infty} \frac{1}{n} \left[ p(\theta_m \mid H_m, x_{1:n}) - N(\hat{\theta}_{m,n}, (nV_{\hat{\theta}})^{-1}) \right] = 0,
\]

where \( \hat{\theta}_{m,n} \) is some suitable estimator, \( \hat{\theta}^* \) is the parameter that minimizes the Kullback-Leibler divergence (KL divergence) between \( p_m^*(x) \) and \( p(x \mid H_m, \theta_m) \) and

\[
[V_{\hat{\theta}}]_{i,j} = -\frac{\partial^2}{\partial \theta_i \partial \theta_j} D_{KL}(p_m^*(x) \mid p(x \mid H_m, \theta_m)) \bigg|_{\theta_m = \hat{\theta}^*}. \tag{S-C.7}
\]

In the previous equation \([A]_{i,j}\) denotes the \( i \)th row and the \( j \)th column of matrix \( A \) and \( \theta_i^m \) denotes the \( i \)th element of the parameter vector \( \theta_m \). Assuming that there is no model mismatch, i.e., \( H_m = H_m^* \), it follows that \( \theta^* = \theta_m^* \). It can be shown that in this case Eq. (S-C.7) becomes Fisher’s information matrix (FIM), i.e.,

\[
V_{\hat{\theta}} = \mathcal{I}_m^*(\theta_m^*).
\]

According to [1, Lemma 2.1.], the posterior distribution of \( \Theta_m \) converges in total variation to a normal distribution with covariance matrix \( n^{-1} \mathcal{I}_m^*(\theta_m^*) \) if Assumption A5 and Assumption A6 hold. Therefore, we can conclude that \( \text{Tr}(\Sigma_m^*) \xrightarrow{a.s.} 0 \) and \( n \text{Tr}(\Sigma_m^*) \xrightarrow{a.s.} \text{Tr}(\mathcal{I}_m^*(\theta_m^*)) \).

D Proof of Lemma 3

From the definition of \( \bar{g}(x_{1:n}) \) it follows that

\[
\mathbb{E}[\bar{g}(x_{1:n})] \leq \mathbb{E}[\bar{D}_{m,n}(x_{1:n})],
\]

where the right hand side of the inequality is equal to

\[
\sum_{i=1, i \neq m}^M \lambda_i \mathbb{E}[p(H_i \mid x_{1:n})] + \mu_m \mathbb{E}[p(H_m \mid x_{1:n}) \text{Tr}(\Sigma_m)]. \tag{S-D.8}
\]

For the first term, it holds that

\[
\mathbb{E}[p(H_i \mid x_{1:n})] = p(H_i) < \infty, \quad \forall i \in \{1, \ldots, M\}, \quad n \geq 1.
\]

The expectation in the second term of Eq. (S-D.8) can be rewritten as

\[
\sum_{k=1}^{K_m} \int \text{Var}[(\Theta_m^k \mid H_m, x_{1:n})] p(H_m \mid H_m, x_{1:n})dx_{1:n}. \tag{S-D.9}
\]

By using the definition of the posterior variance and expanding the square, the above integral becomes

\[
\mathbb{E}[(\Theta_m^k)^2 \mid H_m] - 2 \left\{ \mathbb{E}[(\Theta_m^k \mid H_m)^2] \right\} + \int \left( \mathbb{E}[(\Theta_m^k \mid H_m, x_{1:n})] \right)^2 p(x_{1:n} \mid H_m)dx_{1:n}. \tag{S-D.10}
\]

Due to Jensen’s inequality [2], it holds that

\[
\left( \mathbb{E}[(\Theta_m^k \mid H_m, x_{1:n})] \right)^2 \leq \mathbb{E}[(\Theta_m^k)^2 \mid H_m, x_{1:n}].
\]
Therefore, the last term in Eq. (S-D.10) is upper bounded by
\[
\int E \left[ (\Theta_m^k)^2 \mid H_m, x_{1:n} \right] p(x_{1:n} \mid H_m) dx_{1:n} = E \left[ (\Theta_m^k)^2 \mid H_m \right].
\]
Hence, we can state that
\[
2 E \left[ (\Theta_m^k)^2 \mid H_m \right] - 2 \left( E[\Theta_m^k \mid H_m] \right)^2 = 2 \text{Var}[\Theta_m^k \mid H_m]
\]
is an upper bound for the integral in Eq. (S-D.9). It follows that
\[
E[p(H_m \mid x_{1:N})] \leq 2 \sum_{k=1}^{K_m} \text{Var}[\Theta_m^k \mid H_m],
\]
which is finite according to Assumption A2 for all \(m \in \{1, \ldots, M\}\) and, hence, Eq. (S-D.9) is finite. Finally, as the coefficients \(\lambda_m, \mu_m\) are finite for all \(m \in \{1, \ldots, M\}\), we conclude that the expectation of \(D_{m,n}(x_{1:n})\), and, hence, also the expectation of \(\bar{g}(x_{1:n})\) is finite.

### E Proof of Theorem 3

Assume that both schemes, the optimal one presented in [3, 4] and the asymptotically optimal (AO) scheme, are truncated, i.e., the number of samples is restricted not to exceed \(N\). Then, a scheme with stopping rule \(\Psi\) can be characterized by the set of cost functions
\[
V_n(x_{1:n}; \Psi) = \Psi_n(n + g(x_{1:n})) + (1 - \Psi_n) E[V_{n+1}(x_{1:n+1}; \Psi) \mid x_{1:n}],
\]
\[
V_N(x_{1:N}; \Psi) = N + g(x_{1:N}).
\]
The cost function \(V_n(x_{1:n}; \Psi)\) describes the cost of the optimal stopping problem when using the stopping rule \(\Psi\) after observing \(x_{1:n}\). Therefore, it holds that \(V_0(\Psi) = E[\tau + g(x_{1:\tau}); \Psi_n]\). Moreover, the definition of the AO stopping rule in Eq. (8) implies
\[
E[\tau^0 + g(x_{1:1})] \to E[\tau^* + g(x_{1:1})]
\]
as \(\max\{\bar{\alpha}_1, \ldots, \bar{\alpha}_M, \bar{\beta}_1, \ldots, \bar{\beta}_M\} \to 0\). In Eq. (S-E.12), \(\tau^*\) and \(\tau^0\) denote the stopping time of the optimal and the AO scheme, respectively. Define the sequence of non-negative functions \(\Delta V_n(x_{1:n}) = V_n(x_{1:n}; \Psi^0) - V_n(x_{1:n}; \Psi^*)\), which can be written as
\[
\Delta V_n = (\Psi^0_n - \Psi^*_n)(g(x_{1:n}) + n) + (\Psi^*_n - \Psi^*_n) E[V_{n+1}(x_{1:n+1}; \Psi^*) \mid x_{1:n}]
\]
\[
+ (1 - \Psi^*_n) E[\Delta V_{n+1} \mid x_{1:n}].
\]
The convergence stated in Eq. (S-E.12) implies that \(\Delta V_0 \to 0\). For an arbitrary \(n\), the first two terms in Eq. (S-E.13) vanish if the stopping rule at time \(n\) converges, whereas the last term vanishes if and only if \(\Delta V_{n+1} \to 0\) almost everywhere. The latter implies the convergence of the stopping rule and the cost functions at time \(n + 1\), which in turn only holds if the stopping rules at time \(n + 1\) converge, i.e., \(\Psi^0_{n+1} - \Psi^*_n \to 0\), and the cost functions at time \(n + 2\) converge almost everywhere. Finally, the stopping rules at time instances \(n, \ldots, N\) have to converge so that \(\Delta V_n \to 0\) holds almost everywhere. In particular, Eq. (S-E.12) implies that the stopping rules converge for all \(n \geq 0\).

For an arbitrary stopping rule \(\Psi\), the gradient of the cost function can, similarly to [4, Lemma IV.2.], be written as
\[
\frac{\partial}{\partial \lambda_m} V_n(x_{1:n}; \Psi_n) = \Psi_n 1_{\{\delta_n \neq m\}} p(H_m \mid x_{1:n})
\]
\[
+ (1 - \Psi_n) E \left[ \frac{\partial}{\partial \lambda_m} V_{n+1}(x_{1:n+1}; \Psi_n) \mid x_{1:n} \right],
\]
\[
\frac{\partial}{\partial \lambda_m} V_N(x_{1:N}; \Psi_n) = 1_{\{\delta_n \neq m\}} p(H_m \mid x_{1:N}),
\]
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\[ \frac{\partial}{\partial \mu_m} V_n(x_{1:n}; \Psi_n) = \Psi_n 1_{\{\delta_n = m\}} p(H_m | x_{1:n}) \operatorname{Tr}(\Sigma_m) \]

\[ + (1 - \Psi_n) E\left[ \frac{\partial}{\partial \mu_m} V_{n+1}(X_{1:n+1}; \Psi_n) \middle| x_{1:n} \right], \]

\[ \frac{\partial}{\partial \mu_m} V_N(x_{1:N}; \Psi_n) = 1_{\{\delta_n = m\}} p(H_m | x_{1:N}) \operatorname{Tr}(\Sigma_m) . \]

Using similar arguments as for the proof above, it can be shown that the gradient converges if and only if the stopping rules converge. As it was shown previously that the stopping rules converge almost everywhere, also the gradients converge.

According to [4, Theorem IV.1.], it holds that

\[ \frac{\partial}{\partial \lambda_m} E[V_1(X_1; \Psi^*)] = p(H_m)\alpha_m^m, \]

\[ \frac{\partial}{\partial \mu_m} E[V_1(X_1; \Psi^*)] = p(H_m)\beta_m^m, \]

and as the gradients converge, this relationship holds also for the AO stopping rule in the asymptotic case. In this proof, a truncated version of the strictly optimal and the AO procedure were considered. As there is no restriction on the maximum number of samples for the AO procedure, the limit \( N \to \infty \) has to be taken. However, this does not affect the above derivations. This completes the proof.

**F Proof of Theorem 4**

For sufficiently small nominal error levels, i.e., such that Theorem 3 holds, the gradients of the objective in Eq. (15) are given by

\[ \nabla_\lambda = [p(H_1)(\alpha_1 - \bar{\alpha}_1), \ldots, p(H_M)(\alpha_M - \bar{\alpha}_M)]^T, \]

\[ \nabla_\mu = [p(H_1)(\beta_1 - \bar{\beta}_1), \ldots, p(H_M)(\beta_M - \bar{\beta}_M)]^T. \]

As it is assumed that \( \lambda_m, \mu_m \) are strictly positive, Eq. (15) attains its maximum only if \( \nabla_\lambda = \nabla_\mu = 0 \), which in turn only holds if

\[ \alpha_m^m = \bar{\alpha}_m, \quad \beta_m^m = \bar{\beta}_m, \quad m \in \{1, \ldots, M\}. \]

Since the objective of Eq. (15) is equivalent to \( E[\tau^\circ] + \sum_{m=1}^M p(H_m)(\lambda_m\alpha_m^m + \mu_m\beta_m^m) \), it holds that

\[ E[\tau^\circ + g(x_{1:\tau^\circ})] - \sum_{m=1}^M p(H_m)(\lambda_m\bar{\alpha}_m + \mu_m\bar{\beta}_m) \]

\[ = E[\tau^\circ] + \sum_{m=1}^M p(H_m)(\lambda_m\bar{\alpha}_m + \mu_m\bar{\beta}_m) - \sum_{m=1}^M p(H_m)(\lambda_m\bar{\alpha}_m + \mu_m\bar{\beta}_m) \]

\[ = E[\tau^\circ]. \]

According to Eq. (8), we can conclude that

\[ E[\tau^\circ] \to E[\tau^*]. \]

Hence, the procedure that is parameterized by the solution of Eq. (15) fulfills all constraints with equality and asymptotically uses on average as few samples as possible, i.e., it solves Eq. (2) asymptotically.

**G Proof of Assumptions A3 to A6 for the Shift-in-Mean Scenario**

Fisher’s information is given by

\[ J_m(\theta_m) = (\sigma^2)^{-1}, \]
for which \(0 < \mathcal{I}_m(\theta_m) < \infty\) holds with probability one. Hence, Assumption A3 is fulfilled.

The KL divergence is calculated as

\[
D_{\text{KL}}(p(x | H_m, \theta_m) \| p(x | H_k, \theta_k)) = \frac{(\theta_m - \theta_k)^2}{2\sigma^2}.
\]

As the prior distributions have a disjoint support, the KL divergence is positive whenever \(k \neq m\). Hence, Assumption A4 holds. Moreover, the KL divergence has a quadratic form, which means that it has a second order Taylor-expansion in the sense of Assumption A5.

It is left to show that Assumption A5 holds. The log-likelihood function is given by

\[
\log p(x | H_m^*, \theta) = -0.5 \log(2\pi\sigma^2) - \frac{(x - \theta)^2}{2\sigma^2}.
\]

It suffices to show that the absolute value of the first derivative of the log-likelihood function is bounded in a neighborhood of \(\theta_m^*\). The score, i.e., the first derivative of the log likelihood function, is

\[
\frac{\partial}{\partial \theta} \log p(x | H_m^*, \theta) = \frac{x - \theta}{\sigma^2}.
\]

Let \(U\) denote the neighborhood of the true parameter \(\theta_m^*\), then for all \(\theta \in U\) the score is continuous and bounded. Hence, by setting \(f_{\theta_m^*}(x) = \max_{\theta \in U} |\frac{x - \theta}{\sigma^2}|\) Assumption A5 is fulfilled.

## H Proof of Assumptions A3 to A6 for the QAM Scenario

To show that Assumption A3 holds, the second derivative of the log-likelihood function has to be calculated, i.e.,

\[
\frac{\partial^2}{\partial (\sigma^2)^2} \log p(x | H_m, \sigma^2) = (\sigma^2)^{-2} - 2\frac{|x - \hat{A}_m|^2}{(\sigma^2)^3}.
\]

Taking the conditional negative expectation of the second-order derivative, yields Fisher’s information, i.e.,

\[
\mathcal{I}_m(\sigma^2) = (\sigma^2)^{-2}.
\]

For Fisher’s information it holds that \(0 < \mathcal{I}_m(\sigma^2) < \infty\) except for a P-null set, i.e., it holds with probability one. Therefore, Assumption A3 is fulfilled.

To prove Assumption A4, the KL divergence \(D_{\text{KL}}(p(x | H_m, \sigma^2) \| p(x | H_k, \sigma^2))\) has to be calculated, which is given by

\[
D_{\text{KL}}(p(x | H_m, \sigma^2) \| p(x | H_k, \sigma^2)) = \frac{|A_m - A_k|^2}{\sigma^2}.
\]

As the means \(A_m\) and \(A_k\) are deterministic and not equal, Assumption A4 holds with probability one. Contrary to the shift-in-mean scenario, the KL divergence \(D_{\text{KL}}(p(x | H_m, \sigma^2) \| p(x | H_m, \hat{\sigma}^2))\) has to be considered. This is given by

\[
D_{\text{KL}}(p(x | H_m, \sigma^2) \| p(x | H_m, \hat{\sigma}^2)) = \log \left( \frac{\hat{\sigma}^2}{\sigma^2} \right) + \frac{\sigma^2}{\hat{\sigma}^2} - 1.
\]

It can be shown that the second order Taylor-expansion of the KL divergence is equal to

\[
(2(\sigma^2)^2)^{-1}(\hat{\sigma}^2 - \sigma^2)^2 + o(|\sigma^2 - \hat{\sigma}^2|),
\]

and hence, Assumption A6 is fulfilled.

To show that Assumption A5 holds, the log-likelihood function

\[
\log p(x | H_m^*, \sigma^2) = - \log(\pi\sigma^2) - \frac{|x - \hat{A}_m|^2}{\sigma^2}
\]

(S-H.16)
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is calculated. Taking the first derivative, yields

\[
\frac{\partial}{\partial \sigma^2} \log p(x | H_{m^*}, \sigma^2) = -\frac{1}{\sigma^2} + \frac{|x - A_{m^*}|^2}{(\sigma^2)^2}.
\]

The derivative is continuous and bounded on an interval excluding zero. In order to fulfill assumption Assumption A5, the derivative must be bounded in a neighborhood \(U\) around the true variance almost surely. As \(\sigma^2 = 0\) occurs with probability zero and also \(0 \in U\) occurs with probability zero, this condition holds almost surely. The function \(f_{\theta^*_m}(x)\) can then be set to \(\max_{\sigma^2 \in U} \left| \frac{1}{\sigma^2} + \frac{|x - A_m^*|^2}{(\sigma^2)^2} \right|\).

I Proof of Assumptions A3 to A6 for Estimating a Random Parameter in Unknown Noise

Under both hypotheses, Fisher’s information can be calculated as

\[
I_0(\theta) = \frac{1}{\sigma^2} \quad \text{and} \quad I_1(\theta) = \frac{1}{\zeta^2}, \quad (S-I.17)
\]

which is positive and finite for \(0 < \sigma^2 < \infty\) and \(0 < \zeta^2 < \infty\), respectively.

In order to prove that Assumption A4 holds, the KL divergence

\[
D_{\text{KL}}(p(x | H_0, \theta_0) \| p(x | H_1, \theta_1)) = -\log(2\zeta) - 1 + \frac{1}{2} \log(2\pi\sigma^2) + \frac{2\zeta^2 + (\theta_0 - \theta_1)^2}{2\sigma^2} \quad (S-I.18)
\]

has to be calculated. By setting \(\zeta = \sqrt{0.5\sigma^2}\), the KL divergence becomes

\[
D_{\text{KL}}(p(x | H_0, \theta_0) \| p(x | H_1, \theta_1)) = \log(\pi) - 1 + \frac{\sigma^2 + (\theta_0 - \theta_1)^2}{2\sigma^2}. \quad (S-I.19)
\]

The last term is positive for all \(\theta_0\) and all \(\theta_1\) as it only consists of quadratic terms. It further holds that \(\log(\pi) - 1 > 0\) and, hence, the KL divergence is positive for all \(\theta_0\) and \(\theta_1\).

Assumption A6 can be proven in close analogy to Appendix G under \(H_0\). Under the alternative, however, the KL divergence calculates as

\[
D_{\text{KL}}(p(x | H_1, \theta_1) \| p(x | H_1, \theta_1')) = e^{-\frac{|\theta_1' - \theta_1|}{\zeta}} + \frac{|\theta_1' - \theta_1|}{\zeta} - 1, \quad (S-I.20)
\]

which has the second order Taylor-expansion

\[
\frac{1}{2\zeta}|\theta_1' - \theta_1|^2. \quad (S-I.21)
\]

Hence, Assumption A6 holds under both hypotheses.

The proof that Assumption A5 holds for \(H_0\) can be done similarly to the one outlined in Appendix G. Under \(H_1\), the log likelihood function calculates as

\[
\log p(x | H_1, \theta) = -\log(2\zeta) - \frac{|x - \theta|}{\zeta}. \quad (S-I.22)
\]

It further holds that

\[
\left| \log \frac{p(x | H_1, \theta)}{p(x | H_1, \theta')} \right| = \left| -\frac{|x - \theta|}{\zeta} + \frac{|x - \theta'|}{\zeta} \right| \leq \frac{1}{\zeta} |\theta - \theta'|, \quad (S-I.23)
\]

and, hence, Assumption A5 holds.
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