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Abstract: By current improvements of web technology nowadays, usage of social media has increased. Twitter is a web site where millions share their opinions. Political parties, firms and other establishments has been examining data at these social media sites to learn person’s opinions about themselves. Reporting the sharing of millions of persons instantly is done more easily by using machine and deep learning techniques. In this work, sentiment analysis is done by the Convolutional Neural Network which has wide-spread usage in deep learning. Besides other known works, improvements in feature selection have been applied in order to meet higher success rate. Model has been trained by the different data sets and tested in other data sets. The model has reached to 97% success rate by the training data. 90% and 89% success rates have been achieved on the tests applied to other data sets.
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1. Introduction

User-based “social media”, which emerged with the development of Web 2.0, one of the new communication technologies, offers many feedback opportunities to individual users such as instant notifications, comments, and complaints. In addition to micro blogs such as Facebook, Twitter, LinkedIn, Instagram, many platforms, including web-based news sites and even shopping sites, enables the user with instant messages and comments. In these user-based platforms that enable versatile message sharing and interactive interaction, there is a fast data flow with the messages created by the user, and these data turn into analysis objects. The platforms can analyse the analysis of the stored data on their own or through different companies.

Deep learning is a popular technique of machine learning nowadays and it is an application of artificial intelligence. Deep learning methods have been developed over the studies of artificial neural networks [1]. Deep learning includes computational models with multiple processing layers to represent the available data at multiple abstraction levels [2]. Deep learning methods, also known as deep networks, have different layers overlapping for the representation of data. Deep learning methods can create automatic feature sets by making an efficient high-level abstraction from raw data, thus enabling the automatic extraction and use of features that are usually determined by humans [1]. The learning phase of some deep learning algorithms can take quite a long time, and different studies have proposed semi-supervised learning approaches to shorten the learning processes of deep neural networks [3]. In some studies, approaches to gain skills of deep learning to non-deep but widely used machine learning methods such as support vector machines have been presented [4].

Deep learning methods have yielded very successful results in processing many types of data such as video, audio, and text [5]. Often a method can be successful in text data processing such as natural language processing [6], while a different method can give more successful results in processing video and audio data. In some studies, the proposed deep learning approaches can be successfully used to learn different data types (video, audio, and text simultaneously) [7]. One of the subjects of natural language processing, which has been studied for a long time and has been an important field of application, is text classification. Deep learning is also used for text classification and there are various current studies on this subject [8, 9].

First deep learning using neural networks (deep learning) concept was introduced in 2000 with the work being done [10]. In [11], the authors showed that a multi-layer feed forward neural network can be adjusted by a controlled back propagation method in each training it does. After this stage, various application models have been proposed. Yoon used a single layer convolution neural network in his emotional analysis (positive / negative customer reviews) on different data sets, with very successful results [8]. In another study, researchers used an iterative evolutionary neural network model for text classification. In the proposed model; iterative structure for contextual information and evolutionary neural network for text representation [9]. Hinton et al. used GPU in deep learning and implemented a normalization method called “dropout” to reduce
memorization [11]. In another study performed with Naive Bayes, 81% success rate was observed [12]. The success of the dropout method has been proven by the high results obtained in the ILSVRC-2012 ImageNet competition [10]. On the other hand, Ciresan et al., using CNN, one of the deep learning methods, achieved a high success rate with only 2% error rate on the MSIT dataset [13] and reported that they found the result fastest with CNN. In another important study, a CNN-based recommendation system has been developed [14]. They analysed millions of data on the web and matched source-target document pairs using vectors. Thus, they tried to group documents of interest. Although this model was not successful enough in determining the related documents, it produced good results in the subject modelling field. Akgül et al. worked on Turkish tweet messages from Twitter. They added Turkish words to the dictionary by hand. They shared that the model they developed gave successful results [15]. A Multidimensional Convolutional Neural Network (ML-CNN) model was proposed for two large-scale investigation of incident systems (ICEWS and GDELT) in the field of political science, a series of experiments were performed with the world protest activity data set to evaluate the model, and successful results were obtained [16]. Larsson and Nilsson created a CNN model for sentences in a field, using vectors. In their work, they applied a test optimization to resemble the word vectors of emotions. They used a Recurrent Neural Network (RNN) to decode the vector structure and for new sentences. 80% accuracy was achieved in emotion classification [17].

There are also studies using machine learning algorithms other than deep learning. Singh et al., collected on the Twitter platform tweeter Donald Trump and applied support vector machine algorithm in Weka. The algorithm was successful and predicted that Donald Trump won the results. In a different study, CNN was used to determine the gender of Russian copywriters and an accuracy of 86% was achieved [18]. Şeker and Yeşilyurt collected data from Twitter with a software called Knime, pre-processed the data set and saved it in CSV format. They wanted to express the emotions they guessed by processing the recorded data with emojis. In their work, they applied various machine learning algorithms in Rapid Miner data mining program. Naive-Bayes algorithm gave the best result with 52% in their studies. KNN, support vector machines and decision trees algorithms could not be used due to lack of hardware [19]. Bari and Saatçioğlu used different data set of Amazon, Cornell, IMDB, Twitter, Yelp, Reviews and Kaggle in their emotion analysis studies. They conducted tests with Textblob, Opinion Finder and Stanford NLP algorithms. Textblob and Stanford had good results with NLP, but Opinion Finder did poorly [20]. Yang et al. achieved a 72.2% success rate in their study [21]. Liao et al. achieved an average success rate of 75.39% in a study they conducted using Twitter data and CNN. In the emotion analysis study performed with emojis found on Twitter, it was observed that the success rate was very low [22].

Many studies have been conducted in the literature on emotion analysis. Machine learning methods were used in the studies and the best results were used Convolution neural networks as a continuation of the study with Naive Bayes [12]. In the author's study, a maximum of 81% results were found with Naive Bayes. It is aimed to find better results with the algorithm and method we propose. In order to increase the result value, the parameters in Convolution neural networks are arranged. In the study, a 97% success rate was found by applying a different algorithm to the reference study. This result achieved 16% more success than the previous study.

2. Method

A string (type) is what defines or matches with a set of strings, arranged according to certain spelling rules. Regular expressions are used by many text editors, search tools, and tools for expressing specific text-based patterns. Many languages support the use of regular expressions. Regular expressions are used in data validation, data cleaning, data transformation and many other fields. Data cleansing is an important process that must be done for the model to learn well. By clearing unnecessary words and expressions in the data set, the model can be provided with a better result. With regular expressions, the URL (www, http, https), username, tag (hashtag), signs (- and /) can be cleared and the text converted to lowercase. For example: if there are tags such as @mesut in the tweet, if the model is trained without data cleaning, the model will have the possibility of misclassification and the success rate will decrease. The list of regular expressions used is shown in Table 1. The next pre-processing step is to convert the words that take the construct-inflection-possessive suffixes into a single form. For this study, which is of great importance in frequency calculation, stemming algorithms are used. For this purpose, PorterStemmer root finding algorithm, which is the most widely known of the algorithms developed for the English language, was applied.

Table 1. List of regular expressions.

| Regular expressions          |
|-----------------------------|
| Replace URL                 |
| Replace Username            |
| Replace Hashtag             |
| Replace With Space          |

The structure diagram used when making emotion analysis from tweets with machine learning is shown in Figure 1 and the system model suggested in the intermediate stages is shown in Figure 2.

The words in the data set are first passed through the data cleaning stage. It includes data cleaning, parsing URL, name, tag, and converting all to lowercase. With the conversion to lowercase, the words that are separated by normalization are ensured to be calculated accurately. If the data cleaning step is not implemented, the success rate of the system decreases, and runtime increases because the model cannot be properly trained. The success rate increases when you remove ineffective words and names.
We tried many parameters for the model to find the best values and CNN parameters, for which we reached the best success rate experimentally, are given in Table 2. After the model is trained, tests can be performed according to any data set.

Table 2. CNN Parameters.

| Parametre Adı       | Parametre Değeri |
|---------------------|------------------|
| embedding_dim       | 128              |
| filter_sizes        | 3                |
| num_filters         | 128              |
| batch_size          | 64               |
| num_epochs          | 200              |
| fc_hidden_size      | 1024             |

3. Data sets

Kaggle is a platform where data sets used in machine learning are available and competitions are held. Both data sets used in the study were taken from this site. There are two main pieces of information that we will use in the data set: emotion and tweet content. The first data set is used to train our model and the second data set is used for testing. The data set used for educational purposes contains 100,000 tweets.

The structure and sample data of the data set we use to test the model are shown in Figure 4 and Figure 5.

The structure and sample data of the data set we use to test the model are shown in Figure 4 and Figure 5. While the model is being trained, stopwords and nouns are removed from sentences to increase the success rate.

![Fig. 1. CNN Model Used.](image1)

![Fig. 2. Proposed system model.](image2)

![Fig. 3. Learning data set.](image3)

![Fig. 4. Test data set.](image4)

![Fig. 5. Test data set.](image5)

![Fig. 6. Learning rate while training model.](image6)

![Fig. 7. Success rate of test using the trained model.](image7)
As can be seen in Figure 6, in the tests performed while training the model, the success rate was low, and the loss value was at the maximum level in the first training phase.

It was observed that when the training time of the model increased, the success rate increased, and the loss value decreased. A 97% success rate was observed in the tests performed during the training by downloading a different data set from the Kaggle site.

An example of the tests performed can be seen in Figure 7 and the graph in Figure 6 had the highest success rate of 97%. In [23], 71% success rate was observed in the first stage and then 72%.

4. Conclusion

While training the model, the number of layers, hidden layers and linked layers are arranged for performance and hardware upgrades have been made to increase the performance on the computer. In the training, the model was trained using the first data set. In the trained model, 74% success rate was achieved in the tests performed with the first data set and data not used in learning. When the training time was reduced, it was seen that the success rate of 90% was obtained in the tests performed with the 1st data set. In the tests, different data sets and our CNN model were tested and the success rate in the first data set we used gave the best result. When the success rates in our study were examined, it was seen that Salur’s work was successful as a success rate [23]. According to a study in the literature, it has been observed that our study with convolutional neural networks gave the best result [24]. When the success rate is examined, success rates close to 75% have been shared in the studies in the literature. In our study, a success rate of % was observed in studies performed with different tweet data sets.
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