Supporting synchronous and asynchronous communications in event-based communication framework for client-server applications
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Abstract
This paper proposes a communication framework (CM) that supports both of synchronous and asynchronous communication between a client and a server. Original CM is an event-based asynchronous communication framework and provided applications with communication services only in the asynchronous manner. The extended CM provides synchronous communication mechanism using a blocking socket channel and a non-blocking socket channel. By explicitly providing blocking socket channels to applications, CM allows a client to organize its own synchronous communication protocol with a server. With the non-blocking socket channel, CM can change the original asynchronous communication services to synchronous services using the synchronization technique between the main thread and the processing thread. Because applications can use both the asynchronous and synchronous communications, they can apply communication services to broader contexts. For performance analysis, the proponent compared the asynchronous and synchronous methods with the qualitative analysis and the quantitative experiment. The qualitative analysis verifies that developers can design an application logic more intuitively with the synchronous communication. The quantitative experiment shows that the server-response delay of the synchronous communication is shorter than that of the asynchronous case.
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1. Introduction
Developers of distributed applications can implement communication functionalities from the scratch, but it is more efficient for them to use services provided by communication middleware or framework. Although previous work [1, 2] of the proposed scheme, existing general communication middleware’s [3–7], middleware’s for online social networks [8–12], and other recent middleware’s [13–15] provide generic or application-specific communication services, they do not support both the synchronous and asynchronous communications. Communication between a client and a server that existing approaches use is not determined by application requirements, but by their internal ways of communication channel management or kinds of services. Thus, if an application selects a middleware or a service, it also uses a fixed communication method between the client and the server.

For example, because previous versions of a communication framework (CM) on an event-based asynchronous communication method were developed, they support all the services only with the asynchronous communication. However, all kinds of services can be provided not only with the asynchronous, but also with the synchronous communication. If a middleware or framework allows an application to choose the communication method according to its context and requirement, then it could provide applications with more flexible services.

In this paper, an extended version of CM in order to support both the synchronous and asynchronous communications is proposed. CM provides an application with various communication services both in the synchronous and asynchronous manners. The communication methods of CM are developed based on the multi-threaded and event-based asynchronous communication architecture. To realize both the synchronous and asynchronous
communications, CM internally manages blocking and non-blocking socket channels. With these two types of channels, CM supports the synchronous communication in two aspects. On one hand, by providing a blocking socket channel to an application as a service, CM allows a client and a server to organize their own synchronous communication protocol. On the other hand, CM synchronizes its main thread and processing thread so that it can change the original asynchronous communication services to the synchronous ones. An application can use CM services both with the synchronous and asynchronous communications. The two communication methods with a qualitative analysis and a quantitative experiment are compared. From the qualitative analysis, it is verified that application development with the synchronous services is more intuitive and efficient than that with the asynchronous services. In the quantitative experiment, it is confirmed that the synchronous services show shorter server-response delay than the asynchronous services.

2. Communication framework (CM)
CM is a communication framework that helps developers build distributed applications by providing various communication services. Using application programming interfaces (APIs) and configuration files of CM, application developers can easily implement various communication functionalities with which a CM node (aka. an application that uses CM services) can interact with other nodes.

Nodes that use the previous CM communicate with each other in the event-based asynchronous manner. Comparing to the synchronous communication, the asynchronous communication does not make a client wait for the reply to a request from a server. The client can perform other tasks until it receives the reply. Instead, the client should register a callback function so that it can receive the reply event anytime. Whenever CM receives an event, it calls the registered callback function, and the client can asynchronously deal with the reply event after it sends the request to the server.

To support the event-based asynchronous communication, CM is organized with four threads: main, processing, sending, and receiving threads. When an application starts, its main thread also starts CM. The CM main thread then starts the processing, sending, and receiving threads. The main thread has a role of handling a local service request from the application. The processing thread handles a CM event that is delivered by the receiving thread. The received CM event from a remote CM node is processed internally by CM itself, and if necessary, externally by the application. To process an event in the application, it should register an event handler to CM. The event handler contains an event-handling method and is executed by the processing thread. After the processing thread handles a received event first, it calls the event-handling method if the event needs to be handled by the application.

The main task of the sending thread is to send a byte message through the socket channel. When the main or processing thread needs to send a CM event to a remote node, it composes the event, converts it to a byte message, and puts the message to a sending queue through which the message is delivered to the sending thread. On the contrary, the receiving thread receives a byte message and puts it to a receiving queue through which the message is delivered to the processing thread.

3. Synchronous communication support
CM originally supports the event-based asynchronous communication between the server and client. Furthermore, CM also provides the synchronous communication according to application requirements or service features. The synchronous communication can be supported with the blocking and non-blocking socket channels. The server and client can use a separate blocking socket channel for the synchronous communication if they need to send a byte message synchronously without a CM event. If the client needs to call CM services synchronously, CM supports such a synchronous communication with the default non-blocking socket channel.

3.1 Synchronous communication with blocking socket channel
Among CM services is a communication channel management. By adding a new blocking socket channel, the client can realize the synchronous communication with the server. For example, if a client needs to send raw sensor data to the server, it cannot use the event transmission service of CM because the raw sensor data do not follow the CM event format. The event transmission service can be used only if the raw data is wrapped in a CM event. However, this method becomes inefficient, if the amount and the number of raw data is quite large or if the data need to be sent frequently because the transmission and processing delay of such an event is increased. Alternatively, the client can use a separate
blocking socket channel to send the sensor data without any CM event. Firstly, the client and the server create a new blocking socket channel and prepare the data transmission. The preparation for the data transmission is done by exchanging some relevant CM events between the two nodes. For example, if a user requests to send data using the blocking socket channel, the client CM sends the server CM an event that requests for the server to start receiving the data. If the preparation for the data transmission completes, the client starts the data transmission through the blocking socket channel, and then the server receives the data through its blocking channel. Details of the synchronous communication with the blocking socket channel are shown in Figure 1.

![Figure 1 Synchronous communication via blocking socket channel](image)

(1) The client main thread sends a byte message through the blocking socket channel. (2)−(3) The server then receives the data through its blocking channel. The server processing thread is suspended and cannot do other tasks until it receives the data. (4)−(5) When the server receives all data, it can send a response or analysis result message to the client. In this case, the client main thread waits for the reply message by calling the receiving function of the blocking channel. (6) When the client receives the server reply message, it closes the blocking channel and executes the next task. The server also closes the blocking channel and executes its next task after it sends the reply message. With the blocking socket channel, the server and client synchronously communicate by calling the receiving function that suspends their execution until they receive a message from the opponent. If the client or server should execute other tasks concurrently while it uses the blocking socket channel, it requires an additional dedicated thread that is in full charge of message transmission through the blocking channel.

3.2 Synchronous communication with non-blocking socket channel

The second way of synchronous communication between the client and server is that CM enables communication services to be called synchronously. In the previous version of CM, the client asynchronously receives a response to its request because the main and the processing threads are separate. That is, after the client main thread sends a request event, the processing threads independently from the main thread receives a reply. However, there may be a situation where the client should receive a response from the server synchronously. For example, the client might have to request a sequence of CM services such as creating a socket channel and sending an event through the channel. To this end, the client can use the new socket channel only after it receives the reply event, ensuring that the server has added the client’s socket channel information. In the existing asynchronous channel addition service, the client event handler should separately receive the reply event because it does not suspend the execution after it calls the CM API.
function. If CM provides the channel addition service synchronously, the client can directly receive the server reply event as the return value of the synchronous API function. The client execution is suspended until the API function returns. Thus, the client can immediately use the channel when it receives the return value of the synchronous API function. Such a way of synchronous communication is similar to the remote procedure call (RPC). Figure 2 shows the detailed procedure of synchronous communication between the client and server using the original non-blocking socket channel of CM.

When a user requests a CM communication service through the client, (1) the main thread of the client CM makes the request CM event, converts it to the byte message, and delivers the message to the sending thread through the sending queue. (2) The main thread acquires the lock of a synchronization object and becomes suspended by calling the wait function of the synchronization object so that it can wait for the reply event. (3)–(4) The sending thread sends the message to the server CM using the default non-blocking socket channel. (5) The receiving thread of the server CM receives the request message while it monitors the selector object. (6) The received message is delivered to the processing thread through the receiving queue. The processing thread converts the message to the corresponding CM event and processes the request event. (7) The processing thread makes a reply event, converts it to a byte message, and delivers the message to the sending thread through the sending queue. (8)–(9) The sending thread sends the reply message to the client through the non-blocking socket channel. (10) The receiving thread of the client CM receives the reply message while it monitors the selector object. (11) The receiving thread delivers the message to the processing thread through the selector object. (12) The received message is delivered to the processing thread through the receiving queue. The processing thread converts the message to the CM event and gets the request result from the converted event. (12) The processing thread makes the main thread wake up from the suspended state by calling the notify function of the synchronization object and delivers request result in the main thread. The main thread then resumes the execution and returns the called API function with the result value to the application. The client application gets the return value and can execute the next task.

Figure 2 Synchronous communication via non-blocking socket channel

In the synchronous communication using the non-blocking socket channel, the main thread is suspended until it receives the result of its service request from being synchronized with the processing thread.

On the other hand, the server does not need to suspend any thread because it deals with the request in the same way of the asynchronous communication.
4. Performance analysis
In this section, the proponent presents a comparison about the performance of the synchronous and asynchronous communication mechanisms in terms of both qualitative and quantitative analyses. In the qualitative analysis, development efficiency of using CM APIs between the two mechanisms is compared. In the quantitative analysis, the API return delay and the server response delay between the mechanisms are measured.

4.1 Qualitative performance analysis
Every communication service API of CM supports both synchronous and asynchronous requests of the client. Table 1 describes the part of synchronous and asynchronous versions of CM services for comparison. loginCM() and syncLoginCM() functions request user authentication. requestSessionInfo() and syncRequestSessionInfo() functions request available session information that the server manages. joinSession() and syncJoinSession() functions request to join a session in the server. addBlockSocketChannel() and syncAddBlockSocketChannel() functions request to add a blocking socket channel to the server. removeBlockSocketChannel() and syncRemoveBlockSocketChannel() functions request to remove a blocking socket channel from the server.

| Table 1 Synchronous/asynchronous API of client CM |
|-------------------------------------------------|
| **Synchronous API** | **Asynchronous API** |
| CMSessionEvent syncLoginCM(String strUserName, String strPassword) | boolean loginCM(String strUserName, String strPassword) |
| CMSessionEvent syncRequestSessionInfo() | boolean requestSessionInfo() |
| CMSessionEvent syncJoinSession(String sname) | boolean joinSession(String sname) |
| SocketChannel syncAddBlockSocketChannel(int nChKey, String strServer) | boolean addBlockSocketChannel(int nChKey, String strServer) |
| boolean syncRemoveBlockSocketChannel(int nChKey, String strServer) | boolean removeBlockSocketChannel(int nChKey, String strServer) |

Each synchronous and asynchronous APIs have the same parameters, but different return types. The return value of all the asynchronous APIs is the boolean type. The boolean return type of the asynchronous API means, whether the client’s request is successfully sent to the server or not. The true return value implies the successful transmission of the request. The API function returns false if the client CM meets an error during the process of the request. However, the asynchronous API functions cannot return the reply from the server. Instead, the client should asynchronously get the request result from the server using the event handler that it registers to CM.

Unlike the asynchronous API, the synchronous API directly returns the server reply to a service request. Return value types can also be different according to service types as follows. syncLoginCM(), syncRequestSessionInfo(), and syncJoinSession() functions return a server response event that contains a request result and additional information given by the server. The return value of syncAddBlockSocketChannel() function is the reference to a newly added blocking socket channel object. This function returns the socket channel only if the client CM successfully has created a new socket channel and if the servers CM also successfully have added the corresponding socket channel information. This function returns a null value if the request fails. The client can use this return type of synchronous API to directly get the service object after the client CM receives a server reply event. syncRemoveBlockSocketChannel() function has the boolean return type like the synchronous API, but return values have different meanings. If the return value is true, it implies that both the client and server successfully have removed the mutual blocking socket channels. The false value means that either the client or server causes an error during the channel removal process. This kind of return type of the synchronous API can be used when the client needs to confirm the completion of its request.

Using the synchronous API rather than the asynchronous one, a developer can build an application more intuitively and efficiently. Especially, if the application requires to request a sequence of relevant communication services, it can clearly benefit from the series of synchronous requests. For example, a client should send a request for current available session information to a server so that it can participate in the CM network. To request session information, the client firstly should log into the server. To this end, the client can simply
call the synchronous APIs such as syncLoginCM(), syncRequestSessionInfo(), and syncJoinSession() functions sequentially, because the client can directly get the server response to the previous request if the client gets an error return value of a previous request, it can stop participating in the CM network. Figure 3 depicts a flow chart of the three synchronous API calls.

![Flowchart](image)

**Figure 3** Flowchart of sequential calls of synchronous APIs

Alternatively, the client also can follow the join-session procedure using the asynchronous APIs. However, the asynchronous approach makes it inefficient because the service request and the reception of the server reply are separate from the client application and the client event handler. After the client sends the login request by calling loginCM() function, it should explicitly mark that the next task is to request available session information when the client receives the reply from the server. For such a mark, the client can assign a flag variable that is set to a specific value and that is shared with the event handler. The client event handler then needs to catch the response event to the login request among all the received CM events. When the event handler receives the login reply event, it checks whether the flag is set or not. If the flag variable is set, then the event handler requests the next service
by calling requestSessionInfo() function. The event handler also sets another flag variable to mark that the next request after it receives the session information is to join a session. If the event handler receives the available session information and the relevant flag is set, it requests to join a selected session by calling joinSession(). Figure 4 depicts the aforementioned procedure of three sequential requests using the asynchronous APIs.

![Flowchart of sequential calls of asynchronous APIs](image)

**Figure 4 Flowchart of sequential calls of asynchronous APIs**

### 4.2 Quantitative performance evaluation

Using the CM synchronous services, the client can send a request and receive its reply by calling the synchronous function and by getting the return value from the function. This gives more intuitive and efficient development method than the asynchronous services do. However, a problem of the synchronous API is that the client becomes suspended until it receives a reply from the server. In this section, the response delay of the synchronous and asynchronous communication when the client requests various CM communication services is compared. The server response delay is defined as an elapsed time from the moment when the client calls an API function to the moment when it receives the response event from the server.

For the experiment, the proponent developed a sample CM client and a CM server application using Eclipse integrated development environment (IDE) and Java. A computer (Windows 10, i3 central processing unit (CPU), 8 gigabytes (GB) memory) that executes the server is connected to a wired local area network (LAN) with 1 gigabit-per-second (Gbps) bandwidth, and a computer (MacOS, i5 CPU, 16GB memory) that executes the client is connected to the server through a wireless LAN. The average server response times of the synchronous and asynchronous APIs for the login, request-session-information, join-session, add-blocking-socket-channel, and the remove-blocking-socket-channel services are then measured.

*Figure 5* shows the measurement result of the server response time of the synchronous and asynchronous CM APIs. Unlike the other functions, the add-blocking-socket-channel function has a higher response time as shown in *Figure 6*, because this function requires a relatively long processing task in the server CM that should create and add a new communication channel. Comparing the synchronous and asynchronous functions, it is verified that the server response delay of the synchronous functions is shorter than that of the asynchronous ones. In the synchronous case, the processing thread of the client CM receives the reply event and delivers it to the synchronized main thread. The client main thread then delivers the return value of the function from the client CM to the client application. In the asynchronous case, after the processing thread receives the reply event, it delivers the event to the client event handler by calling the registered callback function. That is, given the assumption that event transmission delay is the same between the
synchronous and asynchronous APIs, the function return task of the main thread after it wakes up from the suspended state costs less than the callback function task of the processing thread.

![Synchronous / asynchronous CM APIs](image1)

**Figure 5** Server-response delay of synchronous and asynchronous APIs

![Synchronous / asynchronous addition APIs](image2)

**Figure 6** Server-response delay of channel addition APIs

In summary, the qualitative and quantitative comparison reveals that the synchronous communication gives more useful and intuitive development APIs with less server response delay than the asynchronous communication.

5. **Conclusion**

In this paper, the asynchronous communication mechanism for an event-based asynchronous framework was proposed. CM provides an application with more flexible communication services as it supports every communication service between a client and a server synchronously as well as asynchronously. To support the synchronous communication, CM provides synchronous communication method using a blocking and non-blocking socket channel. With synchronous and asynchronous communication services of CM, a client can select not only a communication service, but also a communication way about how it interacts with a server according to current execution contexts or communication requirements. To compare the feature of the synchronous and asynchronous communications, the proponent conducted the qualitative performance analysis as well as the quantitative experiments. From the performance
analysis, it is verified that the synchronous service makes the application development more intuitive and efficient, and that it also causes less server response delay than the asynchronous service.

For future research, the proponent plans to apply the synchronous communication support to the event transmission service of the CM. Although CM already provides various one-to-one and one-to-many event transmission services, they are only the asynchronous service. If such transmission services are provided synchronously as well, a client can send any event and wait until it receives the reply event. In the synchronous one-to-many transmission, it is a challenging issue to decide how many reply events the client should wait as the number of nodes increases.
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