A global analysis of heat-related labour productivity losses under climate change—implications for Germany’s foreign trade

Nina Knittel 1 · Martin W. Jury 1 · Birgit Bednar-Friedl 1,2 · Gabriel Bachner 1 · Andrea K. Steiner 1,3

Abstract
We investigate climate change impacts transferred via foreign trade to Germany, a country that is heavily engaged in international trade. Specifically, we look at temperature changes and the associated labour productivity losses at a global scale until 2050. We assess the effects on Germany’s imports and exports by means of a global computable general equilibrium (CGE) model. To address uncertainty, we account for three Shared Socioeconomic Pathways (SSP1, SSP2 and SSP3) and two Representative Concentration Pathways (RCP4.5 and RCP8.5) using projections from five global climate models. We find that average annual labour productivity for high intensity work declines by up to 31% for RCP4.5 (and up to 38% for RCP8.5) in Southeast Asia and the Middle East by 2050, all relative to a 2050 baseline without climate change. As a consequence, for RCP8.5, Germany’s imports from regions outside Europe are lower by up to 2.46%, while imports from within Europe partly compensate this reduction. Also, Germany’s exports to regions outside Europe are lower, but total exports increase by up to 0.16% due to higher exports to EU regions. Germany’s GDP and welfare, however, are negatively affected with a loss of up to −0.41% and −0.46%, respectively. The results highlight that overall positive trade effects for Germany constitute a comparative improvement rather than an absolute gain with climate change.
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1 Introduction

Climate change impact assessments to date largely neglect impacts occurring beyond the borders of the region at focus. Despite a strong global economic integration, there is a vast literature focusing only on climate change impacts that occur within Europe or specific European countries (Aaheim et al. 2012; Ciscar et al. 2011, 2014; Eskeland and Mideksa 2010; Golombek et al. 2012; Roudier et al. 2016; Wachsmuth et al. 2013). However, the European Environment Agency (2017) emphasises that there is strong evidence for European countries being sensitive to climate change impacts occurring beyond European borders, as demonstrated by economic effects of weather-related global price volatilities or impacts on transportation networks such as ports. While several reports have indicated this risk, such as the UK Climate Change Risk Assessment (Challinor et al. 2016), research papers so far have mostly ignored this transmission of climate change impacts via international trade (Hewitson et al. 2014; Oppenheimer et al. 2014; Liverman 2016; Benzie et al. 2016). Hence, by only including the direct (i.e. within region) impact on countries or focus regions, the true magnitude of economic consequences of climate change might be substantially underestimated. We thus argue that it is crucial to also include the impacts in non-European countries and their transnational effects on Europe through foreign trade channels.

The research field on transnational impacts of climate change is just evolving; however, some studies have addressed the transnational dimension of climate change in one way or the other. On a national level, qualitative studies have been conducted for Finland (Kankaanpää and Carter 2007), Switzerland (INFRAS et al. 2007), the Netherlands (Vonk et al. 2015), and the UK (UK Foresight 2011; PricewaterhouseCoopers (2013); Challinor et al. 2016); there are also some studies available with a particular focus on coastal areas (Nicholls and Kebede 2012). Complementary to these qualitative studies, indicator-based vulnerability assessments have addressed this issue, such as the transnational climate impacts index (TCI), which accounts for the trade openness of a country (Benzie et al. 2016; Hedlund et al. 2018), or the “Klimacheck” tool by Lühr et al. (2014).

With a focus on the full supply chain, several studies apply multi-regional input-output (MRIO) or network analyses. Wenz and Levermann (2016), for example, provide an assessment of heat stress-related losses in a global supply network model which builds on MRIO data. They find that the intensification of trade over the period 1991–2011 increased the international propagation of production losses stronger than climatic changes over this decade. West et al. (2015) use an input-output model and climatically driven crop yield change projections to assess future crop supply for the UK. Within a regionalised, climate-sensitive, dynamic computable general equilibrium (CGE) model, Schenker (2013) studies the international spill-over of climate impacts globally, showing that climate change affects terms of trade and sectoral competitiveness. More recently, Willner et al. (2018) showed for fluvial floods that indirect losses through trade connections can exceed direct losses by multiple times. However, despite these recent attempts to quantify the propagation of climate change impacts via international trade, the academic literature still lacks assessments for future time periods. The present paper fills this research gap by investigating different climate scenarios until 2050.

Taking Germany as an illustrative case, we answer the question to which extent climate change impacts outside of the focus region (i.e. Germany) affect the local economy through foreign trade channels. Germany serves as a good example as it is the largest European economy (in terms of GDP) and is heavily engaged in international trade with a foreign trade-to-GDP ratio of 89% in 2018 (Destatis 2019). Regarding the type of climate change
impact, we choose heat-induced labour productivity losses as an example, which has been shown to be among the most severe global impacts (Dellink et al. 2017; Kjellstrom and McMichael 2013; Roson and Van der Mensbrugghe 2012). Also, it has been demonstrated that labour productivity losses have stronger impacts in regions that are already hot today than in cooler regions (Kjellstrom et al. 2009a, b; Kjellstrom 2016), thus being strongly imbalanced across regions in its direct effects. DARA and Climate Vulnerable Forum (2012) show that labour productivity losses due to workplace heat in 2030 in low and high greenhouse gas emitting developing countries is higher by a factor of 21 and 28, respectively, as compared with developed countries.

While there exists a broad literature on health impact assessments of climate change in physical terms and the direct heat-related reductions in work ability, only few studies assess the (macro)economic consequences thereof (Watkins and Hunt 2012). For instance, Kjellstrom et al. (2009b) find that by the 2080s, the greatest absolute losses of population-based labour work capacity are in the range of 11 to 27% in Southeast Asia, Andean and Central America, and the Caribbean. Dunne et al. (2013) find that work ability will reduce to 80% in peak months by 2050. Some studies estimate the domestic macroeconomic costs arising through the reduction in work ability, still ignoring international spill-over effects (DARA and Climate Vulnerable Forum 2012; Steinger et al. 2015). The most comprehensive study in this field is provided by Takakura et al. (2017), who assess the costs of heat-related illness prevention for 17 regions and at the global level for different climate and socioeconomic scenarios by the end of the century and find that global average GDP losses range between 0.5 and 4%.

To summarise, the existing literature has demonstrated the importance of heat-related productivity losses, and how climate change intensifies this problem, particularly in regions which are exposed to substantial heat-related productivity losses already today. Some regions are hardly affected today, and their risk from direct impacts is expected to increase only slightly in the future. However, due to international trade, economies are intensely connected, and effects occurring in trading partner countries may spill-over to countries that are domestically less affected, such as Germany. As there are hardly any studies on the macroeconomic consequences of these spill-over effects, we contribute to and complement the impact assessment literature by investigating the transnational effects of climate change.

We assess the effects by means of a global, multi-regional, multi-sectoral CGE model comparing a baseline scenario with a climate change scenario in 2050. To address uncertainty, we run our simulation under three Shared Socioeconomic Pathways (SSP1, SSP2 and SSP3) combined with two Representative Concentration Pathways (RCP4.5 and RCP8.5), using projections from five global climate models.

The remainder of the paper is structured as follows. In section 2, we describe how labour productivity losses are calculated. In section 3, we present the CGE model that is used to assess the heat-related productivity losses that are transferred to Germany via international trade, including a description of the scenario framework as well as the model implementation of productivity losses. In section 4, we present results on Germany’s macroeconomic indicators (GDP, welfare) and changes in trade patterns. In section 5, we summarise and discuss key insights.

1 In the health literature, the concept of work ability entails the physical circumstances of a human body and its reactions to changes in the environment, such as temperature. Once this concept is transferred to economic assessments, we use the term labour productivity as this is more appropriate when applied to the inputs in production.
Occupational health professionals and physicians suggest that higher temperature and humidity have substantial influence on occupational health and the productivity of workers (Kjellstrom et al. 2009a). With higher temperature and rising humidity triggered by climate change, workers are not only more susceptible to illnesses but also more prone to errors and accidents due to declining concentration leading to productivity decreases (Parsons 2014). Heat extremes involve additional health risks such as heat strokes, strong dehydration or exhaustion with body core temperatures above 40.6 °C being life-threatening (NIOSH 1986; Smith et al. 2014; Kjellstrom et al. 2016). A worker’s thermal comfort as well as his/her physical and physiological limits determines the work ability and has therefore a direct influence on the productivity of businesses or the total economy (Kjellstrom et al. 2009b).

The so-called Wet Bulb Globe Temperature (WBGT) index combines temperature, humidity, wind speed and heat radiation into one value (Kjellstrom 2016) and provides the computational basis for calculating work ability in the context of climate change (Burke et al. 2015; DARA and Climate Vulnerable Forum 2012; Roson and Sartori 2016; Roson and Van der Mensbrugghe 2012; Takakura et al. 2017; Zander et al. 2015). We use daily data from five bias-corrected general circulation model (GCM) projections provided by the Inter-Sectoral Impact Model Intercomparison Project (ISIMIP, Hempel et al. 2013; Warszawski et al. 2014). These five GCMs (MIROCESM-CHEM, IPSL-CM5A-LR, GFDL-ESM2M, HadGEM2-ES and NorESM1-M) participated in the Coupled Model Intercomparison Project phase 5 (CMIP5, Taylor et al. 2012). Projections are available for the representative concentration pathways’ (RCPs) emission trajectories accounting for various current and future human behaviours in terms of greenhouse gas emissions (Moss et al. 2010). In particular, we draw on data from the historical, RCP4.5, and RCP8.5 experiments for our base period (1981–2010) and the future period (2036–2065).

Several approaches to calculate WBGT exist, varying in the number of required atmospheric input variables (Liljegren et al. 2008; Dunne et al. 2013; Takakura et al. 2017; Grundstein and Cooper 2018). In this paper, we focus on daily mean work ability changes on a global scale based on GCM data with 0.5° × 0.5° resolution. We estimate future WBGT values following the approach of Kjellstrom et al. (2009b). In the first step, daily 2-m air temperature and near-surface relative humidity data from the ISIMIP-GCMs is used to estimate daily WBGT values for each grid cell. Subsequently, we calculate work ability changes based on Bröde et al. (2017) for two different work environments (indoor and outdoor) utilising a functional relationship between WBGT and three work intensities: light work such as office work, medium work and heavy physical work such as construction work. Finally, we aggregate both present and future work ability levels from grid cell to the model regions used in the CGE model, taking account of different population development pathways for each of the shared socioeconomic pathways (SSP1, SSP2 and SSP3). As the effect of current work ability levels is implicitly included in current indices of economic production, we calculate the relative changes with respect to the base period (1981–2010). The change in work ability accounts for current levels of acclimatisation in the different climatic zones and existing physiological limits. It does not capture effects of longer-term heat exposure that could eventually induce additional acclimatisation. Moreover, as is a typical assumption employed in impact assessments, the exposure-response relationship for indoor work is applied under the assumption of no additional air conditioning. A detailed description of the calculations is available in the Supplementary Material (SM, section 1).

2 e.g. Kjellstrom et al. (2016) suggest that physiological acclimatisation takes 1–2 weeks to fully develop.
Figure 1 shows mean GCM projections of the annual WGBT cycle and corresponding work ability and relative changes for heavy outdoor work for four selected locations of the world. In general, projections of climate change show a rise in WBGT (solid lines), which leads to a decline in work ability (WA, dashed lines), also indicated by the relative changes (ΔWA, dotted lines). The exposure-response relationship between WBGT and work ability is not linear (see SM, section 1). Increases in already high WBGT values lead to stronger declines in work ability (cf. Fig. b showing the annual cycle for Shanghai) as compared with increases in low WBGT values which may have no effect at all. Accordingly, cooler locations like Berlin (Fig. 1a) are projected to experience lower declines in work ability than already warm locations (e.g. equatorial regions) such as Mumbai (Fig. 1d). Figure 1 shows work ability and relative changes for heavy outdoor work; however, similar but less pronounced findings hold also for indoor work and other work intensities.

3 Methodology

3.1 Economic model overview: computable general equilibrium model

To assess the effects of a changing work ability on Germany’s trade flows, we deploy a global, multi-regional, multi-sectoral CGE model. The model is based on Bednar-Friedl et al. (2012) and has been updated to the latest available GTAP database (Global Trade
The model is comparatively static and exogenously rescaled to depict possible future scenarios. This means that we do not analyse how pathways develop over time, but compare future snapshots of the economy (e.g. of the year 2050) under different future circumstances (detailed in section 3.2). Based on a consistent set of input-output tables and bilateral trade data, CGE models describe the economy as monetary flows across sectors, agents and regions. These flows are assumed to be in equilibrium with all markets cleared (Shoven and Whalley 1992). The high sectoral resolution enables capturing (inter-)sectoral effects and allows for economic shocks (such as climate change impacts) to be implemented accurately, rather than using coarse damage functions, as it is usually done in integrated assessment models. Another crucial feature of CGE models is the possibility of substitution effects, i.e. economic sectors and agents react to relative price changes by altering their demand patterns and quantities—including the country of origin/destination. This feature sets CGE models apart from multi-regional input-output models as well as network models, which are rather rigid and better suited for short-term analyses. Another key characteristic of CGE models is that factor endowments are scarce and thus constrain overall economic activity (as opposed to e.g. post-Keynesian models which are demand constrained).

The here applied model depicts the world economy as 24 regions, each consisting of 23 sectors and one representative regional household. This regional household is endowed with the production factor labour (differentiated for skilled and unskilled), capital, land and natural resources (including fossil resources), which are supplied to the market and generate factor income (i.e. wages, capital and resource rents). Production factors are assumed to be perfectly mobile across sectors, but immobile across regions. In addition to factor income, the regional household receives tax revenues (based on fixed tax rates). Given the total income, this is either spent for private and public consumption or allocated to savings (investments). Private consumption is specified by a nested constant elasticity of substitution (CES) consumption function, whereas for public consumption, a Leontief consumption function is used. The absolute amount of savings (investment) is determined by a fixed savings rate (i.e. a fixed fraction of income). On the supply side, each of the economic sectors combines factors and intermediate inputs (i.e. outputs from other sectors), again according to sector-specific nested CES production functions. Resource using sectors, such as the oil or gas supply sectors, additionally use natural resources (see Bednar-Friedl et al. (2012) for details on the nesting structures).

Regarding international trade, the model is calibrated to real-world bilateral trade flows under the observed trade policies and costs (implemented as export subsidies, import tariffs, an international transport market and trade margins; as provided by GTAP (Aguier et al. 2016)). Concerning the flexibility of changing trade partners (import sources), we apply the Armington (1969) assumption: imports and domestically produced goods are imperfect substitutes and can be substituted according to empirically estimated sector-specific elasticities of trade (Hertel et al. 2007). Changes in sectoral trade patterns are thus driven by regional import demand changes, which are triggered by changes in relative international prices (terms of trade). The foreign trade surplus (or deficit) is fixed (fixed trade balance to GDP ratio).

Concerning the regional aggregation, we take a German perspective and consider the importance of trading partners and country-specific climate vulnerability based on Chen et al. (2015) (see Table 1 in SM, section 2). For the sectoral aggregation (Table 2 in SM), we primarily follow the classification of goods and services used by the German Federal Statistical Office and similar considerations as for the regional aggregation.
3.2 Scenario framework and baseline calibration

We distinguish between two types of scenarios: baseline scenarios and climate change scenarios. The baseline scenarios entail the general regional socioeconomic development, but no climatic changes. The climate change scenarios include the same assumptions as the baseline and additionally, climate change–induced labour productivity changes (detailed in section 3.3). By comparing a baseline with a climate change scenario, we isolate the macroeconomic effects that are triggered by climate change.

We incorporate three SSPs (O’Neill et al. 2014; Riahi et al. 2017) to account for uncertainty with respect to different but plausible socioeconomic futures: SSP1, characterised by low challenges for mitigation and adaptation, represents a world on a sustainable pathway with reductions in inequality. SSP2, entailing intermediate challenges for mitigation and adaptation, represents a middle-of-the-road scenario with trends similar to historical patterns. SSP3, involving high challenges for mitigation and adaptation, represents a world in which regional rivalry dominates and environmental issues are neglected. We integrate the quantitative aspects of the SSPs by different assumptions on GDP and population growth rates, land cover, and RCP-SSP specific CO2 prices.3 We therefore use data from IIASA’s SSP database (Riahi et al. 2017) on region-specific (i) population growth, driving labour force growth; (ii) crop land cover, driving the growth of land resources; and (iii) GDP growth rates, driving the growth of the capital stock. In addition, we implement an RCP-SSP specific global CO2 tax.4 Given these exogenous parameters, we calibrate regional multi-factor productivity improvements as a slack parameter to meet exogenous SSP-specific GDP growth rates. The resulting trade patterns in 2050 reflect Germany’s economic characteristics, i.e. there is a trade surplus, and a significant share of both exports and imports is constituted by machinery and electronic equipment, chemical and other industries, construction and service sector (details are given in Fig. 2 in the SM, section 3).

3.3 Implementation of heat-related labour productivity changes

To implement heat-related labour productivity shocks in the CGE model, we follow a (unit cost) production function approach (Sue Wing and Lanzi 2014). Production activities are modelled as CES production functions, with labour as one of the inputs (expressed as paid wages) that are used to create output. In equilibrium, the value of one unit of output equals the value of all inputs required to produce one unit. To account for climate change–induced productivity losses, we assume that more labour input is necessary per unit of output, i.e. a loss in productivity. This is implemented by multiplying the labour input in the unit cost function by a factor larger than one, calculated as $1 - \Delta WA$, as the change in work ability ($\Delta WA$) is negative. The resulting productivity loss implies that production costs per unit of output (and thus prices) increase, triggering endogenous demand responses and changed output levels in the new equilibrium (as supply equals demand).

3 As pointed out by a reviewer, it would be desirable to capture also differences in trade agreements across the different SSPs. However, the IIASA SSP database does so far only provide region-specific data on GDP, population and land use.

4 Given by IIASA’s SSP-RCP marker scenarios: 3.5 USD/tCO2 for SSP1-RCP4.5, 14 USD/tCO2 for SSP2-RCP4.5 and 74 USD/tCO2 for SSP3-RCP4.5 (Fricko et al. 2017). As a positive CO2 price is not compatible with RCP8.5, we assume a CO2 price of zero for all SSPs combined with RCP8.5.
The calculated productivity changes are mapped to the sectors of the CGE model according to work intensities of sectors: We assume service sectors to be light work and to be performed indoors since it consists largely of office work. Work in all manufacturing industries (food, textile, wood, machinery, electronic equipment and transport sectors) is assumed to be medium work and indoor, reflecting work that is mostly physical but does not reach heavy physical work. Finally, agricultural, extraction and the construction sectors are attributed to heavy work and outdoor. A summarising table along with some caveats of sectoral mapping can be found in the SM, section 2.

4 Results

4.1 Heat-related reductions in work ability in 2050 across world regions

All GCM projections agree on the sign of future WBGT and work ability levels, i.e. a rise in WBGT and accompanying decline in work ability, but there are differences in magnitude. More exhausting work is more strongly affected by rising WBGT compared with less exhausting work. Impacts are in general stronger for RCP8.5 than for RCP4.5, and reductions in outdoor work ability exceed reductions in indoor work abilities for all work intensities at the global level. Therefore, heavy outdoor work ability shows the most sensitive response to rising temperatures. Fig. 2 shows boxplots of regional relative changes in work ability for heavy outdoor work until 2036–2065 as projected by the five GCMs for RCP4.5 (in blue) and RCP8.5 (in red). Within Europe (Fig. 2 (left)), reductions are most pronounced for Italy and MEU countries (Cyprus, Greece, Malta, Portugal, Spain), while other countries are only marginally affected. Other world regions (Fig. 2 (right)) are severely impacted such as Southeast Asian countries (SEAT, SEAE and RSEA), India (IND) and oil exporting countries (OIE). On a disaggregated level, the strongest decline in work ability is projected for low-lying equatorial regions, while notable reductions are visible within ±30° latitude. For single locations in the Amazon region for instance, heavy outdoor work (400W) is projected to decline by more than 50% under RCP8.5 compared with present levels. Other global hotspots include countries at the Gulf of Guinea, in Central Africa, and in Maritime Southeast Asia (for details see Figs.3 and 4 in SM, section 4).
To explore the altered trade patterns for the German economy caused by regional and sectoral shifts, we focus on RCP4.5 relative to the SSP2 baseline scenario without climate change using the HadGEM2-ES GCM. Results are given for 2050 in relative terms, i.e. in % deviations from the baseline, or in absolute terms (USD million at 2011 prices).

We find that climate change–induced labour productivity shocks translate into a lower GDP in all regions (Fig. 5 in SM, section 5), ranging from −0.04% in Turkey (TUR) to −3.8% in Southeast Asian textile countries (SEA T; Bangladesh, Thailand, Indonesia, Vietnam, Pakistan and Tunisia). For Germany, GDP is lower by −0.12%, which is less than the European average impact of −0.29%. The effect on welfare is stronger ranging between −0.16% in Central EU (CEU) and −7.91% in India (IND), a country that experiences higher WBGT and where the economy is constituted by labour-intensive sectors. In general, the combination of higher direct climate impacts and a more labour-intensive production in the economy results in negative impacts being stronger on countries outside Europe than on those within Europe for both GDP and welfare.

On aggregate, two effects on Germany’s trade flows can be observed: first, total imports decline—imports from outside Europe are reduced and are compensated by up to 38% by imports from European countries. Second, total exports increase slightly—reductions to non-European countries are overcompensated (160%) by increases in exports to EU regions. Especially China (CHN), India, Southeast Asian textile countries and OIE become less attractive trading partners (see Fig. 3). However, due to comparative advantages, not all trade of Germany with non-EU+ regions is reduced: a slight increase can be observed for Turkey, North America (NAM; including the USA) and Australia, New Zealand, Japan (ROI).

Focussing on the sectoral level, Fig. 4 illustrates the shifts of Germany’s 10 most important sectors (in value terms in the baseline scenario—indicated by the size of bubbles), differentiated by origin/destination between EU+ regions (horizontal axis) and non-EU+ regions.

**4.2 Effects of global heat-related labour productivity shocks on Germany**

To explore the altered trade patterns for the German economy caused by regional and sectoral shifts, we focus on RCP4.5 relative to the SSP2 baseline scenario without climate change using the HadGEM2-ES GCM. Results are given for 2050 in relative terms, i.e. in % deviations from the baseline, or in absolute terms (USD million at 2011 prices).

We find that climate change–induced labour productivity shocks translate into a lower GDP in all regions (Fig. 5 in SM, section 5), ranging from −0.04% in Turkey (TUR) to −3.8% in Southeast Asian textile countries (SEA T; Bangladesh, Thailand, Indonesia, Vietnam, Pakistan and Tunisia). For Germany, GDP is lower by −0.12%, which is less than the European average impact of −0.29%. The effect on welfare is stronger ranging between −0.16% in Central EU (CEU) and −7.91% in India (IND), a country that experiences higher WBGT and where the economy is constituted by labour-intensive sectors. In general, the combination of higher direct climate impacts and a more labour-intensive production in the economy results in negative impacts being stronger on countries outside Europe than on those within Europe for both GDP and welfare.

On aggregate, two effects on Germany’s trade flows can be observed: first, total imports decline—imports from outside Europe are reduced and are compensated by up to 38% by imports from European countries. Second, total exports increase slightly—reductions to non-European countries are overcompensated (160%) by increases in exports to EU regions. Especially China (CHN), India, Southeast Asian textile countries and OIE become less attractive trading partners (see Fig. 3). However, due to comparative advantages, not all trade of Germany with non-EU+ regions is reduced: a slight increase can be observed for Turkey, North America (NAM; including the USA) and Australia, New Zealand, Japan (ROI).

Focussing on the sectoral level, Fig. 4 illustrates the shifts of Germany’s 10 most important sectors (in value terms in the baseline scenario—indicated by the size of bubbles), differentiated by origin/destination between EU+ regions (horizontal axis) and non-EU+ regions.
The shading represents the trade intensity with EU+ regions (a darker shading indicating a higher share of trade with European regions). These sectors cover 82% of total German imports and 90% of total German exports, respectively.

Fig 4a shows the shift of imports from outside Europe to within Europe as sectoral production in non-EU+ regions loses competitiveness. This relocation effect is most strongly visible for the labour-intensive textile industry, for machinery (incl. data processing equipment, electronic and optical products) and electronic equipment. For these sectors, the share that is imported from outside Europe is larger than for other sectors already in the baseline. The same impact but smaller in size can be observed for motor and motor vehicles (incl. transport equipment), chemical products (incl. rubber and plastic products) and iron and steel products, where imports in the baseline are mainly coming from EU+ regions.
For exports, we find a different pattern (Fig. 4b): sectoral changes are distributed across the first and the third quadrant, implying that heat-related productivity losses lead to either higher or lower exports to both EU+ and non-EU+ regions. With increasing wage rates, capital becomes relatively cheaper as labour is the limiting factor of production. Thus, national production focuses on the production of goods that uses the cheaper factor intensively and also, exports adjust to that. As a consequence, higher exports emerge for mostly capital-intensive sectors such as machinery and iron and steel but also for sectors with a competitive advantage such as the textile industry to both European and non-European countries. Exports to all regions are lower in sectors that use labour, the relatively more expensive factor, more intensively such as services, wood and food products, but also air transport. Exports of the chemical industry (CRP) are mainly lower to non-EU+ regions as the loss of competitiveness decreases demand in sales markets.

As the driving force of changes in trade patterns, Fig. 5 shows how Germany’s competitiveness, measured by the ratio of foreign to domestic production prices, change for important trading partners and sectors. Patterns clearly show that Germany’s competitiveness improves relative to large trading partners outside Europe such as China, India and Southeast Asian countries (SEAT and SEAE). A comparative advantage among non-EU+ regions can be detected for ROI, where relative price effects are small and thus trade relations slightly increase (cf. Fig. 3). In most sectors, among non-EU+ regions, Eurasian countries (ERA) improve their competitiveness, which is reflected in a smaller decrease in German trade relations with this region as compared with other non-EU+ regions. Prices in OIE (including Russia) decrease due to reduced global demand for energy goods in the climate change scenario. Consequently, available income decreases in these countries, which is reflected by the large decrease of German exports to OIE countries (cf. Fig. 3). For machinery and motor/vehicle, Germany realises a competitive advantage because production costs are higher in non-EU+ regions; therefore, less of these products is imported to Germany and more is produced domestically and exported (cf. Fig. 4). For the service sector, one needs to consider that climate change affects GDP in all regions and thus aggregate demand decreases. Also, service sectors are assumed to be light indoor work, which experience the lowest impact. Consequently, the activity level in almost all regions decreases and both imports and exports decrease.

Fig. 5 Change in Germany’s competitiveness (change in ratio of foreign to domestic price level) for relevant sectors and regions due to labour productivity losses as compared with the baseline (SSP2); climate projections: HadGEM2-ES for RCP4.5, climatic period 2050 (2036–2065). See Table 1 in SM for region acronyms.
4.3 Robustness across climate and socioeconomic scenarios and different global climate models

As a robustness check, we compare key results across all GCM-RCP-SSP combinations. Fig 6 shows how changes in labour productivity affect imports and exports as well as Germany’s GDP and welfare across three socioeconomic and two emission scenarios. Fig 6 displays all model runs in a box plot for (a) RCP4.5 (blue) and RCP8.5 (red) and (b) SSP1 (orange), SSP2 (green) and SSP3 (purple). The results are again given for 2050 in relative terms, which indicate a % deviation from the baseline scenario without climate change.

The direction of effects on Germany’s trade, GDP and welfare are robust across emission and socioeconomic scenarios and climate models. Both imports from and exports to EU+ regions are higher in a world with climate change, and the opposite is true for non-EU+ regions—imports from and exports to non-EU+ regions are lower. The range across SSPs and GCMs (Fig.6a) in the lower emission scenario RCP4.5 (higher emission scenario RCP8.5) lies between +0.27 and +0.49% (+0.39% and +0.7%) for imports from EU+ regions and between +0.15 and +0.31% (+0.22% and +0.43%) for exports to EU+ regions. The negative effects on imports from and exports to non-EU+ regions for RCP4.5 (RCP8.5) lie between −0.89 and −1.71% (−1.27% and −2.46%) and between −0.07 and −0.33% (−0.1% and −0.5%), respectively. Compared with variations across RCPs, differences between SSPs are much smaller and insignificant (Fig.6b), which is also visible by the wide ranges stemming from differences in emission scenarios. There is a significant difference in the shift of exports, where in SSP3 (regional rivalry), exports to EU+ regions increase more and exports to non-EU+ regions decline less than in SSP2 (middle of the road) and SSP1 (sustainability).

Although the German trade surplus increases in all model runs, the effects on German GDP and welfare are clearly negative (for Germany but also every other European country). Hence, the exploitation of comparative advantages cannot prevent welfare losses. In RCP4.5 (RCP8.5), the reduction in domestic GDP ranges between −0.05 and −0.29% (−0.06% and −0.41%) while the reduction in welfare is slightly more pronounced with a range of −0.11 to −0.31% (−0.17% and −0.46%) (Fig.6a). In general, the effects are stronger with a higher emission scenario (RCP8.5 as compared with RCP4.5) and higher challenges for mitigation and adaptation (SSP3 compared with SSP2 and SSP1). Additionally, the direction of the results does not change across GCMs, thus results are robust with respect to climate modelling. The effects on total trade flows, as well as on GDP and welfare, might seem small in size, but results on sectoral and regional trade flows are much larger (see section 4.2).

To disentangle how strongly effects outside Europe drive the direction and magnitude of the effects to Germany’s trade balance, we also run a scenario, where we assume that climate change would occur only outside Europe but would leave European countries unharmed. We find that there are no substantial changes in the results with −0.11% for GDP and −0.16% for welfare in Germany. This is also mainly driven by the fact that the direct climate impact is relatively small in Europe with reductions of work ability of around 1%. Despite Germany having (currently) its main trading partners within Europe, its economy would still be strongly affected by spill-over effects triggered by climate change–induced labour productivity shocks occurring outside Europe. There are three key factors that drive this result. First, due to regional differences in the magnitude of climate change, labour productivity losses are found to be stronger outside Europe, particularly in Southeast Asia and the Middle East. Second,
some of Germany’s key trading partners outside Europe, namely China and India, are strongly affected by heat-related productivity losses due to climate change. Third, countries differ in their sectoral contribution to GDP, and therefore, in how large the share of high intensity work is in the overall economy and how labour-intensive or extensive the production processes are. Since Germany imports commodities that are produced in labour-intensive sectors outside Europe, the negative impact on Germany’s imports from these countries is stronger, and due to
reduced disposable income, also, the effect on exports to these countries is stronger than on European trade flows.

Finally, to test the robustness of results regarding modelling assumptions, we performed multiple sensitivity analyses. Results are detailed in SM section 6, we give a brief overview here. First, the assumptions on how sectors are mapped to labour intensity and how susceptible they are to temperature changes are tested. Results for Germany show that impacts are decreasing compared with the central run when indoor activities remain completely unaffected and only outdoor labour loses productivity, however, variations in GDP and welfare effects are small. Impacts on trade flows become much smaller both for exports and imports, and the same is true for national GDP for all other model regions.

Second, we vary the substitution elasticities between capital and labour in the production function. This leaves the impact shock unchanged but varies the substitutability of capital for labour when labour becomes less productive and thus more expensive. An easy substitution of the two input factors indicates less severe impacts from a shock as substitution is not costly, while a rigid system implies higher losses from a shock. We find that GDP effects for Germany turn positive once the production becomes very rigid as the competitive advantage for Germany (and generally for European regions) becomes stronger when labour is harder to substitute by capital, and the direct physical impacts are strongest in regions outside Europe. For German welfare though, qualitative results remain unchanged across all alterations. Non-EU+ regions would experience lower damages on GDP, if the elasticities of substitution between capital and labour were very high and thus easy to substitute away from the increasingly costly input factor (labour).

Third, through the modification of the subregional elasticities, the ease of exchanging imports of one region for imports of another region is examined, thus allowing trade relations to be more or less flexible as compared with the central run. Again, a flexible system is assumed to be more resilient to shocks and thus be less harmed; however, this also depends on the initial situation of a country. Once imports become very flexible, German GDP turns positive as Germany can switch imports smoothly. This is also reflected in the variation of imports and exports: when only the price decides on import source or export destination, the observed shift from non-EU+ to EU+ regions becomes even stronger. In a scenario with very low elasticities of substitution, negative effects on German GDP and welfare are largest as the combination of a change in relative prices and the restriction on trade reactions implies adverse consequences. While the magnitude of the effects of GDP and welfare change across sensitivity analyses, the direction of the effects remains unaffected.

Overall, we find that all results for welfare are robust, regarding the direction of the effect, across all alterations. GDP effects for Germany, however, turn positive once capital is hardly substitutable for labour in the production process or when imports can easily be sourced from anywhere.

5 Discussion and conclusion

In this paper we demonstrate that the spill-over effects of global heat-related labour productivity losses to Germany’s trade flows are significant by 2050. While the intensity of Germany’s trade with other European countries might suggest that spill-over effects from these regions are in the same order of magnitude as spill-over effects from outside Europe, we find on the contrary that almost the total effect on Germany’s trade balance is
caused by labour productivity losses outside Europe. In particular, compared with a 2050 baseline without climate change, imports from outside Europe decrease by up to $-2.46\%$ (relative to baseline imports from European countries). Imports from other European regions increase by up to $+0.70\%$ (relative to baseline imports from non-European countries), leading to a decline of total imports by up to $-0.83\%$ (relative to total baseline imports). Total exports from Germany increase by up to $+0.16\%$, as exports to other European regions increase by up to $+0.43\%$, while exports to regions outside Europe decline due to decreased demand by up to $-0.50\%$.

In terms of sectors, we find that total imports in absolute values decline strongest for textiles and wearing apparel, machinery, crude oil and gas, construction, and motor vehicles. In contrast, imports increase (to lower extent) in manufacturing of non-metallic mineral products, precious and non-ferrous metals, service sectors, and wood and paper products as well as manufacturing of basic iron and steel and fabricated metal products. Germany’s exports are significantly lower in services and the chemical industry in a climate change scenario. Lower exports are also observed for air transport, food, beverages and tobacco, and refined oil products. However, because of comparative advantages, some German trade sectors see substantially higher exports in a climate change scenario, such as machinery and data processing equipment, the construction sector, the textile industry and agricultural sectors.

While an increase in the German trade surplus could be viewed as beneficial from a German perspective at first glance, it is important to consider that both German GDP and welfare decline in all central model runs and that the effect on welfare is slightly stronger than on GDP (up to $-0.46\%$ and $-0.41\%$, respectively). Hence, our results show that the German economy is relatively better off than other world regions because it is less affected by direct impacts and can partly compensate losses in trade with regions outside Europe by gains in trade with European regions. Put differently, all regions loose in terms of GDP and welfare compared with the baseline scenarios without climate change, and therefore, higher trade within Europe only displays a comparative improvement for Germany, but not an absolute one.

Regarding robustness of results to different emission and socioeconomic scenarios, we find that a higher emission scenario (RCP8.5 instead of RCP4.5) intensifies the effects. With respect to socioeconomic developments, impacts tend to be higher when challenges for mitigation and adaptation are higher (SSP3 as compared with SSP2 and even more so compared with SSP1); however, differences are small. Using climate projections from five different GCMs does not affect the direction of results.

While the present paper focused on the impacts of heat stress on labour productivity, there are several adaptation options available and necessary that can counteract health impacts and productivity losses (Smith et al. 2014). Options include higher shares of air-conditioning (addressed by Takakura et al. (2017)), a shift of working hours to cooler periods of the day (Day et al. 2019) or the opportunity to adjust clothing (Morgan and de Dear 2003), but also changes in the ability of people to cope with heat stress (Kjellstrom et al. 2016). Moreover, trade could ameliorate the effects of climate change (Schenker and Stephan 2012), particularly when a country maintains a balanced trade balance with main trading partners (Willner et al. 2018). The role of trade becomes also visible when comparing our results under SSP3 (regional rivalry) to SSP1 (sustainability) and SSP2 (middle of the road). We find that negative effects on German GDP in SSP1 are approximately half of the effect in SSP3. However, there might be also physical restrictions to trade, e.g. when shipping is impaired due to sea level rise (Chatzivasileiadis et al. 2016).
Finally, several limitations need to be considered in the present paper, which should be addressed by future research. We have implemented the common assumption that the ratio of the trade balance to GDP remains constant in the baseline specification (as in the base year). As SSP storylines also refer to the rivalry among economies, it would be interesting to elaborate quantifiable trade narratives that translate (e.g.) into SSP-specific trade tariffs and trade balances. Further, technological progress and in particular digitalisation are likely to affect work by mid of the century. While technological change is partly captured by (exogenous) productivity changes, digitalisation and innovations changing work patterns in the future are not included. With respect to the scope of the present study, we aimed at demonstrating the importance of the transferability of impacts and thus only analysed the effects that arise from heat-related labour productivity losses, while other climate change impacts (e.g. sea level rise, riverine flooding) could lead to different results. Furthermore, we estimated future WBGT values by a simple relationship based on daily mean temperature and humidity values and hence did not account for particular times during a day when work might be performed. Also, possible increases in labour productivity are excluded; however, some trading partners like Russia may benefit from higher temperatures in reality. In any case, the qualitative insights from this paper and resulting implications are likely to remain valid even when altering or refining assumptions.
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