PLNet: Plane and Line Priors for Unsupervised Indoor Depth Estimation
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Abstract

Unsupervised learning of depth from indoor monocular videos is challenging as the artificial environment contains many textureless regions. Fortunately, the indoor scenes are full of specific structures, such as planes and lines, which should help guide unsupervised depth learning. This paper proposes PLNet that leverages the plane and line priors to enhance the depth estimation. We first represent the scene geometry using local planar coefficients and impose the smoothness constraint on the representation. Moreover, we enforce the planar and linear consistency by randomly selecting some sets of points that are probably coplanar or collinear to construct simple and effective consistency losses. To verify the proposed method’s effectiveness, we further propose to evaluate the flatness and straightness of the predicted point cloud on the reliable planar and linear regions. The regularity of these regions indicates quality indoor reconstruction. Experiments on NYU Depth V2 and ScanNet show that PLNet outperforms existing methods. The code is available at https://github.com/HalleyJiang/PLNet.

1. Introduction

3D reconstruction is a fundamental problem in computer vision, having many applications, such as VR/AR and autonomous robots. Recently, monocular depth estimation (MDE) has been dramatically improved by deep Convolutional Neural Networks (CNNs) [10, 32, 14, 52] supervised by a large amount of ground truth depth. An alternative is to adopt the photometric consistency of multiple views to guide depth learning. The method that adopts monocular video frames [61] is attractive, as the monocular videos are prevalent. Such approaches have been actively investigated for the driving scene, such as the KITTI dataset [16].

Indoor reconstruction is also of critical importance. But it is challenging to apply the unsupervised framework to the indoor scenario, and only a few attempts have been made. As pointed out by the pioneer work [59], indoor videos, such as the NYU Depth V2 dataset [43], have complicated ego-motion, as they are usually recorded by hand-held cameras. The problem can be alleviated by sampling the more distant (±10) frames as the source frames [59] or weakly rectifying the training sequences [3]. Alternatively, we could construct a dataset by moving the camera steadily and sufficiently to solve the problem. The inherent problem is that the indoor scene contains many large textureless regions and some non-Lambertian surfaces, such as the wall, ceiling, and mirror. In these regions, the photometric signal is not discriminative enough to provide supervision.

The man-made scene exhibits strong structural regularity, as it is full of flat and straight elements. The related prior knowledge should be utilized in guiding the unsupervised methods but has not been adequately explored. Recently, P²Net [54] extracts homogeneous superpixels [11] and enforces plane regularization. Specifically, P²Net estimates plane parameters of the superpixels by least-square fitting and calculates the difference of the estimated depth and depth of the fitted plane as the loss. However, the homogeneous region is not necessarily planar, i.e., outliers exist. The fitting could be highly biased by outliers and the depth error term of every pixel is problematic. Although robust regression methods exist, such as RANSAC, LMedS, and
M-estimator [39], they iteratively detect or down weight the outliers with manually tuned parameters and it is cumbersome to integrate them into the training of neural networks.

This paper aims to better infuse the plane and line priors into the unsupervised framework. First, we represent the scene geometry as local plane coefficients and enforce local smoothness on the coefficients instead of the disparity. The indoor scene is full of planar regions where the coefficients should be constant but not the disparity.

Second, to better enforce the long-range plane regularization on the segmented superpixels [11], we propose to establish random sample consistency inspired by the idea of RANSAC (RANdom SAmple Consensus) [12]. But we do not iteratively estimate the plane parameters. Instead, we just randomly sample some 4-point sets from a homogeneous region and calculate the volume of the parallelepiped expanded from the 4 points as an error term. In computation, our loss is simpler than that of P³Net [54] which involves solving equations. More importantly, it is probable that the 4 points are all inliers, and even they contain outliers, it is possible that the consistency error is small. So, our planar consistency loss is potentially more robust (more empirical analysis can be seen in supplementary).

Third, as the linear segments in the image should usually be straight in 3D, we detect the line segments in images and enforce linear consistency. Following the strategy of the planar consistency, we also randomly select 3 points from a line segment and compute the area of the triangle formed by the 3 points as a consistency error term.

As the indoor scenes are full of planar and linear elements, maintaining the flatness or straightness is essential in reconstruction. Fig. 1 demonstrates that our PLNet keeps the flatness and straightness much better than existing methods. We also propose to quantitatively evaluate the predicted point cloud’s flatness and straightness on the reliable planar and linear regions. We first define the metrics for flatness and straightness inspired by the literature on precision metrology [20] and point cloud analysis [23, 13]. Next, we evaluate the Kinect depth on NYU Depth V2 [43] to find out the reliable planar and linear regions for further evaluation, which also indicates the existence of outliers.

Our contributions can be summarized as follows. 1) We propose to utilize the plane and line priors to guide the unsupervised indoor depth learning, which includes three technical loss terms, i.e., planar smoothness, planar consistency, and line consistency. 2) We propose to evaluate the depth estimation methods with metrics of flatness and straightness, which reflect the quality of indoor reconstruction. 3) Our PLNet reduces the depth performance gap between the unsupervised method and the supervised counterpart by over 1/3, and maintains the flatness and straightness much better than existing methods. When generalizing the pre-trained models to ScanNet, PLNet outperforms the supervised one.

2. Related Work

Supervised Depth Estimation has been extensively studied. Make3D [42] initiates MDE by using the traditional Markov random field trained with image-depth pairs by a 3D laser scanner. However, the accuracy is highly limited until Eigen et al. [10] introduced deep CNNs to this task. Afterward, to improve MDE, many efforts have been made to design better neural models [9, 32, 37, 50, 24] or introduce better loss function [14, 25, 52]. Virtual Normal [52] is the one close to our work, which enforces the high-order 3D geometric constraints via randomly sampling $N$ groups of 3 points. We also implement our planar and linear consistency via random sampling. However, the consistency depends on assuming that certain regions are flat or straight instead of the ground truth depth.

Unsupervised Depth Estimation is a more flexible scheme. The supervisory signals are obtained via view reconstruction from either stereo images [15, 17] or monocular videos [61] instead of the ground truth depth. This paper mainly refers to the latter, i.e., the unsupervised depth estimation from the more available monocular videos. The difficulty of the outdoor scene, such as KITTI [16], lies in dynamic objects. Adequate research has been done for this difficulty [53, 2, 4, 38, 18, 31, 27, 28, 33]. However, only a few works began to apply the unsupervised framework to the more challenging indoor scene [59, 57, 3, 54]. To learn the correspondence well for the textureless regions, Zhou et al. [59] proposed to predict optical flow in a sparse-to-dense propagation manner and use the optical flow to guide the rigid flow generated by the unsupervised depth learning framework. To learn the ego-motion better, TrainFlow [57] estimates the pose by reliable correspondences from a FlowNet with a differentiable two-view triangulation module. However, both are limited by optical flow accuracy, and the produced depth maps tend to be over-smooth. P³Net [54] instead adopts patch-based matching on a set of feature points and plane-regularization on precomputed superpixels to achieve better depth maps. However, the regular indoor 3D structures still distort in P³Net’s predicted point clouds. Our PLNet recovers the structures much better via enforcing both plane and line priors more reliably.

The Plane and Line Structures are common indoor elements and are often applied in scene reconstruction or SLAM. The planar structures are usually leveraged in piecewise reconstruction. The traditional methods [5, 6] leverage superpixels [11] to a monocular dense SLAM system, while learning-based methods [36, 51, 35, 55] learn to segment the plane instances and predict the plane parameters supervised by the ground truth segmentation and depth. Instead of reconstruction, the line segments are usually utilized to improve the visual odometry or localization in the traditional SLAM system [58, 41, 19, 34]. However, the important line information has long been overlooked in ge-
ometry learning. We only find that VPLNet [48] utilizes the detected vanishing points and lines in normal estimation, which indicates that the Manhattan line is useful for scene reconstruction. This paper further shows that even the general line is helpful in recovering the structure regularity.

3. Method

3.1. Basic Model

This section briefly reviews the basic model of the unsupervised monocular depth estimation [61, 18]. A training sample contains a target view $I_t$ and some temporally adjacent source views $I_s$. There is a DepthNet to estimate the normalized disparity map with the sigmoid function. The disparity will be scaled and shifted to the inverse depth and, finally, the depth map $D$ for the target image. Another network, the PoseNet predicts the rigid pose $T_{t\to s} = \{R, t\}$ from the target view $I_t$ to the source view $I_s$. Next, with network outputs, the target view can be synthesized from source views. The reconstruction loss is the supervisory from the target view.

The synthesis is guided by the two view geometry [21]. For a pixel $p_s$ in the target image, to find its corresponding point $p_t$ from the source image, $p_s \simeq KR D(p_t)K^{-1}p_t + Kt$, (1)

where $K$ is the intrinsic matrix of the moving camera, $\simeq$ is the equality under a scale factor, and the pixel coordinate is expressed in homogeneous coordinates. As $p_s$ is usually not on the pixel grid, the synthesis is implemented by the differentiable bilinear sampling operation [26]. The synthesized result is denoted as $I_{s\to t}$.

The next step is to compute the loss function to train the networks. The primary one is the photometric error between the target view $I_t$ and synthesized view $I_{s\to t}$. Most methods adopt the popular combination of L1 and Structural Similarity (SSIM) [49] proposed by [17].

$$L_{pe} = \frac{1}{2} \text{SSIM}(I_t, I_{s\to t}) + (1 - \alpha) ||I_t - I_{s\to t}||_1,$$ (2)

where $\alpha$ is usually set as 0.85.

Apart from the photometric error term, to make sure the textureless region can produce plausible depth, an edge-aware smoothness term is also applied in unsupervised training [18].

$$L_{ds} = |\partial_u d^*| e^{-|\partial_u I_t|} + |\partial_v d^*| e^{-|\partial_v I_t|},$$ (3)

where $d^* = d / d$ is the mean-normalized disparity from [47] to discourage shrinking of the estimated disparity. However, there are also many planar regions in the artificial indoor environment. The disparity or depth in these regions is not constant. To regularize the unsupervised depth learning well, we should mine more reasonable indoor priors.

![Figure 2: Modulation of the DepthNet Output.](image)

3.2. Planar Representation and Smoothness

We propose to make the DepthNet output the local plane coefficients instead of the conventional normalized disparity. Our planar representation helps perform the smoothness regularization better, as the local plane coefficients should be constant on the planar regions.

The planar coefficients can be easily converted to depth, not vice versa. Given a pixel coordinate $p$, we can calculate its normalized image coordinate,

$$p^n = K^{-1}p = (x_n, y_n, 1),$$ (4)

If the pixel’s depth is $Z$, its corresponding 3D point under the camera frame is $(Zx_n, Zy_n, Z)$. As a camera cannot see the point on a plane that passes through its center, thus we can express an observable plane as,

$$co_x X + co_y Y + co_z Z = 1,$$ (5)

where $co = (co_x, co_y, co_z)$ is the planar coefficient vector. By replacing $(X, Y, Z)$ with $(Zx_n, Zy_n, Z)$, we get,

$$1/Z = co_x x_n + co_y y_n + co_z = co^T p^n.$$ (6)

From Eqn. 6, we can convert the planar coefficients to the inverse depth, and we can also see that the inverse depth (or disparity) changes with the pixel position in planar regions. As the planar coefficients are constant, it is more reasonable to perform smoothness regularization on the planar coefficients than the disparity. The proposed smoothness term on the planar coefficients is computed as,

$$L_{cos} = \sum_{i \in \{x, y, z\}} (|\partial_u co^*_i| e^{-|\partial_u I_t|} + |\partial_v co^*_i| e^{-|\partial_v I_t|}),$$ (7)

where $co^*_i = co_i / |co_i|$ is the absolute-mean-normalized coefficient to prevent its shrinking.

However, the DepthNet does not guarantee to produce a positive inverse depth with Eqn. 6, as the output vector may not have an angle less than 90° with $p^n$. We propose to module the output vector by halving the angle between it (Fig. 2). Suppose that the output is $\tilde{co}$, we leverage the normalized image coordinate $p^n$ to convert $\tilde{co}$ into $co$ by,

$$co = \tilde{co} + \frac{|\tilde{co}|}{|p^n|} p^n.$$ (8)
3.3. Planar Consistency

The indoor scene contains many large textureless regions, such as floor, walls, ceiling, and furniture. The photometric values of these regions are not discriminative enough, thus the unsupervised depth learning cannot be well guided by the photometric error. Besides the local planar smoothness, we also establish long-range planar consistency on piece-wise non-texture regions.

We follow $P^2$Net [54] to extract the homogenous regions in images using the Felzenszwalb superpixel segmentation algorithm [11], and keep regions larger than 1000 pixels. Fig. 3 demonstrates some examples of segmented regions, where we can see that most of them are planes. However, outliers exist. For example, the two perpendicular sides of the cabinet in the first row of Fig. 3 are segmented as the same region (the red region pointed by a white arrow). Therefore, we call these regions the pseudo plane.

We thus propose a potentially more robust plane consistency loss. Our scheme is illustrated in Fig. 4. For a pseudo plane, we randomly sample 4 pixels, i.e., a, b, c and d. With the estimated depth, we can reproject the pixels to 3D points, A, B, C and D. The cross product of $\overrightarrow{AB}$ and $\overrightarrow{AC}$ will be perpendicular to the plane of $\triangle ABC$. Additionally, D is expected to be co-planar to $\triangle ABC$ and the dot product of $\overrightarrow{AD}$ and $\overrightarrow{AB} \times \overrightarrow{AC}$ should be 0. Therefore, $|\overrightarrow{AB} \times \overrightarrow{AC} \cdot \overrightarrow{AD}|$ can work as an error term. Specifically, given an input target image, we randomly select $N_p$ 4-point sets from the pseudo-planes in total. The number of sets assigned to a pseudo-plane is proportional to its number of pixels. The proposed plane consistency loss is computed by,

$$L_{pc} = \frac{1}{N_p} \sum_{i=1}^{N_p} |\overrightarrow{A_iB_i} \times \overrightarrow{A_iC_i} \cdot \overrightarrow{A_iD_i}|. \quad (9)$$

Compared with the scheme of $P^2$Net [54] which fits the pseudo planes with the least square method by solving equations, our approach is simpler in computation.

3.4. Linear Consistency

The line structure is another pervasive element in indoor scenes. The only case when a 3D curve projects to a 2D line segment is that the 3D curve lies on a plane, and the plane passes through the camera center. Therefore, the line segment in the 2D image always corresponds to the straight line in 3D. However, we observe that the state-of-the-art unsupervised depth estimation methods produce distorted results for the lines. Thus, we propose to utilize this prior knowledge to regularize unsupervised depth learning.

Extracting line segments from images is well studied in computer vision. We adopt the Line Segment Detector (LSD) [45, 46] to extract the line segments. We abandon line segments shorter than 1/10 of the image diagonal, as short line segments are not very valuable for consistency. The outputs of LSD are the pair endpoints of line segments; thus, we have to judge which pixel belongs to a specific line segment. We assign a pixel to a line segment if the pixel’s distance to the line segment is smaller than 1 unit. Fig. 3 shows some examples of extracted line segments.

The linear consistency loss still follows the strategy of the planar consistency loss. Namely, we randomly sample 3 pixel from a line segment, i.e., e, f and g. Their corresponding 3D points, $E$, $F$, and $G$, should be constrained on the same line. The cross product of $\overrightarrow{EF}$ and $\overrightarrow{EG}$ should be a zero-vector. Thus, $|\overrightarrow{EF} \times \overrightarrow{EG}|$ can be an error term. Likewise, we randomly select $N_l$ 3-point sets from the line segments of the target image. The number of sets assigned to a line segment is proportional to its number of pixels. The proposed linear consistency loss is computed as,

$$L_{lc} = \frac{1}{N_l} \sum_{i=1}^{N_l} |\overrightarrow{E_iF_i} \times \overrightarrow{E_iG_i}|. \quad (10)$$
3.5. Overall Loss Function

The integrated objective function is combined with the photometric objective loss $L_{pc}$, the plane smoothness loss $L_{cos}$, the plane consistency loss $L_{pc}$, and the line consistency loss $L_{li}$, which is computed as,

$$L = L_{pc} + \alpha_{cos}L_{cos} + \alpha_{pc}L_{pc} + \alpha_{li}L_{li},$$  \hspace{1cm} (11)

where $\alpha_{cos}$, $\alpha_{pc}$ and $\alpha_{li}$ are weights for the regularization losses, which are set to 0.2, 2.0 and 0.5, respectively. $N_p$ in $L_{pc}$ and $N_l$ in $L_{li}$ are set to 512 and 128, respectively. The overall framework is illustrated in the supplementary.

4. Flatness and Straightness

As the indoor environment contains many planes and lines, the flatness and straightness of the estimated point cloud on these regions should be an essential requirement for high-quality reconstruction. As our approach is based on the plane and line priors, evaluating the flatness and straightness can verify our approach’s effectiveness. Therefore, we propose to perform such an evaluation on a reliable part of the pseudo planes and line segments.

4.1. Metrics

The deviation is the metric measuring the form tolerance in precision metrology [20]. The deviation is the distance from the measured point to the fitted form (plane or line). We can use the average deviation (Avg Dev) of all points and the maximum deviation (Max Dev) of a form instance to evaluate the tolerance. As the deviation is scale-variant and the unsupervised monocular depth estimation cannot recover the actual scale, we first align the predicted depth to the ground-truth depth following the conventional practice [61]. In fitting the point cloud to a plane or a line, we adopt the total least squares method [40].

Besides the deviation metrics, we propose to use Principal Component Analysis (PCA) [1] to evaluate the distribution of the estimated point cloud. PCA is a conventional tool in point cloud analysis, such as calculating normals [23] and extracting planar patches [13]. The PCA of a point cloud yields 3 principal orthonormal directions, $v_1$, $v_2$ and $v_3$, and their associate principal values, $\lambda_1$, $\lambda_2$ and $\lambda_3$ ($\lambda_1 \geq \lambda_2 \geq \lambda_3$). The principal value represents the variance when projecting the data onto its direction, and the former principal direction accounts for the most variance as possible. Therefore, to evaluate the flatness, we can use the following formula as the residual ratio when projecting a 3D points cloud into the principal 2D plane,

$$R_{plane} = \lambda_3/(\lambda_1 + \lambda_2 + \lambda_3).$$  \hspace{1cm} (12)

Similarly, to evaluate the straightness, we use the residual ratio when projecting 3D points into the principal 1D line,

$$R_{line} = (\lambda_2 + \lambda_3)/(\lambda_1 + \lambda_2 + \lambda_3).$$  \hspace{1cm} (13)

In summaries, while the deviations represent the pixel-wise error, the residual ratios derived from PCA describe how the point cloud like the plane or line.

4.2. Evaluation on Kinect Depth

To evaluate flatness and straightness on the predicted point cloud, we should find which regions belong to the plane or line first. As manually pixel-wise labeling is time-consuming, therefore we evaluate the flatness and straightness of the ground-truth depth on the detected pseudo-planes and line segments and select the most reliable instances for assessing the depth estimation methods. Besides, the evaluation of the Kinect depth provides quantitative verification of the assumption of our approach.

We evaluate the popular dataset for indoor depth estimation, NYU Depth V2 [43]. As the whole dataset is quite large, we only use the labeled subset (795 for training, 654 for the test). We use the methods mentioned in Sec. 3.3 and Sec. 3.4 to extract the pseudo-planes and line segments. The average numbers of extracted planes and lines per image are 18.8 and 25.8. We evaluate the subset with the deviation metrics, and the distributions of deviations are illustrated in Fig. 5. (a) and (c) are the distributions of the pixels’ deviations of all the pseudo planes and line segments. (b) and (d) are the distributions of the maximum deviations of the instances of pseudo-planes and line segments.

Most deviations are smaller than 0.1 m, and the average deviations of planes and lines are 0.036m and 0.040m. The deviations mainly come from the inherent noise of the Kinect camera [56], which is in centimeters [29]. However, the most significant deviation is about 4 meters, indicating that the extracted planes and lines contain outliers. According to our observation, the outliers of the pseudo-planes
Table 1: Performance Comparison on the NYU Depth V2 [43] Dataset. The first block shows the results of supervised methods, and the second block shows the results of unsupervised methods. The third block is the results of our approach. 3 frames indicate that 2 adjacent frames are used as source views for training, while 5 frames indicate 4 adjacent frames are used. We train a supervised DepthNet with the BerHu [32] in the last block. As the DepthNet backbone is shared among Monodepth2 [18], TrainFlow [57], P2Net [54] and PLNet, the supervised DepthNet can be regarded as an upper bound of these unsupervised models trained with monocular videos.

5. Experiments

5.1. Experimental Details.

We perform experiments on the popular NYU Depth V2 dataset [43] for indoor depth estimation. We sample the raw video by 5 frames as the target view and obtain a training set of about 47K from the training scenes. We follow previous works [59, 54] to sample the video by ±10 frames as source frames to obtain enough translation. We use the official 654 test samples in the evaluation. In evaluation, apart from the common metrics for depth estimation [37, 32], we also evaluate the unsupervised methods with the proposed flatness and straightness metrics in Sec. 4. As unsupervised methods cannot recover the absolute scale, we align the prediction with the ground truth following SfMLearner [61].

We use the single-scale version of the baseline of Monodepth2 [18] as the basic model in this paper. We empirically find Monodepth2’s three techniques for the outdoor scene to not work for the indoor scene. There is no noticeable performance difference between the single-scale and multi-scale baselines. We also train a supervised DepthNet for comparison. We implement the models using Pytorch on an Nvidia TITAN Xp GPU. The ResNet18 [22] pre-trained on ImageNet [8] is used as the backbone for both DepthNet and PoseNet. The input size of networks is 288 × 384, and we up-sample the predicted depth to the original resolution before evaluation. We train the networks for 20 epochs with a batch size of 12 with the Adam [30] optimizer. The learning rate is 10−4 initially and divided by 10 after 15 epochs. The training takes about 8 hours.
5.2. Depth Evaluation

The depth quantitative evaluation results using Kinect depth as ground truth are reported in Tab. 1. Our PLNet remarkably outperforms the latest unsupervised method, P²Net [54]. Specifically, PLNet reduces the performance gap between P²Net [54] to the supervised DepthNet by over 1/3. The qualitative results of the unsupervised methods are also demonstrated in Fig. 6. Monodepth2 [18] produces depth maps with many artifacts, while Trainflow [57] tends to over smooth the results. P²Net [54] predicts cleaner depth maps, but PLNet further produces more accurate depth and clear object boundaries.

5.3. Point Cloud Evaluation

As mentioned before, the indoor scene contains adequate planar and linear regions, and it is crucial to maintain the flatness and straightness for these regions in 3D reconstruction. Therefore, to assess the quality of the produced point cloud by the depth estimation methods, we perform the evaluation described in Sec. 4.

The quantitative results are listed in Tab. 2. As the Kinect depth contains certain noise, its corresponding point cloud’s flatness and straightness are not very good. The supervised DepthNet does even worse as it is guided by the noisy Kinect depth. The unsupervised Monodepth2 [18], which mainly depends on the photometric error, significantly underperforms the supervised DepthNet. Another unsupervised method, Trainflow [57], whose DepthNet is guided by the sparse triangulated depth by the unsupervised optical flow estimation, has a comparable performance with the supervised DepthNet. Trainflow also achieves the lowest Max Dev for flatness, as its depth maps are quite smooth, and no sharp point cloud is produced.

P²Net [54] achieves better results than the two previous unsupervised methods, as it enforces piece-wise planar consistency. Both metrics of flatness and straightness are reduced; thus, we hypothesize that the planar consistency is also helpful to straightness, which can also be verified by the experiments in Sec. 5.4. With the adoption of both adjacent planar smoothness and long-range planar consistency, our PLNet outperforms P²Net on the flatness. Furthermore, as we introduce the linear consistency, our PLNet surpasses P²Net on the straightness to a larger extent. As the farther source frames have bigger translations with the target view, PLNet and P²Net can achieve better depth estimation results when trained with 5 frames according to triangulation, which is also verified by Tab. 1. However, adding more frames does not necessarily indicate better performance on flatness and straightness, as more photometric losses could cause difficulties in plane and line regularization.

Fig. 7 shows the predicted point clouds, which are rendered with Open3D [60]. The results of PLNet and P²Net are trained with 3 frames, for which they are better on flatness and straightness. PLNet recovers the structures better than other methods, especially for the line structures.
### 5.4. Ablation Study

We perform ablation experiments to examine the effectiveness of our technical designs, and the results are listed in Tab. 3. All models are trained with 3 frames. The weight for $L_{ds}$ is conventionally set to 0.001 [18, 54]. Model (b) is the single-scale version of the baseline of Monodepth2 [18], which performs even better than Monodepth2. After enforcing the proposed planar consistency $L_{pc}$ and linear consistency $L_{lc}$ upon (b), the depth estimation performance is markedly enhanced. After adopting the proposed planar representation and smoothness, i.e., the model (m), the performance is further improved. Therefore, the proposed techniques improve the unsupervised depth estimation.

When examining the effectiveness of our techniques for flatness and straightness, we can find that our methods significantly reduce the average deviation and residual ratio for both flatness and straightness. As expected, the planar and linear consistency improve substantially the flatness and straightness, respectively. In particular, the planar and linear consistency halve their respective average deviation and residual ratio when added to the base model (f). The planar smoothness can also improve the flatness significantly. The planar smoothness and consistency also have some positive effects on the straightness. It is the same for the linear consistency on the flatness.

### 5.5. Generalization

To examine our approach’s generalization ability, we follow P²Net to transfer the pre-trained models on NYU Depth V2 to another large-scale indoor RGBD dataset, ScanNet [7]. We evaluate the methods on the 553 testing images randomly picked from diverse scenes of ScanNet, which is provided by P²Net. The results are listed in Tab. 4. PLNet still performs better than other unsupervised methods.

We also include the results of the supervised DepthNet. We perform the prediction and ground truth alignment [61] for the supervised DepthNet before evaluation, following the unsupervised methods. The reason is that when disabling the alignment, the supervised DepthNet performs much worse to the unsupervised methods. We find that the scale of the predicted depth by the supervised DepthNet is far from the ground-truth scale for some test images. Nevertheless, we are surprised to see that our PLNet trained with 5 frames markedly outperforms the supervised DpethNet.

### 6. Conclusion

In this paper, we propose a simple and effective method that applies the prior knowledge of the plane and line to enhance unsupervised indoor depth estimation. We have technically developed three loss functions to guide the unsupervised learning, including a planar smoothness loss, a planar consistency loss, and a linear consistency loss. Being aware of the importance of flatness and straightness in indoor reconstruction, we also propose to evaluate the flatness and straightness of the estimated results, apart from the conventional depth estimation evaluation. The experimental results verify the effectiveness of the proposed approach. In the future, we would explore in more priors, such as parallel and orthogonal relationships of the line and plane, into unsupervised indoor depth learning.
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Supplementary Material

A. Overall Framework

The overall framework of unsupervised monocular depth learning is illustrated in Fig. 8. The framework contains three phases, network forward, view synthesis, and loss computation. There are two networks. The first one is a DepthNet. Conventionally, it takes the target view \( I_t \) as input and outputs the depth map \( D_t \). But in our PLNet, DepthNet predicts the map of planar coefficients and converts it to the depth map with Eqn. 6 in the main paper. The second one is a Pose Net. Its inputs are the target view \( I_t \) and the adjacent source view \( I_s \). The output is the relative pose of the two views, \( \mathbf{T}_{t \rightarrow s} \), including a rotation matrix \( \mathbf{R} \) and a translation vector \( \mathbf{t} \). After we have the depth map and relative pose, we can compute the warping flow from the target view to the source view. Next, we can synthesize the target view from the source view using the warping flow. Finally, we compute the photometric loss \( L_{pc} \) between the target view and the synthesized view, and other regularization losses, \( L_{ds}, L_{cos}, L_{pc} \) and \( L_{lpc} \), as the supervisory signal. Fig. 8 also shows a comparison of traditional basic model and our proposed PLNet in the choice of losses.

B. Empirical Analysis of Robustness

This section gives empirical analysis above robustness of two strategies in enforcing plane regularization, i.e., the \( L_{ssp} \) in P²Net [54] using least square fitting and the proposed \( L_{pc} \) via random sample consistency. We use synthetic planar points with outliers. To be specific, we control the deviation of outliers to see how \( L_{ssp} \) and \( L_{pc} \) change.

The synthesized data is a 10 × 10 grid of points parallel to the X-Y plane, as shown in (a) of Fig. 9 and Fig. 10. The size of the grid is 1 × 1. Considering that the superpixels segmentation algorithm [11] could produce the plane outlier in the region boundaries, we first simulate the outlier by shifting a point at the corner as shown in (a) of Fig. 9. For more complete verification, we also experiment with an outlier in the middle of the grid, as (a) of Fig. 10. We shift the side points by every 0.1 from 0 to 2. The larger the shift is, the more deviated the outliers are. To ensure the obtained \( L_{pc} \) approximate to its expectation, we sample 10⁶ 4-points sets in computation.

How \( L_{ssp} \) and \( L_{pc} \) change with the outlier shift is shown in (b) of Fig. 9 and Fig. 10. It can be observed that \( L_{ssp} \) increases much faster than our \( L_{pc} \), which indicates least square fitting is more sensitive to the outlier than the proposed random sample consistency strategy. To better illustrate how losses quantitatively increase with the outlier shift, we also plot the loss increment, \( \Delta L(d_i) = L(d_i) - L(d_{i-1}) \), in (c) of Fig. 9 and Fig. 10. \( \Delta L_{pc} \) is approxi-

mately constant under 0.001, indicating that \( L_{pc} \) linearly increases with the outlier shift. In contrast, \( \Delta L_{ssp} \) grows nearly linearly with the outlier shift, showing that \( L_{ssp} \) increases quadratically. Therefore, \( L_{pc} \) is less sensitive to the outlier than \( L_{ssp} \).

The planar parameters by least-square fitting could be severely biased by the outlier, causing \( L_{ssp} \) to increase fast. As the outlier is the minority, it has a high probability that the sampled 4 points are from the inliers. Further, when the 4-points set contains the outlier, such as the green points in (a) of Fig. 9 and Fig. 10, it is still possible that they are coplanar. That’s the reason why \( L_{pc} \) grows much slower.

C. Depth Accuracy and Structure Regularity

This section shows how the depth accuracy and structure regularity change with the weights of the consistency loss functions. The results are shown in Fig. 11. For (a) of Fig. 11, we fix the weights of \( L_{cos} \) and \( L_{lpc} \) as 0.2 and 0.5, and change the weight of \( L_{pc} \). For (b) of Fig. 11, we fix the weights of \( L_{cos} \) and \( L_{pc} \) as 0.2 and 2.0, and change the weight of \( L_{lpc} \).

When increasing either of the consistency weights, the flatness residual ratio \( R_{plane} \) and straightness residual ratio \( R_{line} \) tend to decrease. The planar consistency weight \( \alpha_{pc} \) is more effective to the flatness, and the linear consistency weight \( \alpha_{pc} \) is more effective to the straightness. The relative error of depth initially decreases when both consistency weights are smaller than 1.0. Afterward, the relative error begins to increase, but it is under 0.16 if the weights are not bigger than 10. It is observed that when the consistency weights are too large, the predicted depth map is over smooth, and the resulted point cloud is over flattened. We can better trade-off between depth accuracy and structure regularity by finding a weight from 0.1 to 10 for the consistency loss functions.

| Methods | Supervised | rot(deg) ↓ | tr(deg) ↓ | tr(cm) ↓ |
|---------|------------|------------|-----------|-----------|
| DeepV2D [44] | ✓ | 0.714 | 12.205 | 1.514 |
| Monodepth2 [18] | ✗ | 1.914 | 36.878 | 4.916 |
| P²Net (3 frames) [54] | ✗ | 1.850 | 35.242 | 4.484 |
| P²Net (5 frames) [54] | ✗ | 1.860 | 35.112 | 4.433 |
| PLNet (3 frames) | ✗ | 1.789 | 33.453 | 4.304 |
| PLNet (5 frames) | ✗ | 1.767 | 32.731 | 4.220 |

Table 5: Camera Pose Estimation Results.

D. Pose Estimation on ScanNet

We follow DeepV2D [44] and P²Net [54] to evaluate pose estimation on ScanNet [7] with the pre-trained model on NYU Depth V2 [43]. The results are listed in Tab. 5. PLNet also clearly outperforms other unsupervised methods.
E. Visualization of ScanNet Depth Maps

We visualize the depth maps of ScanNet [7] in Fig. 12, which corresponds to the experiments on Sec. 5.5 of the manuscript. We do not perform alignment for the supervised DepthNet. The predicted depth maps are normalized by the maximum depth of the corresponding ground truth depth map. It is clear that for the first two examples, the supervised DepthNet overestimates the scene scale.
Figure 9: **Planar Points with A Boundary Outlier.**

(a) Visualization of grid points with a boundary outlier.

(b) The change of $L_{ssp}$ and $L_{pc}$ with the outlier shift

(c) The change of $\Delta L_{ssp}$ and $\Delta L_{pc}$ with the outlier shift

Figure 10: **Planar Points with A Middle Outlier.**

(a) Visualization of grid points with a middle outlier.

(b) The change of $L_{ssp}$ and $L_{pc}$ with the outlier shift

(c) The change of $\Delta L_{ssp}$ and $\Delta L_{pc}$ with the outlier shift
(a) The change of rel, $R_{\text{plane}}$ and $R_{\text{line}}$ with $\alpha_{\text{pc}}$, when $\alpha_{\text{cos}}$ and $\alpha_{lc}$ are fixed as 0.2 and 0.5.

(b) The change of rel, $R_{\text{plane}}$ and $R_{\text{line}}$ with $\alpha_{lc}$, when $\alpha_{\text{cos}}$ and $\alpha_{\text{pc}}$ are fixed as 0.2 and 2.0.

Figure 11: The Change of Depth Accuracy and Structure Regularity with the Consistency Weights.

Figure 12: Predicted Depth Maps of ScanNet [7]. Best viewed when zooming in.