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Multihop question answering has attracted extensive studies in recent years because of the emergence of human annotated datasets and associated leaderboards. Recent studies have revealed that question answering systems learn to exploit annotation artifacts and other biases in current datasets. Therefore, a model with strong interpretability should not only predict the final answer, but more importantly find the supporting facts’ sentences necessary to answer complex questions, also known as evidence sentences. Most existing methods predict the final answer and evidence sentences in sequence or simultaneously, which inhibits the ability of models to predict the path of reasoning. In this paper, we propose a dual-channel reasoning architecture, where two reasoning channels predict the final answer and supporting facts’ sentences, respectively, while sharing the contextual embedding layer. The two reasoning channels can simply use the same reasoning structure without additional network designs. Through experimental analysis based on public question answering datasets, we demonstrate the effectiveness of our proposed method.

1. Introduction

One of the long-standing goals of natural language processing (NLP) is to enable machines to have the ability to understand natural language and make inferences in textual data. Many applications, such as dialogue systems [1, 2], recommendation systems [3–5], question answering [6, 7], and sentiment analysis [8], aim to explore the machine ability to understand textual data. Question answering, abbreviated as QA, has emerged as an important natural language processing task because it provides a quantifiable way to evaluate an NLP system’s capability on language understanding and reasoning and its commercial value for real-world applications.

Most previous works have focused on questions answering only from a single paragraph, known as single-hop QA [9]. Although recent advances in QA and machine reading comprehension (MRC) had surpassed human performance on some single-hop datasets [10, 11], those datasets have gaps from real-world scenarios. In the real world, there are a lot of complex questions that need to be answered through multiple steps of reasoning by aggregating information distributed in multiple paragraphs, named multihop QA [12].

Jiang and Bansal [13] pointed out that because examples include reasoning shortcuts, some models may directly locate the answer by word-matching the question with sentences in the context. For the complex question “what was the father of Kasper Schmeichel voted to be by the IFFHS in 1992?” The context contains the sentence “Peter Boleslaw Schmeichel….. and was voted the IFFHS World’s Best Goalkeeper in 1992 and 1993.” At this time, the model may find the correct answer “World’s Best Goalkeeper” through simple word matching, but does not infer that Peter Boleslaw Schmeichel is the father of Kasper Schmeichel. Therefore, to enhance the interpretability of models and avoid answering complex questions through reasoning shortcuts, our study considers that, in addition to predicting the correct answer, it is also important to extract evidence sentences. However, most of the existing works only focused on improving the
accuracy of the model to answer complex questions, but pay less attention to the ability of the model on predicting the inference path.

An example from HotpotQA is illustrated in Figure 1. Ten paragraphs are given to answer complex questions ("what government position was held by the woman who portrayed Corliss Archer in the film Kiss and Tell?"); the model first needs to identify passage 2 (P2) and passage 6 (P6) above as relevant paragraphs to correctly answer the question.

The first sentence of P6 and P2 are evidence sentences, which lead to the next-hop paragraph and the predicted answer, respectively. However, it is more difficult for the model to predict correct and complete evidence sentences than to answer a complex question because the question often does not contain information about the intermediate answer, such as “Shirley Temple” (green font) in Figure 1.

Most existing methods [14–16] predicted the final answer and the supporting facts in sequence or simultaneously, and the architecture of these methods is designed primarily to predict the right answer. In this paper, we propose a novel dual-channel reasoning architecture for complex question answering. Concretely, complex questions and documents pass through the word embedding layer and contextual embedding layer in succession. Thereafter, the output of the contextual embedding layer is the input of two reasoning channels: one for predicting the answer span or answer type, and the other for predicting evidence sentences.

Our contributions can be summarized as follows:

1. We propose the dual-channel reasoning architecture, which is a novel architecture for the complex question answering task. The results of the experiment show that the dual-channel reasoning architecture is suitable for many kinds of existing neural network models, such as graph-based models.

2. We perform comprehensive experiments on multihop QA datasets, and our proposed method outperforms previous approaches on complex questions, especially on the task of extracting evidence sentences. We conducted a detailed visual analysis of the baseline model and two channels in the dual-channel architecture and further explored the differences in the distribution of attention heat maps of several models.

2. Related Work

2.1. Multihop Question Answering over Knowledge Base. Knowledge-based question answering (KBQA) computes answers to natural language questions based on a knowledge base. Besides the traditional methods of defining templates and rules, KBQA methods can be mainly divided into two branches: semantic parsing (SP) based and information retrieval (IR) based. Semantic parsing methods focus on translating complex natural language questions into the executable query graph over the knowledge base. Lan and Jiang [17] proposed a modified staged query graph generation method by allowing longer relation paths. Sun et al. [18] proposed a novel skeleton grammar that uses the BERT-based parsing algorithm to improve the downstream fine-semantic parsing. To avoid generating noisy candidate queries, Chen et al. [19] proposed abstract query graphs (AQG) to describe query structures. The IR-based model first extracts the subject entities mentioned in the question and links them to the knowledge base [20]. Then, the subgraph centered on the subject entity is extracted, and all nodes in the subgraph are selected as candidate answers. Chen et al. [21] used a novel bidirectional attentional memory network to simulate the bidirectional interactive flow between a question and a knowledge base. Xu et al. [22] enhanced KV-MemNNs models by a new query updating strategy to perform interpretable reasoning for complex questions.

2.2. Multihop Question Answering over Text. Currently, there are two mainstream branches for complex question answering over textual data. The first direction is to apply the previous neural networks that are successful in single-hop QA tasks to multihop QA tasks. The Bidirectional Attention Flow (Bi-DAF) network proposed by Seo et al. [23] has achieved state-of-the-art results in single-hop QA datasets. Yang et al. [12] proposed the multihop dataset HotpotQA and used the model with the Bi-DAF module as the core which was used as the baseline model of this dataset. Zhong et al. [24] proposed a model combination of coarse-grained reading and fine-grained reading. The query-focused extractor model proposed by Nishida et al. [16] regards evidence extraction as a query-focused summarization task and reformulates the query in each hop. Because the semantics of the questions in the multihop QA task is more complex, it is difficult for the Bi-DAF module to fully understand the semantics. Min et al. [25] addressed HotpotQA by decomposing its multihop questions into single-hop sub-questions to achieve better performance and interpretability. Jiang and Bansal [26] proposed a self-assembling modular model to make multihop reasoning and support fact selection more interpretable. However, their model needs to be trained by using a large amount of manually labeled data, which is undoubtedly expensive. Because answers to complex questions require aggregating information from multiple paragraphs and BERT cannot encode all documents at once, Bhargav et al. [27] proposed translucent answer prediction architecture to effectively capture the local context and the global interactions between the sentences.

The other direction is based on graph neural networks (GNNs) [28]. Graph is an effective way to represent complex relationships between entities and to obtain relationship information. Ding et al. [29] used the implicit extraction module and explicit reasoning module to build the reasoning process into a cognitive graph. Inspired by human’s step-by-step reasoning behavior, Qiu et al. [15] proposed a dynamically fused graph network that can predict the subgraphs dynamically at each reasoning step. The multi-level graph network can represent the information in the context in more detail. The hierarchical graph network (HGN) proposed by Fang et al. [14] captures clues from different granularity levels and weaves heterogeneous nodes into a single unified graph.
3. Task Formulation

Suppose we are given a set of training data \( \{ C_i, Q_i, A_i, \text{Sup}_i \} \), where each context \( C_i \) is composed of many documents \( \{ P_1, P_2, \ldots, P_n \} \) related to the question and is regarded as one connected text \( C_i = \{ x_1, x_2, \ldots, x_T \} \), and \( Q_i = \{ q_1, q_2, \ldots, q_J \} \) is regarded as a complex query; context \( C_i \) and query \( Q_i \) have \( T \) words and \( J \) words, respectively.

The goal of the task is to design models to predict \( A_i \) and \( \text{Sup}_i \) and include answer type \( A_T \) and answer string \( A_S \); the answer type \( A_T \) is selected from the answer candidates, such as "yes/no/span." The answer string \( A_S \) is a short span in context, which is determined by predicting the positions of the start indexes and the end indexes when there are not enough answer candidates to answer \( Q_i \) expressed by \( <\text{start}, \text{end}> \). \( \text{Sup}_i \) is regarded as evidence sentences, and supporting facts include more than one sentence in \( C_i \), expressed by \( <\text{paragraph title}, \text{sentence indexes}> \).

4. Solution Approach

4.1. Process Overview. We describe the dual-channel reasoning architecture in this section. Our proposed model consists of four components that are the input module, contextual module, reasoning module, and prediction module. To test the applicability of the proposed architecture, the input module, contextual module, and reasoning module, respectively, adopt different current mainstream neural networks. The overall dual-channel reasoning architecture is illustrated in Figure 2.

4.2. Input Module. An input question \( Q_i = \{ q_1, q_2, \ldots, q_J \} \) and context \( C_i = \{ x_1, x_2, \ldots, x_T \} \) are represented as sequences of word embeddings and character embeddings, respectively. The concatenation of the character and word embedding vectors is passed to the highway network, and the outputs of the highway network are two matrices \( X_1 \in \mathbb{R}^{T \times d_1} \) for the context and \( Q_2 \in \mathbb{R}^{J \times d_1} \) for the query, where \( d_1 \) is the dimension after fusion of the word embedding and character embedding. In addition, the input module can also use a pretrained model, BERT. The query \( Q_i \) and the context \( C_i \) are concatenated, and they pass the resulting sequence to a pretrained BERT model to obtain representations \( X_2 \in \mathbb{R}^{T \times d_2} \) for the context and \( Q_2 \in \mathbb{R}^{J \times d_2} \) for the query, where \( d_2 \) is the size of BERT hidden states.

4.3. Contextual Module. To model the temporal interactions between words in context and question, bidirectional long short-term memory (Bi-LSTM) networks are applied above the input module. The output representation of Bi-LSTM are \( U \in \mathbb{R}^{T \times 2d_1} \) and \( H \in \mathbb{R}^{T \times 2d_1} \), where \( 2d_1 \) denotes the output dimension. For the graph neural network method, identifying supporting entities and the text span of potential answers from the output of BERT are used as nodes in the graph. Undirected edges are defined according to the positional properties of every node pair.

4.4. Reasoning Module. The reasoning module includes the context-query interaction layer and modeling layer. The typical implementation of the context-query interaction
layer is Bi-DAF. Bi-DAF is responsible for connecting and integrating the information of context and query words. Finally, the contextual module output and the vectors computed by the context-query interaction layer are combined to yield $G$:

$$G_t = \overrightarrow{\beta}(H_t, \overrightarrow{U}_t, \overrightarrow{H}_t),$$

$$\overrightarrow{\beta}(h, \overrightarrow{u}, \overrightarrow{h}) = [h; \overrightarrow{u}; h \ast \overrightarrow{u}; \overrightarrow{h} \ast \overrightarrow{u}],$$

$$\overrightarrow{U}_t = \sum_j a_t U_j,$$

$$a_t = \text{softmax}(S_{t,}^T), a_t \in \mathbb{R}^T,$$

$$S_{t,j} = [h + u + a(H, U)], S_{t,j} \in \mathbb{R}^{T \times J},$$

$$a(H, U) = U^T H, a(H, U) \in \mathbb{R}^{T \times J},$$

$$h = \text{linear}(H), h \in \mathbb{R}^{T \times 1},$$

$$u = \text{permute}((\text{linear})(U)), u \in \mathbb{R}^{1 \times J},$$

$$H_t = \sum_i b_i H_{t,i}, H_t \in \mathbb{R}^{2d},$$

$$b = \text{softmax}(\max_{\text{col}}(S)), b \in \mathbb{R}^I.$$

where $H$ is tiled $T$ times across the column, thus giving $H \in \mathbb{R}^{T \times 2d}$; $[; ; ]$ is vector concatenation across row, $S$ is the similarity matrix, and $\overrightarrow{U}$ and $\overrightarrow{H}$ represent the output of context-to-query attention and query-to-context attention, respectively. The output $G$ of the context-query interaction layer is taken as the input to the modeling layer, which encodes the query-aware representations of context words. We use one layer of the bidirectional GRU to capture the interaction among the context words conditioned on the query. Since multiple documents contain thousands of words, the long-distance dependency problem is obvious, so a self-attention module is added to alleviate this problem.

For the graph neural network method, graph attention networks, graph recurrent networks, and graph convolutional networks, their variants can propagate messages across different entity nodes in graphs and update the vector representation of the original entity.

4.5. Prediction Module. The prediction module consists of four homogeneous Bi-GRU and linear layers. Corresponding to the channels used to predict the answer are three sets of Bi-GRU and linear layers, and they have three output dimensions, including (1) the start indexes of the answer, (2) the end indexes of the answer, and (3) the answer type. The prediction module corresponding to the evidence sentences extraction channel only outputs the supporting sentences predicted by the model.

5. Experiments

5.1. Datasets. HotpotQA is a recently introduced multihop QA dataset with 113k Wikipedia-based question-answer pairs. HotpotQA has two benchmark settings, namely, distractor setting and full wiki setting. In the distractor setting, for each example, there are two golden paragraphs related to complex questions and eight unrelated ones. The two gold paragraphs and the eight distractors are shuffled before they are fed to the model. Full wiki setting requires the model to answer the question given the first paragraph of all Wikipedia articles, in which no specified golden paragraphs are given. Here, we focus on the HotpotQA dataset under the distractor setting to challenge the model to find the true supporting facts in the presence of noise. For the full wiki setting where all Wikipedia articles are given as input, we consider the bottleneck to be about information retrieval, thus we do not include the full wiki setting in our experiments. In HotpotQA, only the training and validation data are publicly available, while the test data are hidden. For further analysis, we report only the performance on the validation set, as we do not want to probe the unseen test set by frequent submissions. According to the observations from our experiments and previous works, the validation score is well correlated with the test score.

5.2. Model Comparison. We compared the results with those of the three categories’ model. The first category is the model which follows the feature interaction framework, such as models with Bi-DAF as the core component, specifically, NMN, etc. The second category is the reasoning model based on a graph neural network, such as KGNN and DFGN. The third category is the pretrained model, such as BERT.

5.2.1. Baseline. The baseline model was proposed in the original HotpotQA paper. The network architecture is composed of context and question embedding layer, contextual embedding layer, modeling layer, and prediction layer from the bottom to the top.

5.2.2. NMN. NMN is a self-assembling modular model for multihop QA. Four atomic neural modules were designed, namely, Find, Relocate, Compare, and NoOp, where four neural modules were dynamically assembled to make multihop reasoning and support fact selection more interpretable.

5.2.3. KGNN. KGNN is a knowledge-enhanced graph neural network (KGNN), which performs reasoning over multiple paragraphs.

5.2.4. DFGN. DFGN is a dynamically fused graph network that can predict the subgraphs dynamically and update query at each reasoning step.

5.2.5. BERT. BERT has been shown to be successful on many NLP tasks, and recent papers have also examined complex QA using the BERT model.

5.2.6. Coarse-Grained Decomposition Strategy. To solve the problem that the original Bi-DAF module cannot obtain a query-aware context representation correctly for complex
questions, Cao and Liu [6] proposed the coarse-grained decomposition strategy, named CGDe strategy. The CGDe is responsible for decomposing complex questions and generating a new question which contains the semantics of intermediate answers that appear in the text to a certain extent.

5.2.7. Fine-Grained Interaction Strategy. Cao and Liu [6] proposed the fine-grained interaction strategy to solve deficiencies of vanilla Query2Context, named FGIn strategy. Instead of max pooling operation, softmax is used for each column of the attention matrix, and then, the document vector is dotted with each column weight. The method obtains \( J \) vector matrices of size \( (T, 2d) \), where \( J \) is the number of words in the question. Finally, the \( J \) matrices are added to obtain the output matrix of the same size as the original Query2Context module. Comprehensive experiments showed that FGIn strategy predicts the number of evidence sentences more accurately than the baseline.

5.3. Implementation Details. To prove that our model components and model architecture have absolute performance advantages over the baseline model, we reimplemented the architecture described in the works by Yang et al. [12] and Qiu et al. [15].

5.3.1. Baseline Model for HotpotQA Dataset. We use the standard 300-dimensional pretrained GloVe as word embeddings. The dimensions of hidden states in Bi-GRU are set as \( d = 80 \). Using the Adam optimizer, with a minibatch size of 32 and an initial learning rate of 0.01, an early stopping strategy is adopted, with patience = 1.

5.3.2. Dynamically Fused Graph Network. We also used a pretrained BERT model as the encoder, \( d \) is 768. All the hidden state dimensions are set to 300 using the Adam optimizer and an initial learning rate of 0.0001.
5.4. Main Results. The performance of multihop QA on HotpotQA is evaluated by using the exact match (EM) and F1 as two evaluation metrics for answer prediction and evidence sentences extraction. Exact match (EM) means that the answer or evidence sentences predicted by the model are exactly the same as the golden label. Joint EM is 1 only if the answer string and supporting facts are both strictly correct. The calculation formula of Joint F1 is

\[
p^{(\text{joint})} = p^{(\text{ans})} p^{(\text{sup})},
\]

\[
R^{(\text{joint})} = R^{(\text{ans})} R^{(\text{sup})},
\]

\[
\text{JointF}_1 = \frac{2p^{(\text{joint})}R^{(\text{joint})}}{p^{(\text{joint})} + R^{(\text{joint})}}.
\]

To verify the general applicability of dual-channel reasoning in various neural network models, we apply dual-channel reasoning architecture to the feature interaction framework model and graph-based model, respectively. Correspondingly, we selected the baseline model proposed by Yang et al. [12] and the DFGN model proposed by Qiu et al. [15], which are the Baseline-Dual model and DFGN_Dual model in Table 1, respectively.

We integrate the CGD\textsubscript{e} strategy and the FGIn strategy proposed by Cao and Liu [6] into the dual-channel architecture. The CGD\textsubscript{e} strategy is conducive to finding the answer, so the channel for predicting the answer in the dual-channel architecture uses the CGD\textsubscript{e} strategy, and the other reasoning channel uses the baseline reasoning module. Similarly, FGIn is conducive to extracting evidence sentences, and the FGIn strategy is used for supporting facts prediction channels, which means that the dual-channel architecture is FGIn-Baseline.

We compare our approach with several previously published models and present our results in Table 1, where \textsuperscript{4} represents the result of our reimplementation of the model. As shown in Table 1, all the results of our proposed model are superior to those of the baseline model, especially in supporting fact prediction tasks, both EM\textsubscript{sup} and F1\textsubscript{sup} have greatly improved. It is worth noting that although our model does not use any pretrained language model such as BERT for encoding, it outperformed the methods that used BERT such as DFGN, DFGN/BERT, and BERT Plus in the supporting facts prediction task.

5.5. Ablation Studies. In this paper, a dual-channel reasoning architecture is designed for complex question answering. To study the contributions of the dual-channel structure and these two strategies to the performance of our model, we perform an ablation experiment on the HotpotQA datasets.

As shown in Table 2, the three models in the dual-channel reasoning architecture are superior to all single-channel models on all metrics of supporting the fact prediction task (see the bottom of Table 2). Table 2 shows that when the baseline only performs answer prediction or supporting fact prediction tasks, both EM and F1 metrics are higher than models that simultaneously perform answer prediction and supporting fact prediction. It shows that when the single-channel reasoning structure is adopted, the two tasks not only do not promote each other but also reduce the model’s ability to extract evidence. Using the dual-channel reasoning structure, the two tasks promote each other, and the score of supporting facts’ extraction tasks is higher than that of complex methods that use graph neural networks and pretrained language models. In the CGD\textsubscript{e}-Baseline architecture, there is a significant improvement in the indicators on the answer prediction task, while the performance on the supporting facts prediction task drops slightly. As Cao and Liu [6] concluded, the CGD\textsubscript{e} model’s ability to predict supporting facts is limited because the new question generated contains the intermediate answer required for the first subquestion, so the support sentence that answers the first question may not be predicted as a supporting fact. In the CGD\textsubscript{e}-Baseline architecture, the performance of the supporting facts prediction task is also affected, which further proves that there is a soft interaction between two reasoning channels in the dual-channel reasoning architecture.

5.6. Analysis and Visualization. In this section, we conduct a series of visual analyses with different settings using our approach.

For a more intuitive analysis, on the HotpotQA validation set, we evaluate the baseline model proposed by Yang et al. [12], the dual-channel reasoning model, and the model that only performs answer prediction task or supporting facts prediction task. At the same time, heat maps of the attention matrices of these models are generated. As the heat map of the model that only performs the answer prediction task (Figure 3) shows, the phrase “who portrayed Corliss Archer in the film Kiss and Tell?” used to describe constraints in the complex question has low correlation with all words in the document (the part within the red frame in the figure). This means that the model only answers part of the question, and complex questions are mistakenly regarded as simple questions. Similar to Figure 3, the phrase “who portrayed Corliss Archer in the film Kiss and Tell?” in Figures 4 and 5 is also low in correlation with the words in the document, but the correlation in Figure 4 is better than that in Figure 3, and the correlation in Figure 5 is better than that in Figure 4.

The reason for the high correlation of the corresponding positions in Figure 4 is that the baseline model also extracts evidence sentences while predicting the answer, using a single-channel reasoning structure. The correlation of corresponding words shown in Figure 5 is further superior to that shown in Figure 4, indicating that the supporting facts prediction task has a greater impact on the answer prediction task in dual-channel reasoning architecture. It is worth noting that although the EM\textsubscript{ans} and F1\textsubscript{ans} values of the only-ans model are slightly higher than those of the baseline model, it may be that the only-ans model mistakenly regards complex questions as simple questions and happens to find the correct answer by using the reasoning shortcut pointed out by Jiang and Bansal [13].
The attention heat map shown in Figures 6 and 7 is no longer very sparse in the corresponding part of the phrase “who portrayed Corliss Archer in the film Kiss and Tell?,” indicating that the model has further captured the semantics of the phrase. This is very important for the model to extract evidence sentences because “who portrayed Corliss Archer in the film Kiss and Tell?” is a constraint on the complex question.

The main difference between our dual-channel reasoning model and the single-channel reasoning model is the supporting facts prediction task. Figure 8 reveals that the reason for the high EM and F1 is that the dual-channel reasoning model (baseline-baseline) rarely extracts too many supporting facts. That is, it predicts the number of evidence sentences more accurately than the baseline model. In addition, Figure 8 shows that the dual-channel reasoning model has a similar

| Table 1: The performance of our model and competing approaches on the HotpotQA dataset. |
|----------------------------------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Model | Answer EM | F1 | Sup fact EM | F1 | Joint EM | F1 |
|-------|------------|----|-------------|----|----------|----|
| Baseline | 45.60 | 59.02 | 20.32 | 64.49 | 10.83 | 40.16 |
| NMN  | 49.58 | 62.71 | — | — | — | — |
| KGNN  | 50.81 | 65.75 | 38.74 | 76.69 | 22.40 | 52.82 |
| BERT Plus | 55.84 | 69.76 | 42.88 | 80.74 | 27.13 | 58.23 |
| DFGN  | 56.31 | 69.69 | 51.50 | 81.62 | 33.62 | 59.82 |
| DFGN*  | 55.19 | 68.68 | 49.72 | 80.67 | 31.53 | 58.26 |
| DFGN/BERT  | 55.17 | 68.49 | 49.85 | 81.06 | 31.87 | 58.23 |
| **Our model** | | | | | | |
| Baseline-Dual | 49.56 | 64.15 | 47.61 | 83.45 | 26.44 | 55.41 |
| CGDe-Baseline | 51.23 | 65.42 | 46.71 | 83.03 | 27.69 | 55.77 |
| FGIN-Baseline | 50.42 | 64.82 | 48.93 | **84.10** | 27.95 | 56.47 |
| DFGN_Dual | **55.42** | **68.90** | **50.70** | **81.70** | **31.76** | **58.83** |

| Table 2: Ablation results on the HotpotQA dataset. |
|----------------------------------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Model | Answer EM | F1 | Sup fact EM | F1 | Joint EM | F1 |
|-------|------------|----|-------------|----|----------|----|
| Baseline | —Yang et al. | 45.60 | 59.02 | 20.32 | 64.49 | 10.83 | 40.16 |
| —Yang et al.* | 49.06 | 63.62 | 32.01 | 75.40 | 18.12 | 50.36 |
| —Only ans | 49.88 | 64.42 | — | — | — | — |
| —Only sup | — | — | 43.15 | 79.61 | — | — |
| **Single channel** | | | | | | |
| CGDe/FGIn | **51.04** | **65.57** | 39.45 | 79.80 | **23.49** | **54.79** |
| Only CGDe | 50.81 | 65.20 | 38.78 | 79.35 | 22.62 | 53.86 |
| Only FGIN | 49.72 | 64.39 | **41.03** | **80.72** | 23.03 | 53.97 |
| **Dual channel** | | | | | | |
| —Baseline-Dual | 49.56 | 64.15 | 47.61 | 83.45 | 26.44 | 55.41 |
| —CGDe-Baseline | **51.23** | **65.42** | 46.71 | 83.03 | 27.69 | 55.77 |
| —FGIn-Baseline | 50.42 | 64.82 | **48.93** | **84.10** | 27.95 | **56.47** |

![Figure 3: Attention heat map of the only-ans model.](image-url)
Shirley Temple Black (April 23, 1928 – February 10, 2014) was an American actress, singer, dancer, businesswoman, and diplomat. As a child actress from 1935 to 1938, Temple was Hollywood’s number one box-office draw. As an adult, she was named United States Ambassador to Ghana and to Czechoslovakia and also served as Chief of Protocol of the United States.

**Figure 4:** Attention heat map of the baseline model.

**Figure 5:** Attention heat map of the dual/ans model.

**Figure 6:** Attention heat map of the dual/sup model.

**Figure 7:** Attention heat map of the only-sup model.
distribution to the model that only performs supporting fact prediction tasks, and in the left half of the graph, the number of the latter is generally higher than the former, while in the right half of the graph, the opposite is true. This situation shows that the dual-channel reasoning model tends to predict more evidence sentences than the only-sup model.

To further explore the advantages of the dual-channel reasoning model, we calculated Kendall’s tau correlation between the number of predicted evidence sentences of the three models and the gold evidence sentences. As shown in Figure 9, the dual-channel reasoning model improves EM_sup, F1_sup, precision, recall, and Kendall’s tau.

We also introduced the two strategies of CGDe and FGIn into the dual-channel reasoning architecture. Similarly, Figures 10 and 11, respectively, show the number of predictions minus the number of gold sentences of several models and the scores of all evaluation metrics.

In supporting facts prediction task, the model with the FGIn strategy performs best; the model with the CGDe strategy performs slightly lower than the other two models. The reason for this result is that CGDe decomposes complex questions so that it is easy to ignore evidence sentences, while FGIn can better represent each word in multiple documents. In contrast, the answer prediction ability of the model containing the CGDe strategy is significantly stronger than the other two models. Finally, the dual-channel inference model is not affected by the difference in the proportion of the two training losses when the two tasks are jointly optimized.

Tang et al. [30] used a neural decomposition model [25] to generate subquestions for multihop questions to explain the reasoning process of the question answering system to answer complex questions. In order to be able to further evaluate the ability of our proposed dual-channel reasoning architecture to perform true multihop reasoning, we evaluated the dual-channel reasoning model, the single-channel reasoning model, and the only-answer model on the subquestion datasets proposed by Tang et al.

As shown in Table 3, the complex question is decomposed into two subquestions. Tang et al. [30] divided complex questions in the HotpotQA verification set into two subquestions and extracted the answers of subquestion 1 from the original text. Then, they saved the answer to subquestion 1, subquestion 1, and all contexts to the JSON file Dev_sub1, and they saved the answer to subquestion 2 (also the final answer to the original complex question), subquestion 2, and all contexts to the JSON file Dev_sub2. The model is trained using the HotpotQA dataset and tested on three validation sets (Dev_ori, Dev_sub1, and Dev_sub2) to evaluate the ability of different models to answer subquestions.

As shown in Table 4, under the first three columns, correct represents the model answered correctly and wrong represents the model answered incorrectly. For example, the sixth line indicates that the model correctly answers the first subquestion but incorrectly answers the complex question and the second subquestion. For all experiments, we measure EM scores for question, question_sub1, and question_sub2 on 1,000 human-verified examples. When the answer predicted by the model is the same as the correct answer (both the start index and the end index are predicted correctly), the score is 1. The last three columns in Table 4 indicate the number of examples in the corresponding situation. For example, the number of examples in which the dual-channel model answers all complex questions and subquestions correctly is 282.
Figure 9: Evaluation metrics.

Figure 10: Number of predictions minus number of gold sentences (with two strategies).
As shown in Table 4, the dual-channel model has the largest number of examples that can correctly answer complex questions and subquestions. The model has the least number of examples when only one subquestion can be answered correctly, and the complex question is still answered correctly because this situation is not consistent with common sense.

### 6. Conclusion and Future Work

In this paper, we propose a dual-channel reasoning architecture for complex question answering. The dual-channel reasoning architecture is applied to the feature interaction framework and graph-based models to verify its general applicability. In the experiments, we show that our models
significantly and consistently outperform the baseline model, especially in supporting fact prediction tasks. After more detailed experimental analysis, it is proved that the dual-channel reasoning structure has stronger step-by-step reasoning ability than the single-channel reasoning structure. In the future, we believe that the following issue will be worth studying. For the dual-channel reasoning architecture, the interaction strategy between the two channels, such as the soft parameter sharing of the homogeneous neural network components of the two channels, is worthy of further study.
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