Optical remote sensing cloud detection based on random forest only using the visible light and near-infrared image bands
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ABSTRACT
Cloud detection is of great significance for optical remote sensing images. Most existing cloud detection approaches often rely on many thresholds among multiple bands with a wide spectrum range, and normally just can be applied to specific satellite data. Cloud detection is difficult in some sensor data with limited number of available spectral bands. To tackle this challenge, we propose a cloud detection method based on random forest (RFCD) only with the most common RGB and NIR bands. The RFCD normalizes different sensor data by calculating the top-of-atmosphere (TOA) reflectance and combines stable spectral and texture features extracted from the most common bands, which improves accuracy, reduces reliance on multi-band information, and improves the extendibility of the method. Moreover, the RFCD effectively avoids the complicated threshold setting and reduces subjective factors. Few parameters and strong generalization ability of RF further improve the extendibility of RFCD and provide the application possibility in a variety of data. Experimental results show the total validity obtained by 107 Landsat-8 images is 93.46%. The accuracy of the RFCD is higher than the Function of mask method and similar to the SegNet deep learning method, while the RFCD need fewer training samples and hyperparameters which makes it easier to be used. The extended experimental results show RFCD also gets good detection results in Sentinel-2 and GaoFen-1 images. The new RFCD is an accurate cloud detection method with strong extendibility and stability, also avoiding the complicated threshold setting.

Introduction

According to the data from the International Satellite Cloud Climatology Project (ISCCP), the annual average cloud coverage accounts for more than 60% of the world’s total area (Zhang et al., 2004). In the imaging process of optical remote sensing images, the cloud hinders the transmission of signals between the sensor and the ground, resulting in the change or loss of the spectral information. Such cloud-covered images have less available information, which will cause a lot of inconvenience to the analysis and application of images (Tan et al., 2016). In addition, with the increase of remote sensing data, it has become a very urgent task to quickly eliminate useless information and retain available information. Therefore, it is necessary to study the cloud detection technology of remote sensing images. The detected cloud cover can help eliminate useless images, reduce the pressure of processing system, and it can also provide users with references when selecting and downloading data. At the same time, the accurate detection of cloud regions is conducive to subsequent image processing, and provides a basis for further image analyses and applications.

Many scholars have conducted long-term and in-depth research on cloud detection, and have obtained abundant results. The cloud detection has also experienced from the threshold methods based on physical characteristics to the methods based on texture features, and now the methods based on machine learning. The physical threshold methods determine the most suitable thresholds for separating the cloud and the ground based on the differences in the visible light band reflectivity, the infrared band brightness temperature and other normalized indexes. For Irish (2000); (2006)) designs a series of spectral thresholds by analysing the imaging characteristics of clouds in different bands, and proposed an automatic cloud cover assessment (ACCA) algorithm for Landsat TM/ETM+ images. Zhu and Woodcock (2012); (2015)) proposes the the Function of mask (Fmask) method. This algorithm builds a probability model by combining the information of multiple bands to calculate the probability that each pixel belongs to the cloud and determines the potential cloud area. Zhong et al. (2017) proposes an object-based cloud and cloud shadow detecting algorithm which needs to combine the complex corresponding relationship between the cloud and the cloud shadow. Zhai et al. (2018)
proposes a cloud detection algorithm using spectral indices based on the physical reflectivity characteristics for multi/hyperspectral optical remote sensing imagery. The analysis performed in these existing methods shows that the threshold-based methods have a wide range of applications. However, the setting of the thresholds requires much human involvement and is highly subjective. The thresholds will vary with the seasons and geographic location of remote sensing images. Therefore, it needs a lot of experiments to determine the thresholds that are suitable for most images. In addition, due to the differences in the band range and spectral response function of different remote sensing sensors, most physical threshold methods can only detect certain specific products and cannot be extended to other sensors.

With the continuous improvement of the spatial resolution in remote sensing images, the texture information contained in the images is more abundant. Therefore, some methods based on texture features and spatial characteristics are also applied to the cloud detection (Azimi-Sadjadi et al., 1996; Dong et al., 2018; Shan et al., 2009; Zhang & Xiao, 2014). At present, the main texture extraction methods in cloud detection include the fractal dimension, the gray-level co-occurrence matrix and the multiple bilateral filtering, etc. Shan et al. (2009) uses the fractal dimension and the angular second moment of the gray-level co-occurrence matrix to implement cloud detection based on a tree-like discriminant structure. Dong et al. (2018) first uses the linear iterative clustering to obtain the initial cloud detection results, then the results are refined according to the second-order matrix and texture average of the object. The introduction of texture features improves the accuracy and extendibility of the algorithm, but still requires complex threshold determination.

In recent years, some researches obtain more accurate cloud detection results by introducing deep learning (Zhang et al., 2001; Jang et al., 2006; Chai et al., 2019; Z.W. Li et al., 2019; Chen, Tang, et al., 2020) which includes the radial basis function network, the multi-scale convolutional feature fusion (MSCFF), the SegNet, the 3D convolutional neural network and so on. For example, Chai et al. (2019) propose an adaptation of SegNet to detect clouds in Landsat imagery. This method effectively improves the accuracy of detection. In addition, some deep learning methods designed for high-resolution optical remote sensing images usually only rely on the RGB and NIR bands. For example, Chen, Tang, et al. (2020) propose an end-to-end multi-scale 3D cirrocumulus detection method for high-resolution images which makes full use of the spatial and spectral information under the condition of limited spectral range. Segal-Rozenhaimer et al. (2020) present a convolutional neural network algorithm and perform cloud detection for World-View-2 and Sentinel-2 data based on the RGB and NIR bands. However, these methods based on deep learning generally have a high computational complexity and are time-consuming (Zhai et al., 2018). At the same time, these methods need to make abstract decisions at multiple levels, which leads to very complex relationships between the dependent and independent variables. That makes the model a “black box” with insufficient interpretability. Moreover, the deep learning methods require a large amount of training data and sometimes the cost of acquiring training data is very high. For some new sensor data, it is difficult to obtain a large amount of high-quality label data for training in a short time. Finally, they are highly dependent on the computer configuration, which makes difficult to realize a wide range of applications (Wei et al., 2020).

Random forest (RF) is a machine learning algorithm which has developed rapidly in recent years. Belgiu and Dragut (2016) compare RF with other machine learning algorithms. The comparison results show that RF can get better classification results, especially when dealing with high-dimensional or small sample data. Moreover, RF is faster than the support vector machine (SVM) or other integrated learning algorithms such as the adaptive boosting (AdaBoost). In addition, RF consists of decision trees and can provide the importance of different features. RF feature importance can be used as a global interpretability measure (Hall et al., 2017) and the interpretability makes the results relatively controllable. Many scholars have applied RF to the cloud detection. Wei et al. (2020) use the top-of-atmosphere reflectance and brightness temperature to realize cloud detection of Landsat-8 (L8) data based on RF. Chen, Liu, et al. (2020) realize cloud detection of L8 and Sentinel-2 data based on RF without thermal bands. In addition, according to the large number theory, increasing the number of weak learners in RF can reduce the generalization error. Fu et al. (2019) train the RF model relying on source data at one moment, and then the trained model is applied to images of other times. This experiment proves that RF has certain extendibility in different images.

Aiming at these problems in the above analysis and combining multiple advantages of the RF, we use the most common RGB and NIR bands to extract a variety of spectral and texture features which are relatively stable in different optical remote sensing images. And a cloud detection method based on RF (RFCD) is proposed based on these features. The RFCD can avoid the complicated threshold determination process in the traditional threshold method, and improves the detection accuracy. Secondly, the RFCD uses the most common bands which reduces the reliance on multi-band information and lays the foundation for the expansion of different sensor data. The RFCD converts digital number (DN) value to top-of-
atmosphere (TOA) reflectance value, which initially realizes the normalization among different sensors and further lays the foundation for extendibility. Thirdly, these extracted features which are stable in different sensor data ensure the extendibility while improving accuracy. Finally, the random forest has a few parameters, relatively simple training samples, strong interpretability, and generalization capabilities, which provides a certain degree of usability.

Section 2 introduces the cloud detection method based on RF. In section 3, we first evaluate the validity and the quantity performance of the RFCD in L8 data. Then, we apply the RFCD to Sentinel-2 and GaoFen-1 (GF-1) images to verify the extendibility and stability. In section 4, we give a summary and conclusion of this study.

Random forest cloud detection

RF is a multi-classifier model based on classification and regression tree (CART; Breiman, 2001a). It generates a strong learner through combining a large number of weak learners, which has higher accuracy than a single classifier and can effectively prevent overfitting. At present, RF has been widely used in many fields due to its advantages such as small number of training samples, strong generalization ability, less manual intervention, fast calculation speed and high classification accuracy (Breiman, 2001b).

In this paper, we build a classification model based on RF, and combine the extracted multiple classification features to perform cloud detection in optical remote sensing images. It is mainly divided into two phases: training and testing. In the training phase, we first perform radiation correction to obtain the reflectivity at the top of the atmosphere from the RGB and NIR bands. Then, we select and extract a series of spectral and texture features based on reflectivity. At the same time, we select representative cloud and non-cloud pixels from the training images to form a training sample set. Finally, we make them as input of the RF to train and get the trained RF model. In the testing phase, we first input the images to be detected into the RF model and obtain the initial cloud detection results. Then we use guided filtering to refine the results to get more accurate cloud distribution maps and calculate the cloud covers. The flow chart is shown in Figure 1.

Radiometric calibration

Optical remote sensing images normally display the DN not the reflectivity. In order to eliminate the error generated by the sensor and determine the radiation at the entrance pupil of the sensor, it is necessary to perform the radiation calibration to convert the DN into the reflectivity at the top of the atmosphere. This process provides the basis for normalization between various parts of data in one image or between different images. The calibration formula is as follows:

\[ L_{\lambda} = (\text{Gain})(\text{DN}) + (\text{Bias}) \]  

\[ \rho_{\text{TOA}} = \frac{\pi L_{\lambda} d^{2}}{\text{(ESNU)} \cos \theta} \]

where \( L_{\lambda} \) denotes the radiance of the sensor; Gain denotes the calibration slope; Bias denotes the calibration intercept; \( \rho_{\text{TOA}} \) denotes the reflectivity at the top of the atmosphere; \( d \) denotes the solar-earth astronomical unit distance; ESNU denotes the solar average spectral radiation at the top of the atmosphere; \( \theta \) is the sun zenith angle. The parameters used in the above calibration process are included in the image header file.

Feature selection and extraction

Features are the basis of classification and directly affect the classification accuracy. In view of the limitations of a single feature in distinguishing the cloud from the ground surface, the combination of multiple features can effectively improve the accuracy of cloud detection. Based on the difference in reflectivity and texture characteristics between the cloud and the ground, we extract a series of new classification features from common four bands of the RGB and NIR. Multiple classification features increase the dimensionality of the data and improve the accuracy of classification to a certain extent.

Band feature

The band feature is the most intuitive feature in remote sensing images, and the images can be directly interpreted and analysed based on this feature. In the process of the remote sensing image interpretation, it is generally believed that each type of ground surface has its corresponding spectral characteristic curve in each band. Therefore, the reflectivity in each band can be used as the main basis for judgment. Due to the unique reflectivity of clouds, they often show high brightness and continuous coverage in optical remote sensing images. The reflected information of the RGB and NIR bands can be used as feature to distinguish clouds from most ground surface types.

Color feature

In the RGB color space, there is a big difference between thick clouds and ground surfaces. But thin clouds are usually darker and contain part of the ground surface information, so the detection results are often unsatisfactory (Y. X. Xu et al., 2006). In the IHS color space, both thick and thin clouds can show significant characteristics. The clouds are slightly
white in the RGB color space, and the cloud reflectivity of each band is relatively large and similar. After the RGB color space is converted to the IHS color space, the pixel values of clouds in the intensity channel (I) will be significantly larger than the ground surface and the pixel values in the saturation channel (S) will be significantly smaller than the ground surface. The calculation process of intensity and saturation is as follows:

\[
I = \frac{R + G + B}{3} \tag{3}
\]

\[
S = 1 - \frac{3 \min(R, G, B)}{R + G + B} \tag{4}
\]

where \(R, G, B\) represent the reflectivity of the three visible light bands; \(I\) and \(S\) represent the value of the intensity channel and the saturation channel respectively.

In addition, in order to enhance the contrast between clouds and ground objects, we construct a basal figure as a new feature (Kai. et al., 2016), and the calculation process is as follows:

\[
J' = \frac{I' + \tau}{S' + \tau} \tag{5}
\]

where \(I'\) denotes the normalized intensity channel; \(S'\) denotes the normalized saturation channel; \(\tau\) is the buffer coefficient, which usually takes a value between 0 and 1 to prevent the value from being too large. This article sets it to 0.05. \(J'\) is stretched into the corresponding gray scale to get the basal figure.

**Dark channel feature**

He et al. (2010) proposed the dark channel theory. Through the observation and analysis of a large number of prospect images, it is found that there would always be some pixels in the image that contain a very low value in the three color channel components of RGB. Research has shown that after the remote sensing images are processed by the dark channel, the pixel values of some areas with a single color drop a lot, and even tends to 0, while the pixel values of clouds can still be maintained at a high level (Zhu, 2018). The dark channel feature extraction process can be expressed by the following formula.
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\[ B_{\text{dark}} = \min_{x \in \{R,G,B\}} (\text{Band})_x \]  

(6)

where \((\text{Band})_x\) represents the reflectivity of the image in the RGB bands; \(B_{\text{dark}}\) represents the value of the dark channel.

**Whit ness index feature**

The cloud has a relatively flat reflectivity in the RGB and NIR bands and usually displays as white. Zhu and Woodcock (2012) proposed the whitness index and applied it to the cloud detection of Landsat images, which effectively eliminated a large number of non-cloud pixels. The definition of the whitness is shown in the following formula.

\[
    m = \frac{B_1 + B_2 + B_3}{3} 
\]  

(7)

\[
    W = \sum_{i=1}^{3} \frac{|B_i - m|}{m} 
\]  

(8)

where \(B_1, B_2, B_3\) are the reflectivity of the three RGB bands, respectively, \(m\) denotes the average reflectivity of the three bands. \(W\) is the whitness index. The whitness index value of the cloud pixel is generally small, while the one of ground is relatively large since the color of the ground is rich and the ground reflectivity of each band varies greatly.

**Cloud index feature**

Zhai et al. (2018) proposed a cloud index (CI) based on the physical reflectivity of cloud to distinguish between clouds and ground surface. CI is expressed as follows.

\[
    \text{CI} = \frac{3B_{\text{NIR}}}{B_R + B_G + B_B} 
\]  

(9)

where \(B_R, B_G, B_B\) and \(B_{\text{NIR}}\) denote the reflectivity of the RGB and NIR bands, respectively.

CI is used to measure the similarity of the reflectivity between the RGB and NIR bands. In most cases, the reflectivity of clouds is relatively similar in the RGB and NIR bands, so the CI value of the cloud is usually around 1. The CI value of areas with high vegetation coverage is usually higher than 1, and areas with low vegetation coverage, such as bare land, have a lower CI value than 1. We consider the absolute value of the difference between the CI value and 1 as a feature. The smaller the difference value, the greater the probability that the pixel belongs to the cloud. Therefore, in the feature map, the cloud has a lower pixel value than the ground object.

**Gabor transform feature**

Gabor transform is a local Fourier transform (Lee, 1996), which divides the signal into multiple intervals, and performs Fourier transform separately in each interval to obtain the local characteristics of the signal. The 2D Gabor filter is similar to the visual stimulus response of human visual cells. It is sensitive to edges and insensitive to light changes. It can well extract the local spatial and frequency domain information of the target, and is very suitable for the texture analysis. Clouds in optical remote sensing images usually have simple textures. We can use the Gabor filtering to extract texture information to exclude some areas with high brightness but complex textures.

Gabor transform has good direction and scale characteristics. However, the cloud does not have obvious directivity. The features extracted by using different filters with different scales and directions are mutually redundant. Therefore, through the comparative analysis between features, we only select the feature with a large separation to reduce the feature redundancy. We select six scales with values of 7, 9, 11, 13, 15, 17 and four angles with values of 0°, 45°, 90°, 135° to extract texture features of the intensity map and finally obtain 24 texture feature maps. By comparing the differences between the clouds and the ground surface in the feature maps, the resulting image with a scale of 7 and an angle of 45° is finally selected as the classification feature.

In order to observe the effect of different features more intuitively, an example of the above classification features for cloud detection is shown in Figure 2.

### 2.3 Training sample set construction

Abundant training samples can improve the classification performance of RF, so the establishment of the training sample set is an important part of this research. In this study, we choose the “L8 Biome” cloud validation masks for cloud detection experiment and verification (U.S. Geological Survey, 2016). The “L8 Biome” dataset has a total of 96 Level-1 T scenes (images size 7000 × 7000) and the corresponding manually generated cloud masks, which are evenly distributed around the world. Moreover, it contains a variety of seasons and land surface types, including barren, forest, grass, shrubland, snow, water, and wetland. L8 Biome is a relatively comprehensive and recognized dataset, and many researches are based on it (Skakun et al., 2019; Joshi et al., 2019; H et al., 2019; K Xu et al., 2019; Chai et al., 2019; Ma et al., 2020; Chen, Liu et al. 2020; Wei et al., 2020). Our experiments are also done based on L8 Biome.

We select one-third of the images from the data set for the establishment of the training sample set, and there are four training images for each land surface type. Except the snow biome, it is currently difficult to identify a large range of weakly textured snow from the RGB and NIR bands. But in other biomes, there are still some images that contain some snow for training and testing. Considering the diversity of
cloud samples, the training images also contain abundant clouds with different shapes and densities. Then, we select a large number of representative pixels from the training images to form the training sample set. When selecting samples that can typically represent different types of clouds and ground surface from L8 images, in order to achieve the optimal classification effect, the number of samples for each type should be allocated in proportion to the area. Therefore, the type that occupies a large area should correspond to more samples than that of the small one. In the end, our training set includes 300,000 cloud pixels and 300,000 non-cloud pixels.

**Random Forest model construction**

The RF consists of a large number of decision trees whose construction process is as follows. It first performs bootstrap sampling on the input samples to obtain k sample subsets. The size of each subset is about two-thirds of the original training set. Then the RF constructs a decision tree corresponding to the subset one by one by randomly selecting features. Each decision tree selects the optimal attribute to split based on the minimum Gini coefficient criterion, and prunes the classification tree to reduce the amount of calculation. The obtained k decision trees constitute a RF. The final detection result is determined by voting on the output results of all decision trees. In the above process, the random selection of sample subsets and the minimum Gini coefficient principle used in the establishment of decision trees can effectively reduce the correlation between decision trees, enhance the prediction ability of a single decision tree, improve the generalization ability and the classification accuracy of the entire RF. The cloud detection process of remote sensing image based on random forest is shown in Figure 3. First, we extract the spectrum and texture features from the original image to be detected. Then, the decision trees select the corresponding
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feature subset for detection. Finally, k results are obtained, and the final cloud detection result is determined by voting on the results of all decision trees.

In the bootstrap sampling process of the sample data, about 30% of the sample is not selected. This part of the sample is usually called out of bag (OOB) data. We use the OOB data corresponding to each decision tree as the test data to calculate the OOB error of the tree. The average of all OOB errors can be used as the generalization error of the RF to evaluate the performance. Therefore, the RF does not need to use an independent test set to obtain an unbiased estimate of the error. On the contrary, it can establish an unbiased estimate of the error during the generation process, that is, calculate the OOB error during the construction of the RF. Different from the cross-validation required by other machine learning methods, this validation method has high operating efficiency and takes up less resources, especially, the results are similar to the cross-validation results (Fang et al., 2011). This paper also uses the OOB error as the evaluation index in subsequent experiments. The smaller the OOB error, the better the performance of the algorithm.

In the RF construction process, only two parameters need to be defined: the number of decision trees (Ntree) and the maximum feature number of decision trees (Mtry). Research shows (2017) that with the increase of Ntree, the classification performance and the generalization ability of RF gradually improve, but the computational complexity is also increased. The larger the Mtry, the more information a single decision tree has and the easier to overfit. As the Mtry value decreases, the prediction accuracy of the decision trees will decrease. In remote sensing applications, the most common sets are Ntree to 500 and Mtry to the square root of the number of input features (Belgiu and Dragut, 2016). In order to find the optimal Ntree and Mtry values, we use the OOB error of the RF as the evaluation standard, and analysis the influence of the two parameters.

The relationship between Ntree and the OOB error of the RF model is shown in Figure 4 where the value range of Ntree is set to 1~500. It can be seen that when the Ntree is between 100 and 500, the OOB error value basically tends to be stable, and there is no obvious change. This phenomenon shows that the performance of RF at this time tends to be stable.

In the same way, we fix the number of decision trees to 100, and adjust the size of Mtry. As shown in Figure 5, we get the relationship between the OOB error and the Mtry. When the value of Mtry is 6, the OOB error is the smallest. Therefore, considering the two aspects, the optimal parameters of the RF model are finally determined as Ntree = 100 and Mtry = 6.

Another advantage of RF is that it can evaluate the importance and contribution of input features, so that the model has a certain degree of interpretability (Calle & Urrea, 2011). Figure 6 shows the importance score of each feature. The higher the importance scores, the greater the influence and contribution of the feature is to the classification result.

The results show that discrete spectral channels in the visible light bands are important, especially the blue band. The dark channel and the basal figure are also important. This is mainly because the dark channel combines the information of the visible light bands. The basal figure combines the intensity and saturation information, and the contrast between the cloud and the non-cloud pixels in the basal figure is great. The Gabor transform feature that contains the texture information also has a high importance score, which shows that the texture feature plays an important role in the classification process. The importance scores of other features are not high, which may be due

Figure 3. Flowchart of the RF classification.
to a certain degree of the information redundancy between different features. But they still contribute to the classification.

**Refined processing**

In remote sensing images, clouds usually appear as continuous coverage, rather than the isolated cloud pixels. However, due to the influence of factors such as the illumination, the detection results obtained by the RF will have a number of holes in the cloud area, or some misjudgment points in the non-cloud area. In order to effectively remove the isolated noise points, further improve the accuracy of the cloud detection algorithm, and ensure the integrity of the cloud area, we use the guided filtering to refine the detection results.

The guided filter is a kind of adaptive weight filter. In the image processing process, by constructing the local linear relationship between the guided image and the output image, the boundary of the guided image can be maintained in the output image, so that noise points can be effectively removed (He et al., 2013). The guided filtering can be expressed as:

\[ q_i = \sum_j W_{ij}(I) S_j \]  \hspace{1cm} (10)

where \( I \) is the guided image, \( S \) is the input image, \( q \) is the output image, \( i \) and \( j \) are the pixel indexes, and \( W_{ij} \) is the filter kernel function, which is defined as:

\[ W_{ij}(I) = \frac{1}{|\omega|^2} \sum_{(i,j) \in \omega} \left( 1 + \frac{(I_i - \mu_{\omega})(I_j - \mu_{\omega})}{\sigma_{\omega}^2 + \epsilon} \right) \]  \hspace{1cm} (11)
where $\omega_k$ is the k-th kernel function window, $|\omega|$ is the number of pixels in the window, $\mu_j$ and $\sigma_j^2$ are the mean and variance of the guided filtering, respectively, and $\epsilon$ is a regularization parameter usually with a value between 0 and 1 to prevent the denominator from being too small.

In order to maintain the boundary information in the output image, we use the dark channel as the guided image, and the result of the RF as the input image, because the dark channel obtained by selecting the minimum value among the RGB channels contains the abundant boundary information of the cloud and the ground. Finally, the output image is calculated through the guided filtering (Zhang & Xiao, 2014). In the implementation of filtering, the window radius is set to 30 and $\epsilon$ is set to 0.09.

The output image after the guide filter is not a binary image, so a threshold needs to be set to obtain the binary cloud detection result. Here, the threshold value is set to 80.

The guided filtering effectively removes most of the misjudgment areas, and adds some semi-transparent cloud pixels at the edge of the cloud, which improves the detection accuracy to a certain extent. In addition, although there are ground pixels in some small cloud gaps, they usually do not have a complete scene. These gaps can also be included in the cloud range through the guided filtering.

**Results and analyses**

This section mainly evaluates the cloud detection algorithm from three aspects of the effectiveness, the accuracy and the extendibility. The test images used in the experiment are independent of the training samples.

**Validity evaluation**

We randomly selected 107 L8 satellite images at different times and locations to verify the performance of our RFCD. The imaging time of the images covers four seasons of the year, and the imaging area covers a variety of ground surface types, such as barren, water, wetland, forest, grass, snow, etc. In this paper, the cloud cover value marked in the L8 data is used as the reference, and the cloud cover value obtained from our experimental result is compared with the reference value. We reference the standard of effectiveness evaluation in Landsat7 cloud detection (Irish, 2000; Y Li et al., 2001) and use the difference between our cloud cover value and the reference value to measure the effect of detection. If the difference value is less than 10%, the evaluation is considered accurate. If the difference value is less than 20%, the evaluation is considered valid. If the difference value is greater than 20%, it is considered as invalid. In Table 1, the cloud cover difference is divided into five grades: <5%, 5%-10%, 10%-15%, 15%-20%, >20%, and we count the number of images in these five grades, respectively.

From Table 1, for the test images, the calculated total validity is 93.46% which meets the requirement in the real remote sensing application. The analysis of the detection effect shows that the proposed RFCD method is suitable for most types of ground surface. It can detect most of thick clouds, thin clouds, scattered clouds, and can also effectively eliminate some confusing water or some snow with complex textures. However, when there are bright features with weak texture on the ground, such as the fresh snow, the bright buildings, etc., the detection results of this method may be biased. The main reason is that...
a series of the spectral and texture features extracted from the RGB and NIR bands cannot clearly distinguish clouds from such type of surface.

**Quantitative evaluation**

The remote sensing image contains a large area, and the overall cloud cover value cannot reflect the detection effect in detail. Therefore, we further evaluate the performance of the RFCD pixel by pixel. We use the precision ratio (PR), the recall ratio (RR), the accuracy ratio (AR) and the Kappa coefficient as measurement indicators to quantitatively evaluate the cloud detection accuracy on different types of ground surface. The calculation formulas are as follows.

\[
AR = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
PR = \frac{TP}{TP + FP}
\]

\[
RR = \frac{TP}{TP + FN}
\]

\[
P_e = \frac{(TP + FN)(TP + FP) + (TN + FN)(TN + FP)}{N^2}
\]

\[
Kappa = \frac{AR - P_e}{1 - P_e}
\]

where \(TP\) (true positive) and \(TN\) (true negative) denote the total number of cloud pixels and non-cloud pixels correctly predicted, respectively, \(FP\) (false positive) and \(FN\) (false negative) denote the total number of pixels with an incorrect outcome from the cloud and non-cloud recognition, respectively. \(N\) denotes the total number of pixels. \(P_e\) is the intermediate variable involved in calculating the \(Kappa\).

Seven "L8 Biome" examples of barren, forest, grass, shrubland, urban, water and wetlands are presented in Figures 7–13 for visual demonstration, respectively, which include the original images, the results of Fmask, the results of the proposed RFCD and the manually generated cloud masks from "L8 Biome" dataset. The cloud cover assessment system of L8 product uses the Fmask algorithm (Zhu et al., 2015; Zhu & Woodcock, 2012) to identify cloud confidence for representation in the quality assessment (QA) band as bit-mapped values. We use the “Landsat Quality Assessment Tools” provided by USGS to obtain the result of Fmask generated by pixels with high cloud confidence. The manually generated cloud masks from the "L8 Biome" dataset are used as the ground truth to verify these two methods. In order to better compare the cloud detection results of different methods with visual interpretations, the zoomed-in images taken from the full-scene images are also displayed. On the whole, the spatial distribution of our RFCD results is closer to the manually generated cloud masks than that of Fmask method. Moreover, in some case, the Fmask misjudges some ground objects as clouds.

In Figure 7, the Fmask misjudges non-cloud pixels at the cloud boundary as cloud pixels. The RFCD effectively avoids this situation and achieves a more accurate result. Figure 8 shows that in the case of high vegetation coverage, both methods can achieve good results. It can be seen from Figure 9 that the RFCD is better than the Fmask for detecting some low-brightness transparent thin clouds. But there are still some thin clouds that have not been detected. For the red arrow in Figure 10 pointing to the piece of snow, neither method correctly detects. Both methods do not correctly distinguish between cloud and snow. However, the cloud and snow separation has always been a difficult point in the cloud detection, especially in the RGB and NIR bands. In Figure 11, the result of the RFCD is significantly better than the Fmask. For the coastline area pointed by the red arrow in Figure 12, the Fmask misjudges it, but the proposed RFCD algorithm effectively avoids this situation. In Figure 13, the Fmask misjudges some non-cloud pixels as cloud pixels, and the detection result of the RFCD is relatively better.

Quantitative evaluations of the cloud detection in “L8 Biome” dataset are presented in Table 2. For the proposed RFCD algorithm, the average PR, RR, AR, and Kappa coefficient of cloud detection are 95.04%, 90.26%, 96.22%, and 0.8962, respectively, which are all at a high level. The evaluation indexes of Fmask are 85.64%, 86.58%, 91.23% and 0.7823, respectively. No matter which index is compared, our RFCD is better than the Fmask algorithm. But there are still some deficiencies. For example, in the detection results of the grass scene, the RR of the RFCD is 73.15% which is low but still higher than that of the Fmask. This is mainly because some low-brightness light-transmitting thin clouds are omitted. The RR of the RFCD in the water scene is 79.30%, which is also low. The main reason is that the transparent thin cloud above the water contains part of the water information, resulting in omissions.

**Comparison with Deep Learning Method**

We perform another comparison with the SegNet deep learning method (Chai et al., 2019) using the same validation sources of “L8 Biome” reference masks. Note that the training data of the two methods are not totally the same (the RFCD uses pixels as training data, while the SegNet uses the entire images), which could make the accuracy comparison not particularly fair.
The size of the input image in the SegNet deep learning method is 512 × 512. For the sake of comparison, we crop the results of the RFCD to the corresponding size. Figure 14 shows the comparison between the RFCD results and the SegNet results. Similar to Section 3.2, we use the manually generated cloud masks from the “L8 Biome” dataset as the verification data. Table 3 provides the quantitative comparison of those results. The accuracy of the SegNet is slightly higher than that of our RFCD. The main reason is that the edges in the deep learning results are closer to the ground truth. The RFCD is a pixel-level detection, which requires guided filter to remove isolated noise points. This post-processing causes part of the cloud edge information to be lost in the detection result, and causes cloud edges to be relatively smoother.
Overall, although our RFCD is slightly lower in accuracy than the SegNet, it can still accurately detect most cloud areas. Compared with our RFCD, the SegNet requires a large number of training samples which contain about 2400 images with the size of $512 \times 512$. While the training set of the RFCD only contains about 600,000 pixels which are easier to obtain. In addition, the SegNet needs a long training time and complex parameters to iteratively optimize the deep learning model. But the training of the RFCD only includes the process of building decision trees which needs less time. Finally, the SegNet requires the support of high-performance GPU. However, the RFCD has a small amount of calculation, the training and testing process can also be completed on the ordinary CPU.
Extended experiment

The method in this paper only uses the RGB and NIR bands to realize the cloud detection, and has little dependence on the spectral information. Moreover, RF has strong generalization ability. So, compared with general methods, our RFCD has better extensibility. In order to verify the extendibility, we use the RFCD to perform cloud detection in the Sentinel-2 images and the GF-1 images. Due to the lack of true cloud distribution maps, we only analysis and evaluate the results from the intuitive visual effect which is also important.

Sentinel-2 cloud detection

The Sentinel-2 multispectral imager (MSI) has 13 channels, of which the RGB and NIR bands are bands 2/3/4/8, and the spatial resolution is 10 m. The
coverage of the Sentinel-2 image is too large, so we intercept the sub-image with a size of 2000 × 2000 for cloud detection.

Figure 15 illustrates four typical examples of the standard-false-color composite images and the RFCD results for Sentinel-2 imagery on different surface types. From Figure 15, it can be seen that the RFCD can detect clouds above the ground with different vegetation coverage. Moreover, in Figure 15(d) and Figure 15(f), the thin clouds that are easily confused with the ground surface are also correctly detected. Figure 15(h) shows that the RFCD can also achieve good detection results above water. Even some low-brightness thin clouds on the water surface are correctly detected.

**GF-1 cloud detection**

GF-1 has two high-resolution PMS cameras and four medium-resolution WFV cameras. In this article, we choose the PMS images with a spatial resolution of 8 m for experiments.

Figure 16 shows the standard-false-color composite images of GF-1 and the corresponding cloud detection results. From Figure 16, it can be seen that the overall visual effect of the cloud detection results obtained by the RFCD are good. Figure 16(b) shows that the RFCD can accurately detect thick clouds when the vegetation coverage is high. Figure 16(d) shows that the RFCD can distinguish between clouds and bright barrens. In Figure 16(f) with relative low vegetation coverage and some thin clouds, the RFCD can also achieve good detection results. But in the left part of the image, some of the bright buildings are misjudged as clouds. In Figure 16(h), some snow is still misjudged as clouds. In addition, the overall performance of the RFCD in GF-1 data is slightly worse than Sentinel-2. Maybe this is mainly because the reflectivity at the top of the atmosphere retrieved from Sentinel-2 is closer to that form L8.

**Summary and Conclusions**

There are many cloud detection methods for optical remote sensing images. However, traditional methods usually rely on a large amount of band information and complex threshold determination, which makes these methods difficult to apply to different sensor data. In this paper, we propose a cloud detection method based on the RF for optical remote sensing images which is named RFCD. The RFCD only uses the TOA reflectance of the most common RGB and NIR bands to reduce the dependence on band information and to lay the foundation for the extendibility of this method. The generalization of RF also improves the extendibility to a certain extent. The introduction of the machine learning avoids the difficulty of manually determining thresholds by a large number of statistics in the traditional threshold method.

The effectiveness and quantitative evaluations of a variety of surface types and cloud types show that the proposed RFCD has a good detection effect in most
cases. Especially when identifying broken clouds and thin clouds with low brightness, the detection effect has been greatly improved. It can also distinguish brighter surface more accurately such as coastlines. In the validity evaluation results, the total validity of the RFCD in 107 L8 images is 93.46% which satisfies the requirement in the application. The quantitative evaluation results show that the RFCD can obtain a high degree of detection accuracy. Compared with the Fmask, the RFCD can detect clouds more accurately with the PR of 95.04%, the RR of 90.26%, the AR of 96.22% and the Kappa coefficient of 0.8942. Compared with the deep learning method SegNet, the accuracy of the RFCD is comparable to the SegNet. However, the proposed RFCD requires fewer samples, simpler parameters, less training time and it is less dependent on computing device performance and has certain interpretability. Finally, the extended experiments in the Sentinel-2 and the GF-1 images verify that the RFCD has strong extendibility in different satellite images.

Although the proposed RFCD can achieve good results in the cloud detection, there are still some deficiencies to be further explored. When the local surface is covered with a large area of snow with weak texture information, it is difficult for the RFCD to accurately distinguish the clouds. This is mainly
because the current features extracted from the RGB and NIR bands cannot accurately distinguish clouds from such objects. In the next step, we will improve the detection accuracy by extracting and selecting more suitable features. In addition, we will use more satellite images for cloud detection to further verify the extendibility of this method.
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