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Abstract

Utilising effective features in machine learning-based natural language processing (NLP) is crucial in achieving good performance for a given NLP task. The paper describes a pilot study on the analysis of eye-tracking data during named entity (NE) annotation, aiming at obtaining insights into effective features for the NE recognition task. The eye gaze data were collected from 10 annotators and analysed regarding working time and fixation distribution. The results of the preliminary qualitative analysis showed that human annotators tend to look at broader contexts around the target NE than recent state-of-the-art automatic NE recognition systems and to use predicate argument relations to identify the NE categories.

1 Introduction

Corpus-based natural language processing (NLP) has been the mainstream of NLP research for the past quarter of a century. In this approach, given a task and manually annotated answers in a corpus, machine learning (ML) techniques are employed to induce a system for the task. The system adopts various kinds of information in the texts for solving the task, which is represented as a set of features for the ML algorithm. These features have often been determined based on heuristics such as adopting words and their POS within a certain size of a window around target words. Features based on human linguistic knowledge have also been employed through referring to manually constructed linguistic resources such as WordNet (Miller, 1995) and linguistic theories such as Centring Theory (Grosz et al., 1995).

Unlike the past attempts, we explore effective features in human behaviour during their annotation of answers in corpora. Considering an NLP system as a replacement of annotators, the replacement could follow the human annotators on their annotation behaviour as well as their annotation results. The information that human annotators refer to during their annotation process would provide useful clues to find effective features for the ML algorithms.

Recently utilising human behaviour information, particularly eye gaze information in various NLP tasks has begun attracting attention. The target tasks are diverse, including word sense disambiguation (Joshi et al., 2013), named entity recognition (Tomanek et al., 2010), syntactic analysis (Barrett and Søgaard, 2015), coreference resolution (Ross et al., 2016), predicate argument structure analysis (Iida et al., 2013; Mitsuda et al., 2013; Maki et al., 2016), sentiment analysis (Joshi et al., 2014), sentence compression (Klerke et al., 2016) and translation (Mishra et al., 2013; Sajjad et al., 2016).

In the present work, following Tomanek et al. (2010), we adopt the named entity (NE) recognition task. Having been motivated to select difficult training instances for active learning, Tomanek et al. (2010) utilised annotator eye gaze during their annotation of NEs in texts. They tried to define “difficulty” of NE instances regarding a cognitive load for annotating each NE instance. Annotation time and eye gaze were used for explaining the cognitive load. By relating the cognitive load of NE instances to their linguistic characteristics, they extracted features for a regression model estimating the difficulty of NE instances. In their attempt the resolution of eye gaze was very coarse, i.e. four regions around a target NE word (above, left, right and below) in addition to the target word itself, and eye gaze data was not fully quantitatively utilised for estimating the cognitive load.
The main advances of our work over Tomanek et al. (2010) are twofold. (1) We collect eye gaze on more precise regions, i.e. phrase chunks instead of the coarse regions around a target word. (2) We try to find effective features for solving the task itself instead of selecting training instances for the task. In what follows, we report a data collection experiment in which annotator eye gaze during their annotation are collected (section 2) and results of a preliminary qualitative analysis of the collected data (section 3).

2 Data Collection

2.1 Materials and Procedure

We conducted an experiment for collecting annotator eye gaze and tool operations during the annotation of NEs in Japanese texts. The material for annotation was selected from the development data of the IREX named entity recognition task consisting of 1,279 Japanese news articles. The named entities in these articles have been manually annotated with one of 8 categories: person, location, organisation, artefact, date, time, money and percent.

All articles were processed by a Japanese syntactic analyser KNP 4.11 to automatically annotate the NE categories in the texts. To collect difficult NE instances for the automatic NE recognition system, we compared the human-annotated categories and the KNP’s outputs and extracted incorrectly annotated instances for four kinds of categories: person, location, organisation and artefact, which were more difficult than the rest. By selecting a single incorrectly annotated NE for each text, we made a set of texts consisting of 72 texts each of which included only a single NE target. The average length of the texts is 315 characters, which is roughly equivalent to 150 English words. The numbers of each NE category are 11 persons, 15 locations, 29 organisations and 17 artefacts.

We recruited sixteen Japanese native speakers, six males and ten females; ten of them had some experience of text annotation but not necessarily the NE annotation. After having been explained the objective of the experiment and the operation of a custom-made annotation tool, the participants were instructed to assign one of the following categories to a highlighted NE in each text.

| Category | Description |
|----------|-------------|
| PSN      | person or pseudo-person name |
| LOC      | location names, addresses and name of natural things such as rivers and mountains |
| ORG      | organisation names, group names etc. |
| ART      | name of artefacts such as products, service |
| OTH      | none of the above |
| UKW      | unable to decide |

The participant gaze during annotation was captured by the Tobii T60 eye tracker at intervals of 1/60 second. The display size was 1,280 × 1,024 pixels, and the distance between the display and participant’s eyes was maintained at about 50 cm. A text on display was presented with the MS Gothic font at the size of 24 × 24 pixels in black colour with a white background. The line space was set to 72 pixels, and the top, left and right margins were set to 96 pixels respectively. A target NE was highlighted with a yellow background.

The text set was divided into two annotation sets each of which contains 36 texts. All participants had two sessions for these two sets in the same order. Since we had a small number of participants, we did not consider counterbalancing the text order. We allowed the participants to take a break as much as needed between the sessions. Before starting the actual sessions, the participants annotated five texts for practice which were not included in the annotation sets. The five-point calibration was run before starting each session.

A session starts with showing a marker at the centre of the display for guiding the annotator eye gaze to the display centre. Clicking the marker shows a text with a highlighted target NE to annotate. When the participant decides on its category, they click the target NE and choose its category from a pop-up menu shown at the target. Choosing a category makes the display back to the centred marker screen. This cycle goes on until the 36th text in a session. Three click time points: a click on the marker, a click on the target and a click on a category, were recorded for each text.

This task design is simplified than actual NE annotation in two respects: the task concerns only NE category classification without NE span identification, and a single target NE is specified in a text at a time. This simplification enables us to directly relate the annotator eye gaze and their decision process on the category for the target NE; thus it makes the analysis of the collected data easier.
2.2 Results
Recent eye-tracking devices like Tobii have made it drastically easier to capture gaze positions. However, there remain eye-tracking errors in the experiments. Tobii delivers the gaze point regarding the display coordinates of both eyes separately together with the timestamp and the error code denoting the validity of the gaze point. Based on the Tobii’s error code of each gaze point, we selected the data from the participants fulfilling the following conditions:

- the total error rate (total number of the erroneous gaze points against the number of overall gaze points in the two sessions) is less than 15%, and
- more than half texts have the text-wise error rate less than 10%.

As a result, we discarded data from six participants, retaining the data from ten. The six participants have annotation experience, and the rest four do not.

3 Data Analysis

3.1 Accuracy of Annotators
Table 1 shows the accuracy of each annotator, i.e. the ratio of the correct annotations by each annotator against the overall 72 NEs. The underlined annotators in Table 1 have some annotation experience but not necessarily the NE annotation. The table shows that past annotation experience does not necessarily work favourably. The average annotator accuracy is 0.83, which looks not so high comparing to the performance of the state-of-the-art automatic NE recognition systems (Iwakura, 2011; Darwish, 2013; Passos et al., 2014). However, considering that we collected NE instances that could not be correctly analysed by the automatic NE tagger, humans perform the NE recognition task far better than computers.

### Table 1: Annotator Accuracy

| annotator | 01 | 02 | 04 | 08 | 10 | 11 | 12 | 13 | 14 | 15 | ave. |
|-----------|----|----|----|----|----|----|----|----|----|----|------|
| accuracy  | 0.82 | 0.75 | 0.88 | 0.79 | 0.89 | 0.92 | 0.89 | 0.65 | 0.82 | 0.92 | 0.83 |

3.2 Working Time
Table 3 shows the distribution of average working time for each response type. Table 4 shows the distribution of working time on NE. Table 2 shows the number of NEs according to their error rate. The error rate of an NE is defined by the ratio of the correctly responding annotators for the NE against the overall ten annotators. The greater error rate value indicates more difficult NEs. The table indicates that the most NEs are easy for a human to identify their category.

### Table 2: Distribution of NEs over their Error Rate

| error rate | 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| #NEs       | 32  | 12  | 10  | 9   | 3   | 0   | 2   | 0   | 2   | 2   |     |

### Table 3: Distribution of Working Time on NE

| duration (sec) | T1 | T1+T2 | duration (sec) | T2 |
|----------------|----|-------|----------------|----|
| (0, 4]         | 18 | 2     | (0, 1]         | 0  |
| (4, 8]         | 27 | 34    | (1, 2]         | 30 |
| (8, 12]        | 15 | 15    | (2, 3]         | 19 |
| (12, 16]       | 10 | 12    | (3, 4]         | 15 |
| (16, 20]       | 1  | 7     | (4, 5]         | 6  |
| (20, 24]       | 0  | 0     | (5, 6]         | 0  |
| (24, 28]       | 0  | 1     | (6, 7]         | 1  |
| (28, 32]       | 0  | 0     | (7, 8]         | 0  |
| (32, 36]       | 0  | 0     | (8, 9]         | 1  |
| (36, 40]       | 0  | 0     | (9, 10]        |    |
| (40, 44]       | 1  | 1     | (10, 11]       |    |

### Table 4: Average Working Time for each Response Type

| response | T1 | T2 |
|----------|----|----|
| correct  | 6.7 | 7.4 | 2.2 | 2.3 | 599 |
| incorrect| 9.0 | 9.0 | 4.0 | 3.5 | 63  |
| ⟨OTH⟩    | 11.5 | 12.8 | 6.0 | 6.1 | 51  |
| ⟨UKW⟩    | 32.5 | 9.7  | 2.5 | 0.5 | 7   |

Table 2 shows the number of NEs according to their error rate. The error rate of an NE is defined by the ratio of the correctly responding annotators for the NE against the overall ten annotators. The greater error rate value indicates more difficult NEs. The table indicates that the most NEs are easy for a human to identify their category.
the annotators tend to make mistakes for the NEs that require longer T1. There was no significant difference in T1 across the NE categories.

We further investigated the average working time for each type of responses: correct response, incorrect response, response with \langle OTH \rangle and response with \langle UKW \rangle as shown in Table 4. The table shows a tendency that annotators need more time when they make mistakes and choose \langle OTH \rangle and \langle UKW \rangle categories than when they correctly choose the category. Moreover, short T2 in cases for the correct response and \langle UKW \rangle selection indicates that they already made a decision during T1, while longer T2 in the incorrect response and \langle OTH \rangle selection indicates the annotators are still wondering during T2.

3.3 Preprocessing Eye-gaze Data

Eye-gaze data, a sequence of display coordinates with the timestamp, were grouped into gaze fixations based on their spatial and temporal closeness (Richardson et al., 2007). We used the Dispersion-Threshold Identification (I-DT) algorithm (Salvucci and Goldberg, 2000) for clustering eye-gaze data into a sequence of fixations. The I-DT algorithm has two parameters: spatial and temporal; considering the experimental configurations, i.e. (i) the display size and resolution, (ii) the distance between the display and the annotator’s eyes, and (iii) the eye-tracker resolution, the spatial parameter was set to 24 pixels, and the temporal parameter was set to 100 msec following Richardson et al. (2007).

The current eye-tracking technology is more error-prone in the vertical direction than in the horizontal direction. Several methods for error correction in fixation coordinates have been proposed (Mishra et al., 2012; Cohen, 2013; Carl, 2013). They employ, however, task specific heuristics and are not necessarily applicable to our current task (Carl et al., 2008). To compensate tracking errors in the vertical direction, we took larger line spaces than usual, i.e. three character heights, and utilised a simple heuristics that a fixation located between lines was forced to aligned to the nearest line. We did not conduct any error correction for the horizontal direction.

Figure 1 shows fixations mapped on a text, where a circle indicates a fixation with its radius representing duration and its centre representing the centre of gravity of all gaze points belonging to the fixation cluster. The circle colour indicates different annotator groups, which are described later. The temporal information, i.e. a chronological sequence of fixations, is not presented in this figure. The target NE is highlighted with a yellow background (the 8th character from the right in the third line). The fixation on a word in texts is widely believed to have some relation with a cognitive process on that word (Just and Carpenter, 1980).

3.4 Distribution of Fixations

It is common to use a local context around the target NE for identifying its category in recent state-of-the-art automatic NE recognition. To be more concrete, surface strings and POS of the target NE and its neighbouring two words have been reported to be effective for NE recognition in many languages, e.g. English (Passos et al., 2014), Arabic (Darwish, 2013), and Japanese (Iwakura, 2011). We investigated to what extent a human also relies on the local context in the NE recog-
Table 5: Fixation Ratio in Local Contexts during T1

| window width | ±1 chunk | ±2 chunks |
|--------------|----------|-----------|
| type/token   | type     | token     | type     | token     |
| fixation frequency | 0.24 | 0.34 | 0.31 | 0.41 |
| fixation duration | 0.24 | 0.38 | 0.31 | 0.44 |

As our target texts were in Japanese, we firstly segmented texts into phrasal chunks called *bunsetu* consisting of a sequence of content words followed by function words. We used an off-the-shelf analyser CaboCha3 for the segmentation. Every fixation was then aligned to a chunk if the fixation centre fell within that chunk’s bounding box on display. The average length of the chunks is 4.7 characters in our text set. Since the parafoveal vision in reading Japanese texts is reported to range from five to seven characters (Ikeda and Saida, 1978; Osaka, 1992) and a Japanese *bunsetu* is a basic unit for a grammatical role, it is reasonable to deal *bunsetu* chunks as the fixation target.

Table 5 shows the ratio of fixations locating within one or two chunks in both sides of the target NE during the T1 period, i.e. a duration from clicking the target until selecting its category. Assuming a word consists of two characters, a single chunk roughly corresponds to two words. We can see that only 24% in type and less than 40% in token of fixations are located within one chunk (≈ two words) of both sides. Here the “token” column counts the fixated chunk tokens, while the “type” column counts the fixated chunk types. Even with the doubled context, i.e. two chunks wide, this ratio does not rise significantly. This observation suggests that a human tends to look at broader contexts than the automatic NE recognition, and this difference might suggest clues to improve the performance of the automatic NE recognition.

3.5 Fixations for Correct Annotation

We investigated the difference in fixation distribution between the annotators who correctly identified the NE category and those who did not. As shown in Table 2, the most NEs were correctly annotated by almost all the annotators, i.e. many NEs have small error rate values. To collect the NEs on which the numbers of correct and incorrect annotations are comparable, we chose the 14 NEs the error rate of which ranges from 0.3 to 0.6 for the further analysis. To see the difference of fixations between the correct and incorrect annotator groups, we calculated the number of fixations and the sum of fixation duration on each chunk normalised by the number of annotators in each group. Having investigated the differences of these metrics, we observed the following tendencies.

First, in nine out of the 14 NEs, the correct annotator group tends to look at the predicate that takes the target NE as an argument, and other argument chunks that share the same predicate with the target NE argument more than the incorrect annotator group. This suggests that predicate argument relations involving the target NEs would provide effective information for identifying NE categories. For instance, in Figure 1, the colour of the fixations denotes the corresponding annotator groups: correct one (blue) and incorrect one (red). The target NE is located in the right part of the third line. This example illustrates that the correct group looks at the succeeding context which includes several predicates having the target NE as a nominative argument, while the incorrect group looks at the preceding context where there is no chunk having predicate argument relations with the target NE. This observation is consistent with the result by Sasano and Kurohashi (2008) that empirically showed the effectiveness of dependency relations for named entity recognition.

Second, the range of fixation distribution is not decisive for the correct annotation. The broad look is necessary for the correct annotation in some cases, but concentrated fixations in a local context around the target NE do not necessarily suggest incorrect annotations. There are cases in which the annotators are biased toward an incorrect category because of the local context containing decisive clues for that category, although the correct one can only be found by referring to broader contexts. On the other hand, there are cases that the correct category is impossible to be guessed even having read the whole text. Such cases crucially require annotator’s background knowledge for the correct annotation.

4 Concluding Remarks

This paper described a pilot study on the analysis of eye-tracking data during named entity (NE) annotation. The results revealed potential usefulness...
of eye gaze data in designing an effective feature set for the NE recognition. Particularly it showed that human annotators tend to use predicate argument relations, and they look at broad contexts around the target NEs. It would be interesting to see to what extent the latter tendency, i.e. considering broader contexts, could be captured by the recent LSTM-based NE methods (Ma and Hovy, 2016; Chiu and Nichols, 2016).

However, this study remains in its pilot phase because of the limitation of the collected data size. To confirm the present preliminary results, analysis with larger data would be indispensable. At the same time, selection of NE instances to be annotated in the data collection should be designed carefully. In the present study, we used the NE instances that were not correctly analysed with one of the state-of-art NE recognition systems. The eye gaze data for the NE instances that can be correctly analysed by the systems should also be collected and analysed. Because of the limited data size, we have not conducted analysis on a chronological sequence of fixations. That kind of analysis is also necessary with large scale data.

Other future research direction includes concretising the feature design and the evaluation of its effectiveness through NE recognition systems. Also, a further analysis of the eye gaze data is necessary for other potential purposes such as improving annotator expertise by comparing the gaze patterns of novice and expert annotators and enhancing the usability of annotation tools.
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