Measuring prevalence and incidence of chronic conditions in claims and electronic health record databases
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Background: Health care databases are natural sources for estimating prevalence and incidence of chronic conditions, but substantial variation in estimates limits their interpretability and utility. We evaluated the effects of design choices when estimating prevalence and incidence in claims and electronic health record databases.

Methods: Prevalence and incidence for five chronic diseases at increasing levels of expected frequencies, from cystic fibrosis to COPD, were estimated in the Clinical Practice Research Datalink (CPRD) and MarketScan databases from 2011 to 2014. Estimates were compared using different definitions of lookback time and contributed person-time.

Results: Variation in lookback time substantially affected estimates. In 2014, for CPRD, use of an all-time vs a 1-year lookback window resulted in 4.3–8.3 times higher prevalence (depending on disease), reducing incidence by 1.9–3.3 times. All-time lookback resulted in strong temporal trends. COPD prevalence between 2011 and 2014 in MarketScan increased by 25% with an all-time lookback but stayed relatively constant with a 1-year lookback. Varying observability did not substantially affect estimates.

Conclusion: This framework draws attention to the underrecognized potential for widely varying incidence and prevalence estimates, with implications for care planning and drug development. Though prevalence and incidence are seemingly straightforward concepts, careful consideration of methodology is required to obtain meaningful estimates from health care databases.
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Introduction
Epidemiologists encounter the concepts of prevalence and incidence from the very beginning of their training. Prevalence is defined as “the proportion of the population with the disease at the specified time”.1 Incidence over a period of time is defined as “the number of new cases of disease divided by the person-time over the period”.1 Though they are considered basic, they are critical to public health decision-makers, health plan administrators, treatment manufacturers, and clinicians, who need to have accurate information to effectively treat disease and manage population health.

Prevalence and incidence estimation depend on accurate measurement. To be measured properly, both accurate surveillance to find existing or new disease (the numerators) and accurate assessment of the number of patients in a population at a given point in time (the denominators) are required. Prevalence and incidence have traditionally been assessed through sampling strategies in surveys such as the National Health and Nutrition Examinations...
tion Survey (NHANES).\textsuperscript{2} However, these sources of information are costly, are updated infrequently, and may not reflect the target population or changing dynamics of a population.

A natural source for prevalence and incidence of chronic conditions is the large-scale databases that are created as part of the operation of the health care system. These databases are frequently updated, often cover a broad population, and are readily available at a relatively low cost. However, these databases are not specifically created for research; rather, they reflect medical sociology and recording practices under economic constraints.\textsuperscript{3} The data are left and right censored, frequently lacking detailed records on who is and is not part of a population at a given time.

Despite these challenges, databases offer a unique opportunity to implement rapid measurements critical to treatment and public health.\textsuperscript{4,5} This paper describes approaches to measuring the prevalence and incidence of chronic disease in two distinct types of health care databases: administrative claims data and electronic health records (EHRs).\textsuperscript{4,5} We illustrate various approaches with examples of prevalence and incidence estimations for five chronic conditions, as measured in commercially available EHR and insurance claims databases.

**Materials and methods**

**Sources of data**

Administrative claims data are the longitudinal recording of transactions that facilitate payment to health care providers. The data record the deidentified patient identifiers, the beginning and end of the plan enrollment, hospital stays with associated diagnoses and procedures, outpatient visits with associated diagnoses and procedures, and pharmacy dispensing. These data can cover very large populations, such as all patients insured by UnitedHealth Group\textsuperscript{6} or all residents of Quebec,\textsuperscript{7} but these data generally lack clinical details such as laboratory test results or patient-reported outcomes.

EHRs are the clinician-generated accounts of a patient’s health state and consequent treatment. EHRs are a mixture of structured information such as diagnoses, interventions, body mass index, blood pressure, or laboratory test results and unstructured notes. EHRs tend to record which drugs are prescribed, but not whether prescriptions were actually filled.\textsuperscript{8} Though these data are generally more clinically rich than claims, they often are inconsistently coded with substantial missing – and even informatively missing – data.\textsuperscript{9}

Important to prevalence and incidence estimation, claims and EHR databases frequently differ in how chronic disease states are recorded. Administrative claims data are primarily used for payment, and the payment amounts tend to be associated with the disease state recorded on the claim. Thus, a chronic disease such as diabetes, will often be repeatedly recorded on many of the patient’s claims. EHR data, on the other hand, are more often used for physician and health system records; a chronic disease state such as diabetes will tend to be updated as the disease state changes, but not necessarily rerecorded on each visit. This difference in recording patterns indicates that algorithms for measuring prevalence and incidence in databases may perform differentially in claims and EHR sources.

Claims and EHR data are both left and right censored; that is, they generally start observation when a person enrolls in a health plan or is first treated within a given health system; they stop the recording process when a patient leaves the plan or system. In claims, plan enrollment generally defines who is in a population at a given point in time. In EHR data, it is more difficult to determine the population under care at a given time. These censoring issues can have substantial implications for estimating prevalence and incidence of chronic conditions.

**Observable person-time in health care databases**

“Observable” is defined as times when, if a patient were to have an event of interest, that event would be recorded in the database. Accounting for observable vs nonobservable person-time may affect estimation of both numerators and denominators. This is an issue that is different from the ability to measure conditions in health care databases; note that even with observable person-time, certain diseases may lend themselves more estimable than others.\textsuperscript{10}

**Observable person-time in claims databases (OC)**

For claims databases, we discuss two possible definitions for OC:

- **OC1**: defined by enrollment;
- **OC2**: defined by enrollment, excluding structurally non-observable time.

These options are illustrated in Figure 1A. Plan enrollment is generally a good proxy for observable person-time. If a patient is enrolled, then reimbursable health care encounters are expected to be recorded, save for occasions such as patients’ traveling or being treated out of network.

There are cases where some patient-time is “structurally” nonobservable, and an investigator may wish to exclude such time. For example, in US claims data, patient-time spent in a hospital or nursing facility is only partially observable
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because generally only summary-level condition and treatment information is available.\textsuperscript{11} If the conditions of interest are measurable outside of the hospital, as diabetes is, then these nonobservable periods may not affect the numerator of either a prevalence or an incidence calculation. For other conditions, such as hospital-acquired infections, significant nonobservable person-time could substantially affect the numerator through “missing” cases and/or denominator due to underestimating the size of the population.

Observable person-time in EHR databases (OE)

Most EHRs do not have the same concept of enrollment, and as a result, patients’ presence or absence, or care in other settings, may not be known or recorded.\textsuperscript{12} An EHR that is associated with primary care may have excellent observability during the times that patients are seen for routine visits, but there may be poor observability of more severe conditions that are recorded by specialists. On the other hand, EHRs associated with tertiary care facilities may have detailed coding of conditions that occur in the in-hospital scenario but poor measurement of chronic illness.

With EHRs, one must make strong assumptions about observability for both prevalence and incidence calculations. Several possible approaches are illustrated in Figure 1B:

- **OE1**: Assume that all patients are observable at all times.
- **OE2**: Assume that patients are observable from the start of their first observed event until the end of their last observed event.
- **OE3**: Around each observed event, create a “time buffer”, ie, a certain duration of time (eg, 365 days) before and after the event. Then, exclude time that is outside these buffers. This would create the assumption that the patient was observable for the year prior to and after the event and will likely overestimate observable time.

---

Figure 1 Definitions of observable person-time, in claims data (A) or EHR data (B).

Notes: As shown by a hypothetical patient in (A), claims data observability can be based on the entire time enrolled in a health plan (OC1) or enrolled time that excludes time known to be structurally nonobservable, eg, time during nursing home care (OC2). As shown for a different hypothetical patient in (B), EHR observability can be based on all calendar time, irrespective of event data, assuming that all patient encounters would be captured in that EHR system (OE1), time between the start of the first event and the end of the last event recorded in the EHR system (OE2), or time defined by a “buffer” around each encounter, excluding the time where there is a gap of a certain duration (eg, >365 days) between margins (OE3).

Abbreviations: EHR, electronic health record; OC, observable person-time in claims databases; OE, observable person-time in EHR databases.
Calculations and interpretations can be strongly affected by the selected option, and investigators need a thorough understanding of the underlying data generation process to make the most appropriate choice. With OE1, the denominator will stay fixed; thus, if prevalence is examined over time, prevalence can never decrease. With OE2, patients are strongly left censored but also strongly right censored: a patient who is event-free will stop contributing to the person-time denominator of an incidence rate calculation, which could bias the incidence estimation. OE3 offers a pragmatic balance between OE1 and OE2, but it may overestimate observability and thus inflate the denominator, which would—in turn—move the overall estimates lower.

Using time windows when working with longitudinal health care data

Considering prevalence as “the frequency of disease in a population at a given point in time”, we intuitively think of “dipping into” a population on a given day and reporting the amount of disease present. In claims and EHR data, we make measurements of encounters with the health care system that lead to recording of relevant information, which occur over periods in time. These, in turn, serve as proxies for the underlying point-in-time prevalence. Incidence, or “the rate at which new disease occurs in a population per unit time”, translates straightforwardly to measurement over a specific period in health care databases.

Periods of interest and lookback time to differentiate prevalence from incidence in longitudinal databases

The assessments of prevalence and incidence each require a specific time reference to be defined; this is called the “period of interest” (POI). The POI is the time at which prevalence is anchored and during which incidence is to be measured. A frequent period of interest is a year, such as, “in 2014, what was the prevalence of diabetes?”

Given that with health care data, we cannot “dip into” a population to estimate prevalence at a specific point in time (eg, January 1, 2014), we use a specific retrospective time period—here, called the “lookback time”—to surveil for existing disease. If the condition of interest, a chronic disease, is observed to occur during the lookback time, then we say there is prevalent disease. If the condition of interest is not observed to occur in the lookback time but does occur over the POI, then this case may be considered prevalent (if we want to include the POI in the prevalence period), or incident (if we do not).

The choice of the lookback time is an open question for the investigator. We see two main options that can be selected. Examples are given in Figure 2.

These are as follows:

- LB1: Lookback at all recorded time, subject to databases’ natural left censoring.
- LB2: Lookback for a fixed time period, such as 1 year.

Choosing between LB1 and LB2 can be difficult. LB1 will give the most sensitive estimate of prevalence, as it includes all possible patient data. LB2 minimizes variations in left-censoring and allows for greater uniformity in measurement. If the goal is to compare prevalence in subgroups or to make other contrasts, LB2 may be superior; it will remove a potential source of bias (differential left-censoring) in the comparison. For example, in Figure 2, patients A and B contribute

![Figure 2](image_url)

**Figure 2** The period of interest and the lookback time.

**Notes:** Timeline showing 2012 through the end of 2014, with 2014 being the POI and two different LB times, LB1 (all time) and LB2 (1 year fixed time). The observable times of three different hypothetical patients are shown.

**Abbreviations:** LB time, lookback; POI, period of interest.
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differential observable time under LB1 but equal observable time under LB2. However, even with this fixed time period, there can still be patients with different amounts of observable time in the lookback, as seen in the case of patient C.

To further reduce bias due to differential left-censoring, it may be desirable to consider whether a sufficient amount of observable time in the lookback period is required; we refer to this as the “lookback observability requirement”. There are two main choices that can be considered:

- LO1: Any combination of observable and nonobservable lookback time is acceptable.
- LO2: All of the lookback time is required to be observable. Patients are excluded if they do not meet this requirement.

For example, in Figure 2, selecting LB2 as the lookback time, no patients would be excluded from analysis under LO1, but patient C would be excluded under LO2.

Conditions of interest are typically identified using case ascertainment algorithms based on the occurrence of diagnosis or procedure codes with varying degrees of sensitivity and specificity.\(^1\)\(^8\)\(^9\) The performance of an algorithm may affect the choice of lookback time. For example, when using codes with low sensitivity, longer lookback times may be required to identify cases, and consequently, prevalence/incidence estimates may be more likely to vary by the length of lookback time, as compared to using codes with high sensitivity.

Prevalence estimation

As a proportion, prevalence depends on well-defined numerator and denominator assessments. We follow the epidemiologic principle that the denominator population that gives rise to the disease should be the source of cases for the numerator. Conversely, if a patient cannot contribute to the numerator, then that patient should also not contribute to the denominator (or “prevalence pool”).\(^1\)

The prevalence numerator

In database studies, the period of interest drives the numerator. If the period of interest is 2014, the numerator for prevalence (PN) could be as follows:

- PN1: The number of patients who have been observed to have the condition of interest on the first day of the POI (eg, January 1, 2014) or within the lookback time (similar to point prevalence\(^19\) for a chronic disease)
- PN2: The number of patients who have been observed to have the condition of interest either at any time in the POI (eg, January 1, 2014, through December 31, 2014) or within the lookback time. If the denominator definitions are the same, this is PN1 plus the number of additional cases observed during the remainder of the POI (similar to period prevalence\(^20\) for a chronic disease).

PN1 and PN2 under different choices of lookback time are illustrated in Figure 3.

The prevalence denominator

There are several reasonable formulations of the prevalence denominator (PD) in a database study. The following option are illustrated in Figure 4:

- PD1: The “Day 1” population is the number of patients in the population (ie, those who had an observable person-day on Day 1 – the starting day – of the POI (eg, January 1, 2014).
- PD2: The “complete-period” population is the number of patients in the population who contribute all possible observable person-days in the POI (eg, between January 1, 2014, and December 31, 2014).
- PD3: The “any-time” population comprises any patient who contributes ≥1 day in the POI.
- PD4: The “sufficient-time” population comprises any patient who contributes sufficient time in the POI, defined as having at least “n” observable person-days in the POI; n≥2.

In Figure 4, all three patients could potentially contribute to the numerator. Whether they do depends on the previously noted criteria plus whether they are part of the denominator. While these are possible options for defining the numerator, other options include whether a patient had a doctor’s visit over the course of the year in question and whether the patient received primary vs specialty care.

Table 1 illustrates several combinations of numerator and denominator.

Incidence estimation

Cumulative incidence (incidence proportion) refers to the number of at-risk patients who newly develop a condition of interest during a specified time period, relative to the whole population that gives rise to the cases over the same time period. Incidence rate refers to the number of at-risk patients who develop a condition of interest, relative to the total amount of at-risk person-time.

The incidence numerator (IN)

The cumulative incidence and incidence rate use the same numerator (IN), which depends on the number of patients at risk for the incident disease in a population. The IN seems most reasonably defined as the number of patients “who did
not have disease in the lookback time” who are then observed to develop disease over the POI.

The incidence denominator
Similar to prevalence, the incidence proportion denominator (IPD) can vary; however, if incidence and prevalence are reported together, they should both use the same definition of the denominator. Patients who had the condition of interest in the lookback time should not be included in the IPD, as they are not at risk for the newly onset disease. Thus, four options for the IPD parallel PD1–PD4, described earlier, and include at-risk members of the “Day 1” population (IPD1), the “complete-period” population (IPD2), the “any-time” population (IPD3), or the “sufficient-time” population (IPD4).

The incidence rate denominator (IRD) is less ambiguous, defined as the number of at-risk person-days over the POI. An at-risk person-day is an observable person-day on which the condition of interest has not yet been observed to occur in either the lookback time or the POI itself.

The incidence numerator as well as the incidence denominator options IPD1 and IRD are illustrated in Figure 5.

A range of study design choices are summarized in Table 2.

Examples
We examined the prevalence and incidence of five chronic diseases at varying levels of expected prevalence in two databases. From lowest to highest expected prevalence, the
Table 1

| Numerator | Denominator | Notes |
|-----------|-------------|-------|
| Pn1       | PD1         | Reasonable estimate of the denominator combined with a numerator that appropriately does not consider the condition over the POI. |
| Pn1, Pn2  | PD2         | Most conservative estimate of the denominator; numerators are both appropriate. |
| Pn1       | PD3         | Maximizes the denominator; Pn1 gives a fair estimate of the numerator as patients may not be in the cohort for the entire POI. |

Abbreviations: PD, prevalence denominator; Pn, prevalence numerator.

Figure 4

The prevalence denominator results.

Notes: Day 1 population (PD1), complete-period population (PD2), and sufficient-time population (PD4) are shown for three hypothetical patients. For PD4, assume that the requirement is defined as having at least n=90 observable person-days in the period of interest (POI). The columns at the right indicate the numbers each patient contributes to the respective denominator value, as well as the total denominator values.

Abbreviations: LB, lookback time; LO, lookback observability; PD, prevalence denominator; POI, period of interest.

Figure 5

The incidence numerator and denominator.

Notes: Five hypothetical patients are shown. The columns at right indicate the numbers each patient contributes to the respective numerator or denominator value, as well as the total values, assuming options IPD1 or IRD are used. Dashes ("--") indicate that the patient was excluded from contributing to the respective value.

Abbreviations: IN, incidence numerator; IPD, incidence proportion denominator; IRD, incidence rate denominator.
diseases were cystic fibrosis (CF), schizophrenia, inflammatory bowel disease (IBD), psoriasis, and COPD. These conditions were chosen due to their wide variation in expected prevalence, from 0.01% for CF up to 1.9% for COPD.21,22

Table 3 provides the expected prevalence and incidence estimates for all selected diseases based on published literature; generally speaking, these are national figures for the USA and the UK, and while they are not gold standards per se, they are intended to give the reader a reference point for expected prevalence.

First, we used the Clinical Practice Research Datalink (CPRD), an EHR-type database with data drawn mainly from
general practices in the UK. We used data released in January 2016, which included 16.9 million patients with coverage as far back as 1987. Patients in the CPRD tend to be followed for a long period of time – longitudinal records may be available for ≥10 years – and patients are broadly representative of the UK general population in terms of age, sex, and ethnicity. Second, we examined IBM Truven MarketScan, an administrative claims database of commercially insured and Medicare patients in the USA; the company notes that this is a nationally representative data sample of Americans with employer-provided health insurance. We used data available from January 1, 2008, to March 31, 2016, covering 149.7 million patients with a median enrolled time of approximately 3 years. Measurement of each condition was done simply and indicated as true/false by the presence or absence of appropriate codes in patients’ records. In general, these definitions were expected to yield sensitive though possibly not specific measures of diseases, which would – in turn – yield measures of prevalence and incidence at the upper end of possibility. Full details on the measurements of conditions are provided in Tables S1 and S2.

To assess the influence of some of the possible study design choices, the estimation of prevalence and incidence was carried out over four design cases. The first three cases varied the population by lookback time (1 year, 2 years, and all time) while fixing the denominator definition to the “Day 1” population (PD1), while the fourth case used an all-time lookback time but changed the denominator definition to the “complete-period” (PD2) population. Prevalence was estimated as point prevalence (prevalence at the beginning of the period), while incidence was estimated as cumulative incidence. Table 4 provides further details on the design choices. Estimates were made in each of the 4 years (2011 through 2014). The median amount of available lookback time for these years is described in Table S3.

### Description of the CPRD database

The CPRD is derived from the EHR of >600 primary care practices from the UK. In the current study, approximately 16.9 million patients were available for analysis, with records spanning from November 21, 1987, through December 31, 2016. Records were primarily drawn from the Patient, Practice, Clinical, and Referral tables. Patients were defined as observable between the latest of the up-to-standard date or the current registration date and the earliest of the last collection date, transferred out date, or date of death, during times when they were also considered “Acceptable”.

### Table 3 Published prevalence and incidence estimates for the selected diseases

| Country          | Estimator          | COPD       | Psoriasis  | Inflammatory bowel disease | Schizophrenia | Cystic fibrosis |
|------------------|--------------------|------------|------------|----------------------------|---------------|----------------|
| UK               | Annual incidence   | 0.2%24     | 0.3%31     | 0.01%26,27                 | 0.03%34       | 0.0005%36      |
|                  | Prevalence         | 1.9%30     | 1.9%31     | 0.2%26,27                  | 0.2%34        | 0.02%36        |
| USA/Canada       | Annual incidence   | 0.9%24     | 0.1%31     | 0.01%26,27                 | 0.04%34       | 0.0003%35      |
|                  | Prevalence         | 4.9%31     | 3.2%34     | 0.2%34                     | 0.3%34        | 0.01%34        |

Notes: Annual cumulative prevalence and incidence were obtained from the indicated studies. Cumulative incidence was estimated from incidence rates when cumulative incidence was not directly reported. Estimates pertain to ulcerative colitis. Approximated based on the reported patient number (assuming complete population coverage by the respective registries) and the UK25 or US26 total populations in 2014 or 2011, respectively. COPD incidence in the USA was not available; instead, results from a Canadian study are reported for this estimate. Estimated in patients aged 15–29 years.

### Table 4 Case definitions

| Case | POIs                      | Observability exclusion | Prevalence denominator | Incidence denominator |
|------|---------------------------|-------------------------|------------------------|-----------------------|
| 1    | 2011, 2012, 2013, and 2014| None (LO1)              | Day 1 (PD1)            | Day 1 (IPD1)          |
| 2    | CPRD; MarketScan: enrollment (OC1) |                         | All time (LB1)         | Day 1 (IPD1)          |
| 3    |                          | Point prevalence (PN1)  | All time (LB1)         | At risk, complete period (IPD2) |
| 4    |                          |                         | Complete period (PD2)  |                      |

Notes: In CPRD, patients were defined as observable between the latest of the up-to-standard date or the current registration date and the earliest of the last collection date, transferred out date, or date of death, during times when they were also considered “Acceptable”. No exclusions based on structurally nonobservable time were performed.

Abbreviations: CPRD, Clinical Practice Research Datalink; IPD, incidence proportion denominator; LB, lookback time; LO, lookback observability; OC, observable person-time in claims database; PD, prevalence denominator; PN, prevalence numerator; POI, period of interest.
Description of the IBM Truven MarketScan database

The IBM Truven MarketScan databases are comprised of two main components: the MarketScan Commercial Claims and Encounters (CCAE) database and the Medicare Supplemental and Coordination of Benefits (MDCR) database. Patients represented in the databases are active employees, dependants, Consolidated Omnibus Budget Reconciliation Act (COBRA) recipients, or Medicare-eligible retirees with Medicare-supplemental plans, and the data are drawn from employers, health plans, and public organizations in the USA. In the current study, approximately 149.7 million patients were available for analysis, with records spanning from January 1, 2008, to March 31, 2016. Records were primarily drawn from CCAE and MDCR Enrollment Detail, Inpatient Admissions, Inpatient Services, and Outpatient Services tables. Patients were defined as observable between the periods of enrollment start and end dates available in the database.

Ethics approval and informed consent

This study was approved by the institutional review board of the Brigham and Women’s Hospital and valid data use agreements were in place. The CPRD Independent Scientific Advisory Committee (ISAC) provided approval for the use of the CPRD data set (protocol 17_029R2). The protocol was submitted to the journal for peer review.

Results

Effects of the choice of lookback time

The amount of lookback time substantially affected the prevalence and incidence in both CPRD and MarketScan, as shown in Figures 6 and 7. For example, in 2014, the use of an all-time lookback (Case 3) compared to a 1-year lookback (Case 1) resulted in a 4.3–8.3 times higher prevalence of disease in CPRD, and a 1.8–2.4 times higher prevalence in MarketScan (depending on the disease). Since longer lookback periods create more opportunity for prevalent cases, they resulted in fewer cases being classified as incident. Thus, the use of an all-time lookback compared to a 1-year lookback resulted in incidence estimates that were reduced by a factor of 1.9–3.3 in CPRD and 1.2–1.5 in MarketScan. Similar patterns were seen across other calendar periods.

No consistent pattern emerged regarding which choice of lookback time gave results that were most consistent with the magnitudes of published estimates (Table 3). Half of the 20 prevalence/incidence analyses by disease shown in Figures 6 and 7 corresponded to published values that fell within the estimate ranges spanned by the choice of lookback time of at least 1 year. For this half, in 2014, three analyses were most consistent with the published results when a 1-year lookback was used; three were most consistent with a 2-year lookback; and four were most consistent with an all-time lookback. For the other half, variation in lookback time alone likely could not have accounted for discrepancies with published estimates, but three were closest to published estimates when a 1-year lookback was used, and seven were most consistent when an all-time lookback was used.

The choice of lookback time also influenced temporal trends in prevalence estimates. In both CPRD and MarketScan, prevalence estimates were relatively constant between 2011 and 2014 when using a 1-year lookback (Case 1), but these increased year over year when using an all-time lookback (Case 3). For example, in MarketScan, the year 2014 – compared to 2011 – had a 1.3–1.5 times higher prevalence when using an all-time lookback, but a 0.95–1.2 times higher prevalence when using a 1-year lookback (depending on the disease). This pattern was less pronounced but still evident in CPRD. The effect of lookback time on temporal trends in incidence estimates was less clear, as it varied across diseases and databases; however, in some cases, the use of an all-time lookback revealed incidence estimates that were relatively more constant across time, compared to the results obtained using a 1-year lookback.

Effects of the choice of the population denominator

Broadly speaking, the selection of the denominator did not affect prevalence or incidence estimates. This can be seen by comparing Case 3 (Day 1 population; those observable on at least the first day of the year) against Case 4 (the complete-period population; those observable on all days of the year) in Figures 6 and 7. However, the denominator definition did affect the population that was being considered, as the complete-period population had substantial reductions in size compared to the Day 1 population (Figures S1 and S2). For example, in 2014, the complete-period population, compared to the Day 1 population, had a relative loss of approximately 0.8 million patients and approximately 7.5 million patients in CPRD and MarketScan, respectively.

Discussion

We have demonstrated and discussed a range of design choices for estimating prevalence and incidence of chronic conditions in administrative claims and EHR databases. Based on the design choices made, we observed relative increases in estimates of prevalence of up to eight times and
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Figure 6 Incidence and parameter estimates, by case examples, in CPRD.

Notes: Cumulative incidence ("incidence") and point prevalence ("prevalence") estimates are shown for each of the four cases, across multiple diseases. Case 1: 1-year lookback; Day 1 population. Case 2: 2-year lookback; Day 1 population. Case 3: all-time lookback; Day 1 population. Case 4: all-time lookback; complete-time population. Shaded regions indicate 95% confidence intervals. Tabular estimates are provided in Tables S4.

Abbreviation: CPRD, Clinical Practice Research Datalink.
Figure 7 Incidence and parameter estimates, by case examples, in MarketScan.

Notes: Cumulative incidence ("incidence") and point prevalence ("prevalence") estimates are shown for each of the four cases, across multiple diseases. Case 1: 1-year lookback; Day 1 population. Case 2: 2-year lookback; Day 1 population. Case 3: all-time lookback; Day 1 population. Case 4: all-time lookback; complete-time population. Shaded regions indicate 95% confidence intervals. Tabular estimates are provided in Table S5.
consequent relative decreases in estimates of incidence of up to three times. Particularly, in our claims data examples, we also saw substantive time trends in places where we expected prevalence/incidence estimates to be essentially unchanging over time. These observations underscore the importance of thoughtful design and execution of even "simple" studies estimating these core public health parameters.

Much of this variation was driven by assumptions regarding observable person-time. Since observable person-time is critical to determine both the numerator and the denominator for prevalence estimation and is equally critical for capturing incident events, it is not surprising that changes in assumptions lead to substantial changes in prevalence/incidence estimation. However, the effects of these assumptions are perhaps less appreciated than the effects of the measurement of the disease itself (eg, case definition), which is a more recognized concept.

A particularly important aspect of observability is the amount of lookback time used to search for prevalent disease-related medical encounters. Overall, we found that fixed (1-year or 2-year) lookback periods provide estimates that are more stable over time, because each year is more likely to have similar amounts of historical data available. In contrast, when using an all-time lookback, the amount of historical data available (and thus, probability of capturing an observation of disease) is likely to grow over time. However, fixed lookback periods can give significantly lower prevalence and higher incidence estimates than an all-time lookback. The correct choice of lookback requires an understanding of how observations for a particular chronic disease tend to be captured in a given data set. If a subject with disease is likely to have a recorded observation in a given year, then shorter lookback times are likely sufficient; if not, then longer lookback times may be required.

This study was limited by the fact that the expected values shown in Table 3 may not have been directly comparable with the observed results due to variations in population characteristics (eg, age), case definitions, years considered, and other factors. In some cases, insufficient methodological detail in the original study may have resulted in an inability to determine possible causes of estimate discrepancies. Thus, determining the “best” choice of lookback time by comparing observations with published estimates may not have been possible. Another limitation is that CPRD may provide relatively more complete data capture than other EHR datasets, and thus our assumptions regarding observability may not be generalizable to other EHR datasets, especially in the US.

This paper considers prevalence and cumulative incidence of chronic disease, defined loosely as diseases that persist for long periods of time after diagnosis. Measuring the prevalence of acute disease could follow the principles outlined herein, but it would additionally require knowledge of the typical duration of the illness. Further, while the prevalence and incidence estimates in this paper correspond to the populations represented in the underlying databases, we note that a more general measure of these values could be obtained by techniques such as standardization or adjustment.

**Conclusion**

Seemingly simple and important epidemiologic measures such as disease prevalence and incidence show substantial sensitivity to design and measurement choices that investigators make explicitly or implicitly. It is feared that most investigators make implicit assumptions based on intuition and may underappreciate the direct relationship between the data-generating mechanism and estimation validity. This conceptualization described here and the accompanying examples help draw attention to an underrecognized problem with substantial implications for planning health care resources, identifying medical need, and prioritizing medical product development. Transparency in the exact definitions of these measures will help more thoughtful design with increased standardization and accurate interpretation.
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