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Abstract—Incorporating cloud computing into heterogeneous networks, the heterogeneous cloud radio access network (H-CRAN) has been proposed as a promising paradigm to enhance both spectral and energy efficiencies. Developing interference suppression strategies is critical for suppressing the inter-tier interference between remote radio heads (RRHs) and a macro base station (MBS) in H-CRANs. In this paper, inter-tier interference suppression techniques are considered in the contexts of collaborative processing and cooperative radio resource allocation (CRRA). In particular, interference collaboration (IC) and beamforming (BF) are proposed to suppress the inter-tier interference, and their corresponding performance is evaluated. Closed-form expressions for the overall outage probabilities, system capacities, and average bit error rates under these two schemes are derived. Furthermore, IC and BF based CRRA schemes are presented to maximize the RRH-accessed users’ sum rates via power allocation, which is solved with convex optimization. Simulation results demonstrate that the derived expressions for these performance metrics for IC and BF are accurate; and the relative performance between IC and BF schemes depends on system parameters, such as the number of antennas at the MBS, the number of RRHs, and the target signal-to-interference-plus-noise ratio threshold. Furthermore, it is seen that the sum rates of IC and BF schemes increase almost linearly with the transmit power threshold under the proposed CRRA optimization solution.
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I. INTRODUCTION

To meet the rapidly growing mobile data volume driven by applications on platforms such as smartphones and tablets, the next generation of wireless networks face significant challenges in improving system capacity and guaranteeing users’ quality of service (QoS) [1]. Cloud radio access networks (C-RANs) have been proposed to provide high bit rates, while reducing both capital and operating expenditures [2] [3]. By migrating the baseband functionalities of base stations (BSs) to a centralized baseband unit (BBU) pool and distributed remote radio heads (RRHs), the C-RAN facilitates the implementation of centralized coordinated multi point (CoMP) transmission [4]. With such an architecture, mobile operators can easily expand and upgrade their networks by deploying additional RRHs, and thus the corresponding operational costs can be greatly reduced. Unfortunately, one of the main restrictions on the implementation of C-RANs is the non-ideal fronthaul with limited capacity and long time delay. Overcoming the negative impact of the constrained fronthaul on spectral efficiency (SE) and energy efficiency (EE) is not straightforward [5].

The heterogeneous cloud radio access network (H-CRAN) has recently been proposed to decouple the control plane and user plane to enhance the existing C-RAN concept, in which the functions of control plane are only implemented in traditional macro base stations (MBSs) [6]. In H-CRANs, RRHs are deployed to provide high bit rates for users with diverse QoS requirements in hot spots, while the MBS is deployed to guarantee seamless coverage and deliver the control signalling of the whole network. User equipments (UEs) can access RRHs transparently in H-CRANs, which allows UEs to operate over a single carrier frequency and at low cost. In comparison with C-RANs and heterogeneous networks (HetNets) [7], H-CRANs have been demonstrated to achieve significant performance gains through advanced collaborative signal processing. However, because MBSs and RRHs are underlaid with the same carrier frequency in the same coverage area, severe inter-tier interference is incurred, which degrades the performance of H-CRANs significantly.

Unlike the traditional HetNets, the intra-tier interference among dense RRHs in H-CRANs can be fully eliminated by large-scale cooperative processing through the fronthaul, while the inter-cell interference between adjacent BSs in HetNets should be mitigated by the distributed CoMP techniques through backhaul. Furthermore, the inter-tier interference to the RRH user equipments (RUEs) in H-CRANs can be coordinated through spatial multiple-input and multiple-output (MIMO) processing in the MBS with multiple antennas [8], and the inter-tier interference at the MBS user equipments (MUEs) can be endured because the MUE provides seamless coverage at only low bit rates. As a result, the inter-tier interference to RUEs makes it challenging to improve SE in H-CRANs, and thus advanced inter-tier interference suppression techniques are of interest. Advanced inter-tier interference suppression techniques can be categorized as either collaborative processing in the physical layer or cooperative radio resource allocation (CRRA) in the upper layers [9]. This issue is the subject of this paper.
A. Related Work

Much recent attention has been paid to interference collaboration and CRRA for C-RANs. One of the key advantages of the C-RAN architecture is that it provides the BBU pool for joint baseband signal processing across the multiple RRHs in both uplink and downlink, and thus it achieves significantly higher data rates than conventional cellular networks. Thanks to the large-scale collaborative processing in the BBU, the intra-tier interference across RRHs can be fully eliminated. Such large-scale collaborative processing is often referred to as network precoding or CoMP in HetNets.

Numerous studies of network precoding for MIMO systems, HetNets and C-RANs have been described in previous works [10], [15]. For example, performance analysis under various linear precoding schemes has been presented in [10], which can be directly applicable to H-CRANs. The authors in [11] have analyzed the throughput of multiuser MIMO for distributed antenna systems based on zero-forcing beamforming (BF); however, the closed-form expressions for ergodic capacity therein have been presented with approximations instead of exact results. In addition, in [12], two coordinated BF designs have been taken into consideration in multicell networks: the QoS BF, and the max-min signal-to-interference-plus-noise ratio (SINR) BF. The goal of QoS BF is to minimize the total power consumption while guaranteeing that the received SINR of each user is above a pre-determined threshold, while the max-min SINR BF aims to maximize the minimum received SINR among all users under per-base-station power constraints. Furthermore, there are two kinds of precoding schemes for MIMO, namely interference collaboration (IC) [13] and BF [14]. In [13], an adaptive transmission strategy to switch between IC and BF is proposed; however, the analytical results are restricted to the scenario with only one low power node. Essentially, BF aims to maximize the received signal strength for the desired users when the edge SINR is low, while IC is preferred when the edge SINR is relatively high and the interference should be suppressed [15].

Inspired by [11], [15], in this paper both IC and BF schemes are extended to H-CRANs as advanced collaborative processing approaches to suppress the inter-tier interference, and the overall outage probability, system capacity, and average bit error rate (BER) under IC and BF are used to evaluate their performance under different configurations.

In addition, to exploit the performance of C-RANs, the ergodic capacity performance of the single nearest and N-nearest association strategies with varying transmit power of RRHs in C-RANs is compared in [16]. The best RRH selection scheme needs only a single RRH and hence reduces the system overhead by avoiding coordination of the distributed RRHs, while resulting in a certain performance loss. With the employment of precoding schemes, large-scale collaborative processing gains can be achieved in C-RANs with dense RRHs. It is indicated that no more than four RRHs should be associated for each UE to balance performance gains and implementation cost. In [17], different performance metrics, such as outage probability, are used to compare downlink beamforming and antenna selection, as well as their impacts on reception reliability.

Besides the IC and BF schemes in the physical layer, inter-tier interference can be suppressed by cross-layer CRRA techniques in the upper layers. The significant cloud computing capability in the BBU pool enables the use of advanced cross-layer CRRA. Traditional radio resource allocation for cellular networks is largely based on heuristics and there is a lack of theoretical understanding of how to design cross-layer CRRA in an H-CRAN, which is usually more challenging than that in traditional cellular and C-RANs due to practical issues such as fronthaul capacity limitations, non-ideal channel state information (CSI), and the parallel implementation of algorithms.

Some optimization objectives like weighted sum rate (WSR) for CRRA involve multi-user interference, causing non-convexity and making the problems hard to solve. Fortunately, the weighted minimum mean square error (WMMSE) method has proven to be effective in transforming such non-convex optimization problems into convex optimization problems. Specifically, for the WSR problem with beamforming vectors as variables, the objective function is non-convex with regard to the vectors. However, it has been shown that WSR maximization and WMMSE minimization are equivalent for the MIMO interference channel [18], in the sense that the two problems have the same optimal solution. Moreover, the obtained WMMSE minimization after equivalent transformation is convex with respect to each of the individual optimization variables, and hence this non-convex problem is transformed into a more tractable convex problem. As a result, the WMMSE method has been widely applied to handle non-convex power consumption minimization [19], joint power and antenna selection optimization [20], and weighted system throughput maximization [21]. Nevertheless, all of the above studies focus only on downlink transmission. In [22], the uplink transmission is taken into consideration, and a joint downlink and uplink user-RRH association and precoding design scheme is proposed to minimize the system power consumption, in which the joint downlink and uplink optimization problem is transformed into an equivalent downlink problem, and the WMMSE method is used to transform the non-convex downlink problem into a convex problem with respect to the entries of the precoding matrix.

Moreover, the $l_0$-norm is often applied to express RRH selection, which leads to integer programming problems. To transform such non-convex problems into convex problems, $l_1$-norm approximation can be used. In [21], the authors investigate re-weighted $l_1$-norm approximation in the fronthaul capacity constraint. In the $l_1$-norm approximation method, each coefficient in the precoding matrix is assumed to be independent; however, such independence does not always hold in C-RANs. For example, one user is always served by a selected cluster of RRHs, which means that the elements not belonging to these RRHs in the precoding matrix are set to zero [22]. Besides, one RRH can be switched off when all of its coefficients in the precoding matrix are set to zero [23]. In these cases, the coefficients of precoding matrices should be optimized jointly rather than individually, and thus the $l_1$-norm approximation cannot be used directly because
the zero entries of the precoding matrices may not align in the same RRH. To cope with this problem, the mixed $l_1/l_p$-norm approximation method can be adopted to induce group sparsity. In [22] and [23], mixed $l_1/l_p$-norm approximation methods are adopted to handle a group sparse based RRH selection problem. In [22], a traditional mixed $l_1/l_p$-norm method is used to transform group sparse based $l_0$-norm constraints. In [23], a three stage group sparse precoding design algorithm is proposed to minimize the network energy consumption of C-RANs. The non-convex $l_0$-norm constraints are transformed into convex forms by a weighted mixed $l_1/l_p$-norm method. However, CRRA in H-CRANs for suppressing inter-tier interference when the precoding techniques with low complexity such as IC and BF are used in the physical layer has not been addressed.

B. Contributions

With the development of H-CRANs, the design of effective large-scale collaborative processing and cross-layer CRRA schemes for suppressing both intra-tier and inter-tier interference to improve SE is a key need. Considering the large-scale centralized collaborative processing in the BBU pool, the intra-tier interference among RRHs can, in principle, be fully eliminated when the number of RRHs is not too large. Through the IC or BF based CRRA, the inter-tier interference in H-CRANs can be further suppressed. The major contributions of this paper can be summarized as follows.

- To mitigate the inter-tier interference between the MBS and RRHs in H-CRANs, IC and BF precoding schemes are employed at the multiple-antenna MBS. Performance metrics, including outage probability, system capacity, and average BER are analyzed for both IC and BF schemes. In particular, closed-form expressions for different performance metrics under IC and BF are derived.
- Based on the derived closed-form expressions under IC and BF, the key factors, such as the number of antennas on the MBS, the number of RRHs, and the SINR threshold, impacting the overall outage probability, system capacity, and average BER are evaluated and compared.
- Under the proposed IC and BF precoding schemes, CRRA to optimize RUEs’ sum rates while guaranteeing the rates of MUEs is examined. The corresponding optimization problems based on both IC and BF are formulated as non-convex problems, which are solved by transforming them into convex problems and applying the Karush-Kuhn-Tucker (KKT) conditions. Based on the transformed Lagrangian function, the optimal power allocation algorithms for both RRHs and the MBS are developed.
- The analytical and simulation results suggest that the IC and BF schemes should be adaptively switched between based on the system configuration and the adopted performance metrics. Meanwhile, the proposed CRRA solutions can achieve the optimal throughput by optimizing the transmit power. We see that the BF based CRRA outperforms the IC based CRRA in the regime of the high SINRs of the MBS, while the IC based CRRA outperforms the BF based CRRA in the regime of the low SINRs of the MBS.

The remainder of this paper is organized as follows. Section II describes the H-CRAN system model and formulates the problem of interest. Section III analyzes the distribution of SINR for MUEs and RUEs under IC and BF precoding schemes. The outage probability, average BER, and system sum capacity under IC and BF schemes are derived in Section IV. Section V presents the BF and IC based CRRA optimization problems and the corresponding solutions. The simulation results for both collaborative processing in the physical layer and the CRRA in the upper layer are introduced in Section VI. Section VII summarizes this paper. For convenience, the abbreviations are listed in Table I.

### II. H-CRAN System Model

Unlike in C-RANs, the MBS in H-CRANs delivers the control signaling for the whole network, which decouples the user plane and control plane. Furthermore, to alleviate the heavy burdens on the fronthaul, some UEs with high mobility or with real-time traffic are given high priority to access the MBS. As a result, we can limit our attention to one MBS in the H-CRAN, under which multiple distributed RRHs are underlaid within the same coverage of the MBS. Thus, as illustrated in Fig. 1, the H-CRAN of interest consists of one MBS and $M$ RRHs. For any typical radio resource block, $K$ single-antenna MUEs are served by the MBS, while only one single-antenna RUE is associated with each RRH. To serve multiple MUEs simultaneously and suppress the inter-tier interference at RUEs in the downlink, the MBS is equipped with $N_B$ antennas ($N_B \geq M + K$), while each RRH is equipped with a single antenna.
The transmit power per antenna in the MBS and RRHs is assumed to be \( P_M \) and \( P_R \), respectively. The transmission symbols for the \( j \)-th MUE and the RUE associated with the \( i \)-th RRH are \( s_M \) and \( s_i \), respectively, which are normalized as \( \mathbb{E}[|s_M|^2] = \mathbb{E}[|s_i|^2] = 1 \). The received signal at the \( k \)-th MUE and a typical RUE associated with the \( i \)-th RRH can be written as
\[
y_{MM_k} = \sum_{j} \sqrt{P_M} g_{MM_k} w_j s_M + \sum_{i} \sqrt{P_R} g_{RR_i} s_i + n_{MM_k},
\]
\[
y_{RR_i} = \sqrt{P_R} g_{RR_i} s_i + \sum_{j} \sqrt{P_M} g_{MR_j} w_j s_M + n_{RR_i},
\]
respectively, where \( h_{MM_k} \in \mathbb{C}^{1 \times N_B} \) represents the radio link between the MBS and the \( k \)-th MUE, and \( h_{RR_i} \) represents the interference link from the \( i \)-th RRH to the \( k \)-th MUE. \( g_{RR_i} \in \mathbb{C}^{1 \times N_B} \) represents the interference link between the MBS and the RUE associated with the \( i \)-th RRH, and \( g_{RR_i} \) represents the radio link between the \( i \)-th RRH and its served RUE. Note that the inter-RRH interference amongst RRHs in H-CRANs can be ignored due to the centralized signal processing in the BBU pool through the ideal fronthaul. We assume the radio links experience independent Rayleigh fading, so the components of \( h_{MM_k} \) and \( g_{RR_i} \) are independent \( \mathcal{CN}(0,1) \), \( h_{RR_i} \sim \mathcal{CN}(0,1) \), and \( g_{RR_i} \sim \mathcal{CN}(0,1) \). The noise power is \( n_{MM_k} \) and \( n_{RR_i} \) are independent normalized additive zero-mean Gaussian noises experienced at the \( k \)-th MUE and the typical \( i \)-th RUE, respectively, i.e., \( n_{MM_k} \sim \mathcal{CN}(0,1) \), and \( n_{RR_i} \sim \mathcal{CN}(0,1) \). \( w_j \in \mathbb{C}^{N_B \times 1} \) represents the precoding vector applied at the MBS for the \( j \)-th MUE.

According to (1), the received SINR for the \( k \)-th MUE and the typical RUE can be expressed as
\[
\gamma_{MM_k} = \frac{P_M |h_{MM_k} w_k|^2}{\sum_{j=1, j \neq k} P_M |h_{MM_j} w_j|^2 + \sum_{i=1} P_R |h_{RR_i}|^2 + 1},
\]
\[
\gamma_{RR_i} = \frac{P_R |g_{RR_i}|^2}{P_M \sum_{j} |g_{MR_j} w_j|^2 + 1},
\]
respectively. Since the interference is much larger than the noise in an interference-limited H-CRAN, the noise could be ignored herein. Thus (2) can be approximated as
\[
\gamma_{MM_k} \approx \frac{P_M |h_{MM_k} w_k|^2}{\sum_{j=1, j \neq k} P_M |h_{MM_j} w_j|^2 + M P_R |h_{RR_i}|^2 + 1}.
\]

The intra-tier interference among \( K \) MUEs and inter-tier interference between MUEs and RUEs can be suppressed by precoding schemes in the MBS with multiple antennas.

### III. Inter-tier Collaborative Precoding Schemes

In this section, we describe two collaborative precoding schemes employed at the MBS with multiple antennas: IC and BF. The IC scheme enhances the performance gain by suppressing the interference to the RUEs and other MUEs, while BF based processing aims at maximizing the signal gain at the intended user and does not coordinate interference. We investigate the distribution of the SINR at the RUE and MUE, respectively, under these two precoding schemes in the following subsections.

#### A. Interference Collaboration (IC)

When the IC scheme is used at the MBS, the precoding vector \( w_k \) is chosen by nulling the interference to the RUEs and other MUEs, which means \( w_k \in \text{Null}(G_k) \), where \( G_k = [g_{MM_1}; \ldots; g_{MM_K}; g_{MR_1}; \ldots; g_{MR_K}] \in \mathbb{C}^{(M+K-1) \times N_B} \), \( \text{Null}(G_k) = \{v \in \mathbb{C}^{N_B \times 1} : G_k v = 0\} \), and \( (\cdot)^H \) denotes the conjugate transpose. Furthermore, \( g_{RR_i} w_k = 0 \) and \( h_{MM_j} w_k = 0 \), \( \forall j \in K, j \neq k \). Thus \( \gamma_{RR_i} \) in (3) and \( \gamma_{MM_k} \) in (4) under IC can be simplified as
\[
\gamma_{RR_i}^{IC} = \frac{P_R |g_{RR_i}|^2}{\sum_{i=1} P_R |h_{RR_i}|^2},
\]
\[
\gamma_{MM_k}^{IC} = \frac{P_M |h_{MM_k} w_k|^2}{\sum_{i=1} P_M |h_{MM_j} w_j|^2 + 1}.
\]

Hence from (5), \( \chi_{RR_i}^{IC} \sim \chi_{RR_i}^{2} \), where \( \chi_{RR_i}^{2} \) denotes a chi-squared random variable with two degrees of freedom. If the dimension of \( \text{Null}(G_k) \) is greater than 1, i.e., \( \dim(\text{Null}(G_k)) > 1 \), the transmit precoding vector \( w_k \) could be further optimized in the sense of maximizing the term \( |h_{MM_k} w_k|^2 \). This optimization problem can be formulated as
\[
w_k^{\text{opt}} = \arg \max_{w_k} |h_{MM_k} w_k|^2 \quad \text{s.t.} \quad |w_k|^2 = 1,
\]
\[
w_k \in \text{Null}(G_k).
\]

Denoting \( C_k = \text{Null}(G_k) \), the original optimization problem is equivalent to
\[
x_k^{\text{opt}} = \arg \max_{x_k} |h_{MM_k} C_k x|^2 \quad \text{s.t.} \quad |x|^2 = 1,
\]
\[
x_k = \frac{(h_{MM_k} C_k)^H}{\|h_{MM_k} C_k\|^2} \cdot \text{i.e.,} \quad w_k^{\text{opt}} = C_k \cdot \frac{(h_{MM_k} C_k)^H}{\|h_{MM_k} C_k\|^2}.
\]
Following \[15\], \(|\mathbf{h}_{MMk} \mathbf{w}_{k}^{\text{opt}}|^{2} \sim \chi_{2(N_{B}-(K+M-1))}^{2}\).

As a result, the received SINR in (4) under IC is statistically equivalent to
\[
\gamma_{IC}^{MMk} \sim \frac{P_{M} \mathcal{X}^{2N_{B}-(K+M-1)}}{P_{R} \mathcal{X}^{2M}}.
\]
(9)

Before starting the performance analysis, we present the following lemmas.

**Lemma 1:** Consider independent random variables (RVs) \(X \sim \chi_{2L}^{2}\) and \(Y \sim \chi_{2M}^{2}\). The cumulative distribution function (CDF) of \(Z = \frac{X}{\sqrt{Y}}\) is
\[
F_{Z}(z) = 1 - \frac{e^{-bz}}{(M-1)!} \sum_{k=0}^{L-1} \frac{(az)^{k}}{k!} \sum_{i=0}^{k} C_{k}^{i} \left(\frac{b}{a}\right)^{i} (az + 1)^{-(k+M-i)} \Gamma(k + M - i).
\]
(10)

**Proof:** See Appendix A.

According to Lemma 1, the CDF of \(\gamma_{IC}^{MMk}\) can be directly derived as
\[
P_{\gamma_{IC}^{MMk}}(x) = 1 - e^{-\frac{x}{\mathcal{X}}}.
\]
(11)

where \(a = \frac{P_{R}}{P_{M}}\). Meanwhile, the CDF of \(\gamma_{IC}^{RR_{k}}\) follows the chi-square distribution, i.e.,
\[
P_{\gamma_{IC}^{RR_{k}}}(x) = 1 - e^{-\frac{x}{\mathcal{X}}},
\]
(12)

**B. Beamforming (BF)**

In the single-cell scenario, eigen-beamforming is optimal for the multiple-input single-output system \[24\]. For the \(k\)-th user, the precoding matrix \(\mathbf{w}_{k}\) can be expressed as \(\mathbf{w}_{k} = \frac{\mathbf{h}_{MMk}}{||\mathbf{h}_{MMk}||}\). Therefore, we can have \(|\mathbf{h}_{MMk} \mathbf{w}_{k}|^{2} \sim \chi_{2N_{p}}^{2}\). Accounting for the term \(|\mathbf{h}_{MMk} \mathbf{w}_{j}|^{2}\), since the design of the precoder \(\mathbf{w}_{j}\) is independent of \(\mathbf{h}_{MMk}\) and \(\mathbf{w}_{j}\) is a normalized vector with unit-norm, we can easily get \(|\mathbf{h}_{MMk} \mathbf{w}_{j}|^{2} \sim \chi_{2}^{2}\). The \(\gamma_{MMk}\) in (4) is statistically equivalent to
\[
\gamma_{BF}^{MMk} \sim \frac{P_{M} \mathcal{X}^{2N_{p}}}{P_{R} \mathcal{X}^{2(K-1)} + P_{R} \mathcal{X}^{2M}}.
\]
(13)

Since \(\mathbf{g}_{MR_{i}}\) and \(\mathbf{w}_{j}\) are independent and \(||\mathbf{w}_{j}||^{2} = 1\), we also have \(|\mathbf{g}_{MR_{i}} \mathbf{w}_{j}|^{2} \sim \chi_{2}^{2}\). Accordingly, we have
\[
\gamma_{BF}^{RR_{i}} \sim \frac{P_{R} \cdot \chi_{2}^{2}}{P_{M} \cdot \chi_{2K}^{2} + 1}.
\]
(14)

**Lemma 2:** Consider independent RVs \(X \sim \chi_{2L}^{2}\), \(Y_{1} \sim \chi_{2M}^{2}\), and \(Y_{2} \sim \chi_{2N_{p}}^{2}\). The CDF of \(Z = \frac{X}{\sqrt{Y_{1} Y_{2}}}\) is
\[
F_{Z}(z) = \int_{0}^{z} \frac{a^{M} b^{N_{p} L_{1}}}{\Gamma(L_{1}) \Gamma(M + N)} I(M, N, L, a, b, x) dx,
\]
(15)

where \(I(M, N, L, a, b, x) = \int_{0}^{\infty} x^{M+N+L-1} e^{-(y+rac{1}{b})y} dy\).
\[
1 F_{1}
\]
(16)

The expression \[15\] can be approximately obtained as
\[
F_{Z}(z) \approx 1 - e^{-bN_{p} \frac{a^{M} b^{N_{p} L_{1}}}{\Gamma(L_{1}) \Gamma(M + N)}} I(M, N, L, a, b, x) dx.
\]
(17)

**Proof:** See Appendix B.

Here, by comparing the SINR distribution in \[13\] with the RVs defined in Lemma 2, the CDF of \(\gamma_{BF}^{MMk}\) can be approximately expressed as
\[
P_{\gamma_{BF}^{MMk}}(x) \approx 1 - e^{-\frac{K - 1}{M} \frac{N_{p}-1}{\gamma_{MMk}} \frac{\sum_{k=0}^{L-1} (az)^{k}}{k!} \sum_{i=0}^{k} C_{k}^{i} \left(\frac{K - 1}{a}\right)^{i} (az + 1)^{-(k+M-i)} \Gamma(k + M - i)},
\]
(18)

where \(a = \frac{P_{R}}{P_{M}}\). Meanwhile, according to Lemma 1, the CDF of \(\gamma_{BF}^{RR_{i}}\) can be directly obtained as
\[
P_{\gamma_{BF}^{RR_{i}}}(x) = 1 - e^{-\frac{x}{\mathcal{X}}}.
\]
(19)

where \(b = \frac{1}{P_{R}}\).

Compared with IC, the above analytical results suggest that the received signal power at an MUE under BF changes from a \(\chi_{2(N_{B}-(K+M-1))}^{2}\) RV to a \(\chi_{2N_{p}}^{2}\) RV with increased degrees of freedom (DoFs). Meanwhile, the RUE interference power is increased from 0 to a \(\chi_{2L}^{2}\) RV. Thus the effects of the precoding schemes on the system performance are not immediately clear. In the following sections, three performance metrics, i.e., outage probability, average BER, and system capacity, are characterized when the MBS employs these precoding schemes.

**IV. PERFORMANCE ANALYSIS OF PRECODING SCHEMES**

In this section, we analyze system performance gains under the two precoding schemes. From the distribution of the SINR for the MUE and RUE, we see that the interference experienced by the RUE is eliminated at the expense of sacrificing the spatial degrees of freedom of the MBS. Therefore, the effects of the precoding schemes on system performance is the focus of the following paragraphs, i.e., we characterize the outage probability, system sum capacity and average BER when the MBS uses the different precoding schemes.

**A. Overall Outage Probability**

A system outage occurs when any received SINR of any potential link for the MBS-association and RRH-association falls below a threshold SINR. We use the overall outage probability to evaluate the performance of these two precoding schemes \[13\]–\[15\], which can be formulated as
\[
P_{out} = \Pr\{\min(\gamma_{MMk}, \cdots, \gamma_{MMk}, \gamma_{RR_{i}}, \cdots, \gamma_{RR_{i}}) < \gamma_{th} \} = 1 - \Pr\{\ gamma_{MMk} > \gamma_{th}, \gamma_{RR_{i}} > \gamma_{th}, \cdots, \gamma_{RR_{i}} > \gamma_{th} \},
\]
(20)

where \(\gamma_{th}\) is the SINR threshold.

Considering that all elements of the channels for the various pairs of transmitters and receivers are independent, (20) can
be rewritten as
\[
P_{\text{out}} = 1 - \prod_{k=1}^{K} \Pr\{\gamma_{MM_k} > \gamma_{th}\} \prod_{i=1}^{M} \Pr\{\gamma_{RR_i} > \gamma_{th}\} \tag{21}
\]
\[
= 1 - \left[1 - P_{\gamma_{MM}}(\gamma_{th})\right]^K \left[1 - P_{\gamma_{RR}}(\gamma_{th})\right]^M.
\]

Due to the substantial differences between the aforementioned \(P_{\gamma_{MM}}\) and \(P_{\gamma_{RR}}\), closed-form expressions for \(P_{\text{out}}\) with the two precoding schemes are presented independently as follows.

**IC:** Substituting (11) and (12) into (21), the overall outage probability of the IC scheme in H-CRANs can be derived as
\[
P_{\text{out}}^{\text{IC}} = 1 - \left[\frac{1}{(M-1)!} \sum_{k=0}^{N_{\text{IC}} - K - M} \frac{(a\gamma_{th})^k}{k!} \Gamma(k+1)\right]^K e^{-\frac{a\gamma_{th}}{P_{\text{th}}}} \Gamma(k+M),
\]
where \(a = P_{\text{th}}\).

**BF:** Substituting (18) and (19) into (21), the overall outage probability of the BF scheme in H-CRANs can be derived as
\[
P_{\text{out}}^{\text{BF}} = 1 - \left[\frac{e^{-(K-1)\gamma_{th}}}{(M-1)!} \sum_{k=0}^{N_{\text{BF}} - K - M} \frac{(a\gamma_{th})^k}{k!} \sum_{i=0}^{\min(K-1,a)} \binom{K-1}{i} \Gamma(k+1)\right]^K e^{-\frac{a\gamma_{th}}{P_{\text{th}}}} \Gamma(k+M-i)\]
\[
(a\gamma_{th}+1)^{(k+M-i)} \Gamma(k+M-i) \left[\frac{-e^{-\frac{a\gamma_{th}}{P_{\text{th}}}}}{(k+1)^{M-1}}\right].
\]

Both (22) and (23) show that the overall outage probability strictly depends on \(N_{\text{BF}}, K, M, \gamma_{th}\), and the ratio of \(P_R\) to \(P_M\). It is hard to directly determine which precoder is better, and thus will show performance comparisons for these two methods when taking different configurations into account. The precoding scheme is adaptively selected to minimize the overall outage probability.

**B. Sum Capacity**

The sum capacity of the entire system can be expressed as
\[
R = \sum_{k=1}^{K} E[\log_2(1 + \gamma_{MM_k})] + \sum_{i=1}^{M} E[\log_2(1 + \gamma_{RR_i})].
\]

Before analyzing the sum capacity under IC and BF schemes, we present the following lemmas.

**Lemma 3:** Consider independent RVs \(X \sim \chi^2_{2L}\) and \(Y \sim \chi^2_{2M}\), and define \(Z = \frac{X}{aY + b}\). We have
\[
R_1(a, b, L, M) \triangleq E[\log_2(1 + Z)]
\]
\[
= \frac{1}{\ln(2)(M-1)!} \sum_{k=0}^{L-1} \binom{L-1}{k} \frac{\Gamma(k+1)}{k!} e^{-\frac{b}{a}} \sum_{i=0}^{\min(K-1,a)} \binom{K-1}{i} \Gamma(k+M-i)
\]
\[
\left[\frac{1}{a} \Gamma(k+1) \Gamma(-k,b) - \sum_{j=1}^{k} \sum_{m=0}^{k} \binom{m}{j} (-\frac{1}{a})^m a^{-k-m-j+1} e^\frac{b}{a} \Gamma(k-i-j+1, b) \right]\left(\frac{1}{a} \gamma_{MM} + 1\right)^{i+j-M-1}.
\]

**Proof:** Given two independent RVs \(X \sim \chi^2_{2L}, Y \sim \chi^2_{2M}\), and \(a > 0, b > 0\), by defining \(Z = \frac{X}{aY + b}\), its CDF can be expressed as [25]
\[
F_Z(z) = \int_0^\infty F_X(ayz + b) f_Y(y) dy
\]
\[
= 1 - \frac{e^{-bz}}{(M-1)!} \sum_{k=0}^{L-1} \sum_{i=0}^{\min(K-1,a)} \binom{i}{k} \frac{b^i}{k!} \frac{\Gamma(k+1)}{a} (az + 1)^{-(k+M-i)} \Gamma(k+M-i).
\]

With this CDF expression, we have
\[
E[\log_2(1 + z)] = \frac{1}{\ln(2)} \int_0^\infty \frac{1 - F_Z(z)}{1 + z} dz
\]
\[
= \frac{1}{\ln(2)(M-1)!} \sum_{k=0}^{L-1} \sum_{i=0}^{\min(K-1,a)} \binom{i}{k} \frac{b^i}{k!} \frac{\Gamma(k+1)}{a} (az + 1)^{-(k+M-i)} \Gamma(k+M-i).
\]

By applying the decomposition
\[
\frac{1}{k+M-i} \left(\frac{z+\frac{1}{a}}{a}\right)^{k+M-i}
\]
\[
= \frac{1}{k+M-i} \left[\left(\frac{z+\frac{1}{a}}{a}\right)^{k+M-i} - \sum_{j=1}^{k+M-i} \frac{(\frac{z+\frac{1}{a}}{a})^{j}}{j!}\right]
\]
\[
\Gamma(k+M-i) \left[\frac{z+\frac{1}{a}}{a}\right]^{k+M-i}.
\]

the ergodic capacity in (27) can be rewritten as
\[
E[\log_2(1 + z)] = \frac{1}{\ln(2)M-1)!} \sum_{k=0}^{L-1} \sum_{i=0}^{\min(K-1,a)} \binom{i}{k} \frac{b^i}{k!} \frac{\Gamma(k+1)}{a} (az + 1)^{-(k+M-i)} \Gamma(k+M-i).
\]

**Lemma 4:** For an RV \(X \sim \chi^2_{2L}, Y = \delta X, \delta > 0\), we have
\[
R_2(\delta) \triangleq E[\log_2(1 + Y)] = \frac{1}{\ln(2)} \frac{e^{-\frac{b}{a}}}{\delta} E_1\left(\frac{1}{\delta}\right),
\]
where \(E_1(z) = \int_z^\infty \frac{e^{-t}}{t} dt\) is the exponential integral function.
of the first order.

Proof: According to the chi-squared distribution, we have the CDF of $Y$ is

$$F_Y(y) = 1 - e^{-\frac{y}{\delta}}, \quad (32)$$

and thus

$$\mathbb{E}[\log_2(1 + Y)] = \frac{1}{\ln 2} \int_0^\infty \frac{1 - F_Y(y)}{1 + y} dy = \frac{1}{\ln 2} \int_0^\infty \frac{e^{-\frac{y}{\delta}}}{1 + y} dy = \frac{1}{\ln 2} e^{\gamma_1} \mathbb{E}_1\left(\frac{1}{\delta}\right). \quad (33)$$

Due to the differences between the aforementioned $\gamma_{MM_k}$ and $\gamma_{RR_i}$, using Lemma 3 and Lemma 4, closed-form expressions for sum capacity $R$ under these two precoding schemes are presented as follows.

- **IC**: Substituting the distribution of $\gamma^i_{MM_k}$ and $\gamma^i_{RR_i}$ into (24), the sum capacity under the IC scheme in H-CRANs can be derived as

$$R^{IC} = R_1\left(\frac{P_R}{P_M}, 0, N_B - M, M\right) + R_2\left(P_R\right), \quad (34)$$

where $R_1(\cdot)$ and $R_2(\cdot)$ follow (25) and (21).

- **BF**: Substituting the distribution of $\gamma^i_{MM_k}$ and $\gamma^i_{RR_i}$ into (24), the sum capacity under the BF scheme in H-CRANs can be derived as

$$R^{BF} = R_1\left(\frac{P_R}{P_M}, K - 1, N_B, M\right) + R_1\left(\frac{P_R}{P_M}, 1, K\right), \quad (35)$$

where $R_1(\cdot)$ follows (25).

Similar to the overall outage probability results in (22) and (23), the derived sum capacity strictly depends on $N_B$, $K$, $M$, and the ratio of $P_R$ to $P_M$. It is hard to directly judge which precoder is better, as this depends on the specific system configurations.

### C. Average Bit Error Rate

The average BER is defined as the average BER of all radio links, which can be expressed as

$$B_e \triangleq \frac{1}{K + M} \left(\sum_{k=1}^K B_k^M + \sum_{i=1}^M B^R_m\right), \quad (36)$$

where $B^M_k$ is the BER of the link between the MBS and the $k$-th MUE, and $B^R_i$ is the BER of the RRH-RUE link in the $i$-th cell.

Note that the average BER of two end nodes is dominated by the worst one [25]; therefore, we can rewrite the average BER approximately as

$$B_e \approx \frac{1}{K + M} \max\{B_1^M, \cdots, B^K_M, B^R_1, \cdots, B^R_M\}. \quad (37)$$

For commonly used modulation schemes, the BER of each link $b_0$ can be written in the form

$$B_0 = \mathbb{E}[\beta_1 Q(\sqrt{2\beta_2})] = \int_0^{+\infty} \beta_1 Q(\sqrt{2\beta_2}) p_\gamma(z) dz, \quad (38)$$

where $\beta_1$ and $\beta_2$ are coefficients that depend on the modulation mode, and $Q(x) = \frac{1}{\sqrt{\pi}} \int_x^{+\infty} \exp(-\frac{u^2}{2}) du$ is the tail probability of the standard normal distribution.

For simplicity, we consider Binary Phase Shift Keying (BPSK) modulation in this paper, which corresponds to $\beta_1 = \beta_2 = 1$. For other modulation formats, similar results could also be obtained. Note that $Q(x)$ is monotonically decreasing when $x \geq 0$. Thus, the average BER can be approximated as

$$B_e \approx \frac{1}{2(K + M)\sqrt{\pi}} \int_0^{+\infty} \frac{e^{-z}}{\sqrt{z}} P_{\gamma_e}(z) dz, \quad (39)$$

where

$$\gamma_e = \min\{\gamma_{MM_1}, \cdots, \gamma_{MM_K}, \gamma_{RR_1}, \cdots, \gamma_{RR_M}\}. \quad (40)$$

The CDF of $\gamma_e$ can be expressed as

$$P_{\gamma_e}(z) = \Pr\{\min(\gamma_{MM_1}, \cdots, \gamma_{MM_K}, \gamma_{RR_1}, \cdots, \gamma_{RR_M}) < z\} = 1 - \left[1 - P_{\gamma_{MM_k}}(z)\right]^{K} \left[1 - P_{\gamma_{RR_i}}(z)\right]^{M}. \quad (41)$$

Due to aforementioned differences in $\gamma_{MM_k}$ and $\gamma_{RR_i}$, the expressions for $B_e$ under the two schemes are presented separately as follows.

- **IC**: Substituting (11) and (12) into (41), and further into (39), the average BER under the IC scheme can be obtained as

$$B_{e}^{IC} \approx \frac{1}{2(K + M)\sqrt{\pi}} \int_0^{+\infty} \frac{e^{-z}}{\sqrt{z}} P_{\gamma_e}^{IC}(z) dz, \quad (42)$$

where

$$P_{\gamma_e}^{IC}(z) = 1 - \left[\frac{1}{(M-1)!} \sum_{k=0}^{N-K-M} \frac{(az)^k}{k!} (az + 1)^{-(k+M)}\right]^{K} \left[\frac{1}{(M-1)!} \sum_{k=0}^{N-K-M} \frac{(az)^k}{k!} (az + 1)^{-(k+M)}\right]^{M}. \quad (43)$$

with $a = \frac{P_R}{P_M}$.

- **BF**: Substituting (18) and (19) into (41), and further into (39), the average BER under the BF scheme can be obtained as

$$B_{e}^{BF} \approx \frac{1}{2(K + M)\sqrt{\pi}} \int_0^{+\infty} \frac{e^{-z}}{\sqrt{z}} P_{\gamma_e}^{BF}(z) dz, \quad (44)$$

where

$$P_{\gamma_e}^{BF}(z) = 1 - \left[\frac{e^{-(k+M-1)z}}{(M-1)!} \sum_{k=0}^{N-K-M} \frac{(az)^k}{k!} \sum_{i=0}^{K} C_k^i \left\{\frac{1}{a}\right\}^i (az + 1)^{-(k+M-1)i}\right] \left[\frac{e^{-(k+M-1)z}}{(M-1)!} \sum_{k=0}^{N-K-M} \frac{(az)^k}{k!} \sum_{i=0}^{K} C_k^i \left\{\frac{1}{a}\right\}^i (az + 1)^{-(k+M-1)i}\right]^{M}. \quad (45)$$

The aforementioned expressions for IC and BF suggest that the average BER depends on the system configuration, such as the number of RRHs $M$, the number of MUEs $K$, the transmit power per antenna in the MBS $P_M$, and the transmit power per antenna in the RRH $P_R$. It is hard to directly compare which is better between (42) and (44), and such comparisons will be based on the numerical results shown in Section VI.
\section{Inter-tier Cooperative Radio Resource Allocation}

Under the inter-tier collaborative precoding schemes IC and BF, CRRA can be used to further suppress the inter-tier interference to optimize the throughput of H-CRANs. Since the MUE prefers to access the MBS for seamless coverage, while the RUE often associates with RRHs to achieve high bit rate, we can maximize the RUEs’ aggregated bit rates while guaranteeing the MUEs’ summarized bit rates to model the throughput maximization problem. Furthermore, we can assume that the power of each RRH is different to make the power allocation for each RRH flexible. Hence, the throughput maximization problem for H-CRANs can be formulated as

\begin{align}
\max \quad & \mathcal{R}_R = \sum_{i=1}^{M} \log_2(1 + \gamma_{RR_i}) \\
\text{s.t.} \quad & P_M \leq P_{MS}, \\
& P_{R_i} \leq P_{RSi}, \quad i = 1, 2, \ldots, M, \\
& \sum_{i=1}^{M} P_{R_i} \leq P_{RS}, \\
& \log_2(1 + \gamma_{MM_k}) \geq \mathcal{R}_{MS}, \quad k = 1, 2, \ldots, K,
\end{align} \tag{46}

where $\mathcal{R}_{MS}$ is the QoS threshold of each MUE, $P_{MS}$ and $P_{RS}$ are respectively the power limits of the MBS and RRH $i$, and $P_{RS}$ is the total power threshold of the RRHs. Note that problem (46) is feasible only if the following condition holds for the $k$-th MUE:

\begin{equation}
2^{\mathcal{R}_{MS}} - 1 \leq \frac{P_{MS} \gamma_{MM_k}}{P_M}, \quad \tag{47}
\end{equation}

This condition indicates that the QoS thresholds for the MUEs should not be too high. This can be intuitively understood since the QoS constraints must at least be satisfied when the maximum allowable power of the MBS $P_{MS}$ is applied. Therefore, throughout the rest of the paper, we assume that (47) always holds for any MUE, which guarantees that an optimal power allocation exists.

\subsection{Interference Collaboration}

When the IC scheme is used at the MBS, the precoding vector is chosen to eliminate the inter-tier interference to other MUEs and RUEs, i.e.,

\begin{equation}
w^\text{opt}_k = C_k \left( \frac{h_{MM_k} C_k}{\|h_{MM_k} C_k\|} \right)^H. \tag{48}
\end{equation}

Hence, $\gamma_{RR_i}$ in (5) can be substituted into (46), and the transmit bit rate threshold for the MUE $\mathcal{R}_{MS}$ can be further derived if (48) is substituted into $\gamma_{MM_k}$ in (5). Accordingly, the throughput maximization problem for the IC based CRRA in (46) can be reformulated as

\begin{align}
\max_{\{P_{M}, P_{R_i}\}} \quad & \mathcal{R}_R^IC = \sum_{i=1}^{M} \log_2(1 + P_{R_i} |g_{RR_i}|^2) \\
\text{s.t.} \quad & P_M \leq P_{MS}, \\
& P_{R_i} \leq P_{RSi}, \quad i = 1, 2, \ldots, M, \\
& \sum_{i=1}^{M} P_{R_i} \leq P_{RS}, \\
& \log_2(1 + \gamma_{MM_k}) \geq \mathcal{R}_{MS}, \quad k = 1, 2, \ldots, K, \\
& \gamma_{MM_k}^C = \frac{P_M \|h_{MM_k} w^\text{opt}_k\|^2}{\sum_{i=1}^{M} P_{R_i} |h_{R,M_k}|^2}, \quad k = 1, 2, \ldots, K. \tag{49}
\end{align}

Noting that the RUEs’ sum rates $\mathcal{R}_R^IC$ are only determined by the RRH’s power $P_{R_i}$, we have the following proposition.

\textbf{Proposition 1:} Let $\{P_{M}^\text{opt}, P_{R_i}^\text{opt}\}$ denote the solution to problem (49). Define $A_k = \frac{P_{MS} \|h_{MM_k} w^\text{opt}_k\|^2}{2^{\mathcal{R}_{MS}} - 1}$. Then $P_{R_i}^\text{opt}$

\begin{equation}
P_{R_i}^\text{opt} = \frac{1}{\lambda_i + \mu + \sum_{k=1}^{K} \nu_k |h_{R,M_k}|^2} - \frac{1}{|g_{RR_i}|^2}, \tag{50}
\end{equation}

where $\lambda_i, \mu, \nu_k$ are chosen elaborately such that (49)-(54).

\textbf{Proof:} Since the MBS power $P_M$ occurs only in the constraints and does not affect the RUEs’ sum rates $\mathcal{R}_R^IC$ in the IC scheme, an optimal $P_M$ can be achieved in the following limitation under a fixed $P_{R_i}$:

\begin{equation}
\left[\frac{(2^{\mathcal{R}_{MS}} - 1) \sum_{i=1}^{M} P_{R_i} |h_{R,M_k}|^2}{\|h_{MM_k} w^\text{opt}_k\|^2}, P_{MS}\right]. \tag{51}
\end{equation}

However, considering the maximization of the MBS’s coverage, we denote the optimal $P_M$ as $P_{M}^\text{opt} = P_{MS}$. Substituting $P_{M}^\text{opt}$ into the original problem (49), (49) can be simplified to the following problem:

\begin{align}
\max_{\{P_{R_i}\}} \quad & \sum_{i=1}^{M} \log_2(1 + P_{R_i} |g_{RR_i}|^2) \\
\text{s.t.} \quad & P_{R_i} \leq P_{RSi}, \quad i = 1, 2, \ldots, M, \\
& \sum_{i=1}^{M} P_{R_i} \leq P_{RS}, \\
& \sum_{i=1}^{M} P_{R_i} |h_{R,M_k}|^2 \leq A_k, \quad k = 1, 2, \ldots, K. \tag{52}
\end{align}

It is observed that (52) is a typical convex optimization problem, which can be solved by employing KKT conditions. Therefore, the Lagrangian function of (52) is defined as

\begin{align}
L(P_{R_i}, \lambda_i, \mu, \nu_k) &= \ln \sum_{i=1}^{M} \log_2(1 + P_{R_i} |g_{RR_i}|^2) \\
&+ \sum_{i=1}^{M} \lambda_i (P_{RSi} - P_{R_i}) + \mu (P_{RS} - \sum_{i=1}^{M} P_{R_i}) \\
&+ \sum_{k=1}^{K} \nu_k (A_k - \sum_{i=1}^{M} P_{R_i} |h_{R,M_k}|^2),
\end{align}
where $\lambda_i \geq 0$, $\mu \geq 0$, and $\nu_k \geq 0$ are the non-negative Lagrange multipliers associated with the constraints in (52). The KKT conditions can be applied on the Lagrangian function to obtain

$$\frac{\partial L(P_r, \lambda, \mu, \nu_k)}{\partial P_r} = \frac{|g_{RRi}|^2}{1 + P_{r_{opt}}|g_{RRi}|^2} - \lambda_{r_{opt}} - \mu_{opt} - \sum_{k=1}^{K} \nu_{k_{opt}} |h_{R_i,M_k}|^2 = 0,$$

(53)

$$\lambda^*_i (P_{R_i} - P^*_{R_i}) = 0, \quad i = 1, 2, ..., M,$$

(54)

$$P_{R_i} \leq P_{R_S}, \quad i = 1, 2, ..., M,$$

(55)

$$\mu^* (P_{RS} - \sum_{i=1}^{M} P_{R_{opt_i}}) = 0,$$

(56)

$$\sum_{i=1}^{M} P_{R_{opt_i}} \leq P_{RS},$$

(57)

$$\nu_{k_{opt}} (A_k - \sum_{i=1}^{M} P_{R_{opt_i}} |h_{R_i,M_k}|^2) = 0, \quad k = 1, 2, ..., K,$$

(58)

$$\sum_{i=1}^{M} P_{R_{opt_i}} |h_{R_i,M_k}|^2 \leq A_k, \quad k = 1, 2, ..., K,$$

(59)

where $\lambda_{r_{opt_i}}$, $\mu_{opt}$, and $\nu_{k_{opt}}$ are optimal solutions to the Lagrangian function.

Based on (53), an optimal solution to (52) can be obtained, i.e.,

$$P_{R_{opt_i}} = \frac{1}{\lambda_{r_{opt_i}} + \mu_{opt_i} + \sum_{k=1}^{K} \nu_{k_{opt}} |h_{R_i,M_k}|^2} - \frac{1}{|g_{RRi}|^2}.$$

(60)

Note that an optimal solution needs to satisfy (49)-(54). However, optimal $\lambda_{r_{opt_i}}$, $\mu_{opt_i}$, and $\nu_{k_{opt}}$ are not easy to find. Fortunately, $P_{R_{opt_i}}$ is monotonically decreasing in each multiplier, which makes it possible to compute the optimal $\lambda_{r_{opt_i}}$, $\mu_{opt_i}$, and $\nu_{k_{opt}}$. The following lemma provides intervals containing the optimal multipliers.

**Lemma 5:** The optimal $\lambda_{r_{opt_i}}$, $\mu_{opt_i}$, and $\nu_{k_{opt}}$ satisfying (44)-(49) are respectively within $[0, \lambda_{r_{max}}]$, $[0, \mu_{max}]$, and $[0, \nu_{k_{max}}]$, where $\lambda_{r_{max}} = |g_{RRi}|^2$, $\mu_{max} = \min_i \{|g_{RRi}|^2\}$, and $\nu_{k_{max}} = \min_k \{|h_{R_i,M_k}|^2\}$.

**Proof:** The results follow from the fact that $P_{R_{opt_i}} \geq 0$.

**B. Beamforming**

When the BF scheme is used at the MBS, the precoding vector of MUE $k$ is determined by the $h_{M,M_k}$, i.e., $w_k = \frac{h_{M,M_k}}{||h_{M,M_k}||}$. With precoding vectors $w_k$ fixed, we can obtain the corresponding SINRs for RUE $i$ and MUE $k$, as follows:

$$\gamma_{RRi} = \frac{P_{R_i} |g_{RRi}|^2}{P_M \sum_{j=1}^{K} |g_{MRj}|^2 + 1}, \quad i = 1, 2, ..., M,$$

$$\gamma_{MMk} = \frac{P_M |h_{M,Mk}|^2}{P_M \sum_{j=1,j\neq k}^{K} |h_{M,Mj}|^2 + \sum_{i=1}^{M} P_{R_i} |h_{R_i,Mk}|^2}, \quad k = 1, 2, ..., K.$$

Hence the sum rates optimization problem for the BF scheme can be formulated as

$$\max_{P_M, P_{R_i}} \mathcal{R}^{BF}_R = \sum_{i=1}^{M} \log_2 (1 + \gamma_{RRi})$$

s.t. $P_M \leq P_{MS}$, $P_{R_i} \leq P_{RS_i}$, $i = 1, 2, ..., M$, $\sum_{i=1}^{M} P_{R_i} \leq P_{RS}$,

$$\log_2 (1 + \gamma_{MMk}) \geq \gamma_{MS}, \quad k = 1, 2, ..., K.$$

Finding the optimal power allocation for such a nonconvex problem is a very challenging task, since (61) is not jointly convex in $\{P_M, P_{R_i}\}$. However, despite this difficulty, we can provide a stationary solution for (61) since it is convex in each variable and can be transformed into a convex problem:

- **Optimal $P_{R_i}$ under fixed $P_M$:** For fixed $P_M$, $\mathcal{R}^{BF}_R$ is concave in $P_{R_i}$, since

$$\frac{\partial^2 \mathcal{R}^{BF}_R}{\partial P_{R_i}} = \frac{-C_i^2}{(1 + C_i P_{R_i})^2} < 0,$$

and (61) can be simplified into

$$\max_{P_{R_i}} \sum_{i=1}^{M} \log_2 (1 + C_i P_{R_i})$$

s.t. $P_{R_i} \leq P_{RS_i}, \quad i = 1, 2, ..., M$, $\sum_{i=1}^{M} P_{R_i} \leq P_{RS}$, $\sum_{i=1}^{M} P_{R_i} |h_{R_i,Mk}|^2 \leq B_k, \quad k = 1, 2, ..., K,$

(62)

where

$$C_i = \frac{|g_{RRi}|^2}{P_M \sum_{j=1}^{K} |g_{MRj}|^2 + 1}, \quad i = 1, 2, ..., M,$$

$$B_k = \frac{P_M |h_{M,Mk}|^2}{2 \gamma_{MS} - 1} - P_M \sum_{j=1,j\neq k}^{K} |h_{M,Mj}|^2,$$

$k = 1, 2, ..., K$.

It is not difficult to see that (62) has a similar form to (52), and according to the solution to (52), we give the
The optimal solution to (62) as follows:

\[ P_{R_i}^{\text{opt}} = \frac{1}{\lambda_i^{\text{opt}} + \mu^{\text{opt}} + \sum_{k=1}^{K} \nu_k^{\text{opt}} |h_{R_i,M_k}|^2} - 1 \]

(63)

with optimal Lagrange multipliers \( \lambda_i^{\text{opt}} \geq 0, \mu^{\text{opt}} \geq 0, \) and \( \nu_k^{\text{opt}} \geq 0. \) Similarly, the optimal solution needs to satisfy the following constraints:

\[ \lambda_i^{\text{opt}} (P_{RS} - P_{R_i}^{\text{opt}}) = 0, \]

(64)

\[ P_{R_i}^{\text{opt}} \leq P_{RS}, \]

(65)

\[ \mu^{\text{opt}} (P_{RS} - \sum_{i=1}^{M} P_{R_i}^{\text{opt}}) = 0, \]

(66)

\[ \sum_{i=1}^{M} P_{R_i}^{\text{opt}} \leq P_{RS}, \]

(67)

\[ \nu_k^{\text{opt}} (B_k - \sum_{i=1}^{M} P_{R_i}^{\text{opt}} |h_{R_i,M_k}|^2) = 0, \]

(68)

\[ \sum_{i=1}^{M} P_{R_i}^{\text{opt}} |h_{R_i,M_k}|^2 \leq B_k. \]

(69)

In this case, we also provide a lemma concerning the intervals containing the optimal multiplier.

**Lemma 6**: The optimal \( \lambda_i^{\text{opt}}, \mu^{\text{opt}}, \) and \( \nu_k^{\text{opt}} \) satisfying (53)-(58) are respectively within \([0, \lambda_i^{\text{max}}], [0, \mu^{\text{max}}], \) and \([0, \nu_k^{\text{max}}], \) where \( \lambda_i^{\text{max}} = C_i, \mu^{\text{max}} = \min_i \{C_i\}, \) and \( \nu_k^{\text{max}} = \min_i \left\{ \frac{1}{B_i - \sum_{i=1}^{M} |h_{R_i,M_k}|^2} \right\}. \)

- **Optimal \( P_M \) under fixed \( P_{R_i} \)**: With the \( P_{R_i} \) fixed, \( R_R^{BF} \) is monotonically decreasing in \( P_M \). The optimal \( P_M \) is achieved at

\[ P_M^{\text{opt}} = \max \{ P_k^{\text{cand}} \}, \]

\[ P_k^{\text{cand}} = \frac{\left( 2R_{MS} - 1 \right) \sum_{i=1}^{M} P_{R_i} |h_{R_i,M_k}|^2}{|h_{M_k}w_k|^2 - \left( 2R_{MS} - 1 \right) \sum_{j=1, j \neq k}^{K} |h_{M_k}w_j|^2}, \]

\[ k = 1, 2, ..., K. \]

(70)

The algorithm can be summarized as follows.

**Algorithm 1**: The RUEs’ sum rate optimization for BF.

1: **Initialize**: All primal variables \( P_{R_i} \) and \( P_M \).
2: **repeat**
3: **Step 3**: Compute the multipliers \( \lambda_i, \mu, \) and \( \nu_k \);
4: **Step 4**: Compute the \( P_{R_i} \) and \( P_M \) according to (63) and (70);
5: **Step 5**: Update the optimal \( P_M^{\text{opt}}, P_{R_i}^{\text{opt}} \);
6: **Step 6**: Compute the achievable RUEs’ sum rate \( R_R^{BF} \);
7: **until** Convergence.

In Algorithm 1, each step can be done with a closed-form manner and the value of each variable can be easily calculated, which makes the proposed algorithm efficiently work. In Step 3, the complexity of computing the multipliers is \( O(MK) \) mainly due to the computation of \( \nu_k \). With these three multipliers obtained, the rate computation procedure in Step 4 requires a computational complexity in the order of \( O(K^2N_B) \), which mainly depends on the optimal MBS’s transmit power design. In Step 5, the additional computational complexity for updating all the optimal power is \( O(M) \). The last Step 6 of computing the achievable RUEs’ sum rate \( R_R^{BF} \) needs a computational complexity with \( O(MKN_B) \).

Considering a typical network scenario with \( N_B > M > K \), the computational complexity of Algorithm 1 per iteration is \( O(MKN_B) \), which mainly comes from the calculation of the optimal MBS’s transmit power (70). Actually, under a proper initialization of \( \{P_{R_i}, P_M\} \) and the determined step size of multipliers, the number of iterations is not large and the proposed algorithm can quickly converges, which has been demonstrated in the following simulation results.

**VI. Numerical Results**

In this section, the performance of collaborative precoding IC and BF algorithms in the physical layer is first evaluated. Then, the IC and BF based CRRA solutions are simulated and discussed. In particular, several performance metrics including the system outage probability, sum capacity, and average BER are presented for the collaborative precoding IC and BF algorithms. The RUEs’ aggregated rates under IC and BF are considered to evaluate the proposed CRRA solution’s performance. To match well with the concerned system model, it is assumed that an H-CRAN scenario consisting of one MBS with one MUE, and \( M \) RRHs with \( M \) RUEs is considered. The MBS is located in the center of the cell area with a radius of 500 meters, while the RRHs and MUE are uniformly distributed in the coverage area of the MBS. The RUE is uniformly distributed in the coverage area of each accessed RRH with a radius of 50 meters.

Fig. 2 shows the system outage probability under different precoding schemes as functions of the SINR threshold \( \gamma_{th} \), and the system outage probability grows of course as the threshold of SINR increases. The number of antennas on the MBS is set to six, and one MUE is considered. The Monte Carlo simulation results match well with those indicated by the presented closed-form overall outage probability expressions. When \( M \) is set to 3, BF outperforms IC due to its capability to increase the received signal power strength. However, when \( M \) is 5, IC is preferred because it can alleviate the dominating interference. The outage probability gap for IC between \( M = 3 \) and \( M = 5 \) is larger than for BF, which suggests that IC is more sensitive to the number of RRHs.

Next, the impact of the number of antennas on the MBS is shown in Fig. 3, where we set \( M = 2, \gamma_{th} = 0 \) dB and one MUE is considered. The overall outage probability decreases with an increasing number of antennas on the MBS. When \( N_B \) is relatively large, IC becomes better with the optimization in (63). When \( N_B \) is relatively small, BF outperforms IC. This result demonstrates that a large number of antennas at the MBS is preferred to increase system reliability when the number of antennas at the RRHs is fixed.

Fig. 4 shows the system sum capacity under the two precoding schemes versus SINR at the MBS with \( M = 2 \) and
Fig. 3. Overall outage probability versus the number of antennas $N_B$

$N_B = 6$, where the system capacity obviously grows as the MBS’s SINR increases. The Monte Carlo simulation results match well with those indicated by the presented system sum capacity expressions. Moreover, the BF scheme outperforms the IC scheme in the low SINR region due to its capability of enhancing signal power strength. However, the IC scheme is preferred at medium to high SINR because it can alleviate the dominating interference to other MUEs and RUEs.

Furthermore, the impact of SINR at the MBS on the average BER is depicted in Fig. 5. The average BER decreases obviously as the SINR of the MBS increases. We can conclude that in the relatively high SINR region, the average BER under IC is lower than that under BF due to the elimination of inter-tier interference from the MBS to the RUEs.

Fig. 4 and Fig. 7 show the RUEs’ aggregated rates under the two precoding schemes versus the power threshold with $M = 2, K = 3, N_B = 6$, and $P_{MS} = 1000$ mW. It is observed that the threshold, as we expect, can increase the RUEs’ sum rates. As the results showed, the RUEs’ aggregated rates increases with the power limit of each RRH $P_{RS}$, for both IC and BF. This is reasonable since a larger power threshold makes the available power range larger, which leads to larger sum rates. Besides, under the assumption of the same power limit on each RRH, a larger total power threshold $P_{RS}$ also makes it possible to obtain better performance.

As shown in Fig. 4, it is not clear which precoding scheme outperforms the other one since the dominating factors may change under different SINRs. Fortunately, comparing with Fig. 6 and Fig. 7 for IC and BF, respectively, the sum rate performance of IC is often better than that of BF under the relatively high SINRs of the MBS because the inter-tier interference has become the biggest challenge impacting...
the capacity performance when the SINR at the MBS is sufficiently high as shown in Fig. 4. Note that in the regime of low SINRs at the MBS, BF based CRRA often outperforms IC based CRRA because the desired signal strength is low, which dominates the performance of inter-tier interference suppression.

Although a rigorous theoretical proof for the convergence of the proposed algorithm is not yet available, the RUEs’ aggregated rates under IC have been shown in Fig. 8 to demonstrate the proposal can quickly converge. It is shown that the proposed algorithm can converge with roughly 20−30 iterations under any \((P_{RS}, P_{PS})\) set, which indicates that the proposal can work efficiently with low complexity.

VII. CONCLUSION

In this paper, we have considered techniques for suppressing the inter-tier interference between the macro base station and the remote radio heads in heterogeneous cloud radio access networks (H-CRANs) in both the physical layer and the upper layer. In particular, the interference collaboration (IC) and beamforming (BF) precoding schemes have been presented to suppress the inter-tier interference in the physical layer, and cooperative radio resource allocation (CRRA) has been optimized in the upper layer. Furthermore, expressions for the overall outage probability, system capacity, and average bit error rate under IC and BF precoding schemes have been derived. Optimal CRRA solutions based on IC and BF have been proposed. Both analytical and simulation results have shown that whether IC or BF provides better performance depends on the H-CRAN configuration, including the number of antennas on the macro base station, the number of remote radio heads, and the target signal-to-interference-plus-noise ratio threshold.

APPENDIX

A. Proof of Lemma 1

Given \(X \sim \chi^2_{2L} \) and \(Y \sim \chi^2_{2M} \), the CDF of \(X \) and the probability density function (PDF) of \(Y \) can be expressed as

\[
F_X(x) = 1 - e^{-x} \sum_{k=0}^{L-1} \frac{x^k}{k!},
\]

\[
f_Y(y) = e^{-y} \frac{y^{M-1}}{(M-1)!},
\]

respectively. By defining \(Z \triangleq \frac{X}{aY+b} \), its CDF can be expressed as

\[
F_Z(z) = \int_0^\infty F_X(ayz + bz) f_Y(y) dy
\]

\[
= 1 - e^{-bz} \sum_{k=0}^{L-1} \frac{(az)^k}{k!} \sum_{i=0}^{k} \frac{C_i^k}{i!} \left( \frac{b}{a} \right)^i (az + 1)^{-(k+M-i)} \Gamma(k + M - i).
\]
B. Proof of Lemma 2

Consider three RVs \(X \sim \chi^2_{2L}, Y_1 \sim \chi^2_{2M}, \text{ and } Y_2 \sim \chi^2_{2N}\), and define \(U \triangleq aY_1, V \triangleq bY_2\). Then the PDFs of \(U\) and \(V\) are given by

\[
f_U(u) = \frac{1}{a^M e^{-\frac{u}{a}}} u^{M-1} (M-1)! f_V(v) = \frac{1}{b^N e^{-\frac{v}{b}}} v^{N-1} (N-1)!
\]

respectively. By defining \(Y \triangleq U + V\), its PDF is obtained as

\[
f_Y(y) = \frac{1}{\Gamma(M+N) a^M b^N e^{-\frac{1}{a} + \frac{1}{b}}} \int_0^y u^{M-1} (y-u)^{N-1} e^{-\left(\frac{u}{a} + \frac{y-u}{b}\right)} du.
\]

Following 3.383.1 in [26],

\[
\int_0^y x^{\mu-1} (y-x)^{v-1} e^{\beta x} dx = B(\mu, v) u^{\mu-1} v^{\beta} \frac{1}{\Gamma(\mu + v)}
\]

where

\[
F_1(\alpha; \gamma; z) = 1 + \frac{\alpha z}{\gamma} \left[ \frac{\alpha (\alpha+1) z^2}{\gamma (\gamma+1) 2} + \frac{\alpha (\alpha+1) (\alpha+2) z^3}{\gamma (\gamma+1) (\gamma+2) 3!} + \cdots \right]
\]

is a confluent hypergeometric function. Eq. (74) can be rewritten as

\[
f_Y(y) = \frac{1}{\Gamma(M+N) a^M b^N e^{-\frac{1}{a} + \frac{1}{b}}} \int_0^y u^{M-1} (y-u)^{N-1} e^{-\left(\frac{u}{a} + \frac{y-u}{b}\right)} du.
\]

By defining \(Z = \frac{X}{Y}\), since \(X\) and \(Y\) are independent, the CDF of \(Z\) can be expressed as

\[
F_Z(z) = \int_0^z \frac{a^M N_x^{L-1}}{\Gamma(L) \Gamma(M+N)} I(M, N, L, a, b, x) dx,
\]

where

\[
I(M, N, L, a, b, x) = \int_0^\infty x^{M+N+L-1} e^{-\left(\frac{1}{a} + \frac{1}{b}\right)y} y^{1} F_1 \left( M; N + M; -\left(\frac{1}{a} + \frac{1}{b}\right)y \right) dy
\]

To obtain a closed-form CDF expression, \(Z\) can be approximated as \(Z \approx \frac{X}{aY_1 + bY_2}\). Then according to Lemma 1, the CDF of \(Z\) can be approximately expressed as

\[
F_Z(z) \approx 1 - e^{-\left(\frac{1}{a} + \frac{1}{b}\right) z} \sum_{k=0}^{N-1} \left( \frac{a z}{k!} \sum_{i=0}^{k} C_i^k \left( \frac{b N}{a} \right) \right) \left( \frac{a z}{k+M} \right)^i
\]
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