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ABSTRACT
Adaptive gradient algorithms such as ADAGRAD and its variants have gained popularity in the training of deep neural networks. While many works as for adaptive methods have focused on the static regret as a performance metric to achieve a good regret guarantee, the dynamic regret analyses of these methods remain unclear. As opposed to the static regret, dynamic regret is considered to be a stronger concept of performance measurement in the sense that it explicitly elucidates the non-stationarity of the environment. In this paper, we go through a variant of ADAGRAD (referred to as M-ADAGRAD) in a strong convex setting via the notion of dynamic regret, which measures the performance of an online learner against a reference (optimal) solution that may change over time. We demonstrate a regret bound in terms of the path-length of the minimizer sequence that essentially reflects the non-stationarity of environments. In addition, we enhance the dynamic regret bound by exploiting the multiple accesses of the gradient to the learner in each round. Empirical results indicate that M-ADAGRAD works also well in practice.

1. Introduction
Online convex optimization (OCO) is a fundamental tool for sequential decision making and has found a wide range of applications [1, 2]. The protocol of OCO can be modeled as a repeated game between a learner and an adversary: In each round \( t = 1, \ldots, T \), the learner picks an action \( x_t \) from a convex feasible set \( \mathcal{X} \), and at the same time the adversary selects a convex loss function \( f_t(\cdot) : \mathcal{X} \mapsto \mathbb{R} \), and the learner incurs an instantaneous loss \( f_t(x_t) \). The aim of the learner is to minimize the regret:

\[
\text{Reg}_T^s(x) = \sum_{t=1}^{T} f_t(x_t) - \min_{x \in \mathcal{X}} \sum_{t=1}^{T} f_t(x),
\]
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which measures the discrepancy between the cumulative loss of the learner and that of the best fixed action in hindsight, and is typically referred to as static regret since the comparator is time-invariant. The classical online gradient descent (OGD) enjoys $O(\sqrt{T})$ and $O(\log T)$ upper bound on static regret for convex and strongly convex functions, respectively [3, 4].

Although static regret has been extensively studied, when the environment is changing, its performance is no longer suitable since the time-invariant comparator in (1) may behave badly. To circumvent this difficulty, recent studies have introduced new forms of performance metric, including dynamic regret. The dynamic regret is defined as the difference between the cumulative loss of the learner and that of a sequence of comparators $u_1, \ldots, u_T \in \mathcal{X}$ [3]:

\[
\text{Reg}^d_T(u_1, \ldots, u_T) = \sum_{t=1}^T f_t(x_t) - \sum_{t=1}^T f_t(u_t).
\]

Dynamic regret measures the learner’s performance in the sense that the comparator changes over time. The concept of dynamic regret is interesting in many applications, say online recommendation (since the customers’ preference always evolves over time). Most studies on dynamic regret only compare the cumulative loss of the learner against a sequence of minimizers of the loss functions [5–10]:

\[
\text{Reg}^d_T(x^*_1, \ldots, x^*_T) = \sum_{t=1}^T f_t(x_t) - \sum_{t=1}^T f_t(x^*_t) = \sum_{t=1}^T f_t(x_t) - \sum_{x \in \mathcal{X}} \min_{1 \leq i \leq T} f_i(x),
\]

where $x^*_t := \arg\min_{x \in \mathcal{X}} f_t(x)$ is a minimizer of $f_t(\cdot)$ over domain $\mathcal{X}$. It is well-known that a sublinear dynamic regret is unattainable in the worst case, unless we impose some certain regularities of the comparator sequence or the function sequence. For example, [3] demonstrates that OGD with a constant stepsize enjoys $O(\sqrt{T D_T})$ dynamic regret bound, where $D_T$ is the path-length of the comparator sequence as

\[
D_T := D(u_1, \ldots, u_T) = \sum_{t=2}^T \| u_t - u_{t-1} \|.
\]

This upper bound is adaptive in the sense that it automatically becomes tighter when the comparators change slowly. In a follow-up work, [11] put forward a variant of path-length

\[
D_{\Phi, T} := D_{\Phi}(u_1, \ldots, u_T) = \sum_{t=2}^T \| u_t - \Phi_t(u_{t-1}) \|,
\]

where $\Phi_t(\cdot) : \mathcal{X} \mapsto \mathcal{X}$ stands for the predicted comparator point for the $t^{th}$ round. Then, they deployed a new method, dynamic mirror descent, which
enjoys an $O(\sqrt{T D_{\Phi, T}})$ dynamic regret. Whenever the comparator points are the optimal points in (2), i.e. $u_t = x_t^*$, a natural regularity defined as

$$D_T^* := D(x_1^*, \ldots, x_T^*) = \sum_{t=2}^{T} \|x_t^* - x_{t-1}^*\|. \quad (3)$$

Toward strongly convex and smooth functions, or convex and smooth functions provided that all the minimizers lie in the interior of $X$, OGD has been investigated in [8] and [7] to achieve a regret of $O(D_T^*)$. Another regularity of the comparator sequence is the squared path-length

$$S_T^* := S(x_1^*, \ldots, x_T^*) = \sum_{t=2}^{T} \|x_t^* - x_{t-1}^*\|^2, \quad (4)$$

which could be smaller than the path-length $D_T^*$ when local minimizers move slowly. In a subsequent work, [9] suggested online multiple gradient descent (OMGD) method, and argued an $O(\min\{D_T^*, S_T^*\})$ regret bound for the case of (semi-)strongly convex and smooth functions.

Apart from the path-length of the comparator sequence, recent work in [6] have proposed the functional variation

$$V_T := V(f_1, \ldots, f_T) = \sum_{t=2}^{T} \max_{x \in X} |f_t(x) - f_{t-1}(x)|$$

to evaluate the performance of OGD for the case when a noisy estimate of the gradient is available. They revealed that applying restarted online gradient descent method brings about upper bounds of $O(T^{2/3}(M_T + 1)^{1/3})$ and $O(\log T/\sqrt{T(M_T + 1)})$ on dynamic regret under the assumption that $V_T \leq M_T$ in which $M_T$ is given beforehand for convex and strongly convex functions, respectively. For convex and smooth functions, [12] indicated an $O(\sqrt{G_T})$ regret bound, where $G_T := G(f_1, \ldots, f_T) = \sum_{t=2}^{T} \max_{x \in X} \|\nabla f_t(x) - \nabla f_{t-1}(x)\|^2$ is the gradient variation. Gradient-variation bounds are particularly favored in slowly changing environments in which the online functions evolve gradually.

The idea of adapting first order optimization methods to online convex learning have been studied both theoretically and empirically for convex [13–15], strongly convex [16, 17], and non-smooth non-convex settings [18]. AdaGrad was postulated by [13], which works well for sparse gradients as it invokes all the past gradients to scale the gradient. In a subsequent work, [19] put forth Sc-AdaGrad, which enjoyed logarithmic regret bounds for strongly convex functions. [16] suggested Sadagrad for solving stochastic strongly convex optimization and more generally stochastic convex optimization that satisfies the second order growth condition. The most popular variant of AdaGrad is Adam [14]. The static regret for a variant of Adam (referred to as SAdam in the strong
Table 1. Summary of the regret bounds in this paper and comparison with regret bounds in the literature. The complexity measures $D_{T^*}^*$, $S_T^*$, and $C_T^*$ are defined in (3), (4) and (5), respectively.

| Reference | Setting | Problem Type                  | Regret Bound            | Algorithm     | Adaptive | Momentum |
|-----------|---------|-------------------------------|-------------------------|---------------|----------|----------|
| [13]      | Static  | Convex                        | $O(\sqrt{T})$          | ADAGrad       | Yes      | No       |
| [19]      | Static  | Strongly convex               | $O(\log T)$            | SC-ADAGrad    | Yes      | No       |
| [20]      | Dynamic | Convex                        | $O(\sqrt{T}C_T^*)$     | DADAM         | Yes      | Yes      |
| [9]       | Dynamic | Strongly Convex and Smooth    | $O(\min\{D_T^*, S_T^*\})$ | OMGD         | No       | No       |
| This paper| Dynamic | Strongly Convex and Smooth    | $O(C_T^*)$              | M-ADAGrad     | Yes      | Yes      |
| This paper| Dynamic | Strongly Convex and Smooth    | $O(\min\{C_T^*, S_T^*\})$ | MM-ADAGrad    | Yes      | Yes      |

convex setting) was demonstrated in [17] with a data-dependent $O(\log T)$ convergence rate, but, to our knowledge, no analysis driven by dynamic regret has ever been published. Table 1 summarizes the existing literature on regret bounds.

Contributions: In this paper, we carry out the dynamic regret analysis of ADAGrad equipped with momentum (of parameter $\beta$), under the strong-convexity and smoothness condition of the objective function. We present Momentum ADAGrad (M-ADAGrad) in accordance with the basic ADAGrad, while the direction is constructed by means of an exponential moving average of the past gradients. We allude that M-ADAGrad achieves the dynamic regret bound of $O(C_T^*)$ with one gradient query in each round. Inspired by the online multiple gradient descent methods developed by [9], where multiple gradients are accessible to the learner in one round, we bring up MM-ADAGrad to obtain a tighter dynamic regret bound of order $O(\min\{C_T^*, S_T^*\})$, provided the gradients of minimizers are small. In this way, if the local variations ($\|x_t^* - x_{t-1}^*\|$’s) are small, $S_T^*$ can be remarkably smaller than $C_T^*$.

Outline: The remainder of the paper is organized as follows. In Section 2, we record some basic notation and expound the concept of ADAGrad method. Section 3 presents an analysis framework and main results. In section 4, we propose our MM-ADAGrad algorithm and upper bound the dynamic regret for strongly convex and smooth functions. Section 5 presents numerical experiments. Finally, Section 6 concludes this paper. The detailed proofs of the main results established are delegated to the Appendix.

2. Mathematical preliminaries and notations

2.1. Notations

Throughout, $\mathbb{R}_+$ and $\mathbb{R}^p$ denote the sets of nonnegative real numbers and real coordinate space of $p > 0$ dimensions, respectively. Vectors are denoted by lower case bold face letters, scalars by lower case letters, and matrices by upper case letters. For any vectors $\mathbf{a}, \mathbf{b} \in \mathbb{R}^p$, we use $\mathbf{a}^{1/2}$ to denote element-wise square root, $\mathbf{a}^2$ to denote element-wise square, $\mathbf{a}/\mathbf{b}$ to denote element-wise division, $\langle \mathbf{a}, \mathbf{b} \rangle$ and $\mathbf{a} \odot \mathbf{b}$ indicate standard Euclidean inner product and element-wise product, respectively. $\mathbf{1}_p$ is used to denote the $p$ vector of ones. For a positive integer
\( n \in \mathbb{N} \), we set \([n] := \{1, \ldots, n\}\). Further, for any vector \( \mathbf{x}_t \in \mathbb{R}^p \), \( x_{t,i} \) denotes its \( i^{th} \) coordinate where \( i \in [p] \). We also denote \( x_{1:t,i} = [x_{1,i}, x_{2,i}, \ldots, x_{t,i}]^\top \). We let \( \text{diag}(\mathbf{x}) \) denote the diagonal matrix with diagonal entries \( x_1, \ldots, x_p \). We use \( \| \cdot \| \), \( \| \cdot \|_1 \) and \( \| \cdot \|_\infty \) to denote the \( \ell_2 \)-norm, \( \ell_1 \)-norm and the infinity norm, respectively. For \( v_i > 0, \forall i \in [p] \), we define a weighted norm \( \| \mathbf{x} \|_v^2 := \langle \mathbf{x}, (\text{diag} \mathbf{v}) \mathbf{x} \rangle \) and a weighted projection operator onto \( \mathcal{X} \):

\[
\Pi_{\mathcal{X},v}(\mathbf{x}) = \arg \min_{\mathbf{y} \in \mathcal{X}} \| \mathbf{x} - \mathbf{y} \|_v^2.
\]

A continuously differentiable function \( f : \mathcal{X} \mapsto \mathbb{R} \) is said to be \( \lambda \)-strongly convex with respect to weighted norm \( \| \cdot \|_v \) if and only if for some \( \lambda \in \mathbb{R}_+ \),

\[
f(\mathbf{y}) \geq f(\mathbf{x}) + \langle \nabla f(\mathbf{x}), \mathbf{y} - \mathbf{x} \rangle + \frac{\lambda}{2} \| \mathbf{y} - \mathbf{x} \|_v^2, \quad \forall \mathbf{x}, \mathbf{y} \in \mathcal{X}.
\]

Also, it is said to be \( L \)-smooth if for some \( L \in \mathbb{R}_+ \),

\[
f(\mathbf{y}) \leq f(\mathbf{x}) + \langle \nabla f(\mathbf{x}), \mathbf{y} - \mathbf{x} \rangle + \frac{L}{2} \| \mathbf{y} - \mathbf{x} \|_v^2, \quad \forall \mathbf{x}, \mathbf{y} \in \mathcal{X}.
\]

### 2.2. Review of AdaGrad method

Variants of adaptive gradient methods have been put forward to adjust automatically the learning rate by virtue of some forms of the past gradients to scale coordinates of the gradient. AdaGrad [13] is the first popular method in this line with adaptive learning rate for each individual dimension, which in turn is thought to be effective for sparse optimization. In detail, AdaGrad adopts the following update form:

\[
\mathbf{x}_{t+1} = \mathbf{x}_t - \alpha \sqrt{v_t}^{-1/2} \mathbf{g}_t, \quad v_t = \frac{1}{t} \sum_{j=1}^{t} \mathbf{g}_j \odot \mathbf{g}_j,
\]

where \( \alpha > 0 \), \( \mathbf{g}_t = \nabla f_t(\mathbf{x}_t) \). When \( \mathbf{v}_t = 1_p \), AdaGrad reduces to SGD, which scales the gradient uniformly in all dimensions. As compared to SGD, AdaGrad dynamically incorporates knowledge of history gradients to carry out more informative gradient-based learning. As a result, larger learning rates are performed for components with smaller gradients, while smaller learning rates are performed for components with larger gradients, resulting in faster convergence than SGD for sparse gradients in the approach. Various variations of AdaGrad such as RMSProp [21], AdaDelta [22], Adam [14], AMSGrad [15], DAdam [20] and so on have been proposed so as to boost the performance of it. AdaGrad attains the well-known data-dependent regret bound \( O(\sum_{i=1}^{p} \| g_{1:T,i} \|) \), where \( T \) is the iteration number and \( g_{1:T,i} \) is a vector of historical stochastic gradients of the \( i^{th} \) dimension to train online convex problems. The data-dependent regret bound outperforms the original \( O(\sqrt{T}) \) regret bound, which is identified as optimal [23], when the gradients are sparse or very small. The results of [13] further reflect the convergence of AdaGrad with the rate of \( O(G_\infty^2 \sum_{i=1}^{p} \log(\| g_{1:T,i} \|)) \) for strong convex settings where \( G_\infty \) represents the upper bound of stochastic gradient’s infinity norm. Furthermore, this dependence on \( \| g_{1:T,i} \| \) has been also
presented in two recent variants of AdaGrad adapted to the strongly convex case, namely, SC-AdaGrad [19] and MetaGrad [24].

Algorithm 1: Momentum AdaGrad (M-AdaGrad).

input: Initial point $x_1 \in \mathcal{X}$, number of iterations $T$, stepsize $\alpha$ and decay parameter $\beta < 1$.

1. Initialize $m_0 = v_0 = 0$.
2. for $t \leftarrow 1 \rightarrow T$ do
3. $g_t = \nabla f_t(x_t)$.
4. $m_t = \beta m_{t-1} + (1 - \beta) g_t$.
5. $v_t = v_{t-1} + g_t \odot g_t$.
6. $x_{t+1} = \prod_{x_t = x_t - \alpha v_t^{-1/2} m_t}$.
7. Return $x_T$

3. Momentum AdaGrad

In this section, we provide the M-AdaGrad algorithm and its theoretical analysis. The pseudocode for Momentum AdaGrad (M-AdaGrad) is formally described in Algorithm 1 integrating AdaGrad with the direction $m_t$, which is the exponential moving average of the gradients used in the paper by [14]. Here the square root, the square, and the division operators are taken elementwise. The standard regret analysis in [14] assumes a fast diminishing schedule for $\beta$ parameter, while [25] obviates this requirement and leverages a constant $\beta$ parameter in Adam-type methods. Our analysis renders the first step toward understanding adaptive learning rate methods in the strongly convex and smooth setting where environments change over time. In order to proceed, it is necessary to postulate some standard conditions for the regret analysis.

Assumption 3.1: The loss functions $f_t$ for all $t \in [T]$ are $\lambda$-strongly convex and $L$-smooth over $\mathcal{X}$.

Assumption 3.2: The infinite norm of the gradients of all loss functions is bounded by $G_\infty$, i.e. for all $x \in \mathcal{X}$ and $t \in [T]$, it holds that $\|\nabla f_t(x)\|_\infty \leq G_\infty$.

Assumption 3.3: The set $\mathcal{X}$ is convex and compact with diameter $D_\infty$, i.e. for all $x, y \in \mathcal{X}$, it holds that $\|x - y\|_\infty \leq D_\infty$.

The strong convexity of functions $f_t$ in Assumption 3.1 guarantees the existence of a unique minimizer $x_t^*$ for the function $f_t$ over the convex set $\mathcal{X}$, and the smoothness of $f_t$ is the standard assumption. In particular, it is worth
noting that Assumption 3.2 is slightly weaker than the $\ell_2$-boundedness assumption $\|\nabla f_t(x)\| \leq G_2$ used in [8, 9]. Owing to $\|\nabla f_t(x)\|_\infty \leq \|\nabla f_t(x)\|$, the $\ell_2$-boundedness assumption leads to Assumption 3.2 with $G_\infty = G_2$. In fact, $G_2$ is often larger than $G_\infty$ by a factor of $\sqrt{p}$. The Assumption 3.3 has already been used by many authors [20, 26, 27] to establish the convergence of adaptive gradient methods. We will consider the following $\ell_1$-based regularity measure

$$C_{T,i}^* := \sum_{t=1}^{T-1} |x_{t+1,i}^* - x_{t,i}|, \quad \text{for all } i \in [p],$$

which captures the cumulative difference between successive comparators $\{x_i^\ast\}_{t=1}^T$. Throughout, we set $C_T^* := \sum_{i=1}^p C_{T,i}^*$.

Our main result Theorem 3.6 establishes a bound on the dynamic regret $\text{Reg}_T^d(x_1^\ast, \ldots, x_T^\ast)$ in the sense of (2) in terms of $C_T^*$. Having stated the theorem, we then display that under mild conditions, our results recover previous rates on online gradient descent in dynamic setting when the function is strongly convex and smooth. To prove Theorem 3.6, we start by presenting the following lemma which stipulates an upper bound on the distance between an action $x_{t+1}$ and the optimal argument $x_t^\ast$.

**Lemma 3.4:** Suppose that Assumptions 3.1–3.3 hold and let $\alpha \leq 1/L$. Then, the decision sequence $\{x_{t+1}\}$ generated by Algorithm 1 satisfies

$$\sum_{t=1}^T \sum_{i=1}^p u_{t,i}^{1/2} (x_{t+1,i} - x_{t,i}^\ast)^2 \leq \tilde{\sigma} \sum_{t=1}^T \sum_{i=1}^p u_{t,i}^{1/2} (x_{t,i} - x_{t,i}^\ast)^2 + \frac{\beta \tilde{\sigma} \vartheta}{1 - \beta},$$

where $x_t^\ast = \arg\min_{x \in X} f_t(x)$, $C_{T,i}^*$ is defined as in (5), and

$$\tilde{\sigma} := 1 - \frac{2\lambda}{\alpha + \lambda}, \quad \tilde{\sigma} := \frac{2}{\lambda + \frac{1}{\alpha}},$$

$$\vartheta := \sum_{i=1}^p \left( \frac{D_\infty^2}{2\alpha} + \beta C_{T,i}^* \right) u_{T,i}^{1/2} + \frac{2\alpha}{(1 - \beta)^2} \sum_{i=1}^p \|g_{1:T,i}\|.$$
Theorem 3.6: Suppose that Assumptions 3.1–3.3 hold and let $\alpha \leq 1/L$. Then, the dynamic regret (2) achieved by Algorithm 1 satisfies

$$\operatorname{Reg}^d_T(x_1^*, \ldots, x_T^*) \leq \omega_1 \sum_{i=1}^p \| g_{1:T,i} \| + \omega_2 \sum_{i=1}^p \nu_{t,i}^{1/2} C_{t,i}^* + \omega_3,$$

(7)

where $x_t^* = \arg\min_{x \in \mathcal{X}} f_t(x)$, $\bar{\sigma}$, $\bar{\sigma}$, $C_{t,i}^*$ are defined as in Lemma 3.4, and

$$\omega_1 := 1 + (1 - \bar{\sigma})^{-1} \alpha \bar{\sigma} (1 - \bar{\sigma})^3, \quad \omega_2 := \frac{1}{2} (1 - \bar{\sigma})^{-1} \left( \frac{\bar{\sigma} \beta^2}{1 - \beta} + 2D_\infty \right),$$

$$\omega_3 := \frac{1}{2} (1 - \bar{\sigma})^{-1} \left( \sum_{i=1}^p \nu_{1,i}^{1/2} (x_{1,i} - x_{1,i}^*)^2 + \left( \frac{\beta \bar{\sigma}}{2(1 - \beta)\alpha} + 1 \right) D_\infty \sum_{i=1}^p \nu_{t,i}^{1/2} \right).$$

Proof: According to the Mean Value Theorem, there exists a vector $w \in \{ y \mid y = \delta x_t + (1 - \delta)x_t^*, \delta \in [0, 1] \}$ such that

$$\operatorname{Reg}^d_T(x_1^*, \ldots, x_T^*) = \sum_{t=1}^T \langle \nabla f_t(x_t), x_t - x_t^* \rangle$$

$$\leq \sum_{t=1}^T \langle \nabla f_t(w), x_t - x_t^* \rangle$$

$$\leq \frac{1}{2} \frac{1}{2} \sum_{t=1}^T \| \nabla f_t(w) \|_{\nu_{t-1/2}}^2 + \frac{1}{2} \sum_{t=1}^T \| x_t - x_t^* \|_{\nu_{t}^{1/2}}^2$$

$$\leq \sum_{i=1}^p \| g_{1:T,i} \| + \frac{1}{2} \sum_{t=1}^T \| x_t - x_t^* \|_{\nu_{t}^{1/2}}^2,$$

(8)

where the second inequality is due to $2\langle a, b \rangle \leq \| a \|^2 + \| b \|^2$, the third inequality is by Lemma A.3. We next bound $\sum_{t=1}^T \| x_t - x_t^* \|_{\nu_{t}^{1/2}}^2$. To this end, we observe the following:

$$\sum_{t=1}^T \sum_{i=1}^p \nu_{t,i}^{1/2} (x_{t,i} - x_{t,i}^*)^2$$

$$= \sum_{t=1}^T \sum_{i=1}^p \left( \nu_{t,i}^{1/2} (x_{t+1,i} - x_{t+1,i}^*)^2 - \nu_{t,i}^{1/2} (x_{t+1,i} - x_{t,i}^*)^2 \right)$$

$$+ \sum_{t=1}^T \sum_{i=1}^p \left( \nu_{t,i}^{1/2} (x_{t,i} - x_{t,i}^*)^2 - \nu_{t,i}^{1/2} (x_{t+1,i} - x_{t,i}^*)^2 \right)$$

$$+ \sum_{t=1}^T \sum_{i=1}^p \nu_{t,i}^{1/2} (x_{t+1,i} - x_{t,i}^*)^2.$$

(9)
We proceed to upper bound each of the three terms on the right-hand side of (9). Assumption 3.3 implies

\[
\sum_{t=1}^{T} \sum_{i=1}^{p} \left( v_{t,i}^{1/2} (x_{t+1,i} - x_{t+1,i}^*)^2 - v_{t,i}^{1/2} (x_{t+1,i} - x_{t+1,i}^*)^2 \right)
\]

\[= \sum_{t=1}^{T} \sum_{i=1}^{p} v_{t,i}^{1/2} |x_{t+1,i}^* - 2x_{t,i} + x_{t,i}^*||x_{t,i} - x_{t+1,i}^*| \]

\[\leq \sum_{t=1}^{T} \sum_{i=1}^{p} v_{t,i}^{1/2} (|x_{t+1,i}^* - x_{t+1,i}| + |x_{t,i}^* - x_{t+1,i}|)|x_{t,i} - x_{t+1,i}^*| \]

\[\leq 2D \sum_{t=1}^{T} \sum_{i=1}^{p} v_{t,i}^{1/2} |x_{t+1,i} - x_{t,i}^*| \]

\[\leq 2D \sum_{i=1}^{p} v_{T,i}^{1/2} C_{T,i}^*, \quad (10a)\]

where $C_{T,i}^*$ is defined as in (5). Moreover, from Assumption 3.3, we have

\[
\sum_{t=1}^{T} \sum_{i=1}^{p} \left( v_{t+1,i}^{1/2} (x_{t,i} - x_{t,i}^*)^2 - v_{t,i}^{1/2} (x_{t+1,i} - x_{t+1,i}^*)^2 \right)
\]

\[= \sum_{t=1}^{p} v_{t,i}^{1/2} (x_{t,i} - x_{t,i}^*)^2 + \sum_{t=2}^{T} \sum_{i=1}^{p} (v_{t,i}^{1/2} - v_{t-1,i}^{1/2}) (x_{t,i} - x_{t,i}^*)^2 \]

\[\leq \sum_{i=1}^{p} v_{t,i}^{1/2} (x_{t,i} - x_{t,i}^*)^2 + D^2 \sum_{i=1}^{p} v_{T,i}^{1/2}. \quad (10b)\]

Substituting (10a) and (10b) into (9) and using Lemma 3.4, we then obtain

\[
\sum_{t=1}^{T} \sum_{i=1}^{p} v_{t,i}^{1/2} (x_{t,i} - x_{t,i}^*)^2 \leq \sum_{i=1}^{p} v_{1,i}^{1/2} (x_{1,i} - x_{1,i}^*)^2 + \bar{\sigma} \sum_{t=1}^{T} \sum_{i=1}^{p} v_{t,i}^{1/2} (x_{t,i} - x_{t,i}^*)^2
\]

\[+ \frac{\beta \bar{\sigma} \theta}{1 - \beta} + D^2 \sum_{i=1}^{p} v_{T,i}^{1/2} + 2D \sum_{i=1}^{p} v_{T,i}^{1/2} C_{T,i}^*. \]

Rearranging the terms, we get

\[
\sum_{t=1}^{T} \sum_{i=1}^{p} v_{t,i}^{1/2} (x_{t,i} - x_{t,i}^*)^2 \leq \left( 1 - \bar{\sigma} \right)^{-1} \left( \sum_{i=1}^{p} v_{1,i}^{1/2} (x_{1,i} - x_{1,i}^*)^2 \right)
\]

\[+ \frac{\beta \bar{\sigma} \theta}{1 - \beta} + D^2 \sum_{i=1}^{p} v_{T,i}^{1/2} + 2D \sum_{i=1}^{p} v_{T,i}^{1/2} C_{T,i}^*. \quad (11)\]
Combining (11) and (8), we get
\[
T \sum_{t=1}^{T} (f_t(x_t) - f_t(x^*_t)) \\
\leq \sum_{i=1}^{p} \|g_{1:T,i}\| + \frac{1}{2}(1 - \bar{\sigma})^{-1} \left( \sum_{i=1}^{p} \gamma_{1,i}^{1/2} (x_{1,i} - x^*_{1,i})^2 \right) \\
+ \beta \bar{\sigma} \vartheta + D^2 \sum_{i=1}^{p} \gamma_{T,i}^{1/2} + 2D \sum_{i=1}^{p} \gamma_{T,i}^{1/2} C_{T,i}^*.
\]

This completes the proof. ■

Remark 3.7: Note that when the data features are sparse and have bounded gradients we obtain \( \sum_{i=1}^{p} \|g_{1:T,i}\| \ll pG_{\infty} \sqrt{T} \) and \( \sum_{i=1}^{p} \gamma_{1,i}^{1/2} \ll pG_{\infty} \). This implies that the summation terms in (7) can be much smaller than their upper bounds for functions with sparse gradients. Thus, similar to adaptive methods, M-ADA{\textsc{grad}} and MM-ADA{\textsc{grad}} can achieve significantly better regret bounds compared to vanilla online gradient-type methods [8,9], respectively.

4. Multiple momentum ADA{\textsc{grad}}

In this section, we come up how to boost the dynamic regret via enabling the learner to query the gradient multiple times. By taking into account the possibility that a learner may access the gradient of a function multiple times, we show the proposed algorithm MM-ADA{\textsc{grad}} in Algorithm 2. As such, we are able to draw more information from each function and thus are more likely to gain a tight bound on the dynamic regret. We consider the bounded variability of the reference sequence in terms of

\[
S^*_{T,i} := \sum_{t=1}^{T-1} (x^*_{t+1,i} - x^*_{t,i})^2, \quad \text{for all } i \in [p],
\]

which captures the cumulative difference between successive comparators \( \{x^*_i\}_{i=1}^{T} \). Throughout, we set \( S^*_T := \sum_{i=1}^{p} S^*_{T,i} \). In the proof of our main theorem, we make use of the technical lemma provided below.

Lemma 4.1: Suppose that Assumptions 3.1–3.3 hold and let \( \alpha \leq 1/L \). Then, the decision sequence \( \{z_i^{j+1}\} \) generated by Algorithm 2 satisfies

\[
\sum_{t=1}^{T} \sum_{i=1}^{p} (u_{t,i}^{j})^{1/2} (z_{t,i}^{j+1} - x^*_{t,i})^2 \leq \bar{\sigma} \sum_{t=1}^{T} \sum_{i=1}^{p} (u_{t,i}^{j})^{1/2} (z_{t,i}^{j} - x^*_{t,i})^2 + \frac{\beta \bar{\sigma} \vartheta}{1 - \beta}.
\]
Algorithm 2: Multiple Momentum AdaGrad (MM-AdaGrad).

**input**: Initial point $x_1 \in \mathcal{X}$, number of iterations $T$, number of inner iterations $K$, stepsize $\alpha$ and decay parameter $\beta < 1$.

1. Initialize $m_0 = v_0 = 0$.
2. for $1 \leftarrow t : T$ do
3. \hspace{1em} $z_t^1 = x_t$.
4. \hspace{1em} for $1 \leftarrow j : K$ do
5. \hspace{2em} $g_t^j = \nabla f_t(z_t^j)$.
6. \hspace{2em} $m_t^j = \beta m_{t-1}^j + (1 - \beta) g_t^j$.
7. \hspace{2em} $v_t^j = v_{t-1}^j + g_t^j \odot g_t^j$.
8. \hspace{2em} $z_{t+1}^j = \Pi_{\mathcal{X}(v_T)}(z_t^j - \alpha(v_t^j)^{-1/2} m_t^j)$.
9. \hspace{1em} $x_{t+1} = z_T^{K+1}$.
10. Return $x_T$

where $x_t^* = \arg\min_{x \in \mathcal{X}} f_t(x)$, $S_{T,i}^*$ is defined as in (12), and

$$
\tilde{\sigma} := 1 - \frac{2\lambda}{1 + \alpha}, \quad \bar{\sigma} := \frac{2}{\lambda + \frac{1}{\alpha}}, \\
\vartheta := \sum_{i=1}^{p} \left( \frac{D^2}{2\alpha} + \frac{S_{T,i}^*}{2} \right) (\bar{\nu}_{T,i}^*)^{1/2} + \frac{2\alpha}{(1 - \beta)^2} \sum_{i=1}^{p} \|g_{1:T,i}^j\|.
$$

(13)

Equipped with this lemma, we now state our main result. The subsequent theorem shows that the multiple accesses to the gradient do indeed help to improve the dynamic regret.

**Theorem 4.2**: Suppose that Assumptions 3.1–3.3 hold. Let $\alpha \leq 1/L$ and $K = \lceil \frac{1}{\alpha + \lambda} \ln 4 \rceil$. Then, for any constant $\gamma > 0$, the dynamic regret (2) achieved by Algorithm 2 satisfies

$$
\text{Reg}_d^T(x_1^*, \ldots, x_T^*)
= \min \left\{ \varpi_1 \sum_{i=1}^{p} \|g_{1:T,i}^j\| + \varpi_2 \sum_{i=1}^{p} (\bar{\nu}_{T,i}^*)^{1/2} C_{T,i}^* + \varpi_3, \\
\left( \frac{1}{2\gamma} \sum_{t=1}^{T} \|\nabla f_t(x_t^*)\|^2 \right)^{1/2} + \bar{\sigma}_1 \sum_{i=1}^{p} \|g_{1:T,i}^j\| + \bar{\sigma}_2 \sum_{i=1}^{p} (\bar{\nu}_{T,i}^*)^{1/2} S_{T,i}^* + \bar{\sigma}_3 \right\}.
$$

(14)

where $x_t^* = \arg\min_{x \in \mathcal{X}} f_t(x)$, $C_{T,i}^*$ and $S_{T,i}^*$ are defined as in (5) and (12), respec-
tively, and

\[ \tilde{\sigma} := \frac{2}{\lambda + \frac{1}{a}}, \quad \theta := \frac{1}{2\lambda \alpha} + \frac{1}{2}, \]

\[ \varpi_1 := 1 + \frac{4\tilde{\sigma} \beta \alpha \theta}{3(1 - \beta)^3}, \quad \varpi_2 := \frac{2}{3} \left( \frac{\tilde{\sigma} \beta^2 \theta}{1 - \beta} + 2D_\infty \right), \]

\[ \varpi_3 := \frac{2}{3} \left( \sum_{i=1}^{p} (\tilde{u}_{1,i})^{1/2} (x_{1,i} - x_{1,i}^*)^2 + \left( \frac{\tilde{\sigma} \beta \theta}{2\alpha (1 - \beta)} + 1 \right) D^2_\infty \sum_{i=1}^{p} (\tilde{u}_{T,i})^{1/2} \right), \]

\[ \dot{\omega}_1 := \tilde{\sigma} \theta (L + \gamma) \left( \frac{4\beta \alpha}{(1 - \beta)^3} \right), \quad \dot{\omega}_2 := (L + \gamma) \left( \frac{\beta \tilde{\sigma} \beta \theta}{1 - \beta} + 2 \right), \]

\[ \dot{\omega}_3 := (L + \gamma) \left( \sum_{i=1}^{p} (\tilde{u}_{1,i})^{1/2} (x_{1,i} - x_{1,i}^*)^2 + \left( \frac{\beta \tilde{\sigma} \beta \theta}{\alpha (1 - \beta)} + 1 \right) D^2_\infty \sum_{i=1}^{p} (\tilde{u}_{T,i}) \right). \]

Here, \((\tilde{u}_{T,i})^{1/2} := \max_{0 \leq l \leq K-1} (\tilde{u}_{T,i})^{K-l})^{1/2} and \(\|\tilde{g}_{1:T,i}\| := \max_{0 \leq l \leq K-1} \|g_{1:T,i}\|\).

**Proof:** By the \(L\)-smoothness of \(f_i(\cdot)\) and the fact that \(2 \langle a, b \rangle \leq \gamma \|a\|^2 + \gamma^{-1} \|b\|^2\) for any \(\gamma > 0\), we have

\[ f_i(x_t) - f_i(x_t^*) \leq \langle \nabla f_i(x_t^*), x_t - x_t^* \rangle + \frac{L}{2} \|x_t - x_t^*\|^2_{(\tilde{u}_{i})^{1/2}} \]

\[ \leq \frac{1}{2\gamma} \|\nabla f_i(x_t^*)\|^2_{(\tilde{u}_{i})^{-1/2}} + \frac{\gamma}{2} \|x_t - x_t^*\|^2_{(\tilde{u}_{i})^{1/2}} + \frac{L}{2} \|x_t - x_t^*\|^2_{(\tilde{u}_{i})^{1/2}} \]

\[ = \frac{1}{2\gamma} \|\nabla f_i(x_t^*)\|^2_{(\tilde{u}_{i})^{-1/2}} + \frac{(L + \gamma)}{2} \|x_t - x_t^*\|^2_{(\tilde{u}_{i})^{1/2}}. \]

Summing from \(t = 1\) to \(t = T\) on both sides yields:

\[ \sum_{t=1}^{T} (f_i(x_t) - f_i(x_t^*)) \]

\[ \leq \frac{1}{2\gamma} \sum_{t=1}^{T} \|\nabla f_i(x_t^*)\|^2_{(\tilde{u}_{i})^{-1/2}} + \frac{(L + \gamma)}{2} \sum_{t=1}^{T} \|x_t - x_t^*\|^2_{(\tilde{u}_{i})^{1/2}}. \quad \text{(16)} \]

We next bound term \(\sum_{t=1}^{T} \|x_t - x_t^*\|^2_{(\tilde{u}_{i})^{1/2}}\). Note that

\[ \sum_{t=1}^{T} \|x_t - x_t^*\|^2_{(\tilde{u}_{i})^{1/2}} \]

\[ = \sum_{t=1}^{T} \|x_t - x_t^*\|^2_{(\tilde{u}_{i})^{1/2}} - \|x_{t+1} - x_{t+1}^*\|^2_{(\tilde{u}_{i})^{1/2}} + \sum_{t=1}^{T} \|x_{t+1} - x_{t+1}^*\|^2_{(\tilde{u}_{i})^{1/2}} \]
\[
\leq \|x_1 - x_t^\star\|_{(v_t^K)^{1/2}}^2 + D_\infty^2 \sum_{i=1}^p (v_{T,i}^K)^{1/2} \\
+ 2 \sum_{t=1}^T \|x_{t+1} - x_t^\star\|_{(v_t^K)^{1/2}}^2 + 2 \sum_{t=1}^T \|x_t^\star - x_{t+1}\|_{(v_t^K)^{1/2}}^2 \\
= \|x_1 - x_t^\star\|_{(v_t^K)^{1/2}}^2 + D_\infty^2 \sum_{i=1}^p (v_{T,i}^K)^{1/2} \\
+ 2 \sum_{t=1}^T \|x_{t+1} - x_t^\star\|_{(v_t^K)^{1/2}}^2 + 2 \sum_{i=1}^p (v_{T,i}^K)^{1/2} S_{T,i}^\star,
\]

(17)

where the inequality follows from (10b) and \(\|a + b\|^2 \leq 2\|a\|^2 + 2\|b\|^2\), the last equality is by Equation (12). Recall the Lemma 4.1:

\[
\sum_{t=1}^T \sum_{i=1}^p (v_t^j)^{1/2} (z_{t,i}^{j+1} - x_{t,i}^\star)^2 \leq \tilde{\sigma} \sum_{t=1}^T \sum_{i=1}^p (v_t^j)^{1/2} (z_{t,i}^j - x_{t,i}^\star)^2 \\
+ \frac{\beta \tilde{\sigma}}{1 - \beta} \left( \sum_{i=1}^p \left( \frac{D_\infty^2}{2\alpha} + \frac{S_{T,i}^\star}{2} \right) (v_{T,i}^j)^{1/2} + \frac{2\alpha}{(1 - \beta)^2} \sum_{i=1}^p \|g_{1:T,i}^j\| \right),
\]

which implies

\[
\sum_{t=1}^T \|x_{t+1} - x_t^\star\|_{(v_t^K)^{1/2}}^2 = \sum_{t=1}^T \|z_{t+1}^K - x_t^\star\|_{(v_t^K)^{1/2}}^2 \\
\leq \tilde{\sigma}^K \sum_{t=1}^T \|x_t - x_t^\star\|_{(v_t^K)^{1/2}}^2 + \frac{\beta \tilde{\sigma}}{1 - \beta} \sum_{i=1}^p \left( \frac{D_\infty^2}{2\alpha} + \frac{S_{T,i}^\star}{2} \right) \sum_{l=0}^{K-1} \tilde{\sigma}^l (v_{T,i}^{K-l})^{1/2} \\
+ \frac{2\beta\alpha}{(1 - \beta)^3} \tilde{\sigma} \sum_{l=0}^{K-1} \sum_{i=1}^p \|g_{1:T,i}^l\| \\
\leq \tilde{\sigma}^K \sum_{t=1}^T \|x_t - x_t^\star\|_{(v_t^K)^{1/2}}^2 \\
+ \frac{\beta \tilde{\sigma}}{1 - \beta} \sum_{i=1}^p \left( \frac{D_\infty^2}{2\alpha} + \frac{S_{T,i}^\star}{2} \right) \max_{0 \leq l \leq K-1} (v_{T,i}^{K-l})^{1/2} \sum_{l=0}^{K-1} \tilde{\sigma}^l \\
+ \frac{2\beta\alpha}{(1 - \beta)^3} \tilde{\sigma} \max_{0 \leq l \leq K-1} \sum_{i=1}^p \|g_{1:T,i}^l\| \sum_{l=0}^{K-1} \tilde{\sigma}^l.
\]
Taking $K = \lceil \frac{1/\alpha + \lambda}{2\lambda} \ln 4 \rceil$ such that

$$
\tilde{\sigma}^K = \left(1 - \frac{2\lambda}{\frac{1}{\alpha} + \lambda}\right)^K \leq \exp \left(- \frac{2K\lambda}{\frac{1}{\alpha} + \lambda}\right) \leq \frac{1}{4}, \quad (18a)
$$

$$
\sum_{l=0}^{K-1} \tilde{\sigma}^l = \sum_{l=0}^{K-1} \left(1 - \frac{2\lambda}{\frac{1}{\alpha} + \lambda}\right)^l \leq \frac{1}{2\lambda\alpha} + \frac{1}{2} := \theta, \quad (18b)
$$

the inequality yields

$$
\sum_{i=1}^{T} \|x_{t+1} - x_1^*\|_{(v^K_t)^{1/2}}^2 \leq \frac{1}{4} \sum_{i=1}^{T} \|x_t - x_i^*\|_{(v^K_t)^{1/2}}^2 + \frac{\beta\tilde{\sigma}\theta\varphi}{1 - \beta}, \quad (19)
$$

where

$$
\varphi := \sum_{i=1}^{p} \left(\frac{D^2_{\infty}}{2\alpha} + \frac{S_{T,i}^*}{2}\right) \max_{0 \leq l \leq K-1} (v_{T,i}^{K-l})^{1/2} + \frac{2\alpha}{(1 - \beta)^2} \max_{0 \leq l \leq K-1} \sum_{i=1}^{p} \|g_{1:T,i}^{K-l}\|.
$$

Injecting (19) into (17) gives us

$$
\sum_{i=1}^{T} \|x_t - x_i^*\|_{(v^K_t)^{1/2}} \leq \|x_1 - x_1^*\|_{(v^K_1)^{1/2}} + D^2_{\infty} \sum_{i=1}^{p} (v_{T,i}^{K-l})^{1/2} + \frac{1}{2} \sum_{i=1}^{T} \|x_t - x_i^*\|_{(v^K_t)^{1/2}}
$$

$$
+ \frac{2\beta\tilde{\sigma}\theta\varphi}{1 - \beta} + 2 \sum_{i=1}^{p} (v_{T,i}^{K})^{1/2} S_{T,i}^*.
$$

Rearranging the above terms, we have

$$
\sum_{i=1}^{T} \|x_t - x_i^*\|_{(v^K_t)^{1/2}}^2 \leq 2\|x_1 - x_1^*\|_{(v^K_1)^{1/2}}^2 + \frac{4\beta\tilde{\sigma}\theta\varphi}{1 - \beta} + 2D^2_{\infty} \sum_{i=1}^{p} (v_{T,i}^{j})^{1/2} + 4 \sum_{i=1}^{p} (v_{T,i}^{j})^{1/2} S_{T,i}^*.
$$

Plugging the above inequality into (16), we get, for all $\gamma \geq 0$,

$$
\sum_{t=1}^{T} \left(f_t(x_t) - f_t(x_t^*)\right) \leq \frac{1}{2\gamma} \sum_{t=1}^{T} \|\nabla f_t(x_t^*)\|^2 + (L + \gamma)\|x_1 - x_1^*\|_{(v^K_1)^{1/2}}^2
$$

$$
+ (L + \gamma) \frac{2\beta\tilde{\sigma}\theta\varphi}{1 - \beta} + (L + \gamma) \sum_{i=1}^{p} (D^2_{\infty} + 2S_{T,i}^*) (v_{T,i}^{K})^{1/2}.
$$
By the same argument leading to (8), we have
\[
\mathbf{z}_t^{j+1} = \Pi_{\mathcal{X}_i(v_i^j)^{1/2}}(\mathbf{z}_t^j - \alpha (\mathbf{v}_t^j)^{-1/2} \mathbf{m}_t^j), \quad j = 1, \ldots, K.
\]

By the same argument leading to (8), we have
\[
\text{Reg}_T^d(\mathbf{x}_1^*, \ldots, \mathbf{x}_T^*) = \sum_{t=1}^T \left(f_t(\mathbf{x}_t) - f_t(\mathbf{x}_t^*)\right)
\]
\[
\leq \max_{0 \leq l \leq K-1} \sum_{i=1}^p \|g_{1:T, i}^{K-l}\| + \frac{1}{2} \sum_{t=1}^T \|\mathbf{x}_t - \mathbf{x}_t^*\|_2^2 (v_t^j)^{1/2}. \quad (20)
\]

For the second term on the RHS of (20), we have
\[
\sum_{t=1}^T \sum_{i=1}^p (v_t^i)^{1/2} (\mathbf{x}_{t,i} - \mathbf{x}_{t,i}^*)^2
\]
\[
= \sum_{t=1}^T \sum_{i=1}^p \left((v_t^{i+1})^{1/2} (\mathbf{x}_{t+1,i} - \mathbf{x}_{t+1,i}^*)^2 - (v_t^{i})^{1/2} (\mathbf{x}_{t+1,i} - \mathbf{x}_{t+1,i}^*)^2\right)
\]
\[
+ \sum_{t=1}^T \sum_{i=1}^p \left((v_t^{i})^{1/2} (\mathbf{x}_{t,i} - \mathbf{x}_{t,i}^*)^2 - (v_t^{i})^{1/2} (\mathbf{x}_{t+1,i} - \mathbf{x}_{t+1,i}^*)^2\right)
\]
\[
+ \sum_{t=1}^T \sum_{i=1}^p (v_t^{i+1})^{1/2} (\mathbf{x}_{t+1,i} - \mathbf{x}_{t+1,i}^*)^2. \quad (21)
\]

We first set up an upper bound for the last term on the RHS of (21). To this end, note that applying the Lemma 3.4 yields:
\[
\sum_{t=1}^T \sum_{i=1}^p (v_t^{i})^{1/2} (\mathbf{z}_{t,i}^j - \mathbf{x}_{t,i}^*)^2 \leq \bar{\sigma} \sum_{t=1}^T \sum_{i=1}^p (v_t^{i})^{1/2} (\mathbf{z}_{t,i}^j - \mathbf{x}_{t,i}^*)^2 + \frac{\beta \bar{\sigma} \vartheta}{1 - \beta}, \quad (22)
\]
where
\[
\vartheta := \sum_{i=1}^p \left(\frac{D_{\infty}^2}{2 \alpha} + \beta C_{T,i}^*\right) (v_t^{i})^{1/2} + \frac{2 \alpha}{(1 - \beta)^2} \sum_{i=1}^p \|g_{1:T, i}^j\|.
\]

Thus, in light of Equation (22), we obtain that
\[
\sum_{t=1}^T \|\mathbf{x}_{t+1} - \mathbf{x}_t^*\|_2^2 (v_t^j)^{1/2} \leq \sum_{t=1}^T \|\mathbf{z}_t^{K+1} - \mathbf{x}_t^*\|_2^2 (v_t^j)^{1/2}
\]
\[
\leq \bar{\sigma}^K \sum_{t=1}^T \|\mathbf{x}_t - \mathbf{x}_t^*\|_2^2 (v_t^j)^{1/2} + \frac{\beta \bar{\sigma}}{1 - \beta} \sum_{i=1}^p \left(\frac{D_{\infty}^2}{2 \alpha} + \beta C_{T,i}^*\right) \sum_{l=0}^{K-1} \bar{\sigma}^l (v_t^{K-l})^{1/2}
\]
Next, according to (18a) and (18b), we get

\[
\sum_{t=1}^{T} \left\| \mathbf{x}_{t+1} - \mathbf{x}_{t}^{*} \right\|_{(\mathbf{r}_{t}^{K})^{1/2}}^{2} \leq \frac{1}{4} \sum_{t=1}^{T} \left\| \mathbf{x}_{t} - \mathbf{x}_{t}^{*} \right\|_{(\mathbf{r}_{t}^{K})^{1/2}}^{2} + \frac{\beta \tilde{\sigma} \hat{\theta}}{1 - \beta},
\]

where

\[
\hat{\theta} = \theta \left( \sum_{i=1}^{p} \left( \frac{D_{\infty}^{2}}{2\alpha} + \beta C_{T,i}^{*} \right) \frac{\max}{0 \leq l \leq K-1} (\nu_{T,i}^{K-l})^{1/2} \right.
\]

\[
+ \frac{2\alpha}{(1 - \beta)^{2}} \frac{\max}{0 \leq l \leq K-1} \sum_{i=1}^{p} \|g_{i:1:T}^{K-l}\| \left. \sum_{l=0}^{K-1} \tilde{\sigma}^{l} \right).
\]

Then, substituting (23), (10a), and (10b) into (21), we get

\[
\sum_{t=1}^{T} \left\| \mathbf{x}_{t} - \mathbf{x}_{t}^{*} \right\|_{(\mathbf{r}_{t}^{K})^{1/2}}^{2}
\]

\[
\leq \sum_{i=1}^{p} (\nu_{i:1}^{K})^{1/2} (x_{1,i} - x_{1,i}^{*})^{2} + D_{\infty}^{2} \sum_{i=1}^{p} (\nu_{T,i}^{K})^{1/2} + 2D_{\infty} \sum_{i=1}^{p} (\nu_{T,i}^{K})^{1/2} C_{T,i}^{*}
\]

\[
+ \frac{1}{4} \sum_{t=1}^{T} \left\| \mathbf{x}_{t} - \mathbf{x}_{t}^{*} \right\|_{(\mathbf{r}_{t}^{K})^{1/2}}^{2} + \frac{\beta \tilde{\sigma} \hat{\theta}}{1 - \beta}.
\]

Rearranging the terms, we get

\[
\sum_{t=1}^{T} \left\| \mathbf{x}_{t} - \mathbf{x}_{t}^{*} \right\|_{(\mathbf{r}_{t}^{K})^{1/2}}^{2} \leq \frac{4}{3} \left( \sum_{i=1}^{p} (\nu_{i:1}^{K})^{1/2} (x_{1,i} - x_{1,i}^{*})^{2} + D_{\infty}^{2} \sum_{i=1}^{p} (\nu_{T,i}^{K})^{1/2}
\]

\[
+ 2D_{\infty} \sum_{i=1}^{p} (\nu_{T,i}^{K})^{1/2} C_{T,i}^{*} + \frac{\beta \tilde{\sigma} \hat{\theta}}{1 - \beta} \right).
\]
Combining the above inequality and (20), we observe that

\[
\sum_{t=1}^{T} (f_t(x_t) - f_t(x^*_t)) \leq \max_{0 \leq l \leq K-1} \sum_{i=1}^{p} \|g_{1:T, i}\| + \frac{2}{3} \left( \sum_{i=1}^{p} (u_{1,i}^{K})^{1/2} (x_{1,i} - x^*_{1,i})^2 \right.
\]
\[+ D_{\infty}^2 \sum_{i=1}^{p} (u^{K}_{T,i})^{1/2} + 2D_{\infty} \sum_{i=1}^{p} (u_{T,i}^{K})^{1/2} C_{T,i}^* + \frac{\beta \tilde{\sigma} \tilde{\vartheta}}{1 - \beta} \right).
\]

This completes the proof.

5. Experiments

To validate our new theoretical results, we have conducted a simple experiment on the online quadratic optimization with a sequence of optimal values.

We have simulated the online learning scenario by the following setting: the player sequentially receives the feature of data item and then predicts its label. The data item of each round is denoted by \((a_t, b_t) \in \mathbb{R}^p \times \mathbb{R}\). The time horizon is set to \(T = 5000\). To simulate the distribution changes, we generate the output according to \(b_t = a_t^\top x^*_t + \epsilon_t\), where \(x^*_t \in \mathbb{R}^p\) is the underlying model and \(\epsilon_t \in [0, 0.1]\) is the random noise. The underlying model \(x^*_t\) will change every 2000 rounds, randomly sampled from a \(p\)-dimensional ball with diameter \(D_{\infty} = 5\), so there are in total three changes. We have chosen the loss function as the square loss, defined as \(f_t(x) = \frac{1}{2} (a_t^\top x - b_t)^2\). We set \(K = 10\), \(\beta = 0.9\), and \(\alpha = 0.001\).

Figure 1 demonstrates the performance of AdaGrad, M-AdaGrad, and MM-AdaGrad. It can be easily seen that using multiple gradient updates at each
time step \( t \) (MM-AdaGrad) improves the regret bound. Further, using momentum update (M-AdaGrad) can accelerate the performance of AdaGrad in the dynamic environment.

Figure 2 also illustrates the performance of MM-AdaGrad in the static setting, that is \( x = x_t^* \) for all \( t \in [T] \). Similar to the dynamic setting, MM-AdaGrad achieves the best regret bound while AdaGrad gives the worst performance.

6. Conclusion

In this paper, we have investigated the dynamic regret of a variant of AdaGrad adapted to strongly convex and smooth functions. We first have proposed Momentum AdaGrad (M-AdaGrad), which achieves a regret bound of \( O(C_T^*) \) with one gradient query per round. Next, we have developed the Multiple Momentum AdaGrad (MM-AdaGrad) method, which achieves a regret bound of \( O(\min\{C_T^*, S_T^*\}) \) under some mild sufficient conditions with multiple gradient queries per round. Numerical results reveal the efficiency and effectiveness of the proposed methods in practice.
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Appendix

In this section we provide lemmas that will be used to prove our main theorem.

A.1 Details of Section 3

Lemma A.1 ([28]): Assume that $f : \mathcal{X} \rightarrow \mathbb{R}$ is $\lambda$-strongly convex, and $x^* = \arg\min_{x \in \mathcal{X}} f(x)$. Then, we have

$$f(x) - f(x^*) \geq \frac{\lambda}{2} \|x - x^*\|^2, \quad \forall x \in \mathcal{X}.$$ 

Lemma A.2 ([29, Lemma 5]): For any $q \in \mathbb{R}^p$ and convex feasible set $\mathcal{X} \subset \mathbb{R}^p$, let

$$u_1 \leftarrow \arg\min_{x \in \mathcal{X}} \|x - z_1\|_q,$$ 

$$u_2 \leftarrow \arg\min_{x \in \mathcal{X}} \|x - z_2\|_q.$$ 

Then, we have

$$\|u_1 - u_2\|_q \leq \|z_1 - z_2\|_q.$$ 

Lemma A.3 ([30, Lemma 3.5]): For any non-negative real numbers $y_1, \ldots, y_t$, the following holds:

$$\sum_{r=1}^{t} \frac{y_r}{\sqrt{\sum_{s=1}^{t} y_s}} \leq 2 \sqrt{\sum_{r=1}^{t} y_r}.$$ 

Lemma A.4 ([25, Lemma 1]): Let $m_t = \beta m_{t-1} + (1 - \beta) g_t$. Then, for any vectors $A_{t-1}$ and $A_t$, we have

$$\langle A_t, g_t \rangle = \frac{1}{1 - \beta} \langle (A_t, m_t) - (A_{t-1}, m_{t-1}) \rangle + \langle A_{t-1}, m_{t-1} \rangle + \frac{\beta}{1 - \beta} \langle A_{t-1} - A_t, m_{t-1} \rangle.$$
Lemma A.5: For $\mathbf{m}_t$ and $\mathbf{v}_t$ generated by Algorithm 1, we have
\[
\sum_{t=1}^{T} \left\| \mathbf{m}_t \right\|_{v_t^{-1/2}}^2 \leq \frac{2}{(1 - \beta)^2} \sum_{i=1}^{p} \left\| \mathbf{g}_{1:T,i} \right\|.
\]

Proof: The proof is similar to that of [26, Lemma 3]. Observe that:
\[
\sum_{t=1}^{T} \left\| \mathbf{m}_t \right\|_{v_t^{-1/2}}^2 = \sum_{t=1}^{T-1} \left\| \mathbf{m}_t \right\|_{v_t^{-1/2}}^2 + \sum_{i=1}^{p} m_{T,i}^2 \sum_{t=1}^{T} \sqrt{T_{T,i}}
\]
\[
\leq \sum_{t=1}^{T-1} \left\| \mathbf{m}_t \right\|_{v_t^{-1/2}}^2 + \sum_{i=1}^{p} \left( \sum_{j=1}^{T} (1 - \beta_j) \sum_{k=1}^{T-j} \mathbf{g}_{j,k,i} \right)^2 \sqrt{\sum_{j=1}^{T} g_{j,i}^2}
\]
\[
\leq \sum_{t=1}^{T-1} \left\| \mathbf{m}_t \right\|_{v_t^{-1/2}}^2 + \sum_{i=1}^{p} \left( \sum_{j=1}^{T} \beta_{T-j} \sum_{k=1}^{T-j} \mathbf{g}_{j,k,i} \right)^2 \sqrt{\sum_{j=1}^{T} g_{j,i}^2}
\]
\[
\leq \sum_{t=1}^{T-1} \left\| \mathbf{m}_t \right\|_{v_t^{-1/2}}^2 + \sum_{i=1}^{p} \left( \sum_{j=1}^{T} \beta^{T-j} \sum_{k=1}^{T-j} g_{j,i}^2 \right)^2 \sqrt{\sum_{j=1}^{T} g_{j,i}^2}
\]
\[
\leq \sum_{t=1}^{T-1} \left\| \mathbf{m}_t \right\|_{v_t^{-1/2}}^2 + \frac{1}{1 - \beta} \sum_{i=1}^{p} \left( \sum_{j=1}^{T} \beta^{T-j} g_{j,i}^2 \right)^2 \sqrt{\sum_{j=1}^{T} g_{j,i}^2}
\]
\[
\leq \sum_{t=1}^{T} \left\| \mathbf{m}_t \right\|_{v_t^{-1/2}}^2 + \frac{1}{(1 - \beta)^2} \sum_{i=1}^{p} \sum_{j=1}^{T} \beta^{T-j} g_{j,i}^2 \sqrt{\sum_{k=1}^{T} g_{k,i}^2}
\]

where (i) follows from the update rule of Algorithm 1; (ii) follows from Cauchy-Schwarz inequality; (iii) follows from the inequality $\beta_k \leq \beta$ for all $k \in [T]$; (iv) follows from $\sum_{j=1}^{T} \beta^{T-j} \leq 1/(1 - \beta)$. As a result,
\[
\sum_{t=1}^{T} \left\| \mathbf{m}_t \right\|_{v_t^{-1/2}}^2 \leq \frac{1}{(1 - \beta)^2} \sum_{i=1}^{p} \sum_{j=1}^{T} \beta^{j} \sum_{k=1}^{T-j} g_{j,k,i}^2 \sqrt{\sum_{k=1}^{T} g_{k,i}^2}
\]
\[
\leq \frac{1}{(1 - \beta)^2} \sum_{i=1}^{p} \sum_{j=1}^{T} \beta^{j} g_{j,i}^2 \sqrt{\sum_{k=1}^{T} g_{k,i}^2}
\]
\[
\leq \frac{2}{(1 - \beta)^2} \sum_{i=1}^{p} \left\| \mathbf{g}_{1:T,i} \right\|,
\]

where the last inequality holds due to Lemma A.3. This completes the proof of the lemma. \qed

Lemma A.6: The decision sequence $\{x_t\}$ generated by Algorithm 1 satisfies
\[
\langle \mathbf{m}_t, x_{t+1} - x^*_t \rangle \leq \frac{1}{2\alpha} \left\| x^*_t - x_t \right\|_{v_t^{-1/2}}^2 - \frac{1}{2\alpha} \left\| x^*_t - x_{t+1} \right\|_{v_{t+1}^{-1/2}}^2 - \frac{1}{2\alpha} \left\| x_{t+1} - x_t \right\|_{v_t^{-1/2}}^2,
\]
where $x^*_t = \arg \min_{x \in \mathcal{X}} J_t(x)$. 
**Proof:** The update rule of $x_{t+1}$ in Algorithm 1 can be rewritten equivalently as

$$x_{t+1} = \arg\min_{x \in \mathcal{X}} \left\{ f_t(x_t) + \langle m_t, x - x_t \rangle + \frac{1}{2\alpha} \| x - x_t \|_{v_t}^2 \right\}. \quad (A1)$$

From the optimality condition of (A1), we have

$$0 \in \mathcal{N}_\mathcal{X}(x_{t+1}) + v_t^{1/2}(x_{t+1} - x_t) + \alpha m_t,$$

where $\mathcal{N}_\mathcal{X}$ denotes the normal cone of $\mathcal{X}$ at $x$. Hence, it follows

$$\langle x_{t+1} - x, v_t^{1/2}(x_{t+1} - x_t) + \alpha m_t \rangle \leq 0, \quad \forall x \in \mathcal{X}. \quad (A2)$$

In addition, it holds

$$\langle x_{t+1} - x, v_t^{1/2}(x_{t+1} - x_t) \rangle = \frac{1}{2} (\|x_{t+1} - x_t\|_{v_t}^2 - \|x_t - x_t\|_{v_t}^2 + \|x_{t+1} - x\|_{v_t}^2).$$

Substituting the above equation into (A2) and setting $x = x_t^*$, gives

$$\langle m_t, x_{t+1} - x_t^* \rangle \leq \frac{1}{2\alpha} \|x_t^* - x_t\|_{v_t}^2 - \frac{1}{2\alpha} \|x_t^* - x_{t+1}\|_{v_t}^2 - \frac{1}{2\alpha} \|x_{t+1} - x_t\|_{v_t}^2.$$

This completes the proof.

**Proof of Lemma 3.4**

**Proof:** By the strong convexity of function $f_t$ it holds that

$$\sum_{t=1}^T (f_t(x_t) - f_t(x_t^*)) \leq \sum_{t=1}^T \langle g_t, x_t - x_t^* \rangle - \frac{\lambda}{2} \sum_{t=1}^T \|x_t - x_t^*\|_{v_t}^2$$

$$= \sum_{t=1}^T \langle g_t, x_t - x_{t+1} \rangle + \sum_{t=1}^T \langle g_t, x_{t+1} - x_t^* \rangle - \frac{\lambda}{2} \sum_{t=1}^T \|x_t - x_t^*\|_{v_t}^2.$$ \quad (A3)

For the second term on the RHS of (A3), using Lemma A.4 by letting $A_t = x_{t+1} - x_t^*$ we have

$$\langle g_t, x_{t+1} - x_t^* \rangle \leq \frac{1}{1 - \beta} \left( \langle x_{t+1} - x_t^*, m_t \rangle - \langle x_t - x_{t-1}^*, m_{t-1} \rangle \right) + \langle x_t - x_{t-1}^*, m_{t-1} \rangle$$

$$+ \frac{\beta}{1 - \beta} \langle x_t - x_{t-1}^*, x_{t+1} - x_t^*, m_{t-1} \rangle,$$

which implies

$$\sum_{t=1}^T (g_t, x_{t+1} - x_t^*) \leq \frac{1}{1 - \beta} \left( \langle x_{T+1} - x_T^*, m_T \rangle - \langle x_1 - x_0^*, m_0 \rangle \right) + \langle x_1 - x_0^*, m_0 \rangle + \sum_{t=1}^{T-1} (x_{t+1} - x_t^*, m_t)$$

$$+ \frac{\beta}{1 - \beta} \sum_{t=1}^T (x_t - x_{t+1}, m_{t-1}) + \frac{\beta}{1 - \beta} \sum_{t=1}^T (x_t^* - x_{t-1}^*, m_{t-1})$$

$$= \frac{\beta}{1 - \beta} \langle x_{T+1} - x_T^*, m_T \rangle + \sum_{t=1}^T (x_{t+1} - x_t^*, m_t) + \frac{\beta}{1 - \beta} \sum_{t=1}^T (x_t - x_{t+1}, m_{t-1})$$
\[
+ \frac{\beta}{1 - \beta} \sum_{t=1}^{T} (x_t^* - x_{t-1}^*, m_{t-1}).
\]

Substituting above into (A3), we get
\[
\sum_{t=1}^{T} (f_t(x_t) - f_t(x_t^*)) \leq \sum_{t=1}^{T} (g_t, x_t - x_{t+1}) + \frac{\beta}{1 - \beta} (x_{T+1} - x_T^*, m_T)
\]
\[
+ \sum_{t=1}^{T} (x_{t+1} - x_t^*, m_t) + \frac{\beta}{1 - \beta} \sum_{t=1}^{T} (x_t - x_{t+1}, m_{t-1})
\]
\[
+ \frac{\beta}{1 - \beta} \sum_{t=1}^{T} (x_t^* - x_{t-1}^*, m_{t-1}) - \frac{\lambda}{2} \sum_{t=1}^{T} \|x_t - x_t^*\|^2_{v_t^{1/2}} . \quad (A4)
\]

We use Lemma A.6 to derive an upper bound for \(\langle x_{t+1} - x_t^*, m_t \rangle\) in (A4) as
\[
\langle m_t, x_{t+1} - x_t^* \rangle \leq \frac{1}{2\alpha} \|x_t - x_t^*\|^2_{v_t^{1/2}} - \frac{1}{2\alpha} \|x_{t+1} - x_t^*\|^2_{v_t^{1/2}} - \frac{1}{2\alpha} \|x_{t+1} - x_t\|^2_{v_t^{1/2}}
\]
\[
\leq \frac{1}{2\alpha} \|x_t - x_t^*\|^2_{v_t^{1/2}} - \frac{1}{2\alpha} \|x_{t+1} - x_t^*\|^2_{v_t^{1/2}} - \frac{L}{2} \|x_{t+1} - x_t\|^2_{v_t^{1/2}}, \quad (A5)
\]

where the second inequality holds because \(1/\alpha \geq L\).

Plugging (A5) into (A4) and using L-smoothness assumption, we have
\[
\sum_{t=1}^{T} (f_t(x_{t+1}) - f_t(x_t^*))
\]
\[
\leq \frac{\beta}{1 - \beta} \left( (x_{T+1} - x_T^*, m_T) + \sum_{t=1}^{T} (x_t - x_{t+1}, m_{t-1}) + \sum_{t=1}^{T} (x_t^* - x_{t-1}^*, m_{t-1}) \right)
\]
\[
+ \frac{1}{2\alpha} \sum_{t=1}^{T} \|x_t - x_t^*\|^2_{v_t^{1/2}} - \frac{1}{2\alpha} \sum_{t=1}^{T} \|x_{t+1} - x_t^*\|^2_{v_t^{1/2}} - \frac{\lambda}{2} \sum_{t=1}^{T} \|x_t - x_t^*\|^2_{v_t^{1/2}}. \quad (A6)
\]

We use Lemma A.1 to show the lower bound for LHS of (A6) as
\[
f_t(x_{t+1}) - f_t(x_t^*) \geq \frac{\lambda}{2} \|x_{t+1} - x_t^*\|^2_{v_t^{1/2}}. \quad \text{(A7a)}
\]

Next, we bound the first three terms on the RHS of (A6).

- **Bound for \(\sum_{t=1}^{T} \langle x_t^* - x_{t-1}^*, m_{t-1} \rangle\) in (A6).**

  From the fact that \(m_0 = 0\), we have
  \[
  \sum_{t=1}^{T} \langle x_t^* - x_{t-1}^*, m_{t-1} \rangle = \sum_{t=1}^{T} \sum_{i=1}^{p} (x_{t,i}^* - x_{t-1,i}^*, m_{t-1,i})
  \]
  \[
  = \sum_{t=2}^{T} \sum_{i=1}^{p} (x_{t,i}^* - x_{t-1,i}^*, m_{t-1,i})
  \]
  \[
  = \sum_{t=2}^{T} \sum_{i=1}^{p} (u_{t-1,i}^{1/2} (x_{t,i}^* - x_{t-1,i}^*), u_{t-1,i}^{-1/2} m_{t-1,i})
  \]
  \[
  \leq \max_{i \in [p]} (u_{t-1,i}^{-1/2} m_{t-1,i}) \sum_{t=2}^{T} \sum_{i=1}^{p} u_{t-1,i}^{1/2} |x_{t,i}^* - x_{t-1,i}^*|.
  \]
where the last inequality follows from the fact that $u_{i,j}^{1/2} \geq u_{i-1,j}^{1/2}$, and $C_{T,i}^*$ is defined as in (5).

- **Bound for** $(m_T, x_{T+1} - x_T^*)$ in (A6).

  From Hölder’s inequality, we have

  \[
  \langle m_T, x_{T+1} - x_T^* \rangle \leq \|m_T\|_{v_T^{-1/2}} \|x_{T+1} - x_T^*\|_{v_T^{1/2}}
  \]

  Plugging (A7a)–(A7d) into (A6) leads to

  \[
  \left( \frac{\lambda}{2} + \frac{1}{2\alpha} \right) \sum_{t=1}^{T} \sum_{i=1}^{p} u_{T,i}^{1/2} (x_{i+1} - x_{i})^2 \leq \left( \frac{1}{2\alpha} - \frac{\lambda}{2} \right) \sum_{t=1}^{T} \sum_{i=1}^{p} u_{i,j}^{1/2} (x_{i+1,j}^* - x_{i,j}^*)^2 + \frac{\beta D_\infty}{2(1 - \beta)\alpha} \sum_{i=1}^{p} u_{T,i}^{1/2},
  \]

  where the last inequality follows from assumption 3.3.
wherethe last inequality follows from Lemma A.5.

By rearranging the inequality above, we obtain:

\[
\sum_{i=1}^{T} \sum_{j=1}^{p} u_{T,i}^{1/2} (x_{T,i} - x_{i,j}^{*})^2 \leq \left( 1 - \frac{2\beta}{\lambda} + \lambda \right) \sum_{i=1}^{T} \sum_{j=1}^{p} u_{T,i}^{1/2} (x_{i,j} - x_{i,j}^{*})^2 + \left( \frac{2\beta}{\lambda} \right) \frac{\beta \vartheta}{1 - \beta},
\]

where \( \vartheta \) is defined as in Lemma 3.4.

\section*{A.2 Details of Section 4}

Using similar argument to proof of Lemma A.6, we have the following Lemma.

**Lemma A.7 (Counterpart of Lemma A.6):** The decision sequence \( \{z_{t}^j\} \) generated by Algorithm 2 satisfies

\[
\langle m_{t}^j, z_{t}^{j+1} - x_{t}^{*} \rangle \leq \frac{1}{2\alpha} \|x_{t}^{*} - z_{t}^j\|_{(v_{t})}^2 - \frac{1}{2\alpha} \|z_{t}^{j+1} - x_{t}^{*}\|_{(v_{t})}^2 - \frac{1}{2\alpha} \|z_{t}^{j+1} - z_{t}^j\|_{(v_{t})}^2,
\]

where \( x_{t}^{*} = \arg\min_{x \in \mathcal{X}} f_t(x) \).

**Proof of Lemma 4.1**

**Proof:** The steps of the proof are similar to the one for Lemma 3.4. Following the lines in the proof of this Lemma, Equation (A4) will be changed to

\[
\sum_{t=1}^{T} (f_t(z_t^j) - f_t(x_t^{*})) \leq \sum_{t=1}^{T} \langle g_t^j, z_t^j - z_t^{j+1} \rangle + \frac{\beta}{1 - \beta} \langle z_t^{j+1} - x_t^{*}, m_t^j \rangle + \frac{\beta}{1 - \beta} \sum_{t=1}^{T} \langle z_t^j - z_t^{j+1}, m_t^j \rangle
\]

\[
+ \frac{\beta}{1 - \beta} \sum_{t=1}^{T} (x_t^* - x_{t-1}^*, m_{t-1}^j) - \frac{\lambda}{2} \sum_{t=1}^{T} \|z_t^j - x_t^{*}\|_{(v_{t})}^2.
\]

We use Lemma A.7 to derive an upper bound for \( \langle z_{t}^{j+1} - x_{t}^{*}, m_{t}^j \rangle \) in (8) as

\[
\langle m_{t}^j, z_{t}^{j+1} - x_{t}^{*} \rangle \leq \frac{1}{2\alpha} \|z_{t}^j - x_{t}^{*}\|_{(v_{t})}^2 - \frac{1}{2\alpha} \|z_{t}^{j+1} - x_{t}^{*}\|_{(v_{t})}^2 - \frac{1}{2\alpha} \|z_{t}^{j+1} - z_{t}^j\|_{(v_{t})}^2 \leq \frac{1}{2\alpha} \|z_{t}^j - x_{t}^{*}\|_{(v_{t})}^2 - \frac{1}{2\alpha} \|z_{t}^{j+1} - x_{t}^{*}\|_{(v_{t})}^2.
\]

where the second inequality holds because \( 1/\alpha \geq L \).
Plugging (A9) into (A8) and using $L$-smoothness assumption, we have
\[
\sum_{t=1}^{T} \left( f_t(z_t^{i+1}) - f_t(x_t^i) \right) \\
\leq \frac{\beta}{1 - \beta} \left( \|z_T^{i+1} - x_T^i\|^2_{m_T^i} \right) + \frac{\beta}{1 - \beta} \sum_{t=1}^{T} \langle z_t^i - z_t^{i+1}, m_t^i \rangle + \frac{\beta}{1 - \beta} \sum_{t=1}^{T} \langle x_t^i - x_{t-1}^i, m_{t-1}^i \rangle \\
+ \frac{1}{2\alpha} \sum_{t=1}^{T} \|z_t^i - x_t^i\|^2_{(\nu_{t,i})^{1/2}} - \frac{1}{2\alpha} \sum_{t=1}^{T} \|z_t^{i+1} - x_t^i\|^2_{(\nu_{t,i})^{1/2}} - \frac{\lambda}{2} \sum_{t=1}^{T} \|z_t^i - x_t^i\|^2_{(\nu_{t,i})^{1/2}}.
\]
(A10)

We use Lemma A.1 to show the lower bound for LHS of (A10) as
\[
f_t(z_t^{i+1}) - f_t(x_t^i) \geq \frac{\lambda}{2} \|z_t^{i+1} - x_t^i\|^2_{(\nu_{t,i})^{1/2}}.
\]
(A11a)

Next, we bound the first three terms on the RHS of (A10).

- **Bound for $\sum_{t=1}^{T} (x_t^i - x_{t-1}^i, m_{t-1}^i)$ in (A10).**
  From the fact that $m_0^j = 0$, we have
  \[
  \sum_{t=1}^{T} (x_t^i - x_{t-1}^i, m_{t-1}^i) = \sum_{t=2}^{T} \sum_{i=1}^{p} \langle (u_{t-1,i}^j)^{1/4} (x_t^i - x_{t-1,i}^i), (u_{t-1,i}^j)^{-1/4} m_{t-1,i}^j \rangle \\
  \leq \frac{1}{2} \sum_{t=2}^{T} \| (u_{t-1,i}^j)^{1/4} (x_t^i - x_{t-1,i}^i) \|^2 + \frac{1}{2} \sum_{t=2}^{T} \| (u_{t-1,i}^j)^{-1/4} m_{t-1,i}^j \|^2 \\
  \leq \frac{1}{2} \sum_{t=2}^{T} \| (u_{t-1,i}^j)^{1/4} (x_t^i - x_{t-1,i}^i) \|^2 + \frac{1}{2} \sum_{t=2}^{T} \| (u_{t-1,i}^j)^{-1/4} m_{t-1,i}^j \|^2
  \]
  where the first inequality derives from the Cauchy-Schwarz inequality, the second inequality follows from Young’s inequality and the last inequality holds due to the fact that $(u_{t-1,i}^j)^{1/2} \geq (u_{t-1,i}^j)^{-1/2}$. Then, by definition of $S_{T,i}$ in (12), we have
  \[
  \sum_{t=1}^{T} (x_t^i - x_{t-1}^i, m_{t-1}^i) \leq \frac{1}{2} \sum_{i=1}^{p} \| u_{T,i}^j \|^{1/2} S_{T,i} + \frac{1}{2} \sum_{t=1}^{T} \| m_i \|^2_{(\nu_{t,i})^{1/2}}.
  \]
  (A11b)

- **Bound for $\langle m_T^i, z_T^{i+1} - x_T^i \rangle$ in (A10).**
  With the same argument as in the proof of (A7c), we obtain
  \[
  \langle m_T^i, z_T^{i+1} - x_T^i \rangle \leq \frac{\alpha}{2} \| m_T^i \|^2_{(\nu_{T,i})^{1/2}} + \frac{D^2}{2\alpha} \sum_{t=1}^{T} \| v_{T,i}^j \|^{1/2}.
  \]
  (A11c)

- **Bound for $\sum_{t=1}^{T} (x_t^i - z_t^{i+1}, m_{t-1}^i)$ in (A10).**
  We use the same lines of argument for (A7d) to acquire:
  \[
  \sum_{t=1}^{T} (x_t^i - z_t^{i+1}, m_{t-1}^i) \leq \frac{\alpha}{2} \sum_{t=1}^{T} \| m_t^i \|^2_{(\nu_{t,i})^{1/2}} + \frac{\alpha}{2} \sum_{t=1}^{T} \| (v_{t,i}^j)^{1/2} m_t^i \|^2_{(\nu_{t,i})^{1/2}}.
  \]
  (A11d)
Plugging (A11a)–(A11d) into (A10) leads to

\[
\left( \frac{\lambda}{2} + \frac{1}{2\alpha} \right) \sum_{t=1}^{T} \sum_{i=1}^{p} (u_{t,i}^j)^{1/2} (z_{t,i}^{j+1} - x_{t,i}^*)^2 \\
\leq \left( \frac{1}{2\alpha} - \frac{\lambda}{2} \right) \sum_{t=1}^{T} \sum_{i=1}^{p} (v_{t,i}^j)^{1/2} (z_{t,i}^{j} - x_{t,i}^* + \frac{\beta D_{\infty}^2}{2(1-\beta)\alpha} \sum_{j=1}^{p} (v_{t,i}^j)^{1/2} \\
+ \frac{\alpha\beta}{1-\beta} \sum_{t=1}^{T} \|m_t^j\|^2_{(v_{t,i}^j)^{1/2}} \sum_{i=1}^{p} (v_{t,i}^j)^{1/2} S_{T,i}^e \\
\leq \left( \frac{1}{2\alpha} - \frac{\lambda}{2} \right) \sum_{t=1}^{T} \sum_{i=1}^{p} (v_{t,i}^j)^{1/2} (z_{t,i}^{j} - x_{t,i}^* + \frac{\beta D_{\infty}^2}{2(1-\beta)\alpha} \sum_{i=1}^{p} (v_{t,i}^j)^{1/2} \\
+ \frac{2\alpha\beta}{(1-\beta)^2} \sum_{i=1}^{p} \|g_{t,i}^j\| \sum_{i=1}^{p} (v_{t,i}^j)^{1/2} S_{T,i}^e, \\
where the last inequality follows from Lemma A.5. 

By rearranging the inequality above, we obtain:

\[
\sum_{t=1}^{T} \sum_{i=1}^{p} (u_{t,i}^j)^{1/2} (z_{t,i}^{j+1} - x_{t,i}^*)^2 \\
\leq \left( 1 - \frac{2\lambda}{\alpha + \lambda} \right) \sum_{t=1}^{T} \sum_{i=1}^{p} (v_{t,i}^j)^{1/2} (z_{t,i}^{j} - x_{t,i}^* + \frac{\beta D_{\infty}^2}{2(1-\beta)\alpha} \sum_{j=1}^{p} (v_{t,i}^j)^{1/2} \\
+ \frac{2\alpha\beta}{(1-\beta)^2} \sum_{i=1}^{p} \|g_{t,i}^j\| \sum_{i=1}^{p} (v_{t,i}^j)^{1/2} S_{T,i}^e, \\
where \vartheta is defined as in Lemma 4.1. 
\]