Abstract: Infectious diseases are responsible for over 25% of deaths globally, but many more individuals are exposed to deadly pathogens. The outcome of infection results from a set of diverse factors including pathogen virulence factors, the environment, and the genetic make-up of the host. The completion of the human reference genome sequence in 2004 along with technological advances have tremendously accelerated and renovated the tools to study the genetic etiology of infectious diseases in humans and its best characterized mammalian model, the mouse. Advancements in mouse genomic resources have accelerated genome-wide functional approaches, such as gene-driven and phenotype-driven mutagenesis, bringing to the fore the use of mouse models that reproduce accurately many aspects of the pathogenesis of human infectious diseases. Treatment with the mutagen $N$-ethyl-$N$-nitrosourea...
ENU has become the most popular phenotype-driven approach. Our team and others have employed mouse ENU mutagenesis to identify host genes that directly impact susceptibility to pathogens of global significance. In this review, we first describe the strategies and tools used in mouse genetics to understand immunity to infection with special emphasis on chemical mutagenesis of the mouse germ-line together with current strategies to efficiently identify functional mutations using next generation sequencing. Then, we highlight illustrative examples of genes, proteins, and cellular signatures that have been revealed by ENU screens and have been shown to be involved in susceptibility or resistance to infectious diseases caused by parasites, bacteria, and viruses.
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### 1. Introduction

The Neolithic Era, which began around 10,000 years B.C., constituted a turning point in human civilization. Its importance stems not only from the establishment of the first human settlements, but also from the development of farming activities involving the domestication of wild plants and animals. These changes in societal organization brought humans into close contact with animals and soil, exposing them to potential new pathogens, and with each other, allowing the spread of any new infection. It therefore comes as no surprise that the Neolithic Era saw the emergence of several human infectious diseases [1]. Indeed, given this close proximity, trans-species infections became more likely and ultimately resulted in the appearance of diseases such as measles and smallpox [2]. As a result, from the Neolithic Era until the Industrial Revolution, human life expectancy did not exceed 25 years of age [3]. Fortunately, life expectancy has been steadily increasing over the last 150 years for two main reasons. First, public hygiene measures implemented in the mid-19th century reduced the transmission of infection. Additionally, the advent of vaccination and antimicrobial drugs in the late 19th and early 20th century meant that many deadly infections were now curable or preventable. On a larger scale, diseases such as polio and measles were drastically reduced, while the dreaded smallpox was completely eradicated.

Nevertheless, infectious diseases remain directly responsible for close to 25% of all deaths globally and constitute a perpetual burden for humankind [4]. Numerous circumstances favor the emergence or reemergence of pathogens, or their spread to new ecological niches; these include pathogen virulence factors, as well as changing environmental conditions and host factors (e.g., aging populations, a heavier chronic disease burden, and therapeutic suppression of host defenses) (Figure 1). Of course, the eradication of most infectious diseases is highly unlikely. Instead, we are often involved in an unremitting struggle to control infection, for which a constant influx of novel countermeasure strategies is needed.
The development of these novel countermeasure strategies largely relies on a better understanding of the molecular mechanisms of disease pathogenesis. This requires not only basic research on the pathogen side but also on its interaction with the host. A possible approach is to exploit the observed variability in the outcome of infection, since at any given time, even during epidemics, clinical disease only develops in a subset of exposed persons. A large body of evidence indicates that the human genome is a major determinant of the variability in the onset, progression, and severity of infectious diseases [5–8]. In light of this evidence, research efforts aiming to better understand the pathogenesis of infectious diseases have shifted their focus from the pathogen to the host. Investigators are thus now attempting to identify host genes that are essential for successful pathogen infection, instead of focusing solely on pathogen genes. Candidate gene analysis studies have revealed a handful of single gene variants associated with increased susceptibility or resistance to specific infectious diseases (reviewed in [5]). Some remarkable examples identified in human populations include the malaria-protective effect of heterozygosity in the case of otherwise disease-causing hemoglobinopathies, such as sickle cell anemia and thalassemia [9], the protective effects of CCR5 mutations against HIV [10], and resistance to norovirus infection conferred by loss-of-function alleles of the FUT2 gene [11]. Further, the study of children with rare monogenic defects has revealed a considerable number of rare human genetic variations in innate immune pathways that underlie susceptibility to certain infectious diseases. For example, IRAK and MYD88 deficiencies predispose to life-threatening infection by some bacterial species [12]. Another example is Mendelian Susceptibility to Mycobacterial Disease (MSMD), a primary immunodeficiency characterized by genetic defects in the IFNγ pathway, leading to susceptibility to Mycobacterium bovis (BCG) or other environmental mycobacteria species innocuous to the general population and to non-typhoidal, extra-intestinal salmonellosis (for review, see [5]). Thus, the fact that individuals exposed to life-threatening pathogens display differential susceptibility to infection and varying disease outcome not only reflects the genetic variability within the human population, but also the functional genetic diversity of the immune response itself.

The growing awareness of the importance of host genetic makeup in infectious disease outcome has motivated large-scale investigations of the human genome, made possible by recent technological advances. Namely, sequencing of the human genome [13], the International HapMap project [14], and
microarray-based high-throughput genotyping technology have paved the way to Genome Wide Association Studies (GWAS) of major infectious diseases. In these GWAS, millions of single nucleotide polymorphisms (SNPs) can be tested for association with major infectious diseases, and this can be done simultaneously in thousands of individuals (for review, see [5]). Results emanating from these large datasets are certainly improving our understanding of infectious disease pathogenesis. However, full interpretation of the genes and pathways identified by GWAS studies is complicated by several factors including the modest effect size of most signals and the fact that even together these signals can explain only a fraction of the genetic predisposition to disease. Furthermore, the SNPs showing the strongest association are usually found near gene-coding regions rather than within obvious structural or regulatory regions making it difficult to pinpoint the gene directly involved in the disease phenotype. Such results are not entirely surprising given the inherent genetic heterogeneity of the human population, the variable exposure to the microbe during natural infection, the inherent variation in the microbe itself, and the difficulty associated with assembling the large cohorts required for GWAS. Yet, another key roadblock of GWAS studies is the lack of functional annotation for the majority of genes and encoded proteins, which is often limited to general ontology terms but lacks experimental validation for a possible role in an infectious disease phenotype.

2. Mice to the Rescue

An alternative and successful approach to identifying and characterizing the genetic component of the host response to infection in human studies has been the use of the mouse model. Owing to their striking physiological and genetic similarity with humans, mice have become a prime model for the study of human diseases. Numerous inbred strains exist that display natural resistance or susceptibility to a similar range of fungal, viral, parasitic, and bacterial pathogens, as well as the disease phenotypes associated with these infections [15–18]. These inbred strains represent homogeneous populations that serve to test different routes of inoculation, and various pathogen doses, all in a controlled environment, thus lessening many of the confounding effects encountered in human genetic studies. Due to its prominent role in biomedical research, the mouse was selected as the first non-human mammal to have its genome sequenced [19], revealing an astonishing genetic homology between the two species. The mouse and human genomes are approximately the same size, contain the same number of genes and show extensive conservation in gene order. Namely, 80% of human genes had 1:1 orthologous relationships with mouse genes, likely maintaining ancestral function in both species [20]. Mutations that cause diseases in humans often cause similar diseases in mice, including defects in the genes of the immune system [21]. Yet another advantage of the mouse is the string of unique technological advantages to manipulate the mouse genome.

Using the mouse model, two major genetic approaches have been employed to dissect the genetic architecture of the host defense against pathogens. The first is the so-called reverse genetic or gene-driven approach. In this approach, the sequence or expression of a gene of interest is altered, the effects of which are then investigated. Genetic modification of the mouse genome can be undertaken in various ways: (1) transgenesis or the introduction of gene DNA sequences into oocytes; (2) targeted mutation using embryonic stem cells (ES) which are modified to create knock-out alleles, whereby the function of the gene is abolished and equivalent to a null allele, or knock-in alleles resulting from the
introduction of putative mutations in a given gene. In addition, recently developed genomic resources have further facilitated the use of genetically modified mice by the scientific community. These include large libraries of knock-out and conditional knock-out mice produced by international consortia aiming to target every gene in the mouse genome [22] and their accompanying large-scale phenotyping initiatives [23]; (3) targeted mutation in zygotes using the Clustered regularly interspaced short palindromic repeat (CRISPR)/CRISPR associated (Cas9) system [24]. With this approach it is possible to efficiently produce mice with mutations in both copies of multiple genes in a matter of weeks [25]. The phenotypes of these genetically modified mice can then be thoroughly scrutinized to determine the function of a gene in the context of the whole organism. These tools are dramatically improving our understanding of the genetic etiology of infectious diseases in both mice and humans. However, in many instances, these reverse genetics experiments can prove to be inconclusive. This is the case, for example, when the inactivation of a gene results in embryonic lethality or, conversely, when the resulting phenotypes are only slightly different from the wild-type or even undistinguishable because of gene redundancy. The reverse genetics approach also requires a preliminary hypothesis for gene function. Yet, as of 2014, less than 50% of about 34,000 known mouse genes (coding or not) have some form of functional annotation based on experimental evidence [26–28], which shows how our understanding of gene function still lags behind our knowledge of gene sequence.

The second approach is known as forward genetics, sometimes called phenotype-driven. The forward genetics approach begins with an inherited phenotype, with the aim of identifying the genomic regions and variant(s) underlying it. This involves the production of segregating crosses of inbred mouse strains or panels of specialized strains that display varying responses to infection, followed by linkage or association analyses. This approach is unbiased and requires no prior knowledge of gene function, allowing the discovery of unsuspected mechanisms. Numerous laboratory mouse resources are readily accessible for use in these studies: homozygous inbred strains, panels of selectively bred strains, consomic strains [29], recombinant congenic strains [30–32] or recombinant inbred strains from the collaborative cross [33]. A growing number of wild-derived inbred strains [34] or outbred crosses [35] can also be obtained, increasing the pool of genomic variation available for these studies. Whole genome sequencing has been performed on 18 of the most commonly used inbred mouse strains; the results are now public [36,37], facilitating the identification of candidate genes underlying a given phenotypic variation. Moreover, forward genetics studies in mice have already been shown to work; some elegant examples have allowed the identification of a number of genes and proteins that are essential for the early detection of and response to many invading pathogens (for review see [38]). In some cases, the human orthologues of these mouse genes (e.g., NRAMP1, TLR4, IRF8) have also been associated with predisposition to infection in humans, providing evidence of evolutionary conservation of immune defense mechanisms. However, there are limitations to this forward genetics strategy. Namely, a given genetic effect may be complex, making it difficult for investigators to determine the contribution of individual genes, as this requires subsequent breeding of congenic mice over several generations followed by positional cloning. Identifying the precise nature of a genetic lesion in a given candidate gene can also be complicated for other reasons, such as the presence of multigenic families or unrelated genes within the candidate interval bearing various coding polymorphisms, or predictive regulatory mutations or splicing variants rendering it difficult to identify the causative variant. Many of these drawbacks, however, can be overcome by the use of mutagens
that introduce random mutations in the germ line. As presented later, in these models the causative mutation can be more easily identified by comparison with the parental non-mutagenized strain. This functional genomic strategy has successfully advanced our understanding of the intricate cellular and molecular cascades involved in immunodeficiency, autoimmunity, or behavioral disorders, which have already been well documented by others (see [39–42]). In the remainder of this review, we present the advantages and how-to of experiments using chemical mutagenesis of the mouse germ-line to dissect the genetic architecture of immunity to infection in mice. We also detail the procedures required to identify causal mutations underlying altered phenotypes using next generation sequencing. Finally, we highlight some of the most important findings from in vivo screens in the area of infectious disease research and discuss perspectives for mouse ENU approaches.

3. Chemical Mutagenesis and Generation of Mice Carrying Homozygous ENU-Induced Mutations

To better understand the link between genotypes and phenotypes, and ultimately gene function, mouse geneticists have elaborated upon several methods capable of introducing random mutations in the mouse germ-line, with the aim of expanding the phenotypic diversity in inbred mice and thus providing a wider range of research objects. These methods include the use of whole mouse radiation [43], infection of pre-implantation embryos with retroviruses [44], and injection with chemicals, such as procarbazine, methyl ethane sulfonate (MES), and N-ethyl-N-nitrosourea (ENU) [45]. ENU mutagenesis, however, has become the most popular technique to induce germ-line mutations due to its advantageous attributes: potency, preferential activity in spermatogonial stem cells, and a propensity to introduce point mutations.

As early as 1979, W. L. Russell demonstrated that a single dose of ENU was significantly more active than X-ray or procarbazine treatment, the most commonly used mouse mutagens at the time [46]. Later, studies showed that the mutation frequency could be increased if the ENU dose was fractionated and injected on a weekly schedule instead of being administered in one large dose, as this allowed a higher total dose to be tolerated [47]. In these conditions, the activity of ENU was 12 times that of X-rays and 36 times that of procarbazine, as well as being over 200 times the rate of spontaneous mutation [48]. The rate of ENU mutation appears variable for each gene, ranging from 1.5 to 10⁻³ per locus, which is equivalent to obtaining a mutation in a gene of choice at a rate of one in every 200–700 gametes screened. Additionally, it was noted that compared to X-ray-generated deletions, ENU rarely induced mutations in closely linked loci, suggesting that mutations introduced by ENU are subtler. Finally, compared to procarbazine, which is more active in transient post-meiotic cells, ENU preferentially affects spermatogonial stem cells, which are multiplied and replenished during the mouse lifetime, allowing the genetic lesions to be recovered indefinitely.

ENU is an alkylating agent that acts by preferential transfer of its ethyl group to O and N radicals in genomic DNA within mammalian cells [49,50]. Binding of the ethyl to the nucleoradicals creates DNA adducts that provoke mispairing, resulting mainly in base-pair substitutions if not restored by enzymatic DNA repair mechanisms during replication [51,52]. Systematic analysis of the type and frequency of ENU mutations was recently done using whole-exome and whole-genome sequencing [53–55]. Genome-wide, ENU has an average point mutation rate of 1.5 per Mb of genomic DNA [55], with a bias for AT to GC transitions (45%) compared to AT to TA transversions (28%).
The size of a given target gene and its AT density can therefore explain, at least in part, the variable sensitivity to the mutagenic effects of ENU. With a mouse genome size of about 2.7 Mb including 1.5% of protein coding sequence, one can expect about 1,900 new sequence variants per genome of which about 30 are coding.

With a few exceptions (microRNA and cis-elements) [56,57], to date most ENU-induced phenotypes, whose corresponding genotype has been identified, result from nucleotide changes that alter the coding sequencing. A current survey of the Mutagenix database (http://mutagenetix.utsouthwestern.edu/home.cfm) which contains the largest collection of ENU-induced phenotypic mutations (N = 185) [58], revealed that 61% were missense mutations, 19% nonsense alleles, 18% splicing defects, and 2% were frame-shift mutations. Therefore, while targeted mutations producing null alleles are necessary for genetic dissection of phenotypic traits, ENU-induced point mutations can also be used in parallel, revealing the multiple functions of a gene by altering individual protein domains and splicing products. Further, point mutations can produce various types of allelic series: (1) hypermorphic or hypomorphic alleles (increased or reduced activity of the gene product, respectively); (2) antimorphic alleles (the gene product is antagonistic to the wild-type allele); or (3) neomorphic alleles (new molecular function) [59] which can display a broad range of possible phenotypes.

The phenotypes that arise following ENU mutagenesis segregate with different inheritance patterns. Autosomal recessive (68%) is the most commonly observed, followed by dominant or co-dominant segregation (23%); X-linked recessive (4%) or X-linked dominant (1%) are rare, though 4% remain uncharacterized [58]. Once male mice have been treated with ENU, they are crossed to female mice. The resulting large cohorts of offspring are then tested to identify the phenotypically distinct mice most likely to bear a large-effect mutation; this is usually done with dominant or recessive screens. The above data illustrates how recessive screens, which require a three-generation breeding scheme (see below), constitute a more efficient and inclusive design than dominant screens, although the latter are logistically simpler and quicker to conduct since only the first generation offspring are analyzed. Using different breeding schemes, these recessive screens have successfully advanced our understanding of the intricate cellular and molecular cascades involved in immunodeficiency and autoimmunity, as well as in neurological or behavioral disorders, as already reviewed by others (see [39–42]).

Methods for mutagenizing male mice and breeding protocols to recover homozygous mutations have been described previously [60–62]. In our laboratory, we use a recessive screen involving genetically related mouse strains to generate the collections of mutant mice (Figure 2). By using genetically related inbred strains, the number of animals used and the timeline of the experiment can be reduced, as the mice that are screened also serve for mapping of the ENU-induced phenotypes. Moreover, using closely related strains alleviates any possible second-site modifier gene effects that could be present in the mapping strain. Briefly, we use well-validated protocols to induce single nucleotide mutations in 129S1/SvImJ (129S1) and C57BL/6 (B6) mice. This is done using a single intraperitoneal (i.p.) injection of 150 mg/kg of ENU (129S1) or three weekly i.p. injections of 90 mg/kg (B6) [63]. Following treatment, spermatogenesis ceases transiently and fertility is then regained after 11–13 weeks. In a general breeding strategy (Figure 2A), generation 0 (G0) males are then out-crossed with wild-type female mice to produce G1 offspring. These G1 hybrids carry one full set of mutagenized chromosomes and one full set of wild-type chromosomes. Individual G1 males are
bred as founders of separate pedigrees, with the aim of bringing B6 or 129S1 sequence variants to homozygosity. To achieve it, G1 males are first crossed with genetically related wild-type females (129X1/SvJ (129X1) females for 129S1 males and C57BL/10 (B10) females for B6 males) to distinguish mutation-bearing chromosomes while preventing the introduction of additional genetic modifiers. The mutations present in the G1 founders are thus propagated in the G2 progeny. Since each G2 offspring should inherit only 50% of sequence variants present in the G1 males, two G2 daughters are backcrossed to their G1 father. This produces G3 progeny, where 12.5% of the G1 sequence variants should come to homozygosity in any given G3 offspring. On average, each G3 offspring is thus expected to be homozygous for about four to five loss-of-function sequence variants of the 30 present in the G1. Therefore, if there is a recessive Mendelian immune variant segregating within a pedigree, researchers can expect to identify 25% of individuals with the same trait or a cluster of two to four deviants by initially screening about 16 G3 offspring in that pedigree. The clustering of heritable variants within a pedigree filters out unavoidable false positives, which occur at a low rate (~5%) in screens for host susceptibility to infection; typically only one individual constitutes a false positive in a given pedigree. Variations of this breeding strategy have been used (Figure 2B) and will be described in the corresponding sections.

**Figure 2.** Breeding strategies used in our program to produce mice carrying homozygous N-ethyl-N-nitrosourea (ENU) mutations. (A) Treatment with ENU introduces mutations (indicated by a black or gray square) in the germ-line of males of generation 0 (G0). The mutagenized G0 male is out-crossed to a wild-type female to produce first generation (G1) animals. First generation G1 mice are carriers of ENU-induced mutations (indicated by half-filled black squares). G1 males are mated to wild-type females, to produce second generation (G2) animals, which carry about half of the mutation load present in the parental G1. Two G2 daughters are backcrossed to their G1 father to yield third-generation (G3) mice, where the original mutations have been brought to homozygosity (filled black squares). About 25% G3 progeny are expected to present a deviant phenotype in pedigrees that bear a given relevant recessive mutations; (B) In this strategy, the G1 progeny of two independent G0 males are intercrossed to produce G2 animals, which in turn are intercrossed to produce G3 mice.
This pedigree structure allows early mapping of heritable variants. At this point, breeding and screening of additional G3 siblings confirm the inheritance of Mendelian recessive infectious traits in one quarter of the offspring. If eight to ten G3 animals displaying a new recessive immune trait are obtained out of 40–50 G3 mice in the pedigree, a genome-wide scan can be performed to establish linkage of the variant to a large initial segment. Before the advent of next generation sequencing (NGS), a time consuming and labor intensive positional cloning approach had to be undertaken to identify candidate genes bearing new genetic variants. The use of NGS techniques has dramatically increased the pace of mutation identification.

4. Gene Identification

The materials and methods underlying phenotype-driven or forward genetics approaches have become considerably more powerful over the years. Traditionally, these approaches required laborious genetic and fine mapping procedures in order to refine regions of interest to large megabase (Mb) chromosomal loci for subsequent PCR amplification and direct sequencing. Nonetheless, they were the methods of choice for the discovery of novel genes and/or novel gene functions in both humans and mice. The introduction of NGS has revolutionized forward genetics approaches, as it allowed the elaboration of robust methods of systematic mutation discovery, thus further closing the gap between phenotype and genotype. However, the sequencing and analysis of whole mammalian genomes remain a substantial bottleneck for many laboratories, both financially and computationally. Instead, inexpensive alternatives have been favored in order to sequence mouse mutations, namely targeting approaches using minimal mapping data. Moreover, targeted sequencing of coding regions of the genomes, or exomes, are particularly relevant for large mutational collections and have become the standard in cases where high-throughput gene mutation discovery methods are needed [64–66]. We describe below some of the standard techniques for sequencing and analysis of de novo mutations generated within ENU mouse models in a rapid and unbiased fashion.

Currently, the most widely used commercial mouse exome capture panels (Agilent and NimbleGen) target approximately 37 Mb of the sequences contained within the consensus coding sequence (CCDS) database of the genome, as well as other genomic features (e.g., microRNAs) [53,67] (see Table 1). The protocols contained in each of these kits are very similar. First, labeled DNA (or RNA) baits ranging from 55 to 120 bases are hybridized to fragmented genomic DNA. The baits are pulled down using magnetic beads, and the “captured” genomic fragments are then sequenced using NGS instruments such as SOLiD, Illumina or Roche 454.

| Table 1. Comparison between two standard whole exome mouse capture kits. |
|-------------------------------------------------|
|                                | **Agilent Sureselect Mouse All Exon** | **Nimblegen SeqCap Ez** |
| Probe size                      | 120 bases                               | 55–105 bases             |
| Target Region size              | 49.6 Mb                                 | 54.3 Mb                  |
| Probe Type                      | RNA                                     | DNA                      |
| Number of Targeted Exons        | 221,784                                 | 203,225                  |

Mutation identification and ultimately gene discovery in the context of ENU-designed projects require significant computational analyses, where sequenced DNA fragments are mapped to a mouse
reference sequence (C57BL/6J) [68] or to that of a specific mouse strain when available [36], followed by post alignment and variant calling procedures. For a given mouse sample, these procedures typically produce a large amount of single nucleotide variants (SNVs) and insertion/deletions (INDELs), which, depending on the sample’s genetic background and coverage, can range from a few thousand to hundreds of thousands in more divergent strains. Further steps are required to filter the strain specific variants if the reference sequence of the mouse background is not used. This can be accomplished, for example, by adding more controls.

Numerous workflows (e.g., Genome Analysis Toolkit (GATK) best practices [69] and McGill University and Genome Quebec Innovation Centre (MUQGIC) [70]) have been designed for mutation discovery. Although each design may vary with regards to the steps and computational programs utilized, the underlying principle of these workflows remains the same. Each one divides the processing and analysis of sequencing data into three key steps: (1) data processing for quality control and filtering of sequenced reads; (2) variant discovery through alignment of filtered reads to known reference genomes; and (3) variant refinement leading to variant calling to identify mutations of interest. A flow diagram similar to GATK best practices [71] but with subdivided steps in file format is shown (Figure 3).

**Figure 3.** A typical workflow to identify causative mutations in genomic data. The procedures are separated into three general processes: (1) data processing, where raw sequencing data (fastq format) is aligned (sam/bam file format) to a known genome reference followed by alignment improvement steps (i.e., indel realignment, mark duplicates and base recalibration); (2) a variant discovery step in which single nucleotide variants (SNVs) are called from aligned data followed by subsequent filtering (using variant quality thresholds; hard filtering, or Genome Analysis Toolkit (GATK) variant recalibration; and soft filtering); (3) and a variant refinement step to reduce the number of candidate mutations to a manageable number for further validation using Integrative Genomics Viewer (IGV) and/or Sanger sequencing [71].
The sequenced reads (in fastq file format) are usually derived from the instrument specific base-calling algorithm (or subsequent steps therein) and contain an identifier for each raw DNA fragment, as well as a phred quality score for each base in the fragment. The raw reads are aligned to a reference genome following a quality control step or “trimmed” to obtain a high quality set of reads for sequence alignment file (sam/bam) generation. The trimming step removes adaptor sequences from the raw reads and optionally removes bases at the 3’ end using a specified phred quality threshold, and/or performs a size selection filtering step (e.g., trimmomatic [72]; Figure 3). The trimmed reads are aligned by using either a “hashing” or an effective data compression algorithm called the “Burrows-Wheeler transform” (BWT). Fast, memory-efficient BWT-based aligners, such as BWA [73], are often used in NGS studies. However, these aligners tend to be less sensitive than recent hash-based aligners, such as Novoalign [74], which conversely tend to require more computational resources [75].

Numerous software packages such as GATK [69], samtools [76], and Picard [77] have been developed to attempt to correct for biases incorporated at the sequencing and alignment phases, thus improving variant detection (Figure 3). During library construction and sequencing, duplicated DNA fragments produced by polymerase chain reaction (PCR) amplification and optical duplicates can occur. Software package such as Picard markDup and Samtools rmdup remove or flag potential PCR duplicates if both mates (in the case of paired-end reads) contain the same 5’ alignment positions.

At the alignment phase, due in part to the heuristics of the alignment algorithm and the alignment scoring procedure, refinement of mapped reads near indels (GATK indel realigner [69]) and quality scores (GATK base recalibration [69]) are typically required to help reduce false positive variants in downstream analysis. Utilizing these two post-alignment programs, GATK indel realigner transforms regions with misalignments generally introduced by indels into clean reads containing fewer mismatches, whereas base recalibration improves the quality score to better reflect the true base-calling error rates by correcting for variation in quality with respect to machine cycle, sequence context, and other attributes.

To identify the protein-encoding mutations induced by ENU, numerous variant-calling procedures can be employed to convert base calls and quality scores into a set of genotypes on a per sample basis. The most recent variant callers, such as GATK [69], Samtools [75], and FreeBayes [78], use sophisticated statistical models that can be extended to incorporate additional information regarding allele frequencies and/or linkage disequilibrium (LD) patterns. Furthermore, joint analysis of multiple individuals can further improve genotype calling for single samples by taking into account allele frequencies or genotype frequencies [79].

Variant detection programs convert the refined base-calls and quality scores resulting from the post-alignment process and generate variant data containing information regarding the genomic position, SNV quality, etc., of each variant. Generally, thousands of SNVs are generated by the detection protocol. Further annotations and filtering procedures are thus required to identify the expected 50–100 ENU-induced mutations [80]. The use of functional annotation programs such as snpEff [81] and VEP [82], coupled with the exclusion of known variants (for example, on the basis of SNP data from the dbSNP database [83]) and of variants falling below acceptable quality metrics (QUAL, genotype quality (GQ), strand bias, etc.), can help to preferentially identify protein coding mutations. However, despite rigorous post-alignment refinement and variant exclusion criteria, recurrent false positive SNVs remain. By comparing a set of ENU samples to unrelated genome or exome sequencing data sets, as well as to mouse genomes data from the Sanger Institute [68] generated using the same
analysis workflow, variants commonly shared between related strains or systematic false positives arising from mapping issues related to genome structure (e.g., repetitive or paralogous sequences) or errors (e.g., miss-annotated reference allele) can be flagged for removal. In numerous studies this procedure has proven successful in prioritizing candidate mutations and decreasing their numbers [54,80], and has helped reduce the time requirements and cost of visual inspection (e.g., Integrative Genomics Viewer (IGV) [84]), of Sanger sequencing [85], of validation, and ultimately of novel mutation/gene discovery.

ENU experiments have successfully identified candidate causative mutations residing in protein coding sequences, splice sites or UTRs. However, these causative mutations are not always successfully identified due to either the fact that they may reside in uncaptured regions (i.e., non-coding regions, regulatory regions or un-annotated coding sequences that are not captured by the capture design) or to biases in standard mapping and variant calling procedures. Therefore, further improvements are required in the development of software tools in order to better deal with regions of the genome that are difficult to map (e.g., paralogous sequences and GC-rich regions). The design of exome capture kits must also be improved to extend the set of captured regions. Alternatively, whole genome sequencing may also be a way to identify mutations in regions not captured by whole exome sequencing.

5. Infectious Screens

Establishing an ENU mutagenesis program with the aim of identifying genes involved in the host response to pathogens presents particular challenges. The first is the choice of a pathogen relevant to human health. Mouse models of infection with this pathogen must be available and representative of the corresponding human pathology. Also, the contribution of genetic factors in human and/or mouse response to this pathogen must be proven to support the feasibility of a genetic screen. The second challenge is the choice of the inbred mouse strain to be used for mutagenesis. There is ample evidence that the ENU sensitivity of inbred mice is genetically controlled and thus widely variable across strains [63]. This must be balanced with the varying susceptibility or resistance of inbred strains to infection with specific pathogens. The third challenge is the choice of the screening phenotype. Cell-based phenotypes have been used successfully to identify fundamental mechanisms of innate and acquired immunity [36,37]. The findings, however, require further validation in mouse models to determine a possible role in the infectious process. A clinically relevant, robust, and unequivocal in vivo phenotype is also attractive, as it will lead to the identification of the most important molecular determinants for a given infection; it will also minimize the appearance of false positives. Such phenotypes include severe disease (in terms of clinical evaluation or pathogen load) or death, when the mutagenized strain is resistant, or survival, when the mutagenized strain is innately susceptible, following infection. As presented below both screening approaches have led to the identification of key molecules involved in susceptibility or resistance to infectious diseases caused by parasites, bacteria, and viruses.

6. Malaria Parasites

Infecting hundreds of thousands of people every year, malaria is a significant cause of morbidity and mortality in developing countries (www.who.org). Having co-existed with humans for centuries, malaria has exerted a significant selective pressure on the human genome [16,86]. Likely the best-known
selection has been the retention of deleterious hemoglobinopathies, such as sickle cell anemia, in malaria endemic regions [87,88]. Other variants associated with reduced susceptibility to malaria infections include those affecting erythrocyte proteins [89–94], the scavenger receptor CD36 [95,96], and elements of the host immune response, including human leukocyte antigen (HLA) [97] and tumor necrosis factor-alpha (TNF-α) [98], among others [99,100]. Despite these clear examples, the genetic component influencing the human response to malarial parasites is complex, multigenic, and influenced by various environmental factors, including parasite virulence [101–103].

Cerebral malaria (CM) is the most severe and lethal complication of Plasmodium falciparum infection in humans [104,105]. Prevalent in immunologically naïve children, CM is characterized by high fever and a rapid progression to severe cerebral symptoms including impaired consciousness, seizures, and coma [106,107], resulting in death in about 20% of all cases [16,107]. During CM, parasitized erythrocytes (pRBCs) become trapped within the brain microvasculature [103], triggering a strong pro-inflammatory response [104,105] leading to the activation of the vascular endothelium [106], as well as the recruitment of immune cells and activated platelets [108–110]. This host-directed immune response results in the disruption of blood-brain barrier integrity [111], suggesting that CM pathogenesis is at least partially caused by over-activation of the inflammatory response [16,106,107]. By gaining a more thorough understanding of this disease, including of the host genetic factors affecting differences in susceptibility, novel and more effective prophylactic and therapeutic interventions can be developed.

Mice infected with Plasmodium berghei ANKA (PbA) have been used as a model of CM (experimental cerebral malaria, ECM). Mice susceptible to ECM develop neurological symptoms between days five to eight post-infection, including ataxia, hind limb paralysis, coma, and death [112]. ECM-resistant mice survive the cerebral malaria phase, but subsequently succumb to hyperparasitemia and resultanting anemia within three weeks post-infection [16]. Informative crosses between mouse strains of varying degrees of susceptibility to PbA have revealed at least nine quantitative trait loci (QTL) that modulate the host response to ECM [113–118]. However, these methods have failed to identify the causative genes, due in part to the large size of the genomic region and to the high number of positional candidates under the QTL peaks [119]. By introducing random point-mutations and small deletions within a susceptible genetic background, such as B6, B10, or 129S1, ENU-mutagenesis allows for the interrogation and determination of genes that are involved in resistance to ECM.

6.1. Screening for Acquired Resistance to Cerebral Malaria

We have successfully utilized ENU-mutagenesis to identify genes responsible for controlling susceptibility to ECM [119]. Male B6 mice (G0) were mutagenized with the administration of three consecutive i.p. injections of ENU. These G0 males were then bred to wild-type B10, 129S1, or B6 females to establish heterozygous G1 offspring. G1 males were out-crossed a second time to wild-type susceptible females to form the G2 generation. One to two G2 females per pedigree were backcrossed to the paternal G1 to produce G3 offspring, fixing mutations to homozygosity in approximately 25% of all animals (Figure 2A). G3 mice were infected with 10⁶ Plasmodium berghei ANKA-parasitized RBCs by intravenous injection. The appearance of neurological symptoms and survival time were used
as phenotypic markers of ECM disease [119]. Phenodeviant pedigrees were defined as those exhibiting >17% resistant pups in at least three litters or 10 offspring, whichever came first.

Enhanced laboratory resources and technological advances have allowed us to implement three variations of the general protocol outlined above. The first screen out-crossed mutagenized G0 males to the B10 genetic background. G3 animals from this cross were phenotyped for ECM-resistance. To facilitate linkage mapping, G1 males identified as segregating an ECM-resistant phenotype were out-crossed to 129S1 wild-type females. The resulting F1s were intercrossed randomly to generate F2 offspring, which were then phenotyped. Pedigrees identified as resistant were then analyzed for linkage analysis using a genome scan. A total of 6062 G3 mice from 244 G1 males were screened, generating nine phenodeviant pedigrees, with a background survival of approximately 2.8%. From this screen, we have identified an ECM protective mutation in \textit{Jak3} (\textit{Jak3W81R}) [119]. A cytosolic tyrosine kinase that interacts with the common \gamma c chain of cytokine receptors (IL-2, -4, -7, -9, -15, -21), JAK3 is required for STAT family members dependent transcriptional development and activation of inflammatory pathways in NK, T, and B cells [120]. \textit{Jak3W81R} mutants exhibit reduced numbers of NK cells, CD8\(^+\) T cells, and B cells, as well as severely reduced production levels of IFN\(\gamma\) by CD4\(^+\) T cells. We also demonstrated that tasocitinib, a JAK3 inhibitor used clinically to treat rheumatoid arthritis (RA) and Crohn’s disease (CD), can reduce neuroinflammation and increase survival of \textit{Jak3\(^{-/}\)} heterozygotes in the ECM model [119]. Genetic variants in JAK and STAT family proteins have been identified as causing certain primary immunodeficiencies and are also associated with chronic inflammatory diseases, such as inflammatory bowel disease (IBD), multiple sclerosis (MS), and systemic lupus erythematosus (SLE) in humans [121–123].

With respect to the second screen, we have out-crossed the mutagenized G0 males to the 129S1 genetic background. The 129S1 strain produces larger litters, allowing for the generation of larger numbers of G3 animals. Additionally, out-crossing directly to the 129S1 background eliminated the requirement to complete additional out-crossing of phenodeviant animals. Twenty-eight phenodeviant pedigrees were identified following the screening of 7705 G3 animals in 220 pedigrees, with a background survival of almost 8%. An epistatic interaction between the B6 and 129S1 genetic backgrounds on Chromosomes 4 and 1 was identified in 10 of the 28 phenodeviant pedigrees, potentially masking the effect of ENU-mutagenesis [124]. However, several mutations were identified in this screen, including an abrogated splicing mutation of Exon 6 in the winged-helix transcriptional regulator \textit{Foxn1} gene [125] \textit{Foxn1} mouse mutants are athymic and severely immuno-compromised, while human \textit{FOXN1} mutations cause T-cell immunodeficiency [126]. Heterozygosity for the \textit{Foxn1} mutant allele confers partial protection against ECM, suggesting that FOXN1 transcriptional targets may be relevant to reducing neuroinflammation.

The epistatic interaction between the B6 and 129S1 genetic backgrounds highlights both the limitations and advantages of different variations of the ENU-mutagenesis screen. Both the B6 and 129S1 strains are susceptible to \textit{Plasmodium berghei} ANKA infection, developing neurological symptoms between Days 5 and 10 post-infection. However, in over a third of the phenodeviant pedigrees identified in the mixed background screen, an enrichment of B6 alleles on distal chromosome 4 was associated with resistance to ECM. With such a high percentage of phenodeviant pedigrees mapping to the same locus, we hypothesized that the likelihood of this effect being caused by a single causative ENU-induced mutation was minimal, and that this effect was due to genetic
background rearrangements. Additional analysis revealed that ECM resistance on Chromosome 4 (Berghei resistance locus 8, named Berr8,) was being modulated by a second locus on Chromosome 1 (named Berr7). Although we had expected to discover single point mutations due to ENU-mutagenesis, these results highlight the complex nature of cerebral malaria, as well as the difficulty inherent to finding point mutations that are solely responsible for trait modulation.

Due to improvements in technology and the resulting cost reduction, we switched from linkage analysis to exome sequencing analysis for the identification of ENU-induced mutations, removing the requirement for genetic background variations. Hence, the third and final screen was executed on a pure B6 genetic background, wherein the mutagenized G0 males were outcrossed to wild-type B6 females. Switching to the pure genetic background eliminated the likelihood of epistatic interactions between genetic backgrounds, as exhibited in the reduction of background survival rate from almost 8% in the B6x129S1 screen to less than 5% in the pure B6 screen. However, due to smaller litter sizes, almost 40% fewer G3 animals were produced from the 109 screened pedigrees. Even so, eight phenodeviant pedigrees were identified and are currently being investigated.

6.2. Screening for Acquired Resistance to Blood-Stage Malaria

ENU-mutagenesis has also been used to identify genes implicated in host resistance to blood-stage malaria. A dominant ENU-mutagenesis screen for erythrocyte production and maturation defects linked to malaria resistance identified two mutations in the Ank1 gene: an alternative splice acceptor mutation resulting in a frameshift mutation and premature stop codon was identified in Mpl/g237//g237 mice mutagenized on a BALB/c background [127], and a single nonsense mutation was identified in mutagenized SJL/J mice [128]. Both mutations result in early truncation of the ANK1 protein, encoded by Ank1. Implicated in hereditary spherocytosis, an inherited form of hemolytic anemia, mouse erythrocytes harboring mutations in Ank1 exhibit increased resistance to P. chabaudi, a model of blood stage malaria, potentially due to parasite maturation impairment [127,128].

6.3. Conclusion

ENU-mutagenesis has enabled the identification of individual genes involved in modulating the host response to both cerebral and blood-stage malaria. We have identified mutations in host inflammatory genes involved in T cell development and/or function (Jak3 and Foxn1), thymus development, and immune cell function [119,125]. These results are consistent with the current understanding of the role of T cells in cerebral malaria pathogenesis [129–132]. Additionally, these genes have been associated with the modulation of other models of acute inflammation as well as of chronic inflammatory conditions [99]. Other labs have identified mutations in the erythrocyte protein ANK1, an important factor in the erythrocyte cytoskeleton [127,128]. Mutations in erythrocytic proteins, including the cell surface Duffy antigen [92] and structural component Band 3 [89–91], have been associated with increased resistance to malaria in humans for several years. Together, these findings advance our understanding of the host response to malaria, and may aid in the discovery of novel drug targets against this devastating disease.
7. Salmonella Bacteria Infections

*Salmonella enterica* infections in humans represent an increasingly significant economic and public health challenge that is associated with high morbidity and mortality in both developing and industrialized countries [133]. In fact, the increase in global population, the emergence of antimicrobial resistance in bacteria, and the prevalence of co-infections (e.g., *Plasmodium*, HIV) exacerbate the burden of this infectious disease [38]. *Salmonella* infection in humans can cause a range of food and waterborne illnesses, from a localized diarrheal disease to the more severe systemic disease, typhoid fever. In fact, nontyphoidal *Salmonella enterica* serovars (e.g., *S. typhimurium*, *S. enteritidis*) are the second leading cause of bacterial food poisoning in the United States. Importantly, about 1%–4% of these *Salmonella*-infected individuals are at an increased risk of developing sepsis, chronic infection or clinical sequelae (ex. chronic arthritis) [134–136]. *Salmonella enterica* Typhi is the etiologic agent of typhoid fever, which is endemic primarily in areas with poor sanitation and a lack of clean drinking water. *Salmonella typhi* causes twenty-one million infections annually, with 220,000 deaths [133]. The outcome of infection depends on the activation of early innate functions, neutrophilic infiltration, phagocytosis by tissue macrophages, and inflammatory cytokine/chemokine secretion (e.g., IFNγ, IL-12, IL-18, TNFα, and IL-6). However, ultimately, the resolution of systemic infection is dependent on both humoral and cell-mediated immune responses [137,138].

In humans, the contribution of host genetics to *Salmonella* infection has been proven by the candidate gene approach and by exome sequencing in patients. Individuals with defects in the IL-12/IL-23 (IL-12β, IL-12Rβ1) and IFNγ (IFNγR1, IFNγR2, STAT1) pathways are in fact predisposed to Mendelian susceptibility to mycobacterial disease (MSMD) and/or disseminated *Salmonella* infection [139–144]. Furthermore, major histocompatibility complex (MHC) class II and III loci, as well as the TNF haplotype, were significantly associated with typhoid fever in a Vietnamese cohort [145]. Although clinical evidence supports a strong role for host genetics, susceptibility to *Salmonella*-related infections is complex and also influenced by environmental factors and bacterial serotype.

*Salmonella typhimurium* infection is a recognized experimental model for studying systemic typhoid-like disease in mice [146,147]. Various classical inbred strains of mice demonstrate differential susceptibility/survival following sub-lethal intravenous infection with *S. typhimurium* strain Keller [148]. In particular, the 129 substrains (129S1, 129X1) of mice are highly resistant to virulent infection, compared to DBA/2J mice, which display intermediate mortality, and to the highly susceptible B6 strain. Although the genetic and molecular basis of several mutations important in resistance to *Salmonella* infection in mice have been identified, namely *Nramp1/Slc11a1*, *Tlr4*, and *Pklr*, the low frequency of naturally occurring spontaneous mutations has prompted the use of novel genomic approaches like ENU mutagenesis to identify novel host susceptibility genes to *Salmonella* infection [148–153].
7.1. Screening for Acquired Susceptibility to Salmonella typhimurium

We used ENU mutagenesis to further decipher the host genetic component of susceptibility to Salmonella infection in vivo. In the screen, G3 ENU-mutagenized mice between 7 and 9 weeks of age were challenged intravenously through the caudal vein with an infectious dose of virulent Salmonella typhimurium strain Keller, varying between 1000 to 10,000 colony forming units (CFUs), depending on the background strains used for breeding. Over the course of 14 days, infected mice were monitored for clinical manifestations of illness including a body score index of less than two, muscle wasting, fur ruffling (fever), inactivity, twirling, and shaking. Susceptible mutants were defined as those presenting severe clinical signs between Days 3 to 7 post-infection (prior to background control mice). On average, a minimum of six to eight G3 mice per G2 female were infected with the expectation of identifying two to five heritable deviant pedigrees following the screening of G3 mice derived from roughly 100 G1 males.

Two prototype breeding schemes differing in the genetic contribution of background strains (B6, 129S1, 129X1, and DBA/2J) have been used in five rounds of screening for Salmonella susceptibility. Male 129S1 (G0) mice were mutagenized using a single i.p. injection of 150mg/kg of ENU at 8–10 weeks of age. The first breeding scheme involved the generation of G1 mice produced by two independent G0 males (Figure 2B). The G0 males were crossed to B6 females. For each G1 pedigree, four G2 brother-sister pairs were bred to produce G3 progeny. Using this breeding scheme, the Salmonella susceptibility allele Slc11a1Asp169 from B6 mice was segregated into the G2 population. G2 animals carrying the wild-type Slc11a1 alleles were then selected for further breeding. As the introduction of susceptibility to the B6 background was interfering with our capacity to capture recessive alleles acting in later infection stages (past Day 4), we subsequently modified the breeding scheme as in Figure 2A. Hence in the second round of screening, G0 males were out-crossed to wild-type 129X1 females to generate G1 heterozygote offspring. G1 males were further backcrossed to 129X1 females to generate G2 mice. G2 females were then backcrossed to the G1 male to give rise to G3 progeny, which were then used for primary phenotyping of susceptibility to infection using survival analysis with 10,000 CFUs. Using the following scheme, 643 G3 mice derived from 39 G1 males were screened and two deviant pedigrees were identified: Oxie & Celie (Ity14) (Immunity to Typhimurium locus 14) and Jody & Cloe (Ity15). In this particular case, we used a strain that was closely related to the mutagenized males to prevent or minimize the impact of the genetic background on the expressivity of the phenotype while allowing mapping in the G3 animals. We identified 105 SNPs between 129S1 and 129X1. However, their clustering in the genome did not allow the mapping of some pedigrees. Variations of these protocols (Figure 2) were used to facilitate mapping resolution using SNPs between 129S1 and DBA/2J directly in the G3 population. In the third round of screening, G1 males were out-crossed to DBA/2J, and the resulting G2 mice were randomly intercrossed to generate G3 progeny. G3 mice were then screened with an infectious dose of 5000 CFUs. Using this scheme, 1570 G3 mice derived from 65 G1 males were screened, and one deviant pedigree, Ity16, was identified, validated, and cloned [154]. In the fourth round of screening, G0 males were out-crossed directly to DBA/2J in order to introduce genetic variability as early as possible in the breeding scheme, thus facilitating mapping (Figure 2B). In this round, 3,348 G3 mice derived from 208 G1 males were screened and four deviant pedigrees were identified: Cherrie & Walter (Ity17), Jeanine & Harman
(Ity18), Lexie & Leona, and Philippe & Desiree. Lastly, with the onset of whole-exome sequencing as an alternative to mapping using genetic variation between parental strains, the breeding scheme shown in Figure 2B was carried out on an 129S1 background. From the following screen we have infected 580 G3 mice derived from 41 G1 males, and two deviant pedigrees, Rakeem & Athena and Lessie & Virgie, were identified.

In summary, 8,389 G3 mice derived from 491 G1 males were screened for increased susceptibility to *Salmonella typhimurium* infection as measured by survival analysis. A total of 10 deviant pedigrees have been identified (Table 2). From this screen, we have to date identified, cloned, and characterized *Salmonella* susceptible mutations in *Usp18* (*Usp18*\(^{L361F}\)), *Ank1* (*Ank1*\(^{Gln1357Ter}\)), and *Stat4* (*Stat4*\(^{G418_E445}\)) [154–156]. *USP18* (Ubiquitin Specific Peptidase 18) both regulates type I IFN signaling and functions as a protease to remove ISG15 adducts from substrate proteins [157,158]. We have reported that decreased survival in mice that carry the *Usp18*\(^{L361F}\) mutation results from increased bacterial loads in the spleen and liver, as well as increased inflammatory response leading to septic shock [156,159]. In more recent studies, we have shown that regulation of type I IFN signaling is the predominant mechanism affecting the susceptibility of *Usp18*\(^{L361F}\) mice to bacterial infection. Also, we have found that hyperactivation of type I IFN signaling leads to increased ISGylation and IL-10 production, as well as decreased expression of markers of autophagy [160]. Additionally, we have shown that *Usp18*\(^{L361F}\) mice are more susceptible to infection with *Mycobacterium tuberculosis* (same as above).

| Malaria | *Salmonella* | HSV-1 |
|---------|--------------|-------|
| G1 males | 573 | 491 | 265 |
| G3 mice | 16,411 | 8,415 | 7,802 |
| Deviant pedigrees (in progress) | 45 | 16 | 11 |
| Confirmed pedigrees | 5 | 3 | 2 |

The transcription factor STAT4 (Signal Transducer and Activator of Transcription Factor 4) is a critical mediator of IL-12 signaling. It plays an important role in both innate and adaptive immunity by regulating the transcription of target genes such as *Ifng* and those mediating NK cell cytotoxicity, T helper 1 cell differentiation, and immunoglobulin isotype switching to IgG1. The *Stat4*\(^{G418_E445}\) mutation results in impaired innate IFNγ secretion, primarily from splenic NK and NKT cells, contributing to increased hepatosplenic bacterial loads. These findings support the importance of the IL-12/IFNγ axis in resistance to *Salmonella* infection.

ANK1 is a structural protein of the erythrocyte membrane, which plays an important role in membrane stability by mediating the attachment of band 3 (SLC4A1) and protein 4.2 (EPB4.2) to the spectrin-based membrane cytoskeleton [161]. Mice homozygous for the *Ank1*\(^{Gln1357Ter}\) mutation develop hemolytic anemia and present clinicopathological features of human hereditary spherocytosis, the most common form of congenital chronic hemolysis in Europe and North America [162]. On one hand, as observed with other mutations affecting red blood cell turnover [163], *Ank1* deficits protect mice against malaria [128]. On the other hand, normal ANK1 function is critical for an effective host
response against infection with Salmonella. Salmonella susceptibility in Ank1<sup>Gln1357Ter</sup> mutant mice is the result of a combination of factors, namely the concomitant deposition of iron in tissues, which favors bacterial growth, and low levels of the iron regulatory hormone hepcidin [154]. In addition, the strong induction of heme oxygenase 1 (Hmox1) expression observed during malaria infection and in Ank1<sup>Gln1357Ter</sup> mutant results in impaired oxidative burst function, which favors the intracellular replication of bacteria [154,164].

7.2. Ex Vivo and in Vivo ENU Screens for Susceptibility to Bacteria Infections

Additional ENU initiatives have uncovered novel genetic determinants of resistance to bacterial infections. Different primary screens in G3 offspring were used, including: (1) measurement of TNF bioactivity after <em>ex vivo</em> challenge of thioglycolate-induced peritoneal macrophages with various pathogen-associated molecular patterns (PAMPs) (Cd36, Tnf, Map3k8) [165–167]; (2) measurement of type I IFN bioactivity after <em>ex vivo</em> challenge of thioglycolate-induced peritoneal macrophages with <em>Listeria monocytogenes</em> (Tmem173/Sting) [168]; (3) <em>in vivo</em> screen for other classes of pathogens (Sfln2) [169]; (4) mutations affecting hematopoietic cell development (Genista-Gfi1) [170]; and (5) visible phenodeviants presenting inflammatory lesions of the skin (Scd1) [171] or of the feet (Ptnp6/Shp1) [172]. For example, a TLR2 agonist screen in macrophages identified the Oblivious pedigree, which possesses a mutation in Cd36 resulting in increased susceptibility to infection with Gram positive bacterium <em>Staphylococcus aureus</em> [165]. In addition, the Sluggish pedigree, which carries a mutation in the Map3k8 kinase, has impaired type I IFN production downstream of TLR7 and TLR9 signaling, rendering it susceptible to Group B streptococcus infection <em>in vivo</em> [166]. Another example is the ENU-induced mutation in Gfi1 within the Genista pedigree, wherein depletion of PMNs confers resistance to Brucella abortus infection [173,174] and increased susceptibility to oral infection with Salmonella typhimurium sfiA<sup>−</sup> [170]. Moreover, the <em>ex vivo</em> ENU screen using <em>Listeria monocytogenes</em> identified the Goldenticket pedigree as carrying a mutation in Tmem173/Sting, further demonstrating the importance of type I IFN signaling during bacterial infection [168].

7.3. Conclusion

ENU-mutagenesis identified single gene effects (novel allele and novel function) within critical pathways involved in immunity to bacterial infection that could potentially be translatable to infection with other classes of pathogens and/or to chronic inflammatory diseases. The findings have emphasized the importance of IFN signaling (Usp18, Stat4, Sting, Map3k8) during bacterial infections [155,156,166,168], as well as erythropoiesis and iron metabolism, (Ank1) in the case of Salmonella pathogenesis [159].

8. Herpes Viruses

The Herpesviridae family is a large ancient family with a long history of coevolution with their hosts probably predating the origin of the primate lineage. Altogether the nine human herpesviruses infect 90% of the world population causing different types of pathologies that vary considerably according to the immune status of the infected individual. These ubiquitous viruses constitute a
striking example of the intricate interplay that can be gradually established between host and pathogen, and show that important information can be gleaned from the study of host-pathogen interactions, namely the contribution of both viral immune evasion and host resistance genes to the outcome of infection.

8.1. Cytomegaloviruses

Human cytomegaly virus (HCMV) is the most frequent congenital viral infection in developing countries, potentially leading to blindness, deafness or mental retardation in affected infants. Primary infection or reactivation of the virus can result in severe morbidity and mortality, especially in immune-compromised individuals such as transplant recipients, leukemia or lymphoma patients and AIDS patients. Fortunately, HCMV is closely related to its murine homologue, mouse cytomegalovirus and both cause death in immunocompromised individuals [175,176]. Thus, infection of mice with MCMV represents an excellent model for the study of HCMV pathology and indeed it is an important tool for virologists, immunologists, and geneticists, all of whom have benefited from the well-developed state of the model. Forward genetic studies in inbred mouse strains identified major epistatic (Klra16/H2k) or single gene effects (Klra7, Klra8) demonstrating the crucial role that natural killer (NK) cell specific activating (Ly49H, Ly49P) and inhibitory (Ly49G) receptors play in response to virus infections (reviewed in [177]).

8.2. Screening for Altered Immune Responses to MCMV

Beutler and colleagues were the ones to initiate the ENU screen for MCMV susceptibility (for the latest review, see [178]). With this strategy, over 20,000 G3 B6 mice carrying ENU mutations were infected i.p. with $10^5$ plaque forming units (pfu) of MCMV. This viral dose was chosen because wild-type B6 mice are uniformly resistant in this infectious experimental situation. However, the pheno-deviant offspring that exhibited clinical signs of disease or/and high viral titers in the spleen were considered susceptible. Several mice with immunodeficiency phenotypes identified from other screens made by Beutler’s group, such as defects in toll-like receptor (TLR) signaling or adaptive immunity, were also tested for their potential MCMV susceptibility. Here, we highlight some of the most important findings that have been made using ENU-mutagenesis to test susceptibility to MCMV infection.

Dendritic cells (DCs) are specialized cells of the hematopoietic system that alert the immune system to the presence of infection. Therefore, they generally represent the first line of defense against pathogens. In the context of MCMV infection, DCs recognize the virus through TLR3 and TLR9, which are able to respectively detect double-stranded RNA (an intermediate product of viral replication) and viral double stranded DNA. Following MCMV recognition, DCs and plasmacytoid DCs (pDCs) in particular, produce large amounts of antiviral type I IFN cytokines (IFN-α/β), which are essential mediators of the innate and adaptive immune responses. Thus, loss-of-function mutations in genes that encode components necessary for the expression of IFN-α/β (such as Tlr9, Tlr3, Myd88, Trif, and Unc93b1), or that are involved in the IFN-α/β signaling pathway (ie, downstream of IFN-α/β receptor), like Stat1, have been shown to increase susceptibility to MCMV infection [179–182]. It should be noted that among all of these ENU mutations, only the one in Stat1 was initially identified from the MCMV screen, the others being deduced from immune screens. The NF-κB signaling pathway is also essential for survival to MCMV infection. This is attested by the identification of a
loss-of-function mutation in the \textit{Ikbkg} gene encoding NEMO, a regulatory subunit of the IKK complex responsible for the nuclear translocation of NF-κB [183]. \textit{Ex vivo} screens for increased susceptibility to MCMV infection have been performed on peritoneal macrophages isolated from ENU-mutagenized mice, and revealed a missense mutation in the \textit{Eif2ak4} gene encoding GCN2 [184]. This protein is related to PKR, an effector known to inhibit viral replication via phosphorylation of the alpha subunit of eukaryotic initiation factor 2 (eIF2α). The loss-of-function mutation identified in \textit{Eif2ak4} affects the phosphorylation of eIF2α in response to MCMV infection and was therefore associated with an increased susceptibility to MCMV. The MCMV screen, together with the immune screens, led to the identification of several phenodeviants with mutations in genes that contribute to the establishment of an efficient immune response against pathogens, as they act at different levels of IFN-α/β production (TLR9, TRIF and UNC93B1), of IFN-α/β signaling (STAT1), and of the antiviral response (GCN2).

DCs are not the only sites of MCMV recognition. Natural killer (NK) cells are also important responders to MCMV infection, playing a crucial role in containing it at early times post-infection [185,186]. This was initially demonstrated by \textit{in vivo} depletion studies, in which specific antibodies were used to transiently eliminate NK cells before infection with the virus [186–188]. Then, the differential susceptibility of the BALB/c and B6 strains was shown to be due to the presence of the NK-activating receptor Ly49H in the latter [189,190]. This receptor engages the MCMV viral protein m157 [191,192], leading to NK cell proliferation and target cell killing [193]. ENU studies allowed the initial discovery of mutations in the \textit{Gimap5} and \textit{Unc13d} genes, in the context of two screens that had been designed to detect \textit{in vivo} defective NK cells and cytotoxic T lymphocyte (CTL) responses [194] and MCMV susceptibility [195], respectively. In both cases, \textit{Gimap5}\textsuperscript{G38C} and \textit{Unc13d}\textsuperscript{jinx/jinx} were shown to be associated with defects in NK cell activity and impaired resistance to MCMV infection, which are consistent with the crucial function of NK cells in the early control of MCMV replication. \textit{Gimap5}\textsuperscript{G38C} affects NK cell development, whereas \textit{Unc13d}\textsuperscript{jinx/jinx} NK cells fail to degranulate, a deficit also observed in activated CD8\textsuperscript{+} T cells. Individuals carrying another deleterious mutation, this time in the \textit{Itgb2} gene encoding the integrin β2 CD18, which partially affects NK cell development, are, however, fully resistant to MCMV [196]. In this case, it suggests that even if the β2 integrins are required for optimal NK cell maturation, their partial deficiency could be overcome during MCMV infection, highlighting the robustness of antiviral protective responses.

Other ENU mutations revealed from the screen for host survival against MCMV infection were independently identified in the \textit{Flt3} [197] and \textit{Slfn2} [169] genes. \textit{Flt3}\textsuperscript{wmfl/wmfl} mice have been shown to have impaired DC development, making these cells incapable of supporting the effector function of NK cells [197]. In contrast to \textit{Flt3}\textsuperscript{wmfl/wmfl}, neither DCs, nor NK cells are impaired in \textit{Slfn2}\textsuperscript{1135N} mice [169]. However, both bacterial and viral infections trigger death by apoptosis of peripheral T cells and inflammatory monocytes in \textit{Slfn2}\textsuperscript{1135N} mice, indicating the crucial role of Slfn2 in maintaining quiescence in some immune cells. In addition to these ENU mutants recovered from the MCMV screen, four unrelated mutants, called \textit{Mayday}, \textit{Solitaire}, \textit{Goodnight}, and \textit{Slumber}, were shown to die very early post-infection (\textit{i.e.}, D2-D3 p.i.) before high viral titers could be observed in the spleen and the liver [198]. Their abrupt death was probably not caused by the direct lytic effects of the virus, but mostly by collateral damage, such as the accompanying inflammatory reaction in response to MCMV infection, since this phenotype was also observed after lipopolysaccharides (LPS) or CpG administration. Based on the comparative sequence analysis of these four mutants, their MCMV susceptibility has
been shown to be due to a genetic rearrangement of the \textit{Kcnj8} locus that is likely to have occurred in B6 mice prior to ENU treatment. \textit{Kcnj8} encodes the potassium channel Kir6.1, which maintains the host homeostatic state during the innate immune response. Altogether, these mutations highlight genes that are directly involved in the immune system, but also show the importance of other non-immune signaling pathways, such as homoestasis, in host survival.

8.3. \textit{Herpes Simplex Virus 1}

HSV-1 is the causative agent of herpes simplex encephalitis (HSE), a lethal neurological disease. It is acknowledged that environmental factors have no effect on the pathogenesis of HSE, and no geographical or seasonal patterns in the distribution of the disease have been observed [199,200]. Despite the high seroprevalence of HSV-1 (up to 90\%) [201], HSE pathology is rare and affects only a small proportion of otherwise healthy individuals. Therefore, in addition to HSV-1 infection, the second major cause of the disease is the presence of rare host genetic factors, which play a large part in determining the susceptibility of an individual to HSE. Loss-of-function mutations in the \textit{UNC93B1}, \textit{TLR3}, \textit{TRIF}, \textit{TRAF3}, and \textit{TBK1} genes have been associated with a human genetic predisposition to HSE [202–207], illustrating the critical role of the UNC93B-TLR3-type I IFN pathway in protection against HSV-1. However, these mutations exhibit incomplete penetrance and represent only a minority of HSE cases. This indicates the likely existence of other anti-HSE pathways and may reflect the effects of additional host genetics factors.

8.4. \textit{Screening for Acquired Susceptibility to HSE}

Two breeding schemes have been used in the mutagenesis screen to identify host susceptibility genes to HSV-1 infection. We started with the B6/B10 screen, where mutagenized B6 G0 males were out-crossed to B10. This allowed linkage mapping with the use of a panel of 255 B6/B10 polymorphic markers (SNPs) distributed across the genome [208]. We then switched to a pure B6 genetic background to eliminate the likelihood of epistatic interactions between the B6 and B10 genetic backgrounds. In total (Table 2), 7,802 G3 B6 mice carrying ENU mutations derived from 265 G1 males were infected i.p. with $10^4$ pfu of HSV-1 strain 17. This dose led to lethal encephalitis in susceptible A/J mice, whereas wild-type B6 mice remained unaffected. Following infection, the ENU-mutagenized mice were monitored for two weeks. The phenodeviant offsprings that exhibited clinical signs of disease or succumbed to the infection were considered susceptible. Using this strategy, we revealed eleven deviant pedigrees. One of these led to the identification of a premature stop codon (L3X) in the \textit{Ptprc} gene, which encodes the leukocyte common antigen CD45. \textit{Ptprcl3X} mutant mice showed reduced numbers of CD3+ T and mature follicular B cells, suggesting defects in T and B cell development [209]. In this report, we also demonstrated that CD4+ Th1 cells, by producing IFNγ, help CD8+ T cell recruitment to prevent the dissemination of HSV-1 into the central nervous system, thus protecting mice from lethal HSV-1 infection. Altogether, our data point to CD45 as the first host component involved in the adaptive immune response that directly contributes to susceptibility to HSV-1 and HSE pathology. We are currently investigating the 10 other deviant pedigrees, which have, once again, shown the crucial role of T cells in host survival, but have also revealed that anti-inflammatory factors are critical to protection against HSV-1-induced encephalitis [210].
9. Conclusions and Perspectives

ENU-mutagenesis constitutes an inherently unbiased and powerful approach to the production of new alleles. Technological improvements in high-throughput DNA sequencing, combined with the completion of the mouse genome project [68], have greatly facilitated their identification. The recent introduction of NGS has led to a faster and more efficient identification of ENU mutations, which is particularly helpful for analyzing large mutant collections, especially when mapping data are not available to guide an analysis. New variants generated by ENU-mutagenesis mirror those existing in the human population and also represent a natural complement to null alleles being produced by gene targeting. Finding new ENU-induced alleles will also benefit from the new CRISPR/Cas9 technology. ENU variants, although easier to pinpoint by sequencing, need to be validated experimentally as in any forward genetic approach of gene identification. The CRISPR/Cas9 system appears to be an excellent complement to ENU mutagenesis, allowing candidate point mutations identified by NGS to be efficiently confirmed as causative mutations. The ENU mutagenesis approach has proven to be extremely useful in dissecting the genetic architecture of host defenses against infectious diseases. The approach promises to remain current in the field, being constantly renewed by technological advances such as NGS or genome editing.

As summarized in Table 2, over 30,000 G3 mice were screened by our group for either resistance to *Plasmodium berghei* or susceptibility to *Salmonella typhimurium* and HSV-1 infection. In total, 72 deviant pedigrees have been identified and we have to date confirmed ENU-induced mutations for 10 pedigrees. These mutations highlight gene functions that are directly involved in the immune system (*Foxn1, Jak3, Stat4, Usp18* and *Ptprc*), but also show the importance of other non-immune pathways, such as erythropoiesis and iron metabolism (*Ank1*), in host survival (Table 3). Beutler and colleagues also used the ENU mutagenesis approach, and over 20,000 G3 mice were screened for their susceptibility to MCMV. In parallel, they also developed several “immune” ENU screens, where some phenodviant pedigrees, characterized by defects in the TLR signaling pathway and/or in T/NK cells functions, were then tested for their potential MCMV susceptibility. Of these, it should be noted that among the ENU mutations identified by the group of Beutler, only few were initially revealed by the MCMV in vivo screen (*Stat1, Unc13d, Fli3* and *Slf2*), the others being deduced from other screens (*Tlr9, Trif, Unc93b1, Ikbkg, Eif2ak4, Gimap5*) [178]. This observation can be explained by the fact that in vivo models are more complex than in vitro systems. Indeed, deficiencies in one particular immune cell or signaling pathway can be compensated by the presence of other competent immune cells, making the identification of defective alleles more difficult in vivo.

The ENU mutations identified in *Jak3 (Jak3<sup>W81R</sup>)* and *Ptprc (Ptprc<sup>L3X</sup>)* highlighted the critical nature of T cell function for CM pathogenesis and protection against HSV1 infection, respectively. The robustness of these mouse models of neuroinflammation and their ability to detect genetic effects regulating common pathways critical for neuroinflammation are highlighted by the complementary observations that the *Jak3<sup>W81R</sup>* mutant allele (protective in the ECM screen) confers susceptibility to HSV encephalitis (HSE), while the *Ptprc<sup>L3X</sup>* (causing susceptibility to HSE screen) is protective in the ECM model [211]. This approach could be generalized to other interesting pedigrees, where the role of the ENU mutations could be assessed in these different mouse models of infectious diseases. By cross-testing these mutant pedigrees, it should be possible to reveal common and specific pathways, as
well as cells and proteins, that are crucial in the protection against malaria and Salmonella or viral infections. Moreover, the role of ENU mutations identified in the neuroinflammatory models of ECM and HSE could also be tested in other models of inflammation, such as the model of experimental encephalitis (EAE) that mimics MS, or DSS colitis that models IBD. Preliminary experiments using the EAE model have already suggested that Ptprc<sup>-/-</sup> mice are more resistant to EAE symptoms than wild-type and heterozygous littermate controls [210]. Thus, the cross-testing of these mutant pedigrees in different models of inflammation may provide additional information on the gene function, including its role in the pro- and anti-inflammatory balance. It can also provide novel targets for the development of new drugs that could be used in therapy for acute and chronic inflammatory diseases. As an example, a JAK3 inhibitor, currently in clinical use for the treatment of RA and CD (tasocitinib; Pfizer, New York, NY, USA), has been shown to reduce neuroinflammation and increase survival of Jak3<sup>+/+</sup> heterozygotes in our ECM model [119]. Therefore, pharmacological modulation of JAK3 mimics the effect of its genetic inactivation, indicating that the ECM screen can identify novel pharmacological targets for drug discovery.

Table 3. Genes and pathways identified in ENU screens described in this review.

| Pathway            | Gene        | Screen                  | Phenotype | Reference |
|--------------------|-------------|-------------------------|-----------|-----------|
| TLR signaling      | Cd36        | Immunity→S. aureus      | Susceptible | [165]     |
|                    | Map3k8      | Immunity→Group B streptococcus | Susceptible | [166]     |
|                    | Ptpn6       | Autoimmunity→L. monocytogenes | Susceptible | [172]     |
|                    | Thr9        | Immunity→MCMV           | Susceptible | [179]     |
|                    | Trif        | Immunity→MCMV           | Susceptible | [180]     |
|                    | Unc93b1     | Immunity→MCMV           | Susceptible | [181]     |
|                    | Ikbkg       | Immunity→MCMV           | Susceptible | [183]     |
| Type I IFN signal  | Usp18       | S. Typhimurium           | Susceptible | [156,159] |
|                    | Stat1       | MCMV                    | Susceptible | [182]     |
| Effector           | Eif2ak4     | MCMV                    | Susceptible | [184]     |
|                    | Jak3        | P. Berghei              | Resistant   | [119]     |
|                    | Foxn1       | P. Berghei              | Resistant   | [125]     |
|                    | Stat4       | S. Typhimurium          | Susceptible | [155,156] |
|                    | Tnf         | Immunity→L. monocytogenes | Resistant   | [167]     |
|                    | Gfi1        | Immunity→S. Typhimurium | Susceptible | [170]     |
| Cellular immunity  | Smap5       | Immunity→MCMV           | Susceptible | [194]     |
|                    | Unc13d      | MCMV                    | Susceptible | [195]     |
|                    | Fli3        | MCMV                    | Susceptible | [197]     |
|                    | Slfn2       | MCMV                    | Susceptible | [169]     |
|                    | Ptprc       | HSV-1                   | Susceptible | [209]     |
| Red cell           | Ank1        | S. Typhimurium          | Susceptible | [154]     |
| cytoskeleton       | Ank1        | P. Chabaudi             | Resistant   | [127,128] |
| Homeostasis        | Kcnj8       | MCMV                    | Susceptible | [198]     |
| Lipid metabolism   | Scd1        | Immunity→S. Pyogenes    | Susceptible | [171]     |

One objective of the ENU-mutagenesis approach is to translate and validate knowledge obtained in the mouse infectious context to an improved understanding of human immunity and susceptibility to infection. As a starting point, mouse studies are fundamental for exploring host-pathogen interactions,
especially when orthologous human genes exist. One striking example came from the discovery of the ENU-induced mutation in the mouse Unc93b1 gene that causes susceptibility to MCMV [181]. Based on this finding, the group of JL Casanova identified an autosomal recessive UNC93B deficiency in two human patients with HSE [202]. Furthermore, a survey of the literature has shown that human variants identified in our ECM and HSE screens are risk factors for inflammatory diseases. For example, genetic variants in JAK and STAT family members have been associated with IBD, MS, RA, and SLE [121,122]. PTPRC polymorphisms are associated with autoimmune and inflammatory conditions including MS, SLE, and myasthenia gravis [212]. Thus, the ENU-mutagenesis approach should be continued in combination with GWAS studies, thus providing important insights into the pathways, cells, and proteins that directly impact susceptibility to pathogens, as it constitutes an invaluable resource for identifying novel therapeutic treatments.
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