Comparisons of Soft Decision Decoding Algorithms Based LDPC Wireless Communication System
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Abstract. The Low Density Parity Check (LDPC) forward error correction code provides significant results that have been very close to Shannon limit. This paper compares the Bit Error Rate (BER) performance of soft decision decoding algorithms of LDPC codes on AWGN channel. Devising soft decision decoding algorithms which are good in BER performance requires a comparison of probabilistic, log domain and Min-Sum methods. Simulations are conducted with different parameters using MATLAB workspace to evaluate the LDPC system performance. Results have shown that Min-Sum has outperformed the algorithms of Log Domain and Prob. Domain with a considerable amount of the Signal to Noise Ratio (SNR). Finally, the optimal LDPC parameter values have been selected based on the achieved results which provide superior results.

1. Introduction

The communication device transmits data by a channel or transmitted media, like the wired or wireless, from source to the transmitter. The reliability of the data that has been obtained, is dependent upon the channel, as well as the external noise of the channel. This noise causes signal interference and errors in transmitted data. Based on the coding theorem, Shannon has shown that only in the case where the data rate has been less than that of the channel capacity can effective transmission be achieved. This theorem has shown that, as the length of the code goes to infinity, a set of the rate codes less than the capacity of the channel has the capability [1]. The detection and correction of the errors may be accomplished by adding the redundant symbols to original data referred to as the error correction and correction codes (ECCs). Without the ECCs data required to re-transmit in the case where it could detect an error in received data, the ECC has been referred to as the Forward Error Correction (FEC). Retransmission adds delay, expense and waste to the throughput of the device. For the long distance one-way communications like deep space or satellite communications [2], the ECCs are quite helpful. They have wireless networking apps and storage devices as well.

The Low Density Parity Check (LDPC) has been considered one of the most significant FEC forms. Gallager who is the first suggested these codes in 1962 [3]. Due to hardware complexity at the time, they were ignored for more than thirty years. It gained prominence, however, after MacKay and Neal formally re-introduced it in 1997[4]. It was shown that when designed optimally, LDPC codes can perform quite similarly to the Shannon Limit [5]. Any linear block code through its parity-check matrix can be represented. If this matrix is sparse, it only contains a small number of 1st per column or row, and the code is called a low-density parity-check code.

The LDPC codes recently attracted considerable research attention due to the reduced complexity of the implementation, higher efficiency of the Bit Error Rate (BER) at a lower value of the SNR and inherent code structure, supporting a high parallelism level. In the
applications of the high data rate like the WLAN Wi-Max, Digital Video Broadcasting (DVB-S2) and next-generation (5 G) applications [6] of the latest generation, LDPC codes have now become of increasing popularity and have been adopted. Many research studies on LDPC codes have been important. Researchers in [7] proposed decoding of the modified LDPC using the modulation of the Binary Phase Shift Keying (BPSK) that has been useful in optical fiber communications. Following the simulation, they have discovered that at 0.5 SNR, they had a BER near zero. Furthermore, in [8] the proposed standard masking matrix was introduced for Quasi-Cyclic LDPC (QC-LDPC) codes with a girth of a minimum of six. Then the irregular codes are built with the use of an enhanced finite field approach and the Progressive Edge-Growth (PEG) method, resulting in large girth and fewer short cycles. Simulations indicate that in the proposed codes, the lower error floor as well as the good waterfall performance have been found. In addition, the author in [9] used LDPC codes to enhance the knowledge hiding operation. Finally, in [10], the researcher identified the implementation of a common and embedded decoder to test the decoder. This hardware / software implementation technique gave the maximum flexibility for the hardware-based simulator framework to be improved and rapidly prototyped.

The purpose of this paper is to analyze the actions of an LDPC code-based on soft decision decoder communication mechanism represented by the Prob. Domain, Log Domain and Min-Sum Algorithms (MSA). These algorithms are used to display the potential of every one of the forms with a different number of the block length values (N), a number of 1s for each one of the columns (Wc), and iterations. The differences between all decoders will be observed in terms of the BER, complexity and delay time, to pick the best of them.

2. Low Density Parity Check (LDPC) Code

The LDPC code has been assumed with a matrix of the parity check $H = [H_{MxN}]$ has been viewed as an LDPC code, containing several 0s and only a limited amount of the 1s. The matrix of the parity search $H$ has N columns and M rows. Only regular LDPC codes have been considered. The regular LDPC codes’ characteristics are that every one of the columns has a constant "1" number (i.e. weight of the column) Every one of the rows has a constant "1" number (i.e. weight of the row), although every one of the rows has a constant "1" number (i.e. the weight of the row). The weight of the column is often not the same as the line weight. The code of the LDPC has been defined by the code of the LDPC (N, y, k), where N represents the repeated, utilize a different code-word term length, and j, k represents the LDPC code column and the weight of the row, respectively [11]. The LDPC code rate is $\frac{1-y}{k} = 1-\frac{M}{N}$. The regular, parity-check matrix of 8-bit code length is defined by

$$H = \begin{bmatrix} v_1 & v_2 & \cdots & v_x \\ 0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 \\ 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\ 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \end{bmatrix},$$

,where $x = 1, 2, \ldots N$ and $y = 1, 2, \ldots M$

Another $H$ matrix representation can be seen as the Tanner graph consists of check nodes sets and variable nodes that correspond to each $H$ matrix row and column, respectively, as shown in Figure 1 [12].
2.1. Encoder
The encoder utilizes the generator matrix for encoding information bits to producing code-word. Parity check matrix and generator are considered to be inter-related. With regards to standard form, parity check matrix will be provided as follows [13]:

\[ H = [A|I_{n-k}] \]  \hspace{1cm} (1)

and generator matrix is:

\[ G = [I_k|A^T] \]  \hspace{1cm} (2)

A codeword \( C \) will be generated as follows:

\[ C = UG. \]  \hspace{1cm} (3)

In which \( U \) represent block related to the information bits and \( G \) represent the generator matrix. Valid code-word should be verified as follows:

\[ HC^T = 0. \]  \hspace{1cm} (4)

where \((.)^T\) represents the transpose matrix. In the case when the result in (4) is non-zero, then \( C \) will be invalid, also the error correction procedure will be utilized in such condition.

2.2. Decoder
The decoder of parity check is iterative included two main categories, hard and soft decisions. The message-passing algorithm of the soft decision also known Sum-Product Algorithm (SPA) where the input of each received bit is represented by the probability of prior information received from the channel. Depending on the message structure between variable nodes and check nodes, SPA can be classified into: Probability Domain, Log Domain and Min-Sum SPA.

2.2.1. Prob. Domain
This algorithm applies real values of the likelihood in iterative planning to messages between the check nodes and the variable nodes. The following steps define the procedure [14].

Step 1: Messages from the variable nodes for checking nodes indicated as \( q_{x,y} \) will be initialized to probability \((p_1^0 \text{ and } p_1^1)\) values with the use of (5) and (6). This is achieved once for decoding of each received codeword

\[ q_{x,y}^1 = p_1^1 = \frac{1}{1 + e^{-2y_x/\sigma^2}} \]  \hspace{1cm} (5)

\[ q_{x,y}^0 = 1 - p_1^1 \]  \hspace{1cm} (6)
Where

\( p_i^0\) and \( p_i^1\) : The probabilities of codeword from the AWGN channel.

\( \sigma \) : The noise variance \((\sigma^2 = N_0/2)\).

\( q_{x,y} \) : Gathering of information from check nodes to corresponding variable nodes.

Step 2: Messages will be evaluated (variable node process) from the check nodes to the variable nodes [14].

\[
\bar{r}_{y,x}^0 = \frac{1}{2} \left[ 1 + \prod_{x' \in \text{row}[y]/[x]} (q_{x',y}^0 - q_{x',y}^1) \right]
\]

Step 3: Messages from the bit nodes for checking nodes will be determined (check node process).

\[
q_{y,x}^0 = \alpha_{x,y} p_i^0 \prod_{y' \in \text{col}[x]/[y]} \bar{r}_{y',x}^0
\]

\[
q_{y,x}^1 = \alpha_{x,y} p_i^1 \prod_{y' \in \text{col}[x]/[y]} \bar{r}_{y',x}^1
\]

Step 4: The extrinsic probability values of decoder output bits are computed and the hard decision is made according to \( Q_x \) value [14].

\[
Q_x^0 = \alpha_x \prod_{y \in \text{col}[x]} \bar{r}_{y,x}^0
\]

\[
Q_x^1 = \alpha_x \prod_{y \in \text{col}[x]} \bar{r}_{y,x}^1
\]

\[
\hat{C}_x = \begin{cases} 
1 & \text{if } Q_x^1 > 0.5 \\
0 & \text{Otherwise}
\end{cases}
\]

Step 5: Syndrome check.

\[
\hat{C}_i \times H^T = \delta
\]
If \( \hat{S} \) is a zero vector this indicates received code word will be correctly decoded. Or else, the decoding will continue through repeating the algorithm beginning from Step2 until arrived to the maximum number of iterations.

2.2.2. Log Domain.

With the exception of using log-likelihood ratios (LLR) instead of real probability, this algorithm is close to the probability domain in its calculation. Which is why, rather than \( q_{x,y} \) values \( L(q_{x,y}) \) values are utilized, which are computed as \( \pm \log \frac{q_{x,y}^k}{q_{x,y}^g} \). As same as \( r_{x,y} \) values replaced with \( L(r_{x,y}) \) \( \pm \log \frac{r_{x,y}^k}{r_{x,y}^g} \). Its process has described by the following steps [15].

**Step1**: Messages from the variable nodes for checking nodes indicated as \( L(q_{x,y}) \) will be initialized to LLR \( L(p_x) \) values with the use of (5) and (6). This is achieved once for decoding of each received codeword.

\[
L(p_x) = \log \frac{p_x^0}{p_x^1} = \frac{2}{\sigma^2} y_x
\]

\[
L(p_x) = L(q_{x,y})
\]

Where

\( y_x \) : The received data with AWGN.

**Step 2**: Messages to variable nodes from the check nodes will be computed as LLR (process of variable nodes).

\[
L(r_{y,x}) = 2 \tan^{-1} \left( \prod_{x' \in \text{row}[y]} \tanh \left( \frac{L(q_{x',y})}{2} \right) \right)
\]

Where

\( x' \in \text{row}[y] \) indicates indices \( x' \) \( (1 \leq x' \leq n) \) of all bits in \( y \) \( (1 \leq y \leq m) \) that have value one.

**Step3**: Messages from bit nodes for checking nodes will be estimated as LLR (check node process).

\[
L(q_{x,y}) = L(p_x) + \sum_{y' \in \text{col}[x]} L(r_{y,x})
\]

**Step4**: Extrinsic LLR values regarding decoder output bits have been estimated and the hard decision is made according to \( Q_x \) value [15].

\[
L(Q_x) = L(p_x) + \sum_{y' \in \text{col}[x]} L(r_{y,x})
\]

\[
\hat{c}_x = \begin{cases} 
1 & \text{if } Q_x^1 > 0.5 \\
0 & \text{Otherwise}
\end{cases}
\]
Step 5: Syndrome check.

\[ \hat{c}_x \times H^T = \hat{S} \]  

(19)

If \( \hat{S} \) is a zero vector this indicates received code word is correctly decoded. Or else, decoding will continue through algorithm starting from Step 2 until it arrived at the maximum number of iterations.

2.2.3. Min-Sum SPA

It is the most simplified decoding algorithms. To reduce the computational complexity in (21) of Log Domain step 2 it will modify as followed [16]:

\[ L(r_{y,x}) = \prod_{x' \in \text{raw}[y]} \text{sign}(L(q_{x',y})) \min(|L(q_{x',y})|) \]  

(20)

However, comparing to SPA decoder, the MSA decoder achieves higher BER. Thus, in terms of differentiated LDPC decoding, there is a trade-off between the efficiency and the complexity.

3. Design of the System

The LDPC architecture includes primarily 4 key blocks, transmitting random bits and then transmitting them via the AWGN channel and after that through the LDPC Decoder. Obtaining the performance of the simulation using MATLAB version 2019a work space as shown in Figure 2.

![Figure 2. The block diagram of system module.](image)

First, the source-generated binary bits are encoded with LDPC code to be transmitted with different (block length per frame, number of iterations per column (Wc) and number of iterations). The encoder receives a message which is represented by a number of the bits that need to be transmitted with a 250-bit length; the message will be multiplied by H matrix for the production of encoded message (i.e. code-word) with 500 bits length due to the code rate is set to 1/2. BPSK is used as a modulation technique for avoiding the distortions which are related to the binary ASK. The SNR ranges between -4 and 8 dB. Depending on the environment of the communication device, the channel will add a sound. In this study, the Additive White Gaussian Noise (AWGN) channel was considered with such a 0 mean and power spectral density relative to N0/2. The signal \( r_k \) obtained will be interpreted by:

\[ r_k = S_k + n_k \]  

(21)

Where

\( S_k \) : is transmitted signal
\( n_k \) : is AWGN channel.

The received signal \( r_k \) will enter to the decoder. The decoder is a means of interpreting and converting coded information through one of the decoding methods into a comprehensible
form. Three forms of soft decision decoders are used in this study, namely Prob. Domain, Log Domain and MSA. The most significant device module parameters are mentioned in table 1.

**Table 1.** The parameter of the system module.

| System parameters                    | Value                                                                 |
|---------------------------------------|----------------------------------------------------------------------|
| **Decoded methods of LDPC**           | Prob. Domain, Log Domain and MSA product                            |
| **Channel**                           | AWGN with N0/2                                                        |
| **Modulation**                        | BPSK                                                                 |
| **Number of bit per Column (Wc)**     | 3, 5, 9                                                              |
| **Number of iteration**               | 3: 2: 9                                                              |
| **Block length (No. of bit in frame)**| 150:100:450                                                           |
| **Number of information bit**         | 250                                                                  |

The simulation model can be represented by the flow chart.

```
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I <= No. of iteration
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Decoder Process

§ = 0

yes

Stop

```
4. Results and Discussion

To demonstrate the LDPC system instead of performance. The results are given in terms of the BER as a function of SNR. In this paper, three LDPC decoding algorithms with an SNR range from -4 to 8 dB are used. Different parameters are varied in all simulations, such as N from 150:100:450, Wc from 3:2:9 and iteration from 3:2:9.

First, to investigate the impact of increasing of iteration for each of the decoder types, a variety of iteration numbers from 3:2:9 are added with N and Wc values equal to 250 and 3, respectively. Performance of Prob. Domain, Log Domain, and MSA are explained in Figures 4, 5 and 6.
Figures 4, 5 and 6 indicated that the increase of the iterations would enhance the efficiency of the BER. However, with little improvement in the performance of the SNR, it will also increase the delay. Note, Prob. Domain, Log Domain and MSA achieve $10^{-4}$ BER for iteration 5 approximately at the same SNR, so that iteration 5 can be categorized with acceptable delay also as best iteration.

Next, to demonstrate the impact of the increase in the $W_c$ for every decoder with $N$ equal to 250, $W_c$ ranges from 3 to 9, iteration is 5, which is chosen from the previous section as the best iteration. The decoding efficiency of Prob. Domain, Log Domain and MSA is illustrated in figures 7, 8 and 9, respectively.

Figure 6. LDPC code performance using MSA.

Figure 7. LDPC code performance using the algorithm of Prob. Domain.
Figure 8. LDPC code performance using the algorithm of Log Domain.

Figure 9. LDPC code performance using MSA.

Show the result optimal BER is accomplished when \( W_c \) equals 3. In contrast, the worst BER is accomplished when \( W_c \) equals 9, which indicates that performance deterioration in the BER of LDPC for those algorithms will be induced when the number of 1s per column is increased. This is because the short cycles in the parity check matrix are formed. The Min-Sum have outperformed the algorithms of Log Domain and Prob. Domain with a considerable amount of the Signal to Noise Ratio (SNR).

Finally, from the two previous parts, \( W_c \) equals 3, iteration is 5; however, \( N \) ranges between 150 and 450; all 3 decoder types are implemented with the optimal parameters to illustrate the impact of the increase in the length of the block for every one of the decoder types. Figures 10, 11 and 12 clarify the results of Prob. Domain, Log Domain, and MSA.
It is quite clear from Figures 10, 11 and 12 that the increase in a block length enhances the efficiency of the proposed algorithm which is, predicated on Shannon’s theorem that when we
have sent accurately coded data via a noisy channel of communication, which has utilized the long block length values at rates that are lower than the channel power, the likelihood of error will reach 0. Therefore, the increase in the code length results in a low error likelihood.

It can be noted from previous results that when using Prob. Domain, Log Domain and MSA, the results indicate that similar performance is demonstrated. In comparison, they were increasing Log Domain, Prob. Domain and MSA iterations results in more delay time and higher complexity. However, the results would be more sufficient so that good results, delay, and complexity can be trade-offed.

5. Conclusion
In this paper, an LDPC code communication system with three types of soft decision decoders (Prob. Domain, Log Domain and MSA) is simulated to extract the AWGN channel performance. We used the LDPC Log Domain, Prob. Domain and MSA product System parameters and Value Decoded methods, with AWGN Channel of N0/2, Modulation BPSK, Number of bit per column (Wc) 3:9, Number of iteration 3: 2:7, Block length (Number of bit in frame) :150:100:550, Number of bit information 250. In our simulations, the results show that when the amount of iterations is increased, the performance of those algorithms are improved, there has been a disadvantage for increasing amount of iterations for decoding methods, the time of the decoding will increase. The BER performance of the LDPC is increased as well when the code's length is increased. The behaviors of Log Domain, Prob. domain and MSA algorithms are incredibly for the same block length. An additional important factor is that when the performance of the one per column is increased, the BER gets worse due to the structure of short cycles within the confirmation matrix and the difficulty of integrating those cycles.
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