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Abstract

We develop a generic method for bounding the convergence rate of an averaging algorithm running in a multi-agent system with a time-varying network, where the associated stochastic matrices have a time-independent Perron vector. This method provides bounds on convergence rates that unify and refine most of the previously known bounds. They depend on geometric parameters of the dynamic communication graph such as the weighted diameter or the bottleneck measure.

As corollaries of these geometric bounds, we show that the convergence rate of the Metropolis algorithm in a system of $n$ agents is less than $1 - 1/4n^2$ with any communication graph that may vary in time, but is permanently connected and bidirectional. We prove a similar upper bound for the EqualNeighbor algorithm under the additional assumptions that the number of neighbors of each agent is constant and that the communication graph is not too irregular. Moreover our bounds offer improved convergence rates for several averaging algorithms and specific families of communication graphs.

Finally we extend our methodology to a time-varying Perron vector and show how convergence times may dramatically degrade with even limited variations of Perron vectors.

1 Introduction

Motivated by the applications of the Internet and the development of mobile devices with communication capabilities, the design of distributed algorithms for networks with a swarm of agents and time-varying connectivity has been the subject of much recent work. The algorithms implemented in such dynamic networks ought to be decentralized, using local information, and resilient to mobility and link failures while remaining efficient.

One of the basic problems arising in multi-agent networked systems is an agreement problem, called asymptotic consensus, or just consensus, in which agents are required to compute values that become infinitely close to each other. For example, in clock synchronization, agents attempt to maintain a common time scale; or sensors may try to agree on estimates of a certain variable; or vehicles may attempt to align their direction of motions with their neighbors in coordination of UAV’s and control formation.

1.1 Network model and averaging algorithms

Let us consider a fixed set of agents that operate synchronously and communicate by exchanging values over an underlying time-varying communication network. In the consensus problem, the
objective is to design distributed algorithms in which the agents start with different initial values and reach agreement on one value that lies in the range of the initial values. The term of constrained consensus is used when the goal is to compute a specific value in this range (e.g., the average of the initial values).

Natural candidates for solving the consensus problem are the averaging algorithms in which each agent maintains a scalar variable that it repeatedly updates to a convex combination of its own value and of the values it has just received from its neighbors. The weights used by an agent can only depend on local information available to this agent. The matrix formed with the weights at each time step of an averaging algorithm is a stochastic matrix, and the graph associated to the stochastic matrix coincides with the communication graph. Hence, in the discrete-time model, every execution of an averaging algorithm determines a sequence of stochastic matrices.

Every averaging algorithm corresponds to a specific rule for computing the weights. Three averaging algorithms are of particular interest, namely the EqualNeighbor algorithm with weights equal to the inverse of the degrees in the communication graph, its space-symmetric version called Metropolis, and the FixedWeight algorithm which is a time-uniformization of the EqualNeighbor algorithm in the sense that each agent uses some bound on its degree instead of its (possibly time-varying) degree. A specific feature of the Metropolis algorithm is to address the constrained consensus problem with convergence on the average of the initial values.

The convergence of averaging algorithms has been proved under various assumptions on the connectivity of the communication graph, in particular when it is time-varying but permanently connected [15, 2]. The goal in this paper is to establish novel and tight bounds on the convergence rates of averaging algorithms that depend on geometric parameters of the communication graph. As demonstrated in the simple case of a fixed communication graph and fixed weights, the convergence rate involves the second largest singular values of the corresponding stochastic matrices. Thus a primary step is to develop geometric bounds of these singular values and to get some control on the successive associated eigenspaces.

1.2 Contribution

In this paper, our first contribution concerns upper bounds on the second largest eigenvalue of a reversible stochastic matrix. We start with a bound analytic in the sense that it only depends on the entries of the matrices and of their Perron vectors, and then develop a geometric bound expressed in terms of a new graph invariant, the weighted diameter, that takes into account some path redundancy in a graph. This second bound is incomparable with previous geometric bounds derived through Cheeger-like inequalities or Poincaré inequalities, and is often much easier to compute.

These bounds on the spectral gap immediately lead to bound the second largest singular value of reversible stochastic matrices. In the non-reversible case, we generalize the method developed by Nedić et al. for doubly stochastic matrices [18], and give an analytic bound on the second largest singular value that is weaker than our geometric bound, but holds in the general case of possibly non-reversible stochastic matrices.

Our second contribution is a generic method for bounding the convergence rate of an execution of an averaging algorithm when the associated stochastic matrices have all the same Perron vector. Combined with the above bounds on the second largest singular value, this method provides bounds on convergence rates that unify and refine most of the previously known bounds. Basically, the approach consists in masking time fluctuations of the network topology by a constant Perron
vector. Two typical examples implementing this strategy for coping with time-varying topologies are the Metropolis algorithm and the FixedWeight algorithm. Using the geometric bounds developed herein, our method offers improved convergence rates of these algorithms for large classes of communication graphs.

We show that for any time-varying topology that is permanently connected and bidirectional, the convergence rate of the Metropolis algorithm is at most $1 - \frac{1}{4n^2}$, where $n$ is the number of agents. As a byproduct, we obtain that the second largest eigenvalue of the random walk on a connected regular bidirectional graph is in $1 - O(n^{-2})$. A similar result holds for the EqualNeighbor algorithm with limited degree fluctuations over both time and space: the convergence rate is less than $1 - \frac{1}{(3 + d_{\max} - d_{\min})n^2}$ if each agent has a constant number of neighbors in the range $[d_{\min}, d_{\max}]$. These two quadratic bounds exemplify the performance of the Poincaré inequality developed by Diaconis and Stroock [7].

Finally, we extend our methodology to a time-varying Perron vector: we provide a heuristic analysis of the convergence rates of averaging algorithms that demonstrates how time-fluctuations of Perron vectors may lead to exponential degradation of convergence times. Our approach consists in replacing the Euclidean norm associated to the Perron vector by the generic semi-norm $N(x) = \max(x_i) - \min(x_i)$ defined on $\mathbb{R}^n$, which does not depend on Perron vectors anymore.

**Related work.** Several geometric bounds on the second largest eigenvalue and the second largest singular value of a reversible stochastic matrix have been previously developed (e.g., see [24, 23, 7, 13]). Our geometric bound expressed in terms of the weighted diameter of the associated graph is novel to the best of our knowledge. The analytic bound has been developed by Nedić et al. in the special case of doubly stochastic matrices [18].

Concerning the convergence rate of averaging algorithms, there is also considerable literature. Let us cite the bounds established by Landau and Odlyzko [12] for the EqualNeighbor algorithm and by Xiao and Boyd [25] for the Metropolis algorithm, both on a fixed topology, the one developed by Cucker and Smale for modelling formation of flocks in a complete graph [5], the bound by Olshevsky and Tsitsiklis which concerns the EqualNeighbor algorithm with constant degrees [21, 22], the analytic bound developed by Nedić et al. [18] in the case of doubly stochastic matrices (and hence, with the typical application to the Metropolis algorithm), and the one developed by Chazelle [4] for the FixedWeight algorithm. All these bounds are encompassed by those presented in this paper.

The last three references, namely [22, 18, 4], deal with time-varying topologies, and establish bounds on convergence rates by arguments that crucially use the existence of a constant Perron vector. The case of time-varying Perron vectors is addressed by Nedić and Liu [16] with a different method than ours: instead of dealing with the sequence of Perron vectors and using the non-Euclidean norm $N$, they consider the absolute probability sequence associated with the sequence of stochastic matrices [11] and the sequence of associated Euclidean norms.

The key point of geometric bounds is to provide better bounds for families of graphs sharing some geometric invariants. This idea has been developed in several articles, providing different bounds for specific averaging algorithms and specific bidirectional topologies: the EqualNeighbor algorithm over bidirectional trees in [21], any symmetric algorithm – corresponding to stochastic matrices that are all symmetric – over the complete graph in [5], and the Lazy Metropolis algorithm, a variant of Metropolis, over various bidirectional graphs in [17]. All these previous bounds may be directly derived from our geometric bounds, or even may be improved (e.g., in the case of Lazy Metropolis on a star graph).
From the quadratic bound on the hitting time of Metropolis walks established by Nonaka et al. [19], Olshevsky [20] deduced that the convergence rate of the Lazy Metropolis algorithm in any system of \( n \) agents connected by a fixed bidirectional communication graph is less than \( 1 - 1/71n^2 \), leaving open the question of a quadratic bound for Metropolis over a dynamic topology. Our general quadratic bound for the Metropolis algorithm is obtained with a different approach based on the discrete analog of the Poincaré inequality developed by Diaconis and Strook [7]. Applied to Lazy Metropolis, our approach gives the improved bound of \( 1 - 1/8n^2 \). It also proves that the quadratic time complexity result in [20] extends to the case of time-varying topologies.

2 Preliminaries on stochastic matrices

2.1 Notation

Let \( n \) be a positive integer and let \([n] = \{1, \ldots, n\}\). For every positive probability vector \( \pi \in \mathbb{R}^n \), we define
\[
<x, y>_\pi = \sum_{i \in [n]} \pi_i x_i y_i,
\]
that is a positive definite inner product on \( \mathbb{R}^n \). The associated Euclidean norm is denoted by \( \| . \|_\pi \).

For any \( n \times n \) square matrix \( P \), \( P^\dagger_\pi \) denotes the adjoint\(^1\) of \( P \) with respect to the inner product \( < ., >_\pi \). We easily check that
\[
P^\dagger_\pi = \frac{\pi_j}{\pi_i} P_{ji}.
\]
Equivalently,
\[
P^\dagger_\pi = \delta^{-1}_\pi P^T \delta_\pi
\]
where \( \delta_\pi = \text{diag}(\pi_1, \ldots, \pi_n) \) and \( P^T \) is \( P \)'s transpose.

Let 0 denote the null vector in \( \mathbb{R}^n \). The real vector space generated by \( 1 = (1, \ldots, 1)^T \) is denoted by \( \Delta = \mathbb{R}.1 \), and \( \Delta^\perp_\pi \) is the orthogonal complement of \( \Delta \) in \( \mathbb{R}^n \) for the inner product \( < ., >_\pi \). Clearly, \( \| 1 \|_\pi = 1 \).

Another norm on \( \Delta^\perp_\pi \) is provided by the restriction to \( \Delta^\perp_\pi \) of the semi-norm \( N \) on \( \mathbb{R}^n \) defined by
\[
N(x) = \max_{i \in [n]} (x_i) - \min_{i \in [n]} (x_i).
\]

2.2 Reversible stochastic matrices

Let \( P \) be a stochastic matrix of size \( n \), and let \( G_p \) denote the directed graph associated to \( P \). We assume throughout that \( P \) is irreducible, i.e., \( G_p \) is strongly connected. The Perron-Frobenius theorem shows that the spectral radius of \( P \), namely 1, is an eigenvalue of \( P \) of geometric multiplicity one. Then \( P \) has a unique Perron vector, that is, there is a unique positive probability vector \( \pi_p \) such that \( P^T \pi_p = \pi_p \). The matrix \( P^\dagger_\pi P \), simply denoted \( P^\dagger \), is stochastic. Indeed,
\[
\left( \delta^{-1}_\pi P^T \delta_\pi \right) 1 = \left( \delta^{-1}_\pi P^T \right) \pi_p = \delta^{-1}_\pi \pi_p = 1.
\]

---

\(^1\)The adjoint of a linear operator \( P \) for an inner product \( < ., > \) in \( \mathbb{R}^n \) is the unique linear operator, denoted \( P^\dagger \), satisfying
\[
\forall x, y \in \mathbb{R}^n, \ <Px, y> = <x, P^\dagger y>.
\]
Since $\langle Px, 1 \rangle_\pi = \langle x, P^\dagger 1 \rangle_\pi = \langle x, 1 \rangle_\pi$, the vector space $\Delta_{\pi P}$, denoted $\Delta_{\pi}$ for short, is stable under the action of $P$, i.e., satisfies $P(\Delta_{\pi}) \subseteq \Delta_{\pi}$. Moreover the two matrices $P$ and $P^\dagger$ share the same Perron vector.

The matrix $P$ is said to be $\pi$-self-adjoint if $P^\dagger_\pi = P$. A simple argument based on the unicity of the Perron vector of an irreducible matrix shows that if $P$ is $\pi$-self-adjoint, then $\pi$ is $P$’s Perron vector, i.e., $\pi = \pi_P$. In this case, the matrix $P$ is said to be reversible.

### 2.3 A formula à la Green

We start with an equality that is a generalization of Green’s formula.

**Proposition 1.** Let $\pi$ be any positive probability vector in $\mathbb{R}^n$, and let $L$ be a square matrix of size $n$. If $L$ is $\pi$-self-adjoint and $L1 = 0$, then for all vector $x \in \mathbb{R}^n$, it holds that

$$
\langle x, Lx \rangle_\pi = -\frac{1}{2} \sum_{i,j} \pi_i L_{i,j} (x_i - x_j)^2.
$$

**Proof.** First we observe that

$$
\sum_{i,j} \pi_i L_{i,j} (x_i - x_j)^2 = \sum_{i \neq j} \pi_i L_{i,j} (x_i - x_j)^2 = \sum_{i \neq j} \pi_i L_{i,j} x_i^2 + \sum_{i \neq j} \pi_i L_{i,j} x_j^2 - 2 \sum_{i \neq j} \pi_i L_{i,j} x_i x_j.
$$

Moreover,

$$
\sum_{i \neq j} \pi_i L_{i,j} x_j^2 = \sum_{i \neq j} \pi_j L_{j,i} x_j^2 = \sum_j \pi_j \left( \sum_{i \neq j} L_{j,i} \right) x_j^2 = -\sum_{j} \pi_j L_{j,j} x_j^2.
$$

The first equality holds because $L$ is $\pi$-self-adjoint, and the third one is a consequence of $L1 = 0$. Hence, the first two terms are both equal to $-\sum_{i} \pi_i L_{i,i} x_i^2$, and

$$
\sum_{i,j} \pi_i L_{i,j} (x_i - x_j)^2 = -2 \left( \sum_i \pi_i L_{i,i} x_i^2 + \sum_{i \neq j} \pi_i L_{i,j} x_i x_j \right).
$$

Besides, we have

$$
\langle x, Lx \rangle_\pi = \sum_{i,j} \pi_i L_{i,j} x_i x_j = \sum_i \pi_i L_{i,i} x_i^2 + \sum_{i \neq j} \pi_i L_{i,j} x_i x_j
$$

and the lemma follows. \qed

When $L$ is only supposed to satisfy $L1 = 0$ and $L^T \pi = 0$, Proposition 1 applied to the $\pi$-self-adjoint matrix $\frac{L + L^T}{2}$ shows that the Green’s formula still holds for any vector $x \in \mathbb{R}^n$. 

---
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2.4 Norms on $\Delta^\perp$.

If $P$ is a reversible stochastic matrix, then $L = I - P$ is $\pi_P$-self adjoint and $L 1 = 0$. Proposition 1 shows that the quadratic form $Q_P$ defined as

$$Q_P(x) = \langle x, x - Px \rangle_{\pi_P}.$$

satisfies the identity

$$Q_P(x) = \frac{1}{2} \sum_{i \neq j} \pi_i P_{i,j} (x_i - x_j)^2.$$  \hspace{1cm} \text{I.g}

Hence, $Q_P$ is non-negative and its restriction to $\Delta^\perp P$ is positive definite since every non-null vector in $\Delta^\perp P$ has two different entries.

Because $P$ is reversible, it has $n$ real eigenvalues $\lambda_1(P), \ldots, \lambda_n(P)$ that satisfy

$$-1 \leq \lambda_n(P) \leq \ldots \leq \lambda_2(P) \leq \lambda_1(P) = 1.$$  \hspace{1cm} \text{I.h}

The Perron-Frobenius theorem shows that if, in addition, $P$ has a positive diagonal entry, then the first and the last inequalities are strict.

Besides, we obtain the classical minmax characterization of the eigenvalues of reversible stochastic matrices.

**Lemma 2.** Let $P$ be any reversible stochastic matrix, and let $\pi$ be its Perron vector. For any positive real number $\gamma$, the two following assertions are equivalent

1. $\lambda_2(P) \leq 1 - \gamma$;
2. $\forall x \in \Delta^\perp P$, $Q_P(x) \geq \gamma \|x\|^2_\pi$.

In other words, $\lambda_2(P) = 1 - \inf_{x \in \Delta^\perp P \setminus \{0\}} \frac{Q_P(x)}{\|x\|^2_\pi}$.

**Proof.** Let $\{\varepsilon_1, \ldots, \varepsilon_n\}$ be an orthonormal basis for the inner product $\langle ., . \rangle_\pi$ such that $\varepsilon_1 = 1$ and for each index $i \in [n],$

$$P\varepsilon_i = \lambda_i(P) \varepsilon_i.$$  \hspace{1cm} \text{I.i}

Let $z_1, \ldots, z_n$ the components of $x$ in this basis, namely,

$$x = z_1 \varepsilon_1 + \cdots + z_n \varepsilon_n.$$  \hspace{1cm} \text{I.j}

Hence,

$$Q_P(x) = \sum_{i \in [n]} (1 - \lambda_i(P)) z_i^2$$

which shows the equivalence of the two assertions in the lemma.  \hspace{1cm} \square

Another corollary of Proposition 1 is the following inequality between the two norms $\| . \|_\pi$ and $N$ on $\Delta^\perp$, where $\pi$ is any positive probability vector.
Corollary 3. Let $\pi$ be any probability vector in $\mathbb{R}^n$. For every vector $x$ in $\Delta^{\perp \pi}$, it holds that

$$
\|x\|^{2}_{\pi} = \frac{1}{2} \sum_{i \in [n]} \sum_{j \in [n]} \pi_i \pi_j (x_i - x_j)^2. \quad (1)
$$

Moreover, the Euclidean norm $\|\cdot\|_{\pi}$ is bounded above on $\Delta^{\perp \pi}$ by the semi-norm $N / \sqrt{2}$, i.e.,

$$
\forall x \in \Delta^{\perp \pi}, \ N(x) \geq \sqrt{2} \|x\|_{\pi}.
$$

Proof. Let us consider the orthogonal projector $1 \cdot \pi^T$ on $\Delta$. Thus, for any vector in $x \in \Delta^{\perp \pi}$, we have

$$
\|x\|^{2}_{\pi} = \langle x, x - 1 \cdot \pi^T . x \rangle_{\pi}.
$$

Since $1 \cdot \pi^T$ is stochastic and reversible, Proposition 1 gives

$$
\|x\|^{2}_{\pi} = \frac{1}{2} \sum_{i \in [n]} \sum_{j \in [n]} (x_i - x_j)^2 \pi_i \pi_j.
$$

The inequality $N(x) \geq \sqrt{2} \|x\|_{\pi}$ immediately follows.

2.5 Relation with electric networks

The theory of reversible random walks on graphs, and consequently of reversible stochastic matrices, is known to be closely related to the theory of electric networks (e.g., see [8] or [14] for self-contained presentations and references). It turns out that various quantities attached to stochastic matrices that arise in this article admit physical interpretations in terms of electric networks.

In this correspondence, the electric networks are resistor networks, i.e., a number $n \geq 2$ of resistors configured into a given (undirected) graph $G = ([n], E)$ without self-loops: each edge $(i, j) \in E$ corresponds to a resistance $R_{ij}(= R_{ji}) \in \mathbb{R}^+$. The conductance of the edge $(i, j)$ is defined as

$$
C_{ij} = R_{ij}^{-1}.
$$

For every node $i \in [n]$, we may then introduce the quantity

$$
C_i = \sum_{j \in N_i} C_{ij},
$$

where $N_i$ denotes the set of $i$’s neighbors in $G$, and define the stochastic matrix $P$ by

$$
P_{ij} = \begin{cases} 
C_{ij} / C_i & \text{if } j \in N_i \\
0 & \text{otherwise.}
\end{cases}
$$

It is straightforward to see that the $i$-th entry of $P$’s Perron vector is equal to

$$
\pi_i = C_i C^{-1} \text{ where } C = \sum_{i \in [n]} C_i
$$
and that $P$ is reversible. In this setting, the value of the quadratic form $Q_P$ on some vector $x \in \mathbb{R}^n$ may be written

$$Q_P(x) = \frac{1}{2C} \sum_{i \neq j} (x_i - x_j)^2.$$ 

Consequently, $CQ_P(x)$ represents the power dissipated by the resistors in the network when the voltages of its nodes $1, 2, \ldots, n$ are $x_1, x_2, \ldots, x_n$, respectively.

### 3 The spectral gap of a reversible stochastic matrix

#### 3.1 An analytic bound

We start by introducing the following notation: given a stochastic matrix $P$ and its Perron vector $\pi$, we set

$$\mu(P) = \min_{\emptyset \subsetneq S \subseteq [n]} \left( \sum_{i \in S} \sum_{j \notin S} \pi_i P_{ij} \right)$$

where the minimum is over the non-empty and strict subsets of $[n]$. 

In terms of electric networks (cf. Section 2.5), the quantity

$$C \sum_{i \in S} \sum_{j \notin S} \pi_i P_{ij} = \sum_{i \in S} \sum_{j \notin S} \pi_i C_{ij}$$

coincides with the conductance of the resistors linking $S$ and its complement, all set in parallel. Consequently, $C\mu(P)$ may be seen as the “maximal resistance” of a circuit obtained by dividing it into two parts and by “short-circuiting” the nodes in each of these two parts.

**Lemma 4** (Lemma 8 in [18]). *If $P$ is a reversible stochastic matrix, then for every vector $x \in \mathbb{R}^n$,.*

$$Q_P(x) \geq \frac{\mu(P)}{n-1} (N(x))^2.$$ 

**Proof.** Using index permutation, we assume that $x_1 \leq \ldots \leq x_n$. Since for any nonnegative numbers $v_1, \ldots, v_k$, we have

$$(v_1 + \cdots + v_k)^2 \geq v_1^2 + \cdots + v_k^2,$$

it follows that

$$\sum_{i<j} \pi_i P_{ij} (x_i - x_j)^2 \geq \sum_{i<j} \left( \pi_i P_{ij} \sum_{d=1}^{j-1} (x_{d+1} - x_d) \right)^2.$$ 

By reordering the terms in the last sum, we obtain

$$\sum_{i<j} \pi_i P_{ij} (x_i - x_j)^2 \geq \sum_{d=1}^{n-1} \sum_{i=1}^{d} \sum_{j=d+1}^{n} \pi_i P_{ij} (x_{d+1} - x_d)^2.$$ 

The definition of $\mu(P)$ implies that

$$\mu(P) \leq \sum_{i \in [d]} \sum_{j \notin [d]} \pi_i P_{ij}.$$ 
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for every positive integer \( d \in [n - 1] \). Then Proposition 1 shows that
\[
Q_P(x) \geq \mu(P) \sum_{d=1}^{n-1} (x_{d+1} - x_d)^2.
\]

The Cauchy-Schwarz inequality in the Euclidean space \( \mathbb{R}^{n-1} \), applied to the vectors \( \mathbf{1} \) and \((x_2 - x_1, x_3 - x_2, \ldots, x_n - x_{n-1})^T\), gives
\[
\sum_{d=1}^{n-1} (x_{d+1} - x_d)^2 \geq \frac{1}{n - 1} (x_n - x_1)^2,
\]
which completes the proof.

That leads us to introduce the quantity
\[
\eta(P) = \frac{n - 1}{2 \mu(P)}.
\]

Combining Corollary 3 with Lemmas 2 and 4, we obtain the following lower bound on the spectral gap of a reversible stochastic matrix.

**Proposition 5.** If \( P \) is a reversible stochastic matrix, then
\[
\lambda_2(P) \leq 1 - \frac{1}{\eta(P)}
\]
with \( \eta(P) \) defined by (2).

Other inequalities on the second eigenvalue of a reversible stochastic matrix have been established in terms of a geometric quantity, called the conductance or the Cheeger constant, defined as
\[
h(P) = \min_{0 < \pi(S) < 1/2} \frac{\sum_{i \in S} \sum_{j \not\in S} \pi_i P_{ij}}{\pi(S)}.
\]
Each numerator is bounded from the below by \( \mu(P) \), and each denominator is at most equal to 1/2, which implies that \( \mu(P) \leq h(P)/2 \). Cheeger’s inequalities
\[
1 - 2h(P) \leq \lambda_2(P) \leq 1 - \frac{h(P)^2}{2}
\]
give an estimate of the second eigenvalue of \( P \) (e.g., see [7] for a short proof). The bound \( 1 - 1/\eta(P) \) in Proposition 5 is incomparable with \( 1 - h(P)^2/2 \), but turns out to be worse in most cases. Moreover, computing \( \mu(P) \), or equivalently \( \eta(P) \), is as difficult as computing \( h(P) \) in general – so why presenting the bound \( 1 - 1/\eta(P) \)? In fact, our primary motivation here is developed in Section 4: the latter bound gives a simple estimate on the singular values of possibly non-reversible stochastic matrices.

\[\text{I.v0}\]

\[\text{I.v1}\]

\[\text{I.v2}\]

\[\text{I.v3}\]

\[\text{I.v4}\]
3.2 A geometric bound

Following [7], we define the \( P \)-length of a path \( \gamma = u_1, \ldots, u_{\ell+1} \) in the graph \( G_P \) by

\[
|\gamma|_P = \sum_{k \in [\ell]} \left( \pi_{u_k} P_{u_k u_{k+1}} \right)^{-1}.
\]

The geometric bound that we develop depends on the choice of a collection of path sets in the directed graph \( G_P \), one set per ordered pair of distinct nodes: for every pair \((i, j) \in [n]^2, i \neq j\), let us fix a set \( \Gamma_{i,j} \) to be a non-empty set of edge-disjoint paths from \( i \) to \( j \). Since \( P \) is irreducible, such a set exists. Moreover, Menger’s theorem shows that \( \Gamma_{i,j} \) may be chosen with cardinality equal to any integer in \([\tau]\), where \( \tau \) is the edge-connectivity of \( G_P \).

The geometric quantity that appears in our bound is

\[
\kappa(P) = \max_{i \neq j} \left( \sum_{\gamma \in \Gamma_{i,j}} |\gamma|_P^{-1} \right)^{-1}.
\] (4)

This quantity – and as will become clear, the quality of our estimate – highly depends on the choice of the collection of path sets \( (\Gamma_{i,j})_{i \neq j} \). When needed, to emphasize this dependency, we will write \( \kappa(P, (\Gamma_{i,j})_{i \neq j}) \) instead of \( \kappa(P) \).

Observe that, when the stochastic matrix \( P \) arises from an electric network as in Section 2.5,

\[
C^{-1} |\gamma|_P = \sum_{k \in [\ell]} R_{u_k u_{k+1}}
\]

coincides with the resistance of the path \( \gamma \), and

\[
C^{-1} \left( \sum_{\gamma \in \Gamma_{i,j}} |\gamma|_P^{-1} \right)^{-1} = \left( \sum_{\gamma \in \Gamma_{i,j}} R_{\gamma}^{-1} \right)^{-1}
\]

is the resistance of the various paths in \( \Gamma_{i,j} \) set in parallel.

**Proposition 6.** For any reversible stochastic matrix \( P \) and any choice of a collection of path sets \( (\Gamma_{i,j})_{i \neq j} \),

\[
\lambda_2(P) \leq 1 - \frac{1}{\kappa(P)}
\]

where \( \kappa(P) \) is defined by (4).

**Proof.** Let \( i \) and \( j \) be any pair of distinct nodes. Proposition 1 shows that

\[
Q_P(x) \geq \frac{1}{2} \sum_{\gamma \in \Gamma_{i,j}} \sum_{(u,v) \in \gamma} \pi_u P_{uv} (x_u - x_v)^2,
\]

where \( \pi \) denotes the Perron vector of \( P \). By convexity of the square function, we have

\[
\left( \sum_{k \in [m]} w_k y_k \right)^2 \leq \left( \sum_{k \in [m]} w_k \right) \left( \sum_{k \in [m]} w_k y_k^2 \right),
\]
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for any family of pairs of real numbers \((w_k, y_k)_{k \in [m]}\). Therefore, we have\(^4\)

\[
\left( \sum_{(u,v) \in \gamma} (x_u - x_v) \right)^2 = \left( \sum_{(u,v) \in \gamma} \frac{1}{\pi_u P_{uv}} \pi_u P_{uv} (x_u - x_v) \right)^2 \leq \left( \sum_{(u,v) \in \gamma} \frac{1}{\pi_u P_{uv}} \sum_{(u,v) \in \gamma} \pi_u P_{uv} (x_u - x_v)^2 \right),
\]

which implies

\[
Q_P(x) \geq \left( \sum_{\gamma \in \Gamma_{i,j}} \frac{1}{|\gamma| P} \right) \left( \frac{(x_i - x_j)^2}{2} \right) \geq \frac{1}{\kappa(P)} \frac{(x_i - x_j)^2}{2}.
\]

Hence, for any vector \(x \in \Delta^{1^\perp P}\),

\[
Q_P(x) = \sum_{i \in [n]} \sum_{j \in [n]} Q_P(x) \pi_i \pi_j \geq \frac{1}{\kappa(P)} \left( \frac{1}{2} \sum_{i \in [n]} \sum_{j \in [n]} (x_i - x_j)^2 \pi_i \pi_j \right) = \frac{1}{\kappa(P)} \|x\|_2^2,
\]

and the result follows from Lemma 2. The first equality holds because the sum of \(\pi\)'s entries is equal to 1 and the second one is the formula (1) in Corollary 3 for the vectors in \(\Delta^{1^\perp P}\).

Let us now recall some notions from graph theory (see, e.g., [9]). First, define the depth of a set of paths in a directed graph \(G\) as the maximum topological length of all its paths. For every positive integer \(k\) and every pair of nodes \((i, j)\), the \(k\)-distance from \(i\) to \(j\), denoted \(d_k(i, j)\), is the minimum depth of the sets of pairwise disjoint-edge paths from \(i\) to \(j\) of cardinality \(k\), if there is any; otherwise, the \(k\)-distance from \(i\) to \(j\) is infinite. Then the \(k\)-diameter of \(G\), denoted \(\delta_k(G)\), is the maximum \(k\)-distance between any pair of nodes. The 1-diameter of \(G\) thus coincides with its diameter.

The parameter that naturally emerges when one looks for estimates of \(\kappa(P)\) is the weighted diameter of \(G\), denoted \(\delta_w(G)\), defined by

\[
\delta_w(G) = \min_{k \geq 1} \frac{\delta_k(G)}{k}.
\]

This invariant of the directed graph \(G\) clearly satisfies

\[
\delta_w(G) \leq \delta(G).
\]

It is small, not only when the diameter is small, but also when there are many redundancies among the paths relating far away nodes. The name “weighted” refers to this feature.

Moreover, Menger’s theorem shows that \(\delta_k(G)\) is finite if and only if \(k\) is less or equal to the edge-connectivity of \(G\), denoted \(\tau_e(G)\), thus providing the upper bound

\[
\delta_w(G) \leq \frac{n - 1}{\tau_e(G)}.
\]

Let us fix any integer \(k \in [\tau_e(G_p)]\), and let \(P_{i,j}^{(k)}\) be a set of \(k\) edge-disjoint paths from \(i\) to \(j\) that

\(^3\)The edge-connectivity of a directed graph \(G\) is defined to be the minimum number of edges in \(G\) whose removal results in a directed graph that is not strongly connected.

\(^4\)In the setting of electric networks, if \(\gamma\) is a path linking the nodes \(i\) and \(j\), this inequality asserts that the power dissipated by the resistors along this path, for the voltage vector \(x\), is at least \(R_i (x_i - x_j)^2\). This is an instance of Thomson’s principle; cf. Section 1.3.5 in [8] or Section 2.4 in [14].
is a realizer of $d_k(i,j)$, i.e., with a depth equal to $d_k(i,j)$. Then we have

$$\sum_{\gamma \in \Gamma_{i,j}^{(k)}} \frac{1}{|\gamma|} \geq \frac{k}{d_k(i,j)} \geq \frac{k}{\delta_k(G_P)}.$$  

The first inequality holds because of the definition of the depth of a path set and the assumption I.5 that $\Gamma_{i,j}^{(k)}$’s depth is precisely equal to $d_k(i,j)$, and the second one comes from $d_k(i,j) \leq \delta_k(G_P)$. It follows that if the integer $k_0 \in [\tau_e(G_P)]$ realizes the minimum in (5), namely, $\delta_* (G_P) = \delta_{k_0}(G_P)/k_0$, then

$$\sum_{\gamma \in \Gamma_{i,j}^{(k_0)}} \frac{1}{|\gamma|} \geq \frac{1}{\delta_* (G_P)}.$$  

By setting

$$\alpha(P) = \min_{(i,j) \in E(G_P)} \pi_i P_{ij}, \quad (6)$$

we obtain $|\gamma|_P \leq |\gamma|/\alpha(P)$, and for the above choice of the collection of path sets, I.5

$$\kappa \left( P, \Gamma_{i,j}^{(k_0)} \right) \leq \delta_* (G_P) \alpha(P). \quad (7)$$

This yields the following corollary to Proposition 6.

**Corollary 7.** The eigenvalues of a reversible stochastic matrix smaller than 1 are bounded above by

$$\beta_\delta(P) = 1 - \frac{\alpha(P)}{\delta_* (G_P)},$$

where $\alpha(P)$ is defined by (6) and $\delta_* (G_P)$ is the weighted diameter of the graph associated to $P$.

### 3.3 Diaconis and Stroock’s geometric bound

We now present another geometric bound on the spectral gap of a reversible stochastic matrix, which has been developed by Diaconis and Stroock [7]. While our bound $\kappa(P)$ depends on the choice of a collection of path sets $(\Gamma_{i,j})_{i \neq j}$, Diaconis’ and Stroock’s bound depends on the choice of a collection of paths $(\gamma_{i,j})_{i \neq j}$; for each ordered pair $(i,j)$ of distinct nodes, let us choose a path $\gamma_{i,j}$ from $i$ to $j$ in the directed graph $G_P$.

Let us fix a collection $(\gamma_{i,j})_{i \neq j}$ of paths in $G_P$; the geometric quantity that appears in their bound is

$$\tilde{\kappa}(P) = \max_{e} \sum_{e \in \gamma_{i,j}} |\gamma_{i,j}|_P \pi_i \pi_j, \quad (8)$$

where the maximum is over edges in the directed graph $G_P$ and the sum is over all the paths $\gamma_{i,j}$ that traverse $e$. As for $\kappa$, we will write $\tilde{\kappa}(P, (\gamma_{i,j})_{i \neq j})$ instead of just $\tilde{\kappa}(P)$ to emphasize the dependency of this quantity with respect to the choice of the collection $(\gamma_{i,j})_{i \neq j}$ when needed.

Diaconis and Stroock [7] developed a discrete analog of the Poincaré’s inequality for estimating the spectral gap of the Laplacian on a domain:
Proposition 8 (Proposition 1 in [7]). For any reversible stochastic matrix $P$ and any choice of a collection of paths $(\gamma_{i,j})_{i \neq j}$, 

$$\lambda_2(P) \leq 1 - \frac{1}{\kappa(P)}$$

where $\kappa(P)$ is defined by (8).

The quality of this bound depends on the choices for the paths $\gamma_{i,j}$; the lower bound $\kappa(P)$ is all the better if selected paths do not traverse any one edge too often. Following [7], every path $\gamma_{i,j}$ is chosen to be a geodesic. The geometric quantity that arises there is a measure of “bottlenecks” in $G_p$ defined as

$$b(G_p) = \min_{(\gamma_{i,j})_{i \neq j}} \max_e |\{(i, j) \in [n]^2 : e \in \gamma_{i,j}\}|,$$  \hspace{1cm} (9)

where the minimum is over the collections of paths $(\gamma_{i,j})_{i \neq j}$ as described above and containing only geodesics, and the maximum is over all the edges of $G_p$. Indeed, for any given choice of a collection of geodesics $(\gamma_{i,j})_{i \neq j}$ in a directed graph $G$, the number $\max_{\gamma} |\{(i, j) \in [n]^2 : e \in \gamma_{i,j}\}|$ represents the maximum number of these geodesics that are “forced to go through” some given edge. Hence, there are many bottlenecks in $G$ when this maximum number is large for every choice of a collection of geodesics (cf. the values of $b$ for the various directed graphs examined in Section 7).

The following lemma clarifies the relation between the weighted diameter defined in (5) and the bottleneck measure of Diaconis and Stroock.

Lemma 9. The bottleneck measure of any strongly connected directed graph $G$ with $n$ nodes satisfies

$$\delta_s(G) \leq b(G) \leq n^2.$$  \hspace{1cm} (I.c)

Proof. The upper bound on $b(G)$ is obvious.

For the first inequality, let $\tau \geq 1$ denote the edge-connectivity of $G = (V, E)$, and let us fix $e_1 = (i_1, j_1), \ldots, e_\tau = (i_\tau, j_\tau)$ to be an edge cut of minimal size. We set $G_\tau = (V, E \setminus \{e_1, \ldots, e_\tau\})$.

Let $W$ be the set of nodes $v$ such that there exists a path from $v$ to $j_\tau$ in $G_\tau$, and let $W' = V \setminus W$. First we show that each path in $G$ linking a node in $W'$ to a node in $W$ contains at least one edge $e_k$, $1 \leq k \leq \tau$. For the sake of a contradiction, suppose that there exists a path $\gamma$ from $u \in W'$ to $v \in W$ in the directed graph $G_\tau$. Since $v \in W$, there exists a path $\gamma'$ from $v$ to $j_\tau$ in $G_\tau$, and the concatenation $\gamma \cdot \gamma'$ is a path from $u$ to $j_\tau$ in $G_\tau$, a contradiction with $u \in W'$.

Let $(\tau_{i,j})_{i \neq j}$ be a collection of geodesics that realizes the minimum in (9), i.e., such that

$$b(G) = \max_e |\{(i, j) \in [n]^2 : e \in \tau_{i,j}\}|.$$

There are exactly $|W| \cdot |W'|$ paths in the collection $(\tau_{i,j})_{i \neq j}$ from $W'$ to $W$. The pigeonhole principle shows that at least $|W| \cdot |W'|/\tau$ of them traverse the same edge $e_k$, which gives that $b(G) \geq \frac{n-1}{\tau}$. The result follows from $\delta_s(G) \leq \frac{n-1}{\tau}$. \hfill \Box

Like the first geometric bound $1 - 1/\kappa(P)$, the bound $1 - 1/\kappa(P)$ can be usefully approximated as follows.
Corollary 10. The eigenvalues of a reversible stochastic matrix $P$ other than 1 are upper-bounded by

$$\beta_{DS}(P) = 1 - \frac{\alpha(P)}{(\pi_{\max})^2 \delta(G_p) b(G_p)}$$

where $\alpha(P)$ is defined by (6), $\pi_{\max}$ is the largest entry of the Perron vector of $P$, $\delta(G_p)$ and $b(G_p)$ are the diameter and the bottleneck measure of the graph associated to $P$, respectively.

Proof. The $P$-length of any geodesic $\gamma$ in $G_P$ satisfies

$$|\gamma|_P \leq \frac{\delta(G_P)}{\alpha(P)}.$$ 

Hence, for any collection $(\gamma_{i,j})_{i \neq j}$ of geodesics, the quantity $\tilde{\kappa}(P)$ satisfies

$$\tilde{\kappa}(P) \leq \frac{(\pi_{\max})^2 \delta(G_P)}{\alpha(P)} \left( \max_{e} |\{(i, j) \in [n]^2 : e \in \gamma_{i,j} \}| \right).$$

For the choice of a collection $(\gamma_{i,j})_{i \neq j}$ that realizes the minimum in (9), the last factor in the above product is equal to $b(G_P)$, which implies

$$\tilde{\kappa}(P, (\pi_{\max})^{\delta(G_P)} b(G_P)) \leq \frac{(\pi_{\max})^2 \delta(G_P) b(G_P)}{\alpha(P)}.$$ 

The result then follows from Proposition 8. \hfill \Box

4 Upper bounds on the second singular value of a stochastic matrix

Let $A$ be any irreducible stochastic matrix of size $n$ with positive diagonal entries. If $\pi$ is the Perron vector of $A$, then the matrix $A^\dagger A$ is also stochastic, and the three stochastic matrices $A$, $A^\dagger$, and $A^\dagger A$ share the same Perron vector $\pi$. Moreover, $A^\dagger A$ is reversible and has $n$ non-negative eigenvalues.

Propositions 5, 6, and 8 provide lower bounds on the spectral gap of $A^\dagger A$, which involve the positive coefficients $\pi_i (A^\dagger A)_{ij}$ when positive. Clearly, these coefficients are bounded below by $\alpha(A)^2/\pi_{\max}$ with $\pi_{\max} = \max_{i \in [n]} \pi_i$ and $\alpha(A)$ defined by (6).

Interestingly, a generalization of a result in [18] combined with Proposition 5 gives an analytic bound on the spectral gap that is linear in the coefficient $\alpha(A)$ and that holds even when $A$ is non-reversible. In the case the matrix $A$ is reversible, a lower bound on the spectral gap of $A$ easily provides a lower bound on the spectral gap of $A^\dagger A$.

4.1 Analytic bound

We start with a lemma that has been established in [18] under the assumption of doubly stochastic matrices.

Lemma 11 (Lemma 5 in [18]). If $A$ is an irreducible stochastic matrix, then

$$\mu(A^\dagger A) \geq \alpha(A)/2.$$
Proof. Let $S$ be any non empty subset of $[n]$. Since $A$ is a stochastic matrix, for every index $k \in [n]$, either $\sum_{i \in S} A_{ki} > 1/2$ or $\sum_{j \notin S} A_{kj} \geq 1/2$, and the two cases are exclusive, that is, the two subsets of $[n]$ defined by

$$S^+ = \{ k \in [n] : \sum_{i \in S} A_{ki} > 1/2 \} \quad \text{and} \quad S^- = \{ k \in [n] : \sum_{j \notin S} A_{kj} > 1/2 \}$$

satisfy $S^- = [n] \setminus S^+$. Hence,

$$\sum_{i \in S} \sum_{j \notin S} \pi_i (A^\dagger A)_{ij} = \sum_{k \in [n]} \sum_{i \in S} \sum_{j \notin S} \pi_k A_{ki} A_{kj} \geq \frac{1}{2} \left( \sum_{k \in S^+} \sum_{j \notin S} \pi_k A_{kj} + \sum_{k \in S^-} \sum_{i \in S} \pi_k A_{ki} \right).$$

Then we consider the two following cases:

1. Either $S^- \cap S \neq \emptyset$ or $S^+ \cap ([n] \setminus S) \neq \emptyset$. If $\ell$ is in one of these two sets, then we obtain that

$$\sum_{i \in S} \sum_{j \notin S} \pi_i (A^\dagger A)_{ij} \geq \frac{\pi_\ell A_{\ell \ell}}{2}.$$ 

2. Otherwise, $S^+ = S$. Since $A$ is irreducible, the non-empty set $S$ has an outgoing edge $(k_1, j)$ and an incoming edge $(k_2, i)$ in $G_A$. It follows that

$$\sum_{i \in S} \sum_{j \notin S} \pi_i (A^\dagger A)_{ij} \geq \frac{1}{2} (\pi_{k_1} A_{k_1 j} + \pi_{k_2} A_{k_2 i}).$$

In both cases, we arrive at $\sum_{i \in S} \sum_{j \notin S} \pi_i (A^\dagger A)_{ij} \geq \alpha(A)/2$. \hfill \Box

Applied to the stochastic matrix $A^\dagger A$, Proposition 5 takes the form:

**Proposition 12.** Let $A$ be an irreducible stochastic matrix with a positive diagonal. The matrix $A^\dagger A$ has $n$ real eigenvalues that satisfy

$$0 \leq \lambda_n(A^\dagger A) \leq \ldots \leq \lambda_2(A^\dagger A) \leq 1 - \frac{\alpha(A)}{n-1} < \lambda_1(A^\dagger A) = 1.$$ 

4.2 The reversible case

If the stochastic matrix $A$ with positive diagonal is reversible, then the $n$ eigenvalues of $A$ are all real and the Perron-Frobenius theorem implies that

$$-1 < \lambda_n(A) \leq \ldots \leq \lambda_2(A) < \lambda_1(A) = 1.$$ 

Similarly, the stochastic matrix $A^\dagger A = A^2$ has $n$ real eigenvalues which, written in decreasing order, satisfy

$$0 \leq \lambda_n(A^\dagger A) \leq \ldots \leq \lambda_2(A^\dagger A) < \lambda_1(A^\dagger A) = 1.$$ 

Hence $\lambda_2(A^\dagger A) = \max(\lambda_n(A)^2, \lambda_2(A)^2)$. 
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Propositions 5, 6, and 8 show that
\[ \lambda_2(A) \leq 1 - \frac{1}{\min(\eta(A), \kappa(A), \tilde{\kappa}(A))}. \]

Computing \( \eta(A) \) is difficult in general and thus we keep on just with the two geometric bounds \( \kappa(A) \) and \( \tilde{\kappa}(A) \).

Every eigenvalue of \( A \) lies within at least one Gershgorin disc \( D(A_{ii}, 1 - A_{ii}) \), and thus
\[ -1 + 2a(A) \leq \lambda_n(A) \quad (10) \]

where \( a(A) = \min_{i \in [n]} A_{ii} \).

**Proposition 13.** Any reversible stochastic matrix \( A \) with a positive diagonal has \( n \) real eigenvalues that satisfy

\[ 0 \leq \lambda_n(A^\top A) \leq \ldots \leq \lambda_2(A^\top A) \leq \left( 1 - \min \left( 2a(A), \frac{1}{\min(\kappa(A), \tilde{\kappa}(A))} \right) \right)^2 < \lambda_1(A^\top A) = 1 \]

where \( a(A) = \min_{i \in [n]} A_{ii} \), and the quantities \( \kappa(A) \), and \( \tilde{\kappa}(A) \) are defined by (4) and (8) for any choice of a collection of path sets \( (\Gamma_{i,j})_{i \neq j} \) and any choice of a collection of paths \( (\gamma_{i,j})_{i \neq j} \) in the I.c directed graph \( G_A \), respectively.

Every path \( \gamma \) in \( G_A \) satisfies
\[ |\gamma|_A \leq \frac{|\gamma|}{\alpha(A)} \]

where \(|\gamma|\) denotes \( \gamma \)'s length and \( \alpha(A) \) is defined by (6). For the specific choice of the path sets \( I.p \Gamma_{ij}^{(1)} = \{ \gamma_{i,j} \} \), where \( \gamma_{i,j} \) is any geodesic from \( i \) to \( j \), the inequality (7) holds, and the corresponding quantity \( \kappa(A) \) satisfies
\[ \kappa(A) \leq \frac{\delta_1(G_A)}{\alpha(A)} \leq \frac{n - 1}{\alpha(A)}. \]

Then, we obtain
\[ \left( 1 - \min \left( 2a(A), \frac{1}{\min(\kappa(A), \tilde{\kappa}(A))} \right) \right)^2 \leq \left( 1 - \min \left( 2a(A), \frac{\alpha(A)}{n-1} \right) \right)^2 \]
\[ \leq \left( 1 - \frac{\alpha(A)}{n-1} \right)^2 \]
\[ \leq 1 - \frac{\alpha(A)}{n-1}. \]

The second inequality holds because \( \alpha(A) \leq a(A) \) and \( 2 \leq n \), and the third inequality is due to \( 0 \leq \alpha(A)/(n - 1) \leq 1 \). This demonstrates that in the case of reversible matrices, the bound in Proposition 13 for an appropriate choice of path sets \( (\Gamma_{i,j})_{i \neq j} \) improves the general bound in Proposition 12.

5 Averaging algorithms and convergence rates

5.1 Averaging algorithms, stochastic matrices and asymptotic consensus

We consider a discrete time system of \( n \) autonomous agents, denoted \( 1, \ldots, n \), connected via a network that may change over time. Communications at time \( t \) are modelled by a directed
graph $G(t) = ([n], E(t))$. Since an agent can communicate with itself instantaneously, there is a self-loop at each node in every graph $G(t)$. The sets of incoming and outgoing neighbors of the agent $i$ in $G(t)$ are denoted by $\text{In}_i(t)$ and $\text{Out}_i(t)$, respectively. The sequence $G = (G(t))_{t \geq 1}$ is called the dynamic communication graph, or just the communication graph.

In an averaging algorithm $A$, each agent $i$ maintains a local variable $x_i$, initialized to some scalar value $x_i(0)$, and applies an update rule of the form

$$x_i(t) = \sum_{k \in \text{In}_i(t)} A_{ik}(t) x_k(t-1)$$

with $A_{ik}(t)$ which are all positive and $\sum_{k \in \text{In}_i(t)} A_{ik}(t) = 1$. The algorithm $A$ precisely consists in the choice of the weights $A_{ik}(t)$; typical averaging algorithms are examined in Section 6. The update rule (11) corresponds to the equation

$$x(t) = A(t) x(t-1)$$

where $A(t)$ is the $n \times n$ stochastic matrix whose $(i,k)$-entry is the weight $A_{ik}(t)$ if $(k,i)$ is an edge in $G(t)$, and 0 otherwise. Hence, the directed graph associated to the matrix $A(t)$ is the reverse graph of $G(t)$.

An execution of $A$ is totally determined by the initial state $x(0) \in \mathbb{R}^n$ and the communication graph $G$. We say that $A$ achieves asymptotic consensus in an execution if the sequence $x(t)$ converges to a vector $x^*$ that is colinear to $1 = (1, \ldots, 1)^T$. The convergence rate in this execution is defined as

$$\rho = \limsup_{t \to \infty} \frac{\|x(t) - x^*\|_1}{t}$$

where $\|\cdot\|$ is any norm on $\mathbb{R}^n$.

The classes of averaging algorithms under consideration and their executions are restricted by the following assumptions.

A1: All the directed graphs $G(t)$ have a self-loop at each node and are strongly connected.

A2: There exists some positive lower bound on the positive entries of the matrices $A(t)$.

Observe that A1 is equivalent to the fact that every matrix $A(t)$ has a positive diagonal and is ergodic. As an immediate consequence of the fundamental convergence results in [15, 2], we have that asymptotic consensus is achieved in every run of an averaging algorithm satisfying A1-2.

### 5.2 Case of a constant Perron vector

Our first results concern executions that satisfy the following assumption in addition to A1-2.

A3: All the matrices $A(t)$ share the same Perron vector $\pi$.

The various averaging algorithms and time-varying communication graphs considered in Section 6 exemplify typical situations where A3 is fulfilled.

From a technical viewpoint, assumption A3 will ensure that the orthogonal complement of $\Delta$ under consideration is constant, and that the variances of the time-varying vectors $x(t)$ are relative to a fixed inner product, namely $(\cdot, \cdot)_\pi$. Furthermore, assumption A3 implies that the limit $x^*$ of the sequence $(x(t))$, if exists, is equal to $\sum_{i \in [n]} \pi_i x_i(0) 1$. 
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Besides, the validity of A2 and A3 allows us to introduce the two positive infima
\[ a = \inf_{i \in [n]} A_{ii}(t) \quad \text{and} \quad \alpha = \inf_{(i,j) \in E(t)} \pi_i A_{ij}(t). \] (12)
The inequality (10) shows that all the eigenvalues of the matrices \( A(t) \) are uniformly bounded below by \(-1 + 2a > -1\).

**Theorem 14.** In any of its executions satisfying the assumptions A1-3, an averaging algorithm achieves asymptotic consensus with a convergence rate
\[ \varrho \leq \sup_{t \geq 1} \sqrt{\lambda_2(A(t)A(t)^\dagger)}. \]

*Proof.* Let \( y(t) \) denote the \( \pi \)-orthogonal of \( x(t) \) on \( \Delta^\perp_\pi \). Since \( A(t)^\dagger \) is stochastic, then
\[ \langle x(t), 1 \rangle_\pi = \langle A(t)x(t-1), 1 \rangle_\pi = \langle x(t-1), 1 \rangle_\pi. \]
Therefore, the orthogonal projection of \( x(t) \) on \( \Delta \) is constant and \( y(t) = A(t)y(t-1) \). Let \( V(t) \) be the variance of \( x(t) \), that is
\[ V(t) = \|x(t) - \overline{x} 1\|_\pi^2 = \|y(t)\|_\pi^2 \]
with \( \overline{x} = \langle x(0), 1 \rangle_\pi \). Then
\[ V(t-1) - V(t) = \langle y(t-1), y(t-1) \rangle_\pi - \langle A(t)y(t-1), A(t)y(t-1) \rangle_\pi = Q_{A(t)A(t)^\dagger}(y(t-1)). \]

By Proposition 1, it follows that \( V \) is non-increasing. Moreover, the variational characterization in Lemma 2 shows that
\[ V(t) \leq \beta^t V(0), \]
where \( \beta \) is any uniform upper bound on the second largest eigenvalues of the matrices \( A(t)^\dagger A(t) \). \( \square \)

**Corollary 15.** In any of its executions satisfying the assumptions A1-3, an averaging algorithm achieves asymptotic consensus with a convergence rate
\[ \varrho \leq 1 - \frac{\alpha}{2(n-1)} \]
where \( \alpha \) is defined by (12).

In the particular case of doubly stochastic matrices, the above bound is exactly the one of Nedić et al. [18, Theorem 10]. Actually, the method that we have developed for an arbitrary constant \( I.1 \) Perron vector is a generalization of the proof techniques in this seminal reference on convergence rates of averaging algorithms.

As suggested by Proposition 13, we now consider the case of permanent reversibility:

**A4:** All the matrices \( A(t) \) are reversible.
For every positive integer $t$ and every ordered pair of distinct nodes $(i,j)$, let us fix $\Gamma_{i,j}(t)$ to be any non-empty set of edge-disjoint paths from $i$ to $j$ in the directed graph $G(t)$. Let $\kappa(A(t))$ denote the quantity defined by (4) for the collection of path sets $(\Gamma_{i,j}(t))_{i \neq j}$. From A2-3, it follows that

$$\kappa = \sup_{t \geq 1} \kappa(A(t))$$

(13)

is finite. Similarly, the quantity $\tilde{\kappa}(A(t))$ is defined by (8) with respect to a collection of paths $(\gamma_{i,j}(t))_{i \neq j}$ in $G(t)$, and the supremum

$$\tilde{\kappa} = \sup_{t \geq 1} \tilde{\kappa}(A(t))$$

(14)

is finite. Note that $\kappa$ as well as $\tilde{\kappa}$ are not intrinsic quantities as they depend on the collections $(\Gamma_{i,j}(t))_{i \neq j}$ and $(\gamma_{i,j}(t))_{i \neq j}$ that have been chosen.

**Corollary 16.** In any of its executions satisfying the assumptions A1-4, an averaging algorithm achieves asymptotic consensus with a convergence rate

$$\varrho \leq 1 - \min\left(2a, \frac{1}{\min(\kappa, \tilde{\kappa})}\right),$$

where $a$, $\kappa$, and $\tilde{\kappa}$ are defined by (12), (13), and (14), respectively.

**Proof.** Proposition 13 shows that for any positive integer $t$,

$$\lambda_2(A(t)^\dagger A(t)) \leq \left(1 - \min\left(2a, \frac{1}{\min(\kappa, \tilde{\kappa})}\right)\right)^2.$$

The result immediately follows from Theorem 14. \qed

If at every time $t$, the matrix $A(t)$ is symmetric and $G(t)$ is the complete graph, then Corollary 16 gives the bound

$$\varrho \leq 1 - \frac{\inf_{i,j \in [n]^2, \ t \geq 1} A_{ij}(t)}{n}.$$

This is the bound developed by Cucker and Smale [5] to analyze the formation of flocks in a population of autonomous agents which move together.

### 5.3 Small variations of the Perron vector

Theorem 14 shows that in any execution of the EqualNeighbor algorithm – where the weights and the entries of Perron vectors are bounded below by $1/n$ and $1/n^2$, respectively (cf. Section 6) – the convergence rate is in $1-O(n^{-3})$ if the Perron vector is constant. With time-varying Perron vectors, no polynomial bound holds. Indeed, Olshevsky and Tsitsiklis [21] proved that the convergence time of this averaging algorithm is exponentially large in an execution where the support of the communication graph is fixed but agents move from one node to another node: in the $n/2$-periodic communication graph formed with bidirectional 2-stars of size $n$, the convergence rate is larger than $1 - 2^{3-n/2}$ while entries of each Perron vector is greater than $1/6$ for the two centers and greater than $2/3n$ for the other agents.
Our next result, which consists in an extension of Theorem 14 to the case of a time-varying Perron vector, sheds some light on these examples of “large time of convergence”: it demonstrates that an exponential convergence time as in the above example may occur only if the Perron vectors of the matrices \( A(t) \) vary significantly over time.

We start by weakening the assumption A3.

A3b: Entries of the Perron vectors are uniformly lower bounded by some positive real number.

Under the assumption A3b, the infima \( a \) and \( \alpha \) defined by (12) are still positive. Moreover, the quantity

\[
\nu = \sup_{i \in [n], t > 0} \frac{\sqrt{\pi_i(t+1)}}{\pi_i(t)}
\]

is finite.

**Theorem 17.** In any of its executions satisfying the assumptions A1-2 and A3b, an averaging algorithm achieves asymptotic consensus with a convergence rate

\[
\varrho \leq \nu \sup_{t \geq 1} \sqrt{\lambda_2(A(t)^\dagger A(t))}.
\]

**Proof.** For any norm \( \| \cdot \| \) on \( \mathbb{R}^n \), let \( \| \cdot \|_{\mathbb{R}^n/\Delta} \) denote the quotient norm on the quotient vector space \( \mathbb{R}^n/\Delta \), given by

\[
\| [x] \|_{\mathbb{R}^n/\Delta} = \inf_{v \in \Delta} \| x + v \|
\]

where \( [x] = x + \Delta \). In other words, the quotient norm \( \| [x] \|_{\mathbb{R}^n/\Delta} \) is the infimum (actually the minimum) of the norms of the representatives \( x + v, v \in \Delta \), of the class \( [x] \) of \( x \). It will be simply denoted \( \| [x] \| \), as no confusion can arise. In the case of the Euclidean norm \( \| \cdot \|_\pi \), we have

\[
\| [x] \|_\pi = \| y \|_\pi,
\]

where \( y \) is the orthogonal projection of \( x \) onto \( \Delta^\perp_{1-\pi} \).

If \( \Delta \) is an invariant subspace of the linear operator \( A : \mathbb{R}^n \to \mathbb{R}^n \), then let \( [A] : \mathbb{R}^n/\Delta \to \mathbb{R}^n/\Delta \) denote the corresponding quotient operator. The operator norm of \( [A] \) associated to quotient norm \( \| \cdot \|_\pi \) is defined as \( \| [A] \|_\pi = \sup_{x \neq 0} (\| [A] [x] \|_\pi / \| [x] \|_\pi) \). One can easily check that

\[
\| [A] \|_\pi = \sup_{y \in \Delta^\perp_{1-\pi} \setminus \{0\}} \frac{\| Ay \|_\pi}{\| y \|_\pi},
\]

i.e., \( \| [A] \|_\pi = \| A/\Delta^\perp_{1-\pi} \|_\pi \). Hence \( \| [A] \|_\pi = \sqrt{\lambda_2(A^\dagger A)} \).

Let \( x \in \mathbb{R}^n \), and let \( \pi \) and \( \pi' \) be two positive probability vector. We easily get that

\[
\| x \|_{\pi'}^2 \leq \| x \|_\pi^2 \max_{i \in [n]} \frac{\pi'_i}{\pi_i},
\]

which implies that

\[
\| [x] \|_{\pi'}^2 \leq \| [x] \|_\pi^2 \max_{i \in [n]} \frac{\pi'_i}{\pi_i},
\]
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Let us now introduce the quotient form of $V(t)$ defined as

$$\mathcal{W}(t) = \|x(t)\|_{\pi(t)}^2.$$ 

Then we have

$$\mathcal{W}(t) = \|A(t)\|_{\pi(t)}^2 \leq \|A(t)\|_{\pi(t)}^2 \|x(t-1)\|_{\pi(t)}^2$$

and thus

$$\mathcal{W}(t) \leq \|A(t)\|_{\pi(t)}^2 \max_{i \in \{n\}} \frac{\pi_i(t)}{\pi_i(t-1)} \mathcal{W}(t-1),$$

which completes the proof.

The bound in Theorem 17 is quite loose in general. However, with the above recurring inequality (16), it is sufficiently effective for controlling convergence times in some specific situations: for instance, when the topology is slowly varying [22], or when the Perron vector eventually stabilizes [3].

6 Metropolis, EqualNeighbor, and FixedWeight algorithms

We now examine three fundamental averaging algorithms, classically called Metropolis, EqualNeighbor, and FixedWeight, which all achieve asymptotic consensus if the (time-varying) topology is permanently strongly connected. For each of these algorithms, the Perron vectors are constant in large classes of time-varying topologies: when the communication graph is permanently bidirectional this holds for the Metropolis algorithm, when it is permanently Eulerian\(^5\) for the FixedWeight algorithm, and when it is permanently Eulerian with constant (in time or in space) in-degrees, for EqualNeighbor. In each of these cases, the corresponding stochastic matrices are all reversible and thus Corollary 16 applies.

6.1 Algorithms and simplified bounds

First, let us fix some notation. If $p(G)$ denotes any parameter of a directed graph $G$, let $p(G)$ denote the associated parameter for the dynamic graph $G$ defined as

$$p(G) = \sup_{t \geq 1} p(G(t)).$$

For instance, if $d_i(t)$ denotes the in-degree of $i$ in $G(t)$ and $d_{\max}(t)$ the maximum in-degree in this directed graph (i.e., $d_{\max}(t) = \max_{i \in \{n\}} d_i(t)$), then

$$d_{\max}(G) = \max_{i \in \{n\}, t \geq 1} d_i(t).$$

Metropolis algorithm with a time-varying bidirectional topology. Weights in the Metropolis algorithm are given by

$$M_{ij}(t) = \begin{cases} \frac{1}{\max(d_i(t),d_j(t))} & \text{if } j \in \text{In}_i(t) \setminus \{i\} \\ 1 - \sum_{j \in \text{N}_i(t) \setminus \{i\}} \frac{1}{\max(d_i(t),d_j(t))} & \text{if } j = i \\ 0 & \text{otherwise.} \end{cases}$$

\(^5\) A directed graph is Eulerian if it is strongly connected and each node has an in-degree equal to its out-degree.
If $G(t)$ is bidirectional, then the matrix $M(t)$ is symmetric, and so doubly stochastic. Its Perron vector is $(\frac{1}{n}, \ldots, \frac{1}{n})^T$. In any execution of Metropolis with a communication graph that is permanently bidirectional, the Perron vector is therefore constant. Furthermore, the quantities $a$ and $\alpha$ in (12) satisfy $a \geq 1/d_{\max}$ and $\alpha \geq 1/(n d_{\max})$. Therefore Corollary 16 takes the form:

**Corollary 18.** In any execution of the Metropolis algorithm with a communication graph $G$ that is permanently bidirectional, the convergence rate $\varrho$ satisfies

$$\varrho \leq 1 - \min \left( \frac{2}{d_{\max}}, \max \left( \frac{1}{n \delta_* d_{\max}}, \frac{n}{\delta b d_{\max}} \right) \right)$$

where $b = b(G)$, $\delta = \delta(G)$, $\delta_* = \delta_*(G)$, and $d_{\max} = d_{\max}(G)$.

Nedić, Olshevsky, and Rabbat [17, Proposition 5] give several bounds on the convergence rate of the *Lazy Metropolis* algorithm on some families of bidirectional graphs, which may be easily extended to the Metropolis algorithm: their bounds are in $1 - O(1/n^2)$ for a ring, a star, and a 2-star, and in $1 - O(1/n \log n)$ for a grid. As we will show in Section 7 (cf. Figure 3), the corresponding bounds obtained by applying Corollary 16 are of the same order of magnitude (or are even better) than those in [17].

**EqualNeighbor algorithm with an Eulerian topology and constant in-degrees.** Weights in the *EqualNeighbor* algorithm are given by

$$N_{ij}(t) = \begin{cases} \frac{1}{d_i(t)} & \text{if } j \in I_{ni}(t) \\ 0 & \text{otherwise.} \end{cases}$$

If $G(t)$ is Eulerian, then the $i$-th entry of the Perron vector of the matrix $N(t)$ is equal to

$$\pi_i(t) = \frac{d_i(t)}{|E(t)|},$$

where $|E(t)| = \sum_{i=1}^n d_i(t)$ is the number of edges in $G(t)$. Hence in every execution of the EqualNeighbor algorithm with a communication graph $G$ that is permanently Eulerian, the matrices $N(t)$ share the same Perron vector if (a) every directed graph $G(t)$ is regular or (b) each node $i$ has a constant in-degree $d_i$. In case (a), the EqualNeighbor and Metropolis algorithms coincide and Corollary 18 applies. Thus we focus on case (b).

The coefficient $a$ defined in (12) is equal to

$$a = \frac{1}{d_{\max}}.$$

With Corollaries 7 and 10, the bound in Corollary 16 simplifies into:

**Corollary 19.** Let $G$ be a dynamic graph that is permanently Eulerian and such that each node $i$ has a constant in-degree $d_i$. In any execution of the EqualNeighbor algorithm with the communication graph $G$, the convergence rate $\varrho$ satisfies

$$\varrho \leq 1 - \min \left( \frac{2}{d_{\max}}, \max \left( \frac{1}{\delta_* |E|}, \frac{|E|}{\delta d_{\max}^2 b} \right) \right)$$

where $b = b(G)$, $\delta = \delta(G)$, $\delta_* = \delta_*(G)$, $d_{\max} = d_{\max}(G)$, and $|E| = \sum_{i \in [n]} d_i$.

---

6 *Lazy Metropolis* is a variant of Metropolis with diagonal weights at least equal to $1/2$, which confer some “viscosity” to the diffusion of information in the network.
As an immediate consequence, we obtain the general bound of \( 1 - \frac{1}{n \delta d_{\text{max}}} \) on the convergence rate of the EqualNeighbor algorithm under the assumption of constant degrees at each node. This is exactly the bound established by Landau and Odlyzko [12] in the case of a fixed graph, and then extended to the dynamic setting in [21]. We can refine this result in the case of bidirectional trees, and derive the bound of \( 1 - \frac{1}{3n^2} \) proved by Olshevsky and Tsitsiklis [21, Theorem 6.2] from Corollary 16. Observe that this corollary also leads to the improved bound of \( 1 - \frac{1}{4n \log n} \) in the specific case of binary trees (cf. Figure 3).

**FixedWeight algorithm with an Eulerian topology.** For each agent \( i \), let \( q_i \) denote an upper bound on the number of in-neighbors of \( i \) in a given dynamic graph \( G \). Weights in the FixedWeight algorithm are given by

\[
W_{ij}(t) = \begin{cases} 
1/q_i & \text{if } j \in \text{In}_i(t) \setminus \{i\} \\
1 - (d_i(t) - 1)/q_i & \text{if } j = i \\
0 & \text{otherwise.}
\end{cases}
\]

We easily check that if \( G(t) \) is Eulerian, then the \( i \)-th entry of the \( W(t) \)'s Perron vector is equal to

\[
\pi_i(W(t)) = \frac{q_i}{Q},
\]

where \( Q = \sum_{i \in [n]} q_i \). It follows that with a communication graph that is permanently Eulerian, the Perron vector is constant and each matrix \( W(t) \) is reversible. Furthermore, the quantities \( a \) and \( \alpha \) in (12) satisfy \( a \geq 1/q \) and \( \alpha = 1/Q \). Using Corollaries 7 and 10, Corollary 16 specializes to the following corollary.

**Corollary 20.** In any execution of the FixedWeight algorithm with a communication graph \( G \) that is permanently Eulerian, the convergence rate \( \varrho \) satisfies

\[
\varrho \leq 1 - \min \left( \frac{2}{q}, \max \left( \frac{1}{\delta^*}, \frac{Q}{\delta q^2 b} \right) \right)
\]

where \( b = b(G), \delta = \delta(G), \delta^* = \delta^*(G), q = \max_{i \in [n]} q_i \) and \( Q = \sum_{i \in [n]} q_i \).

The quantities \( 1/\delta^*Q \) and \( Q/\delta q^2 b \) in the above bound depend not only on the geometric parameters of \( G \), but also on the parameters \( q \) and \( Q \) of the FixedWeight algorithm, and hence cannot be compared in general.

This corollary immediately gives the general bound \( 1 - \alpha/n \) on the convergence rate of the FixedWeight algorithm, which slightly improves the bound \( 1 - \alpha/2n \) obtained by Chazelle [4, I.1 Theorem 1.2].

### 6.2 Quadratic bounds on convergence rates

Under the conditions specified in Corollaries 18 and 19, the convergence rate is bounded above by \( 1 - 1/n^3 \) for both the EqualNeighbor and the Metropolis algorithms. We show that the original Poincaré’s inequality in Proposition 8 yields a convergence rate in \( 1 - O(1/n^2) \) for Metropolis, and prove that this bound also holds for EqualNeighbor when the communication graph is not too irregular.
First observe that the *Metropolis-length* of any path \( \gamma = (i_1, \ldots, i_{\ell+1}) \) in \( G(t) \) of length \( |\gamma| = \ell \) is given by

\[
|\gamma|_{M(t)} = n \sum_{k \in [\ell]} \max(d_{ik}(t), d_{ik+1}(t)),
\]

while the *EqualNeighbor-length* for a communication graph with constant in-degrees is

\[
|\gamma|_{N(t)} = |E| |\gamma|.
\]

Our general quadratic bound for Metropolis is based on a simple combinatorial lemma inspired by a nice idea in [10].

**Lemma 21.** Let \( G \) be any bidirectional graph with \( n \) nodes, and let \( i_1, \ldots, i_{\ell+1} \) be any geodesic in \( G \). Then

\[
\max(d_{i_1}, d_{i_2}) + \cdots + \max(d_{i_\ell}, d_{i_{\ell+1}}) \leq 4n.
\]

**Proof.** Let \( \mathcal{N}_k \) denote the set of (incoming or outgoing) neighbors of \( i_k \), and for each \( k \leq \ell \), let

\[
\mathcal{N}_k^* = \begin{cases} 
\mathcal{N}_k & \text{if } d_k \geq d_{k+1} \\
\mathcal{N}_{k+1} & \text{otherwise.}
\end{cases}
\]

Since \( i_1, \ldots, i_{\ell+1} \) is a geodesic, \( \mathcal{N}_k \) and \( \mathcal{N}_{k'} \) are disjoint if \( k' \geq k + 3 \). Hence, \( \mathcal{N}_k^* \) and \( \mathcal{N}_{k'}^* \) are disjoint if \( k' \geq k + 4 \). The lemma follows from the pigeonhole principle applied to four copies of \([n]\), the first one containing the disjoint sets \( \mathcal{N}_1^*, \mathcal{N}_5^*, \ldots \), the second one \( \mathcal{N}_2^*, \mathcal{N}_6^*, \ldots \), etc. \( \square \)

**Proposition 22.** The Metropolis algorithm with dynamic communication graphs that are permanently bidirectional and connected achieves asymptotic consensus with a convergence rate

\[
\varrho \leq 1 - \frac{1}{4n^2}.
\]

**Proof.** Since \( (\frac{1}{n}, \ldots, \frac{1}{n})^T \), Lemma 21 gives that the \( M(t) \)-length of every geodesic \( \gamma \) in \( G(t) \) satisfies

\[
|\gamma|_{M(t)} \leq 4n^2.
\]

Hence, if the collection of paths \( (\gamma_{i,j}(t))_{i \neq j} \) is formed only with geodesics in \( G(t) \), the corresponding bound \( \tilde{\kappa}(M(t)) \) defined by (8) thus satisfies

\[
\tilde{\kappa}(M(t)) \leq 4 \max_e \left| \{(i,j) \in [n]^2 : e \in \gamma_{i,j}(t)\} \right|,
\]

where the maximum is over all the edges in \( G(t) \). The collection \( (\gamma_{i,j}(t))_{i \neq j} \) contains less than \( n^2 \) paths, and so

\[
\tilde{\kappa}(M(t)) \leq 4n^2.
\]

The result follows from Corollary 16 and \( a \geq 1/n \). \( \square \)

The same approach applies to the *Lazy Metropolis* algorithm where weights are defined by

\[
L_{ij}(t) = \begin{cases} 
\frac{1}{2 \max(d_i(t)-1, d_j(t)-1)} & \text{if } j \in \text{In}_i(t) \setminus \{i\} \\
1 - \sum_{j \in \text{N}_i(t) \setminus \{i\}} \frac{1}{2 \max(d_i(t)-1, d_j(t)-1)} & \text{if } j = i \\
0 & \text{otherwise.}
\end{cases}
\]
Therefore,
\[ \forall i \in [n], \forall t \geq 1, \quad \mathcal{L}_{ii}(t) \geq \frac{1}{2} \]
and
\[ |\gamma|_{\mathcal{L}(t)} = 2n \sum_{k \in [t]} \max(d_{ik}(t), d_{i,k+1}(t)). \]

Corollary 16 and Lemma 21 give the following result for the Lazy Metropolis algorithm.

**Proposition 23.** The Lazy Metropolis algorithm with dynamic communication graphs that are permanently bidirectional and connected achieves asymptotic consensus with a convergence rate
\[ \rho \leq 1 - \frac{1}{8n^2}. \]

From the quadratic bound on the hitting times of Metropolis walks proved by Nonaka et al. [19], Olshevsky [20] showed that the convergence rate of the Lazy Metropolis algorithm on any fixed graph that is connected and bidirectional is bounded from the above by \( 1 - 1/71n^2 \). Proposition 23 improves this result and, more significantly, extends it to the case of a time-varying topology.

The Metropolis and EqualNeighbor algorithms coincide in the case of communication graphs that are permanently regular. Proposition 22 shows that the convergence rate is bounded above by \( 1 - 1/4n^2 \) for such topologies, thus extending the quadratic upper bound in [7] for distance transitive graphs to any regular graphs. With moderate irregularity [1], a close method for bounding \( \tilde{\kappa} \) in the EqualNeighbor algorithm gives the following quadratic bound.

**Proposition 24.** In any execution of the EqualNeighbor algorithm with a communication graph \( G \) that is permanently Eulerian and with a constant in-degree \( d_i \) at each node \( i \), asymptotic consensus is achieved with a convergence rate
\[ \rho \leq 1 - \frac{1}{(3 + d_{\max} - d_{\min})n^2} \]
where \( d_{\min} \) and \( d_{\max} \) denote the minimum and maximum in-degree in each graph \( G(t) \).

**Proof.** The EqualNeighbor-length of any path in the directed graph \( G(t) \) gives
\[ \tilde{\kappa}(A(t)) = \frac{1}{|E|} \max_{e \in \gamma_{ij}} \sum_{e \in \gamma_{ij}} |\gamma_{ij}|d_i d_j. \]
Hence
\[ \tilde{\kappa}(A(t)) \leq \frac{1}{|E|} \sum_{i \neq j} |\gamma_{ij}|d_i d_j \leq \max_{j \in [n]} \sum_{i \in [n] \setminus j} |\gamma_{ij}|d_i. \]
The second inequality is due to the fact that \( |E| = \sum_{k \in [n]} d_k \). An argument analog to Lemma 21 shows that the sum of the in-degrees along any geodesic is less than \( 3n \), and thus each term in the above sum is bounded above by
\[ |\gamma_{ij}|d_i(t) \leq 3n + (d_i - d_{\min})|\gamma_{ij}|. \]
The result immediately follows from Corollary 16 and \( a \geq 1/d_{\max}. \)

The example of the barbell graph developed by Landau and Odlyzko [12] shows that the convergence rate of the EqualNeighbor algorithm is greater than \( 1 - 32/n^3 \) with a specific set of initial values (see also below). Thus the general quadratic bound for Metropolis in Proposition 22 does not hold for EqualNeighbor because of degree fluctuations in space.
7 Bounds for specific communication graphs

We now examine some typical examples where the bounds presented above are easy to compute. For the FixedWeight algorithm, we just give the bound derived from the simple geometric bound $\beta_b$, while we present detailed comparisons of the various bounds for the EqualNeighbor and Metropolis algorithms (cf. Figure 3). For Metropolis and FixedWeight, the communication graph is time-varying, but it is supposed to belong to one of the listed classes of directed graphs. In other words, the support is fixed but node labelling may change over time. For the EqualNeighbor algorithm, the communication graph is supposed to be fixed if the directed graphs in the class under consideration are not regular. This section is completed with the case of the EqualNeighbor algorithm and the fixed Butterfly graph, which allows us to compare the various methods for bounding convergence rate in the case of non-reversible stochastic matrices.

Ring. Let $G = (V, E)$ be a bidirectional ring\(^7\) with an odd number $n = 2m + 1$ of nodes. Here $|E| = 3n$, $d_{\text{max}}(G) = 3$, and $\delta(G) = m$. We easily check that $\delta_s(G) = m$ and $b(G) = m(m + 1)/2$.

Since $G$ is regular, the EqualNeighbor and Metropolis algorithms coincide, and we obtain

$$\beta_b = 1 - \frac{2}{3n^2} + O\left(\frac{1}{n^3}\right) \quad \text{and} \quad \beta_{DS} = 1 - \frac{16}{3n^2} + O\left(\frac{1}{n^3}\right).$$

The two bounds are of the same order of magnitude with $\beta_{DS} < \beta_b$. Corollary 19 gives a convergence rate

$$\varrho \leqslant 1 - \frac{16}{3n^2},$$

which is the right order of magnitude. \(\text{i.hh}\)

Hypercube. Let $G = (V, E)$ be the $p$-dimensional cube with $n = 2^p$ nodes. Here $|E| = (p+1)2^p$, $d(G) = p + 1$, $\delta(G) = p$, and $\delta_s(G) = 1$. Diaconis and Stroock [7] showed that $b(G) = 2^{p-1}$. The EqualNeighbor and Metropolis algorithms coincide, and we obtain

$$\beta_b = 1 - \frac{1}{(p+1)2^p} \quad \text{and} \quad \beta_{DS} = 1 - \frac{2}{p(p+1)}.$$  

The bound $\beta_{DS}$ is far better than $\beta_b$. Corollary 19 gives a convergence rate

$$\varrho \leqslant 1 - \frac{2}{p(p+1)} \leqslant 1 - \frac{1}{(\log_2 n)^2},$$

which is the right order of magnitude (e.g., see [6]).

Star. The star graph with $n$ nodes has $3n - 2$ edges. The maximum in-degree is $n$, its diameter is 2, its edge-connectivity is 1, and so its weighted diameter is 2. The bottleneck measure is equal to the weighted diameter, namely $n - 1$.

For the EqualNeighbor algorithm, we obtain

$$\beta_b = 1 - \frac{1}{6n} + O\left(\frac{1}{n^2}\right) \quad \text{and} \quad \beta_{DS} = 1 - \frac{3}{2n^2} + O\left(\frac{1}{n^3}\right).$$

\(7\)For a chain, graph parameters are of the same order and so leads to bounds of the same order of magnitude.
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The bound $\beta_b$ is far better than $\beta_{DS}$, and Corollary 19 gives a convergence rate

$$\varrho \leq 1 - \frac{1}{6n}.$$ 

As for Metropolis, we have

$$\beta_b = 1 - \frac{1}{2n^2} \quad \text{and} \quad \beta_{DS} = 1 - \frac{1}{3(n-1)}.$$ 

The bound $\beta_{DS}$ is asymptotically better than $\beta_b$ and improves the bound given in [17]. Observe that the inequality (17) in the proof of Proposition 22 directly gives $\varrho \leq 1 - \frac{1}{4n}$.

**Two-star.** A two-star graph $G$ is composed of two identical stars with an edge connecting their centers. It has an even number $n$ of nodes and $3n - 2$ edges. Here, $d_{\max}(G) = 1 + n/2$, $\delta(G) = \delta^*(G) = 3$, and $b(G) = n^2/4$.

For the Metropolis algorithm, we obtain

$$\beta_b = 1 - \frac{2}{3n^2} + O \left( \frac{1}{n^3} \right) \quad \text{and} \quad \beta_{DS} = 1 - \frac{8}{3n^2} + O \left( \frac{1}{n^3} \right).$$ 

The bounds $\beta_b$ and $\beta_{DS}$ are of the same order with $\beta_{DS} < \beta_b$. Corollary 18 gives a convergence rate

$$\varrho \leq 1 - \frac{8}{3n^2}.$$ 

As for EqualNeighbor, we have

$$\beta_b = 1 - \frac{1}{9n} + O \left( \frac{1}{n^2} \right) \quad \text{and} \quad \beta_{DS} = 1 - \frac{16}{n^3} + O \left( \frac{1}{n^4} \right).$$ 

The bound $\beta_b$ is far better than $\beta_{DS}$, and Corollary 19 gives a convergence rate

$$\varrho \leq 1 - \frac{1}{9n}.$$ 

**Binary tree.** Consider the full binary tree of depth $p > 1$. It has $n = 2^{p+1} - 1$ nodes, $3n - 2$ edges, and the maximum in-degree is 4. The results for the EqualNeighbor and Metropolis algorithms are thus of the same order. The diameter is $2p$ and the weighted diameter is $2p$. We easily check that the bottleneck measure is $2^p(2^p - 1)$.

For Metropolis, we have

$$\beta_b = 1 - \frac{1}{8p(2^{p+1} - 1)} \quad \text{and} \quad \beta_{DS} = 1 - \frac{2^{p+1} - 1}{p2^{p+3}(2^p - 1)}.$$ 

The bounds $\beta_b$ and $\beta_{DS}$ are of the same order with $\beta_{DS} < \beta_b$. Corollary 18 gives a convergence rate

$$\varrho \leq 1 - \frac{1}{2n \log_2 n}.$$ 

The results for EqualNeighbor are similar with a convergence rate

$$\varrho \leq 1 - \frac{1}{4n \log_2 n}.$$ 
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Observe that, in the case of a general bidirectional tree, the number of edges remains equal to $3n - 2$ while the diameter may be $n - 1$, which leads to

$$\beta_b \leq 1 - \frac{1}{3n^2}$$

for the EqualNeighbor algorithm. Proposition 22 shows that a quadratic bound also holds for Metropolis.

**Two-dimensional grid.** Let $p$ be an even positive integer, and let $G = (V, E)$ be the two-dimensional grid with $n = p^2$ nodes. Here $|E| = p(5p - 4)$, $d(G) = 5$, $\delta(G) = 2(p - 1)$, and $\delta^*(G) = p - 1$. The results for EqualNeighbor and Metropolis are thus of the same order. Choosing paths $\gamma_{i,j}$ first with vertical edges and then with horizontal edges yields $b(G) \leq p^3(p + 1)/8$.

For the Metropolis algorithm, we obtain

$$\beta_b = 1 - \frac{1}{5n^{3/2}} \quad \text{and} \quad \beta_{DS} \leq 1 - \frac{4}{5p(p - 1)(p + 1)} \leq 1 - \frac{2}{5n^{3/2}}.$$

The bounds $\beta_b$ and $\beta_{DS}$ are of the same order of magnitude. Corollary 18 gives a convergence rate

$$\varrho \leq 1 - \frac{2}{5n^{3/2}}.$$

Similarly, Corollary 19 implies that the convergence rate of the EqualNeighbor algorithm satisfies

$$\varrho \leq 1 - \frac{4}{5n^{3/2}}.$$

**Barbell.** The barbell graph $G = (V, E)$ of size $|V| = n = 4p - 1$ is composed of two cliques $C$ and $\bar{C}$ with $p$ nodes each, that are connected by a line of length $2p - 1$; see Figure 1. The barbell graph is bidirectional with $|E| = 2p^2 + 6p - 1$ edges. The maximum in-degree is $p + 1$. The diameter and the weighted diameter are equal to $2(p + 1)$. Any geodesic connecting $i$ to $j$ with $i \leq 0$ and $j \geq 1$ crosses over the edge $(0, 1)$, which is thus traversed by $2p(2p - 1)$ geodesics. Clearly $(0, 1)$ realizes the maximum in (9), and hence $b(G) = 2p(2p - 1)$.

For the Metropolis algorithm, the bounds $\beta_b$ and $\beta_{DS}$ are of the order of magnitude with $\beta_{DS} < \beta_b$, and $\beta_{DS}$ is of the order of $1 - 32/p^3$. A better estimate on the convergence rate is obtained with (17) and gives

$$\varrho \leq 1 - \frac{1}{16p^2} = 1 - \frac{1}{(n + 1)^2}.$$
As for EqualNeighbor, the expression of $\tilde{\kappa}$ in (8) makes the barbell graph as a good candidate for a spectral gap that is cubic in $1/n$. Indeed, Landau and Odlyzko [12] consider the vector $v \in \mathbb{R}^n$ defined by

$$v_i = \begin{cases} -p & \text{if } i \in \bar{C} \\ i & \text{if } 1 - p \leq i \leq p - 1 \\ p & \text{if } i \in C. \end{cases}$$

Let $N$ denote the stochastic matrix associated to the EqualNeighbor algorithm running on the barbell graph. Proposition 1 shows that

$$Q_N(v) = \frac{1}{2|E|} \sum_{(i,j) \in E} (v_i - v_j)^2 \quad \text{and} \quad \|v\|_2^2 = \frac{1}{|E|} \sum_{i \in [n]} d_i v_i^2.$$  Hence

$$Q_N(v) = \frac{p}{|E|} \quad \text{and} \quad \|v\|_2^2 = \frac{2}{|E|} \left(p^4 + \frac{4p^3}{3} + \frac{p^2}{2} + \frac{p}{6}\right).$$

Therefore

$$\lambda_2(N) \geq 1 - \frac{3}{6p^3 + 8p^2 + 3p + 6} \geq 1 - \frac{32}{n^3}. $$

The first inequality is Lemma 2 and the second one is because $n = 4p - 1$. In the execution with the initial values corresponding to one eigenvector associated to $\lambda_2(N)$, the convergence rate satisfies

$$\rho = \lambda_2(N) \geq 1 - \frac{32}{n^3}. $$

Hence, as opposed to the Metropolis algorithm, no general quadratic bound holds for the convergence rate of EqualNeighbor on a fixed connected bidirectional graph.

**Butterfly (and EqualNeighbor).** The Butterfly graph has $n = 2m$ nodes and consists of two isomorphic parts that are connected by a bidirectional edge. We list the edges between the nodes $1, 2, \ldots, m$ which also determine the edges between the nodes $m + 1, m + 2, \ldots, 2m$ via the isomorphism $i = n - i + 1$. The edges between the nodes $1, 2, \ldots, m$ are: (a) the edges $(i + 1, i)$ for every $i \in [m - 1]$, and (b) the edges $(1, i)$ for every $i \in [m]$. In addition, it contains a self-loop at each node and the two edges $(m, \overline{m})$ and $(\overline{m}, m)$. Hence, the butterfly graph is not bidirectional but it is strongly connected; see Figure 2.

We now consider the EqualNeighbor algorithm running on this fixed graph, yielding a fixed stochastic matrix $B$ that is not reversible. Corollary 16 is not applicable, but the results in Section 4 give a convergence rate

$$\rho \leq 1 - \max \left(\frac{\alpha(B)}{n - 1}, \frac{1}{\kappa(B^\dagger B)}, \frac{1}{\tilde{\kappa}(B^\dagger B)}\right),$$

where $\alpha(B)$, $\kappa(B^\dagger B)$, and $\tilde{\kappa}(B^\dagger B)$ are defined by (6), (4), and (8), respectively.

We easily verify that the Perron vector of $B$, and thus of $B^\dagger B$, is given by

$$\pi_1 = \frac{1}{5}, \quad \pi_i = \frac{3}{5} \cdot 2^{i-1} \quad \text{for } i \in \{2, \ldots, m - 1\} \quad \text{and} \quad \frac{1}{5}. $$
By symmetry, this also defines the Perron vector for the remaining indices between $m + 1$ and $2m$ since $\pi_i = \pi_{n-i+1}$. Then we easily arrive at

$$\alpha(B) = \pi_m B_{m1} = \frac{1}{5 \cdot 2^{m-1}},$$

which directly gives the following analytic bound in Proposition 12

$$\beta_a = 1 - \frac{1}{5(2m - 1)2^{m-1}}.$$

For $\kappa(B^\dagger B)$ and $\kappa(B^\dagger B)$, we compute the estimates $\beta_b(B^\dagger B)$ and $\beta_{DS}(B^\dagger B)$ given by

$$\kappa(B^\dagger B) \leq \frac{\alpha(B^\dagger B)}{\delta(H)} \text{ and } \kappa(B^\dagger B) \leq \frac{\alpha(B^\dagger B)}{\delta(H)(\pi_{\text{max}})^2b(H)},$$

where $H = G_{B^\dagger B}$. The directed graph $H$ consists in two cliques with the sets of nodes $1, 2, \ldots, m$ and $\bar{1}, \bar{2}, \ldots, \bar{m}$, connected by the edges $(m - 1, \bar{m})$, $(m, \bar{m} - 1)$, $(m, \bar{m})$ and the three edges in the reverse direction. Thus $H$ has $2(m^2 + 3)$ edges, $d_{\text{max}}(H) = m + 2$, $\delta(H) = 3$, and $\delta_a(H) = 1$. The bottleneck measure is $b(H) = m/3$. A rather tedious computation gives

$$\alpha(B^\dagger B) = \pi_{m-1} B_{(m-1)m} = \frac{1}{3 \cdot 5 \cdot 2^{m-1}}.$$

Since $\pi_{\text{max}} = 1/5$, we arrive at the two following geometric bounds

$$\beta_b = 1 - \frac{1}{3 \cdot 5 \cdot 2^{m-1}} \text{ and } \beta_{DS} = 1 - \frac{5}{3 m 2^{m-1}}.$$

The bound $\beta_b$ is better than both $\beta_a$ and $\beta_{DS}$. Thus we arrive at

$$\varrho \leq 1 - \frac{1}{3 \cdot 5 \cdot 2^{m-1}}.$$

The subset $S = \{1, 2, \ldots, m\}$ satisfies $\pi(S) = 1/2$ and

$$\sum_{i \in S, j \notin S} \pi_i B^\dagger B_{ij} = \frac{1}{5 \cdot 2^{m-2}}.$$
The lower bound in Cheeger’s inequalities gives
\[ \lambda_2(B^\top B) \geq 1 - \frac{1}{5.2^m-4}. \]
This lower bound is of the same order as \( \beta_s \), which shows that the convergence rate of the Equal-Neighbor algorithm is \( 1 - \theta(2^{-m}) \).
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