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Abstract
In recent years, the growing interest of universities in valorization of research activities (typically through technology transfer—patenting and licensing—and academic entrepreneurship) has generated a debate on its impact on scientific knowledge production. There have been controversies on the potentially negative effect of university research valorization on public research, in terms of quality, long term vs short term orientation, and accessibility. The debate has been traditionally framed in terms of substitution vs complementarity between public research and valorization. In this paper we argue that the key to understand the relation between public research and valorization lies in the role of research funding, particularly: (a) competitive public research funding; (b) third party commercial funding. If the funding system (both public and private) takes the value of academic research as signal of quality, then high quality researchers are able to attract extra-funds beyond ordinary endowment. In turn, these additional funds can be used as a source to organize an effective and long-term division of labor in laboratories in order to support inventions and licensing (patents) and entrepreneurial activities (spin-off companies). In this case academic quality and commercialization are strong complement and positive feedback loops are generated. This interpretation on the role of funding is strongly supported by original data from the Italian Evaluation of Research Quality VQR 2011–2014 dataset. The paper is based on a unique and novel dataset, that integrates data on valorization of research activities at individual and institutional level on all the Italian universities and microdata on research quality on 32,616 researchers in STEM disciplines.
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1 Introduction

In the last few decades universities have been subjected to strong pressure for change, triggering a discussion on the nature and missions of academic institutions. The valorization of research seems a largely accepted component of university mission.

This involves activities such as patenting of academic research (Nelson, 2004; Stiglitz & Wallsten, 1999; Lissoni et al., 2008; Lawson, 2013; Link & van Hesselt, 2019), patent licensing (Agrawal & Henderson, 2002; Jensen & Thursby, 2001; Sine et al., 2003; Thursby & Thursby, 2002; Thursby et al., 2001), technology transfer (Agrawal, 2001; Bartlett et al., 2017; Bozeman et al., 2015; Colyvas et al., 2002; Friedman & Silberman, 2003; Mowery et al., 2004), academic entrepreneurship and the creation of spin-off companies (Rothaermel et al., 2007; Shane, 2004; Toole & Czarnitzki, 2010). In order to realize these activities universities have created, or supported, dedicated facilities and organizations such as Industrial Liaison Offices (ILOs), Technology Transfer Offices (TTOs), and science and technology parks (Siegel, Waldman, et al., 2003). These activities are usually labelled as valorization of research, and more specifically, on the economic side, commercialization of research. As a matter of fact, the patenting of inventions from academic research or the creation of university spin-off companies have the final goal of commercializing university research. Yet it is not taken for granted that this goal is fully achieved (e.g. patents might not be licensed) since the process may fail or being interrupted before reaching the market (e.g. a spin-off may be liquidated). In all these activities, within the scope of the economic valorization of research, universities learn to interact with non-academic actors, mainly profit-oriented companies (Slaughter & Leslie, 1997).

While the importance of valorization of research is largely recognized, a large debate is still ongoing on its impact on the other traditional university’s missions, especially on research.

We contribute to the literature in three ways. First, we exploit the relation between research quality and valorization through data at different level, i.e. at the researcher individual level and at university level, covering a very large dataset and taking into account the variability of the phenomena under investigation. We exploit, for the first time, data from a national, official assessment exercise covering all the universities in a large European country and, within universities, all researchers in STEM disciplines. The data describe in great detail several dimensions of research valorization and relate them to indicators of research quality. With this aim, we have created a unique and novel dataset. This effort of data integration for a large country is unique, to the best of our knowledge.

On the basis of the dataset we develop two models.

(i) An individual-level model, in which the dependent variable is the count of patents invented by individual researchers in STEM disciplines, or academic patents (Inventive model)

(ii) Two university-level models, in which the dependent variables are the count of patents invented by academic researchers in STEM disciplines and owned by universities, or university patents, and the count of spinoff companies, respectively.
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By examining in parallel individual and institutional variables we are able to capture the valorization process in greater detail.

Second, we examine in an integrated way several channels of knowledge transfer and valorization, building up a more complex picture of the valorization of research. In particular, we shed light on the crucial role of third party funding on the sign and magnitude of the relation between research quality and research valorization. These findings have strong theoretical implications.

Third, we are able to control for a large number of contextual variables that have a clear relation with the theoretical debate on the impact of valorization on research quality.

Data come from the second round of the Italian national assessment exercise Evaluation of Research Quality (VQR, Valutazione della Qualità della Ricerca) 2011–2014 that has been carried out by the Italian Agency of Evaluation of Universities and Research Institutes (ANVUR) in 2016–2017. In this second round VQR 2011–2014, the evaluation of valorization activities has been introduced on a full scale, under a broader umbrella called third mission. There are clear limitations to this work. The most important one is that we cannot establish causality relations, given obvious problems of endogeneity in the relation between research quality and valorization. Due to the cross-sectional nature of data and the presence of discontinuities in the regulatory framework, most part of the counterfactual techniques cannot be used. We therefore frame our discussion in correlational terms. Another limitation, that may be addressed in a future study, is the lack of data on teaching activities. These data will be integrated in the near future. With these caveats in mind research questions and modeling strategy are hereby articulated.

2 State of the art and development of hypotheses

2.1 Academic quality of research and economic valorization

The issue of economic valorization of research has attracted lot of attention in the literature, from two perspectives. The first perspective was raised shortly after the legislative changes in the United States in the ‘80s that promoted the patenting and commercialization of research funded by public sources. Here the perspective taken (in the tradition of Merton, 1968; Mitroff, 1974; Mulkay, 1976; Dasgupta & David, 1994) is the one of researchers and of public interest: does the pursuing of a new mission by universities, in particular the valorization of research, add or subtract from the mission of producing high quality research? Is it good or evil for universities (Behrens & Gray, 2001; Bozeman et al., 2016; Calderini et al., 2007; Carayol, 2003, 2007; Crespi et al., 2011; Gulbrandsen & Smeby, 2005; Hicks & Hamilton, 1999; Murray & Stern, 2007)?

More recently, perhaps after the former stream of research has undergone diminishing returns, the perspective has been reversed. By assuming the perspective of the market some authors started to ask: are universities able to extract economic value from their research, or rather they fail in this mission?

Let us shortly review these streams of literature and discuss why the case of Italy, analysed in this paper, is interesting from the point of view of the advancement of knowledge.

The first set of questions has been since long time conceptualized within the framework, familiar to economists, of substitution vs complementarity (Perkmann et al., 2013; Van Looy et al., 2006). According to the substitution thesis, engaging into economic valorization of research will harm public research for reasons of efficiency, accessibility, and ethos.
The *efficiency* argument was that researchers have a (relatively) fixed time budget, so that engaging into patenting or entrepreneurship would divert from academic research. In addition, doing research with a view on economic valorization implies re-orienting research agendas, from long term uncertain but fundamental results to short term incremental results. The *accessibility* argument stressed the perverse effect of intellectual property and/or industrial secrecy on the attitude of researchers to publish results. The *ethos* argument implied that public researchers would be contaminated by the profit-oriented motivation of firms.

On the opposite side, the complementary perspective stressed that in frontier research, particularly in the so called Pasteur-quadrant disciplines or Transfer sciences, there is no efficiency problem, since working on applications and market valorization will open new and academically interesting research questions (Blume, 1990; Calcagnini et al., 2016; Stokes, 1997). The concerns about openness vs commercial appropriability can be managed within a sophisticated legal and contractual framework, making universities able to manage ambidexterity (Ambos et al., 2008; Chang et al., 2016; Fini & Toschi, 2016) and pursue both publishing and patenting (Breschi et al., 2007; Owen-Smith & Powell, 2003). With respect to the ethos of research, a severe discipline of conflict of interest, particularly in the medical fields, has mitigated the problems.

Summing up, our view is that this debate has led to a clear verdict in support of the complementary view. An overwhelming amount of evidence supports the view that the net balance is positive, that is, quality of research is not damaged, but rather enhanced, by valorization activities.

More controversial, in our view, is the recent stream of studies that put the problem the other way round: are universities able to generate the full economic value that they potentially have? If not, why?

In a fascinating paper Marx and Hsu (2021) have compared the inventions generated by universities with a control sample in which the same (or very similar) inventions have been obtained by commercial firms in the same period. Universities try to extract economic value from spinoff companies that go to the market, either by taking a share of equity or by charging licensing fees on intellectual property. The authors show that commercial firms are able to generate many times the economic value than universities for the same invention. Universities clearly lack the complementary assets needed to generate commercial success. In this sense good quality research is necessary but dramatically not sufficient for valorization.

In a somewhat related perspective, some authors have recently raised the argument that economic valorization does not need excellent research, but rather more ordinary activities of knowledge transfer, technical services, consultancies, with some important but occasional involvement of new research. In medium and low-tech industries the most important contribution played by universities is not the production of top quality research, but rather the education of students with a practical orientation and the engagement into trouble-shooting and problem solving activities of firms, which do not require high levels of research creativity (Barra et al., 2019; Freitas et al., 2013; Laursen & Salter, 2004, 2006; Laursen et al., 2011; Maietta, 2015). Consistent with this theoretical background, Bekkers and Freitas (2008) found that mechanical and civil engineering firms make use of university cooperation not necessarily of top quality, while Abramovsky et al. (2007), found that pharmaceutical, chemistry and materials science R&D tends to be located close to star departments in UK, while machinery and communication equipment R&D is co-located with lower-quality rated research departments. According to this view, good quality research is not strictly necessary for valorization.
While this debate is crucial for the future of universities in all countries, it is important to examine why the case of Italy may add original insights. We see three reasons.

First, Italy is a unitary higher education system in which all tertiary education and research functions are carried out by one type of institution, that is, the PhD-granting, public, generalist university.¹ Non-university institutions such as colleges or bachelor-only schools are confined to a few disciplines in Art, Music and Drama. Our data cover only universities. It is important to remark that in the Italian context, for historical and institutional reasons, there is no formal stratification of universities according to their research intensity. All universities are equally engaged into research, although their average research quality is different. Empirically, differences across universities in research quality have lower magnitude than within-university differences (Bonaccorsi & Cicero, 2015). For these reasons it would be difficult to replicate the discrimination between High Research Intensity (HRI) and Low Research Intensity (LRI) universities used, for example, by Hewitt-Dundas (2012) for the UK case. This means that all university researchers, particularly in STEM disciplines, are implicitly held responsible not only for their research and teaching but also for technology transfer and research valorization. In the absence of universities, no other specialized institution would do the job on a systematic basis.

Second, Italian universities are notoriously understaffed and underfunded. All comparative analyses show that Italy has a lower number of researchers in proportion to the population and a much lower higher education expenditure per student. These two features point to an exacerbation of the possible trade-off between research quality and research valorization. It is not an exaggeration to state that Italian researchers and professors are asked to contribute to research valorization while they are also committed to teach to a large (on average) number of undergraduate students and to fight to acquire funds out of a meagre national research budget. At the same time academic researchers make their career mainly on the basis of scientific publications, so that the incentives to allocate time to non-publication activities are weak, as discussed by a large recent literature (Hmielecki & Powell, 2018; Ho et al., 2016; Loi & Di Guardo, 2015; Meek & Wood, 2016; Tartari & Breschi, 2012; Watermeyer, 2015).

Finally, the Italian economy suffers from a prolonged dualism, with Southern regions well below the European level of GDP per capita and the level of business R&D. It is safe to say that universities find it more difficult to interact with industry in Southern regions.

All these features of the institutional system may put into question the overall positive relation between research quality and valorization which is largely confirmed by the literature. It might well be that, due to heavy constraints in terms of staff and funding, Italian researchers must choose between publishing and patenting, or between publishing and creating spinoff companies. They cannot do the two things together. If they engage actively into valorization, their research quality will suffer significantly and their career prospects may become weaker. For these reasons it is interesting to re-open the empirical issue of the relation between academic quality of research and valorization activities in a context in which there is strong tension between the two.

¹ This lack of institutional differentiation is also found in applied research and technology transfer. The diffusion of non-university intermediaries for technology transfer is scattered and their operations are relatively inefficient. No institutional country-wide mission to non-university organizations (such as Fraunhofer) is in place.
2.2 Role of funding

Most existing studies examine the relation between the absolute and relative level of funding and the volume and quality of scientific production. At an aggregate level a positive relation between the volume of research funding and the volume of scientific production is largely confirmed (McAllister & Wagner, 1981; Boyack & Borner, 2003; Carayol & Matt, 2004; Jacob & Lefgren, 2011; Bolli & Somogyi, 2011; Rosenbloom et al., 2015). This relation is obviously affected by endogeneity. Using data at the level of individual researchers, however, Ebadi and Schiffarevua (2015, 2016) and Mongeon et al. (2016) address the endogeneity problem associated to funding and examine the marginal effects of increase in public funding. Their results support the notion that increased funding is associated not only to increased volume of production, but also to increased productivity. These findings confirm those by Beaudry and Allaoui (2012) and Fedderke and Goldschmidt (2015).

The literature on valorization has, in general, payed little attention to the relation with research funding and, in particular, on the different impact of various sources of funding (Goldfarb, 2008; Rosli & Rossi, 2016). We propose that this relation is instead crucial. The argument is the following. Researchers receive funding for their research through three main sources: block funding at university level, competitive public research funding and third party funding. Block funding is allocated by the government to universities and subsequently allocated to researchers per capita, or possibly with little variability across individual researchers. It is considered to be the minimum funding needed to pursue research. We suppose that this funding is not sufficient to engage into valorization. This requires an extra effort e.g. the paper work related to the drafting of the text of patents, the discussion with lawyers and consultants, the creation of business plans for spinoff companies, the lengthy negotiations with business angels, incubators’ management and VCs.

According to this argument, researchers can do valorization only if they get additional resources. They procure the additional funding in two main ways: by competing in national and international calls, and by receiving money from third parties, in particular from companies through contract research (Hornbostel, 2001; Bruno & Orsenigo, 2003; Laudel, 2005; Larivière et al., 2010; Nag et al., 2013; Muscio & Nardone, 2012).

However, this creates in turn additional burden for the management of project applications and implementation. Only once the flow of additional resources becomes steady and predictable, senior researchers may hire junior researchers to be assigned to contract research tasks and dedicated staff for the project management. Junior researchers acquire advanced skills to be employed in their future career. Within a larger team, junior researchers may also choose to create spin-off companies instead of pursuing an academic career. These spin-off companies will maintain, however, close linkages with the academic background (Blasi & Romagnosi, 2012).

Over time, publishing articles, on the one hand, and drafting patents or creating spinoff companies, become joint products of the same high level cognitive production process. Additional funding, in other words, permits a better division of labor within laboratories. It is this division of labor that ensures scientific quality of research and valorization to go hand in hand. This dynamic and virtuous circle, however, requires institutional support at university level.

If this hypothesis is correct, then we expect that in our dataset the indicators of funding will enter the models of explanation of the variability in the valorization performances.
2.3 Context effects

In this section we review control variables, whose role is to be taken into account, to the largest possible extent, for the heterogeneity in the way in which academic research leads to valorization. We distinguish disciplinary, regional and institutional effects, including in the latter the role played by the presence of Technology Transfer Offices (TTOs).

2.3.1 Disciplinary effects

The existence of disciplinary differences has been recently emphasized in empirical research on valorization (Sánchez-Barrioluengo, 2004). The effect of the disciplinary specialization of the institutions is relevant and engineers are recognized to be more active in industrial partnerships (Freel et al., 2019), while life scientists in commercialization of results since research in that field has a direct impact on technology development (Zucker & Darby, 1996; OECD, 2013; Laursen & Salter, 2004; Callaert et al., 2006). In the Italian context, Calderini et al. (2009) have examined the large differences within STEM disciplines in academic patenting and Bonaccorsi et al. (2013, 2014) have found that the impact of scientific outputs on the creation of new firms located close to universities is stronger in Engineering and Medicine, while it is negligible in Social Sciences and Humanities.

2.3.2 Regional context

The way in which universities interact with companies and valorise their research results is inevitably influenced by the regional context in which they are located (Bekkers & Freitas, 2008; Freitas et al., 2013; Hill, 2006; Landry et al., 2010; Schartinger et al., 2002). This argument is supported by the recent reconsideration of the impact of universities on regional growth (Lawton-Smith & Bagchi-Sen, 2012; Drucker, 2016; Brown, 2016; Bonaccorsi, 2016; Peer & Penker, 2016; Teixeira & Queirós, 2016).

In fact, the ability of companies to absorb external knowledge (for example, produced by universities) is a positive function of the internal, in-house investment into formalized R&D. Only large firms are capable to scan the academic landscape at a global level and select the best universities in terms of visibility and prestige (Fontana et al., 2006; Link & Scott, 2005; O’Shea et al., 2005; Powers & McDouglas, 2005; Schartinger et al., 2002). Instead, SMEs are likely to look for a more targeted and applied know-how, and are more interested in geographical proximity and universities’ capacity to support the whole innovation process and train high skilled workers (Fritsch & Franke, 2004; Hong & Su, 2013).

Given the stickiness of the industry specialization of territories, this selectivity effect takes a clear spatial structure. There is also preliminary evidence of a more general impact in the reverse direction, i.e. the impact of regional macroeconomic context on universities. Woliszack-Derlak (2017) shows that GDP per capita at regional level has an impact on the overall efficiency of universities in 10 European countries and the US, while Degl’Innocenti et al. (2019) find a similar effect on efficiency in generating income for the UK.

This issue is particularly prominent in the Italian context, given the divide between Northern and Central regions, and Southern and Insular regions. In catching up regions, in fact, the sectorial pattern of specialization is usually focused on traditional sectors, with a very low investment into R&D.
2.3.3 University governance, specialization and type

Universities differ along several dimensions (Daraio et al., 2011) and these differences are also reflected in different forms of strategy and organization of the knowledge valorization process (Schoen, 2014).

Within the Italian university sector we find three main characterizations:

(i) Governance: state vs non-state universities
(ii) Specialization: generalist vs specialist institutions
(iii) Type: universities vs graduate-only institutions

According to governance, a distinction between state and non-state universities is clearly established by the regulatory framework. Non-state universities are accredited and receive public funds for research, but do not receive funds for teaching.

According to the type, the legislation distinguishes between universities and a small number of institutions, called “Scuole Superiori di Studi Avanzati/Schools for Advanced Studies”, which are dedicated to graduate studies and to the education of small classes of excellent undergraduate students, following the model of École Normale supérieure in France. There are also three Polytechnics (Milan, Turin and Bari) that are public technical universities which follow, differently from most other universities, a selective policy of admission of students. In our dataset, graduate-only schools and Polytechnics are treated together for their specific nature.

In principle, non-state universities may have a stronger incentive to produce commercially valuable outputs. In practice, however, the reverse is more likely. In the Italian context, in fact, non-state universities are concentrated in the fields of Business and Law (Bocconi, LUISS, LIUC) and Medicine (San Raffaele, Humanitas). The largest non-state university (Cattolica University) is mostly active in SSH, Medicine and Agriculture, while is clearly absent in basic science and Engineering. In the medical field, non-state universities are mostly active in clinical research. Summing up, the disciplinary background that characterizes Italian non state universities is not particularly favourable to the production of patents and spin-off companies.

Following the literature (Bonaccorsi & Daraio, 2007) we distinguish generalist and specialist universities. Generalist universities might enjoy better conditions for valorization. Interaction between different scientific fields might be a favourable background condition, while the combination between STEM and inputs from social sciences (in particular, business and management schools) might also contribute to the creation of spin-off companies. In a study of orientation of Technology Transfer Offices (TTOs) in several European countries, Giuri et al. (2019) find that generalist universities are more oriented towards collaboration and support to local economic development in the form of spin-off companies and incubators. This is due to the broader disciplinary spectrum, which also includes SSH (Olmos-Peñuela et al., 2014), and the orientation of TTO staff to support more general collaborations (Munari et al., 2016).

Finally, also graduate-only schools and Polytechnics might enjoy better conditions for research valorisation. Having a lower teaching load, they might manage the trade-off between academic research and valorization in a more effective way.
2.3.4 Technology Transfer Office

The role of the internal organization of universities for the design and implementation of valorization has been repeatedly examined (Chapple et al., 2005; Hülsbeck et al., 2013; Siegel Veugelers et al., 2007; Siegel, Waldman, et al., 2003). Fini et al. (2011) analyze the extent to which University-Level Support Mechanisms (ULSMs, such as Technology Transfer Offices and dedicated administrative staff) and Local-Context Support Mechanisms (LCSMs, such as incubators, technology parks, or specialized intermediaries) complement or substitute each other in fostering the creation of academic spin-offs.

The magnitude of the impact of TTOs on the effectiveness and efficiency of the knowledge transfer process is a matter of debate (Bozeman et al., 2015). Hewitt-Dundas (2012) and Sánchez-Barrioluengo and Benneworth (2019) find that the impact for UK universities is positive but small, while the strategic orientation of universities is more important. On the other hand, Fini et al. (2018) show that the tension between research quality and industrial impact are mitigated through the creation of a dedicated professional layer of agents. What is important is the fit between institutional goals and strategies and the organization of TTOs in terms of resources and skills, including tacit ones (Lockett et al., 2003; Schoen et al., 2014; Link & van Hesselt, 2019).

3 Data description

The paper is based on the integration of two datasets. The first dataset (TM DB) was created from the procedure of third mission monitoring, started in 2015 and replicated annually (Annual Third Mission Form, or SUA-TM). Universities were asked to report detailed data on their third mission activities and outputs. Among them, a section on the valorization of research was included, covering patenting, creation of spin-off companies, and third party and contract research. Some of the variables are collected at university level, some of them are collected also at individual level. The period covered by this dataset is the same as the period of the second dataset, i.e. the years related to the second round of the research assessment exercise VQR 2011–2014.

The second dataset (VQR DB) includes individual-level data on the quality of research drawn from VQR 2011–2014. This dataset was used to build up the independent variables at individual level and also their aggregation at the institutional level. Control variables at university level are derived by the affiliation of the outputs’ authors inserted at the submission by universities.

In this dataset a selection has been made to include only academic staff in STEM disciplines supposed to be more proactive in research valorization. The bordering has been made through SSD, a relatively narrow discipline-based code (“Settore Scientifico Disciplinare, SSD”). In the Italian administrative context, all academic staff are classified according to SSD and all SSDs are grouped in 14 broad scientific areas (Area CUN- National University Council Areas). STEM disciplines cover the areas corresponding to Mathematics and Computer science, Physics, Chemistry, Earth science, Biology, Medicine, Agriculture and Veterinary science, Civil engineering, Industrial and information engineering.

As already stated, we develop two types of models: an individual-level model, in which the dependent variable is the count of patents invented by individual researchers in STEM disciplines, namely academic patents (Academic invention model); and two university-level models, in which the dependent variables are the count of patents invented by academic
researchers in STEM disciplines and owned by universities, namely university patents, and the count of spinoff companies, respectively (*Institution valorization models*).

In this section, we describe the variables and the data merge procedure. In the modeling strategy we relate the variability of dependent variables representing the valorization process (patents and spinoff companies) on the basis of independent variables (research quality and research funding), controlling for several disciplinary, regional and institutional factors.

Here we represent the valorization using only two simple variables in count (number of patents, number of spinoff companies). It must be recognized that a full picture should have included additional data on the final outcome of valorization, such as licensing revenues, or the turnover or employment of spinoff companies. ANVUR recognized this issue and asked universities to compile detailed data on these variables. It turned to be an exceedingly difficult and burdening process and there were many missing data, particularly for spinoff companies. One reason was that universities do not necessarily have a share in the equity of companies and do not always have direct access to the balance sheets: in many cases they rely on the willingness of spinoff companies to share financial or employment information. Another reason was that the procedure, during VQR 2011–2014, was not mandatory: it was clearly stated that the evaluation of third mission would not have an impact on university funding, differently from the evaluation of research. There are good reasons to believe that the data collection will definitely improve under the third round of 2015–2019 VQR, currently in place, in which the evaluation of the third mission gained central prominence.

In the following section, we describe the parts that compose the dataset on third mission (TM DB).

### 3.1 Patents

Patent data are taken from the European Patent Office (Worldwide Patent Statistical database) and refer to applications published in the period 2011–2014. By patent we mean the patent family, a collection of patent applications covering the same or similar technical content. The applications in a family are related to each other through priority claims, thus the family boundaries are provided by common references or are linked to a priority document, identifiable with the first application filed in chronological order.

Only invention patents published in offices that produce a search report have been included, and specifically in the European Patent Office (EPO), the Patent Cooperation Treaty (PCT), the US Patent & Trademark Office (USPTO) and the Italian Patent and Trademark Office (UIBM). The selection of the offices was made to introduce a quality criterion on patents.

The data refer to academic patents, i.e. patents signed by at least one professor-inventor regardless of their ownership. These include university patents, i.e. patents owned or co-owned by universities. Academic patents are an indicator of the individual inventive capacity and creativity of academic staff. University patents are a subset of academic patents, for
which university offices have identified an interest and paid the administrative fees (Lissoni et al., 2012).

All professors, researchers, research fellows, PhD students and doctors of the university who are active on 31/12/2014 are considered as inventors. ANVUR has created an experimental semi-automated procedure\(^2\) in which the names and surnames of all academic staff have been cross-checked with the list of inventors of EPO, USPTO, PCT, and UIBM patents. This has created a first list of academic inventors that has been subsequently checked, validated and integrated\(^3\) by universities’ staff in the VQR submission phase. If an inventor moved to another affiliation after the year of application, the patent was considered part of academic patents of the former institution.

Further information on university patents regarding cash receipts registered per year, from license, sale and option, have been collected during the assessment procedure. As already stated, all data refer to the VQR evaluation period (2011–2014).

In this paper we use only a measure of patent count, given that data on licensing are incomplete. A systematic effort is currently in place to obtain fully reliable data from universities on their income from licensing, an issue for which there have been claims of privacy restrictions.

### 3.2 Spin-off companies

The definition of spin-off companies was already established in the first round of the research assessment exercise VQR 2004–2010, as follows:

(a) a spin-off company is based on the research results produced by the university and regular research collaboration relationships have been maintained with it.
(b) the participation in the capital by universities or the presence of researchers in the company’s governing bodies may occur but it is not strictly required.
(c) a formal and documented accreditation of the spin-off status by the university is required.

Spin-off data have been collected at the university level in relation to companies active and accredited by the university in at least one year in the VQR period. Since data on revenues of spin-off companies are characterized by a large number of missing values, only spin-offs that reported revenues in at least one year in the reference period have been included in the analysis. Data on firms have been collected from Chamber of Commerce database (firms created in the calendar year) and have been integrated and validated by universities in the submission phase.\(^4\) Data refer to 2011, 2012, 2013 and 2014 separately.

### 3.3 Research quality

In VQR 2011–2014, academics were asked to submit two research outputs published in the years 2011–2014 and quality of research outputs was assessed using an informed peer

---

\(^2\) The construction of the patent database was made possible thanks to the collaboration with Bocconi University (project leader prof. Francesco Lissoni).

\(^3\) The institutions had also the possibility to manually insert patents which did not result from the semi-automated procedure.

\(^4\) The construction of the database from official Chamber of Commerce data was made possible thanks to the collaboration with the University of Bologna (project leader prof. Riccardo Fini).
review methodology with bibliometric indicators (see for details Anfossi et al., 2016; Bonaccorsi, 2020a, 2020b).

For each academic inventor we computed the mean of the two submitted outputs’ scores and normalized it by scientific area’s averages to take into account differences into evaluation parameters among the areas.\(^5\)

These data have been then aggregated at university level using normalized and standardized indicators.

Only STEM fields scores were considered, since those fields are the most active in producing patents, spin-offs and third party funding. Therefore, on the basis of ANVUR data, we use:

(a) two university indicators normalized by scientific area (from now on \(R_{Area}\)) and by disciplinary Sector (from now on \(R_{SSD}\)) weighted for the quota of outputs in the area / SSD for each university. We define: \(v_{j,k}\) as the sum of the scores obtained from outputs in area \(j\) (or SSD \(j\)) in the university \(k\); \(n_{j,k}\) the number of research outputs of area \(j\) (or SSD \(j\)) in the university \(k\); \(V_j\) and \(N_j\) respectively the total scores and the number of outputs in area \(j\) (or SSD \(j\)) at national level. Hence we define a normalized indicator at university and area levels that compares university mean score in a specific area with national mean score in that specific area: \(R_{j,k} = \frac{v_{j,k}}{n_{j,k} \cdot \frac{V_j}{N_j}}\). By summing up all \(R_{j,k}\) indicators in each university with a weight equal to the share of outputs in area \(j\) (or SSD \(j\)) on the total university production in terms of number of outputs (\(NP_k\)), we obtain a single university indicator that aggregate the performances in all the areas (or SSDs):

\[
R_k = \sum_{j=1}^{J} R_{j,k} \cdot \frac{NP_{j,k}}{NP_k}
\]

(b) a standardized indicator (ISA) at university and Scientific Sector levels obtained by summing up all the standardized scores (\(VS_{i,k,s}\)) computed with respect to the mean and standard deviation for each SSD at national level: \(VS_{i,k,s} = \frac{VP_{i,k,s} - \langle VP_i \rangle}{\sigma_i}\). We define Standardized University Score (\(VS_k\)) the normalized sum of all standardized scores in the university: \(VS_k = \sum_{s=1}^{S} \frac{VP_{i,k,s}}{\sqrt{NP_k}}\). By using the normal cumulative function for the standardized university score, we can know the position of the university \(k\) in the national distribution of universities with the same staff composition in terms of field specificity. This value multiplied by 100 represents the percentile in which the university stands and indicates the probability that a University \(k\) compared with an ideal set of universities formed by the same number of staff members of university \(k\) specialized in the same SSDs, but chosen randomly, obtain a lower evaluation than the one actually obtained.

\[
P_{inf} = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{VS_{j}} e^{-\frac{x^2}{2}} dx
\]

\(^5\) We also run robustness check using research quality scores standardized (standardization accounts for different means but also for different variances among scientific areas) and results are consistent.
3.4 Research funding

Data on funding are derived from universities’ balance sheets, available in a standardized form only for state universities.\(^6\)

We distinguish between:

(a) research funding
(b) third party funding

Research funding (in log per capita) is the sum of block funding and competitive funding. Given that block funding for research is spread thinly among all researchers, the variability in this variable is almost entirely due to the ability to procure competitive funding in national and international calls.

This variable has large variability, since the minimum value (in log) is 5.8226 and the maximum is 12.742 (see Table 1 for descriptive analysis).

Looking at the distribution, it seems that there are universities, at the bottom and top deciles of the distribution, in which researchers work with extremely different conditions of funding.

Third party revenues is the sum of:

- commercial activity revenues (including research and teaching activities carried out on behalf of third parties and other revenues deriving from commercial activities);
- income from business (private and public enterprises);
- income from institutional relations

Data are the sum of the third party funding of the university (i.e. registered at central level) and of its departments\(^7\) in the period 2011–2014 (annual average).

| Source: ANVUR Annual Biennial Report 2018 |
|-------------------------------------------|
| **Third party funding in the period 2011–2014** | Total | Mean (by universitites) | % |
|-------------------------------------------|-------------------|------------------------|---|
| Commercial activities                     | 1.447.062.491     | 21.597.947.60          | 33.6 |
| From commissioned research                | 943.664.076.60    | 14.084.538.50          | 21.9 |
| From teaching activities, seminars and conferences | 50.872.434.05 | 759.290.10            | 1.2 |
| From tariff services                      | 205.030.693.30    | 3.060.159.60           | 4.8 |
| From other commercial activities          | 247.495.287.50    | 3.693.959.50           | 5.8 |
| Income from business (private and public enterprises) | 768.400.480.10 | 11.468.663.90          | 17.9 |
| Income from institutional relations        | 2.085.500.448     | 31.126.872.36          | 48.5 |
| Institutional relations excluding municipalities, provinces, regions and other Public Administrations | 415.547.117 | 6.202.196 | 9 |

---

\(^6\) Non-state and online Universities data have been eliminated from the dataset because they use different financial reporting models.

\(^7\) The third-party funding for the 2011–2012 period relates only to the third-party of the university (and not to its departments). For the period 2013–2014, the third party is the sum of the third party funding of the university and its departments.
Table 1  Descriptive statistics of individual data for academic inventors

|                              | N   | mean | sd  | p10 | p25 | p50 | p75 | p90 | p95 | min | max |
|------------------------------|-----|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Number of patents per capita | 32,616 | 0.120 | 0.567 | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 21  |
| Quality of research score    | 32,616 | 1.861 | 1.038 | 0.165 | 1.152 | 1.867 | 2.695 | 3.182 | 3.291 | 0   | 3.351 |
| Female                       | 32,616 | 0.329 | 0.470 | 0   | 0   | 0   | 1   | 1   | 1   | 0   | 1   |
| Age                          | 32,616 | 52.551 | 8.958 | 40  | 45  | 53  | 60  | 65  | 67  | 28  | 76  |
| Full professor               | 32,616 | 0.217 | 0.412 | 0   | 0   | 0   | 0   | 1   | 1   | 0   | 1   |
| Associate professor          | 32,616 | 0.358 | 0.479 | 0   | 0   | 0   | 1   | 1   | 1   | 0   | 1   |
| Assistant professor          | 32,616 | 0.357 | 0.479 | 0   | 0   | 0   | 1   | 1   | 1   | 0   | 1   |
| Mathematics and Computer Science | 32,616 | 0.101 | 0.301 | 0   | 0   | 0   | 1   | 1   | 1   | 0   | 1   |
| Physics                      | 32,616 | 0.065 | 0.246 | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 1   |
| Chemistry                    | 32,616 | 0.085 | 0.280 | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 1   |
| Earth Science                | 32,616 | 0.031 | 0.174 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   |
| Biology                      | 32,616 | 0.143 | 0.350 | 0   | 0   | 0   | 0   | 1   | 1   | 0   | 1   |
| Medicine                     | 32,616 | 0.284 | 0.451 | 0   | 0   | 0   | 1   | 1   | 1   | 0   | 1   |
| Agricultural and Veterinary Science | 32,616 | 0.090 | 0.286 | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 1   |
| Civil Engineering            | 32,616 | 0.046 | 0.209 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   |
| Informatic and Industrial Engineering | 32,616 | 0.155 | 0.362 | 0   | 0   | 0   | 0   | 1   | 1   | 0   | 1   |
| Heterogeneity index          | 32,616 | 0.931 | 0.069 | 0.849 | 0.921 | 0.955 | 0.974 | 0.978 | 0.982 | 0.363 | 0.982 |
| North                        | 32,616 | 0.434 | 0.496 | 0   | 0   | 0   | 1   | 1   | 1   | 0   | 1   |
| Center                       | 32,616 | 0.249 | 0.432 | 0   | 0   | 0   | 0   | 1   | 1   | 0   | 1   |
| South                        | 32,616 | 0.313 | 0.464 | 0   | 0   | 0   | 1   | 1   | 1   | 0   | 1   |
| Online                       | 32,616 | 0.005 | 0.068 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   |
| Log per capita funding       | 32,557 | 10.744 | 0.551 | 10.133 | 10.478 | 10.841 | 11.044 | 11.188 | 11.636 | 5.8226 | 12.742 |
| Polytechnic/School for Advanced Studies | 32,616 | 0.060 | 0.238 | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   |
| State university             | 32,616 | 0.962 | 0.192 | 1   | 1   | 1   | 1   | 1   | 1   | 0   | 1   |
3.5 Control variables

Among the control variables, on the basis of the literature, we include the following.

**Disciplinary variables**

- breakdown by discipline (SSD) of inventors (only in the individual level model)

**Regional variables**

- geographic location of the university

**Institutional variables**

- state or non-state legal status of the university
- specialist or generalist outline of the university
- graduate-only institutions (Schools for Advanced Studies) and Polytechnics or universities
- presence of a Technology Transfer Office (TTO)

In addition, in the individual model we control for researcher-level variables such as gender, age and academic position (Full professor, Associate professor, Assistant professor).

All data were extracted from the VQR procedure. The definition of specialist or generalist university is attributed by computing the Gini index on the share of research outputs by scientific area.

4 Main findings

The following analysis aims to verify the existence of a correlation (and its sign) between the indicators of research quality, research funding and valorization of research. The estimates reported here do not address the problem of endogeneity and reverse causality: due to data limitation (in particular, the cross-sectional nature of data) it is not possible to establish how research and valorization interact and to define a causal link between the variables. More in detail, one can argue that good research quality triggers higher commitment in its valorization while, conversely, a more intense third mission activity creates virtuous circles that produce improvements in the quality of research. For this reason, we aim at finding simple correlations between the two sets of variables.

Table 1 shows descriptive statistics for individual STEM researchers. We have 32,616 observations of academic staff. They work mainly in generalist universities (Heterogeneity index 0.93) and state universities (State university 0.96). These STEM researchers have applied, on average, for 0.12 patents per capita. Remind that here patents are the only indicator used in the analysis at the individual researcher level. In all other cases the unit of analysis is not the individual but the university.

Table 2 shows the correlation matrix between research quality and indicators of research valorization at the university level, reporting in brackets the values of the Student’s T statistic. University research quality indicators reported in the table are those defined in the previous paragraph. Indicators of valorization shown in the table are the number of patents and spin-offs per capita; average patent and spin-offs revenues in the VQR period.
Table 2 Correlation matrix (pairwise correlation) between research quality and indicators of research valorization at university level

| R area       | R SSD           | ISA             | Per capita nr. of patents | Average revenue per patent | Nr. of spin-offs per capita | Average revenue per spin-off | Per capita total third party revenues | Per capita revenues from commercial activity | Per capita revenues from research activity | Per capita revenues from business | Per capita revenues from institutional relations |
|--------------|----------------|----------------|---------------------------|---------------------------|----------------------------|----------------------------|--------------------------------------|-------------------------------------------|------------------------------------------|----------------------------------|-----------------------------------------------|
| R area       | 1              |                |                           |                           |                            |                            |                                      |                                           |                                         |                                  |                                 |
| R SSD        | 0.9839***      | 1              |                           |                           |                            |                            |                                      |                                           |                                         |                                  |                                 |
| (0.0000)     |                |                |                           |                           |                            |                            |                                      |                                           |                                         |                                  |                                 |
| ISA          | 0.6875***      | 0.6938***      | 1                         |                           |                            |                            |                                      |                                           |                                         |                                  |                                 |
| (0.0000)     | (0.0000)       |                |                           |                           |                            |                            |                                      |                                           |                                         |                                  |                                 |
| Per capita nr. of patents | 0.2897**      | 0.2758**       | 0.2223*       | 1                         |                           |                            |                                      |                                           |                                         |                                  |                                 |
| (0.0062)     | (0.0093)       | (0.0373)       |                            |                           |                            |                            |                                      |                                           |                                         |                                  |                                 |
| Average revenue per patent | 0.0602      | 0.0827         | 0.0466           | −0.0362                  | 1                         |                           |                                      |                                           |                                         |                                  |                                 |
| (0.5774)     | (0.4435)       | (0.6661)       | (0.7378)               |                           |                            |                            |                                      |                                           |                                         |                                  |                                 |
| Nr. of spin-offs per capita | 0.3197*      | 0.3756**       | 0.1048           | 0.8725***               | −0.0672                  | 1                         |                                      |                                           |                                         |                                  |                                 |
| (0.0120)     | (0.0029)       | (0.4214)       | (0.0000)       | (0.6070)                |                            |                            |                                      |                                           |                                         |                                  |                                 |
| Average revenue per spin-off | 0.0761      | 0.0623         | −0.0210         | 0.0635               | 0.2446               | −0.0407                  | 1                         |                                      |                                           |                                  |                                 |
| (0.5666)     | (0.6394)       | (0.8747)       | (0.6329)       | (0.0596)               | (0.7596)                |                            |                            |                                      |                                           |                                  |                                 |
| Per capita total third party revenues | 0.3629***   | 0.3293**       | 0.1841           | 0.0985          | 0.0242               | 0.3698**               | 0.3323**                  | 1                         |                                      |                                  |                                 |
| (0.0005)     | (0.0017)       | (0.0859)       | (0.3614)       | (0.8169)       | (0.0034)                | (0.0095)                |                            |                            |                                      |                                  |                                 |
| Per capita revenues from commercial activity | 0.2137*      | 0.1960         | 0.0266           | 0.1422          | 0.1518               | 0.3268**            | 0.5112***               | 0.6591***            | 1                         |                                  |                                 |
| (0.0456)     | (0.0672)       | (0.8059)       | (0.1864)       | (0.1440)               | (0.0102)                | (0.0000)                | (0.0000)                |                            |                            |                                  |                                 |
Table 2 (continued)

| R area | R SSD | ISA | Per capita nr. of patents | Average revenue per patent | Nr. of spin-offs per capita | Average revenue per spin-off | Per capita total third party revenues | Per capita revenues from commercial activity | Per capita revenues from research activity | Per capita revenues from business | Per capita revenues from institutional relations |
|--------|-------|-----|---------------------------|----------------------------|-----------------------------|----------------------------|--------------------------------------|------------------------------------------|---------------------------------|-------------------------------|---------------------------------|
| 0.1813 (0.0910) | 0.1709 (0.1114) | 0.1520 (0.1575) | 0.5261*** (0.0000) | 0.0949 (0.3631) | 0.5936*** (0.0000) | 0.2789* (0.0309) | 0.5196*** (0.0000) | 0.6596*** |
| 0.1650 (0.1244) | 0.1272 (0.2375) | 0.1061 (0.3253) | −0.0142 (0.8953) | −0.0386 (0.7120) | 0.2017 (0.1191) | 0.1087 (0.4084) | 0.6900*** (0.0000) | 0.2687** | 0.2704** |
| 0.3597*** (0.0006) | 0.3444** (0.0010) | 0.2289* (0.0319) | 0.0813 (0.4517) | −0.0802 (0.4425) | 0.2447 (0.0574) | 0.1179 (0.3697) | 0.6474*** (0.0000) | −0.0047 (0.9642) | 0.0825 (0.4291) | 0.2470** |

In brackets the statistic values of the Student’s T are shown

*p < 0.05; **p < 0.01; ***p < 0.00
(2011–2014); total third-party revenues, broken down by relevant item (revenues from research activities carried out on behalf of third parties, revenues from commercial activities, income from business and from institutional relations). All the third-party variables are calculated per capita i.e. by dividing the university totals in the four year of VQR period by the university staff headcount.

Correlation between research quality indicators and the number of per capita patents is positive and significant: in particular, the correlation coefficient varies between 0.22 and 0.29 with a statistical significance of 10% for normalized research indicators and 5% for standardized research indicators.

A larger positive correlation of 32% and 38% is found between normalized research quality indicators (R Area and R SSD) and the number of per capita spin-off companies with a statistical significance of 5% in the first case and 10% in the second case.

Correlations between average patent/spin-off revenues and research quality indicators are positive but not significant. The distribution of patent and spin-off revenues is very skewed and reveals a high concentration (i.e. very few patents/spin-offs produce large revenues), hence it is not surprising that correlation is not statistically significant (Fig. 1).

Correlation between per capita third party revenues and research quality indicators (normalized with respect to Area and SSD) is positive and varies in a range of 33–36%, statistically significant at 1% and 5%. With regard to single third party earnings, statistically significant correlations are found between revenues from commercial activities and the R indicator normalized by Area (at 5%) and between income from institutional relations and all indicators of research quality.

In order to examine the partial correlations and to test the persistence of the correlation after controlling for observable university characteristics, we build up a regression model at the level of university.

The estimated regression model is the following:

$$Y_u = \alpha + \beta VQR_u + X'_u'\gamma + \epsilon_u$$

$Y$ represents alternatively the number of patents and spin-off companies per capita and $VQR_u$ represents research quality indicators. We used alternatively the three indicators, that
are highly correlated, defined in the previous paragraph (\(R_{Area}, R_{SSD}\) and \(ISA\)), while the tables report only the specifications in which we use \(R\) normalized by Area.\(^8\)

The vector of the control variables \(X'\) contains observable university characteristics such as geographical location (binary variable for university’s location in Southern Italy); type of institutions (binary variable equal to 1 for Polytechnics and School for Advanced Studies); legal status (binary variable equal to 1 in the case of state university); Gini index of heterogeneity of the disciplinary areas; presence of Technology Transfer Office; average funding from competitive research calls (in logarithm) and revenues from commercial activities carried out on behalf of third parties, both calculated in relation to the university academic staff.

Table 3 contains estimates of the model in which the dependent variable is the number of patents per capita. In the table our variable of interest, i.e. the indicator of the research quality, is positive and significant at 1%. In specification 2 we add university characteristics and find that research quality indicator is no longer statistically significant. University size and type are not statistically significant, while geographical location is statistically significant at 10%, with the Southern universities producing less patents. The presence of a TTO has a positive but not statistically significant coefficient. Funding from competitive calls have a large positive coefficient statistically significant at 1 percentage level. This is an important finding: the higher the ability of universities to procure additional competitive funding, the higher the number of per capita patents. In specification 3 we include only the variables that were significant in model 2 and the research quality variable remains non-statistically significant.

---

**Table 3** OLS estimates at university level

|                | (1)                       | (2)                       | (3)                       |
|----------------|---------------------------|---------------------------|---------------------------|
| R normalized by area | 0.208*** (0.0741)        | 0.0387 (0.0998)          | 0.0416 (0.0888)          |
| South          | −0.0823* (0.0452)         | −0.0889** (0.0409)       |                           |
| Polytechnics and School for Advanced Studies | 0.0430 (0.0930)         |                           |                           |
| State university | −0.0738 (0.0624)         |                           |                           |
| Heterogeneity index | 0.273 (0.220)         |                           |                           |
| Revenues from commercial activity per capita | 0.000209 (0.000383)     |                           |                           |
| Log per capita funding | 0.132*** (0.0438)       | 0.134*** (0.0322)       |                           |
| Presence of technology transfer office | 0.0537 (0.0572)       |                           |                           |
| Constant       | −0.0905 (0.0737)         | −0.216 (0.203)           | 0.0201 (0.0833)          |
| Observations   | 88                        | 83                        | 83                        |
| R\(^2\)        | 0.084                     | 0.295                     | 0.265                     |

Dependent variable: number of patents per capita

Standard deviation in brackets

*** \(p < 0.01\); ** \(p < 0.05\); * \(p < 0.1\)

---

\(^8\) Additional specifications in which we use as control variable alternatively the indicator of research quality normalized by Scientific Sector (SSD) or standardized with respect to the mean and variance of SSD are available on request.
Our estimates show that the relationship between research and patenting is mediated by the effect of funding: universities with good research quality attract more funding and the latter are a decisive variable for the production of patents. More financial resources can facilitate the engagement of universities in patenting activities, especially in STEM areas, which use funding for infrastructure and equipment.

Table 4 shows the results of the model in which the dependent variable is the number of spin-offs per capita. In the first specification, in the absence of control variables, the research quality indicator is positive and significant at 5%, but with the introduction of the university characteristics (specifications 2 and 3) it is no longer statistically significant. In specifications 2 and 3 state universities coefficient is positive and statistically significant at 1%, hence state universities seem to be more active in terms of firm creation than non-state ones. Third party revenues from commercial activities and funding from competitive calls (in logarithm) are again positively correlated and significant at 1%. Also in the case of spin-off companies, therefore, the funding attractiveness, both from third parties and from competitive calls, positively affect the propensity to create business.

We also have the possibility to analyze patent data at individual level. Table 5 shows the estimates in which the dependent variable is the number of patents produced in the VQR period by individual researchers. The explanatory variables are the research quality indicator, the characteristics of the researcher (gender, age, academic position, disciplinary area) and the institutional characteristics (location, university specialization, legal status, type). In specification 1, in which the only independent variable is the individual score normalized by area without further controls, a positive and statistically significant relationship emerges. In specification 2, in which personal researcher characteristics are added, the score coefficient continues to be statistically significant at 1% and positive but decreases by 1 percentage point. All the characteristics considered are statistically significant, in particular, male, young and full professors are more prolific in patenting and, compared to the

| Table 4  OLS estimates at university level |
|-------------------------------------------|
|                                           |
| (1)                                       |
| R normalized by area                      |
| 0.169** (0.0654)                          |
| South                                     |
| −0.126 (0.0778)                           |
| Polytechnics and School for Advanced Studies |
| −0.0380 (0.0508)                          |
| State university                          |
| 0.278*** (0.0992)                         |
| Heterogeneity index                       |
| 0.0959 (0.131)                            |
| Revenues from commercial activity per capita |
| 0.00133*** (0.000411)                     |
| Log per capita funding                    |
| 0.000861*** (0.000192)                    |
| Presence of technology transfer office    |
| −0.0319 (0.0424)                          |
| Constant                                  |
| −0.116* (0.0664)                          |
| Observations                              |
| 61                                        |
| R²                                        |
| 0.102                                     |

Dependent variable: number of spin-off per capita
Standard deviation in brackets
***p < 0.01; **p < 0.05; *p < 0.1

...
### Table 5  OLS estimates at individual level

|                      | (1)                  | (2)                  | (3)                  | (4)                  |
|----------------------|----------------------|----------------------|----------------------|----------------------|
| Normalized score     | 0.0485*** (0.00301)  | 0.0369*** (0.00313)  | 0.0347*** (0.00315)  | 0.0898*** (0.0342)   |
| Female               | −0.0393*** (0.00686) | −0.0391*** (0.00686) | −0.0713 (0.0698)     |                      |
| Age                  | −0.00166*** (0.000413)| −0.00168*** (0.000415)| 0.00121 (0.00400)    |                      |
| Full professor       | 0.0945*** (0.00883)  | 0.0948*** (0.00885)  | 0.296*** (0.0741)    |                      |
| Mathematics and Computer Science | −0.281*** (0.0125) | −0.267*** (0.0127)  | −0.437* (0.228)      |                      |
| Physics              | −0.203*** (0.0144)  | −0.191*** (0.0146)  | −0.435*** (0.121)    |                      |
| Chemistry            | −6.76e−05 (0.0132)  | 0.0199 (0.0136)     | −0.0517 (0.0833)     |                      |
| Earth Science        | −0.272*** (0.0191)  | −0.249*** (0.0193)  | −0.651*** (0.303)    |                      |
| Biology              | −0.183*** (0.0116)  | −0.162*** (0.0120)  | −0.391*** (0.0940)   |                      |
| Medicine             | −0.241*** (0.0101)  | −0.220*** (0.0106)  | −0.480*** (0.0964)   |                      |
| Agricultural and Veterinary Science | −0.234*** (0.0130) | −0.212*** (0.0134)  | −0.510*** (0.126)    |                      |
| Civil Engineering    | −0.212*** (0.0163)  | −0.203*** (0.0164)  | −0.0776 (0.165)      |                      |
| Heterogeneity index  | 0.137* (0.0784)     | 0.202*** (0.690)    |                      |                      |
| South                | −0.0319*** (0.00683) | −0.118* (0.0665)    |                      |                      |
| Log per capita funding| 0.0353*** (0.00615) | 0.208*** (0.0574)  |                      |                      |
| Polytechnics/School for Advanced Studies | 0.0911*** (0.0222) | 0.663*** (0.179)    |                      |                      |
| State university     | −0.0725*** (0.0196) | −0.990*** (0.217)   |                      |                      |
| Constant             | 0.0295*** (0.00642) | 0.306*** (0.0232)   | −0.137 (0.0931)      | −1.692** (0.849)    |
| Observations         | 32,616              | 32,616              | 32,557               | 2,359               |
| $R^2$                | 0.008               | 0.048               | 0.051                | 0.068               |

Dependent variable: number of patents

Standard deviation in brackets

*** $p < 0.01$; ** $p < 0.05$; * $p < 0.1$
field of Engineering, which is considered the reference group, all the areas have a significant and negative coefficient, except for Chemistry. In specification 3 university variables are included and research quality indicator is still positive and significant at 1 percentage level. In these models the R square is lower than in models at institutional level, given the larger number of determinants of behavior for individual scientists. In future works other estimation techniques might be used in order to address this limitation (e.g. Maximum Likelihood).

Results relative to the individual characteristics are all confirmed and university variables turn out to be statistically significant. In particular the relationship is negative for the state and those located in the South, while there is a positive relationship for Polytechnics and School of Advanced Studies, as well as for funding from competitive calls (in logarithm). Finally, in specification 4, the most complete specification (n.3) was re-estimated excluding researchers not active in patenting. It shows that the positive and statistically significant relationship persists even on the productive subpopulation.

The positive relationship between scientific quality production and patenting activity found in our estimates supports the notion that the most active researchers are also the most prolific in patenting. A similar relationship seems to be confirmed also at the institutional level.

5 Beyond complementarity: quality of research as source and signal

In this paper we have analyzed the relationship between research quality and indicators of research valorization, focusing on patents and spin-off companies, and controlling for a set of contextual factors.

In the past two or three decades, the main emphasis of the literature has been on the relation between research quality and valorization, addressing the question whether it has negative or positive sign, and whether a positive sign is sufficient, or necessary but not sufficient, and the like. Our findings support the traditional complementarity view. Estimates confirm a positive correlation between patenting productivity and quality of research and between prolificacy in the creation of spin-off companies and quality of research at university level.

We believe, however, that our findings may contribute to a broader conceptualization, further beyond the classical complementarity versus substitution approach. Quality of research supports research valorization in two distinct ways: as a source of inventive ideas, and as a signal for providers of funding. Good quality of research is a necessary condition for the generation of ideas that have scientific interest, leading to publications, as well as economic value, leading to patents and entrepreneurial initiatives. This is the most studied pathway, confirmed by our findings.

There is also, however, a more indirect, but not less important pathway: good quality research helps to procure more funding not only through competitive calls, but also through third party funding. The relation between quality of research and competitive funding is not surprising, given that most funding schemes include the ex-ante evaluation of the publication profile of team members, or at least of the Principal Investigator. Less obvious is the positive impact on third party funding from various stakeholders and type of activities. Here the quality of research is not a direct source, but a signal of overall quality. Remember that external stakeholders are not directly interested in scientific publications: they are business firms, or non profit funding agencies (e.g. foundations), or institutional actors.
However, external stakeholders approximate the overall quality of universities by observing the prestige of its publications.

This conceptualization is strongly confirmed by positive coefficients between quality of research and total third party funding at university level (Table 2) and by positive coefficients for almost all funding variables in regression models with patents or spinoff companies as dependent variables (Tables 3, 4, 5), at both individual and university levels.

Other findings of the study are rather confirmatory of the literature: we find a strong disciplinary effect in favor of Engineering and Chemistry, and a regional effect according to which universities in Southern regions produce less valorization outputs. On the contrary, we do not find compelling evidence for structural differences across various forms of universities at aggregate level. At the individual level, on the contrary, it seems that Polytechnics and Schools of Advanced Studies offer the strongest incentives for patenting, while the effect is negative for state universities. Finally, we have no support for the role of TTOs in triggering the valorization outputs.

The latter finding (no important role for TTOs) adds an interesting element to our conceptualization. The activities of TTOs have been justified in the literature as an organizational solution to the issue of substitution between research quality and valorization: if good researchers delegate the activities needed for valorization to dedicated professional teams at university level, then the trade-off would be mitigated.

Our data suggest that this view is too simplified. Engaging into patenting and licensing, or entrepreneurial activities, requires a first-hand personal commitment by researchers, that cannot be delegated. We suggest that highly productive researchers follow another route: they use good quality research to procure additional funds in competitive calls and third party funding, they use additional funds to establish a permanent and effective division of labor by hiring additional staff at the level of team or laboratory, and they use additional staff to engage into valorization and procure new funds. This is a dynamic and virtuous circle, with a positive feedback. This dynamic circle cannot be substituted by any TTO, whatever the level of professionalization of their staff.

Interestingly, this model helps to understand how Italian researchers, although overwhelmed by teaching duties and equipped with modest block research funding, can produce significant valorization output.

Notes

1. Additional specifications in which we use as control variable alternatively the indicator of research quality normalized by Scientific Sector (SSD) or standardized with respect to the mean and variance of SSD are available on request.
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