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Abstract. In the task of image captioning, a natural language explanation is generated for a given image. It uses the subfields of artificial intelligence: computer vision and language generation. Convolutional Neural Network (CNN) is generally applied to capture image features and language processing models such as Recurrent Neural Network for sentence generation. In this paper, various datasets and evaluation metrics which are useful for image captioning task are discussed. Also, the datasets and evaluation metrics applied by the state-of-the-art image captioning models is summarized.
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1. Introduction
Images are all around us. These images are coming from different sources. As a human being, we are able to understand the content of these images without the need of image descriptions. But, computer don not understand these images as we do. So, there is need of automatic generation of image explanations for a given image. This task is known as image captioning. It uses both language models and computer vision techniques. An image captioning algorithm must be able to focus n the prominent object present in the image and then generate natural language based description for the given image. For retrieving the visual features, image captioning models uses Convolutional Neural Networks (CNN). On the other hand, for sentence generation, a family of Recurrent Neural Networks is employed.

Image captioning models use different class of datasets for training, testing, and validating these models. These datasets vary in a variety of viewpoints such as the size of dataset in terms of images, reference captions given per image, caption format, and size of image. For assessing the quality of generated captions, different evaluation metrics are employed. These generated captions are then compared to the given reference captions. Every metric has its own advantages and limitations. Figure 1 shows the caption generated for a given which is more like that generated by a human.

In this paper, the popular image captioning datasets such as Flickr8K [1], Flickr30K [2], MSCOCO [3], IAPR TC-12 [4], Visual Genome [5] and FlickrStyle10 are discussed. Also, the major evaluation metrics used by image captioning models such as BLEU [6], METEOR [7], ROUGE [8], CIDEr [9] and SPICE [10] are discussed. Finally, a summary of datasets and evaluation metrics employed by state-of-the-art models is presented.
2. Encoders Image Captioning Datasets

2.1 Flickr8K: It is a popular dataset used by many image captioning models. It contains 8K images taken from Flickr. The training part includes 6K images, test part includes 1K images and development part includes 1000 images. For every image of the dataset, five captions are given by humans.

2.2 Flickr30K: It is one of the popular dataset used for automatically generating image explanations and understanding grounded language. It is collection of 30,000 images taken from Flickr. Total 158k captions are given by humans for these images. No fixed dataset splits (training, testing, and validation) are provided. Flickr30K dataset also includes common object detectors, classifier for a color and identifying large objects with bias.

Table 1: Datasets used Image captioning models (Cap-Model represents captioning model)

| Captioning Model | Flickr8K | Flickr30K | MSCOCO | IAPR TC-12 | Visual Genome | FlickrStyle10K |
|------------------|----------|-----------|--------|------------|--------------|---------------|
| Cap-Model [11]   |          |          |        |            |              | √             |
| Cap-Model [12]   |          |          |        |            |              | √             |
| Cap-Model [13]   | √        | √         |        |            |              |               |
| Cap-Model [14]   | √        | √         |        |            |              |               |
| Cap-Model [15]   | √        |           |        |            |              |               |
| Cap-Model [16]   | √        | √         | √      | √          |              |               |
| Cap-Model [17]   | √        | √         |        |            |              |               |
| Cap-Model [19]   | √        | √         |        |            |              |               |
| Cap-Model [20]   | √        | √         |        |            |              |               |
| Cap-Model [21]   | √        | √         |        |            |              |               |
| Cap-Model [22]   | √        | √         |        |            |              |               |
| Cap-Model [23]   | √        | √         |        |            |              |               |
| Cap-Model [24]   | √        |           |        |            |              |               |
| Cap-Model [25]   | √        |           |        |            |              |               |
| Cap-Model [26]   |          | √         |        |            |              | √             |
| Cap-Model [27]   | √        | √         |        |            |              | √             |
| Captioning Model | Flickr8K | Flickr30K | MSCOCO | IAPR TC-12 | Visual Genome | FlickrStyle10K |
|------------------|---------|----------|--------|------------|---------------|----------------|
| Cap-Model [28]   |         | √        |        |            |                |                |
| Cap-Model [29]   |         |          |        |            |                |                |
| Cap-Model [30]   | √       |          |        |            |                |                |
| Cap-Model [31]   |         |          | √      |            |                |                |
| Cap-Model [32]   | √       |          |        |            |                |                |
| Cap-Model [33]   | √       |          | √      |            |                |                |
| Cap-Model [34]   |         |          |        |            |                | √              |
| Cap-Model [35]   |         |          | √      |            |                |                |
| Cap-Model [36]   |         |          | √      |            |                |                |
| Cap-Model [37]   |         | √        | √      |            |                |                |
| Cap-Model [38]   | √       | √        | √      |            |                |                |
| Cap-Model [39]   | √       |          | √      |            |                |                |
| Cap-Model [40]   |         |          | √      |            |                |                |
| Cap-Model [41]   |         |          |        |            |                |                |
| Cap-Model [42]   |         |          |        |            |                |                |
| Cap-Model [43]   |         |          | √      |            |                |                |
| Cap-Model [44]   |         |          | √      |            |                |                |
| Cap-Model [45]   |         | √        | √      |            |                |                |
| Cap-Model [46]   |         |          |        |            |                | √              |
| Cap-Model [47]   |         | √        | √      |            |                |                |
| Cap-Model [48]   |         |          | √      |            |                |                |
| Cap-Model [49]   |         |          | √      |            |                |                |
| Cap-Model [50]   |         |          | √      |            |                |                |
| Cap-Model [51]   |         |          | √      |            |                |                |
| Cap-Model [52]   |         |          | √      |            |                |                |
| Cap-Model [53]   |         |          | √      |            |                |                |
| Cap-Model [54]   |         |          | √      |            |                |                |
| Cap-Model [55]   |         | √        | √      |            |                | √              |
| Cap-Model [56]   |         |          | √      |            |                |                |
| Cap-Model [57]   |         |          |        |            |                | √              |
| Cap-Model [58]   |         |          | √      |            |                |                |
| Cap-Model [59]   |         |          | √      |            |                |                |
| Cap-Model [60]   |         |          | √      |            |                |                |
| Cap-Model [61]   | √       |          |        |            |                | √              |

2.3 *MSCOCO*: It is a very huge dataset used for image captioning, recognition and segmentation. It contains more than 30K images with 5 captions for each and every image. Also, it contains 80 object classes and more than 2 million instances.
2.4 IAPR TC-12: It includes 20K images. The sources of these images are animals, pictures of persons, games and other places around the globe. Images in this dataset include multiple objects. The captions for a given images are provided in different languages in this dataset.

2.5 Visual Genome: It contains captions for different regions of an image unlike the other datasets where captions are provided for the whole image. It contains more 108K images. For each image, 35 objects on an average, 26 features and 21 pair-wise associations between different objects are provided in the dataset.

2.6 FlickrStyle10K: It contains 10K images taken from Flickr with stylized captions. The dataset splits are performed as: 7K images to train, 2K images to validate and 1K images to test. For every image in the dataset, romantic, entertaining, and realistic captions are provided.

Table 1 summarized the datasets used by popular image captions models. Cap-Model [29] uses ReferIt dataset and Cap-Model [42] uses Instagram dataset.

3. Evaluation Metrics
3.1 Bilingual evaluation understudy (BLEU): This metric is employed to evaluate the superiority of machine produced content. A text sentence is compared with the group of a given reference captions and further scores are calculated for each one of them. These calculated scores are averaged for determining the quality of generated captions. BLEU scores are good for short generated captions. Also, in some cases high BLEU score does not imply high quality of generated captions.

| Captioning Model | BLEU | METEOR | ROUGE | CIDEr | SPICE | Human Evaluation | R@K |
|------------------|------|--------|-------|-------|-------|------------------|-----|
| Cap-Model [11]   | ✓    | ✓      |       |       |       |                  |     |
| Cap-Model [12]   | ✓    |        |       |       |       |                  |     |
| Cap-Model [13]   |      |        |       | ✓     |       |                  |     |
| Cap-Model [14]   | ✓    |        |       |       |       |                  | ✓   |
| Cap-Model [15]   |      |        |       |       |       |                  | ✓   |
| Cap-Model [16]   | ✓    |        |       |       |       |                  | ✓   |
| Cap-Model [17]   | ✓    | ✓      | ✓     | ✓     |        |                  | ✓   |
| Cap-Model [19]   | ✓    | ✓      |       |       |       |                  |     |
| Cap-Model [20]   | ✓    | ✓      |       |       |       |                  |     |
| Cap-Model [21]   | ✓    | ✓      |       |       |       |                  |     |
| Cap-Model [22]   | ✓    | ✓      |       |       |       |                  |     |
| Cap-Model [23]   | ✓    | ✓      | ✓     | ✓     |        |                  | ✓   |
| Cap-Model [24]   | ✓    | ✓      |       |       |       |                  |     |
| Cap-Model [25]   | ✓    | ✓      | ✓     |       |       |                  | ✓   |
| Cap-Model [26]   | ✓    | ✓      | ✓     | ✓     |        |                  | ✓   |
| Cap-Model [27]   | ✓    | ✓      | ✓     | ✓     |        |                  | ✓   |
| Cap-Model [28]   |      | ✓      |       |       |       |                  |     |
| Captioning Model       | BLEU | METEOR | ROUGE | CIDEr | SPICE | Human Evaluation | R@K |
|-----------------------|------|--------|-------|-------|-------|------------------|-----|
| Cap-Model [29]        | ✓    | ✓      |       |       |       |                  | ✓   |
| Cap-Model [30]        | ✓    | ✓      |       |       |       |                  |     |
| Cap-Model [31]        | ✓    | ✓      | ✓     | ✓     |       |                  | ✓   |
| Cap-Model [32]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [33]        | ✓    | ✓      | ✓     | ✓     | ✓     |                  | ✓   |
| Cap-Model [34]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [35]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [36]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [37]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [38]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [39]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [40]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [41]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [42]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [43]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [44]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [45]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [46]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [47]        | ✓    | ✓      | ✓     | ✓     |       |                  | ✓   |
| Cap-Model [48]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [49]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [50]        | ✓    | ✓      | ✓     | ✓     |       |                  | ✓   |
| Cap-Model [51]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [52]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [53]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [54]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [55]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [56]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [57]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [58]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [59]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [60]        | ✓    | ✓      | ✓     | ✓     |       |                  |     |
| Cap-Model [61]        | ✓    | ✓      | ✓     | ✓     | ✓     |                  |     |

3.2 **Metric for Evaluation of Translation with Explicit ORdering (METEOR):** It is mainly utilized to assess the machine translated language. Reference texts are compared to standard word parts. Apart from this, part of a sentence and word-synonyms are also used for comparing. This metric is used for establishing improved correlation at the segment or sentence stage.

3.3 **Recall-Oriented Understudy for Gisting Evaluation (ROUGE):** It's group of metrics applied for evaluating the text summary. In this metric, word strings, pair of words, and n-grams with a class of
reference summaries generated by people. Various forms of ROUGE like ROUGE-1, ROUGE-2, ROUGE-W and ROUGE-SU4 are employed for diverse applications. For example, for single document assessing, ROUGE-1 and ROUGE-W are most suitable. For short summaries, ROUGE-2 and ROUGE-SU4 give good accuracy. On the other hand, ROUGE has the limitation in assessing summary of multi-document text.

3.4 Consensus-based Image Description Evaluation (CIDEr): It is an automatic consensus metric for assessing image explanations. In most of the datasets, five captions are given for an image. The metrics discussed above deal with this smaller set of reference captions which may not be adequate enough to compute the agreement between produced captions and human generated captions. On the other hand, CIDEr attains human agreement by employing term frequency-inverse document frequency (TF-IDF).

3.5 Semantic Propositional Image Caption Evaluation (SPICE): This metric is based on semantic concept. It is a new metric for caption evaluation. It used the concept derived from graph-based semantic depiction known as scene-graph. The scene-graph captures the object’s information, their features and the relationship between these objects from image explanations.

Table 2 summarized the evaluation metrics used by popular image captions models. Figure 2 shows the captions generated by Cap-Model [58] (Left) and Cap-Model [59] (Right).

Caption: Motorcycles standing near a building.
Caption: A man is surfing on a wave.

Fig.2. Captions generated by Cap-Model [58] (Left) and Cap-Model [59] (Right)

4. Conclusion
Computer vision and language models are used by image captioning methods to generate the descriptions for a given image. The aim is to build image captioning models that can generate caption which are almost similar to the descriptions generated by humans. The applications of image captioning are in different domains such as medicine, teaching, indexing of images and helping blind people. In this paper, the different datasets used for the task of image captioning are discussed. Also, the paper explains the different evaluation metrics to assess the quality of generated captions. The paper also presents the summary of datasets and evaluation metrics used by the state-of-the-art image captioning models. In future, the researchers may work on open domain datasets for generating image captions. Also, how image captioning models can help in visual question answering is an open area of research.
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