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Abstract—In the wake of the vast population of smart device users worldwide, mobile health (mHealth) technologies are hopeful to generate positive and wide influence on people’s health. They are able to provide flexible, affordable and portable health guides to device users. Current online decision-making methods for mHealth assume that the users are completely heterogeneous. They share no information among users and learn a separate policy for each user. However, data for each user is very limited in size to support the separate online learning, leading to unstable policies that contain lots of variances. Besides, we find the truth that a user may be similar with some, but not all, users, and connected users tend to have similar behaviors. In this paper, we propose a network cohesion constrained (actor-critic) Reinforcement Learning (RL) method for mHealth. The goal is to explore how to share information among similar users to better convert the limited user information into sharper learned policies. To the best of our knowledge, this is the first online actor-critic RL for mHealth and first network cohesion constrained (actor-critic) RL method in all applications. The network cohesion is important to derive effective policies. We come up with a novel method to learn the network by using the warm start trajectory, which directly reflects the users’ property. The optimization of our model is difficult and very different from the general supervised learning due to the indirect observation of values. As a contribution, we propose two algorithms for the proposed online RLs. Apart from mHealth, the proposed methods can be easily applied or adapted to other health-related tasks. Extensive experiment results on the HeartSteps dataset demonstrates that in a variety of parameter settings, the proposed two methods obtain obvious improvements over the state-of-the-art methods.
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1 INTRODUCTION

With billions of smart device users globally, it is increasingly popular among the scientist community to make use of the state-of-the-art artificial intelligence and mobile health technologies to leverage supercomputers and big data to facilitate the prediction of healthcare tasks [1–7]. In this paper, the goal of mobile health (mHealth) is to make use of various smart devices as great platforms to collect and analyze raw data (weather, location, social activity, stress, etc.). Based on that, the aim is to provide effective intervention that helps users to change to or adapt to healthy behaviors, such as reducing the alcohol abuse [8, 9] and promoting physical activities [10]. The traditional adaptive treatment has restrictions on the time, location and frequency—patients have to visit the doctor’s office for treatments. Compared with them, mHealth is more affordable, portable and much more flexible in the sense that smart devices allow for the real-time collection and analysis of data as well as in-time delivery of interventions. Thus, mHealth technologies are widely used in lots of health-related tasks, such as physical activity [10], eating disorders [11], alcohol use [8, 9], mental illness [12, 13], obesity/weight management [14].

Formally, the mHealth intervention is modeled as a sequential decision making (SDM) problem. It aims to learn the optimal policy to determine when, where and how to deliver the intervention [1, 3, 4] to best serve users. This is a new research topic that lacks of methodological guidance. In 2014, Lei [1] made a first attempt to formulate the mHealth intervention as an online actor-critic contextual bandit problem. Lei’s method served a good starting point for the mHealth study. However, this method did not consider the important delayed effect in the SDM—the current action may influence not only the immediate reward but also the next states and, through that, all the subsequent rewards [15, 16]. Dr. Murphy [3] proposed an average reward based RL to consider the delayed effect in the mHealth. However, those two methods rely on some ideal assumptions. They either assume that all the users are completely homogenous or completely heterogeneous. We find the truth lying between those extremes: a user might be similar with some, but not all, users. Their methods are easy to bring in too much bias or too much variance. Besides, [3] is in the batch learning setting, which is different from this paper’s focuses.

Recently, Dr. Cesa-Bianchi [17] proposed a contextual bandit algorithm that considers the network information. It is for the recommendation system, which is very different from the mHealth task. Besides, there are three drawbacks making the method in [17] impractical for the mHealth: (1) Cesa-Bianchi’s method focuses on the bandit algorithm. It doesn’t consider the important delayed effect in mHealth. (2) They assume the network information is given beforehand from the social information. The given network may not be targeted for the mHealth study. There is lots of misleading network information for the mHealth study [17–19]. (3) In their work, however, it is unable to control the amount of information shared among linked users, which is
not flexible for the mHealth study [20, 21].

In this paper, we propose a cohesion-based reinforcement learning for the mHealth and derive two algorithms. It is in an online, actor-critic setting. The aim is to explore how to share information across similar users in order to improve the performance. The main contributions of this paper are summarized as follows: (1) to the best of our knowledge, this is the first online (actor-critic) RL method for the mHealth. (2) Current evidence verifies the wide existence of networks among users [20–22]. We improve the online RL by considering the network cohesion among users. Such improvement makes it the first network constrained (actor-critic) RL method to the best of our knowledge. It is able to relieve the tough problem of current online decision-making methods for the mHealth by reducing variance at the cost of inducing bias. Current online RL learns a separate policy for each user. However, there are too few of samples to support the separate online learning, which leads to unsatisfactory interventions (policies) for the users. (3) Our method doesn’t require the given network cohesion. We propose a method to learn the network intentionally for the mHealth study. It makes use of the warm start trajectories in the online learning, which are expected to represent the users’ properties. (4) Compared with [17], the proposed method has a tuning parameter, which allows us to control how much information we should share with similar users. It is worth mentioning that our method may not be limited to mHealth. It can be applied to other health-related tasks. Extensive experiment results on the HeartSteps dataset verify that our method can achieve clear improvement over the Separate-RL.

2 Preliminaries

2.1 Markov Decision Process (MDP)

We assume the mHealth intervention is a Markov Decision Process (MDP) [23–26] that consists of a 5-tuple \( \{S, A, P, R, \gamma\} \), where \( S \) is the state space and \( A \) is the action space. \( P : S \times A \times S \rightarrow [0, 1] \) is the state transition model in which \( P(s, a, s') \) indicates the probability of transitions from one state \( s \) to another \( s' \) after taking action \( a \). \( R(s, a, s') \) is the corresponding immediate reward for such a transition where \( R : S \times A \times S \rightarrow \mathbb{R} \). For simplicity, the expected immediate reward \( \mathbb{E} [R(s, a, s')] = \mathbb{E}_{R \sim P}[R(s, a, s')] \) is assumed to be bounded over the state and action spaces. \( \gamma \in [0, 1) \) is the discount factor that reduces the influence of future rewards. To allow for the matrix operators, the state space \( S \) and action space \( A \) are assumed to be finite, though very large in mHealth.

The policy of an MDP is to choose actions for any state \( s \in S \) in the system [15, 24]. There are two types of policies: (1) the deterministic policy \( \pi : S \rightarrow A \) selects an action directly for the state, and (2) the stochastic policy \( \pi : s \in S \rightarrow \pi(s) \in P(A) \) chooses the action for any state \( s \) by providing \( s \) with a probability distribution over all the possible actions [23]. In mHealth, the stochastic policy is preferred due to two reasons: (a) current evidence shows that some randomness in the action is likely to draw users’ interest, thus helpful to reduce the intervention burden/habituation [1, 3, 27]; (b) though some deterministic policy is theoretically optimal for the MDP, however, we do not know where it is for the large state space on the one hand and the MDP is a simplification for the complex behavioral process on the other; some variation may be helpful to explore the system and search for a desirable policy [3]. We consider the parameterized stochastic policy, \( \pi_{\theta}(a \mid s) \), where \( \theta \in \mathbb{R}^m \) is the unknown parameter. Such policy is interpretable in the sense that we could know the key features that contribute most to the policy by analyzing the estimated \( \hat{\theta} \), which is important to behavior scientists for the state (feature) design [1, 3].

In RL, value is a core concept that quantifies the quality of a policy \( \pi \) [15]. There are two definitions of values: the state value and the state-action (Q-) value [28]. In mHealth, the Q-value is considered because the model (i.e. state transition and immediate reward) is assumed to be unknown, and Q-value allows for action selection without knowing the model while the state value requires the model for the action selection [26]. Formally, the Q-value \( Q^\pi(s, a) \in \mathbb{R}^{|S| \times |A|} \) measures the total amount of rewards an agent can obtain when starting from state \( s \), first choosing action \( a \) and then following the policy \( \pi \). Specially, the discounted reward is one of the most commonly used value measures

\[ Q^\pi(s, a) = \mathbb{E}_{a_i \sim \pi, s_i \sim P} \left\{ \sum_{i=0}^{\infty} \gamma^i r_i \mid s_0 = s, a_0 = a \right\}. \] (1)

The goal of RL is to learn an optimal policy \( \pi^* \) that maximizes the Q-value for all the state-action pairs via interactions with the dynamic system [23]. The objective is

\[ \theta^* = \arg \max_{\theta} \hat{J}(\theta), \] (2)

and \( d_{\text{ref}}(s) \) is the reference distribution of states (e.g. the distribution of initial states); \( Q^\pi_{\theta} \) is the value for the policy \( \pi_{\theta} \). According to (2), we have to learn the \( Q^\pi_{\theta} \) for all the state-action pairs to determine the objective (2) and, after then, to improve the policy. Thus in this paper, we employ the actor-critic algorithm. It is an alternating updating algorithm between two steps until convergence. At each iteration, the critic updating estimates the Q-value function (i.e. policy evaluation, cf. Section 2.2 and 2.3) for the latest policy; the actor updating (i.e. policy improvement, cf. Section 2.4) learns a better policy based on the newly estimated Q-value. Moreover, the actor-critic algorithm has great properties of quick convergence with low variance and learning continuous policies [24].

2.2 Bellman Equation and Q-value Estimation

It is well known that due to the Markovian property, the Q-value satisfies the linear Bellman equation [29] for any policy \( \pi \):

\[ Q^\pi(s, a) = R(s, a) + \gamma \sum_{s' \in S} P(s, a, s') \sum_{a' \in A} \pi(a' \mid s') Q^\pi(s', a'). \] (3)

It has the matrix form as

\[ q^\pi = r + \gamma P \Pi q^\pi, \] (3)

where \( q^\pi \) and \( r \) are vectors both with \( |S| \cdot |A| \) elements; \( P \in \mathbb{R}^{|S| \times |A| \times |S|} \) is the stochastic state transition matrix, in which \( P((s, a), s') = P(s, a, s') \); \( \Pi_{\pi} \in \mathbb{R}^{|S| \times |S| \times |A|} \) is
the stochastic policy matrix, where \( \Pi_i(s,(s,a)) = \pi(a | s) \) \cite{26}. Once both the reward and the state transition models are given \cite{30}, it is easy to obtain the analytical solution as \( q^* = (I - \gamma \Pi \Pi)^{-1} r \).

However, there are two factors making it impossible to have the analytical solution for the \( Q \)-value estimation: (a) in mHealth, both reward \( r \) and state transition \( P \) (i.e. \( \pi \)) models are unknown. (b) the state space in mHealth is usually very large or even infinite, which makes it impossible to directly learn the \( Q \)-value due to lack of observations for sharper learning and too high storage requirements, i.e. \( O(\prod |A|) \) to only store the \( Q \)-value table. We resolve these problems via the parameterized function approximation, which assumes that \( Q^* \) is in a low dimensional space: \( Q^* \approx Q_w = w^T x(s,a) \), where \( w \in \mathbb{R}^u \) is the unknown variable and \( x(s,a) \) is a feature processing step that combines information in the state and action. We then learn the value \( Q_w \) from observations via a supervised learning paradigm, which, however, is much more challenging than the general supervised learning since the \( Q \)-value is not directly observed \cite{23}. As a direct solution, the Monte Carlo (MC) method draws very deep trajectories to obtain the observation of actual \( Q \) value. Although MC can provide an unbiased estimation of \( Q_w \), it is not suitable for mHealth since MC can’t learn from the incomplete trajectory \cite{15}. Such case requires massive sampling from users, which, however, is very labor-intensive and expensive in time. As a central idea of RL \cite{15}, the temporal-difference (TD) learning algorithm is able to make use of the Bellman equation (3) and to learn the value from the incomplete trajectories. The learned result of TD has the property of low variance.

### 2.3 The critic updating: Least-Squares TD for \( Q \)-value (LSTDQ) Estimation

In mHealth, though the data for all users is abundant, the data for each user is limited in size. We employ the least-square TD for the \( Q \)-value (LSTDQ) estimation, due to its advantage of efficient use of samples over the pure temporal-difference algorithms \cite{26,31}. The goal of LSTDQ is to learn a \( Q_w \) to approximately satisfy the Bellman equation (3), by minimizing the TD error \cite{30} as

\[
w = \mathbf{\hat{h}} = \min_{w \in \mathbb{R}^n} \| X^T h - (r + \gamma \Pi \hat{x}^T w) \|_D^2,
\]

where \( w = \mathbf{\hat{h}} \) is a fixed point problem and \( \mathbf{\hat{h}} \) is a function of \( w \); \( X \) is a designed matrix consisting of all the state and action pairs in the MDP; \( D \) describes the distributions over the state and action pairs.

Since the state transition \( P \) is unknown and \( X \) is too large to form in mHealth, we can not directly solve (4). Instead, we have to make use of the trajectories collected from \( N \) users, i.e. \( D = \{ D_i \}_{i=1}^N \), where \( D_i = \{ U_t = (s_i, a_t, r_t, s'_i) \mid i = 0, \cdots, t \} \) summarizes all the \( t + 1 \) tuples for the \( n \)-th user and \( U_t \) is the \( i \)-th tuple in \( D_i \).

Current online contextual bandit (i.e. a special RL with \( \gamma = 0 \)) methods for mHealth assume that all users are completely heterogeneous. They share no information and run a separate algorithm for each user \cite{1}. Following this idea, we extend \cite{1} to the separate RL setting. The objective for the \( n \)-th user is defined as

\[
w_n = \mathbf{\hat{h}}_n = \arg \min_{h_n, \{ a \} \in D_n} \| x_n^T h_n - (r_i + \gamma y_n^T w_n) \|_2^2
\]

for \( n \in \{1, \cdots, N \} \), where \( x_i = x(s_i, a_i) \) is the value feature at time \( t \) and \( y_i = \sum_{a \in A} x(s'_i, a') \pi_\theta(a' | s'_i) \) is the value feature at the next time point. For the sake of easy derivation, we define the following matrices to store the actual observations

\[
X_n = [x(s_1, a_1), \ldots, x(s_t, a_t)] \in \mathbb{R}^{u \times t}
\]
\[
Y_n = [y(s'_1; \theta_n), \ldots, y(s'_t; \theta_n)] \in \mathbb{R}^{y \times t}
\]
\[
r_n = [r_1, \ldots, r_t]^T \in \mathbb{R}^t,
\]

where \( u \) is the length of the sample feature for the \( Q \)-value approximation, \( t \) is the current time point in the online RL learning procedure (i.e. the current trajectory length), \( y(s'_i; \theta_n) = \sum_{a' \in A} x(s'_i, a') \pi_\theta(a' | s'_i) \), and \( \pi_\theta(a | s) \) is the policy for the \( n \)-th user. Let \( R = [r_1, \ldots, r_N] \in \mathbb{R}^{t \times N} \) store the reward of all \( N \) users at all the \( t \) time points. To prevent the overfitting when \( t \) is small at the beginning of online RL learning, the \( l_2 \) norm based constraint is considered in the objective as follows

\[
w_n = \mathbf{\hat{h}}_n = \arg \min_{h_n} \| X_n^T h_n - (r_n + \gamma Y_n^T w_n) \|_2^2 + \zeta_c \| h_n \|_2^2
\]

for \( n \in \{1, \cdots, N \} \). The LSTDQ provides a closed-form solution

\[
\mathbf{\hat{w}}_{\theta_n} = \left[ X_n (X_n - \gamma Y_n) \right]^{-1} + \zeta \left[ \Pi I \right]^{-1} X_n r_n,
\]

for \( \{ n \}_{n=1}^N \), where \( \mathbf{\hat{w}}_{\theta_n} \) is a function of the policy parameter \( \theta_n \).

### 2.4 The actor updating for policy improvement

In mHealth, the reference distribution of states \( d_{\text{ref}}(s) \) is unknown and hard to estimate due to the lack of samples. We set \( d_{\text{ref}}(s) \) as the empirical distribution of states. Accordingly, the observations in the trajectory, i.e. \( D_n \), are used to form the objective for the actor updating \( \theta_n = \arg \max_{\theta_n} J(\theta_n) \), where

\[
J(\theta_n) = \frac{1}{|D_n|} \sum_{s_i \in D_n} \sum_{a \in A} Q(s_i, a; \mathbf{\hat{w}}_{\theta_n}) \pi_\theta(a | s_i) - \frac{\zeta_\theta}{2} \| \theta_n \|_2^2
\]

for \( n \in \{1, \cdots, N \} \). Here \( \| \theta_n \|_2^2 \) is the constraint to make (9) a well-posed problem and \( \zeta_\theta \) is the tuning parameter that controls the strength of the smooth penalization \cite{1}. We use \( J(\theta_n) \) rather than \( J(\theta_n) \) in (9) to indicate that the objective function for the actor updating is defined based on the \( Q \)-value estimation.

Since the critic updating results in a closed-form solution (8), we could substitute the expression (8) into the objective for the actor updating (9). Such case, however, leads to a very complex optimization problem. In the case of large feature space, one can recursively update \( \mathbf{\hat{w}}_{\theta} \) and \( \bar{\theta}_n \) to reduce the computational cost.
3 Network Cohesion Based Online Actor-Critic RL

It is a famous phenomenon observed in lots of social behavior studies [32, 33] that people are widely connected in a network and linked users tend to have similar behaviors. Advances in social media help a lot to record the relational information among users, which ensures the availability of network information for health-related studies. Besides, individuals are widely connected due to the similar features, such as age, gender, race, religion, education level, work, income, other socioeconomic status, medical records and genetics features etc [22]. However, for simple study, current online methods for the mHealth simply assume that users are completely different; for example, the MDP in the HeartSteps study [44] for connecting similar users, i.e. 
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achieved at the early stage of online learning is of bad user experience, which is likely for the users to be inactive with or even to abandon the mHealth.

Different from current methods, we consider the phenomenon that a user is similar to some (but not all) users, and similar users behave similar but not completely identical to each other. To this end, we propose a cohesion-based online RL method for the mHealth study. We aim to understand how to share information across similar users in order to improve the performance.

3.1 Construct the network cohesion by using the warm start trajectory (WST)

We assume there is an undirected network cohesion connecting similar users, i.e. \( \mathcal{G} = (V, E) \), where \( V = \{1, 2, \ldots, N\} \) is the set of nodes (representing users) and \( E \subset V \times V \) is the edge set. Although advanced social medias, like Facebook, Twitter and Linkedin, could provide us ith various network information, they are not designed for the mHealth. There is noisy and misleading relational information in the network for mHealth WS[17-19, 34-43]. Thus, we want to learn the network cohesion intentionally for the mHealth by measuring the similarities between the related behaviors of users.

In RL, the MDP provides a mathematical tool to describe the property of users in a specific mHealth study[2]. By measuring the similarities among the users’ MDPs , we could learn the network cohesion targeted to that mHealth study. However, the MDP models are unknown to the RL problem. Instead, the warm start trajectories (WSTs) of all the \( N \) users are available, which provide the observation of users. Thus, we use the WSTs for the graph learning, i.e. \( \mathcal{D}(0) = \{D_n(0) | n = 1, \ldots, N\} \), where \( D_n(0) = \{(s_{i,n}, a_{i,n}, r_{i,n})\}_{i=1}^{T_n} \) is the WST for the \( n \)-th user. Since an MDP consists of the state transition and immediate reward model, the feature for the cohesion network learning is constructed by stacking the states and rewards in the WST as follows

\[ v_n = [s_{1,n}, r_{1,n}, \ldots, s_{T_n,n}, r_{T_n,n}]^T \in \mathbb{R}^{PT_n+T_0}, \]

for \( n \in \{1, \ldots, N\} \). Note that the action or policy is not part of an MDP. To reduce the influence of random actions in the WST, we get rid of the temporal order by sorting all the elements in \( v_n \) (10). Then the benchmark method, i.e. \( K \)-nearest neighbor (KNN), is used to learn the neighboring information among users

\[ c_{ij} = \begin{cases} 1, & \text{if } v_i \in N(v_j) \text{ or } v_j \in N(v_i) \\ 0, & \text{otherwise} \end{cases} \]

where \( v_i \in N(v_j) \) indicates that \( i \)-th node is the KNN of the \( j \)-th node [45, (11)] is an undirected Graph. The value of \( K \) controls how widely the users are connected. A large \( K \) indicates a wide connection among users and vice versa.

3.2 Model of cohesion based Actor-Critic RL

The underlying assumption throughout this paper is that if two users are connected, their values and policies are constrained to be similar, e.g. \( \|w_i - w_j\| \) and \( \|\theta_i - \theta_j\| \) are small if \( i \leftrightarrow j \). With the network cohesion \( C = (c_{ij})_{N \times N} \), the objective function for the critic updating is formed as follows

\[ W = \hat{H} = \arg \min_{\hat{H}} \sum_{n=1}^{N} \sum_{i,j \in D_n} ||x_i^T h_n - (r_i + \gamma Y_i^T w_n)||^2_2 \]

s.t. \( \sum_{i,j=1}^{N} c_{ij} d(h_i, h_j) \leq \delta_1 \) and \( \sum_{i,j=1}^{N} c_{ij} d(w_i, w_j) \leq \delta_2 \),

where \( H = [h_1, \ldots, h_N] \in \mathbb{R}^{u \times N} \) and \( W = [w_1, \ldots, w_N] \in \mathbb{R}^{u \times N} \) are designed matrices that consist of all the \( N \) users’ variables (each column summarizes the unknown variable of one user); \( d(h_i, h_j) \) is a distance measure between two vectors; usually we set \( d(\cdot, \cdot) \) as the Euler distance. With the matrix notations in Section 2.3, we turn (12) into the following two-level nested optimization problems

\[ \hat{H} = \arg \min_{\hat{H}} \left( \sum_{n=1}^{N} ||X_n^T h_n - (r_n + \gamma Y_n^T w_n)||^2_2 + \right) \]

\[ \mu_1 \sum_{i,j=1}^{N} c_{ij} ||h_i - h_j||^2_2 + \xi_1 \sum_{n=1}^{N} ||h_n||^2_2 \right), \]

\[ \hat{W} = \arg \min_{\hat{W}} \left( \sum_{n=1}^{N} ||\Phi_n w_n - \Phi_n \hat{h}_n||^2_2 + \right) \]

\[ \mu_2 \sum_{i,j=1}^{N} c_{ij} ||w_i - w_j||^2_2 + \zeta_2 \sum_{n=1}^{N} ||w_n||^2_2 \right), \]

2. The MDPs of one user on two diverse mHealth studies should be very different; for example, the MDP in the HeartSteps study [44] for one user should be different from that in the alcohol control [8, 9] study.
where \( \Phi_n \) is a designed matrix to facilitate the optimization of (14). The 1st level (13) projects the Bellman image onto a linear space (we refer (13) as the projection step); the 2nd level (14) deals with the fixed point problem (i.e. the fixed-point step) [47].

The objective for the actor updating is defined as follows

\[
\{\hat{\theta}_1, \ldots, \hat{\theta}_n, \ldots, \hat{\theta}_N \} = \arg\max_{\{\theta_n\}_{n=1}^N} \hat{J}(\theta_1, \ldots, \theta_N),
\]

where \( \Theta = [\theta_1, \ldots, \theta_N] \), \( Q(s_t, a; \vec{\theta}_n) = x(s_t, a)^T \vec{\theta}_n \) is the estimated value for the \( n \)-th policy \( \pi_{\theta_n} \) and

\[
\hat{J}(\Theta) = \sum_{n=1}^{N} \left( \frac{1}{|D_n|} \sum_{t_i \in D_n} \sum_{a \in A} Q(s_t, a; \vec{\theta}_n) \pi_{\theta_n}(a|s_t) \right) - \mu_3 \frac{1}{2} \sum_{i,j=1}^{N} c_{ij} ||\theta_i - \theta_j||_2^2 - \frac{\zeta_3}{2} \sum_{n=1}^{N} ||\theta_n||_2^2. \tag{16}
\]

Although we are able to obtain a closed-form solution for the critic updating (12), to reduce the computational costs, we substitute the solution in value for \( \{\vec{\theta}_n\}_{n=1}^N \) rather than the closed-form expression of \( \{\vec{\theta}_n\}_{n=1}^N \) into the actor updating. The actor updating algorithm performs the maximization of (16) over \( \Theta \), which is computed via the Sequential Quadratic Programming (SQP) algorithm. We use the implementation of SQP with finite-difference approximation to the gradient in the FMINCON function of Matlab.

In the objectives (13), (14) and (16), \( \mu_1, \mu_2 \) and \( \mu_3 \) are the tuning parameters to control the strength of the network cohesion constraints. It is an advantage of our methods over the network based bandit [17]. When \( \mu_1, \mu_2, \mu_3 \rightarrow \infty \), the connected users are enforced to have identical values and policies. When \( \mu_1, \mu_2, \mu_3 = 0 \), there is no network cohesion constraint. In such case, our method is equivalent to the separate online RL method. Compared with the Separate-RL, the model complexity of our methods is reduced since their parameter domain is constrained via the network cohesion regularization. Such case ensures our methods to work well when the sample size is small. However, the optimization of our method is much more complex than that of the separate-RL. The updating rules of all the users are independent with each other in the separate-RL; while in our method, the optimization of the all the users is all coupled together. In the following section, two actor-critic RL algorithms are proposed to deal the objectives (13) and (14).

4 ALGORITHM#1 FOR THE CRITIC UPDATE

4.1 Updating Rules for the Projection Step (13)

We first discuss how to minimize the objective for the projection step. The objective is

\[
J = \sum_{n=1}^{N} \|X_n h_n - (r_n + \gamma Y_n^T w_n)\|^2 + \mu_1 \text{Tr}(HLH^T) + \zeta_1 \|H\|^2_F,
\]

where \( \|\cdot\|^2_F \) is the Frobenius norm of a matrix,

\[
\text{Tr}(HLH^T) = \sum_{i=1}^{N} \sum_{j=1}^{N} c_{ij} \|h_i - h_j\|^2_2 \tag{18}
\]

and \( L = D - C \in \mathbb{R}^{N \times N} \) is a graph laplacian; \( D \) is a diagonal matrix whose elements are column (or row, as \( C \) is a symmetric matrix) sums of \( C \), i.e. \( d_{ii} = \sum_j c_{ij} \). The partial derivative of \( J_1 \), i.e. the 1st term in (17), with respect to \( h_n \) is

\[
\frac{\partial J_1}{\partial h_n} = 2X_n X_n^T h_n - 2X_n r_n - 2\gamma X_n Y_n^T w_n. \tag{19}
\]

Summarizing the partial derivatives with respect to all the variables in \( H = (h_1, \ldots, h_N) \in \mathbb{R}^{K \times N} \), we have

\[
\frac{\partial J_1}{\partial \text{vec}(H)} = 2 \sum_{n=1}^{N} \left( E_n \otimes (X_n X_n^T) \right) \text{vec} (H)
- 2 \left( \sum_{n=1}^{N} E_n \otimes X_n \right) \text{vec} (R)
- 2\gamma \left( \sum_{n=1}^{N} E_n \otimes (X_n Y_n^T) \right) \text{vec} (W) \tag{20}
\]

where \( \text{vec}(H) = [h_1^T, \ldots, h_N^T]^T \in \mathbb{R}^{KN} \) is the vectorization process for a matrix; \( E_n = \text{diag}(0, \ldots, 1, \ldots, 0) \in \mathbb{R}^{N \times N} \) is a diagonal matrix with the \( n \)-th diagonal element equal to 1, all the other equal to zero; \( \otimes \) indicates the Kronecker product between two matrices resulting in a block matrix. Let \( F_1 = \sum_n E_n \otimes (X_n X_n^T) \), \( F_2 = \sum_n E_n \otimes X_n \) and \( F_3 = \sum_n E_n \otimes (X_n Y_n^T) \).
The partial derivative of \( P \) leads to matrices. Let \( (24) \), rule in positive definite matrix, which leads to an easy critic updating

\[
\frac{\partial J_2}{\partial H} = 2\mu_1 HL + 2\zeta_1 H.
\]

According to the Encapsulating Sum \([48]\), we have

\[
\frac{\partial J_2}{\partial \text{vec}(H)} = 2\left[ (\mu_1 L^T + \zeta_1 I_N) \otimes I_u \right] \text{vec}(H) \tag{22}
\]

where \( I_N \in \mathbb{R}^{N \times N} \) and \( I_u \in \mathbb{R}^{u \times u} \) are identical matrices.

Setting the gradient of \( J \) in \((17)\) with respect to \( \text{vec}(H) \) to zero gives the closed-form solution for the projection step as follows

\[
\text{vec}(\tilde{H}) = [F_1 + L_{\otimes}(\mu_1, \zeta_1)]^{-1} [F_2 \text{vec}(R) + \gamma F_3 \text{vec}(W)],
\]

where \( L_{\otimes}(\mu_1, \zeta_1) = (\mu_1 L^T + \zeta_1 I_N) \otimes I_u \in \mathbb{R}^{uN \times uN}. \)

### 4.2 Updating Rules for the Fixed Point step \((14)\)

Considering the 1st term in the fixed point step \((14)\) gives

\[
O_1 = \sum_n \left\| \Phi_n w_n - \Phi_n \tilde{h}_n \right\|_2^2 = \left\| \Phi_{\otimes} \text{vec}(W) - \Phi_{\otimes} \text{vec}(\tilde{H}) \right\|_2^2
\]

where \( \Phi_{\otimes} = \left( \sum_{n=1}^N E_n \otimes \Phi_n \right). \) To facilitate the optimization, we design \( \{\Phi_n\}_{n=1}^N \) to let \( \Phi_n = F_1 + L_{\otimes}(\mu_1, \zeta_1) \), which leads to

\[
O_1 = \left\| \Phi_{\otimes} \text{vec}(W) - \Phi_{\otimes} \text{vec}(\tilde{H}) \right\|_2^2
= \left\| \Phi_{\otimes} \text{vec}(W) - [F_2 \text{vec}(R) + \gamma F_3 \text{vec}(W)] \right\|_2^2
= \left\| \Phi_{\otimes} - \gamma F_3 \right\|_2 \text{vec}(W) - F_2 \text{vec}(R) \right\|_2^2,
\]

and finally results in an easy solution for the critic updating \((24)\) (cf. Theorem 1). Letting \( P = \Phi_{\otimes} - \gamma F_3, \) we have

\[
O_1 = \left\| P \text{vec}(W) - F_2 \text{vec}(R) \right\|_2^2
\]

The partial derivative of \( O_1 \) with respect to \( \text{vec}(W) \) is

\[
\frac{\partial O_1}{\partial \text{vec}(W)} = 2P^T \text{vec}(W) - 2P^T F_2 \text{vec}(R).
\]

Considering the partial derivative of the cohesion constraint and the Frobenius norm based smooth constraint with respect to \( \text{vec}(H) \), and setting the overall partial derivative to zero, i.e. \( \partial O_1 / \partial \text{vec}(W) = 0 \), we can obtain the following closed-form solution

\[
\text{vec}(W^*) = [P^T P + L_{\otimes}(\mu_2, \zeta_2)]^{-1} P^T F_2 \text{vec}(R), \tag{24}
\]

where \( L_{\otimes}(\mu_2, \zeta_2) = (\mu_2 L^T + \zeta_2 I_N) \otimes I_u. \)

**Theorem 1.** \( B = P^T P + L_{\otimes}(\mu_2, \zeta_2) \) is a symmetric and positive definite matrix, which leads to an easy critic updating rule in \((24)\).

**Lemma 2.** Suppose that \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{m \times m} \) are square matrices. Let \( \lambda_1, \cdots, \lambda_n \) be the eigenvalues of \( A \) and \( \nu_1, \cdots, \nu_m \) be those of \( B \). Then the eigenvalues of \( A \otimes B \) \([49]\), where \( \otimes \) is the Kronecker Product, are

\[
\lambda_i \nu_j, \quad \text{for } i \in \{1, \cdots, n\}, \ j \in \{1, \cdots, m\}.
\]

## 5 Algorithm\#2 for the Critic Update

In this section, we provide another updating rule for the critic update (i.e. policy improvement). Note that to prevent the overfitting when the sample size is very small, the conventional LSTDQ usually employs the \( \ell_2 \) constraint on the variable \( H \) in the projection step. They do not put the \( \ell_2 \) constraint on the fixed-point variable \( W \) \([30, 47]\). Following this idea, we have a simpler objective function for the critic update as

\[
w_n = \hat{h}_n = \arg\min_{h_n \in D_n} \sum_{\ell \in D_n} \| x^T h_n - (r_\ell + \gamma y^T_w h_n) \|_2^2, \tag{25}
\]

for \( n \in \{1, \cdots, N\} \) and s.t. \( \sum_{i,j=1}^N c_{ij} d(h_i, h_j) \leq \delta_1. \)

According to the derivation in Section 4.1 that considers the Frobenius norm based smooth constraint, the updating rule for the projection step is \((23)\). In the fixed-point step, the objective is simply \( w_n = \hat{h}_n \) (i.e. a fixed-point problem), which leads to

\[
\text{vec}(W) = \text{vec}(\tilde{H}).
\]

Thus, we have the closed-form solution for \( \text{vec}(W) \) as follows

\[
\text{vec}(\tilde{W}) = [F_1 - \gamma F_3 + L_{\otimes}(\mu_1, \zeta_1)]^{-1} F_2 \text{vec}(R). \tag{26}
\]

It is simpler than the 1st updating rule for the critic update \((24)\).

## 6 Experiment Results

We verify the proposed methods on the HeartSteps dataset. It has two choices for an action, i.e. \( \{0, 1\} \), where \( a = 1 \) means sending the positive intervention, while \( a = 0 \) indicates no intervention \([3]\). Specifically, the stochastic policy is assumed to be in the form \( \pi_\theta(a \mid s) = \exp[-\theta^T \phi(s,a)] / \sum_{a'} \exp[-\theta^T \phi(s,a')] \), where \( \theta \in \mathbb{R}^{m} \) is the unknown parameter and \( \phi(\cdot, \cdot) \) is a feature process that combines the information in actions and states, i.e. \( \phi(s,a) = [as^T, a]^T \in \mathbb{R}^m. \)

### 6.1 The HeartSteps Dataset

To verify the performance of our method, we use a dataset from a mobile health study, called HeartSteps \([44]\), to approximate the generative model. This is a 42-day mHealth intervention that aims to increase the users’ steps they take each day by providing positive treatments (i.e. interventions), which are adapted to users’ ongoing status, such as suggesting users to take a walk after long sitting \([44]\), or to do some exercises after work.

A trajectory of \( T \) tuples \( D = \{(s_i, a_i, r_i) \mid i = 1, \cdots, T\} \) are generated for each user \([1, 3]\). The initial state is drawn from the Gaussian distribution \( S_0 \sim \mathcal{N}_p(0, \Sigma) \), where \( \Sigma \) is a \( p \times p \) covariance matrix with pre-defined elements. The action \( a_t \) for \( 0 \leq t \leq T_0 \) is drawn from the random
TABLE 1
The performance of 3 online RLs vs. the rising trajectory length $T \in \{50, 150\}$, for the experiment setting (S1).

| $\gamma$ | Average reward when $T = 50$ | Average reward when $T = 150$ |
|-----------|-------------------------------|-------------------------------|
|           | Separate-RL | Cohesion-RL#1 | Cohesion-RL#2 | Separate-RL | Cohesion-RL#1 | Cohesion-RL#2 |
| 0         | 1258.4 ± 81.6 | 1323.3 ± 57.0 | 1394.4 ± 68.5 | 1239.5 ± 83.9 | 1342.7 ± 59.7 | 1397.4 ± 68.6 |
| 0.2       | 1272.9 ± 83.7 | 1376.4 ± 55.8 | 1428.1 ± 64.1 | 1279.5 ± 83.4 | 1386.4 ± 56.0 | 1429.2 ± 64.3 |
| 0.4       | 1286.7 ± 85.3 | 1418.4 ± 57.5 | 1472.4 ± 58.7 | 1316.5 ± 77.5 | 1436.2 ± 55.6 | 1472.4 ± 59.0 |
| 0.6       | 1346.3 ± 75.9 | 1488.4 ± 55.5 | 1505.1 ± 55.4 | 1388.5 ± 70.5 | 1502.6 ± 52.4 | 1515.3 ± 55.9 |
| 0.8       | 1373.9 ± 66.2 | 1550.8 ± 52.6 | 1556.7 ± 54.0 | 1440.7 ± 63.5 | 1560.4 ± 53.1 | 1570.0 ± 54.0 |
| 0.95      | 1265.2 ± 78.3 | 1542.7 ± 50.7 | 1556.5 ± 49.6 | 1315.2 ± 68.6 | 1570.0 ± 50.0 | 1577.8 ± 51.3 |
| Avg.      | 1297.2         | 1453.3         | 1485.5         | 1350.0         | 1466.3         | 1493.7         |

The value of $\gamma$ specifies different RL methods: (a) $\gamma = 0$ means the contextual bandit [1]. (b) $0 < \gamma < 1$ is the discounted reward RL, which is first compared in the online actor-critic setting for mHealth. In each comparison, the bold value is the best, and the blue italic value is the 2nd best.

TABLE 2
The performance of 3 online RLs vs. the warm start trajectory length $T_0 \in \{5, 20\}$, for the experiment setting (S2).

| $\gamma$ | Average reward when $T_0 = 5$ | Average reward when $T_0 = 20$ |
|-----------|-------------------------------|-------------------------------|
|           | Separate-RL | Cohesion-RL#1 | Cohesion-RL#2 | Separate-RL | Cohesion-RL#1 | Cohesion-RL#2 |
| 0         | 1194.0 ± 86.8 | 1324.7 ± 60.0 | 1396.7 ± 68.5 | 1380.8 ± 68.7 | 1358.9 ± 63.6 | 1399.1 ± 68.0 |
| 0.2       | 1183.8 ± 87.8 | 1380.5 ± 52.0 | 1427.4 ± 64.5 | 1410.1 ± 66.8 | 1408.0 ± 57.8 | 1430.2 ± 63.6 |
| 0.4       | 1200.4 ± 81.1 | 1433.2 ± 54.2 | 1469.4 ± 58.2 | 1423.7 ± 63.9 | 1453.9 ± 55.4 | 1471.3 ± 59.3 |
| 0.6       | 1254.1 ± 75.7 | 1487.9 ± 51.2 | 1515.2 ± 55.0 | 1463.6 ± 58.1 | 1505.7 ± 53.8 | 1516.8 ± 56.1 |
| 0.8       | 1291.8 ± 76.8 | 1532.7 ± 48.6 | 1562.6 ± 53.8 | 1519.8 ± 53.9 | 1541.3 ± 52.4 | 1552.9 ± 54.0 |
| 0.95      | 1286.1 ± 81.5 | 1554.7 ± 49.2 | 1568.5 ± 51.0 | 1434.4 ± 53.3 | 1564.1 ± 49.2 | 1574.6 ± 50.0 |
| Avg.      | 1282.8         | 1452.3         | 1489.9         | 1438.7         | 1472.0         | 1490.8         |

6.2 Compared Methods and Parameter Settings
There are three online actor-critic RL methods for the comparison: (a) Separate-RL, which is an extension of the online actor-critic contextual bandit in [1] to the online actor-critic reinforcement learning. It learns a separate RL policy for each user by only using his or her data. (b) Cohesion-RL#1 is the first version of our method. (c) Cohesion-RL#2 is the second version of our method (cf. Algorithm 1 for detail). Specially, Cohesion-RL#1 and Cohesion-RL#2 share the same actor updating. The difference between them is the different critic updating rules that they employ.

The noises in the MDP are set as $\sigma_s = 0.5, \sigma_r = 1$ and $\sigma_\beta = 0.05$. The state has dimension $p = 3$ and the policy feature has $m = 4$ elements. We set the $\ell_2$ constraint in the Separate-RL as $C_\alpha = C_\zeta = 0.1$. When the cohesion constraint in our methods is too small ($10^{-4}$, say), we need the $\ell_2$ constraint for the actor-critic updating to avoid the overfitting, with the parameters as $C_1 = C_2 = C_3 = 0.1$. Otherwise, we set $C_1 = C_2 = C_3 \to 0$. The feature processing for the value estimation is $s(a) = [a^T, a, a^2]^T \in \mathbb{R}^m$, where $u = 2p + 2$, for all the compared methods. The feature for the policy is processed as $\phi(s, a) = [a^T, a^2]^T \in \mathbb{R}^m$ where $m = p + 1$. We set $K = 8$ for the $K$-NN based network cohesion learning. If there is no special setting, the following three parameters are set as: (a) the trajectory length in mHealth is $T = 80$, which indicates that the online RL learning ends at $t = 80$;
(b) the length of warm start trajectory is set as $T_0 = 10$; (c) to reduce the number of parameters in the algorithm, the parameters for the cohesion constraint in our methods are set as $\mu_1 = 0.1, \mu_3 = \mu_1$ and $\mu_2 = 0.01 \mu_1$.

### 6.3 Evaluation Metrics

We use the expectation of long run average reward (ElAR) $E[\eta^{\pi_\theta}]$ to quantify the quality of the estimated policy $\pi_\theta$ on a set of $N=45$ individuals. Here $\pi_\theta$ summarizes the policies for all the 45 users, in which $\pi_\theta$ is the $n$-th user’s policy. Intuitively, ElAR measures how much average reward in the long run we could totally get by using the learned policy $\pi_\theta$ on the testing users (i.e. MDPs), for example measuring how much alcohol users have in a fixed time period in the alcohol use study [8, 9]. Specifically in the HeartSteps, ElAR measures the average steps that users take per day over a long time; a larger ElAR corresponds to a better performance. The average reward for the $n$-th user, i.e. $\eta^{\pi_\theta_n}$, is calculated by averaging the rewards over the last 4,000 elements in a trajectory of 5,000 tuples under the policy $\pi_\theta$, i.e. $\eta^{\pi_\theta_n} = \frac{1}{T} \sum_{j=1}^{T} R(s_j, a_j, n) \pi_\theta_n(s_j, a_j, n)$, where $T = 5000$ and $i = 1000$. Then ElAR $E[\eta^{\pi_\theta}]$ is approximated by averaging over the 45 $\eta^{\pi_\theta_n}$’s, i.e. $E[\eta^{\pi_\theta}] \approx \frac{1}{N} \sum_{n=1}^{N} \eta^{\pi_\theta_n}$.

### 6.4 Comparisons in three experiment settings

The following experiments are carried out to verify different aspects of the three online actor-critic RL algorithms:

(S1) In this part, the trajectory length of all users ranges as $T \in \{50, 80, 110, 150\}$. The experiment results are shown in Table 1 and Fig. 2. There are two sub-tables in Table 1, each sub-table displays the ElAR of three RL methods (i.e. Separate-RL, Cohesion-RL#1 and Cohesion-RL#2 respectively) under six $\gamma$ settings; the last row shows the average ElAR over the results of all the six $\gamma$s. In Fig. 2, there are three sub-figures; each sub-figure illustrates the results of three methods under one $\gamma$ setting. As we shall see that the performance of three methods generally increases as $T$ rises. The performance of our RL methods, i.e. Cohesion-RL#1 and Cohesion-RL#2, have an obvious advantage over the Separate-RL under all the parameters settings in (S1). Besides, the advantage of our methods over Separate-RL slowly decreases as $T$ rises. Compared with Separate-RL, our methods averagely improve 156.0 steps and 188.3 steps when $T = 50$, and averagely improve 136.3 steps and 163.7 steps when $T = 150$.

(S2) In this part, the length of warm start trajectory ranges as $T_0 = \{5, 10, 15, 20\}$, which indicates that the RL methods wait longer and longer before starting the online learning. The experiment results are summarized in Table 2 and Fig. 2. As we shall see that as $T_0$ rises across this range, the performance of Separate-RL increases dramatically and Cohesion-RL#1 rises gradually, while Cohesion-RL#2 remains stable. Thus, the average advantage of our method over Separate-RL decreases dramatically as $T_0$ rises, i.e., from 224.07 steps and 261.67 steps when $T_0 = 5$ to 33.26 steps and 52.09 steps when $T_0 = 20$. Such case suggests that our methods work perfectly when the WST is very short. In this case, the mining of network cohesion is necessary for the online RL learning. In general, however, our methods still outperform Separate-RL significantly.

(S3) The parameter of the Network-Cohesion constraint $\mu_1$ for the projection step ranges from 0.001 to 10. To reduce the number of parameters in our algorithm, we simply set $\mu_2 = 0.01 \mu_1$ (i.e. the cohesion constraint for the fixed-point step) and $\mu_3 = \mu_1$ (i.e. the cohesion constraint for the actor updating). The experiment results are illustrated in Fig. 3, where there are three sub-figures. Each sub-figure shows
the results of three online RLs vs. five $\mu_1$ settings under one $\gamma$. As we shall see that as $\mu_1$ rises across this range, our method always obtains superior performance compared with Separate-RL. Specially, Cohesion-RL#2 is very stable and always better than Cohesion-RL#1. Such case indicates that it is reliable to follow the idea on how to introduce the $\ell_2$ constraint in LSTDQ. In Fig. 3, since Separate-RL does not have the Network-Cohesion constraint, its result keeps unchanged.

Consider (S1) and (S2) for the Separate-RL, we find: (a) the lack of samples at the beginning of the online learning may bias the optimization direction, which badly influence the performance even when the trajectory is very long; (b) Compared with $T$, the increase of $T_0$ has a more important influence on the performance. In (S1), where $T_0 = 10$ is fixed and $T$ ranges from $T = 50$ to $T = 150$, the performance of Separate-RL increases 32.74 steps. In (S2), where $T = 80$ is fixed and $T_0$ rises from $T_0 = 5$ to $T_0 = 20$, Separate-RL achieve an improvement of 210.51 steps, which is much significant than the rise caused by the rising $T$.

7 Conclusions and Discuss

This paper presents a first attempt to employ the online actor-critic reinforcement learning for the mHealth. Following the current methods that learn a separate policy for each user, the Separate-RL can not achieve satisfactory results. This is due to that data for each user is very limited in size to support the separate learning, leading to unstable policies that contain lots of variances. After considering the universal phenomenon that users are generally connected in a network and linked users tend to have similar behaviors, we propose a network cohesion constrained actor-critic reinforcement learning for mHealth. It is able to share the information among similar users to convert the limited user information into sharper learned policies. Extensive experiment results demonstrate that our methods outperform the Separate-RL significantly. We find it easy to apply the proposed methods to other health-related tasks.

Appendix: the proof of Theorem 1

Proof: Considering $L_\otimes (\mu_2, \zeta_2) = (\mu_2 L^T + \zeta_2 I_N) \otimes I_u$ gives the equation $B = P^T P + \mu_2 L^T \otimes I_u + \zeta_2 I_{uN}$. The first term $B_1 = P^T P$ is obviously positive semi-definite as $\forall x$, we have $x^T P^T P x = \|Px\|^2 \geq 0$. The graph laplacian $L$ is positive semi-definite, which indicates that its eigenvalues are non-negative, i.e. $\lambda_1, \cdots, \lambda_N \geq 0$. The eigenvalues of $I_u$ are $\mu_1 = \cdots = \mu_u = 1$. According to Lemma 2, we have the conclusion that the eigenvalues of $L^T \otimes I_u$ are non-negative, which indicates that it is a positive semi-definite matrix. The last term in $B$ is an identical matrix, which is surely positive definite. The sum of two positive semi-definite matrices and a positive definite matrix results in a positive definite matrix.

Since for any matrices $A \in \mathbb{R}^{l \times k}$ and $D \in \mathbb{R}^{m \times n}$, the Kronecker product has the property $(A \otimes D)^T = (A^T \otimes D^T)$ [49]. Besides, the graph laplacian $L$ is symmetric. We have

$$B^T = (P^T P + \mu_2 L^T \otimes I_u + \zeta_2 I_{uN})^T = B.$$
Fig. 3. Performance of three RL methods for experiment setting (S3). Each sub-figure shows results under one $\gamma$ setting.
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