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Abstract

Interior-boundary conditions (IBCs) have been suggested as a possibility to circumvent the problem of ultraviolet divergences in quantum field theories. In the IBC approach, particle creation and annihilation is described with the help of linear conditions that relate the wave functions of two sectors of Fock space: \( \psi(n)(p) \) at an interior point \( p \) and \( \psi(n+m)(q) \) at a boundary point \( q \), typically a collision configuration. Here, we extend the concept of IBCs to the relativistic case. To do this, we make use of Dirac’s concept of multi-time wave functions, i.e., wave functions \( \psi(x_1, ..., x_N) \) depending on \( N \) space-time coordinates \( x_i \) for \( N \) particles. This provides the manifestly covariant particle-position representation that is required in the IBC approach. In order to obtain rigorous results, we construct a model for massless Dirac particles in 1+1 dimensions that can create or annihilate each other when they meet. Our main results are an existence and uniqueness theorem for that model, and the identification of a class of IBCs ensuring local probability conservation on all Cauchy surfaces. We thus demonstrate that IBCs are compatible with relativity. Furthermore, we explain how these IBCs relate to the usual formulation with creation and annihilation operators.
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1 Introduction

The creation and annihilation of particles is a key feature of quantum field theory (QFT); however, it is usually connected with the problem of ultraviolet (UV) divergences. Interior-boundary conditions (IBCs) have been introduced as a possible way to circumvent the UV problem. In the IBC approach (see [24, 25] for an introduction), one uses a wave function \( \varphi \) on the configuration space \( Q \) of a variable number of particles. Consider, for example, \( Q = Q^{(1)} \cup Q^{(2)} \), where \( Q^{(1)} = \mathbb{R}^d \) and \( Q^{(2)} = \{(x_1, x_2) \in (\mathbb{R}^d)^2 : x_1 \neq x_2\} \). The wave function can be represented as \( \varphi = (\varphi^{(1)}, \varphi^{(2)}) \) where \( \varphi^{(1)} \) is a single-particle wave function and \( \varphi^{(2)} \) a two-particle wave function. An IBC then is a condition relating the value of \( \varphi^{(2)} \) at a boundary point of \( Q \), here \((x, x) \in \partial Q\), with the value of \( \varphi^{(1)} \) at a suitable interior point, here at \( x \).

The most important role of IBCs is to ensure that probability is transferred between the sectors of \( n \) and \( n + 1 \) particles while the total probability remains conserved. Such a
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The transfer of probability corresponds to particle creation and annihilation. In the example, it describes the process in which two particles can merge into a single one at a point \( x \) or, conversely, a single particle at \( x \) can split up into two. A certain notion of locality is important here: IBCs must only relate boundary points \( q \in \partial \mathcal{Q} \) with interior points \( q' \in \mathcal{Q} \) which canonically correspond to each other in the language of particle creation and annihilation. This means that \( q = (x, x) \) must be related with \( q' = x \), not with any other point.

Given this relation to particle creation and annihilation, it is not surprising that IBCs can also be derived from Hamiltonians which involve creation and annihilation operators. The creation operator can usually not be densely defined since it involves a delta function \( \delta^d(x_1 - x_2) \). One can, however, obtain a boundary condition from the delta function by integrating over the Schrödinger equation, say in \( x_2 \) around the point \( x_1 \). In this way, one arrives at a boundary condition that involves the wave function at points \((x_1, x_1) \in \partial \mathcal{Q} \) and \( x_1 \in \mathcal{Q} \), i.e., at an IBC.

Previous works \cite{24, 25, 20, 10, 11, 27} have focused on this relation of IBCs and non-relativistic Hamiltonians with particle creation and annihilation operators. It has been shown for simple models that understanding the creation part of the Hamiltonian as defining an IBC allows to make these models rigorous without the need for renormalization, which is usually required to treat the UV divergence. What is more, it is possible to explicitly state a well-defined version of the initial Hamiltonian, its domain being restricted by the IBC.

While these results seem promising, they have so far only been established for models with \( -\Delta \) as the free Hamiltonian. To have an impact on more realistic QFTs, it is important to extend them to a relativistic setting. Among other things, this requires using the Dirac operator instead of the Laplacian to describe fermions. Besides, the idea of IBCs is intimately connected with the particle-position representation of the quantum state. As it is unclear how a wave function \( \psi^{(n)}(t, x_1, ..., x_n) \) behaves under Lorentz transformations, a covariant alternative has to be utilized.

Fortunately, a relativistic version of particle-position representation has been revisited and developed significantly in recent years: the multi-time picture of Dirac \cite{3}, Fock and Podolsky \cite{1}, Bloch \cite{26}, Tomonaga \cite{22} and Schwinger \cite{22}. We refer to \cite{15} for a recent overview. In the multi-time picture, one considers a wave function \( \psi^{(n)}(x_1, ..., x_n) \) on spacetime configurations \((x_1, ..., x_n) \in (\mathbb{R}^{1+d})^n \) for \( n \) particles. The relation to the usual single-time wave function \( \varphi^{(n)}(t, x_1, ..., x_n) \) is straightforward:

\[
\varphi^{(n)}(t, x_1, ..., x_n) = \psi^{(n)}(t, x_1; ...; t, x_n). \tag{1}
\]

Now, under a Lorentz transformation \( \Lambda \), the transformation behavior of \( \psi \) is given by:

\[
\psi^{(n)}(x_1, ..., x_n) \xrightarrow{\Lambda} S[\Lambda]^{\otimes n} \psi^{(n)}(\Lambda^{-1}x_1, ..., \Lambda^{-1}x_n), \tag{2}
\]

where \( S[\Lambda] \) are matrices forming a representation of the Lorentz group. In the context of QFT, \( \psi \) can be represented as a sequence of \( n \)-particle wave functions, \( \psi = (\psi^{(0)}, \psi^{(1)}, \psi^{(2)}, ...) \). The multi-time picture thus offers the covariant version of the particle-position representation that a relativistic treatment of IBCs requires.

Of course, several important questions remain, such as:

1. How can the idea of a probability flux between sectors of different particle numbers be formulated in the multi-time picture?

2. How can IBCs be made compatible with the dynamics for a multi-time wave function?
To clarify this complex of questions constitutes the main goal of the paper. As IBCs concern the rigorous formulation of QFTs, it is also crucial to prove the existence and uniqueness of solutions. There is, at present, no hope to do this in great generality. Our paper instead takes an exploratory approach. We identify the simplest nontrivial model which still shows the main features we are setting out to treat (Dirac operators, multi-time wave functions, particle creation and annihilation): a system of a variable number of at most \( N \) indistinguishable, massless Dirac particles in 1+1 spacetime dimensions. At this example we explain how to rigorously address the above-mentioned questions 1. and 2. about the multi-time formulation of IBCs. We expect that the resulting developments can also be transferred to more general relativistic QFTs.

**Structure of the paper.** We start by reviewing the basic concepts and results about multi-time wave functions which are relevant to our work (Sec. 2.1). Next (Sec. 2.2), we prove that a beautiful condition in terms of a differential form constructed from the multi-time wave function ensures (local) probability conservation on all Cauchy surfaces (Thm. 2.1). In Sec. 3 we introduce our model. This is done for the case of \( N = 2 \) sectors first, both for comprehensibility and because this case is used as a building block for the model with a general number \( N \in \mathbb{N} \) of sectors of Fock space. We then identify a general class of IBCs which leads to local probability conservation (Thm. 3.2) and prove the existence and uniqueness of the model for \( N = 2 \) (Thm. 3.1). Sec. 4 deals with extending these results to general \( N \). Our main result is the existence and uniqueness theorem 4.1. We then discuss the relation of our model with a Hamiltonian with creation and annihilation operators (Sec. 5). Lorentz invariance is briefly discussed in Sec. 6. Section 7 contains the proofs of our theorems. We conclude with a discussion of the results, including an outlook on possible future directions (Sec. 8).

## 2 Multi-time wave functions

We set \( \hbar = 1 = c \) and use the spacetime metric \( \eta = (1, -1, \ldots, -1) \) for \((1+d)\)-dimensional Minkowski spacetime with \( d \) spatial dimensions.

### 2.1 Review of important concepts

For a variable number of particles, a multi-time wave function becomes a so-called multi-time Fock function (see [18] and also [5, 6]). It can be represented as a sequence of \( n \)-particle wave functions \( \psi^{(n)} \),

\[
\psi = (\psi^{(0)}, \psi^{(1)}, \psi^{(2)}, \psi^{(3)}, \ldots).
\]

Since the no-particle amplitude \( \psi^{(0)} \) has neither time nor space arguments in the multi-time formalism, it is a constant complex number. Thus, we shall disregard \( \psi^{(0)} \) for the rest of the paper and consider \( \psi^{(n)} \) only for \( n \in \mathbb{N} \), for which

\[
\psi^{(n)} : \mathcal{F}^{(n)} \subset (\mathbb{R}^{1+d})^n \to \mathbb{C}^{k(n)}, \quad (x_1, \ldots, x_n) \mapsto \psi(x_1, \ldots, x_n).
\]

Here, \( k(n) \) denotes the number of spin components (e.g., \( k(n) = 2^n \) for \( n \) Dirac particles in \( d = 1 \)). The natural domain of \( \psi^{(n)} \) is the set of spacelike configurations,

\[
\mathcal{S}^{(n)} = \{(x_1, \ldots, x_n) \in (\mathbb{R}^{1+d})^n : (x_i - x_j)^2 < 0 \ \forall \ i \neq j\}.
\]

Here, \( (x_i - x_j)^2 = (x_i^0 - x_j^0)^2 - |\mathbf{x}_i - \mathbf{x}_j|^2 \) denotes the Minkowski distance. The total configuration space is then given by the set

\[
\mathcal{S} = \bigcup_{n=1}^{\infty} \mathcal{S}^{(n)}.
\]
of spacelike configurations of a variable number of particles. Note that so far, the concept of a multi-time wave function is a straightforward relativistic extension of the usual single-time wave function on Fock space with configuration space $\mathcal{Q} = \bigcup_{n=1}^{\infty} \mathbb{R}_{\neq}^{nd}$ where $\mathbb{R}_{\neq}^{nd} = \{(x_1, ..., x_n) \in \mathbb{R}^d : x_i \neq x_j \forall i \neq j\}$.

The dynamics of $\psi$ is usually defined through a set of $n$ PDEs for each $\psi^{(n)}$, i.e.:

$$i\partial_\tau \psi^{(n)}(x_1, ..., x_n) = (H_k \psi)^{(n)}(x_1, ..., x_n), \quad k = 1, ..., n.$$  \hspace{1cm} (7)

Here, the $H_k$ are differential expressions which may involve different sectors $\psi^{(m)}$. We can see their relation to the usual Hamiltonian as follows. Taking the time derivative of $\psi^{(n)}$ evaluated at equal times $t = x_1^0 = \cdots = x_n^0$ in a particular frame, we find that the single-time wave function $\varphi^{(n)}$ defined according to $\psi^{(n)}$ satisfies the Schrödinger equation

$$i\partial_t \varphi^{(n)}(t, x_1, ..., x_n) = \left(\sum_{k=1}^{n} H_k \varphi\right)^{(n)}(t, x_1, ..., x_n),$$  \hspace{1cm} (8)

i.e., the Hamiltonian is given by $H = \sum_k H_k$.

It is understood that the multi-time equations (7) can be rewritten in a manifestly covariant form, as in the example of free Dirac particles:

$$(i\gamma^\mu_k \partial_{x_k}^\mu - m) \psi^{(n)}(x_1, ..., x_n) = 0, \quad k = 1, ..., n,$$  \hspace{1cm} (9)

where $\gamma_k^\mu$ denotes the $\mu$-th Dirac gamma matrix acting on the spin index of the $k$-th particle.

We emphasize that (7) defines many equations for each $\psi^{(n)}$. In order for (7) to have solutions for arbitrary initial data (e.g., data at all times equal to zero), the $H_k$ have to satisfy restrictive consistency conditions \cite{17}. For the free equations (9), these conditions are automatically satisfied. However, interaction potentials are typically inconsistent. Interaction via particle creation and annihilation, on the other hand, does yield a consistent mechanism of interaction for multi-time wave functions, at least on $\Sigma$ (see \cite{18, 19}).

2.2 Probability conservation for arbitrary Cauchy surfaces

Multi-time wave functions carry a physical meaning as a probability amplitude for particle detection. It has recently been demonstrated \cite{16} that for a wide class of QFTs with local interactions and finite propagation speed, there is a Born rule for arbitrary Cauchy surfaces $\Sigma \subset \mathbb{R}^{1+d}$. That means, a suitable quadratic expression $|\psi^{(n)}|^2$ in $\psi^{(n)}$ evaluated along $\Sigma$ yields the probability density to detect $n$ particles at locations $x_1, ..., x_n \in \Sigma$. For example, for Dirac particles, one has:

$$|\psi^{(n)}|^2_{\Sigma}(x_1, ..., x_n) = j^{\mu_1...\mu_n}(x_1, ..., x_n) n_{\mu_1}(x_1) \cdots n_{\mu_n}(x_n),$$  \hspace{1cm} (10)

where $n$ is the future-pointing normal vector field at $\Sigma$ and

$$j^{\mu_1...\mu_n}(x_1, ..., x_n) = \bar{\psi}^{(n)}(x_1, ..., x_n) \gamma_1^{\mu_1} \cdots \gamma_n^{\mu_n} \psi^{(n)}(x_1, ..., x_n)$$  \hspace{1cm} (11)

stands for the Dirac tensor current of the $n$-particle sector (see \cite{13} chap. 1.3 for an explanation of tensor currents). For an equal-time surface $\Sigma_t$, we have $n = (1, 0, ..., 0)$ and considering $(\gamma^0)^2 = 1$, we find $|\psi^{(n)}|^2_{\Sigma_t} = (\psi^{(n)})^\dagger \psi^{(n)}$, i.e., the usual $|\psi|^2$ probability density. Thus (10) extends the usual Born rule in the appropriate geometric way.
Probability conservation then means
\[
\sum_{n=1}^{\infty} \int_{\Sigma_n \cap \mathcal{S}^{(n)}} d\sigma_1(x_1) \cdots d\sigma_n(x_n) |\psi(n)\rangle^2 \langle \Sigma(x_1, \ldots, x_n) = 1 \text{ independently of } \Sigma. \tag{12}
\]

To emphasize that we are dealing with a configuration space with a boundary, we have written \(\Sigma_n \cap \mathcal{S}^{(n)}\) for the domain of integration. This boundary \(\partial \mathcal{S}^{(n)}\) consists of the light-like configurations of \(n\) particles. However, only a subset of \(\partial \mathcal{S}^{(n)}\) plays a role for probability conservation here, namely the set of coincidence points,
\[
\mathcal{C}^{(n)} = \{(x_1, \ldots, x_n) \in (\mathbb{R}^{1+d})^n : \exists i \neq j : x_i = x_j\}. \tag{13}
\]

In fact, for \(d = 1\) (the case we shall focus on later), the dimension of \(\mathcal{C}^{(n)}\) is large enough that probability can get lost through \(\mathcal{C}^{(n)}\). Accordingly, there must be conditions on the tensor currents \(j^{\mu_1 \cdots \mu_n}\) which ensure that the probability lost in this way gets redistributed to a different sector of Fock space. We shall now work out a suitable local condition which guarantees exactly that.

Before coming to the main result of the section, we introduce for every \(n \in \mathbb{N}\) a certain \(nd\)-form, the current form \(\omega^{(n)}\) which is constructed from the tensor currents (see [12, 14] and [13, chap. 1.3]).
\[
\omega^{(n)} = \sum_{\mu_1, \ldots, \mu_n = 0}^{d} (-1)^{\mu_1 + \cdots + \mu_n} j^{\mu_1 \cdots \mu_n} dx_1^0 \wedge \cdots \hat{dx}_1^{\mu_1} \cdots \wedge dx_1^d \wedge \cdots dx_n^0 \wedge \cdots \hat{dx}_n^{\mu_n} \cdots \wedge dx_n^d, \tag{14}
\]

where \(\hat{\cdot}\) denotes omission. Given \(\omega^{(n)}\), the condition for probability conservation can be rewritten as follows.
\[
\sum_{n=1}^{\infty} \int_{\Sigma_n \cap \mathcal{S}^{(n)}} \omega^{(n)} = 1 \text{ independently of } \Sigma. \tag{15}
\]

Now we specialize to \(d = 1\), denoting spacetime points by \(x_i = (t_i, z_i)\). In \(d = 1\), the configuration space \(\mathcal{S}^{(n)}\) can be greatly simplified if one deals with a single species of indistinguishable particles (fermions). This is because we have
\[
\mathcal{S}^{(n)} = \bigcup_{\sigma \in S_n} \mathcal{S}^{(n)}_{\sigma}, \quad \mathcal{S}^{(n)}_{\sigma} = \{(t_1, z_1, \ldots, t_n, z_n) \in \mathcal{S} : z_{\sigma(1)} < \cdots < z_{\sigma(n)}\}. \tag{16}
\]

where \(S_n\) denotes the permutation group. Thus, it is sufficient to consider \(\mathcal{J}^{(n)}_1 = \mathcal{J}^{(n)}_{id}\) as the configuration space of \(n\) indistinguishable particles in \(d = 1\), and \(\mathcal{J}_1 = \bigcup_{n=1}^{\infty} \mathcal{J}^{(n)}_1\) for a variable particle number. The idea is to only formulate the multi-time equations \([7]\) and the IBCs on \(\mathcal{J}_1\) (and its boundary). Once a solution \(\psi\) on \(\mathcal{J}_1\) is found, one can obtain an appropriately normalized multi-time wave function \(\tilde{\psi}\) on \(\mathcal{S}\) by anti-symmetric extension and renormalization of \(\psi^{(n)}\) with a factor \(\frac{1}{\sqrt{n!}}\). On each \(\mathcal{S}^{(n)}_\sigma\):
\[
\tilde{\psi}^{(n)}_{\sigma_1, \ldots, \sigma_n}(x_1, \ldots, x_n) = \frac{\text{sgn}(\sigma)}{\sqrt{n!}} \psi^{(n)}_{\sigma_1, \ldots, \sigma_n}(x_{\sigma(1)}, \ldots, x_{\sigma(n)}), \tag{17}
\]

where \(s_k\) is the spin index of the \(k\)-th particle.

We are now prepared to prove the condition for probability conservation. For technical reasons, we introduce a highest possible number \(N \in \mathbb{N}\) of particles in the system.
Theorem 2.1 (Condition for local probability conservation.) Let $N \in \mathbb{N}$ and let $j = (j^\mu, j^{\nu}, \ldots, j^{\mu_1 \cdots \mu_N})$ where each $j^{\mu_1 \cdots \mu_n}$ is given by (11). Moreover, for $n = 1, \ldots, N$, let $j^{\mu_1 \cdots \mu_n}$ be differentiable on $\mathcal{A}_1^{(n)}$ and continuous on $\mathcal{D}_1^{(n)}$ such that $j^{\mu_1 \cdots \mu_n}$ is compactly supported on all sets of the form $(\Sigma)^n \cap \mathcal{A}_1^{(n)}$ where $\Sigma \subset \mathbb{R}^2$ is a smooth Cauchy surface. Let $\omega^{(n)}$ denote the n-form given by $j^{\mu_1 \cdots \mu_n}$ as in (14). Then:

1. Global probability conservation in the sense of

$$\sum_{n=1}^{N} \int_{\Sigma \cap \mathcal{A}_1^{(n)}} \omega^{(n)} = 1 \quad \text{for all Cauchy surfaces } \Sigma$$

is ensured by the following condition (local probability conservation):

$$\begin{cases}
d\omega^{(N)} = 0, \\
d\omega^{(n)} = \sum_{k=1}^{n} \Phi_k^* \omega^{(n+1)}, \quad n = 1, \ldots, N - 1.
\end{cases}$$

Here, $\Phi_k$ is defined by $(k = 1, \ldots, n)$:

$$\Phi_k : \mathcal{C}_k^{(n+1)} = \{(x_1, \ldots, x_{n+1}) \in \partial \mathcal{A}_1^{(n+1)} : x_k = x_{k+1}\} \rightarrow \mathcal{D}_1^{(n)},$$

$$(x_1, \ldots, x_k, x_{k+1}, \ldots, x_{n+1}) \mapsto (x_1, \ldots, x_k, \ldots, x_{n+1}),$$

and $(\Phi_k^* \omega^{(n+1)})(\cdot) = \omega^{(n+1)}(\Phi_k(\cdot))$ denotes the pullback of $\omega^{(n+1)}$ by $\Phi_k$. Moreover, evaluation of $\omega^{(n+1)}$ along $\mathcal{C}_k^{(n+1)} \subset \partial \mathcal{A}_1^{(n+1)}$ refers to the limit of $\omega^{(n+1)}(q)$ for $q \rightarrow \partial \mathcal{A}_1^{(n+1)}$ in $\mathcal{A}_1^{(n+1)}$.

2. Let $\varepsilon_{\mu \nu}$ denote the Levi-Civita symbol. In terms of the tensor currents $j^{\mu_1 \cdots \mu_n}$, (19) is then equivalent to:

$$\begin{cases}
\partial_{x_k} j^{\mu_1 \cdots \mu_n} = 0 \quad \forall k = 1, \ldots, N \text{ on } \mathcal{A}_1^{(N)}, \\
\varepsilon_{\rho \sigma} j^{\mu_1 \cdots \mu_{k-1} \rho \sigma \mu_{k+1} \cdots \mu_n} (x_1, \ldots, x_k, x_{k+1}, \ldots, x_n) = (-1)^{k} \partial_{x_k} j^{\mu_1 \cdots \mu_n} (x_1, \ldots, x_n) \\
\forall n = 1, \ldots, N - 1, \quad k = 1, \ldots, n, \quad \forall (x_1, \ldots, x_n) \in \mathcal{A}_1^{(n)}.
\end{cases}$$

The proof can be found in Sec. 7.1.

Remark. It is remarkable that probability conservation is ensured by the beautiful geometric condition (19). We call this condition local probability conservation. The adjective “local” deserves some explanation. One can see from the proof that we demand a certain detailed balance between the probability flux of the $(n+1)$-particle sector into the set where two of the $n+1$ points coincide and the global influx into the n-particle sector. We then mean by “local current conservation” that this redistribution of probability happens only between configurations $(x_1, \ldots, x_k, x_{k+1}, \ldots, x_n) \in \partial \mathcal{A}_1^{(n+1)}$ and $(x_1, \ldots, x_k, \ldots, x_n) \in \mathcal{A}_1^{(n)}$, i.e., configurations which correspond to each other canonically in the particle-position representation: $(x_1, \ldots, x_k, x_{k+1}, \ldots, x_n)$ refers to a configuration of $n+1$ particles on a certain Cauchy surface where two of the particles meet, and $(x_1, \ldots, x_k, \ldots, x_n)$ is the configuration where just $n$ particles are present but at the same locations. So the straightforward interpretation of what happens here is that two of the particles merge to form a single one, i.e., one of the particles gets annihilated. It becomes evident that (19) regulates the way particle creation and annihilation can happen. In more sophisticated theories with exchange particles, we expect that an analogous condition will hold on configurations where an exchange particle reaches one of the other particles.
In the following, we shall define IBCs as linear relations between the spin components of \(\psi^{(n+1)}(x_1, \ldots, x_k, x_k, \ldots, x_n)\) and \(\psi^{(n)}(x_1, \ldots, x_k, \ldots, x_n)\) (for \(n \geq 1\)) which ensure local probability conservation \([19]\). We shall identify a large class of local IBCs for the simplest case of probability conservation \([19]\). We shall identify a large class of local IBCs for the simplest case of \(N = 2\) sectors of Fock space (i.e., a model including the 1 and 2 particle sectors). The results will serve as a building block for the case of a general \(N\).

3 A building block: the case \(N = 2\)

3.1 The model

We consider a variable number of at most \(N = 2\) indistinguishable Dirac particles in one spatial dimension. This is the simplest non-trivial case where particle creation and annihilation is possible. We have \(\psi = (\psi^{(1)}, \psi^{(2)})\) where \(\psi^{(1)}\) and \(\psi^{(2)}\) are maps of the form \([4]\) with \(k(n) = 2^n\) spin components on the reduced configuration spaces \(\mathcal{S}_1^{(n)}\), see \([16]\). Explicitly, we write:

\[
\psi^{(1)} : \mathbb{R}^2 \to \mathbb{C}^2, \quad \psi^{(1)}(t, z) = \begin{pmatrix} \psi^{(1)}_1(t, z) \\ \psi^{(1)}_2(t, z) \end{pmatrix},
\]

\[
\psi^{(2)} : \mathcal{S}_1^{(2)} \to \mathbb{C}^4, \quad \psi^{(2)}(t_1, z_1, t_2, z_2) = \begin{pmatrix} \psi^{(2)}_1(t_1, z_1, t_2, z_2) \\ \psi^{(2)}_2(t_1, z_1, t_2, z_2) \\ \psi^{(2)}_3(t_1, z_1, t_2, z_2) \\ \psi^{(2)}_4(t_1, z_1, t_2, z_2) \end{pmatrix}.
\]

The dynamics is defined as follows. \(\psi^{(2)}\) obeys the free multi-time Dirac equations on \(\mathcal{S}_1^{(2)}\) (here in Hamiltonian form):

\[
i\partial_k \psi^{(2)}(t_1, z_1, t_2, z_2) = H^\text{Dirac}_k \psi^{(2)}(t_1, z_1, t_2, z_2), \quad k = 1, 2,
\]

where \(H^\text{Dirac}_k = -i\gamma_0 \partial_k + m\gamma_0^0\) is the Dirac Hamiltonian acting on the variables of the \(k\)-th particle. \(\psi^{(1)}\) evolves according to:

\[
i\partial_\tau \psi^{(1)}(t, z) = H^\text{Dirac} \psi^{(1)}(t, z) - A \psi^{(2)}(t, z, t, z),
\]

where \(A\) is a \(2 \times 4\) matrix. The term \(A \psi^{(2)}(t, z, t, z)\) creates a coupling between the two sectors and allows for a global gain/loss of probability in the 1-particle sector. The matrix \(A\) is constrained by current conservation as will be explained in Sec. 3.2.

Furthermore, \(\psi^{(1)}\) and \(\psi^{(2)}\) need to obey the following IBC:

\[
\psi^{(2)}_{-+}(t, z, t, z) - e^{i\theta} \psi^{(2)}_{++}(t, z, t, z) = B \psi^{(1)}(t, z),
\]

for some \(\theta \in [0, 2\pi]\). \(B\) is a \(1 \times 2\) matrix which can be expressed in terms of \(A\) (see Sec. 3.2).

Expressions involving \(\psi\) on boundary points \(q \in \partial \mathcal{S}\), such as \(\psi^{(2)}_{-+}(t, z, t, z)\), denote limits of \(\psi\) within \(\mathcal{S}_1\) towards the boundary, e.g., \(\psi^{(2)}_{-+}(t, z, t, z) = \lim_{q \to 0} \psi^{(2)}_{-+}(t, z - \varepsilon, t, z + \varepsilon)\). These limits can be understood in the literal sense; we will consider only continuously differentiable and bounded wave functions in this paper.

The form of the IBC \([25]\) can be motivated as follows\([4]\). In the case of no coupling between the two sectors (i.e., \(A = 0, B = 0\)), the model corresponds to free motion for the 1-particle sector and pure delta interactions for the 2-particle sector. Such relativistic delta interactions for multi-time wave functions have been treated in \([12]\) and the appropriate

\[\text{We have learned about this possibility from Roderich Tumulka (private communication).}\]
form of the boundary conditions is known from there. If a coupling between the 1-particle and 2-particle sectors is desired, it is natural to include a linear term $B\psi^{(1)}(t,z)$ on the right hand side. Moreover, because a transfer of probability between the two sectors is expected, we need to add a source term to the free Dirac equation for the 1-particle sector. This source term should be linear and can only depend on $(t,z)$. This suggests that it should have the form $A\psi^{(2)}(t,z,t,z)$. (A similar approach has been used in [25, Sec. 2.3] to introduce IBCs in a non-relativistic context.)

In order to simplify the problem, we choose the representation $\gamma^0 = \sigma_1$ and $\gamma^1 = \sigma_1\sigma_3$ where $\sigma_i$, $i = 1, 2, 3$ denote the Pauli matrices. If we then set $m = 0$, the Dirac Hamiltonian becomes diagonal:

$$H_{\text{Dirac}} = \begin{pmatrix} -i\partial_z & 0 \\ 0 & i\partial_z \end{pmatrix}. \quad (26)$$

This diagonal form makes it possible to use a generalized method of characteristics which has been developed in [12, 14]. For this reason we shall indeed focus on the massless case.

As probability conservation does not depend on the value of $m$, we expect that all of our results also hold for $m > 0$. However, this shall not be shown here.

Our goal is to prove the existence and uniqueness of solutions of the system of equations (23), (24) and (25) with $m = 0$ and initial values given by

$$\psi^{(1)}|_{t=0} = \psi_0^{(1)} \in C_b^1(\mathbb{R}, \mathbb{C}^2), \quad \psi^{(2)}|_{t_1=z_2=0} = \psi_0^{(2)} \in C_b^1(\{(z_1, z_2) \in \mathbb{R}^2, z_1 < z_2\}, \mathbb{C}^4). \quad (27)$$

Here, $C_b^1$ denotes the space of continuously differentiable functions which are bounded and have bounded derivatives. In addition, we require the following compatibility conditions between initial values and the IBC:

$$\psi_0^{(2)}(z,z) - e^{iz}\psi_0^{(2)}_{+,+}(z,z) = B\psi_0^{(1)}(z) \quad (28)$$

$$B \left( H_{\text{Dirac}}\psi_0^{(1)}(z) - A\psi_0^{(2)}(z,z) \right) = i \left( \partial_{z_2} - \partial_{z_1} \right) \left( \psi_0^{(2)}_{0,+}(z_1, z_2) + e^{iz}\psi_0^{(2)}_{0,+}(z_1, z_2) \right) \bigg|_{z_1 = z_2 = z} \quad (29)$$

The first condition expresses that the initial data must satisfy the IBC at time $t = 0$. The second condition turns out to be necessary to obtain a $C^1$ solution.

**Theorem 3.1** Let $T > 0$ and $A \in \mathbb{C}^{2\times 4}, B \in \mathbb{C}^{1\times 2}$ be arbitrary. Then for $t_1, t_2 \in [-T, T]$ there exists a unique $C^1_b$-solution $\psi$ of the initial boundary value problem (23), (24), (25) with given initial values as in (27) that satisfy (28) and (29). We call such a $\psi$ a global solution.

We shall now determine which matrices $A$ and $B$ lead to local probability conservation. (The existence and uniqueness theorem holds for arbitrary constant matrices $A, B$.) After that, we compare the form of the equations and IBCs with a more familiar Hamiltonian involving creation and annihilation operators and establish a relation between the two formulations (Sec. 3.2). The proof of Thm. 3.1 is given is Sec. 7.3.

### 3.2 Probability conservation and IBCs

We need to check which matrices $A$ and $B$ ensure the condition (19) (or equivalently (21)) for local probability conservation. Eq. (21) yields the following two conditions. For $n = 2$:

$$\partial_{x_1} j^{\mu\nu}(x_1, x_2) = 0 = \partial_{x_2} j^{\mu\nu}(x_1, x_2) \quad \text{on} \quad \mathscr{H}^{(2)}_1, \quad (30)$$
and for $n=1$:

$$j^{01} - j^{10}(x,x) = -\partial_\mu j^\mu(x) \quad \forall x \in \mathbb{R}^2,$$  \tag{31}$$

where $j^{\mu\nu} = \overline{\psi}^{(2)} \gamma_\mu \gamma_\nu \psi^{(2)}$ and $j^\mu = \overline{\psi}^{(1)} \gamma^\mu \psi^{(1)}$.

Now, (30) is already ensured by the free multi-time Dirac equations (23) for the two-particle sector. (This can be verified easily using (23) and its adjoint equation.) It will be the role of the IBC (25) to ensure (31). We now calculate both sides of (31) in detail to see which relation the matrices $A$ and $B$ need to satisfy. On the one hand, we have:

$$\partial_\mu j^\mu(x) = -2\Im(\psi^{(1)}(x) A \psi^{(2)}(x,x)).$$  \tag{32}$$

On the other hand, the two-particle flow out of the set of coincidence points is given by (12):

$$(j^{01} - j^{10})(x,x) = 2(|\psi_+^{(2)}|^2 - |\psi_-^{(2)}|^2)(x,x).$$  \tag{33}$$

Thus, condition (31) becomes:

$$\Im(\psi^{(1)}(x) A \psi^{(2)}(x,x)) = (|\psi_+^{(2)}|^2 - |\psi_-^{(2)}|^2)(x,x).$$  \tag{34}$$

It is the content of the following theorem to identify a general class of IBCs which ensure this condition.

**Theorem 3.2** The most general translation invariant class of IBCs of the form (25) which ensures (34) (and hence (21)) for the model (23), (24) is given by a phase $\theta \in [0, 2\pi)$ and constant matrices $A, B$ defined as follows.

$$A^\dagger = \begin{pmatrix} 0 & 0 \\ -\widetilde{A} & 0 \\ 0 & 0 \end{pmatrix},$$  \tag{35}$$

where $\widetilde{A}$ is a complex $2 \times 2$ matrix of the form

$$\widetilde{A} = \begin{pmatrix} w_1 & w_2 \\ w_1 e^{i\phi} & w_2 e^{i\phi} \end{pmatrix},$$  \tag{36}$$

with $w_1, w_2 \in \mathbb{C}$ and $\phi \in [0, 2\pi)$.

Furthermore, $B$ can be expressed completely in terms of $\widetilde{A}$ as

$$B = \frac{1}{2i}(1, e^{i\theta})\widetilde{A}.$$  \tag{37}$$

The proof is given in Sec. 7.2.

**Remarks.**

1. The IBC (25) describes the interaction effect of the annihilation of two particles into one if they meet (and conversely the creation of two particles out of one). It seems reasonable that the interaction between any two particles should be of the same form, regardless of which two particles $k, k+1$ meet, of the particle number of the sectors that are considered and of the total number of sectors. Using this principle, the form of the matrices $A$ and $B$ from theorem 3.2 will be a crucial building block for a model with $N$ sectors.
2. Spin index notation. It is helpful to write the matrices $A$ and $B$ using spin index notation. We have:
\[
B = B^s \quad \text{and} \quad A = A^t_s,
\]
where $s, t, u = \pm 1$. An upper index means that the respective matrix will be contracted with a respective lower spin index of $\psi$. A lower index indicates that the matrix times $\psi$ will have that spin index in addition to the spin indices which do not get summed over.

4 The case of $N > 2$ sectors of Fock space

We now generalize both the dynamics as well as the existence and uniqueness results to the case of $N > 2$ sectors of Fock space. The wave function then has the form $\psi = (\psi^{(1)}, \ldots, \psi^{(N)})$, where each $\psi^{(n)}$ is a map
\[
\psi^{(n)} : \mathcal{E}_1^{(n)} \to \mathbb{C}^{2^n}, \quad (t_1, z_1; \ldots; t_n, z_n) \mapsto \begin{pmatrix}
\psi_{- - + +}^{(n)}(t_1, z_1; \ldots; t_n, z_n) \\
\psi_{- - + -}^{(n)}(t_1, z_1; \ldots; t_n, z_n) \\
\vdots \\
\psi_{+ + + +}^{(n)}(t_1, z_1; \ldots; t_n, z_n)
\end{pmatrix}.
\]
For readability, we shall sometimes use semicolons to divide space-time arguments associated with different particle indices. As evolution equations, we consider multi-time Dirac equations on $\mathcal{E}_1^{(n)}$ (here in Hamiltonian form)
\[
i\partial_{t_k} \psi^{(n)} = H_{\mathcal{E}}^{\text{Dirac}} \psi^{(n)} + f^{(n)}_k \iff i(\partial_{t_k} - s_k \partial_{z_k}) \psi^{(n)}_{s_1 \ldots s_n} = f^{(n)}_{k, s_1 \ldots s_n}, \quad n = 1, \ldots, N; \quad k = 1, \ldots, n; \quad s_1, \ldots, s_n = \pm 1.
\]
According to the remark at the end of the previous section, the source terms are given by:
\[
f^{(n)}_{k, s_1 \ldots s_n}(x_1, \ldots, x_n) = (-1)^k \sum_{t_1, u = \pm 1} A^t_s \psi^{(n+1)}_{s_1 \ldots s_k - 1 \ldots s_{k+1} \ldots s_n}(x_1, \ldots, x_k, x_k, x_{k+1}, \ldots, x_n) \quad (41)
\]
for $n = 1, \ldots, N - 1$, and
\[
f^{(N)}_{k, s_1 \ldots s_N} \equiv 0 \quad \forall k. \quad (42)
\]
In addition, there is an interior-boundary condition. For some $\theta \in [0, 2\pi)$,
\[
\begin{align*}
\psi^{(n+1)}_{s_1 \ldots s_{k-1} - 1 + s_{k+1} \ldots s_n} & - e^{i\theta} \psi^{(n+1)}_{s_1 \ldots s_{k-1} - 1 + s_{k+1} \ldots s_n} \\
& = \sum_s B^s \psi^{(n)}_{s_1 \ldots s_{k-1} + s_{k+1} \ldots s_n}(x_1, \ldots, x_n)
\end{align*}
\]
(43)
for all $n = 1, \ldots, N - 1$, all $k = 1, \ldots, n$, all spin components $s_1, \ldots, s_{k-1}, s_{k+1}, \ldots, s_n = \pm 1$ and all $x_1, \ldots, x_n \in \mathcal{E}_1^{(n)}$. $A, B$ are the same matrices as for $N = 2$ (see Thm. 3.2).

Initial data are given by
\[
\psi^{(n)}|_{t_1 = \ldots = t_n = 0} = \psi^{(n)}_0 \in C^1_b(Z_n, \mathbb{C}^{2^n}),
\]
where
\[
Z_n := \{(z_1, \ldots, z_n) \in \mathbb{R}^n| z_1 < \ldots < z_n\}
\]
(45)
and, as before, $C^1_b$ denotes the set of continuously differentiable functions which are bounded and have bounded partial derivatives.

The initial data have to satisfy the following compatibility conditions (which are the analogs of Eqs. (28) and (29) for general $N$).

$$
\psi^{(n+1)}_{\{0,s_1,\ldots,s_{k-1}+s_{k+1},\ldots,s_n\}}(z_1,\ldots,z_{k-1},z_k,\ldots,z_n) = \sum_s B^s \psi^{(n)}_{0,s_1,\ldots,s_{k-1}+s_{k+1},\ldots,s_n}(z_1,\ldots,z_n),
$$

$$
\sum_s B^s \left( H_k^{\text{Dirac}} \psi^{(n)}_{s_1,\ldots,s_{k-1}+s_{k+1},\ldots,s_n} + f^{(n)}_{s_1,\ldots,s_{k-1}+s_{k+1},\ldots,s_n} \right)(0, z_1; \ldots; 0, z_k; 0; 0, z_{k+1}, \ldots; 0, z_n+1) = i \left( \partial_{z_k} - \partial_{z_{k+1}} \right) \left( \psi^{(n+1)}_{0,s_1,\ldots,s_{k-1}+s_{k+1},\ldots,s_n} + e^{i\theta} \psi^{(n+1)}_{0,s_1,\ldots,s_{k-1}+s_{k+1},\ldots,s_n} \right)(z_1,\ldots,z_n+1) \bigg|_{z_k=z_{k+1}=z}
$$

The first condition ensures compatibility of initial data and IBC; the second condition is needed to obtain a $C^1$-solution.

We consider the following function spaces for $\psi^{(n)}$:

$$
\mathcal{B}_n := C^1_b(\mathcal{S}^{(n)}_1 : t_k \in [0,T], (z_1,\ldots,z_n) \in \mathbb{Z}^n),
$$

In contrast to $N=2$, we only admit positive times to avoid technical complications.

Accordingly, $\psi$ is an element of

$$
\mathcal{B} := \bigoplus_{n=1}^N \mathcal{B}_n.
$$

Our main results are the following theorems, the first one about the existence and uniqueness of solutions and the second one about probability conservation.

**Theorem 4.1 (Existence and uniqueness of solutions.)** Let $T > 0$. Then for all initial data given by (44) with (46) and (47) and for all $0 \leq t_1,\ldots,t_N \leq T$, there exists a unique solution $\psi \in \mathcal{B}$ of the initial boundary value problem (40)–(43).

The proof is given in Sec. 7.4.

**Theorem 4.2 (Local probability conservation.)** Let $\theta \in [0,2\pi)$ and let $A$ and $B$ be the matrices from Thm. 3.2. Then the IBCs (43) ensure local probability conservation in the sense of (19).

The proof can be found in Sec. 7.5.

Next, we establish a relation between the equations of our model and the usual formulation of QFTs via creation and annihilation operators.

## 5 Relation to creation/annihilation operators

Usually, one introduces QFTs using creation and annihilation operators. In the previous sections, we have chosen a different way. It is, therefore, important to connect the two approaches. In order to do this, we now consider the single-time version of our model, so that the multi-time wave function $\psi$ reduces to the single-time wave function $\varphi$ in the
Schrödinger picture of QFT. To obtain \( \varphi \) from \( \psi \) when \( \psi \) is defined only on \( \mathcal{S} \), we need to combine (17) and (1). For \( (t, z_1, ..., t, z_N) \in \mathcal{S}^{(n)} \), we have:

\[
\varphi^{(n)}_{s_1 ... s_n}(t; z_1, ..., z_n) = \frac{\text{sgn}(\sigma)}{\sqrt{n!}} \psi^{(n)}_{s_{\sigma(1)} ... s_{\sigma(n)}}(t, z_{\sigma(1)}, ..., t, z_{\sigma(n)}).
\]

(50)

This allows us to identify the interaction part of the Hamiltonian for the single-time version of our model. The annihilation terms in the \( n \)-th sector are obtained as the sum over the source terms in (41), i.e.

\[
(H_{\text{ann}}^{\text{int}} \varphi)^{(n)}_{s_1 ... s_n}(t; z_1, ..., z_n) = \sqrt{n + 1} \sum_{k=1}^{n} (-1)^k A^t_{s_k} \varphi^{(n+1)}_{s_1 ... s_{k-1} t s_{k+1} ... s_n}(t; z_1, ..., z_k, z_{k+1}, ..., z_n),
\]

(51)

for \( 1 \leq n \leq N - 1 \). The factor of \( \sqrt{n + 1} \) comes from (50).

In the particle-position representation, the creation and annihilation operators are given as [21]

\[
(a_r(z)\varphi)^{(n)}_{s_1 ... s_n}(t; z_1, ..., z_n) = \sqrt{n + 1} \varphi^{(n+1)}_{r s_1 ... s_n}(t; z, z_1, ..., z_n),
\]

(52)

\[
(a^\dagger_r(z)\varphi)^{(n)}_{s_1 ... s_n}(t; z_1, ..., z_n) = \frac{1}{\sqrt{n}} \sum_{k=1}^{n} (-1)^{k+1} \delta_{s_k r} \delta(z - z_k) \varphi^{(n-1)}_{s_1 ... s_{k-1} t s_{k+1} ... s_n}(t; z_1, ..., z_k, z_{k+1}, ..., z_n).
\]

(53)

This allows us to rewrite \( H_{\text{ann}}^{\text{int}} \) as follows:

\[
(H_{\text{ann}}^{\text{int}} \varphi)^{(n)} = \left( \int dz \sum_{rst} A^{st}_r(z)a^{\dagger}_s(z)a_t(z) \varphi \right)^{(n)}, \quad 1 \leq n \leq N - 1.
\]

(54)

Now, the creation part \( H_{\text{cre}}^{\text{int}} \) of the Hamiltonian cannot be read off straightforwardly from (41). (As we will see, the reason is that it is not a well-defined quantity as it contains \( \delta \)-functions.) We can, however, obtain \( H_{\text{cre}}^{\text{int}} \) by taking the adjoint of \( H_{\text{ann}}^{\text{int}} \):

\[
H_{\text{int}}^{\text{cre}} = (H_{\text{ann}}^{\text{int}})^* = \int dz \sum_{rst} (A^{st}_r)^*a^{\dagger}_s(z)a^t(z).
\]

(55)

The action of \( H_{\text{int}}^{\text{cre}} \) on wave functions is

\[
(H_{\text{int}}^{\text{cre}} \varphi)^{(n)}_{s_1 ... s_n}(t; z_1, ..., z_n) = \sum_{j,k=1}^{N} \sum_{r} (-1)^{j+1} \frac{1}{\sqrt{n}} (A^{s_j s_k}_{r})^* \delta(z_j - z_k) \times
\]

\[
\times \varphi^{(n-1)}_{s_1 ... s_{j-1} s_{j+1} ... s_n}(t; z_1, ..., \hat{z}_j, ..., z_{k}, ..., z_n).
\]

(56)

This is indeed not well-defined because the \( \delta \)-distribution is not an element of \( L^2 \).

We shall now show that our model of Sec. [1] is a rigorous (and multi-time) version of the single-time model with Hamiltonian \( H = H^{\text{free}} + H_{\text{int}} \). Here, \( H^{\text{free}} \) is the free Dirac Hamiltonian on the Fock space of a variable number of \( 1 \leq n \leq N \) particles and the interaction Hamiltonian is given by \( H_{\text{int}} = H_{\text{ann}}^{\text{int}} + H_{\text{cre}}^{\text{int}} \), i.e.

\[
H_{\text{int}} = \int dz \sum_{rst} \left( A^{st}_r(z)a^{\dagger}_s(z)a_t(z) + (A^{st}_r)^*a^{\dagger}_s(z)a^t(z) a_r(z) \right).
\]

(57)
We have already seen that the annihilation parts of the two models agree. It remains to study the creation part. To treat this part, we now show at the example $n = 2$ that $H_{\text{int}}^{\text{cre}}$ gives rise to the IBC when suitably interpreted (for $n > 2$ one proceeds analogously). For $n = 2$, (56) becomes:

$$
(H_{\text{int}}^{\text{cre}} \varphi)^{(2)}_{s_1 s_2}(t; z_1, z_2) = \frac{1}{\sqrt{2}} \sum_r (-(A_{r}^{s_1 s_2})^* + (A_{r}^{s_2 s_1})^*) \delta(z_1 - z_2) \varphi_r^{(1)}(z_1).
$$

(58)

Considering (35), (36), one can see that the creation term vanishes for $s_1 = s_2$, and that $(A_{r}^{s_1})^* = e^{i \theta}(A_{r}^{-s_1})^*$. Anti-symmetry of $(H_{\text{int}}^{\text{cre}} \varphi)^{(2)}_{s_1 s_2}(t; z_1, z_2)$ dictates $\phi = \pi$. We specialize to $s_1 = -1, s_2 = +1$; the reversed case leads to the same conclusions. Then:

$$
(H_{\text{int}}^{\text{cre}} \varphi)^{(2)}_{-+}(t; z_1, z_2) = -\sqrt{2} \sum_r (A_{r}^{++})^* \delta(z_1 - z_2) \varphi_r^{(1)}(t; z_1).
$$

(59)

In order to give a proper interpretation to the $\delta$-function, we will integrate the corresponding Dirac equation

$$
i \partial_\tau \varphi^{(2)} = H^{\text{free}} \varphi^{(2)} + (H_{\text{int}} \varphi)^{(2)}.
$$

(60)

in a small neighborhood of the set where $z_1 = z_2$. The component with $s_1 = -1, s_2 = +1$ reads

$$
i \partial_\tau \varphi^{(2)}_{-+}(t; z_1, z_2) = (-i \partial_{z_1} + i \partial_{z_2}) \varphi^{(2)}_{-+}(t; z_1, z_2) + (H_{\text{int}} \varphi)^{(2)}_{-+}(t; z_1, z_2).
$$

(61)

It is helpful to use relative coordinates $z = z_1 - z_2, Z = \frac{1}{2}(z_1 + z_2)$ because we expect by (25) a jump discontinuity of $\varphi^{(2)}$ exactly at $z = 0$. Note that $-i \partial_{z_1} + i \partial_{z_2} = -2i \partial_z$. We integrate (61) over $dz$ from $-\varepsilon$ to $+\varepsilon$, and let $\varepsilon$ go to zero. All terms vanish except the $\delta$-function and the derivatives w.r.t. $z$, which means

$$
0 = \lim_{\varepsilon \to 0} \int_{-\varepsilon}^{\varepsilon} dz \left( -2i \partial_z \varphi^{(2)}_{-+}(t, Z + z/2, Z - z/2) + (H_{\text{int}}^{\text{cre}} \varphi)^{(2)}_{-+}(t, Z + z/2, Z - z/2) \right).
$$

(62)

For $s_1 = -1, s_2 = +1$ this becomes, omitting the common time variable $t$,

$$
- i \lim_{\varepsilon \to 0} \left( \varphi^{(2)}_{-+}(Z + \varepsilon, Z - \varepsilon) - \varphi^{(2)}_{-+}(Z - \varepsilon, Z + \varepsilon) \right) = -\frac{1}{\sqrt{2}} \sum_r (A_{r}^{++})^* \varphi_r^{(1)}(Z).
$$

(63)

Using the anti-symmetry of $\varphi$, we arrive at

$$
\lim_{\varepsilon \to 0} \left( \varphi^{(2)}_{-+}(Z - \varepsilon, Z + \varepsilon) + \varphi^{(2)}_{++}(Z - \varepsilon, Z + \varepsilon) \right) = -\frac{1}{\sqrt{2}i} \left( w_1 \varphi^{(1)}_{-+}(Z) + w_2 \varphi^{(1)}_{++}(Z) \right).
$$

(64)

We now compare this with the IBC (25) for $\phi = \pi$. Setting in addition $\theta = \pi$, we have:

$$
\lim_{\varepsilon \to 0} \left( \varphi^{(2)}_{-+}(Z - \varepsilon, Z + \varepsilon) + \varphi^{(2)}_{++}(Z - \varepsilon, Z + \varepsilon) \right) = \frac{1}{\sqrt{2}i} B \varphi^{(1)}(Z) = -\frac{1}{2\sqrt{2}i}(1, -1) \tilde{A} \varphi^{(1)}(Z) = -\frac{1}{\sqrt{2}i} \left( w_1 \varphi^{(1)}_{-+}(Z) + w_2 \varphi^{(1)}_{++}(Z) \right),
$$

(65)

in agreement with (64). The fact that we obtain the IBC (25) only for $\theta = \pi$ can be explained as follows. In (13) it was shown that $\theta = \pi$ corresponds to the non-interacting case if no coupling between different sectors is present. This suggests that the creation and annihilation operators only generate an interaction by particle exchange. Additional point interactions are not visible in $H_{\text{int}}^{\text{ann}}$ and would have to be added manually to (57). The IBC approach, on the other hand, already incorporates the possibility of additional point interactions from the very start.

Next, we discuss the Lorentz invariance of our model.
6 Lorentz invariance

In this section we discuss the behavior of our model under (proper) Lorentz transformations. Lorentz invariance here concerns several aspects:

1. Covariance of the wave function,
2. Invariance of the domain,
3. Probability conservation in all Lorentz frames,
4. Invariance of the equations of motion,
5. Invariance of the boundary conditions.

Item 1. is clear because a multi-time wave function is a manifestly covariant object (see Eq. (2)). 2. is also ensured as the set \( \mathcal{F} \) of spacelike configurations is invariant under Lorentz transformations. (\( \mathcal{F} \) is also invariant under proper Lorentz transformations but not under reflections.) Concerning 3., we have already established in Thm. 2.1 that our model leads to probability conservation on all Cauchy surfaces which include the equal-time surfaces of all frames. We shall discuss 4. and 5. now.

An element \( \Lambda \) of the proper Lorentz group \( \mathcal{L}_+^d \) in \( d = 1 \) is a boost in the only existing spatial direction, characterized by a parameter \( \beta \in \mathbb{R} \). Under \( \Lambda \), the multi-time wave function transforms according to (2). In 1+1 dimensions and with our choice of the basis in spin space, we have:

\[
S[\Lambda]^\psi_s = \delta_s^\psi \left( \cosh(\beta/2) - s \sinh(\beta/2) \right).
\]

We shall check whether the transformed wave function \( \psi' \) solves the primed versions of Eqs. (40) and (43). Indeed, as a consequence of these equations one finds:

\[
i \left( \partial_t - s_k \partial_x^k \right) \psi^{(n)}_{s_1 \ldots s_n} (x_1, \ldots, x_n) = \sum_{t,u = \pm 1} (-1)^k (\cosh(\beta/2) - s_k \sinh(\beta/2)) A^t_{s_k} \times \psi^{(n+1)}_{s_1 \ldots s_{k-1} t u s_{k+1} \ldots s_n} (x_1, \ldots, x_{k-1}, x_k, x_{k+1}, \ldots, x_n). \tag{67}
\]

Here we have used that \( A^t_{s_k} = 0 \) whenever \( t = u \) and that \( S[\Lambda]^+_t S[\Lambda]^- \) cancels out because \( (\cosh(\beta/2) - \sinh(\beta/2)) (\cosh(\beta/2) + \sinh(\beta/2)) = 1 \). The equation would be Lorentz invariant if the matrix \( A \) transformed like a spinor, with its upper indices transformed via \( S^{-1}[\Lambda] \), i.e.

\[
A^t u_{s_k} = (\cosh(\beta/2) + t \sinh(\beta/2)) (\cosh(\beta/2) + u \sinh(\beta/2)) (\cosh(\beta/2) - s_k \sinh(\beta/2)) A^t_{s_k} = (\cosh(\beta/2) - s_k \sinh(\beta/2)) A^t u_{s_k}. \tag{68}
\]

Since \( A \) does not transform in this way, but is a fixed matrix, Lorentz invariance is broken in this regard. The situation is similar for the IBC, where (43) implies

\[
\left( \psi^{(n+1)}_{s_1 \ldots s_{k-1} - + s_{k+1} \ldots s_n} - e^{i\theta} \psi^{(n+1)}_{s_1 \ldots s_{k-1} + s_{k+1} \ldots s_n} \right) (x_1, \ldots, x_k, x_{k+1}, \ldots, x_n) = \sum_s (\cosh(\beta/2) + s \sinh(\beta/2)) B^s \psi^{(n)}_{s_1 \ldots s_{k-1} s_{k+1} \ldots s_n} (x_1, \ldots, x_n) \tag{69}
\]

Thus, if \( B \) transformed like a spinor, the model would be manifestly Lorentz invariant. One can now clearly see that the only point where Lorentz invariance fails is the occurrence of
the constant matrices $A$ and $B$. This is due to the simplification that we only consider fermions. The matrix $A$, for example, needs to be introduced to match the number of spin components of $A\psi^{(n+1)}$ to the one of $\psi^{(n)}$. For more realistic QFTs with appropriate types of bosons (e.g. photons) as exchange particles this situation would not occur, and consequently there would be no issue with Lorentz invariance. To formulate such a multi-time IBC model with bosons as exchange particles as well as to address the problems that come along with it (such as the question of a suitable position representation for photons) is left as a task for future work.

7 Proofs

7.1 Proof of theorem 2.1

We start with statement 1. The proof is based on a technique developed in [12, 14]. Let $\Sigma_1, \Sigma_2 \subset \mathbb{R}^2$ be smooth Cauchy surfaces given by time functions $\tau_i(z) : \mathbb{R} \to \mathbb{R}$, i.e.:

$$\Sigma_i = \{(t, z) \in \mathbb{R}^2 : t = \tau_i(z)\}, \quad i = 1, 2.$$  

(70)

We shall show (18) in the following form:

$$\sum_{n=1}^{N} \int_{\Sigma_i \cap \mathcal{J}^+(n)} \omega^{(n)} = \sum_{n=1}^{N} \int_{\Sigma_i \cap \mathcal{J}^-(n)} \omega^{(n)}.$$  

(71)

To show (71), we consider each sector $n$ separately and construct a closed surface $S(n)$ to which we can apply Stokes’ theorem. As $j$ is compactly supported, we may choose $R > 0$ such that $j^{\mu_1...\mu_n}(x_1, ..., x_n) = 0$ if there is at least one $x_k = (t_k, z_k)$ with $|z_k| > R$ and all $n = 1, ..., N$. We define

$$\Sigma_i^R = \{(t, z) \in \Sigma_i : |z| < R\}, \quad i = 1, 2.$$  

(72)

Then,

$$\int_{\Sigma_i \cap \mathcal{J}^+(n)} \omega^{(n)} = \int_{(\Sigma_i^R) \cap \mathcal{J}^+(n)} \omega^{(n)}.$$  

(73)

Now consider the configuration spacetime volume

$$V_R^{(n)} = \left\{(t_1, z_1; \ldots; t_n, z_n) \in \mathcal{J}_1^{(n)} \left| \exists s \in [0, 1] : \forall i : t_i = \tau_1(z_i) + s(\tau_2(z_i) - \tau_1(z_i)) \right. \right. \left. \left. \text{ and } |z_i| \leq R \right\}.$$  

(74)

$V_R^{(n)}$ is a bounded and closed, hence compact $(n+1)$-dimensional submanifold of $\mathbb{R}^{2n}$. Its boundary $\partial V_R^{(n)}$ has the form

$$\partial V_R^{(n)} = (\Sigma_1^R)^n \cup (\Sigma_2^R)^n \cup M_R^{(n)}$$  

(75)

and $M_R^{(n)} \subset \mathcal{J}_1^{(n)}$ has the two parts

$$M_R^{(n)} = M_{1,R}^{(n)} \cup M_{2,R}^{(n)}$$  

(76)

with

$$M_{1,R}^{(n)} = \{(t_1, z_1; \ldots; t_n, z_n) \in \partial V_R^{(n)} \left| \exists i : |z_i| = R \right\},$$  

(77)

hence $j^{\mu_1...\mu_n} = 0$ on $M_{1,R}^{(n)}$ and

$$M_{2,R}^{(n)} = \{(t_1, z_1; \ldots; t_n, z_n) \in \partial V_R^{(n)} \left| \exists i : (t_i, z_i) = (t_{i+1}, z_{i+1}) \right\}.$$  

(78)
In this situation, we can apply Stokes’ theorem to obtain:

\[
\int_{\partial V} \omega^{(n)} = \int_V d\omega^{(n)},
\]

(79)

and, as \( j^{\mu_1 \cdots \mu_n} = 0 \) on \( M_1^{(n)} \), we find (considering (73) as well as orientation conventions):

\[
\int_{\Sigma_1 \cap \mathcal{F}_1^{(n)}} \omega^{(n)} - \int_{\Sigma_2 \cap \mathcal{F}_1^{(n)}} \omega^{(n)} = \int_{V_R^{(n)}} d\omega^{(n)} - \int_{M_2^{(n)}} \omega^{(n)}. \tag{80}
\]

Summation over \( n = 1, \ldots, N \) yields:

\[
\sum_{n=1}^N \int_{\Sigma_1 \cap \mathcal{F}_1^{(n)}} \omega^{(n)} - \sum_{n=1}^N \int_{\Sigma_2 \cap \mathcal{F}_1^{(n)}} \omega^{(n)} = \sum_{n=1}^N \left( \int_{V_R^{(n)}} d\omega^{(n)} - \int_{M_2^{(n)}} \omega^{(n)} \right). \tag{81}
\]

We now show that condition \( (19) \) makes the right hand side vanish. To this end, note that \( M_2^{(1)} = \emptyset \). Furthermore, we have \( d\omega^{(N)} = 0 \) by assumption. Thus, if we can show

\[
\int_{V_R^{(n)}} d\omega^{(n)} = \int_{M_2^{(n+1)}} \omega^{(n+1)} \tag{82}
\]

we obtain a telescoping sum and therefore, indeed

\[
\sum_{n=1}^N \left( \int_{V_R^{(n)}} d\omega^{(n)} - \int_{M_2^{(n)}} \omega^{(n)} \right) = 0. \tag{83}
\]

We turn to the proof of (82). Considering (78), we have:

\[
M^{(n+1)}_{2,R} = \bigcup_{k=1}^n R^{(n+1)}_k, \tag{84}
\]

where

\[
R^{(n+1)}_k = \{(t_1, z_1; \ldots; t_{n+1}, z_{n+1}) \in M^{(n+1)}_{2,R} : (t_k, z_k) = (t_{k+1}, z_{k+1})\}. \tag{85}
\]

Then, noting that \( \Phi_k : (x_1, \ldots, x_k, x_k, x_{k+1}, \ldots, x_n) \mapsto (x_1, \ldots, x_n) \) from (20) defines a bijective map between \( R^{(n+1)}_k \) and \( V^{(n+1)}_{R_k} \), we obtain:

\[
\int_{M^{(n+1)}_{2,R}} \omega^{(n+1)} = \sum_{k=1}^n \int_{R^{(n+1)}_k} \omega^{(n+1)} = \sum_{k=1}^n \int_{V^{(n)}_R} \Phi^*_k \omega^{(n+1)}. \tag{86}
\]

This equals \( \int_{V_R^{(n)}} d\omega^{(n)} \) if

\[
\sum_{k=1}^n \Phi^*_k \omega^{(n+1)} = d\omega^{(n)}. \tag{87}
\]

This, in turn, is ensured by condition \( (19) \). To summarize, if \( (19) \) holds, we obtain \( (82) \) and hence \( (71) \) which is equivalent to \( (18) \).
We now turn to point 2. To this end, we explicitly compute both sides of (19). Denoting omission by ( ), we find:

\[ \Phi_k^* \omega^{(n+1)} = \sum_{\mu_1,\cdots,\mu_{k+1},\cdots,\mu_n+1} (-1)^{\mu_1+\cdots+\mu_k} \partial_{\mu_1,\mu_k} j^{\mu_1,\cdots,\mu_k,\cdots,\mu_n+1} \]

\[ dx_1^{1-\mu_1} \wedge \cdots \wedge (-dx_k^0 \wedge dx_k^1 - dx_k^1 \wedge dx_k^0) \wedge \cdots \wedge dx_n^{1-\mu_n+1} \]

\[ = \sum_{\mu_1,\cdots,\mu_k,\mu_{k+1},\cdots,\mu_n+1} (-1)^{1+\mu_1+\cdots+\mu_k+\mu_{k+1}+\cdots+\mu_n+1} \]

\[ \varepsilon_{\rho \sigma} j^{\mu_1,\cdots,\mu_k+1,\cdots,\mu_n+1} dx_1^{1-\mu_1} \wedge \cdots \wedge dx_k^0 \wedge dx_k^1 \wedge \cdots \wedge dx_n^{1-\mu_n+1}. \]

The left hand side of (19) is given by:

\[ d\omega^{(n)} = \sum_{k=1}^{n} \sum_{\mu_1,\cdots,\mu_{k+1},\cdots,\mu_n} (-1)^{\mu_1+\cdots+\mu_k-\mu_n} \partial_{\mu_1,\mu_k} j^{\mu_1,\cdots,\mu_k,\cdots,\mu_n} \]

\[ (-1)^{(k-1)+\mu_k} dx_1^{1-\mu_1} \wedge \cdots \wedge dx_k^0 \wedge dx_k^1 \wedge \cdots \wedge dx_n^{1-\mu_n}. \]

Thus, \( d\omega^{(N)} = 0 \) is equivalent to the first line of (21). Comparing \( \sum_{k=1}^{n} \Phi_k^* \omega^{(n+1)} \) and \( d\omega^{(n)} \), we obtain the following condition (relabelling indices \( \mu_k+1,\cdots,\mu_n+1 \) in (88)):

\[ \varepsilon_{\rho \sigma} j^{\mu_1,\cdots,\mu_k+1,\cdots,\mu_n}(x_1, \ldots, x_k, x_{k+1}, \ldots, x_n) = (-1)^k \partial_{\mu_k,\mu_{k+1}} j^{\mu_1,\cdots,\mu_{k+1},\cdots,\mu_n}(x_1, \ldots, x_n). \]

This is identical to the second line of (21). \( \square \)

7.2 Proof of theorem 3.2

We start from the balance condition (34). As we aim at a translation invariant model (24)-(25), it is clear that the phase \( \theta \) and the matrices \( A, B \) must be constant.

For ease of notation, we omit the arguments of the wave function. In order to simplify (34), we eliminate the component \( \psi^{(2)}_- \) from the equation using the IBC (25). Introducing

\[ \tilde{\psi} = \begin{pmatrix} \psi^{(1)}_+ \\ \psi^{(1)}_- \\ \psi^{(2)}_- \end{pmatrix}, \]

(91)

(34) can be rewritten as:

\[ \frac{1}{2i} \tilde{\psi}^\dagger \left[ \begin{array}{ccc} \tilde{A}^\dagger & B & e^{i\theta} \\ 0 & 0 & 1 \end{array} \right] \tilde{A}^\dagger \begin{pmatrix} e^{-i\theta} \\ 0 \end{pmatrix} = \begin{pmatrix} B^\dagger & 0 \\ 0 & 0 \end{pmatrix} \tilde{A} \begin{pmatrix} 0 \\ e^{-i\theta} \end{pmatrix} \]

\[ = \tilde{\psi}^\dagger \begin{pmatrix} -B^\dagger B & -B^\dagger e^{i\theta} \\ -e^{-i\theta} B & 0 \end{pmatrix} \tilde{\psi}. \]

(92)

As this equation has to hold for all \( \tilde{\psi} \), we obtain a condition for the matrices on l.h.s. and r.h.s. Evaluating this condition in detail, we obtain just two independent conditions: Firstly,

\[ \frac{1}{2i}(e^{-i\theta}, 1)^\dagger \tilde{A} = e^{-i\theta} B \iff B = \frac{1}{2i}(1, e^{i\theta}) \tilde{A}. \]

(93)
This yields (97). Secondly,
\[
\frac{1}{2i} \left[ \tilde{A}^\dagger \begin{pmatrix} B & 0 \\ 0 & 0 \end{pmatrix} - \begin{pmatrix} B^\dagger & 0 \\ 0 & 0 \end{pmatrix} \tilde{A} \right] = -B^\dagger B. \tag{94}
\]
Plugging (93) into this equation, we obtain the condition
\[
\frac{1}{4} \tilde{A}^\dagger \begin{pmatrix} 2 & e^{i\theta} \\ e^{-i\theta} & 0 \end{pmatrix} \tilde{A} = \frac{1}{4} \tilde{A}^\dagger \begin{pmatrix} 1 & e^{i\theta} \\ e^{-i\theta} & 1 \end{pmatrix} \tilde{A}
\]
\[
\Leftrightarrow \tilde{A}^\dagger \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \tilde{A} = 0. \tag{95}
\]
Let \( \tilde{A} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \). (95) then yields the three conditions (i) \(|a| = |c|\), (ii) \(|b| = |d|\) and (iii) \(a^*b = c^*d\). These force \( \tilde{A} \) to be a rank-1 matrix of the form (36).

7.3 Proof of theorem 3.1

We now prove the existence and uniqueness of solutions for our model with two sectors of Fock space. Later we shall also do this for \( N \) sectors; however, the case \( N = 2 \) is crucial to develop the technique of the proofs and makes the proof for a general \( N > 2 \) much more transparent.

The proof is divided into two steps. First we show that:

- Given the wave function in sector 1, we obtain a unique solution for sector 2.
- Given the wave function in sector 2, we obtain a unique solution for sector 1.

Second, we use a fixed point argument to find a combined solution of both sectors. The first step is carried out in the following lemmas.

Lemma 7.1 Let
\[
\mathcal{B}_1 := C^1_b \left( [-T, T] \times \mathbb{R}, \mathbb{C}^2 \right), \\
\mathcal{B}_2 := C^1_b \left( \{ (t_1, z_1, t_2, z_2) \in \mathcal{S}(2) | t_1, t_2 \in [-T, T], z_1 < z_2 \} \times \mathbb{C}^4 \right). \tag{96}
\]
Then, given a function \( f^{(2)} \in \mathcal{B}_2 \) and initial values \( \psi^{(1)}(0, \cdot) \in C^1_b(\mathbb{R}, \mathbb{C}^2) \), there exists a unique solution \( \psi^{(1)} \in \mathcal{B}_1 \) of
\[
i \partial_t \psi^{(1)}(t, z) = H^\text{Dirac} \psi^{(1)}(t, z) - A f^{(2)}(t, z, t, z) \tag{97}
\]
with these initial values.

Proof: Rewriting the system (97) gives
\[
\begin{pmatrix}
(\partial_t + \partial_z)\psi^{(1)}_-(t, z) \\
(\partial_t - \partial_z)\psi^{(1)}_+(t, z)
\end{pmatrix}
= iA f^{(2)}(t, z, t, z) =: \begin{pmatrix}
\tilde{f}_-(t, z) \\
\tilde{f}_+(t, z)
\end{pmatrix}, \tag{98}
\]
with \( \tilde{f}_\pm \in C^1_b(\mathbb{R}^2, \mathbb{C}) \). Now (98) can be directly integrated along characteristics. The solution is given by:
\[
\psi^{(1)}(t, z) = \begin{pmatrix}
\psi^{(1)}(0, z - t) \\
\psi^{(1)}(0, z + t)
\end{pmatrix} + \int_0^t ds \begin{pmatrix}
\tilde{f}_-(s, z - t + s) \\
\tilde{f}_+(s, z + t - s)
\end{pmatrix}. \tag{99}
\]
We have \( \psi^{(1)} \in \mathcal{B}_1 \) because the initial values and \( \tilde{f} \) are \( C^1_b \)-functions.

\( \square \)
Lemma 7.2  Given a function \( \psi^{(1)} \in \mathcal{B}_1 \) and initial values
\[
\psi^{(2)}(0, \cdot, 0, \cdot) = \psi^{(2)}_0 \in C^1_b \left( \{ (z_1, z_2) \in \mathbb{R}^2 | z_1 < z_2 \}, \mathbb{C}^4 \right)
\]
which satisfy \((28)\) as well as the condition
\[
B \partial \psi^{(1)}(t, z) \bigg|_{t=0} = (\partial_{z_2} - \partial_{z_1}) \left( \psi^{(2)}_{0, -+}(z_1, z_2) + e^{i\theta} \psi^{(2)}_{0, +-}(z_1, z_2) \right) \bigg|_{z_1 = z_2 = z}
\]
there exists a unique solution \( \psi^{(2)} \in \mathcal{B}_2 \) of \((23)\) with boundary condition \((25)\).

Proof: The lemma is a special case of theorem 3.3. in [12], where the solution (eq. (32) in that paper) was given explicitly for a general class of initial boundary value problems. Adapted to our notation and with the characteristic variables \( u_k := z_k - t_k \) and \( v_k := z_k + t_k \) for \( k = 1, 2 \), the solution of \((23)\) on \( \mathcal{S}_1^{(2)} \) with boundary condition \((25)\) reads as follows:
\[
\begin{align*}
\psi^{(2)}_{-+}(t_1, z_1, t_2, z_2) &= \psi^{(2)}_{0, -+}(u_1, v_2), \\
\psi^{(2)}_{++}(t_1, z_1, t_2, z_2) &= \left\{ \begin{array}{ll}
\psi^{(2)}_{0, ++}(u_1, v_2) & \text{for } u_1 < v_2, \\
e^{i\theta} \psi^{(2)}_{0, +-}(v_1, u_2) & \text{for } u_1 \geq v_2,
\end{array} \right.
\end{align*}
\]
\[
\begin{align*}
\psi^{(2)}_{+-}(t_1, z_1, t_2, z_2) &= \left\{ \begin{array}{ll}
e^{i\theta} \psi^{(2)}_{0, +-}(u_2, v_1) & \text{for } v_1 < u_2, \\
\psi^{(2)}_{0, +-}(v_1, u_2) & \text{for } v_1 \geq u_2,
\end{array} \right.
\end{align*}
\]
\[
\psi^{(2)}_{++}(t_1, z_1, t_2, z_2) = \psi^{(2)}_{0, ++}(v_1, v_2).
\]

The such defined \( \psi^{(2)} \) inherits the \( C^1_b \)-property from the initial and boundary values whenever \( u_k \neq v_j \) for \( j \neq k \). At \( u_1 = v_2 \) resp. \( v_1 = u_2 \), continuity of \( \psi^{(2)}_{-+} \) resp. \( \psi^{(2)}_{++} \) amounts to condition \((28)\). In order to check differentiability at those points, we compare the limits of the respective partial derivatives in the case differentiation in \((102)\). We start with comparing \( \partial_{z_1} \psi^{(2)}_{-+} \) for \( u_1 \nearrow v_2 \) and \( u_1 \searrow v_2 \) at \( v_2 = z \). Let \( D_k \) denote the derivative w.r.t. the \( k \)-th argument. The condition for the two limits to coincide then is:
\[
D_1 \psi^{(2)}_{0, +--}(z, z) = e^{i\theta} D_2 \psi^{(2)}_{0, +--}(z, z) + \frac{1}{2} B(D_2 \psi^{(1)}(0, z) - D_1 \psi^{(1)}(0, z)).
\]
Inserting the \( z \)-derivative of \((28)\),
\[
(D_1 + D_2)(\psi^{(2)}_{0, +--}(z, z) - e^{i\theta} \psi^{(2)}_{0, +--}(z, z)) = BD_2 \psi^{(1)}(0, z),
\]
this becomes \((101)\). Similar computations show that all other partial derivatives exist and are continuous as a result of the same conditions.

With the lemmas at hand, we now construct a fixed point map for our model. For given initial values \((27)\) satisfying the compatibility conditions \((28)\) and \((29)\), we let
\[
D = \left\{ (\psi^{(1)}, \psi^{(2)}) \in \mathcal{B}_1 \oplus \mathcal{B}_2 \mid (\psi^{(1)}(0, z) = \psi^{(1)}_0(z), \psi^{(2)}(0, z, 1, 0, z_2) = \psi^{(2)}_0(z_1, z_2)) \right\}.
\]

Clearly, \( D \) is closed in \( \mathcal{B}_1 \oplus \mathcal{B}_2 \).

Definition: Let \( F : D \rightarrow D, \ (f^{(1)}, f^{(2)}) \mapsto (\psi^{(1)}, \psi^{(2)}) \) be defined by the following procedure.

- Take \( \psi^{(1)} \) to be the unique solution of \((97)\) according to lemma 7.1.
- Using the such constructed \( \psi^{(1)} \) in the interior-boundary condition, \( \psi^{(2)} \) is defined to be the unique solution of \((23)\) and \((25)\) according to lemma 7.2.
Well-definedness of $F$: We need to check that $F$ actually maps into $D$. This is true if the following points hold.

- **$C^1_b$-property.** Lemma 7.2 gives a $C^1_b$-solution under the conditions (28) and (101). We require (28) and (29). Since $\psi^{(1)}$ solves (97),

$$B\partial_t \psi^{(1)}(t, z)|_{t=0} = -iB \left(H^{\text{Dirac}} \psi^{(1)}(0, z) - Af^{(2)}(0, z, 0, z)\right)$$

with $f^{(2)}(0, z, 0, z) = \psi^{(2)}_0(z, z)$ and inserting (29) implies (101).

- **Initial values.** These are preserved under $F$ as $(\psi^{(1)}, \psi^{(2)}) = F(f^{(1)}, f^{(2)})$ is constructed with respect to the same initial values.

By construction of $F$, we immediately obtain the following result.

**Lemma 7.3** Let $(\psi^{(1)}, \psi^{(2)}) \in \mathcal{B}_1 \oplus \mathcal{B}_2$. Then the following statements are equivalent:

i) $(\psi^{(1)}, \psi^{(2)})$ is a $C^1_b$-solution of the initial boundary value problem (23), (24), (25) with initial values given as in (27).

ii) $(\psi^{(1)}, \psi^{(2)})$ lies in $D$ and is a fixed point of $F$.

The main work now lies in proving the following.

**Lemma 7.4** For every $T > 0$, $F$ possesses a unique fixed point in $D$.

**Proof:** Let $\gamma \geq 0$. We equip $\mathcal{B}_1$ and $\mathcal{B}_2$ with the weighted norms

$$\left\|f^{(1)}\right\|_{\mathcal{B}_1, \gamma} := \sup_{t \in [-T, T], z \in \mathbb{R}} \left(\left|f^{(1)}(t, z)\right| + \max_{y \in \{t, z\}} |\partial_y f^{(1)}(t, z)|\right) e^{-\gamma|t|},$$

$$\left\|f^{(2)}\right\|_{\mathcal{B}_2, \gamma} := \sup_{t_1, t_2 \in [-T, T], (t_1, z_1, t_2, z_2) \in \mathcal{S}^{(2)}} \left(\left|f^{(2)}(t_1, z_1, t_2, z_2)\right| + \max_{y \in \{t_1, t_2, z_1, z_2\}} |\partial_y f^{(2)}(t_1, z_1, t_2, z_2)|\right) e^{-\gamma(|t_1| + |t_2|)},$$

where $| \cdot |$ denotes the maximum norm of $\mathcal{C}^2$ and $\mathcal{C}^4$, respectively. For $\gamma = 0$, the norms (107) reduce to the canonical norms on $C^4_b$-functions. In that case, one obtains complete spaces. As a consequence of the inequalities

$$\left\|f^{(k)}\right\|_{\mathcal{B}_k, 0} e^{-\gamma T} \leq \left\|f^{(k)}\right\|_{\mathcal{B}_k, \gamma} \leq \left\|f^{(k)}\right\|_{\mathcal{B}_k, 0}, \quad k = 1, 2,$$

the norms (107) are equivalent for all $\gamma \geq 0$. This implies that $\mathcal{B}_1 \oplus \mathcal{B}_2$ equipped with the norm

$$\left\|(f^{(1)}, f^{(2)})\right\|_{\mathcal{B}_1 \oplus \mathcal{B}_2, \gamma} := \left\|f^{(1)}\right\|_{\mathcal{B}_1, \gamma} + \left\|f^{(2)}\right\|_{\mathcal{B}_2, \gamma}$$

is a Banach space. Recall that $D$ is a closed subset of $\mathcal{B}_1 \oplus \mathcal{B}_2$. Our goal is to use Banach’s fixed point theorem, so it remains to show that $F : D \to D$ is a contraction.

Let $f, g \in D$ and $F \left(f^{(1)}, f^{(2)}\right) := (\psi^{(1)}, \psi^{(2)})$ and $F \left(g^{(1)}, g^{(2)}\right) := (\phi^{(1)}, \phi^{(2)})$. Moreover, we define $\tilde{g}$ like $\tilde{f}$ in (98) but with $f$ replaced by $g$. Using the solution formula (99), we obtain:

$$\begin{pmatrix}
(\psi^{(1)}_+ - \phi^{(1)}_+)(t, z) \\
(\psi^{(1)}_- - \phi^{(1)}_-)(t, z)
\end{pmatrix} = \int_0^t ds \begin{pmatrix}
(\tilde{f}^- - \tilde{g}^-)(s, z - t + s) \\
(\tilde{f}^+ - \tilde{g}^+)(s, z - t + s)
\end{pmatrix}.$$
This implies:
\[
\left| \psi^{(1)}_{\pm} - \phi^{(1)}_{\pm} \right|(t, z) \leq \text{sgn}(t) \int_{0}^{t} ds \left| (f_{\pm} - \bar{g}_{\pm})(s, z \pm t - \pm s) \right| e^{-\gamma|s|} e^{\gamma|s|} \\
\leq \sup_{s \in [-|t|, |t|]} \left| (f_{\pm} - \bar{g}_{\pm})(s, z \pm t - \pm s) \right| \text{sgn}(t) \int_{0}^{t} ds \ e^{\gamma|s|} \\
\leq \sup_{s \in [-|t|, |t|], y \in \mathbb{R}} \left| (\tilde{f}_{\pm} - \tilde{g}_{\pm})(s, y) \right| e^{-\gamma|s|} \frac{1}{\gamma} e^{\gamma|t|}. \tag{111}
\]

Hence, recalling \[98\], we find:
\[
\left| \psi^{(1)}_{\pm} - \phi^{(1)}_{\pm} \right|(t, z) e^{-\gamma|t|} \leq \frac{1}{\gamma} \sup_{s \in [-|t|, |t|], y \in \mathbb{R}} \left| (\tilde{f}_{\pm} - \tilde{g}_{\pm})(s, y) \right| e^{-\gamma|s|} \\
\leq \frac{1}{\gamma} \sup_{s \in [-|t|, |t|], y \in \mathbb{R}} \left\| f^{(2)} - g^{(2)} \right\|(s, y, s, y) e^{-\gamma|s|}. \tag{112}
\]

For the z-derivative, we obtain an analogous formula:
\[
\left| \partial_{z}(\psi^{(1)}_{\pm} - \phi^{(1)}_{\pm}) (t, z) \right| e^{-\gamma|t|} \leq \frac{1}{\gamma} \sup_{s \in [-|t|, |t|], y \in \mathbb{R}} \left| \partial_{y}(\tilde{f}_{\pm} - \tilde{g}_{\pm})(s, y) \right| e^{-\gamma|s|} \\
\leq \frac{1}{\gamma} \sup_{s \in [-|t|, |t|], y \in \mathbb{R}} \left\| f^{(2)} - g^{(2)} \right\|(s, y, s, y) e^{-\gamma|s|}. \tag{113}
\]

In the estimate for \( \partial_{t}(\psi^{(1)}_{\pm} - \phi^{(1)}_{\pm}) (t, z) \) we obtain a similar expression as \[113\] (with \( \partial_{y} \) replaced by \( \partial_{s} \)) plus \( (f_{\pm} - \bar{g}_{\pm})(t, z) \). The latter appears due to the time-dependent upper bound of the integral \( \int_{0}^{t} ds \). We can bound it as follows.
\[
\left| (\tilde{f}_{\pm} - \tilde{g}_{\pm})(t, z) \right| = \left| (\tilde{f}_{\pm} - \tilde{g}_{\pm})(t, z) - (\tilde{f}_{\pm} - \tilde{g}_{\pm})(0, z) \right| = \left| \int_{0}^{t} \partial_{s}(\tilde{f}_{\pm} - \tilde{g}_{\pm})(s, z) ds \right| \\
\leq \text{sgn}(t) \int_{0}^{t} \left| \partial_{s}(\tilde{f}_{\pm} - \tilde{g}_{\pm})(s, z) \right| e^{-\gamma|s|} e^{\gamma|s|} ds \\
\leq \sup_{s \in [-|t|, |t|], y \in \mathbb{R}} \left| \partial_{s}(\tilde{f}_{\pm} - \tilde{g}_{\pm})(s, z) \right| e^{-\gamma|s|} \frac{1}{\gamma} e^{\gamma|t|}. \tag{114}
\]

Here we have used that \( \tilde{f}_{\pm}(0, z) = \tilde{g}_{\pm}(0, z) \) by definition of \( \mathcal{D} \) and that \( \tilde{f} \) and \( \tilde{g} \) are \( C^{1}_{b} \)-functions. \[114\] implies:
\[
\left| (\tilde{f}_{\pm} - \tilde{g}_{\pm})(t, z) \right| e^{-\gamma|t|} \leq \frac{1}{\gamma} \left\| f^{(2)} - g^{(2)} \right\|(s, z, s, z) e^{-\gamma|s|}. \tag{115}
\]

Gathering the previous estimates \[112, 113, 115\] and considering \[107\], we obtain the bound
\[
\left\| \psi^{(1)} - \phi^{(1)} \right\|_{\mathcal{B}_{1, \gamma}} \leq \frac{2}{\gamma} \left\| f^{(2)} - g^{(2)} \right\|_{\mathcal{B}_{2, \gamma}}. \tag{116}
\]

To bound the norm for the second sector, recall the solution formula \[102\]. Since \( \psi^{(2)} \) and \( \phi^{(2)} \) have the same initial data \( \psi^{(2)}_{0} \), their difference is given by (recall \( u_{k} = z_{k} - t_{k}, v_{k} = z_{k} + t_{k} \)):
\[
(\psi^{(2)} - \phi^{(2)})(t_{1}, z_{1}, t_{2}, z_{2}) = \begin{pmatrix}
0 \\
(B\psi^{(1)}_{-} - (B\phi^{(1)})_{-}) - (\frac{v_{2} - u_{1}}{2} - \frac{u_{1} + u_{2}}{2}) \mathbb{1}_{\{u_{1} \geq v_{2}\}}(t_{1}, z_{1}, t_{2}, z_{2}) \\
(B\psi^{(1)}_{+} - (B\phi^{(1)})_{+}) + (\frac{v_{2} - u_{1}}{2} + \frac{u_{1} + u_{2}}{2}) \mathbb{1}_{\{u_{1} \geq v_{2}\}}(t_{1}, z_{1}, t_{2}, z_{2}) \\
0
\end{pmatrix}.
\tag{117}
\]
where we write \( B\alpha = \left( \frac{(B\alpha)_-}{(B\alpha)_+} \right) \) for two-component vectors \( \alpha \). For positive times \( t_1, t_2 > 0 \), only the third line of (117) is nonzero, and then the weight factors in the \( \gamma \)-norms satisfy
\[
e^{-\frac{\gamma}{2}(|t_1|+|t_2|)} = e^{-\frac{\gamma}{2}(t_1+t_2)} e^{\frac{\gamma}{2}(z_1-z_2)} = e^{-\gamma \frac{v_1-u_2}{2}} e^{-\gamma \frac{|v_1-u_2|}{2}}. \tag{118}
\]
If one time is positive and the other is negative, \((\psi^{(2)}-\phi^{(2)})(t_1, z_1, t_2, z_2) = 0\). For \( t_1, t_2 < 0 \), only the second line of (117) is nonzero, and the weight factors in the \( \gamma \)-norms satisfy
\[
e^{-\frac{\gamma}{2}(|t_1|+|t_2|)} = e^{\frac{\gamma}{2}(t_1+t_2)} e^{\frac{\gamma}{2}(z_2-z_1)} = e^{\gamma \frac{v_2-u_1}{2}} e^{-\gamma \frac{|v_2-u_1|}{2}}. \tag{119}
\]
Now \((v_1-u_2)/2\) and \((v_2-u_1)/2\) appear as the time arguments of \( [(B\psi^{(1)})_\mp - (B\phi^{(1)})_\pm] \), respectively, in (117). It is therefore clear that
\[
\|\psi^{(2)} - \phi^{(2)}\|_{\beta, \gamma} \leq \|B\psi^{(1)} - B\phi^{(1)}\|_{\beta_1, \gamma} \leq \|B\|_{\infty} \|\psi^{(1)} - \phi^{(1)}\|_{\beta_1, \gamma}. \tag{120}
\]
Together with (116), this implies that
\[
\left\| (\psi^{(1)}, \psi^{(2)}) - (\phi^{(1)}, \phi^{(2)}) \right\|_{\beta_1 \oplus \beta_2, \gamma} \leq \left( \|B\|_{\infty} + 1 \right) \left\| \psi^{(1)} - \phi^{(1)} \right\|_{\beta_1, \gamma} \\
\leq \frac{2}{\gamma} \left( \|B\|_{\infty} + 1 \right) \|A\| \left\| f^{(2)} - g^{(2)} \right\|_{\beta_2, \gamma} \\
\leq C \left\| (f^{(1)}, f^{(2)}) - (g^{(1)}, g^{(2)}) \right\|_{\beta_1 \oplus \beta_2, \gamma}, \tag{121}
\]
with the constant \( C = \frac{2}{\gamma} (\|B\|_{\infty} + 1) \|A\|_{\infty} \).

Choosing, for example, \( \gamma = 10 (\|B\|_{\infty} + 1) \|A\|_{\infty} \), we have \( C = \frac{1}{5} < 1 \). Thus, \( F \) is a contraction and Banach’s fixed point theorem yields the claim.

Together with lemma 7.3 this proves theorem 3.1 establishing that the multi-time IBC system has a unique global \( C^1_b \)-solution for all times.

7.4 Proof of theorem 4.1

As a preparation, we prove the following statement which expresses a certain harmony of the interaction terms in the multi-time equations for different sectors of Fock space.

Lemma 7.5 (Consistency conditions.) The system of multi-time equations (40), (41), and (42) satisfies the consistency conditions
\[
i(\partial t_k - s_k \partial z_k) f^{(n)}_{k,s_1...s_n} = i(\partial t_l - s_l \partial z_l) f^{(n)}_{k,s_1...s_n}, \tag{122}
\]
for all \( k, l = 1, \ldots, n, s_1, \ldots, s_n = \pm 1 \),

(i) for \( n = N \) (trivially).

(ii) for \( n = 1, 2, \ldots, N - 1 \) if \( \psi^{(n+1)} \) satisfies the multi-time equations (40).
Proof: In the cases \( n = 1 \) and \( n = N \) there is nothing to show (note (42) for \( n = N \)). For \( n = N - 1 \), we have, for all \( k = 1, \ldots, N - 1 \):

\[
i (\partial_k - s_k \partial_{z_k}) f_{l,s_1 \ldots s_{N-1}}^{(N-1)} (x_1, \ldots, x_{N-1})
\]

\[
\sum_{t,u = \pm 1} (-1)^{l} A_{k}^{(u)} i (\partial_k - s_k \partial_{z_k}) \psi^{(N)}_{s_1 \ldots s_{N-1}} (x_1, \ldots, x_{l-1}, x_l, x_l, x_{l+1}, \ldots, x_{N-1})
\]

\[
= 0 \quad (123)
\]

because of (42). In particular, (122) follows.

For \( 2 \leq n \leq N - 2 \), w.l.o.g. let \( k < l \) and consider:

\[
i (\partial_k - s_k \partial_{z_k}) f_{l,s_1 \ldots s_n}^{(n)} (x_1, \ldots, x_n)
\]

\[
\sum_{t,u = \pm 1} (-1)^{l} A_{k}^{(u)} i (\partial_k - s_k \partial_{z_k}) \psi^{(n+1)}_{s_1 \ldots s_{l-1} t u s_{l+1} \ldots s_n} (x_1, \ldots, x_{l-1}, x_l, x_l, x_{l+1}, \ldots, x_n)
\]

\[
\sum_{t,u,v,w = \pm 1} (-1)^{l} A_{k}^{(u) A_{l}^{(v) \psi^{(n+2)}_{s_1 \ldots s_{l-1} v w s_k s_{l+1} s_{l+1} t u s_{l+1} \ldots s_n}} (x_1, \ldots, x_{k-1}, x_k, x_k, x_{k+1}, \ldots, x_l, x_1, x_l, x_{l+1}, \ldots, x_n). \quad (124)
\]

A similar calculation yields:

\[
i (\partial_l - s_l \partial_{z_l}) f_{k,s_1 \ldots s_n}^{(n)} (x_1, \ldots, x_n)
\]

\[
= \sum_{t,u,v,w = \pm 1} (-1)^{l+k+l} A_{k}^{(u) f_{l,s_1 \ldots s_{n-1} v w s_{l+1} \ldots s_n}} (x_1, \ldots, x_{k-1}, x_k, x_k, x_{k+1}, \ldots, x_l, x_1, x_l, x_{l+1}, \ldots, x_n). \quad (125)
\]

Relabeling \( t, u \leftrightarrow v, w \) shows that (124), (125) agree; hence we obtain (122).

The idea now is to prove Thm. 4.1 using a fixed point argument. In fact, it is possible to explicitly write down the solution of the model for a particular sector provided given the wave function of the neighboring sectors. First we explain how to do this heuristically. Then we define the fixed point map and show that it is, indeed, a contraction in a sequence of lemmas.

Heuristics. We now explain at the example \( N = 3 \) how to obtain a solution of the multi-time equations for a particular sector, given the solution on the neighboring sectors. In our previous work [13], we constructed the solution for \( A = 0 \) such that probability is conserved for each sector, separately. This was done following the so-called multi-time characteristics back to the initial value surface at time zero. The multi-time characteristic associated with a certain component \( \psi_{s_1 s_2 s_3}^{(3)} \) and a particular point \( (t_1, z_1; t_2, z_2; t_3, z_3) \in S_1 \) is defined as the set that contains \( (t_1, z_1; t_2, z_2; t_3, z_3) \) and along which that component would be constant by the homogeneous part of the multi-time equations (40), \( (\partial_k - s_k \partial_{z_k}) \psi_{s_1 s_2 s_3}^{(3)} = 0 \), \( k = 1, 2, 3 \). This leads to Cartesian products of three lines given by the characteristic variables \( c_k := z_k + s_k t_k \) appearing in the multi-time equations. For example, for \( \psi_{s_1 s_2 s_3}^{(3)} (t_1, z_1; t_2, z_2; t_3, z_3) \) the multi-time characteristic is given by the set

\[
\{ (s_1, y_1; s_2, y_2; s_3, y_3) \in \mathbb{R}^6 \mid s_1 + y_1 = c_1, s_2 - y_2 = c_2, s_3 + y_3 = c_3 \} \quad . \quad (126)
\]

Figure 1 shows two examples of multi-time characteristics with the three lines all drawn in one space-time diagram. In the left picture, for the component \( \psi_{s_1 s_2 s_3}^{(3)} \), the lines of the multi-
time characteristic can be followed back to the initial value surface without intersecting the boundary ∂\mathcal{S}^{(3)}. “Following back” here means to choose a certain curve γ(τ) in the characteristic which connects (t_1, z_1; t_2, z_2; t_3, z_3) with the point (0, c_1; 0, c_2; 0, c_3). Along the curve, the Dirac equation in the respective variables becomes an ordinary differential equation of the form \frac{d}{d\tau}\psi(\gamma(\tau)) = f(\gamma(\tau)) which can be integrated easily. Therefore, we will define an operator I below that just integrates the inhomogeneity along the characteristic lines and gives the solution. We will choose our curve γ(τ) corresponding to a certain path in the space of the time variables along the three lines which comprise the characteristic. In our case:

\begin{equation}
(0, 0, 0) \rightarrow (t_1, 0, 0) \rightarrow (t_1, t_2, 0) \rightarrow (t_1, t_2, t_3).
\end{equation}

As it happens often in the study of multi-time equation, a change of this path in the time variables must not change the final result, which requires a certain integrability condition, called the consistency condition. This condition was shown in lemma [7,5]. In the right half of the picture, we additionally have to take the boundary condition into account because at the point (P; P; t_3, z_3) \in \mathcal{C}, the characteristic intersects the coincidence point set \mathcal{C} and consequently leaves the domain. At this vertex point, the IBC has to be used, which we will implement via another operator V. The IBC then relates the value of the component ψ^{(3)}_{s_1s_2s_3} with a different component which is associated with a different multi-time characteristic.

One then follows this new multi-time characteristic back in time until either the boundary is reached again (then one repeats the process with a different component) or the initial surface t_1 = t_2 = t_3 = 0. This results in a formula where one uses the operators I and V alternatingly to obtain the solution from the initial data. The number of vertices in diagrams such as Figure 4 determines how many steps the process takes.

**Solution formula.** We construct the fixed point map sector-wise. To this end, let n ∈ \mathbb{N} and assume that for all k = 1, ..., n, j = 1, ..., n − 1, boundary functions g^{(n)}_j ∈ D_{n-1}, inhomogeneities f^{(n)}_k ∈ D_n and initial values ψ_0^{(n)} ∈ C^1_b(Z_n, \mathbb{C}^{2n}) are given (see [43] for the definition of Z_n). We shall solve the following initial boundary value problem:

\begin{equation}
\left(\psi_{s_1...s_{j-1}+s_j+2...s_n}^{(n)} - e^{i\theta} \psi_{s_1...s_{j-1}+s_j+2...s_n}^{(n)}\right)(x_1, ..., x_j, x_j+2, ..., x_n) = f^{(n)}_{k,s_1...s_n},
\end{equation}

\begin{equation}
\psi^{(n)}|_{t_1=...=t_n=0} = \psi_0^{(n)}.
\end{equation}
Throughout the section we assume that the initial data are compatible with the boundary conditions in the sense of Eqs. (16) and (17).

The solution $\psi^{(n)}$ shall be constructed through repeated application of the operators $I$ and $V$ which we define now. For every $(t_1, ..., t_n) \in \mathbb{R}^n$ and $t \in \mathbb{R}$, we define a map $I^{(t_1, ..., t_n)}_t$ with “$I$” for “integration along the characteristic”:

$$I^{(t_1, ..., t_n)}_t : C^1_b(Z_n, \mathbb{C}^{2^n}) \rightarrow C^1_b(Z_n, \mathbb{C}^{2^n}),$$

$$(I^{(t_1, ..., t_n)}_t)_{s_1 ... s_n}(z_1, ..., z_n) = \phi_{s_1 ... s_n}(c_1, ..., c_n)$$

$$- \frac{i}{2} \sum_{k=1}^{n} \int_0^{t_k} ds f^{(n)}_{k, s_1 ... s_n}(t + t_1, z_1; ...; t + t_k - 1, z_k - 1; t + s, c_k - s_k; t, c_k + 1; ...; t, c_n).$$

Here, $c_k = z_k + s_k t_k$ where $t_k$ is the time variable in the upper index of $I$ and $z_k$ the spatial variable from the argument of $I^{(t_1, ..., t_n)}_t$.

Moreover, for every $t \in \mathbb{R}, j \in \{1, ..., n - 1\}$ we define maps $V^j_I : C^1_b(Z_n, \mathbb{C}^{2^n}) \rightarrow C^1_b(Z_n, \mathbb{C}^{2^n})$ with “$V$” for “switching indices at the vertex” (at time $t$) by:

$$V^j_I(s_1 ... s_j ... s_n)(z_1, ..., z_n) = \phi_{s_1 ... s_j ... s_n}(z_1, ..., z_n),$$

$$V^j_I(s_1 ... + ... s_n)(z_1, ..., z_n) = e^{i\theta} \phi_{s_1 ... + ... s_n}(z_1, ..., z_j + 1, z_j, ..., z_n)$$

$$+ \hat{g}^{(n)}_{j, s_1 ... s_n}(t, z_1; ...; t, z_j; ...; t, z_n),$$

$$V^j_I(s_1 ... + ... s_n)(z_1, ..., z_n) = e^{-i\theta} \phi_{s_1 ... + ... s_n}(z_1, ..., z_j + 1, z_j, ..., z_n)$$

$$- \hat{g}^{(n)}_{j, s_1 ... s_n}(t, z_1; ...; t, z_j; ...; t, z_n),$$

where $\hat{()}$ denotes omission.

Furthermore, for every point $(t_1, z_1; ...; t_n, z_n) \in \mathcal{J}^{(n)}_1$ and every spin index $s_1, ..., s_n$, we define a set of collisions according to the following rules. As previously, we let $c_k = z_k + s_k t_k$. A collision is a pair of indices $(j, k)$ in the set

$$\text{Collisions} := \{(j, k) \in \{1, ..., n\}^2 : j < k \text{ but } c_j > c_k\}.$$  \hspace{1cm} (131)

$\text{Collisions}$ is a finite set with $L := |\text{Collisions}| < n^2 - 1$. Its elements coincide with the index pairs of those lines which cross in the diagrams in Fig. 1. With each collision $(j, k)$, we associate a collision time

$$\tau_{(j, k)} := \frac{1}{2}(c_j - c_k).$$  \hspace{1cm} (132)

We label these collision times in increasing order, i.e. identify each $\tau_{(j, k)} := \tau_a$ with $a = 1, ..., L$ such that $\tau_1 < \tau_2 < ... < \tau_L$. Set $\tau_0 := 0$. Moreover, each collision is assigned an index $k_a$ according to the formula:

$$k_a((j, k)) := j + |\{(j, l) \in \text{Collisions} : l < k\}|, \quad a = 1, ..., L.$$  \hspace{1cm} (133)

In the diagrams in Fig. 1, this number corresponds to the numbers of lines left of the vertex where the lines $j, k$ cross plus one. The $\tau_a$ and $k_a$ are functions of the space-time point and the spin index only. Most importantly, they allow us to write down an explicit solution

\footnote{There is a zero measure set of points for which this ordering is not possible since several collision times are equal. We omit these points in the upcoming considerations. Later, one can recover the value of the wave function at these points by continuation.}
formula which is obtained by following the characteristics from collision to collision, as motivated heuristically above:

$$
\psi_{s_1...s_n}^{(n)}(t_1, z_1; \ldots; t_n, z_n) = \left( I_{t_L}^{(t_1-\tau_L, \ldots, t_n-\tau_L)} \left( \prod_{d=1}^{L} V_{d_1}^{\tau_{d_1}} f_{a}^{(\tau_{d_1}-\tau_{d_1-1}, \ldots, \tau_{d_1-1})} \right) \psi_{0}^{(n)} \right)_{s_1...s_n} (z_1, \ldots, z_n). \quad (134)
$$

It is understood that the factors in the product are written from right to left, i.e.:

$$
(I_{t_L}^{(t_1-\tau_L, \ldots, t_n-\tau_L)} V_{d_1}^{\tau_{d_1}} f_{a}^{(\tau_{d_1}-\tau_{d_1-1}, \ldots, \tau_{d_1-1})} \ldots V_{d_1}^{\tau_{d_1}} f_{a}^{(\tau_{d_1})} \psi_{0}^{(n)})_{s_1...s_n} (z_1, \ldots, z_n). \quad (135)
$$

**Lemma 7.6** Let $n \in \mathbb{N}$. The function $\psi^{(n)}$ defined by (134) for given $f_k^{(n)}$ and $g_j^{(n)}$ is the unique solution of the IBC system (128) in the $n$-th sector, provided the inhomogeneities satisfy, for all $j \neq k$, the consistency conditions

$$
i (\partial_{t_k} - s_k \partial_{z_k}) f_{j}^{(n)} = i (\partial_{t_j} - s_j \partial_{z_j}) f_{k}^{(n)}. \quad (136)
$$

**Proof:** For $L \in \mathbb{N}_0$, we prove via induction over the number $L$ of collisions the statement $A(L)$: A function $\psi^{(n)} \in \mathcal{D}$ solves the IBC system (128) at all points $(t_1, z_1; \ldots; t_n, z_n)$ and for all spin indices $s_1, \ldots, s_n$ for which $|\text{Collisions}| \leq L$ if and only if it is given by (134) at those points.

**Base Case $A(0)$:** At points with $|\text{Collisions}| = 0$, (134) yields

$$
\psi_{s_1...s_n}^{(n)}(t_1, z_1; \ldots; t_n, z_n) = \psi_{0,s_1...s_n}(c_1, \ldots, c_n)
$$

$$
- i \sum_{k=1}^{n} \int_{0}^{t_k} ds \ f_{j}^{(n)}(t_1, z_1; \ldots; t_{k-1}, z_{k-1}; s, c_k - s_k s; 0, c_{k+1}; \ldots; 0, c_n).
$$

We first show that (137) indeed is a solution of the IBC system. As $L = 0$, the IBC does not come into play here. The initial conditions are satisfied by construction (see (134)). We now calculate the derivatives w.r.t. the $n$-th coordinates. Omitting spin indices, we find:

$$
i(\partial_{t_n} - s_n \partial_{z_n}) \psi^{(n)} = f_n^{(n)}(t_1, z_1; \ldots; t_n, c_n - s_n t_n) + \int_{0}^{t_n} ds i(\partial_{t_n} - s_n \partial_{z_n}) f_k^{(n)}(\ldots; s, c_n - s_n s)$$

$$
= 0 + \sum_{k=1}^{n-1} \int_{0}^{t_k} ds i(\partial_{t_n} - s_n \partial_{z_n}) f_k^{(n)}(\ldots; 0, c_n)$$

$$
= f_n^{(n)}(t_1, z_1; \ldots; t_n, z_n). \quad (138)
$$

Next, we consider an arbitrary particle index $j \neq n$. Because (137) is not symmetric in the particle indices, more work is required to see that the multi-time equation is satisfied. We shall use the consistency condition (136) to show this. We compute via a telescoping sum:

$$
\int_{0}^{t_j} ds f_j^{(n)}(t_1, z_1; \ldots; t_{j-1}, z_{j-1}; s, c_j - s_j s; 0, c_{j+1}; \ldots; 0, c_n)
$$

$$
= \int_{0}^{t_j} ds f_j^{(n)}(t_1, z_1; \ldots; t_{j-1}, z_{j-1}; s, c_j - s_j s; t_{j+1}, z_{j+1}; \ldots; t_n, z_n)
$$

$$
+ \sum_{l=j+1}^{n} \int_{0}^{t_j} ds \left( f_j^{(n)}(t_1, z_1; \ldots; t_{j-1}, z_{j-1}; s, c_j - s_j s; 0, c_{j+1}; \ldots; 0, c_l; 0, c; t_{l+1}, z_{l+1}; \ldots; t_n, z_n) - f_j^{(n)}(t_1, z_1; \ldots; t_{j-1}, z_{j-1}; s, c_j - s_j s; 0, c_{j+1}; \ldots; 0, c_l; t_l, z_l; t_{l+1}, z_{l+1}; \ldots; t_n, z_n) \right).
$$

(139)
where the consistency condition (136) has been used to obtain

\[ \int_0^{t_j} ds \left( f_j^{(n)}(\ast; s, c_j - s_j s; 0, c_{j+1}; \ldots; 0, c_{l-1}; 0; c; \#) \right. \]

\[ - f_j^{(n)}(\ast; s, c_j - s_j s; 0, c_{j+1}; \ldots; 0, c_{l-1}; t_l; \#) \]

\[ = - \int_0^{t_j} ds \int_0^{t_j} dr \frac{d}{dr} f_j^{(n)}(\ast; s, c_j - s_j s; 0, c_{j+1}; \ldots; 0, c_{l-1}; r, c_l - s_l r; \#) \]

\[ = \int_0^{t_j} dr \left( f_l^{(n)}(\ast; 0, c_j; 0, c_{j+1}; \ldots; 0, c_{l-1}; r, c_l - s_l r; \#) \right. \]

\[ - f_l^{(n)}(\ast; t_j, z_j; 0, c_{j+1}; \ldots; 0, c_{l-1}; r, c_l - s_l r; \#) \],

where the consistency condition (136) has been used to obtain \( \frac{d}{dr} f_j^{(n)}(\ast; \cdots) = \frac{d}{dr} f_l^{(n)}(\ast; \cdots) \) with the argument (\cdots) as in (140). Inserting the result of (140) in all the summands in (139) leads to

\[ \int_0^{t_j} ds \left( f_j^{(n)}(\ast; s, c_j - s_j s; 0, c_{j+1}; \ldots; 0, c_n) \right. \]

\[ = \int_0^{t_j} ds \left( f_j^{(n)}(\ast; s, c_j - s_j s; 0, c_{j+1}; \ldots; 0, c_{l-1}; t_l, z_l; 0, c_n) \right. \]

\[ + \sum_{l=j+1}^{n} \int_0^{t_l} ds \left( f_l^{(n)}(\ast; 0, c_j; 0, c_{j+1}; \ldots; 0, c_{l-1}; s, c_l - s_l s; \#) \right. \]

\[ - f_l^{(n)}(\ast; t_j, z_j; 0, c_{j+1}; \ldots; 0, c_{l-1}; s, c_l - s_l s; \#) \).

Inserting this expression into (137) yields:

\[ \psi_{s_1 \ldots s_n}^{(n)}(t_1, z_1; \ldots; t_n, z_n) = \psi_0^{(n)}(c_1, \ldots, c_n) \]

\[ - i \sum_{k<j} \int_0^{t_k} ds \left( \psi_{s_1 \ldots s_k}^{(n)}(t_1, z_1; \ldots; t_{k-1}, z_{k-1}; s, c_k - s_k s; 0, c_{k+1}; \ldots; 0, c_n) \right. \]

\[ - i \int_0^{t_j} ds \left( \psi_{s_1 \ldots s_l}^{(n)}(t_1, z_1; \ldots; t_{l-1}, z_{l-1}; s, c_j - s_j s; t_{l+1}, z_{l+1}; \ldots; t_n, z_n) \right. \]

\[ - i \sum_{k>j} \int_0^{t_k} ds \left( \psi_{s_1 \ldots s_k}^{(n)}(t_1, z_1; \ldots; t_{k-1}, z_{k-1}; s, c_k - s_k s; 0, c_{k+1}; \ldots; 0, c_n) \right. \).

Considering this expression, it becomes obvious that the same calculation as in (138) results in

\[ i(\partial_{t_j} - s_j \partial_{z_j}) \psi_{s_1 \ldots s_n}^{(n)}(t_1, z_1; \ldots; t_n, z_n) = \psi_{s_1 \ldots s_n}^{(n)}(t_1, z_1; \ldots; t_n, z_n) \]

as desired. So (137) defines a solution of the IBC system for points without collisions.

The fact that (137) gives the only solution of the IBC system on the points under consideration follows from the uniqueness of solutions of each single equation \((\partial_{t_k} - s_k \partial_{z_k}) \psi^{(n)} = f_k^{(n)}) \) see [121 thm. 4.4].

**Induction step** \( A(L - 1) \Rightarrow A(L) \). Let a point \((t_1, z_1, \ldots, t_n, z_n)\) and spin indices \((s_1, \ldots, s_n)\) be given such that \(|\text{Collisions}| = L\). The collision with the greatest time \(t_L\) must have the
form \((k_L, k_L + 1)\) with \(k_L\) given by \((133)\). (This can be seen from diagrams such as Fig. 1 and is easy to prove using the claim in the proof of [13 lemma 6.2].) W.l.o.g. we assume that \(s_{k_L} = +1\) and \(s_{k_L+1} = -1\). The reversed case is the only other possible one; it can be treated analogously.

We proceed in two steps: First we connect the value of \(\psi^{(n)}\) at \((t_1, z_1, \ldots, t_N, z_N)\) with the value at the largest collision time \(\tau_L\) via integration along the multi-time characteristics. Secondly, we implement the IBC at time \(\tau_L\) via the operator \(V\) acting on a wave function component with only \(L - 1\) collisions (that is known due to the induction assumption).

For the first step, suppose the function \(\psi^{(n)}_{\tau_L} = \psi^{(n)}|_{t_1=\ldots=t_n=\tau_L} \in C^1_b(\mathbb{Z}_n, \mathbb{C}^{2^n})\) is given. Analogously to the base case \(L = 0\), it follows that the component \(\psi^{(n)}_{s_1 \ldots s_n}\) solves the equations

\[
i (\partial_{k} - s_k \partial_z) \psi^{(n)}_{s_1 \ldots s_n} = f^{(n)}_{k, s_1 \ldots s_n}, \quad k = 1, \ldots, n
\]

if and only if it is given by

\[
\psi^{(n)}_{s_1 \ldots s_n}(t_1, z_1, \ldots, t_n, z_n) = \left( I_{L-1}^{\tau_L-\tau_L} \psi^{(n)}_{s_1 \ldots s_n}(z_1, \ldots, z_n) \right)_{s_1 \ldots s_n} (z_1, \ldots, z_n).
\]

In the second step, we want to find \(\psi^{(n)}_{\tau_L}\). The multi-time characteristic associated with \(\psi^{(n)}_{s_1 \ldots s_n}(t_1, z_1, \ldots, t_n, z_n)\) intersects the boundary of \(\mathcal{S}_{L-1}^{(n)}\) in \(P := (\tau_L, z_1 + s_1(\tau_L - t_1), \ldots, \tau_L, z_n + s_n(\tau_L - t_n))\). At that point, the component \(\psi^{(n)}_{s_1 \ldots s_n} (\text{where } c = s_{k_L}\text{ and } + = s_{k_L+1})\) has one collision less than \(\psi^{(n)}_{s_1 \ldots s_n}\), so it has \(L - 1\) collisions with the same times \(\tau_a\) and indices \(k_a, a = 1, \ldots, L - 1\). By the induction hypothesis, it is then given by \((134)\), i.e.

\[
\psi^{(n)}_{s_1 \ldots s_n}(P) = \left( I_{L-1}^{\tau_L-\tau_L} \psi^{(n)}_{s_1 \ldots s_n}(z_1, \ldots, z_n) \right)_{s_1 \ldots s_{n-1}} (z_1 + s_1(\tau_L - t_1), \ldots, z_n + s_n(\tau_L - t_n)).
\]

By comparison of \((136)\) with the IBC from \((128)\), it becomes apparent that the latter evaluated at \(P\) is equivalent to

\[
\psi^{(n)}_{s_1 \ldots s_n}(P) = \left( V_{k_L}^{\tau_L} \psi^{(n)}_{\tau_L, \ldots, \tau_L, \cdot}(z_1, \ldots, \tau_L, \cdot) \right)_{s_1 \ldots s_n} (z_1 + s_1(\tau_L - t_1), \ldots, z_n + s_n(\tau_L - t_n)).
\]

Therefore, combining both steps, we see that the system \((128)\) is satisfied if and only if \(\psi^{(n)}_{s_1 \ldots s_n}(t_1, z_1, \ldots, t_n, z_n)\) is given by \((134)\). This finishes the induction and thus the proof.

The insight that Eq. \((134)\) gives the solution in a specified sector is the basis of the following central definition.

**Definition (fixed point map).** Recall the definition \((48)\) of the spaces \(\mathcal{B}_n\) and let

\[
\mathcal{D} := \left\{ (\psi^{(1)}, \ldots, \psi^{(N)}) \in \mathcal{B}_1 \oplus \cdots \oplus \mathcal{B}_N : \psi^{(n)}|_{t_1=\ldots=t_n=0} = \psi^{(n)}_0 \forall n = 1, \ldots, N \right\}.
\]

Then the map \(F : \mathcal{D} \to \mathcal{D}, (\psi^{(1)}, \ldots, \psi^{(N)}) \mapsto (\psi^{(1)}, \ldots, \psi^{(N)})\) is defined by the following procedure:

28
Moreover, the norm on functions one can see that the norm of \( f^{(1)}_{1,u}(x_1) \) for positive times only if the constructive proof of the previous lemma directly yields a bound of the norm of \( f^{(1)}_{1,u} \) and the inhomogeneity

\[
f^{(1)}_{1,u}(x_1) = - \sum_{t,u=\pm 1} A^{tu}_{n} v^{(2)}_{tu}(x_1, x_1).
\]

(149)

Repeat the following for all \( n = 2, \ldots, N - 1 \) in ascending order: \( \psi^{(n)} \) is defined by formula (134) with boundary terms given, as in (43), by the already determined function \( \psi^{(n-1)} \) and the inhomogeneity

\[
f^{(n)}_{k,s_1 \ldots s_n}(x_1, \ldots, x_n) = \sum_{t,u=\pm 1} (-1)^k A^{tu}_{k}s_{1 \ldots s_{k-1}, t u s_{k+1} \ldots s_n}(x_1, \ldots, x_k, x_{k+1}, \ldots, x_n).
\]

(150)

Finally, \( \psi^{(N)} \) is defined by (134) with boundary terms given, as in (43), by the already determined \( \psi^{(N-1)} \) and the inhomogeneity \( f^{(N)} = 0 \).

**Well-definedness of \( F \).** To show that \( F \) actually maps into \( \mathcal{D} \), we have to check the \( C^1_b \)-property of the function defined by (134). Since for \( n = 0 \), the set \( \text{Collisions} \) is empty, \( \psi^{(1)} \in C^1_b \) follows directly from the properties of the initial values. For \( n \geq 2 \), one has to consider those points separately where for some \( j < k, c_j = c_k \). This occurs in \( \mathcal{J}^{(n)}_1 \) for positive times only if \( s_j = +1 \) and \( s_k = -1 \). When \( c_j \searrow c_k \), the collision time \( \tau_{(j,k)} \) approaches 0, so continuity at a point with \( c_j = c_k \) amounts to:

\[
\psi^{(n)}_{0,s_1 \ldots s_n}(z_1, \ldots, z_{j-1}, z, z, \ldots, z_n) = V^n_j \psi^{(n)}_{0,s_1 \ldots s_{j-1}, +, - s_{j+1} \ldots s_n}(z_1, \ldots, z_{j-1}, z, z, \ldots, z_n),
\]

(151)

which follows from (46). By an argument analogous to the one given in (106) for \( N = 2 \), one can see that the \( z \)-derivative of (46) together with (47) implies the \( C^1_b \)-property of the functions \( \psi^{(n)} \).

To continue with the fixed point argument, we endow the spaces \( \mathcal{B}_n \) with weighted norms, similarly as in (107). For \( \gamma \geq 0 \),

\[
\|f\|_{\mathcal{B}_n, \gamma} := \sup_{t_1, \ldots, t_n \in [0, T]} \left( \left| f(t_1, z_1, \ldots, z_n) \right| + \max_{y \in \{1, \ldots, n\}} |\partial_y f(t_1, z_1, \ldots, z_n)| e^{-\gamma \frac{2}{n}(t_1 + \ldots + t_n)} \right) .
\]

(152)

As in the case \( N = 2 \), \( |\cdot| \) denotes the maximum norm in the finite dimensional spaces \( \mathbb{C}^{2^n} \). Moreover, the norm on \( C^1_b \) is defined as

\[
\|f\|_{C^1_b(Z_n, \mathbb{C}^{2^n})} := \sup_{z_1, \ldots, z_n \in Z_n} \left( \left| f(z_1, \ldots, z_n) \right| + \max_{y \in \{1, \ldots, n\}} |\partial_y f(z_1, \ldots, z_n)| \right).
\]

(153)

The constructive proof of the previous lemma directly yields a bound of the norm of \( \psi^{(n)} \).

**Lemma 7.7** The function \( \psi^{(n)} \) given by (134) satisfies the bound

\[
\|\psi^{(n)}\|_{\mathcal{B}_n, \gamma} \leq \|\psi_0\|_{C^1_b(Z_n, \mathbb{C}^{2^n})} + \frac{2n^4}{\gamma} \max_{1 \leq k \leq n} \|f^{(n)}_k\|_{\mathcal{B}_n, \gamma} + n^2 \max_{1 \leq j \leq n-1} \|g^{(n)}_j\|_{\mathcal{B}_{n-1, \gamma}}.
\]

(154)
Proof: Let \( \phi \in C^1_k(Z_n, \mathbb{C}^{2n}) \). Then by (129),
\[
\left| I_0^{(t_1, \ldots, t_n)} \phi(z_1, \ldots, z_n) \right| - |\phi(c_1, \ldots, c_n)| \leq \sum_{k=1}^{n} \left| \int_{0}^{t_k} ds \ f_k^{(n)}(t_1, z_1; \ldots; s, c_k - s_k s; 0, c_{k+1} \ldots) \right|
\]
\[
\leq n \max_{k \in \{1, \ldots, n\}} \left( \int_{0}^{t_k} ds \ f_k^{(n)}(t_1, z_1; \ldots; s, c_k - s_k s; 0, c_{k+1} \ldots) e^{-\frac{2}{n} s} \right)
\]
\[
\leq n \max_{k \in \{1, \ldots, n\}} \sup_{s \in [0, t_k]} \left| f_k^{(n)}(t_1, z_1; \ldots; s, c_k - s_k s; 0, c_{k+1} \ldots) e^{-\frac{2}{n} s} \right| \int_{0}^{t_k} ds \ e^{-\frac{2}{n} s}
\]
\[
\leq n \max_{k \in \{1, \ldots, n\}} \sup_{s \in [0, t_k]} \left| f_k^{(n)}(t_1, z_1; \ldots; s, c_k - s_k s; 0, c_{k+1} \ldots) e^{-\frac{2}{n} (s+t_1+\ldots+t_{k-1})} \right| \frac{n}{\gamma} \sum_{k=1}^{n} \phi(n_k + t_1 + \ldots + t_{k-1})
\]
(155)

This implies:
\[
\left| I_0^{(t_1, \ldots, t_n)} \phi(z_1, \ldots, z_n) \right| e^{-\frac{2}{n} (t_1 + \ldots + t_n)} \leq |\phi(c_1, \ldots, c_n)| e^{-\frac{2}{n} (t_1 + \ldots + t_n)} +
\]
\[
+ n^2 \max_{k \in \{1, \ldots, n\}} \sup_{s \in [0, t_k]} \left| f_k^{(n)}(t_1, z_1; \ldots; s, c_k - s_k s; 0, c_{k+1} \ldots) e^{-\frac{2}{n} (s+t_1+\ldots+t_{k-1})} \right| (156)
\]

Changing the starting time from 0 to \( t \) changes only little,
\[
\left| I_t^{(t_1, \ldots, t_n)} \phi(z_1, \ldots, z_n) \right| e^{-\frac{2}{n} (t_1 + \ldots + t_n + t)} \leq |\phi(c_1, \ldots, c_n)| e^{-\frac{2}{n} (t_1 + \ldots + t_n + t)} +
\]
\[
+ n^2 \max_{k \in \{1, \ldots, n\}} \sup_{s \in [0, t_k]} \left| f_k^{(n)}(t + t_1, z_1; \ldots; t + s, c_k - s_k s; t, c_{k+1} \ldots) e^{-\frac{2}{n} (t+s+t_1+\ldots+t_{k-1})} \right| (157)
\]

Hence, together with a similar consideration for the derivatives (analogous to the one for \( N = 2, n = 1 \) in (144)) we find:
\[
\left\| I_0^{(t_1, \ldots, t_n)} \phi \right\|_{\mathcal{B}_{n, \gamma}} \leq \left\| \phi \right\|_{C^1_k(Z_n, \mathbb{C}^{2n})} + \frac{2n^2}{\gamma} \max_{1 \leq k \leq n} \left\| f_k^{(n)} \right\|_{\mathcal{B}_{n, \gamma}} (158)
\]

Similarly, it follows from the definition (130) that
\[
\left\| V_t^\psi \phi \right\|_{C^1_k(Z_n, \mathbb{C}^{2n})} e^{-\frac{2}{n} nt} \leq \left\| \phi \right\|_{C^1_k(Z_n, \mathbb{C}^{2n})} e^{-\frac{2}{n} nt} + \left\| g_j^{(n)} \right\|_{C^1_k(Z_{n-1}, \mathbb{C}^{2n-1})} e^{-\frac{2}{n-1} (n-1)t} (159)
\]

We see that each application of \( V_t^\psi \) leads to an additive contribution of at most
\[
\max_{1 \leq j \leq n} \left\| g_j^{(n)} \right\|_{C^1_k(Z_{n-1}, \mathbb{C}^{2n-1})} \times e^{-\frac{2}{n-1} (n-1)t},
\]
(160)

where the last factor is the appropriate weight factor of the \( \gamma \)-norm. Thus,
\[
\left\| V_t^\psi \phi \right\|_{\mathcal{B}_{n, \gamma}} \leq \left\| \phi \right\|_{C^1_k(Z_n, \mathbb{C}^{2n})} + \max_{1 \leq j \leq n-1} \left\| g_j^{(n)} \right\|_{\mathcal{B}_{n-1, \gamma}} (161)
\]

We know that \( \psi^{(n)} \) is given by the formula (134). If there are at most \( L \) collisions, the operators \( I \) and \( V \) are applied at most \( L + 1 \) times. Each time, the terms from equations (158) and (161) add up. Therefore, we obtain the following bound of the norm of \( \psi^{(n)} \):
\[
\left\| \psi^{(n)} \right\|_{\mathcal{B}_{n, \gamma}} \leq \left\| \psi_0^{(n)} \right\|_{C^1_k(Z_n, \mathbb{C}^{2n})} + (L + 1) \frac{2n^2}{\gamma} \max_{1 \leq k \leq n} \left\| f_k^{(n)} \right\|_{\mathcal{B}_{n, \gamma}} + (L + 1) \max_{1 \leq j \leq n-1} \left\| g_j^{(n)} \right\|_{\mathcal{B}_{n-1, \gamma}} (162)
\]

Since the number of collisions is bounded by \( L + 1 < n^2 \), this yields (154). \( \Box \)
Lemma 7.8 Let \( (\psi^{(1)}, \ldots, \psi^{(N)}) \in \mathcal{B}_1 \oplus \cdots \oplus \mathcal{B}_N \). Then the following statements are equivalent:

(i) \( (\psi^{(1)}, \ldots, \psi^{(N)}) \) is a \( C_b \)-solution of the IBC system (40)–(43) with initial values given by (44).

(ii) \( (\psi^{(1)}, \ldots, \psi^{(N)}) \in \mathcal{D} \) is a fixed point of \( F \).

Proof: On the one hand, if (i) holds then we have \( (\psi^{(1)}, \ldots, \psi^{(N)}) \in \mathcal{D} \) and \( F \) is constructed such that it does not change the functions \( \psi^{(n)} \).

On the other hand, let \( (\psi^{(1)}, \ldots, \psi^{(N)}) \in \mathcal{D} \) be a fixed point of \( F \). Then the initial conditions are satisfied by definition of \( \mathcal{D} \). It remains to show that \( (\psi^{(1)}, \ldots, \psi^{(N)}) \) also satisfies the multi-time equations and IBCs. To demonstrate this, we would like to apply lemma 7.6. However, in order to show that the IBC system is satisfied for some sector \( 1 \leq n \leq N \), lemma 7.6 requires the consistency conditions (136) for that \( n \). Now for \( n = N \), (136) is satisfied trivially as \( f_k^{(N)} = 0 \) \( \forall k \). That means, lemma 7.6 yields that \( \psi^{(N)} \) satisfies the IBC system for the \( N \)-th sector. Now we can use lemma 7.9 to conclude that the consistency condition (136) holds also for \( n = N - 1 \). Thus, lemma 7.6 shows that the IBC system is satisfied for \( n = N - 1 \). Using the two lemmas alternatingly for descending \( n = N - 2, \ldots, 1 \) eventually yields (i).

Lemma 7.9 For every \( T > 0 \), \( F \) has a unique fixed point in \( \mathcal{D} \).

Proof: We shall use Banach’s fixed point theorem. To this end, we first show that \( \mathcal{D} \) is a closed subset of a Banach space. For \( \gamma = 0 \), the weighted norms (152) on \( \mathcal{B}_n \) are the canonical norms on \( C_b \)-function, and it is well-known that this leads to complete spaces. Since we have the inequalities

\[ \left\| f^{(n)} \right\|_{\mathcal{B}_n, 0} e^{-\gamma T} \leq \left\| f^{(n)} \right\|_{\mathcal{B}_n, \gamma} \leq \left\| f^{(n)} \right\|_{\mathcal{B}_n, 0} \quad \forall n \in \mathbb{N}, \tag{163} \]

the \( \left\| \cdot \right\|_{\mathcal{B}_n, \gamma} \) norms are all equivalent for all \( \gamma \geq 0 \). Thus, \( \mathcal{B}_1 \oplus \cdots \oplus \mathcal{B}_N \) equipped with the norm

\[ \left\| (f^{(1)}, \ldots, f^{(N)}) \right\|_{\mathcal{B}_1 \oplus \cdots \oplus \mathcal{B}_N, \gamma} = \sum_{n=1}^{N} \left\| f^{(n)} \right\|_{\mathcal{B}_n, \gamma}. \tag{164} \]

is a Banach space. Moreover, it is easy to see that \( \mathcal{D} \subset \mathcal{B}_1 \oplus \cdots \oplus \mathcal{B}_N \) is a closed subset. It remains to show that \( F : \mathcal{D} \rightarrow \mathcal{D} \) is a contraction. To this end, let

\[ (v^{(1)}, \ldots, v^{(N)}), (w^{(1)}, \ldots, w^{(N)}) \in \mathcal{D}, \]

\[ (\psi^{(1)}, \ldots, \psi^{(N)}) := F(v^{(1)}, \ldots, v^{(N)}), (\phi^{(1)}, \ldots, \phi^{(N)}) := F(w^{(1)}, \ldots, w^{(N)}). \tag{165} \]

By linearity of the IBC system, \( \psi^{(n)} - \phi^{(n)} \) is, for \( n = 1, \ldots, N \), a solution of (128) with the inhomogeneities and boundary values replaced by the difference between the ones for \( \psi^{(n)} \) and \( \phi^{(n)} \) and initial data equal to zero. Keeping this in mind, we now prove the following (crude) estimate by induction over \( n \leq N \):

\[ \left\| \psi^{(n)} - \phi^{(n)} \right\|_{\mathcal{B}_n, \gamma} \leq \frac{1}{\gamma} (2N)^{4n} \| A \|_{\infty} \left( \min_{[n+1,N]} \sum_{k=2}^{n+1-k} \| B \|_{\infty}^{n+1-k} \left\| \psi^{(k)} - w^{(k)} \right\|_{\mathcal{B}_k, \gamma} \right). \tag{166} \]
Thus (166) for \( n = 1 \).

**Induction step** \( n \to n + 1 \): Assume that (166) holds for some \( n \geq 1 \). We first consider the case \( n \leq N - 2 \). Using (154) for \( n + 1 \) and then the induction hypothesis yields:

\[
\left\| \psi^{(n+1)} - \phi^{(n+1)} \right\|_{\mathcal{B}_{n+1},\gamma} \leq \frac{(2N)^4}{\gamma} \| A \|_{\infty} \left( \frac{v^{(n+2)}}{2} - \frac{w^{(n+2)}}{2} \right) + \frac{N^2}{\gamma} \left\| B \right\|_{\infty} \left( \left\| v^{(n)} - \phi^{(n)} \right\|_{\mathcal{B}_{n},\gamma} + \gamma \left( \frac{2N}{\gamma} \left| \psi^{(n)} \right| \right) \right).
\]

In case \( n = N - 1 \), the same calculation goes through, except that the term with \( v^{(n+2)} - w^{(n+2)} \) is absent since \( f_k^{(N)} = 0 \forall k \). Thus, the sum ends at \( N \). This proves (166).

Next, we determine an upper bound on the total norm,

\[
\left\| (\psi^{(1)}, \ldots, \psi^{(N)}) - (\phi^{(1)}, \ldots, \phi^{(N)}) \right\|_{\mathcal{B}_{1} \oplus \cdots \oplus \mathcal{B}_{2},\gamma} \leq \sum_{n=1}^{N} \left\| \psi^{(n)} - \phi^{(n)} \right\|_{\mathcal{B}_{n},\gamma}
\]

\[
\leq \frac{1}{\gamma} (2N)^4 \| A \|_{\infty} \sum_{n=1}^{N} \sum_{k=2}^{\min\{n+1, N\}} \left\| B \right\|_{\infty} \left\| v^{(k)} - w^{(k)} \right\|_{\mathcal{B}_{k},\gamma}
\]

\[
\leq \frac{1}{\gamma} (2N)^4 \| A \|_{\infty} \sum_{n=1}^{N} \max\{1, \| B \|_{\infty} \} \sum_{k=1}^{N} \left\| v^{(k)} - w^{(k)} \right\|_{\mathcal{B}_{k},\gamma}
\]

\[
\leq \frac{1}{\gamma} (2N)^4 + 1 \| A \|_{\infty} \max\{1, \| B \|_{\infty} \} \left\| (v^{(1)}, \ldots, v^{(N)}) - (w^{(1)}, \ldots, w^{(N)}) \right\|_{\mathcal{B}_{1} \oplus \cdots \oplus \mathcal{B}_{2},\gamma}.
\]

If we now choose, for example, \( \gamma = 5 (2N)^4 + 1 \| A \|_{\infty} \max\{1, \| B \|_{\infty} \} \), then (169) yields:

\[
\left\| F(v^{(1)}, \ldots, v^{(N)}) - F(w^{(1)}, \ldots, w^{(N)}) \right\|_{\mathcal{B}_{1} \oplus \cdots \oplus \mathcal{B}_{2},\gamma} \leq \frac{1}{5} \left\| (v^{(1)}, \ldots, v^{(N)}) - (w^{(1)}, \ldots, w^{(N)}) \right\|_{\mathcal{B}_{1} \oplus \cdots \oplus \mathcal{B}_{2},\gamma}.
\]

Thus \( F \) is a contraction, and Banach’s fixed point theorem yields the claim. □

Together with lemma 7.3, this finishes the proof of theorem 4.1, establishing that the multi-time IBC system has a unique \( C^1_b \)-solution for all positive times.

### 7.5 Proof of Theorem 4.2

We need to show that (21) holds. To this end, we consider both sides of the condition separately. For \( n = N \), we just have the free evolution equations on \( \mathcal{B}_{2}, \gamma \), which ensure (21). We now turn to \( 1 \leq n < N \).
On the one hand, we have (writing out \( j^{\mu_1\ldots\mu_{n+1}} \) in components):

\[
    j^{\mu_1\ldots\mu_{n+1}} = \sum_{s_1\ldots s_{n+1} = \pm 1} |\psi^{(n+1)}_{s_1\ldots s_{n+1}}|^2 (-s_1)^{\mu_1} \ldots (-s_{n+1})^{\mu_{n+1}},
\]

and therefore:

\[
    j^{\mu_1\ldots\mu_{k-1\,01}\mu_{k+1\ldots\mu_n}} - j^{\mu_1\ldots\mu_{k-1\,10}\mu_{k+1\ldots\mu_n}} = 2 \sum_{s_1\ldots s_k\ldots s_n} (-s_1)^{\mu_1} \ldots (-s_k)^{\mu_k} (-s_n)^{\mu_n} \left( -|\psi^{(n+1)}_{s_1\ldots s_{k-1} - s_k + 1\ldots s_n}|^2 + |\psi^{(n+1)}_{s_1\ldots s_{k-1} + s_k + 1\ldots s_n}|^2 \right),
\]

where \( \widehat{()} \) denotes omission. On the other hand, we compute:

\[
    (-1)^k \partial_{k,\mu_k} j^{\mu_1\ldots\mu_n}(x_1, \ldots, x_n) \mid_{(171)} = \sum_{s_1\ldots s_n} (-s_1)^{\mu_1} \ldots (-s_n)^{\mu_n} \left( (-1)^k (\partial_k - s_k \partial_{x_k}) |\psi^{(n)}_{s_1\ldots s_n}|^2(x_1, \ldots, x_n) \right).
\]

Using (40), we have:

\[
    (-1)^k (\partial_k - s_k \partial_{x_k}) |\psi^{(n)}_{s_1\ldots s_n}|^2(x_1, \ldots, x_n) = -i (\psi^{(n)})^*_s s_1\ldots s_n (x_1, \ldots, x_n) \sum_{t,u} A_{s_k}^{itu} \psi^{(n+1)}_{s_1\ldots s_{k-1} t u s_{k+1}\ldots s_n} (x_1, \ldots, x_{k-1}, x_k, x_{k+1}, \ldots, x_n) + \text{c.c.}
\]

\[
    = 23 \left( (\psi^{(n)})^*_s s_1\ldots s_n (x_1, \ldots, x_n) \sum_{t,u} A_{s_k}^{itu} \psi^{(n+1)}_{s_1\ldots s_{k-1} t u s_{k+1}\ldots s_n} (x_1, \ldots, x_{k-1}, x_k, x_{k+1}, \ldots, x_n) \right).
\]

Here “c.c.” denotes the complex conjugate of the previous summand.

Now we compare (173) with (172). Demanding that both expressions be equal (condition (21)) yields

\[
    0 = \sum_{s_1\ldots s_{k-1} - s_k + 1\ldots s_n} (-s_1)^{\mu_1} \ldots (-s_k)^{\mu_k} (-s_n)^{\mu_n} \left( -|\psi^{(n+1)}_{s_1\ldots s_{k-1} - s_k + 1\ldots s_n}|^2 + |\psi^{(n+1)}_{s_1\ldots s_{k-1} + s_k + 1\ldots s_n}|^2 \right) (x_1, \ldots, x_{k-1}, x_k, x_{k+1}, \ldots, x_n) + \frac{1}{2} (-1)^k \sum_{s_k} (\partial_k - s_k \partial_{x_k}) |\psi^{(n)}_{s_1\ldots s_n}|^2(x_1, \ldots, x_n).
\]

This condition is certainly satisfied if all the summands vanish individually. Demanding that this be so and considering (174) gives the condition

\[
    \sum_{s_k} \Im \left( (\psi^{(n)})^*_s s_1\ldots s_n (x_1, \ldots, x_n) \sum_{t,u} A_{s_k}^{itu} \psi^{(n+1)}_{s_1\ldots s_{k-1} t u s_{k+1}\ldots s_n} (x_1, \ldots, x_{k-1}, x_k, x_{k+1}, \ldots, x_n) \right) = 0.
\]

Now, except for additional spin indices and spacetime variables this condition has exactly the form of the condition for the model with only two sectors (see (34)). There the condition

\[
    \left( -|\psi^{(2)}_{-+}|^2 + |\psi^{(2)}_{++}|^2 \right) (x, x) = \sum_{s_1} \Im \left( (\psi^{(1)})^*_s (x) \sum_{t,u} A_{s_1}^{tu} \psi^{(2)}_{tu} (x, x) \right)
\]

(177)
was ensured by the IBC (25)

\[ \psi^{(2)}_{++} - e^{i\theta}\psi^{(2)}_{+-}(x, x) = \sum_s B_s^s \psi^{(1)}_s(x). \]  

(178)

In an analogous way, we conclude that the IBCs (43) ensure the conditions (176) for \( k = 1, \ldots, n; n = 1, \ldots, N - 1 \).

\[ \square \]

8 Discussion

By constructing an explicit model of massless Dirac particles in 1+1 dimensions, we have shown that interior-boundary conditions can be combined with Dirac’s concept of multi-time wave functions. As the IBC approach uses the particle-position representation, multi-time wave functions are necessary to make the IBC approach manifestly covariant. We have then demonstrated rigorously the existence and uniqueness of solutions and identified a wide class of IBCs which ensure probability conservation on arbitrary Cauchy surfaces, in particular in all Lorentz frames. Overall, we have obtained a new rigorous and (almost fully) covariant model QFT. As discussed in Sec. 6 “almost fully covariant” here means that the model contains certain constant matrices \( A, B \) which would have to transform in a certain way for the model to be Lorentz invariant. We believe that this limitation is due to the fact that the model uses only fermions and does not involve exchange particles (e.g. photons) yet.

While we have explained how to obtain a multi-time formulation of the IBC approach only at the example of a particular model, we think that the basic insights can also be transferred to more general cases. For higher space-time dimensions, for example, we expect that a similar consideration as used in Sec. 7.1 to obtain the condition (19) for local probability conservation will lead to the correct IBCs. This consideration only requires that the respective free multi-time equations have a conserved tensor current \( j^{\mu_1 \cdots \mu_n}(x_1, \ldots, x_n) \) with the right properties for each sector of Fock space.

For higher dimensions, though, one will have to take into account that the codimension of the set of coincidence points \( \mathcal{C} \) is greater than for 1+1 dimensions. To determine the probability flow into \( \mathcal{C} \), one then has to take integrals over balls with infinitesimal radii instead of mere limits towards \( \mathcal{C} \). This will lead to the appearance of integrals also in the IBC, as well as in the term which then replaces \( A \psi^{(n+1)} \) in the equation of motion for \( \psi^{(n)} \). The integrals in the IBC will then force the wave function to become divergent, i.e., more singular than in the 1+1 dimensional case. It seems that such a strong singularity is related to the ultraviolet divergence problem. It would be a highly interesting question for future research to see whether the IBC approach can also help to overcome the UV problem in these cases. Previous works in the non-relativistic case (i.e., for the Laplacian as the free Hamiltonian) [24, 25, 10, 11] suggest that this may be so; however, in the relativistic case (and for the Dirac Hamiltonian) the question is completely open. An important obstacle is that point interactions do not seem to be possible for the Dirac operator in 1+3 dimensions [23].

As indicated before, it would be desirable to treat more realistic QFTs involving exchange bosons with the multi-time IBC approach in the future. The exchange particles would help to make the theory fully Lorentz invariant. However, one then requires a suitable particle-position representation of bosonic wave functions which is an open problem by itself. For photons, the difficulties have recently been discussed in [9] and a new wave equation for the photon has been suggested. It might be possible to combine a multi-particle (and multi-time) version of that equation with our model. As the probability current of
involves a preferred time-like vector field, the IBCs (and consequently the whole wave function dynamics) would then likely depend on that preferred vector field.

Finally, we believe that our results hold also in the massive case (after all, the mass term corresponds only to a bounded operator); however, the simple solution formulas we have used for our fixed point scheme are not available then. Consequently, we expect the analysis to become substantially more complicated.
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