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A B S T R A C T

Research on Coronavirus Disease 2019 (COVID-19) detection methods has increased in the last months as more accurate automated toolkits are required. Recent studies show that CT scan images contain useful information to detect the COVID-19 disease. However, the scarcity of large and well balanced datasets limits the possibility of using detection approaches in real diagnostic contexts as they are unable to generalize. Indeed, the performance of these models quickly becomes inadequate when applied to samples captured in different contexts (e.g., different equipment or populations) from those used in the training phase. In this paper, a novel ensemble-based approach for more accurate COVID-19 disease detection using CT scan images is proposed. This work exploits transfer learning using pre-trained deep networks (e.g., VGG, Xception, and ResNet) evolved with a genetic algorithm, combined into an ensemble architecture for the classification of clustered images of lung lobes. The study is validated on a new dataset obtained as an integration of existing ones. The results of the experimental evaluation show that the ensemble classifier ensures effective performance, also exhibiting better generalization capabilities.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

COVID-19, which appeared for the first time in China in December 2019, rapidly spread around the world and became a pandemic. It has caused a devastating effect on both the public health and the global economy, changing our daily lives. The rapid spread of the COVID-19 epidemic constitutes a relevant research challenge, from different points of view: humanitarian as well as technological. In particular, COVID-19 is the first pandemic in the digital era, therefore there is a large amount of publicly available information collected by various institutions allowing the enrollment of the entire scientific community to provide their contribution to analyze such a complex and multifaceted context.

Research communities of different research centers are actively participating in developing effective diagnostic mechanisms and solutions for its treatment.

In the medical field, the use of medical images is widespread. Medical professionals and radiologists commonly use medical images for diagnosing and prescribing treatment of diseases. Historically, template-based and retrieval-based approaches have been proposed and are now superseded by methods based on deep neural networks. The network architecture used for these pattern recognition tasks may include encoder-decoder frameworks, fully connected networks, convolutional neural networks (CNN) that extracts the visual features from images and are trained on the dataset. Specifically, the research studies in the field of medicine or biotechnology aimed at mitigating this pandemic greatly exploit recent developments in convolutional neural networks especially for pattern recognition tasks [1].

The major challenges in the COVID-19 rapid detection are related to the long duration of the tests for the diagnosis of the disease, and the long time required to provide physical equipment for tests. This leads to the lack of an adequate number of kits for COVID-19 detection available worldwide.

According to this, experts evaluate the adoption of AI-driven tools [2] for the collection of multiple data types and the detection of anomaly patterns due to COVID-19. Among these useful data, CT (Computed Tomography) scan images represent an alternative diagnosis method with several advantages of leveraging them [3].

In this direction, Deep learning (DL) algorithms could provide a useful tool for the COVID-19 disease detection. Indeed, Deep learning techniques have been successfully applied in many similar problems such as skin cancer classification [4], Parkinson and brain disease classification [5], and pneumonia detection through chest X-ray images [6]. As a consequence, several AI models have been proposed for the automatic diagnosis of COVID-19 from medical images [6,7]. Several models exploit images of the chest, obtained through CT scans that provide a 3D view of organs and a convenient way to analyze the disease effects on the impacted locations.
Some recent studies highlight that the sensitivity of CT for COVID-19 infection is 98% compared to the RT-PCR (Reverse Transcriptase-Polymerase Chain Reaction) sensitivity of 71% [8,9]. However, a limit of these applications is the scarcity of large heterogeneous and well-balanced datasets. This reduces the possibility of using detection approaches in real diagnostic contexts as they are unable to generalize to wider populations, demographics, or geographies [10,11]. Moreover, the performance of these models seems inadequate when applied to samples captured in different contexts (e.g., different equipment or populations) compared to those used for the neural networks training phase [11].

In this study, a novel DL-based ensemble approach for automatic and accurate COVID-19 disease detection using CT scan images is proposed. The ensemble classifier is obtained as a combination of three pre-trained deep neural networks (i.e., VGG, Xception, and ResNet) evolved with a direct coding scheme based on genetic programming. In particular, three single classifiers are built to analyze three different groups of clustered images, one for each lung lobe. This allows one to specialize each single classifier on a specific lung area to increase the classification performance. To validate this approach, this study introduces a balanced dataset obtained as an integration of two existing ones. The goal is to overcome the limitations of similar studies by evaluating, in a real scenario, if the proposed approach improves the performance of the classification and exhibits better generalization capabilities across different datasets.

To this aim, the validation reported in this study compares the ensemble approach with the pre-trained models carefully analyzing their performance. Specifically, the described assessment quantifies the impact of dataset integration, lobe-driven CT images clustering, and the ensemble architecture on the final end-to-end detection performance.

The remainder of the paper is organized as follows. In Section 2, a background on convolutional neural networks and genetic algorithms is provided. Section 3 presents and discusses the most relevant related work, highlighting differences and common aspects. The proposed approach is described in Section 4, whereas the experiment description is explained in Section 5. An in-depth discussion of the experiment results is reported in Section 6. Finally, Section 7 highlights some threats to the validity of the described experiments, while Section 8 discusses some final remarks and future research directions.

2. Background

2.1. Convolutional neural networks

In this study, we compare the performance obtained by using three state-of-the-art alternative pre-trained convolutional neural networks (CNNs) [12], i.e., ResNet50, VGG19, and Xception. The reason for the pre-training is that the refinement of a pre-trained network with transfer learning is generally much faster and easier than training from scratch, by requiring a minimal amount of data and computing resources. Transfer learning uses knowledge of one type of problem to solve similar problems and allows the usage of a pre-trained network in order to learn a new activity.

VGG19 [13], shown in Fig. 1, was conceived and created by the Visual Geometry Group of the University of Oxford for the ImageNet Large Scale Visual Recognition Challenge (ILSVRC-2014). This type of CNN receives as input a fixed-size RGB image (224 x 224), which is passed through a stack of convolutional layers using 3 x 3 filters, with a step size of 1 pixel, covering the whole notion of an image. It usually has 16 convolutional layers followed by 3 fully connected layers. The first two have 4096 channels each, the third one contains 1000 channels and performs ILSVRC classification. The final layer is characterized by a softmax activation function. All hidden layers are equipped with the ReLU function.

ResNet-50 [14] is a very deep convolutional neural network, made up of 50 layers, which, with the help of a technique known as “skip connection”, paved the way for the so-called residual networks. Moreover, ResNet-50 neural networks are an innovative solution to the problem of the escaping gradient. As shown in Fig. 2, a ResNet-50 stacks the levels and initially skips some of them in the first phases of the training, reusing the activation functions from previous levels. The jump initially compresses the network into only a few levels, which allows for faster learning. Then, when the network trains again, all the layers are expanded and the “residual” part of the network explore more and more the feature space of the source image.

The Xception model [15] usually overcomes the previously described CNNs in both speed and accuracy. It relies on two main points: “Depth-wise Separable Convolution” and “Shortcuts between Convolutional blocks” as in the ResNet. As shown in Fig. 3, the architecture of the Xception model is based on depth-wise separable convolutional layers and consists of three major sections: Entry Flow, Middle Flow, and Exit Flow. Each Convolution and Separable Convolution layer is followed by a batch normalization layer. The Xception model takes the principles of Inception to an extreme, instead of partitioning input data into several compressed chunks, it maps the spatial correlations for each output channel separately and then performs a 1 x 1 depth-wise convolution to capture cross-channel correlation.

2.2. Evolutionary algorithms for neural networks optimization

In this study, the design of the single classifiers is driven by an evolutionary algorithm [16], that is responsible for search for effective adaptations of pre-trained deep neural networks to the given classification task. Specifically, a generic genetic algorithm is used to optimize both the neural network architectures fine-tuning and the related hyper-parameters. Genetic algorithms are search-based algorithms inspired by the process of natural selection and genetics [17]. They start by constructing an initial set of candidate solutions (population size) and calculate their fitness function in order to evaluate each chromosome in the population. After the fitness value is computed, some genetic operations are performed to select and evolve the population according to the typical genetic process, characterized by bio-inspired operators such as selection, mutation, and crossover. The selection process consists of preserving strong subjects and eliminating the weak ones. In the mutation process, new subjects are produced by randomly combining the existing ones. The crossover operator simulates the reproduction and biological crossover process, and the new subjects are produced by using the genetic material of the existing subjects (parents). The evolutionary process ends when the desired accuracy or the maximal generation number is reached. The genetic algorithms are recently broadly used in several application domains [17] since, given their capability of global search, they are considered as a novel and essential approach related to the modern intelligent calculation. However, the advantages of genetic algorithms are several: (i) they do not require additional information that generally is not available in real-world problems, (ii) they perform better with respect to traditional methods, (iii) they are suitable when the search space is very large and a large number of parameters is involved, like in the case of deep neural networks.

3. Related work

Machine Learning (ML) and DL techniques have been used in medical domains, obtaining good classification results [18,19]. More specifically, ML and DL classifiers have been used to extract the
relevant features from medical images to perform a disease diagnosis and/or prediction [20]. Basing on these premises, in the last months, some research introduced the application of DL for the COVID-19 diagnosis [21]. Some studies [22] propose deep neural networks for either CT scans and Chest X-rays (CXRs) to detect COVID-19 positive cases. Here, we focus on the adoption of DL on CT scan datasets to perform COVID-19 diagnosis. For example, in [9] a weakly supervised deep learning framework for automatic detection and classification of COVID-19 infected regions is introduced. It uses retrospectively extracted CT images from multisources and multi-centres obtaining good results on typical examples of images of COVID-19 and other pneumonia cases. Similarly, authors in [23] adopt various deep CNN based approaches for detecting COVID-19 patients from chest CT images. The F1-score obtained on a dataset composed of images collected from a scientific paper preprint is 0.867. A 3D deep learning model, referred to as COVNet, for detecting COVID-19 patients is also proposed in [24]. On the adopted dataset (composed of 4356 CT scans of 3322 patients) the AUC value for COVID-19 is 0.96. In [25] a combination of DL and Q-deformed entropy handcrafted features have been used for discriminating patients with COVID-19, pneumonia, and healthy cases by their CT lung scans. The best performance for the proposed LSTM network on the adopted dataset (it is obtained by using CT images of COVID-19 patients extracted by Radiopaedia) is 99.68%. Authors in [26] test 10 convolutional neural networks to discriminate COVID-19 from non-COVID-19 cases: AlexNet, VGG-16, VGG-19, SqueezeNet, GoogleNet, MobileNet-V2, ResNet-18, ResNet-50, ResNet-101, and Xception. Among all networks, the best performance on the ad hoc built dataset (it is not available online) is obtained by ResNet-101 with an AUC of 0.994. The study proposed by Mei et al. [27] uses a deep CNN for the training step and both a support vector machine (SVM) and a random forest and multilayer perceptron (MLP) classifiers to detect patients with COVID-19 according to clinical information. Authors create a dataset (not available online) of chest CT scans from 905 patients obtaining in the best case (MLP) similar performance with respect to the classification of a senior radiologist. As also highlighted in [8,11], the bottleneck of these studies is the limited number of high quality publicly available comprehensive datasets. According to this, in [8] the authors adopt transfer learning along with data augmentation to detect COVID-19 patients from a small dataset. This work has considered ResNet18, ResNet50, ResNet101, and SqueezeNet architectures for the experimental evaluation. The best results are obtained by the ResNet18 pre-trained transfer learning-based model (validation accuracy = 97.32% and testing accuracy = 99.4%). This issue is also discussed in [11], where a cross dataset is obtained by integrating CT images of COVID-19 patients in order to obtain a more realistic scenario where images come from different sources. However, these images are also extracted from pre-prints of scientific articles, and data augmentation techniques are applied to increase the number of data. The adopted deep learning models drop from 87.68% to 56.16% of accuracy highlighting the necessity of further studies.

In this paper, differently from the aforementioned studies, we propose a new dataset obtained by integrating publicly available datasets. This allowed us to consider images coming from differ-

---

1. https://arxiv.org/abs/2003.12865
2. www.radiopaedia.org
ent sources avoiding the need of synthetic data. The adoption of the integrated dataset also allowed us to increase the generalization capabilities of the proposed approach with respect to the existing ones. However, differently from other approaches, herein we adopt an ensemble-based classification specialized on different lung lobes performing clustering of CT scan sequences. As proposed in [28], this allows each neural classifier to specialize in a well-defined lobe, capturing its specific patterns of damages and their distribution. The literature about ensemble learning with DL for COVID-19 detection from CT scans is discussed in [29]. Here the authors propose an ensemble-based approach to improve performance with respect to a single classifier. Another deep-LSTM ensemble approach is also proposed in [30]. Similarly, in [31], the authors use an ensemble-based approach to reduce the high degree of inter-observer variability in determining COVID-19. However, we differ from these approaches because our ensemble classifier relies on a preliminary image clustering activity. This clustering activity is aimed to group similar images (one group for each lobe) allowing the neural network to focus on disease patterns specific to a certain lobe. Moreover, another novelty introduced in this study is the adoption of a genetic algorithm, consisting of an evolutionary process to discover the best architecture adaptation of the pre-trained models to adapt them to the COVID-19 detection task. Indeed, we evaluate that this algorithm can be suitable in the proposed domain given the large search space and the high number of parameters.

4. Approach

The classification methodology adopted in this paper is based on a hierarchical multiple classifier schema using majority voting, as depicted in Fig. 4.

Specifically, the ensemble architecture is made of two essential components:

- multiple deep neural networks (i.e., referred to as single classifiers) based on pre-trained models that are adapted and retrained for the COVID-19 detection task by means of an evolutionary algorithm;
- a voting strategy, used to take decisions based on the outcomes of the single classifiers.

The upper part of Fig. 4 depicts the ensemble training process: it starts with merging, clustering, and partitioning procedures used to generate the input for the adopted neural network models during the re-training phase. The output of the clustering step is the set of three sub-datasets \( \{D_l, D_s, D_M\} \) each one used to train a single classifier \( \{C_l, C_s, C_M\} \).

The lower part of Fig. 4 depicts the end-to-end classification schema of the ensemble, revealing also its internal structure. The ensemble is built by combining the re-trained single classifiers \( \{C_l, C_s, C_M\} \) with a majority voting strategy. During the inference phase, for unlabeled and clustered instances of CT scans, the single classifiers are applied to produce the input for the voter (i.e., the super classifier). The voting is performed by using a classic majority voting approach.

In the following subsections, the dataset clustering, the single classifiers optimized by means of an evolutionary algorithm, and the resulting ensemble will be further described.

4.1. Dataset clustering

In this phase, the CT scan images, coming from the two considered datasets, are clustered into three sub-datasets. In particular, referring to the right lung segments (Superior lobe, Inferior lobe, and Middle lobe) we named these three image clusters as follows: \( D_s, D_{im}, D_l \). Figure 5 reports the three groups of CT scan images belonging to the three lung segments.

The adopted clustering procedure starts with an encoding step. In this step the network pre-trained on the image dataset has been used to extract numerical feature descriptors of each image [32]. The images are submitted to the input layer of the network. The outputs coming out of one or more intermediate layers in the network can be used as the feature representation of the image. These features are used to perform a subsequent clustering step with the goal of grouping images that are similar with respect to a distance metric. The selected distance metric is a variant of the Structural Similarity Index Metric (SSIM) that exploits separate functional measures for luminance, contrast, and structural similarity between two images. In order to perform the calculation of local sample statistics, overlapping windows are used, wherein the functional measures are weighted by means, for instance, of a Gaussian-like profile. The overall index is a combination of the three components (structural, luminance, and contrast correlations) yielding to a general form where the three parameters are used to mediate the relative importance of the components themselves. From the original definition of the SSIM, several variants have been proposed by adding multi-scale support and additional components to make the index more robust to alterations that do not change semantic (scaling, rotations and so on). In this work, the four-component multi-scale structural
Fig. 4. Overview of the proposed hierarchical multiple classifiers approach.

Fig. 5. Clusters of CT scans images for lung segments using K-means with $k=3$.

similarity index defined in [33] is used, since it is particularly suitable for radiological images (e.g., CT scans) as highlighted in [34].

Clustering is performed by using the K-means algorithm [35], which works by partitioning $n$ observations into $k$ mutually exclusive clusters and placing each observation into the cluster with the nearest mean. Each cluster in the partition is defined by a centroid, or centre, i.e., the point to which the sum of distances from all objects in that cluster is minimized, so that also the total intra-group variance is minimized. Differently from other approaches, K-means requires choosing the number of clusters. The suitable number of clusters is computed, in this paper, with an automatic method based on silhouette coefficients [36]. A silhouette value $s(i)$ is a measure, for each image $i$, of how similar that image is to images in its own cluster compared to images in other clusters. Hence the silhouette of a cluster is a plot (silhouette plot) of $s(i)$, ranked in decreasing order, for all images in the cluster. Global measures of the silhouettes can be given averaging them over the entire dataset, i.e., the mean of all individual silhouettes, also referred to as the average silhouette width for the dataset. The silhouette coefficients can be then used as a criterion to decide the best number of clusters [37]: the process applies k-means for $k$ varying between two and $n−1$, where $n$ is the number of images, choosing the value of $k$ for which the average silhouette width for the entire dataset is maximized.

As Fig. 6 shows, the optimal choice for the number of clusters is equal to three when choosing 4-MS-SSIM as image similarity metric. This confirms that, when choosing $k = 3$, the CT scans are partitioned into three clusters that roughly belong to the major lungs segments (Fig. 5). From the classification point of view, it is important since grouped images of the same lobe tend to be similar making much easier for the neural network to focus on disease patterns specific to the lobe.
4.2. Single classifiers

As already pointed out, the design of the single classifiers exploits transfer learning and is based on an evolutionary algorithm. In particular, a genetic algorithm coding scheme is used for the representation of the pre-trained network models along with the optimization of the hyper-parameters in the training step.

As a consequence the single classifiers were built through a two-fold process procedure:

- generation of the training and validation sets;
- models re-training driven by the evolutionary algorithm and selection of the best performing classifiers.

Therefore, the classifiers were obtained using transfer-learning-based models, given that they are recognized to be suitable for the medical image classification tasks [4]. In this work, transfer learning is used for the binary classification of chest CT scan images into two categories: COVID-19 and non-COVID-19. To this aim, three different pre-trained transfer-learning-based CNN models were used, namely, VGG19, ResNet, and Xception. Then the pre-trained transfer learning CNN models were re-trained for the binary classification of chest CT images into the aforementioned two classes. For each sub-dataset, the clustered set of images of the patients is composed of instances associated with a label (Covid or Non-Covid) and used for the training steps.

The overall process is highlighted in the upper part of Fig. 4: the first sub-process is depicted on the left side and shows dataset partitioning for the generation of the training/validation datasets. On the right side of the figure, the overall structure of the genetic algorithm (GA) used for AutoML is represented. Specifically, the algorithm executes an evolutionary process to discover the best architecture adaptation of the pre-trained models to classify the clustered CT scans. To achieve this, it takes as input: (i) the set of predefined building blocks belonging to the pre-defined models (VGG, Xception, ResNet), (ii) the population size, (iii) the maximal generation number for the GA, and (iv) the image classification dataset.

The starting population is initialized using random choices with a predefined population size and exploiting an encoding strategy able to represent a set of possible desired adaptations of the original model along with their hyper-parameters. Then, during evolution, the fitness function of each individual, which encodes a particular architecture of the pre-trained model, is evaluated on the input datasets. At this point, the parent individuals are selected based on the fitness function, and then generate a new offspring by applying suitable genetic operators (e.g., mutation and crossover). Finally, the population of individuals that survives into the next generation is selected by applying environmental selection to the current population, composed of the generated offspring population and the parent one. The evolution cycle proceeds until the optimal performance is obtained or the maximum number of iterations is reached.

More specifically, the procedure of the used GA can be detailed as follows:

1. Instantiate the initial population of individuals \( P \) (one for each pre-trained model), and train the CNNs represented by \( P \) using the validation accuracy as a fitness function;
2. Generate a set of \( \lambda \) offspring \( O \), by applying the mutations to \( P \);
3. Perform training on the \( \lambda \) modified pre-trained CNNs represented by offspring \( O \), and assign the validation accuracy to the CNNs as a fitness function;
4. Select elite individuals from the union of the sets of \( P \) and \( O \), and then replace \( P \) with them;
5. Repeat from step 2 until the stopping criterion is satisfied.

The algorithm starts from individuals based on the considered pre-trained models, giving to each model equal chances to produce individuals that perform well on the specific classification task. However, if a pre-trained model is not suitable and produces individuals that are less performing, it is quickly discarded since it will be not included in the elite set at step 3 after several iterations.

In order to represent a trainable model, starting from the original pre-trained model, the following encoding scheme was defined for both the hyper-parameters and the original model structure:

- **Final blocks training specifiers (FBTS)** - indicating which blocks of the original pre-trained model, starting from the last layers, have trainable weights and which ones are locked (specifically the string specifies ‘L’ for locked weights and ‘T’ when they are trainable);
- **number of FC layers** - indicating the number of layers of the fully connected (FC) final block used to re-train the solution on the given classification task;
- **FC neuron scheme** - specifying the size, in neurons, of each layer of the fully connected final block;
- **FC dropout scheme** - specifying where to insert dropout layers along with dropout rate probabilities (i.e., the probability of training a given node in a layer);
- **Optimizer** - specifying the optimization algorithm used to perform training.

4.3. Super classifier and ensemble learning

Ensemble learning [38] consists of a set of classifiers used to classify new instances in a combined fashion, i.e., the decision of
each classifier is taken into account as a vote and all votes are combined together, according to a certain rule, producing a final overall classification decision as its output.

In the proposed approach, the ensemble employs the three single classifiers: $C_1$, $C_2$, $C_3$. The output of each classifier could be different because different training data are used in the single classifier itself. Moreover, we adopted the majority voting strategy for the combination of the outputs. Majority voting [39] counts the votes per label of all single classifiers and decides using the label with most votes. More precisely, for an unknown instance $x$, each single basic classifier $p$ produces a class-output probability function $f_{p,m}(x)$ for each $m$th class. In general, with $M$ classes (two in our case) and $L$ classifiers (three in our case), the predicted class is the $k$th class that collects the largest number of votes, given by the following formula:

$$\text{class}(x) = \underset{k=1...M}{\text{argmax}} \left( \sum_{p=1}^{L} (p = \text{argmax}\{f_{p,m}(x)\} \text{ then } 1 \text{ else } 0) \right),$$

(1)

where $p$ iterates over the $L$ classifiers and $m$ and $k$ over the $M$ classes.

5. Experiment description

In the following sub-sections, the research questions, the dataset construction process and the evaluation setting are described.

5.1. Research questions

The research goals described in the introduction are detailed in the following research questions:

**RQ1:** Is the performance of the best fine-tuned pre-trained deep neural network classifiers compatible with their usage in a real-world diagnostic context?

This research question aims to assess, evaluate, and compare the performance of the analyzed transfer learning models to detect Covid-19 positive patients using CT scans to train the classifiers on different datasets. We have evaluated whether a model re-trained on one dataset has good performance when tested on another dataset in order to be effective in a real context or not. The re-training process is driven by the evolutionary process described in the previous section and responsible for selecting the best performing network models through:

- architectural fine-tuning decisions, applied to the original model definitions (i.e., the layers of the original model that are locked and the ones to be retrained);
- hyper-parameters optimization (HPO) of the unlocked layers.

**RQ2:** To what extent does lobe-driven clustering of CT scan images improve the performance of the pre-trained deep neural network classifiers?

This research question aims at assessing and evaluating the performance of the best pre-trained deep neural network classifiers in detecting COVID-19 instances when CT scan images are clustered per lobe.

**RQ3:** To what extent does the integration of the datasets improve the performance of the pre-trained deep neural network classifiers?

This research question investigates whether the best networks trained on the integrated dataset provide better classification performance than the best networks trained on the single datasets.

**RQ4:** Is the proposed ensemble model more effective than the pre-trained deep neural network classifiers across the different datasets?

This research question investigates whether the ensemble classifier with majority voting improves the classification performance or not. In order to answer this question the performance of the ensemble classifier is compared with the performance of the single classifiers.

5.2. Datasets construction

The dataset construction represents a critical aspect for the diffusion and improvement of DL approaches for detecting COVID-19 patients exploiting CT images of the chest [8,11]. However, the publicly available datasets usually collect CT images having different formats, quality (several studies used images scanned by scientific papers or websites), and generated in a different way (i.e., real data and augmented data). Moreover, some studies [8] show that the performance of the existing approaches strongly depends on the adopted dataset, causing a reduced generalization of the obtained research results. These considerations motivated our idea to generate a new dataset as an integration of some existing ones.

The integration process consists of the following main steps:

1. selection of proper datasets;
2. cleaning and filtering of the selected datasets;
3. merging and balancing of the datasets.

The first step entails the selection of the datasets to integrate on the basis of their characteristics. According to this, a study of the publicly available existing datasets and a rigorous data acquisition process were performed. In particular, all the datasets containing artificially generated images were discarded, while we selected only datasets containing, for all the considered patients (those affected by COVID-19 and those not affected by the disease), the CT images for all the lung segments. Basing on the above criteria, two datasets, namely the Extensive COVID-19 X-Ray and CT Chest Images Dataset3 and the Coronavirus (COVID-19) CC-19 dataset4, were selected.

The first dataset contains both X-Ray and CT scan gray-scale images and its samples were increased through different augmentation techniques. The second dataset features only CT scan images coming from 89 subjects, 68 positive to COVI D - 9 and 21 negative. The images are gray-scale and both 2D and 3D; moreover, they were collected in the earlier days of the epidemic from various hospitals in Chengdu, the capital city of Sichuan. For both datasets, we considered only CT scans acquired in the cranio-caudal direction, with the patients lying in the supine position. Some examples of the considered images are reported in Fig. 5, wherein the inner dark cavities correspond to hypodense regions, i.e., the lungs, whereas the surrounding white hyperdense structures are soft tissues. The dark upper part of the images is the air, while the structures in the bottom part of the images represent the couch where the subject is lying down.

The pre-processing encompassed cleaning and filtering activities. Moreover, all the images having low quality were removed and all patients having a reduced or incomplete number of CT images (i.e., not all the lobes were shown) were removed, together with their corresponding CT scans.

The cleaned versions of the aforementioned datasets (hereinafter called $D_1$ and $D_2$) were then merged into an integrated dataset ($D_3$, joint dataset). To ensure that the integrated dataset was well balanced, a reduced number of patients from the larger dataset is used. As a matter of fact, $D_1$ contains 23,398 images, thereof 14,074 are labeled as COVID-19 and 9324 as non-COVID-19, respectively.

The overall dataset (the joint one and the two sub-datasets, $D_1$ and $D_2$) is freely available at this link3. The link contains also part

3 https://doi.org/10.17632/8h65ywD2jr.3
4 https://github.com/abdkhansfd/COVID-19
5 https://bit.ly/34QJUSd
of an additional dataset, namely SARS-COV-2 Ct-Scan Dataset\(^6\), selected from the Web, which is used to test the performance on a dataset never used in the training phase and re-named, in its reduced form, as \(D_3\). This dataset contains 1252 CT scans of patients that are positive for SARS-CoV-2 infection and 1229 for patients non-infected by SARS-CoV-2, collected from real patients in hospitals from São Paulo, Brazil, in 2020. Table 1 summarizes the main characteristics of all considered datasets. For all the considered datasets the image format and resolution is the same, that is, jpeg format with a resolution of 512 × 512 pixels.

Finally, in Fig. 7 we show the gray-scale profile of two images extracted from \(D_1\) (left) and \(D_2\) (right) as regards the medium lobes of COVID-19 patients. The similarity of the profiles, after they were normalized, was measured through the correlation coefficient and the chi-square distance, which resulted to be 0.4822 (with perfect similarity equal to 1.0) and 11.37 (with exact similarity equal to 0.0), respectively.

### 5.3. Experimental setting

A set of experiments was performed to answer each research question introduced in Section 5.1.

Referring to RQ1, the performance of the VGG, Xception, and ResNet networks was evaluated by considering different combinations of the train and test sets: \((D_1, D_1), (D_1, D_2), (D_2, D_1), \) and \((D_2, D_2)\). The genetic algorithm, previously mentioned, was used for identifying the optimal pre-trained network models with the optimization of the hyper-parameters in the training step.

We tested different architectures of the basic component classifier considering the following ranges for the solution parameters:

- **Final blocks training specifiers (FBTS):** A three character string specifying an L or a T for each block to leave locked or to set as trainable;
- **FC number of layers:** the number of layers for the final fully connected block varies in the range \([2, 6]\);
- **FC neurons scheme:** the number of neurons for each layer, ranging in the interval \([1, 256]\);
- **FC dropout scheme:** in this study it is changing in the interval \([0.10; 0.25]\);
- **Optimizer:** the Stochastic Gradient Descent (SGD) with Nesterov’s accelerated gradient \([40]\), RMSProp, and Nadam optimization algorithms were considered.

RQ2 was explored by comparing the performance of the VGG, Xception, and ResNet networks trained on the clustered datasets with respect to their performance when they are trained on not clustered CT scans images.

In order to answer RQ3, the performance of VGG, Xception, and ResNet networks was evaluated and compared by considering different combinations of train and test sets: \((D_1, D_1), (D_1, D_2), (D_1, D_1), (D_1, D_2), (D_2, D_1), (D_2, D_2), (D_1, D_1), (D_1, D_2), (D_1, D_1), (D_1, D_2)\).

Finally, for answering RQ4, the performance of the ensemble classifier for all the combinations of train and test datasets (as listed for RQ3) was compared with the one obtained to answer RQ3.

Moreover, as an additional experiment, the performance of the single and the ensemble classifiers was evaluated and compared when the testing is performed on an additional dataset \(D_3\), never used for the training.

As for the deep neural network classifiers, they have trained for a changing number of layers and a varying number of epochs with binary cross-entropy as a loss function. The deep neural network classifiers were implemented using Tensorflow\(^7\), an open platform for machine learning tasks, and Keras\(^8\), an open source neural network library written in Python. Similarly, the multiple ensemble classifier was developed using the Python programming language as well.

The metrics used to evaluate the training performance have been the **Accuracy** and the **Loss**. The loss function gives information on how well the dataset is modeled by the network. High values of loss mean that the predictions are totally wrong. On the other hand, if the loss is low, the prediction is performing well. The accuracy and loss function are inversely proportional: when accuracy is getting better, the loss is getting worse, and viceversa.

On the other hand, the classification results were evaluated using **Accuracy**, **Precision** (P), **Recall** (R), F1-score (F1), and **ROC Area**.

---

\(^6\) https://www.kaggle.com/plameneduardo/sarscov2-ctscan-dataset

\(^7\) https://www.tensorflow.org/

\(^8\) https://keras.io/
They are computed as follows:

\[
\text{Accuracy} = \frac{tp + tn}{tp + tn + fp + fn},
\]

\[
P = \frac{tp}{tp + fp},
\]

\[
R = \frac{tp}{tp + fn},
\]

\[
F1 = \frac{2P \times R}{P + R}
\]

where \( tp \) (true positives) is the number of correctly detected relevant instances, \( fp \) (false positive) is the number of irrelevant instances wrongly detected as relevant, \( fn \) (false negatives) is the number of relevant instances wrongly detected as irrelevant, \( tn \) (true negatives) is the number of irrelevant instances, correctly not detected.

Finally, the ROC Area (AUC) measures the probability that a relevant instance randomly selected is classified above a not relevant one.

The experiments were performed by using an Intel Core i9 7920X (18 cores), with 64GB of RAM and 2 GPUs (NVIDIA RTX 3090 24GB of RAM).

6. Results and discussion

In this section, we report the results obtained by performing the set of experiments described in subsection §5.3 that we discuss, in the following, according to the research questions defined in subsection §5.1.

As regards RQ1, Table 2 reports the performance (P, R, and F1) obtained by each pre-trained single neural network by using as train and test set all the possible combinations of D1 and D2 (reported in the columns titled “Train” and “Test”, respectively). For the sake of brevity, the table reports only the results corresponding to the best combination of the hyper-parameters (indicated in the columns from three to seven). From the table, we can observe that the best performance is obtained whenever the same dataset is used for training and testing. However, this condition is quite far from a real-world diagnostic context, wherein the test is performed on unknown new cases. A more realistic scenario is when different datasets are used for training and testing. In these conditions, we observe that the performance of the classifiers is, in some cases, quite reduced.

This is clear by looking at all the considered metrics in Table 2, in particular focusing on the F1-score. Considering, as an example, the networks trained on D1, we can observe that when the test is performed on D1 the best F1-score is obtained for VGG19 and its value is 0.994. Differently, when the test is performed on D2, the best F1-score is obtained for VGG19 and its value is 0.687.

Similar considerations can be drawn when the training is performed on D2.

Figure 8 confirms that, generally, the best average F1-score is obtained when training and testing are performed on the same dataset (a) with respect to the case where training and testing are performed on different datasets (b).

These outcomes corroborate the considerations discussed in [11], highlighting that the good performance obtained in several recent studies is strongly influenced by the use of the same dataset for training and testing the neural network.

In order to answer RQ2, some meaningful results are reported in Table 3. The table shows all the possible combinations of clustered datasets used for training and testing on images from the same lung lobe, as well as the relative performance obtained by the best considered neural network. Comparing Table 3 and Table 2, it emerges that the use of clustered datasets has a limited impact on the classification performance when the same dataset is used for training and testing.

However, by observing Fig. 9, it comes out that, using clustering, the F1-score of the single classifiers, trained and tested on the same dataset, is usually equal or lower compared with the best F1-score obtained using the corresponding non-clustered. Conversely, when the train and test datasets are different, the use of clustering...
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Fig. 8. Average F1-score performance comparison for the single classifiers: (a) training and testing on the same dataset, (b) training and testing on different datasets.

**Table 3**

The results of the best performing single neural networks trained and tested on datasets $D_1$, $D_2$, and $D_3$, clustered per lobe.

| Train | Base Model | FBTS | FC Layers | FC #Neurons Scheme | FC Dropouts Scheme | Optimizer | Test | P   | R   | F1   |
|-------|------------|------|-----------|--------------------|--------------------|-----------|------|------|------|------|
| $D_{11}$ | VGG19 | LLL | 4 | 112 - 118 - 84 - 31 | 0.18 - N - 0.12 | SGD | $D_{11}$ | 0.968 | 0.969 | 0.969 |
| $D_{11}$ | XCEPTION | LLLT | 6 | 244 - 128 - 92 - 64 - 64 - 54 - 24 | 0.15 - 0.15 - 0.12 - 0.10 - 0.10 | NADAM | $D_{11}$ | 0.869 | 0.791 | 0.776 |
| $D_{11}$ | XCEPTION | LLLT | 5 | 202 - 106 - 88 - 48 - 48 - 12 | 0.14 - 0.14 - 0.13 | SGD | $D_{11}$ | 0.868 | 0.866 | 0.867 |
| $D_{11}$ | XCEPTION | LLLT | 5 | 214 - 104 - 55 - 55 - 32 | 0.25 - 0.10 - 0.14 - 0.13 - N | NADAM | $D_{11}$ | 0.973 | 0.977 | 0.975 |
| $D_{11}$ | RESNET50 | LLLT | 4 | 122 - 118 - 64 - 24 | 0.18 - N - 0.12 | RMSProp | $D_{11}$ | 0.898 | 0.898 | 0.898 |

Fig. 9. Comparison between clustering and no clustering in different training and testing scenarios of the best single neural networks.
usually contributes to improve the performance of the F1-score. For example, looking at the classifiers trained on D1 in Table 2, we observe that the best F1-score is 0.894, obtained when the test is performed on D1. Looking at the classifiers trained and tested on the three clusters of D1, we obtain the best result (0.975) for the combination (D1M, D1M).

Conversely, looking at the classifiers trained on D1 in Table 2, we observe that the best F1-score is 0.687 obtained when the test is performed on D2, but, in the case of clustering, this increases to 0.776 training on D1I and testing on D2I. This result is not surprising since the adoption of the clustering reduces for each classifier the number of cases, while increasing the similarity between images.

Finally, the results of Table 3 confirm again that the best results are obtained training and testing on the same dataset.

With reference to RQ3, Table 2 shows the performance obtained by the single classifiers using the integrated dataset (D1) for training as well. The data show that the convolutional neural networks trained on D1 leads, in all cases, to a better performance when different train and test sets are used.

In order to better explain this result, the average F1-score is reported and compared in Fig. 10, when D1, D2, and D3 are used as training datasets, respectively. The box-plots show that the adoption of the integrated dataset leads to better results: training on D1 has a better average F1-score and the least dispersion effects around it. In Table 4 we show the results of the non-parametric Kolmogorov-Smirnov test over the average F1-score distributions of the three considered cases (i.e., training on D1, training on D2, and training on D3). The results show that there is no statistical difference (p-value greater than a 1% of confidence) between the training on D1 and training on D2 experiments, whereas there is a statistical difference (p-value smaller than a 1% of confidence) between the training on D1 and the training on D3 or between the training on D2 and the training on D3. This confirms that, when training on the integrated dataset D1, the resulting classifiers are more robust.

Finally, concerning RQ4, Table 5 shows the performance of the ensemble classifier on D1, D2, and D3. The data in the table confirm that the best results are obtained when the network is trained on D1.

In Fig. 12, the F1-score of the best single classifier (as reported in Table 2) and the ensemble classifier, on different combinations of the train and test datasets, are compared.

It is possible to observe that the ensemble generally outperforms the best single classifier and this takes place always whenever the training dataset is the integrated one. Moreover, in this case, the performance of the ensemble trained on the integrated dataset is very stable, given that the F1-score ranges from 0.94 to 0.95.

This is also confirmed by looking at accuracy and loss trends over the training epochs: the ensemble classifier performs better and reaches a higher final accuracy, also requiring fewer training epochs to obtain the same performance. This is clearly shown in Fig. 11, representing the comparison of Accuracy (left) and Loss (right) versus the epochs of the ensemble and VGG19 classifiers. More precisely, the figure shows i) the ensemble classifier performance when D1 is used for both training and testing (blue curve), ii) the ensemble classifier performance when D1 is used for training and D2 for testing (red curve), iii) the VGG19 performance when D1 is used for both training and testing (black curve). From the figure, it is evident that the ensemble classifier performs better than VGG19 and even better whenever the integrated dataset is used for both training and testing.

In order to perform a more strict validation of the proposed approach, an additional dataset D4 was used. D3 was not used for training, but just for validating the ensemble classifier results. Therefore, Table 6 and Fig. 13 compare the performance of the best single classifier (RESNET50 in this case) and the ensemble on this additional dataset used as test set. The training dataset is in both cases D1. It clearly emerges that when the additional dataset is tested, the classification performance decreases. However, this is due to the fact that the new dataset has different characteristics (i.e., resolution, format, gray-scale profile) with respect to the ones used for the training. Nevertheless, also in this situation the ensemble classifier largely outperforms the best single classifier, with an F1-score equal to 0.903. This confirms that the proposed approach provides better results when used in real contexts.

---

**Table 4**

| Tests | p-value | effect size |
|-------|---------|-------------|
| D1    | D2      | >0.01       |
| D1    | D1      | 0.01        |
| D1    | D2      | 0.66 (medium) |

**Table 5**

| Training | Test | P   | R   | F1   |
|----------|------|-----|-----|------|
| colosule | D1   | 0.975 | 0.974 | 0.975 |
| D1       | D2   | 0.819 | 0.822 | 0.820 |
| D1       | D1   | 0.912 | 0.912 | 0.912 |
| D2       | D1   | 0.797 | 0.795 | 0.796 |
| D2       | D2   | 0.986 | 0.986 | 0.986 |
| D2       | D1   | 0.909 | 0.911 | 0.910 |
| D2       | D2   | 0.975 | 0.975 | 0.975 |
| D2       | D1   | 0.978 | 0.945 | 0.961 |
| D2       | D2   | 0.998 | 0.994 | 0.996 |

**Table 6**

| Test Classifier | P   | R   | F1   |
|-----------------|-----|-----|------|
| D1 ResNet50/D1  | 0.856 | 0.682 | 0.759 |
| D1 Ensemble/D1  | 0.893 | 0.913 | 0.903 |

---

*R Note: The first dataset in the legend refers to the training, while the second one to the test.*
Finally, during the preliminary set-up of the experiments, we also analyzed the contributions of the individual networks to the results of the ensemble approach. It emerged that the best single classifier trained on the Medium Lobe cluster (i.e., VGG19) obtained outcomes closer to the final results of the ensemble than the other networks.

For what concerns training times, they basically depend on three factors: (i) the network model used as a basis for the solution; (ii) the dataset on which the model is re-trained; (iii) the considered re-training specification, as models with a higher number of re-trained blocks require more training effort. On the GPUs adopted in the proposed experimentation, the average training time of a single configuration for 15 epochs ranges from 815s ($\approx$15.3 min), for ResNet50 on D2 with all layers untouched, to 3585s ($\approx$57 min) for VGG19 on D1 with all layers re-trained.

To have a more precise picture of the impact of the pre-trained models over the final performance, we studied the performance of the single classifiers using different types of CNNs (i.e., VGG16/19, ResNet 50/101/151, Xception, Inception V2/V3). Specifically, Fig. 14 shows the performance, considering the F1-score of the best configurations produced by the evolutionary algorithm execution, in decreasing order. This test was made to find out the best sub-types of CNNs, which resulted to be ResNet50, VGG19, and Xception as per the figure. Only in the case of ResNets, the performance was equivalent for both ResNet50 and ResNet101. Being almost equivalent in terms of performance, we selected ResNet50 for mainly two reasons: (i) it converges to a better configuration more often
than ResNet101, thus indicating a greater stability for the specific task and (ii) it is better in terms of training time having a simpler structure with a lower number of layers.

7. Threats to the validity

This section discusses the threats to the validity of the described study. We identified different types of threats: construct, internal, and external validity.

As regards the construct validity threats, some limitations can be due to the reduced number of datasets used to build the joint dataset: only two datasets were used for the integration process. In order to avoid this limitation, additional datasets should be integrated. However, at the moment of performing this study, other public datasets, which can be integrated with the two we considered, are not available. In Section 5 we listed the requirements of the selected datasets.

Internal validity threats concern variables internal to our study, and not considered in our experiment, that could influence our observations on the dependent variable. In our study, we always split data into 80% training set and 20% test set. However, it is possible that different splits could produce different results. Moreover, as our results already confirmed, the outcomes can vary based on the choice of a specific network used for the prediction. We cannot exclude that other models not considered in our study could exhibit different and perhaps better performance. In addition, in the proposed study the adopted datasets were automatically clustered and labeled; therefore, we could have clustering errors. However, to mitigate this risk, a manual clustering for the whole integrated dataset was performed, in order to assess the automated clustering results and obtain a more rigorous process. Moreover, it is necessary to underline that the used datasets are well documented and referenced in medical studies and a domain expert was involved during the manual clustering assessment.

Finally, threats to external validity refer to the possibility to generalize the obtained outcomes. We have evaluated our approach on a relevant number of CT scan images coming from two existing real-world datasets. Moreover, we have also evaluated our approach on an additional dataset having different image formats, resolution, and colors; therefore, this type of threat should be limited.

8. Conclusions

In this paper, we have proposed an innovative approach that aims at detecting patients affected by Covid-19 using CT scan images. The approach is defined considering computerized tomography images clustered into three main sections of a lung (superior, middle, and inferior lobe) used to train both single state-of-the-art convolutional neural networks and a hierarchical multiple classifier composed of them. Moreover, we have applied a genetic algorithm to select the best performing pre-trained models, by optimizing both their hyper-parameters and the internal structure of the convolutional neural networks with an automatic approach (AutoML). In order to validate such an approach, a large dataset has been constructed through the integration of two open existing datasets. After optimizing the single classifiers, implemented using a transfer learning approach, we have built a hierarchical multiple classifier using the majority strategy for the final voting procedure. We have compared the results obtained by the single classifiers and the ensemble classifier demonstrating that the ensemble overall outperforms the best single classifiers, provided that it is trained on the integrated dataset. Moreover, the performance of the ensemble trained on the integrated dataset is very stable, given that the F1-score ranges only from 0.94 to 0.95.

As highlighted in the previous section, the main limitation of this study is the reduced number of datasets used to build the joint dataset. According to this, as future work, new datasets will be considered and integrated to extend our investigation and to obtain an even larger dataset. Moreover, we plan to test other allocation strategies and other voting techniques for the ensemble classifier itself.
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