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Abstract

We present some new results which relate information to chaotic dynamics. In our approach the quantity of information is measured by the Algorithmic Information Content (Kolmogorov complexity) or by a sort of computable version of it (Computable Information Content) in which the information is measured by the use of a suitable universal data compression algorithm. We apply these notions to the study of dynamical systems by considering the asymptotic behavior of the quantity of information necessary to describe their orbits. When a system is ergodic, this method provides an indicator which equals the Kolmogorov-Sinai entropy almost everywhere. Moreover, if the entropy is 0, our method gives new indicators which measure the unpredictability of the system and allows to classify various kind of weak chaos. Actually this is the main motivation of this work. The behaviour of a zero entropy dynamical system is far to be completely predictable except that in particular cases. In fact there are 0 entropy systems which exhibit a sort of weak chaos where the information necessary to describe the orbit behavior increases with time more than logarithmically (periodic case) even if less than linearly (positive entropy case). Also, we believe that the above method is useful for the classification of zero entropy time series. To support this point of view, we show some theoretical and experimental results in specific cases.
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1 Introduction

In this paper, we present some results on the connections between information theory and dynamical systems. We analyse the asymptotic behavior of the quantity of information necessary to describe an orbit of a dynamical system with a given accuracy. This analysis gives some indicators of complexity of the orbit itself.

These results have the following features and motivations:

- the complexity indicators are defined for a single orbit and can be estimated numerically; hence they can be used in simulations and in the analysis of experimental time series;

- when the system is ergodic, the orbit complexity equals the Kolmogorov-Sinai entropy almost surely; thus our method provides a new characterization of the entropy and an alternative way to compute it;

- if the entropy is 0, the asymptotic behavior of the information provides a measure of the unpredictability of the system and allows to classify various kind of weak chaos. Actually this is the main motivation of this work.

In recent papers ([20], [18], [17], [6]) tools from algorithmic information theory have been used to define and study some indicators of orbit complexity. These indicators are invariant up to topological conjugacy. In same special cases the
theory allows to calculate them explicitly and gives a characterization of various kinds of 0-entropy dynamics. Moreover it has been proved that there are quantitative relations between these indicators and the initial condition sensitivity of the system. This fact shows that information is strongly related to chaos even in the 0-entropy case. The approach of [21] makes use of the Algorithmic Information Content (Kolmogorov complexity) as measure of the information. Unfortunately the Algorithmic Information Content (AIC) is not a computable function (see section 2.3) and the related complexity indicators cannot be used in computer simulations nor in the analysis of experimental time series.

The aim of this paper is to overcome these difficulties defining orbit complexity indicators which are suitable for computer experiments. The main idea consists in replacing the AIC by a Computable Information Content (CIC) which is measured using suitable compression algorithms. We prove theorems which support the use of this method in the experimental setting. In particular, we prove that our method gives the same asymptotic behaviour of the quantity of information when it is measured with AIC in two important cases: the positive entropy case and the Manneville map which is a paradigmatic example of intermittent dynamical systems.

Moreover, even when it is not possible to give theoretical estimates, we have performed some numerical experiments to investigate how the method works in practice.

The paper is organised as follows.

In Section 2, we recall the main notions of information content for finite strings and introduce the notion of Computable Information Content whose definition is based on Compression Algorithms.

In Section 3, we consider infinite strings and we define their complexity as the time average information content; we prove that the complexity of almost every string generated by an ergodic information source equals the Shannon entropy of the source itself.

In Section 4, we consider dynamical systems and, via the symbolic dynamics method, we apply the results of the previous sections. In particular, we prove that the complexity of almost every orbit equals the Kolmogorov-Sinai entropy, provided that the system is ergodic.

In Section 5, we consider the 0-entropy case (weak chaos) and we introduce some indicators which are able to detect different kinds of weakly chaotic dynamics.

In Section 6, we analyse two compression algorithms (LZ77 and CASstoRe) and we prove some theorem relative to them which provide a bridge between the abstract theory and concrete computations. In particular we prove that in the case of the Manneville map the CIC (based on LZ77) provides the same asymptotic behaviour than the AIC.

In the final Section (Section 7), we show the results of some numerical experiment. In the case in which the theory is able to estimate the various invariants, our empirical results agree with the theoretical ones. In the other cases, we just show how our method can be applied and we obtain also an empirical result.
which, as far as we know, does not have any theoretical explanation (Casati-Prosen map, § 7.4).

2 Entropy, information and complexity of finite strings

The intuitive meaning of quantity of information $I(s)$ contained in $s$ is the following one:

$I(s)$ is the length of the smallest binary message from which you can reconstruct $s$.

Thus, formally

$I : A^* \to \mathbb{N}$

$I$ is a function from the set of finite strings on a finite alphabet $A$ which takes values in the set of natural numbers. There are different notions of information and some of them will be discussed here. The first one is due to Shannon.

In his pioneering work, Shannon defined the quantity of information as a statistical notion using the tools of probability theory. Thus in Shannon framework, the quantity of information which is contained in a string depends on its context ([24]). For example the string 'pane' contains a certain information when it is considered as a string coming from a given language. For example this word contains a certain amount of information in English; the same string 'pane' contains much less Shannon information when it is considered as a string coming from the Italian language because it is much more common (in fact it means "bread"). Roughly speaking, the Shannon information of a string $s$ is given by

$$I(s) = \log_2 \frac{1}{p(s)}. \quad (1)$$

where $p(s)$ denotes the probability of $s$ in a given context. The logarithm is taken in base two so that the information can be measured in binary digits (bits).

If in a language the occurrences of the letters are independent of each other, the information carried by each letter is given by

$I(a_i) = \log \frac{1}{p_i}$

where $p_i$ is the probability of the letter $a_i$. Then the average information of each letter is given by

$$h = \sum p_i \log \frac{1}{p_i}. \quad (2)$$

1 From now on, we will use the symbol "log" just for the base 2 logarithm "log_2" and we will denote the natural logarithm by "ln".
Shannon called the quantity $h$ entropy for its formal similarity with Boltzmann’s entropy.

We are interested in giving a definition of quantity of information of a single string independent of the context and of any probability measure. Of course we will require this definition to be strictly related to the Shannon entropy when we equip the space of all the strings with a suitable probability measure.

In order to be more precise it is necessary to give some notations and definitions.

Let us consider a finite alphabet $A$ and the set $A^*$ of finite strings on $A$, that is $A^* = \bigcup_{n=1}^{\infty} A^n$.

Now let $F : A^* \rightarrow \{0, 1\}^*$ be an injective function, and set

$$I_F(s) = |F(s)|$$

$$K_F(s) = \frac{|F(s)|}{|s|}$$

where $|s|$ is the length of the string $s$.

Let us consider the usual shift map $\sigma : A^N \rightarrow A^N$ defined by

$$(\sigma(s))_i = s_{i+1} .$$

For a probability measure $\mu$ on $A^N$, which is invariant with respect to the shift, we denote by $h(\mu)$ the well-known Shannon entropy of the measure.

Given a string $\omega \in A^N$, we will denote by $\omega^n \in A^n$ the string which consists of the first $n$ digits of $\omega$.

Now we can give the following definition of information and complexity

**Definition 1 (Information measure).** If for any ergodic measure $\mu$ on $A^N$ we have that for $\mu$-almost every $\omega \in A^N$

$$\limsup_{n \rightarrow +\infty} K_F(\omega^n) = h(\mu) ,$$

then,

- $F$ is called *ideal coding*
- $I_F(s)$ is called *information content* of $s$ (with respect to $F$)
- $K_F(s)$ is called *complexity* (or compression ratio) of $s$ (with respect to $F$).

Later we will see that ideal codings exist; by condition (3) they are asymptotically equivalent to each other.

This definition is given without assuming recursivity for $F$. Later on, when we consider $F$ as a *coding procedure*, we will mean that $F$ is a recursive function.

In the following we will also see that choosing $F$ in a suitable way, it is possible to investigate interesting properties of dynamical systems with null Kolmogorov-Sinai entropy.
2.1 Empirical entropy

The empirical entropy is a quantity that can be thought to be in the middle between Shannon entropy and the pointwise definition of complexity. The empirical entropy of a given string is a sequence of numbers \( \hat{H}_l \) giving statistical measures of the average information content of the digits of the string \( s \).

Let \( s \) be a finite string of length \( n \). We now define \( \hat{H}_l(s) \), \( l \geq 1 \), the \( l \)-th empirical entropy of \( s \). We first introduce the empirical frequencies of a word in the string \( s \): let us consider \( w \in A^l \), a string on the alphabet \( A \) with length \( l \); let \( s^{(m_1,m_2)} \in A^{m_2-m_1} \) be the string containing the segment of \( s \) starting from the \( m_1 \)-th digit up to the \( m_2 \)-th digit; let

\[
\delta(s^{(i+1,i+l)}, w) = \begin{cases} 
1 & \text{if } s^{(i+1,i+l)} = w \\
0 & \text{otherwise} 
\end{cases} \quad (0 \leq i \leq n-l).
\]

The relative frequency of \( w \) (the number of occurrences of the word \( w \) divided by the total number of \( l \)-digit sub words) in \( s \) is then

\[
P(s,w) = \frac{1}{n-l+1} \sum_{i=0}^{n-l} \delta(s^{(i+1,i+l)}, w).
\]

This can be interpreted as the "empirical" probability of \( w \) relative to the string \( s \). Then the \( l \)-empirical entropy is defined by

\[
\hat{H}_l(s) = -\frac{1}{l} \sum_{w \in A^l} P(s,w) \log P(s,w). \quad (4)
\]

The quantity \( l \hat{H}_l(s) \) is a statistical measure of the average information content of the \( l \)-digit long substrings of \( s \).

2.2 Computable Information Content

Let us suppose to have some recursive lossless (reversible) coding procedure \( Z : A^* \rightarrow \{0,1\}^* \) (for example, the data compression algorithms that are in any personal computer). Since the coded string contains all the information that is necessary to reconstruct the original string, we can consider the length of the coded string as an approximate measure of the quantity of information that is contained in the original string.

If \( Z \) is an ideal coding (according to definition 1) then, as before, the information content of \( s \) with respect to \( Z \) is defined as \( I_Z(s) = |Z(s)| \).

Of course not all the coding procedures are equivalent and give the same performances, so some care is necessary in the definition of information content. For this reason we introduce the notion of optimality of an algorithm \( Z \), defined by comparing its compression ratio with the empirical entropy.

An algorithm \( Z \) is considered optimal if its compression ratio \( |Z(s)|/|s| \) is asymptotically less than or equal to \( \hat{H}_k(s) \) for each \( k \).
Definition 2. (Optimality) A reversible coding algorithm $Z$ is optimal if $\forall k \in \mathbb{N}$ there is a function $f_k$, with $f_k(n) = o(n)$, such that for all finite strings $s$

$$\frac{|Z(s)|}{|s|} \leq \hat{H}_k(s) + \frac{f_k(|s|)}{|s|}.$$ 

Many data compression algorithms that are used in applications are proved to be optimal.

Remark 3. The universal coding algorithms LZ77 and LZ78 ([31],[32]) satisfy Definition 2. For the proof see [26].

Using the definition above, we are able to define the Computable Information Content of a string:

Definition 4. The Computable Information Content of a string $s$ is an information measure (in the sense of Def. 1) where the ideal coding $F$ is an optimal compression algorithm.

The notion of optimality is not enough if we ask a coding algorithm to be able to reproduce the rate of convergence of the sequence $\hat{H}_k(s)$ as $|s| \to \infty$ for strings generated by weakly chaotic dynamical systems, for which $\lim_{|s| \to \infty} \hat{H}_k(s) = 0$. Indeed, if in the positive entropy systems optimality implies that asymptotically $\frac{|Z(s)|}{|s|}$ is equivalent to $\hat{H}_k(s)$, in the weakly chaotic systems it may happen that the asymptotic behavior dominant in the right hand side of equation (2) is that of the function $f_k(|s|)$.

For example let us consider the string $0^n 1$ and the LZ78 algorithm, then $\hat{H}_k(0^n 1)$ goes like $\log(n)/n$ while $LZ78(0^n 1)/n$ goes like $n^{1/2} \log(n)/n$ (see also [2]). This implies that optimality is not sufficient to have a coding algorithm able to characterize 0-entropy strings according to the rate of convergence of their entropy to 0. For this aim we need an algorithm having the same asymptotic behavior of the empirical entropy. In this way even in the 0-entropy case our algorithm will provide a meaningful measure of the information. The following definition (from [26]) is an approach to define optimality of a compression algorithm for the 0-entropy case.

Definition 5 (Asymptotic Optimality). A compression algorithm $Z$ is called asymptotically optimal with respect to $\hat{H}$ if it is optimal and there is a function $g_k$ with $g_k(n) = o(n)$ and $\lambda > 0$ such that $\forall s$ with $\hat{H}_k(s) \neq 0$

$$|Z(s)| \leq \lambda |s| \hat{H}_k(s) + g_k(|Z(s)|).$$

It is not trivial to construct an asymptotically optimal algorithm. For instance the well known Lempel-Ziv compression algorithms are not asymptotically optimal. LZ78 is not asymptotically optimal even with respect to $\hat{H}_1$ (21). In 26 some examples are described of algorithms (LZ78 with RLE and LZ77) which are asymptotically optimal with respect to $\hat{H}_1$. But these examples are not asymptotically optimal for each $\hat{H}_k$ with $k \geq 2$. The asymptotic
optimality of LZ77 with respect to $\hat{H}_1$ (Theorem 34) however is enough to prove (see Section 3.2, Theorem 34) that LZ77 can estimate correctly the information coming from an important example of weak chaos: the Manneville map.

The set of asymptotically optimal compression algorithms with respect to each $\hat{H}_k$ is not empty. In [17] an example is given of a compression algorithm that is asymptotically optimal for each $\hat{H}_k$. The algorithm is similar to the Kolmogorov frequency coding algorithm which is also used in [16]. This compression algorithm is not of practical use because of its computational complexity.

To our knowledge the problem of finding a fast asymptotically optimal compression algorithm is still open.

2.3 Algorithmic Information Content

One of the most important information function is the Algorithmic Information Content ($AIC$). In order to define it, it is necessary to define the notion of partial recursive function. We limit ourselves to give an intuitive idea which is very close to the formal definition. We can consider a partial recursive function as a computer $C$ which takes a program $P$ (namely a binary string) as an input, performs some computations and gives a string $s = C(P)$, written in the given alphabet $\mathcal{A}$, as an output. The $AIC$ of a string $s$ is defined as the shortest binary program $P$ which gives $s$ as its output, namely

$$AIC(s, C) = \min\{|P| : C(P) = s\}$$

We require that our computer is a universal computing machine. Roughly speaking, a computing machine is called universal if it can simulate any other machine. In particular every real computer is a universal computing machine, provided that we assume that it has virtually infinite memory. For a precise definition see e.g. [27] or [10]. We have the following theorem due to Kolmogorov ([25], [27]).

**Theorem 6.** If $C$ and $C'$ are universal computing machines then

$$|AIC(s, C) - AIC(s, C')| \leq K(C, C')$$

where $K(C, C')$ is a constant which depends only on $C$ and $C'$ but not on $s$.

This theorem implies that the information content $AIC$ of $s$ with respect to $C$ depends only on $s$ up to a fixed constant, then its asymptotic behavior does not depend on the choice of $C$. For this reason from now on we will write $AIC(s)$ instead of $AIC(s, C)$. The shortest program which gives a string as its output is a sort of encoding of the string. The information which is necessary to reconstruct the string is contained in the program.

We have the following result (for a proof see for example [19] Lemma 6):

**Theorem 7.** Let

$$Z_C : \mathcal{A}^* \to \{0, 1\}^*$$
be the function which associates to a string \( s \) the shortest program whose output is \( s \) itself (namely, \( AIC(s) = I_{Z_C}(s) \)). If \( Z \) is any reversible coding, there exists a constant \( M \) which depends only on \( C \) such that

\[
|Z_C(s)| \leq |Z(s)| + M
\]  

(5)

The inequality (5) says that \( Z_C \) in some sense is optimal. Unfortunately this coding procedure cannot be performed by any algorithm (Chaitin Theorem). This is a very deep statement and, in some sense, it is equivalent to the Turing halting problem or to the Gödel incompleteness theorem. Then the Algorithmic Information Content is not computable by any algorithm.

This fact has very deep consequences for our discussion as we will see later. For the moment we can say that the AIC cannot be used as a reasonable physical quantity since it cannot be measured, however it is very useful in proving general theorems.

3 Information sources

3.1 Infinite strings and complexity

A symbolic dynamical system is given by \((\Omega, C, \mu, \sigma)\). The space \( \Omega \) is the space \( \mathcal{A}^N \) of the infinite sequences \( \omega = (\omega_i)_{i \in \mathbb{N}} \) of symbols in \( \mathcal{A} \). \( C \) is the \( \sigma \)-algebra generated by the cylinders

\[
C(\omega^{(k,n)}) = \{ \overline{\omega} \in \Omega : \omega_i = \omega_i \text{ for } k \leq i \leq n - 1 \},
\]

where \( \omega^{(k,n)} = (\omega_i)_{k \leq i \leq n-1} = (\omega_k, \omega_{k+1}, \ldots, \omega_{n-1}) \), the map \( \sigma \) is the shift map

\[
\sigma((\omega_i)_{i \in \mathbb{N}}) = (\omega_{i+1})_{i \in \mathbb{N}}
\]

and \( \mu \) is a \( \sigma \)-invariant probability measure on \( \Omega \). A symbolic dynamical system can be also viewed as an information source. For the purposes of this work the two notions can be considered equivalent.

We give now different measures of complexity for infinite strings generated by the symbolic dynamical system according to Definition 3, using the different information measures defined above. However each definition of complexity of an infinite string \( \omega \) can be thought of as a measure of the average quantity of information which is contained in a single digit of \( \omega \).

---

2It two programs of the same length produce the same string, we choose the program which comes first in lexicographic order.

3Actually, the Chaitin theorem states a weaker statement: a procedure (computer program) which states that a string \( \sigma \) of length \( n \) can be produced by a program shorter than \( n \), must be longer than \( n \).

4We remark that \( C \) corresponds to the Borel \( \sigma \)-algebra when \( \Omega \) is equipped with the product topology, that is the topology induced by the metric \( d(\omega, \overline{\omega}) = \sum_{i \in \mathbb{N}} \frac{\delta(\omega_i, \overline{\omega_i})}{2^i} \), where \( \delta(\cdot, \cdot) \) is the Kronecker delta.
Definition 8 (Complexity of infinite strings). If $\omega \in \Omega$, $Z : A^* \to \{0, 1\}^*$ is a reversible universal coding procedure we define the computable complexity of $\omega$ with respect to $Z$ as

$$K_Z(\omega) = \limsup_{n \to \infty} K_Z(\omega^n),$$

where $\omega^n = \omega^{(0,n)}$. In the same way, using the AIC, we define

$$K(\omega) = \limsup_{n \to \infty} \frac{AIC(\omega^n)}{n}.$$

We also define the quantity $\hat{H}(\omega)$. If $\omega$ is an infinite string, $\hat{H}(\omega)$ is a sort of Shannon entropy of the single string.

Definition 9. By the definition of empirical entropy of finite strings we define:

$$\hat{H}_l(\omega) = \limsup_{n \to \infty} \hat{H}_l(\omega^n)$$

and

$$\hat{H}(\omega) = \lim_{l \to \infty} \hat{H}_l(\omega).$$

The existence of this limit is proved in \cite{32}. The following proposition is a direct consequence of ergodicity (for the proof see again \cite{32}).

Proposition 10. If $(\Omega, \mu, \sigma)$ is ergodic then $\hat{H}(\omega) = h_\mu(\sigma)$ (where $h_\mu$ is the Kolmogorov-Sinai entropy of $\sigma$) for $\mu$-almost each $\omega$.

Moreover from the definition of optimality it directly follows that:

Remark 11. If $Z$ is optimal then for each $\omega$ and for all $l$

$$K_Z(\omega) \leq \hat{H}_l(\omega),$$

so that

$$K_Z(\omega) \leq \hat{H}(\omega).$$

Remark 12. As it is intuitive, the compression ratio of $Z$ cannot be less than the average information per digit as it is measured by the algorithmic information content (Theorem \cite{7}), thus for all $\omega$, we have

$$K_Z(\omega) \geq K(\omega).$$

This remark and the following Lemma are useful for the proof of the next theorem

Lemma 13 (Brudno \cite{7}). If $\mu$ is ergodic then $K(\omega) = h_\mu(\sigma)$ for almost each $\omega$.

Then we have the following
Theorem 14. If \((\Omega, \mu, \sigma)\) is a symbolic dynamical system, \(Z\) is optimal and \(\mu\) is ergodic, then for \(\mu\)-almost each \(\omega\)

\[ K_Z(\omega) = \hat{H}(\omega) = K(\omega) = h_\mu(\sigma), \]

in particular optimality implies that the algorithm is an ideal coding and \(I_Z\) and \(AIC\) are information measures (see Definition 4).

Proof. \(\hat{H}(\omega) = K(\omega) = h_\mu(\sigma)\) for almost each \(\omega\) using Proposition 10 and Brudno’s Lemma above. Moreover we have that \(K_Z(\omega) \geq K(\omega)\) (Remark 12) and then \(K_Z(\omega) \geq h_\mu(\sigma)\) for \(\mu\)-almost each \(\omega\).

On the other hand, \(K_Z(\omega) \leq \hat{H}(\omega)\) (Remark 11) and then \(K_Z(\omega) = h_\mu(\sigma)\) for almost each \(\omega\).

This theorem shows that all the various information measures we have defined in section 2 agrees when we study the long time asymptotical behavior of the information necessary to describe a generic orbit of a positive entropy source.

If the measure \(\mu\) is not ergodic we can replace the a.e. above result with an average result: the average complexity is equal to the entropy.

Theorem 15. Let \((\Omega, C, \sigma)\) be a symbolic dynamical system, with a \(\sigma\)-invariant probability measure \(\mu\). Then if \(Z\) is optimal,

\[ h_\mu(\sigma) = \int_{\Omega} K_Z(\omega) d\mu = \int_{\Omega} \hat{H}(\omega) d\mu = \int_{\Omega} K(\omega) d\mu. \]

Proof. First of all, we show that all the quantities to be integrated are actually measurable. We show how to prove measurability for \(K(\omega)\). The argument applies unchanged to the others (one more limit has to be considered for \(\hat{H}\)). This argument is due to Brudno ([7]).

For any \(t \in \mathbb{R}\), let \(T = \{\omega \in \Omega / K(\omega) < t\}\). The set \(T\) can be written as

\[ T = \bigcup_{k=1}^{\infty} \bigcup_{N=1}^{\infty} \bigcap_{n>N} \{\omega \in \Omega / AIC(\omega^n) < n(t - 1/k)\}, \]

and since all the sets in curly brackets are finite union of cylinders, measurability of the set \(T\) and of \(K(\omega)\) follows from classical theorems of measure theory.

To obtain the thesis of the theorem, we use the ergodic decomposition theorem and its application to Kolmogorov-Sinai entropy \(h_\mu(\sigma)\) (see Katok-Hasselblatt, chapter 4, [23]). Let \((\Omega_j, C_j, \mu_j)_{j \in J}\) be an ergodic decomposition of \((\Omega, C, \sigma)\), that is, \(\Omega_j\) are invariant subsets of \(\Omega\), \(\mu_j\) are ergodic measures with support on \(\Omega_j\), and \(J\) is a Lebesgue space with probability measure \(P\). Then we have that

\[ \int_{\Omega} K(\omega) d\mu = \int_{J} \left( \int_{\Omega_j} K(\omega) \ d\mu_j \right) \ dP = \int_{J} h_{\mu_j}(\sigma) \ dP = h_\mu(\sigma). \]

The first and last equalities come from the ergodic decomposition theorem, and the second one from Theorem 14. The same argument applies to \(K_Z(\omega)\), \(\hat{H}(\omega)\).
4 Dynamical systems

In this Section we apply the features of coding algorithms and the results of the previous section to define a notion of complexity for orbits of dynamical systems and prove some relations with the Kolmogorov-Sinai entropy.

The relations we can prove will be useful as a theoretical support for the interpretation of the experimental and numerical results. The results which we will explain in this section are meaningful in the positive entropy case. The null entropy cases are harder to deal with, and we present some results in the next section.

4.1 Dynamical systems and partitions

Now we consider a dynamical system \((X, \mu, T)\), where \(X\) is a compact metric space, \(T\) is a continuous map \(T : X \rightarrow X\) and \(\mu\) is a Borel probability measure on \(X\) invariant for \(T\). If \(\alpha = \{A_1, \ldots, A_n\}\) is a measurable partition of \(X\) (a partition of \(X\) where the sets are measurable) then we can associate to \((X, \mu, T)\) a symbolic dynamical system \((\Omega_\alpha, \mu_\alpha)\) (called a symbolic model of \((X, T)\)). By this association many results about symbolic dynamical systems will be translated to dynamical systems over metric spaces where the choice of a partition has been made.

The set \(\Omega_\alpha\) is a subset of \(\{1, \ldots, n\}^\mathbb{N}\) (the space of infinite strings made of symbols from the alphabet \(\{1, \ldots, n\}\)). To a point \(x \in X\) it is associated a string \(\omega = (\omega_i)_{i \in \mathbb{N}} = \varphi_\alpha(x)\) defined as

\[
\varphi_\alpha(x) = \omega \iff \forall j \in \mathbb{N}, \ T^j(x) \in A_{\omega_j}.
\]

Since \(\alpha\) is a partition the set \(\varphi_\alpha(x)\) will contain only one element and defines a function associating an infinite string to a point \(x \in X\). The measure \(\mu\) on \(X\) induces a measure \(\mu_\alpha\) on the associated symbolic dynamical system. The measure is first defined on the cylinders

\[
C(\omega^{(k,n)}) = \{\omega \in \Omega_\alpha : \omega_i = \omega_k \text{ for } k \leq i \leq n-1\}
\]

by

\[
\mu_\alpha(C(\omega^{(k,n)})) = \mu(\cap_{k}^{n-1} T^{-i}(A_{\omega_i}))
\]

and then extended by the classical Kolmogorov theorem about product measures to a measure \(\mu_\alpha\) on \(\Omega_\alpha\). Moreover if \((X, \mu, T)\) is ergodic then \((\Omega_\alpha, \mu_\alpha, \sigma)\) is ergodic and \(h_\mu(T, \alpha)\) (the Kolmogorov–Sinai entropy relative to the partition \(\alpha\)) on \(X\) equals \(h_{\mu_\alpha}(\sigma)\) on \(\Omega_\alpha\) (see also \[7\]).

We now define the complexity of an orbit with respect to a partition. The above considerations will allow us to apply the results on symbolic dynamical systems to general dynamical systems with a partition.

---

\[5\] We recall that \(\omega^{(k,n)} = (\omega_i)_{k \leq i \leq n} = (\omega_k, \omega_{k+1}, \ldots, \omega_n)\).
Definition 16. Let $\omega = \varphi_\alpha(x)$ for a given partition $\alpha$. We define the complexity of the orbit of a point $x \in X$, with respect to the partition $\alpha$, as

$$AIC(x, \alpha, n) = AIC(\omega^n)$$

$$K(x, \alpha) = K(\omega),$$

where the information is measured by the AIC. We also define

$$I_Z(x, \alpha, n) = I_Z(\omega^n)$$

$$K_Z(x, \alpha) = K_Z(\omega),$$

where the information is measured by $Z$. Also the definition of empirical entropy can be extended for $(x, \alpha)$, defining

$$\hat{H}(x, \alpha) = \hat{H}(\omega).$$

Theorem 17. If $Z$ is an optimal coding, and $(X, \mu, T)$ is an ergodic dynamical system and $\alpha$ is a measurable partition of $X$, then for $\mu$-almost all $x$

$$K_Z(x, \alpha) = h_\mu(T, \alpha)$$

where $h_\mu(T, \alpha)$ is the Kolmogorov entropy of $(X, \mu, T)$ with respect to the measurable partition $\alpha$.

The proof of the above Theorem follows easily from the following lemmas.

Lemma 18. If $(X, T, \mu)$ is ergodic, then for almost each point $x \in X$, $K(x, \alpha) = h_\mu(T, \alpha)$.

This Lemma was already proved by Brudno. See [7] Lemma 2.6 page 137.

Lemma 19. If $(X, T, \mu)$ is ergodic, for almost each point $x \in X$

$$\hat{H}(x, \alpha) = h_\mu(T, \alpha).$$

Proof. In the associated symbolic system $h_\mu(T, \alpha) = h_\mu_\alpha(\sigma)$. Moreover, for almost each each $\omega \in \Omega_\alpha$, it holds $\hat{H}(x, \alpha) = \hat{H}(\omega) = h_\mu_\alpha(\sigma)$ where $x = \varphi_\alpha^{-1}(\omega)$ (Prop. [13]). If we consider $Q_{\Omega_\alpha} := \{ \omega \in \Omega_\alpha : \hat{H}(\omega) = h_\mu_\alpha(\sigma) \}$ and $Q := \varphi_\alpha^{-1}(Q_{\Omega_\alpha})$ we have

$$\forall x \in Q \quad \hat{H}(x, \alpha) = \hat{H}(\varphi_\alpha(x)) = h_\mu_\alpha(\sigma) = h_\mu(T, \alpha).$$

According to the way in which the measure $\mu_\alpha$ is constructed we have $\mu(Q) = \mu_\alpha(Q_{\Omega_\alpha}) = 1$. \qed

Proof of Theorem [17]. The proof of Theorem [17] follows as before from the remark that $K(x, \alpha) \leq K_Z(x, \alpha) \leq \hat{H}(x, \alpha)$ (Remarks [17] and [19]) and Lemmata [18] and [19].

As before we show the corresponding result in the non ergodic case.
Theorem 20. If for the dynamical system \((X, T, \mu)\) the measure \(\mu\) is only \(T\)-invariant, then, if \(Z\) is an optimal compression algorithm, for any measurable partition \(\alpha\) it holds

\[
h_{\mu}(T, \alpha) = \int_X K_Z(x, \alpha) \, d\mu = \int_X \hat{H}(x, \alpha) \, d\mu = \int_X K(x, \alpha) \, d\mu.
\]

Proof. The proof follows that of Theorem 15, using the definition of the complexity of infinite orbits of a dynamical system through the complexity of the associated infinite symbolic orbit, and previous lemmata. The measurability of the partition \(\alpha\) is essential to obtain the measurability of the function \(\varphi_{\alpha} : X \to \Omega_{\alpha}\).

Corollary 21. Under the assumption of the previous Theorem 20, if moreover \(\alpha\) is a generating partition

\[
h_{\mu}(T) = \int_X K_Z(x, \alpha) \, d\mu = \int_X \hat{H}(x, \alpha) \, d\mu = \int_X K(x, \alpha) \, d\mu.
\]

Remarks. This theorem shows that all the various information measures we have defined in section 2 agrees when we study the long time asymptotical behavior of the information necessary to describe a generic orbit of a positive entropy system. Theorem 20 shows that if a system has an invariant measure, its entropy with respect to a given partition can be found by averaging the complexity of its orbits over the invariant measure. Then, the entropy may be alternatively defined as the average orbit complexity. However if we fix a single point, its orbit complexity is not yet well defined because it depends on the choice of a partition. It is not possible to get rid of this dependence by taking the supremum over all partitions (as in the construction of Kolmogorov-Sinai entropy), because this supremum goes to infinity for each orbit that is not eventually periodic (see [7] Assertion 2.8).

We sketch how this difficulty may be overcome in two ways:

1) by considering open covers instead of partitions as in [5], [8], and in [19]. We recall that since the sets in an open cover can have non empty intersection, a step of the orbit of \(x\) can be contained at the same time in more than one open set of the cover. This implies that an orbit may have an infinite family of possible symbolic codings, among which we choose the “simplest one”. Then we can define the complexity of the orbit of a point as the supremum of the complexities obtained with respect to all possible open covers. This definition has the very nice property to be invariant up to topological equivalence of dynamical systems. This definition of orbit complexity equals the entropy for almost each point of a compact ergodic system.

2) by considering only a particular class of partitions and define the orbit complexity of a point as the supremum of the orbit complexity over that class. This can be easily done if the space is \(R^n\) by considering partitions generated by intersections of half spaces with rational coordinates (polyedric partitions). By the following Lemma 22 it easily follows that the corresponding notion of
orbit complexity equals the entropy for almost each point of a compact ergodic system.

Let $\beta_i$ be a family of measurable partitions such that $\lim_{i \to \infty} \text{diam}(\beta_i) = 0$. If we consider $\limsup_{i \to \infty} K_Z(x, \beta_i)$ we have the following

**Lemma 22.** If $(X, \mu, T)$ is compact and ergodic, $Z$ is optimal, then for $\mu$-almost all points $x \in X$, $\limsup_{i \to \infty} K_Z(x, \beta_i) = \limsup_{i \to \infty} K(x, \beta_i) = h_{\mu}(T)$.

**Proof.** The points for which $K_Z(x, \beta_i) \neq h_{\mu}(T, \beta_i)$ are a set of null measure for each $i$ (Theorem 17). When excluding all these points, we exclude (for each $i$) a zero-measure set. For all the other points we have $K_Z(x, \beta_i) = h_{\mu}(T, \beta_i)$ and then $\limsup_{i \to \infty} K_Z(x, \beta_i) = \limsup_{i \to \infty} h_{\mu}(T, \beta_i)$. Since $X$ is compact and the diameter of the partitions $\beta_i$ tends to 0, we have that $\limsup_{i \to \infty} h_{\mu}(T, \beta_i) = h_{\mu}(T)$ (see e.g. page 170). The same arguments holds for $K(x, \beta_i)$, and the statement is proved.

The previous lemma makes possible the following definition. If $(X, \mu, T)$ is compact and ergodic and $Z$ is optimal, then for $\mu$-almost all points $x \in X$ and for countable families of measurable partitions $\{\beta_i\}_{i \in \mathbb{N}}$ such that $\lim_{i \to \infty} \text{diam}(\beta_i) = 0$, the complexity of the orbit of a point $x \in X$ is

$$K_Z(x) = \limsup_{i \to \infty} K_Z(x, \beta_i).$$

### 5 Weakly chaotic dynamical systems

A weakly chaotic dynamical system is a system whose all physically relevant invariant measures have null Kolmogorov-Sinai entropy, but it has a not ordered dynamics. Thus, the complexity defined in Def. 5 always gives a null value and it is not a good observable to characterize these systems.

The first thing to do to have a meaningful observable would be to look directly at the asymptotic behavior of the information necessary to describe the orbit of a point\(^6\). One of the main tools in the proof of Brudno’s main theorem, which states the equality between the complexity for almost any initial condition and the Kolmogorov-Sinai entropy, is the Birkhoff ergodic theorem, which gives a relation between spatial and temporal averages for measurable functions defined on the state space. Then our pointwise approach to the asymptotic behavior of the complexity corresponds to the pointwise results of the ergodic theorem.

From this point of view, the pointwise approach in weakly chaotic dynamical systems should be based on general ergodic theorems, in which the temporal

\(^6\)We recall that we do this with respect to a fixed partition (see the remarks of the previous section)
average should be done with non linear weights. This is, to our knowledge, a very
delicate point in ergodic theory, and actually there are some negative results, for
example in case of dynamical systems defined on a space $X$ with an invariant
measure $\mu$ such that $\mu(X) = +\infty$. Let $(X, T, \mu)$ be such a dynamical system;
it is impossible to define a sequence $\{a(n)\}$ of integer numbers, monotonically
converging to infinity and with $\frac{a(n)}{n} \to 0$ as $n \to \infty$, such that for all functions
$f \in L^1(X, \mu)$
$$\lim_{n \to +\infty} \frac{1}{a(n)} \sum_{i=0}^{n-1} f(T^i(x)) = C$$
for almost any $x \in X$, where $C$ is a positive finite constant (1). This result is
applicable, for example, to the family of Manneville maps with parameter $z \geq 2$
(see Sections 6.2 and 7.1 for the description of the maps and references [21],
[20], [5]) where the physically relevant invariant measure is infinite. Hence this
is an indication that a pointwise approach for the complexity of the orbits of
the Manneville maps could not give a consistent result.

We remark that we are just looking at the behavior of ergodic averages of a
single function, so the generality of the ergodic theorems could be too much for
our aims. Nevertheless using the results of [8] and [13] for the Manneville map
with $z = 2$, we expect that for almost any point $x \in X$ it is impossible to find a
sequence $a(n)$ of integer numbers, converging to infinity and with $\frac{a(n)}{n} \to 0$ as
$n \to \infty$, such that the limit
$$\lim_{n \to \infty} \frac{AIC(\omega^n)}{a(n)}$$
exists and it is strictly positive, where $\omega^n$ denotes the first $n$ digits of the
symbolic string associated to the point $x$ using a fixed partition. Moreover we
expect the superior limit to be infinity and the inferior limit to be zero for almost
any initial condition, when the two limits are not both either zero or infinity.
We believe that this result can be extended to the cases $z > 2$.

Hence, for this reason, we will suggest a slight modification of Definition 1
and we will show that in the case of the Manneville-type maps this new index
gives a classification for the maps of the family.

First, we will sketch the landscape in the case of general symbolic dynamical
systems.

5.1 Symbolic dynamical systems

The following definitions are inspired by the example of the Manneville maps
with $z > 2$, for which there is not a physically relevant invariant probability
measure, but for which there are results about the Lebesgue measure which is
physically relevant but not invariant.

Hence in the following we will consider dynamical systems with a not nec-
essarily invariant reference probability measure $\mu$. Let $(\Omega, \sigma)$ be a dynamical
system and assume that there is a physically relevant measure $\mu$ which is not
necessarily invariant. For instance, if the space $X$ is the unit interval $[0, 1]$,
then we will consider $\mu$ to be the Lebesgue measure on $[0,1]$. We consider the following index:

**Definition 23 (q-entropy).** Let $I: \mathcal{A}^* \to \mathbb{N}$ be an information measure. Let $q$ be a positive real number. We call $q$-entropy

$$h^q(\Omega) = \lim_{n \to +\infty} \sup \int_{\Omega} \frac{I(\omega^n)}{n^q} \, d\mu .$$

(6)

If $I = AIC$, then we denote $h^q(\Omega)$ with $h^q_{AIC}(\Omega)$. If $I = I_Z$, with $Z$ a recursive coding procedure, then we denote $h^q(\Omega)$ with $h^q_Z(\Omega)$.

**Theorem 24.** For all recursive coding procedures $Z$ and all $q > 0$, we have

$$h^q_Z(\Omega) \geq h^q_{AIC}(\Omega) .$$

**Proof.** From inequality (3), we have that there exists a constant $M$ not depending on $Z$ such that

$$\frac{AIC(\omega^n)}{n^q} \leq \frac{I_Z(\omega^n)}{n^q} + \frac{M}{n^q} .$$

From this the theorem easily follows. \(\square\)

**Definition 25 (Chaos index).** We call chaos index of the symbolic dynamical system $(\Omega, \mathcal{C}, \mu, \sigma)$ the number $q(\Omega) = \inf \{ p > 0 \mid h^p(\Omega) = 0 \} \in [0,1]$. The indexes $q_{AIC}$ and $q_Z$ are defined as above.

**Corollary 26.** For all recursive coding procedures $Z$,

$$q_Z(\Omega) \geq q_{AIC}(\Omega) .$$

5.2 General dynamical systems

Let $(X, T)$ be a dynamical system and let $\mu$ be a reference probability measure as above, which is not supposed to be invariant. Let $(\Omega_\alpha, \mu_\alpha)$ be a symbolic model of $(X, T)$, relative to the partition $\alpha$ of the space $X$ and $\varphi_\alpha(x)$ the symbolic string associated to any point $x \in X$.

**Definition 27 (q-entropy relative to a partition).** As above let $I: \mathcal{A}^* \to \mathbb{N}$ be an information measure, either $AIC$ or $I_Z$. Let $\alpha$ be a partition of $X$ and $I(x, \alpha, n) = I(\omega^n)$, where $\omega = \varphi_\alpha(x)$. Then we call $q$-entropy relative to the partition $\alpha$

$$h^q(X, \alpha) = \lim_{n \to +\infty} \sup \int_{\Omega_\alpha} \frac{I(x, \alpha, n)}{n^q} \, d\mu_\alpha .$$

(7)

In the example of the family of Manneville maps, that is the simplest model of intermittent weak chaos, the average with respect to the Lebesgue measure of the information plays a crucial role in the classification of the maps in the family. Following this example, we believe that the following index is a particularly meaningful indicator in the study of intermittent weakly chaotic dynamical systems.
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Definition 28 (Intermittent Chaos index). We call intermittent chaos index of the dynamical system \((X, T, \mu)\) with respect to a partition \(\alpha\) the number

\[ q(X, T, \alpha) = \inf\{ p > 0 \mid h^p(X, \alpha) = 0 \} \in [0, 1] . \]

The indexes \(q_{AIC}\) and \(q_z\) are defined as above.

Corollary 29. For all compression algorithms \(Z\),

\[ q_z(X, T, \alpha) \geq q_{AIC}(X, T, \alpha) . \]

In the next section we will apply these definitions to the family Manneville maps (for the definition see the next section) choosing the \(LZ\) compression algorithm ([31], [32]) and a generating partition \(\alpha\). As a result it holds that in the weakly chaotic case (for \(z > 2\)),

\[ q_{LZ77}(X, T, \alpha) = q_{AIC}(X, T, \alpha) = \frac{1}{z - 1} . \]

6 Compression algorithms

6.1 The algorithm LZ77

The Ziv-Lempel compression scheme LZ77 with infinite window ([33]) is the one from which almost all practical adaptive dictionary encoders derived ([4]). A dictionary of an input string is the set of words (i.e. group of consecutive symbols) in which the algorithm parses the input string.

The essence is that phrases (i.e. sets of consecutive words in the string to be encoded) are replaced with a pointer to where they have occurred earlier in the input string. Novel words and phrases can also be constructed from parts of earlier words.

In the LZ77 compression algorithm, the new word is defined as a pair (pointer, symbol). The pointer is referred to a phrase contained in the part of the input string which precedes the current position of the front end. As an example, let the alphabet \(A\) be the set \(\{a_1, \ldots, a_r\}\) and consider an input string \(\omega \in A^*\). As usual, \(\omega^n = (\omega_1 \cdots \omega_n)\) is the substring of \(\omega\) of length \(n\) and containing its first \(n\) symbols.

Consider some step \(h\) of the coding procedure.

Suppose the first \(p\) symbols \((\omega_1 \cdots \omega_p)\) have already been encoded. The dictionary now contains \(h\) words \(\{e_1, \ldots, e_h\}\). Thus, the current position of the front end is the \((p + 1)^{th}\) site in the input string and the next word in the dictionary will be labelled as the \((h + 1)^{th}\) word \(e_{h+1}\).

The algorithm selects this new word as the longest word which can be obtained by adding a single character \(\tilde{a}\) chosen in the alphabet \(A\) to a phrase \(\rho\) contained in the substring \((\omega_1 \cdots \omega_{p-2})\). Hence, the word \(e_{h+1}\) has as a prefix the phrase \(\rho\) followed by \(\tilde{a}\) as an ending symbol \((e_{h+1} = \rho \tilde{a})\).

Once the new word \(e_{h+1}\) has been found, the algorithm outputs a binary encoding of the triplet \((s_{h+1}, l_{h+1}, \tilde{a})\) where \(s_{h+1}\) is the starting position of the
prefix \( \rho \) of the new word in the string \( (\omega_1 \cdots \omega_p) \), \( l_{h+1} \) is the length of the new word \( e_{h+1} \) and the symbol \( \tilde{a} \) from the alphabet is the last character of \( e_{h+1} \).

The following example shows how the algorithm \( LZ77 \) encodes the input stream 
\[ \omega = (aabbbbaababba \ldots) \].

Let \( A = \{a, b\} \) be the source alphabet.

The output is the binary encoding of the following triplets. The first column is the dictionary index number of the codeword whose triplet is showed in the same line, second column. For an easier reading, we add a third column which shows each encoded word in the original stream \( s \), but we remark that it is not contained in the output file:

\[
\begin{align*}
1 & (1, 1, \text{‘}a\text{‘}) & [a] \\
2 & (1, 2, \text{‘}b\text{‘}) & [ab] \\
3 & (2, 3, \text{‘}b\text{‘}) & [abb] \\
4 & (5, 3, \text{‘}a\text{‘}) & [bba] \\
5 & (2, 5, \text{‘}a\text{‘}) & [ababba]
\end{align*}
\]

and so on.

Now we will recall some results from [26], concerning the optimality of the \( LZ77 \) algorithm.

**Lemma 30.** Let \( t \) denote the number of words in which the algorithm \( LZ77 \) parses the string \( \omega^n \). Set \( m = n - N \), where \( N = \max_{i=1,\ldots,r} n_i \), where \( n_i \) is the number of occurrences of the symbol \( a_i \in A \). Then \( t \leq 2(m + 1) \).

**Theorem 31.** Let \( t \) denote the number of words in which the algorithm \( LZ77 \) parses the string \( \omega^n \).

(i) For all \( k \geq 1 \) it holds
\[
I_{LZ77}(\omega^n) = |LZ77(\omega^n)| \leq n \hat{H}_k(\omega^n) + 3 t \log_2 \left( \frac{n}{t} \right) + O \left( (k - 1) t + t \log_2 \log_2 \left( \frac{n}{t} \right) \right). \tag{8}
\]

(ii) The algorithm \( LZ77 \) is optimal and for all \( n \geq 1 \), for all \( \omega^n \in A^n \) and for all \( k \geq 1 \) it holds
\[
\frac{I_{LZ77}(\omega^n)}{n} \leq \hat{H}_k(\omega^n) + O \left( \frac{\log_2 \log_2 (n)}{\log_2 (n)} + \frac{k - 1}{\log_2 (n)} \right). \tag{9}
\]

(iii) The algorithm \( LZ77 \) is 8-asymptotically optimal with respect to \( \hat{H}_1 \) and for any string \( \omega^n \) such that \( \hat{H}_1(\omega^n) \neq 0 \) it holds
\[
I_{LZ77}(\omega^n) \leq 8 n \hat{H}_1(\omega^n) + O \left( t \log_2 \log_2 \left( \frac{n}{t} \right) \right). \tag{10}
\]
6.2 \textit{LZ77 on the Manneville map}

Now we are ready to prove the following theorem, which links the Information Content obtained via the algorithm \textit{LZ77} to the AIC on the symbolic orbits of the Manneville map. We will study the dynamical system $([0, 1], \mathcal{T}_z)$ where $\mathcal{T}_z(x) = x + x^z (\text{mod } 1)$ and $z > 1$. The reference measure is the Lebesgue measure on the unit interval.

The Manneville map was introduced by P. Manneville in [28] as an example of a discrete dissipative dynamical system with intermittency: there is an alternation between long regular phases, called laminar, and short irregular phases, called turbulent. This behavior has been observed in fluid dynamics experiments and in chemical reactions.

In order to state and prove our results, we recall some useful lemmas coming from probability theory.

\textbf{Lemma 32. (Jensen’s Inequality)} Let $I$ be a closed interval in $\mathbb{R}$ and $u : I \rightarrow \mathbb{R}$ be convex and continuous at the endpoints of $I$. If $X$ is a random variable which takes its values in $I$, then $E[u \circ X] \geq u(E[X])$.

\textbf{Lemma 33.} If $X$ and $Y$ are two real random variables s.t. $X \geq 0$ and $Y \geq 0$, then

$$E[\max\{X, Y\}] \geq \max\{E[X], E[Y]\}.$$ 

\textbf{Theorem 34.} Consider the dynamical system $([0, 1], \mathcal{T}_z)$ driven by the Manneville map $\mathcal{T}_z(x) = x + x^z (\text{mod } 1)$, with $z > 1$. Let $\hat{x} \in (0, 1)$ be such that $\mathcal{T}_z(\hat{x}) = 1$. Consider the partition $\alpha = \{[0, \hat{x}], (\hat{x}, 1]\}$ of the unit interval $[0, 1]$. If $\omega$ is a symbolic orbit drawn from the Manneville map, with respect to the partition $\alpha$, then

$$E[I_{LZ77}(\omega^n)] \sim n$$

if $z < 2$ \hfill (11)

$$O(n^p) \leq E[I_{LZ77}(\omega^n)] \leq O(n^p \log_2(n))$$

if $z > 2$.

where $p = \frac{1}{z-1}$ and the measure is the usual Lebesgue measure on the interval.

\textit{Proof.} We will study the two cases separately.

If $z < 2$: a result of [31] shows that for the expectation value of the AIC of a symbolic orbit of the Manneville map with $z < 2$, with respect to the Lebesgue measure on the interval, it holds that

$$E[AIC(\omega^n)] \sim n.$$ 

Since it is $AIC(\omega^n) \leq I_{LZ77}(\omega^n) \leq O(n)$, then in this case we have that $E[I_{LZ77}(\omega^n)] \sim n$.

If $z > 2$: From Theorem [31] (iii), we know that the algorithm \textit{LZ77} is asymptotically optimal with respect to $\hat{H}_1$, that is

$$I_{LZ77}(\omega^n) \leq 8 n \hat{H}_1(\omega^n) + O\left(t \log_2 \log_2 \left(\frac{n}{t}\right)\right).$$ \hfill (12)
where $t$ is the number of words in the \textit{LZ77} parsing of $\omega^n$. Thus, for any sequence $\omega^n$, it holds

$$
\mathbb{E}[I_{\text{LZ77}}(\omega^n)] \leq 8\, n \, \mathbb{E}[\hat{H}_1(\omega^n)] + \mathbb{E}
\left[
 t \log_2 \log_2 \left(\frac{n}{t}\right)
\right].
$$

(13)

First, we will prove that $n \, \mathbb{E}[\hat{H}_1(\omega^n)]$ is bounded by $O(n^p \log_2(n))$ with $p = \frac{1}{z-1}$. Then, we will give an estimate for $\mathbb{E}[t \log_2 \log_2 \left(\frac{n}{t}\right)]$, so completing the proof.

By definition, $\hat{H}_1(\omega^n) = -(N_n \log_2 \left(\frac{N_n}{n}\right) + (1-N_n) \log_2 (1-N_n))$ where $N_n$ is the number of occurrences of the event $E = \{\text{passage through } (\tilde{x}, 1)\}$.

In [15] it has been proved that if $z > 2$ then $\mathbb{E}[N_n] \sim n^p$.

Therefore, for the first order empirical entropy of a symbolic orbit drawn by the Manneville map with respect to the Lebesgue measure, we can apply Jensen’s inequality and obtain:

$$
\mathbb{E}[\hat{H}_1(\omega^n)] \leq - \left( \mathbb{E} \left[ \frac{N_n}{n} \log_2 \left( \frac{N_n}{n} \right) \right] + \mathbb{E} \left[ (1 - \frac{N_n}{n}) \log_2 \left( 1 - \frac{N_n}{n} \right) \right] \right) \leq
$$

$$
\leq - \left( \mathbb{E} \left[ \frac{N_n}{n} \log_2 \left( \frac{N_n}{n} \right) \right] + (1 - \mathbb{E} \left[ \frac{N_n}{n} \right]) \log_2 \left( 1 - \mathbb{E} \left[ \frac{N_n}{n} \right] \right) \right) ~
$$

$$
\sim - \left( n^{p-1} \log_2 \left( n^{p-1} \right) + (1 - n^{p-1}) \log_2 \left( 1 - n^{p-1} \right) \right) .
$$

Consequently, we can easily verify that

$$
8 \, n \, \mathbb{E}[\hat{H}_1(\omega^n)] \leq - 8 \, n^p \log_2 \left( n^{p-1} \right) - 8 \left( n - n^p \right) \log_2 (1 - n^{p-1}) =
$$

$$
= 8 \, n^p \log_2 \left( n^{1-p} - 1 \right) - 8 \, n \log_2 \left( 1 - n^{p-1} \right) .
$$

For the fact that $p < 1$, it holds

$$
8 \, n^p \log_2 \left( n^{1-p} - 1 \right) - 8 \, n \log_2 \left( 1 - n^{p-1} \right) \sim
$$

$$
\sim n^p \left( (1 - p) \log_2(n) - 1 \right) =
$$

$$
= O(n^p \log_2(n)) .
$$

(14)

Now we will prove that, for $\omega^n$ a symbolic orbit of the Manneville map with $z > 2$, if $t$ is the number of words in the \textit{LZ77} parsing of $\omega^n$, it holds

$$
\mathbb{E} \left[ t \log_2 \log_2 \left( \frac{n}{t} \right) \right] \leq O(n^p \log_2(n)) .
$$

(15)
We apply Lemma 30, with alphabet \( \mathcal{A} = \{0, 1\} \) where 1 is the symbol associated to the event \( \mathcal{E} = \{\text{passage through } \tilde{x}, 1\} \), which appears in \( \omega^n \) with mean probability \( \frac{N_n}{n} = n^{p-1} \) and 0 is the symbol associated to the event not \( \mathcal{E} \).

Thus, \( m = n - \max\{n_0, n_1\} \) and \( t \leq 2(m + 1) = 2(n - \max\{n_0, n_1\} + 1) \).

Thanks to Lemma 33, we obtain the following estimates:

\[
\mathbb{E}[t] \leq 2 \mathbb{E}[r] + 1 = 2 n + 1 - 2 \mathbb{E}[\max\{n_0, n_1\}] \leq 2 n + 1 - 2 \max\{\mathbb{E}[n_0], \mathbb{E}[n_1]\} = 2 n + 1 - 2 \max\{n - n^p, n^p\} = 2 n^p + 1.
\]

Eventually, the inequality (15) can be easily verified.

From the estimates (14) and (16) together with (13), it follows that

\[
\mathbb{E}[I_{\text{LZ77}}(\omega^n)] \leq O(n^p \log_2(n)).
\]

Finally, since the \( AIC \) is the ideal information content of a string, it is \( I_{\text{LZ77}}(\omega^n) \geq AIC(\omega^n) \) and the same inequality relates the expectation values.

In [5] and [20], it has been proved that \( \mathbb{E}[AIC(\omega^n)] \geq O(n^p) \). This completes the proof.

\[
\square
\]

6.3 The algorithm CASToRe

We have created and implemented a particular compression algorithm we called CASToRe which is a modification of the well known LZ78 algorithm ([32]). Its theoretical advantages with respect to LZ78 are shown in [2], [6]: it is a sensitive measure of the Information content of low entropy sequences. That’s why is called CASToRe: Compression Algorithm, Sensitive To Regularity.

As it has been proved in Theorem 4.1 in [6], the Information \( I_Z \) of a constant sequence \( s^n \), originally with length \( n \), is \( 4 + 2 \log(n + 1) \log(\log(n + 1)) - 1 \), if the algorithm \( Z \) is CASToRe. The theory predicts that the best possible information for a constant sequence of length \( n \) is \( AIC(s^n) = \log(n) + \text{const.} \)

In [6], it is shown that the algorithm LZ78 encodes a constant \( n \) digits long sequence to a string with length about \( \text{const} + n^{\frac{1}{2}} \) bits; so, we cannot expect that LZ78 is able to distinguish a sequence whose information grows like \( n^\alpha \) (\( \alpha < \frac{1}{2} \)) from a constant or periodic one. This motivates the choice of using CASToRe.

Now we briefly describe the internal running of CASToRe.

As the algorithm LZ77, the algorithm CASToRe is based on an adaptive dictionary ([32]). One of the basic differences in the coding procedure is that the algorithm LZ77 splits the input strings in overlapping words, while the
algorithm CASToRe (as already the algorithm LZ78) parses the input string in non-overlapping words.

At the beginning of encoding procedure, the dictionary is contains only the alphabet. In order to explain the principle of encoding, let’s consider a step \( h \) within the encoding process, when the dictionary already contains \( h \) words \( \{ e_1, \ldots, e_h \} \).

The new word is defined as a pair \((\text{prefix pointer}, \text{suffix pointer})\). The two pointers are referred to two (not necessarily different) words \( \rho_p \) and \( \rho_s \) chosen among the ones contained in the current dictionary as follows. First, the algorithm reads the input stream starting from the current position of the front end, looking for the longest word \( \rho_p \) matching the stream. Then, we look for the longest word \( \rho_s \) such that the joint word \( \rho_p \rho_s \) matches the stream. The new word \( e_{h+1} \) which will be added to the dictionary is then \( e_{h+1} = \rho_p \rho_s \).

The output file contains an ordered sequence of the binary encoding of the pairs \((i_p, i_s)\) such that \( i_p \) and \( i_s \) are the dictionary index numbers corresponding to the prefix word \( \rho_p \) and to the suffix word \( \rho_s \), respectively. The pair \((i_p, i_s)\) is referred to the new encoded word \( e_{h+1} \) and has its own index number \( i_{h+1} \).

The following example shows how the algorithm CASToRe encodes the input stream
\[
\omega = (abcababccabb \ldots).
\]

Let the source alphabet be \( A = \{a, b, c\} \).

The output is the binary encoding of the following pairs contained in the second column. The first column is the dictionary index number of the encoded word in the dictionary which is showed in the same line, second column. For an easier reading, we add a third column which shows each encoded word in the original stream \( \omega \), but it is not contained in the output file:

First, the dictionary is being loaded
1 \( (0, 'a') \) \[a]\n2 \( (0, 'b') \) \[b]\n3 \( (0, 'c') \) \[c]\n
Then, the encoding procedure starts
4 \( (1, 2) \) \[ab]\n5 \( (3, 4) \) \[cab]\n6 \( (4, 3) \) \[abc]\n7 \( (5, 3) \) \[cabc]\n
and so on.

We remark that this coding procedure, which pairs words already in the dictionary to create a new word, is similar to the procedure that can be found in the recent work \[22\], which seems to be able to give a very precise entropy estimation, detecting very long range correlations in the English language.
7 Numerical experiments

In this section we show some numerical experiments supported by the theory of the previous sections. We consider some examples of fully chaotic and weakly chaotic dynamical systems and we measure the information content of the generated symbolic orbits with respect to some partition.

We measure the information content with the two different data compression algorithms LZ77 with infinite window and CASToRe, whose internal running has been presented above. These two algorithms seems to be suitable for the compression of 0-entropy strings (see [2] and Proposition [3]) and they are fast enough to allow the compression of long strings (we could manage to compress trajectories of $O(10^7)$ symbols). From the computational point of view, whereas LZ77 requires a big amount of RAM (Random Access Memory), since it needs to retain the entire string already encoded and the entire dictionary built, the algorithm CASToRe only remembers the dictionary which is implemented in a tree structure. Hence, the computation time is a distinguishing feature between the two algorithms: CASToRe can compress a $O(10^7)$-symbols string in few seconds.

As we will see the results agree with theoretical predictions when they are available or with other numerical results which can be found in the literature.

It is worth to remark that, even if the two compression schemes are basically different, the two algorithms give a behavior of the information content of the same order in all the numerical experiments we performed.

7.1 The Manneville map

We measure the information content of symbolic orbits drawn from the Manneville map.

Let us consider again the Manneville map $T_z(x) = x + x^z (mod 1)$ as it has been presented in Section 6.2.

Let us consider the partitions $\alpha_1, \alpha_2$ obtained by dividing $[0,1]$ in 2 or 4 subintervals. The partition $\alpha_1$ is the same described in Section 6.2 and $\alpha_2$ is a refinement of $\alpha_1$: $\alpha_2$ is obtained splitting in two equal parts each interval of $\alpha_1$. We denote by $K(x, \alpha_i, n), i \in \{1, 2\}$ the Algorithmic Information Content of a $n$-long symbolic orbit of the Manneville map with initial condition $x$, with respect to the partition $\alpha_i$.

By the results exposed in ([21],[8],[20]) we have that the mean value of $K(x, \alpha_i, n)$, with respect to the Lebesgue measure, on the initial conditions of the orbit is expected to be $E[K(x, \alpha_i, n)] \sim n^p$, with $p = \frac{1}{z-1}$ for $z > 2$, and $E[K(x, \alpha_i, n)] \sim n$ for $z < 2$. Moreover (by the results of section 6.2) the same result holds for the information as it is measured by the algorithm LZ77. We verified numerically this statement, and the result is shown in figure 1.

If we use the information content as it is measured by CASToRe the numerical result is also close to the previous one. This confirms the theoretical results and proves that the methods relative to the Computable Information Content are experimentally reliable.
We considered a set of one hundred initial points, then we generated the relative 10^7-long orbits and we applied the compression algorithms to the associated symbolic strings $s$ (with respect both to the partition $\alpha_1$ and $\alpha_2$).

In Table 1 we show the results. The first column indicates the partition to which the results are referred. The second column is the value of the parameter $z$ which drives the dynamics of the system. The last column gives the results of the theory for the exponent $p$ of the asymptotic behavior of $K(x, \alpha_i, n) \sim n^p$. The third and the fourth columns show the experimental results. The shown number is the average $\bar{p}$ of the exponents of one hundred different orbits. The initial conditions of the orbits are chosen randomly with respect to the Lebesgue measure.

| Symbols | $z$ | LZ77 | CASToRe | Theoretical value |
|---------|-----|------|---------|-------------------|
| 4       | 2.5 | 0.64 | 0.64    | 0.66              |
| 2       | 2.5 | 0.64 | 0.64    | 0.66              |
| 4       | 3   | 0.49 | 0.43    | 0.5               |
| 2       | 3   | 0.47 | 0.48    | 0.5               |
| 4       | 4   | 0.27 | 0.25    | 0.33              |
| 2       | 4   | 0.32 | 0.28    | 0.33              |

Table 1: Theoretical and experimental results for the Information content of the Manneville map

In Figure 1 are plotted several examples of the behavior of the Information Content $I_Z$ when $Z =$LZ77 (on the right) or $Z =$CASToRe (on the left) and for different values of the parameter $z$. The scale is bilogarithmic, so that the power laws become straight lines and the exponent $p$ of the expected power law is the slope of the correspondent straight line.

### 7.2 The logistic map

In this section we study the logistic map at the chaos threshold from an experimental point of view. We recall that the logistic map is defined by

$$f(x) = \lambda x (1 - x), \quad x \in [0, 1], \quad 1 \leq \lambda \leq 4.$$  \hspace{1cm} (17)

The logistic map has been used to simulate the behavior of biological species not in competition with other species. Later the logistic map has also been presented as the first example of a relatively simple map with an extremely rich dynamics (12, 14). If we let the parameter $\lambda$ vary from 1 to 4, we find a sequence of bifurcations of different kinds. For values of $\lambda < \lambda_\infty = 3.56994567187\ldots$, the dynamics is periodic and there is a sequence of period doubling bifurcations which leads to the chaos threshold for $\lambda = \lambda_\infty$. 
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Numerical experiments and heuristics considerations from the physical literature indicate that at the chaos threshold there is a power-law “sensitivity” to initial conditions (here the sensitivity to initial conditions was measured with a generalized Lyapunov exponent). These facts justified the application of generalized entropies to the map ([30]).

Moreover by the more recent results of [6] we know that if we consider the Lebesgue measure, then for almost any initial condition the Algorithmic Information Content of an orbit will increase as the logarithm of the number of steps.

In the following, we will show how we have experimentally confirmed this result measuring the information with LZ77 and CASToRe.

In figure 2 the main plot is in bilog scale, while the inset is in log-linear scale and the same graphs as in the main plot are pictured. On the left, the experiments performed via CASToRe, on the right via LZ77. The analysis of results is the same for both pictures.

The solid line in the main plot represents the information behavior at the chaos threshold. This graph already indicates that at the chaos threshold \( \lambda_\infty \) the information increases below any power law (any power law becomes a straight line when plotted in bilog scale and our graph is evidently concave), as predicted by the theory. A more accurate quantitative analysis was done in [6]. The upper lines are referred to values of \( \lambda > \lambda_\infty \) for which the map is chaotic (the information increases linearly with time). The lower lines represents the information behavior when \( \lambda \) tends to \( \lambda_\infty \) from below (along the period doubling cascade), hence when we are in the periodic regime (where the Algorithmic Information Content is expected to behave logarithmically).
Figure 2: On the left we have the information v.s. number of steps for a typical point of the interval as it is measured by CASToRe, on the right the same with LZ77. The plot is in log-log scale, while in the inset the plot is log-linear to show how the long time behavior of the information follows a logarithmic increase.

7.3 Tirnakli, Tsallis, Lyra (TTL)-circular like maps

These maps have been introduced in [29], where they are studied numerically, as modifications of the classical standard map. These maps are one-dimensional maps and varying the parameters they show a transition to chaos. They are defined by

$$T_z(x) = \Omega_z + (x - \frac{1}{2\pi} \sin(2\pi x))^{z} \pmod{1}$$

and we study the maps with parameters values $z = 3, z = 4, z = 5$ with $\Omega_3 = 0.606661063469, \Omega_4 = 0.648669091983, \Omega_5 = 0.6788311756505$, for which values the maps are at the onset of chaos.

We recall that for $z = 3$ we obtain the classical the standard map

$$T(x) = \Omega + (x - \frac{K}{2\pi} \sin(2\pi x))(\pmod{1})$$

with $K = 1$ (at the edge of a quasiperiodic transition to chaos).

For these maps results in [29] show a numerical evidence of power law initial data sensitivity, as it was shown in [30] for the logistic map at the edge of chaos. Also, by the results of [30] this would correspond to a logarithmic increase of the algorithmic information. We measured the information coming from these maps, obtaining a behavior that is also similar to the logistic map at the edge of chaos and fits with the cited numerical results (Figure 3).

\footnote{In the cited paper, quantitative results are proved between initial condition sensitivity and complexity.}
Figure 3: The information vs. number of steps for the TTL-circular like maps for a typical point studied using the algorithm CASToRe. The solid line is referred to the map for $z=1$ with 2 or 4 symbols, for the dashed and dotted curves, we have $z=4$ and $z=5$. Inset: same graph in log-linear scale.

7.4 Casati-Prosen map

This area-preserving map has been proposed in [9] as a model of quantum chaos. The map is defined on $T^2 = [-1, 1] \times [-1, 1]$ by

$$T \left( \begin{array}{c} x_n \\ y_n \end{array} \right) = \left( \begin{array}{c} x_{n+1} \\ y_{n+1} \end{array} \right)$$

where

$$x_{n+1} = x_n + y_{n+1}$$

$$y_{n+1} = y_n + \alpha \text{sgn}(x_n) + \beta$$

and $\alpha = \left( \frac{1}{2} \left( \sqrt{5} - 1 \right) - \frac{1}{2} \right)$, $\beta = \left( \frac{1}{2} \left( \sqrt{5} - 1 \right) + \frac{1}{2} \right)$. Results in [9] provide numerical evidences that the map is ergodic and mixing, with linear speed of separation of nearby starting orbits.

We studied the complexity of some trajectory of the system, obtaining that the computable information seems to increase as a power law $n^p$ with exponent $p$ approximately equal to 0.75... ($p = 0.742$ when estimated by LZ77 and $p = 0.755$ when estimated by CASToRe). This result is quite unexpected from the connection between sensitivity to initial conditions and the asymptotic behavior of the information content ([20]). From the cited results, to a linear initial condition sensitivity would correspond a logarithmic increase of the AIC. However, the rigorous proof of all the properties of the map remains an open problem.
Figure 4: The information vs. number of steps (for CASToRe, on the left, and LZ77, on the right) for a typical point in the Casati-Prosen map. The plot is in log-log scale.

7.5 The Arnold cat map

The Arnold cat map is an example of a two-dimensional hyperbolic toral automorphism, that is the projection on the two-torus $\mathbb{R}^2/\mathbb{Z}^2$ of a linear map of $\mathbb{R}^2$, represented by a matrix $M$ with integer elements and determinant one and real eigenvalues $\lambda$ and $1/\lambda$, different from 1. The Arnold cat map is specified by the matrix

$$M = \begin{pmatrix} 1 & 1 \\ 1 & 2 \end{pmatrix}$$

with $\lambda = (3 + \sqrt{2})/2$. From a theorem of [3] it follows that the Kolmogorov-Sinai entropy with respect to the Lebesgue measure of a two-dimensional hyperbolic toral automorphism is given by the logarithm of the modulus of the eigenvalue bigger than 1. Hence, in this case

$$h = \log_2 \frac{3 + \sqrt{2}}{2} \sim 1.388 \ldots$$

Our computations give the same result. We only show the results for the compression algorithm CASToRe, since in this case no evident differences can be appreciated. Studying the behavior of the information content with respect to the length of the compressed string, we expect to find a straight line with angular coefficient equal to the entropy of the dynamical system, when working with a generating partition. In figure 5 it is represented the information function for three different choices of the partition. The dotted line is obtained with a partition of the square $[0, 1) \times [0, 1)$ in two horizontal strips. The solid line is obtained with a partition in four equal squares along the axis, and the dashed line is obtained with a partition in four squares along the eigen-directions associated to the matrix $M$. The angular coefficients of the lines are 0.98 for the dotted line, 1.56 for the solid line and 1.37 for the dashed line, showing that the
first two partitions considered are not able to simulate the whole complexity of the system, whereas the last one can be considered to be a generating partition.

![Graph](image)

Figure 5: The information content of the Arnold cat map for three different partitions. The dashed line is the information content of the generating partition. For the partitions used see the description in the text.

7.6 The Froeschlé map

This map was studied in [16] as an example of a symplectic map for which it is possible to find the integrable and non-integrable initial conditions. The map is defined on the two-torus \( \mathbb{R}^2/(2\pi\mathbb{Z})^2 \) by

\[
\begin{align*}
x_{n+1} &= x_n + a \sin y_n \\
y_{n+1} &= x_n + y_n + a \sin y_n
\end{align*}
\]

with \( a = 1.3 \). We studied the behavior of the information content for orbits generated by two different initial conditions, one corresponding to the regular zone, and the other to the irregular zone. Both orbits have been studied with CASToRe and with LZ77. In the regular zone, the initial condition is given by the point (0, 2.5). From the results in figure 6 (dotted curves), one can see that both the compression algorithms give indication of regularity by an increasing of the information content of the order of a logarithm (this behavior is visible clearly in the inset in the two figures, where the information content is plotted on a log-linear scale). The two compression algorithms also give a strong indication of full chaos for the irregular orbit, generated by the initial condition (2, 0). In figure 6, the information content is a straight line (solid and dotted lines, with partitions in two vertical strips and in four equal squares) whose angular coefficients give an indication of the value 0.40 and 0.44, respectively, of the Kolmogorov-Sinai entropy with respect to the measure associated to the initial point. These results are in agreement with those of [11].
Figure 6: Information content for the Froeschlé map. On the left the results are obtained using CASToRe, on the right using LZ77. In both the pictures, the solid and dashed lines are for the full chaotic orbit, and the dotted curves are for the regular orbit. In the insets only the regular orbit is plotted in a log-linear scale.

References

[1] Aaronson J., “An introduction to infinite ergodic theory”, American Mathematical Society, 1997
[2] Argenti F., Benci V., Cerrai P., Cordelli A., Galatolo S., Menconi G., Information and dynamical systems: a concrete measurement on sporadic dynamics, Chaos, Solitons and Fractals, 13 (2002), no. 3, 461–469
[3] Arnold V.I., Avez A., “Ergodic problems of classical mechanics”, Benjamin, 1968
[4] Bell T., Witten I. H., Cleary J. G., Modeling for text compression, ACM Computing Surveys, 21 (1989), 557–591
[5] Bonanno C., The Manneville map: topological, metric and algorithmic entropy, http://arXiv.org/abs/math.DS/0107197
[6] Bonanno C., Menconi G., Computational information for the logistic map at the chaos threshold, Disc. Cont. Dyn. Syst.- B, 2 (2002), no.3, 415–431
[7] Brudno A.A., Entropy and the complexity of the trajectories of a dynamical system, Trans. Moscow Math. Soc., 2 (1983), 127–151
[8] Campanino M., Isola S., Infinite invariant measures for non-uniformly expanding transformations of [0,1]: weak law of large numbers with anomalous scaling, Forum Math., 8, (1996), 71–92
[9] Casati G., Prosen T., Triangle map: A model of quantum chaos, Phys. Rev. Lett., 85 (2000), 4261–4264
10. Chaitin G. J., “Information, randomness and incompleteness, papers on algorithmic information theory”, World Scientific, Singapore, 1987

11. Cohen A., Procaccia I., Computing the Kolmogorov entropy from time signals of dissipative and conservative dynamical systems, Phys. Rev. A, 31 (1985), 1872–1882

12. Collet P., Eckmann J.-P., “Iterated maps on the interval as dynamical systems”, Birkhauser Verlag, 1980

13. Collet P., Ferrero P., Some limit ratio theorem related to a real endomorphism case of a neutral fixed point, Ann. Inst. H. Poincarè, 52, 1990, 283–301.

14. Feigenbaum M. J., Quantitative universality for a class of nonlinear transformations, J. Stat. Phys., 19 (1978), no. 1, 25–52

15. Feller W., Fluctuation theory of recurrent events, Trans. Amer. Math. Soc., 67 (1949), 98–119

16. Froeschlé C., A Numerical Study of the Stochasticity of Dynamical Systems with two Degrees of Freedom, Astron. Astrophys., 9 (1970) 15–23

17. Galatolo S., Information, Complexity and weak Chaos in Dynamical Systems. Theory and measurement methods, PhD thesis, University of Pisa, 2001

18. Galatolo S., Orbit complexity by computable structures, Nonlinearity, 13 (2000), no. 5, 1531–1546

19. Galatolo S., Orbit complexity and data compression, Discrete and Continuous Dynamical Systems, 7 (2001), no. 3, 477–486

20. Galatolo S., Complexity, initial data sensitivity, dimension and weak Chaos in Dynamical Systems, http://www.mathpreprints.com/math/Preprint/galatolo/20020423.1/1/?coll=Selection

21. Gaspard P., Wang X.J., “Sporadicity: between periodic and chaotic dynamical behavior”, Proc. Natl. Acad. Sci. USA, 85 (1988), 4591–4595

22. Grassberger P., Data compression and entropy estimates by non-sequential recursive pair substitution, http://arXiv.org/abs/physics/0207023

23. Katok A., Hasselblatt B., “Introduction to the modern theory of dynamical systems”, Cambridge University Press, 1997

24. Khinchin A.I., “Mathematical foundations of information theory”, Dover Publications, New York, 1957

25. Kolmogorov, A.N., “Three Approaches to the Quantitative Definition of Information, Problems of Information Transmission, 1(1): 1-7 (1965).
[26] Kosaraju S.R., Manzini G., *Compression of low entropy strings with Lempel-Ziv algorithms*, SIAM J. Comput., 29 (2000), 893–911

[27] Li M., Vitanyi P., “An introduction to Kolmogorov complexity and its applications”, Springer-Verlag, 1993

[28] Manneville P., *Intermittency, self-similarity and 1/f spectrum in dissipative dynamical systems*, J. Physique, 41 (1980), 1235–1243

[29] Tirnakli U., Tsallis C., Lyra M.L., *Circular like maps:sensitivity to initial conditions*, European Phisical Journal B, 11 (1999), 309–316

[30] Tsallis C., Plastino A.R., Zheng W.M., *Power-law sensitivity to initial conditions—new entropic representation*, Chaos Solitons Fractals, 8 (1997), no. 6, 885–891

[31] Ziv J., Lempel A., *A Universal Algorithm for Sequential Data Compression*, IEEE Transactions on Information Theory, 23 (1977) 337–342

[32] Ziv J., Lempel A., *Compression of Individual Sequences Via Variable-Rate Coding*, IEEE Transactions on Information Theory, 24 (1978) 530–536