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Abstract
Sports analytics has captured increasing attention since analysis of the various data enables insights for training strategies, player evaluation, etc. In this paper, we focus on predicting what types of returning strokes will be made, and where players will move to based on previous strokes. As this problem has not been addressed to date, movement forecasting can be tackled through sequence-based and graph-based models by formulating as a sequence prediction task. However, existing sequence-based models neglect the effects of interactions between players, and graph-based models still suffer from multifaceted perspectives on the next movement. Moreover, there is no existing work on representing strategic relations among players’ shot types and movements. To address these challenges, we first introduce the procedure of the Player Movements (PM) graph to exploit the structural movements of players with strategic relations. Based on the PM graph, we propose a novel Dynamic Graphs and Hierarchical Fusion for Movement Forecasting model (DyMF) with interaction style extractors to capture the mutual interactions of players themselves and between both players within a rally, and dynamic players’ tactics across time. In addition, hierarchical fusion modules are designed to incorporate the style influence of both players and rally interactions. Extensive experiments show that our model empirically outperforms both sequence- and graph-based methods and demonstrate the practical usage of movement forecasting. Code is available at https://github.com/wwyyWang/CoachAI-Projects/tree/main/Movement%20Forecasting.

1 Introduction
In recent years, the rapid advancement of technology has brought great convenience for data collection and has increased data diversity, which has revolutionized sports analytics for conducting various applications. For example, the National Basketball Association (NBA) has installed multiple cameras on every court to collect granular data on players’ movements. These data are used to analyze the different views for recommending winning strategies, avoiding player injury, and scouting (Petra 2020). On the other hand, the size of the sports analytics market is expected to expand 21.3% from 2021 to 2028 (Research 2021). Evidently, effective analysis benefits the promising performance of teams or individuals on the field (Wang et al. 2020; Melton and Mc-Charles 2021; Qian 2022), which has not only brought about the growing demand of sports analytics, but has also drawn researchers’ attention to the flourishing and profitable sports market.

In this paper, we focus on turn-based sports and use badminton as the demonstration example. Various studies related to badminton have been carried out to collect badminton data, such as retrieving information from videos (Hsu et al. 2019; Cao et al. 2021; Yoshikawa et al. 2021) or sensors (Chiu et al. 2020; Steels et al. 2020). Based on the collected data, several applications have been developed to analyze tactic performance (Wang 2022), e.g., shot influence (Wang et al. 2021, 2022a), an analysis system (Chu et al. 2022), and stroke forecasting (Wang et al. 2022b). However, in badminton, as a fast-paced sport, in addition to returning strokes, players’ movements on the court are also a vital factor of simulating tactics, which has not been addressed in prior works. Players with effective movements can reach the shuttle faster before it drops below the net, which enables them to return an aggressive stroke and take the dominant position (Decathlon 2022). Therefore, players and coaches can take advantage of movement forecasting since the movements on the court reflect the physical ability and the defensive position habit. Players can therefore be trained to be familiar with where to catch the shuttle and where to defend based on the specific situation1.

Figure 1 illustrates an example of movement forecasting. Given the locations of two players and the shot type they performed in a rally, the player on the right has several options of shot type and location to return the shot and move back to defense, while the player on the left also has multiple choices of location to catch the shuttle based on the location the opponent is returning to. For example, when the left player returns a net shot to the right court, the right player can either also return a net shot and take a defense position closer to the net to prepare for another net shot, or can return a lob to the back court and move to the center of the half court to prepare for a smash. In general, movement forecasting can be viewed as the more challenging task since the goal consists of not only stroke forecasting (Wang et al. 2022b), but also the movements of players.

1Related work is in Appendix A due to space limitation.
To address this problem, we formulate movement forecasting as a sequence prediction task. One potential solution is the sequence-to-sequence models, which have been widely applied for trajectory prediction (Giuliari et al. 2020; Shi et al. 2020; Shafiee, Padir, and Elhamifar 2021). However, in our task, sequence-to-sequence models are ineffective in terms of modeling the interactions between different players and the relations between the same player at different time steps, which has a great impact on the distance traveled and the destination. For example, a net shot causes the opponent to move toward the net; consequently, the player has less time to go back to defense due to the short flying time. On the other hand, a clear moves to the back court, which enables them to have sufficient time to move back to defense. In addition, the meanings of moving between returning the shuttle and defending are different: when returning the shuttle, the player tends to move to the corner, and when defending, the tendency is to move to the center (Valledecabres et al. 2020).

To mitigate the aforementioned limitations, a badminton rally can be represented as a graph with various relations to describe different purposes of the movements across different time steps. Nonetheless, there are three key challenges that hinder the direct use of existing graph methods in movement forecasting. 1) **Graph construction.** Since previous approaches have not adopted graphs for turn-based sports analysis, there is no existing method for constructing badminton rallies into graphs. Therefore, it is challenging to construct a graph to represent rally information, including the relations among players and their strokes. 2) **Dynamic tactics.** Players often change their tactics within a match or even a rally to avoid their strategies being seen through. In view of the ever-changing circumstances on the court, it is inadequate to flexibly model the styles and tactics of both players in different rallies and within the rally. 3) **Multifaceted aspects.** To decide the next action, players consider not only their tactical preferences but also those of their opponents. Furthermore, players are confronted with different significance between styles and rally progress according to the current circumstance.

In light of the above challenges, we propose a novel Dynamic graphs and hierarchical fusion for the Movement Forecasting model (DyMF) to capture player information through different relations for predicting the next move of both players and the corresponding shot type. For the first issue, we introduce a badminton graph called the Player Movements (PM) graph to construct strategic relations between two players and the players themselves in a rally across time. Specifically, DyMF is an encoder-decoder architecture with interaction style extractors and hierarchical fusions. For the second issue, the interaction style extractor is introduced to dynamically capture mutual interactions of players themselves and between players by aggregating information through different relations and pattern-generated weights. For the third issue, we design a hierarchical fusion to take the style influence of both players into account and combine player-player interactions with rally interactions for predicting the next move.

To summarize, the main contributions of this paper are four-fold:

1. We attempt to formalize the task of predicting the players’ future movements and shot type based on the previous strokes. To the best of our knowledge, this is the first work for movement forecasting in badminton, which is also suitable for other turn-based sports such as tennis.
2. To represent a rally as a graph, we introduce a graph construction method by transforming rallies into PM graphs with strategic relations between players’ locations.
3. Based on the PM graphs, we propose DyMF to extract different facets of interactions by interaction style extractors, and integrate them by hierarchical fusions.
4. We conduct extensive experiments to demonstrate the effectiveness of our proposed model by comparing with state-of-the-art sequence- and graph-based methods on a real-world badminton dataset. Furthermore, an application scenario is illustrated for movement forecasting.

## 2 Problem Formulation

A badminton rally is denoted as $R = \{(l^t_1, s^1), \ldots, (l^t_{|R|}, s^{|R|})\}$, where $S^t$ represents the $t$-th stroke, $P = (p_a, p_b)$ denotes the two players who participate in the rally and take turns hitting the shuttle to form a rally (i.e., $p_a$ is the player who serves and $p_b$ is the other player in a rally), and $|R|$ is the length of the rally. At $t$-th time step (stroke), each stroke consists of two components $S^t = \{l^t, s^t\}$, where $L^t = \{l^t_a, l^t_b\}$ is the player locations of $p_a$ and $p_b$ when either player hits the shuttle, and $s^t$ represents the shot type played by either player. Specifically, $l^t_a = (l^t_{a,x}, l^t_{a,y}) \in \mathbb{R}^2$ and $l^t_b = (l^t_{b,x}, l^t_{b,y}) \in \mathbb{R}^2$ denote the 2D coordinates of the locations of two players on the court, respectively. The movement forecasting task is defined as follows: For each badminton rally, given the observed stroke sequence $\{(l^1, s^1), \ldots, (l^\tau, s^{\tau-1})\}$ with length $\tau$ and pairs of players $P$, the objective is to predict future strokes in the rally $\{(l^{\tau+1}, s^\tau), \ldots, (l^{|R|}, s^{|R|})\}$, including the locations of the two players and the shot types performed by either player. We note that $s$ is offset by one index as the target is to predict the locations of the two players after each stroke; thus the first shot type $s^0$ is padded with a zero.
3 Our Approach

Figure 2 shows the overall architecture of our proposed DyMF. To represent the badminton rally as a graph, the PM graph is designed with the locations of players at each time step and the relations between them across time. Based on the PM graph, DyMF adopts an encoder-decoder architecture, where the encoder encodes the observed stroke sequence, while the decoder recurrently generates the locations of players and the shot types they performed based on the encoder contexts. Specifically, both the encoder and decoder are composed of two modules, respectively, an interaction style extractor, and a hierarchical fusion. The interaction style extractor takes players and corresponding locations as the information to capture mutual interactions of the players themselves and between both players by modeling the relations across time and the dynamic tactics of an individual player with past movement patterns. To adapt to tactics and styles changing as the rally progresses, a hierarchical fusion is proposed to consider the style influence of both players and rally interactions based on the current circumstance.

3.1 Graph Construction

We first introduce the components in the PM graph and then illustrate in detail the graph construction procedure of the PM graph in the encoder and decoder.

PM Graph. As a rally is comprised of players hitting the shuttle back and forth, the interactions between players within the rally can be described as structural representations in a graph. However, directly applying existing graph construction methods (e.g., a complete graph) to rally sequences fails to model strategic relations between players. To this end, a graph construction procedure is introduced by representing the rally progress as the evolution of a series of undirected multi-graphs \( G = (\mathcal{V}, \mathcal{E}, \mathcal{R}) \). The nodes in the multi-graphs are denoted as \((v_a^t, v_b^t) \in \mathcal{V}\), where \(v_a^t\) and \(v_b^t\) represent the locations of \(p_a\) and \(p_b\) at the \(t\)-th time step, respectively. The edges \((v_a^t, v_b^t) \in \mathcal{E}\) represent the relation between the nodes of different players or the nodes of the same player between time steps \(i\) to \(j\), \(a|b\) represents that the term is related to either \(p_a\) or \(p_b\), and the relations \(r \in \mathcal{R}\) consist of 12 strategic types as follows: 10 shot types: net shot, lob, defensive shot, smash, drop, push/rush, short service, clear, drive, and long service. Defend: Link the nodes of the same player at the time steps \(t-1\) and \(t\) when the purpose of the movement is to return to the defense position. Return: Link the nodes of the same player at the time steps \(t-1\) and \(t\) when the purpose of the movement is to return the shuttle.

Encoder Graph. Figure 3 (a) illustrates an example of the graph construction procedure with the observed sequence with \(\tau = 4\) strokes. At the first time step, there are two nodes that represent the initial locations of the two players \((p_a, p_b)\) before the rally starts. Afterwards, at each time step, two nodes and three edges are added to the graph to represent the movements and interactions of players on the court. Specifically, the new nodes are the locations of the two players after either of them returns the shuttle. The three new edges contain one shot type that links the node of the player who returns the shuttle with the time step \(t-1\) and the node of the player who will return the shuttle at the next time step with the time step \(t\) (red 3 to blue 4), one defend type that links the nodes of the player who returns the shuttle with the time steps \(t-1\) and \(t\) (red 3 to red 4), and one return type that links the nodes of the player who will return the shuttle at the next time step with the time steps \(t-1\) and \(t\) (blue 3 to blue 4). The encoder graph is passed to the proposed encoder to learn the embeddings of the nodes.

Decoder Graph. In the decoder stage, the PM graph is divided into five steps at each time step based on the encoder graph, which is depicted as an example at time step \(t = 5\) in Figure 3 (b): 1) Add one new node and one new edge, where the new node represents the location of the player who will return the shuttle at the next time step and the new edge is a return type. 2) Compute the node embeddings through the model decoder and predict the shot type of the stroke at the current time step by using the node embedding of the player who returns the shuttle with time step \(t-1\) and the node embedding of the player who will return the shuttle at the next
time step with time step $t$. 3) Then, a new node and two new edges are added in the decoder graph, where the new node represents the location of the player who returns the shuttle and moves back to the defense position, and the two new edges are a defense type (blue 4 to blue 5) and a shot type (blue 4 to red 5) based on the prediction from the previous step. 4) Compute the node embeddings through the model decoder and predict the locations of the two players based on the node embeddings of the last nodes of the two players. 5) Update the node embeddings of the last four nodes that participate in the graph construction at this time step by the model. The decoder graph construction is then constructed recurrently until the end of the rally.

### 3.2 Embedding Layer

To represent the nodes with the locations of the players and corresponding players’ information, the embedding layer takes $\{L_i^t, L_j^t\}$ and $(p_a, p_b)$ as input to calculate the initial representation of the node $e^t_a$ and $e^t_b$ of $v^t_a$ and $v^t_b$ at the $t$-th time step, respectively:

$$e^t_{a/b} = W^e(ReLU(W^L L^t_{a/b}) || W^p p_{a/b}),$$  

where $W^L \in \mathbb{R}^{d_l \times 2}$, $W^p \in \mathbb{R}^{d_p \times N_p}$, $W^e \in \mathbb{R}^{d_e \times (d_l + d_p)}$, are learnable matrices, and $||$ is the concatenation operator. $d_l$, $d_p$, and $d_e$ denote the dimension of location, player, and node representations, respectively, and $N_p$ is the total number of players in the dataset.

It is noted that the initial representation in the decoder is employed with the locations of the two players at the last time step, since their locations will be predicted at the end of the time step. We also share the parameters $W^L$ and $W^p$ in the embedding layers on the encoder and decoder to reduce the number of parameters similar to (Wang et al. 2022b).

### 3.3 Interaction Style Extractor

The interactions and style confrontations between the players on the court are necessary for making a decision on the next move for both players. For example, a defensive player tends to return a clear or a lob, which gives more time to move to a better position for defense and wait for the unforced error by the opponent. Therefore, the interaction style extractor is designed with relational GCN and dynamic GCN to capture the interactions between players and the individual style of both players, respectively.

**Relational GCN.** Both the shot types by either player and the mutual interactions (i.e., purposes of the movements) play a vital role in organizing tactics to influence the next locations of both players. For instance, a lob moves the player to the back court, while a net shot moves the player to the net. Moreover, the player tends to be in the center of the court when the purpose of the movement is to defend. When the purpose of the movement is to return the shuttle, the tendency is to move to the corner since the opponent would try to mobilize the player. Therefore, relational GCN is introduced to capture the interactions between different players and the relations between the same player at different time steps.

Inspired by R-GCN (Schlichtkrull et al. 2018), the architecture of relational GCN is a propagation model that learns the node embedding by aggregating the information from neighbors based on the relations between them. To preserve the information to the next layer, the message-passing process is added with a self-connection as:

$$z^{t+1} = \sigma(\sum_{r \in \mathcal{R}} \sum_{j \in N^r_i} a^r_i z^t_j + \text{ReLU}(W^{r(t)} z^t_i) + W^{\sigma(t)} z^t_i),$$

where $z^{t+1}$ denotes the hidden state of the $i$-th node in $\hat{v}$ in layer $l$, where $\hat{v} = [v^1_a, v^1_b, \ldots, v^t_a, v^t_b]$, $N^r_i$ is a set of neighbors of $i$-th node in $\hat{v}$ for a corresponding relation $r$, $\sigma$ is the activation function, $W^{r(t)}$, $W^{\sigma(t)} \in \mathbb{R}^{d_e \times d_e}$ are the learnable matrices in layer $l$, and $a^r_i$ is the normalized constant. The hidden states of the nodes at the first layer in the encoder are the initial node embeddings $e^t_a$ and $e^t_b$. Besides, the propagated node embeddings $\hat{e}^t_a$ and $\hat{e}^t_b$ at previous time steps are used for the hidden states at the first layer in the decoder, except that the two newly added nodes use the initial node representation.

To stabilize the training of each relation, we adopt the regularization method of basis decomposition (Schlichtkrull et al. 2018).
Dynamic GCN. Wang et al. (2022b) demonstrated the significance of considering player styles for predicting shot types and destination locations, but ignored the dynamic personal style of each player, which is frequently changed at each stroke for adjusting their tactics. To address this issue, we propose dynamic GCN by generating the weights based on the players’ patterns to reflect dynamic personal style.

Specifically, the player information is first included in the outputs of the embedding layer:

$$n_{a|b} = W^n e_{a|b} \| p_{a|b}$$, (4)

where $$W^n \in \mathbb{R}^{d_s \times (d_s + d_s)}$$ are learnable matrices. In the decoder, $$e_{a|b}$$ is replaced by the propagated node representation $$\tilde{e}_{a|b}$$. Then, we apply a 1D convolutional neural network (Conv1D) with kernel size $$K$$ to the $$E_{a|b} = [n_{a|b}^1, \ldots, n_{a|b}^i]$$ to extract the local movement patterns of each player:

$$C_{a|b}^i = \text{Conv1D}(E_{a|b}^i)$$. (5)

We note that $$E_{a|b}^i$$ is padded with zeros until the dimension is equal to $$d_c$$ and the same length of input as the corresponding output.

Afterwards, LSTM (Sak, Senior, and Beaufays 2014) is applied to the pattern sequences $$C_{a|b}^i$$ to capture the long-term patterns:

$$h_{a|b}^{(s+1)} = LSTM(h_{a|b}^{(s)}, c_{a|b}^{(s)}, W^{\text{LSTM}})$$, (6)

where $$h_{a|b}^{(s)}, c_{a|b}^{(s)} \in \mathbb{R}^{d_c}$$ are the s-th hidden state and cell state. $$C_{a|b}^{(s)} \in \mathbb{R}^{d_c}$$ are the s-th pattern of $$C_{a|b}^i$$ and $$C_{a|b}^r$$, and $$W^{\text{LSTM}}$$ is the learnable parameters. The initialization of the hidden state and cell state is filled with zeros following (Wang et al. 2021).

Finally, the pattern-generated weights $$Q_{a|b} = [h_{a|b}^{(1)}, \ldots, h_{a|b}^{(l)}]$$ are regarded as the weights of dynamic GCN to calculate the context of player interactions for each node by replacing the weights in the graph convolutional network (GCN) (Kipf and Welling 2017) with $$Q_{a|b}$$:

$$d_{a|b} = \text{GCN}(n_{a|b}; Q_{a|b})$$, (7)

where $$d_{a|b}^i$$ denotes the hidden states of nodes $$v_a^i$$ and $$v_b^i$$.

3.4 Hierarchical Fusion

Although players move to the next location for returning the next stroke based on rally interactions and players’ styles, it is expected that the importance of each varies under different circumstances. That is, promising players change their tactics according to their opponents in order to seize the winning opportunity. Hence, we propose a hierarchical fusion to decide the mutual importance of each style by modeling the style influence between the opponent and the current returning player, and to merge the contexts of rally interactions and player styles.

Player-Player Fusion. Parallel co-attention (Lu et al. 2016) is adopted in the sequence of the player’s dynamic tactics from the output of dynamic GCN $$D_a^t = [d_{a|a}^t, \ldots, d_{a|b}^t]$$ and $$D_b^t = [d_{b|a}^t, \ldots, d_{b|b}^t]$$ to consider the mutual influence of the style $$\tilde{a}$$ and $$\tilde{b}$$ of each player:

$$G = \tanh((D_a^t)^T W^D D_b^t)$$,

$$H_a = \tanh(W^a D_a^t + (W^D D_b^t) G^T)$$,

$$H_b = \tanh(W^b D_b^t + (W^D D_a^t) G)$$, (8)

$$\text{att}_{a|b} = \text{softmax}((w^t a^t b^t) ^T H_{a|b})$$,

$$\tilde{a}_t = \sum_{i=1}^t \text{att}_{a|b} d_{a|b}$$,  

$$\tilde{b}_t = \sum_{i=1}^t \text{att}_{b|a} d_{b|a}$$.

where $$W^D, W^a, W^b \in \mathbb{R}^{d_s \times d_s}$$ are learnable matrices and $$w^a, w^b \in \mathbb{R}^{d_c}$$ are learnable parameters. The outputs $$\tilde{a}$$ and $$\tilde{b}$$ are then transformed to the overall influence $$f_a$$ and $$f_b$$:

$$f_a = \text{sigmoid}(w^a \tilde{a})$$, $$f_b = \text{sigmoid}(w^b \tilde{b})$$, (9)

where $$w^a, w^b \in \mathbb{R}^{d_c}$$ are learnable parameters.

Afterwards, we derive the context of each player’s dynamic player’s style with the opponent’s influence:

$$D_{a|b}^t = f_{a|b} \times D_{a|b}^t + D_{a|b}^t$$. (10)

Player-Rally Fusion. The player-rally fusion aims at capturing the importance of player-player styles and rally interactions to predict each player’s next move. To fuse these contexts, we first use the t-th player-player styles $$d_{a|b}^t$$ from $$D_{a|b}^t$$ and rally interactions in the last layer in the relational GCN $$z_{a|b}^{t(l_{last})}$$ of both players to determine the corresponding dyamic weights $$\alpha, \alpha_b, \beta, \beta_b$$:

$$\alpha_{a|b} = \text{sigmoid}(w^s d_{a|b}^t)$$, $$\beta_{a|b} = \text{sigmoid}(w^z z_{a|b}^{t(l_{last})})$$, (11)

where $$w^s, w^z \in \mathbb{R}^{d_c}$$ are learnable parameters.

Afterwards, the propagated node embeddings $$\tilde{e}_{a|b}$$ are updated by:

$$\tilde{e}_{a|b} = \alpha_{a|b} \times d_{a|b}^t + \beta_{a|b} \times Z_{a|b}^{t(l_{last})}$$, (12)

3.5 Movement Predictor

To predict the shot type at the t-th time step (step 2 in the PM graph), the propagated node embeddings of both players at the t-th time step are calculated as:

$$\hat{s}_t = W^s (\tilde{e}^{t-1}_{a|b} \| \tilde{e}^t_{b})$$, (13)

where $$W^s \in \mathbb{R}^{N_s \times 2d_c}$$ are learnable matrices, and $$N_s$$ is the number of shot types. We note that the former term becomes $$\tilde{e}^{t-1}_{a|b}$$ and the latter becomes $$\tilde{e}^t_{b}$$ when the number of the time step is odd, which switches the returning player and the defending player.

To predict the locations of the two players at the t-th time step (step 4 in the PM graph), we follow (Wang et al. 2022b) to learn a bivariate Gaussian distribution for the location of each player. Specifically, a bivariate Gaussian distribution consists of five parameters $$\{\mu_x, \mu_y, \sigma_x, \sigma_y, \rho\}$$, which represent the mean of the 2D coordinates, the variance of the 2D
coordinates, and the corresponding correlation coefficient. We apply a linear layer to the concatenation of the propagated node embeddings of two players to predict two bivariate Gaussian distributions $\hat{B}G_a^t$ and $\hat{B}G_b^t$ for both players:

$$\{\hat{B}G_a^t, \hat{B}G_b^t\} = W^{BG}(c_a^t \parallel c_b^t),$$

where $W^{BG} \in \mathbb{R}^{10 \times 2d_e}$. The dimension 10 is the total number of two five-parameters distributions. The predicted coordinates of the $t+1$ time step for each player $L_a^{t+1}$ and $L_b^{t+1}$ are then sampled from $N(\hat{B}G_a^t)$ and $N(\hat{B}G_b^t)$, respectively.

The objective function is to minimize the total loss $L$:

$$L = L_{\text{shot-type}} + 0.5 \times L_{\text{location,a}} + 0.5 \times L_{\text{location,b}},$$

where $L_{\text{shot-type}}$ is the cross-entropy loss:

$$L_{\text{type}} = - \sum_{R \in D} \sum_{t=0}^{|R|-1} s^t \log (\text{softmax}(\hat{s}^t)),$$

and $L_{\text{location,a}}$ and $L_{\text{location,b}}$ are the negative log-likelihood losses for each player:

$$L_{\text{location,a}} = - \sum_{R \in D} \sum_{t=0}^{|R|-1} \log (P(l_{ax}^t, l_{ay}^t | \hat{B}G_a^t)),$$

$$L_{\text{location,b}} = - \sum_{R \in D} \sum_{t=0}^{|R|-1} \log (P(l_{bx}^t, l_{by}^t | \hat{B}G_b^t)),$$

where $D$ is the set of rallies.

4 Experiments

4.1 Experimental Settings

Badminton Dataset. Since there is only one dataset of turn-based stroke records, we employ the badminton singles dataset (Wang et al. 2022b). After filtering the rallies with any missing value, the badminton dataset has 75 matches played by 31 high-ranking players remaining, which contain 180 sets, 4,325 rallies, and 43,191 strokes. Following Wang et al. (2022b), we use the same 10 shot types, and the maximum rally lengths are truncated to 35.

For the task of movement forecasting, we utilize the rally id to separate rallies. Each rally contains the ball round of each stroke, which consists of the players, their locations, and the shot type either of them performed. The first 80% of rallies are split as training data and the last 20% as testing data for each match to have the model acquire each player’s previous information.

Baseline Methods. As this task has yet to be addressed, there are no existing baselines for direct comparison. Therefore, we examine our model with several state-of-the-art sequence prediction methods to verify its effectiveness. Specifically, these baselines are categorized into two groups: Sequence-based models: 1) Seq2Seq (Sutskever, Vinyals, and Le 2014), 2) TF (Giuliari et al. 2020), and 3) ShuttleNet (Wang et al. 2022b). Graph-based models: 1) dNRI (Graber and Schwung 2020), 2) GCNPM (Kipf and Welling 2017), 3) R-GCNPM (Schlichtkrull et al. 2018), and 4) E-GCNPM (Pareja et al. 2020). It is worth noting that we introduce three new variants of the graph-based approaches (GCNPM, R-GCNPM, and E-GCNPM) with encoder-decoder structures and the proposed PM graph for better exploring the performance of our proposed method. More details and setups of baselines are given in Appendix B.

Parameter Settings. The representation dimension $(d_1, d_p, d_e)$ is set to 16 for all models. The dropout rate for each module is 0.1, and the number of heads in TF and ShuttleNet is set to 2. E-GCNPM, R-GCNPM, GCNPM, and our model have two GNN layers. The number of layers of TF is 1. The activation function $\sigma$ in R-GCNPM, GCNPM, E-GCNPM, and our model applies ReLU at the first layer and Sigmoid at the second layer. The normalized constants $(a^t)$ for R-GCNPM and our model are set to 1 similar to (Schlichtkrull et al. 2018) and the number of basis matrices $(B)$ is 3. The kernel size $K$ is set to 3 and the layer of LSTM is set to 1 in dynamic GCN. We train all models for 100 epochs with the Adam optimizer, where batch size is set to 32 and learning rate is set to 0.001. All the training and evaluation phases were conducted on a machine with Ubuntu 20.04, Intel i7-9700K 3.6GHz CPU, and Nvidia GTX 2070 8GB GPU, while the methods are implemented in Python 3.7 with the PyTorch 1.9.0. 5-fold cross-validation was conducted for tuning the hyper-parameters.

Evaluation Metrics. Following (Wang et al. 2022b) for evaluating stochastic models, we generate 10 sequences for each rally and take the closest one as the final prediction for evaluation, and utilize mean square error (MSE) and mean absolute error (MAE) for the prediction of the locations of the two players, and cross-entropy (CE) for the prediction of shot type. All the results are the average of 5 different random seeds.

4.2 Performance Comparison

To comprehensively evaluate the performance of each method, we perform experiments on three different observed stroke sequences $\tau = 2, 4,$ and 8. We note that extensive ablation experiments are discussed in Appendix C.1. Table 1 reports the results in terms of accuracy and the different observed lengths. Quantitatively, the improvement in our model is up to 35.3% for MSE, 21.5% for MAE, and 24.3% for CE. We summarize the observations as follows:

1) Seq2Seq and TF degenerate location performance (MSE and MAE) compared to GCNPM and R-GCNPM, which not only indicates that naive sequence-to-sequence methods fail to model structural information between locations, but also demonstrates the importance of applying the PM graph to capture the influence on the intent of movement. 2) dNRI hinders all performance more substantially, although dynamically modeling the relation between players, which implies that two same nodes for representing two players separately across time is insufficient for the movement forecasting task. This again raises the need for using a PM graph with new location nodes to predict the next move of each player. 3) As ShuttleNet is designed for turn-based sequences and fusing different aspects according to different strokes, we can observe that it performs better predictions than both the sequence-based and graph-based baselines. Nonetheless, the comparison of DyMF and ShuttleNet reveals the importance of considering the purpose of players’ movements. Our proposed DyMF outperforms Shut-
Table 1: Performance of baseline models and our proposed model. In terms of MSE, MAE, and CE in different observed stroke sequence lengths (τ), the best results are highlighted in boldface and the second best are underlined.

| Group       | Model  | τ = 2   | τ = 4   | τ = 8   |
|------------|--------|---------|---------|---------|
|             |        | MSE     | MAE     | CE      | MSE     | MAE     | CE      | Avg. Rank |
| Sequence   | Seq2Seq| 1.3093  | 1.7552  | 2.0687  | 1.1880  | 1.6739  | 1.9905  | 1.2033   | 1.6920   | 1.9751   | 4.8      |
|            | TF     | 1.2233  | 1.7122  | 2.0915  | 1.2206  | 1.7094  | 2.0258  | 1.1569   | 1.6785   | 2.0134   | 5.0      |
| ShuttleNet |        | 1.1345  | 1.6179  | 1.9599  | 1.1539  | 1.6364  | 1.9575  | 1.1399   | 1.6360   | 1.9654   | 2.1      |
| Graph      | dNRI   | 1.2803  | 1.7865  | 2.4269  | 1.2994  | 1.7921  | 2.4214  | 1.4651   | 1.9117   | 2.4318   | 7.2      |
|            | GCNPM  | 1.2018  | 1.6878  | 1.9630  | 1.2033  | 1.6964  | 1.9854  | 1.2676   | 1.7508   | 1.9875   | 4.4      |
|            | R-GCNPM| 1.1724  | 1.6329  | 2.0620  | 1.1681  | 1.6339  | 2.0587  | 1.2006   | 1.6554   | 2.0470   | 3.8      |
|            | E-GCNPM| 2.8332  | 2.5003  | 2.2878  | 11.031  | 3.5865  | 2.2786  | 1314.0   | 13.929   | 2.1180   | 7.7      |
| DyMF (Ours)|        | 1.1006  | 1.5795  | 1.9543  | 1.1061  | 1.5888  | 1.9487  | 1.0827   | 1.5739   | 1.9570   | 1.0      |

Table: Performance of baseline models and our proposed model. In terms of MSE, MAE, and CE in different observed stroke sequence lengths (τ), the best results are highlighted in boldface and the second best are underlined.

Figure 4: Illustrations of strategies in different defense locations. Red nodes are the served player (Player A) and blue nodes are the receiving player (Player B).
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Figure 4: Illustrations of strategies in different defense locations. Red nodes are the served player (Player A) and blue nodes are the receiving player (Player B).

DyMF for all scenarios, which is attributed to our interaction style extractors for modeling mutual interactions across time as well as the dynamic tactics based on the previous movement patterns, and the player-player fusion for integrating the styles of each player. 4) We note that E-GCNPM produces unfavorable performance, possibly due to the unstable states when there are only a few nodes in badminton rallies, and so is not suitable for this task.

4.3 Case Study

The analysis of the players’ movements on the court can be viewed as understanding behaviors of players, where stroke forecasting (Wang et al. 2022b) only focuses on what types of strokes, and where to return. One potential technique to investigate this is to use statistical methods on historical records. However, the occurrence of area coordinates is too sparse to be analyzed. To that end, a paradigm is illustrated with DyMF to investigate the practicality of movement forecasting, and more cases are discussed in Appendix C.2. Figure 4 shows a scenario where Player A takes a defense location toward the net after returning the lob (red 3) and moving back to the middle court (red 4). In this case, we aim to change the defense location of the player to analyze the reaction of the opponent in different circumstances. In the original defense location, Player B returns a net shot, which leaves Player A in a passive situation, and thus has fewer choices for returning the shuttle. On the other hand, after changing the defense position, Player A is close to the net and makes Player B return a clear that enables Player A to launch an attack. This verifies that the opponent returns the shuttle based on the defense location of the player; therefore, standing at an effective position blocks the choices and forces the opponent to return a predictable stroke. With the help of DyMF providing likely strategies of returning shot types and moving towards a certain position on the court, badminton coaches and players are able to analyze opponents’ implicit tactics at the stroke-level, and train for specific scenarios.

5 Conclusion and Future Works

In this paper, we introduce the movement forecasting task, which plays a vital role in investigating offense and defense behaviors in sports analytics. To address the problem, we represent badminton rallies with PM graphs to delve into the strategic structure based on the interrelations between players, and propose DyMF with interaction style extractors for extracting the mutual interactions across time and capturing the dynamic tactics based on the players’ past movement patterns. Furthermore, the hierarchical fusions are designed to fuse mutual influence of players’ styles and the importance of individual style and interactions. Extensive experiments on the real-world dataset empirically show the effectiveness of our proposed model compared to the baseline methods in different scenarios. Besides, an analysis scenario is illustrated to show the practicality of movement forecasting. For future research, we will extend DyMF to badminton doubles for movements investigation with greater concentration on the interactions between players.
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