Robust unknown input observer design for state estimation and fault detection using linear parameter varying model
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Abstract. This paper proposes a robust unknown input observer for state estimation and fault detection using linear parameter varying model. Since the disturbance and actuator fault is mixed together in the physical system, it is difficult to isolate the fault from the disturbance. Using the state transformation, the estimation of the original state becomes to associate with the transform state. By solving the linear matrix inequalities (LMIs) and linear matrix equalities (LMEs), the parameters of the UIO can be obtained. The convergence of the UIO is also analysed by the Layapunov theory. Finally, a wind turbine system with disturbance and actuator fault is tested for the proposed method. From the simulations, it demonstrates the effectiveness and performances of the proposed method.

1. Introduction

Since some states of the plant cannot be measured directly, observers are applied for estimating the states, faults or disturbances using the plant input and the output signals. Observer not only improves performance, but also enhances reliability in the control system.

As for the linear or nonlinear systems, there are many different types of observers to be developed and designed, such as Luenberger observer [1], high gain observer [2], extend state observer [3] etc. For these observers, it is necessary to obtain all input signals. However, in the physical system, some of the input signals cannot be measured and obtained directly. Since these input signals are restricted or unknown in some control system, an unknown input observer (UIO) is put forward [4]. In the UIO, the uncertainty or disturbance can be treated as an unknown input for and be estimated. In the closed-loop system, using these state estimation, the controller can regulate the real-time states in a desired trajectory.

Over the years, many different types of the UIO and its evolutionary schemes have been developed for the nonlinear systems. It shows very well performance in dealing with the corresponding problems including noise, uncertainty and disturbance etc [5, 6, 7]. In the [8], using a linear matrix inequality (LMI) approach, a full order nonlinear UIO for a class of Lipschitz nonlinear systems with unknown inputs. Also, the reduce order UIO is developed for one-sided Lipschitz nonlinear systems in [9].
As a model-based observer, the performance of UIO is challenged by the modelling errors, parameter variations or other uncertain factors, since the nominal model of a physical system has to be involved for designing UIO. It is required that the UIO is robust for the measuring noise, uncertain factors and disturbance. Considering the factors, robust UIO is designed for unknown inputs Takagi-Sugeno models [10] and linear parameter varying (LPV) system [11]. In the UIO, using a state transformation, the original states of the real system are transferred into canonical forms and the estimation states can be calculated from the canonical forms. By solving the LMIs and linear matrix equalities (LMEs), the solution of the UIO can be obtained. However, since there are many conditions and hypothesis, it is not easy to find a feasible solution for LMIs and LMEs. Hence, reference [10] and [12] etc give the sufficient and necessary conditions for the existence of UIO.

In the industrial systems, the components challenged by a variety of extreme environments and have to subject to the faults. If no action is taken after the faults occur, it will cause the system performance degradation, even unable to work. In order to overcome the sensors or other components weakness, many approaches to fault detection and diagnosis (FDD) and fault tolerant control (FTC) are developed and designed [13, 14, 15, 16]. In the fault tolerant control, observer or estimation algorithm plays a key role in the fault diagnosis and isolation methods. In the active fault tolerant control system, faults are required to be estimated and compensated. Using the UIO for the fault diagnosis and isolation, many research works and significant results about the fault with sensor noise, disturbance or uncertainty can be found. In these fault tolerant control based-UIO, they mainly deal with output sensor fault, actuator fault, both sensor and actuator fault. For the linear parameter varying (LPV) system, there is a little research about the fault tolerant control based-UIO with actuator fault and disturbance. Despite some researches related to this issue, the task for compromising the LMIs’ solution with fault estimation algorithms is not easily, especially the impact of the disturbance. When the actuator fault occurs, the input disturbance and fault will mix together such that it is difficult to isolate the fault. This motivates our present research.

In this paper, we will design a UIO for state and fault estimation algorithm with LPV model. Firstly, since the UIO is a based-model observer, the polytopic LPV model is utilized for modeling. Secondly, using the state transformation and state error equation, the value of the UIO’s parameters become the solution of the LMIs and LMEs. By solving the LMIs, we can obtain the other values in turns. Considering the disturbance and actuator fault, the convergence of the UIO is also analyzed using the Layapunov and $H_{\infty}$ theory. At last, a wind turbine system with disturbance and actuator fault is utilized to illustrate the performance. From the results, it indicates that the proposed UIO and fault estimation algorithm are of effectiveness.

This paper is organized as follows. In Section 2, the problem formulation and preliminaries are presented. Design and analysis the UIO is presented in section 3. The simulation results are presented in Section 4. Finally, some conclusions are given in Section 5.

2. Problem formulation and preliminaries
Considering a nonlinear system, the input, the output and the unknown input vectors are $u \in \mathbb{R}^m, y \in \mathbb{R}^p, d \in \mathbb{R}^l$ respectively. Assume that it can be expressed in the LPV form as following

$$
\dot{x}(t) = A(\alpha(t))x(t) + B(\alpha(t))u(t) + D(\alpha(t))d(t) + Ff(t)
$$

$$
y(t) = Cx(t)
$$

where $x \in \mathbb{R}^n$ is the state vector, $A(\alpha) \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{p \times n}, D(\alpha) \in \mathbb{R}^{n \times l}$ are the matrices of $\alpha$. $\alpha$ is a time varying parameter and is bounded. $d(t)$ and $f(t)$ are the disturbance and the fault vector respectively. Assumes that the matrices $A(\alpha), B(\alpha), D(\alpha)$ can be written
as polytopic matrices and they are given

\[ A(\alpha) = \sum_{i=1}^{r} \rho_i A_i \]
\[ B(\alpha) = \sum_{i=1}^{r} \rho_i B_i \]
\[ D(\alpha) = \sum_{i=1}^{r} \rho_i D_i \] (2)

where \( \rho_i \) are weights of the LPV subsystem, supposed that satisfied

\[ \sum_{i=1}^{r} \rho_i = 1, \quad 0 \leq \rho_i \leq 1 \] (3)

The polytopic representation of the system (1) becomes

\[ \dot{x}(t) = \sum_{i=1}^{r} \rho_i (A_i x(t) + B_i u(t) + D_i d(t)) + F \hat{f}(t) \]
\[ y(t) = C x(t) \] (4)

where \( A_i, B_i, D_i \) are the time invariant matrices. Assume that the matrices \( D_i \) is of full column rank.

3. Design and analysis the unknown input observer for LPV system

In this section, we will design the unknown input observer for LPV system. The convergence of the unknown input observer will be analysed.

3.1. Design the unknown input observer

For system (4), the unknown input observer can be written as

\[ \dot{\hat{z}} = \sum_{i=1}^{r} \rho_i (N_i \hat{z}(t) + G_i u(t) + L_i y(t)) + T \dot{\hat{f}} \]
\[ \dot{\hat{x}} = \hat{z}(t) - E y(t) \]
\[ \dot{\hat{f}} = \Gamma S e_y \] (5)

where \( e_y = C x - \hat{C} \hat{x} = C e \). \( \hat{x} \) and \( \dot{\hat{f}} \) are the estimated state vector and estimated fault vector. \( N_i, G_i, L_i, E \) are the unknown matrices with appropriate dimension. And they satisfy the following conditions:

\[ N_i = MA_i - K_i C \]
\[ G_i = MB_i \]
\[ L_i = K_i (I_1 + CE) - MA_i E \]
\[ MD_i = 0 \]
\[ MF = T \] (6)

Define the state error vector \( e(t) = x(t) - \hat{x}(t) \), we obtain that

\[ e(t) = (EC + I_2) x(t) - \hat{z}(t) \overset{\Delta}{=} M x - z \] (7)

where \( M = EC + I_2 \). \( I_1 \) and \( I_2 \) are unit matrices with apposite dimensions.
If the conditions (6) are satisfied, then the derivative of error becomes

\[ \dot{e}(t) = M \dot{x} - \dot{z} \]

\[ = M \left( \sum_{i=1}^{r} \rho_i(A_i x(t) + B_i u(t) + D_i d(t) + F f(t)) - \left( \sum_{i=1}^{r} \rho_i(N_i z(t) + G_i u(t) + L_i y(t)) + T \hat{f}(t) \right) \right) \]

\[ = \sum_{i=1}^{r} \rho_i [N_i x + (M A_i - N_i M - L_i C) x + (M B_i - G_i) u + M D_i d + (M F - T) f + T \hat{f}] \]

(8)

Define a matrix \( K_i = L_i + N_i E \), we can obtain

\[
M A_i - N_i M - L_i C \\
= M A_i - N_i M - (K_i - N_i E) C \\
= M A_i - (M A_i - K_i C) M - K_i C + (M A_i - K_i C) E C \\
= M A_i (I_2 - M + EC) + K_i C (M - I_2 - EC) \\
= (M A_i - K_i C) (I_2 - M + EC) \\
= 0
\]

Submitting equation 9 into equation 8, the error dynamic equation can be simplified as

\[ \dot{e} = \sum_{i=1}^{r} \rho_i (N_i e + T \hat{f}) \]

(10)

3.2. Stability and convergence analysis for observer

**Lemma 1** If there exists a symmetric positive definite matrices \( P, \Gamma \), such that the following LMI is satisfied for \( i = 1, \ldots, r \)

\[
N_i^T P + P N_i < 0 \\
T \hat{f}^T P - \Sigma C = 0
\]

(11)

and the estimated algorithm of fault is selected as

\[ \dot{\hat{f}} = \Gamma \Sigma e_y \]

(12)

then the state error and the fault error converge to zero.

**Proof**: The candidate Lyapunov function is selected as

\[ V = e^T P e + \hat{f}^T \Gamma^{-1} \hat{f} \]

(13)

then the derivative of Lyapunov function becomes

\[
\dot{V} = \dot{e}^T P e + e^T \dot{P} e + \dot{f}^T \Gamma^{-1} \dot{f} + \dot{\hat{f}}^T \Gamma^{-1} \dot{\hat{f}} \\
= \left( \sum_{i=1}^{r} \rho_i (N_i e + T \hat{f}) \right)^T P e + e^T P \left( \sum_{i=1}^{r} \rho_i (N_i e + T \hat{f}) \right) + 2 \hat{f}^T \Gamma^{-1} \dot{f} \\
= \sum_{i=1}^{r} \rho_i (e^T (N_i^T P + P N_i) e + \hat{f}^T T P e + e^T P T \hat{f} + 2 \hat{f}^T \Gamma^{-1} \dot{f}) \\
= \sum_{i=1}^{r} \rho_i (e^T (N_i^T P + P N_i) e + 2 \hat{f}^T (T P e + \Gamma^{-1} \dot{f}))
\]

(14)

If the fault is assumed as a step[17], we find

\[ \dot{\hat{f}} = \hat{f} - \dot{f} = -\Gamma \Sigma e_y \]

(15)
Replace equation (15) to equation (14), the derivative of Lyapunov function becomes

\[
\dot{V} = \sum_{i=1}^{r} \rho_i (e^T (N_i^T P + PN_i)e + 2 \hat{f}^T (T^T P e + \Gamma^{-1} \hat{f}))
\]

\[
= \sum_{i=1}^{r} \rho_i (e^T (N_i^T P + PN_i)e + 2 \hat{f}^T (T^T P e - \Gamma^{-1} \Gamma S \hat{e}_y))
\]

\[
= \sum_{i=1}^{r} \rho_i (e^T (N_i^T P + PN_i)e + 2 \hat{f}^T (T^T P - SC)e)
\]

\[
= \sum_{i=1}^{r} \rho_i (e^T (N_i^T P + PN_i)e)
\]

(16)

According to the lemma 1, if the conditions are satisfied, the derivative of Lyapunov function will be negative. It ensures that the state errors and the fault errors will be convergent. Now the stability of the LPV system is to find a suitable matrix by solving the LMIs.

Until now, the estimation algorithm for the fault is obtained from equation (12), the estimated value of the fault is

\[
\hat{f} = \int \Gamma S \hat{e}_y dt = \int \Gamma S C \hat{e} dt
\]

(17)

After obtaining the fault signal, it can be compensated in the closed-loop system.

3.3. Steps for calculating the solution of UIO

In this subsection, we will introduce the methods for computing the parameters of the UIO system. From the foregoing condition for UIO (Equation (6)), it is rewritten as follows

\[
M = EC + I_2
\]

\[
MD_i = 0
\]

(18)

The development of equation (18) gives

\[
[ M \quad E ] \begin{bmatrix} I_2 & D_1 & \cdots & D_r \\ -C & 0 & \cdots & 0 \end{bmatrix} = \begin{bmatrix} I_2 & 0 & \cdots & 0 \end{bmatrix}
\]

(19)

Defined matrix \(H = [ M \quad E ]\), \(Y = \begin{bmatrix} I_2 & D_1 & \cdots & D_r \\ -C & 0 & \cdots & 0 \end{bmatrix}\), and \(Q = \begin{bmatrix} I_2 & 0 & \cdots & 0 \end{bmatrix}\). \(Y, Q\) are known matrices and \(H\) is a unknown matrix and requires to be solved. The condition of solvability of equation (19) is that \(Y\) is of full column rank [18], then it satisfies

\[
\text{rank}(Y) = \text{rank}(I_2) + \text{rank}(D_1) + \cdots + \text{rank}(D_r)
\]

(20)

Notice that the condition ensures the solvability of equation (20). The solution is given

\[
H = QY^+
\]

(21)

where \(Y^+\) is a pseudo inverse of \(Y\). If \(Y\) is of full column rank, it is

\[
Y^+ = (Y^T Y)^{-1} Y^T
\]

(22)

The matrix \(Y^+\) can be partitioned into two parts: \(H_1, H_2\) with apposite dimension. The equation (21) can be rewritten as

\[
H = [ M \quad E ] = Q \begin{bmatrix} H_1 \quad H_2 \end{bmatrix}
\]

(23)
Thus, the solution of $M$ and $E$ are given as follows

$$
M = QH_1
E = QH_2
$$

(24)

Substituting equation (24) to the condition (6), we can obtain that

$$
N_i = QH_1A_i - K_iC
L_i = K_i(I_1 + CE) - QH_1A_iQH_2
T = QH_1F
$$

(25)

**Theorem 1** If there exists a positive symmetric definite matrix $P$ and matrices $\bar{K}_i$, for $i = 1, \ldots, r$, such that

$$
P = P^T > 0
(QH_1A_i)^T P + PQH_1A_i - CT\bar{K}_i^T - K_iC < 0
$$

(26)

Then the UIO (Equation (5)) exists and the estimation of error converges to zero.

**Proof:** Replacing the matrices $\bar{K}_i = PK_i$ (In equation (26)), according to the Lemma 1, it can be easily proved.

Notice that by solving the LMI (26), the solution of matrices $P$, $K_i$ can be obtained. Then the remaining matrices are calculated in turns. The main steps for solving the matrices can be summarized as following:

(i) Compute $H$ from equation (21), and obtain the matrices $M$, $E$;

(ii) Solve the LMI from inequalities (26) and obtain the matrices $P$, Then calculate $K_i = P^{-1}\bar{K}_i$ and $S = T^TPC^+$;

(iii) Calculate the matrices $G_i$ from equation (6);

(iv) Calculate the matrices $N_i$, $L_i$, $T$ from equation (25).

4. Simulation example

In this section, a wind turbine system is used for designing the UIO. Wind turbine system as an energy conversion system, usually contains the aerodynamic subsystem, drive-train subsystem, pitch mechanism subsystem and generator system. In reference [19], a four-order mathematical model in the LPV form is given by

$$
\dot{x} = A(v)x + Bu + D(v)v
y = Cx
$$

(27)

Where $A(v) = \begin{bmatrix} 0 & 0 & B_g/J_g & 0 \\ -K_s/I_t & -((B_s + B_r(v))/J_t) & B_s/(n_gJ_t) & -((B_s/n_g^2 + B_g)/J_g) \\ 0 & 0 & 0 & -1/\tau_1 \end{bmatrix}$, $B = \begin{bmatrix} 0 & 0 & B_g/J_g & 0 \\ 0 & 0 & 0 & 1/\tau_1 \end{bmatrix}^T$, $C = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix}$, $D(v) = \begin{bmatrix} 0 & k_{rv}(v) & 0 & 0 \end{bmatrix}^T$, $B_r(v)$, $k_{rb}(v)$ and $k_{rv}(v)$ are the linearization parameters of the aerodynamic torque. The other parameters and their names are listed in the table 1, where their values are taken from the reference [20]. In this paper, we will calculate the solutions of the proposal method for a 5MW variable pitch wind turbine benchmark [21].

Notice that during normal operation, the wind speed varies within a certain range, i.e. $v \in [v_{\min}, v_{\max}]$. In our LPV system, there is only one varying parameter, i.e. wind speed
v. Thus, in our wind turbine system, the polytopic representation of LPV model has two subsystems. According to the range of wind speed, the weight of subsystem can be calculated as following

\[
\rho_1(v) = \frac{v - v_{\text{min}}}{v_{\text{max}} - v_{\text{min}}}, \\
\rho_2(v) = \frac{v_{\text{max}} - v}{v_{\text{max}} - v_{\text{min}}}
\]

(28)

In a wind turbine system, the pitch subsystem starts to work only if the wind speed is up to the rating value. And when the wind speed is over the cut-off wind speed, the pitch subsystem will stop working. In this paper, the variation range of wind speed is chosen in (6, 25), during the pitch subsystem’s working. According to the detail parameters of wind turbine system, the system matrix can be written as a polytopic representation and given as follows

\[
A_1 = \begin{bmatrix}
0 & 1 & -0.1031 & 0 \\
-22.39 & -0.2196 & 1.652 \times 10^{-3} & -0.00627 \\
16744.0 & 119.84 & -1.8677 & 0 \\
0 & 0 & 0 & -10.0
\end{bmatrix},
\]

\[
A_2 = \begin{bmatrix}
0 & 1 & -0.1031 & 0 \\
-22.39 & -0.7017 & 1.652 \times 10^{-3} & -0.02876 \\
16744.0 & 119.84 & -1.8677 & 0 \\
0 & 0 & 0 & -10.0
\end{bmatrix},
\]

\[
D_1 = \begin{bmatrix}
0 \\
0 \\
0 \\
0.0249
\end{bmatrix},
\]

\[
D_2 = \begin{bmatrix}
0 \\
0 \\
0 \\
0.0390
\end{bmatrix},
\]

(29)

Applying theorem 1 and following the steps, we can obtain the parameters of UIO. The LMIs can be solved by using Yalmi toolbox[22]. The solutions of matrices are

\[
N_1 = \begin{bmatrix}
0 & 1.0 & -837.5 & 0 \\
-22.344 & 0.0029615 & -5832.9 & 0 \\
8372.1 & 59.922 & -2.1612 & 0 \\
0 & 0 & 0 & -0.67499
\end{bmatrix},
\]

\[
L_1 = \begin{bmatrix}
12569.0 & 0 \\
8749.4 & 0.0041041 \\
2.3079 & -0.00001 \\
0 & -3.9875
\end{bmatrix},
\]

\[
N_2 = \begin{bmatrix}
0 & 1.0 & -837.5 & 0 \\
-22.344 & -0.7004 & -5832.9 & 0 \\
8372.1 & 59.922 & -2.1612 & 0.00006 \\
0 & 0 & 0 & -0.67499
\end{bmatrix},
\]

\[
L_2 = \begin{bmatrix}
12569.0 & 0 \\
8749.4 & -0.028716 \\
2.3079 & 0.00008 \\
0 & -0.00008 & -3.9875
\end{bmatrix},
\]

\[
G_1 = G_2 = T = \begin{bmatrix}
0 & 0 & 0.31608 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 5.0
\end{bmatrix},
\]

\[
S = \begin{bmatrix}
0.90314 & 0 & 0 \\
0 & 14.287 & 0 \\
0 & 0 & 0.002
\end{bmatrix},
\]

\[
\Gamma = \begin{bmatrix}
1.0 & 0 \\
0 & 0.002
\end{bmatrix}.
\]

For the UIO, the wind speed is the main disturbance which is considered as an unknown input vector \(d(t)\) (Shown in figure (1)). The initial conditions are considered as the \(x(0) = [0, 1, 100, 0]\) and \(\dot{x}(0) = [0, 0, 0, 0]\). In this paper, a fault for the pitch actuator system is considered as following

\[
f_1(t) = \begin{cases}
-0.25u_2(t), & 50 \leq t, \\
0, & \text{otherwise}
\end{cases},
\]

\[
f_2(t) = \begin{cases}
0.3u_1(t), & 40 \leq t, \\
0, & \text{otherwise}
\end{cases}.
\]

(30)
The simulation results are illustrated as following. Figure (2) shows the reference and the estimated values of faults. Figure (3) displays the simulated and the estimated values of the system states. From Figure (2), we can see that the estimated value tends to the simulated value rapidly and asymptotically in the absence of fault. The corresponding errors are illustrated in Figure (4). From these results, we can see that the estimation value of the states tend to the simulation value. And the estimation faults change slightly within the scope of the simulation value after the faults occur. It illustrates that the proposed UIO is effective.

5. Conclusions
In this paper, an robust UIO is designed for actuator fault diagnosis based on LPV model systems. Considering the disturbance, actuator fault in the wind turbine system, we design and analyze the convergence of the observer using Layapunov and $H_{\infty}$ theory. By solving the LMIs and LMEs, the parameters of the UIO can be found. Computing the residual, the fault signal is generated easily. In addition, a wind turbine system with pitch actuator fault is tested to verify the UIO’s performance. The simulation results show that the proposed method is efficient.
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