Development of Atypical Reading at Ages 5 to 9 Years and Processing of Speech Envelope Modulations in the Brain
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Different studies have suggested that during speech processing readers with dyslexia present atypical levels of neural entrainment as well as atypical functional hemispherical asymmetries in comparison with typical readers. In this study, we evaluated these differences in children and the variation with age before and after starting with formal reading instruction. Synchronized neural auditory processing activity was quantified based on auditory steady-state responses (ASSRs) from EEG recordings. The stimulation was modulated at syllabic and phonemic fluctuation rates present in speech. We measured the brain activation patterns and the hemispheric asymmetries in children at three age points (5, 7, and 9 years old). Despite the well-known heterogeneity during developmental stages, especially in children and in dyslexia, we could extract meaningful common oscillatory patterns. The analyses included (1) the estimations of source localization, (2) hemispherical preferences using a laterality index, measures of neural entrainment, (3) signal-to-noise ratios (SNRs), and (4) connectivity using phase coherence measures. In this longitudinal study, we confirmed that the existence of atypical levels of neural entrainment and connectivity already exists at pre-reading stages. Overall, these measures reflected a lower ability of the dyslectic brain to synchronize with syllabic rate stimulation. In addition, our findings reinforced the hypothesis of a later maturation of the processing of beta rhythms in dyslexia. This investigation emphasizes the importance of longitudinal studies in dyslexia, especially in children, where neural oscillatory patterns as well as differences between typical and atypical developing children can vary in the span of a year.
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INTRODUCTION

Developmental dyslexia is a neurobiological and hereditary disorder characterized by severe and persistent difficulties with accurate and fluent word recognition and by poor spelling and decoding abilities (Eden et al., 2016), despite the normal intelligence and sufficient educational opportunity (Stoodley, 2016). Different studies have proven that individuals with dyslexia present deficits or atypical responses in the phonological components of language that causes problems to represent
and manipulate the phonological structure of words at the syllable and/or phoneme level (Vellutino et al., 2004; Ziegler and Goswami, 2005; Vandermotten et al., 2020). However, the neural dysfunction behind these effects remains unknown. As it was stated in Share (2021) about the phonological deficit theory, phonemic awareness is only the “tip of the phonological iceberg” and that “deeper” spoken-language phonological impairments among people with dyslexia appear well before the onset of reading and even at birth (Guttorm et al., 2005).

Atypical development has been observed for persons with dyslexia. One of the experimental techniques to measure brain electrical responses is the electroencephalography (EEG). EEG can measure the electrical impulses of the brain (responses) at the scalp level. EEG can allow us to measure the neural entrainment of the brain to sensory stimulation.

Neural entrainment or neural synchronization is an important characteristic of interactions between brain rhythms or between brain activity and sensory stimulation. It refers to the coupling of two independent oscillatory systems in the brain or to the coupling of brain activity to the oscillatory properties of sensory stimulation in such a way that their periods of oscillation at specific frequencies become related by virtue of phase alignment (Cummins, 2009). A higher entrainment or synchronization of the brain to sensory oscillatory stimulation usually means higher brain responses at the frequencies of stimulation. Thus, we used the broader definition of neural entrainment or synchronization in the broad sense presented in Obleser et al. (2008).

A number of studies have tested this hypothesis in different age populations, with different methodologies and different oscillatory ranges (McAnally and Stein, 1997; Menell et al., 1999; Lehongre et al., 2011, 2013; Hämäläinen et al., 2012; Poelmans et al., 2012; Vanvooren et al., 2014; Lizarazu et al., 2015; De Vos et al., 2017a; Granados Barbero et al., 2021b).

These previous findings confirmed that a dyslectic brain could present atypical synchronization behavior in beta and low gamma rhythms. Despite being suggested that dyslexia should be a theta-related issue (Goswami, 2011), no consensus was found in the results regarding the differences during theta stimulation.

However, we cannot say which of these atypical neural effects observed in these previous studies are causally related to the development of dyslexia. An important shortcoming of these studies is that the observed neural deviances might reflect the resulting effects of the reading difficulties. Longitudinal studies in dyslexia aim to reduce the impact of those limitations, that is why, they are now considered essential to improve our knowledge about dyslexia (Goswami, 2015).

The main objective of this study was to evaluate the relationship of the neural synchronization with speech envelope modulation rates during reading development. We embarked upon a longitudinal study to analyse the neural entrainment during auditory stimulation in typically developing children and children with dyslexia at the ages of 5, 7, and 9 years old.

Part of these data were used in the study by De Vos et al. (2017a). However, we used an extended source analysis methodology first developed in Granados Barbero et al. (2021a). We hypothesized that this approach will provide us with essential information about how neural processing during speech related modulations evolves with age as well as its impact in children with dyslexia.

We selected a brain source analysis to avoid defining regions of interest at the scalp level; furthermore, with our method selection, we could analyse our outcome measures the most prominent brain generators in the same group with no prior assumptions of our data. It is true that we are neglecting the role that inter-subject variability plays in phase difference; however, our main goal was to extract the information maximally shared by all the subjects in a group. Source analyses have been used widely in the literature for their ability to provide with physiologically plausible results with no prior assumption in the location of the sources. Almost, no assumption is also taken regarding the relationship between the reconstructed signals. This approach offers the flexibility to look for specific signals in the brain without taking any important prior assumptions.

It has been suggested the use of multivariate regression models. However, we decided to use a method with the input parameters well defined (EEG channel data). Multivariate methodology bases its use in machine learning algorithms that can lead to excellent predictions, but sometimes to not very useful interpretations in terms of brain function (Hebart and Baker, 2018). To avoid this, normally, big parts of data are used for training, regions of interest are defined within the brain, or other contractions are applied to the reconstructed data, such as predefining the number of sources. In addition, common multiple regression models used in EEG analyses aim to extract signal predictors based on the spectral properties of a complex signal. They need the temporal and the spectral (frequency) information of the signal as an input. They are mostly used with event-related potentials, which contain information widespread in the frequency domain. Since we aimed to stimulate at certain modulation frequencies to resemble specific parts of human speech, we do not have such a rich frequency spectrum. Therefore, we aimed to have a methodology that could work with oscillatory signals happening in a narrow frequency window as well as having the minimum number of assumptions regarding our data.

The analyses performed in the EEG recorded brain responses included the following: (1) source localization, (2) the estimation of the hemispherical preference of the ASSR sources using a laterality index and the measure of neural entrainment combining the results provided by the (3) SNRs and the (4) phase coherence at the modulation frequencies. The SNR and the phase coherence provided the information of the main ASSR generators’ oscillatory activity. The SNR measured the evoked responses compared to the background noise, and phase coherence quantified the connectivity by measuring the phase difference variability of the main ASSR brain generators.

MATERIALS AND METHODS

Data Acquisition

Participants

The original sample consisted of 87 children with bilateral normal hearing, normal non-verbal IQ, and no history of brain
Auditory Steady-State Responses

Auditory steady-state responses (ASSRs) are phase-locked electrophysiological responses from the brain, evoked by a periodically varying continuous auditory signal (Picton et al., 2001; Rance, 2008). ASSRs allow an objective investigation of auditory temporal processing in the brain and brainstem by adjusting the stimulation parameters to match important speech-related components (Lins and Picton, 1995).

The stimuli used to evoke these responses consisted of amplitude modulated speech-weighted noise. The carrier noise was adopted from the Leuven Intelligibility Sentence Test (LIST) (Van Wieringen and Wouters, 2008). This carrier noise represents the long-term average speech spectrum of all sentences of the female speaker with LIST readings. The speech-weighted carrier noise was 100% amplitude modulated at approximately 4 and 20 Hz rounded to the epoch frequency of 1/1.024 Hz (exact frequencies were 3.91 and 19.53Hz), representing syllable- and phoneme-rate modulations, respectively. With this stimulation, we aimed to measure synchronization of neural oscillations in the auditory cortex. All stimuli were presented at 70 dB SPL using the Elymotic Research ER-3A insert earphones monaurally to the right ear. This was done for a matter of time since the participants were children and to avoid the simultaneous activation of both auditory pathways.

Recording System

Electroencephalography data were recorded with the BioSemi ActiveTwo system using 64 active Ag/AgCl electrodes mounted in head caps according to the 10-10 electrode system. Electrode offsets were kept below 30 mV. All recordings were administered in a double-walled soundproof booth with a Faraday cage. Participants were asked to lie down on a bed while watching a soundless film to warrant the same level of alertness and attention throughout the EEG measurement (Poelmans et al., 2012; Vanvooren et al., 2014; Goossens et al., 2016). Each measurement consisted of a 10-min EEG recording and they were presented randomly to avoid any influence of the stimulation order.

Pre-processing

All data were pre-processed using MATLAB®. First, EEG signals were filtered using a zero-phase high-pass filter with a cutoff frequency of 2 Hz and a slope of 12 dB/Octave. The filtered signal was segmented into different epochs with a length of 1,024 s. From these segmented epochs, we applied the following steps: the mean peak-to-peak (PtoP) amplitude was calculated for each channel separately. Any channel with a mean PtoP four times greater than the median PtoP of all the channels was rejected, and any subject with rejected channels was discarded. The aim was to obtain 128 epochs with the lowest amount of artifacts in all the channels. To do that, we considered the 128 epochs showing the lowest absolute amplitude. If one of these selected epochs had reached a maximum threshold of 120 μV the subject was discarded. As it was mentioned in the participants Section Discussion, participants were discarded due to the high noise levels. The accepted 128 epochs per subject were concatenated along the time dimension, resulting in a total array of 2,560 epochs per EEG electrode for each group of children.
After the epoch-based artifact rejection, all the electrodes were referenced to the Cz electrode. This reference was used over the average reference based on the previous studies that stated that Cz reference lowers the noise estimates around the stimulation frequency reducing the detection threshold for ASSRs (Van der Reijden et al., 2005; Van Dun et al., 2009; Poelmans et al., 2012).

Source Activity Reconstruction

To extract ASSR brain source activity, we combined independent component analysis (ICA) and denoising source separation (DSS), as described in the study by Granados Barbero et al. (2021a). We aimed to extract the most reproducible ASSR across trials and to identify patterns within the whole group for each age. Time-concatenated EEG data were decomposed by ICA into an array of maximally independent components (Onton, 2009). The brain source localization and projection weights were assumed to be spatially stationary for the duration of the experiment (Onton et al., 2006). The Infomax algorithm was utilized in FieldTrip (Oostenveld et al., 2011) due to its fast and reliable performance (Bell and Sejnowski, 1995). Since we applied ICA to temporally concatenated data, we were performing what is known as group-ICA (Delorme and Makeig, 2004). For group-ICA, we applied ICA to temporally concatenated data from all the subjects in each group and for each age separately. The number of output components equalled the number of input channels, which were 63 per stimulation condition. After computing ICA, a one-sample Hotelling t-squared test was performed, refer to section Detecting Significant ASSR. Components that did not show significant ASSR were rejected.

The non-rejected ICA components were inputted into the DSS algorithm. DSS performs a separation of the data into desirable components (signal) and undesirable components (noise), assuming linearity of the coefficients and of the DSS components (Särelä and Valpola, 2005).

Denoising source separation can use a bias function to enhance its sensitivity toward phase-locked ASSR. This bias function was chosen to be the proportion of epoch-averaged (evoked) activity (de Cheveigné and Simon, 2008). This bias function represented the total-power reproducibility across trials. It allows to rank the DSS components according to the most consistent activity along trials. Since the stimulation during the experiment was periodical and consistent across trials, we expected the activity of the main ASSR phase-locked generator to be ranked first.

After computing the DSS algorithm, we obtained an array of components sorted by decreasing total-power reproducibility across trials. To determine whether these DSS components were carrying ASSR, a one-sample Hotelling t-squared test was computed, refer to the section Detecting Significant ASSR.

The projection weights of the components obtained through DSS and ICA analyses were fitted to equivalent current dipoles using the Neuromag coordinates, refer to Figure 1. A total of two symmetrical dipoles along the x-axis were the default configuration as long as the distance between them was more than 20 mm, the one dipole configuration was selected otherwise. This dipole fitting procedure was performed using a boundary element method (BEM) as a head model (Hämäläinen and Sarvas, 1989; Meijss et al., 1989). We tried to create age-related (5, 7, and 9 years old) BEM head models from averaged MRIs. However, the tissues were so thin, especially in the parietal areas, that they created distortions in the surface boundaries. These distortions led to the creation of unusable BEM head models for the three ages involved in the experiment. The limitations encountered while trying to create an age-related model were solved using the template based on older subjects. This BEM conductivity model was created in FieldTrip from 14-year-old adolescents averaged MRI images (Sanchez et al., 2012; Richards et al., 2016). The BEM model described the electrical properties of the scalp, skull, and brain and the conductivity values chosen for these tissues, which were 0.3300, 0.0042, and 0.3300 S/m, respectively (Gabriel et al., 1996).

Outcome Measures

In this study, our main outcome measures were response strength (SNR), connectivity (phase coherence), and lateralisation (laterality index).

Signal-to-Noise Ratio

The measured relative response amplitudes, obtained from the square root of the signal power at the frequency of stimulation, and the signal-to-noise ratios (SNRs) were calculated from the DSS components carrying significant ASSR. We obtained these responses and SNRs from the concatenated data for both stimulation conditions, in both groups and for all ages. The response amplitudes were obtained by taking the square root of the signal power. The signal power, $P_s$, was calculated from the Hotelling t-squared statistic, and it represents the squared amplitude of the response mean across all the data trials at the bin of the modulation frequency.

The noise floor amplitude, $P_N$, required to compute the SNR, was also estimated from the Hotelling t-squared statistic and shows the standard error of the amplitude responses at the modulation frequency $mf$ across $n$ epochs, being: $\sigma(R_{mf})/\sqrt{n}$. Based on the definition of power response and noise amplitude, the SNR may be defined as the ratio between the power of the response signal and the power of the EEG noise, Equation 1.

$$\text{SNR} = \frac{P_S}{P_N} = \frac{\|\text{mean}(R_{mf})\|^2}{\left(\frac{\sigma(R_{mf})}{\sqrt{n}}\right)^2}$$

where $R_{mf}$ is a complex vector containing the responses at the modulation frequency of all epochs, $\sigma$ is the standard deviation, and $n$ is the number of epochs.

Phase Coherence

Phase coherence represents the inter-trial variability of the phase difference between two signals for a specific frequency, and it can be interpreted as a measure for connectivity (Picton et al., 2001).

We measured the phase coherence between the first two DSS components. The first and the second DSS components carry the highest SNR of all the components as well as the highest reproducibility power ratios. We did not include following DSS components because we cannot guarantee the presence of a dipolar pattern. From the third and following DSS component,
the field spread may represent or contain a superposition of neural activity as well as noise sources (Granados Barbero et al., 2021a). This means that those two components gave us an overall model or estimation of most of the ASSR activity (in terms of energy/amplitude) triggered by our auditory stimulation. Through the phase coherence, we obtained an estimation of how the two main ASSR generators oscillate with each other. A higher capability for phase locking means a higher level of synchrony, or in other words, it means a stable phase difference between the two main ASSR generators. The phase coherence showed the synchrony that can be found between two signals. This was made by estimating how stable the difference between the phase of two signals is.

In summary, the phase coherence measured the neural interaction of the activity generated during this stimulation. Higher values meant a higher synchronization or joint effort toward “decoding” or processing the stimulus. The phase coherence was computed after averaging segments of data into 32 epochs, as suggested in the study of Picton et al. (2001). The phase of each epoch was obtained from the complex representation of the neural response in the frequency domain. Phase coherence was calculated according to Equation (2) (Picton et al., 2001).

$$
\text{PhCoh} = \frac{1}{n} \left( \frac{1}{n} \sum_{i=1}^{n} \cos \theta_i \right)^2 + \left( \frac{1}{n} \sum_{i=1}^{n} \sin \theta_i \right)^2
$$

where $\theta(f,i)$ represents the phase difference between two signals, in this case, the selected signals would be the first and the second computed DSS components, and this can be expressed as follows: $\phi_1(f,i) - \phi_2(f,i)$. For the final result, the difference will be averaged across $n$ epochs.

**Laterality Index**

To estimate the lateralisation of the extracted sources, we computed the laterality index (LI). The neural origin for the DSS components was estimated by the dipole fitting procedure. This neural origin could be modeled by one or two symmetrical dipoles, as it was mentioned before while describing the dipole-fitting procedure. For components whose origin was modeled by two symmetrical dipoles, we defined the LI based on the dipole magnitudes as it is shown in Equation (3). For components modeled by only one dipole, we calculated the LI based on the reconstructed responses and the noise level of the extracted component. If the dipole was in the right hemisphere ($x_{\text{dip}} > 0$), the noise floor was used to estimate the neural response of the left hemisphere, refer to Equation (4). If the dipole was in the left hemisphere ($x_{\text{dip}} < 0$), the noise floor was used to estimate the neural response of the right hemisphere, refer to Equation 5. Either with one or two dipoles, an LI of $+1$ represents a response completely lateralised to the right hemisphere and an LI of $-1$ represents a response completely lateralised to the left hemisphere.

$$
\text{LI} = \frac{\text{mag}_{\text{right}} - \text{mag}_{\text{left}}}{\text{mag}_{\text{right}} + \text{mag}_{\text{left}}}
$$

if $x_{\text{dip}} > 0$ then

$$
\text{LI} = \frac{\sqrt{P_{S+N}} - \sqrt{P_N}}{\sqrt{P_{S+N}} + \sqrt{P_N}}
$$

if $x_{\text{dip}} < 0$ then

$$
\text{LI} = \frac{\sqrt{P_N} - \sqrt{P_{S+N}}}{\sqrt{P_N} + \sqrt{P_{S+N}}}
$$

**Statistical Analyses**

**Detecting Significant ASSR**

To determine whether the ICA or the DSS components were carrying ASSR or not, the one-sample Hotelling test was performed.
Obtained components were considered to have ASSR activity when the Hotelling t-squared test showed a significant difference \((\alpha \geq 0.05)\) between the squared mean of the response, numerator of Equation (1), and the squared standard error of the \(R_{mf}\) distribution, denominator of Equation (1) (Hofmann and Wouters, 2012).

\[
\sigma_{JK} = \sqrt{\frac{M - 1}{M} \sum_{m=1}^{M} \left[ \zeta_m - \zeta_{all} \right]}
\]

where \(\zeta_{all}\) represents the data of all subjects, \(\zeta_m\) represents the data for one subject, and \(M\) is the total number of subjects.

**Error Estimation for Group Analysis**

The Quenouille and Tukey’s jackknife approach was utilized to estimate bias and variance \((\sigma_{JK})\) for the group analysis (Miller, 1974). The standard deviation of the mean value \(\mu\), which is the value including all \(M\) subjects, was estimated from the jackknife estimate of variance, refer to Equation 6. This jackknife statistic estimation is assumed to have a normal distribution (Efron and Stein, 1981).

**Two Tailed t-Test**

Based on the mean and standard deviations obtained using the jackknife method for the outcome measures, we calculated how significant the differences were between the control group (TR) and the group with dyslexia (DR) for the three age points using a paired t-test. We used Bonferroni–Holm correction (Holm, 1979) every time a multiple comparison was performed.
RESULTS

Source Localization
The dipole locations for the first DSS component are shown in Figure 2 for the typical reader group and in Figure 3 for the readers with dyslexia. All the responses were processed in both hemispheres for all conditions, both groups and all ages. The averaged location for all the conditions was in the temporal gyrus. Although the error bars showed the subject dispersion around the mean, the low spatial resolution of EEG in addition with the lack of individual head models produced a decrease of the source localization accuracy that was not reflected in the length of these error bars. Thus, we cannot assess whether there are differences in the source localization for the two groups under study due to their proximity and the spatial resolution issues.

Response SNR
The SNR comparison between the two groups as a function of age is represented for 4 Hz in Figure 4 and for 20 Hz in Figure 5. It can be seen how at the age of 7, we could not find the differences between the two groups for both modulation frequencies. While for 4 Hz, the SNR was lower for the group with dyslexia at the age of 5 ($p < 0.01$) and 9 ($p < 0.1$); and for 20 Hz, the SNR fluctuated from a higher value for the group with dyslexia at the age of 5 ($p < 0.1$) to a lower SNR for the group with dyslexia at the age of 9 years ($p < 0.01$).

Phase Coherence
Phase coherence values can be found in Figure 6 for 4 Hz and in Figure 7 for 20 Hz. In both figures, it is represented how the differences in phase synchrony evolved with age between the typically developing group and the group with dyslexia. For 4 Hz, the typical readers presented a higher connectivity at the age of 5 ($p < 0.01$) and 9 ($p < 0.05$), whereas at the age of 7 ($p < 0.01$), the group with dyslexia showed a higher phase coherence. For 20 Hz, there were no differences at the age of 5, and at the age of 7 ($p < 0.01$), the typical readers presented higher connectivity values, whereas at the age of 9 ($p < 0.05$), the group with dyslexia presented higher phase coherence values.
Laterality Index

Hemispherical preference was calculated through the laterality index for 4 Hz, Figure 8, and for 20 Hz, Figure 9. During 4 Hz stimulation, both groups presented right hemispherical preference across age. However, right lateralisation was stronger for the typically developing group at the age of 5 ($p < 0.1$) and 7 ($p < 0.01$). At the age of 9, both groups presented similar lateralisation values toward the right hemisphere. For 20 Hz stimulation, the preference for a right lateralisation was also present. The group with dyslexia had a stronger right lateralisation when compared to the weaker right hemispherical preference typical readers showed at the age of 5 ($p < 0.1$) and 7 ($p < 0.01$). However, at the age of 9, we could not find the differences between the two groups, despite both presented responses lateralised to the right.

DISCUSSION

Source Localization

As it was stated in the results section, our figures for the source localization showed the averages (centre) and the jackknife estimates (error bars) for the dispersion around the mean. These error bars represent the distribution of the participants’ source location for each spatial direction. Apart from the inherent limitation of the EEG regarding the spatial resolution, which is low compared to other techniques such as MRI, we have to remark upon the use of general MRI templates for all the ages. Due to the problems, we found that creating the BEM templates for our young participants, we decided to use an older functional BEM template based on the 14-year-old MRI. Since we used an older template, there are aspects that increase our limitations about spatial resolution: First, the size of the head and the distances between tissues are higher in adolescents than in children; another aspect is the geometrical distribution of these tissues, which differs from adolescents to children. In addition, using a general template for all the subjects, we are denying the presence of individual differences caused by a specific geometry of the head. The presented limitations cannot be quantified easily and be represented by an error bar. In summary, we showed these results as a qualitative measure of the nature of the responses. Based solely on the figures, we could not observe the differences between the processing of syllable-rate stimulation and phoneme-rate stimulation. The lack of difference was present along all the ages for both groups. From these results, we can conclude that with our methodology and our spatial resolution, the primary regions for speech processing in the brain are the same for syllable rate stimulation (4 Hz) as for phoneme-rate stimulation (20 Hz) in typically developing children as well as in children with dyslexia.

Signal-to-Noise Ratio

Activity at 4 Hz (Theta Rhythm)

For accurate speech processing, the most important modulation frequencies are the ones below 16 Hz (Drullman et al., 1994a,b;...
Shannon et al., 1995). Moreover, modulation rates below 10 Hz have been associated in speech with the temporal rates of syllables (Greenberg et al., 2003; Edwards and Chang, 2013).

As it was shown in the Figure 4: at the age of 5, the children with dyslexia presented lower entrainment than the typically developing children; the same could be observed at the age of 9. This agrees with the hypotheses presented by Goswami (2011) where a lower entrainment was suggested in the theta (syllable) rate processing for the group with dyslexia. The age of 7 is an age when intensive reading training has already started. At this age, children with difficulties usually receive extra teaching support. The similarities in the level of neural entrainment found at this age might suggest that all the extra support received had its impact at a neurological level. In fact, this level of support intensifies in the later stages of reading development. Some intervention techniques for readers with dyslexia provide them with efficient tools to enhance their syllable perception. Sometimes, that comes at the cost of great mental effort that can be observed in a higher level of neural entrainment in adolescents and adults during stimulation with frequencies at syllable rates (Marosi et al., 1995; Arns et al., 2007; Lizarazu et al., 2015; De Vos et al., 2017b; Granados Barbero et al., 2021b). This extra effort is not always reflected at the neural amplitude level. However, we hypothesize that it has its impact by enhancing the SNR observed in children with dyslexia making it comparable to the typical readers (Hämäläinen et al., 2012; Poelmans et al., 2012).

Activity at 20 Hz (Beta Rhythm)
Modulation frequencies above 12 Hz are associated with the phoneme rate processing in speech.

As we showed in the results, before formal reading training (at 5 years of age), the group with dyslexia presented a higher level of entrainment. However, at the age of 9, the level of neural entrainment for this group is lower. We hypothesize that typically developing children will perform better after having received formal reading instruction for a long period of time and having trained their phonological representations, which reflected in the levels of neural entrainment. This may be increased by an atypical maturation of beta oscillations in dyslectic brains (De Vos et al., 2017b). This atypical maturation may explain the lack of differences in the levels of neural entrainment for both groups (Lehongre et al., 2011; Hämäläinen et al., 2012). Furthermore, it has been suggested that strong compensatory mechanisms would try to enhance the phoneme rate processing in people with dyslexia. These mechanisms might explain the higher levels of neural entrainment in adolescents with dyslexia (Granados Barbero et al., 2021b) or adults with dyslexia (Helenius et al., 2002) in comparison with typical readers.

Connectivity
Activity at 4 Hz (Theta Rhythm)
At the age of 5, the level of connectivity is higher for the typical readers. This level of synchrony between the two main
Activity at 20 Hz (Beta Rhythm)

The suggestion of an atypical maturation of beta oscillations in dyslexia (De Vos et al., 2017b) may explain the different levels of connectivity that can be found at the ages of 7 and 9. Typical readers show a higher phase coherence at the age of 7 while children with dyslexia have a higher phase coherence at the age of 9. Higher levels of connectivity in beta oscillations for children older than 8 years with dyslexia have also been reported in resting-state studies (Xue et al., 2020) and are present in adolescence (Granados Barbero et al., 2021b) and in adulthood (Thiede et al., 2020). This later maturation of beta oscillations found with connectivity may trigger the compensatory mechanisms in the neural entrainment levels (SNRs) that appear in adolescence (Granados Barbero et al., 2021b) and adults (Helenius et al., 2002).

Laterality

It has been suggested that the right hemisphere is important for syllabic rate modulations (Poeppel, 2003; Boemio et al., 2005). We could indeed find during stimulation at 4 Hz a strong preference for right lateralisation even at the youngest age. The difference between groups that exists at the age of 5 and 7 might reflect a late maturation process for the children with dyslexia. Both groups would find a similar level of maturation at the age of 9, since both groups show a similar lateralisation level toward the right hemisphere. Different studies also found a right hemisphere lateralisation in theta rhythms in children (Abrams et al., 2008; Vanvooren et al., 2011).
For phonemic rate stimulation (~20 Hz), the preference for an ipsilateral lateralisation was clearly shown by the results, except at the age of 7 for the typically developing children. Both groups present similar levels of right hemispherical lateralisation at the age of 9. Before this age, the group with dyslexia shows a consistent preference for right lateralisation that is matched by the typically developing group at the age of nine. The preference for a right hemispherical lateralisation in both groups reached at the age of 9 would carry on toward adolescence as well (Granados Barbero et al., 2021b). This ipsilateral preference in phoneme-rate stimulation has been shown previously in adolescents and adults (Jamison et al., 2006; Obleser et al., 2008; Granados Barbero et al., 2021b).

CONCLUSION

Despite the well-known heterogeneity during developmental stages, especially in children and in dyslexia, we could extract meaningful common oscillatory patterns using our methodology. In this longitudinal study, we confirmed that the existence of atypical levels of neural entrainment and connectivity already exists in pre-reading stages. Overall, these measures reflected a lower capability of the dyslectic brain to synchronize with syllable-rate stimulation, in the form of neural entrainment (SNR) and connectivity (phase coherence). In addition, our findings reinforced the hypothesis of a later maturation of the processing of beta rhythms in dyslexia. This study shows the importance of longitudinal studies in dyslexia, especially in children, where differences between the two groups can change in the span of a year. To conclude, we hope that we have provided important insights on syllabic and phonemic processing to understand the underlying differences in speech processing in developing children with dyslexia.
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**FIGURE 8** | Comparison of the laterality index of the first DSS component at 4 Hz. LI values significantly different from zero were calculated and are marked in the figure as well as the differences between the two groups. *p*-Values below 0.05 are marked with an * and *p*-values below 0.01 are marked with ** for all figures. All the *p*-values were corrected using the Bonferroni–Holm approach.

**FIGURE 9** | Comparison of the laterality index of the first DSS component at 20 Hz. LI values significantly different from zero were calculated and are marked in the figure as well as the differences between the two groups. *p*-Values below 0.05 are marked with an * and *p*-values below 0.01 are marked with ** for all figures. All the *p*-values were corrected using the Bonferroni–Holm approach.
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