CT Image Harmonization for Enhancing Radiomics Studies
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Abstract. While remarkable advances have been made in Computed Tomography (CT), capturing CT images with non-standardized protocols causes low reproducibility regarding radiomic features, forming a barrier on CT image analysis in a large scale. RadiomicGAN is developed to effectively mitigate the discrepancy caused by using non-standard reconstruction kernels. RadiomicGAN consists of hybrid neural blocks including both pre-trained and trainable layers adapted to learn radiomic feature distributions efficiently. A novel training approach, called Dynamic Window-based Training, has been developed to smoothly transform the pre-trained model to the medical imaging domain. Model performance evaluated using 1401 radiomic features show that RadiomicGAN clearly outperforms the state-of-art image standardization models.
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1 Introduction

As one of the most popular diagnostic image modalities routinely used for assessing anatomical tissue characteristics for disease management [3], computed tomography (CT) provides the flexibility of customizing acquisition and image reconstruction protocols to meet an individual’s clinical needs [19]. However, capturing CT images with non-standardized protocols could result in inconsistent radiomic features in both intra-CT (by changing CT acquisition parameters) and inter-CT (by comparing different scanners with the same acquisition parameters) tests. The low reproducibility regarding radiomic features, such as intensity, shape, and texture, for CT imaging, may forms a barrier to analyzing CT images in a large scale, a.k.a. radiomics [2,13].

The radiomic feature discrepancy problem can be addressed by either normalizing the radiomic features of all the non-standard images or standardizing
CT images and then extracting the radiomic features from the standardized images. The former solution, however, is difficult, since the distributions of the radiomic features are not well defined [7]. For the latter one, image synthesis algorithms have been recently developed aiming to synthesize images with similar feature-based distributions compared to that of the target images while preserving anatomic details [5,17,21]. Mathematically, let $x$ be a CT image acquired using a non-standard reconstruction kernel, $y$ be its corresponding standard image, the model aims to compose a synthetic image $y'$ from $x$, such that $y'$ follows the feature distributions of $y$ rather than $x$.

Choe et al [4] developed a Convolutional Neural Network (CNN)-based approach for CT image standardization. The model learns the residual representation of the standard images; and then a residual image is combined with a non-standard image to generate a synthesized image. The model, since it trains a CNN from scratch, requires large training data. Liang et al [18] proposed a cGAN-based CT image standardization model named GANai. A alternative training strategy was developed to effectively learn the data distribution. GANai achieved better performance comparing with cGAN and the traditional histogram matching approach [11]. However, GANai focuses on the relatively easier image patch synthesis problem rather than whole DICOM image synthesis problem. Selim et al [21] proposed a GAN-based CT image standardization model named STAN-CT. In STAN-CT, a loss function was developed to consider both the latent space loss and the feature space loss. While the former is adopted for the generator to establish a one-to-one mapping from standard images to synthesized images, the latter allows the discriminator to critic the texture features of both standard and synthesized images. Similar to GANai, STAN-CT was applied at image patches and only a few texture features were used as the evaluation criteria.

All these models need to be trained from scratch using a relatively large data which are difficult to obtain. To relax the demand of large data, transfer learning may be adopted. One of the computational challenges is to adopt models pre-trained on natural image domain due to different dynamic ranges. In particular, the pixel intensity of a natural image ranges from 0 to 255 (8-bit), while for the state-of-the-art CT scanners, standard 12-bit depth images are commonly utilized, resulting in a much wider Hounsfield Unit (HU) range that scales from -1,024 to 3,071 [8].

In this paper, we present RadiomicGAN, a novel GAN-based deep learning model, for CT image standardization and normalization focused on harmonizing CT images acquired with non-standard reconstruction kernels as it is one of the most significant factors of feature inconsistency [4]. RadiomicGAN employs a hybrid architecture for image texture feature extraction and embedding. Its encoder consists of multiple consecutive neural blocks including both pre-trained and trainable convolutional layers. To address the dynamic pixel range-related problem in transfer learning, RadiomicGAN uses a new training strategy named Dynamic Window-based Training (DWT), which allows us to train a model using pixels within a selected range called “window”. The range of a window can be
RadiomicGAN

Fig. 1: Architecture of RadiomicGAN. The generator $G$ is a combination of a U-Net and a pre-trained VGG convolutional layers. The pre-trained frozen layers with trainable layer(s) encode radiomic features effectively, and layers in the decoder reconstruct synthesized images using the encoded features.

automatically broaden or shrink based on the pixels where the model suffers most in the previous training iteration, allowing us to fine-tune the trainable layers in RadiomicGAN using the frequently appeared pixels in the window.

In summary, given its hybrid network structure, RadiomicGAN can effectively learn the radiomic feature distributions from the standard CT images and then harmonize non-standard CT images. A dynamic window-based training approach is developed to effectively address the pixel range difference problem and thus enable transfer learning in the medical image domain.

2 Method

In RadiomicGAN, by passing a non-standard CT image $x$ through a series of neural blocks, which consists of both pre-trained and trainable convolutional layers, domain-specific texture features of $x$ can be effectively extracted. In the following text, we introduce the hybrid architecture for texture feature extraction and embedding and the dynamic window training, which are the two key components of RadiomicGAN.

2.1 Hybrid architecture for efficient texture feature embedding

The architecture of RadiomicGAN shown in Figure 1 consists of a generator $G$ and a discriminator $D$. The discriminator of RadiomicGAN $D$ is a fully convolutional neural network [14]. The encoder of the generator $G$ is constructed as a series of consecutive neural blocks containing both pre-trained and trainable layers inspired by the applications of pre-trained VGG for style transfer [9,10]. Specifically, every neural block includes multiple pre-trained VGG layers (Figure 1, light blue), which remain frozen during network training, and a trainable layer (Figure 1, dark blue) that works as filter to extract and forward fine-to-coarse texture features to the corresponding decoding layer with a skip connection aiming to preserve the lost features during down-sampling [20]. For example, the first neural block in Figure 1 includes two 512-by-512 pre-trained layers and
Fig. 2: Dynamic selection framework. Given a set of CT images synthesized by the generator $G$, the non-trainable discriminator $D$ is used to generate the corresponding class activation mappings (CAMs). A window range is defined using all the hot-spots in the CAMs. RadiomicGAN is then continuously trained using the updated training data.

A 512-by-512 trainable layer. Both the first and the second layers are constricted by applying the convolution operation with stride=1 on the previous layer. The third layer in the same neural block, however, is trainable and is designed to filter out the redundant features and to propagate domain-specific information onto the corresponding decoding layer. Since we expect to standardize the texture features while keeping the shape features unchanged [9], only the first four groups of convolutional layers of a pre-trained VGG-19 network are adopted. RadiomicGAN is trained using the adversarial loss with L1 regularization [14].

2.2 Dynamic window-based training for efficient information transformation

Unlike natural images with pixel values ranging from 0 to 255 (i.e. 8-bit encoding), CT images follow the 16-bit encoding and thus have a much wider dynamic range. To effectively transfer the learned information from the 8-bit pixel domain to the 12 bit pixel domain, we introduce a new training strategy, called Dynamic Window-based Training (DWT). DWT is designed to expose a deep learning model to the most suitable pixel range in each training iteration, where the lower bound and the upper bound of a window can be automatically updated according to the training results in the previous iterations. Compared to the traditional min-max approach that normalizes the whole HU range to $[0, 1]$, DWT allows the model to be gradually exposed to the data points with more local intensity details. It enables the utilization of a VGG-19 trained with natural images in ImageNet [6] for CT image standardization. We introduce two DWT steps, namely fixed growing and dynamic selection, of DWT in the following text.

**Window Training Step 1. Fixed Growing.** In the fixed growing approach, we gradually expand the pixel range of a window with a fixed pace. For example, in the first iteration of training, the window only includes HU numbers within a narrow effective pixel range ($[-1024, -769]$). Then, the window size is increased by 256 pixels (i.e., from $[-1024, -769]$ to $[-1024, -511]$), allowing for more pixels being considered in the training process. Note the window size is increased only if the model accuracy exceeds threshold $th_{acc}$ or reaches maximum training epoch $th_{\eta}$. Specifically, for a particular training epoch $n_i$ and a given window $w_i$, the training dataset $DS$ is clipped and normalized based on the min-max value of
With the clipped dataset, the model trains until the model accuracy exceeds threshold $\text{th}_{\text{acc}}$ or reaches maximum training epoch $\text{th}_{\eta}$. Throughout the training process, we repeat the process until the whole HU range is covered.

**Window Training Step 2. Dynamic Selection.** Unlike the fixed growing approach, the window range in the dynamic selection approach is determined by using the Class Activation Map (CAM), which identifies the subareas of the input images contributed most for a specific classification task [26]. Hence, the pace of window expansion or shrinking is not fixed, allowing the model to focus on the areas from where the discriminator of RadiomicGAN $D$ can determine a synthesized image as non-standard.

The dynamic selection approach is illustrated in Figure 2. Let $\mathcal{P}$ be a randomly selected subset of the training data $\mathcal{DS}$ and $\mathcal{P}'$ be its corresponding synthesized images. After each training epoch, we feed $\mathcal{P}'$ to the current discriminator $D$ and calculate a set of CAMs $C$ using Grad-CAM [22]. During the calculation, $D$ remains freeze. For each image $p_i \in \mathcal{P}'$, the layer before the softmax layer in $D$ indicates the probability of being a standard and non-standard image, which is used to calculate the CAM $c_i$ of $p_i$. CAM can be visualized as a heat-map where values close to 1 are critical for determining the image being non-standard. With a user given threshold $\text{th}_{\text{fail}}$, we can determine the subareas of $p_i$ contributed most for predicting $p_i$ to be a non-standard image ($\text{th}_{\text{fail}} \in [0, 1]$). For image $p_i$, if a pixel’s value in the CAM is greater than $\text{th}_{\text{fail}}$, the corresponding CT image pixel value is added to a pixel intensity list named $W_i$. All the pixels with their frequency equal to 1 are discarded from $W_i$ considering them as image noise. This process is repeated by randomly selecting subsets of images from the training data. The window range is defined by merging all the pixel intensity lists. The window range is recalculated in every epoch and the model is trained based on the current window range.

**3 Experimental Results**

**3.1 Data, Model, and Evaluation Metric**

In total 14,372 CT image slices from lung cancer patient scans and phantom scans were obtained using three different reconstruction kernels (Bl57, Bl64, and Br40) and four different slice thicknesses (0.5, 1, 1.5, 3mm) using the Siemens CT Somatom Force scanner. We adopted Bl64 kernel as the standard CT imaging protocol, since it has been widely used in clinical practice for lung cancer diagnosis [18]. Two testing datasets were prepared for RadiomicGAN performance evaluation. The first testing data were captured using the reconstruction kernel Bl57. The second testing data were captured using the reconstruction kernel Br40. Each test dataset contains 387 image slices and have paired target standard images (Bl64). HU number range was set to between -1024 and 1000 in the standardization process, since most pixel values belong to this range. Random weights were used during the network initialization phase. Maximum training epochs were set to 30 with the learning rate being 0.0001 with momentum 0.5.

Three state-of-the-art CT image standardization models, i.e. Choe et al. [4], GANai [18], and STAN-CT [21], were selected for performance comparison. All
Table 1: CT image standardization model performance comparison for images acquired with Bl57 or Br40 kernels. The values represent the average (± SD) number of reproducible radiomic features of the synthesized images. The numbers were rounded to the nearest integer.

| HU range    | Bl57  | Br40  |
|-------------|-------|-------|
| [-800, -300] | 854 ± 14 | 448 ± 14 |
| [-100, 250]  | 589 ± 20 | 303 ± 20 |
| [300, 800]   | 457 ± 16 | 246 ± 16 |
| Input       | 905 ± 47 | 796 ± 14 |
| Coe et al.  | 605 ± 47 | 437 ± 38 |
| GANai       | 782 ± 1  | 572 ± 10 |
| STAN-CT     | 1053 ± 10 | 588 ± 10 |
| RadiomicGAN | 1226 ± 47 | 1036 ± 25 |
| RadiomicGAN | 1153 ± 33 | 1087 ± 33 |
| RadiomicGAN | 1168 ± 36 | 1126 ± 43 |

Model performance was evaluated systematically at the whole image (DICOM) level and with randomly selected regions of interest (ROIs) in three HU ranges, including [-800, -300], [-100, 250], and [300, 800]. For each CT image or ROI, in total 1,401 radiomic features were extracted using IBEX [24].

We examined the radiomic features reproducibility performance using Concordance Correlation Coefficient (CCC) [16]. CCC represents the correlation between the standard and the non-standard image features in a given features class. CCC ranges from -1 to 1 and is the higher the better. We conclude that a radiomic feature is reproducible if the synthesized image is more than 85% similar to the corresponding standard image (i.e., $CCC > 0.85$) [4,25]. Furthermore, we evaluated image quality using Structural SIMilarity (SSIM) and Peak Signal-to-Noise Ratio (PSNR) [15]. PSNR is defined as a logged ratio of the peak signal and the mean-square-error between the synthesized and the standard images [12] and is the higher the better. SSIM is defined as a co-relation between the synthesized and the standard images with values ranges between -1 to 1, and the value 1 indicates prefect structural similarity.

### 3.2 Performance Evaluation

We compared RadiomicGAN with Choe et al, GANai, and STAN-CT using all the three evaluation metrics on both real patient data and phantom data. We considered three versions of RadiomicGAN. RadiomicGAN was trained using the proposed window training strategy where both the fixed growing approach and the dynamic selection approach were used consecutively. RadiomicGAN$^1$ was a variation trained using the fixed growing approach only, and RadiomicGAN$^2$ was another variation trained using the dynamic selection approach only.

Table 1 indicates the effectiveness of CT image standardization on ROIs with different HU ranges. RadiomicGAN$^1$, RadiomicGAN$^2$, and RadiomicGAN outperformed the models-to-compare on all ROIs. Here, the column named “Input” shows the performance of the images before standardization.
In Table 2, the PSNR scores show that for CT images captured with Br40 or Bl57 kernel, RadiomicGAN achieved the best performance.

| Model           | PSNR (±)         | SSIM (±)         | PSNR (±)         | SSIM (±)         |
|-----------------|------------------|------------------|------------------|------------------|
| Coe et al.      | 27.51 ± 0.90     | 0.9949 ± 0.0038  | 26.11 ± 0.22     | 0.9916 ± 0.0020  |
| GANai           | 27.69 ± 0.79     | 0.9951 ± 0.0035  | 26.11 ± 0.22     | 0.9916 ± 0.0021  |
| STAN-CT         | 27.68 ± 0.74     | 0.9952 ± 0.0022  | 26.08 ± 0.23     | 0.9916 ± 0.0021  |
| RadiomicGAN 1   | 33.12 ± 0.73     | 0.9955 ± 0.0018  | 28.15 ± 0.49     | 0.9918 ± 0.0020  |
| RadiomicGAN 2   | 33.24 ± 0.12     | 0.9955 ± 0.0016  | 30.15 ± 0.16     | 0.9928 ± 0.0015  |
| RadiomicGAN     | 33.51 ± 0.23     | 0.9980 ± 0.0005  | 33.28 ± 0.36     | 0.9947 ± 0.0012  |

The SSIM scores show that all the models performed well on preserving the structural information. The SSIM scores of RadiomicGAN were slightly higher than the others.

Figure 3 illustrates the performance of all the models compared using a case study. The non-standard and the standard were phantom CT images acquired with the Br40 and Bl64 kernels respectively. The tumor in the image was highlighted in a green box and was magnified in the right upper corner. The results of all the models were visualized as well. A visual inspection indicates that the tumor image synthesized with RadiomicGAN was the most similar to the standard image. The total number of reproducible features computed using CCC was 612 for RadiomicGAN, higher than all the compared methods (Choe et al: 183, GANai: 209, and STAN-CT: 307). The RadiomicGAN 1 and RadiomicGAN 2 had 487 and 512 reproducible features respectively, which were also better than the compared models. The PSNR score of RadiomicGAN was 33.23, clearly higher than the compared methods (Choe et al: 26.08, GANai: 26.14, STAN-CT: 26.07).

While RadiomicGAN has achieved satisfactory performance, it is critical to check whether the image standardization does help cancer diagnosis. Here, we aim to differentiate benign from malignant lung nodules using image features extracted from the standardized CT images. We extracted 630 image features from six CT scans of pediatric sarcoma patients who had undergone resection of
Fig. 4: Heat map representation of image traits for six patients. After image standardization, we found that eight image traits were consistently higher for malignant compared to benign nodules.

(a) The window size linearly increases during the fixed growing step and adjusted dynamically in the dynamic selection step.

(b) A sample CAM in the dynamic selection step. The areas corresponding to the active parts (red areas) are the pixels most difficult to synthesize.

Fig. 5: Variation of effective pixel range over training epochs.

a small pulmonary nodule. Three of the resected nodules were histologically confirmed to be malignant (metastatic disease), while the other three were benign. Radiomic evaluation of these nodules identified eight image features consistently high for malignant compared to benign nodules (Figure 4). In contrast, before image standardization, none of the image features can differentiate malignant and benign nodules. The results suggest that image standardization is critical for CT images acquired with different parameters.

Figure 5 illustrate the mechanism and its effect in model training. Figure 5 (a) shows the window size variation during training. In the first eight epochs, the model was trained using the fixed growing approach. In epoch 7, the training window range achieved its full dynamic range and shifted the training strategy from the fixed growing approach to the dynamic selection approach. During the dynamic selection approach the window shifted based on the hot-spots of the selected training data. In this phase, the window size reduced dynamically and the training process end at epoch 13 when a reasonable window was reached. Figure 5(b) shows a sample image hot-spot during the dynamic selection training phase. The active parts (red areas), which is corresponding to the pixels most difficult to synthesize, reduced quickly, indicating that window training is an effective approach for adopting models trained with ImageNet into the medical imaging domain.
4 Conclusion

CT image radiomic feature discrepancy due to the use of non-standard image acquisition kernels creates a gap in large-scale cross-center radiomic studies. RadiomicGAN addresses these challenges by efficiently standardizing and normalizing clinically usable synthetic CT images. The wider dynamic range of CT images has been hindering the adaptation of transfer learning on CT image synthesis. A novel window training strategy is proposed allowing the model to be gradually exposed to the data points with local intensity details, thus significantly improving model performance. In the experiments, we systematically extracted 1,401 radiomic features frequently used in radiomic models. The results show that RadiomicGAN can significantly increase the reproducibility of radiomic features.
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