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Abstract. Following attempts at an analytic proof of the Pentagonal Number Theorem, we report on the discovery of a general principle leading to an unexpected cancellation of oscillating sums, of which \( \sum_{n^2 \leq x} (-1)^n e^{\sqrt{x-n^2}} \) is an example (to get the idea of the result). It turns out that sums in the class we consider are much smaller than would be predicted by certain probabilistic heuristics. After stating the motivation, and our theorem, we apply it to prove several results on the Prouhet-Tarry-Escott Problem, integer partitions, and the distribution of prime numbers. Regarding the Prouhet-Tarry-Escott problem, for example, we show that

\[
\sum_{|\ell| \leq x} (4x^2 - 4\ell^2)^{2r} - \sum_{|\ell| < x} (4x^2 - (2\ell + 1)^2)^{2r} = \text{polynomial w.r.t. } x \text{ with degree } 2r - 1.
\]

Note that the degree is unexpectedly small. This can perhaps be proved using properties of Bernoulli polynomials, but the claim fell out of our method in a more natural and motivated way. Using this result, we solve an approximate version of the Prouhet-Tarry-Escott Problem, and in doing so we give some evidence that a certain pigeonhole argument for solving the exact version of the Problem can be improved. In fact, our work in the approximate case exceeds the bounds one can prove using a pigeonhole argument, which seems remarkable. Also, we prove that

\[
\sum_{\ell^2 < n} (-1)^\ell p(n - \ell^2) \sim (-1)^n 2^{-3/4} n^{-1/4} \sqrt{p(n)},
\]

where \( p(n) \) is the usual partition function. We get the following “Weak pentagonal number theorem”, in which we can replace the partition function \( p(n) \) with Chebyshev \( \Psi \) function:

\[
\sum_{0 < \ell < \sqrt{xT}/2} \Psi([e^{\sqrt{x-\ell^2}}, e^{\sqrt{x-(2\ell+1)^2}}]) = \Psi(e^{\sqrt{x}}) \left( \frac{1}{2} + O(e^{-0.196\sqrt{x}}) \right),
\]

where \( T = e^{0.780\sqrt{x}} \), where \( \Psi([a, b]) := \sum_{n \in [a, b]} \Lambda(n) \) and \( \Psi(x) = \Psi([1, x]) \), where \( \Lambda \) is the von Mangoldt function. It is possible to extend this to a range of values of \( T \), with a more complicated error term. Note that this last equation (sum over \( \ell \)) is stronger than one would get using a strong form of the Prime Number Theorem and also a naive use of the Riemann Hypothesis in each interval, since the widths of the intervals are smaller than \( e^{1/2}\sqrt{x} \), making the Riemann Hypothesis estimate “trivial”.

1. Introduction

In this paper, we use the notation \( f(x) \simeq g(x) \), which means that there exists \( C > 0 \) such that

\[
\limsup_{x \to \infty} \frac{|f(x)|}{|g(x)|} = C;
\]
In particular, we show \( f \sim g \) if \( C = 1 \). We sometimes need to use big Oh notation \( f(x) = O(g(x)) \), which means that

\[
\limsup_{x \to \infty} \frac{|f(x)|}{|g(x)|} < \infty.
\]

Also we say \( f(x) = o(g(x)) \) if

\[
\liminf_{x \to \infty} \frac{|f(x)|}{|g(x)|} = 0.
\]

and \( f(x) = \omega(g(x)) \) if \( g(x) = o(f(x)) \). Finally we may like to emphasize that the constants in these notations are functions of specific variable like \( y \). In that case we write them like \( \simeq y, \ll y, O_y(f(x)), \ldots \)

The partition function \( p(n) \) is the number of ways to represent \( n \) as sum of positive non-decreasing integers. The Pentagonal Number Theorem of Euler asserts that for an integer \( x \geq 2 \),

\[
\sum_{G_n \leq x} (-1)^n p(x - G_n) = 0
\]

where \( G_n = \frac{n(3n-1)}{2} \) is the \( n \)th pentagonal number. Various proofs of this theorem have been developed over the decades and centuries - see [1]; but we wondered whether it was possible to produce an “analytic proof”, using the Ramanujan-Hardy-Rademacher formula - see [2] - for \( p(x) \):

\[
p(n) = \frac{1}{2\pi\sqrt{2}} \sum_{k=1}^{\infty} \sqrt{k} \left( \sum_{0 \leq h < k \atop (h,k)=1} \omega(h,k) e^{-2\pi i h n} \right) \frac{d}{dx} \left( \frac{\sinh \left( \frac{\pi}{k} \sqrt{\frac{2}{3} \left( x - \frac{1}{24} \right)} \right)}{\sqrt{x - \frac{1}{24}}} \right) \bigg|_{x=n},
\]

where \( \omega(h,k) \) is a sum over some roots of unity. Considering just the first two terms in this formula, one sees that (see [3])

\[
p(x) = p_2(x) + O(\sqrt{p(x)}), \quad \text{where} \quad p_2(x) = \frac{\sqrt{12} e^{\frac{\pi}{24} \sqrt{24x-1}}}{24x - 1} \left( 1 - \frac{6}{\pi \sqrt{24x-1}} \right).
\]

So, the Pentagonal Number Theorem implies

\[
\sum_{G_n \leq x} (-1)^n p_2(x - G_n) \ll \sqrt{xp(x)};
\]

In fact, one can get a better bound by using more terms in the Ramanujan-Hardy-Rademacher expression; one might call this a “Weak Pentagonal Number Theorem”, which is an interesting and non-trivial bound for the size of this oscillating sum of exponential functions \( (-1)^n p_2(x - G_n) \). It is worth pointing out that this bound is much smaller than what would be expected on probabilistic grounds: if we consider a sum

\[
S(X_1, X_2, \cdots) = \sum_{G_n < x} X_n p_2(x - G_n),
\]
where the $X_n$s are independent random variables taking the values $+1$ and $-1$, each with probability $\frac{1}{2}$, then $E(S^2) = \sum_{G_n \leq x} p_2(x - G_n)^2$. So the quality of bound we would expect to prove is

$$|S| \ll \left( \sum_{G_n \leq x} p_2(x - G_n)^2 \right)^{\frac{1}{2}} \ll \sqrt{x} p(x),$$

However, the bound (1.2) is much smaller than the RHS here.

What we have discovered is that (1.2) is just the tip of the iceberg, and that there is a very general class of sums like this that are small - much smaller than one would guess based on a probabilistic heuristic. Roughly, we will prove that

$$\sum_{f(n) \leq x} (-1)^{f(x)} e^{c \sqrt{x - f(x)}} = "small", \tag{1.3}$$

where $f$ is a quadratic polynomial (with positive leading coefficient), and $c$ is some constant. It is possible to produce a more general class of sums with a lot of cancellation; and we leave it to the reader to explore. As a consequence of this and the Ramanujan-Hardy-Rademacher expansion for $p(n)$, we will prove that

$$\sum_{l^2 < n} (-1)^l p(n - l^2) \sim \frac{(-1)^n \sqrt{p(n)}}{2^{3/4} n^{1/4}}. \tag{1.4}$$

As another category of results, we will also prove a corollary of Theorem 1.5 related to prime numbers. In fact let $x > 0$ be large enough and $T = e^{0.786\sqrt{x}}$. Then

$$\sum_{0 \leq \ell < \frac{1}{4} \sqrt{xT}} \Psi \left( \left[ e^{\sqrt{x - \frac{(2\ell+1)^2}{4}}} \right], e^{\sqrt{x - \frac{(2\ell+1)^2}{4}}} \right) = 2 \left( \frac{1}{2} + O \left( e^{-0.196\sqrt{x}} \right) \right).$$

Finally we will develop polynomial identities that occur naturally in the Taylor expansion in (1.3). For example

$$\sum_{|\ell| \leq x} (4x^2 - 4\ell^2) 2^r - \sum_{|\ell| < x} (4x^2 - (2\ell + 1)^2) 2^r = \text{polynomial w.r.t. } x \text{ with degree } 2r - 1.$$

Many of the results stated above can be deduced from the following:

**Theorem 1.1.** Let $b, d \in \mathbb{R}$, $a, c > 0$; Also, let $h(x)$ be a polynomial with no real pole $p_0$ with $|p_0| < x^{\frac{1}{2} - \varepsilon}$. Then

$$\sum_{n^2 + bn + d < x} (-1)^n e^{c \sqrt{x - (an^2 + bn + d)}} h(n) \ll e^{(w + c)\sqrt{x}}. \tag{1.5}$$

where $w > 0$ is defined as follows. Set

$$\Delta := \sup_{r \geq 0} \frac{\sqrt{a r^2 + 4 + r \sqrt{a}}}{\frac{\pi r}{c}} - \frac{\pi r}{c}.$$

Then $w = \min(1, \Delta)$.  

Remark 1.2. Obviously forcing \( w \) to be less than or equal to one is to avoid getting a trivial result, and if \( a, c, r \) are chosen in such a way that \( \sup_r \Delta(r) > 1 \), then this theorem becomes useless.

Conjecture 1.3. Observing the numerical results suggest that
\[
\sum_{\ell^2 < x} (-1)^\ell e^{\sqrt{x - \ell^2}} = e^{\sqrt{x}}.
\]

There is another generalization when we pick a complex \( c \) in (1.5). In this case, having an upper bound for the sum is harder, as we have both the fast growth of exponential functions and the extra oscillation coming from the imaginary exponent.

Theorem 1.4. For large enough \( x > 0 \), let \( T := T(x) \) be at least \( \omega(x^2) \) as \( x \to \infty \). Also let \( \alpha + i\beta \in \mathbb{C} \) and \( 0 \leq \alpha < 1 + \epsilon \) for a fixed \( \epsilon > 0 \), and \( |\beta| < \sqrt{T} \). Then for arbitrary \( \delta > 0 \)
\[
\sum_{\ell^2 < T^2} (-1)^\ell e^{(\alpha+\beta)\sqrt{x-\ell^2}/T} \ll \sqrt{T} e^{\alpha(\sqrt{x-\ell^2}/T + \sqrt{T})} + \sqrt{T}.
\]

Note that if \( \beta = 0 \) and \( T \) sufficiently large, theorem 1.4 becomes a special case of theorem 1.1 for \( a = 1 \) and \( c \to 0 \) with a weaker result.

Even these theorems do not exhaust all the cancellation types of oscillatory sums of this form, for we can replace the square-root by a fourth-root, and then replace the quadratic polynomial with a quartic. We will not bother to develop the most general theorem possible here. Next, we prove three applications for these oscillation sums.

1.1. Applications to the Chebyshev \( \Psi \) function. We show that in the “Weak pentagonal number theorem” we can replace the partition function \( p(n) \) with Chebyshev \( \Psi \) function.

Theorem 1.5. Assume \( \epsilon > 0 \), \( x \) is large enough and \( T = e^{\frac{4}{3}(1-\frac{1}{\sqrt{1+\pi^2}})\sqrt{x}} \), then we have
\[
(1.6)
\sum_{|\ell| < \sqrt{T}x} (-1)^\ell \Psi \left(e^{\sqrt{x-\ell^2}/T}\right) \ll e^{(\frac{\epsilon}{3} + \frac{1}{3\sqrt{1+\pi^2}} + \epsilon)\sqrt{x}} := e^{w\sqrt{x}}.
\]

We give an argument to show a relation between the theorem and the distribution of prime numbers. A weak version of theorem can be written as
\[
\Psi(e^{\sqrt{x}}) = 2 \sum_{0 < \ell < \sqrt{T}/2} \left( \Psi \left(e^{\sqrt{x-(2\ell-1)^2}/T}\right) - \Psi \left(e^{\sqrt{x-(2\ell)^2}/T}\right) \right) + O\left(e^{(\frac{\epsilon}{3} + \epsilon)\sqrt{x}}\right) \quad \text{where} \quad T := e^{\frac{8\sqrt{x}}{3}}.
\]

Consider the following set of intervals:
\[
I := \bigcup_{0 < \ell < \sqrt{T}/2} \left(e^{\sqrt{x-(2\ell)^2}/T}, e^{\sqrt{x-(2\ell-1)^2}/T}\right)
\]
One can see that the measure of $I$ is almost half of the length of the interval $[0, e^{\sqrt{x}}]$. Roughly speaking theorem 1.5 states that the number of primes in $I$, with weight $\log(p)$, is half of the number of primes, with the same weight. This prime counting gives a stronger result than one would get using a strong form of the Prime Number Theorem and also the Riemann Hypothesis (RH), where one naively estimates the $\Psi$ function on each of the intervals. Because the widths of the intervals are smaller than $e^{\sqrt{x}/2}$, making the Riemann Hypothesis estimate “trivial”. However, a less naive argument can give an improvement like corollary 1.6. See Table 1.1 for comparison.

| PNT | Naive RH + Theorem 1.1 | Theorem 1.5 unconditionally | Corollary 1.6 with RH |
|-----|------------------------|-----------------------------|----------------------|
| 1.46| 0.96                   | 0.78                        | 0.38                 |

Table 1. The upper bound of $w$ in equation (1.6)

Corollary 1.6. Assuming RH and the same notation as in theorem 1.5

\[
\sum_{|\ell|<\sqrt{x}T} (-1)^f \Psi \left( e^{\sqrt{x-\ell^2/T}} \right) \lesssim e^{\left(\frac{1}{3} + \frac{1}{6} \sqrt{1+\pi^2} \right) \sqrt{x}} \lesssim e^{0.38 \sqrt{x}}. \tag{1.7}
\]

The proof needs careful computations of a cancellation sum involving zeroes of the Riemann zeta function. In fact, we use our cancellation formula to control the low-height zeroes; The Van der Corput bound for exponential sums combined with the Montgomery Mean-value theorem to control the high-height zeroes.

Remark 1.7. Note that numerical results up to $x < 300$ show a very smaller error term in comparison to (1.7). In particular, for example,

\[
\left| \sum_{l<2400} (-1)^f \Psi(e^{\sqrt{300-\ell^2/T}}) \right| < 100 \quad \text{where } T \sim 20000.
\]

Remark 1.8. A more applicable identity may be one having with fewer terms (with lower frequency) in (1.6). We can choose the parameters to get

\[
\sum_{l^2 < xe^{2\sqrt{x}}} (-1)^f \Psi(e^{\sqrt{x-l^2e^{-2\sqrt{x}}}}) \lesssim x^2 e^{(1-e)\sqrt{x}}.
\]

This identity does not give the same level of cancellation as RH anymore but still is better than the best cancellation one can get from the current unconditional estimates for $\Psi$ function. Also, the advantage is that the intervals \( (e^{\sqrt{x-(2l)^2e^{2\sqrt{x}}}}, e^{\sqrt{x-(2l-1)^2e^{2\sqrt{x}}}}) \) are not as small as what we had in (1.6). So it possibly is more suitable for combinatorial applications.
1.2. Applications to the usual and restricted partitions. A generalization of the Pentagonal Number Theorem is the second application of the cancellation result. It is an interesting question to find the second dominant term of general, “Meinardus type” integer partitions. Our result is applicable in general if the second term of Meinardus’s Theorem is known. But the known asymptotic formulas rely heavily on analytic properties of the parts. For many partition functions \( \lambda(n) \), we see a formula like

\[
\lambda(n) \sim (g(n))^q e^{(k(n))^r} \left(1 - \frac{1}{(h(n))^r}\right) + O(\lambda(n)^s)
\]

where \( 0 < s < 1 \) and \( \theta, r, q > 0 \) and \( k(n) \) is a linear polynomial and \( g(n), h(n) \) are rational functions. For example for the usual partition function we have

\[
g(n) = \frac{\sqrt{12}}{24n - 1}, \quad h(n) = \frac{\pi^2}{36}(24n - 1), \quad k(n) = \frac{\pi^2}{36}(24n - 1), \quad s = \theta = q = r = \frac{1}{2}
\]

Assuming a partition function has form (1.8), we can conclude that for a quadratic polynomial \( t(n) = an^2 + bn + d \) as stated in theorem 1.1 we have

\[
\sum_{\ell: t(\ell) < n} (-1)^\ell \lambda(n - t(\ell)) \ll \lambda^\kappa(n)
\]

where \( \kappa = \max(w, s) \) and \( w \) is defined as in Theorem 1.1, and \( s \) in (1.8). As long as \( \kappa < 1 \), we can get a nontrivial approximation of the Pentagonal Number Theorem. We will verify this inequality for some polynomials and give a few specific examples.

First, we mention a weak pentagonal number theorem for certain approximations of the partition function.

**Proposition 1.9.** Let

\[
p_1(x) = \frac{e^{\pi \sqrt{x}}}{4x \sqrt{3}}
\]

\[
p_2(x) = (\frac{\sqrt{12}}{24x - 1} - \frac{6\sqrt{12}}{\pi(24x - 1)^{\frac{3}{2}}})e^{\frac{\pi}{2}\sqrt{24x-1}}
\]

\[
p_3(x) = (\frac{\sqrt{6}(-1)^x}{24x - 1} - \frac{12\sqrt{6}(-1)^x}{\pi(24x - 1)^{\frac{3}{2}}})e^{\frac{\pi}{2}\sqrt{24x-1}}
\]

be the asymptotic approximation of partition function, the contribution for \( k = 1 \), and the contribution for \( k = 2 \) in the Ramanujan-Hardy-Rademacher formula (1.1), respectively. Then

\[
\sum_{Gt < x} (-1)^\ell p_1(x - Gt) \ll p(x)^{0.31}
\]

\[
\sum_{Gt < x} (-1)^\ell p_2(x - Gt) \ll p(x)^{0.21}
\]

\[
\sum_{Gt < x} (-1)^\ell \sqrt{p_1(x - Gt)} \ll p(x)^{0.13}
\]
We mentioned (1.11) here because they have very small error terms.

**Remark 1.10.** Equation (1.10) gives us a very promising perspective to possibly prove the pentagonal number theorem using an analytic argument. We will state a possible future direction after giving its proof.

Note that equation (1.12) does not have the factor \((-1)^l\), because \(\sum h \omega(h, 2)\) in equation (1.1) is \((-1)^\frac{1}{\sqrt{2}}l\). So it can cancels out the other \((-1)^l\) from the weak pentagonal number theorem to eliminate the cancellation. In fact, if we put \((-1)^l\), we get the following proposition.

**Proposition 1.11.** For large enough integer \(x\)
\[
\sum_{l^2 < x} (-1)^l p_3(x - l^2) \sim \frac{e^{\pi ix} \sqrt{p(x)}}{\sqrt{8x}}.
\]
So if \(p_4(x) = p_2(x) + p_3(x)\) is the first “four” terms in the Ramanujan-Hardy-Rademacher expression for the partition function, then we get
\[
\sum_{l^2 < x} (-1)^l p_4(x - l^2) \sim \frac{\sqrt{p(x)}}{\sqrt{8x}},
\]
which immediately implies (1.4).

We mention another set of examples. It is reported in [8, Theorem 4] that \(p(n; \alpha, M)\) the number of partitions with parts of the form \(Mt \pm \alpha, 1 \leq \alpha \leq M - 1,\) and \((\alpha, M) = 1\) is
\[
p(n; \alpha, M) = \frac{\pi \csc \left( \frac{\pi \alpha}{M} \right)}{\sqrt{12Mn - 6\alpha^2 + 6M\alpha - M^2}} I_1 \left( \frac{\pi \sqrt{12Mn - 6\alpha^2 + 6M\alpha - M^2}}{3M} \right) + O(e^{\frac{\pi}{\sqrt{M}}}).
\]

Theorem 1.1 can show a weak pentagonal number expression like
\[
\sum_{am^2 + bm + d < x} (-1)^m p \left( x - am^2 - bm - d; \alpha, M \right) \approx \text{“small function w.r.t. } x, \alpha, a, M).$$
where \(I_1\) is the modified Bessel function of the first kind. We take two cases \(M = 2\) and \(M = 5\) as examples. It is known that number of partitions into distinct parts, see [10], is
\[
q(n) := A \frac{d}{dx} \left( \frac{d}{dx} \left( \pi \sqrt{\frac{2x + \frac{1}{12}}{3}} \right) \right) \bigg|_{x=n} + O(\sqrt{q(n)}).
\]
where \(A\) is a constant and \(I_0\) is Bessel function.

**Corollary 1.12.** Let \(q_1(n)\) be the first two terms in the expansion of \(q(n)\). For large \(n\)
\[
\sum_{l^2 \leq n} (-1)^l q_1(n - l^2) \ll q(n)^{0.151}
\]
\[ \sum_{l^2 \leq n} (-1)^l q(n - l^2) \ll \sqrt{q(n)}. \]

Also for \( M = 5 \), see [9], there exists a constant \( A := A_a > 0 \) and a constant \( B > 0 \) such that
\[ p(n; a, 5) \sim \frac{B \pi \csc \left( \frac{\pi a}{5} \right)}{(60n - A) \frac{1}{2}} e^{\sqrt{60n - A}}. \]

**Corollary 1.13.** Let \( h(n) \) be the main contribution in the expansion of \( p(n; a, 5) \). For large \( n \)
\[ \sum_{l^2 \leq n} (-1)^l h(n - l^2) \ll p(n; a, 5)^{0.13} \]
\[ \sum_{l^2 \leq n} (-1)^l p(n - l^2; a, 5) \ll \sqrt{p(n; a, 5)}. \]

### 1.3. Applications to the Prouhet-Tarry-Escott Problem
Another application of our method involves the so-called Prouhet-Tarry-Escott Problem. The problem is to determine, for a fixed integer \( n \geq 1 \), the largest value \( k \) (denote by \( M(n) \)) with \( k \leq n - 1 \) for which there exist two sequences of \( n \) integers \( a_1, \ldots, a_n \) and \( b_1, \ldots, b_n \), say - such that for all \( 1 \leq r \leq k \) we have (see [14])
\[ \sum_{i=1}^{n} a_i^r = \sum_{i=1}^{n} b_i^r \]
(1.14)
\[ \sum_{i=1}^{n} a_i^{k+1} \neq \sum_{i=1}^{n} b_i^{k+1} \quad \text{and multi-sets} \quad \{a_i\}, \{b_i\} \quad \text{are disjoint}. \]

One could consider a weakening of this problem, where the left and right hand sides of (1.14) are merely required to be “close to each other”. One way to naturally view this approximation is to interpret \( \{a_i\}, \{b_i\} \) to be values taken on by two discrete uniform random variables \( A, B \) that takes on rational values and both of whose moments (up to a certain level) and their moment generating functions are “close”; i.e. the probability density function of these random variables becomes almost the same. Approximating moment generating functions is an important problem in the literature - see for example [12, 13]; and what we are interested in is that the probability space is a subset of \( \mathbb{Q} \). This makes the problem non-trivial.

This problem can be also viewed from another perspective that is related to the Vinogradov mean value theorem. Consider \( J_{n,k}(N) \) to be the number of solutions in equations (1.14) and remove the restriction \( a_i \neq b_j \) and assume that \( 1 \leq a_i, b_i \leq N \). It was conjectured that
\[ J_{n,k}(N) \ll N^\epsilon \left( N^n + N^{2n - \frac{1}{2}k(k+1)} \right). \]
(1.15)
Note that there are \( N^n \) trivial solutions in this setting. This conjecture has been proved for \( k = 3 \) by Wooley at [15] and was proved for \( k \geq 4 \) at [16] by Bourgain, Demeter, and
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Guth. Note that this view is closely related to Waring’s problem. For more information about this direction, please check the survey paper [17].

Let us formulate the problem as follows.

**Problem 1.14.** Let \( 0 < c = c(N, n, k) < 1 \) be the smallest constant such that there exist sequences of integers
\[
1 \leq a_1 \leq a_2 \leq \cdots \leq a_n \leq N \quad \text{and} \quad 1 \leq b_1 \leq b_2 \leq \cdots \leq b_n \leq N
\]
that do not overlap and for all \( 1 \leq r \leq k \),
\[
\left| \sum_{i=1}^{n} a_i^r - b_i^r \right| \leq N^{cr}
\]
(1.16)

How small can we take \( c \) to be for various ranges of \( k \) and \( n \)?

There has been little progress in solving the original PTE problem. For example for an ideal solution (when \( k = n - 1 \)) the largest known solution is for \( n = 12 \), see [14]. To our knowledge, the best constructive solution is perhaps for the range \( k = O(\log(n)) \). Using a pigeonhole argument we can do much better, and give non-constructive solutions with \( k \) as large as \( k \sim c\sqrt{n} \). In section 5 we will briefly explain this argument, which gives one of the best known non-constructive ways to solve the problem 1.14.

Note that using the Vingradov conjecture (1.15), the trivial upper bound becomes sharper when \( k > 2\sqrt{n} \) (the right hand side becomes \( N^{n+\epsilon} \)). So we expect to have harder time finding a nontrivial solution. Even applying the pigeonhole argument to the approximate version (Problem 1.14) we cannot make \( k \) much larger; for example, we cannot prove the existence of non-decreasing sequences \( a_i \) and \( b_i \) such that
\[
\left| \sum_i a_i^r - b_i^r \right| < N^{c(1 - \frac{1}{\log(n)})} \quad \text{for all} \quad 1 \leq r \leq \sqrt{n}(\log(n))^2.
\]
In other word, one cannot guarantee that the value of \( c \) in Problem 1.14 can be \( c < 1 - 1/\log n \) when \( k > \sqrt{n}(\log(n))^2 \). We will see that this range for \( c \) is much, much weaker than what our construction gives. This suggests that it might be possible to beat the bounds that the pigeonhole principle gives for the exact version of the problem. We will give a proof to the following theorem, which states a constructive solution for problem 1.14 when \( k \) is much bigger than \( \sqrt{n} \).

**Theorem 1.15.** Equation (1.16) has a constructive solution for \( c \sim \frac{13}{28} \) and \( k \sim \frac{n^{5/7}}{\log(n)} \) as follows. For \( 1 \leq i \leq \sqrt{N} \)
\[
a_i = N - (2i - 2)^2 \in \mathbb{N} \quad \text{and} \quad b_i = N - (2i - 1)^2 \in \mathbb{N}.
\]
Then for all \( 1 \leq r \leq k \sim N^{3/7} \) we have
\[
\sum_{1 \leq i \leq n} a_i^r - \sum_{1 \leq i \leq n} b_i^r \ll r^{r/2}N^{r+\frac{1}{2}} \ll N^{r+\frac{1}{2} + \frac{r \log(r)}{2 \log(n)}}.
\]
(1.17)

In fact we prove a more general theorem In section 5 as follows.
Theorem 1.16. Let $L \geq 1$ and $m \in \mathbb{N}$ and define $M = [(2L)^{2m+1}]$. Define for $1 \leq i \leq n := L^m$

$$a_i = M^{2m+1} - (2i - 2)^2, \quad b_i = M^{2m+1} - (2i - 1)^2, \quad 1 \leq r \leq k \ll_m \frac{M^m}{\log(M)}.$$ 

Then

$$\sum_{1 \leq i \leq L} a_i^r - \sum_{1 \leq i \leq L} b_i^r \ll r^{\frac{r}{2} + \epsilon} M^{(2m+1)\frac{r}{2} + m} \ll r^{\frac{r}{2} + \epsilon} a_1^{\frac{r}{2} + 1}.$$ 

So we have two sets of around $n$ integers less than $N := M^{2m+1}$, and they are satisfying the equation (1.16) with $c \sim \frac{1}{2} - \frac{1}{4m+2} + \epsilon$ and $k \simeq n^{1 - \frac{1}{m}}$.

Remark 1.17. There is a conjecture in [11] stating that if $\{a_n \geq 0\}, \{b_n \geq 0\}$ be an ideal solution of Prouhet-Tarry-Escott problem and $a_1 < b_1$, then for all $i$

$$a_i - b_i)(a_{i+1} - b_{i+1}) < 0.$$ 

Although our example cannot resolve the conjecture, it shows that equation (1.19) is not true for the solutions of Problem 1.14 for any $c$.

Remark 1.18. Note that we can win by a constant factor - i.e. increase $M(n)$ by a constant, if we pick a suitable quadratic polynomial $q(l)$ instead of $l^2$.

Lastly, we investigate the problem more concretely by viewing $a_i, b_i$ as polynomials. Then this cancellation sum can be considered as an operator in $\mathbb{Z}[x]$ which cuts the degree to half.

Theorem 1.19. Let $M \in \mathbb{N}$, and define $f_r(M) := \sum_{|\ell| < 2M} (-1)^\ell (4M^2 - \ell^2)^r$; Then, $f_r(M)$ is a polynomial of degree $r - 1$ in $M$ when $r$ is even, and is a polynomial of degree $r$ in $M$ when $r$ is odd; that is, when $r$ is even,

$$f_r(M) = c_0(r) + c_1(r) M + \cdots + c_{r-1}(r) M^{r-1},$$

where $c_0(r), ..., c_{r-1}(r)$ are integer functions of $r$ only (and not of $M$). The same general form holds for $r$ odd, except that the degree here is $r$, not $r - 1$. Furthermore, under the assumption $r \ll \frac{M}{\log(M)}$ we have that all the coefficients have size $O(r^{r+\epsilon})$.

2. Proof of the oscillation sums

In this section we mainly prove theorems 1.1 and 1.4. First, we mention a lemma.

Lemma 2.1. Let $z = A + iB$ be a complex number and $q(s) = as^2 + bs + c$ be a quadratic polynomial and $x \in \mathbb{R}$. Then

$$\text{Re} \left( \sqrt{x - q(z)} \right) = \sqrt{\frac{1}{2} \left( \sqrt{D^2 + (2aAB + bB)^2} + D \right)}$$

(2.1)

$$\text{Im} \left( \sqrt{x - q(z)} \right) = \sqrt{\frac{1}{2} \left( \sqrt{D^2 + (2aAB + bB)^2} - D \right)}.$$
where
\[ D := x - (A^2 - B^2)a - bA - c. \]

**Proof.** We only prove (2.1). We have
\[ x - q(z) = x - (A^2 - B^2)a - bA - c - i(2ABa + bB). \]
It implies that
\[
\text{Re} \left( \sqrt{x - q(z)} \right) = \sqrt{D^2 + (2aAB + bB)^2} \cos \left( \frac{1}{2} \tan^{-1} \left( \frac{2aAB + bB}{D} \right) \right).
\]
Noting that \( \cos^2(y) = \frac{1 + \cos(2y)}{2} \) and \( \cos(\arctan(y)) = \frac{1}{\sqrt{1 + y^2}} \)
\[
\text{Re} \left( \sqrt{x - q(z)} \right) = \sqrt{D^2 + (2aAB + bB)^2} \sqrt{\frac{1}{2} + \frac{1}{2 + \frac{(2aAB + bB)^2}{D^2}}}.
\]
Straightforward computation results in equation (2.1).

Next, we prove Theorem 1.1.

**Proof.** Let \( q(z) := az^2 + bz + d \) and \( f(z) = \sqrt{x - q(z)} \) with branch points \( \alpha_1, \alpha_2 \). We choose \( (-\infty, \alpha_1] \cup [\alpha_2, \infty) \) as the branch cut and let \( G \) be the interior of the square with vertices
\[ \pm \left( \sqrt{\frac{x}{a}} - \frac{2b}{a} \right) \pm iu\sqrt{x}, \]
where \( u > 0 \) will be chosen later. Note that
\[ \alpha_2 > \sqrt{\frac{x}{a}} - \frac{2b}{a} \]
and we have a similar condition for \( \alpha_1 \). Without loss of generality we assume that \( h \) is holomorphic inside \( G \).

Let \( g(z) = e^{cf(z)} \), which is analytic inside \( G \). Define
\[ H(z) = \frac{g(z)h(z)}{\sin(\pi z)}. \]
Assume that \( \gamma \) is the boundary of \( G \) (see figure 1). Using the residue theorem
\[
\int_{\gamma} H(z)dz = 2\pi i \sum_{z_j: \text{poles}} \text{Res}(H(z))|_{z_j} = 2\pi i \sum_{q(n)<x} (-1)^n h(n) e^{c\sqrt{x - q(n)}}.
\]
We wish to show that the integral in LHS has size of at most \( e^{cw} \sqrt{x} \). First assume that we choose \( z \in \gamma_1 \cup \gamma_3 \). So \( z = t \pm iu\sqrt{x} \) for \( -\sqrt{\frac{x}{a}} + \frac{2b}{a} < t < \sqrt{\frac{x}{a}} - \frac{2b}{a} \). If \( t = o(\sqrt{x}) \), then \( \sqrt{x - az^2 - bz - d} \sim \sqrt{x(1 + au^2)} \). Otherwise by lemma 2.1
\[
\text{Re}(\sqrt{x - az^2 - bz - d}) \ll \sqrt{\frac{(x - at^2 + au^2x)^2 + 4a^2t^2u^2x + x + au^2x - at^2}{2}}
\]
Figure 1. The contour $\gamma$

A straightforward computation shows that the maximum of RHS of \((2.4)\) is at $t = o(\sqrt{x})$. So

$$Re(\sqrt{x} - az^2 - bx - d) \leq \sqrt{x(1 + au^2)}. \tag{2.5}$$

As $c > 0$, we conclude in both cases that $e^{e\sqrt{x-az^2-bx-d}} \ll e^{e\sqrt{x(1+au^2)}}$. Also we have $|\sin(\pi z)| \sim \frac{1}{2} e^{\pi u \sqrt{x}}$. So we will get that for $z \in \gamma_1, \gamma_3$

$$|H(z)| \ll e^{e\sqrt{x(1+au^2)-\pi u \sqrt{x}}} \tag{2.5}$$

We desire to make the contribution from $z \in \gamma_1, \gamma_3$ to be approximately equal to the contribution from $z \in \gamma_2, \gamma_4$. It means that we need $c\sqrt{x(1+au^2)} - \pi u \sqrt{x} < wc\sqrt{x}$, where $w$ is defined in the theorem. We need to express $u$ in terms of $w$. After solving this we get two cases. If $\pi^2 \neq ac^2$, then

$$\frac{-cw\pi + c\sqrt{\pi^2 - ac^2 + ac^2w^2}}{\pi^2 - ac^2} < u. \tag{2.6}$$

Otherwise, we will get

$$\frac{c(1 - w^2)}{2\pi w} < u. \tag{2.7}$$

Now we compute the case $z \in \gamma_2, \gamma_4$. We have $z = \pm \sqrt{\frac{x}{a}} + \frac{2b}{a} + it$ and $-u\sqrt{x} < t < u\sqrt{x}$. If $t = o(\sqrt{x})$, then $\sqrt{x} - q(z) = o(\sqrt{x})$. Otherwise, using lemma 2.1

$$Re(\sqrt{x} - q(z)) \ll \sqrt{t^2 - \frac{\sqrt{a}t^2 + 4x + t\sqrt{a}}{2}}. \tag{2.8}$$
Let $t = r \sqrt{x}$. We need to choose a proper $\alpha$ as follows.

$$\alpha = \arg \max_{\nu} \left( c \sqrt{\frac{r \sqrt{a} \sqrt{ar^2 + 4 + r \sqrt{a}}}{2} - \pi r} \right), \quad 0 \leq r \leq u.$$ 

Also we assume that $\pm \sqrt{\frac{a}{x}} + \frac{2x}{a}$ is far enough from integers (otherwise we shift the legs $\gamma_2, \gamma_4$ slightly to avoid $Re(z)$ being near to integer). So we conclude that $|\sin(\pi rz)| > \lambda > 0$ for a fixed $\lambda$. Then we have

$$\int_{\gamma_2 \gamma_4} e^{i \sqrt{|x - q(z)|} h(z)} \ll \sqrt{x} e^{\sqrt{\sqrt[4]{\frac{2}{x} \sqrt{x \alpha \sqrt{\alpha \alpha^2 + 4 + \alpha \sqrt{a}} - \pi \alpha \sqrt{a}}}}}.$$ 

Finally in order to satisfy (2.6) and (2.7) and the fact that $u \geq r$, we choose

$$u = \max \left( -cw\pi + c\sqrt{\frac{\pi^2 - ac^2 + ac^2w^2}{\pi^2 - ac^2}}, \alpha \right) \quad \text{or} \quad u = \max \left( \frac{c(1 - w^2)}{2\pi w}, \alpha \right).$$

where

$$w = \sqrt{\sqrt{\frac{\alpha \sqrt{a \alpha^2 + 4 + \alpha \sqrt{a}}}{2} - \frac{\pi \alpha}{c}}. \quad \Box$$

In this paper, we need two versions of the Van der Corput lemma. The versions we give here are a little different than what is known in [7]. But these versions are straightforward and enough for the purpose of this paper.

**Lemma 2.2.** [Simpler version] Let $F(x)$ be a second differentiable function in $(a,b)$; also $0 < M < |F'(x)|$, and $|G(x)| < R$ for $x \in (a,b)$. Assume that $\frac{G(x)}{F'(x)}$ is a piecewise monotone function. Then

$$\int_a^b e^{iF(x)} G(x) dx \ll \frac{R}{M}. \quad (2.8)$$

**Lemma 2.3.** [4] Suppose that $f(x)$ is a real-valued function such that $0 < \lambda_2 \leq f''(x)$ for all $x \in [a,b]$, and suppose that $|f^{(3)}(x)| \leq \lambda_3$ and that $|f^{(4)}(x)| \leq \lambda_4$ throughout this interval. Put $f'(a) = \nu, f'(b) = \theta$. For integers $\nu \in [\alpha - 1, \theta + 1]$ let $x_\nu$ be the root of the equation $f''(x) = \nu$. Then

$$\sum_{a \leq x \leq b} e^{2\pi i f(x)} = e^{\frac{2\pi i}{\theta - \alpha}} \sum_{a - 1 \leq \nu \leq \theta + 1} \frac{e^{2\pi i (f(x_\nu) - \nu x_\nu)}}{\sqrt{f''(x_\nu)}} + O \left( \log(4 + \theta - \alpha) + O(\lambda_2^{\frac{1}{2}}(\theta - \alpha + 2)) \right) + O \left( (\lambda_3^2 \lambda_2^{-3} + \lambda_4 \lambda_2^{-2})(b - a)(\theta - \alpha + 2) \right).$$

Note that if $f''(x) < -\lambda_2 < 0$, then $e^{\frac{2\pi i}{\theta - \alpha}}$ will change $e^{-\frac{2\pi i}{\theta - \alpha}}$.

**Proof of Theorem 1.4.**

Let $T > 0$ and $\gamma$ be the contour with vertices

$$\pm \sqrt{\eta x T} \pm iu \sqrt{x}$$
where $\eta = \frac{x^2}{1 + \pi x} - \epsilon$ and $0 < u$ will be determined later (see figure 2). Let

$$h_T(z) = \frac{e^{(\alpha + i\beta)\sqrt{x - \frac{t^2}{T}}}}{\sin(\pi z)}$$

**Figure 2. Contour $\gamma$ for complex c case**

We take the branch cut to be $(-\infty, -\sqrt{xT}) \cup [\sqrt{xT}, \infty)$. The Residue Theorem implies

$$\int_{\gamma} h_T(z)dz = 2\pi i \sum_{\ell^2 < T x \eta} (-1)^\ell e^{(\alpha + i\beta)\sqrt{x - \frac{\ell^2}{T}}}.$$ 

Now we compute the case where $z \in \gamma_1, \gamma_3$. So $z = t \pm i u \sqrt{x}$ and $-\sqrt{T x \eta} < t < \sqrt{T x \eta}$.

As $x \ll \sqrt{T}$ we have

$$\sqrt{x - \frac{z^2}{T}} = \sqrt{x - \frac{t^2 - u^2 x \pm 2 i u t \sqrt{x}}{T}} \sim \sqrt{x + \frac{-t^2 \pm 2 i u t \sqrt{x}}{T}} + O\left(\frac{1}{\sqrt{T}}\right)$$

If $t \sqrt{x} = o(\sqrt{T})$, then noting $x - \frac{t^2}{T} = x + o\left(\frac{1}{x}\right)$ we conclude that

$$\sqrt{x - \frac{z^2}{T}} \sim \sqrt{x} + C(x, T) + i B(x, T),$$

where $B(x, T) = o\left(\frac{1}{\sqrt{T}}\right)$ and $C(x, T) = o\left(\frac{1}{x}\right)$.

Otherwise, recall that in the worst case, $t \sim \sqrt{xT}$. We use lemma 2.1 to get

$$\sqrt{x - \frac{z^2}{T}} \sim \sqrt{\left(x - \frac{t^2}{T}\right)^2 + \frac{4 u^2 t^2 x}{T^2}} - \frac{(x - \frac{t^2}{T})}{2} + i \sqrt{\left(x - \frac{t^2}{T}\right)^2 + \frac{4 u^2 t^2 x}{T^2}} - \frac{(x - \frac{t^2}{T})}{2}$$

Because of the range of values of $t$, $x - \frac{t^2}{T} \geq (1 - \eta)x$. So

$$\sqrt{\left(x - \frac{t^2}{T}\right)^2 + \frac{4 u^2 t^2 x}{T^2}} - \frac{(x - \frac{t^2}{T})}{2} = \frac{\frac{4 u^2 t^2 x}{T^2} - (x - \frac{t^2}{T})}{\sqrt{(x - \frac{t^2}{T})^2 + \frac{4 u^2 t^2 x}{T^2} + (x - \frac{t^2}{T})}} \leq \frac{2 u^2 t^2}{(1 - \eta)T^2}.$$
Therefore in all cases for $t$
\[
\text{Re}(\sqrt{x - \frac{z^2}{T}}) \leq \sqrt{x} \quad \text{and} \quad \text{Im}(\sqrt{x - \frac{z^2}{T}}) \leq \frac{xu^2\eta}{(1 - \eta)T}.
\]
Noting that $|\beta| \leq \sqrt{T}$
\[
\text{Re} \left( (\alpha + i\beta)\sqrt{x - \frac{z^2}{T}} \right) \leq \alpha \sqrt{x} + \sqrt{\frac{xu^2\eta}{(1 - \eta)\sqrt{T}}} \leq \sqrt{x} \left( \alpha + u\sqrt{\frac{\eta}{(1 - \eta)}} \right)
\]
So for $z \in \gamma_1, \gamma_3$ we have
\[
\frac{e^{(\alpha+i\beta)\sqrt{x-\frac{z^2}{T}}}}{\sin(\pi z)} \ll e^{(\alpha + u\sqrt{(1-\eta)}-\pi u)\sqrt{x}}.
\]
We will later choose proper $w, \eta, u$ such that
\[
\alpha + u\sqrt{\frac{\eta}{(1 - \eta)}} - \pi u + \frac{\log(T)}{2\sqrt{x}} < w.
\]
Next we assume that $z \in \gamma_2, \gamma_4$. We have $z = \pm \sqrt{\eta x T} + it$ and $-u\sqrt{x} \leq t \leq u\sqrt{x}$. As $t \ll \sqrt{x} \ll \sqrt{T}$, then $\frac{\sqrt{x}}{\sqrt{T}} \ll 1$ and $\frac{t}{T} \ll \frac{1}{T} = o(1)$. We use lemma 2.1 to conclude that
\[
\sqrt{x - \frac{z^2}{T}} \sim 4\sqrt{\frac{x}{T}} \left( \sqrt{\frac{4t^2\eta + xT(1 - \eta)^2 + (1 - \eta)\sqrt{xT}}{2}} + i\sqrt{\frac{4t^2\eta + xT(1 - \eta)^2 - (1 - \eta)\sqrt{xT}}{2}} \right)
\]
\[
\sim (1 - \eta)x + it\sqrt{\frac{\eta}{T(1 - \eta)}}.
\]
This together with the fact that $|\beta| < \sqrt{T}$ imply that
\[
\text{Re} \left( (\alpha + i\beta)\sqrt{x - \frac{z^2}{T}} \right) \leq \alpha \sqrt{(1 - \eta)x} + \left| \beta \right| \sqrt{\frac{\eta t^2}{T}} \sqrt{\frac{1}{1 - \eta}} - \frac{\left| \beta \right|}{\sqrt{T}} \leq \alpha \sqrt{(1 - \eta)x} + |t| \sqrt{\frac{\eta}{1 - \eta}}
\]
Again we assume that $\sqrt{xT\eta}$ is far away from the integers; so as $\sin(\pi z) > \lambda > 0$ for some fixed $\lambda$, therefore for $z \in \gamma_2, \gamma_4$
\[
\frac{e^{(\alpha+i\beta)\sqrt{x-\frac{z^2}{T}}}}{\sin(\pi z)} \ll e^{\alpha \sqrt{(1-\eta)x} + |t| \left( \sqrt{\frac{\eta}{1-\eta}} - \pi \right)}.
\]
As $\sqrt{\frac{\eta}{1-\eta}} < \pi$, the maximum of the following function occurs at $y = 0$:
\[
G(y) = \alpha \sqrt{(1 - \eta)} + y\sqrt{\frac{\eta}{1 - \eta}} - y\pi.
\]
We conclude that
\[
2\pi i \sum_{\ell < Tx\eta} (-1)^\ell e^{(\alpha+i\beta)\sqrt{x-\frac{\ell^2}{T}}} = \int_{\gamma} h_T(z) dz
\]
\[
\ll \sqrt{T}e^{(\alpha + u\sqrt{(1-\eta)}-\pi u)\sqrt{x}} + \sqrt{x}e^{\alpha \sqrt{(1-\eta)}\sqrt{x}}.
\]
A straightforward calculation shows that
\[
\left| \sum_{xT\eta \leq \ell^2 < Tx} (-1)^{l} e^{(\alpha + i\beta)\sqrt{x - \frac{T}{2}}} \right| \ll \sum_{xT\eta \leq \ell^2 < Tx} e^{\alpha\sqrt{x - \frac{T}{2}}} \ll \sqrt{xT} e^{\alpha\sqrt{x(1 - \eta)}}.
\]

For a sharper bound, we use lemma 2.3 to control the tail. Without loss of generality assume that $\beta < 0$. We prove that for $|\beta| \ll \sqrt{T}$,
\[
(2.15) \quad \left| \sum_{xT\eta \leq \ell^2 < Tx - T} (-1)^{l} e^{i\beta\sqrt{x - \frac{T}{2}}} \right| \ll \frac{\sqrt{T}x^{3/2}}{|\beta| + 1} + \frac{\sqrt{T}x^1}{|\beta| + 1} + \log x.
\]

It is trivial to get the bound for $|\beta| < 1$, so we assume otherwise. Let $f(\ell) := \frac{1}{2}\ell + \frac{\beta}{2\pi} \left( x - \frac{\ell^2}{T} \right)^{1/2}$. Then
\[
f'(\ell) = \frac{1}{2} - \frac{\beta \ell}{2\pi T} \left( x - \frac{\ell^2}{T} \right)^{-1/2}, \quad f''(\ell) = -\frac{\beta x}{2\pi T} \left( x - \frac{\ell^2}{T} \right)^{-3/2},
\]
\[
f^{(3)}(\ell) = -\frac{3\beta x \ell}{2\pi T^2} \left( x - \frac{\ell^2}{T} \right)^{-5/2}, \quad f^{(4)}(\ell) = -\frac{3\beta x}{2\pi T^2} \left( x - \frac{4\ell^2}{T} \right) \left( x - \frac{\ell^2}{T} \right)^{-7/2}.
\]

First we evaluate $f'$ at the endpoints. Without loss of generality we consider $\sqrt{xT\eta} < \ell < \sqrt{xT - T}$. Assuming that $\eta < 0.9$, we have
\[
(2.16) \quad f'(\sqrt{xT\eta}) = \frac{1}{2} - \frac{\beta \sqrt{x\eta}}{2\pi \sqrt{T}} (x - \eta x)^{-1/2} \in [0, 1]
\]
\[
(2.17) \quad f'(\sqrt{xT - T}) = \frac{1}{2} - \frac{\beta \sqrt{xT - T}}{2\pi T} < \sqrt{x}.
\]

As $f''$, $f^{(3)}$, $f^{(4)}$, $f^{(5)}$ are positive, we can find $\lambda_2, \lambda_3, \lambda_4$ easily at the endpoints.
\[
\lambda_2 = \inf_{\sqrt{xT\eta} < \ell < \sqrt{xT - T}} f''(\ell) = f''(\sqrt{xT\eta}) = \frac{|\beta|}{2\pi T \sqrt{x(1 - \eta)^{3/2}}} \gg \frac{|\beta|}{T \sqrt{x}}.
\]
\[
\lambda_3 = \sup_{\sqrt{xT\eta} < \ell < \sqrt{xT - T}} f^{(3)}(\ell) = f^{(3)}(\sqrt{xT - T}) = -\frac{3\beta x}{2\pi T^2} (xT - T)^{1/2} \ll \frac{|\beta|x^{3/2}}{T^{3/2}}.
\]
\[
(2.18) \quad \lambda_4 = \sup_{\sqrt{xT\eta} < \ell < \sqrt{xT - T}} f^{(4)}(\ell) = f^{(4)}(\sqrt{xT - T}) = -\frac{3\beta x}{2\pi T^2} (5x - 4) \ll \frac{|\beta|x^2}{T^2}.
\]

It implies that
\[
\lambda_3^2 \lambda_2^{-3} + \lambda_4 \lambda_2^{-2} \ll \frac{x^{9/2}}{|\beta| + 1}.
\]

Noting that $f'(\sqrt{xT - T}) - f'(\sqrt{xT\eta}) = O(\sqrt{x})$ and applying lemma 2.3 implies the equation (2.15). For $xT\eta < t^2 < xT - T$ we define
\[
S(t) := \sum_{xT\eta \leq \ell^2 < t^2} (-1)^l e^{i\beta\sqrt{x - \frac{T}{2}}}.
\]
ON A CLASS OF SUMS WITH UNEXPECTEDLY HIGH CANCELLATION, AND ITS APPLICATIONS

Similar to what we just did, we know that \(|S(t)| \ll x^5/t/\sqrt{|\beta|} \ll \sqrt{x^{11}/|\beta|}\) for \(x\eta < t^2 < xT - T\). Using Abel’s summation formula we get

\[
\sum_{xT\eta \leq t^2 < xT - T} (-1)^t e^{(\alpha+i\beta)\sqrt{x-\frac{t^2}{T}}}
\]

\[(2.19) \quad \ll |S(\sqrt{xT-T})| e^\alpha + |S(\sqrt{xT})| e^{\alpha \sqrt{(1-\eta)x}} + \left| \int_{\sqrt{xT-T}}^{\sqrt{xT}} S(t)v(t)dt \right|
\]

where \(v(t) := \frac{d}{dt} \exp\left(\alpha \sqrt{x - \frac{t^2}{T}}\right)\). We bound the integral in the RHS.

\[
\int_{\sqrt{xT-T}}^{\sqrt{xT}} S(t)v(t)dt = -\frac{\alpha}{T} \int_{\sqrt{xT-T}}^{\sqrt{xT}} tS(t)e^{\alpha \sqrt{x-\frac{t^2}{T}}/T} dt.
\]

Straightforward computation gives that

\[
G(t) := \frac{tS(t)e^{\alpha \sqrt{x-\frac{t^2}{T}}}}{\sqrt{x - \frac{t^2}{T}}} \ll \left( \frac{\sqrt{T}x^{3/2}}{\sqrt{|\beta|} + 1} + \log x + \frac{\sqrt{T}x^{11}}{|\beta| + 1} \right) e^{\alpha \sqrt{(1-\eta)x} \sqrt{xT}}
\]

It implies that

\[
\left| \int_{\sqrt{xT-T}}^{\sqrt{xT}} S(t)v(t)dt \right| \ll \frac{\sqrt{T}}{T} \left( \frac{\sqrt{T}x^{3/2}}{\sqrt{|\beta|} + 1} + \log x + \frac{\sqrt{T}x^{11}}{|\beta| + 1} \right) e^{\alpha \sqrt{(1-\eta)x} \sqrt{xT}}
\]

\[
\ll \left( \frac{\sqrt{T}x^{5/2}}{\sqrt{|\beta|} + 1} + \sqrt{x} \log x + \frac{\sqrt{T}x^{12}}{|\beta| + 1} \right) e^{\alpha \sqrt{(1-\eta)x} \sqrt{xT}}.
\]

This, (2.15), and (2.19) give

\[
\left| \sum_{xT\eta \leq t^2 < xT - T} (-1)^t e^{(\alpha+i\beta)\sqrt{x-\frac{t^2}{T}}} \right| \ll \left( \frac{\sqrt{T}x^{5/2}}{\sqrt{|\beta|} + 1} + \sqrt{x} \log x + \frac{\sqrt{T}x^{12}}{|\beta| + 1} \right) e^{\alpha \sqrt{(1-\eta)x} \sqrt{xT}}.
\]

Considering the range of \(\beta\) in our application, we conclude that

\[
\left| \sum_{xT\eta \leq t^2 < xT - T} (-1)^t e^{(\alpha+i\beta)\sqrt{x-\frac{t^2}{T}}} \right| \leq \left| \sum_{xT\eta \leq t^2 < xT - T} (-1)^t e^{(\alpha+i\beta)\sqrt{x-\frac{t^2}{T}}} \right| + \left| \sum_{xT - T \leq t^2 < xT} (-1)^t e^{(\alpha+i\beta)\sqrt{x-\frac{t^2}{T}}} \right|
\]

\[(2.20) \quad \ll \sqrt{\frac{x^{3T}}{|\beta| + 1} e^{\alpha \sqrt{(1-\eta)x} \sqrt{xT}}} + \sqrt{xT}.
\]

We used a trivial bound for the second sum. We want to have

\[
\left| \sum_{t^2 < xT} (-1)^t e^{(\alpha+i\beta)\sqrt{x-\frac{t^2}{T}}} \right| \ll \sqrt{\frac{T}{|\beta| + 1} e^{w \sqrt{x}}}.
\]
Adding (2.14) and (2.20) we need to have

\[\begin{align*}
\alpha \sqrt{1 - \eta} &\leq w \\
\alpha + u \frac{\eta}{(1-\eta)} - \pi u + \frac{1}{2\sqrt{x}} \log(|\beta| + 1) &\leq w.
\end{align*}\]

(2.21)

Remember that \(\eta = \frac{\pi^2}{1 + \pi^2} - \epsilon\). Comparing with \(\beta\), if we choose \(u\) large enough then the left hand side of the second condition in (2.21) becomes negative. So

\[w = \alpha \sqrt{1 + \pi^2} + \epsilon\]

from the first condition. This completes the proof. \(\square\)

3. Proof related to prime distribution

Inspired by the proof of the Prime Number Theorem (PNT) we compute the following sum in two ways.

\[\frac{1}{2\pi i} \sum_{\ell^2 < T x} (-1)^\ell \int_{1+\epsilon-i\sqrt{T}}^{1+\epsilon+i\sqrt{T}} \frac{\zeta'(s) e^{s\sqrt{x-T}}}{\zeta(s)} \frac{ds}{s} \]

(3.1)

In this section, we assume that \(T < e^{\frac{4}{\sqrt{x}}}\).

Lemma 3.1. For large enough \(x\)

\[\sum_{\ell^2 < T x} (-1)^\ell \int_{1+\epsilon-i\sqrt{T}}^{1+\epsilon+i\sqrt{T}} \frac{\zeta'(s) e^{s\sqrt{x-T}}}{\zeta(s)} \frac{ds}{s} \ll \sqrt{T x e^{\frac{\epsilon}{\sqrt{T}}}}.\]

(3.2)

Proof. We consider the contour \(\gamma\) in figure 3, where \(\epsilon > 0\) is a very small real number and \(U\) is a very large real number far enough from any negative even integer \(-2m\). Using the Residue Theorem

\[\sum_{\ell^2 < T x} (-1)^\ell \int_{1+\epsilon-i\sqrt{T}}^{1+\epsilon+i\sqrt{T}} \frac{\zeta'(s) e^{s\sqrt{x-T}}}{\zeta(s)} \frac{ds}{s} = 2\pi i \sum_{\ell^2 < T x} (-1)^\ell \left( \lim_{s \to 0} e^{s\sqrt{x-T}} \left( \frac{\zeta'(s)}{\zeta(s)} \right) \right) + e^{\sqrt{x-T}} \]

(3.3)

\[+ \sum_{|\Im(\rho_m)| < \sqrt{T}} e^{\rho_m \sqrt{x-T}} \rho_m - \sum_{1 \leq m \leq U/2} e^{-2m \sqrt{x-T}} + \sum_{1 \leq m \leq U/2} e^{-2m \sqrt{x-T}} \phi(2m)\]

where \(\rho_m\) is the \(m^{th}\) non trivial zeroes of the Riemann zeta function.

An easy computation shows that the first and fourth terms in the RHS sum have contribution at most \(\sqrt{T x}\). Using Theorem 1.1 (by tending \(c \to 0\)) the second term is bounded from above by \(\sqrt{T x e^{\epsilon\sqrt{x}}}\). We can use Theorem 1.4 to show that

\[\sum_{\ell^2 < T x} (-1)^\ell e^{\rho_m \sqrt{x-T}} \ll \sqrt{T x e^{\frac{\epsilon}{\sqrt{T}}}}.\]
Finally, using the fact that
\[ \sum_{|\text{Im}(\rho_m)|<\sqrt{T}} \frac{1}{\text{Im}(\rho_m)^2} \]
converges, we can conclude that the third term of RHS of (3.3) has contribution at most
\[ \sqrt{T} e^{\frac{1}{(1+\pi^2+i)\sqrt{T}}} \]. So we have

\[ \sum_{\ell^2<Tx} (-1)^\ell \int_{\gamma} \frac{\zeta'(s)}{\zeta(s)} \frac{e^{s\sqrt{x-\ell^2/4}}}{s} \, ds \ll \sqrt{T} e^{\frac{1}{(1+\pi^2+i)\sqrt{T}}} \]  

As \( e^{s\sqrt{x-\ell^2/4}} \) tends to zero for \( \text{Re}(s) \to -\infty \), we can pick \( U \) large enough to have

\[ \sum_{\ell^2<Tx} (-1)^\ell \int_{\gamma} \frac{\zeta'(s)}{\zeta(s)} \frac{e^{s\sqrt{x-\ell^2/4}}}{s} \, ds \approx \sum_{\ell^2<Tx} (-1)^\ell \int_{1+\epsilon-i\sqrt{T}}^{1+\epsilon+i\sqrt{T}} \frac{\zeta'(s)}{\zeta(s)} \frac{e^{s\sqrt{x-\ell^2/4}}}{s} \, ds \]

\[ + \sum_{\ell^2<Tx} (-1)^\ell \int_{-U-i\sqrt{T}}^{-U+i\sqrt{T}} \frac{\zeta'(s)}{\zeta(s)} \frac{e^{s\sqrt{x-\ell^2/4}}}{s} \, ds \]

\[ + \sum_{\ell^2<Tx} (-1)^\ell \int_{1+\epsilon+i\sqrt{T}}^{1+\epsilon-i\sqrt{T}} \frac{\zeta'(s)}{\zeta(s)} \frac{e^{s\sqrt{x-\ell^2/4}}}{s} \, ds \].

The second integral in the RHS is

\[ \left| \sum_{\ell^2<Tx} (-1)^\ell \int_{-U-i\sqrt{T}}^{-U+i\sqrt{T}} \frac{\zeta'(s)}{\zeta(s)} \frac{e^{s\sqrt{x-\ell^2/4}}}{s} \, ds \right| \]
\[
\sum_{\ell^2 < T} (-1)^{\ell} \int_{-U - i\sqrt{T}}^{-i\sqrt{T}} \frac{\zeta'(s) e^{\sqrt{x - \frac{s^2}{4}}} \zeta''(s)}{s} ds + \int_{-i\sqrt{T}}^{1+\varepsilon - i\sqrt{T}} \frac{\zeta'(s) \sum_{\ell^2 < T} (-1)^{\ell} e^{\sqrt{x - \frac{s^2}{4}}} ds}{s} \leq \sqrt{T} \int_{-\infty}^{0} \left| \frac{\zeta'(\sigma - i\sqrt{T})}{\zeta(\sigma - i\sqrt{T})} \right| e^{\sigma \sqrt{x}} \sqrt{T} d\sigma + \frac{1}{\sqrt{T}} \int_{0}^{1+\varepsilon} \left| \frac{\zeta'(\sigma)}{\zeta(\sigma)} \right| \sqrt{T} e^{\sigma \sqrt{x}} e^{(1+\varepsilon)\sqrt{\pi}} d\sigma.
\]

Note that in the last inequality we used Theorem 1.4. We can use the fact that \( \frac{\zeta'}{\zeta}(\sigma + it) = \sum_{\sigma \approx \sigma + it - \rho} + O(\log(t)) \) to choose a proper \( T \) such that \( \frac{\zeta'}{\zeta}(\sigma + i\sqrt{T}) \ll \log^2(T) \) for \(-\infty \leq \sigma < 1 + \varepsilon \). So we have

\[
\sum_{\ell^2 < T} (-1)^{\ell} \int_{-U - i\sqrt{T}}^{1+\varepsilon - i\sqrt{T}} \frac{\zeta'(s) e^{\sqrt{x - \frac{s^2}{4}}} ds}{s} \leq \sqrt{x \log^2(T)} + \frac{\sqrt{x}}{\sqrt{T}} \int_{0}^{1+\varepsilon} \left| \frac{\zeta'(\sigma - i\sqrt{T})}{\zeta(\sigma - i\sqrt{T})} \right| e^{(1+\varepsilon)\sqrt{T} \sqrt{\pi}} d\sigma.
\]

The third integral can be similarly bounded. This, (3.4), and (3.5) give the result. \( \square \)

**Proof of Theorem 1.5.** We compute (3.1) another way. We have

\[
\sum_{\ell^2 < T} (-1)^{\ell} \int_{1+\varepsilon - i\sqrt{T}}^{1+\varepsilon + i\sqrt{T}} \frac{\zeta'(s) e^{\sqrt{x - \frac{s^2}{4}}} ds}{s} = \sum_{\ell^2 < T} (-1)^{\ell} \int_{1+\varepsilon - i\sqrt{T}}^{1+\varepsilon + i\sqrt{T}} \sum_{n=1}^{\infty} \frac{\Lambda(n) e^{\sqrt{x - \frac{s^2}{4}}}}{n^{s}} ds
\]

(3.6) \[
= \sum_{\ell^2 < T} (-1)^{\ell} \left( \sum_{1 \leq n \leq \sqrt{x - \frac{s^2}{4}}} + \sum_{\sqrt{x - \frac{s^2}{4}} < n} \int_{1+\varepsilon - i\sqrt{T}}^{1+\varepsilon + i\sqrt{T}} \frac{\Lambda(n) e^{\sqrt{x - \frac{s^2}{4}}}}{n^{s}} ds \right) := A_1 + A_2
\]

First we compute \( A_1 \). Again, we use the contour \( \gamma \) in figure 3 to compute the integral. Knowing \( \left| \frac{e^{\sqrt{x - \frac{s^2}{4}}}}{n} \right| > 1 \), we conclude that the integrand is tending to zero as \( \text{Re}(s) \to -\infty \).

Considering sufficiently large \( U \) and Using the Residue Theorem give

\[
A_1 \approx \sum_{\ell^2 < T} (-1)^{\ell} \sum_{1 \leq n \leq \sqrt{x - \frac{s^2}{4}}} \frac{\Lambda(n)}{n} \int_{\gamma} \left( \frac{e^{\sqrt{x - \frac{s^2}{4}}}}{n} \right)^s ds
\]

\[
+ \sum_{\ell^2 < T} (-1)^{\ell} \sum_{1 \leq n \leq \sqrt{x - \frac{s^2}{4}}} \frac{\Lambda(n)}{n} \int_{-U + i\sqrt{T}}^{1+\varepsilon + i\sqrt{T}} \left( \frac{e^{\sqrt{x - \frac{s^2}{4}}}}{n} \right)^s ds
\]

\[
- \sum_{\ell^2 < T} (-1)^{\ell} \sum_{1 \leq n \leq \sqrt{x - \frac{s^2}{4}}} \frac{\Lambda(n)}{n} \int_{-U - i\sqrt{T}}^{1+\varepsilon - i\sqrt{T}} \left( \frac{e^{\sqrt{x - \frac{s^2}{4}}}}{n} \right)^s ds
\]
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We use Lemma

We bound the integrals in RHS. Define

We bound the integrals in RHS. Define

Inspired by [18] there exists $\sqrt{T} < V < 2\sqrt{T}$ such that

(3.7)

We bound the integrals in RHS. Define

(3.8)

We use Lemma 2.2 for $G(t) := \frac{1}{\sigma^2 + t^2}$ and $F(t) := t(\sqrt{x - \frac{t^2}{T}} - \sqrt{x - \frac{\ell^2}{T}})$ (i.e. $F'(t) \geq \frac{\ell^2 - \ell^2}{2T\sqrt{x}}$) for the off-diagonal terms in the last expression of RHS in (3.8). Note that we could get the same result without using the lemma, but this way is more straightforward. Then

\begin{align*}
\sum_{n \leq v^T} |y_n(V)| &\ll \frac{\sqrt{T}}{T} \sum_{n \leq \sqrt{T}} \Lambda(n) \left( \sum_{\ell^2 < T(x - \log^2(n))} \int_{-U}^{1+\epsilon} e^{\sigma(\sqrt{x - \frac{\ell^2}{T}} + \sqrt{x - \frac{t^2}{T}})} dt \frac{d\sigma}{\sigma^2 + t^2} \right)^{1/2} \\
+ \frac{1}{\sqrt{T}} \sum_{n \leq \sqrt{T}} \Lambda(n) \left( \sum_{\ell^2 < T(x - \log^2(n))} \int_{-U}^{1+\epsilon} \frac{e^{2(1+\epsilon)\sqrt{x - \frac{t^2}{T}}}}{n^{2(1+\epsilon)}} dt \right)^{1/2}.
\end{align*}
\[
\ll \left( \sum_{m < \sqrt{T}x} \frac{\tau(m)}{m} \right)^{\frac{1}{2}} \sqrt{\frac{x}{\sqrt{T}}} e^{(1+\epsilon)\sqrt{\tau}} \sum_{n \leq e^{\sqrt{T}}} \frac{\Lambda(n)}{n^{1+\epsilon}} + \sqrt{\frac{x}{\sqrt{T}}} \sum_{n \leq e^{\sqrt{T}}} \frac{\Lambda(n)}{n^{1+\epsilon}}
\]
where \( \tau(m) \) is the number of divisors of \( m \). So there exists \( \sqrt{T} < V < 2\sqrt{T} \) we have

\[
\sum_{n \leq e^{\sqrt{T}}} \Lambda(n) \int_{-U+iV}^{1+\epsilon \pm iV} \sum_{l^{2} < T} (\frac{e^{\sqrt{\frac{x-l^{2}}{T}}}}{n})^{s} ds \ll \sum_{n \leq e^{\sqrt{T}}} |y_{n}(V)| \ll \frac{x^{\frac{1}{2}} e^{(1+\epsilon)\sqrt{x}} \log T}{\sqrt{T}}.
\]

This and (3.7) imply that

\[
A_{1} = 2\pi i \sum_{l^{2} < T} (-1)^{l} \Psi \left( e^{\sqrt{\frac{x-l^{2}}{T}}} \right) + O \left( \frac{x^{\frac{1}{2}} e^{(1+\epsilon)\sqrt{x}}}{\sqrt{T}} \right).
\]

![Figure 4. The contour \( \gamma' \)](image)

Next we compute \( A_{2} \). We consider contour \( \gamma' \) in Figure 4. As \( e^{\sqrt{\frac{x-l^{2}}{T}} / s} \) does not have poles inside \( \gamma' \), choosing large enough \( U \) and using the Cauchy’s integral theorem give

\[
A_{2} \simeq \sum_{l^{2} < T} (-1)^{l} \left( \sum_{e^{\sqrt{\frac{x-l^{2}}{T}}} \leq n} \int_{1+\epsilon+i\sqrt{T}}^{U+i\sqrt{T}} \frac{\Lambda(n)}{n^{s}} e^{s \sqrt{\frac{x-l^{2}}{T}}} ds - \sum_{e^{\sqrt{\frac{x-l^{2}}{T}}} \leq n} \int_{1+\epsilon-i\sqrt{T}}^{U-i\sqrt{T}} \frac{\Lambda(n)}{n^{s}} e^{s \sqrt{\frac{x-l^{2}}{T}}} ds \right).\]

Similar to \( y_{n} \), we define \( z_{n} \) as follows:

\[
z_{n}(V) := \Lambda(n) \sum_{T(x-\log^{5}(n)) < l^{2} < T} (-1)^{l} \int_{1+\epsilon+iV}^{U+iV} \frac{e^{s \sqrt{\frac{x-l^{2}}{T}}}}{sn^{s}} ds
\]
In this case, we will have

\[
\sum_n |z_n(V)| = \sum_{n<\sqrt{T}} \Lambda(n) \left| \sum_{T(x-\log^2(n))<\ell^2<Tx} (-1)^\ell \int_{1+\epsilon+iV}^{U+iV} e^{s\sqrt{x-\ell^2}} \frac{ds}{sn^\epsilon} \right|
\frac{1}{2}
\]

(3.10) 

As these cases are similar, we only compute the bound for the case \(\sqrt{T} < n\). There exists \(\sqrt{T} < V < 2\sqrt{T}\) such that

\[
\sum_{\sqrt{T} < n} |z_n(V)| \ll \frac{1}{\sqrt{T}} \sum_{\sqrt{T} < n} \Lambda(n) \left( \int_{\sqrt{T}}^{2\sqrt{T}} \left| \sum_{\ell^2<Tx} (-1)^\ell e^{s\sqrt{x-\ell^2}} \right|^2 \frac{d\sigma}{n^2\sigma(\sigma^2 + t^2)} \right)^{\frac{1}{2}}
\]

(3.11)

\[
\ll \frac{1}{\sqrt{T}} \sum_{\sqrt{T} < n} \Lambda(n) \left( \int_{\sqrt{T}}^{2\sqrt{T}} \sum_{\ell^2<Tx} (-1)^\ell e^{s\sqrt{x-\ell^2}} \cdot \frac{d\sigma}{n^2\sigma(\sigma^2 + t^2)} \right)^{\frac{1}{2}}
\]

\[
+ \frac{1}{\sqrt{T}} \sum_{\sqrt{T} < n} \Lambda(n) \left( \int_{\sqrt{T}}^{2\sqrt{T}} \sum_{\ell^2<Tx} (-1)^\ell e^{s\sqrt{x-\ell^2}} \cdot \frac{d\sigma}{n^2\sigma(\sigma^2 + t^2)} \right)^{\frac{1}{2}}
\]

Let \(F(t) = t(\sqrt{x-\ell_1^2} - \sqrt{x-\ell_2^2})\) and \(G(t) = \frac{1}{(\sigma^2 + t^2)}\). Then we conclude that \(|F'(t)| \gg \frac{\ell_1^2 - \ell_2^2}{T\sqrt{x}}\) and \(|G(t)| \ll \frac{1}{(\sigma^2 + T)^2}\). Using lemma 2.2

\[
\sum_{\sqrt{T} < n} |z_n(V)| \ll \frac{\sqrt{T}}{\sqrt{T}} \sum_{\sqrt{T} < n} \Lambda(n) \left( \sum_{\ell_2<Tx} \frac{1}{\ell_2 - \ell_1} \int_{1+\epsilon}^{U} e^{s(\sqrt{x-\ell_1^2} + \sqrt{x-\ell_2^2})} \frac{d\sigma}{n^2\sigma} \right)^{\frac{1}{2}}
\]

\[
+ \frac{\sqrt{T}}{\sqrt{T}} \sum_{\sqrt{T} < n} \Lambda(n) e^{(1+\epsilon)\sqrt{x}} \frac{1}{n^{1+\epsilon}}
\]

\[
\ll \frac{\sqrt{T}}{\sqrt{T}} \sum_{\sqrt{T} < n} \Lambda(n) e^{(1+\epsilon)\sqrt{x}} \frac{1}{n^{1+\epsilon}} \left( \sum_{m<Tx} \tau(m) \frac{1}{m} \right)^{\frac{1}{2}}
\]
\[ + \frac{4\sqrt{x}}{\sqrt{T}} \sum_{e^{\frac{\pi}{2}} < n} A(n) e^{\left(1 + \epsilon\right)\sqrt{\frac{x}{n}}} \ll \frac{\sqrt{x} \log(T) e^{\left(1 + \epsilon\right)\sqrt{\frac{x}{n}}}}{\sqrt{T}}. \]

So there exists \( \sqrt{T} < V < 2\sqrt{T} \) such that

\[
(3.12) \quad A_2 \ll \sum_{e^{\frac{\pi}{2}} \leq n} |z_n(V)| \ll \frac{\sqrt{x} \log(T) e^{\left(1 + \epsilon\right)\sqrt{\frac{x}{n}}}}{\sqrt{T}}.
\]

Putting (3.9) and (3.12) into (3.6) and comparing it with (3.2) gives

\[
\sum_{\ell^2 < T} (-1)^\ell \Psi \left( e^{x - \frac{\ell^2}{T}} \right) \ll \sqrt{T} xe^{\left(1 + \epsilon\right)\sqrt{\frac{x}{1 + \epsilon}}} + \frac{x^\frac{3}{4} e^{\left(1 + \epsilon\right)\sqrt{\frac{x}{T}}}}{\sqrt{T}}.
\]

Taking \( T = e^{\frac{4(1 + \epsilon)}{3} \sqrt{x}} \left(1 - \frac{1}{1 + \epsilon} \right) \) gives the desired result. \( \Box \)

4. Proof related to the pentagonal number theorem.

We start this section by proving the weak pentagonal number theorem for truncation of the usual partition function.

We start with the proof of proposition 1.9.

Proof. For (1.9) we only need to put \( c = \pi \sqrt{\frac{2}{3}} \), \( a = \frac{3}{2} \), \( b = -\frac{1}{2} \), \( d = 0 \) in theorem 1.1; for equation (1.11), pick \( c = \frac{\pi}{\sqrt{6}} \), \( a = \frac{3}{2} \), \( b = -\frac{1}{2} \), \( d = 0 \) and use Theorem 1.1; and for equation (1.12) we need to pick \( c = \frac{\pi}{\sqrt{6}} \) and \( a = 1 \), and \( b = d = 0 \).

We prove equation (1.10). Let \( f(z) = \pi \sqrt{\frac{24(z - \frac{3}{2}(x - 1)^{-1}) - 1}{36}} \) and \( b^2 = \frac{1}{12} \). We choose the branch cut \(( -\infty, \alpha_1 ] \cup [ \alpha_2, \infty) \). Then let \( G \) be the interior of the square with vertices (see figure 1)

\[
(4.1) \quad \pm \sqrt{\frac{2x}{3}} \mp 1 \pm ib \sqrt{x},
\]

Define

\[
(4.2) \quad h(z) := \frac{e^{f(z)}}{\sin^3(\pi z)} = \frac{e^{\pi \sqrt{\frac{24(z - \frac{3}{2}(x - 1)^{-1}) - 1}{36}}}}{\sin^3(\pi z)}.
\]

Using the residue theorem

\[
(4.3) \quad \int_\gamma h(z)dz = 2\pi i \cdot \sum_{z_i: \text{poles}} \text{Res}(h(z_i))
\]

We compute the residues of \( h(z) \). We know that for \( z \) near to \( \ell \in \mathbb{Z} \) we have

\[
\frac{1}{(\sin(\pi z))^3} = \frac{(-1)^\ell}{\pi^3 (z - \ell)^3} + \frac{(-1)^\ell}{2\pi (z - \ell)} + \cdots
\]

\[
e^{f(z)} = e^{f(\ell)} + f'(\ell)e^{f(\ell)}(z - \ell) + \frac{(f'(\ell))^2 + f''(\ell)}{2} e^{f(\ell)}(z - \ell)^2 + \cdots
\]
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Also

\[
(f(z))' = \pi(1 - 6z) \left(24(x - \frac{z(3z - 1)}{2}) - 1\right)^{-1/2}
\]

(4.4)

\[
(f(z))'' = -144\pi x \left(24(x - \frac{z(3z - 1)}{2}) - 1\right)^{-3/2}
\]

So we have

\[
\text{Res } h(z)_{z=\ell} = (-1)^{\ell} e^{\ell} \left(\frac{1}{2\pi} + \frac{(f'(\ell))^2 + f''(\ell)}{2\pi^3}\right)
\]

\[
= \frac{(-1)^{\ell} e^{\ell}}{2\pi(24(x - G_\ell) - 1)} \left(24(x - G_\ell) - 1 + (1 - 6\ell)^2 - \frac{144x}{\pi \sqrt{24(x - G_\ell) - 1}}\right)
\]

\[
= \frac{(-1)^{\ell} e^{\ell}}{2\pi(24(x - G_\ell) - 1)} \left(24x - \frac{144x}{\pi \sqrt{24(x - G_\ell) - 1}}\right)
\]

It implies that

\[
\int_{\gamma} h(z) dz = 24ix \sum_{G_\ell < x} (-1)^{\ell} e^{\frac{\ell}{6} \sqrt{24(x - G_\ell) - 1}} \left(1 - \frac{6}{\pi \sqrt{24(x - G_\ell) - 1}}\right)
\]

(4.5)

\[
= \frac{24ix}{\sqrt{12}} \sum_{G_\ell < x} (-1)^{\ell} p_2(x - G_\ell).
\]

We bound the integral. First assume that we choose \(z \in \gamma_1 \cup \gamma_3\). So \(z = t \pm ib\sqrt{x}\) for \(-\sqrt{\frac{2x}{3}} + 1 < t < \sqrt{\frac{2x}{3}} - 1\). For large enough \(x\) we have

\[
\frac{24(x - \frac{z(3z - 1)}{2}) - 1}{36} \sim \frac{2}{3} x - t^2 + b^2 x + 2ibt \sqrt{x}.
\]

Similar to the proof of theorem 1.1 for \(z \in \gamma_1, \gamma_3\)

\[
e^{\pi \sqrt{24(x - \frac{z(3z - 1)}{2}) - 1}} \leq e^{\pi \sqrt{b^2 + b^2 x}}.
\]

Also \(|\sin^3(\pi z)| \sim \frac{1}{8} e^{3\pi b\sqrt{x}}\), and considering \(b^2 = \frac{1}{12}\) we get that

(4.6)

\[
\pi \left(\sqrt{\frac{2}{3} + b^2 - 3b}\right) = 0.
\]

So the contribution of the horizontal legs is at most \(o(x)\). Now we compute the case \(z \in \gamma_2, \gamma_4\). We have \(z = \pm \sqrt{\frac{2x}{3} + 1} + it\) and \(-b\sqrt{x} < t < b\sqrt{x}\). We have

\[
\frac{24(x - \frac{z(3z - 1)}{2}) - 1}{36} = \frac{2}{3} x - \frac{2}{3} x \mp 2it \sqrt{6x - 3t^2} \mp 7it - (2\sqrt{6} + \sqrt{\frac{2}{3}}) \sqrt{x} + 4\]

\[
- \frac{2}{3}
\]
If \( t = o(\sqrt{x}) \), then \( \frac{24(x - \frac{z(3z - 1)}{2}) - 1}{36} = o(x) \). Otherwise, since \( \sqrt{x}, t \) are negligible in comparison to \( x, t^2 \)

\[
\frac{24(x - \frac{z(3z - 1)}{2}) - 1}{36} \sim t^2 \mp it\sqrt{\frac{8x}{3}}.
\]

Using lemma 2.1 we have

\[
(4.7) \quad \text{Re} \left( \sqrt{\frac{24(x - \frac{z(3z - 1)}{2}) - 1}{36}} \right) \leq \sqrt{\frac{t}{2\sqrt{3}} \left( \sqrt{3t^2 + 8x + t\sqrt{3}} \right)}
\]

Hence in any case we get

\[
(4.8) \quad \left| e^{\pi \sqrt{\frac{24(x - \frac{z(3z - 1)}{2}) - 1}{36}}} (\sin(\pi z))^3 \right| \ll e^{\pi \sqrt{\frac{\sqrt{3}t^2 + 8 + t\sqrt{3}}}{3\pi t}}.
\]

Maximizing for \( t \) in the RHS of (4.8), we get that the integral in the LHS of (4.3) can be at most \( e^{0.21\sqrt{x}} \). It completes the proof. \(\square\)

**Remark 4.1.** Perhaps the upper bound in equation (1.10) becomes smaller by taking higher powers of \( \sin(\pi z) \). However, this argument needs a new nontrivial input to construct the proof of the Pentagonal Number Theorem. In other word, one may take the function

\[
(4.9) \quad H(z) := \sum_{k \in \mathbb{Z}} \sum_{0 \leq h < k \atop (h,k) = 1} \frac{\sinh \left( \frac{\pi}{6} \sqrt{24(x - \frac{z(3z - 1)}{2}) - 1} \right) y(x, z, h, k)}{(\sin(\pi z))^{2r + 1}}
\]

for suitable function \( y(x, z, h, k) \) and integer \( r \) to generate all of the terms in the Ramanujan-Hardy-Rademacher formula (1.1) for the partition function. One may use this possible nontrivial observation to prove that all of the error terms from different \( k, h \) will cancel each other, which is equivalent to the Pentagonal Number Theorem.

**Proof of Proposition 1.11.** We have

\[
\sum_{\ell^2 < x} (-1)^\ell p_3(x - \ell^2) = \sqrt{6} e^{\pi ix} \sum_{\ell^2 < x} \left( \frac{1}{24(x - \ell^2) - 1} - \frac{12}{\pi(24(x - \ell^2) - 1)} \right) e^{\frac{\pi}{12} \sqrt{24(x - \ell^2) - 1}}
\]

\[
= \sqrt{6} e^{\frac{\pi}{12} \sqrt{24x - 1} + \pi ix} \sum_{\ell^2 < x} e^{-\frac{-2\pi i x}{\sqrt{12(x - \ell^2)} + 1}} \left( \frac{1}{24(x - \ell^2) - 1} + O\left( \frac{1}{\sqrt{x^3}} \right) \right)
\]

\[
\approx \frac{e^{\frac{\pi}{12\sqrt{24x - 1} + \pi ix}}}{4x\sqrt{6}} \sum_{\ell^2 < \sqrt{\frac{3}{12x} \ln x}} e^{-\ell^2/2\sigma^2},
\]

where

\[
\sigma^2 = \frac{\sqrt{6x}}{\pi}.
\]
The last expression in the above can be approximated as follows
\[
\frac{1}{4x^{\frac{\pi}{6}}} e^{\frac{\pi}{12} \sqrt{24x-1+\pi i}} \sum_{\ell < \sqrt{x \ln x}} e^{-\frac{\ell^2}{2x^2}} \sim \frac{1}{4x^{\frac{\pi}{6}}} e^{\frac{\pi}{12} \sqrt{24x-1+\pi i}} \int_{-\infty}^{\infty} e^{-t^2/2\sigma^2} dt
\]
\[
= \frac{\sigma \sqrt{2\pi}}{4x^{\frac{\pi}{6}}} e^{\frac{\pi}{12} \sqrt{24x-1+\pi i}}
\]
\[
\sim \frac{\pi x^{\frac{3}{4}}}{2^{3/4} x^{1/4} \sqrt{p(x)}}.
\]

We need the next lemma.

**Lemma 4.2.** With the same notation as theorem 1.1
\[
\sum_{n: an^2 + bn + d < x} (-1)^n I_\alpha \left( c\sqrt{x - an^2 + bn + d} \right) h(n) = O \left( e^{cw\sqrt{x}} \right).
\]
where \( I_\alpha \) is the Bessel function.

Before we mention the proof note that for fixed \( \alpha \) and large enough \( x \)
\[
I_\alpha(x) \sim \frac{e^x}{\sqrt{2\pi x}} \left( 1 + O \left( \frac{1}{x} \right) \right).
\]

**Proof.** Since the proof is very similar to proof of 1.1, we skip the details. Let \( H(z) = \frac{h(z) I_\alpha(\sqrt{x-z^2})}{\sin(\pi z)} \) and \( q(n) = an^2 + bn + d \) and assume the contour \( \gamma \) in 1. Then
\[
\sum_{\ell: q(\ell) < x} (-1)^\ell I_\alpha \left( c\sqrt{x - q(\ell)} \right) h(\ell) = \int_{\gamma} H(z) dz
\]
For \( z \in \gamma_1, \gamma_3 \)
\[
|H(z)| \ll \frac{I_\alpha \left( c\sqrt{x(1+au^2)} \right)}{e^{\pi u \sqrt{x}}} \ll e^{x \sqrt{x(1+au^2)-\pi u \sqrt{x}}}
\]
Also for \( z \in \gamma_2, \gamma_4 \)
\[
|H(z)| \ll I_\alpha \left( c\sqrt{\frac{ux}{2} \left( \sqrt{au^2 + 4 + u\sqrt{a}} \right)} \right) \ll x e^{x \sqrt{x \sqrt{au^2 + 4 + u\sqrt{a}} - \pi u \sqrt{x}}}
\]
with the same notation as in proof of theorem 1.1. As the bound of argument of Bessel function is the same as exponents in the proof of theorem 1.1 we get the same bound. \( \square \)

**Proof of corollaries 1.12 and 1.13.** For corollary 1.12 pick \( a = 1 \), and \( c = \sqrt{\frac{2\pi^2}{3}} \) in the Lemma 4.2. For corollary 1.13 pick \( c = \frac{2\pi}{\sqrt{10}} \) and \( a = 1 \) in Lemma 4.2. \( \square \)
5. Proof related to the Prouhet-Tarry-Escott problem

It is worth establishing a “baseline result” related to problem 1.14 for \( N \) large, relative to \( k, n \), that we get easily from a Pigeonhole Argument: consider all vectors \((x, x^2, \cdots, x^k)\) with \( 1 \leq x \leq N \). The sum of \( n \) of these lie in a box of volume \( n^k N^{k(k+1)/2} \); and if two such sums belong to the same box with dimensions \( N^c \times N^{2c} \times \cdots \times N^{kc} \), then they give a solution to (1.14) for all \( 1 \leq i \leq k \). The number of non overlapping \( N^c \times \cdots \times N^{kc} \) boxes that fit inside our volume \( n^k N^{k(k+1)/2} \) is at most \( n^k N^{(1-c)k(k+1)/2} \); and with a little work one can see that the large box can be covered with approximately (up to a constant factor) this many smaller boxes. If this (the number of smaller boxes in a covering) is smaller than the number of sets of \( n \) vectors \((x, x^2, \cdots, x^k)\) that produce our vector sum (this count is at least \( N^n n! \) for \( N \) large enough relative to \( n \)) then we get a “collision”, that is a pair of sequences \( a_1, \cdots, a_n \) and \( b_1, \cdots, b_n \) leading to a solution to 1.14 for all \( 1 \leq i \leq k \). In other words, we get such a solution when

\[
 n^k N^{(1-c)k(k+1)/2} < \frac{N^n}{n!}.
\]

For \( N \) large, then, we get that there is a solution so long as

\[
(5.1) \quad c > 1 - \frac{2n}{k(k+1)}.
\]

When \( k \) is a little smaller than \( \sqrt{2n} \), note that the RHS is negative, implying that we can take \( c = 0 \) (since it must be non-negative).

Curiously, when \( k \) is only a little bigger than \( \sqrt{n} \) (say, \( \sqrt{n} \log(n) \)), then this pigeonhole argument only gives us pairs of sequences with \( c \) near to 1. Basically, then, we don’t get a much better result for the weakening than we do for the original Prouhet-Tarry-Escott Problem, if we insist on finding solutions with \( c < \frac{1}{2} \), say.

We prove a lemma before introducing a set of solutions for the weak Prouhet-Terry-Escott problem (problem 1.14).

Lemma 5.1. For large \( x \), let \( k \ll \sqrt[\log(xT)]{x} \) and \( T := T(x) = o(x) \). Then for every \( 1 \leq r \leq k \) there exists \( c > 0 \) such that

\[
(5.2) \quad \sum_{\ell^2 < xT} (-1)\ell (xT - \ell^2)^{\frac{5}{2}} \ll \sqrt{x(Tx)^{\frac{5}{2}}} (Ar)^{r/2}.
\]

Remark 5.2. Note that the proof becomes easier if we just choose \( r \) to be even. But we propose a more general case here.

Proof. Let \( u = o(\sqrt{x}) \), to be determined later. Define

\[
f_r(z) = \frac{(xT - z^2)^{\frac{5}{2}}}{\sin(\pi z)}.
\]

Let \( \gamma \) be the contour in Figure 5. Using the residue Theorem

\[
\int_\gamma f_r(z) \, dz = 2\pi i \sum_{\ell^2 < xT} (-1)^\ell (Tx - \ell^2)^{\frac{5}{2}}.
\]
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\[
\begin{align*}
\text{Figure 5. The contour } \gamma
\end{align*}
\]

Let \( z \in \gamma_1, \gamma_3 \). So \( z = t \pm iu \sqrt{x} \) and \(-\sqrt{xT} < t < \sqrt{xT}\). Then

\[
|xT - z^2|^2 = (xT + u^2 x - t^2)^2 + 4t^2 u^2 x.
\]

Note that \( u \) is a constant as \( x \) tends to infinity and \( T = o(x) \). With simple computation we can conclude that the RHS is maximaized at \( t = 0 \), so on \( \gamma_1, \gamma_3 \) we have

\[
(5.3) \quad |f_r(z)| \ll |xT + u^2 x|^\frac{r}{2} e^{-\pi u \sqrt{x}} \sim (xT)^\frac{r}{4} e^{-\pi u \sqrt{x}}.
\]

By assumption \( r \leq k \ll \sqrt{x}/\log(xT) \), so we can pick \( u \) to be large enough so as the contribution of horizontal legs become small. For \( \gamma_2, \gamma_4 \) we have \( z = \pm \sqrt{xT} + it \) and \(-u \sqrt{x} < t < u \sqrt{x} \). We can show that

\[
|xT - z^2|^2 = t^4 + 4t^2 xT.
\]

So we need to maximize the RHS of the following expression for \( t \leq u \sqrt{x} \)

\[
|f_r(z)| \ll (t^4 + 4t^2 xT)^\frac{r}{4} e^{-\pi t}
\]

Simple computation shows that it happens when \( t \sim Cr \) for some \( C > 0 \). Hence, there exist \( A > 0 \) such that

\[
|f_r(z)| \ll A^r (xT)^\frac{r}{4} \left( r^2 + \frac{r^4}{xT} \right)^\frac{r}{4} \ll (Ar)^{r/2} (xT)^\frac{r}{4}.
\]

This completes the proof. \( \square \)

Remark 5.3. We could increase the height of vertical lines of figure 5 to \( x^\alpha, \alpha > \frac{1}{2} \), to make it possible for \( k \) to become bigger - say \( k \gg x^\alpha \). This in turn results in larger \( k = M(n) \) and larger error term.

Proof of Theorem 1.16. Let \( M \) be a large number.

\[
\begin{align*}
x_i &= M^{2m+b} - (2i - 2)^2 \\
y_i &= M^{2m+b} - (2i - 1)^2
\end{align*}
\]
Then $\max(x_i^r, y_i^r) \sim M^{2m+b}$. Lemma 5.1 concludes that for $x = M^{2m}$ and $T = M^b$ and $1 \leq r \leq k$

$$\sum_i x_i^r - \sum_i y_i^r \ll (r) \frac{r^\varepsilon}{2} M^{(2m+b)\frac{r}{2} + m}.$$ 

If we pick $k \leq \frac{u\pi M^m}{12m^2 \log(M)}$ and $b = 1$, then the result follows. \[\square\]

**Proof of Theorem 1.19.** We first show that $f_r(M)$ is a polynomial in $M$ — that is,

$$f_r(M) = c_0(r) + c_1(r)M + \cdots + c_d(r)M^d,$$

where $d$ is yet to be determined. This follows upon applying the binomial theorem to the terms in the definition of $f_r(M)$, together with the fact that $\sum_{|\ell| < 2M} (-1)\ell^k$ is a polynomial in $M$. The coefficients are obviously integers and we also can show the coefficients as sums involving Bernoulli numbers. Note that the degree $d$ of that polynomial doesn’t depend on $M$.

Let’s assume that $r$ is even. We now leverage this fact to prove that $d = r - 1$. To do this, note that it suffices to prove that $|f_r(M)| = o_r(M^r)$, and $|f_r(M)| \gg_r M^{r-1}$. To put that another way: fix $r$, and then we show that

$$\lim_{M \to \infty} \frac{\log(|f_r(M)|)}{\log(M)} = r - 1.$$ 

Write $f_r(M)$ as the contour integral

$$\frac{1}{2\pi i} \int_\gamma f(z)dz := \frac{1}{2\pi i} \int_\gamma \frac{(4M^2 - z^2)^r}{\sin(\pi z)}dz,$$

where $\gamma$ is in figure 6. Note that because $f$ has a removable singularity at $z = \pm 2M$, it is possible to compute the contribution of the integral in these vertical legs.

![Figure 6. The contour $\gamma$](image)

Now, one easily sees that the contribution of $\gamma_1, \gamma_3$ is negligible, and at least for $M$ large relative to $r$ the main contribution will come from the part of the contour near
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the real axis. These two parts of the contour can be parametrized as \( z = 2M + it \) and \( z = -2M + it, \, |t| \leq 2M \). So, for \( M \) large relative to \( r \) we will have that the integral is

\[
\sim \frac{1}{\pi} \int_{-2M}^{2M} \frac{(-4Mit + t^2)^r}{\sin(\pi it)} \, dt = \frac{1}{\pi} \int_{-2M}^{2M} \frac{(-4Mit)^r}{\sin(\pi it)} \, dt + \frac{1}{\pi} \int_{-2M}^{2M} \frac{r(-4Mit)^{r-1}t^2}{\sin(\pi it)} \, dt + O(M^{-2})
\]

\[
\sim 0 + \frac{r}{\pi}(-4Mi)^{r-1} \int_{-\infty}^{\infty} \frac{t^{r+1}}{\sin(\pi it)} \, dt \sim cM^{r-1},
\]

for a constant \( c \) that depends only on \( r \). Note that the first term of RHS is zero by symmetry. This means that \( f_r(M) \) is of degree \( r - 1 \). Also we bound the size of \( f_r(M) \) from above in the range \( r \ll \frac{M}{\log(M)} \).

\[
\int_{\gamma} f(z) \, dz \sim cM^{r-1} \ll e^{r(\log(r)+\log\log(r))} M^{r-1}.
\]

\[\square\]
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