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Abstract

In this shared task, we focus on detecting mental health signals in Reddit users’ posts through two main challenges: A) capturing mood changes (anomalies) from the longitudinal set of posts (called timelines), and B) assessing the users’ suicide risk-levels. Our approaches leverage emotion recognition on linguistic content by computing emotion/sentiment scores using pre-trained BERTs on users’ posts and feeding them to machine learning models, including XGBoost, Bi-LSTM, and logistic regression. For Task-A, we detect longitudinal anomalies using a sequence-to-sequence (seq2seq) autoencoder and capture regions of mood deviations. For Task-B, our two models utilize the BERT emotion/sentiment scores. The first computes emotion bandwidths and merges them with n-gram features, and employs logistic regression to detect users’ suicide risk levels. The second model predicts suicide risk on the timeline level using a Bi-LSTM on Task-A results and sentiment scores. Our results outperformed most participating teams and ranked in the top three in Task-A. In Task-B, our methods surpass all others and return the best macro and micro F1 scores.

1 Introduction

Tracking and identifying moments of change in a user’s social media longitudinal data could be a possible identifier of their mental health deterioration and be especially useful for those with suicidal ideation (Tsakalidis et al., 2022b). In this 2022 CLPsych shared task, the goal is to tackle two challenges. Task-A aims to identify mood shifts and gradual mood progressions from users’ timelines, where each timeline has a list of longitudinal posts from a close time range. Meantime, Task-B aims to detect suicide risk levels of the users. We were allowed to provide three submissions for Task-A and two for Task-B. The second Task-B submission was expected to use the results from Task-A.

2 Methods

The training set in this challenge includes data on users with three suicide risk levels (Severe/Moderate/Low). A user can have multiple timelines, where a timeline is a chronologically ordered sequence of posts. Each post is labeled as IS for switches in mood (sudden mood shifts from positive to negative, or vice versa), IE for mood escalations (gradual mood changes from neutral or positive to a higher positive, or neutral, or negative to a higher negative), or O to represent the baseline (neutral) mood (Tsakalidis et al., 2022b). In
the implementations, for machine learning models, Scikit-learn (version 1.0.2) (Pedregosa et al., 2011), for deep learning models, PyTorch (version 1.11.0+cu102) and Keras (version 2.7.0) libraries (Paszke et al., 2019) are used.

2.1 Task A

Feature Extraction: The main set of features used in Task-A is obtained from three pre-trained BERT models. The first model is Bertweet-base-sentiment, trained with SemEval 2017 corpus (around 40k tweets) using a RoBERTa (Pérez et al., 2021). It returns three sentiments \{Positive, Negative, Neutral\} per text. The second model is EmoRoBERTa, trained with 58,000 Reddit comments and returns 28 emotion scores per text (Ghosal, 2021). The third model is Twitter-roberta-base-emotion (CardiffNLP, 2021), trained on ˜58M tweets and fine-tuned for emotion recognition with the TweetEval benchmark (Barbieri et al., 2020). As shown in Figure 1, we concatenate the sentiment and emotion scores into an emotionally-informed feature vector of length 35 for each post in the data collection.

Mood Anomaly detection: Before feeding the emotionally-informed features to classifiers, we compute a feature vector that reflects abnormalities in the user-expressed mood based on past behavior. To compute the abnormality vector, we use a seq2seq learning model for multivariate time-series forecasting (Provotar et al., 2019). We generate a series of (t-n) feature vectors for each post at time t, where n is the length of the look-back time window. This input is fed to the autoencoder. We aim to predict the emotionally-informed feature vector of the next step, i.e., the feature vector of the post at t+1. The error margin is thereafter calculated based on the outputs of the autoencoder and the actual emotionally-informed feature vectors. We follow the same methodology as Tran et al. (Tran et al., 2019) to compute the irregularities vector and use it as a proxy for identifying mood anomalies. Upon experimentation, we found that, while the abnormality vector helps detect escalations, it did not succeed for switches. We thus concatenated the emotionally-informed features, window-based abnormality vectors, and a feature vector denoting the emotional difference between a post and the previous one. We implement the seq2seq learning model in Keras with two LSTMs with 100 neurons and a final dense layer with 35 neurons. We use a Learning Rate Scheduler that decreases the learning rate (lr) with a factor of 1e-3 * 0.90 ** lr when the learning stagnates. We train using the Adam optimizer and Huber loss function with a batch size of 16 and early stopping (patience=3).

Classification: We pass the output of the previous step as an input to ML classifiers to predict the label of a post (O, IE, IS). We experiment with three models: a Logistic Regression (LR) [class_weight="balanced", multi_class="multinomial", solver="saga"], XGBoost, and a stacked Ensemble of four classifiers: LR, Random Forest, XGBoost, and Extremely Randomized Trees. Being mindful of the data imbalance, we choose to assign a higher class weight to the minority classes (IE, IS) while reducing the weight of the majority class (O). We apply stratified 10-folds cross-validation and grid-search on the tree-based models (n_estimators=[400, 700, 1000], colsample_bytree=[0.7,0.8], max_depth=[15,20,25], subsample=[0.7,0.8,0.9]) to optimize the hyperparameters and avoid overfitting.

2.2 Task B

In this task, we eliminate all users with suicide risk label N/A from the labeled set, thus work on a three-class classification problem: Low, Moderate, Severe suicide risk detection.

Feature Extraction: For the first submission, we use two types of features. The first feature, n-grams, is selected due to their success in previous suicide risk detection research (Bayram and Benhiba, 2021; Pestian et al., 2020). Our n-gram features consist of unigrams and bigrams (n ∈ \{1, 2\}). To extract them, we perform lowercase conversion and punctuation removal, then use a spaCy library (en_core_web_lg) (Honnibal and Montani, 2017).
As the goal is to obtain user-level suicide risk, we perform the detection on the merged posts per user. However, the leave-one-out cross-validation experiments returned low results on the labeled set, so we decided to use/merge only the posts with "IE" or "IS" labels in training since they contain strong emotions that might be associated with suicidal ideation. In the test set, we merge all posts per person (since they lack IE and IS labels) and obtain the user’s suicide risk-level prediction.

The training set provides 5,808 n-gram features. Next, we train an LR to collect feature importance scores for performing feature elimination. Upon applying a leave-one-out cross-validation on the labeled set, also using LR, we exploit classification performance scores from the top features to find the optimal feature subset. Figure 2 shows a peak at top 900 n-gram features, corresponding to 300 top features per class. We save these features and use them as the final features on the test set.

Figure 2: N-gram feature selection with weighted precision, recall and F1 scores.

We also experiment with adding the emotionally-informed features per post from Task A. Per user, we compute the minimum and the maximum of the emotion/sentiment scores from the emotionally-informed features of all posts and calculate their absolute difference. Thus, in the new feature vector, each element reflects the range (bandwidth) of emotions/sentiments of that user. We hypothesize that these bandwidths of emotions/sentiments could help identify suicide risk. Next, we concatenate the n-gram feature vector and the obtained emotion bandwidth vector per user for classification.

**Classification:** In the first submission of Task-B, we use simple methods that do not require a lot of training data and that can perform multiclass classification: LR (lbfgs solver, weighted F1=0.718) and SVM with the sigmoid kernel (weighted F1=0.710) achieve the best performance, possibly due to their success in handling small datasets (RF’s weighted F1=0.433, XGBoost’s weighted F1=0.278). Thus, we select LR as the ML model to be used with ngrams-emotional bandwidth features (class_weight="balanced", multi_class = "multinomial", solver="lbfgs", random_state=7, remaining parameters are kept at default values (Pedregosa et al., 2011)).

**Timeline-level risk prediction:** The second submission for Task-B leverages Task-A’s mood change predictions and the emotionally-informed features to predict a user’s suicide risk level. Since timelines (longitudinal posts) were obtained around a user’s mood change-points during data collection (Tsakalidis et al., 2022b), we predict the suicide risk on the timeline level. As was the case in the first model, we only include posts with IS or IE labels in our training set while also including O labels in the validation and test data. We use a Bi-LSTM to classify the suicide risk in the timeline by exploiting past and future emotional contexts of posts. To aggregate predictions on the user level, we experiment with computing average, majority voting, and argmax on the timeline-level results and select argmax due to its accuracy. The Bi-LSTM model is a gated recurrent unit (GRU) wrapped in a Bi-LSTM, followed by a dropout layer and two dense layers (Dropout_rate=0.1, Dense layer 1: 50-neurons with Relu, Dense layer 2: 3-neurons with softmax, batch_size=16, Rmsprop optimizer, categorical cross-entropy loss, and early-stopping with patience=3).

### 3 Results

In Tables 1, 2, and 3, we present the test set results of Task-A obtained from three different evaluation techniques. Each table summarizes the results obtained on the three submissions: seq2seq + one of the selected classifiers (i.e., 1=LR, 2=XGBoost, and 3=the Ensemble method). Table 1 shows results at the post-level, while Table 2 and 3 report results on a timeline basis using the coverage metric and the window-based evaluation metric with window size = 3 (more details on the evaluation methods can be found in (Tsakalidis et al., 2022b)).

Table 4 shows results for Task-B where the first
model (1) is the n-grams + emotion bandwidth features with LR classifier, and the second (2) is the Bi-LSTM model.

The shared task provided two baselines from the mood change study (Tsakalidis et al., 2022b). The first baseline (B1 in the tables) uses tf-idf features with LR. The second baseline (B2) uses BERT trained with Talklife website posts, treats each post as an instance (i.e., completely ignoring the timeline sequence), and is trained using the alpha-weighted focal loss. We also include the best (Max) and worst (Min) values for each metric obtained by competing submissions to allow better readability of the results. We add an asterisk (*) next to the results when the best performance is achieved by our models.

4 Discussion

In comparison to the submissions of other teams that participated in this shared task (Tsakalidis et al., 2022a), our models achieved the top three macro average F1 scores for Task-A on all three evaluation techniques. Meanwhile, in Task-B, the first model returns the highest micro and macro average F1 scores in Clpysch’22.

Task-A: In the post-level, the seq2seq + XGBoost achieves robust performance by balancing between precision and recall. It outperforms the baseline methods on all macro-average evaluation metrics and achieves second best F1 scores in all categories (e.g., IE, IS, O, average). At the timeline level, the coverage metric demonstrates the ability of a model to capture regions of change. In this respect, the seq2seq + XGBoost strikes a balance between precision and recall again, and performs second best on the macro-average F1. In the window-based evaluation the seq2seq + LR achieves the third highest F1 performance overall and renders the best macro-average recall. The ensemble method achieves the best precision on the IS class but tends to over-predict, as demonstrated by its low coverage recall. Experimenting with various look-back time windows can provide more insight on the rationale behind the results.
Table 3: Task-A window-based (window size = 3) evaluation for seq2seq+classifier (resp. (1) Logistic Regression (LR), (2) XGBoost, (3) Ensemble). (B1) tf-idf LR and (B2) BERT are baselines. Max & Min results from all CLPsych’22 submissions are also included.

| Sub. | Precision | Recall | F1     |
|------|-----------|--------|--------|
| IS   | 1 0.368   | 0.814  | 0.507  |
|      | 2 0.525   | 0.372  | 0.435  |
|      | 3 **0.711** | 0.224 | 0.341  |
|      | B1 0.167  | 0.008  | 0.015  |
|      | B2 0.450  | 0.065  | 0.113  |
|      | **Max 0.711** * | **0.872** | **0.512** * |
|      | **Min 0.200** | 0.004  | 0.008  |
| IE   | 1 0.429   | 0.748  | 0.545  |
|      | 2 0.566   | 0.620  | 0.592  |
|      | 3 0.570   | 0.622  | 0.595  |
|      | B1 0.477  | 0.675  | 0.559  |
|      | B2 0.612  | 0.158  | 0.251  |
|      | **Max 0.630** | **0.773** | **0.637** |
|      | **Min 0.371** | 0.010  | 0.168  |
| O    | 1 **0.956** * | 0.755  | 0.844  |
|      | 2 0.881   | 0.968  | **0.923** * |
|      | 3 0.854   | **0.992** | 0.918  |
|      | B1 0.875  | 0.973  | **0.922** |
|      | B2 0.762  | **0.995** | 0.863  |
|      | **Max 0.956** * | **0.996** | **0.923** * |
|      | **Min 0.769** | 0.610  | 0.742  |

Task-B: In Task-B, we wanted to contrast the user suicide risk prediction performance when obtained at the user level in the n-grams+emotion bandwidth+LR model and at the timeline level using the Bi-LSTM model. The latter leverages Task A’s moments-of-change results to help predict the user’s suicide risk level.

The n-grams+emotion bandwidth+LR model returns the best F1 scores in CLPsych’22 based on micro and macro average metrics in Table 4, showing the viability of our approach. This outcome is also a good inspiration for future suicide risk detection studies in which mood change labels are available or obtainable.

The Bi-LSTM model was built on the premise that emotional context from past and future posts, including the moments of change, would allow better inference of the timeline’s suicide risk level. While the model is slightly better than the baseline, we suppose that it might have rendered better results had it been trained on timeline-level rather than user-level labels. In an attempt to err on the side of safety, we chose argmax for aggregation. However, it biased the model in favor of moderate and severe risk levels. Other aggregation methods will be explored in the future to help address the prediction of low-level suicide risk.

5 Conclusion

In this shared task, we tackled two problems: capturing mood changes from timelines of posts of Reddit users and detecting their suicide risk levels. The results reveal that our methods performed the highest macro and micro F1 scores in suicide risk-level detection and performed in the top three in mood-change detection. Our models can inspire future research for accurately detecting abrupt mood changes among social media users. These models also might shed light on users’ suicide risk levels, thus enabling early mental-health intervention to prevent suicidal events.
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