Abstract: In last decade, data classification become more famous which aims to classify the data to a fixed number of classes. The data classification problem is treated as an NP hard problem and different optimization models are presented to resolve it. This paper introduces a social spider optimization (SSO) algorithm with tumbling effect called SSO-T algorithm to solve the data classification problem. First, the SSO algorithm is derived to solve the classification process which is considered as a NP hard problem. Next, to further enhance the exploration process of SSO algorithm, it is modified by the inclusion of tumbling effect, called SSO-T algorithm. For validating the results of the SSO and SSO-T algorithm, a real time problem of stock price prediction (SSP) is employed. For experimentation, the results are validated by testing the SSO and SSO-T algorithms against four datasets such as Dow Jones Index (DJI) dataset, three own datasets gathered from Yahoo finance on the basis of daily, weekly and yearly. The empirical result states that the proposed algorithms perform well and it is noted that the classification performance of the SSO algorithm is increased by the inclusion of tumbling effect.
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I. INTRODUCTION

With the design and development of urban areas, opportunities and challenges arise at the moment. In recent days, people living in urban areas are showing more interest on business sectors and it leads to the generation of big data in various form. To handle the massive urban big data, data classification algorithms can be utilized. Data classification is a vital part in the data mining process, which is employed to the databases for labeling the new input objects whose labels are not known [1]. The data classification techniques aim to extract the relationship between a collection of feature variables and a target variable of interest. As various real-world problems are often defined by the relationship between the available features and target variable, it achieves a wide range of a classifier model, attained from a sample of has objects from the database where the labels are already present.
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The procedure of construction such kind of model is called learning or training and it refers to the parameter changes of the algorithm for maximizing the generalization ability [2]. The prediction for unlabeled data is carried out by the models created in the training process or few of the lazy learning processes that the capability of comparing objects classified previously with the new objects needs to be classified. The outcome of a classification method may be applied for a test instance in any of the two ways namely discrete label and numerical score. In the former type, a label will be assigned for the test instances. In the latter type, a numerical score will be provided to every class label and test instance combination. It is noted that the numeric score can be transformed to a discrete label for a test instance, by choosing the class with the high score for that test instance.

The benefit of a numerical score is that providing a possibility for comparing the relativity of various test instances which belongs to a specific class of importance, and rank them under requirement. Data classification is a supervised learning approach where the machine learns something from the provided input data and then employs the learning process for classifying the new observation. This dataset might contain only two class labels such as identifying the mail as spam or not, and sometimes it might contain many classes. Various application areas of data classification problems are speech recognition, handwriting recognition, bio metric identification, document classification etc [3].

The stock price prediction is also an important data classification problem which aims to classify the stocks as profit or loss, i.e. stock prices rises or not. Stock is a crucial investment in financial sectors and presently it seeks much attention among the research community. Investors and research people are considering multidimensional factors to suggest a methodology that will choose the stock precisely with the guaranteed profit in return. Due to the diverging nature of SPP, it is diligent to predict stock prices each and every business day. An accurate SPP can lead the investors to gain higher profit while exchanging stocks. Hence unambiguously, SPP has become more popular and highly helpful for investors [4]. A study [5] revealed that a proper SPP can lead the trading to a more profitable way and it also recommended that researchers should concentrate on precisely identifying the direction of movement and to reduce the variations from the real observed values.

The precise SPP will be a huge benefit to the investors [6].
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But, the performance of stock exchange is based on several qualitative factors like politics, economics, weather, etc. The stock markets rapidly changing and they show more variation. This nonlinear and complex nature of stock market makes SPP more difficult [7, 8]. The prediction of future stock prices is defined by factors like data intensity, noise, non-stationary, random nature, uncertainties and invisible interlinks [9–11]. Generally, there are two classifications of SPP which includes the SPP movement and predicting the value of the stock price. The first type is considered as a classification problem and the other is treated as a regression problem. But both depend on auto regression and multi-variable regression models. The auto regression model treats the problem based on time sequences and the sequences are partitioned to various segments. The partitioned segments are employed as raw data for SPP. In multi-variable regression model, the technical variables are chosen as raw data for SPP.

In recent years, many methods have been proposed to predict the trends in stock price variations. Prediction of upcoming stock price using the existing financial information is highly valuable for investors. Investors like to predict the increasing or decreasing trends in stock price over a period of time. Prior to making an investment decision in a firm, a prediction method was used to foresee stock prices using the existing and present financial data about the firm. Financial balance sheets and several ratios represent the status of company and it is the fundamental for technical investigation. The experts applied various mathematical models using the previous data to validate company’s intrinsic value like Graham number. Graham number and Graham’s criterion is assumed as a popular method of SPP [12]. Because of increasing instability in the present market scenario, it is very hard to identify a company which satisfies Graham’s principles on current situation. Due to these modifications, the requirement for adjusted models started.

In addition, the stock market trends change over time [13, 14]. Generally, Machine Learning (ML) technique handles SA as a traditional classification problem. Hybrid methods integrate the features of lexicon based and ML methods (Naïve Bayes (NB), Bayesian Network (BN), Maximum Entropy (ME), Support Vector Machine (SVM), Neural Network (NN), Decision Tree (DT), etc.) are also applied to solve SPP classification problem. Metaheuristic approaches are also used for SPP due to the nature of effective searching strategies. Some of the meta-heuristic algorithms are ant colony optimization (ACO), particle swarm optimization (PSO), genetic algorithm (GA), artificial bee colony (ABC) optimization, bat algorithm (BA) and so on. Social spider is one of the meta-heuristic algorithm [15], derived from the foraging nature of social spider. SSO algorithm is used in several application areas like electrical engineering, clustering, images processing applications, etc. SSO algorithms are employed to different traditional optimization problems. In [16], a SSO algorithm is presented for global optimization problems. The inflation loss mechanism is used to avoid the premature convergence of SSO algorithm. A SSO algorithm for handling constrained optimization problems is presented in [17]. A hybridization of SSO algorithm is derived using simplex Nelder-Mead technique [18] to solve the integer programming and min-max problems. The SSS algorithm combines the positive capability to do the exploration and exploitation process whereas the Nelder-Mead method improves the best obtained solution from SSO algorithm. It is intended to enhance the searching capability and avoids the execution of the algorithm with a greater number of iterations with no improvement. A binary social spider (BSS) algorithm is introduced for knapsack KP01 problem [19] effectively. In [20], the SSO algorithm is applied to resolve the non-convex problems of Economic Load Dispatch (ELD).

A modification in SSO algorithm is made and developed a MSSO algorithm [21] for the improving the exploration process of the continuous optimization problem. In [22], the SSO algorithm is integrated to GA to develop a HSSOGA for simplifying the energy function of the molecule. For clustering the text documents, the SSO algorithm is introduced in [23]. In this paper [24], a simple method-based social spider optimization (SMSSO) algorithm is presented to attain effective clustering process. The SSO algorithm is employed in image processing applications. An image fusion approach using SSO algorithm for image enhancement is presented in [25]. In [26], a histogram based bi-modal and multi-modal thresholding is developed for grayscale images by the use of SSO algorithm. In this paper, we introduce new SSO algorithm for data classification problem to identify the classes for every applied instance. The SSO algorithm is derived for the data classification process to classify the data in an effective way. To further enhance the exploration process of SSO algorithm, it is modified by the inclusion of tumbling effect, called SSO-T algorithm. In order to validate the performance of the SSO and SSO-T algorithm, a real time problem of stock price prediction is employed. For experimentation, the results are validated by testing the SSO and SSO-T algorithms against four datasets such as Dow Jones index (DJI) dataset, three own datasets gathered from Yahoo finance on the basis of daily, weekly and yearly. The empirical result states that the proposed algorithms perform well and it is noted that the classification performance of the SSO algorithm is increased by the inclusion of tumbling effect.

The paper organization is given as follows: The proposed SSO-T algorithm is explained in Section 1. The experimental analysis and conclusions are provided in Section 3 and Section 4 respectively.

II. PROPOSED DATA CLASSIFICATION ALGORITHM

The proposed SSO based data classification operates as follows: the female spiders in the colony members determine the class label based on the attributes hold by the male spiders. The male spiders indicate the value of the attribute using the intensity of the vibration. Based on the intensity of the vibration reached by the female spider, the attribute value will be determined and decides the class label for every instance. The pseudo code of the SSO algorithm for data classification is given in Algorithm 1 and the variables used are given in Table 1.

The SSO algorithm considers the whole search space as a communal
web, where each social spider interacts with one another. Every solution in the search space indicates the position of the spider in the communal web. Each spider will receive a weight based on the fitness value of the solution that is defined by the social-spider. The SSO algorithm defines two types of search agents namely male spiders and female spiders. The overall operation of the SSO algorithm is illustrated in Fig. 1, which comprises of four blocks namely population initialization, female cooperative operator, male cooperative operator and mating operator.

![Fig. 1. Workflow of SS algorithm](image)

### A. Initialization

The SSO algorithm starts with the initialization of the population of N spider positions (solutions). The whole population contains female $f_i$ and male $m_i$ spiders. The number of $f_i$ ($N_f$) is arbitrarily selected between 65-90\% and is determined by Eq. (1) and the number of $m_i$ ($N_m$) is also determined by Eq. (2):

$$N_f = \text{floor}(0.9 - \text{rand}(0,1).0.25).N$$  \hspace{1cm} (1)

$$N_m = N - N_f$$  \hspace{1cm} (2)

The position of the $f_i$ is randomly generated between the lower and upper initial parameter bound $p_i^\text{low}$ and $p_i^\text{high}$ which are represented by

$$f_i^0 = p_i^\text{low} + \text{rand}(0,1). (p_i^\text{high} - p_i^\text{low})$$  \hspace{1cm} (3)

where $i = 1, 2, \ldots, N_f$; $j = 1, 2, \ldots, n$. Then, the position of the $m_i$ is also randomly generated and equated as

$$m_i^0 = p_j^\text{low} + \text{rand}(0,1). (p_j^\text{high} - p_j^\text{low})$$  \hspace{1cm} (4)

where $i = 1, 2, \ldots, N_m$; $j = 1, 2, \ldots, n$.

### B. Fitness assignation

Biologically, the size of the spiders is the main feature that is used to evaluate spider’s capacity to accomplish the allocated process. In the proposed model, each spider receives a weight $w_i$ that indicates the solution quality of the spider $i$ (irrespective of gender) of the population $S$. The weight of the each spider is determined as

$$w_i = \frac{J(s_i) - \text{worst}_a}{\text{best}_a - \text{worst}_a}$$  \hspace{1cm} (5)

where $J(s_i)$ is the fitness value, worst and best is the maximum and minimum values of the solution. The values worst_a and best_a are represented using the following Eq. (6)

$$\text{best}_a = \max_{k\in[1,2,\ldots,N]}(J(s_k))$$  \hspace{1cm} and $$\text{worst}_a = \min_{k\in[1,2,\ldots,N]}(J(s_k))$$  \hspace{1cm} (6)

### C. Vibration modeling

The communal web is treated as a communication medium to exchange information between the members of the colony. This information is coded as small vibrations which are important for the cooperative operation of every individual in the population. The vibrations are based on the weight and distance of the spider which has produced it. As the distance is related to the individuals that generates the vibrations and the colony members are present in the nearby distance will receive stronger vibrations and vice versa. To information exchange between the colony members $i$ and $j$, the vibration can be mathematically defined as follows:

$$\text{Vib}_{ij} = w_i e^{-d_{ij}^2}$$  \hspace{1cm} (7)

where $d_{ij}$ is the Euclidian distance between two colony members $i$ and $j$. Using these vibrations, the attribute value of the instance will be sent by the member $i$ to member $j$. There are three kinds of vibrations takes place between $i$ and $j$ and they are represented as $\text{Vib}_{bc}$, $\text{Vib}_{bb}$ and $\text{Vib}_{bf}$.

Vibrations $\text{Vib}_{bf}$ is received by the individual $i$ ($s_i$) as a result of the information sent by the member $c$ ($s_c$) which is closer to $i$ as well as with higher weight compared to $i$ ($w_i$).

$$\text{Vib}_{bc} = w_c e^{-d_{ci}^2}$$  \hspace{1cm} (8)

The vibrations $\text{Vib}_{bb}$ received by the individual $i$ as a result of the information transmitted by the member $b$ ($s_b$) which has best weight (best fitness value) of the whole entire population $S$,

$$\text{Vib}_{bb} = w_b e^{-d_{bi}^2}$$  \hspace{1cm} (9)

Finally, $\text{Vib}_{bf}$ defines the information transmitted from the member $i$ to the nearest female individual $f(s_i)$ can be represented as

$$\text{Vib}_{bf} = w_i e^{-d_{ij}^2}$$  \hspace{1cm} (10)

### D. Female cooperative operator

The $f_i$ shows an attraction or repulsion to other spiders irrespective of gender. The movement of attraction or repulsion depends on is based on different random criteria. A uniform random number $r_m$ is generated in the range of $[0, 1]$. When $r_m$ is lesser than a predefined threshold PF, an attraction is generated else a repulsion is created and is given in Eq. (11).

$$f_i = w_i e^{-d_{ij}^2}$$  \hspace{1cm} (9)
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E. Male cooperative operator

The $m_i$ has a weight value more than the median of the $N_m$ is called as dominant D and the remaining $m_i$ are called as non-dominant ND. The median weight is indexed by $N_{1+m}$. The location of the $m_i$ can be equated as

$$m_i^{t+1} = \begin{cases} m_i^t + \alpha \cdot \text{Vibc}_i \left( s_c - m_i^t \right) + \beta \cdot \text{Vibb}_i \left( s_b - m_i^t \right) + \delta \cdot (\text{rand} - 0.5) & \text{with probability PF} \\ m_i^t - \alpha \cdot \text{Vibc}_i \left( s_c - m_i^t \right) - \beta \cdot \text{Vibb}_i \left( s_b - m_i^t \right) + \delta \cdot (\text{rand} - 0.5) & \text{with probability } 1 - \text{PF} \end{cases}$$

(11)

F. Mating operator

In general, mating is performed between D and f_i in case of a f_i is found by D in a specific range, the mating range is equated as

$$r = \frac{\sum_{i=1}^{n} (p_{\text{high}}^i - p_{\text{low}}^i)}{2n}$$

(13)

The spider with more weight has higher probability of generating the offspring.

### Table 1 Parameters settings

| Nomenclature | Description |
|--------------|-------------|
| D()          | Dataset     |
| CV           | Continuous Variables |
| DV           | Discrete Variables |
| CSV          | Class |
| f()          | Objective Function |
| TN           | True Negative |
| TP           | True Positive |
| FP           | False Positive |
| FN           | False Negative |

To improve the classifier efficiency of the SSO algorithm, tumbling effect is included in the SSO algorithm to resolve the local optima problem. The original SSO algorithm is modified using the bacterial foraging strategies and developed a SSO-T algorithm. The new solutions are generated using the equations motivated by the concept of bacterial foraging algorithm (BFO). The bacteria movement in the human intestine in search of nutrient rich location away from toxic surroundings is done using the locomotory organelles called flagella by chemotactic movement in either of the ways, that is, swimming (in the same direction as the previous step) or tumbling (in an absolutely different direction from the previous one). When the spider moves towards the optimum value of fitness function, then type of movement is swimming. Else, the spider follows the chemotactic movement of bacterium and is indicated by

$$x_i^t = x_i^{t-1} + v_i^t \frac{\Delta_t}{\sqrt{\Delta_t^2 + \Delta_t}}$$

(14)

where $v_i^t$ is the velocity at time step $t$, and $\Delta_i$ is the random number generated in the range [-1, 1]. The pseudo code of SSO-T algorithm is given in Algorithm II.

---

Algorithm I: Pseudo code of SSO-T algorithm

Input: Dataset ($D(C_V, D_V, C_S_V)$), f()
Define $C_V, D_V, C_S_V$ from D
// Discretization Factor for Continuous Variables, Fixed Frequency Distribution (FFD) [1]
$D_{C_V} \leftarrow C_V$ using FFD
Initialize the Parameters $c, r_a$, N ← Number of Spiders, d ← Dimension of each spider, $t ← 1$, N ← $N_M + N_F$
// Initialize the Operators for Discrete & Discretized Continuous Variables
$D_{C_V} \leftarrow [\ldots, r_{a}, \emptyset]$  
$D_{C_{SF}} \leftarrow [\ldots, \emptyset, \emptyset]$  
//Population Initialization
For $\forall i \in N$ do
For $\forall i \in d$ do
Pop$_{P_i}$ ← rand(1, $D_{C_V} \cdot 1$)
End For
Pop$_{D_i}$ ← rand(1, $D_{C_{SF}} \cdot 1$)
End For
End For
//Fitness Calculation with Tumbling Effect
For $\forall i \in N$ do
$H_i^t = H_i^{t-1} + v_i^t \cdot \sqrt{\frac{t}{t+1}}$
$P_C \leftarrow \text{Classification}(\text{Pop}_i, C_{SF})$
End For
//Calculation of Mating Radius
For $\forall i \in N$ do
MR$_i \leftarrow \frac{\sum_{m=1}^{N_{M}+N_{F}} m_i \cdot W_{m_{m_{1}}}}{\sum_{m=1}^{N_{M}+N_{F}} W_{m_{m_{1}}}}$
End For
//Calculation of weights of Each Spider
For $\forall i \in N$ do
$W_i = \frac{A(P_{i_{\text{best}}} - P_{i_{\text{worst}}})}{B}$
End For
//Calculation of Vibration of Female Spiders
For $\forall i \in N_F$ do
$$FV_i = \begin{cases} FV_i - x_{i_{C}} (P_c - FV_i(t)) + y_{i_{C}} (P_f - FV_i(t)) + \left( \text{rand} - \frac{1}{2} \right) r_1 < \gamma \\ FV_i - x_{i_{C}} (P_c - FV_i(t)) + y_{i_{C}} (P_f - FV_i(t)) + \left( \text{rand} - \frac{1}{2} \right) r_1 \geq \gamma \end{cases}$$
End For
For $\forall i \in N_M$ do
$$MV_i = \begin{cases} MV_i - x_{i_{C}} (P_i - MV_i(t)) + \left( \text{rand} - \frac{1}{2} \right) \text{if } W_{m_{m_{1}}} > W_{m_{m_{1}}}
MV_i + x_{i_{C}} \cdot \frac{\sum_{m=1}^{N_{M}+N_{F}} m_i \cdot W_{m_{m_{1}}}}{\sum_{m=1}^{N_{M}+N_{F}} W_{m_{m_{1}}}} - m_i(t) \text{if } W_{m_{m_{1}}} \leq W_{m_{m_{1}}}
End For
Mating Process and Fitness Calculation
\[ t \leftarrow t + 1 \]
Until (termination condition satisfied)

\[ \text{OUTPUT: min}(f(\text{Pop})), \text{Optimized Rule Set} \]

III. EXPERIMENTAL RESULTS AND DISCUSSIONS

To ensure the goodness of the proposed SSO-T algorithms, it is applied to the problem of SPP. The dataset, measures and the attained results are discussed in the upcoming subsections.

A. Dataset description

For precise SPP, the dataset is collected by the past history of stock prices of four different datasets with massive instances. The datasets of SPP are namely DJI [36], Yahoo Finance_2007_2017_Daily, Yahoo Finance_2007_2017_Weekly, Yahoo Finance_2007_2017_Monthly [37] are taken.

The particulars of the dataset are demonstrated in Table 2. The frequency distribution of these dataset is shown in Figs. 2-5. For SPP dataset, the entire count of instances are 4210 and count of the distinct dataset such as DJI, Yahoo Finance_2007_2017_Daily, Yahoo Finance_2007_2017_Weekly, Yahoo Finance_2007_2017_Monthly are 750, 2755, 572, 133 correspondingly. For DJI dataset, among the total number of instances, there are 375 instances for both increased and decreased in stock prices. For Yahoo Finance_2007_2017_Daily, there are 1269 instances for increase stock prices and 1486 for decreased stock prices. For Yahoo Finance_2007_2017_Weekly, there are 247 increased stock prices and 325 decreased stock prices. For Yahoo Finance_2007_2017_Monthly, there are 48 instances which are increased stock prices and 85 which are decreased stock prices. Among these datasets, Yahoo Finance_2007_2017_Daily has large number of increased and decreased stock rates.

Table 2 Dataset Description

| S. No | Dataset                  | No. of Instances | No. of Features | No. of Classes | ↑↓       |
|-------|--------------------------|------------------|-----------------|----------------|----------|
| 1     | Dow Jones Index          | 750              | 16              | 2              | 375/375  |
| 2     | YahooFinance_2007_2017_Daily | 2755           | 7               | 2              | 1269/1486|
| 3     | YahooFinance_2007_2017_Weekly | 572             | 7               | 2              | 247/325  |
| 4     | YahooFinance_2007_2017_Monthly | 133             | 7               | 2              | 48/85    |

Fig. 2. Frequency distribution of Dow Jones Index (DJI)

Dataset

Fig. 3. Frequency distribution of Yahoo Finance_2007_2017_Daily Dataset

Fig. 4. Frequency distribution of Yahoo Finance_2007_2017_Weekly Dataset

Fig. 5. Frequency distribution of Yahoo Finance_2007_2017_Monthly Dataset
B. Performance Measures

To assess the performance of SSO and SSO-T algorithms against four dataset, 15 measures are used which are generated from a 2x2 confusion matrix. It is generally a 2x2 matrix and contains 4 elements related to real and predicted classes. The elements in confusion matrix are True Positive (TP), False Negative (FN), False Positive (FP) and True Negative (TN) values. The overall performance of the model is determined using the data present in the matrix. The performance measures include false positive rate (FPR), false negative rate (FNR), sensitivity, specificity, accuracy, F-score, Youden's index (Y), Positive likelihood (ρ+), Negative likelihood (ρ-), Discriminant power (DP), G-measure, Mathew correlation coefficient (MCC), false discovery rate (FDR), false omission rate (FOR) and kappa value.

IV. RESULTS ANALYSIS

A. Dow Jones Index (DJI) dataset

Table 3 and Table 4 provide the confusion matrix and the classification results attained by the SSO and SSO-T algorithms. Among the total 750 instances in DJI dataset, 361 instances are correctly classified to increased stock prices and 363 instances are correctly classified into decreased stock prices. With respect to the classification performance, the results of the proposed algorithms are ensured by comparing its results with six other classifiers namely ACO, XGBoost, OlexGA, MLP, RBF and RF. Regarding the classifier results, DL-TLBO model is verified by comparing its results with three classifiers include DL, LR and RBF models.

Table 4 values show that the proposed SSO algorithm attains a minimum FPR and FNR values of 7.29 and 6.05 values respectively. At the same time, it is noticed that maximum results is attained by SSO-T algorithm with least values of FPR and FNR. It is noticed that the Olex-GA shows worst performance with a highest FPR value of 50.00. In addition, it is observed that the ACO, XGBoost and RG classifiers manages to perform well than Olex-GA, MLP and RBF classifiers. But they showed higher FPR and FNR values over the SSO and SSO-T algorithms. Likewise, in terms of sensitivity and specificity, the SSO-T algorithm obtains maximum values of 96.78 and 96.28 respectively whereas the SSO algorithm achieves slightly lower values of 93.94 and 92.7 respectively. In contrast, the RBF attains a lowest sensitivity and specificity values of 82.22 and 82.57 respectively. In line with, the SSO and SSO-T algorithm achieves a maximum accuracy of 96.33 and 96.53 respectively. Similarly, the SSO and SSO-T algorithms reported F-score values of 93.45 and 96.52 which are higher than the values obtained by the compared methods. The higher value of kappa represents the measure of agreement between experts and models; the value closer to 100 indicates better system performance. The kappa value of SSO and SSO-T algorithms are 93.06 and 86.66 indicating effective classification performance.

![Fig. 6. Comparison of Various Methods in terms of Accuracy (DJI Dataset)](image)

At the same time, the compared methods such as RBF and MLP attain minimum kappa methods, it also attains inferior results to the SSO and SSO-T algorithms value. Though the ACO algorithm outperforms the compared.
Table 4 Comparison of proposed method with existing methods for Dow Jones Index (DJI) Dataset

| Classifier | FPR  | FNR  | Sens. | Spec. | Accu. | F-score | Y | ρ*  | ρ0 | DP   | G-measure | MCC   | FDR  | FOR  | Kappa |
|------------|------|------|-------|-------|-------|---------|----|------|----|------|------------|-------|------|------|-------|
| SSO-T      | 3.71 | 3.21 | 96.78 | 96.28 | 96.53 | 96.52   | 93.06 | 20.92 | 3.20 | 3.74 | 96.52      | 0.93  | 3.73 | 3.20 | 93.06 |
| SSO        | 07.29 | 06.05 | 93.94 | 92.70 | 93.33 | 93.45   | 86.65 | 15.31 | 12.87 | 3.01 | 93.45      | 0.86  | 07.03 | 06.28 | 86.66 |
| ACO        | 06.75 | 07.89 | 92.10 | 93.24 | 92.66 | 92.71   | 85.34 | 11.81 | 13.63 | 2.71 | 92.71      | 0.85  | 06.66 | 08.00 | 85.33 |
| XGBoost    | 07.35 | 09.13 | 90.86 | 92.64 | 91.73 | 91.82   | 83.50 | 10.13 | 12.35 | 2.54 | 91.82      | 0.83  | 07.20 | 09.33 | 83.46 |
| OlexGA     | 50.00 | -    | 50.00 | 50.00 | 0      | -       | -   | -    | -    | -    | -          | -     | 100  | 0    | 0     |
| MLP        | 14.50 | 10.92 | 89.08 | 85.49 | 87.20 | 86.89   | 74.57 | 07.82 | 06.14 | 2.29 | 86.91      | 0.74  | 15.20 | 10.40 | 74.40 |
| RBFN       | 17.42 | 17.77 | 82.22 | 82.57 | 82.40 | 82.44   | 64.80 | 04.64 | 04.71 | 1.69 | 82.44      | 0.64  | 17.33 | 17.86 | 64.80 |
| RF         | 08.15 | 09.68 | 90.31 | 91.84 | 91.06 | 91.14   | 82.16 | 09.48 | 11.07 | 2.47 | 91.15      | 0.82  | 08.00 | 09.86 | 82.13 |

Table 5. Confusion matrix for the Yahoo Finance _2007 _2017 _Daily dataset

| Experts | SSO-T | SSO | ACO | XGBoost | OlexGA | MLP | RBF | RF |
|---------|-------|-----|-----|---------|--------|-----|-----|----|
| ↑       | 820   | 449 | 396 | 873     | 152    | 1117| 606 | 663| 0    | 1269   | 223 | 1046| 25  | 1244  |
| ↓       | 24    | 1462| 126 | 1360    | 149    | 1337| 665 | 821| 0    | 1486   | 258 | 1228| 33  | 1453  |

B. Yahoo Finance _2007 _2017 _Daily Dataset

The confusion matrix and the classification results obtained from them are given in Table 5 and Table 6. From the total of 2755 instances in Yahoo Finance daily dataset, 820 instances are correctly classified to increased stock prices and 1462 instances are correctly classified into decreased stock price. In contrast, the number of instances correctly classified to increased and decreased stock is 565 and 610 respectively.

Based on the classification performance, the obtained values are the comparative results are tabulated in Table. As said earlier, the value of FPR, FNR, FOR and FDR should be as low as possible. From the table, it is shown that the FPR, FNR, FOR and FDR are 39.09, 24.13, 8.47 and 68.73 respectively. At the same time, it is noted that maximum results is attained by SSO-T algorithm with least values of FPR, FNR, FOR and FDR. It is observed that the poor performance of FPR, FNR, FOR and FDR are attained by XGBoost, Olex-GA, RBF and MLP. In continuity, the value of the classification accuracy is significantly higher for SSO-T algorithm with a value of 82.83 whereas the SSO algorithm attains an accuracy of 63.73. From the Fig. 7, it is clear that the order of increased classification performance is SSO-T, SSO, ACO, XGBoost, Olex-GA, MLP, RBF and RF respectively. In addition, in terms of sensitivity and specificity, the SSO-T algorithm attains a lower sensitivity and specificity values of 83.71 and 53.87 respectively. In line with, the XGBoost, RBF and RF classifiers showed competitive performance and it fails to outperform SSO and SSO-T algorithms. Similarly, the SSO-T algorithm obtained a F-score of 77.61 which is higher than the values obtained by the compared methods. Next, the F-score attained by XGBoost and RF classifiers are better with the values of 47.71 and 46.23 respectively. Though these classifiers shows better performance over other classifiers, it fails to outperform the proposed SSO-T algorithm. The kappa value of SSO and SSO-T algorithms are 64.58 and 23.74 indicating effective classification results. At the same time, RBF classifier attains the negative performance with the F-score of -0.269. Though the RF and XGBoost classifiers outperform the compared methods, it also attains inferior results to the SSO and SSO-T algorithms.

Fig. 7. Comparison of Various Methods in terms of Accuracy (Yahoo Finance Daily Dataset)
In Table 6, the proposed method with existing methods for Yahoo Finance_2007_2017_Daily Dataset is compared. The table includes the accuracy, kappa value, and other performance metrics for different classifiers. The results indicate that the proposed SSO-T algorithm outperforms other classifiers like RF, RBFN, MLP, XGBoost, ACO, and OlexGA. The table shows that SSO-T achieves a higher accuracy and kappa value compared to the other classifiers. Additionally, the table includes the confusion matrix for the Yahoo Finance_2007_2017_Daily Dataset, which further illustrates the classification performance of the different algorithms.

Table 7 shows the confusion matrix for the Yahoo Finance_2007_2017_Daily Dataset. The matrix provides a detailed view of the classification results, showing how well the different algorithms classify instances as increased or decreased stock prices.

C. Yahoo Finance_2007_2017_Weekly Dataset

The confusion matrix and the classification results obtained from them are given in Table 7 and Table 8. From the total of 572 instances in Yahoo Finance weekly dataset, 223 instances are correctly classified as increased stock prices. Table 8 shows the attained classification results of various methods under several performance metrics for yahoo finance weekly dataset in the year 2007 to 2017. For Weekly dataset, the proposed SSO-T algorithm produces best results and attained a minimum FPR and FNR value of 7.66 and 13.89 respectively. Among the compared methods, RBF classifier showed poor performance with a highest FPR and FNR of 44.92 and 59.47 respectively. At the same time, ACO manages to perform well and showed lower FPR and FNR value than compared methods, it showed inefficiency over SO and SSO-T algorithms. Although SSO algorithm produces better results than other classifiers, it fails to outperform SSO-T algorithm with the best FPR and FNR of 7.66 and 13.89 respectively. Interns of accuracy, Fig. 8 depicts the comparative results of different classifiers on the Yahoo Finance Weekly dataset. From the Fig., it is shown that order of maximum classification accuracy attained by the different classifiers are SSO-T, SSO, ACO, OlexGA, XG-Boost, RBF, MLP and RF respectively. In the same way, the SSO classifier showed maximum classification performance with an accuracy of 78.49 which is higher than all the compared models except the proposed SSO-T algorithm. Interestingly, SSO-T algorithm produces maximum predictive performance with an accuracy of 89.51 which is much higher than the compared classifiers. On comparing the classifiers based on kappa value, the results reported that the RBF and RF classifiers showed poor classification results with the negative kappa value of -0.108 and -4.333 respectively. However, the SSO algorithm tries to show better performance with a kappa value of 56.24, it fails to achieve better results over the SSO-T algorithm. From the Table 4 and Fig. 8, it is reported that the classification results based on Yahoo Finance weekly dataset verified that the SSO-T algorithm is found to be efficient than the compared classifiers.

Fig. 8. Comparison of Various Methods in terms of Accuracy (Yahoo Finance Weekly Dataset)
Table 8 Comparison of proposed method with existing methods for YahooFinance_2007_2017_Weekly Dataset

| Classifier | FPR | FNR | Sens. | Spec. | Accu. | F-score | Y | ρ* | ρ’ | DP | G-measure | MCC | FDR | FOR | Kappa |
|------------|-----|-----|-------|-------|-------|---------|---|-----|-----|----|-----------|-----|-----|-----|-------|
| SSO-T      | 7.66| 13.9| 86.1  | 92.3  | 89.5  | 88.14   | 78.43| 6.64| 11.2| 2.04| 88.16     | 0.78 | 9.71| 11.1| 78.7  |
| SSO        | 18.6| 25.2| 74.8  | 81.4  | 78.5  | 75.25   | 56.16| 3.22| 4.01| 1.24| 75.25     | 0.56 | 24.3| 19.4| 56.2  |
| ACO        | 35.9| 43.9| 56.0  | 64.1  | 61.2  | 51.10   | 20.14| 1.45| 1.56| 0.34| 51.30     | 0.19 | 53.0| 28  | 19.3  |
| XGBoost    | 40  | 51.4| 48.6  | 60    | 55.8  | 44.88   | 8.58 | 1.17| 1.22| 0.05| 45.01     | 0.08 | 58.3| 33.6| 8.30  |
| OlexGA     | 43.2| -   | 56.8  | 65.8  | 0     | -       | -   | -   | -   | -   | -         | 100  | -   | -   | 0     |
| MLP        | 43.1| 56.4| 43.6  | 56.9  | 55.6  | 15.89   | 0.50 | 1.00| 1.01| -   | -         | 20.59| 0.003| 90.3| 9.53  |
| RBFN       | 43.2| 57.1| 42.9  | 56.8  | 55.8  | 12.45   | -0.35| 0.99| 0.99| -0.16| 17.67     | -0.002| 92.7| 7.38| -0.11 |
| RF         | 44.9| 59.4| 40.5  | 55.0  | 49.3  | 38.81   | -4.39| 0.92| 0.90| -0.26| 38.85     | -0.043| 62.8| 41.5| -4.33 |

Table 9. Confusion matrix for the Yahoo Finance_2007_2017_Monthly dataset

| Experts  | SSO-T | SSO | ACO | XGBoost | OlexGA | MLP | RBF | RF |
|----------|-------|-----|-----|---------|--------|-----|-----|----|
| ↑        | 38    | 10  | 34  | 14      | 30     | 18  | 2   | 46 |
| ↓        | 1     | 84  | 2   | 83      | 4      | 81  | 5   | 80 |
| ↑        | 38    | 10  | 34  | 14      | 30     | 18  | 2   | 46 |
| ↓        | 1     | 84  | 2   | 83      | 4      | 81  | 5   | 80 |

D. Yahoo Finance_2007_2017_Monthly Dataset

The confusion matrix and the classification results obtained from them are given in Table 9 and Table 10. From the total of 133 instances in Yahoo Finance Monthly dataset, 38 instances are correctly classified to increased stock prices whereas the SSO, ACO, MLP and RF classifiers properly identifies 34, 30, 21 and 17 instances respectively. Table 7 shows the attained classification results of various methods under several performance metrics for yahoo finance monthly dataset in the year 2007 to 2017. Similar to weekly dataset, the table shows that the SSO-T algorithm is found to be the best classifier than the compared methods. From the table and Fig. 9, it is clear that the highest level of accuracy 91.72%is achieved by SSO-T which is higher than the SSO and ACO algorithms. Though Olex-GA attains an accuracy of 91.72, it fails to achieve better results than SSO-T, SSO and ACO algorithms. Similarly, the F-score value of the SSO and SSO-T algorithms are found to be high compared to the compared classifiers. The ACO algorithm obtains an F-score value of 73.17 which is higher than the compared methods except SSO and SSO-T algorithms. Based on sensitivity and specificity, the SSO-T algorithm obtains maximum values of 97.43 and 89.36 respectively whereas the SSO algorithm achieves slightly lower values of 94.44and 85.56 respectively. And, the RBF attains a lowest sensitivity and specificity values of 27.27 and 63.11 respectively. In line with the XGBoost, MLP and RF classifiers showed competitive performance and it fails to outperform ACO, SSO and SSO-T algorithms. Since the kappa value closer to 100 implies better classification performance where the SSO-T algorithm attains a maximum kappa value of 91.30. At the same time, it can also be seen that the XGBoost and RBF classifiers achieved worst classification with the negative kappa values of -2.108 and -3.799 respectively.

From the above tables and graphs, it is evident the SSO and SSO-T algorithms outperforms the compared methods in a significant way. Additionally, the results depicts that the classification results of the SSO algorithm are highly improved by the process of SSO-T algorithm. In line with SSO-T classifier, the SSO classifier is also an effective approach compared to the other classifiers. Specifically, the use of SSO-T classifier shows the superiority with easier training process. Finally, it is concluded that the SSO-T algorithm is an effective classifier and is verified on SPP model over the state of art methods.
Social Spider Optimization with Tumbling Effect Based Data Classification Model for Stock Price Prediction

| methods for YahooFinance_2007_2017 Monthly Dataset | 12. | Graham, B., 1949. Intelligent Investor. s.l.:Harper. |
|-----------------------------------------------|-------------------|--------------------------------------------------|
| Classifier | FPR | FNR | Sens. | Spec. | Accu. | F-score | Y | $\rho^2$ | $\rho$ | DP | G-measure | MCC | FDR | FOR | Kappa |
| SSO-T | 10.6 | 2.56 | 97.4 | 99.4 | 91.7 | 87.35 | 86.79 | 34.9 | 9.15 | 3.96 | 87.82 | 0.82 | 20.8 | 1.17 | 81.30 |
| SSO | 14.4 | 5.55 | 94.4 | 85.6 | 87.9 | 89.95 | 80.01 | 15.4 | 6.54 | 3.06 | 81.79 | 0.74 | 29.2 | 2.35 | 72.42 |
| ACO | 18.2 | 11.7 | 88.2 | 81.8 | 83.5 | 73.17 | 70.05 | 6.95 | 4.85 | 2.17 | 74.26 | 0.63 | 37.5 | 4.70 | 61.71 |
| XGBoost | 36.5 | 71.4 | 28.6 | 63.5 | 61.7 | 7.27 | -7.93 | 0.89 | 0.78 | -0.57 | 10.91 | -0.037 | 95.8 | 5.88 | -2.11 |
| OlexGA | 36.1 | - | - | 63.9 | 63.9 | 0 | - | - | - | - | - | - | 100 | 0 | 0 |
| MLP | 30.3 | 52.3 | 47.7 | 63.7 | 62.4 | 45.65 | 17.39 | 1.33 | 1.57 | 0.10 | 45.69 | 0.17 | 56.3 | 27.1 | 16.99 |
| RBFN | 36.9 | 72.7 | 27.3 | 63.1 | 60.2 | 10.16 | -9.61 | 0.86 | 0.73 | -0.61 | 13.05 | -0.055 | 93.8 | 9.41 | -3.79 |
| RF | 33.3 | 57.5 | 42.5 | 66.7 | 59.4 | 38.63 | 9.16 | 1.15 | 1.27 | -0.09 | 38.79 | 0.08 | 64.6 | 27.1 | 8.67 |

CONCLUSION
To enhance the exploration process of SSO algorithm, it is modified by the inclusion of tumbling effect, called SSO-T algorithm. The proposed SSO and SSO-T algorithms are validated using a set of four dataset such as DJI dataset, three own dataset gathered from Yahoo finance on the basis of daily, weekly and yearly. The empirical result states that the proposed algorithms perform well and it is noted that the classification performance of the SSO algorithm is increased by the inclusion of tumbling effect. In future, the proposed SSO-T algorithm can be employed to various real time classification processes.
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