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A New Megastable Chaotic Oscillator with Blinking Oscillation terms
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Recently, megastable systems have grabbed many researchers’ interests in the area of nonlinear dynamics and chaotic systems. In this paper, the oscillatory terms’ coefficients of the simplest megastable oscillator are forced to blink in time. The forced system can generate an infinite number of hidden attractors without changing parameters. The behavior of these hidden attractors can be chaotic, tori, and limit cycle. The attractors’ topology of the system seems unique and looks like picture frames. Besides, the existence of different coexisting attractors with different kinds of behaviors reflects the system’s high sensitivity. Using the sample entropy algorithm, the system’s complexity for different initial values is assessed. In addition, the circuit of the introduced forced system is designed, and the possibility of implicating the system with analog elements is investigated.

1. Introduction

Simple and elegant oscillators are interesting for researchers in the fields of nonlinear dynamics [1]. Faghani et al. have introduced many of these simple oscillators, generating chaotic time series [2]. An equilibrium point in the basin of attraction is considered an important feature for chaotic attractors [3]. Therefore, attractors can be classified into two main groups based on this feature: self-excited attractors and hidden attractors [4]. For self-excited attractors, at least one fixed point can be found in their basin of attraction [5]. On the other hand, no-equilibrium exists in the basin of attraction of a hidden attractor [6]. Different kinds of oscillators with hidden attractors have been introduced yet. Instances for oscillators with hidden attractors can be chaotic dynamics which have one stable equilibrium [7], a line of equilibriums [8], or a surface of equilibriums [9] in their basin. Hidden attractors’ existence in real-world systems also has been demonstrated [10]. Besides the classification among attractors based on their equilibrium(s), an important category of chaotic systems is the forced dynamics (time-variant systems) [11]. As one of the oldest examples, Van der Pol forced oscillator can be mentioned [12]. Forcing nonlinear systems is a method to generate strange attractors when the original versions of nonlinear systems are unable to generate chaotic behaviors [11]. Besides properties such as the existence and topology of fixed points and dynamics’ time variability, some other features have grabbed researchers’ attention. Oscillators with time delays in their equations [13], fractional equations [14], fuzzy differential equations [15], those with hyperchaos [16], and others with synchronization among a group of them [17]
can be examples of chaotic systems with specific features. Multistability is another of these features [18]. A system can be named multistable when it has more than one attractor without any change in its parameters [19]. In these systems, initial conditions determine trajectories which finally are attracted to which one of the attractors [20]. Multistability is sometimes considered a nonproper phenomenon that may make unexpected situations when it can also be used as a control strategy to switch among different attractors [21]. Multistable systems with uncountable infinitive attractors are called extreme multistable [22] when the ones with countable infinitive attractors are referred megastable [23]. The attractors of multistable systems can have chaotic or hyperchaotic behaviors [24], as well as some other features such as having a number of scrolls [25]. Multistable systems can have some applications such as secure communication [26]. Multistability is also investigated in natural phenomena such as the brain [27].

Besides the mentioned features, topology and the shape of strange attractors are considered as other important features that an oscillator may have [28]. Some chaotic dynamics with different types of symmetries have been introduced [29]. Among features related to the topology of attractors, ones which have multiscrolls are interesting for researchers [30]. Assessing the stability of multiscrolls attractors [31] and finding methods to preserve multiscrolls [32] are topics that grab much attention. Besides, some methods have been introduced to use multiscroll attractors such as switches in systems [33]. In addition, chaotic systems with some modifications sometimes have been used to generate Brownian motions [34]. These Brownian motions are also generated with fractional systems [35]. Besides all of these features, if an oscillator has simple algebraic equations, it can be its advantage [36].

Complexity is another feature that has been investigated among chaotic systems [37]. Richman et al. [38] have derived sample entropy (SamEn) from approximate entropy that is used for assessing the complexity of chaotic systems [39]. With this method, the complexity of the time series generated by the introduced system is investigated in this work.

The feasibility of chaotic dynamics has been a matter of interest since Lorenz discovered the first chaotic system [40]. To assess chaotic oscillators’ feasibility, they have been simulated (with software such as Pspice [41]) and implemented (with analog circuits [42]). For instance, some fractional chaotic systems have been implicated with analog circuits [43] and/or digital circuits (such as field-programmable gate array (FPGA) [44]), and their feasibility has been shown [45]. The possibility of the implication of a chaotic system that has a multiscroll attractor has been demonstrated [46]. Besides, multistable systems are also implicated with both digital and analog circuits. For instance, the FPGA realization of a jerk multistable system has been investigated [47]. In another work, multistable systems with circles [48] or other strange curves of equilibrium points [49] have been realized using FPGA. Assessing the realization of the synchronization among chaotic systems is another matter of interest for researchers [50]. Such circuits can have different applications. Predicting the time series of chaotic systems [51], image encryption [52], secure communication [53], and random number generation [54] is an example of their application. In this paper, the introduced forced system’s analog circuit is designed and simulated with Pspice to show its feasibility.

In this paper, the equations of a chaotic system are presented which are megastable. In this system, oscillator terms are forced to blink during the time. The dynamical system is introduced in Section 2. This system, which is inspired by the simplest megastable equations, has uncountable attractors. Coexisting limit cycles, torus, and chaotic attractors are investigated in this model in Section 2. In Section 3, the complexity of the system is assessed. Finally, the results are concluded in Section 5.

2. The Proposed System

The proposed model is inspired by the simplest megastable model, which was introduced by Jafari et al. [55]:

$$\dot{x} = -y, \dot{y} = 0.1x + \sin(y).$$ (1)

When \((-y)\) and \((0.1)x\) on the right side of equations have the responsibility of making oscillations. Some examples of transient trajectories and attractors of equation (1) are plotted in Figure 1. The system’s only equilibrium point is \((0, 0)\) in the center of the smallest limit cycle. Consequently, because other attractors have no equilibrium in their basin, they can be considered hidden attractors.

These equations are used as a platform to introduce the new method of forcing, which is referred to as forcing oscillation terms to blink. To make the oscillation terms blink, their coefficients should change during time. For this aim, time-varying functions are multiplied by the coefficient of the oscillatory terms. These time-variant functions should oscillate between zero (to turn off oscillatory terms for moments) and a positive threshold. In other words, these time-variant oscillatory functions should not have negative values. Note that if the coefficient of oscillation terms oscillates between a positive and a negative value, the trajectory’s rotation direction changes repetitively. These repetitive changes in the direction of the oscillator can disturb its stability. Therefore, inspired from equation (1), the oscillator is designed based on the following equations:

$$\dot{x} = -\cos^2(ut)y, \dot{y} = 0.1 \sin^2(ut)x + A \sin(y).$$ (2)

When \(\cos^2(ut)\) and \(\sin^2(ut)\) are coefficients of the linear oscillatory terms, the power two for sin and cos functions cause the coefficients to not have negative values. Consequently, this coefficients’ oscillation between 0 and 1 caused the blinking of the equations’ oscillatory terms. This system’s fixed point is only \((0, 0)\). The system’s Jacobian is
J = \begin{bmatrix} 0 & -\cos^2(\omega t) \\ 0.1 \sin^2(\omega t) & A \cos(y) \end{bmatrix} \rightarrow \begin{bmatrix} 0 & -\cos^2(\omega t) \\ 0.1 \sin^2(\omega t) & A \end{bmatrix}.

Therefore, the eigenvalues are

\[ |\lambda I - J| = 0 \rightarrow \begin{bmatrix} \lambda & \cos^2(\omega t) \\ -0.1 \sin^2(\omega t) & \lambda - A \end{bmatrix} \rightarrow (x,y) = (0,0), \begin{bmatrix} 0 & -\cos^2(\omega t) \\ 0.1 \sin^2(\omega t) & A \end{bmatrix} \rightarrow \lambda^2 - A\lambda + 0.1\cos^2(\omega t)\sin^2(\omega t) = 0, \]

\[ \lambda = A \pm \sqrt{1 - 0.4 \cos^2(\omega t)\sin^2(\omega t)}. \]

In this paper, always \( A > 1 \) is considered. Paying attention that \( 0 < \cos^2(\omega t)\sin^2(\omega t) < 1 \), the eigenvalues of the equilibrium are always positive. Therefore, the forced system always has an unstable equilibrium.

3. Bifurcations and Lyapunov Exponents’ Diagrams

This work aims mainly to find possible chaotic behaviors in the proposed blinking system. Different compositions of \( A \) and \( \omega \) as the two bifurcation parameters may lead the system to chaotic behaviors. The ranges of these parameters are considered so that the system does not have unbounded solutions. Besides, ranges for the parameters have been presented in a way that system has different dynamical behaviors such as chaos, torus, and limit cycle. Therefore, firstly, \( \omega = 0.8 \) is set, and the system’s bifurcation is plotted for a range of \( A \). Next, in the same way, \( A = 1 \) is set, and a range for \( \omega \) is investigated. Finally, by fixing \( A = 1 \) and \( \omega = 0.8 \) and using the initial value \((x_0, 0)\) as the bifurcation parameter, different coexisting attractors behaviors are investigated.

The Lyapunov exponents (LEs) and bifurcation diagrams are used as two powerful tools for investigating the system’s behaviors for different parameters and initial conditions in this section. For all LEs diagrams, the smallest, which have the largest absolute value, is removed in the related pictures. It is done for better visualization of the other two.

Now, paying attention to Figure 2, the LE diagram shows chaotic behaviors for large ranges of \( A \) values (one positive, one zero, and one negative (does not drown) [56]). Interestingly, by increasing the values of \( A \), ranges that the system has a chaotic behavior become thinner; however, the values of the largest LEs increase.

Figure 2 shows LEs and bifurcation diagrams for a range of \( \omega \). The LEs diagram in Figure 2 demonstrates chaotic solutions for different large ranges of \( \omega \) values. Increasing the values of \( \omega \), the length of ranges that the system has a chaotic behavior increases (Figure 3).

LEs and bifurcation diagrams (Figure 4) are plotted as a function of the initial condition \((x_0, 0)\). It can be seen that, for inner cycles, chaos can be detected. Besides, for the larger values of \( x_0 \), the system can present limit cycles (when one LE is zero and the other two is negative [56]) and torus (when the two largest LEs are zero and the other is negative [56]).

The system’s detractors for different sets of parameters and different initial conditions are plotted in Figures 5 and 6. These attractors look like “picture frames.”

\[ \text{Figure 1: Attractor and some transient responses for equation (1). Attractors are plotted with thicker lines when transient responses are shown with thinner lines.} \]
4. Complexity-Based Sample Entropy Algorithm

The sample entropy (SamEn) is a mathematical algorithm introduced to estimate the predictability of time series. It is usually used for evaluating how much information needs to predict the \((t+1)\)th output of a trajectory of systems using its previous \((t)\) outputs. Higher SamEn values indicate a dynamical system exhibits lower levels of regularity.

In this way, for a given time series \(x(i)\), when \((i = 0, 1, \ldots, N-1)\), SamEn algorithm is given by the following [38].

1. Reconstruct the time series to be as follows:
\[
X_i = \{ x_j, x_{j+\tau}, \ldots, x_{j+(m-1)\tau} \},
\]
where \(X_i \in \mathbb{R}^m\), \(m\) is the embedding dimension, and \(\tau\) is the time delay.

2. Compute the vector pairs for a given tolerance parameter \(r\) by calculating the distance between \(X_i\) and \(X_j\) as follows:
\[
d[ X_i, X_j ] \leq r, d[ X_i, X_j ] = \max\{ |x(i+k) - x(j+k)| : 0 \leq k \leq m-1 \}.
\]

3. Calculate \(C_i^m(r)\), which represents the probability that any vector \(X_j\) has a lower distance \((r)\) than \(X_i\), as follows:
\[
C_i^m(r) = \frac{B_i}{N - (m-1)r}
\]
where \(B_i\) is the number of vectors \(X_j\) that have a lower distance \((r)\) than \(X_i\).

4. Obtain \(\theta^m(r)\), which is the average of the natural logarithm of the function \(C_i^m(r)\), as follows:
\[
\theta^m(r) = \frac{\sum_{i=1}^{N} (m-1)r \ln C_i^m(r)}{[N - (m-1)r]}
\]

5. Repeat the above steps to obtain \(\theta^{m+1}(r)\), and then, calculate the SamEn as follows:

---

Figure 2: Lyapunov exponents and bifurcation diagrams are related to parameter \(A\) for \(w = 0.8\) when the initial conditions are set \((0.01, 0)\). (a) The two largest Lyapunov exponents are plotted and zoomed. Therefore, the third, which is negative (and has the largest absolute value), and also parts of the second cannot be seen for better visualization. (b) The local maximums of the \(x\) variable time series. (c) The local maximums of the \(y\) variable time series.
Figure 3: Lyapunov exponents and bifurcation diagrams when $w$ changes as the bifurcation parameter. $A$ and initial conditions are set 1 and $(0.01, 0)$, respectively. (a) The two largest Lyapunov exponents are shown and zoomed. Therefore, parts of the third, which is negative, and its absolute value is larger than the two others, are not plotted. Also, parts of the second Lyapunov exponent cannot be seen because of the zoom for better visualization. (b) Peaks of the $x$ variable time series. (c) Peaks of the $y$ variable time series.

Figure 4: Continued.
Figure 4: Lyapunov exponents and bifurcation diagrams for $A = 1$ and $\omega = 0.8$ when the initial conditions are set $(x_0, 0)$. (a) The two largest Lyapunov exponents are demonstrated. Therefore, the third, which is the most negative, is not shown. (b) $x$ time-series local maximums. (c) $y$ time-series local maximums.

Figure 5: Trajectories when $A$ and $\omega$ are 2 and 0.5, respectively. (a) The set initial values are $(0, 2)$, $(0, 8)$, $(0, 30)$, $(0, 80)$, and $(0, 100)$. (b and c) are zoomed versions of (a) for a better visualization.
Now, we employ the SamEn algorithm for $m=2$ and $r=0.2 \times (\text{Standard Deviation})$ to evaluate the complexity of the multistability region of the megastable system (3). Figure 7(a) plots the SamEn values of the system when the parameter $A$ and the initial value $y_0$ change. As can be observed in this figure, when $A=1$, the system exhibits higher complexity values. The complexity values of the

\[
\text{SamEn}(m, r, N) = \theta^m(r) - \theta^{m+1}(r). \tag{9}
\]
Figure 8: The circuit schematic of the introduced system (Pspice (version 9.1)). The elements values are chosen to represent the system when its parameters are considered \( w = 0.8 \) and \( A = 1 \). The system time is scaled \( T = t/\alpha \) when \( \alpha = (R = 10K\Omega) \times (C = 10nF) = 10000 \).

Figure 9: Continued.
system begins decreasing by increasing the value of $A$. Furthermore, Figure 7(b) shows the SamEn values for a range of $w$ and $y_0$. This figure demonstrates that the lower complexity values appear when the initial value ($y_0$) increases. However, Figure 7(a) also demonstrates this behavior.

To further visualize the system’s complexity performance for a particular set of parameters, Figure 7(c) depicts its SamEn values when both initial values ($y_0$ and $x_0$) change. This figure shows the complexity values of the system decrease when ($y_0$) increases.

5. Circuit Design

The analog circuit of the introduced forced system is simulated in this part. The circuit is designed using simple elements such as resistors, capacitors, and Op-Amps (Figure 8). To generate $\cos^2(\omega t)$ and $\sin^2(\omega t)$, an AC voltage source is used. AD633/AD is used to generate the second power of the AC voltage source. Considering AD633/AD multiply its outputs to 0.1, the circuit of Op-Amp (U4A1A) (considering $R_1=1k$ and $R_2=10k$) is used for compensation. In the same way, Op_Amp (U4A4A) and Op-Amp (U4A6A) are used to compensate for the 0.1 coefficient of AD633/AD. Time is rescaled so that $T = t/\alpha$ when $\alpha = (R = 10K) \times (C = 10nF) = 10000$ is assumed. The equations of the implicated circuit are written as follows:

$$\cos^2(\omega aT) = \left(\frac{R_7}{R_5}\right) 1 - \frac{R_7}{R_6} \left(\frac{R_{2R4}}{R_{1R3}}(0.1 \sin^2(\omega aT)y)\right),$$

$$\frac{dx}{d(aT)} = -\frac{1}{R10C1} \left(\frac{R_9}{R_8}\right)(0.1 \cos^2(\omega aT)y),$$

$$\frac{dy}{d(aT)} = \frac{1}{R16C2} \left(\frac{R_{12}}{R_{11}}\right) 0.1 \sin^2(\omega aT)x + \frac{1}{R16C2} \sin(\frac{R_{15}}{R_{14}}).$$

When $x$ and $y$ represent the outputs of the Op-Amps U11A5A and U11A8A, respectively. The values of the elements are selected as follows: $R_1 = 1K\Omega$, $R_2 = 1K\Omega$, $R_3 = 1K\Omega$, $R_4 = 1K\Omega$, $R_5 = 1K\Omega$, $R_6 = 1K\Omega$, $R_7 = 1K\Omega$, $R_8 = 1K\Omega$, $R_9 = 1K\Omega$, $R_{10} = 1K\Omega$, $R_{11} = 1K\Omega$, $R_{12} = 1K\Omega$, $R_{13} = 1K\Omega$, $R_{14} = 1K\Omega$, $R_{15} = 1K\Omega$, $R_{16} = 1K\Omega$, $C_1 = 1nF$, and $C_2 = 1KF$. For $w = 0.8$ the frequency of AC voltage is considered $(w = 0.8) \times (\alpha = 10000)/2\pi = 1273$. The system phase space simulated by Matlab for $w = 0.8$ and $A = 1$ is shown in Figure 9(a). Considering Figure 2, these parameters are chosen so that the system has a chaotic behavior. For the mentioned set of parameters, the circuit

![Figure 9: The phase portrait of the simulated circuit. (a) The phase space of the system when $w = 0.8$ and $A = 1$ (simulated with Matlab 2020). (b) The result of the simulated circuit (Pspice, version 9.1).](image)
shown in Figure 8 is implicated in Pspice software (version 9.1). The result of the simulated circuit is demonstrated in Figure 9(b).

6. Conclusion

Considering recent interests in introducing new strange attractors, this paper introduced a new method to force oscillatory coupling terms of an oscillator. This method, which was named blinking forcing, considers oscillatory coefficients for oscillatory terms. The method was implicated on the simplest megastable system. The megastable forced dynamic could generate chaotic, torus, and limit cycle trajectories in its different attractors without changing its parameters. Complexity simulation analysis has demonstrated that these coexisting attractors exhibit different complexity values as the initial conditions vary. Besides, its “picture frame” like strange attractors can be considered a new topology that has not been proposed until yet, according to the authors’ best knowledge. It is proposed that the introduced blinking method of forcing oscillatory terms is to be applied and studied on the other oscillators in the next research studies.
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