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Abstract
Since 2008, a variety of systems have been designed to detect events in security cameras. There are also more than a hundred journal articles and conference papers published in this field. However, no survey has focused on recognizing events in the surveillance system. Thus, motivated us to provide a comprehensive review of the different developed event detection systems. We start our discussion with the pioneering methods that used the TRECVid-SED dataset and then developed methods using VIRAT dataset in TRECVid evaluation. To better understand the designed systems, we describe the components of each method and the modifications of the existing method separately. We have outlined the significant challenges related to untrimmed security video action detection. Suitable metrics are also presented for assessing the performance of the proposed models. Our study indicated that the majority of researchers classified events into two groups on the basis of the number of participants and the duration of the event for the TRECVid-SED Dataset. Depending on the group of events, one or more models to identify all the events were used. For the VIRAT dataset, object detection models to localize the first stage activities were used throughout the work. Except one study, a 3D convolutional neural network (3D-CNN) to extract Spatio-temporal features or classifying different activities were used. From the review that has been carried, it is possible to conclude that developing an automatic surveillance event detection system requires three factors: accurate and fast object detection in the first stage to localize the activities, and classification model to draw some conclusion from the input values.
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1 Introduction

Nowadays, crowded scenes with normal and abnormal activities are common due to the rise of the human population and its diverse activities. It does not matter if the crowd gathers to protest or watch a football game; it may turn to be disastrous at any moment. Sometimes this may lead to dangerous or deadly accidents. Identifying suspicious human activities through video surveillance can be one way to prevent the fatal disasters. To that purpose, cameras and other surveillance equipment have been installed in different places during the last few years to monitor human activities for the public safety. Identifying human activities is one of the major challenges of video surveillance systems, which has been widely applied to different practical applications, including surveillance event detection (SED). Event detection concentrates on human action, human-object interactions, and in some cases, on group activities. Event detection in dynamic video surveillance involves several challenges, such as heavy occlusions between pedestrians, cluttered background, low image resolution, and uncontrolled scene conditions [72, 89]. The level of crowd density is one of the factors that may cause difficulties in identifying events. The population density in real-world surveillance systems varies between cameras and over time. For example, a camera view crowded at peak hours at a train station may become sparse at non-peak hours; a camera that supervises a platform will detect a higher crowd density relative to that installed in the ticket office [102]. These problems increase the need to develop an efficient and flexible system.

A video event can be defined as an observable action or state change in a video stream that may be important to the security team. The length of events can vary significantly, starting from two frames to longer-term events that can exceed the limits of the excerpt [99]. Events mostly involve several pedestrians and cover a vast region, which required crowded scene analysis and pedestrian detection. The problems to solve in crowded scene analysis are motion detection and tracking, behavior analysis, density estimation, and crowd management. Each sub-topic has been one of the most active subjects in computer vision. Pedestrian detection also is a fundamental module for event detection and a challenging task in surveillance videos in public places such as the airport gatehouse [72]. In short, SED is a combination of pedestrian detection and multi-object tracking, motion detection, and etcetera. Compared to certain unitary surveillance tasks such as pedestrian detection, action recognition, and person re-identification, there is a vast amount of literature exists while the work of SED is quite a few. As an integration of the above activities, SED relies not only on the collection of spatial information but also on the fusion of motion, temporal relations, and contexts. These properties intensify the difficulties of SED [89].

A challenge in this domain is: which technique is more applicable to the classification of the event in a surveillance system? Many algorithms have been suggested for the detection of various events. Most of event detection methods rely on sophisticated hand-crafted features to reflect the motion and presence of the crowd. The use of hand-crafted features is an explicit limitation because it implies task-specific a priori knowledge, which can be very difficult to define in the case of a sophisticated video surveillance scene. Recently, deep convolutional neural networks (CNN) has resurfaced as an effective method for learning from big data and providing models with outstanding representational capabilities [65]. Although methods utilizing deep convolutional neural networks (CNNs) have significantly improved performance on the classification of activity, they are still struggling to achieve the precise position of Spatio-temporal activity in challenging security videos. There are some significant challenges associated with untrimmed security video activity detection. First, the activity usually takes place in a small spatial area compared to the whole video frame, making it difficult to detect the actors/objects involved in the activity. Second, the
duration of the activity may vary considerably, ranging from a few seconds to a few minutes, which indicates that the detection technique must be robust to temporal variability. Existing publicly available datasets for action or activity detection, such as KTH [70], UCF101 [74], HMDB [47], THUMOS [39], and AVA [27] do not pose these challenges [25].

The primary purpose of this review is to collect categories and recognize the most efficient methods that can be used in event detection. In this regard, we analyze the available research in SED and ActEV by using TRECVID dataset. This paper presents a detailed literature survey on different frameworks and classification methods designed for events detection between 2016 to 2020. The evaluation systems are described for both TRECVID-SED and TRECVID-ActEV Challenge. Various experts and researchers in this field can gain more knowledge about different methods in the area of object detection, tracking and classification, and existing system evaluation in video surveillance.

1.1 Event dataset

Commonly, the recognition of human activities in the video requires five steps: preprocessing, segmentation, feature extraction, dimension reduction, and classification. Having a sufficient volume of data sets plays a vital role in each of the steps. In this field, there are generally three types of data sets: constrained, consumer-generated, and surveillance datasets. The constrained datasets are collected with a constant background under controlled environments or conditions like Weizmann [14], KTH [70], Activity of Daily Living (ADL) [57], TUM kitchen dataset [82]. The category of the dataset produced by consumers is called the consumer-generated dataset. This category usually is collected through the Internet, movies, or personal film collections. Examples of these datasets are: University of Central Florida (UCF) series, Hollywood series, Stanford 40 action datasets, and Human Motion Database (HMDB). The set of data that is recorded in the real-world with a fixed view under surveillance conditions belongs to the surveillance category. This dataset contains specific properties like image sequences with a complex background, aerial view, and crowded unconstrained environment. The UCF Aerial Action, UCF-ARG, iLIDS, and TRECVID-SED are the most popular surveillance datasets [49].

There is a limited number of datasets available in event detection — most of the researchers using KTH, UCF101, and HMDB51 to detect human action or activity [80]. KTH action datasets consist of 25 actors and each actor performing six different activities with changing illumination conditions in four different scenarios. This dataset is designed based on single-person activity, which rarely happens in surveillance videos. The most popular action-recognition databases are the HMDB51 and UCF101. However, the latest consensus says those two databases are not large-scale databases. It is hard to train good models using these databases without overfitting. More recently, large datasets are being introduced, such as Sports-1M [40] and YouTube-8M [5]. These datasets are sufficiently large, while their annotations are noisy, and only video-level labels are included. These noise and unrelated frames may hinder proper training of the models. Recently, The Google DeepMind released the Kinetics human action video dataset [42] to create an efficient pre-trained model like 2D CNNs trained on ImageNet. The action class list covers: 1) Person Actions (e.g., drinking, laughing, punching); 2) Person-Person Actions (e.g., hugging, kissing, shaking hands); and, Person-Object Actions (e.g., mowing the lawn, washing dishes). This dataset contained 300,000 or more videos and 400 categories that have been trimmed. The Kinetics dataset size was smaller than YouTube-8M and Sports-1M, while the annotation quality is exceptionally high [29]. Despite the many advantages, this dataset relies on human actions rather than activities or events [16].
Although many datasets contain many hours of video or thousands of frames, the number of security events is still minimal. In 2008, TRECVID provided the SED task to evaluate event detection in airport surveillance videos. The evaluation track aimed to promote technology development to detect visual events in a large video data set. They selected ten events based on the difficulty of detection [67]. The goal of the proposed event detection system was to determine the start and end times of these events and their classes. From the definitions of events listed in Table 3, it can be understood that detecting an event is quite complicated and requires recognizing a different level of human activities. For example, the action between people and objects such as CellToEar, ObjectPut, and TakePicture needs interaction recognition, which is a hot research topic in the recent years; the events like PeopleMeet, PeopleSplitUp, and OpposingFlow include a group of individuals gathered in a single place at a particular need to recognize group activities. In 2018 the SED task was continued by a new task, Activities in Extended Video (ActEV), by adding a large collection of multi-camera video data with different domains (not airport aria) and activities (see Table 4). ActEV task activity is defined as “one or more persons performing a specified action or interacting with an object or group of objects”. Twelve activates from the VIRAT dataset are used for activity-level and seven more activities for leaderboard evaluation. The detailed definition of each activity is described in Table 4. The purpose of ActEV was to evaluate video analytic technology performance that automatically detects a target activity and identifies and tracks artifacts associated with the activity via a task-driven assessment.

1.2 Related surveys

In the field of intelligent visual surveillance, a large number of publications have been published to identify an object and recognize the human activity. However, there is a limited number of literature reviews in the field of visual surveillance that have been presented to report the progress of human activity [11]. As shown in Table 1, many studies focused mainly on recognizing human activity, and only a few numbers considered recognition of human action and crowded scene analysis. Event detection can include action and activity recognition, abandoned object detection, and crowded scene analysis. This section reviews past survey studies in intelligent visual surveillance and categorized them into the following categories.

**Action recognition:** Motion and action analysis has a long history and is attractive to a variety of disciplines, including psychology, neuroscience, and computer science. In recent years, several survey papers on human action recognition have been published. The most notable of them are the following: A study by Turaga et al. [81] discussed various human action recognition methods depending on their ability to handle varying degrees of complexity of actions and activities. In 2010, Poppe [59] discussed different challenges and characteristics of feature extraction and classification, such as intra- and inter-class variations, environment and recording settings, temporal variations, and obtaining and labeling training data. A survey by Weinland et al. [87] focused on methods that aim to classify full-body actions such as jumping, punching, and flipping. The authors categorized them according to how they: reflect the spatial and temporal structure of acts, separate actions from the input stream of visual data, and learn to the see-invariant representation of actions.

Metaxas and Zhang [51] described the Nonverbal Communication Computing concept and applications. Also, they reviewed some of the motion analysis methods used in this field,
| Year & First author | Paper title                                                                 | Main focus/topic                                      |
|--------------------|------------------------------------------------------------------------------|-------------------------------------------------------|
| 2004, Hu et al.    | A Survey on visual surveillance of Object motion and behaviors [35]         | Crowded Scene                                         |
| 2007, A. Patcha et al. | An overview of anomaly detection techniques: Existing solutions and latest technological trends [55] | Anomaly detection techniques                          |
| 2008, T. Ko et al. | A survey on behavior analysis in video surveillance for homeland security applications [45] | Identification anomaly detection                      |
| 2008, P. Turaga et al. | Machine Recognition of Human Activities: A Survey [81] | Human actions, complex activities                     |
| 2009, R. Poppe et al. | A survey on vision-based human action recognition [59] | Human action recognition                              |
| 2010, D. Weinland et al. | A survey of vision-based methods for action representation, segmentation, and recognition [87] | Action recognition                                     |
| 2011, J. K. Aggarwal et al. | Human Activity Analysis: A Review [3] | Human activity recognition                             |
| 2012, O. P. Popoola et al. | Video-Based Abnormal Human Behavior Recognition—A Review [58] | Abnormal human behavior detection                     |
| 2012, Sodemann et al. | A Review of Anomaly Detection in Automated Surveillance [73] | Anomaly Detection                                      |
| 2013, S. Ke et al. | A Review on Video-Based Human Activity Recognition [44] | Video-based human activity recognition                |
| 2013, S. Vishwakarma et al. | A survey on activity recognition and behavior understanding in video surveillance [84] | Human activity recognition                            |
| 2013, Dimitris Metaxas et al. | A review of motion analysis methods for human Nonverbal Communication Computing [51] | Human gestures to group activities                    |
| 2014, de Campos et al. | A survey on computer vision tools for action recognition, crowd surveillance, and suspect retrieval [20] | Detecting events and actions in the video             |
| 2015, M. ZiaeeFard et al. | Semantic human activity recognition: A literature review [103] | Semantic human activity recognition                   |
| 2015, T. Li et al. | Crowded Scene Analysis: A Survey [48] | Crowded Scene Analysis                                |
| 2016, L. Onofri et al. | A survey on using domain and contextual knowledge for human activity recognition in video streams [53] | Human activity recognition                            |
| 2016, T. Subetha et al. | A Survey on Human Activity Recognition from Videos [76] | Human actions recognition                             |
| 2017, A Bux et al. | Vision-Based Human Activity Recognition: A Review [15] | Different phases of human activity recognition        |
| 2017, S. Herath et al. | Going deeper into action recognition: A survey [33] | Human actions recognition                             |
Table 1 (continued)

| Year & First author       | Paper title                                                                 | Main focus/topic                              |
|--------------------------|-----------------------------------------------------------------------------|-----------------------------------------------|
| 2017, B. Yogameena et al.| Computer vision based crowd disaster avoidance system: A survey [93]         | Crowded scene analysis                        |
| 2018, Y. Kong et al.     | Human Action Recognition and Prediction: A Survey [46]                       | Action recognition and prediction             |
| 2018, A. Mabrouk et al.  | Abnormal behavior recognition for intelligent video surveillance systems: A review [11] | Abnormal behavior recognition                |
| 2018, J. Wang et al.     | Deep learning for sensor-based activity recognition: A survey [85]           | Activity recognition                          |
| 2019, H. Zhang et al.    | A Comprehensive Survey of Vision-Based Human Action Recognition Methods [97] | Human action recognition methods              |
| 2019, Chhavi Dhiman et al.| A review of state-of-the-art techniques for abnormal human activity recognition [21] | Abnormal human activity recognition           |
| 2019, Ramzan et al.      | A Review on State-of-the-Art Violence Detection Techniques [61]              | Abnormal human activity recognition           |
| 2019, Tripathi et al.    | Abandoned or removed object detection from visual surveillance: a review [80] | Abandoned object detection                    |
| 2019, Afiq et al.        | A review on classifying abnormal behavior in crowd scene [1]                  | Crowded scene analysis                        |

including face detection, gesture recognition, body reconstruction, and group activity analysis. In another study, Vishwakarma et al. [84] presented a systematic review of human action recognition methods developed between 2008 and 2012. In this review, human action recognition methods have been divided into three different levels: low-level (human detection), intermediate-level (human tracking), and high-level (behavior understanding methods). The same strategy was used by Subetha et al. [76] to summarize different ways of action recognition from 2013 to 2016. Herath et al. [33] investigated several aspects of the proposed approaches to recognize actions in 2017. They first reviewed methods based on handcrafted representations, then concentrated on strategies that benefit from deep architectures. Kong et al. [46] provided a survey in different techniques in action recognition and prediction from videos by defined action recognition as the “recognize a human action from a video containing complete action execution” and action prediction as to the “reason a human action from temporally incomplete video data”. More recently, Zhang et al. [97] presented a survey on human action recognition methods and provided a comprehensive overview of recent approaches in this field, including action feature representation methods, interaction recognition methods, and action detection methods. They summarized different human action recognition methods, which include both handcrafted feature-based and feature learning methods.

Limitations: The majority of the previous reviews have focused on actions and do not explicitly consider contexts such as the environment, interactions between persons or objects. A limited number of them consider only full-body movements, which excludes the work on gesture recognition.
**Activity recognition:** Aggarwal and Ryoo [3] discuss various approaches designed to recognize different activities. The survey by Popoola et al. [58] presented an update extending previous related surveys and focused on contextual abnormal human behavior detection. In 2012, Sodemann et al. [73] reviewed the recent anomaly detection approaches in automated surveillance with five factors: target, anomaly definitions, learning, modeling algorithms, types of sensors used, and the feature extraction processes. Interestingly, the usage of a number of sensors, the field of view, and resolution outside the range of scales and algorithms relevant to a wide range of different targets is not discussed. In 2014, a survey reviewed several computer vision-based techniques to recognize simple activities performed by a single person, such as running and walking [31]. Ziaeefard [103] presented a survey focused mainly on semantic features to recognize activities from still images and video data. The review identifies different semantic features such as pose, poselet (a specific part of the human pose), objects, scene, and attributes. They mostly discuss how such features can be derived and used to recognize various human activities. Onofri et al. [53] provided a comprehensive survey of human action recognition methods. They categorized human action recognition methods in three categories: statistical, syntactic, and description-based approaches, and discussed published articles corresponding to each category. In another study, Bux et al. [15] gave a comprehensive survey of different human activity recognition phases. They reviewed techniques relative to the three phases of human activity recognition include foreground segmentation, feature extraction, and activity classification. Recently a study surveyed the recent advance in deep learning methods for sensor-based activity recognition [85]. They summarize existing literature from three aspects: sensor modality, deep model, and application. More recently, Dhiman et al. [21] presented feature designs of abnormal human activity recognition using RGB, depth, and skeletal evidence in a video related to context or application. They classified the main strengths and limitations of each feature design methodology in respective contexts within each in respective contexts within 2D and 3D abnormal human activity recognition category. Work on violence detection techniques have been reviewed by Ramzan et al. [61]. They summarized existing literature based on classification techniques used: traditional machine learning, support vector machine (SVM), and deep learning. The authors also presented the feature extraction and object detection techniques of every single method from 2012 to 2019.

**Limitations:** Most of the previous reviews have focused on the introduction and summary of activity recognition techniques, as well as various problems in human activity recognition, without analyzing the systems.

**Abandoned object detection:** another challenging field of video surveillance work is the identification of an abandoned object in real-time. In intelligent visual surveillance, a large number of publications have been published during the last decade to identify the objects abandoned or removed. However, few surveys can be found in the literature on the recognition of human activity [17, 20, 44, 45, 55]. Still, none of them concentrated extensively on abandoned or removed object detection in a review. Tripathi et al. [80] presented surveys that show overall progress in detecting abandoned or removed objects in surveillance videos.

**Crowded scene:** Throughout recent years, research on autonomous crowd analysis has been extensively explored to help human operators detect threats and abnormal events in real-time. Several aspects of the crowd are studied and analyzed for this purpose,
such as crowd modeling, crowd tracking, crowd activity understanding and crowd intensity estimation, and counting. Few surveys have focused on crowd scenes. The survey by Hu et al. [35] centered on the state-of-the-art of each major issue, such as detection, tracking, understanding, activity description, identification of a person using multiple cameras for visual and interactive surveillance. Although this article was very extensive, it did not address issues such as detecting anomaly and predicting behavior, fusing data from several cameras, and remote surveillance. In 2015, Li et al. [48] provided a survey on state-of-the-art methods for crowded-scene analysis, such as learning the pattern of crowd motion, analyzing crowd activity, and detecting crowds. In this survey, Multi-Sensor information fusion, Deep Learning for crowded scene analysis, Tracking-Learning-detection framework, real-time processing, and generalization on various datasets for crowd analysis are excluded. Yogameena et al. [93] summarized the crowd disaster issue handled by different computer vision algorithms until 2017. They also presented the existing benchmark datasets with their specifications and performance evaluation metrics to help the researchers to select appropriate dataset for evaluation. Recently, Afiq et al. [1] summarized the latest developments published between 2014 and 2019 in journals and conferences. They provided a review of four major techniques to classify abnormal activity in a crowded scenario named Gaussian Mixture Model (GMM), Hidden Markov Model (HMM), Optical Flow Method, and Spatio-Temporal Technique (STT).

Limitations: Most prior studies focused on the complexity of each critical problem in crowded-scene: the learning of crowd motion patterns, the analysis of crowded scenes, and crowd detection. They have not addressed topics like anomaly detection and behavior prediction.

2 Materials and methods

2.1 Surveillance video system

Initially, the video surveillance systems were designed for human operators to survey sites from significant distances. Compared to security cameras designed to deter criminals, surveillance cameras are designed to catch a targeted individual for certain acts. A surveillance system generally has four primary characteristics: 1) it has a communication system between the camera and display device, 2) A surveillance system normally requires a database system where the data is processed for the purposes of the forensic for a month or more (according to regulatory requirements), 3) it is a continuous system and operates 24 hours per day, 365 days per year, and 4) it is designed to improve security and public safety [90].

Watching video surveillance is a labor-intensive activity when control of a large number of cameras is needed. In addition, it is a tedious task with human users, and humans can make mistakes. Intelligent surveillance systems can help to overcome both cost and performance issues. Besides, it can save security team members from routine tasks and allow them to focus on higher-level cognitive work that better uses their abilities [95].

Generally there exists two different types of surveillance systems: semi-autonomous and fully-autonomous. In the semi-autonomous surveillance system, the video is recorded and sent to a human expert for analysis. This type of video surveillance requires continuous monitoring by a human that needs high cost and has different challenges. Where a system
can recognize human activity tasks and classify them as normal or abnormal during video recording, called a **fully autonomous** surveillance system [79].

The primary objective of surveillance systems is to ensure that the observed area is well covered by as few cameras as possible. The optimal number of the cameras can help to keep the costs for the installation and the maintenance of cameras and complexity in scene calibration reasonable [64]. A secondary goal of video surveillance is to develop intelligent video surveillance to recognize abnormal human activities and send an alert through messages or other techniques to prevent unusual activities.

### 2.2 Short description of human activity

As we know, human has various types of activities. Depending on their complexity, human activities are categorized into four different levels: **gestures**, **actions**, **interactions**, and **group activities**. **Gestures** are elementary movements of a part of the body. They are describing the meaningful motion of a person based on the atomic components of his body. Each movement of the body like ‘Stretching an arm’ and ‘raising a hand’ to express an idea or feeling can be examples of gestures. An **action** refers to the motion created by a single person composed of two or more gestures organized temporally, such as ‘walking,’ ‘running,’ and ‘punching.’ The human activities involve two or more persons and/or objects are called **Interactions**. For example, ‘two-person Embracing’ is an interaction between two humans, and ‘Someone drops or puts down an object’ is a human-object interaction involving one human and one object. The **group activities** are the activities performed by composed of multiple persons and/or objects like: ‘a group having a meeting,’ ‘group violence in the street,’ and ‘two groups fighting’ [2].

### 2.3 Definition of video events (ontology)

The notion of events is essential in giving semantics to specifications and providing a logical way of specifying the interfaces and behavior of components in systems [4]. In multimedia, the notion of event is ubiquitous and has different definitions in different domains. The definition associated with an event may be heterogeneous in literature, even if it has a similar characteristic. Events are generally said to occur, or to happen, which means that they are entities that occur over time and/or space [71, 83]. The research community adopted simple or more complex definitions of an event based on the specific issue under consideration. Table 2 displays an overview of the event conceptualization scenarios from the basic definitions to complex ones [83]. The concepts of the ontology presented here refer to the video surveillance domain categorization. In order to provide a full list of all the objects or events that can happen in a video surveillance domain, Tani et al. divided ontology into four main categories: Video Events, Video Actions, Video Objects, and Video Sequences [43]. As shown in Fig. 1, these categories are linked together, where each of them creates an interconnection with the other. Each category is described below

**Video Events:** The video event reflects the composition and succession of one or more actions in a sequence of videos. In the existing ontology context, video events contain all the different events that may happen in a video stream. Every event representing the formation of actions involves one or more relevant objects which interact with each other. Since an event is a combination of one or more actions, this property confirms that video events and video actions are related.
### Table 2  Overview of scenarios for event conceptualization [83]

| Event definition | Example(s) | references |
|------------------|------------|------------|
| An event is defined as: | | |
| A change of state in a multimedia entity | ship stopping /moving | [24] Francois et al. |
| A concept with a dynamic component | | [9] Ballan et al. |
| A collection of actions performed between agents | “A person stops moving left-hand.” | [28] Hakeem et al. |
| | “A person stops moving left-hand.” | [28] Hakeem et al. |
| A list of interactions between objects using any prior information concerning the context of a scene | “changing a vehicle tire,” “making a cake,” “attempting a bike trick.” | [77] Tong et al. |
| A number of human actions, processes, and activities (loosely or tightly organized) having temporal and semantic relationships to the overarching activity | | [24] Jiang et al. |
| A complex activity occurring at a specific place and time involving people interacting with other people or object(s) | | [54] Over et al. |

**Video Actions:** The video actions reflect the behavior of the different objects observed in the video surveillance sequence in a time frame. This category covers actions that could be anticipated in events with video surveillance. Consequently, many kinds of objects that occur can generate several types of actions. This property indicates another connection between video actions and the category of video objects.

**Video Objects:** The category of video objects contains all objects that might occur in the video surveillance sequence. Typically, a variety of objects interact with each other to create a video surveillance action. The different kinds of objects represent the key entities interacting in the video sequences, which indicates a connection between video objects and video sequences.

---

**Fig. 1** Interconnection between events, actions, objects, and sequences in the proposed ontology [43]
Video sequences: The category of video sequences represents the class of all videos registered to the ontology video surveillance indexing, and the instances represent the video database. Generally, all available video sequences in the video database must be categorized with one or more concepts that occur in the category of video events.

2.4 TRECVideo summary

Text Retrieval and Evaluation Conference, Video Retrieval Evaluation (TRECVideo) is a workshop series sponsored by the US National Institute of Standards and Technology (NIST), which started in 2003. The overall aim of TRECVideo is to provide access to large-scale test collections, multimedia data, and a general evaluation procedure. Thus, researchers around the world can have the opportunity to tested and compared in an open metrics-based way. TRECVideo conferences have influenced the development of new thinking and challenges in the field of video retrieval. The organizing committee is responsible for writing the “organization plan”, which gathers all the evaluation paradigm instructions distributed to the participants. Various improvements are introduced to current tasks every year, such as: add a new task, replace the previous task with a new one, and introduce a new evaluation matrix. Most of the time, tasks are eliminated in two cases: when the problem under-addressed is considered fixed or, no significant novelty is expected. The evaluators are responsible for identifying the criteria and designing the appropriate evaluation methods.

This conference quickly became popular, and participation by research groups increased every year. Participants come from different countries, and there is a tremendous geographical spread. Some of them participate regularly and while others have just taken part once or twice. However, all take part in benchmarking to test their new technique, which they developed for video search. Most of the research groups participated in multiple multimedia research tasks, e.g., Concept Localization (LOC), Ad-hoc Video Search (AVS), Instance Search (INS), Multimedia Event Detection (MED), Multimedia Event Recounting (MER), Surveillance Event Detection (SED), Activities in Extended Video (ActEV), Streaming Multimedia Knowledge-base Population (SM-KBP), Semantic Indexing (SIN), Social Media Video Storytelling Linking (LNK) and Video to Text Description (pilot task) (VTT). Depending on the task, each participant group is allowed to submit one or more than one “run” for each task.

2.5 Detail descriptions of TRECVideo-SED and TRECVideo-ActEV

TRECVideo Surveillance Event Detection (SED)

The SED evaluation focused on event detection in the surveillance video domain, in which the first evaluation was conducted as a part of the 2008 TRECVideo conference. The events used for 2008 described in Table 3 were chosen based on their range of expected difficulty level. These ten events represented different types of activities such as single person action (events 4, 5, 8) interaction between people and objects (events 1, 3, 9, 10) and group activity (events 2, 6, 7), [67]. There is a guideline to help the users to annotate and describing the event. In the event annotation section, some rules help participants know general annotation and end time rules for each event. The Video Processing Analysis Resource (ViPER) tool is used for video event annotation. This tool allows the user to watch the video and manually manipulate a line representing the event duration. For a common-sense judgment, a full description of each event exists in the guideline for the common-sense understanding of the event title.
Table 3 The set of ten events were used since 2008 [6]

| Event         | Description                                                                                       | Start and end time                                                                 |
|---------------|--------------------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------|
| 1  CellToEar  | Someone puts a cell phone to his/her head or ear.                                                 | **Start:** When the subject starts to move the phone to his/her head. **End:** When the phone reaches the head. |
| 2  Embrace    | Someone puts one or both arms at least partway around another person                             | **Start:** The latest time when subjects do not have physical contact before the embrace. **End:** The earliest time when subjects do not have physical contact (of any kind) after an embrace. |
| 3  ObjectPut  | Someone drops or puts down an object                                                             | **Start:** The latest time, the subject is known to have the object. **End:** The earliest time the subject is known not to have the object. |
| 4  PersonRuns | Someone runs                                                                                      | **Start:** The earliest time the subject is visibly running. **End:** The latest time, the subject is visibly running. |
| 5  Pointing   | Someone points                                                                                   | **Start:** The earliest time when the person has placed their finger/hand/arm in the pointing position. **End:** The earliest time when the person has changed the position of their arm/hand/finger to no longer be in a pointing position. |
| 6  PeopleMeet | One or more people walk up to one or more other people, stop, and some communication occurs      | **Start:** The first communication between any member of one group to a member of the other group. **End:** The earliest time when the two groups are nearest to each other after the communication has occurred. |
| 7  PeopleSplitUp | From two or more people, standing, sitting, or moving together, communicating, one or more people separate themselves and leave the frame | **Start:** The latest time when a group of people are nearest to each other. **End:** The earliest time when at least one split-off group member leaves the frame. |
| 8  OpposingFlow | Someone moves through a controlled access door opposite to the normal flow of traffic             | **Start:** The earliest time when the person has begun to move or walk through the door. In the case the person does not appear before they are already passing through the door, then Start Time will change to when the person seems. **End:** When the person has fully passed through the doorway”. |
| 9  ElevatorNoEntry | Elevator doors open with a person waiting in front of them, but the person does not get in before the doors close. | **Start:** The earliest time when the elevator doors are opening with a person waiting in front of them. **End:** The earliest time that the doors of the elevator are fully closed. |
| 10 TakePicture | Someone takes a picture.                                                                           | **Start:** The earliest time when a person holds a camera in a fixed position before activating it. **End:** The earliest time when the camera moves away from a fixed position following the photograph. |

\^{Fully passed means that not only their body but any objects they might be carrying, e.g., rolling luggage behind them, must have passed beyond the frame of the doorway}
The dataset was captured in five locations at the Gatwick airport in London, UK, where severe occlusions and frequent interactions exist. The dataset utilized five fixed cameras on ten different days, recorded for approximately two hours each day. The location and the data collection facilities were similar for each report. Figure 2 shows the different camera views that were filmed for this dataset. Those cameras are displaying: access door (camera1), waiting area (camera 2), people waiting outside fences (camera3), close-up elevator view (camera4), and a transit area (camera5) it was removed from 2015 onwards. The development set consists of 100 hours of video distributed as MPEG-2 format, de-interlaced, PAL format, 720 x 576 resolution at 25 frames per second (Rose et al. 2009). The TRECVid-SED also has provided an eleven-hour subset of the multi-camera data for the primary evaluation.

From 2010 only the first seven are used for evaluation. Those seven events cover three levels of activities: single-person activities, object-person interaction activities, and multiple person activities. Some studies distinguish them into two groups according to the number of people involved in the time. The first five events which have individual actions are classified as individual events. The last two events in which the number of participators is uncertain are classified as group events (events 6, 7).

Challenges and limitation: One of the limitations of TRECVid-SED dataset is that they are highly imbalanced for all events. In this dataset, positive events occur far less frequently than negative ones. For example, CellToEar, and PeopleSplitUp are the least and most frequent events, which they occupy only 0.31% and 4.37% of the training video sequences, respectively. Learning from these imbalanced data sets can be very challenging for many machine learning models. Another limitation is the nature of group events that make them challenging to identify. They mainly have features included: 1) there are no notable differences in pose between the involved and not involved pedestrians; 2) there is an uncertain number of participants; 3) even for a human, it must be observed for some time before discriminating against the occurrence of such events; 4) the pedestrians involved in both of these events can take place anywhere; 5) features extracted at frame level are not enough to detect these two events 6) and lacking labeled data which makes it challenging to use the deep learning approach on these events [72].
**TRECVid Activities in Extended Video (ActEV)**

ActEV is an extension of the TRECVid-SED evaluation, where systems only detected and temporally localized different activities (Yooyoung et al. 2019). The purpose of the ActEV challenge is to develop video processing technologies that can automatically detect the goal activity and recognize and track objects associated with the activity. This challenge involves three evaluations: activity level, temporal segmentation reference, and leaderboard. For this challenge, DIVA dataset is used to present challenging action detection scenarios. The DIVA dataset is a new data set for Spatio-temporal action detection of untrimmed videos. The latest DIVA dataset release (DIVA V1) is adapted from the VIRAT dataset [69] with new annotations for 12 simple and complex interesting acts focused on the public security domain [70]. Either people or vehicles are involved in any action. Currently, the dataset consists of 455 video clips with a total of 12 hours and 40 minutes captured at various locations. The training, validation, and test set contains 64, 54, and 96 videos with annotations withheld, respectively. All video resolutions are either 1200×720 or 1920×1080, and the frame rates range from 25-30 Hz. The stationing cameras are mostly at the top of the buildings, and the viewing angles of the cameras to the dominant ground planes vary from 20 to 50 degrees. The human-size in this dataset varies from 20 to 180 pixels in height. The structure of the events gives the possibility to divide them into three categories, namely: person only proposal, vehicle only proposal, and person-vehicle interaction proposal. The detail and categorization of events in the VIRAT dataset are shown in Tables 4 and 5, respectively.

**Challenges of DIVA dataset:** This dataset introduces many new challenges for the task of action detection that makes the approaches developed for existing action datasets unsuitable (see Table 6).

The first problem concerns the sparseness of actions, both spatially and temporally. For instance, approximately half of all videos contain at least 30 seconds of footage in which no actions are carried out. The spatial sparsity of actions is what makes DIVA particularly challenging: the average size of all actions in the training set is 264×142 for the bounding boxes. Consequently, when an action occurs, it only takes on an average of less than 2.6% of the pixels in any given image, and no action takes up more than 40% in the whole dataset. This means that the average action in DIVA is just over half the size of the smallest object, which can be detected by conventional means.

The second issue in these datasets is the different actions are performed in conjunction with other repeatable actions. The similarity of each action and each environment, with few exceptions, often makes it very difficult to use the context of the surrounding scene to assist in the classification process.

The third problem is that the data set includes major spatial and temporal overlaps between different activities. Consider, for a specific example, the opening, entering, and closing activity that refers to a car-interacting human actor. To enter a car, the subject may first open the car door and will often shut it afterward. Typically all three of these actions are performed in rapid succession, but DIVA starts annotation of each activity one second before it begins and finishes annotation one second after it is finished [25].

2.6 **Evaluating system performance (Performance evaluation methodology)**

**TrecVID-SED Metrics**

It is necessary to have an evaluation system to see how well the designed system can detect event occurrences. The determination of correct detection can show the performance of the
### Table 4 A set of 19 activities were used in the ActEV evaluation [68]

| Event       | Description                                                                 | Start and end time                                                                 |
|-------------|----------------------------------------------------------------------------|-----------------------------------------------------------------------------------|
| 1 Closing   | A person is closing the door to a vehicle or facility.                     | **Start:** The event begins at 1 s before the door starts to move. **End:** The event ends after the door stops moving. People in cars who close the car door from within is a closing event if you can still see the person within the vehicle. If the person is not visible once they are in the car, then the closing should not be annotated as an event. |
| 2 Closing_trunk | A person is closing a trunk. See Open Trunk (above) for the definition of the trunk and special cases. | **Start:** The event begins 1 s before the trunk starts to move. **End:** After the trunk stops going, the event ends. |
| 3 Entering  | A person entering (going into or getting into) a vehicle or facility       | **Start:** The event starts one second before the door moves, or where the door does not exist; the event starts one second before the person’s body enters the vehicle/facility. **End:** The event ends when the person is in the vehicle/facility, and the door (if present) is shut. |
| 4 Exiting   | A person is exiting a vehicle or facility.                                | **Start:** The event begins 1 s before the door moves, or if there is no door, the event starts 1 s before half of the person’s body is outside the vehicle/facility. **End:** The event ends 1 s after the person has exited the vehicle/facility. |
| 5 Loading   | An object is moving from person to vehicle.                               | **Start:** The event begins 2 s before the cargo to be loaded extended toward the vehicle (i.e., before a person’s posture changes from one of “carrying” to one of “loading”). **End:** The event ends after the cargo is placed into the vehicle, and the person-cargo contact is lost. In the event of occlusion, it ends when the loss of connection is visible. |
| 6 Open_trunk | A person is opening a trunk. A trunk is defined as a container designed to store non-human cargo on a vehicle. | **Start:** The event begins 1 s before the trunk starts to move. **End:** The event ends after the trunk has stopped moving. |
| 7 Opening   | A person is opening the door to a vehicle or facility.                    | **Start:** The event begins at 1 s before the door starts to move. **End:** The event ends after the door stops moving. |
| Event                  | Description                                                                                                                                                                                                 | Start and end time                                                                                     |
|------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------------|
| Transport _HeavyCarry  | A person or multiple people are carrying an oversized or heavy object. The object characterizes this as large enough (over half the size of the person) or heavy enough (where the person’s gait has been substantially modified) to require being tracked separately. | **Start:** This event begins 1 s before the person (or the first person for multiple people) establishes contact with the object. **End:** This event ends 1 s after the person (or the final person for multiple people) loses contact with the object. |
| Unloading              | An object is moving from vehicle to person.                                                                                                                                                                 | **Start:** The event begins 2 s before the cargo starts to move. If the beginning of the event is occluded, then it starts when the cargo movement is first visible. **End:** The event ends after the cargo is released. If the person holding the cargo begins to walk away from the vehicle, the event ends after 1 s of walking. If the door is closed on the vehicle, the event ends when the door is closed. If both of these things happen, the event ends at the earlier of the two events. |
| Vehicle _turning_left  | A vehicle turning left or right is determined from the POV of the driver of the vehicle. The vehicle may not stop for more than 10 s during the turn.                                                           | **Start:** Annotation begins 1 s before the vehicle has noticeably changed direction. **End:** Annotation ends 1 s after the vehicle is no longer changing direction and linear motion has resumed. |
| Vehicle _turning_right | A vehicle turning left or right is determined from the POV of the driver of the vehicle. The vehicle may not stop for more than 10 s during the turn.                                                           | **Start:** Annotation begins 1 s before the vehicle has noticeably changed direction. **End:** Annotation ends 1 s after the vehicle is no longer changing direction, and linear motion has resumed. |
| Vehicle u_turn         | A vehicle making a u-turn is defined as a turn of 180 and should give a “U” appearance. A u-turn can be continuous or comprised of discrete events (e.g., a 3-point turn). The vehicle may not stop for more than 10 s during the u-turn. | **Start:** Annotation begins when the vehicle has ceased linear motion. **End:** Annotation ends 1 s after the car has completed the u-turn. |
| Interacts              | A person performs one of a wide variety of interactions with an object other than a vehicle or person that is not otherwise defined in this document.                                                              | **Start:** This event begins 1 s before interaction. **End:** This event ends 1 s after the conclusion of interaction. |
| Event      | Description                                                                                                                                                                                                 | Start and end time                                                                                                                                                                                                 |
|------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| 14 Pull    | A person is exerting a force to cause motion toward. The two necessary tracks included in this event are the person pulling and the object being pulled (Push/Pulled Object - See Active Object Type 3.5).       | 

*Start:* As soon as the object is visibly moving or track begins if the object already in motion. *End:* As soon as the object is no longer moving or the person loses contact with the object being pulled. In the event of occlusion, the event will end when the loss of contact is visible.  

| 15 Riding  | A person is riding a “bike” (i.e., any one of the varieties of human-powered vehicles where the person is still visible, but their movement is modified).                                                                 | 

*Start:* This event begins when the person’s motion is modified by the “bike,” or upon entering the FOV if the person is already riding the “bike.” *End:* This event ends when the person’s motion is no longer modified by the “bike” or upon exiting the FOV.  

| 16 Talking | A person is talking to another person in a face-to-face arrangement between n + 1 people.                                                                                                                      | 

*Start:* This event begins when the face-to-face arrangement is initiated. *End:* This event ends when the face-to-face arrangement is broken.  

| 17 Activity_carrying | A person is carrying an object up to half the size of the person, where the person’s gait has not been substantially modified. The object may be carried in either hand, with both hands, or on one’s back. | 

*Start:* Annotation begins in one of two ways: (1) when the person who will be carrying the object makes contact with the object, or (2) when the track begins if the person is already carrying the object (e.g., backpack or purse). *End:* Annotation ends when contact with the object is broken.  

| 18 Specialized_talking_phone | A person is talking on a cell phone where the phone is being held on the side of the head. This activity should apply to the motion of putting one’s hand up to the side of their head regardless of the presence of a phone in hand. | 

*Start:* Annotation should begin when the hand makes a motion toward the side of the head. *End:* Annotation should end 1 s after hand leaves side of the head.  

| 19 Specialized_texting_phone | A person is texting on a cell phone. This applies to any situation when the phone is in front of the person’s face (as opposed to along the side of the head), and they are using it. This includes using the phone with thumbs and fingers or video chatting. | 

*Start:* Annotation should begin 1 s before “texting” is observed. *End:* Annotation should end 1 s after the last instance of “texting” is observed.
Table 5: Events categorization by type of proposal for the VIRAT and TRECVid-SED dataset

| Type                  | Events/Activities                                      |
|-----------------------|--------------------------------------------------------|
| **TRECVid-SED dataset** |                                                         |
| Single-person         | PersonRuns, Pointing.                                   |
| Multiple-person       | Embrace, PeopleMeet, PeopleSplitUp                       |
| Object-person interaction | CellToEar, ObjectPut                                    |
| **VIRAT dataset**     |                                                         |
| Person only           | Transport_HeavyCarry, Riding, Talking, Activity_carrying, Specialized_talking_phone, Specialized_texting_phone, Entering, Exiting, Closing, Opening |
| Vehicle only          | Vehicle_turning_left, Vehicle_turning_right, Vehicle_u_turn |
| Interaction           | Open_Trunk, Loading, Closing_trunk, Unloading           |

detection part of the system. The performance is measured as a tradeoff between missed detections (MD) and false alarms (FA) error. A Linear combination of these two errors creates a detection cost rate (DCR) error measure. In addition to DCR, detection error tradeoff (DET) curves are produced to graphically depict the tradeoff of the plot the FA vs. MD error. The rest of this section describes the evaluation system in SED.

**Decision Error Tradeoff Curves**

Typically, the DET curve is a graphical means to represent performance on detection tasks that involve a trade-off of error types. It gives uniform treatment for both kinds of error and uses a scale for both axes, which help better distinguishes different well-performing systems [50]. Typically, two types of error exist in system detection: missed detections (MD) and false alarms (FA). The DET curves will produce graphical depict the tradeoff of event-averaged missed detections probabilities ($P_{Miss}$) and the probability of false alarms ($P_{FA}$) which can be calculated with the following formula:

\[
P_{Miss} = \frac{N_{Miss}}{N_{Target}} \quad P_{FA} = \frac{N_{FA}}{N_{Source}},
\]

Table 6: Major challenges related to untrimmed surveillance video activity detection [63]

| Issues | Challenges |
|--------|------------|
| 1      | Usually, the action takes place in a small spatial area relative to the whole video frame. That makes identifying the actors/objects involved in the action difficult. |
| 2      | The duration of the action may differ significantly, from a few seconds to a couple of minutes. This requires the robustness of the detection procedure to temporal variation. |
| 3      | Imbalanced datasets Extremely low samples for some classes |
| 4      | Similar activities Similar activities being confused by a classifier |
| 5      | Video with many proposals for events in a short time (A short yet dense video) That makes it hard to predict and allocate the resource before analyzing the videos. |
Where $N_{\text{Miss}}$, $N_{\text{Target}}$, $N_{\text{FA}}$, and $N_{\text{Source}}$ are the number of missed detections, correct event observations, incorrect detections (false alarms), and opportunities for incorrect detection, respectively.

Counting $N_{\text{Source}}$ is usually problematic for “streaming” detection systems like event detection, which have multiple event observations that can co-occur, and the observations can begin at any frame and have any duration. By considering these factors, false alarms rates ($\tilde{R}_{\text{FA}}$) is used instead $P_{\text{FA}}$ which calculate by

$$\tilde{R}_{\text{FA}} = \frac{N_{\text{FA}}}{N_{\text{CamHrs}}}$$

where $N_{\text{CamHrs}}$ is the number of camera hours of processed material and the unit of $\tilde{R}_{\text{FA}}$ is false alarms per hour. In Strictly speaking, $\tilde{R}_{\text{FA}}$ is a biased estimate of type 1 statistical errors since correct observations are included in $N_{\text{CamHrs}}$.

**Normalized Detection Cost Rate (NDCR)**

Normalized Detection Cost Rate (NDCR) is a standard metric to describe the performance of a system in the TRECVID-SED evaluation tasks. The NDCR is a weighted linear combination of the $P_{\text{Miss}}$ and $\tilde{R}_{\text{FA}}$, defined by:

$$\text{NDCR} = P_{\text{Miss}} + 0.005 \times \tilde{R}_{\text{FA}}.$$  

The NDCR has a value greater than or equal to zero. NDCR measures the system’s errors, and the smaller amount of NDCR means higher accuracy, and NDCR=0 means perfect performance. NDCR=1 indicates the cost of a system with no output and $NDCR = \infty$ when $\tilde{R}_{\text{FA}} = \infty$. The $P_{\text{Miss}}$ has a higher impact on NDCR in a camper with $\tilde{R}_{\text{FA}}$.

Generally, two NDCR values are calculated for each event. The first value is Minimum NDCR (MinNDCR), which is the ideal detection error. It is computed by finding a particular point on the DET curve that minimizes NDCR. The other value is the Actual NDCR (ActNDCR), which is the actual detection error of the system. It is computed by using $P_{\text{Miss}}$, and $\tilde{R}_{\text{FA}}$ calculated from the set of putative system observations with “yes” decisions based on a threshold applied to the decision scores. The value of MinNDCR is usually smaller than ActNDCR because it looks to the best threshold according to the ground truth, which is usually very difficult for the proposed system leveraging.

**NDCR at Target Operating Error Ratio (NDCR@TOER, Secondary Metric)**

NDCR at Target Operating Error Ratio (NDCR@TOER) is another metric of assessment. It is determined with the aid of looking at the DET curve for the point where it crosses the theoretical balancing point where two error types (Miss Detection and False Alarm) contribute equally to the measured NDCR. The Target Operating Error Ratio point is specified by the ratio of the coefficient applied to the False Alarm rate to the coefficient used to the Miss Probability.

**TrecVID 2018 ActEV Metrics**

The technologies sought for the assessment of ActEV are expected to report activities that take place in the series of video(s), including the identification of the camera(s) for which the activity is visible, the reporting of the duration of the activity, the detection of persons and objects involved in the activity, specifying the activity type of each object, and tracking multiple objects in multiple cameras.

This ambitious list of system capabilities is structured as a series of increasingly challenging evaluation tasks, where more detailed system output specificity is needed to define “correct detection.” For example, Activity Detection (AD) is required to identify the target
activity and its duration. Activity and Object Detection (AOD) adds object detection and localization, and Activity Object Detection and Tracking (AODT) adds object type identification to the objects being tracked. Table 7 identifies the performance questions answered by the TrecVID 2018 ActEV Protocol concerning the primary and secondary measures for the tasks of AD, AOD, and AODT. The ActEV19 AD protocol is used for the TrecVID 2019 ActEV evaluation and other assessments, which is further described in [8]. In the following subsections, each task is defined, and its performance measurement is described.

Normalized Multiple Instance Detection Error

Given the target activity, the system should automatically detect and temporally localizes all activity instances in extended video sequences. The system should give the start and end frames indicating the target activity’s temporal location and a presence confidence score with higher values indicating that the instance is more likely to have taken place. The Normalized Multiple Instance Detection Error ($N_{MIDE}$) is introduced to summarize the system performance on temporal localization in instances of activity. As shown in Fig. 3, the confusion matrix is first calculated in the instance pair-level within this measure. Due to the error of annotation or ambiguity of start and end frames for an activity, the No-Score ($NS_I$) zone (blue) is used, and the length of the $NS$ is not scored. Thus, $N_{MIDE}$ is computed as follows:

$$N_{MIDE} = \frac{1}{N_{mapped}} \sum_{I=1}^{N_{mapped}} \left( C_{MD} \times \frac{MD_I}{MD_I + CD_I} \right) + C_{FA} \times \frac{FA_I}{Dur_V - (CD_I + MD_I + NS_I)},$$

Where $CD_I$ is correct detection as well $CMD$ and $CFA$ are respectively cost functions for missed detections and false alarms. The $Dur_V$ is the duration of the reference video $V$ and $N_{mapped}$ is the number of mapped instance pairs between reference and output of the system.

For the AD task evaluation in ActEV18, for accuracy and robustness of activity detection, the performance was evaluated on the operating points; $P_{Miss}$ at $\tilde{R}_{FA} = 0.15$ (labeled ‘PR.15’), $P_{Miss}$ at $\tilde{R}_{FA} = 1$ (labeled ‘PR1’). The performance measure for temporal localization multiple $N_{MIDE}$ values are used at different operating points; for instance, $N_{MIDE}$ at $\tilde{R}_{FA} = 0.15$ (labeled ‘NR.15’) and $N_{MIDE}$ at $\tilde{R}_{FA} = 1$ (labeled ‘NR1’). The $NS_I$ default value is zero and $CMD = CFA = 1$. A smaller PR.15, PR1, NR.15, and NR1 values indicate a better performance of the system.

Normalized Multiple Object Detection Error

In this function, a system not only detects/localizes the target activity but also detects the presence of target objects and localizes the objects associated with a given activity spatially. Besides the activity information, the system needs to provide the object bounding box coordinates and confidence scores for object presence.

The Normalized Multiple Object Detection Error ($N_{MODE}$) is used for the object detection metric, which is described in [73]. The $N_{MODE}$ measures the relative number of false alarms and missing detections per activity instance for all objects. This metric also utilizes the Hungarian algorithm to align objects at frame level between reference and system output. For every frame $t$, the confusion matrix is calculated from the confidence scores of the
Table 7 The performance questions answered by the TrecVID 2018 ActEV Protocol

| Tasks         | Primary Question/Metric                                                                 | Secondary Question/Metric                                                                 | Evaluated System Instance Content                                                                 |
|---------------|----------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------|
| AD, AOD, AODT | Can a system temporally detect instances of a target activity X? \( P_{\text{Miss}} @ Rate_{FA} = X \) | How accurate is the detected instance’s temporal localization? \( N_{MIDE} \)             | Activity, StartFrame, EndFrame, Latency*, Score                                                    |
| AOD, AODT     | Can the system temporally detect X activity instances and detect the existence of objects involved in the instance? \( P_{\text{Miss}} @ Rate_{FA} = X \) | How accurate is the spatial localization of objects involved in the activity? \( \text{minMODE} P_{\text{Miss}} @ Rate_{FA} = X \) | Activity, StartFrame, EndFrame, Latency*, Score, ObjectType ObjectBoundingBox                      |
| AODT          | Can the system temporally detect X activity instances and detect the presence of objects involved in the instance, and assign identity over time to the object? \( P_{\text{Miss}} @ Rate_{FA} = X \) | How accurate is the Spatio-temporal localization of the tracked objects involved in the activity? \( \text{minMODE} P_{\text{Miss}} @ Rate_{FA} = X \) | Activity, BeginFrame, EndFrame, Latency*, Score, ObjectType ObjectBoundingBox, ObjectIdentity |

\( N_{MIDE} \): Normalized Multiple Instance Detection Error; \( \text{minMODE} \): Minimum Normalized Multiple Object Detection Error; \( P_{\text{Miss}} \): Missed Detections; \( Rate_{FA} \): Fixed False Alarm.

* If provided by a low-latency system
The $N_{\text{MODE}}$ at threshold $\tau$ is computed as:

$$N_{\text{MODE}}(\tau) = \sum_{I=1}^{N_{\text{frames}}}(\frac{1}{\sum_{t=1}^{N_tR}N_{tR}})(C_{MD} \times MD_t + C_{FA} \times FA_t)$$

Where $MD_t$ is the number of reference bounding boxes that are not mapped to the bounding box of the system output and $FA_t$ is the number of system bounding boxes not aligned to the bounding boxes of reference at threshold $\tau$. $N_{frames}$ is the number of frames in the reference instance sequence and $N_tR$ is the number of reference objects within frame $t$. The minimum $N_{\text{MODE}}$ value (minMODE) for each instance-pair is measured for object detection performance and $P_{\text{Miss}}$ at RFA points are recorded for both activity- and object-level detections.

The AOD-AD and AOD-AOD were two scoring protocols for the AOD function in ActEV18. With the AOD-AD protocol, the system is scored without additional terms to the congruence of object detection. In contrast, for AOD-AOD, the system is scored taking object detection into account.

3 Methods

Search strategy

Event detection is still an active topic of research, with numerous papers published on the subject. There are so numerous that any comprehensive review of state of the art would be beyond the scope of any reasonable–length work. As a result, selection criteria must be established, and we have limited our focus to different models that perform best in the TRECVID-SED and TRECVID-ActEV competitions based on the identified evaluation metrics. For two reasons, we decided to consider only the published TRECVID-SED proceedings and articles between 2016 and 2019. One of the reasons is that there is often only one team that performs best in the majority of events. Another reason is that the best performing teams sometimes take part in small model adjustments or improvements in the next challenge. For example, the input data sizes are decreased in a study, and the original size is used next year. Since 2018, TRECVID has decided to continue SED with more challenging tasks and a new dataset by ActEV. We also have decided to include papers or reports for
TRECVid-ActEV published from 2018 to 2020. We have only looked at the best of competition best models based on the assessment methods that the organizing committee defined in that year. The results for activity detection in ActEV18 showed that IBM/MIT/PURDUE team [10] achieved the lowest object detection error, and UMD [25] team achieved the lowest error $P_{\text{Miss}}$ at $\hat{R}_{\text{FA}} = 0.15$ followed by SeuGraph team [92]. The ActEV19 result indicates that the MUDSML team [18] obtained the lowest error rate, followed by the UCF team [62].

4 Results

4.1 Event detection techniques in TRECVid-SED

Here the methods of event detection in *TRECVid-SED* are discussed in detail. The list of recognition methods, events detection, classification, and video features extraction techniques are provided in Table 8. Some participating teams have designed a model to identify some of the events, the number and names of events are mentioned. Some designed systems divided events into two categories and provided two or more models; the method for event detection, classification, and feature extraction are expressed based on categories.

1: key-pose and group-based event

The authors grouped the six events into two classes: 1) key-pose based events (events 2, 3, 4, 5) and 2) group events (events 6, 7). They proposed two different event detection method for each group. Key-pose-based techniques are used for the first group, and trajectory analysis-based approaches are used for the second group. For both classes, improved Faster R-CNN is proposed to detect pedestrians in surveillance videos accurately.

They follow the Faster-RCNN method and adjust the model structure and training system to improve pedestrian detection efficiency. For the first-class event, they use Faster R-CNN, which was pre-trained on the ImageNet dataset with the VGG-16 backbone network as a key pose detection. The TVL1 [96] optical flow algorithm is used to extract optical flow features. They merged these features with original static pictures before feeding them into the input layer of CNN. In this method, events are classified based on regions extracted by the deep network of both optical flow maps and RGB channels.

The model designed for group events consists of three sections: 1) object detection, 2) multi-object tracking, and 3) group event detection (Fig. 4). Improved Faster R-CNN used for object detection section. They formulated a multi-object tracking task as a hierarchical association problem as introduced in [80] with a minor change in the low-level and high-level association. The naïve Bayesian method was used to model the appearance of pedestrians and employed a linear motion model to eliminate ambiguous associations for the low-level association. In high-level association, Gaussian process regression (GPR) is introduced to predict possible links and smooth trajectories. The second-class system had three components: trajectory clustering, spring model-based detection, and head-pose classification. They implemented pedestrian trajectories by clustering the close trajectories with little motions to a group at the stop point. They also designed a spring system model based on trajectory analysis and deep learning methods to formulate the detection. The spring model converts a complex event judgment into a simple computable model in multi-dimensional space, allowing full use of temporal and spatial information about these group events.
| Designed systems                                                                 | Events detection                                                                 | Classification                                                                 | Video features                                                                 | Events                                                                 |
|---------------------------------------------------------------------------------|----------------------------------------------------------------------------------|--------------------------------------------------------------------------------|--------------------------------------------------------------------------------|-----------------------------------------------------------------------|
| A comprehensive solution for detecting events in complex surveillance videos      | key-pose based events                                                             | - key-pose based method classifies events based on regions extracted by deep network with both RGB channels and optical flow maps, - CNN classifier takes head-shoulder regions as input, classifying them into four directions: Front, Left, Back and Right. For group event. | key-pose events - merge the optical flow features into original static pictures before feeding them to the convolutional layers group event - Do not extract any feature but only depends on pedestrians’ tracks | - Six events key-pose events Pointing, Embrace, ObjectPut, PersonRuns group event PeopleSplitUp and PeopleMeet |
| key-pose and group-based event                                                   |                                                                                  |                                                                                |                                                                                |                                                                      |
| A unified framework with a benchmark dataset for surveillance event detection     | Short-term event, - a novel cascade Convolutional Neural Network (CNN)-HsNet is first constructed to detect the pedestrian Long-duration event, - Dense Trajectory (DT) and Improved Dense Trajectory (IDT) | Short-term event - novel CNN models to classify events - localized the event based on a nearest-neighbor (NN) Long-duration event, - the one-against-rest linear SVM classifier | Short-term event CNN model Long-duration event, - DT (HOG, HOF, MBHx, and MBHy) and IDT | - Seven events Short-term events Embrace, ObjectPut, Pointing Long-duration CellToEar, PeopleMeet, PeopleSplitUp, PersonRuns |
| Designed systems                                      | Events detection                                      | Classification                                      | Video features                                      | Events                                      |
|------------------------------------------------------|-------------------------------------------------------|-----------------------------------------------------|-----------------------------------------------------|---------------------------------------------|
| BUPT-MCPRL at TRECVID 2017                           | key-pose based events - R-FCN as our key-pose detector, backbone network is VGG-16 net | CLITP model and CNN                                 | key-pose based events - CNN model, ConvLSTM for Spatio-temporal feature extraction group event CNN model | -Six events key-pose events - six events: Pointing, Embrace, ObjectPut, Person Runs group event People Split Up People Meet |
| Spatio-temporal deep architecture                    |                                                       |                                                     |                                                     |                                             |
| NII Hitachi UIT at TRECVID 2017                      | Combining CNN and LSTM                                | 2D-CNN (VGG-16 pre-trained by ImageNet) and 3D-CNN (pre-trained by Sports-1M) | CNN model and C3D                                    | -Seven events                              |
| High-precision head detector                         | CNN based person detection                           | VLAD pooling method with SVM                        | RGB image feature (VGG19), flow stream feature (GoogleNet) and RGB stream feature (C3D) | -Four events - Four events: Cell2ear, Embrace, Pointing, Person Runs |
| Informedia at TRECVID 2017 Surveillance Event Detection Event proposal for event classification and localization | -Modification of Faster R-CNN                      | CNN                                                 | RPN                                                 | -Three events - Three events: Person Runs, Embrace, pointing |
| HRI Team @ TRECVID 2016: Surveillance event detection Region Proposal Network (RPN) and detection network |                                                       |                                                     |                                                     |                                             |

DT: Dense Trajectory; IDT: Improved Dense Trajectory; CLITP: ConvLSTM Integrated with Temporal Pooling; C3D: Convolutional 3D; DCNN: deep convolutional neural network; RPN: region proposal network
estimate the path a pedestrian will take, they came up with a new head-pose CNN classifier. The classifier utilizes the head-shoulder regions as input and classifying them in four directions: front, left, back, and right [72].

2: Short-term and long-duration events.

They combined the benefits of the conventional model with the deep network and introduced a unified SED framework. According to intra-dependencies and inter-dependencies of events, the authors divided seven events into two categories: 1) short-term (events 2, 3, 5) and 2) long-duration (events 1, 4, 6, 7) events. The former can be interpreted as a kind of snapshot of static key-poses and inner-dependencies. In contrast, the latter includes dynamic interactions between pedestrians and shows obvious interdependencies and temporal contexts. They demonstrated that the head-shoulder is the most recognizable component of the SED based on statistical analysis and experimental findings. In addition, they created a new large-scale pedestrian dataset, called SED-PD, for evaluation. For statistical analysis, they evaluated the distribution of occlusion of SED-PD by counting the average occurrences of three categories of body sections, i.e., the head-to-shoulder, the upper body, and the entire body. The outcome revealed that most pedestrian instances (73%) show incomplete body parts, while 98% of head–shoulders are kept. For the experimental portion, a preliminary human detection experiment was performed with the SED-PD Cifar-10 network, resulting in lower head-shoulder than the full-body. The bounding box of the head-shoulder of every pedestrian was provided for each frame. A cascade CNN (HsNet) is trained to detect the pedestrian in which network architecture is composed of 3 subnets.

The short-term event detection can be summarized as three steps: pedestrian detection, key-pose classification, and event localization. In the pedestrian detection step, the HsNet is first used for detecting the pedestrians for each video frame, and then the sizes of all detected bounding boxes are extended by 1.5 times. The pedestrian is resized to 32x32 pixels during the Key-pose classification step and then inserted into the key-pose models to be classified. To localize the event, a fast object tracking algorithm is used based on the nearest-neighbor (NN) to associate consecutive key-poses with an individual event.

They adopted a trajectory-based approach to extract the contexts for long-duration event detection, composed of five parts: 1) local-level feature extraction; 2) dimension reduction by and whiten principal component analysis (PCA); 3) video representation based on fisher vector (FV) encoding and normalization; 4) linear SVM classification for events; 5) fusion the result (Fig. 5). For Low-level feature extraction, Dense Trajectory (DT) and Improved Dense Trajectory (IDT) are applied to explore the temporal features of the events, respectively. Five types of descriptors, i.e., dense trajectory, HOG, HOF, MBHx, and MBHy are yielded in DT to represent the video’s Spatio-temporal relations. IDT improves object motion representation by removing the “global motion” in videos. The PCA operation was used for the DT and IDT feature to speed up the computation and remove data correlation, and then the Fisher Vector (FV) coding is adopted to encode raw features. Linear
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Fig. 5  The Short-term and long-duration framework. It include four parts: 1) pedestrian detection; 2) short-duration event detection; 3) long-duration event detection and 4) fusion

one-against-rest SVM classifiers are learned based on standardized video representations in order to detect events. A later-fusion system based on the classifier scores is used to produce the final results [89].

3: Spatio-temporal deep architecture
The authors split the events into two groups: 1) key-pose based events and 2) group events. They used the head-to-shoulder part detection scheme instead of the whole body to reduce the effects of severe occlusion in SED scenes. The region-based fully convolutional networks (R-FCN) detection framework with ResNet-50 net backbone network is used as a pedestrian detector. The authors proposed an OHEM-based hard-mining algorithm, which selects and activates relatively difficult samples with high losses in the forward path to adjust the model’s weights during backward propagation. They provided a separate ObjectPut event detection system consisting of two steps: key-pose detection and key-pose sequence classification. They initially fed the video frame through R-FCN to locate the key-poses event and then concatenated the detected ROIs to form a kay-pose sequence. In the second stage, a ConvLSTM Integrated with Temporal Pooling (CLITP) model [81] used to obtain temporal representations. The CLITP model gets key-pose sequences from the first stage and classifies the event (Fig. 6). For the rest of the key-pose events, R-FCN was used by adapting a multi-class training strategy to train the model. They follow the same spring model approach for group-based events, which are described in [72].

4: High-precision head detector
In this system, a high precision head detector with a track head region detector was combined. The system consisted of four stages: 1) Head detection, 2) Object tracking, 3) Regions of interest (ROI) determination, and 4) Event classification (Fig. 7).

They used the approach proposed by Stewart et al. [75] for head detection, which was a combination of CNN and LSTM. In the second stage, the system uses a generic object tracker proposed by Henriques et al. [32] to associate head regions through several frames resulting in temporal coordinates of detected people. After object tracking, the system extracts ROI from each frame. By using the head coordinates, the upper and whole-body regions are determined by predefined ratios based on the scale of the head area. The system determines scores for the target events with individual activity classifiers for each part of the body for the final event classification. The system used two 2D CNN classifiers and two 3D CNN classifiers for the upper and the whole-body motion-frames for each frame. Finally, the event scores are calculated by fusing scores from different classifiers [56].
5: (CMU) Event proposal for event classification and localization

In this system, the object detection pipeline was extended to the event detection pipeline for SED tasks. The built model consisted of four components: 1) raw feature extractor, 2) event proposal, 3) event classification, and 4) event localization (Fig. 8).

They argued that each frame contains several people, and the event only happens among some of them. Fully convolutional networks can be useful to extract features in the space to capture. For the raw feature extractor component, three types of the feature have been extracted: the RGB image feature with VGG19 net, the flow stream feature by GoogleNet, and the RGB stream feature via C3D. They used a human detector to generate a sequence of the bounding boxes for each person in every frame with limited time durations. A tracking algorithm helps the system to track the detected bounding box and produces a tube corresponding to that bounding box. This tube is called the event proposal. This idea allowed them to filter out irrelevant frame areas.

As the duration of different events varies, two different duration times (25 and 50 frames) were considered for event proposals. The output of the event proposal was the input for both event classification and event localization. To classify an event, they used Vector of Locally Aggregated Descriptors (VLAD) [37] as a pooling method and SVM as a classifier to classify different events. The authors set the number of VLAD centers to 32 and using spatial pyramid pooling on three layers (4x4, 2x2, 1x1). Maximum suppression along a time axis was also used to localize the events [19].

6: Region Proposal Network (RPN) and detection network

They have been paying attention to Personruns, Embrace, and Pointing events in their system. In order to detect surveillance events, they modified Faster R-CNN to detect an
event in the frame sequences. These improvements included two sections: 1) adding a recurrent neural network and 2) setting multi-frames as input.

Same with Faster R-CNN, their system consisted of Region Proposal Network (RPN) and detection network. After training, RPN takes multi-frames as input and delivers a sequence of rectangular object proposals with object scores as output. The Non-maximum suppression (NMS) method is used to improve the output of RPN before the detection step. Finally, they designed a neural detection network to judge whether the region proposal with the high score given by RPN can be a target or not.

They have developed a different model for each event, depending on the structure of the events. For Personruns or Embrace event with a series of different actions and occlusion, they saw it is difficult to recognize these events with one form. To overcome this problem, they injected a combination of five adjacent frames into the neural network as system inputs for those two events. Besides, they considered two same frames for both adjacent frames to follow the event that occurred in more frames. The only difference between the model designed for Personruns or Embrace was the position of RNN in the detection network. The RNN in Embrace’s detection network is designed to fuse the feature of all frames, while the RNN is used to combine features of region proposals in the Personrun’s detection. They argued that the pointing event involves a key-pose; one frame is sufficient to detect it. In this event, the input of this network is set to a single frame and didn’t use RNN [91].

4.2 Activity detection in TRECVid-ActEV

The activity detection methods are described herein in considerable detail in the TRECVid-ActEV Table 9 present the list of recognition methods that use a different technique for events detection, feature extraction, and classification.

1: Modular system for Spatio-temporal action detection

The authors presented a modular system for Spatio-temporal action detection in surveillance videos. Their approach consisted of three distinct modules: 1) module generates class-independent Spatio-temporal proposals from a given video sequence, 2) module performs action classification and temporal localization on generated proposals, and 3) post-processing module (Fig. 9).

They observed that the Mask-RCNN was able to detect humans and vehicles on a variety of scales. The action proposals were generated by hierarchical clustering to group frame-wise object detections obtained from Mask-RCNN in the Spatio-temporal domain. A temporal jittering approach was used to generate dense action proposals from the existing proposals.
| Study                                                                 | Activity detection         | Video features                              | Classification                     |
|----------------------------------------------------------------------|----------------------------|---------------------------------------------|------------------------------------|
| A Proposal-Based Solution to Spatio-Temporal Action Detection in Untrimmed Videos [11] | **Mask R-CNN** Trained on COCO | **Modified I3D** (TRI-3D) TV-L1 optical flow | **TRI-3D** with **3D-NMS**          |
| Mod-ular system for Spatio-temporal action detection                | **Faster RCNN** with VGG16 backbone | **3D ResNet** CNN pre-trained on Kinetics dataset | **3DResNet and LSTM**             |
| DT-3D ResNet-LSTM: An Architecture for Temporal Activity Recognition in Videos [92] | **FPN** with **Deformable ConvNets** | **TRN**                                     | a combination of 3-frame **TRN**, 4-frame **TRN**, and 8-frame **TRN** |
| A combination of deeper 3D CNNs with RNN for the activity classification | **Faster RCNN** with ResNet-101 backbone | **I3D-Flow** and **I3D-RGB** (TV-L1 and Farneback) pre-trained on ImageNet, Kinetics-600 | Late fuse **I3D-RGB** model, and two types of **I3D-Flow** models |
| Object-Centric Spatio-Temporal Activity Detection and Recognition [10] | **- I3D in encoder- decoder**       | **- I3D** [99] feature extractor as an *encoder* - Combines transpose convolutions and upsampling for decoder structure | **3D ResNet** CNN pre-trained on Kinetics dataset |
They modified the I3D [88] network (TRI-3D) to predict a temporal correction to the cuboid by adding the regression objective to the final layer. The TRI-3D network architecture was employed to classify each proposal cuboid as one of the 12 action classes or as a non-action class. The TRI-3D network input was optical flow frames that are computed using the TV-L1 optical flow algorithm. The classification score and the refined temporal bounds for an input proposal were the TRI-3D network outputs. For the post-processing step, 3D Non-maximum Suppression (3D-NMS) algorithm was applied to eliminate the overlap created in the network output. The 3D-NMS algorithm is used separately for both of the classes. It considers the two proposals overlap when the temporal Intersection over Union (IoU) overlap reaches 0.2, and the spatial IoU overlap reaches 0.05 [25].

2: A combination of deeper 3D CNNs with RNN for the activity classification

They suggested a DT-3DResNet-LSTM framework for the classification and temporary localization of activities in videos. Their framework involved three different sections: 1) Faster-RCNN for object detection, 2) Kalman filter [94] for object tracking, and 3) 3DResNet [30] and LSTM [13] for activity classification (Fig. 10).

They found that pedestrians and vehicles are the main objectives of the ActEV surveillance task. They employed Faster RCNN with the VGG-16 backbone network as the bottom feature of the video frame for object detection. The Faster RCNN outputs were used as a tracking model input. The Kalman filters were used to track observed objects and create various continuously clipped frames containing tracked objects. They used 3D CNNs based on ResNets (3DResNet) designed by Hara et al. [29] to extract spatiotemporal features from videos for action recognition directly. The ResNet model in 3DResNet was pre-trained by Kinetics datasets containing 400 human action classes. They also added LSTM units behind the 3DResNet output layers to classify a sequence of video frames to maximize temporal activity detection accuracy. They applied dropout with probability $p = 0.5$ during a model’s training to prevent neural networks from overfitting. The class probabilities were averaged over all the video clips generated by an object tracking model. To achieve activity predictions for the whole video, the most probable class among the candidates is considered an activity class. For the temporal localization of the video clipped activity, the mean filter of $k$ samples was used to the predicted sequence to render the values smooth over time. The probability of action and non-action were predicted in each 16-frame clip. Finally, only clips
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with a probability value over a certain threshold were stored and labeled as the predicted class. [92].

3: **Object-Centric Spatio-Temporal Activity Detection and Recognition**

They claimed that the ActEV problem needs spatial and temporal localization, unlike the overwhelming majority of action detection systems. The object localization and activity detection methods were used to solve this problem. The system they developed included three different sections: 1) object detection and tracking; 2) activity tube generation; 3) proposal generation; and 4) activity classification (Fig. 11).

They investigated a few state-of-the-art vehicles and people detection system possibilities on the VIRAT dataset, including YOLO, SSD, Faster RCNN, and Feature Pyramid Network (FPN) with Deformable ConvNets. They eventually picked FPN with Deformable ConvNets because of its ability to identify small-scale vehicles and people accurately. The object detection method followed the detection-based tracking method provided by Bewley et al. [12]. The localization of spatial-temporal activity takes place in three phases:

- Initial spatial and coarse temporal segmentation is conducted utilizing activity tube generation. An activity tube is a cropped-out video containing one or more events focused on items of activity interest.
- Secondly, tubes of object-centered activity are extracted by the analysis of interactions between person and object as well as individual object trajectories. Such tubes indicated the spatial locations of which interesting activities could occur.
- Lastly, temporal proposals in object detection are created from the tubes, analogous to the region proposal network. The final action classification is focused on an ensemble of temporal relational networks.

For the proposal generation, the authors used a Temporal Relation Network (TRN) proposed by Zhou et al. [100] with 16 frames to “detect” the optimal temporal localization of the action. In this stage, temporal proposals were constructed using the type of action class. For instance, the vehicle shall be the primary object in the case of vehicle-centered actions and localized by person and vehicle proximity; the person shall be the primary object for person-centered actions, and shall be localized by the person’s proximity to the objects related to the vehicle;, either the vehicle or the person track shall be used. For activity classification, they used a combination of 3-frame TRN, 4-frame TRN, and 8-frame TRN action classification models [10].

4: **Spatial-temporal activity proposal generation module facilitating object detection and tracking**

Their system has integrated and improved several recent approaches in the sub-modules and produced an acceptable performance for detecting activity in video surveillance scenarios. They also used a two-stage activity detection system. In the first stage, they pre-processed the videos to generate event proposals and localize activity candidates spatially and temporally.
Fig. 12 The proposed system Spatial-temporal activity proposal generation module

In the second stage, they extracted features and performed temporal classifications and post-processing to generate the activity detection outputs. This two-stage system was called Argus, which consisted of three parts: 1) activity proposal generation; 2) Spatial-temporal classification; 3) Post-process (Fig. 12)

The proposal generation involved object detection, tracking, and Spatial-temporal proposal generation. The authors used faster RCNN [66] for object detection with feature pyramid network [98] on ResNet-101 [69] as the backbone, in which RoIAlign was used to extract features for ROI. They adopted similar track handling and Kalman’s filtering system proposed by Wojke et al. [88]. Simple Online and Realtime Tracking (SORT) was used to generate tracks by associating detected objects across frames. For any bounding detection, the feature obtained from the object detection module was used as a presence descriptor. They generated event proposals after obtaining the single object trajectories for person and vehicle in videos. The event proposal can be viewed as a sequence of bounding boxes cropped out of each frame. The events were categorized into three groups: a person only, the vehicle only and person-vehicle interaction proposal (Table 5). The person and the vehicle only proposals contain events that have occurred in a single object, which can be a person or a vehicle. To generate a person-vehicle interaction proposal, they associated individual persons and vehicles with modelling their interactions. They connected the human and the vehicle to model their interactions to generate proposals of person-vehicle interaction. In addition, the Spatial-temporal regularization system was used to create interaction proposals.

The Spatial-temporal classification involves consisted of three sections: feature extraction, Spatial-temporal classification, and scene detection. They learned proposal-augmented I3D-Flow and I3D-RGB features by fine-tuning I3D models proposed by Carreira and Zisserman [16] for activity recognition on VIRAT dataset. The specific models were pre-trained on ImageNet and Kinetics-600 datasets. They also fine-tuned the base models on the VIRAT dataset with annotated positive event proposals and a five-time non-trivial background proposal as negatives. They extracted two types of raw optical flow frames (TVL1 and Farneback) and raw RGB frames from the Spatial-temporal proposals for fine-tuning. After fine-tuning, the last convolution layer was used as the classification feature. They used an extension of traditional LSTMs (bidirectional LSTM) to perform temporal classification to localize activities within spatial-temporal proposals. They applied a pre-trained ResNet-101 classifier to determine the scene (parking area, crossroads, etc.) of a video. To determine the scene for classifier selection, the first 20 seconds frames are extracted, predicted, and then averaged in all frames in each sequence.

The last part of this system was post-processing, which included: proposal filtering and fusion. The candidate proposals may have large spatial and temporal overlaps after classification and localization. In the proposal filtering section, they used spatial-temporal NMS to avoid redundant candidates. In the post-process stage, they applied late fusion to obtain the
best performance. They fused results from scene-classifier, I3D-RGB model, and two types of I3D-Flow models to generate the final outputs. They took the prediction scores from individual proposals and heuristic average them when their IoU is greater than a certain threshold [18].

5: **3D CNN network for Spatio-temporal action segmentation**

Their architecture utilized a 3D CNN network for segmentation of Spatio-temporal action, which produces temporally consistent predictions and fewer proposals. The proposed system consisted of three stages: 1) Localization Network for detecting tubelets with activities, 2) tubelets classification, and 3) merging tubelets to generate Spatio-temporal activity detections (Fig. 13).

**Localization Network:** The tube extraction process is the first step of the pipeline, which is responsible for extracting all action tubes from the untrimmed video input. Localizing regions of action both temporally and spatially is important for the process of classification, as the duration and location of action are unknown in advance. As illustrated in Fig. 13, the untrimmed videos were first divided into smaller clips, which are then forwarded to the localization network. According to an encoder-decoder approach, the network produces segmentation masks for action regions, each representing an action bonding box sequence (called tubelet). They used I3D [16] to learn Spatio-temporal features required for activity localization in the encoder section. The decoder section was structured by a combination of the upsampling and transpose convolutions.

**Tubelet extraction and classification:** The segmentation output for each clip is a mask for the isolation of possible action tubes. To get individual tubelets from this segmentation data, the data were thresholded to establish a binary mask accompanied by Spatio-temporal extraction of the connected components. The connected part process will produce tubelets for all pixels linked to spatially and temporally. A multi-label prediction network is used to classify the actions present within each tubelet. Since actors can perform multiple activities simultaneously, a multi-label prediction network was used to classify the actions present within each tubelet. They used 3DResNet designed by Hara et al. [29] pre-trained weights on Kinetics dataset for action classification. The final layer of a model is modified to have a C+1 dimensional output, where C is the number of action classes, and the extra output is for the background class.

**Merging tubelets:** They proposed the Tubelet-Merge Action-Split algorithm (TMAS) to fuse tubelets and receive the final action tubes. The TMAS system first combined the tubelets into action-agnostic tubes of differing lengths; then split these action-agnostic tubes into a collection of action-specific tubes containing the Spatio-temporal localization for the various video activities [62].
5 Conclusion

Detection of activity in surveillance videos is challenging due to the multiple factors such as a large field of vision, multiple activity presence, differing sizes and perspectives, and untrimmed nature of the videos. Most of the existing action classifiers expect short trimmed videos, but that is impractical in real-world security videos to recognize the action. For reliable recognition, it is important to determine the temporal extent of the actions. One of the most significant characteristics of real-world videos is that several events may take place within the same frame, which creates a challenge in action detection. To solve this problem, most studies on detection of spatial actions use a regional proposal network to detect multiple objects in each frame, then momentarily combine them to produce tubeless activity. However, this strategy is computationally expensive as the number of proposals grows, making it ineffective for real-time approaches.

K. Hou et al. [34] demonstrated that a 3D CNN network could predict frame-wise background-foreground segmentation maps and extrapolate action tubes with high accuracy. Utilizing 3D ConvNet enables the model to simultaneously extract both spatial and temporal features, more than ten times faster than two-stream models, even if they lose some accuracy [16, 22, 68, 78, 86]. Most successful TREC Vid-ActEV systems use 3D-CNN networks to extract video features and classification sections. Faster R-CNN, or a modification of Faster R-CNN, has been used on the part of the system in a few recent works and demonstrated competitive performance in event detection.

Spatio-temporal action detection in untrimmed videos requires a system that can perform well in real-time [62]. Some teams suggested a two-stage activity detection system. In the first stage, they preprocessed the videos to generate event proposals and localize activity candidates spatially and temporally. They extracted features and performed temporal classification to generate the activity detection outputs for the second stage. There was two option for action localization model: pixel-level action localization and frame-based object detectors. Mostly used Frame-level object detection which has two main issues: 1) The independent processing of each frame involves significant amounts of computing, which decreases the overall system speed and contributes to temporarily inconsistent detections between neighboring frames, and 2) it detects all objects inside the frame, even those that do not perform actions. Of the systems offered, only one uses pixel-level action localization object detector [62].

In this study, we review different models that perform best in the TREC Vid-SED and TREC Vid- ActEV competition based on the evaluation metrics identified. Each system component is explained, and the steps of each component are described to get a deep understanding of the existing systems (Tables 8, and 9).
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