Continuous symmetry breaking in a two-dimensional Rydberg array
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Spontaneous symmetry breaking underlies much of our classification of phases of matter and their associated transitions. The nature of the underlying symmetry being broken determines many of the qualitative properties of the phase; this is illustrated by the case of discrete versus continuous symmetry breaking. In contrast to the discrete case, the breaking of a continuous symmetry leads to the emergence of gapless Goldstone modes controlling, for instance, the thermodynamic stability of the ordered phase. Here, we realize a two-dimensional dipolar XY model that shows a continuous spin-rotational symmetry using a programmable Rydberg quantum simulator. We demonstrate the adiabatic preparation of correlated low-temperature states of both the XY ferromagnet and the XY antiferromagnet. In the ferromagnetic case, we characterize the presence of a long-range XY order, a feature prohibited in the absence of long-range dipolar interaction. Our exploration of the many-body physics of XY interactions complements recent works using the Rydberg-blockade mechanism to realize Ising-type interactions showing discrete spin rotation symmetry.

Constraints on when and how symmetries can be broken can be broken in many-particle systems abound. For example, long-wavelength fluctuations preclude the breaking of continuous symmetries in low-dimensional systems with short-range interactions. The presence of long-range interactions qualitatively alters this picture. On the one hand, they can stabilize certain forms of finite-temperature order, which would otherwise be forbidden. On the other hand, they can also lead to frustration in which interactions compete with one another, preventing the formation of order. Even when order persists in both the short- and long-range cases, the nature of this order, including the dispersion of excitations or the decay of correlation functions, can be fundamentally distinct.

Synthetic quantum systems are ideally suited to study these features. Whereas ultra-cold atoms in optical lattices have investigated continuous symmetry breaking with contact interaction, dipolar molecules in lattices or trapped ions are promising platforms to realize the long-range case. Here, we use a Rydberg quantum simulator to realize a long-range interacting, two-dimensional XY spin system with either ferromagnetic (FM) or antiferromagnetic (AFM) couplings. We arrange up to \(N=100\) dipolar interacting Rydberg atoms into a defect-free square lattice, so that the many-body ground state in either the FM or AFM case is in a continuous symmetry-breaking phase characterized by off-diagonal long-range order (LRO). For the dipolar XY FM, theory predicts that this continuous symmetry-breaking order persists in the presence of thermal fluctuations. On the contrary, dipolar interactions are insufficient to stabilize finite temperature LRO in the antiferromagnet. Rather, one expects power-law decaying, algebraic LRO due to Berezinskii–Kosterlitz–Thouless (BKT) physics.

Our main results are threefold. First, leveraging single-site addressing, we adiabatically prepare correlated low-temperature states of both the XY FM and the XY AFM starting from a classical staggered spin configuration. Second, we characterize the prepared states by measuring the full spatial profile of correlation functions. In the ferromagnet, the system shows correlations consistent with the presence of true LRO: a feature prohibited in conventional short-range-interacting, two-dimensional magnets. Meanwhile, in the antiferromagnet, correlations vanish at long distances, consistent with the decay expected from algebraic LRO. We also show that the states produced are not classical FM or AFM. Third, by introducing a partial quench into the adiabatic ramp, we study the robustness of the magnetic order with respect to an excess energy akin to an effective temperature. This allows us to probe the phase diagram of the dipolar XY model.

The experimental setup (Fig. 1a) consists of a two-dimensional square lattice of \(^{87}\)Rb atoms trapped in an optical tweezer array. We encode an effective spin-1/2 in a pair of opposite-parity Rydberg states, \(\{\uparrow\}\) = \(|60S_{1/2}\rangle\) and \(\{\downarrow\}\) = \(|60P_{1/2}\rangle\). Resonant dipole–dipole interactions between the spins naturally realize the dipolar XY model.
Fig. 1 | Dipolar XY model in a Rydberg quantum simulator and experimental phase diagram. a. Schematic depicting the long range dipolar XY model. An effective spin is encoded in a pair of Rydberg states that exhibit dipolar flip-flop interactions. b. A spatially dependent light shift is used to prepare the system in a Néel spin configuration. c. The amplitude $\delta_\alpha$ of the light shift is decreased as a function of time to a final value, $\delta_f$. To study the robustness of the magnetic order with respect to an excess energy, we introduce a diabatic quench of magnitude $\delta_q$. d. Energy spectrum of $H_{\text{tot}}$ as a function of $\delta_q$. e. FM phase diagram depicting the magnetization squared as a function of the final staggered field strength, $\delta_f$ and the diabatic quench magnitude, $\delta_q$. Symmetry breaking is expected in a lobe about $(\delta_f=0, \delta_q=0)$ and is destroyed by either quantum ($\delta_\alpha$) or thermal ($\delta_f$) fluctuations. On a $6 \times 7$ system, a crossover between ordered and disordered behaviour is observed. f. Analogous phase diagram for the antiferromagnet. Note that at finite temperature, only algebraic LRO is expected.

$$H_{XY} = \frac{J}{2} \sum_{\langle ij \rangle} \left( \sigma_i^x \sigma_j^x + \sigma_i^y \sigma_j^y \right),$$

where $\sigma_i^\alpha$ are Pauli matrices, $r_{ij}$ is the distance between spins $i$ and $j$, $J/\hbar = 0.77$ MHz is the dipolar interaction strength and $x = 12.5$ $\mu$m is the lattice spacing; here, the quantization axis is defined by an external magnetic field perpendicular to the lattice plane, which ensures that the dipolar interactions are isotropic. The Hamiltonian shows a continuous $U(1)$ symmetry corresponding to the conservation of total $z$ magnetization, $M^z = \sum_i \sigma_i^z$ (Methods and Extended Data Fig. 1).

The starting point of our experiments is a classical Néel spin configuration, that is, a staggered arrangement of spins $|\downarrow\rangle$ and $|\uparrow\rangle$ with $M^z = 0$, prepared in the following way (Methods): after initializing all the atoms in $|\uparrow\rangle$, we apply focused laser beams to produce spatially dependent light shifts, implementing the Hamiltonian $H_{L} = \hbar \delta_\alpha \sum_i n_i$. The $n_i$ form a staggered pattern with $n_i = 0$ on the A sublattice and $n_i = (1 + \sigma_i^z)/2$ on the B sublattice (Fig. 1b). We then sweep a global microwave pulse across the resonance of the atoms in the A sublattice that flips their spin to $|\downarrow\rangle$. This leads to the Néel configuration, which is a good approximation of the ground state (for $\delta > 0$) or highest excited state (for $\delta < 0$) of the total Hamiltonian $H_{\text{tot}} = H_{XY} + H_{L}$ for $\hbar |\delta| > |J|$.

Starting from this configuration, we dynamically prepare highly correlated, quantum many-body states by ramping down as a function of time the laser field producing the staggered light shifts, either abruptly or adiabatically (Fig. 1c) (for a discussion of an alternative preparation approach, see Methods and Extended Data Fig. 5). In the adiabatic case, for $\delta(t) > 0$, the ramp connects the Néel configuration
to the low-temperature FM states of $H_{XY}$, as shown in Fig. 1d. Meanwhile, for $\delta(t) < 0$, the adiabatic ramp prepares negative-temperature states of $H_{XY}$ or equivalently, low-temperature AFM states of $-H_{XY}$ (Fig. 1d)\cite{44}. In the thermodynamic limit of both cases, a quantum phase transition (QPT) is expected to occur at some critical $\delta_c^{\text{FM/AFM}}$, between the Néel configuration and the XY order (Methods and Extended Data Fig. 4).

To investigate the XY ferromagnet, we begin with a $6 \times 7$ lattice and use an exponential ramp profile, $\delta(t) = \delta_0 e^{-t/\tau}$, with $\delta_0 = 2\pi \times 15 \text{ MHz}$ and $\tau = 0.3 \mu$s. As depicted in Fig. 2a, for both sublattices, the on-site $z$ magnetization, $\sum_{iA/B} \langle \sigma_i^z \rangle \equiv \langle d^y \rangle$, obtained by averaging over many realizations of the experiment, decreases towards zero, with a residual late-time offset arising from experimental imperfections (Methods). This is consistent with the XY ferromagnet, which orders in the equatorial plane, but by itself, is insufficient to diagnose the phase. Indeed, quenching the staggered light shifts (in less than 100 ns) leads to a near infinite temperature state, which also shows a magnetization that rapidly relaxes to zero (lighter curves, Fig. 2a).

The key characteristic of the XY ferromagnet is only revealed upon measuring the correlation function, $C^{\text{FM}}_{ij} = \langle \sigma_i^z \sigma_j^z \rangle - \langle \sigma_i^z \rangle \langle \sigma_j^z \rangle$ (Methods). For the quenched state, the correlation functions remain near zero for all times, consistent with high-temperature behaviour (lighter curves, Fig. 2b). The dynamics of the adiabatic protocol are markedly distinct: both nearest-neighbour and next-nearest-neighbour correlations grow to a stable non-zero value at late times, indicative of order\cite{15}.

By switching the sign of $\delta_0$, we also investigate the XY antiferromagnet. Both the $z$ magnetization (Fig. 2d) and the correlation functions (Fig. 2e) show qualitatively similar dynamics to the FM case. One notable difference is that $C^\text{AFM} < 0$ for nearest-neighbour correlations, indicating that neighbouring spins have anti-aligned.

A few remarks are in order. First, to explore the adiabaticity of our protocol, we vary the time-constant of the exponential ramp. As shown in the insets of Figs. 2b,e, the dynamics of the correlation function agree between $\tau = 0.15$ and $\tau = 0.3 \mu$s, indicating that diabatic errors are not a limiting factor. We confirm this by numerical simulation of the many-body dynamics (Methods and Extended Data Fig. 7). Second, whereas the long-range tail of the dipolar interaction reinforces the XY FM order, it is weakly frustrating for the AFM\cite{15}. As a consequence, the phase transition between the Néel configuration and the XY AFM is expected to occur at a smaller value of the staggered light shift as compared to the XY FM, that is, $|\delta_c^{\text{AFM}}| < |\delta_c^{\text{FM}}|$ (Methods). This is indeed borne out by the data in which we observe that the magnetization decays to zero faster as a function of $\delta$ for the AFM case than for the FM.

Third, we increase the system size to a $10 \times 10$ lattice and perform the analogous adiabatic preparation protocols. We find the same behaviour for all observables (insets, Fig. 2a,d), indicating that our results are robust to finite-size effects\cite{46}. Finally, we observe that at the latest times, the correlations in both the FM and AFM cases show a slow decay; we conjecture that this decay arises from a combination of residual atomic

**Fig. 2 | Adiabatic preparation of dipolar XY ferro- and antiferromagnets.**
a. Sublattice-resolved magnetization ($\sigma_i^x$) as the staggered field $\delta(t)$ is reduced. At $t = 0$, the state is prepared in a classical Néel state along the $z$ axis, as indicated by the opposing magnetization of atoms in the A (red) and B (blue) sublattices. As the staggered field $\delta(t)$ is turned off, either adiabatically or by means of a sudden quench, the Néel magnetization decays towards zero. Inset: comparison by the opposing magnetization of atoms in the A (red) and B (blue) sublattices. At configuration and the XY order (Methods and Extended Data Fig. 4).

b. The formation of a low-energy XY ferromagnet is detected by the in-plane two-point correlation function, $C^{\text{FM}}_{ij}$. Data are shown for $\delta_c^{\text{FM}}$ averaged over either nearest or next-nearest pairs. The sudden quench produces more energy that destroys the XY order and leads to correlations near zero. Inset: nearest and next-nearest correlations for two different adiabatic ramp rates. c. The $xy$ correlations as a function of displacement, $C^{\text{AFM}}_{ij} = \langle \sigma_i^x \sigma_j^y \rangle$, measured at time $t = 2 \mu$s (with $d_x$ and $d_y$ in units of lattice spacing). d. $f$. Analogous results to a–c, respectively, for the AFM case. Crucially (e,f), we observe staggered correlations.
motion and the finite lifetime of the Rydberg states (more details are in Methods).

Our measurements of the local correlations suggest we have dynamically prepared low-temperature states of the XY FM and AFM, but are these states truly long-range ordered? To investigate this, we measure the long-distance spin-spin correlations of the system after adiabatic preparation. In Fig. 2c,f (6 × 7) and Fig. 3a (10 × 10) we show the correlations as a function of the displacement $d$, averaging over initial positions: $C_x(d) = \langle C_x(r, d_r) \rangle$. The FM correlations are of constant sign and seem to plateau at large distances, indicative of LRO, whereas the AFM correlations are staggered and show a decay. For a more quantitative assessment, we focus on the 10 × 10 array and plot $C_x(d)$, averaging over displacements of the same distance $d = |d|$. In the XY AFM, correlations decay to zero at large distances, indicating the absence of LRO. By contrast, the XY FM indeed shows a plateau, $C_x = 0.13$, which establishes it as a magnetically ordered state with an effective magnetization density $m_{\text{eff}} \equiv \sqrt{2C_x} = 0.51$ (Methods).

For further insight, in Fig. 3b we compare the measured $C_x(d)$ against the exact ground-state prediction obtained from density matrix renormalization group (DMRG) calculations (Methods). In the DMRG ground state, $C_x(d)$ does plateau in the FM, but slowly decays in the AFM due to finite-size effects; in the thermodynamic limit, both the FM and AFM ground states are expected to be long-range ordered at zero temperature. The qualitative structure of the measured $C_x(d)$ (for example, sign structure in the AFM case) is consistent with theory, but the experimental correlations are weaker. Several effects could contribute to this. For example, the finite fidelity of the initial Néel state introduces an entropy density (that is, an effective finite temperature). This is especially destructive to the AFM, for which finite-temperature LRO is forbidden, in agreement with our observation. Other experimental imperfections including read-out errors are discussed in the Methods; including these errors in our numerical simulations leads to excellent agreement with the data for the 6 × 7 lattice (Methods and Extended Data Fig. 6). However, we also observe that running the adiabatic preparation protocol to longer timescales leads to extra decoherence that adversely affects the FM magnetization plateau in a non-trivial fashion; in particular, correlations at the largest distances begin to decay before their shorter-distance counterparts (Methods and Extended Data Fig. 3).

As a final characterization of the prepared states, we investigate whether each realization of the experiment produces a classical magnet pointing in a random direction $\theta$ in the xy plane or a genuinely quantum many-body state (Methods). To do so, we analyse the statistical distribution of $M$, which is conserved during the adiabatic ramp. For a classical FM or AFM, each spin, aligned or anti-aligned along $\theta$, is an equal superposition of $|\uparrow\rangle$ and $|\downarrow\rangle$, so that $M$ follows a binomial distribution. By contrast, the ground state of $H_\text{sp}$ is an eigenstate of $M$, and its variance should be zero. Figure 4a,b shows experimental histograms of the z magnetization at $\tau = 2 \mu$s for the FM and AFM. Figure 4c presents the variance for various times $t$. We find that the states have a variance smaller than that of a binomial distribution, indicating that we do not prepare classical magnets. In fact, the measured non-zero variances can be fully explained by the state preparation and measurement (SPAM) errors applied to the ideal distribution (Methods, Extended Data Fig. 2, and Extended Data Table 1). We have also checked the rotation invariance of the state around $\theta$ by measuring the magnetization along $\theta$ and finding the same as along $x$. Altogether, our measurements suggest a state that is a coherent quantum superposition over a continuous family of classical configurations (Methods). For such a state, the defining signature of continuous symmetry-breaking order is a long-distance plateau in the correlation function $C_x(d)$, as we observed in the XY FM.

As mentioned earlier, the LRO observed in the FM case should persist at finite temperature. We therefore investigate the stability of the
prepared magnetic orders as a function of an effective temperature. To do so, we insert a partial quench of amplitude \( \delta \), into the ramp, followed by an equilibration time of at least 1 \( \mu s \) at a final value \( \delta_f \) of the staggered field (Fig. 1d); the variable quench introduces excess energy into the system, and we observe a relaxation of the magnetization and correlations during the equilibration time. We will use the amplitude of the quench, \( \delta \), as a proxy for the final effective temperature (Methods and Extended Data Fig. 8). After each \( \delta \), \( \delta_f \) ramp, we measure the in-plane magnetization squared, \( m_{XY}^2 = \sum_{ij} (\pm \varepsilon)^2 C_{ij}^2 / N^2 \) and construct the phase diagram shown in Fig. 1e, starting with the ferromagnet, for small values of \( \delta \) and \( \delta_f \) (corresponding to low effective temperatures), the magnetization per site is of \( O(1) \), consistent with the ordered phase (Fig. 1e). As either \( \delta \) or \( \delta_f \) increases, the magnetization density decreases towards zero indicating melting into a disordered phase. This is consistent with theoretical expectations, where \( \delta \) drives the transition through thermal fluctuations\(^{27,29}\), while \( \delta_f \) tunes across the QPT. We perform the same analysis for the antiferromagnet (Fig. 1f). Compared to the XY ferromagnet, we find that a much smaller region of the \( \{ \delta, \delta_f \} \) phase space shows significant AFM correlations, consistent with the frustration induced by the long-range interactions that destabilizes the phase.

Looking forwards, our work opens the door to several future directions. First, it would be interesting to investigate the nature of the phase transition between the disordered and XY-ordered phases; this will require overcoming several technical challenges including scaling to larger system sizes. Second, the ability to directly prepare low-temperature states in different \( M \) magnetization sectors suggests the possibility of directly observing the so-called Anderson tower of states, which underlies continuous symmetry breaking in finite quantum systems\(^{16,18}\), the structure of these states has led to recent predictions for scalable spin squeezing by quenching in the FM XY phase\(^{18}\). Finally, combining optical tweezer geometries that show frustration (such as triangular or kagome lattices) with AFM interactions leads to a rich landscape for exploring frustrated magnetism and spin liquid physics\(^{18,19}\).
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**Methods**

**Experimental methods**

The realization of the dipolar XY model relies on our $^{87}\text{Rb}$ Rydberg-atom tweezer array setup, described in previous works.$^{8,33,34}$ The pseudo-spin states are $|\uparrow\rangle = |60S_{1/2}, m_s = 1/2\rangle$ and $|\downarrow\rangle = |60P_{1/2}, m_s = -1/2\rangle$. We manipulate them using resonant microwaves at 16.7 GHz. A $\approx$ 50 Gauss magnetic field, perpendicular to the array, defines the quantization axis (Extended Data Fig. 1a) and shifts away the irrelevant Zeeman states of the $60S_{1/2}$ and $60P_{1/2}$ manifolds.

**Addressability in the tweezer array.** The addressing laser pattern used to prepare the initial classical Néel configuration is generated by a $1.013$ nm laser beam detuned from the transition between the intermediate state $6P_{1/2}$ and $|\uparrow\rangle$ (Extended Data Fig. 1b). The sign of the detuning sets the one of the light shift: in the FM (respectively AFM) case, the frequency of the addressing laser is tuned below (resp. above) the resonance by roughly 250 MHz.

We use a dedicated spatial light modulator to produce the pattern of addressing beams. Each beam is focused on a 1/4ε radius of about 1.5 μm, for a typical power of 60 mW. We measure the light shift for each addressed atom by microwave spectroscopy on the $|\uparrow\rangle - |\downarrow\rangle$ transition. The average light shift is $|\delta| = 2n \times 15$ MHz over the 42-atom array (21 addressed atoms), and $|\delta| = 2n \times 9$ MHz over the 100-atom array (50 addressed atoms). These values are dictated by available laser power. For both arrays, the rms dispersion of $\delta_n$ across the addressing beams is 2.4%.

**Experimental sequence.** The experimental sequence is shown in Extended Data Fig. 1. After assembling the array$^{8}$ we use Raman sideband cooling along the radial directions of the tweezers, and reach a temperature of 10 μK. We then optically pump the atoms in $|g\rangle = |S_{1/2}, F = 2, m_s = 2\rangle$ before adiabatically ramping down the tweezer depth by a factor of roughly 40. Following this, we switch off the tweezers, and excite the atoms to $|\uparrow\rangle$ using a two-photon stimulated Raman adiabatic passage (STIRAP) with 421 and 1.013 nm lasers (roughly 2 μs duration).

To generate the classical Néel configuration along $\bf z$, we first transfer all the atoms from $|\uparrow\rangle$ to $|\downarrow\rangle$ using a 54 ns microwave $\pi$ pulse. Subsequently, the addressing beams are applied to the atoms in sublattice B. We then transfer the atoms A from $|\downarrow\rangle$ back to $|\uparrow\rangle$ by an adiabatic microwave sweep while the atoms B remain in $|\downarrow\rangle$, as illustrated in Extended Data Fig. 1b. In this procedure, exciting first the atoms in $|\downarrow\rangle$ has the advantage of minimizing the depumping of the $|\uparrow\rangle$ atoms by the addressing light (Decoherence during the adiabatic ramp). An example of perfect Néel configuration obtained at the end of the preparation is shown in Extended Data Fig. 1c.

The experimental sequence (including the detection part detailed in the next section) is repeated typically over 1,000 defect-free assembled arrays. This allows us to calibrate the magnetization and the spin correlations by averaging over these realizations.

**State detection procedure.** At the end of the sequence, we read out the state of each atom in the natural $z$ basis. To do so, we de-excite the atoms from $|\uparrow\rangle$ to the $S_{1/2}$ manifold where they are recaptured in the tweezers and imaged. Thus, the $|\uparrow\rangle$ (resp. $|\downarrow\rangle$) state is mapped to the presence (resp. absence) of the corresponding atom. To avoid the detrimental effects of the $|\uparrow\rangle - |\downarrow\rangle$ interaction-induced dynamics during the deexcitation, we freeze out the system by shelving the $|\downarrow\rangle$ atoms to $|D\rangle = |9D_{3/2}, m_s = -1/2\rangle$ where they hardly interact with the ones in $|\uparrow\rangle$. This is achieved by using a 48 ns microwave $\pi$ pulse at 10.6 GHz. The subsequent deexcitation is performed by applying a 2.5 μs light pulse resonant with the transition between $|\uparrow\rangle$ and the short-lived intermediate state $6P_{3/2}$ from which the atoms decay back to $S_{3/2}$. Furthermore, when we want to measure the spins along $\bf x$ we rotate them by applying a 27 ns microwave $\pi/2$-pulse on the $|\uparrow\rangle - |\downarrow\rangle$ transition before the detection. However, this procedure is efficient only for light shifts $|\delta(t)|$ much smaller than the microwave Rabi frequency, which is, for times larger than roughly 0.5 μs during an adiabatic preparation.

**Experimental imperfections**

The sequences described above are affected by experimental imperfections. As taking all of them into account is intractable, we estimate here the effect of the main imperfections on the quantities we measure. We first analyse the SPAM errors and then discuss decoherence in the system.

**SPAM errors.** To estimate the SPAM errors, we break down the sequence into a series of steps $i$, each having a small but finite failure probability $\eta_i$. In the following, we keep only the contributions of imperfections to first order in the $\eta_i$.

As an example, we show in Extended Data Fig. 2 the discretized sequence corresponding to the preparation and measurement of the classical Néel configuration (corresponding to the time $t = 0$ in Fig. 2a). Extended Data Table 1 gives the corresponding values of the probabilities $\eta_i$ for 42 atoms, that are either inferred from a series of dedicated experiments or estimated from numerical simulations. The table also mentions the physical origin of these imperfections.

For atoms in sublattice A (non-addressed), the error tree leads to the probability of detecting the atoms at the end of the sequence, which reads (to first order):

$$P_A^z = 1 - \eta_{MW} - \eta_A - \eta_{dx} - \epsilon.$$

Similarly, the calculation for sublattice B (addressed atoms) yields:

$$P_B^z = \eta_{STIRAP} + \eta_B + \epsilon'.$$

Using the values reported in Extended Data Table 1, we obtain $P_A^z = 0.90$, $P_B^z = 0.15$. From these probabilities, we compute an initial magnetization along $\bf z$, $m_z = 2P_A^z - 1 = 0.8$ and $m_z = 2P_B^z - 1 = -0.70$. We checked that these values agree with measured magnetizations at $t = 0$, which are used as a calibration of the errors, for both the FM and the AFM (Fig. 2a,d). Finally, the error tree allows us to infer the probability of successful initial preparation per spin. We find 0.87 for the atoms in sublattice A and 0.92 for the ones in B. Using the preparation part of the error tree (Extended Data Fig. 2), we find $1 - \eta_{STIRAP} - \eta_{MW} - \eta_A = 0.89$ for the atoms in sublattice A and $1 - \eta_{STIRAP} - \eta_{MW} - \eta_B = 0.88$ for the ones in B. These values are very similar to the ones including detection errors, indicating that this experiment is dominated by preparation errors.

**Decoherence during the adiabatic ramp.** Besides the SPAM errors described previously, further imperfections lead to decoherence.

First, we focus on the long-time behaviour of the magnetizations for the $10 \times 10$ arrays. In Fig. 2a, one observes that, in the FM case, the $z$ magnetizations of sublattices A and B do not vanish at late times, but reach a constant finite value of a few percent. By contrast, this does not occur in the AFM case (Fig. 2d). We qualitatively explain this effect by the following observations. First, because of off-resonant scattering by the addressing beam, atoms in $|\uparrow\rangle$ are slowly depumped to the ground state $|g\rangle$; we have measured the effective lifetime of an addressed $|\uparrow\rangle$ atom to be around 4 μs, whether the light shift is $2n \times 15$ or $2n \times 15$ MHz (so that this alone, cannot explain the difference between the FM and AFM cases). However, during our adiabatic ramp down of light-shift $\delta(t)$, the addressed atoms are initially in $|\downarrow\rangle$ (and thus cannot be depumped). Depumping sets in only when the system enters the ordered phase, where an addressed atom has a significant probability of being in $|\uparrow\rangle$. As $\delta_{AFM} < \delta_{FM}$, the addressing beam intensity (and thus the depumping rate) is at this stage much smaller for the AFM case than for the FM case, and thus has a negligible effect in the former case.
are the ladder operators for spin-1/2. This operator is generated by the total magnetization, $\mathbf{M} = \sum_i \mathbf{S}_i$, and represents the Lie group $U(1) \cong SO(2)$. Furthermore, $H_{XY}$ is invariant under the $\mathbb{Z}_2$ Ising symmetry, $\alpha_1: (\sigma^x, \sigma^y, \sigma^z) \rightarrow (\sigma^x, -\sigma^y, -\sigma^z)$, as well as any spatial symmetries of the lattice, such as translation or rotation. This model is also time-reversal-symmetric, as represented by the anti-unitary operator $T = -\mathbf{C}$, where $\mathbf{C}$ applies complex conjugation. Here $T$ differs from the usual $SU(2)$ time-reversal symmetry, which applies to the unitary spin rotation $U(\theta) = \exp(-i\theta\mathbf{S}/2)$ in addition to $\mathbf{C}$. Our atypical choice of $T = -\mathbf{C}$ allows it to remain a symmetry in the presence of the on-site perturbation, $H_2$.

In a finite, closed quantum system, all eigenstates $|\psi_n\rangle$ of $H_{XY}$ can be chosen to be simultaneous eigenstates of all of these symmetry operators. In particular, they are eigenstates of the total magnetization, $\mathbf{M} = \sum_i \mathbf{S}_i$, and so can be collected into magnetization sectors, conventionally labelled by $S^z = \mathbf{M}_z/2$. As a consequence, all $M^z$-non-conserving operators such as $\sigma_i^x$ and $\sigma_i^y$ have identically vanishing expectation values, $\langle \sigma_i^x \rangle = \langle \sigma_i^y \rangle = 0$, in any energy eigenstate $|\psi_n\rangle$ or in any superposition of eigenstates within the same magnetization sector.

In the experiment, systematic errors in the measurement process lead to a small, non-zero $\langle \sigma_i^y \rangle \neq 0$. This value is not a consequence of the physics we are interested in. When analysing the experimental data, we thus choose to nullify any single-spin contributions by using the connected correlator,

$$C_{ij} = \langle \sigma_i^x \sigma_j^x \rangle - \langle \sigma_i^y \rangle \langle \sigma_j^y \rangle$$

In the special case of $M^z$ eigenstates with $\langle \sigma^z \rangle = 0$, $C_{ij} = \langle \sigma_i^x \sigma_j^x \rangle$. This correlation function is not generically zero. If $|C_{ij}|$ approaches a constant $C_\infty > 0$ for distantly separated spins $i, j$, then the corresponding state is said to possess long-range XY order or off-diagonal LRO. Such LRO is the defining feature of continuous symmetry breaking in finite quantum systems.

Rather than the long-distance plateau, an equally good order parameter for $U(1)$ symmetry breaking is given by the in-plane magnetization squared

$$m_{\text{FM/AFM}}^2 = \frac{1}{N} \sum_{ij} (\pm 1)^{j-i} \sigma_i^x \sigma_j^x$$

where $a$ is the lattice spacing, and the sign is taken +1 for $m_{\text{FM}}^2$, and −1 for $m_{\text{AFM}}^2$. In the $N \rightarrow \infty$ limit, any state with a correlation plateau $C_\infty > 0$ will also have a finite magnetization $m_{\text{FM/AFM}}^2$ and vice versa.

When continuous symmetry breaking occurs in the thermodynamic limit, then at finite size the lowest energy state in each $S^z$ sector will be approximately

**Symmetries, magnetization sectors and order.** As emphasized in the main text, $H_{XY}$ possesses the continuous symmetry: $U_1(\theta)H_{XY}U_1(\theta) = H_{XY}$ with

$$U_1(\theta) = \exp\left( -i \sum_j \theta S_j^z / \hbar \right) = \exp\left( -i \theta M^z / 2 \right)$$

This operator is generated by the total magnetization, $\mathbf{M} = \sum_i \mathbf{S}_i$, and represents the Lie group $U(1) \cong SO(2)$. Furthermore, $H_{XY}$ is invariant under the $\mathbb{Z}_2$ Ising symmetry, $\alpha_1: (\sigma^x, \sigma^y, \sigma^z) \rightarrow (\sigma^x, -\sigma^y, -\sigma^z)$, as well as any spatial symmetries of the lattice, such as translation or rotation. This model is also time-reversal-symmetric, as represented by the anti-unitary operator $T = -\mathbf{C}$, where $\mathbf{C}$ applies complex conjugation. Here $T$ differs from the usual $SU(2)$ time-reversal symmetry, which applies to the unitary spin rotation $U(\theta) = \exp(-i\theta\mathbf{S}/2)$ in addition to $\mathbf{C}$. Our atypical choice of $T = -\mathbf{C}$ allows it to remain a symmetry in the presence of the on-site perturbation, $H_2$.

In a finite, closed quantum system, all eigenstates $|\psi_n\rangle$ of $H_{XY}$ can be chosen to be simultaneous eigenstates of all of these symmetry operators. In particular, they are eigenstates of the total magnetization, $\mathbf{M} = \sum_i \mathbf{S}_i$, and so can be collected into magnetization sectors, conventionally labelled by $S^z = \mathbf{M}_z/2$. As a consequence, all $M^z$-non-conserving operators such as $\sigma_i^x$ and $\sigma_i^y$ have identically vanishing expectation values, $\langle \sigma_i^x \rangle = \langle \sigma_i^y \rangle = 0$, in any energy eigenstate $|\psi_n\rangle$ or in any superposition of eigenstates within the same magnetization sector.

In the experiment, systematic errors in the measurement process lead to a small, non-zero $\langle \sigma_i^y \rangle \neq 0$. This value is not a consequence of the physics we are interested in. When analysing the experimental data, we thus choose to nullify any single-spin contributions by using the connected correlator,

$$C_{ij} = \langle \sigma_i^x \sigma_j^x \rangle - \langle \sigma_i^y \rangle \langle \sigma_j^y \rangle$$

In the special case of $M^z$ eigenstates with $\langle \sigma^z \rangle = 0$, $C_{ij} = \langle \sigma_i^x \sigma_j^x \rangle$. This correlation function is not generically zero. If $|C_{ij}|$ approaches a constant $C_\infty > 0$ for distantly separated spins $i, j$, then the corresponding state is said to possess long-range XY order or off-diagonal LRO. Such LRO is the defining feature of continuous symmetry breaking in finite quantum systems.

Rather than the long-distance plateau, an equally good order parameter for $U(1)$ symmetry breaking is given by the in-plane magnetization squared

$$m_{\text{FM/AFM}}^2 = \frac{1}{N} \sum_{ij} (\pm 1)^{j-i} \sigma_i^x \sigma_j^x$$

where $a$ is the lattice spacing, and the sign is taken +1 for $m_{\text{FM}}^2$, and −1 for $m_{\text{AFM}}^2$. In the $N \rightarrow \infty$ limit, any state with a correlation plateau $C_\infty > 0$ will also have a finite magnetization $m_{\text{FM/AFM}}^2$ and vice versa.

When continuous symmetry breaking occurs in the thermodynamic limit, then at finite size the lowest energy state in each $S^z$ sector will be approximately.
\[ \langle \sigma^z \rangle = \frac{1}{N} \sum_{i=1}^{N} \langle \sigma^z_i \rangle \]

where \( \langle \sigma^z \rangle \) is the classical, symmetry-breaking product state where each spin points at angle \( \theta \) or \(-\theta\) in the xy plane, \( s \) is an integer specifying the \( S \) sector, and \( N \) is a normalization factor. Known either as the Anderson tower or Dicke states, \( |F_x\rangle \) are angular momentum eigenstates of an emergent rigid rotor degree of freedom describing the collective orientation of all the spins in the system. For the ideal true ground states in each \( S \) sector are also dressed by quantum spin-wave fluctuations, which weaken the magnetic order. For the ideal case of a uniform superposition over fully spin-polarized states \( \langle \sigma^z \rangle \), the correlations in \( |F_x\rangle \) lead to \( C = m^2 - 0.5 \), plus \( 1/N \) corrections. The effective in-plane magnetization of a \( U(1) \)-symmetric state should thus be identified as \( m_{\text{eff}} = \sqrt{2} C \). That is, if one were to add a small symmetry-breaking field, then the corresponding non-symmetric ground state would have an average magnetization \( \langle \sigma^z \rangle = m_{\text{eff}} \).

**DMRG calculations.** For a numerical investigation of the ground states, we apply the DMRG algorithm. We use the general matrix product state (MPS) framework implemented in the TensorNut library. Whereas MPS are best-representative of one-dimensional quantum systems, it is now routine to apply DMRG to two-dimensional models under certain geometric restrictions. We always work with charge-conserving tensors that respect the \( U(1) \) symmetry of the Hamiltonian.

To begin, we use DMRG to compute the ground state of \( H_{X} \) and \( H_{m} \) on \( L \times L \) square clusters with open boundary conditions, for \( L = 4, 6, 8 \) and 10. With all-to-all interactions included, we reliably obtain well-converged states at relatively low MPS bond dimensions, \( \chi \), as quantified by the truncation error of the discarded Schmidt states, \( \varepsilon_{\text{run}} \). The most difficult infinite system we study is \( H_{X}^{XY} \) on the 10 \( \times \) 10 lattice, for which \( \varepsilon_{\text{run}} \approx 10^{-3} \) at \( \chi = 2,048 \). All other cases achieve the same or better convergence by \( \chi = 1,024 \), or even \( \chi = 200 \) on the smaller systems.

All DMRG ground states feature the strong \( (\sigma^x \sigma^y) \) correlations expected in an XY LRO state. In Extended Data Fig. 4a, we show the real-space correlation profile \( C(d) \), which averages \( C_{ij} = (\sigma^x_i \sigma^x_j) \) over all spins \( l, j \) separated by a displacement vector \( d_r \), with length \( d \). The long-range interacting ferromagnet, \( H_{X}^{XY} \), shows a clear plateau in \( C(d) \) at long distances for all system sizes. Such a plateau is less apparent for \( H_{X}^{AFM} \) and \( H_{m} \) although for either model \( C(d) \) is still large at the longest distances. Furthermore, \( C(d) \) increases with \( L \) in both models, suggesting the spatial decay of \( C(d) \) is amplified by finite-size effects.

We also look for a finite squared magnetization, \( m_{\text{FM/AFM}}^{2} \). We plot the finite-size dependence of this quantity in Extended Data Fig. 4b, which is consistent with \( m_{\text{FM/AFM}}^{2} \geq 0 \) as \( L \to \infty \). To further test the effects of the long-range interactions, we introduce a cut-off radius \( R_{\text{max}} \), and only include interactions between spins \( l, j \) separated by distance \( d_{r} < R_{\text{max}} \). We find that ground-state properties converge quickly with respect to this approximation parameter; the long-range interactions do not induce a QPT in either model. In Extended Data Fig. 4c, we show the dependence of \( m_{\text{FM/AFM}}^{2} \) on \( R_{\text{max}} \), finding that, at fixed system size, it is not strongly dependent on \( R_{\text{max}} \). This is not too surprising; with the moderately fast \( 1/r^4 \) decay, the interaction strength beyond this point is on the order of 0.01J or less.

Overall, \( H_{X}^{XY} \) is clearly XY LRO, whereas \( H_{X}^{AFM} \) and \( H_{m} \) show stronger finite-size effects. Given that \( H_{m}^{Z} \) is rigorously known to be LRO in the thermodynamic limit, the similar behaviour observed for \( H_{X}^{AFM} \) is a strong indication that it is as well.

**Quantum phase diagram of \( H_{X} + H_{Z} \).** We now investigate the ground-state phase diagram in the presence of the externally applied light-shift \( \delta \), described by \( H_{Z} \) (equation (6)). This perturbation preserves the \( U(1) \) symmetry of \( H_{X} \), as well as the anti-unitary time-reversal symmetry. On the other hand, \( H_{Z} \) breaks the Ising symmetry \( \sigma^{z} \to -\sigma^{z} \), and reduces the spatial rotation and translation symmetries. For sufficiently large \( \delta \), the lowest energy state of \( H_{X} + H_{Z} \) has \( M \not= 0 \), but such states are dynamically decoupled from the \( S = 0 \) sector in which the adiabatic preparation protocol takes place. Henceforth, we always consider the ground states within the \( S = 0 \) sector, as these are the ones most relevant to the experiment.

Because the perturbation \( H_{Z} \) is \( U(1) \)-symmetric, the XY LRO phase of \( H_{X} \) may be stable to a sufficiently small staggered field. Microscopically, the dominant effect of a small \( \delta \) should be to slightly cant the spins towards the \( z \) axis. This will in turn modify the spin stiffness and the spin-wave velocity, but not destroy the underlying order. By contrast, when \( \delta \) is very large, the ground state must be a gapped, trivial paramagnet, in which \( (\sigma^x \sigma^y) \) correlations decay to zero at large distances.

Between these two limits, we expect a QPT at some critical value, \( \delta_{c} \), of the applied field. In a companion paper (M. Bintz et al., manuscript in preparation), we investigate this QPT in detail, finding that, in the thermodynamic limit, it is probably a continuous, second-order transition. For \( \delta_{c} \), the transition is in the three-dimensional XY universality class. For the \( 1/r^2 \) models, the standard theory expectation is that the AFM QPT is in the same universality class as the short-range model (that is, three-dimensional XY), whereas the FM QPT is in a different universality class with mean-field-like critical exponents.

Here, we focus our attention on the XY ordered phase for small \( \delta \) and a trivial paramagnet for large \( \delta \). Three features of this crossover are shown in Extended Data Fig. 4d-f.

First, in Extended Data Fig. 4d, we plot the staggered \( \sigma^{z} \) polarization,

\[ P_z = \frac{1}{N} \sum_{i=0}^{N} \langle \sigma^z_i \rangle - \frac{1}{N} \sum_{i=0}^{N} \langle \sigma^z_i \rangle \]

which measures the alignment with the staggered field \( H_{Z} \). For large \( \delta > \delta_{c} \), the ground state approaches the staggered product state used to initialize the adiabatic ramp in the experiment, and the polarization saturates to \( P_z = 1 \). For \( \delta < \delta_{c} \), the Ising symmetry of \( H_{X} \) which enforces \( \langle \sigma^z \rangle = 0 \). We emphasize that \( P_z = 0 \) is not a generic feature of the XY-ordered phase. Indeed, for small \( \delta < \delta_{c} \), the spins partially align with the applied field, yielding \( P_z > 0 \).

Extended Data Fig. 4e shows the complementary behaviour for the magnetization, \( m_{\text{FM/AFM}}^{2} \). At small \( \delta \), the field-induced canting of the spins towards the \( z \) axis causes \( m_{\text{FM/AFM}}^{2} \) to decrease proportionally to \( \delta^2 \). At large \( \delta \), the ground state approaches the \( (\sigma^x \sigma^y) \)-aligned product state, in which \( m_{\text{FM/AFM}}^{2} = 0 \). The magnetization changes most rapidly at the crossover, giving rise to the clear peaks in \( m_{\text{FM/AFM}}^{2} \) shown in Extended Data Fig. 4f. We take the centre of these peaks as our definition of the crossover point, \( \delta_{c}^{\text{FM/AFM}} \).

For the \( N = 42 \) cluster, the values are \( \delta_{c}^{\text{FM/AFM}} = 7.1(3), \delta_{c}^{\text{AFM}} = 0.8(1) \), and \( \delta_{c}^{\text{FM}} = 2.4(1) \). For the \( N = 100 \) cluster, we find \( \delta_{c}^{\text{FM/AFM}} = 9.5(3), \delta_{c}^{\text{AFM}} = 0.9(1) \) and \( \delta_{c}^{\text{FM}} = 2.5(9) \). As \( N \to \infty \), the smooth crossover is expected to sharpen into a bona fide QPT and \( m_{\text{FM/AFM}}^{2}(\delta) \) will be non-analytic at the critical point.

**Adiabatic preparation.** We now provide theoretical and numerical analyses of the adiabatic preparation protocol used in the experiment. As mentioned above, we study both the FM and AFM cases considering \( H_{X} = -H_{X}^{Z} \). Furthermore, for a time-reversal-symmetric Hamiltonian such as \( H = H_{X} + H_{Z} \), the dynamics under \( H(t) \) and \( -H(t) \) are identical (as long as the initial state is also time-reversal-symmetric). So for a finite-time (quasi-adiabatic) ramp, the diabatic errors incurred attempting to follow the topmost state of \( H_{X}^{Z} + H_{Z} \) are the same as for a ground-state protocol with \( H(t) = H_{X}^{Z} - H_{Z}(t) \).
Excitation gaps and an alternative protocol. The success of any finite-duration adiabatic protocol depends crucially on the low-energy spectrum of the system. In particular, as the smallest excitation gap encountered along the chosen path through parameter space decreases, the time required to obtain a final, high-fidelity ground state increases. To this end, we computed the minimal energy gaps, $\Delta_{\text{min}}$, using exact diagonalization on finite clusters with periodic boundary conditions.

In Extended Data Fig. 5a, we plot the instantaneous gap $\Delta_{\text{min}}$ of $H_{XY/AFM} + H_{\Omega}$ in the $S^z = 0$ sector, as a function of the light-shift $\hbar \delta / J$. We expect the gap for either case to be smallest near the QPT (Methods): for the FM, this dip is seen at $\hbar \delta / J \approx 12$, whereas in the AFM the gap is minimal when $\hbar \delta / J \leq 2$. The size of the minimal gaps decreases with increasing system size $N$ (darker colours), as one would expect at a QPT. However, we find the minimal finite-size gaps for the FM model are always larger than the ones for the AFM model. This indicates that for the dipolar XY model, the FM requires less total ramp time to prepare than the AFM.

Besides the staggered light-shift ramp demonstrated in the main text, one can conceive a different route for preparing XY-ordered states: tune down a spatially uniform field in the $x$ direction from large values $\hbar \Omega > J t$ to zero. This is similar to what is done in Rydberg quantum simulations of the two-dimensional Ising model$^{69,70}$, and was used in a previous experiment to prepare the topological ground state of a one-dimensional XY model$^{60}$. The corresponding Hamiltonian is $H_{XY}^{\text{AFM/FF}} + H_{\Omega}(t)$, with $H_{\Omega}(t) = \hbar \mathcal{J} \sum \sigma_i^z / 2$. Note that $M^F$ is no longer conserved in the presence of $H_{\Omega}$.

Extended Data Fig. 5b shows the smallest energy gap for this alternative protocol. The behaviour is very different from the one for the FM sweeps discussed above. For FM interactions, the gap does not show any local minimum and remains large until the end of the sweep, where it finally narrows. By contrast, the gap for the XY AFM is small in the whole region $\hbar \delta / J \lesssim 10$. On the basis of previous studies of the nearest-neighbour XY model$^{62,63}$, both of these results are probably a consequence of the expected phase diagram for $H_{XY}^{\text{AFM/MM}} + H_{\Omega}$, which we sketch in the inset of Extended Data Fig. 5d. For the XY FM, $H_{\Omega}$ is a relevant perturbation to the ordered phase: any non-zero $\Omega$ breaks the $U(1)$ symmetry and, in the thermodynamic limit, immediately destroys the LRO, resulting in a paramagnetic phase. The AFM is also XY-ordered only at the $U(1)$-symmetric point $\Omega = 0$, but a small $\Omega$ instead cant$s$ the AFM order towards the $y$ direction by a spin-flop process$^{61,62}$. The ground state is then still an antiferromagnet, but one ordered along the $y$ direction, that is, it spontaneously breaks the remaining $\mathbb{Z}_2$ symmetry $\sigma^y \rightarrow -\sigma^y$ of $H_{XY} + H_{\Omega}$. This canted antiferromagnet (CAF) is stable up to a critical value $\hbar \Omega_c / J$, where it finally undergoes a $2 \times 1D$ Ising QPT to the paramagnetic phase$^{62}$.

Comparing the gap landscapes in Extended Data Fig. 5a,b suggests that preparing the XY AFM requires less time when using $\delta$ sweeps instead of the $\Omega$ sweeps. To quantify this, we integrate the squared inverse gaps and define $S_\delta(\lambda) = \int_0^\lambda \frac{1}{\Delta_{\text{min}}(\lambda')} d\lambda'$ (13)

where $\lambda = \hbar \delta / J$ or $\hbar \Omega / J$ is the dimensionless parameter for either protocol. As one motivation for this quantity, we consider the fidelity susceptibility, $\chi_f$, which is the leading term in the expansion of the fidelity $F(\lambda, \lambda + \Delta \lambda) = \langle \psi_\lambda(\lambda) | \psi_\lambda(\lambda + \Delta \lambda) \rangle$ of the ground states $\{\psi_\lambda(\lambda)\}$ between two close points $\lambda$ and $\lambda + \Delta \lambda$ in parameter space$^{62,63}$.

$$F(\lambda + \Delta \lambda) = 1 - \frac{\Delta \lambda^2}{2} \chi_f + \ldots$$

(14)

The coefficient $\chi_f$ characterizes how rapidly the ground state changes with $\lambda$. For a ramp protocol of the form $H(\lambda) = H_{XY} + \lambda H_{\Omega}$, one can show $\chi_f = \sum_{n=0}^\infty \frac{|\langle \psi_n(\lambda) | H [\psi_n(\lambda)] \rangle|}{(E_n(\lambda) - E_n(\lambda))}$

(15)

where $\{\psi_n(\lambda)\}$ is the $n$th eigenstate of $H(\lambda)$ and $E_n(\lambda)$ is the corresponding energy. If we assume that the $n = 1$ term is dominant, and the numerator is nearly constant, we get the relationship $\chi_f = 1/[E_n(\lambda) - E_n(\lambda)]^2 = 1/\Delta_{\text{min}}(\lambda)^2$. The integral $S_\delta$ therefore estimates the total difficulty of adiabatically preparing the ground state of $H(\lambda)$, starting from the ground state of $H(\lambda_0)$.

In Extended Data Fig. 5c,d, we plot $S_\delta(\lambda)$ for the two protocols. The initial point $\lambda_0$ is taken to be in the paramagnetic phase: $\lambda_0 = 12$ for the $\delta$ sweep and $\lambda_0 = 24$ for the $\Omega$ sweep. In either case, $S_\delta$ for the AFM (blue curve) exceeds that of the FM at $\lambda + 0$, indicating that the AFM is more difficult to prepare. Most of all, comparing Extended Data Fig. 5c,d one sees that the $H(\lambda)$ protocol is much more efficient at preparing the XY-ordered state ($\lambda = 0$) than the $H_{\Omega}(t)$ protocol, especially for the AFM.

**Time-dependent MPS simulations.** To ensure that we have a good understanding of the experiment and its imperfections, we also perform numerical simulations of the full many-body quantum dynamics for the $N = 42$ adiabatic ramp. We simulate the dynamics in the spin-1/2 subspace, taking into account the error tree in Extended Data Fig. 2 by sampling the state preparation errors with $N_{\text{rand}} = 20$ independent simulations.

Atoms that were not excited in the STIRAP with $\eta_{\text{STIRAP}} = 0.03$ correspond to missing sites in the square lattice not taking part in the dynamics. On the remaining sites, we prepare an initial MPS as product state, flipping individual spins according to the probabilities of the microwave pulse $\eta_{\text{op}} = 0.003$, and the subsequent microwave sweep of the addressed atoms, $\eta_{\lambda} = 0.10$, $\eta_{\lambda} = 0.03$. These values are slightly different from those reported in Extended Data Table 1, reflecting an earlier calibration of the experiment. We further update the atom distances $r_{ij}$ in $H_{\Omega}$ to account for positional disorder: we first take a normal-distributed initial displacement from the square lattice with variance $s_\Omega = 0.2 \mu$m, followed by a movement during the dynamics with normal-distributed (time-independent) velocity of variance $s_\Omega = 0.05 \mu$m$^{-1}$ corresponding to the temperature of the atoms.

We then time-evolve the states under the time-dependent Hamiltonian:

$$H(t) = J \sum_{\langle i,j \rangle} \frac{d^3}{d^3 r_{ij}(t)} \left( \mathbf{S}_i \mathbf{S}_j + \mathbf{S}_j \mathbf{S}_i \right) + H_{\text{vdW}} + \delta(t) \epsilon_{\text{AFM}} \sum_i \left( 1 + \sigma_i^z \right)^2 / 2$$

(16)

where $J / h = 0.77$ MHz, $\delta(t)$ is the ramp shown in Extended Data Fig. 6a,c (insets) and $\epsilon_{\text{AFM}} = -1$ for the antiferromagnet (+1 for the ferromagnet). The extra term, $H_{\text{vdW}}$, accounts for the van der Waals interactions between the Rydberg atoms, and takes the form

$$H_{\text{vdW}} = \sum_{\langle i,j \rangle} \frac{d^6}{d^6 r_{ij}(t)} \left( U_{ij}^{(6)} P_i^6 P_j^6 + U_{ij}^{(5)} P_i^5 P_j^5 + U_{ij}^{(4)} (P_i^4 P_j^4 + P_i^6 P_j^6) \right) \right.$$ (17)

where $P_i^{1/2} = S_i^{1/2} \pm 1/2$ are single-spin projectors. The values of the $U_{ij}$ coefficients are $U_{ij}^{(6)} = -0.0085$, $U_{ij}^{(5)} = -0.037$ and $U_{ij}^{(4)} = -0.0007$ MHz. For the purposes of this simulation, we restrict the interaction range of $H_{XY}$ and $H_{\text{vdW}}$ to $R_{\text{max}} < 3.7$. We use the $W$ method$^{64}$ to approximate the evolution operator $e^{-iH_{\text{tot}} \delta t}$ as a matrix product operator (MPO), in combination with standard variational MPO-MPS compression methods. Our scheme is correct to first order in the time step $\delta t = 0.01 \mu$s/2$\pi$. As the evolution is sufficiently adiabatic, a moderate bond dimension of $J = 128$ is enough to capture the correlations. In the DMRG ground state, the truncation error at this bond dimension is $6 \times 10^{-4}$ for the ferromagnet and $3 \times 10^{-4}$ for the antiferromagnet.

When evaluating expectation values and correlation functions from the time-evolved MPS ($t$-MPS), we further account for the measurement
errors \( \eta_0 = 0.01, \eta_1 = 0.03, \epsilon = 0.01, c' = 0.07 \) of the error tree. This can be done exactly (without another sampling procedure), because the MPS gives full access to the probabilities of the individual measurement outcomes.

There are two notable experimental imperfections that we do not take into account in these simulations. First, there are further sources of decoherence in the experiment as discussed in Decoherence during the adiabatic ramp. Second, in our numerical simulations, we assume that all errors in the error tree occur independently for each atom and result in an initial product state of up or down spins or vacant holes. Yet, the STIRAP and microwave pulses leave the atoms in coherent superpositions of the relevant atom levels.

**Simulation results for \( N=42 \).** The results of the \( \tau \)-MPS simulations are shown in Extended Data Fig. 6, which also includes direct comparisons to the experimental measurements, and to the DMRG ground state. For our ensemble of \( N_{\text{ens}} = 20 \) independent \( \tau \)-MPS simulations, we show the average values of these simulations with solid lines, whereas the shaded region indicates the standard deviation.

Our first observable (Extended Data Fig. 6a,c) is the staggered polarization \( P_x - \sum (\pm) (\sigma_x) \). For the antiferromagnet, the agreement between the \( \tau \)-MPS simulations and experiment is essentially perfect for all values of \( \delta \). This is a strong indication that most dominant source of errors in the experiment have been accurately accounted for. For the ferromagnet, there is a small offset between the \( \tau \)-MPS calculation and the experimental result at late times (small \( \delta \)). In particular, \( P_x \to 0 \) as \( \delta \to 0 \) for the \( \tau \)-MPS calculation, whereas \( P_x \to -0.06 \) in the experiment. This discrepancy is due to the sublattice-dependent depumping from the light shift discussed in Decoherence during the adiabatic ramp, which we do not account for in the \( \tau \)-MPS simulations.

As the state loses its initial \( \sigma_z \) polarization, it concomitantly develops XY order. This is tracked by the order parameter \( m_{\text{XY}}^2 (m_{\text{AFM}}^2) \) (for the antiferromagnet), shown in Extended Data Fig. 6b,d. We obtain again a good agreement between the \( \tau \)-MPS simulation and the experiment at early times (large \( \delta \)), although we caution that the initial positive value of \( m_{\text{XY}}^2 (m_{\text{AFM}}^2) = 1/42 \) is inherent to any \( \sigma_z \)-product state. On top of the smooth adiabatic envelope, the \( \tau \)-MPS simulations reveal coherent oscillations in \( P_x \) and \( m_{\text{XY}}^2 (m_{\text{AFM}}^2) \). These oscillations are a feature of the large-\( \delta \) paramagnetic phase, and are essentially Rabi oscillations between the classical Néel ground state and the 42-fold degenerate manifold of states with one spin-flip excitation.

At small \( \delta \), the experimental measurements of \( m_{\text{XY}}^2 (m_{\text{AFM}}^2) \) fall below the \( \tau \)-MPS predictions. This deficit probably arises from a combination of decoherence and unmodeled systematic errors, such as experimental imperfections in the \( \pi/2 \)-pulse rotation to the basis. Regarding the latter, an imperfect basis rotation means that the operator measured in the experiment is not exactly \( \sigma_i^x \) but some small modification of it, \( \bar{\sigma}_i^x = U\sigma_i^x U^\dagger \). In XY-ordered states, \( \langle \sigma_i^x \sigma_j^x \rangle \) is typically much larger than any other two-body operators, especially at long distances. Measuring any modified \( \bar{\sigma}_i^x \) will then generically reduce the value of the inferred magnetization, \( m_{\text{XY}}^2 (m_{\text{AFM}}^2) = \sum_i \bar{\sigma}_i^x \bar{\sigma}_i^\dagger \).

We also use the \( \tau \)-MPS simulation to assess the quality of the adiabatic preparation. In particular, we are interested in how close the unitary dynamics comes to preparing the target ground state of \( H_A \), and normalize by the total number of active sites, \( N \), before taking the ensemble average.

Extended Data Fig. 7a,b shows \( E_{\text{XY}} (0/N) / N \) in the DMRG ground state (purple), the ensemble-averaged \( \tau \)-MPS simulation (teal) and a single state within the \( \tau \)-MPS ensemble (pink) that had a perfectly initial configuration: one missing site at the corner, and all remaining spins properly aligned with the staggered field. Initially, the system is in a classical ensemble of \( \sigma_x^0 \)-aligned product states, so \( E_{\text{XY}} (t = 0) = 0 \). The dynamics generated by \( H(t) \) produce the desired correlations among the spins; the oscillations in \( E_{\text{XY}} \) at large \( \delta \) are the paramagnetic Rabi oscillations also observed in \( P_x \) and \( m_{\text{xy}}^2 \). At the end of the ramp, the ensemble averages are \( E_{\text{xy}} (\pi/2) = -1.41(6) \) and \( E_{\text{xy}} (\pi/2) = -0.63(4) \), which correspond to \( 94 \pm 5 \) and \( 89 \pm 4 \% \) of the \( N = 42 \) ground-state value, respectively. The near-ideal initial state produces a near-ideal final state, achieving 99.7\% (FM) and 98.2\% (AFM) of the ground-state energy density. This indicates that any diabatic errors during the ramp are negligible compared to the initialization errors.

As discussed in Excitation gaps and an alternative protocol, the quality of a finite-time adiabatic ramp crucially depends on the size of the many-body energy gap. For the (U,I)-symmetric ramp at hand, the quantity is the (spin)-neutral gap, \( \Delta_u = E_x (S = 0) - E_x (S = 0) \). In the paramagnetic phase, \( \Delta_u \propto \delta \), whereas in the XY-ordered phase one expects \( \Delta_{\text{FM}}^0 = 1/\sqrt{N} \) and \( \Delta_{\text{AFM}}^0 = 1/N \) (refs. 18, 27). The numerical value of \( \Delta_u \) on finite-size systems can be computed in DMRG by solving for the lowest energy state orthogonal to the previously obtained ground state, in the same \( S = 0 \) sector. We plot \( \Delta_u (\delta) \) in Extended Data Fig. 7c,d for both the \( N = 42 \) and \( N = 100 \) clusters. The behaviour of \( \Delta_u (\delta) \) differs from that seen in Excitation gaps and an alternative protocol, due to a difference in boundary conditions (open instead of periodic). Across the phase diagram, \( \Delta_u (\delta) \) is fairly large, which helps to explain the success of the adiabatic preparation: the ramp decay time scale, \( \tau = 1.45 \) (see ref. 27), is slower than (FM) or approximately equal to (AFM) the inverse gap, \( \Delta_{\text{FM}}^0 = 0.54/J (\text{FM}), 1.47/J (\text{AFM}). \) The smaller gap for the antiferromagnet is a manifestation of its frustration, and makes adiabatically preparing its ground state more difficult compared to \( H_{\text{FM}} \). Comparing \( \Delta_u \) to the excess energy the end of the ramp, we find that the near-ideal initial state ends up with a total effective energy, \( 0 = E_{\text{xy}} (N/2N) \), below the many-body gap. The difference is large for the ferromagnet \( (\Delta_u (0) / \Delta_{\text{FM}}) \) is 0.06, indicating a near-flawless adiabatic sweep, whereas the margin for the antiferromagnet is much narrower \( (\Delta_u (0) / \Delta_{\text{AFM}}) = 0.81 \).

**Thermal phase diagram**

We conclude by discussing the phase diagram of \( H_{\text{XY}} \) at finite temperature, \( T \) (measured in units of \( k_B \)). Whereas two-dimensional, (U,I)-symmetric systems can have XY LRO ground states, for short-range interacting models such as \( H_A \), this order does not persist to finite temperature\(^{12,13,16,64} \). Physically, this is because spin-wave excitations (that, in Goldstone modes) proliferate at finite temperature and destroy the XY order. Instead, most two-dimensional XY models have an algebraic long-range ordered phase at low temperatures, separated from the high-\( T \) disordered phase by a BKT transition at a critical temperature \( T_{\text{BKT}} \) (refs. 38–41). The low-\( T \) phase is characterized by power-law-decaying correlations, \( C_{\delta} (d) = d^{-1.13(3)} \), with a temperature-dependent exponent \( K \) that attains the universal value \( K_{\text{BKT}} = 2/\pi \) at \( T_{\text{BKT}} \).

For the classical nearest-neighbour XY model, \( T_{\text{BKT} (2)} = 0.892942(2) \) (refs. 67, 68), whereas in the quantum spin-1/2 \( H_A \) the transition is lowered to \( T_{\text{BKT} (2)} = 0.3533(3) \) (refs. 69, 70).

Long-range FM interactions can suppress the proliferation of spin waves and thus renew the possibility for XY LRO at finite temperature\(^{60,62,67} \). With \( 1/r^2 \) FM couplings, extensively large fluctuations of the spin orientation come at an energy cost proportional to \( L^{-1} \), with \( L \) the linear system size, so two-dimensional XY LRO can be thermodynamically stable when \( a \leq 4 \). Indeed, in 1976, Kunz and Pfister proved that...
the classical version of $H_{\text{FM}}^{\text{XY}}$ shows a finite-temperature phase transition between the high-$T$ disordered phase and a low-$T$ XY LRO phase. Subsequent Monte Carlo simulations located this transition at $T_{\text{FM}}^{\text{XY}}(J) = 3.96(4)$, and suggested it was weakly first order. We note this is contrary to the general expectation of a second-order symmetry-breaking transition, in a mean-field-like universality class when $\delta \leq 3$ (refs. 15, 73, 74). Finally, $1/\rho$-AFM interactions do not essentially modify the energy of long-wavelength fluctuations, so one expects the low-$T$ physics of $H_{\text{AFM}}^{\text{XY}}$ to be similar to that of $H_{\text{FM}}$ (ref. 14).

**Numerical phase diagram for $N=42$.** For a quantitative understanding of the thermal physics accessible in the experiment, we numerically investigate the finite-temperature phase diagram for both the FM and the AFM on the $6 \times 7$ lattice. Whereas $H_{\text{FM}}^{\text{XY}}$ is amenable to quantum Monte Carlo techniques, these are not an option for $H_{\text{AFM}}^{\text{XY}}$, which shows a sign problem. Instead, for both we use the minimally entangled typical thermal states (METTS) algorithm. This is a Markov chain Monte Carlo approach that alternates between evolving a state in imaginary time and taking a projective measurement as the initialization for the next imaginary time evolution. The result is an ensemble of pure states, $\{|\psi_{\text{METTS}}\rangle\}$, that approximates the thermal density matrix $\rho_{\text{T}} \propto e^{-\beta H}$ for any operator $\mathcal{O}$, the ensemble average of $\langle \psi_{\text{METTS}} | \mathcal{O} | \psi_{\text{METTS}} \rangle$ approaches the thermal equilibrium value $\text{Tr}[\rho_{\mathcal{O}}]$.

Owing to the $U(1)$ symmetry, the thermal density matrix factorizes into a direct sum over the different magnetization sectors, $\rho = \bigotimes_{m=-N}^{N} \rho_{m}$. Here, we sample only from the $m=0$ sector, as this is the most relevant one for the partial quench experiment. For numerical convenience, we also truncate the long-range interactions to $R_{\text{max}} < 3.7$, and omit the van der Waals coupling, position disorder, and the possibility of holes. We perform the imaginary time evolution using the same WII MPO-MPS method as in Simulation results for $N=42$, taking an MPS bond dimension of $\chi = 256$. We found very similar results using $\chi = 128$ (not shown), albeit with some small quantitative shifts near the finite-temperature phase transition. To reduce sample autocorrelations, each projective measurement is made in a random basis determined by a depth-two, $U(1)$-conserving random unitary circuit. By a standard blocking analysis, we estimate the resulting autocorrelation time to be about ten Markov chain Monte Carlo steps. We therefore allow a warm-up time of 20 steps, and then generate 100–300 samples for each value of $\delta$ and $\beta$.

In Extended Data Fig. 8a, f, we show two-dimensional colour plots of the squared magnetization $m_{z}^{2}$ for the AFM at finite $T$ and $\delta$. For the ferromagnet (Extended Data Fig. 8a), we observe a lobe around $(T, \delta) = (0, 0)$ that corresponds to the XY-ordered phase. The order begins to disappear around $T_{c} = 1.5$ (for the thermal phase transition) and $\delta_{c} = 5$ (for the QPT). Examining $m_{z}^{2}$ for the AFM case (Extended Data Fig. 8b), we observe a lobe with similar feature. However, the order parameter is not predicted to host true LRO at $T > 0$, obtaining $m_{z}^{2} > 0$ is still possible on finite-size systems. Owing to the small system size, there is a smooth crossover between the ordered and disordered regimes for both models, and it is difficult to ascertain what the nature of the phase transition may be in the thermodynamic limit. It should be possible to study larger system sizes for $H_{\text{FM}}^{\text{XY}}$ using Quantum Monte Carlo methods, which is beyond the scope of this work. For now, we cautiously estimate $T_{\text{FM}}^{\text{XY}}(J) = 1.5$ and $T_{\text{XY}}^{\text{AFM}}(J) = 0.5$, as the $\delta = 0$ crossover temperature into the high-$T$ phase. Compared to $H_{\text{FM}}$, for which $T_{\text{FM}}^{\text{AFM}}(J) = 0.706(6)$ (refs. 69, 70), the dipolar ferromagnet seems to have a higher transition temperature (although not as high as the classical model), whereas the antiferromagnet may have a slightly lower one.

**Temperature estimate of the final state.** With our minimally entangled typical thermal states representation of the thermal density matrix, we also determine the temperature and $\delta$ dependence of the internal energy, $E(T) = \text{Tr}[\rho H]$. The inverse function $T(E)$ defines a temperature calibration; we estimate the effective temperature of a state from its energy density. Inputting the mean final energy density of our $t$-MPS simulations (adiabatic preparation—theory and numerics), we estimate the effective temperatures at the end of the adiabatic ramp to be $T_{\text{MPS}}^{\text{FM}}(J) = 0.95$ and $T_{\text{MPS}}^{\text{AFM}}(J) = 0.53$. The $t$-MPS disorder ensemble results in a spread of energies $E_{\text{XY}} \pm \delta_{\text{XY}}$; the corresponding temperature intervals are $T_{\text{MPS}}^{\text{XY}} \in [0.46, 1.17]$ and $T_{\text{MPS}}^{\text{AFM}} \in [0.45, 0.60]$. These intervals are asymmetric about the mean value due to the non-linearity of $T(E)$. The obtained $T_{\text{MPS}}$ seems to be below the estimated crossover temperature $T_{\text{XY}}^{\text{XY}}$ whereas for the antiferromagnet $T_{\text{MPS}}^{\text{AFM}}$ is very close to the phase transition. This is consistent with the wide spread in magnetizations $m_{z}^{2}$ over the $t$-MPS ensemble, shown in Extended Data Fig. 6d.

**Temperature calibration of quantum quenches.** Performing an analogous $T(L)$ calibration at finite $\delta$, we also estimate the effective temperatures produced by the quantum quench experiments (Fig. 1c, e, f), with final light-shift $\delta_{\text{opt}}$ and quench magnitude $\delta_{\text{q}}$. We assume that, following the quench, the system equilibrates to a thermal state; extensively testing this assumption with numerical quench simulations is challenging, but may be interesting to explore in the future. Barring the possibility of a non-thermal equilibrium, our basic expectation is that the quench affects the XY order by a mechanism not unlike a finite-temperature bath. In particular, the excess energy added into the system should excite the low-energy, symmetry-restoring spin waves. If the resulting population density of spin waves at equilibrium is not too different from a true thermal distribution, then in the thermodynamic limit it will destabilize the XY AFM order but not the XY FM order at low temperature.

We first calculate the effective temperature assuming perfect adiabatic preparation up to the quench point $\delta_{\text{opt}} + \delta_{\text{q}}$, that is, by evaluating the energy $(H_{\text{XY}} + H_{\delta})$ in the DMRG ground state of $H_{\text{XY}} + H_{\delta}$ and then converting it to a temperature. Extended Data Fig. 8b, g shows the effective temperature $T_{\text{eff}}(\delta_{\text{opt}} + \delta_{\text{q}})$ for the FM and the AFM. In the FM, modest quenches $\delta_{\text{q}} < 4 \text{ MHz}$ uniformly increase the effective temperature as a function of $\delta_{\text{q}}$ over the range $\delta_{\text{q}} < 2 \text{ MHz}$ probed in the experiment. With larger quenches, the effective temperature increases rapidly for small values of $\delta_{\text{q}}$ and slows down at larger values of $\delta_{\text{q}}$. In the AFM, the effective temperature produced by even small quenches $\delta_{\text{q}}$ has a strong dependence on $\delta_{\text{q}}$ again being much more effective at raising the temperature as $\delta_{\text{q}} \rightarrow 0$ (that is, the isotherms are steeply sloped at small $\delta_{\text{q}}$). Extended Data Fig. 8d, f shows the corresponding magnetization $m_{z}^{2}$ expected for $T_{\text{eff}}(\delta_{\text{opt}} + \delta_{\text{q}})$. Notably, in the AFM the large variation in $T_{\text{eff}}(\delta_{\text{q}})$ at a fixed $\delta_{\text{q}}$ leads to a ‘tilted Matterhorn’ shape for the ordered region.

Finally, we estimate the effective temperature of the full experimental protocol by using the states produced in the $t$-MPS ramp simulation as the quench configuration. We show $T_{\text{eff}}(\delta_{\text{opt}} + \delta_{\text{q}})$ for the FM and AFM in Extended Data Fig. 8e, h. As a consequence of the paramagnetic Rabi oscillations discussed previously in Simulation results for $N=42$, $T_{\text{eff}}$ is also oscillatory. For the FM, these oscillations only manifest at large $\delta_{\text{q}}$ (corresponding to quench points taken very early in the ramp), whereas for the AFM they are relevant across the phase diagram. The latter behaviour ultimately stems from the fact that $\delta_{\text{opt}} < 2 \text{ MHz}$, so most quench states are in the paramagnetic phase.

The corresponding magnetization $m_{z}^{2}$ expected for $T_{\text{MPS}}(\delta_{\text{opt}} + \delta_{\text{q}})$ is shown in Extended Data Fig. 8e, j. Comparing to the experimental results in Fig. 1e, f, we see that some qualitative features are reproduced by this calculation, especially for the AFM. For instance, the sloped phase boundary seen in the experiment at small $\delta_{\text{q}}$ is due to the diagonal isotherms. The calculation seems to differ from the experiment in the region with large $\delta_{\text{q}}$ that is, $\delta_{\text{q}} > 2 \text{ MHz}$ for the FM (AFM) and small $\delta_{\text{q}}$. In particular, the order–disorder crossover seems to happen at larger $\delta_{\text{q}}$ than seen in the experiment, and the observed non-monotonic behaviour of $m_{z}^{2}$ is also less apparent. These differences may come from the same unmodeled imperfections that led to a discrepancy in the absence of any quench (Simulation results for $N=42$). Another
possibility is that the thermal density matrix $\rho(T_{\text{eff}})$ in the $M = 0$ sector may be an inadequate approximation of the post-quench state, either due to non-thermal equilibration or neglected contributions from different magnetization sectors.
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The data are available from the corresponding author on reasonable request.
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Extended Data Fig. 1 | Experimental procedures and sequence. a, Fluorescence image of the atoms in a fully assembled 6 × 7 array. b, Scheme for the preparation of the initial staggered state. c, Detected staggered state, corresponding to the situation for which all the atoms in sublattice A are in |↑⟩, and all the atoms in sublattice B are in |↓⟩. d, Schematics of the atomic level diagram. e, Experimental sequence.
Extended Data Fig. 2 | Simplified error tree associated to the preparation of the initial Néel state, for a the atoms in sublattice A (non-addressed), and b in sublattice B (addressed). For simplicity, the events with a probability of order 2 or higher in the $\eta, \epsilon, \epsilon'$ are disregarded.
Extended Data Fig. 3 | Time dependence of the correlations along $x$ in the FM case for a $10 \times 10$ lattice. 

**a**, Time evolution of the nearest-neighbour correlations along $x$ (different colors correspond to different times). 

**b**, Spatial correlations as a function of distance, measured at different times $t = \{0.0, 0.5, 1.0, 2.0, 8.0\}$ $\mu$s indicated by dashed lines in **a**.
Extended Data Fig. 4 | DMRG ground state calculations. a, Real-space correlation profile \(|C'(d)|\) on \(L \times L\) square clusters with open boundary conditions. The ground state of \(H_{XY}^{FM}\) clearly exhibits XY LRO at all system sizes. For \(H_{XY}^{AFM}\) and \(H_{nn}\), the correlations decrease at long distances, but this decay is reduced as \(L\) increases. b, Finite-size scaling of the magnetization \(m_{FM/AFM}^2\). All three models are consistent with \(m_{FM/AFM}^2 > 0\) as \(L \to \infty\). c, Dependence of \(m_{FM/AFM}^2\) on the interaction distance cutoff \(R_{max}\). At each system size, the ground state correlations are well-converged by \(R_{max} \approx 4\). d–f, Ground state properties of \(H_{XY} + H_{Z}\) as a function of \(\delta\). There is a smooth crossover from the XY ordered state at \(\delta = 0\) to the staggered paramagnet as \(\delta \to \infty\). The \(-d^2 m^2/\delta^2\) peaks (f) are finite-size incarnations of the quantum phase transition expected in the thermodynamic limit; we use their centers to define the crossover point \(\hbar \delta_c/J\).
Extended Data Fig. 5 | Excitation gap for two adiabatic preparation protocols. 

**a**, Minimal energy gaps of $H_{\text{MX}}^{\text{XY}} + H_z$ to the lowest excited state in the $M_z = 0$ sector as a function of $\hbar \delta / J$. We here only consider gaps among states with momentum $\mathbf{k}_\parallel = 0$ and fully symmetric under the lattice point group, which reflects the setup in the (ideal) experiment. Blue (red) curves show the results for the AFM (FM) model. Darker colors correspond to larger system sizes. The inset shows a sketch of the expected phase diagram.

**b**, Same as **a**, but for the protocol with Hamiltonian $H_{\text{MX}}^{\text{XY}} + H_z$. Here we cannot restrict the analysis to a single $M_z$ sector since it is not conserved.

**c**, Cumulatively integrated $\frac{1}{\Delta_{\min}^2}$ [starting from the largest value $\hbar \delta / J = 24$] for the gaps shown in **a**. The values at $\hbar \delta / J = 0$ measure how difficult it is to prepare the ground state of $H_{\text{XY}}^{\text{AFM/FM}} + H_z$ by sweeping $\delta$.

**d**, Same as **c** but for the gaps along $\Omega$, as shown in **b**. The inset shows a sketch of the expected phase diagrams for $H_{\text{XY}}^{\text{AFM/FM}} + H_z$. 
Extended Data Fig. 6 | Numerical simulation of the adiabatic preparation for the $6 \times 7$ lattice. We compare the predictions from the $t$-MPS simulations (disorder ensemble average in dark teal, standard deviation in light teal) to the experimental data (grey), as measured at light-shift $\delta(t) = \delta$. We also show the ground-state expectation value from DMRG (purple). The staggered polarization $P_z$ of the FM. Theory and experiment agree remarkably well, except for an offset at small $\delta$, due to the light-shift-induced depumping. Inset: ramp $\delta(t)$ used for the FM simulation. b, The ferromagnetic magnetization $m_{FM}^z(\delta)$. We find excellent agreement between experiment and numerics for $\delta > 2$, including near the phase transition at $\delta_{c}^{FM} = 5.5$ (red dashed line). The two diverge somewhat at smaller $\delta$ (later times), likely due to decoherence and unmodeled systematic measurement errors. c, d, Corresponding results for the AFM. For $P_z$, the $t$-MPS simulation accurately reproduces the experimental data across the whole $\delta(t)$ sweep. For $\delta$ far above $\delta_{c}^{AFM} = 0.6$ (blue dashed line), there are many-body Rabi oscillations characteristic of the paramagnetic phase. c, Inset: ramp $\delta(t)$ used for the AFM simulation. d, Inset: zoom-in of lower left corner. At small $\delta$ (late times), the magnetization $m_{AFM}^z$ measured in experiment is below that predicted from the simulations.
Extended Data Fig. 7 | Energetics of the simulated adiabatic preparation.

**a, b**, Interaction energy density $E_{xy}/N(\delta)$ in the $t$-MPS simulations of the $6 \times 7$ lattice. The teal line and envelope are the disorder ensemble average and standard deviation, respectively. Following a single state with minimal initialization errors (pink line), we see that $E_{xy}$ tightly follows the DMRG ground state value (purple), confirming that diabatic errors are negligible. **c, d**, Energy gaps $\Delta_0$ between the ground state and the first excited state in the $S_z = 0$ sector, obtained from DMRG. For the near-ideal initial state, the final energy density (pink dotted line) falls below the gap in both the FM and AFM case.
**Extended Data Fig. 8 | Finite-temperature properties of $H_{xy} + H_z$.**

**a,** Phase diagram of $H_{xy}^L + H_z$ at finite temperature $T$ and light-shift $\delta$, computed from METTS on a $6 \times 7$ array in the $M_z = 0$ sector. We also include $T = 0$ points calculated from DMRG. The region with large magnetization $m_{FM}^2$ at small $\delta$ and small $T$ should correspond to the LRO phase in the thermodynamic limit. The colorbar is chosen so that dark red corresponds to the final $m_{FM}^2$ calculated in the $t$-MPS simulation, absent measurement errors. Thin black lines are equal-magnitude contours to guide the eye. **b,c,** Estimated temperature of a quench experiment with final light-shift $\delta_f$ and quench magnitude $\delta_q$, taking the pre-quench configuration to be either the DMRG ground state (**b**) or the $t$-MPS ramp simulation ensemble (**c**). The oscillatory behavior seen in **c** stems from the paramagnetic Rabi oscillations discussed in Sec. D3. **d,e** Corresponding magnetization $m_{FM}^2$ of the system at temperature $T_{eff}(\delta_f, \delta_q)$. **f-j** Analogous results for the antiferromagnet. The region with finite magnetization $m_{AFM}^2$ is expected to become an algebraic-ordered (BKT) phase in the thermodynamic limit.
Extended Data Table 1 | Summary of the experimental errors defined in Fig. Extended Data 2, together with their main physical origin

| Stage                  | Step          | Symbol | Value | Main physical origin                                      |
|------------------------|---------------|--------|-------|-----------------------------------------------------------|
| Classical Neel state preparation | Rydberg excitation | $\gamma$/STIRAP | 5%    | Imperfect optical pumping, Laser phase noise, Spontaneous emission from $6P_{3/2}$ (ref. 54) |
| MW $\pi$-pulse        | $\gamma_{MW}$ | 2%     |       | Effect of $H_{XY}$ during pulse                           |
| MW sweep               | $\gamma_{A}$, $\gamma_{B}$ | 4%, 5% |       | Effect of $H_{XY}$ and finite value of $|\delta_0|$       |
| Readout                | Freezing      | $\gamma_{frz}$ | <1%   | Effect of $H_{XY}$ during pulse                           |
|                        | Deexcitation  | $\gamma_{dx}$ | 3%    | Mechanical effect of deexcitation laser beam              |
| False $\downarrow$     | $\epsilon$   | 1%     |       | Background gas collisions (ref. 54)                       |
| False $\uparrow$       | $\epsilon'$  | 5%     |       | Rydberg state radiative lifetime (ref. 54)                |