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Abstract
The applicability of entropy rate constancy to dialogue is examined on two spoken dialogue corpora. The principle is found to hold; however, new entropy change patterns within the topic episodes of dialogue are described, which are different from written text. Speaker’s dynamic roles as topic initiators and topic responders are associated with decreasing and increasing entropy, respectively, which results in local convergence between these speakers in each topic episode. This implies that the sentence entropy in dialogue is conditioned on different contexts determined by the speaker’s roles. Explanations from the perspectives of grounding theory and interactive alignment are discussed, resulting in a novel, unified information-theoretic approach of dialogue.

1 Introduction
Information in written text and speech is strategically distributed. It has been claimed to be ordered such that the rate of information is not only close to the channel capacity, but also approximately constant (Genzel and Charniak, 2002, 2003; Jaeger, 2010); these results were developed within the framework of Information Theory (Shannon, 1948). In these studies, the per-word cross-entropy of a sentence is used to model the amount of information transmitted. Language is treated as a series of random variables of words.

Most existing work examined written text as opposed to speech. Spoken dialogue is different from written text in many ways. For example, dialogue contains more irregular or ungrammatical components, such as incomplete utterances, disfluencies etc. (Jurafsky and Martin, 2014, ch 12), which are “theoretically uninterested complexities that are unwanted” (Pickering and Garrod, 2004). Dialogue is also different from written text in high level discourse structure. The paragraphs in written text, which function as relatively standalone topic units, are constructed under the guidance of one consistent author. On the other hand, the constitution and transformation of topics in dialogue are more dynamic processes, which are the result of the joint activity from multiple speakers (Linell, 1998). In nature, written text is a monologue, while dialogue is a joint activity (Clark, 1996).

From the application perspective, investigating entropy in dialogue can help us better understand which speaker contributes the most information, and thus may potentially benefit tasks such as conversational roles identification (Traum, 2003) etc. From the theoretical perspective, we believe that such investigation will reveal some unique features of the formation of higher level discourse structure in dialogue that are different from written text, e.g., topic episode shifts, because previous studies have found the correlation between entropy decrease and potential topic shift in written text (Qian and Jaeger, 2011). Finally, entropy is closely related to predictability and processing demands, which has implications for cognitive aspects of communication.

The main purpose of this study is to characterize how lexical entropy changes in spoken language. We will focus on spontaneous dialogue of two speakers and carry out two steps of investigation. First, we examine the overall entropy patterns within dialogue as a whole context that does not differentiate speakers. Second, we zoom in to topic episodes within dialogue and explore how each of the two speakers’ entropy develops. The goal of the second step is to account the complexity of topic shifts within spoken dialogues and to reach a more detailed understanding
of human communication from an information-theoretic perspective. If topic shifts in dialogue do correlate with changes in entropy, how do they affect the two speakers, only one of whom typically initiates the topic shift, while another follows along? To answer this question, we use the transcribed text data from two well-developed corpora.

2 Related Work

2.1 The principle of entropy rate constancy

The constancy rate principle governing language generation in human communication was first proposed by Genzel and Charniak (2002). Inspired by ideas from Information Theory (Shannon, 1948), this principle asserts that people communicate (written or spoken) in a way that keeps the rate of information being transmitted approximately constant.

Genzel and Charniak (2002) provide evidence to support this principle by formulating the problem into Equation 1. They treat text as a sequence of random variables \( X_i \) and \( X_i \) corresponds to the \( i \)th word in the corpus. They focus on the entropy of a word conditioned on its context, i.e., \( X_i | X_1 = w_1, \ldots, X_{i-1} = w_{i-1} \), and decompose the context into two parts: the global context \( C_i \) that refers to all the words from preceding sentences, and the local context \( L_i \) that refers to all the preceding words within the same sentence as \( X_i \). Thus, the conditioned entropy of \( X_i \) is also decomposed into two terms (see the right side of Equation 1): the local measure of entropy (first term), and the mutual information between the word and global context (second term).

\[
H(X_i|C_i, L_i) = H(X_i|L_i) - I(X_i, C_i|L_i) \tag{1}
\]

The constancy rate principle predicts that the left side of Equation 1 should be constant as \( i \) increases. Because \( H(X_i|C_i, L_i) \) itself is difficult to estimate (because it is hard to define \( C_i \) mathematically), and that the mutual information term \( I(X_i, C_i|L_i) \) is known to increase with \( i \), the whole problem becomes examining whether the local measure of entropy \( H(X_i|L_i) \) also increases with \( i \). Genzel and Charniak (2002) have confirmed this prediction by showing that \( H(X_i|L_i) \) does increase with \( i \) within multiple genres of written text of different languages.

The constancy rate principle also leads to an interesting prediction about the relationship between entropy change and topic shift in text. Generally, a sentence that initiate a shift in topic will have lower mutual information than non-paraphrase events that are “about” something specific in the world (Linell, 1998, ch 10, p 187). Here, to be precise, we use the term topic episode.

2.2 Topic shift in dialogues

As a conversation unfolds, topic changes naturally happen when a current topic is exhausted or a new one occurs, which is referred to as topic shift in the field of Conversation Analysis (CA) (Ng and Bradac, 1993; Linell, 1998). In CA, the basic unit of topical structure analysis in dialogue is episode, which refers to a sequence of speech events that are “about” something specific in the world (Linell, 1998, ch 10, p 187). Here, to be precise, we use the term topic episode.

According to related theories in CA, the for-
Table 1: Basic statistics of corpora

| Statistics                | Switchboard | BNC  |
|---------------------------|-------------|------|
| # of dialogues.           | 1126        | 1346 |
| Avg # of turns in dialogue| 109         | 52   |
| Avg # of sentences in dialogue | 141 | 70   |

Computing of topic episode is a joint accomplishment from two speakers and a product of initiatives and responses (Linell, 1990). When establishing a new topic jointly, one speaker first produces an initiatory contribution that introduce a “candidate” topic, and the other speaker makes a response that shares his perspective on that (Linell, 1998). From the information theoretic point of view, the initiator of a new topic plays a role of introducing novelty or surprisal into the context, while the other speaker, the responder, is more of a commenter or evaluator of information, who does not contribute as much in terms of novelty.

Since previous studies have shown that the decrease of sentence entropy is correlated with topic shifts in written text (Genzel and Charniak, 2003; Qian and Jaeger, 2011), it is reasonable to expect the same effect to be present at the boundaries of topic episodes in dialogue. Furthermore, considering the initiator vs. responder discrepancy in speaker roles, we expect their entropy change patterns also to be different.

3 Overall Trend of Entropy in Dialogue

In this section we examine whether the overall entropy increase trend is present in dialogue text.

3.1 Corpus data

The Switchboard corpus (Godfrey et al., 1992) and the British National Corpus (BNC) (BNC, 2007) are used in this study. Switchboard contains 1126 dialogues by telephone between two native North-American English speakers in each dialogue. We use only a subset of BNC (spoken part) that contains spoken conversations with exactly two participants, so that the dialogue structures are consistent with Switchboard.

3.2 Computing Entropy of One Sentence

We use language model to estimate the sentence entropy, which is similar to Genzel and Charniak (2003)’s method. A sentence is considered as a sequence of words, \( W = \{ w_1, w_2, \ldots, w_n \} \), and its per-word entropy is estimated by:

\[
H(w_1 \ldots w_n) = -\frac{1}{n} \sum_{w_i \in W} \log P(w_i | w_1 \ldots w_{i-1})
\]

where \( P(w_i | w_1 \ldots w_{i-1}) \) is estimated using a trigram language model. The model is trained using Katz backoff (Katz, 1987) and Lidstone smoothing (Chen and Goodman, 1996).

For the two corpora respectively, we extract the first 100 sentences from each conversation, and apply a 10-fold cross-validation, i.e., dividing all the data into 10 folds. Then we choose each fold as the testing set, and compute the entropy of each sentence in it, using the language model trained against the rest of the folds.

3.3 Eliminating sentence length effects

Intuitively, longer sentences tend to convey more information than short ones. Thus, the per-word entropy of a sentence should be correlated with the sentence length, i.e., the number of words. This correlation is confirmed in our data by calculating the Pearson correlation between the per-word entropy and sentence length: For Switchboard, \( r = 0.258, p < 0.001 \); for BNC, \( r = 0.088, p < 0.001 \).

Sentence length is found to vary with its relative position in text (Keller, 2004). Thus, in order to truly examine the variation pattern of sentence entropy within dialogue, we need to eliminate the effect of sentence length from it. We calculate a normalized entropy that is independent of sentence length in the following way. (This method is used by Genzel and Charniak (2003) to get the length-independent tree depth and branching factor of sentence.) First, we compute \( \bar{e}(n) \), the average per-word entropy of sentences of the same length \( n \), for all lengths \( (n = 1, 2, \ldots) \) that have occurred

\[
\bar{e}(n) = \frac{1}{|L(n)|} \sum_{s \in L(n)} e(s)
\]

where \( e : S \rightarrow \mathbb{R} \) is the original per-word entropy of a sentence \( s \), and \( L(n) = \{ s | l(s) = n \} \) is the set of sentences of length \( n \). Then we compute the sentence-length adjusted entropy measure that we want by

\[
e'(s) = \frac{e(s)}{\bar{e}(n)}
\]

This normalized entropy measure sums up to 1, and is not sensitive to sentence length. In later part
of this paper, we demonstrate our results in both entropy and normalized entropy because the former is the direct measure of information content.

3.4 Results

We plot the per-word entropy and normalized entropy of sentence against its global position, which is the sentence position from the beginning of the dialogue (Figure 1). It can be seen that both measures increase with global position. BNC shows larger slope than Switchboard, and the latter has a flatter curve but sharper increase at the early stage of conversations.

To test the reliability of the observed increasing trend, we fit linear mixed-effect models using entropy and normalized entropy as response variables, and the global position of sentence as predictor (fixed effect), with a random intercept grouped by distinct dialogues. The lme4 package in R is used (Bates et al., 2014). The results show that the fixed effects of global position are significant for both measures in both corpora: Entropy in Switchboard, \( \beta = 4.2 \times 10^{-3}, p < 0.001 \); normalized entropy in Switchboard, \( \beta = 5.9 \times 10^{-4}, p < 0.001 \); entropy in BNC, \( \beta = 1.5 \times 10^{-2}, p < 0.001 \); normalized entropy in BNC, \( \beta = 1.4 \times 10^{-3}, p < 0.001 \).

In particular, since the curves of Switchboard seem flat after a boost in the early phase (between 0 to 5 in global position), we fit extra models to examine whether the entropy increase for global positions larger than 10 is significant. The long-term changes are reliable, too: Entropy, \( \beta = 3.4 \times 10^{-3}, p < 0.001 \); normalized entropy, \( \beta = 5.1 \times 10^{-4}, p < 0.001 \).

In sum, we find increasing entropy over the course of the whole dialogue. These findings are consistent with previous findings on written text.

4 Topic Shift and Speaker Roles

Since the topic structure of dialogue differs from written text, it is our interest to investigate how this difference affects the sentence entropy patterns. First, we identify the boundaries of topic episodes, and examine the presence of entropy drop effect at the boundaries. Second, we differentiate the speakers’ roles in initiating the topic episode, i.e., initiator vs. responder, and compare their entropy change patterns within the episode.

4.1 Topic segmentation

There are multiple computational frameworks for topic segmentation, such as the Bayesian model (Eisenstein and Barzilay, 2008), Hidden Markov model (Blei and Moreno, 2001), latent topic model (Blei et al., 2003) etc. Considering that performance is not the prior requirement in our task, and also to avoid being confounded by segmentation method that utilize entropy measure per se, we use a less sophisticated cohesion-based TextTiling algorithm (Hearst, 1997) to carry out topic segmentation.

TextTiling algorithm inserts boundaries into dialogue as a sequence of sentences. We treat the segments between those boundaries as topic episodes. For each episode within a dialogue, we assign it a unique episode index, indicating its relative position in the dialogue (e.g., from 1 to N for a dialogue that contains N episodes). For each sentence, we assign it a within-episode position, indicating its relative position within the topic episode.

In Figure 2 we plot the entropy (and normalized) of sentence against the within-episode positions, grouped by episode index. Due to the space limit, we only present the first 6 topic episodes and the first 10 sentences in each episode. It can be seen that entropy drops at the beginning of topic episode, and then increases within the episode.

To examine the reliability of the entropy increase within topic episodes, we fit linear mixed effect models using entropy (and normalized) as response variables, and the within-episode position of sentence as predictor (fixed effect), with a random intercept grouped by the unique episode index of each topic episode. We find a significant fixed effect of within-episode position on both measures for both corpora: Entropy in Switchboard, \( \beta = 5.9 \times 10^{-4}, p < 0.001 \); normalized entropy in Switchboard, \( \beta = 4.5 \times 10^{-3}, p < 0.001 \); entropy in BNC, \( \beta = 2.5 \times 10^{-2}, p < 0.001 \); normalized entropy in BNC, \( \beta = 3.0 \times 10^{-3}, p < 0.001 \).

Our results show that when we treat the sentences in dialogue indiscriminately, their entropy change patterns at topic boundaries are consistent with previous findings on written text.

4.2 Identifying topic initiating utterances

Having dialogue segmented into topic episodes, our next step is to identify each speaker’s role in initiating the topic. According to the theories
reviewed in Section 2.2, the key to identify the
speaker roles is to identify who produces the initia-
tory “candidate” topic. To be convenient, we use
the term topic initiating utterance (TIU) to refer to
the very first utterance produced by the initiator to
bring up the new topic. Here, we give an empirical
operational definition of TIU.

Since we treat dialogue as a series of sentences,
and apply the TextTiling algorithm to insert topic
boundaries indiscriminately (without differentiat-
ing whether adjacent sentences are from the same
speaker or not), it results in two types of topic
boundaries: Within-turn boundaries, the ones lo-
cated in the middle of a turn (i.e., from one
speaker). Between-turn boundaries, the ones lo-
cated at the gap between two different turns (i.e.,
from two speakers). Our survey shows that in
Switchboard 27.2% of the topic boundaries are
within turns, and 72.8% are between turns. For
BNC the two proportions are 41.2% and 58.8%
respectively.

Intuitively, a within-turn topic boundary sug-
gests that the speaker of the current turn is initiat-
ing the topic shift. On the other hand, a between-
turn boundary suggests that the following speaker
who first gives substantial contribution is more
likely to be the initiator of the next topic. Follow-
ning this intuition, for within-turn boundaries, we
define TIU as the rest part of current turn after the
boundary. For between-turn boundaries, we define
TIU as the whole body of the next relatively long
turn after the boundary, whose length is larger than
N words. Note that the determination of threshold
N is totally empirical, because our goal is to iden-
tify the most probable TIU, based on the intuition
that longer sentences tend to contain more infor-
mation, and thus are more likely to initiate a new
topic. For the results shown later in this paper, we
use N = 5, and our experiments draw similar re-
sults for N ≥ 5. The operational definition of TIU
is demonstrated in Figure 3.

4.3 The effect of topic initiator vs. responder

Based on the operational definition of topic initiat-
ing utterance (TIU), we distinguish the two speak-
ers’ roles in each topic segment: the author of TIU
is the initiator of the current topic, while the other
speaker is the responder.

Again, we plot the sentence entropy (and nor-
malized) against the within-episode position re-
spectively, this time, grouped by speaker roles
(initiator vs. responder) in Figure 4. It can be
seen that at the beginning of a topic, initiators
have significantly higher entropy than responders.
As the topic develops, the initiators’ entropy de-
creases (Figure 4a) or stays relatively steady (Fig-
ure 4b), and the responder’s entropy increases. To-
gether they form a convergence trend within topic
episode.

We use standard linear mixed models to exam-
ine the convergence trend observed, i.e., to test

Figure 1: Entropy (a) and normalized entropy (b) against global position of sentences (from 1 to 100). Shadow area indicates 95% bootstrapped Confidence Interval.
Figure 2: Entropy (a) and normalized entropy (b) against within-episode position grouped by episode index. The x-axis in each block indicates the within-episode position of sentence. The number 1 to 6 on top of the blocks are episode indexes. Shadow area indicates 95% bootstrapped Confidence Interval.

Figure 3: Operational definition of topic initiating utterances (TIUs). The red vertical bars indicate the topic boundaries placed using TextTiling. A complete horizontal bar of one color represents a turn from one speaker (green for speaker A and blue for speaker B). The upper line shows the case of within-turn topic boundary, and the lower line shows the case of between-turn topic boundary.

whether the initiators’ entropy reliably decreases and whether the responders’ entropy reliably increases. Models are fitted for initiators and responders respectively, using the entropy (and normalized) as response variables, and the within-episode position as predictor (fixed effect), with a random intercept grouped by the unique episode index. Our models show that for the entropy measure, the fixed effect of within-episode position is reliably negative for initiators (Switchboard, $\beta = -3.6 \times 10^{-2}, p < 0.001$; BNC, $\beta = -2.9 \times 10^{-2}, p < 0.05$) and reliably positive for responders (Switchboard, $\beta = 3.3 \times 10^{-1}, p < 0.001$; BNC, $\beta = 1.4 \times 10^{-1}, p < 0.001$). For the normalized entropy measure, the fixed effect of within-episode position is insignificant for initiators, which means there is neither increase nor decrease, and is reliably positive for responders (Switchboard, $\beta = 1.4 \times 10^{-2}, p < 0.001$; BNC, $\beta = 1.2 \times 10^{-2}, p < 0.001$). Thus, the convergence trend is confirmed.

The entropy change patterns of topic initiators (decrease or remain constant within topic episode) are inconsistent with previous findings that assert an entropy increase in written text (Genzel and
Charniak, 2002, 2003), which will be discussed in the next section.

5 Discussion

5.1 Summary

Our main contribution is that we find new entropy change patterns in dialogues that are different from those in written text. Specifically, when distinguishing the speakers’ roles by topic initiator vs. responder, we see that the initiator’s entropy decreases (or remain steady) whilst the responder’s increases within a topic episode, and together they form a convergence pattern. The partial trend of entropy decrease in topic initiators seems to be contrary to the principle of entropy rate constancy, but as we will discuss next, it is actually an effect of the unique topic shift mechanism of dialogues that is different from written text, which does not violate the principle.

From an information theoretic perspective, we view dialogue as a process of information exchange, in which the interlocutors play the roles of information provider and receiver, interactively within each topic episode.

Beyond differences in speaker roles, we do observe that sentence entropy increases with its global position in the dialogue, which is consistent with written text data (Genzel and Charniak, 2002, 2003; Qian and Jaeger, 2011; Keller, 2004). Thus, overall speaking, spoken dialogue do follow the general principle of entropy rate constancy.

5.2 Dialogue as a process of information exchange

By combining topic segmentation techniques and fine-grained discourse analysis, we provide a new angle to view the big picture of human communication: the perspective of how information is distributed between different speakers.

One critical difference between written text and spoken text in conversation is that there is only one direct input source of information in the former, i.e., the author of the text, but for the latter, there are multiple direct input sources, i.e., the multiple speakers. That means, when language production is treated as a process of choosing proper words (or other representations) within a context, the definition of “context” is different between the two categories of text. In written language (see Equation 1 in Section 2), $C_i$, the global context of a word $X_i$, is assumed to be all the words in preceding sentences. This is a reasonable assumption, because when one author is writing a complete piece of text, he may organize information smoothly to keep the entropy rate constant. Within a dialogue, for any upcoming utterance, all preceding utterances together can be viewed as the shared context for the two speakers. To help us un-
derstand the nature of this shared context, we pro-
pose the following mental experiment. Suppose
we, as researchers and “super-readers”, observe
the transcript of a dialogue between interlocutors
A and B. To us, all utterances are based upon the
context of previous ones, which is why we can ob-
serve consistent entropy increase within the whole
dialogue (Figure 1 in Section 3). Also, to us, a new
topic episode in dialogue is just like a new para-
graph in written text, within which we can observe
steady entropy increase without differentiating the
utterances from the two speakers. By contrast,
let’s look at the context used by the two speak-
ers. They will not necessarily leverage the preced-
ing utterances as a coherent context. A topic ini-
tiator introduces new information from a context
outside of the dialogue. Therefore the mutual in-
formation between the initiator’s current sentence
and the previous context is reduced, which causes
the sentence entropy to start high before decreas-
ing. On the other side, a topic responder relies
much on the previous shared context (because he
is not an active topic influencer). The responder is
dynamically updating the context as the initiator
pours new information into the mix. This causes
the mutual information with the previous context
to be high, and thus the sentence entropy start low
before increasing again.

We think that the respective cognitive load in
the topic responder imposed by following the
other speaker in a new topic direction may be
complemented by reduced information at the lan-
guage level. This is, again, compatible with a cog-
nitive communication framework that imposes a
tendency to limit or keep constant overall infor-
mation levels. It is also an example of extraling-
guistic information that causes complementary en-
tropy changes in a speaker’s language (cf., Doyle
and Frank, 2015).

5.3 Dialogue as a process of building up
common ground

Our findings can also be explained by a theory of
grounding (Clark and Brennan, 1991; Clark, 1996)
of communication. Dialogue can be seen as a joint
activity during which multiple speakers contribute
alternatively to build common ground (Clark and
Brennan, 1991). Common ground can be under-
stood as the mutual knowledge shared between in-
terlocutors.

Clark (1996) proposes that joint activities have a
number of characteristics: First, participants play
different roles in the activity. Second, a major ac-
tivity is usually comprised of sequences of sub-
activities, and the participants’ role may differ
from sub-activity to next. Third, to achieve the
goal of the activity, it requires coordination be-
tween participants of different roles.

In our design, the local roles of topic initiator
vs. topic responder correspond to roles suggested
by the joint-activity theory. The initiator sets up
the dominant goal of the sub-activity, i.e., devel-
oping a new topic episode, and the responder joins
him or her in order to achieve the goal. The con-
verging sentence entropy indicates that the mutual
knowledge between them is accumulating, i.e., the
common ground is being gradually built up. Once
the goal is achieved, i.e., the current topic is fully
developed, a new goal will emerge, and a new
common ground needs to be built again, which
is sometimes accompanied by a change in partici-
pants roles.

5.4 Convergence of linguistic behaviors

One mechanism that may lead to the conver-
gence of sentence entropy may be the interactive
alignment of linguistic features between speak-
ers (Pickering and Garrod, 2004); repeating words
and syntactic structure leads to increased simi-
larity. The entropy-converging pattern also re-
fects the convergence of higher-level dialogical
behavior, say, speakership occupancy; the dis-
crepancy between the two speakers’ roles gradu-
ally becomes smaller, i.e., the “speaker” becomes
more of a “listener”, and vice versa. A psycholo-
gist might treat the fragmented topic episodes in
dialogues as the locus where interlocutors build
temporarily shared understanding (Linell, 1998),
through the process of “synchronization of two
streams of consciousness” (Schutz, 1967).

6 Conclusion

In this study, we validate the principle of entropy
rate constancy in spoken dialogue, using two com-
mon corpora. Besides the results that are consist-
et with previous findings on written text, we find
new entropy change patterns unique to dialogue.
Speakers that actively initiate a new topic tend to
use language with higher entropy compared to the
language of those who passively respond to the
topic shift. These two speaker’s respective entropy
levels converge as the topic develops. A model of this phenomenon may provide explanations from the perspectives of information exchange, common ground building, and the convergence of linguistic behaviors in general.

With this, we put forward what we think is a new perspective to analyzing dialogue. As much dialogue happens for the purpose of information exchange, loosely defined, it makes sense to apply information-theoretic models to the semantics as well as the form of speaker’s messages. The quantitative approach taken here augments rather than supplants speech acts (Searle, 1976), identifying who leads the dialogic process by introducing topics and shifting them.

Furthermore, our approach actually provides a unified perspective of dialogue that combines Grounding theory (Clark and Brennan, 1991) and Interactive Alignment (Pickering and Garrod, 2004). These two models are often described as opposite; by applying each theory to the dialogic structure between and within topic episodes, we find both of them can explain our findings. The entropy measure of information content quantifies interlocutors’ contributions to common ground and also allows us to show convergence patterns.

This unified information-theoretic perspective may eventually allow us to identify further systematic patterns of information exchange between dialogue participants. There is, of course, no reason to think that multi-party dialogue should work differently; we leave the empirical examination as an open task.
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