Abstract: The concept of vehicle automation is a promising approach to achieve sustainable transport systems, especially in an urban context. Automation requires the integration of learning-based approaches and methods in control theory. Through the integration, a high amount of information in automation can be incorporated. Thus, a sustainable operation, i.e., energy-efficient and safe motion with automated vehicles, can be achieved. Despite the advantages of integration with learning-based approaches, enhanced vehicle automation poses crucial safety challenges. In this paper, a novel closed-loop matching method for control-oriented purposes in the context of vehicle control systems is presented. The goal of the method is to match the nonlinear vehicle dynamics to the dynamics of a linear system in a predefined structure; thus, a control-oriented model is obtained. The matching is achieved by an additional control input from a neural network, which is designed based on the input–output signals of the nonlinear vehicle system. In this paper, the process of closed-loop matching, i.e., the dataset generation, the training, and the evaluation of the neural network, is proposed. The evaluation process of the neural network through data-driven reachability analysis and statistical performance analysis methods is carried out. The proposed method is applied to achieve the path following functionality, in which the nonlinearities of the lateral vehicle dynamics are handled. The effectiveness of the closed-loop matching and the designed control functionality through high fidelity CarMaker simulations is illustrated.
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1. Introduction and Motivation

In recent years, advanced driver-assistance systems have become widespread among modern vehicles. These systems are focused on assisting the driver of the vehicle (e.g., lane-keeping assist system, cruise control). The main role of these systems is to make everyday traffic safer and to reduce the accidents caused by human errors. However, many problems cannot be solved using only the mentioned systems. One of the main issues to be addressed is the loss of time due to driving. An average American worker spends more than an hour a day driving a vehicle [1]. The main problem is that this time cannot be usefully spent by the driver. In the future, highly automated/autonomous vehicles will take over the burden of driving, which will allow the passengers to spend the traveling time with other productive activities. Moreover, autonomous vehicles will have a major impact on society. Self-driving vehicles will increase the living standards of many people, and personal freedom can be also increased [2]. Furthermore, maintaining the same level of mobility will not require owning a car, which will result in a significant reduction in spending.

In addition, traffic jams have a number of negative effects, such as increased travel time, increasing fuel consumption [3], and emission [4]. These effects can be significantly reduced with autonomous vehicles [5]. Moreover, other advantages of autonomous vehicles are the reduction in the safe traveling distance and the higher speed limits, which decrease
traffic jams and traveling times. Previously, some problems were presented that are strongly related to energy usage and emission. Autonomous vehicles play a key role in reducing these effects. Due to the mentioned advantages, many automotive companies and researchers are dealing with issues related to autonomous vehicles. The main criterion for the widespread of the fully autonomous vehicle is the safe and reliable operation in any traffic situation. The development of autonomous vehicle technologies has grown significantly in the last decade. The system, which is responsible for the operation of autonomous vehicles, can be divided into several layers [6]. For example, the sensing layer accurately evaluates the given traffic situation; another layer, the decision-making one, is responsible for the motion planning of the car. Finally, the control algorithm guarantees the accurate trajectory tracking of the vehicle.

In the future era of autonomous vehicles, optimal traffic control algorithms will play a key role (e.g., smart intersections). These algorithms provide reference trajectories for the vehicles. By tracking these trajectories, an energy optimal traffic flow can be achieved. Therefore, in order to reach this energy optimal traffic flow, the control systems on the vehicle must guarantee accurate tracking performance.

Furthermore, it can be said that a number of problems arise during the control design. One of the main problems is that the system parameters are not known exactly known. This means that the control algorithm may not be satisfying the energy minimum requirement. In this paper, a novel method is presented for the control design, which can improve the performance of the nominal control system.

One of the most difficult challenges is the modeling process of a system since it may contain several nonlinearities and uncertain parameters. Moreover, in several cases, nonlinearities are difficult to handle [7]. In recent years, several approaches have been developed to solve this problem. The first group includes methods, which linearize the system. The simplest approach is when only one linear system is determined. In other cases, several linear systems are determined in numerous operating points of the nonlinear system. Furthermore controllers can be designed for the defined linear systems. Using the resulted set of controllers, and based on the actual information of the system, the controller parameters can be calculated as an interpolation. This method is called, in the literature, gain-scheduling control [8]. Although the control design of this method is simple, the performance of this method may be poor. There can be found polytopic system–based algorithms, such as the linear parameter-varying framework (LPV) [9]. The second group consists of algorithms, in which the nonlinearities of the system are taken into account during the modeling phase. Stability analysis of a polynomial system is presented in [10]. In [11], a control problem is introduced, using a (sum-of-squares) SOS programming method. In these methods, the model contains nonlinearities, which makes the control design a challenging task. The nonlinearities of the system can be taken into account in several ways, e.g., the nonlinear model predictive control method (NMPC) [12]. An advantage of the MPC approach is that it can take into account the bounds of the states of the system, by which the stability of the controlled plant is guaranteed. These bounds can be determined by computing the reachability sets of the system; see [13].

The third group is the classical methods. A possible approach to deal with the nonlinearities of the system is the feedback linearization; see [14,15]. The feedback linearization process requires an accurate description of the system. However, in many cases, it is not available or cannot be determined since the system may contain high nonlinearities and uncertainties. Moreover, if it is available, the inversion of the system is also a difficult task to achieve; see [16].

With the increase in the computation capacity of computers, new fields have come into view, such as data-driven and machine learning–based approaches. Several methods have been developed, using a combination of the classical and machine learning–based approaches. In [9], a method is presented in which an (LPV) approach is combined with the results of machine learning–based technique. The reachability sets are computed for the controlled vehicle, using data-driven analyses and a machine learning algorithm,
and the results are used in a model predictive approach, which guarantees the trajectory tracking [17]. Furthermore, neural networks can be also used during feedback linearization. In [18], a feedback linearization method is presented for the tracking performance based on neural networks. Moreover, neural network-based feedback linearization is used in many fields of vehicle control (such as suspension control [19], and longitudinal control [20]). Feedback linearization is made for a nonlinear system with unknown dynamics, using the reinforcement learning technique [21]. Moreover, in [22], an input–output linearization method is presented for robotic applications by reinforcement learning. One of the main advantages of the proposed methods is the fact that an accurate system description is not necessary during the linearization process.

The main advantage of the first three methods is that the stability of the system can be guaranteed in the operation range of the system. However, the accurate control design requires the exact knowledge of the given system, which is a challenging task in several cases. Although the machine learning algorithms can boost the performance of the controlled plant, there is no analytical proof to guarantee their stability, which is a major issue in safety-critical systems. Some papers deal with this problem, e.g., in the work of [23], a method is proposed for computing the reliability of the neural networks.

In this paper, a novel model matching-based control approach is presented, using a machine learning–based algorithm. The control algorithm is beneficial for those systems, which are of high complexity and exposed to parameter uncertainty. A contribution of the paper is that the level of control performance through learning-based approaches is improved, and similarly, stable motion of the vehicle through the operation of the control is guaranteed. Thus, one of the main disadvantages of several neural network–based control methods can be avoided, i.e., lack of stability. A further contribution of the paper, in contrast to the former methods in the literature, is that the improvement of the performance level through the extension of the simplified design methods based on the nominal linear system model is carried out. The nominal model of the system is considered to be known since the dynamics of the original system is adjusted to the nominal model. In this way, the complexity of the control design process is reduced and the performance of the closed-loop system can be guaranteed without taking into account the uncertainties and the unmodeled dynamics of the system. The presented control strategy is implemented in Matlab/CarMaker environments, and its efficiency is demonstrated through a comprehensive simulation example.

The structure of the proposed algorithm is shown in Figure 1, which can be divided into three main parts. The first block contains the steps of the data generation. Firstly, a nominal model is selected, which is the basis of the matching problem. Then, the test scenarios and the simulations are considered. The appropriately selected scenarios are essential in order to ensure that the collected dataset covers the full operating range of the system. Using the nominal model and the scenarios, data acquisition is performed. In the second part of the algorithm, the reachability sets are computed based on the collected data, and also the machine learning–based method is presented for the additional steering angle computation. Then, the reliability estimation for the network is determined. Finally, the main goal of the third part is the control design. The lateral controller is designed, using solely the nominal model. Moreover, the last part is the calculation of the reference signal, which takes into account the computed stability sets in order to ensure the stability of the nonlinear system.

Figure 1. Methodological scheme of the control method.
The paper is structured as follows: In Section 2, the construction of the nominal model is presented, which is used both in the training process of the neural network and during the reference signal generation. Moreover, this section describes the acquisition of the dataset, which is used to train and evaluate the closed-loop matching neural network. Section 3 presents the computation of the stability sets. Moreover, the reliability estimation of the neural network is also presented in this section. The model-based reference signal generation is presented in Appendix A. In Section 4, a comprehensive simulation example is given to show the efficiency and the operation of the proposed control algorithm. Finally, the paper is concluded in Section 5.

2. Closed-Loop Matching Using a Neural Network-Based Approach

In this paper, the effectiveness of the proposed method is demonstrated through a vehicle-oriented problem, in which the model matching process is carried out in terms of the yaw rate of the vehicle. In Figure 2, the scheme of the closed-loop matching is presented. The goal is to compute an additional input signal \( \Delta u \) by which the output signals \( (y_{\text{nom}}, y_{\text{mat}}) \) become identical. In this case, \( \Delta u \) means an additional steering angle, and \( (y_{\text{nom}}, y_{\text{mat}}) \) are the yaw rates of the nominal and nonlinear system.

2.1. Lateral Vehicle Model

The main idea behind this model is to replace the front and rear wheels of the vehicle by one wheel, which is placed on the axis of symmetry of the vehicle. Basically, it consists of two equations: the first describes the lateral motion of the car, while the second equation describes its yaw motion (see [24]):

\[
L_{\psi} \ddot{\psi} = F_{f,y}(\alpha_f) l_f - F_{r,y}(\alpha_r) l_r
\]

\[
m v x (\dot{\psi} + \dot{\beta}) = F_{f,y}(\alpha_f) + F_{r,y}(\alpha_r)
\]

where \( m \) is the mass of the car, \( l_f, l_r \) are geometrical parameters and \( L_{\psi} \) denotes the yaw inertia. Moreover, \( \beta \) is the side-slip angle. The longitudinal velocity of the vehicle is \( (v_x) \), the road wheel angle is denoted by \( \delta_r \) and \( \dot{\psi} \) is the yaw rate. The lateral tire forces can be computed as follows:

\[
F_{i,y} = C_i \dot{\alpha}_i,
\]
where \( C_i \) is the cornering stiffness of the tires, and \( \alpha_i \) represents the side-slip angles of the tires. Using (1)–(3), a transfer function \( (G_{\text{dyn}}(s)) \) can be determined. The input of the system is the steering angle \( (\delta) \), and the output is the yaw rate \( (\dot{\psi}) \) of the vehicle. Using the Laplace transform of the output \( (B_{\text{dyn}}(s)) \) and the Laplace transform of the input \( A_{\text{dyn}}(s) \), the following transfer function can be formed:

\[
G_{\text{dyn}}(s) = \frac{B_{\text{dyn}}(s)}{A_{\text{dyn}}(s)}
\]

(4)

Note that during the construction of the nominal model, several parameters of the vehicle are unknown, such as the cornering stiffness and the yaw inertia. The longitudinal velocity can change during the simulations, but this value is fixed during the construction of the nominal model. The second part of the nominal model is the steering system. In autonomous vehicles, the steering system has a significant effect on the lateral dynamics, due to the delays caused by the electric motor and its inertia. This dynamics can be modeled by a simple first-order term [25], as follows:

\[
G_{\text{st}}(s) = \frac{A_{\text{st}}}{T_{\text{st}} + 1}
\]

(5)

where \( T_{\text{st}} \) is the time delay and \( A_{\text{st}} \) provides the steady-state gain of the steering system.

2.2. Computation of the Inverse Model

The nominal linear model consists of the presented two parts: lateral vehicle and the steering system. This model can be transformed into a transfer function, whose input is the steering angle \( (\delta) \) and its output is the yaw rate \( (\dot{\psi}) \) of the vehicle. In the first step, the inverse of the nominal model is calculated [26]:

\[
G_{\text{nom}}^{-1}(s) \approx G_{\text{st}}^{-1}(s)G_{\text{dyn}}^{-1}(s).
\]

(6)

The computation of the inverse model can be challenging [27]. Furthermore, after the inversion, the system may not be causal. In order to meet this issue, a prefilter is used.

\[
G_{\text{pf,nom}}^{-1}(s) = G_{\text{pf}}(s)G_{\text{nom}}^{-1}(s)
\]

(7)

where \( G_{\text{pf}}(s) \) gives the prefilter, which is used in order to deal with non-causalities. The discretization process is made, using Tustin’s method [28].

\[
z_i = e^{s_i T} \approx \frac{1 + s_i T/2}{1 - s_i T/2}
\]

(8)

where \( s_i \) denotes the \( i \)th pole of the continuous system, while \( z_i \) represents the discrete poles of the discretized system. Furthermore, \( T \) is the discretization time. Finally, the calculated discretized inverse model is used during the neural network-based matching process, which is presented in the next subsection.

2.3. Data Generation for the Neural Network

In this subsection, the data generation is presented for the neural network, which is responsible for closed-loop matching. The goal of the matching process is to compute an additional steering angle \( (\Delta \delta) \) by which the closed-loop system matches the behavior (output) of the nominal model, which is presented in Section 2.1. Since the system is influenced by high nonlinearities and the parameters are not accurately known, the computation of \( \Delta \delta \) is not a straightforward task. In order to compute the additional steering angle, an iterative process is presented, which cannot be applied in real-time application. The main role of the neural network is to calculate the additional steering angle for the nonlinear system
based on the measurable states of the system in real-time application. In the following, more details are given for the data generation process.

In Figure 3, the data generation process is presented. The basis of the data generation is the deviation between the output (yaw rate) of the nominal model and the measured yaw rate of the nonlinear model by which a nominal steering angle sequence (δ) is determined, using the inverse of the nominal model. This error function is computed at each iteration step. After an iteration step, the resulting additional steering angle (δ̂) sequence is added to the previously determined sequence. The training dataset consists of the measurable data, which are collected directly from the nonlinear system at the last iteration step. In the following, more details are given on the iterative algorithm.

![Figure 3. Structure of the data generation.](image)

In the first iteration step, the value of the additional steering angle is set to zero and the yaw rate is computed from the nominal model. Then, the error between the yaw rate signal can be computed, \( \dot{\psi}_{error} \). Using the error value and the inverse of the nominal model, the additional steering angle is computed and saved. In the second iteration step, the input of the vehicle is modified as follows: \( \hat{\delta} = \delta + \tilde{\delta}_2 \). Note that the yaw rate of the vehicle and the calculated yaw rate using the nominal model may not match. This phenomenon can be explained by the fact that \( (\Delta \delta) \) is computed using only the nominal model. The iterative process with which the additional steering angle is computed, is formed as follows:

\[
\Delta \delta = \sum_{i=1}^{n} \delta_i, \quad (9)
\]

\[
\hat{\delta} = \delta + \Delta \delta, \quad (10)
\]

where \( n \) gives the number of iterations. The iterations must be made until the maximum of the yaw rate error reaches an appropriately small value \( (\epsilon) \). In Figure 4, an example is presented for the results of the iteration process. In Figure 4, it is shown that in the first iteration step, the error between the nominal and the nonlinear model is the highest, which is represented with the blue line. This error value decreases with the increase in the iterations.

Since the nominal model does not contain information on the stability regions of the nonlinear model, a checking process is applied in the data generation, which can modify the nominal steering angle sequence. This means that if the vehicle loses its stability, the steering angle is modified in which the longitudinal velocity and the maximum value of the yaw rate (\( \dot{\psi}_{max} \)) are taken into account. During data generation for the training set, the maximum value of the nominal control input sequence to preserve the stable motion of the vehicle is bounded. The bound through a maximum steering angle is defined, whose angle based on the lateral vehicle model is computed. If the vehicle model during the data generation on a section of a scenario is not able to perform the reference yaw rate value, the maximum steering angle by a predefined value, e.g., 10%, is decreased. The main role
of this part is to ensure the stable motion of the vehicle. The following pseudo algorithm presents the data generation for the nth step.

![Diagram](image)

**Figure 4.** Results of the iteration processes

The presented iterative process is used in the simulations, which provide the dataset for the training process of the neural network. The whole iteration process is performed until the error between the nominal and the measured yaw rate reaches a predefined small value ε. In the example of this paper, the value of ε is set to 0.01. During the simulations, the longitudinal velocity of the vehicle varies between \( v_x \in \{30–110 \text{ km/h}\} \) and the vehicle is driven along different tracks. Using Algorithm 1, the additional steering angle sequence is determined and saved. Note that the additional control input has an influence on the states of the vehicle. This means that the training dataset should contain the effect of the additional steering angle because the neural network calculates the additional steering angle, using the measured states. In order to solve this problem, the input of the neural network is the states of the vehicle, which is saved at the last iteration step. The following variables are measured and collected from the simulations:

- Longitudinal velocity \( (v_x) \).
- Acceleration \( (a_x, a_y) \).
- Angular velocities \( (\dot{\psi}, \dot{\Theta}, \dot{\Phi}) \).
- Steering angle \( (\delta) \).
- Nominal steering angle from the inverse model \( (\delta_{\text{nom}}) \).
- Additional steering angle \( (\Delta \delta) \).

In this way, more than 1 million distinct instances are gathered. Note that only that the signals are used, which are available from the onboard sensors. In summary, the value of the additional steering angle cannot be determined in only one step, due to uncertain parameters and high nonlinearities.

**Algorithm 1:** Computation of the steering angle.

\[
\hat{\delta} = \delta \quad \triangleright \text{Initialization}
\]

while \( \max(\psi_{\text{error}}) \geq \epsilon \) do

Simulating system with \( \hat{\delta} \)

Computing \( \psi_{\text{error}} \) and \( \hat{\delta} \)

if \( \psi > \psi_{\text{max}} \) then

    Modify \( \delta \) \( \triangleright \text{Recomputing the nominal sequence} \)

else

    Save \( \Delta \delta \)

\[
\hat{\delta} = \delta + \sum^n_i \Delta \delta_i \quad \triangleright \text{Calculation of the updated sequence}
\]
2.4. Training of the Neural Network

It is mentioned that the closed-loop matching is achieved through the computation of an additional steering angle, which is generated using an iterative algorithm. Nevertheless, the iterative algorithm cannot be used in real-time applications. In order to meet this issue, a neural network is used to calculate the additional steering angle, using the measurable states of the vehicle. The training dataset of the network is created, using the iterative algorithm, which is detailed in Section 2.3. The inputs of the network are the measurable states, and the output is the computed additional steering angle. In this subsection, the training process is presented.

The neural networks can be divided into three main layers: the input layer, the hidden layers, and finally the output layer. Each layer consists of neurons, more precisely, weights and activation functions. Before the training process, the number of neurons and hidden layers must be determined. In this paper, the parameters of the implemented neural network are determined, using the so-called k-fold cross-validation technique [29]. The following table shows the parameters of the trained neural network.

In Table 1, the main parameters of the neural network are presented, and during the training process, a Levenberg–Marquardt algorithm is used. The training process of the neural network-based additional control input computation algorithm is performed using Matlab Neural Network Toolbox [30]. Figure 5 illustrates the loss function of the training process.

Table 1. Parameters of the trained neural network.

| Parameters of the Neural Network | 1st hidden layer | 2nd hidden layer |
|---------------------------------|------------------|------------------|
| Number of fcn.                 | 20               | 15               |
| Activation fcn.                | ReLU             | log-sigmoid      |

![Figure 5. Loss function of the training process.](image)

Figure 5 show a test scenario, in which the reference steering angle is set to randomly chosen values and also the velocity of the vehicle varies during the scenario. The goal is to reach the yaw rate of the nominal model by adding the additional steering angle to the nominal control input. The additional steering angle, computed by the presented neural network is evaluated at each time step during the operation of the implemented algorithm.

In Figure 6, the output of the nominal model can be seen (blue line) and also the output of the nonlinear model with the additional steering angle is presented (red line). It can be seen that the outputs of the systems are nearly the same. The maximal error between the two yaw rate signals is only about $\approx 0.01$ rad/s, which is a reasonably small value. Moreover, the yellow line represents the output of the nonlinear system without the additional steering angle, which significantly differs from the output of the nominal model. Therefore, the neural network–based closed-loop matching algorithm is able to fit the output of the nonlinear system to the nominal system.
3. Evaluation of the Neural Network–Based Closed-Loop Matching

It was shown that the neural network-based matching method is able to modify the dynamics of the nonlinear system by computing an additional steering angle. However, the neural networks may provide outputs, which destabilize the closed-loop system. It has two main reasons as follows:

- The training dataset contains data points that belong to the unstable regions of the vehicle.
- The training dataset may not completely cover the operating range of the system, or the fitting error of the neural network is too high.

As a first step, the acquired dataset is divided into two subsets, according to the stability of the instances. This categorization is carried out by using a data-driven approach. In the second step, the performances of the neural network are evaluated. The result of the evaluation is also two subsets: the first one contains those cases, where the closed-loop with the neural network satisfies the criterion, and the second one consists of the rest of the dataset. Both categorization methods are presented in the following subsection.

3.1. Categorization of the Dataset

3.1.1. Determination of Stability Regions

However, the stability of the closed-loop system cannot be proved analytically, which means that there is no guarantee that the modified system remains stable in every possible case. In order to overcome this issue, the reachability set analysis of the closed-loop system is performed, which is detailed in this subsection. The reachability sets of a dynamical system can be defined as follows. It is given a continuous-time system $\dot{x}(t) = f(x(t), t) + b(u(t), t)$ with initial condition $x(0) = 0$. It is considered the set of reachable states with inputs $u$ whose components have unit-energy $u^T u \leq 1$ as follows [31]:

$$\mathcal{R} \triangleq \{ x(T) \mid (x(t), u(t)) \}$$

where

$$\begin{align*}
\dot{x}(t) &= f(x(t), t) + b(u(t), t), \\
x(0) &= 0, \\
u^T(t)u(t) &\leq 1, \\
T &\geq 0.
\end{align*}$$

The computation of the reachability sets is a challenging problem, especially for highly nonlinear systems. The computation becomes more difficult in cases where a neural network–based algorithm is involved in the closed-loop system. Therefore, in this paper, a data-driven reachability set computation is used. Briefly, the algorithm divides the dataset into two main groups (acceptable $R_{ac,s}$ and unacceptable $R_{unac,s}$ instances). If the given instance satisfies the following inequality, the current measurement is labeled as acceptable:

$$-\varepsilon < \frac{|1 + \alpha_1|}{|1 + \delta - \beta - \frac{I_1'}{I_1}} - 1 \leq \varepsilon,$$

Figure 6. Validation of the neural network.
where $\epsilon$ is an experimentally defined parameter. Practically, the parameter of $\epsilon$ can be set to a smaller value than 1. The main role of the $\epsilon$ is to define the maximum allowed deviation between a linear and a nonlinear system during the reachability set calculation. Generally, it can be said that the increase in $\epsilon$ causes a smaller maximum deviation. More details can be found in [17]. Since some of the variables cannot be measured directly (or accurately), e.g., side-slip angle, a machine-learning technique is used to determine the stability of the vehicle during its operation, using only the signals that are available from the onboard system. Using (12), the reachability sets are computed by the convex hulls of the data points, which is illustrated in Figure 7. The convex hulls represent the boundaries of the stable regions in plane of $\dot{\psi}$ and $\beta$ at different longitudinal velocities, $v_x$. In the lateral control design, these reachability sets are used to compute the constraints of the states by which the stability of the vehicle can be guaranteed.

![Figure 7. Illustration of the reachability sets.](image)

3.1.2. Evaluation of the Performances

In addition to stability, it is an important aspect to evaluate the network based on its performance in order to filter out those instances where the neural network provides poor results. This means that the output of the nominal system is compared to the output of the closed-loop (which contains the neural network) for the same input signal. The additional steering angle is computed by the neural network, which means that the goal is to evaluate the matching performance of the closed-loop. This classification is based on the following criterion:

$$ R_{ac,p} = \begin{cases} 
\text{accepted} & \text{if } -\gamma \leq \frac{\dot{\psi}}{\dot{\psi}_{nom}} \leq \gamma, \quad \dot{\psi}_{nom} \geq \Psi, \\
\text{accepted} & \text{if } \dot{\psi}_{nom} \leq \Psi, \\
\text{unaccepted} & \text{otherwise,}
\end{cases} $$

(13)

where $\gamma$ is a design parameter, which specifies the required accuracy between the nominal and measured yaw rates. During the determination of the parameter $\gamma$, the measurement noises can be taken into account. $\dot{\psi}_{nom}$ is the expected yaw rate, which can be computed from the nominal model (6) using the steering angle ($\delta$), and $\dot{\psi}$ is the measured yaw rate signal, which is provided by the CarMaker. Moreover, $\Psi$ determines the bounds for the computation of this performance value. Practically, it can be chosen to a value of $\Psi = 0.05 \text{ rad/s}$.

Basically, this criterion compares the expected and the measured yaw rate signals and categorizes the instances, using the deviation between them. The result of the categorization is two datasets: $R_{ac,p}$ contains those instances in which the presented criterion (13) is satisfied, while the subset $R_{unac,p}$ consists of the rest of the dataset.

3.2. Determination of the Neural Network Reliability

In this subsection, the reliability of the neural network is presented. Several methods can be found in the literature for the evaluation of the neural networks; see [23]. In this
paper, the reliability analysis means that based on the measurable states of the vehicle, it is determined whether the network provides appropriate results or not. In this analysis process, the stability regions of the system are also taken into account indirectly.

The analysis is based on the previously calculated dataset, which is sorted into subsets. The goal of the reliability analysis is to examine, in a given operating range of the system, whether the neural network satisfies the requirements for stability and performance or not. Using this information, it is decided whether the additional term (output of the network) is added to the control input or not. The main role of this process is to increase performance in regions where the network gives appropriate results and avoid the cases where the results of the network may decrease the performance or stability.

During the reliability analysis of the neural network, all of the measurable data are used, which is detailed in Section 2. Firstly, the whole dataset is divided into two sets in terms of stability ($R_{ac,s}$), using (11) and (12). Secondly, two subsets are created, taking into account the performance of the closed-loop using the neural network ($R_{ac,p}$). Furthermore, the performance and the stability of the system must be guaranteed at the same time. This means that the given data point is considered to be accepted if it satisfies both of the conditions (stability and performances). Based on the created subsets, the acceptable data can be determined, using the following expression:

$$R = \begin{cases} R_{ac}, & \text{if } R_{ac,s} \land R_{ac,p} \\ R_{unac}, & \text{otherwise} \end{cases}$$

(14)

The whole reliability analysis is based on the created dataset ($R_{ac}, R_{unac}$) described in (14). These subsets also contain the states of the vehicle. The analysis is performed in order to determine whether the neural network provides acceptable results at the given operating range of the system or not. During the computation of the reliability, the measurable states of the vehicle are used. Since, the states of the system can take arbitrary values with certain restrictions, during the computation of the reliability, a specified environment of the states is considered, $x_l \leq x_{act} \leq x_u$, where $x_{act}$ gives the actual states of the system, and $x_l, x_u$ gives the lower and upper bounds of the actual states. This means that the reliability value is computed for the given region of the states, not for only one specific point. In Figure 8, an example is shown for a subset within which the reliability is computed (black line). In the figure, a lower bound for the first state ($x_{1,l}$) and an upper bound for the second state ($x_{2,u}$) is presented.

![Figure 8. Illustration of the subset for the analysis.](image)

Each point in Figure 8 represents a measured data point. Using (14), all of the data points are evaluated and represented with green if the given point is acceptable in terms of stability and performance. Moreover, the unacceptable data are shown with red points. In the example, the system has two states, and the bounds are also shown with the black line. During the reliability analysis for the actual state, the probability of the acceptable results is determined using the Bayesian rule [32]:

$$P(R|\mathcal{X}) = \frac{P(\mathcal{X}|R)\ P(R)}{P(\mathcal{X})},$$

(15)
where \( P(R|X) \) gives the probability of the acceptable results, if the states are \( X \in [x_{act} - x_l, x_{act} + x_u] \). The goodness of the neural network can be given by \( P(R) \) term, which gives the rate of the acceptable data in the saved dataset. Finally, \( P(X) \) specifies a probability value that expresses how often the system is within the given operating range. The reliability of the neural network is computed by (15).

However, the determination of the optimal bounds \((x_l, x_u)\) can be challenging for each state. For the determination of the optimal bounds, a clustering algorithm is used. The goal is to find the subsets within which the probability value does not change significantly. The subsets are calculated using the k-medoids clustering algorithm [33]. During the determination of the sets, the following cost function must be minimized:

\[
J = \sum_{i=1}^{N} \sum_{j=1}^{K_i} |x_j - c_i|,
\]

where \( c_i \) gives the center of the \( i \)th set, and \( x_j \) is the \( j \)th point in the \( i \)th set. \( K_i \) denotes the number of the elements in the given set, and \( N \) is the number of sets. The number of sets should be increased until the probabilities of any subset within a given set are nearly equal to the probability values calculated for the given set.

\[
\xi^- \frac{P(X_i|R_i)}{P(X_i)} \leq \frac{P(X_{ij}|R_{ij})}{P(X_{ij})} \leq \xi^+ \frac{P(X_i|R_i)}{P(X_i)},
\]

where \((\xi^-, \xi^+)\) defines the lower and upper bounds of the maximum deviation. The computation of the probabilities in real-time application cannot be achieved, due to the high amount of data. In order to meet this criterion, based on the results of (15), a piecewise linear function is determined:

\[
f_p(x) = \begin{cases} 
  \frac{P(X_i|R_i)}{P(X_i)}, & x \in X_i \\
  0, & \text{otherwise}
\end{cases}
\]

where \( X_i \) gives the \( i \)th subset, created by the clustering algorithm. Practically, this means that between two data points, the probability value is calculated, using interpolation.

Based on the proposed algorithm, the reliability of the neural network can be investigated. The reliability values contain the following three issues at the same time:

- The result of the network is not used in the range where its reliability is low (performances and stability).
- The result of the network is not used in the range where no training data are saved during the data collection process.
- Indirectly, sensor failure or an incorrect measurement sequence can be considered.

In summary, the goal is to determine the reliability of the neural network at the given operating point. In the cases when the reliability of the network is low, the additional steering angle is considered to be zero in order to avoid the instability and low performance of the system.

Finally, the whole algorithm is summarized in Figure 9. The additional steering angle \((\Delta \delta)\) is provided by the machine learning–based algorithm, by which the closed-loop matching is performed. Note that the neural network uses only those signals, which are available from the onboard system (see Section 2). Moreover, the checking of the additional control signal resulting from the machine learning algorithm is an important step to maintain stability. A data-driven approach is also applied to determine the reachability sets of the vehicle \((\dot{\psi}_{\text{max}}, \beta_{\text{max}})\), which is detailed in Section 3. During the reference signal generation, these sets are also taken into account. Furthermore, the reference signal is generated using only the nominal model of the system, which is detailed in Appendix A. Finally, the lateral controller is designed using only the nominal model of the nonlinear system.
4. Simulation Example

In this section, a comprehensive simulation example is presented to show the efficiency and the operation of the proposed control system. The whole simulation is made in CarMaker vehicle dynamics simulation software, in which the vehicle model is charged with nonlinearities. Firstly, the reliability computation for the neural network-based closed-loop matching process is tested in cases, when the vehicle is close to its physical limits. Secondly, a simulation example is presented for the reference trajectory tracking and compared the results for a nominal controller. In this case, the nominal controller means that the output of the neural network is set to zero.

4.1. Simulation Reliability of the Neural Network

During this simulation, the main goal is to show the effectiveness of the reliability computation algorithm. The main idea is to define a test scenario in which the neural network provides results with a low-performance level. This can be achieved, when the vehicle is driven close to its physical limits, and the nominal yaw rate value cannot be reached by the vehicle.

During the test scenario, the steering angle and the longitudinal velocity of the vehicle vary randomly in order to cover the whole stability region of the vehicle. In the first case, the computed, additional steering angle is added to the nominal steering angle during the whole simulation. Secondly, the additional steering angle is set to zero when the reliability of the neural network is low.

The results of the first simulation are presented in Figure 10a. Yaw rate values, measured from the simulation software, are presented with a red line, and the nominal yaw rates are represented with the blue line. It can be examined that the vehicle loses its stability in four regions during the simulation $t_{ unst} = \{8–12, 20–22.5, 34–37.5, 45–47.5\}$ s. However, within the other ranges of the test scenario, the yaw rate of the vehicle is nearly equal to the value, which is computed using the nominal model. This means that in these regions, the closed-loop matching process is successful but the loss of stability must be avoided.

In Figure 10b, an example is shown in which the reliability computation is involved. This means that the additional steering angle is not added to the nominal steering angle when the computed reliability value is low. It can be seen that the model matching is not succeeded in the range $t_{ unst}$. Nevertheless, the goal is to maintain stable motion of the vehicle in ranges where model matching cannot be performed.
Generally, it can be said that the performance of the neural network decreases near the physical limits of the system, but the stability of the vehicle can be guaranteed. Moreover, in the regions where the reliability of the network is high, the performance can be increased significantly by adding the additional steering angle to the nominal value. In Figure 11a, the lateral accelerations are presented.

Figure 11a depicts that the vehicle is near its physical limits, due to the high lateral acceleration values. Finally, in Figure 11b, the reliability of the neural network is presented. The red dashed line shows the actual value of the reliability. The blue line represents a discrete value, which gives the regions when the output of the network is considered to be zero (at the zero values).

4.2. Simulation for the Trajectory Tracking

In this subsection, a simulation is presented for trajectory tracking. During the calculation of the nominal transfer function, the longitudinal velocity is fixed at 100 km/h. Using the approximated parameters of the vehicle, and the constant velocity value, the transfer function of the nominal model is the following:

$$G_{dyn}(s) = \frac{75.55s + 362.9}{s^2 + 11.94s + 27.94}$$

(19)

It is described above that the closed-loop matching is performed for the yaw rate of the vehicle. Based on the reference yaw rate generator, trajectory tracking is performed, which is presented in Appendix A. For the yaw rate tracking, a PI controller is designed using only the nominal model, which is described in (19). In the simulations, the vehicle must perform a complex test scenario in which it is driven along a predefined trajectory.

Figure 12 illustrates the reference trajectory of the vehicle, which is the Hockenheim racing circuit. Moreover, the measured lateral positions are presented. In the first case, the vehicle is controlled with the model-matching method. Secondly, a nominal control, without the matching algorithm, is used for the lateral control.
Figure 12. Reference and the real trajectories of the vehicle

Figure 13a shows the tracking accuracy of the yaw rate signal, which is computed by the model-based reference signal generator. As it can be seen, the tracking of the reference value is appropriate, even at the high-velocity range. Figure 13b depicts the lateral accelerations for the vehicle. The maximum acceleration is about 8 m/s², which is close to the limitation of the vehicle. Nonetheless, the proposed control algorithm can guarantee the stability of the vehicle at that lateral acceleration.

Figure 13. Measured and calculated signals of the vehicle.

In Figure 14a, the results of the nominal controller are presented with blue, and the lateral error using the proposed method is shown with the red line. It can be concluded that the tracking error is also low in the nominal case but with the proposed method, this error can be further reduced.

Figure 14b presents the reliability of the network during the simulation. At the beginning of the simulation, the reliability value decreases due to initialization problems. Nevertheless, in the rest of the simulation, the neural network operates with high reliability, even at high lateral acceleration values. Moreover, at ≈65 s of the simulation, the reliability of the network decreases; in Figure 13a, the highest yaw rate tracking error can be seen. This can be explained by the fact that the vehicle is close to its physical limits at the given operating point. In Figure 15, the error reduction rate is shown using the proposed method. The comparison is made for the data points in which the computed lateral errors are higher than 0.05 m and the lateral acceleration is above 0.5 m/s². It means that non-straight segments of the trajectory are considered, where the control system has a high impact on the tracking performance. The error reduction rate is computed as follows:
where ε_{PI} gives the computed lateral error, using only the PI controller, and the lateral error using the proposed method is given by ε_{prop}. Moreover, the percentage of the given reduction is computed as follows:

\[ P(\mathcal{R} \in [0, r]) = \frac{N_i}{N}, r \leq 1, \]

where \( N \) is the total number of data points and \( N_i \) gives the number of data points, where the value of the rate is smaller than \( r \). The results of the analysis are presented in Figure 15.

Figure 14. Tracing error and the reliability of the neural network.

Figure 15. Longitudinal velocity of the vehicle.

As the figure shows, the error decreases by more than 50% in 25% of the simulation. Moreover, the error value is reduced more than 20% during \( \approx 40\% \) of the simulation time. It is important to note that in the case when the error value is already low for the nominal controller, no significant error reduction is expected. Because of these segments, the error reduction between 0% and \( \approx 25\% \) is nearly 0. Finally, in Figure 16, the velocity of the vehicle is presented, which varies in a high range.
5. Conclusions

Sustainable urban transport can be promoted with the advent of autonomous vehicles. With accurate vehicle control, several effects of the transport system can be decreased, such as travel time, emission, fuel consumption. In this paper, a novel neural network–based model matching algorithm is proposed for highly automated vehicles, with which the accuracy of the tracking can be significantly increased. A neural network was applied to modify the lateral dynamics of the vehicle. The reliability of the network was checked using a probability-based method. Using the calculated probability values, a piecewise linear function was determined with which the reliability of the network can be evaluated in real-time application. The modified nonlinear system was controlled with a simple PI controller, which was designed using the nominal model. Moreover, the reference signal was generated using the nominal model, which was extended with a result of the data-driven reachability sets.

The advantage of the proposed algorithm is that the actual parameters of the system are not known and the nonlinearities of the system are handled, using the model matching algorithm. Moreover, the whole control design can be made easily using only the nominal model. The accuracy of the yaw rate tracking was increased significantly in the scenario when the closed-loop matching algorithm was used. The operation and the efficiency of the proposed control strategy were demonstrated through a comprehensive simulation example in the simulation software, CarMaker.

The future challenge of the research is to take into account the impact of external disturbances and uncertainties (e.g., variation of the mass) on the closed-loop matching process, with which the robustness of the proposed method can be achieved. Moreover, a further challenge is to provide an extension of the method with which the training process of the neural network can be improved. For example, if the parameters of the vehicle during the operation are varied, the update of the neural network, e.g., through transfer learning, can be expected.
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**Appendix A. Determination of the Reference Signal**

In the following, the model-based reference signal generation is presented. In this paper, the output of nonlinear is matched to the linear one with respect to the yaw rate. However, in many cases, the goal is to follow the predefined path during lateral control of the vehicle. In this section, the reference signal generation is presented in which the nominal model is taken into account. Using (1) and (2), a state-space representation can be determined in the following form:

\[ \dot{x} = Ax + Bu \]

where \( A \) and \( B \) are matrices, \( u = \delta \) is the steering angle and the states are \( x = [v_y \ y \ \psi \ \dot{\psi}]^T \), where \( v_y \) gives the lateral velocity of the vehicle. However, during the reference signal generation, a discrete model is needed, which can be formed as follows:

\[ x(k+1) = \phi x(k) + \Gamma u(k), \]

\[ y(k) = Cx(k), \]

where \( \phi = e^{AT_s} \) and \( \Gamma = \int_{kT_s}^{(k+1)T_s} e^{A(K+1)T_s - T_s} B d\tau \), where \( T_s \) is a sampling time. The main role of the model-based reference generation is to compute the reference yaw rate for the vehicle, which is tracked by the vehicle. The vehicle motion can be predicted, and the goal is to guarantee the tracking of the reference trajectory. Using (A2), the lateral position of the vehicle is predicted along the predefined time horizon \( n \):

\[ y_p(k, n) = \begin{bmatrix} y(k+1) \\ y(k+2) \\ \vdots \\ y(k+n) \end{bmatrix} = \begin{bmatrix} C\phi \\ C\phi^2 \\ \vdots \\ C\phi^n \end{bmatrix} x(k) + \begin{bmatrix} \Omega_1 \\ \Omega_2 \\ \vdots \\ \Omega_n \end{bmatrix} u(k) \]

where \( \phi = e^{AT_s} \) and \( \Gamma = \int_{kT_s}^{(k+1)T_s} e^{A(K+1)T_s - T_s} B d\tau \), where \( T_s \) is a sampling time. The main role of the model-based reference generation is to compute the reference yaw rate for the vehicle, which is tracked by the vehicle. The vehicle motion can be predicted, and the goal is to guarantee the tracking of the reference trajectory. Using (A2), the lateral position of the vehicle is predicted along the predefined time horizon \( n \):

\[ y_p(k, n) = \begin{bmatrix} y(k+1) \\ y(k+2) \\ \vdots \\ y(k+n) \end{bmatrix} = \begin{bmatrix} C\phi \\ C\phi^2 \\ \vdots \\ C\phi^n \end{bmatrix} x(k) + \begin{bmatrix} \Omega_1 \\ \Omega_2 \\ \vdots \\ \Omega_n \end{bmatrix} u(k) \]

where \( \phi = e^{AT_s} \) and \( \Gamma = \int_{kT_s}^{(k+1)T_s} e^{A(K+1)T_s - T_s} B d\tau \), where \( T_s \) is a sampling time. The main role of the model-based reference generation is to compute the reference yaw rate for the vehicle, which is tracked by the vehicle. The vehicle motion can be predicted, and the goal is to guarantee the tracking of the reference trajectory. Using (A2), the lateral position of the vehicle is predicted along the predefined time horizon \( n \):

\[ y_p(k, n) = \begin{bmatrix} y(k+1) \\ y(k+2) \\ \vdots \\ y(k+n) \end{bmatrix} = \begin{bmatrix} C\phi \\ C\phi^2 \\ \vdots \\ C\phi^n \end{bmatrix} x(k) + \begin{bmatrix} \Omega_1 \\ \Omega_2 \\ \vdots \\ \Omega_n \end{bmatrix} u(k) \]

where \( \phi = e^{AT_s} \) and \( \Gamma = \int_{kT_s}^{(k+1)T_s} e^{A(K+1)T_s - T_s} B d\tau \), where \( T_s \) is a sampling time. The main role of the model-based reference generation is to compute the reference yaw rate for the vehicle, which is tracked by the vehicle. The vehicle motion can be predicted, and the goal is to guarantee the tracking of the reference trajectory. Using (A2), the lateral position of the vehicle is predicted along the predefined time horizon \( n \):

\[ y_p(k, n) = \begin{bmatrix} y(k+1) \\ y(k+2) \\ \vdots \\ y(k+n) \end{bmatrix} = \begin{bmatrix} C\phi \\ C\phi^2 \\ \vdots \\ C\phi^n \end{bmatrix} x(k) + \begin{bmatrix} \Omega_1 \\ \Omega_2 \\ \vdots \\ \Omega_n \end{bmatrix} u(k) \]

In this case, the input vector of the system is defined as follows:

\[ u = [u(k), u(k+1) \ldots u(k+n-1)]^T \]

where \( \omega_i \) gives the weight for the ith input signal. Using (A3) and (A4), the reference signal for the vehicle can be computed as follows:

\[ u_r = B^{-1} \Omega^{-1} (y_p(k, n) - Ax(k)) \]

where the reference trajectory is defined by the \( (y_p(k, n)) \) vector and the actual states of the vehicle are given by \( x(k) \). Moreover, \( \Omega \) gives the weights for the given time horizon.

During the computation, the reachability sets can be also taken into account, which serves the stability of the vehicle. This means that the states can be saturated, using the reachability sets. During the computation of the lateral error, the motion of the vehicle is
predicted in order to decrease the lateral error during the tracking. Based on the actual states of the vehicle, the predicted error value can be computed as follows:

\[
x_p(t + T_p) = R(x_p, y_p) - (y(t) + v(t)\cos(\psi(t)) T_p)
\]
\[
y_p(t + T_p) = R(x_p, y_p) - (y(t) + v(t)\sin(\psi(t)) T_p)
\]

where \(T_p\) denotes the length of the prediction and \(R\) is the reference position at the given state of the vehicle. In this paper, the value of the prediction is set to \(T_p = 0.2\) s. Using the predicted error and (A5), the goal is to compute a yaw rate sequence with which the lateral error of the vehicle is zero at the end of the \(n\) horizon length.
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