Weakly Supervised Scene Text Detection using Deep Reinforcement Learning
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Abstract—The challenging field of scene text detection requires complex data annotation, which is time-consuming and expensive. Techniques, such as weak supervision, can reduce the amount of data needed. In this paper we propose a weak supervision method for scene text detection, which makes use of reinforcement learning (RL). The reward received by the RL agent is estimated by a neural network, instead of being inferred from ground-truth labels. First, we enhance an existing supervised RL approach to text detection with several training optimizations, allowing us to close the performance gap to regression-based algorithms. We then use our proposed system in a weakly- and semi-supervised training on real-world data. Our results show that training in a weakly supervised setting is feasible. However, we find that using our model in a semi-supervised setting, e.g. when combining labeled synthetic data with unannotated real-world data, produces the best results.

I. INTRODUCTION

In the past years we have seen a tremendous technical advancement in computer vision algorithms [1]–[3]. But this success does not come without a cost, namely the need for large amounts of labeled training data [4]. Among computer vision tasks, annotation for text detection is one of the most complex forms, as it requires bounding box labels to mark the exact text locations in the image. According to [5] it takes on average 39 seconds to label images containing multiple texts with tight bounding boxes, a 20-fold increase over annotation for classification.

Scene Text Detection (STD), is known as the method of determining the locations of text in natural scene images [6], e.g., on storefronts or street signs, often called “text in the wild” [7]. Its use cases include content-based image search, automatic navigation (including robotics) [8], instant translation [9] as well as the digitization of document archives [10]. In most cases STD is used as a preliminary step for text recognition [8]. Narrowing down the search space in natural images and proposing accurate text regions is crucial for recognition algorithms to perform well.

STD is a notoriously hard problem. One must distinguish it from the much more structured problem of optical character recognition (OCR) in scanned documents [8]. In contrast to document text, scene text has no underlying formatting, can occur in a variety of sizes, fonts, colors and orientations and be scattered across the image [8], [11]. Real-world scenes also come with very diverse backgrounds, requiring large amounts of data for algorithms to learn from [8]. For all specialized applications, for which public datasets or pretrained models do not suffice, this data has to be manually annotated.

Many supervised STD methods have been developed in the past (see [1]). Most of these approaches follow a bottom-up approach using region proposals [12]. Only some top-down methods involving reinforcement learning (RL) have been tested. This approach not only forms an alternative to the standard route taken by most researchers, which reduces the number of region proposals required [13], but also brings the advantage that it relies on a single scalar reward. This reward can be estimated and thus opens the door to weaker forms of supervision.

We combine this idea with a neural network introduced by Bartz et al. [14], which rates the RL detections (see [IV]). Weak supervision is a paradigm where noisy labels are applied to otherwise unlabeled data points. These labels are called weak as they are not guaranteed to be ground-truth, but come from heuristics or estimates. When the model is taught properly what good text detections look like, it can serve as an automated annotator for unlabeled images. Our experimental results with this model can be found in [VII] and suggested future improvements in [VIII]. We release our code and models to the community [7].

We make the following contributions in this paper:
1) We enhance an existing supervised RL approach to STD and show contrary to prior research that high detection rates are possible using this method.
2) We combine the weak supervision technique for object detection proposed by [14] with our RL method and show that weakly supervised STD is feasible this way.
3) We perform semi-supervision using synthetic labeled data and weakly supervised real-world data

II. RELATED WORK

Recently, deep learning methods have dominated the field of STD, most of which can be categorized as either bounding box regression or segmentation-based methods [1]. Only few RL methods have been proposed for visual detection tasks.

1https://github.com/emanuel-metzenthin/RL-scene-text-detection
Some work has been done on weakly supervised STD, mainly by encoding complex shape information in simpler annotation formats.

A. Bounding Box Regression Methods

Bounding box regression methods primarily adapt models from the general object detection domain and rely on a region proposal stage which produces boxes likely to contain objects. Most regression-based text detection approaches build on top of region proposal networks (RPNs) \[15\]. RPNs slide windows based on predefined anchor boxes over a CNN feature map \[16\]. A classification branch then determines for each candidate box whether it contains an object and fine-tunes the detection bounding box location.

An example of a RPN-based method is Deep Text by Zhong et al. \[17\]. Ma et al. \[16\] and Jiang et al. (R2CNN) \[18\] also rely on a RPN, but adapt the region proposals to include a rotation dimension.

Tian et al. \[19\] approach the problem by generating very small fixed-sized candidate regions and determine whether they show text characteristics. These small regions are then combined to text lines. Their model is named Connectionist Text Proposal Network (CTPN).

B. Segmentation Methods

Image segmentation methods usually rely on fully convolutional networks (FCN) \[7\]. These networks contain a downsampling and upsampling convolution pass and produce a pixel-wise prediction map of text/no-text areas in an image. Due to the fact that FCNs produce a more fine-grained output than region proposals based on bounding boxes, segmentation based methods have become mainstream for detecting complex arbitrarily shaped text \[6\].

He et al. \[20\] propose the Cascaded Convolutional Text Networks (CCTN) which consists of two CNNs. A coarse network outputs a heatmap for probable text regions which get fine-tuned into accurate segmentations in a second stage.

Long et al. \[21\] propose the TextSnake algorithm to allow for the detection of irregular text shapes. They model the text geometry using disks with varying radii slid along the center line of a text instance. Their FCN produces a segmentation map for text regions and text center lines. The text region map is used to mask the center line prediction and eliminate false positives.

The Progressive Scale Expansion Network (PSENet) by Wang et al. \[22\] produces several segmentation masks at different scales. These are then combined to form more accurate detection masks.

Segmentation-based methods often incorporate the entire image information into their calculations and can therefore be superior in complex scenes \[7\]. On the other hand, they are usually slower than regression-based techniques and often fail to segment overlapping text \[6\], \[7\].

C. Reinforcement Learning Methods

Only a few works have been published that make use of RL as the main algorithm component for detection. They mostly target object detection but can often be transferred to text detection as well. Most of the methods aim to build a faster top-down alternative to the bottom-up region proposal based object detection, which often requires the analysis of thousands of regions per image \[12\].

Caicedo et al. \[13\] were the first to develop such an active search detector and also laid the groundwork for the first RL text detection algorithm proposed by Wang et al. \[23\] as well as for our algorithm design. They use deep Q-learning to learn a RL policy that manipulates a bounding box on top of an image until it covers the sought-after object.

A similar approach was followed by Mathe et al. \[24\]. However, their algorithm uses a stochastic policy that decides on fixation points in an image, instead of transforming a bounding box.

Kong et al. \[12\] improve Caicedo et al.’s work by adapting their approach to a multi-agent collaborative RL setting. Instead of a single, multiple agents search the image for objects, trained jointly via gated cross connections.

Bueno et al. \[25\] also try to improve upon \[13\]. Before their RL agent begins its visual search the image is zoomed into one of 5 predefined regions. This hierarchical image search allows for detection with fewer steps.

Another variant of object detection RL was introduced by Jie et al. \[26\]. They base their approach on a tree-search. Starting with the entire image as the root node of a tree, a scaling and a translation action are chosen at each tree level. The leaf node representing the best bounding box is then selected as the final detection.

D. Weak Supervision Methods

Weak supervision in STD has not been studied extensively, but some works have been published that aim to reduce the cost associated with data annotation. Most of them try to replace polygon annotations for complex text shapes with relaxed annotation formats. Others experiment with semi-supervision.

Zhuang et al. \[27\] develop an annotation tool that facilitates the annotation of polygonal bounding boxes. The annotator only selects points along the center line of text instances. A text recognizer is then applied and the boundary producing the lowest recognition loss is selected as the final label.

Zhao et al. \[5\] develop a text detector which predicts pseudo labels for candidate proposals. This pseudo label generation is learned based on weak labels of different granularities. The authors were able to achieve state-of-the-art performance on curved text benchmarks using only 10% original polygon labels and 90% loose or tight bounding boxes.

Wu et al. \[28\] use text lines instead of bounding boxes as coarse labels. The labels are combined with the activation map produced by a pretrained model to filter out false positives.

\[29\] also rely on line annotations. These are used to train a model to predict text line maps, which in turn are used to filter character bounding boxes predicted by a pretrained model.
model. Their model attains superior performance to the one by [28] and is comparable to fully supervised methods.

Bonechi et al. [30] use bounding box labels to generate pixel-level annotations to train a scene text segmentation model. A background-foreground segmentation network is trained based on synthetic data and then applied on the bounding box content of real datasets.

None of these methods attempts to perform weak supervision without any sort of human labeling involved, which we aim for in this work.

III. REINFORCEMENT LEARNING FOR STD

RL is an active learning paradigm which in contrast to supervised learning does not rely on labeled training data but on interactions with a predefined environment [31].

It is defined as a Markov Decision Process (MDP), where at each time step \( t \) the so called RL agent observes a state \( s_t \) in its environment and takes an action \( a_t \) to manipulate the environment. During its scalar reward according to the reward function \( r \).

The agent tries to maximize the long-term reward by adapting its behavior accordingly [32]. The agent’s behavior is defined by its policy \( \pi : S \to A \) which maps an environment state to the action the agent will take when observing that state [32].

The action-value function, denoted \( Q^\pi(a_t, s_t) \), assesses the value of taking the action \( a_t \) in state \( s_t \) when continuing with the current policy \( \pi [33] \).

Q-learning which we use in our work is an algorithm that estimates the action-value function [32]. We also define the action set available to the agent similarly to Caicedo et al. [13]. 8 discrete actions allow the agent to move the bounding box along the x- and y-axis as well as to change its size and aspect ratio.

The magnitude of a bounding box movement is set proportional to the current width and height of the bounding box and controlled by a hyperparameter \( \alpha [13] \).

The action set is completed by the trigger action, which the agent uses to end the search once the text instance has been found.

B. Reward Function

We design a sparse reward function, i.e. the reward is only assigned to the final trigger action, all other actions receive a reward of 0. In contrast to the approach by Caicedo et al., the reward the agent receives is based on the tightness-aware intersection-over-union (TIoU) between the detection of a word and the actual ground-truth area. The TIoU was developed by Liu et al. [37] as an evaluation metric which penalizes detections that cut off parts of the text. To achieve this, the original IoU is weighted proportionally to the size of the text area extending outside of the detection bounding box [37].

For supervised learning we define the reward \( R_{\text{trigger}} \) proportionally to the TIoU with the ground-truth bounding box. To give the agent an incentive to finish an episode quickly we additionally subtract a penalty proportional to the number of steps taken.

\[
R_{\text{trigger}} = \eta \star TIoU(d, g) - s \star p \tag{1}
\]

Here, \( d \) and \( g \) are the detection and ground-truth boxes respectively. \( \eta \) and \( p \) are constants and \( s \) is the number of steps taken to find the text.

With weak supervision, information about how much text lies outside of the bounding box is not available, hence we use the standard IoU in this case.

To be able to detect multiple words per image the search has to be reset to the entire image after the trigger action has been used. Caicedo et al. [13] introduce the concept of inhibition of return (IoR). The environment draws a black cross, known as the IoR marker, onto the episode image, masking out the detected text area. This inhibits the word from being picked up again in the following search. The marker is drawn onto the closest ground-truth bounding box to the detection, so that the text is guaranteed to be covered completely. During testing the bounding box predicted by the agent is covered up.

C. Upscaling of Ground-Truth Boxes

In the next two sections we propose additional optimizations to the training procedure. A simple way of improving the detection accuracy is to enlarge the ground-truth boxes slightly. This leaves a thin text-free margin around words and makes it easier for the algorithm to determine if a text instance is entirely covered by the detection bounding box.

It also biases the agent towards larger detection bounding boxes which are more likely to cover the text completely.
leading to a precise fit of the IoR markers. If the markers leave parts of a word, these might get picked up in a following search producing false positives.

D. Framestacking

Additionally, we stack multiple environment frames in the policy input. This concept is known as framestacking in the RL literature [38], [39]. It is frequently used in Atari video game environments. We follow these approaches and stack grayscale images of the four last environment states along the channel dimension. Reducing the color information to one channel keeps the processing overhead low as only 4 instead of the initial 3 channels have to be processed by the feature extractor.

The aim of this idea is that predictions become more accurate if the action is not solely decided based on one state image but multiple previous states, i.e. the trajectory that lead to the current state. This increases the information density on which the policy bases its prediction and leads to better detections.

IV. Weak Supervision Solution

Now that we have introduced RL for supervised STD we want to combine it with a weakly supervised approach. Our reward function definition solely relies on the IoU between detection and ground-truth. Instead of being calculated based on ground-truth information, the IoU can also be estimated using a neural network which we call the assessor.

As the assessor can be trained using only synthetic data, this approach allows us to build a text detector that does not rely on manual ground-truth annotations. The model is based on the method by [14], who propose a similar network for weakly supervised object detection.

The assessor is a neural network trained on the regression-task of predicting the IoU $iou \in [0,1]$ of an image crop overlapping with a text instance in an image.

The reward signal in the RL training can ultimately be substituted with this prediction.

The assessor’s training data is generated by rendering words in arbitrary fonts and colors onto background images. Afterwards, the resulting images are randomly cropped and saved as training examples. The fact that the words are deliberately placed onto the images makes it possible to calculate the IoU, i.e. the training labels, for the crop.

V. DATASETS

We use the following datasets for training and evaluation:

a) ICDAR data: We use the test splits from the ICDAR2011 [40] and ICDAR2013 [41] competition data for evaluation using the ICDAR2013 metrics. These datasets contain focused scene text where the words take up the most prominent parts of the image. ICDAR2011 contains 414 training and 141 test images. ICDAR2013 comes with 229 images for training and 233 for testing.

For training we expand the training splits from both dataset with images from the multi-language ICDAR2019 MLT dataset [42] from which we extract only images containing Latin languages, adding up to 3000 images.

We merge the individual datasets into a combined ICDAR training dataset consisting of 3643 images.

b) SynthText: For our semi-supervision experiments we also use data from SynthText [43], an expansive synthetic dataset for text detection. A RL training on the complete datasets containing 800k images would result in very long training times, which is why we extract a random 5% subset, i.e., 40k images, from it.

c) Assessor Training Data: For the data on which the assessor model is trained we take the background images used in the SynthText dataset, provided by [44], and randomly render words onto them. As the RL agent is allowed to move the bounding box outside of the image, the training data also contains samples including transparent areas encoded in the alpha channel. We generate 10k training images.

VI. IMPLEMENTATION DETAILS

We chose RLlib [45] as RL framework. We use a replay buffer of 20k environment transitions and an $\epsilon$-greedy exploration with an $\epsilon$ decay from 1 to 0.1. $\epsilon$ is annealed over 3M timesteps for the ICDAR dataset, 5M for the larger SynthText dataset. We run trainings for 15M environment steps.

The discount factor $\gamma$ is set to 0.95, the reward constant $\eta$ to 70, the duration penalty $p$ to 0.03 and the step size $\alpha$.

The environment images are resized to $224 \times 224$ pixels, which are passed through a ResNet-18 CNN for feature extraction. We chose ResNet-18 over ResNet-50 as the latter runs much slower during inference and did not yield significantly better results. Further hyper parameter tuning in the future should improve the performance using a larger CNN.

Following [13], the past 10 actions taken by the agent are one-hot encoded and concatenated with the image embedding. This history vector has a dimension of 90 (10 × 9 actions). The DQN following the feature extractor consists of two hidden linear layers with of 1024 neurons ReLU activations and one output layer.

Following [14], the assessor model is made up of a residual CNN without bias parameters. It consists of 4 residual blocks where the first three are made up of three convolutional layers $(3 \times 3, 4 \times 4$ and $4 \times 4$ kernel sizes). The last consists of two $3 \times 3$ convolutional layers. All convolutional layers are followed by a ReLU activation function and group normalization layer. After a global average pooling operation a linear layer with one output neuron predicts the IoU value. We use 64 filters for the first two blocks, 128 for the third and 256 for the last block.

We train the assessor alongside the RL agent, i.e. at the end of every environment episode a training batch is passed
through the network. We found this procedure to lead to better performance overall compared to pretraining the assessor. All neural networks are trained with a learning rate of $10^{-4}$.

### VII. Results

We share the results of our study separately for the supervised RL model and the model combined with the weak supervision technique.

#### A. Supervised Training

In the following we compare detection results on ICDAR2011 and ICDAR2013 benchmarks by our method to those of related work. A direct comparison is only possible with the only other RL method by [9]. This is because the application of RL to STD is still in its early stages and some optimizations present in most state-of-the-art solutions are not yet included in our approach.

One of such optimizations is handling multi-scale detection cases. For instance, [46] mention that performing multiple network passes in five different scales increased their f1-score by 5%.

Additionally, most other approaches use higher resolution input images, e.g. CTPN [19] scales the input images to 600 pixels on the shortest side, whereas we use $224 \times 224$ images. CCTN [20] uses a scale of $500 \times 500$ pixels.

Consequently it is expected that the recent regression methods outperform our supervised training. It is more a question of how close our solution gets and to outline improvements which are needed to push the results even further.

We compare against methods targeting horizontal rectangular text, namely CTPN, TextBoxes, DeepText and CCTN. Additionally, we mention the results obtained using Faster-RCNN, which can be considered a baseline as it is in its bare form developed for general object detection.

Most importantly it can be said, that our training improvements involving the TIoU reward, framestacking and upscaling of ground-truth boxes pushed our method to achieve significantly better results than the RL solution by [23]. We more than doubled their recall on ICDAR2013 (going from 32% to 70%) and improved the precision by 4%.

Compared to Faster R-CNN[15] our solution achieves a 4% higher f1-score on ICDAR2013 and scores equally on ICDAR2011. For the other methods, we are 8% in f1-score behind the closest competitor (TextBoxes) on ICDAR2013. For ICDAR2011 our method scores 11% lower in f1 compared to DeepText.

Figure 1 shows some qualitative results. Mainly in cases where individual words are clearly separated from each other it performs very well. Sometimes the model mistakes icons, such as the bicycle in the fourth image, for text. In longer phrases, where words appear close to each other, multiple bounding boxes are sometimes placed on single words and characters at the beginning or end of a text instance occasionally cut off.

#### B. Weakly Supervised Training

Naturally, the supervised model performs much better than a model trained solely on weak labels. However, the weak supervision model achieves a recall of 36%. The precision on the other hand is very low with 26%. It is definitely possible, though, to detect text using our technique. Figure 2 shows some example predictions of the weak supervision model. However, the resulting bounding boxes do lack in tightness and often do not cover the complete word. Nevertheless, the most salient text instances are clearly being detected.

Furthermore, we compare the weak supervision approach to a semi-supervised training. For this we combine the labeled SynthText dataset with our combined ICDAR dataset using weak labels. As SynthText is synthetically generated, we still do not rely on any manual data annotation.

With this setup we attain a f1-score of 49% on ICDAR2013, 13% above using supervised training on SynthText alone (see table II). It can therefore be said that our weak supervision method proves capable of enlarging existing labeled datasets with more real-world images, which do not have to be annotated.

Figure 2 shows some example detections using the semi-supervision setup. It clearly corrects many mistakes made with the solely weakly supervised model, especially reducing the number of false positive detections.

### VIII. Discussion

While a combination of supervised learning on synthetic data and weakly supervised learning on real-world data produced good first results, the weak supervision approach alone...
is still very imprecise and produces too many false positive detections. We attribute this to the assessor’s sensitivity to textured backgrounds. Figure 3 shows the assessor prediction results compared to the ground-truth IoU values for some example background regions in real-world images. Whereas it correctly predicts a low IoU value for many background areas, as in the last example, it sometimes predicts rather high values (between 0.30 and 0.60) for regions with repeating patterns. This leads to many trigger actions by the RL agent on non-text areas.

We believe that there is still a lot of potential for improvement in the assessor design. We took the network proposed by [14], but other architectures might work better to predict text IoU values. The training procedure offers plenty of room for further experimentation as well. Including more variations in the training images, finding better background images for the data generation or using existing labeled real-world data for the assessor training could lead to better learning of the model.

Our weak supervision proof-of-concept turned out to be feasible as we were able to get reasonable results without any human data annotation required.

Concerning the supervised model there are several improvements with a lot of potential, which we propose for future work. First of all, our feature extractor only relies on convolutional filters of fixed scales. Using multi-scale CNNs, such as a feature pyramid network [47], would probably improve the detection results further.

The RL training procedure also offers potential for further research. Deep q-learning, which we used for our work, is only one of many RL algorithms. Most of which have not been used in this context yet. Policy gradient methods, for instance, are known to be able to handle larger action spaces and require no tuning of the environment exploration. It is therefore worthwhile to explore their effectiveness when used together with different action sets for the agent such as with added rotation and sheering actions for bounding boxes.

The weak supervision model is sometimes confused by strong contrast around the colored IoR markers. Other ways of hiding already detected texts are hence worthwhile to explore. Generative adversarial networks could be used to fill the respective image areas with generated background textures.

IX. Conclusion

We explored reinforcement learning (RL) in the context of scene text detection and used it to develop a weakly-supervised detection model. We introduced multiple training optimizations, including “framematching” of the environment state history and the application of a tightness-aware IoU reward to the supervised RL model This way our model outperformed the related method on RL for STD by a large margin. We achieved competitive benchmark results compared to state-of-the-art regression-based algorithms.

Our weak supervision technique adapts the design of Bartz et al. [14] to estimate the scalar reward during RL training. The network predicts the IoU of a detection bounding box and is trained solely on synthetic data.

Training on unlabeled data using this method proved to be feasible. On real-world images it achieved an f1-score of 30%. Training in a semi-supervised fashion on a combination of real-world images labeled using the weak supervision technique and supervised synthetic data improved the results to reach an f1-score of 49%, 13% better than relying on the supervised data alone. The method can therefore be considered as a tool to enlarge existing datasets with unlabeled data.
