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Abstract. Hepatopathy is a kind of disease with high incidence, so the progress in the field of liver disease research is highly valued. Medical image, as an important part of medical diagnosis, provides an important basis for doctors to make correct diagnosis. Pathological images play a significant role in clinical application because they can facilitate doctors to clearly observe the degree of lesions and make accurate judgments. As an important component of computer vision, deep learning has been paid more and more attention by researchers. The application of computer aided technology in medical image detection has become an important application of computer vision. In view of this situation, an automatic diagnosis method of liver pathological images based on deep learning method is proposed. We analyze the image features, then design and train the classification model. The final results confirmed that this method can effectively classify the pathological images of liver and has a high accuracy rate.

1 Introduction

In recent years, with the improvement of people’s living standards, people pay more and more attention to health, and health has become one of the most concerned topics in today’s society. A pathological image of the liver is a sample obtained by a liver biopsy, the image obtained by observing the sample through a microscope. It is widely used in the differential diagnosis of various liver diseases in the medical field. For example, it is often used to clarify the nature and cause of jaundice, to determine the degree and activity of liver injury, to provide a basis for the diagnosis of various viral hepatitis, and to detect early static or compensatory cirrhosis in a timely manner. In particular, the severity of liver fibrosis is an internationally recognized standard. As its accuracy rate can reach more than 80%, it is considered as a better inspection method at present.

During the detection process, percutaneous puncture was conducted under the positioning and guidance of b-ultrasound and CT. The samples were taken and the liver tissue and cell morphology were observed under a microscope. With the increasing number of patients and higher requirements for accurate diagnosis of diseases, Pathological examination, especially the analysis of its microscopic images, has multiplied. As a result, the workload of pathologic laboratory experts increased, and more personnel and equipment were needed to cope with the larger needs of histopathological analysis. A lot of general pathologic image feature recognition and diagnosis takes a lot of doctors’ energy to make a diagnosis[1]. In addition, traditional classification methods are limited by physicians' experience, subjective differences in judgment criteria and non-linear features of lesions. The accuracy of test results will be affected to some extent. If some pathological image analysis and diagnosis work can be processed by computer aided system, it is of great significance to improve the current environment of shortage of medical resources[2].

The popular artificial intelligence technology in the field of computer in recent years, especially the deep learning algorithm has been widely used in the field of image processing. There are many applications in the field of medical imaging. In order to eliminate the influence of human factors on accuracy in traditional methods[3]. A classification method of liver biopsy pathological images based on convolution neural network was proposed in this paper. Use the computer to make basic judgments about the image. It is hoped that it can be used as an auxiliary means to help doctors make judgments. On the other hand, it can also reduce the workload of doctors and save the cost of testing for patients[4,5].

The samples used in this study were mainly divided into three categories - healthy, mild lesions and severe lesions. As depicted in Fig.1

![Figure 1: Pathological Image of Liver](image)

The characteristics of the lesion area vary with the degree of lesion. Therefore, it is difficult to design a feature extraction algorithm that can distinguish between...
the lesion area and the background area. Deep learning is a good tool for feature extraction, training and classification. As an important part of deep learning, convolutional neural network is a kind of artificial neural network widely used in the world in recent years. This paper conducts experiments based on this artificial neural network.

Convolutional neural network is inspired by the physiological study of cat’s visual cortex. And then somebody came up with a convolutional neural network. Yann Lecun was the first to use it successfully in MNIST handwritten numeral recognition task[6], and he has maintained a dominant position on the issue. Therefore, convolutional neural network began to be known to the public. In recent years, convolutional neural network has begun to play its advantages in many fields. For example, medical image recognition and classification[7], speech recognition[8], face recognition[9], behavior judgment[10], emotion prediction[11], etc.

The goal of this study was to classify the pathological images of liver puncture automatically. An experimental method based on convolution neural network is designed. The required classifier is obtained by training the data. The specific arrangement of this article is as follows: The second part introduces experimental algorithm, neural network model and experimental data processing. The third section introduces the experimental results and the analysis of the results. The fourth section is the summary of the experiment.

2.2 Network Design

We use convolutional neural network in this experiment. The convolution layer and the subsample layer appear alternately in the network structure. In the convolution layer, the samples are processed by convolution computation of the convolution kernel to form the characteristic graph. In the subsample layer, the sample data will carry out the subsample operation according to the subsample operator.

Our network structure is inspired by the Alexnet structure for image detection[13]. And modified according to this structure. After modification, it can be more suitable for the experimental data. The specific structure of the network is shown in figure 2. In the convolution layer of the network model in this paper. The activation function similar to ReLU is adopted[14,15]. The activation function is simple but it works really well. This is because there are usually only a few target-related features in the training depth classification model. Therefore, the sparse model can better mine relevant features and fit the training data.

The activation function is as follows:

$$\phi(x) = \begin{cases} x & \text{if } x > 0 \\ 0.1x & \text{if } x \leq 0 \end{cases}$$

Compared with other activation functions, The activation function has the following advantages in this experiment:

- For linear functions, The activation function is more expressive, especially in deep network. For the nonlinear function, as the Gradient of the non-negative interval is constant, the Vanishing Gradient Problem does not exist, and the convergence speed of the model is maintained in a stable state.

- In the first two fullconnected layers, we used linear activation functions. The softmax activation function is used in the final layer[16]. Softmax regression model is the extension of logistic regression model on multiple classification problems, in which the number of categories to be classified is greater than two and the categories are mutually exclusive. In this experiment, we need to output the categories of healthy, mild lesions and severe lesions.
The formula of Softmax activation function is:

\[ f(z_j) = \frac{e^{z_j}}{\sum_{i=1}^{n} e^{z_i}} \]  

you can see from the formula that if one \( z_j \) is bigger than the other \( z \), This mapping component is going to approach 1, The other mapping components are close to 0, and all input data are normalized.

In order to prevent the over-fitting problem of convolutional neural network, We adopted the Dropout technique[17].

In general, for the same set of training data, after training with different neural networks. The average value of the output can reduce overfitting, and that's how Dropout works. It loses half of a hidden layer of neurons each time, It's the equivalent of training on different neural networks, This reduces the dependency between neurons. Each neuron can't depend on a few other neurons. The neural network can learn more robust features with other neurons.

2.3 Experimental Data

The dataset is the basis for classifying the parameters in the classifier. It has great influence on the final effect of classifier. The quality of datasets directly affects the experimental results. Currently, there is no standard open dataset in the field of liver puncture image processing. The goal of this experiment is to classify the pathological images of liver biopsy automatically. The dataset required for training should also be taken from patients undergoing liver biopsy in hospitals. It is very difficult to collect sample pictures.

In order to have a standard training set and test dataset. We investigated other areas of image processing and analyze their standard dataset. We found several common features of these datasets:

1. There's a lot of image in the dataset, Usually there are over 5000 pictures.
2. In the dataset, each class has a similar number of images.
3. They all set up test dataset that similar to the training set. It is used to detect the accuracy of the trained model.
4. The dataset used for training and samples from the dataset used for testing do not overlap. Therefore, the authenticity of the test results can be guaranteed.

Because of the specificity of the patient population, The original data were provided by the hospital. Among those who went to the hospital for tests, there were more healthy people than sick people. This led to a significant imbalance in the distribution of the number of samples in the three categories. The number of samples from healthy images was much higher than the number of samples from the other two categories.

Through analyzing the open datasets in other image processing areas. Compare it to our data, Rotate and invert our existing image. This produces a large number of pseudo-data samples that are available. Increase the number of available samples without affecting model training. This method is used to expand the number of images in the dataset. This method can also be used to balance the number of datas between several classes.
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**Figure 3:** Raw Data and Processed Data

Affected by the original dataset, The dataset used in this experiment still cannot reach the sample number of the open dataset. The original data set is processed to obtain the new data set. The training set used in this study was 1440 healthy samples, 1224 samples of mild lesions and 1168 samples of severe lesions. The training set contains 3,832 images in total. There were 208 healthy samples in the test set, 172 samples of mild lesions and 164 samples of severe lesions. The test set contains 544 images in total. And there is no overlap between the training set and the sample in the test set.

3 Results and Analysis

The experimental environment of this experiment is windows 7+tensorflow+python3.5. The convolution operation is accelerated by GPU. GPU model used is GTX1050Ti. In this experiment, Limited by equipment performance. I've only done 400 cycles. The learning rate is set to 0.001.
Batch training is adopted. Each batch contains 70 images. The training set is divided into 55 batches. The benefits of training this way are holistic compared to training one by one. It also increases machine utilization. This can significantly save training time compared to training as a whole.

When all training samples are finished, one cycle is completed. Run this loop 400 times, a total of 22,000 batches.

![Figure 4: Changes in Accuracy During Training](image)

The figure 4 is the variation of the accuracy rate in the training diagram recorded by tensorboard. Because tensorboard can only record the training data of the first 10k batches. So we get figure 4.

According to the figure, the accuracy reached 88.47% when 10,000 training batches were completed. Finally, all 22,000 training batches were completed. The accuracy of testing with the test set was 91.54%.

Then, we analyzed the results to obtain the following data:

|        | Healthy | Mild lesions | Severe lesions |
|--------|---------|--------------|---------------|
| Right  | 198     | 152          | 148           |
| Wrong  | 10      | 20           | 16            |
| Accuracy | 95.19% | 88.37%       | 90.24%        |

![Figure 5: Results Analysis](image)

As you can see from the figure above, The classification accuracy of "healthy" images was the highest among the three categories. The second is severe lesions. The lowest accuracy was mild lesions, only 88.37%. We found that 8 out of 10 misdiagnosed "healthy" data had been incorrectly identified as "mild lesions". 12 of the 16 images in the "severely damaged" category were considered as "slightly damaged. There are 12 images of "severely damaged" that were misdiagnosed as "mild lesions". A total of 20 images of mild lesions were misdiagnosed. Of these, 12 were considered healthy and the other 8 were considered severe lesions. For these misclassified images, we look for some data of the misclassified image running.

The results are as follows:

|        | Healthy | Mild lesions | Severe lesions |
|--------|---------|--------------|---------------|
| Probabilities | 0.469707 | 0.527655 | 0.00264 |

![Figure 6: Misdiagnose "Healthy" as "Mild lesions"](image)

"Healthy" images are mostly misdiagnosed as "mild lesions". The data above showed that the classifier mainly hesitates between health and mild lesions when diagnosing the health image. The misdiagnosis of severe lesions is similar. The classifier mainly hesitates between severe lesions and minor lesions. For mild lesions data, the classifier hesitates between correct diagnosis and misdiagnosis each time.

We re-looked at health images, mild lesions images, and severe lesions image. And what we found was that in the health images, some of the activity in the liver caused the cells to accumulate. The result is a local image similar to a mild lesions. This results in misjudgment of the classifier. And the misjudgment between mild and severe lesions, It is because the determination of lesions degree is mainly based on the physician's experience. There is no clear line yet. As a result, the difference between the mild lesions image and the health image, the mild lesions image and the severe lesions image in the data set is not obvious. This leads to misdiagnosis.
You can see it in the image. The dividing line between mild lesions and the other two classes is not obvious. The classifier can only be distinguished according to the characteristics of the samples it learned during training. So that leads to misdiagnosis.

4 Conclusion

In this experiment and related work, A training method based on convolutional neural network is designed to obtain the classifier model. In the process of making datasets, a certain amount of false data is obtained by using various image transformation methods. According to the classification results, the diagnosis of the degree of image lesions is given. This classification of pathological images of liver biopsy achieves the desired effect in the available data.

Compared with traditional diagnostic methods that rely on the subjective experience of physicians. This experiment proves that convolutional neural network can be used to distinguish the degree of lesions, and the accuracy reached 91.54%. It is also proved that this algorithm can share part of pathological image analysis. In this way, the workload of pathologists can be reduced. Contribute to the current situation of medical tension.
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