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Abstract—Among the several paradigms of artificial intelligence (AI)/machine learning (ML), a remarkably successful paradigm is deep learning. Deep learning’s phenomenal success has been hoped to be interpreted via fundamental research on the theory of deep learning. Accordingly, applied research on deep learning has spurred the theory of deep learning oriented depth and breadth of developments. Inspired by such developments, we pose these fundamental questions: can we accurately approximate an arbitrary matrix-vector product using deep rectified linear unit (ReLU) feedforward neural networks (FNNs)? If so, can we bound the resulting approximation error? In light of these questions, we derive error bounds in Lebesgue and Sobolev norms that comprise our developed deep approximation theory. Guided by this theory, we have successfully trained deep ReLU FNNs whose test results justify our developed theory. The developed theory is also applicable for guiding and easing the training of teacher deep ReLU FNNs in view of the emerging developed theory is also applicable for guiding and easing the training of teacher deep ReLU FNNs in view of the emerging teacher-student AI/ML paradigms that are essential for solving several AI/ML problems in wireless communications and signal processing; network science and graph signal processing; and network neuroscience and brain physics.

Index Terms—AI/ML, deep learning, deep ReLU FNNs, the theory of deep learning, deep approximation theory, teacher-student AI/ML paradigms.

I. INTRODUCTION

A. Related Works

Understanding natural and artificial intelligence have been mankind’s prominent inquiry that has led to compelling advancements toward various promising technologies. The promising technologies continually investigated by the neuroscience and artificial intelligence (AI)/machine learning (ML) research communities include brain emulation, human-machine interfaces, and AI [1, Ch. 2]. In the quest for AI [2], feedforward neural networks (FNNs) have been workhorse models since Rosenblatt’s perceptron of the 1950s [3, Ch. 1]. Rosenblatt’s perceptron was the first algorithmically described neural network [3, Ch. 1] and it inspired multilayer perceptrons. Multilayer perceptrons are FNNs with one or more hidden layers and trained using the back-propagation algorithm [4]. Following the back-propagation algorithm’s discovery in around 1986 [4], research on the representation and approximation power of (shallow) FNNs were intensified in the late 1980s and 1990s [5]. During this era, several works established that FNNs with one hidden layer are universal approximators [5]–[10].

Propelled by the advancements of research on FNNs and the availability of enormous computing power as well as a deluge of data, deep learning [11]–[13] has recently emerged as a notably successful AI/ML paradigm. In such an AI/ML paradigm, the various implicit discriminative features of the training data are disentangled by deep representation learning [14] through non-linear (also linear1) deep transformations. Deep transformations are at the heart of the exponential expressivity power of deep networks [18]–[23] that have become the norm of AI/ML research, especially after the superhuman performance of AlexNet [24]. AlexNet has sparked waves of research on deep learning (and deep reinforcement learning) that are now applied in numerous research fields as diverse as clustering, information retrieval, dimensionality reduction, and natural language processing [12], [13]; computer vision, speech recognition, image processing, and object recognition [11], [12], [25]; wireless communications, wireless networking, and signal processing [26]–[29]; and gaming, finance, energy, and healthcare [30], [31].

Along the lines of the state-of-the-art deep learning techniques’ striking performance demonstrated for various learning problems, the most important fundamental question is interpreting the “black box of AI” [32]. This undertaking has been motivated by the theories on (shallow) FNNs, the rapid advancements and broad adoption of deep learning, and the need to devise an interpretable/explainable AI. Toward interpretable/explainable AI, the theory of deep learning (ToDL) has recently emerged as a promising and vibrant research field. This research field, specifically, attempts to demystify the various hidden transformations of deep architectures in order to provide a fundamental theoretical guarantee and explanation on the success of the existing deep networks.

Deep networks under ToDL studies include FNNs, convolutional neural networks (CNNs) [33], [34], recurrent neural networks (RNNs) and their popular variants named long short-term memory (LSTM) [35], [36], autoencoders (AEs) [37]–[39], generative adversarial networks (GANs) [40]–[42], ResNet [43], and DenseNet [44], [45]. These deep networks’ ToDL exposition has matured into three fundamental research themes: approximation (representation)2, optimization, and generalization [46], [47].

B. Motivation and Context

To develop theories on approximation [22], optimization [48], [49], and generalization [50], [51] for the state-of-the-

1Deep FNNs with linear layers can also learn discriminative features of the input data successfully. In this respect, their convergence was characterized in [15], [16] and their nonlinear learning dynamics were analyzed in [17].

2The mathematics and AI/ML research communities pursue research, respectively, on deep approximation and deep representation which are the same AI/ML problems.
art deep networks solving either classification [52], [53] or regression AI/ML problems [47], [54], considerable ToDL advancements have been made via numerous frameworks. These frameworks include mean field theory [19], [55], [56], random matrix theory [57], [58], tensor factorization [59], [60], optimization theory [61]–[64], kernel learning [65]–[67], linear algebra [68], [69], spline theory [70], [71], theoretical neuroscience [72], [73], high-dimensional probability [74], high-dimensional statistics [75], manifold theory [19], [76], Fourier analysis [77], and scattering networks [78], [79].

Compared with shallow FNNs, several ToDL works have established that deep FNNs have the power of exponential expressivity [18]–[23]. The exponential expressivity of deep networks has stimulated lines of ToDL research regarding the universal approximation capability of ResNet [80] and slim networks [81], the quasi-equivalence of depth and width [82], the width-efficiency of rectified linear unit (ReLU) universal approximation capability of ResNet [80] and slim networks has stimulated lines of ToDL research regarding the expressivity [18]–[23]. The exponential expressivity of deep learning algorithms fed with input signals modeled by matrix-tensor product form [26], [27], [29]. These research fields’ future strides in deep learning will benefit from fundamental ToDL interpretations. ToDL interpretations, specifically, inspire and inform intelligently adaptive AI/ML-based wireless communications technologies such as massive multiple-input multiple-output (MIMO) and massive parallel IoT (Internet of things) on the verge of being realized in context, respectively. max, vec(·), diag(·), Re{·}, Im{·}, and \( N(0, \sigma^2 I_n)(CN(0, \sigma^2 I_n)) \) express maximum, vectorization, a (block) diagonal matrix, a real part, an imaginary part, respectively. \( N_{\geq k} := \{ k, k + 1, \ldots \} \) denotes the sets of natural numbers greater than or equal to \( k \in \mathbb{N}_0 \). For \( n \geq 2, [n] := \{ 1, \ldots, n \} \). \( \sim := \cdot | \cdot \), \( I_n \), \( \text{diag}\{\cdot\} \), \( \text{vec}\{\cdot\} \), and \( N(0, \sigma^2 I_n)(CN(0, \sigma^2 I_n)) \) express maximum, vectorization, a (block) diagonal matrix, a real part, an imaginary part, respectively. Per the MATLAB syntax, \( W(i,:) = \text{vec}(\text{diag}(\cdot)) \) denotes the \( i \)-th row(j-th column) of \( W \). The horizontal concatenation of \( n \) vectors(matrices) is denoted as \( [W_1, \ldots, W_n] \). A sequence of \( K \) matrix-vector tuples is expressed as \( [W_1 b_1, \ldots, W_K b_K] \). For \( A \subset \mathbb{R}^d \) (the standard topology), \( \overline{A} \) denotes the closure of \( A \). If \( A, B \subset \mathbb{R}^d \), we write \( A \subset B \) provided that \( \overline{A} \)

**C. Contributions**

The contributions of this paper are threefold:

1) For a matrix-vector product approximation with a deep ReLU FNN, we develop a deep approximation theory by deriving error bounds in Lebesgue and Sobolev norms.

2) We present computer experiments whose empirical results corroborate our deep approximation theory.

3) Imposing broader relevance, we discuss the applications of our developed theory in the context of teacher-student AI/ML paradigms solving various AI/ML problems in wireless communications and signal processing; network science and graph signal processing; and network neuroscience and brain physics [102], [103].

These contributions bear significance in the sense that they inspire numerous works on ToDL geared toward deep representation and the performance quantification of AI/ML algorithms applied to the aforementioned research fields.

The remainder of this paper is organized as follows. Sec. II highlights the preliminaries. Sec. III details our problem formulation. Sec. IV documents the developed deep approximation theory. Sec. V reports our computer experiments. Sec. VI presents applications. Finally, Sec. VII draws concluding remarks and research outlook.

**Notation:** italic and bold lowercase (uppercase) letters denote scalars and vectors(matrices), respectively. Bold calligraphic letters such as \( \mathcal{N} \) and \( \mathcal{W} \) indicate FNNs and a Sobolev space, respectively. \( C^n(\mathbb{R}^n) \) and \( C^{m \times n}(\mathbb{R}^{m \times n}) \) represent the sets of \( n \)-dimensional vectors of complex(real) numbers and \( m \times n \) complex(real) matrices, respectively. \( \mathbb{R}_+, \mathbb{N}, \mathbb{N}_0 \) denote the sets of positive real numbers, natural numbers, and \( (n\text{-dimensional}) \) natural numbers including zero, respectively. \( N_{\geq k} := \{ k, k + 1, \ldots \} \) denotes the sets of natural numbers greater than or equal to \( k \in \mathbb{N}_0 \). For \( n \geq 2, [n] := \{ 1, \ldots, n \} \). \( \sim := \cdot | \cdot \), \( I_n \), \( \text{vec}\{\cdot\} \), and \( \text{diag}\{\cdot\} \) express maximum, vectorization, a (block) diagonal matrix, a real part, an imaginary part, respectively. Per the MATLAB syntax, \( W(i,:) = \text{vec}(\text{diag}(\cdot)) \) denotes the \( i \)-th row(j-th column) of \( W \). The horizontal concatenation of \( n \) vectors(matrices) is denoted as \( [W_1, \ldots, W_n] \). A sequence of \( K \) matrix-vector tuples is expressed as \( [W_1 b_1, \ldots, W_K b_K] \). For \( A \subset \mathbb{R}^d \) (the standard topology), \( \overline{A} \) denotes the closure of \( A \). If \( A, B \subset \mathbb{R}^d \), we write \( A \subset B \) provided that \( \overline{A} \)

3ToDL is also being developed under the names learning theory and the mathematics of data science. For all these research fields, no distinction in scope is delineated by the AI/ML and mathematics research communities.
compact in $B$. For $\alpha \in \mathbb{N}_0^d$, we let $|\alpha| := \sum_{i=1}^d \alpha_i$. With respect to (w.l.o.g.) $L^p$ (Lebesgue) spaces and $f(x) : \mathbb{R}^d \to \mathbb{R}$, 
\[ \|f\|_{L^p(\Omega)} := \inf \{ C \geq 0 : \|f(x)\| \leq C, \forall x \in \Omega \} \Omega \subset \mathbb{R}^d. \]
For a function $f : X \to \mathbb{R}$, supp $f$ and ran $f$ stand for the support of $f$ and the range of $f$, respectively. For functions $f : X \to Y$ and $g : Y \to Z$, their composition is denoted as $g \circ f : X \to Z$. A function $f : \Omega \to \mathbb{R}^m$ is an $L$-Lipschitz continuous whenever $|f(x) - f(y)| \leq L|x - y|$ for a constant $L > 0$ and $\Omega \subset \mathbb{R}^d$.

II. Preliminaries

A. The Mathematics of FNNs

Based on [87, Definition II.1] and [90, Definition 1.1], we state the following definition on the mathematics of FNNs.\(^4\)

**Definition 1.** Suppose $K, N_0, N_1, N_2, \ldots, N_K \in \mathbb{N}$, $K \geq 2$, and $x \in \mathbb{R}^{N_0}$. A map $\Phi : \mathbb{R}^{N_0} \to \mathbb{R}^{N_K}$ characterized as

\[ \Phi(x) := A_K(\rho(A_{K-1}(\rho(\ldots \rho(A_1(x)))))), \]

with affine linear maps $A_k : \mathbb{R}^{N_k-1} \to \mathbb{R}^{N_k}$ and an elementwise ReLU activation function $\rho(x) := \max(x, 0)$ is called a ReLU FNN. The ReLU FNN’s depth is equal to $K$ and denoted as $\mathcal{L}(\Phi) := K$. $N_0$ is the dimension of the 0-th layer (input layer), $N_k$ is the dimension of the $k$-th layer, and $N_K$ is the dimension of the output layer. The affine linear map corresponding to the $k$-th layer is defined via $A_k(x) = W_k x + b_k$ with $W_k \in \mathbb{R}^{N_k \times N_k-1}$ and $b_k \in \mathbb{R}^{N_k}$. With $W_k$ and $b_k$, $w_{k,i,j}$ denotes the weight associated with the edge between the $i$-th node of the $(k-1)$-th layer and the $j$-th node of the $k$-th layer and $b_{k,i}$ is the weight associated with the $i$-th node of the $k$-th layer. For the ReLU FNN described by (1), the total number of neurons, the network connectivity, the maximum width, and the maximum absolute value of the weights are denoted and defined as $N(\Phi) := \sum_{k=0}^K N_k$, $M(\Phi) := \sum_{k=0}^K \|W_k\|_0 + \|b_k\|_0$, $W(\Phi) := \max_{x \in \mathbb{R}^{N_0}} \|W_k\|_{\infty}$, respectively. The class of FNNs $\Phi : \mathbb{R}^{N_0} \to \mathbb{R}^{N_K}$ with no more than $K$ layers, connectivity no more than $M$, input dimension $N_0$, output dimension $N_K$, and activation function $\rho$ is denoted as $\mathcal{NN}_{N_0,N_K}^{N_0,N_K}$: To this end, $\mathcal{NN}_{N_0,N_K}^{N_0,N_K} := \bigcup_{M \in \mathbb{N}} \mathcal{NN}_{N_0,N_K}^{N_0,N_K,m}$, and $\mathcal{NN}_{N_0,N_K}^{N_0,N_K,\rho} := \bigcup_{M \in \mathbb{N}} \mathcal{NN}_{N_0,N_K}^{N_0,N_K,m,\rho}$.

Stating Definition 1 differently, the underneath definition follows from [88, Definition 2.2] and [89, Definition 2.1].

**Definition 2.** Suppose $K, N_0, N_1, \ldots, N_K \in \mathbb{N}$ and $K \geq 2$. A FNN denoted by $\Phi$ is a sequence of matrix-vector tuples

\[ \Phi := ([W_1, b_1], \ldots, [W_K, b_K]), \]

where $W_k \in \mathbb{R}^{N_k \times N_{k-1}}$ and $b_k \in \mathbb{R}^{N_k}$, $k \in \{K\}$, $N(\Phi) = \sum_{k=0}^K (\|W_k\|_0 + \|b_k\|_0)$. For $x \in \mathbb{R}^{N_0}$ and $\rho(a) := \max(a, 0)$, a map $\Phi : \mathbb{R}^{N_0} \to \mathbb{R}^{N_K}$ is defined as $\Phi(x) = x_K$, where $x_K$ is obtained recursively as

\begin{align*}
  x_0 & := x; \\
  x_k & := \rho(W_k x_{k-1} + b_k), \quad k \in \{K-1\} \\
  x_K & := W_k x_{K-1} + b_K.
\end{align*}

Where $\rho(y) = [\rho(y_1), \ldots, \rho(y_m)]^T$ for $y = [y_1, \ldots, y_m]^T$.

Expressed via (2), the concatenation of two FNNs follows.

**Definition 3 (Concatenation of FNNs [89, Definition 2.2]).** Let $K_1, N_0, \ldots, N_{K_1} \in \mathbb{N}$ and $K_2, N_0, \ldots, N_{K_2} \in \mathbb{N}$. Define two FNNs as $\Phi_1 := ([W_1, b_1], \ldots, [W_{K_1}, b_{K_1}])$ and $\Phi_2 := ([W_2, b_2], \ldots, [W_{K_2}, b_{K_2}])$. For $N_0 = N_{K_2}$, the concatenation of $\Phi_1$ and $\Phi_2$ is given by

\begin{equation}
\Phi_1 \circ \Phi_2 := ([W_1, b_1], \ldots, [W_{K_1}, b_{K_1}], [W_{K_1}^1 b_{K_2} + b_1], [W_2, b_2], \ldots, [W_{K_2}, b_{K_2}]), \tag{4}\end{equation}

where $(\Phi_1 \circ \Phi_2)(x) = \Phi_1(\Phi_2(x))$ and $\mathcal{L}(\Phi_1 \circ \Phi_2) = K_1 + K_2 - 1$.

For a ReLU activation $\rho(\cdot)$ and $x \in \mathbb{R}$, $\rho(x) = \rho(x) - \rho(-x)$ [87]. This identity is exploited to prove the following lemma.

**Lemma 1 (ReLU identity FNN (I-FNN) [89, Remark 2.4]).** For $N_0 \geq 2$, $K \in \mathbb{N}_{\geq 2}$, and $x \in \mathbb{R}^{N_0}$, one can construct an I-FNN $\Phi_i^{N_0}$ with $K$ layers and at most $2N_0 K - 1, 1$-valued weights such that $\Phi_i^{N_0}(x) = x$.

**Proof.** The proof is provided as supplementary material.

Echoing the fact FNNs are universal approximators, the following proposition follows through (4) and (5).

**Proposition 1 (Representation by ReLU FNNs).** Let $W \in \mathbb{R}^{m \times n}$, $x \in \mathbb{R}^n$, and $\rho(x) := \max(x, 0), x \in \mathbb{R}$. For an affine transformation $A : \mathbb{R}^n \to \mathbb{R}^m$ defined as $A = W x$, the following holds true.

1. $A$ can be represented by $\mathcal{NN}_{2m,\rho}^{nm,m}$ with $M = 2\|W\|_0 + 2m$.
2. For $K \geq 2$, $A$ can be represented by $\mathcal{NN}_{Km,\rho}^{nm,m}$ with $M = 2m + 2(K - 2)n + 4\|W\|_0$.
3. For $K \geq 2$, $A$ can also be represented by $\mathcal{NN}_{Km,\rho}^{nm,m}$ with $M = 2Km + 2\|W\|_0$.

**Proof.** The proof is deferred to Appendix B.

Meanwhile, the parallelization of FNNs is formalized below.

**Lemma 2 (Parallelization of FNNs).** Consider $n$ FNNs $\Phi_i := ([W_i, b_i], \ldots, [W_K, b_K]), i \in \{n\}$. Let $K, n \in \mathbb{N}$ and $K, n \geq 2$. Let the parallelization of $\Phi_1, \ldots, \Phi_n$ be denoted and defined as $\mathcal{P}(\Phi_1, \ldots, \Phi_m) := ([W_1, b_1], \ldots, [W_K, b_K])$. If $\mathcal{P}(\Phi_1, \ldots, \Phi_m)(x) = ([\Phi_1(x)], \ldots, [\Phi_n(x)])^T$ for $x \in \mathbb{R}^{N_0}$, then for $\Phi := \Phi_1, \ldots, \Phi_n$ and $2 \leq k \leq K$

\begin{align*}
  W_1 &= ([W_1^1]^T, \ldots, [W_n^1]^T); \quad b_1 = ([b_1]^T, \ldots, [b_n]^T) ; \\
  W_k &:= \text{diag}([W_1^k, b_1^k], \ldots, [W_n^k, b_n^k]^T) \quad (6a) \\
  \text{where } \mathcal{L}(\mathcal{P}(\Phi)) &= K, \quad M(\mathcal{P}(\Phi)) = \sum_{i=1}^n M(\Phi_i), \quad \text{and } \mathcal{N}(\mathcal{P}(\Phi)) = \text{sum}_{i=1}^n \mathcal{N}(\Phi_i) - (n-1)N_0. \quad (6b) \end{align*}

**Proof.** The proof is provided as supplementary material.
Moreover, we adopt the following lemma.

**Lemma 3 (Superposition and parallelization of FNNs [87, Lemma II.7]).** Suppose \( \rho(x) := \max(x,0) \), \( a_i \in \mathbb{R}; n, d_i, K_i, M_i \in \mathbb{N}; \Phi_i \in \mathcal{N}^{d_i,1}_{K_i, M_i, \rho}; i \in [n]; \) and \( d = \sum_{i=1}^{n} d_i \). Let \( x = [x_1^T, \ldots, x_n^T]^T \in \mathbb{R}^d \) with \( x_i \in \mathbb{R}^{d_i}, i \in [n] \). There exist FNNs \( \Phi^1 \in \mathcal{N}^{\infty,d_1,1}_{K_1, M_1, \rho} \) and \( \Phi^2 \in \mathcal{N}^{\infty,d_2,1}_{K_2, M_2, \rho} \) with \( K = \max_i K_i \), \( W(\Phi^1) = W(\Phi^2) \leq \sum_{i=1}^{n} \max(2, W(\Phi_i)) \), and \( M = \sum_{i=1}^{n} (M_i + W(\Phi_i) + (2 - K_i) + 1) \) fulfilling \( \Phi^1(x) = [a_1 \Phi_1(x_1), \ldots, a_n \Phi_n(x_n)]^T \) and \( \Phi^2(x) = \sum_{i=1}^{n} a_i \Phi_i(x_i) \). Furthermore, the weights of \( \Phi^1 \) and \( \Phi^2 \) comprise the weights of \( \Phi_i \), \( i \in [n] \), \( a_1, \ldots, a_n \), and \( \pm 1 \)’s.

**Proof.** The proof is deferred to Appendix A-A.

**B. Function Norms and Spaces**

We acquire the following lemma proved in [89, p. 325-326].

**Lemma 4 (\( L^p \)-norm of a composition function [89, Lemma 5.2]).** Suppose \( m, n \in \mathbb{N} \) with \( n \leq m \). Let \( U \subset \mathbb{R}^n \) be open, \( t : U \to \mathbb{R}^d \) be continuously differentiable, and \( \vartheta \neq K \subset U \) be compact. Assume that \( D(t(x)) \in \mathbb{R}^{m \times n} \) has a full rank \( \forall x \in K \). Then, there is a constant \( C \) fulfilling \( \int_{K} C \cdot D(t(x)) \, dx \leq C \cdot \int_{K} f(y) \, dy \) for all Borel measurable functions such that \( f : (K \to \mathbb{R}) \). For all \( 0 < p < \infty \) and \( 0 < f : t(K) \to \mathbb{R} \) being measurable

\[
\|f \circ t\|_{L^p(K)} \leq C^{1/p} \cdot \|f\|_{L^p(t(K))}. \tag{7}
\]

For an open set \( \Omega \subset \mathbb{R}^d \) and \( n \in \mathbb{N}_0 \), let \( C^n(\Omega) \) denote the set of \( n \) times continuously differentiable functions on \( \Omega \). The space of test functions is denoted as \( C_0^\infty(\Omega) := \{ f \in C^\infty(\Omega) \mid \text{supp} f \subset \Omega \} \). For \( f \in C^n(\Omega) \) and \( \alpha \in \mathbb{N}^d_0 \), we define

\[
D^\alpha f := \partial^{\alpha_1} f / \partial x_1^{\alpha_1} \ldots \partial x_d^{\alpha_d}.
\]

Meanwhile, we hereby define a Sobolev space [5], [88].

**Definition 4 (Sobolev space [88, Definition 3.1]).** Let \( n, d \in \mathbb{N} \) and \( \Omega \subset \mathbb{R}^d \) denote an open subset of \( \mathbb{R}^d \). Let \( L^p(\Omega) \) denote the Lebesgue spaces on \( \Omega \) for \( \Omega \subset \mathbb{R}^d \) and \( 1 \leq p \leq \infty \). The Sobolev space \( W^{m,p}(\Omega) \) is defined as \( \alpha \in \mathbb{N}^d_0 \) with \( |\alpha| \leq n \) equipped with the norm defined for \( f \in W^{m,p}(\Omega) \) as \( \|f\|_{W^{m,p}(\Omega)} := (\sum_{0 \leq |\alpha| \leq n} \|D^\alpha f\|^p_{L^p(\Omega)})^{1/p}, 1 \leq p < \infty \).

**Definition 5 (Sobolev spaces of \( m \) vector-valued functions [88, Definition B.1]).** Let \( n \in \mathbb{N}_0 \) and \( m \in \mathbb{N}_{\geq 2} \). The Sobolev spaces of \( m \) vector-valued functions are defined as \( W^{m,p}(\Omega; \mathbb{R}^m) := \{ f_1, \ldots, f_m : f_i \in W^{m,p}(\Omega) \} \) with \( \|f\|_{W^{m,p}(\Omega; \mathbb{R}^m)} := (\sum_{i=1}^{m} \|f_i\|^p_{W^{m,p}(\Omega)})^{1/p}, 1 \leq p < \infty \).

We also acquire the following definition.

**Definition 6 (Sobolev semi-norm [88, Definition B.2]).** For \( f \in W^{n,p}(\Omega; \mathbb{R}^m) \) with \( n, k \in \mathbb{N}_0 \), \( k \leq n \), and \( m \in \mathbb{N}_0 \), the Sobolev semi-norm is defined as \( \|f\|_{W^{n,p}(\Omega; \mathbb{R}^m)} := (\sum_{i=1}^{m} \|D^\alpha f_i\|^p_{L^p(\Omega)})^{1/p}, 1 \leq p < \infty \).

For \( m = 1 \) and \( k = 0 \), Definition 6 corroborates that \( \|f\|_{W^{1,\infty}(\Omega; \mathbb{R}^m)} = \|f\|_{L^\infty(\Omega)} \) [88]. Accordingly, we herein define the Lebesgue spaces of \( m \) vector-valued functions.

**Definition 7 (Lebesgue spaces of vector-valued functions).** Let \( m \in \mathbb{N}_{\geq 2} \) and \( 1 \leq p \leq \infty \). Then, the Lebesgue spaces of \( m \) vector-valued functions are defined as \( L^p(\Omega; \mathbb{R}^m) := \{ f_1, \ldots, f_m : f_i \in L^p(\Omega) \} \) with \( \|f\|_{L^p(\Omega; \mathbb{R}^m)} := (\sum_{i=1}^{m} \|f_i\|^p_{L^p(\Omega)})^{1/p}, 1 \leq p < \infty \).

We also adopt the corollary below proved in [88, p. 23-24].

**Corollary 1 (Sobolev semi-norm of a composition function [88, Corollary B.5]).** For \( d, m \in \mathbb{N}_0 \), suppose \( \Omega_1 \subset \mathbb{R}^d \) and \( \Omega_2 \subset \mathbb{R}^m \) are both open, bounded, and convex. Then, there is a constant \( C = C(d,m) > 0 \) with the following property: if \( f \in W^{1,\infty}(\Omega_1; \mathbb{R}^m) \) and \( g \in W^{1,\infty}(\Omega_2) \) are Lipschitz continuous functions such that \( r \subset \Omega_2 \), then \( g \circ f \in W^{1,\infty}(\Omega_1) \) and it holds that

\[
\|g \circ f\|_{W^{1,\infty}(\Omega_1)} \leq C \|g\|_{W^{1,\infty}(\Omega_2)} \|f\|_{W^{1,\infty}(\Omega_1; \mathbb{R}^m)}, \tag{12a}
\]

\[
\|g \circ f\|_{W^{1,\infty}(\Omega_1)} \leq \max \{\|g\|_{L^\infty(\Omega_2)}, \|\tilde{f}\|_{L^\infty(\Omega_2)}\}, \tag{12b}
\]

where \( \tilde{g} = \|g\|_{W^{1,\infty}(\Omega_2)} \) and \( \tilde{f} = \|f\|_{W^{1,\infty}(\Omega_1; \mathbb{R}^m)} \).

**III. MATRIX-VECTOR PRODUCT APPROXIMATION**

**A. Problem Motivation**

It has been corroborated theoretically and empirically that deep networks – in comparison with shallow networks – have the power of exponential expressivity [18]–[23]. Exponential expressivity, however, comes at a price of the considerable training difficulty of deep architectures. Deep architectures’ training often associates – due to successive non-linearities – mathematically intractable non-convex optimization problems. Such problems’ gradient-based solutions exhibit an increment in the probability of finding poor local minima with the depth of an architecture [105]. Along with this global optimization issue, plateaus and saddle points are common in deep architecture learning [48]. Deep architecture learning is also hampered by local optimization issues such as gradient vanishing/explosion and the possibility of many dead ReLUs (in case of ReLU networks) [48], [106], [107].

By easing the training difficulty of deep networks for AI/ML classification problems via a model compression, knowledge distillation [97] has recently emerged as a promising deep learning paradigm based on a student-teacher AI/ML paradigm. In this paradigm, a student network is trained to

3Regarding AI/ML algorithms proposed for wireless communications, signal processing, and networking [26], [27], [29], [104], we have witnessed that most reported empirical results are based on shallow networks.
predict the hard classification labels as well as the softened output of a teacher network [97]. The teacher network’s extra information helps the student network to generalize better and such knowledge distillation often provides an improvement in inference speed [108].

Following its initial success in easing the training difficulty of deep architectures, knowledge distillation has been deployed to solve many AI/ML classification problems. Regarding the classification problem of learning from noisy labels, the authors of [109] proposed a unified distillation framework that employs label relations in semantic knowledge graph and a small clean dataset. From a small clean dataset, the authors distilled the learned knowledge to facilitate model learning from the entire noisy dataset [109]. Besides learning from noisy dataset, knowledge distillation was also exploited for model compression that would enable the efficient execution of deep learning models in resource-constrained environments [108]. For resource-constrained environments such as mobile or embedded devices, the authors of [108] proposed two model compression schemes that jointly leverage weight quantization and knowledge distillation of larger teacher networks into compressed student networks. Moreover, knowledge distillation was also exploited to blend an LSTM teacher with a CNN student such that more accurate CNNs – more computationally efficient than LSTMs – can be trained under the guidance of LSTM [110].

By extending knowledge distillation, the authors of [98] introduced hint training which is a training scheme based on a hint defined as the output of a teacher’s hidden layer deployed to guide a guided layer of a student [98]. Student models – for AI/ML classification problems – that are thinner and deeper were successfully trained using hint training [98]. By exploiting hint training and knowledge distillation, the authors of [99] introduced two teacher-student training schemes for an AI/ML regression problem called deep pose regressor. For such a regressor, the authors proposed attentive imitation loss and attentive hint training [99] which are, respectively, modifications of knowledge distillation and hint training. Moreover, the authors of [100] considered the scenario of an intelligent teacher providing a student – only during training – with privileged information and introduced another emerging teacher-student AI/ML paradigm dubbed learning using privileged information [100]. Unifying learning using privileged information [100] and knowledge distillation [97], the authors of [111] proposed generalized distillation which is a teacher-student AI/ML paradigm broadly applicable in the context of machines-teaching-machines [111].

On the other hand, apart from the contaminating Gaussian noise or error vector, matrix-vector products model numerous problems in network science and graph signal processing: network neuroscience and brain physics; and wireless communications and signal processing. Beginning with wireless communications and signal processing, matrix-vector products model – amongst others – the following problems: a MIMO received signal [112]; a received signal over a doubly selective orthogonal frequency division multiplexing (OFDM) channel [113] and a doubly selective MIMO-OFDM channel [114]; a massively concurrent non-orthogonal multiple-access (MC-NOMA) [115] received signal; and a multi-carrier code division multiple access (MC-CDMA) [116], [117] – also known as OFDM/CDMA – received signal. Continuing to network science and graph signal processing, matrix-vector products model – among others – the following problems: non-parametric regression for graph-aware signal reconstruction; joint inference of signals and graphs; identification of directed graph topologies and tracking of dynamic networks [118], [119]; and graph Fourier transforms [120].

In light of the highlighted teacher-student AI/ML paradigms and the prevalence of modeling using matrix-vector products, teacher deep ReLU FNNs \( \Phi_{\mathcal{D},\epsilon}^T(W, x) \) – fed with \((\text{vec}(W))^T, x^T\) for \( W \in \mathbb{R}^{m \times n} \) and \( x \in \mathbb{R}^n \) – that can effectively approximate \( Wx \in \mathbb{R}^m \) can be deployed in the training of lightweight (compressed) student ReLU FNNs that can perform as good as teacher ReLU FNNs. In this vein, three major AI/ML problems arise: modeling \( W \) (e.g., MIMO channel modeling), estimating \( W \) (e.g., blind estimation of an OFDM channel), and inferring \( x \) (e.g., MIMO and OFDM signal detection) using ReLU FNNs. Beginning with ReLU FNN based inference of \( x \), once a teacher deep ReLU FNN \( \Phi_{\mathcal{D},\epsilon}^T(W, x) \) – for \( W = \text{diag}(1, \ldots, 1) \in \{0, 1\}^{m \times n} \) is successfully trained, a lightweight student ReLU FNN \( \Phi_{\mathcal{D},\epsilon}^S(W, x) \) can be trained using knowledge distillation [97] or hint training [98] by exploiting, respectively, the softened output of the teacher output (as well as the hard training labels of the student regarding \( x \)) and the hint layer of the teacher. Continuing to the estimation of \( W \) using teacher-student ReLU FNNs, if a teacher deep ReLU FNN \( \Phi_{\mathcal{D},\epsilon}^T(W, x^T(x^T)^{-1}) \) is successfully trained, a lightweight student ReLU FNN \( \Phi_{\mathcal{D},\epsilon}^S(W, x) \) can be trained using attentive imitation loss or attentive hint training [99]. On modeling \( W \) using teacher-student ReLU FNNs, furthermore, in case a teacher deep ReLU FNN \( \Phi_{\mathcal{D},\epsilon}^T(W, x) \) is successfully trained, a lightweight student ReLU FNN \( \Phi_{\mathcal{D},\epsilon}^S(W, x) \) can be trained using attentive imitation loss or attentive hint training [99].

The success of the aforementioned three solutions – based on teacher-student AI/ML paradigms – depends on the successful training of matrix-vector product approximating teacher deep ReLU FNNs. Such a deep ReLU FNN’s training can be guided by an optimal deep ReLU FNN architecture whose depth, connectivity, maximum width, the maximum absolute value of the weights, and the number of neurons are all predicted by a theory. Such a theory will help ease the considerable training difficulty of teacher deep ReLU FNNs. This is in line with the overarching goal of ToDL research which aims to identify the critical ingredients that contribute to successful training of deep neural networks [46]. Accordingly, a deep approximation theory on error bounds of a matrix-vector product approximation using deep ReLU FNNs is needed. By the same token, facilitating an understanding on a deep representation which is one of the three fundamental problems on ToDL [46], [47], quantification of error bounds on a ReLU FNN based matrix-vector product approximation in-
spires much more research toward an interpretable/explainable AI/ML.

B. Problem Formulation

Let $W \in \mathbb{R}^{m \times n}$ and $x \in \mathbb{R}^n$ be a matrix and a vector whose product is going to be approximated by a ReLU FNN $\Phi_{D,2}$ fed with $[(\text{vec}(W))^T, x]^T$ denoted as $\Phi_{D,2}(W, x)$. Suppose $w_i^T := (W(i,:))^T \in \mathbb{R}^n$. Then, $W = [w_1, \ldots, w_m]^T$ and

$$Wx = [w_1x_1, \ldots, w_mx_n]^T \in \mathbb{R}^m.$$ (13)

Regarding the product in (13) and its approximation $\Phi_{D,2}(W, x)$, we are going to derive the error bounds for $\|\Phi_{D,2}(W, x) - Wx\|_{L^\infty((-D, D)^2; \mathbb{R}^m)}$ and $\|\Phi_{D,2}(W, x) - Wx\|_{W_{1,\infty}((-D, D)^2; \mathbb{R}^m)}$.

For a complex matrix $W \in \mathbb{C}^{m \times n}$ and a complex vector $x \in \mathbb{C}^n$, we are also going to derive an error bound for $\|\Phi_{D,2}(W_{1,2}, x_{1,2}) - p_{1,2}\|_{L^\infty((-D, D)^2; \mathbb{C}^m)}$, where $W_{1,2} := [W_1, W_2] \in \mathbb{R}^{m \times 2n}$ for $W_1 := \text{Re}\{W\} \in \mathbb{R}^{m \times 2n}$ and $W_2 := \text{Im}\{W\} \in \mathbb{R}^{m \times 2n}$, $x_{1,2} := [x_1^T, x_2^T]^T \in \mathbb{R}^{2n}$ when $x_1 := \text{Re}\{x\} \in \mathbb{R}^n$ and $x_2 := \text{Im}\{x\} \in \mathbb{R}^n$.

For all $\epsilon > 0$, there exist constants $C_1, C_2, C_3 > 0$ such that there is a FNN $\Phi_{D,2,\epsilon} \in \mathcal{N}^{\infty,\infty,\epsilon}_{\epsilon}$ satisfying $L(\Phi_{D,2,\epsilon}) \leq C_1 \log_2(\epsilon)$, $\mathcal{L}(\Phi_{D,2,\epsilon}) \geq \epsilon$, $\mathcal{N}(\Phi_{D,2,\epsilon}) \leq C_2 \log_2(\epsilon)$, and $\mathcal{N}(\Phi_{D,2,\epsilon}) = 0$ such that

$$\|\Phi_{D,2,\epsilon}(W_{1,2}, x_{1,2}) - p_{1,2}\|_{L^\infty((-D, D)^2; \mathbb{R}^m)} \leq \epsilon.$$ (15)

Proof. The proof is relegated to Appendix D.

Remark 1. Theorem 1 and Corollary 2 affirm that $\epsilon \to 0$ at an exponential rate provided that $L(\Phi_{D,2}), \mathcal{L}(\Phi_{D,2}) \to \infty$. Therefore, as ReLU FNNs get much deeper, they would result in the lowest approximation error.

B. Error Bounds in Sobolev Norms

First, we state the same proposition proved in [88, p. 29-30].

Proposition 3 ([88, Proposition C.1]). For all $\epsilon \in (0, 1/2)$ and $\rho(x) := \max(x, 0)$, there exist constants $C_1, C_2, C_3 > 0$ such that there is a FNN $\Phi_{D,2,\epsilon} \in \mathcal{N}^{\infty,\infty,\epsilon}_{\epsilon}$ with $\mathcal{M}(\Phi_{D,2,\epsilon}) \leq C_1 \log_2(\epsilon)$, $\mathcal{L}(\Phi_{D,2,\epsilon}) \leq \epsilon$, $\mathcal{N}(\Phi_{D,2,\epsilon}) \leq C_3 \log_2(\epsilon)$, and $\mathcal{N}(\Phi_{D,2,\epsilon}) = 0$ such that

$$\|\Phi_{D,2,\epsilon}(W_{1,2}, x_{1,2}) - p_{1,2}\|_{W_{1,\infty}((-D, D)^2; \mathbb{R}^m)} \leq \epsilon.$$ (16a)

Proof. The proof is provided in supplementary material.

Based on Proposition 3, the following result follows.

Proposition 4 ([88, Proposition C.2]). For all $\epsilon \in (0, 1/2)$, $D \in \mathbb{R}_+$, and $\rho(x) := \max(x, 0)$, there exist constants $C_1, C_2 > 0$ and $\Phi_{D,\epsilon}^{x(w, x)} \in \mathcal{N}^{2,1,2}_{\epsilon}$ satisfying

$$\|\Phi_{D,\epsilon}^{x(w, x)}(w, x) - w\|_{W_{2, \infty}((-D, D)^2; \mathbb{R}^2)} \leq \epsilon.$$ (17a)

$$\|\Phi_{D,\epsilon}^{x(w, x)}(0, x) = \Phi_{D,\epsilon}^{x(w, x)}(x, 0) \leq \epsilon.$$ (17b)

$$\|\Phi_{D,\epsilon}^{x(w, x)}(W)\|_{W_{1,\infty}((-D, D)^2)} \leq \epsilon.$$ (17c)

$$\mathcal{L}(\Phi_{D,\epsilon}^{x(w, x)}), \mathcal{M}(\Phi_{D,\epsilon}^{x(w, x)}), \mathcal{N}(\Phi_{D,\epsilon}^{x(w, x)}) \leq C_1 \log_2(\epsilon) + C_2.$$ (18)

Proof. The proof is provided in Appendix A-B.
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The focus of this work has been on ReLU FNNs. The deep ReLU FNNs’ approximations that have been experimented are a real and a complex matrix-vector product approximations as quantified by Theorem 1 and Corollary 2, respectively.

Carried out on the NIST GPU (graphics processing unit) cluster dubbed ENKI, KERAS [124] with TENSORFLOW [125] as a backend was used for the offline training and online testing of deep ReLU FNNs approximating both real and complex matrix-vector products. Our matrix-vector product approximating network training employed the (hyper)parameters listed in Table I. Besides Table I’s (hyper)parameters, we deployed four KERAS callbacks: model checkpointing, TensorBoard, early stopping, and learning rate reduction [126, Ch. 7]. Regarding the latter two, early stopping and learning rate reduction callbacks were set to have patience over twenty epochs. Per twenty epochs that render performance stagnation, learning rate reduction callback was set to reduce the learning rate by 0.1. Moreover, training and testing datasets were generated in MATLAB and then uploaded into ENKI.

A. Real Matrix-Vector Product Approximation

To verify and interpret the theory predicted by Theorem 1, we generated real testing and training datasets. The training dataset \( D := \{ (a_i, b_i) \}_{i=1}^{n} \), \( n = 10^6 \), \( a_i = [(\text{vec}(W_i))^T, \mathbf{x}_i]^T \in \mathbb{R}^{n(m+1)} \), and \( b_i = W_i \mathbf{x}_i \in \mathbb{R}^m \) was formed from \( 2^{10^6} + 1 \) equispaced points. From these equispaced points generated within \([-2, 2]\), all elements of \( W_i \) and \( \mathbf{x}_i \) were randomly drawn. Besides, we formed four testing datasets \( T_j := \{ (a_{i,j}, b_{i,j}) \}_{i=1}^{\tilde{n}_j} \), \( \tilde{n}_j \) is the size of the \( j \)-th testing dataset, \( a_{i,j} = [(\text{vec}(W_{i,j}))^T, \mathbf{x}_{i,j}]^T \in \mathbb{R}^{n(m+1)} \), \( b_{i,j} = W_{i,j} \mathbf{x}_{i,j} \in \mathbb{R}^m \) and \( j \in [4] \) from \( 2^{10^6} + 1 \) equispaced points. From these equispaced points generated within \([-2, 2]\), all elements of \( W_{i,j} \) and \( \mathbf{x}_{i,j} \) were randomly chosen.

Setting \( \varepsilon = 2^{-5} \), Theorem 1 predicts that the mean squared error (MSE) exhibited by an approximating FNN \( \Phi_{D,\varepsilon} \) is upper bounded by \( \varepsilon^2 = 2^{-10} \) such that \( L(\Phi_{D,\varepsilon}^X) \leq 9C \), \( \forall \Phi_{D,\varepsilon}^X \leq 384 \), and \( B(\Phi_{D,\varepsilon}^X) \leq 8 \) w.r.t. \((m, n, D) = (8, 4, 2)\). Thus, choosing \( C = 2 \) leads to \( L(\Phi_{D,\varepsilon}^X) \leq 18 \). Toward this end, we trained a deep ReLU FNN \( \Phi_{D,\varepsilon}^X \) with MSE as a loss function, per-layer neurons \( N_0 = 36 \), \( N_1 = \ldots = N_9 = 384 \), and \( N_{10} = 8 \), and \( L(\Phi_{D,\varepsilon}^X) = 10 \) — a depth-10 deep network. Despite deep networks’ power of exponential expressivity, training them is very difficult; cf.

### Table I: (Hyper)parameters unless otherwise mentioned.

| (Hyper)parameters | Type/Value | Remark(s) |
|-------------------|------------|-----------|
| \((m, n)\)        | \((8, 4)\) | Chosen dimensions |
| Learning rate     | 0.001      | Initial value |
| Epoch size        | 200        | Maximum epoch size. |
| Batch size        | 200        | Vary large and small batch sizes have also been tried. |
| Optimizer         | Adam [127]| Adam produced the least MSE and converged fast. |
| Activation function | ReLU       | The focus of this work has been on ReLU FNNs. |
| Depth of FNNs \((K)\) | 10         | Chosen in line with the developed theory |
| Training-validation split | 75% to 25% | 75% of the training dataset is used for training; 25% of it is used for validation. |
| Initialization for all layers | \(He normal\) \([128]\) | \(W_{x(t,\cdot)} \sim N(0, \sigma^2 I_{n \times n}, \text{vec}(\tilde{W}) \in [N_{n-1}, n], \sigma^2 = 2/N_{n+1}, \text{max}_\text{norm}(\tilde{W})\) |
| Kernel constraint | max\_norm(8) | Derived from our developed theory (valid for all layers). |
Sec. III-A. Guided by Theorem 1, however, we succeeded at training a deep ReLU FNN, as shown in Figs. 1 and 2. Figs. 1 and 2—their left sides—show the lowest MSE training losses observed at the 200-th epoch and, respectively, equal to $0.3456 \times 10^{-4}$ and $8.2080 \times 10^{-4}$. Manifesting these training losses, the trained deep ReLU FNNs were tested with four different size testing datasets as shown, respectively, on the right sides of Figs. 1 and 2. These plots corroborate that the approximation MSE exhibited by the trained deep ReLU FNNs is less than $\varepsilon^2 = 2^{-10}$. This validates Theorem 1.

B. Complex Matrix-Vector Product Approximation

To validate and interpret the theory predicted by Corollary 2, we considered the realization of QPSK (quadrature phase shift keying) symbols $x_i := [x_{i,1}, \ldots, x_{i,n}]^T \in \mathbb{C}^n$—via a MIMO channel $H_i \in \mathbb{C}^{m \times n}$ [112]. Such a channel is modeled by a Rayleigh fading, i.e., $H_i \sim \mathcal{CN}(0, I_m)$. Having implemented $H_i$ and $x_i$, we generated testing and training datasets. The training dataset was formed as $D^c := \{(c_i, d_i)\}_{i=1}^{\bar{n}}$, where $\bar{n} = 10^6$, $c_i = \text{Re}\{\text{vec}(H_i)^T\}, \text{Im}\{\text{vec}(H_i)^T\}, \text{Re}\{x_i^T\}, \text{Im}\{x_i^T\}\}^T \in \mathbb{R}^{2n(m+1)}$, and $d_i = \text{Re}\{(H_i x_i)^T\}, \text{Im}\{(H_i x_i)^T\}\}^T \in \mathbb{R}^{2m}$. We also generated four testing datasets $T^c := \{(c_{i,j}, d_{i,j})\}_{i=1}^{\bar{n}_j}$, where $\bar{n}_j$ is the size of the $j$-th testing dataset, $c_{i,j} = \text{Re}\{\text{vec}(H_{i,j})^T\}, \text{Im}\{\text{vec}(H_{i,j})^T\}, \text{Re}\{x_{i,j}^T\}, \text{Im}\{x_{i,j}^T\}\}^T \in \mathbb{R}^{2m(m+1)}$ for $H_{i,j} \sim \mathcal{CN}(0, I_n)$ and $x_{i,j}$ comprising $n$ QPSK symbols, $d_{i,j} = \text{Re}\{(H_{i,j} x_{i,j})^T\}, \text{Im}\{(H_{i,j} x_{i,j})^T\}\}^T \in \mathbb{R}^{2m}$, and $j \in [4]$. Since the realizations of $X \sim \mathcal{N}(0, 1)$ fall within $[-3, 3]$ with a probability equals to 0.9973$^6$ and a QPSK symbol is drawn from $\{-1/\sqrt{2}, 1/\sqrt{2}\}$, all elements of $c_i$ and $c_{i,j}$ fall—within high probability—with $[-3/\sqrt{2}, 3/\sqrt{2}]$. Consequently, Corollary 2 can be exploited to characterize the approximating FNN $(\Phi^c_{D,\varepsilon})$—with an MSE bound equals to $\varepsilon^2$—for the aforementioned complex product $H x$ over $[-D, D] = [-3, 3]$. Thus, Corollary 2 predicts w.r.t. $(m, n, C, \varepsilon) = (8, 4, 1, 2^{-5})$ that $L(\Phi^c_{D,\varepsilon}) \leq 13, W(\Phi^c_{D,\varepsilon}) \leq 1536, B(\Phi^c_{D,\varepsilon}) \leq 18$, and an approximation MSE bound equals to $2^{-10}$. Guided by these parameters, we successfully trained a depth-10 ReLU FNN $\Phi^c_{D,\varepsilon}$ with $N_0 = 72, N_1 = 1536, N_2 = \ldots = N_9 = 384, N_{10} = 16$, as demonstrated on the left sides of Figs. 3 and 4. Figs. 3 and 4—on their left sides—show the lowest MSE training losses obtained at the 200-th epoch and, respectively, equal to $8.88643217 \times 10^{-6}$ and $7.22278731 \times 10^{-6}$. Exhibiting these MSE training losses, the trained deep ReLU FNNs were tested with four different size testing datasets as shown, respectively, on the right sides of Figs. 3 and 4. These plots demonstrate that the approximation MSE exhibited by the trained deep ReLU FNNs is less than $\varepsilon^2 = 2^{-10}$. This substantiates Corollary 2.

VI. APPLICATIONS

As validated in Sec. V, our developed theory on approximating FNNs for real and complex matrix-vector products serves to guide and ease the training of teacher deep ReLU FNNs which can, in turn, be employed to train lightweight student FNNs in the context of teacher-student AI/ML paradigms. Toward this end, the underneath applications follow.\footnote{If $x_i$ is the realization of $X$, $P(x_i \in [-3, 3]) = p = F(3) - F(-3)$ for $F(x)$ being the CDF (cumulative distribution function) of the standard normal distribution. In MATLAB, $p = \text{normcdf}(3) - \text{normcdf}(-3) = 0.9973.$}
1) Wireless Communications and Signal Processing Applications: Corollary 2 can guide the training of teacher deep ReLU FNNs $\Phi_{D,\varepsilon}$ which will be deployed to train lightweight student ReLU FNNs using hint training [98] or attentive hint training [99] for blind detection of a MIMO received signal; blind estimation of a doubly selective (MIMO-)OFDM channel; blind detection of a (MIMO-)OFDM signal received through a doubly selective (MIMO-)OFDM channel; blind detection of a MC-NOMA received signal and a MC-CDMA received signal; blind estimation of a doubly selective MC-CDMA channel; and blind estimation of a triply-selective MIMO channel [129].

2) Network Science and Graph Signal Processing Applications: Theorem 1 can guide the training of teacher deep ReLU FNNs $\Phi_{D,\varepsilon}$ which will be used to train lightweight student ReLU FNNs using hint training [98] or attentive hint training [99] for joint inference of signals and graphs; non-parametric regression for graph-aware signal reconstruction; identification of directed graph topologies and tracking of dynamic networks [118], [119]; and graph Fourier transforms [120].

3) Network Neuroscience and Brain Physics Applications: being one of the various interdisciplinary fields that constitute brain physics [130], network neuroscience aims to build a fundamental mechanistic understanding of how neuron level processes contribute to the structure and function of large-scale circuits, brain systems, and whole-brain structure and function [102]. It also inquires about perception-action coupling, brain-behavior interactions, and social networks [102], [103].

To model brain network structure, an adjacency matrix is constructed from experimental data specifying the physical interconnections between neurons or brain regions [103, Fig. 1, p. 8] [131]. To model brain network function, a similarity matrix is made from experimental data on the activity of neurons or brain regions; e.g., fMRI (functional magnetic resonance imaging) data of blood oxygen level in different parts of the brain [103, Fig. 2, p. 17]. If a similarity or adjacency matrix is denoted by $W \in \mathbb{R}^{m \times m}$, diag($W$, ..., $W$)vec($I_m$) – for diag($W$, ..., $W$) $\in \mathbb{R}^{m^2 \times m^2}$ – can be approximated using a deep ReLU FNN $\Phi_{D,\varepsilon}$, as asserted by Theorem 1. Theorem 1 can, thus, guide the training of teacher deep ReLU FNNs $\Phi_{D,\varepsilon}$ which will be used to train – using attentive hint training [99] – lightweight student ReLU FNNs. The trained student ReLU FNNs can then be concatenated and trained with AEs for an efficient dimensionality that may offer further insights into the brain’s structural or functional networks.

VII. CONCLUDING REMARKS AND RESEARCH OUTLOOK

Regarding a matrix-vector product approximation with deep ReLU FNNs, we derived error bounds – in Lebesgue and Sobolev norms – that constitute our developed deep approximation theory. Guided by this theory, we successfully trained deep ReLU FNNs whose test outcomes justify the validity of our deep approximation theory. This deep approximation theory is also important for guiding and easing the training of teacher deep ReLU FNNs in consideration of the emerging teacher-student AI/ML paradigms that are essential for solving several AI/ML problems in wireless communications and signal processing; network science and graph signal processing; and network neuroscience and brain physics.

In the context of ToDL, this paper inspires numerous lines of research including high-dimensional signal processing that might be pursued through the lenses of high-dimensional probability [91], high-dimensional statistics [92], and empirical process theory [93]; deep ReLU FNNs based tighter error bounds for a matrix-vector product approximation that might be derived using sparse grids (following the lead of [132]); and error bounds for a matrix-matrix, a tensor-matrix, and a tensor-tensor product approximation – applicable in interference excision and channel estimation [133], and brain imaging [134] – with deep ReLU FNNs. Furthermore, this paper inspires much more applied research on the novel training of lightweight student models – critical for resource-constrained environments – given the emerging teacher-student AI/ML paradigms.

APPENDIX A

PROOFS OF KNOWN RESULTS USED

For the sake of clarity, completeness, and rigor, we hereby provide our proofs of the known results that informed our theoretical developments in Appendices C, D, and E.

A. Proof of Lemma 3

The proof of Lemma 3 was highlighted in [87, p. 6] through the proof of [87, Lemma II.6]. We herein provide our proof.

Considering $K = \max K_i$ is the depth of the deepest FNN, we first make all FNNs $\Phi_i \in \mathcal{N}^{d_{i},M,\rho}$ to be of depth $K$. This can be achieved via the concatenation of I-FNN $\Phi_{K-K_i+1}$ and $\Phi_i$ when $K_i \neq K$, where it follows through Definition 2 and Lemma 1 that $\Phi_i = \left[\begin{array}{c}W_{i1}^{T}, b_{i1}^{T} \\ \vdots \\ W_{iK_i}^{T}, b_{iK_i}^{T}\end{array}\right] \in (K-K_i+1)$ times

$$\Phi_{K-K_i+1} = \left[\begin{array}{l}I_{K-K_i+1} \\ \vdots \\ 0\end{array}\right] = \left[\begin{array}{l}0 \\ \vdots \\ 0\end{array}\right] \Phi_i = \left[\begin{array}{c}W_{i1}^{T}, b_{i1}^{T} \\ \vdots \\ W_{iK_i}^{T}, b_{iK_i}^{T}\end{array}\right] \in (K-K_i+1)$$

Employing these expressions in (4) for $K = K_i + 1 > 0$ gives

$$\Phi_i' = \Phi_{K-K_i+1} \Phi_i = \left[\begin{array}{c}W_{i1}^{T}x, b_{i1}^{T} \\ \vdots \\ W_{iK_i}^{T}x, b_{iK_i}^{T}\end{array}\right]$$

$$\Phi_{K-K_i+1} = \left[\begin{array}{l}I_{K-K_i+1} \\ \vdots \\ 0\end{array}\right] = \left[\begin{array}{l}0 \\ \vdots \\ 0\end{array}\right] \Phi_i = \left[\begin{array}{c}W_{i1}^{T}, b_{i1}^{T} \\ \vdots \\ W_{iK_i}^{T}, b_{iK_i}^{T}\end{array}\right] \in (K-K_i+1)$$

where $\Phi_i' = (\Phi_{K-K_i+1} \Phi_i)(x) = \Phi_i(x)$. $\Phi_{K-K_i+1} = \left[\begin{array}{c}(W_{i1}^{T}x, b_{i1}^{T}) \\ \vdots \\ (W_{iK_i}^{T}x, b_{iK_i}^{T})\end{array}\right]$. For $K-K_i+1 = 0$, (20) leads to $\Phi_i = \Phi_{K-K_i+1} \Phi_i$.

$$\Phi_i = \left[\begin{array}{c}W_{i1}^{T}, b_{i1}^{T} \\ \vdots \\ W_{iK_i}^{T}, b_{iK_i}^{T}\end{array}\right] \Phi_i = \left[\begin{array}{c}(W_{i1}^{T}x, b_{i1}^{T}) \\ \vdots \\ (W_{iK_i}^{T}x, b_{iK_i}^{T})\end{array}\right]$$

Meanwhile, it is deduced via (20) and (21) that $\Phi_i(x) = \Phi_i'(x)$.$x \in \mathcal{N}^{d_{i},M,\rho}$, $i \in [n]$. Consequently, $\Phi_i(x) = \left[\begin{array}{c}(W_{i1}^{T}x, b_{i1}^{T}) \\ \vdots \\ (W_{iK_i}^{T}x, b_{iK_i}^{T})\end{array}\right]$ and $\Phi_i(x) = \sum_{i=1}^{n} a_i \Phi_i'(x, i = 1, \ldots, 1) = \Phi_i(x)$ that are the parallelization and superposition of the outputs of $n$ $\Phi_i$’s, respectively. Therefore, $\mathcal{L}(\Phi^1) = \mathcal{L}(\Phi^2) = K$; $\mathcal{M}(\Phi^1) = \mathcal{M}(\Phi^2) = \sum_{i=1}^{n} (M_i + \mathcal{V}(\Phi_i) + 2(K-K_i) + 1) \mathcal{V}(\Phi^1) = M + n \mathcal{V}(\Phi^1)$. Since $\Phi^1$ and $\Phi^2$ are constructed from $\Phi_i$’s defined via (20) or (21), they are made up of the weights of $\Phi_i$, $i \in [n]$, $\pm 1$’s, and $\{a_1, \ldots, a_n\}$. ■
B. Proof of Proposition 4

A similar proof is provided in [88, p. 31-33]. We present our proof which our developments of Appendix E are based upon.

W.r.t. the identity \( w_x = \frac{1}{2}((w+x)^2 - w^2 - x^2) \) for \( x, y \in \mathbb{R} \), \( w_x = 4D^2 \left( \frac{w}{2D} \right) (x/2D) \) is also equal to

\[
\begin{align*}
wick[2D]{\left( \frac{w+x}{2} \right)} - \left( \frac{w}{2D} \right)^2 - \left( \frac{x}{2D} \right)^2.
\end{align*}
\]

(22)

In line with (22) and the identity \( |x| = \rho(x) + \rho(-x) \), [121, Proposition 3] asserts that \( \Phi_{D,\varepsilon}^{(w,x)} \) can be expressed in terms of a square ReLU FNN \( \Phi_{\delta} \) which is characterized in Proposition 3. Consequently,

\[
\Phi_{D,\varepsilon}^{(w,x)}(w, x) = 2D^2 (\Phi_{\delta}^{(q(w+x))} - \Phi_{\delta}^{(q(|w|) - \Phi_{\delta}^{(q(|x|))}}),
\]

where \( \gamma = \frac{1}{2D} \) and it follows through (16a) that \( \Phi_{\delta}^{(q(w-x))} \leq x^2 \).\( \Psi_{\delta}^{(q(w-x))} \leq \Psi_{\delta}^{(q(|w|))} \) requires 3 additional layers. Hence, employing this fact and [121, Proposition 3], \( \mathcal{L}(\Phi_{D,\varepsilon}^{(w,x)}) \leq C_0 \log_2(\delta^{-1}) + C_0 \log_2(6D^2) + 3 \leq C_0 \log_2(\delta^{-1}) + C_1 \), where \( C_0 \) is a constant that emanates from the depth constraint of Proposition 3. As there would be 9 additional neurons in the implementations of the absolute value expressions of (23), [121, Proposition 3] also asserts that \( \mathcal{N}(\Phi_{D,\varepsilon}^{(w,x)}) \leq 3C_0 \log_2(\delta^{-1}) + 3C_0 \log_2(6D^2) + 9 \leq C' \log_2(\delta^{-1}) + C_2 \). Moreover, since there would be 17 additional non-zero weights to implement \( |w + x|, |w|, \) and \( |x| \) using the aforementioned additional three layers, \( \mathcal{M}(\Phi_{D,\varepsilon}^{(w,x)}) \leq 3C_0 \log_2(\delta^{-1}) + 3C_0 \log_2(6D^2) + 17 \leq C'' \log_2(\delta^{-1}) + C_3 \). As \( C', C'' > 0 \), choosing \( C_1 = C_3(\delta, D, \varepsilon) = C_3(D) > 0 \) satisfy (18). Employing (23) and (22), we get

\[
\Phi_{D,\varepsilon}^{(w,x)}(0, x) = \Phi_{D,\varepsilon}^{(w,x)}(x, 0) = 0, \forall x \in \mathbb{R}.
\]

Thus, (17b) is satisfied.

To continue, we define the following transformations:

\[
t_w : (-D, D)^2 \to (0, 1), (w, x) \mapsto |w|/2D; \quad t_x : (-D, D)^2 \to (0, 1), (w, x) \mapsto |x|/2D; \quad w_x : (-D, D)^2 \to (0, 1), (w, x) \mapsto |w + x|/2D; \quad f : (0, 1) \to \mathbb{R}, x \mapsto x^2.
\]

Using these transformations, (22) and (23) can be, respectively, expressed as \( w_x = 2D^2 \left( f \circ t_w - f \circ t_x - f \circ t_x \right) \) and \( \Phi_{D,\varepsilon}^{(w,x)}(w, x) = 2D^2 (\Phi_{\delta}^{(\circ t_w)} - \Phi_{\delta}^{(\circ t_x)} - \Phi_{\delta}^{(\circ t_x)} \circ t_x) \). Using these transformations, collecting similar terms, and applying the properties – in line with Definition 4 and (8) – of \( L^\infty \)-norm:

\[
\begin{align*}
\Phi_{D,\varepsilon}^{(w,x)}(w, x) - \Phi_{\delta}^{(\circ t_w)}(w, x) & \leq 2D^2 \left( \Phi_{\delta}^{(\circ t_w)} - \Phi_{\delta}^{(\circ t_x)} - \Phi_{\delta}^{(\circ t_x) \circ t_x} \right) \leq 2D^2 \left( \Phi_{\delta}^{(\circ t_w)} - \Phi_{\delta}^{(\circ t_x)} - \Phi_{\delta}^{(\circ t_x) \circ t_x} \right),
\end{align*}
\]

where \( (a) \) follows from Lemma 4 through (7). From the above-defined transformations, \( t_u[\Phi_{D,\varepsilon}^{(w,x)}(w, x)] = 0, 1 \). Consequently,

\[
\begin{align*}
\Phi_{D,\varepsilon}^{(w,x)}(w, x) - \Phi_{\delta}^{(\circ t_u)}(w, x) & \leq 2D^2 \left( \Phi_{\delta}^{(\circ t_u)} - \Phi_{\delta}^{(\circ t_x)} - \Phi_{\delta}^{(\circ t_x) \circ t_x} \right),
\end{align*}
\]

where \( (a) \) follows from Lemma 4 through (7). From the above-defined transformations, \( t_u[\Phi_{D,\varepsilon}^{(w,x)}(w, x)] = 0, 1 \). Consequently,

\[
\begin{align*}
\Phi_{D,\varepsilon}^{(w,x)}(w, x) - \Phi_{\delta}^{(\circ t_u)}(w, x) & \leq 2D^2 \left( \Phi_{\delta}^{(\circ t_u)} - \Phi_{\delta}^{(\circ t_x)} - \Phi_{\delta}^{(\circ t_x) \circ t_x} \right),
\end{align*}
\]

where \( (a) \) follows from Lemma 4 through (7). From the above-defined transformations, \( t_u[\Phi_{D,\varepsilon}^{(w,x)}(w, x)] = 0, 1 \). Consequently,
where we chose $\varepsilon = 6D^2\delta$. This leads to (32) and the depth constraint $L(\Phi^{\bar{w}(x)}_{D,\varepsilon}) \leq C' \log_2(\delta^{-1}) \leq C' \log_2(D^2\varepsilon^{-1})$, where $C$ is chosen as $C' > C' \log_2 6$.

\section*{Appendix B

Proof of Proposition 1

Expressed through a ReLU activation function applied component-wise, $x = \rho(x) - \rho(-x)$ [87]. Exploiting this identity for $A = Wx$, $A = I_m \rho(A) - I_m \rho(-A)$. Accordingly, $A = I_m \rho(Wx) - I_m \rho(-Wx)$.

Realizing that $\rho(Wx)$ is a transformation with $x$ as the input of a ReLU FNN, $W$ as the weight matrix of a ReLU FNN, and $\rho(\cdot)$ as an element-wise ReLU activation, $\rho(Wx)$ is represented by $\mathcal{NN}_{1,M',\rho}$ with $M' = \|W\|_{\ell_0}$. W.r.t. this 1-layer ReLU FNN, $I_m \rho(Wx)$ can be realized as adding a linear operation on every corresponding output, i.e., multiplying every respective output by 1 w.r.t. an additional layer having no activation function. Hence, $I_m \rho(Wx)$ can be represented by $\mathcal{NN}^{n,m}_{2,M',\rho}$ with $M_1 = \|W\|_{\ell_0} + m$ and no activation at the output layer. By the same token, $-I_m \rho(-Wx)$ can also be represented by $\mathcal{NN}^{n,m}_{2,M',\rho}$ with $M_2 = \|-W\|_{\ell_0} + m = \|W\|_{\ell_0} + m$ and also without any activation function at the output layer. Similar to the concepts of [135, Lemma D.2], an addition operation using two FNNs can be conceived as putting two ReLU FNNs parallely and adding the outputs of the corresponding output neurons. Doing so results in a 2-layer ReLU FNN with a hidden layer double the size of the ReLU FNNs representing the summaries. As a result, $A = I_m \rho(Wx) - I_m \rho(-Wx)$ can be represented by $\mathcal{NN}^{n,m}_{2,M',\rho}$ with $M = 2\|W\|_{\ell_0} + 2m$ and without any activation at the output layer. This completes the proof of 1).

Utilizing the result of 1), let $\Phi^1 := [[[W^{T}, -W^{T}]]^T, 0], [I_m, -I_m, 0]] \in \mathcal{NN}^{n,m}_{2,M',\rho}$ and $\Phi^2 := \Phi^{K-1}_{I,\varepsilon}$, an I-FNN defined via (8). As $\Phi^{I}_{K-1}(x) = x$, $A = \Phi^1 \Phi^{I}_{K-1} = \Phi^1 \Phi^{I}_{K-1} = \Phi^1 \Phi^{I}_{K-1}$, the concatenation of $\Phi^1$ and $\Phi^{I}_{K-1}$. To this end, deploying (4) and (5) leads to

$$\Phi^1 \Phi^{I}_{K-1} = [[[I_m, -I_m, 0], [I_{2n}, 0], \ldots, [I_{2n}, 0], \ldots, [B_1, B_2, 0], [I_m, -I_m, 0], \ldots, [B_1, B_2, 0], [I_m, -I_m, 0]]$$

where $B_1 = [W^{T}, -W^{T}]^T$ and $B_2 = [-W^{T}, W^{T}]^T$. Hence, $L(\Phi^1 \Phi^{I}_{K-1}) = K$ and $M(\Phi^1 \Phi^{I}_{K-1}) = 2m + 2(K-2)n + 4\|W\|_{\ell_0}$. Accordingly, $A$ can also be represented by $\mathcal{NN}^{n,m}_{2,M',\rho}$ with $M = 2m + 2(K-2)n + 4\|W\|_{\ell_0}$ and no activation at the output layer. This completes the proof of 2).

Similarly, if we let $\Phi^1 := \Phi^{I}_{K-1}$, then $\Phi^2 := [[[W^{T}, -W^{T}]]^T, 0], [I_m, -I_m, 0]] \in \mathcal{NN}^{n,m}_{2,M',\rho}$, then $A = \Phi^{I}_{K-1}(A) = \Phi^{I}_{K-1} \Phi^2 = \Phi^{I}_{K-1} \Phi^2$. Consequently, employing (4) and (5) gives

$$\Phi^{I}_{K-1} \Phi^2 = [[[W^{T}, -W^{T}]]^T, 0], [I(A_1), I(A_2), 0], \ldots, [I(A_1), I(A_2), 0]]$$

where $I(A_1) = [I_m, -I_m]^T$, $I(A_2) = [-I_m, I_m]^T$. To this end, $L(\Phi^{I}_{K-1} \Phi^2) = K$ and $M(\Phi^{I}_{K-1} \Phi^2) = 2Km + 2\|W\|_{\ell_0}$. Therefore, $A$ can also be represented by $\mathcal{NN}^{n,m}_{K,M',\rho}$ with $M = 2Km + 2\|W\|_{\ell_0}$ and no output activation. This completes the proof of 3).

\section*{Appendix C

Proof of Theorem 1

We start by stating the following proposition.

\textbf{Proposition 5. For all $\varepsilon \in (0,1/2)$, $D \in \mathbb{R}_+$, and $\rho(x) := \max(x,0)$, there exists a constant $C > 0$ such that there is an FNN $\Phi^{\bar{w}(x)}_{D,\varepsilon} \in \mathcal{NN}^{n,2,\rho}$ satisfying $L(\Phi^{\bar{w}(x)}_{D,\varepsilon}) \leq C \log_2(D\varepsilon^{-1})$, $\|W(\Phi^{\bar{w}(x)}_{D,\varepsilon})\|_{\ell_0} \leq 12$, $\bar{B}(\Phi^{\bar{w}(x)}_{D,\varepsilon}) \leq \max\{4,2D^2\}$. $\Phi^{\bar{w}(x)}_{D,\varepsilon}(x,0) = 0$, $\forall x \in \mathbb{R}$, and $\left\|\Phi^{\bar{w}(x)}_{D,\varepsilon}(x,0) - w_x\right\|_{L^\infty((-D,D)^2)} \leq \varepsilon$. (32)

\textbf{Proof.} The proof is relegated to Appendix A-C.

To proceed further, we prove the following proposition.

\textbf{Proposition 6. Let $w^T = [w_1, \ldots, w_n]^T \in \mathbb{R}_n$ and $x = [x_1, \ldots, x_n]^T \in \mathbb{R}_n$. For all $\varepsilon \in (0,1/2)$, $D \in \mathbb{R}_+$, and $\rho(x) := \max(x,0)$, there exists a constant $C > 0$ such that there is an FNN $\Phi^{\bar{w}(x)}_{D,\varepsilon} \in \mathcal{NN}^{n,2,\rho}$ satisfying $L(\Phi^{\bar{w}(x)}_{D,\varepsilon}) \leq C \log_2(D\varepsilon^{-1})$, $\|W(\Phi^{\bar{w}(x)}_{D,\varepsilon})\|_{\ell_0} \leq 12n$, $\bar{B}(\Phi^{\bar{w}(x)}_{D,\varepsilon}) \leq \max\{4,2D^2\}$, $\Phi^{\bar{w}(x)}_{D,\varepsilon}(0,x) = \Phi^{\bar{w}(x)}_{D,\varepsilon}(x,0) = 0$, $\forall x \in \mathbb{R}_n$, and $\left\|\Phi^{\bar{w}(x)}_{D,\varepsilon}(x,0) - w_x\right\|_{L^R((-D,D)^2n)} \leq \varepsilon$. (33)

\textbf{Proof.} Because $w x = \sum_{i=1}^{n} w_i x_i$, this sum of products can be realized via a ReLU FNN $\Phi^{\bar{w}(x)}_{D,\varepsilon}$ characterized in Proposition 5. Specifically, $w x$ can be implemented via the superposition of $n$ $\Phi^{\bar{w}(x)}_{D,\varepsilon}$s that are, respectively, fed with input tuples $(w_i, x_i), i \in [n]$. Consequently,

$$\Phi^{\bar{w}(x)}_{D,\varepsilon}(x,0) = \sum_{i=1}^{n} \Phi^{\bar{w}(x)}_{D,\varepsilon}(w_i, x_i),$$

where $\left\|\Phi^{\bar{w}(x)}_{D,\varepsilon}(w_i, x_i) - w_i x_i\right\|_{L^\infty((-D,D)^2)} \leq \varepsilon$, $\forall i$, $L(\Phi^{\bar{w}(x)}_{D,\varepsilon}) \leq C \log_2(D\varepsilon^{-1})$, $\|W(\Phi^{\bar{w}(x)}_{D,\varepsilon})\|_{\ell_0} \leq 12n$, $\bar{B}(\Phi^{\bar{w}(x)}_{D,\varepsilon}) \leq \max\{4,2D^2\}$. Moreover, $\Phi^{\bar{w}(x)}_{D,\varepsilon}(0,x_i) = \Phi^{\bar{w}(x)}_{D,\varepsilon}(x_i,0) = 0$, $\forall x_i \in \mathbb{R}_n$, and $\left\|\Phi^{\bar{w}(x)}_{D,\varepsilon}(x,0) - w_x\right\|_{L^\infty((-D,D)^2n)} \leq \varepsilon$. (34)

W.r.t. our subsequent analyses, we define these parameters for $D := \{(w_1, x_1), \ldots, (w_n, x_n), \ldots, (w_n, x_n)\}, i \in [n]$:

$$t_{w_i x_i} : [-D, D]^{2n} \rightarrow [-D, D]^2, D \rightarrow (w_i, x_i)$$

$$g : [-D, D]^2 \rightarrow \mathbb{R}, (w, x) \rightarrow w x.$$
Deploying (35a)-(35b) in (34) and \(wx = \sum_{i=1}^{n} w_i x_i\),

\[
\left( \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w,x), w x \right) = \sum_{i=1}^{n} \left( \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}, g \right) \circ t_{w_i x_i}, \tag{36}
\]

Using (36) in the left-hand side of (33), collecting similar terms, and applying the properties of \(L^\infty\)-norm:

\[
\| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w,x) - w x \|_{L^\infty([-D,D]^{2n})} \leq \sum_{i=1}^{n} \| (\Phi_{D,\varepsilon}^{\tilde{x}(w,x)} - g) \|_{L^\infty(t_{w_i x_i},([-D,D]^{2n}))}.
\]

Employing Proposition 6 and Lemma 3 on the parallelization of FNNs, the proof of Theorem 1 resumes in the sequel.

From (13), \(wx = [w_1 x_1, \ldots, w_m x_m]^T \in \mathbb{R}^m\). Per Proposition 6, \(m\) FNNs are approximating the \(m\) affine transformations w.r.t. \(x\) and the weights \(w_1, \ldots, w_m\). Hence, it can be inferred from (33) that

\[
\| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_1,x_1) - w_1 x_1 \|_{L^\infty([-D,D]^{2n})} \leq \varepsilon, \tag{38}
\]

where \(\varepsilon = n \tilde{\varepsilon}\), \(\varepsilon = C \log_2(n D^2 \varepsilon^{-1})\), \(W_i \Phi_{D,\varepsilon}^{\tilde{x}(w,x)} \leq 12n, B_i \Phi_{D,\varepsilon}^{\tilde{x}(w,x)} \leq \max\{4,2 D^2\}\), and \(\Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(0,x) = \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(x,0) = 0, \forall x \in \mathbb{R}^n\).

\[
wx \approx [\Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_1,x_1), \ldots, \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_m,x_m)]^T, \tag{39}
\]

where \(\Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_i,x_i)/\Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_i,x_i)^T/\Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_i,x_i)]^T\) for \((w_i) = (w_i, x_i), i \in [m]\), as

\[
\mathcal{P}(\Phi)(W,x) = \left[ \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(v_1), \ldots, \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(v_m) \right]^T, \tag{40}
\]

where \(\varepsilon \leq \sum_{i=1}^{m} 12n = 12mn\), and \(B_i \Phi_{D,\varepsilon}^{\tilde{x}(w,x)} \leq \max\{4,2 D^2\}\)

Because \(\Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(0,x) = 0, \forall x \in \mathbb{R}^n\), \(\Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(W,x) = \mathcal{P}(\Phi)(W,x)\).

\[
\Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(W,x) = [\Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(v_1), \ldots, \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(v_m)]^T, \tag{41}
\]

where \(\Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(0,x) = \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(W,0) = 0\). Meanwhile, employing Definition 7 and (11) in the left-hand side of (14)

\[
\| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(W,x) - W x \|_{L^\infty([-D,D]^{2n};\mathbb{R}^m)} = \max_{i=1,\ldots,m} \| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_i,x_i) - w_i x_i \|_{L^\infty([-D,D]^{2n})} \leq \varepsilon, \tag{42}
\]

where \(\varepsilon \leq \sum_{i=1}^{m} \| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_i,x_i) - w_i x_i \|_{L^\infty([-D,D]^{2n})} \leq \varepsilon\),

\[
\mathcal{P}(\Phi)(W,x) = \prod_{i=1}^{n} (\Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(W,x), x_i), \tag{43a}
\]

\[
\mathcal{P}(\Phi)(W,x) = \prod_{i=1}^{n} (\Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(W,x), x_i), \tag{43b}
\]

\[
\| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(W,x) - W x \|_{L^\infty([-D,D]^{2n};\mathbb{R}^m)} = \max_{i=1,\ldots,m} \| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_i,x_i) - w_i x_i \|_{L^\infty([-D,D]^{2n})} \leq \varepsilon, \tag{42}
\]

where \(\varepsilon \leq \sum_{i=1}^{m} \| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_i,x_i) - w_i x_i \|_{L^\infty([-D,D]^{2n})} \leq \varepsilon\).

\[
\| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(W,x) - W x \|_{L^\infty([-D,D]^{2n};\mathbb{R}^m)} = \max_{i=1,\ldots,m} \| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_i,x_i) - w_i x_i \|_{L^\infty([-D,D]^{2n})} \leq \varepsilon, \tag{42}
\]

where \(\varepsilon \leq \sum_{i=1}^{m} \| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_i,x_i) - w_i x_i \|_{L^\infty([-D,D]^{2n})} \leq \varepsilon\).

\[
\| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(W,x) - W x \|_{L^\infty([-D,D]^{2n};\mathbb{R}^m)} = \max_{i=1,\ldots,m} \| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_i,x_i) - w_i x_i \|_{L^\infty([-D,D]^{2n})} \leq \varepsilon, \tag{42}
\]

where \(\varepsilon \leq \sum_{i=1}^{m} \| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_i,x_i) - w_i x_i \|_{L^\infty([-D,D]^{2n})} \leq \varepsilon\).

\[
\| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(W,x) - W x \|_{L^\infty([-D,D]^{2n};\mathbb{R}^m)} = \max_{i=1,\ldots,m} \| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_i,x_i) - w_i x_i \|_{L^\infty([-D,D]^{2n})} \leq \varepsilon, \tag{42}
\]

where \(\varepsilon \leq \sum_{i=1}^{m} \| \Phi_{D,\varepsilon}^{\tilde{x}(w,x)}(w_i,x_i) - w_i x_i \|_{L^\infty([-D,D]^{2n})} \leq \varepsilon\).
Appendix E
Proof of Theorem 2

We begin by proving the following proposition.

Proposition 7. Let \( w^T = [w_1, \ldots, w_n]^T \in \mathbb{R}^n \) and \( x = [x_1, \ldots, x_n]^T \in \mathbb{R}^n \). For all \( x \in (0, 1), D \in \mathbb{R}_+ \), and \( \rho(x) := \max(x, 0) \), there exist constants \( C_1, C_2, C_3 > 0 \) such that there is a FNN (56a)-(56d), (54) and (55) satisfying

\[
\Phi_D(x) = \Phi_D(x, 0) = 0, \quad \forall x \in \mathbb{R}^n, \\
\|\Phi_D(x) - w x\|_{L^\infty((-D,D)^2n)} \leq C_3. 
\]

Proof. Since \( w x = \sum_{i=1}^n w_i x_i \), it can be implemented via the superposition of \( n \) \( \Phi_{D,i}(x) \)'s characterized via Proposition 4 and fed, respectively, with input tuples \( (w_1, x_1), \ldots, (w_n, x_n) \). Thus, the output of a ReLU FNN \( \Phi_D(x) \) – that approximates \( w x \) – can be expressed as

\[
\Phi_D(x) = \sum_{i=1}^n \Phi_{D,i}(x) = \sum_{i=1}^n \Phi_{D,i}(w_i, x_i), 
\]

where \( \Phi_{D,i}(x)(0, x) = 0 = \Phi_{D,i}(x)(0, x), \forall x \in \mathbb{R} \);

\[
\|\Phi_D(x) - w x\|_{L^\infty((-D,D)^2n)} \leq C_3. 
\]

Exploiting (10) for \( t_i \in \{t_{i,1}, t_{i,2}, t_{i,3} \} \),

\[
\|t_i|_{L^\infty((-D,D)^2n)} = 1/2D. 
\]

Substituting (61) into (60) and, in turn, into (59) lead to

\[
\|\Phi_D(x) - w x\|_{L^\infty((-D,D)^2n)} \leq 2D^2 \sum_{i=1}^n \max \{\|\Phi_{D,i}(x) - w x\|_{L^\infty((-D,D)^2n)}, \|\Phi_{D,i}(x) - w x\|_{L^\infty((-D,D)^2n)} \} 
\]

Thus, setting \( \varepsilon = \varepsilon n \), (62) simplifies to (48). This completes the proof of (48).

Regarding the superposition of (51) per Lemma 3, \( \Phi_D(x) \) is implemented by adding the outputs of \( n \) \( \Phi_{D,i}(x) \)'s fed, respectively, with \( (w_i, x_i) \). Thus, \n
\[
\|\Phi_D(x) - w x\|_{L^\infty((-D,D)^2n)} \leq 2D^2C \sum_{i=1}^n \max \{\|\Phi_{D,i}(x) - w x\|_{L^\infty((-D,D)^2n)}, \|\Phi_{D,i}(x) - w x\|_{L^\infty((-D,D)^2n)} \} 
\]

Exploiting (56a)-(56d), (54) and (55) can be expressed as

\[
\frac{\Phi_D(x)}{2D^2} = \sum_{i=1}^n \left( \Phi_{D,i}(x) - \sum_{u_i \in \{w_i, x_i\}} \Phi_{D,i}(u_i) \right),
\]

where

\[
x = 2D \sum_{i=1}^n (f \circ t_i) - f \circ t_i - f \circ t_i. 
\]
Choosing \( \Phi \) we let (us now consider a selection matrix \( W \))

\[
\| \Phi_{D,\varepsilon}^x (w_1, x) - w_1 \|_{W^{1,\infty}((-D,D)^2)} \leq \varepsilon, \quad (66)
\]

where the ReLU FNN constraints of (49) are valid. Thus, \( \Phi_{D,\varepsilon}^x \) can be approximated via the outputs of \( m \) ReLU FNNs as

\[
\Phi_{D,\varepsilon}^x (w_1, x), \ldots, \Phi_{D,\varepsilon}^x (w_m, x))^T \approx W x, \quad (67)
\]

where \( \Phi_{D,\varepsilon}^x (w_i, x))^T = \Phi_{D,\varepsilon}^x (w_i, x), i \in [m] \). Let us now consider a selection matrix \( \tau_i = \{0,1\}^{2n \times (m+1)} \) equated as \( [w_1, x]^T = \pi_i ([W(x)]^T, x)^T \). If we let \( \Phi_{D,\varepsilon}^x \) and \( \Phi_{D,\varepsilon}^x \) then

\[
\Phi_{D,\varepsilon}^x (w_i, x, x) = \Phi_{D,\varepsilon}^x (w_i, x)^T \approx W x, \quad (70)
\]

Therefore, w.r.t. the constraints of Lemma 2 and (68), (70) is also equated for \( \Phi = [\Phi_{D,\varepsilon}^x (w_1, x), \ldots, \Phi_{D,\varepsilon}^x (w_m, x)] \)

\[
| \Phi_{D,\varepsilon}^x (w_1, x), \ldots, \Phi_{D,\varepsilon}^x (w_m, x))^T \approx W x, \quad (71)
\]

where \( \mathcal{M}(\Phi_{D,\varepsilon}) \) \( m \leq C_1 \log \tau_1 (\varepsilon^{-1}) + C_2 \) \( N(\Phi_{D,\varepsilon}) \leq m \leq C_1 \log_2 (\varepsilon^{-1}) + C_2 \) and \( \mathcal{L}(\Phi_{D,\varepsilon}) \leq C_1 \log_2 (\varepsilon^{-1}) + C_2 \). Since \( \Phi_{D,\varepsilon}^x \) takes inputs that are all the elements of \( W \) and \( x \) to produce their approximated product which is also realizable by the parallelized FNN of (71), \( \Phi_{D,\varepsilon}^x (W, x) = \mathcal{P}(\Phi_{D,\varepsilon}^x (W, x)) \).

As a result, \( \Phi_{D,\varepsilon}^x (0, x) = \Phi_{D,\varepsilon}^x (W, 0) = 0 \). Therefore, substituting (72) and (13) into (19), collecting similar terms, and exploiting (9):

\[
\| \Phi_{D,\varepsilon}^x (w_1, x) - W x \|_{W^{1,\infty}((-D,D)^2)} \leq \varepsilon, \quad (73)
\]

where (a) follows from (66). Thus, this completes the proof of (19).

Because \( \Phi_{D,\varepsilon}^x (W, x) = \mathcal{P}(\Phi_{D,\varepsilon}^x (W, x)) \), the aforementioned network constraints of \( \mathcal{P}(\Phi) \) become the constraints of \( \Phi_{D,\varepsilon}^x \).

As a result, letting \( m \hat{C}_1 = \hat{C}_1 \) and \( m \hat{C}_2 = \hat{C}_2 \) lead to the network constraints mentioned in Theorem 2.
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Error Bounds for a Matrix-Vector Product Approximation with Deep ReLU Neural Networks

Tilahun M. Getu, Member, IEEE

Abstract—This supplementary material comprises Proof of Lemma 1, Proof of Lemma 2, and Proof of Proposition 2.

Notation: scalars, vectors, and matrices are represented by italic letters, bold lowercase letters, and bold uppercase letters, respectively. \( \mathbb{R}^n \) denotes the sets of \( n \)-dimensional vectors of real numbers. \( \mathbb{N}_0 \) denotes the sets of natural numbers including zero. A sequence of \( K \) matrix-vector tuples is denoted as \( \left[ [W_1, b_1], ..., [W_K, b_K] \right] \). The Python\textsuperscript{\textregistered} syntax \( \sum_{i \in \mathbb{Z}} (\mathcal{W}) \) stands for the number of rows of \( \mathcal{W} \) := max, \( (\cdot)^T \), diag(\( \cdot \)), \( I_n \), \( 0_n \times n \), and \( 0 \) denote equal by definition, maximum, transpose, a (block) diagonal matrix, an \( n \times n \) identity matrix, an \( m \times n \) zero matrix, and a zero vector (matrix), whose dimension will be clear in context, respectively. The class of feedforward neural networks (FNNs) \( \Phi : \mathbb{R}^{N_0} \to \mathbb{R}^{N_K} \) with no more than \( K \) layers, connectivity no more than \( M \), input dimension \( N_0 \), output dimension \( N_K \), and activation function \( \rho \) is denoted as \( \mathcal{N}_{N_0,N_K}^{K,M,\rho} \). For an FNN \( \Phi \), \( \mathcal{L}(\Phi) \), \( \mathcal{M}(\Phi) \), \( \mathcal{W}(\Phi) \), and \( \mathcal{B}(\Phi) \) stand for the depth of \( \Phi \), the connectivity of \( \Phi \), the maximum width of \( \Phi \), and the maximum absolute value of the weights of \( \Phi \), respectively. Regarding \( \mathcal{L}(\Phi) \) (Lebesgue) spaces and \( f(\cdot) : \mathbb{R}^d \to \mathbb{R} \), \( \| f \|_{L^\infty(\Omega)} := \inf \{ C \geq 0 : | f(x) | \leq C, \forall x \in \Omega, \Omega \subset \mathbb{R}^d \} \).

I. Proof of Lemma 1

If \( \Phi^I_{N_0} : \mathbb{R} \to \mathbb{R} \) for \( x \in \mathbb{R}^{N_0} \), then (1) leads to
\[ A_K(\rho(\ell_{K-1}(\rho(\ldots \rho(\ell_{1}(x)))))) = x, \tag{74} \]
where \( \rho(x) = [\max(0, x_1), \ldots, \max(0, x_{N_0})]^T ; A_{k}(x_{k-1}) = \mathcal{W}_k x_{k-1} + b_k \) for \( x_{k-1} = \rho(\ell_{k-1}(x_{k-2})) \) and \( x_0 = x \); and \( [\mathcal{W}_k, b_k] \) – comprising \( \Phi^I_{N_0} \) – is to be inferred for \( k \in [K] \).

In the sequel, we are going to exploit these identities: \( x = \rho(x) - \rho(-x) \) and \( \rho(\rho(x)) = \rho(x) \).

For (74) to be valid, here is a rectified linear unit (ReLU) FNN construction: all layers except the last layer would have an output equal to \( \rho(\rho(x))^T, (\rho(\rho(x)) - \rho(-x))^T \); these two components would then be added – at the last layer – so that we will obtain \( \rho(x) - \rho(-x) = x \). With respect to (w.r.t.) this construction, \( x_1 = \rho(\mathcal{W}_1 x + b_1) = \rho(\mathcal{W}_1 \rho(x) - \rho(-x) + b_1) = \rho(\mathcal{W}_1 \rho(x) - \mathcal{W}_1 \rho(-x) + b_1) = \left[ (\rho(\rho(x))^T, (\rho(\rho(x)) - \rho(-x))^T \right]^T \).

W.r.t. the last equality, \( x_1 = \left[ [I_{N_0}^1, -I_{N_0}^1]^T, b_1 = [0_{2N_0 \times 1}] \right] \). Thus, \( [W_1, b_1] = [I_{N_0}^1, -I_{N_0}^1]^T, 0 \).

W.r.t. the aforementioned construction, \( x_k = \left[ \rho(x)_k^T, \rho(-x)_k^T \right]^T, k = 2, \ldots, K - 1 \) and \( x_K = \left[ \rho(x)_K^T, \rho(-x)_K^T \right]^T \).

II. Proof of Lemma 2

For \( K, n \geq 2 \), it follows via (3a) and (3b) that the first layer’s output of the parallelized FNN becomes \( x_1 = \rho(\mathcal{W}_1 x + b_1) \). For the \( n \) FNNs, the respective first layer outputs are given by \( x_i = \rho\left( \mathcal{W}_1 x + b_i \right), i \in [n] \). If \( \mathcal{P}(\Phi_1, \ldots, \Phi_n) \left( x \right) = \left[ \rho_1(\mathcal{W}_1 x + b_1)^T, \ldots, \rho_n(\mathcal{W}_n x + b_n)^T \right]^T \), this equality should regress to all layers’ outputs. Hence, \( \rho(x_1 + b_1) = \left[ \rho(\mathcal{W}_1 x + b_1)^T \right]^T, \ldots, \rho(\mathcal{W}_n x + b_n)^T \right] \).

Since \( \rho(x) \) is element-wise, the first parallelization conditions emanate from: \( \rho(x_1 + b_1) = \rho(\mathcal{W}_1 x + b_1)^T \). Hence, \( \mathcal{W}_1 = \left[ \rho_1(\mathcal{W}_1 x + b_1)^T \right]^T + b_1 = \left[ [b_1^T]^T, \ldots, [b_n^T]^T \right]^T \).

T. M. Getu is with the National Institute of Standards and Technology (NIST), 100 Bureau Drive, Gaithersburg, MD 20899, USA and also with the École de Technologie Supérieure (ÉTS), Montréal, QC H3C 1K3, Canada (e-mail: tilahun.getu@nist.gov).
\[ N_0 + \sum_{i=1}^{n} (N(\Phi^i) - N_0) = \sum_{i=1}^{n} N(\Phi^i) - nN_0 + N_0 = \sum_{i=1}^{n} N(\Phi^i) - (n-1)N_0. \]

III. Proof of Proposition 2

A similar proof is provided in [1, p. 6-8]. For the sake of completeness, clarity, and rigor, we hereby provide a detailed proof.

To begin with the “sawtooth” construction of [2] and [3], let us consider the following sawtooth function \( g : [0, 0] \to [0, 1] \):

\[
g(x) = \begin{cases} 2x & : \text{if } x < 1/2 \\ 2(1-x) & : \text{if } x \geq 1/2. \end{cases} \tag{75}
\]

Based on (75), let us now consider the \( s \)-fold composition of \( g \) for \( s \geq 2 \) as

\[
g_s := g \circ g \circ \ldots \circ g_{s \; \text{times}}. \tag{76}
\]

where \( g_0(x) := x \) and \( g_1(x) := g(x). \) \tag{77}

Telgarsky has shown (see [2, p. 4]) that \( g_s \) – as defined in (76) – is a sawtooth function with \( 2^{s-1} \) uniformly distributed “teeth” [2, Lemma 2.4], i.e., each application of \( g \) doubles the number of teeth [3]. Employing the linear combinations of \( g_s \), we are going to be show that the function \( f(x) = x^2 \), \( x \in [0, 1] \), can be approximated.

Suppose \( f_m \) be the piece-wise linear interpolation of \( f \) with \( 2m + 1 \) uniformly distributed breakpoints (“knots”) per

\[
f_m \left( \frac{k}{2m} \right) = \left( \frac{k}{2m} \right)^2, \quad k = 0, \ldots, 2m \text{ and } m \in \mathbb{N}. \tag{78}
\]

Note that \( f_m \) approximates \( f \) with error \( \varepsilon_m = 2^{-2m-2} \) [3] in the \( L^\infty \)-norm sense such that [1]

\[
\| f_m(x) - x^2 \|_{L^\infty[0,1]} \leq 2^{-2m-2}. \tag{79}
\]

It is now worth underscoring that refining the interpolation from \( f_{m-1} \) to \( f_m \) boils down to modifying it by a function proportional to a sawtooth function. Accordingly [1], [3],

\[
f_{m-1}(x) - f_m(x) = \frac{g_m(x)}{2^{2m}}. \tag{80}
\]

Employing (78), one can infer that

\[
f_k(x) = k^2, \quad k \in \{0, 1\}. \tag{81}
\]

Deploying a recursive substitution via (80) while using (81),

\[
f_m(x) = x - \sum_{s=1}^{m} \frac{g_s(x)}{2^{2s}}. \tag{82}
\]

Yarotsky [3] realized (82) via a (maximum) width-3 deep ReLU network whilst allowing connections between neurons (nodes) in non-consecutive layers (a.k.a. skip connections). We herein follow the lead of [1] to realize (82) by a (maximum) width-4 deep ReLU network (deep ReLU FNN) based on (75). To this end, note that the superposition of three ReLU – denoted by \( \rho(\cdot) \) – functions realizes \( g(x) \) defined in (75) as

\[
g(x) = 2\rho(x) - 4\rho(x-1/2) + 2\rho(x-1). \tag{83}
\]

With regard to (76) and (83), it follows that \( g_m = \rho(g_m) \):

\[
g_m = 2\rho(g_{m-1}) - 4\rho(g_{m-1}-1/2) + 2\rho(g_{m-1}-1) \tag{84}
\]

\[
g_m = 0 \times \rho(f_{m-1}) + 2\rho(g_{m-1}) - 4\rho(g_{m-1}-1/2) + 2\rho(g_{m-1}-1). \tag{85}
\]

If we have to realize (85) via a 2-layer ReLU FNN representing the composition of affine linear maps, it follows from Definition 1 that

\[
g_m = A_2^{(1)}(\rho(A_1([g_{m-1}^T, f_{m-1}^T]^T))), \tag{86}
\]

where

\[
A_1(x) = \begin{bmatrix} 1 & 0 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} - \begin{bmatrix} 1/2 \\ 1 \end{bmatrix}, \tag{87}
\]

and

\[
A_2^{(1)}(x) = \begin{bmatrix} 2 & -4 & 2 & 0 \\ 0 & 1 & 1 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix}. \tag{88}
\]

To continue, because \( f_m \) – defined in (78) – is a non-negative function, \( f_m = \rho(f_m) \). Hence, applying ReLU to both sides of (80) gives

\[
f_m = \rho(f_{m-1}) - 2^{-2m} \rho(g_m) \tag{89}
\]

\[
f_m = \rho(f_{m-1}) - 2^{-2m} [2\rho(g_{m-1}) - 4\rho(g_{m-1}-1/2) + 2\rho(g_{m-1}-1)], \tag{90}
\]

where (a) is due to (84). Similar to (86), (90) can also be implemented through a 2-layer ReLU FNN as

\[
f_m = A_2^{(2)}(\rho(A_1([g_{m-1}^T, f_{m-1}^T]^T))), \tag{91}
\]

where

\[
A_1(x) = \begin{bmatrix} 1 & 0 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} - \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \tag{92}
\]

and

\[
A_2^{(2)}(x) = [-2^{-2m+1} \quad 2^{-2m+2} \quad -2^{-2m+1} \quad 1] \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix}. \tag{93}
\]

Since the ReLU FNNs of (86) and (91) are fed with the same inputs and have the same first layer weights as well as biases, they can be parallelized. Parallelization of (86) and (91) then leads to

\[
\begin{bmatrix} g_m \\ f_m \end{bmatrix} = A_2 \left( \rho \left( A_1 \left( \begin{bmatrix} g_{m-1} \\ f_{m-1} \end{bmatrix} \right) \right) \right), \tag{94}
\]
Φ_{ε}^{sq}(x) = \begin{bmatrix} g_m \\ f_m \end{bmatrix} = A_2 \left( \rho \left( A_1 \left( \rho \left( \ldots \rho \left( A_1 \left( A_2 \left( \rho \left( A_1 \left( x \right) \right) \right) \right) \right) \right) \right) \right) = A_2 \left( \rho \left( A_1 \left( x \right) \right) \right). \tag{96}

where

\[A_2(x) = \begin{bmatrix} 2 \\ -2^{-2m+1} & -4 & 2 \\ -2^{-2m+2} & 2 & 0 \\ -2^{-2m+1} & 1 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix}. \tag{95}\]

Meanwhile, iterating the ReLU FNN of (94) recursively down to \((f_0, g_0) = (f_0(x), g_0(x)) = (x, x)\) – as asserted by (77) and (81) – produces the ReLU FNN expressed by (96), as shown at the top of this page.

According to (96), \(f_m\) can be realized through \(\mathcal{N}_{m+1,13m,\rho}\) for \(\rho(x) := \max(0, x)\) and it approximates \(f\) with error \(\varepsilon = 2^{-2m-2}\); cf. (79). Thus, \(\log_2(\varepsilon^{-1}) = 2m + 2 = 2(m + 1) \leftrightarrow m + 1 = \mathcal{L}(\Phi^{sq}_\varepsilon) = C \log_2(\varepsilon^{-1})\) for \(C = 0.5\). Since \(\varepsilon \to 0\) as \(m \to \infty\), \(\mathcal{L}(\Phi^{sq}_\varepsilon), M(\Phi^{sq}_\varepsilon) \to \infty\) as \(m \to \infty\). Therefore, there exists \(\Phi^{sq}_\varepsilon \in \mathcal{N}_{\infty,\infty,\rho}\) – with the aforementioned network constraints – such that \(\|\Phi^{sq}_\varepsilon(x) - x^2\|_{L^\infty([0,1])} \leq \varepsilon\).\[\blacksquare\]

REFERENCES
[1] P. Grohs et al., “Deep neural network approximation theory.” [Online]. Available: https://arxiv.org/pdf/1901.02220v1.pdf
[2] M. Telgarsky, “Representation benefits of deep feedforward networks.” [Online]. Available: https://arxiv.org/pdf/1509.08101.pdf
[3] D. Yarotsky, “Error bounds for approximations with deep ReLU networks,” Neural Networks, vol. 94, p. 103–114, 2017.