STRESS CONCENTRATION FACTORS FOR THE STOKES FLOW WITH TWO NEARLY TOUCHING RIGID PARTICLES
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ABSTRACT. In this paper, a mathematical model of two adjacent rigid particles immersed into a viscous incompressible fluid is considered. The main feature of the flow is that the Cauchy stress tensor consisting of the strain tensor and the pressure will appear blow-up as the distance between these two particles tends to zero. For the purpose of making clear this high concentration, a family of unified stress concentration factors are precisely captured in all dimensions, which determine whether the Cauchy stress tensor will blow up or not. As a direct application, we establish optimal gradient estimates and asymptotics of the Cauchy stress tensor for Stokes flow, which indicate that its maximal singularity comes from the pressure.

1. Introduction

The study on suspensions of rigid particles in a viscous incompressible fluid has aroused widespread attention and interest due to its extensive applications in biotechnology, medical science, chemical engineering, food processing, environmental geophysics and composites manufacturing, see e.g. [18,39,41]. In particular, the two-dimensional model of suspensions can be used to describe biological thin films, which are now intensively investigated in virtue of their application in pharmaceutical industry. Quantitative analysis on the Cauchy stress tensor of such suspensions becomes a key issue for both theory and practical applications.

In this paper, we consider a mathematical model of two close-to-touching rigid particles immersed into the incompressible Stokes flow with low Reynolds number, where the inertial forces can be neglected. The key feature of the flow is that the interparticle closeness will cause high concentration of the Cauchy stress tensor. In order to clearly describe the problem, we first formulate our domain. Consider a bounded domain $D$ with $C^{2,\gamma}$ boundary in $\mathbb{R}^n$, whose interior is filled with an incompressible viscous fluid of viscosity $\mu$ and contains two rigid particles $D_1^*$ and $D_2^*$ with $C^{2,\gamma}$ boundaries, where $n \geq 2$, $0 < \gamma < 1$ and $\mu > 0$. Assume that these two particles keep far away from the external boundary $\partial D$ and touch only at one point. By applying an appropriate coordinate system, we have

$$\partial D_1^* \cap \partial D_2^* = \{0\}, \quad D_i^* \subset \{(x', x_n) \in \mathbb{R}^n| (-1)^{i-1} x_n > 0\}, \quad i = 1, 2.$$ 

Here and below, all $(n-1)$-dimensional variables and domains are denoted by adding superscript prime, for example, $x'$ and $B'$. Let $D_1^*$ and $D_2^*$ move up and down by a small positive constant $\varepsilon$ along $x_n$-axis, respectively. To be precise,

$$D_i^\varepsilon := D_i^* + (0', (-1)^{i-1}\varepsilon), \quad i = 1, 2.$$ 
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For simplicity, we drop superscripts and set
\[ D_i := D^0_i, \quad i = 1, 2, \quad \Omega := D \setminus D_1 \cup D_2, \quad \text{and} \quad \Omega^* := D \setminus D^0_1 \cup D^0_2. \]

Denote by
\[ \Psi := \{ \psi \in C^1(\mathbb{R}^n; \mathbb{R}^n) \mid \nabla \psi + (\nabla \psi)^T = 0 \} \]
the linear space of rigid displacement, whose base is written as
\[ \{ \psi_\alpha \}_{\alpha=1}^{\frac{n(n+1)}{2}} := \{ e_i, x_k e_j - x_j e_k \mid 1 \leq i \leq n, 1 \leq j < k \leq n \}, \]
where \( \{ e_1, ..., e_n \} \) represents the standard basis of \( \mathbb{R}^n \). For the convenience of later use, the order of these elements is prescribed as follows:
\[ \psi_\alpha = e_i \text{ in the case when } \alpha = 1, 2, ..., n; \quad \psi_\alpha = x_n e_{\alpha-n} - x_{\alpha-n} e_n \text{ in the case when } \alpha = n+1, ..., 2n-1; \]
the case of \( \alpha = 2n, ..., \frac{n(n+1)}{2} \), there exist two integers \( 1 \leq i_\alpha < j_\alpha < n \) such that
\[ \psi_\alpha = x_{j_\alpha} e_{i_\alpha} - x_{i_\alpha} e_{j_\alpha}. \]

Let \( u = (u^1, u^2, ..., u^n)^T : D \rightarrow \mathbb{R}^n \) and \( p : D \rightarrow \mathbb{R} \) represent the fluid velocity and pressure, respectively. The Stokes flow considered in this paper can be described as follows:
\[
\begin{aligned}
\nabla \cdot \sigma[u, p] &= 0, \quad \nabla \cdot u = 0, \quad \text{in } \Omega, \\
u_i = u_i - \nu, \quad &\text{on } \partial D_i, \quad i = 1, 2, \\
e(u) &= 0, \quad &\text{in } D_i, \quad i = 1, 2, \\
\int_{\partial D_i} \psi_i \cdot \sigma[u, p] v &= 0, \quad &\text{on } \partial D, \\
\end{aligned}
\]
where \( \varphi = (\varphi^1, \varphi^2, ..., \varphi^n)^T \in C^2(\partial D; \mathbb{R}^n) \) is the given velocity field satisfying the compatibility condition (1.4) below, \( e(u) = \frac{1}{2} (\nabla u + (\nabla u)^T) \) denotes the strain tensor, \( \sigma[u, p] := 2 \mu e(u) - \nu \mathbb{I} \) represents the Cauchy stress tensor with \( \mathbb{I} \) being the identity matrix, and \( \nu \) is the unit outer normal to the domain. In view of the incompressible condition \( \nabla \cdot u = 0 \), it follows from a straightforward computation that \( \nabla \cdot \sigma[u, p] = \mu \Delta u - \nabla p \). Combining the incompressible condition \( \nabla \cdot u = 0 \) and Gauss theorem, we know that \( \varphi \) must verify the following compatibility condition:
\[ \int_{\partial D} \varphi : \nu = 0. \]

The existence and uniqueness of a weak solution to (1.3) satisfying condition (1.4) can be demonstrated by using an integral variational formulation and Riesz representation theorem, see the detailed proof in [27] with minor modification. With regard to the corresponding regularity of solution to Stokes flow, it can be deduced directly from the general regularity theory established in [11] and [12], because the Stokes flow is elliptic in the sense of Douglis-Nirenberg, see [43].

The mathematical and physical problem of interest is to study the blow-up feature of the Cauchy stress tensor in the narrow region between inclusions. For this purpose, it needs to make clear the singular behavior of \( e(u) \) and \( p \) in terms of the interparticle distance \( \varepsilon \), respectively. The first step is to carry out a linear decomposition for the solution \((u, p)\) of problem (1.3) by using the second and third lines of (1.3) as follows:
\[
u = \sum_{i=1}^{2} \sum_{\alpha=1}^{\frac{n(n+1)}{2}} C_i^\alpha u_\alpha + u_0, \quad \text{and} \quad p = \sum_{i=1}^{2} \sum_{\alpha=1}^{\frac{n(n+1)}{2}} C_i^\alpha p_\alpha^\alpha + p_0, \quad \text{in } \Omega,\]
From (1.5) and (1.8), we have
\[
\begin{cases}
\nabla \cdot \sigma \begin{bmatrix} u_0 \\ p_0 \end{bmatrix} = 0, & \nabla \cdot u_0 = 0 \quad \text{in } \Omega, \\
u_0 = 0, & \text{on } \partial D_1 \cup \partial D_2, \\
u_0 = \varphi, & \text{on } \partial D,
\end{cases}
\]  
(1.6)

and
\[
\begin{cases}
\nabla \cdot \sigma \begin{bmatrix} u_i^\alpha \\ p_i^\alpha \end{bmatrix} = 0, & \nabla \cdot u_i^\alpha = 0 \quad \text{in } \Omega, \\
u_i^\alpha = \psi_\alpha, & \text{on } \partial D_i, \ i = 1, 2, \\
u_i^\alpha = 0, & \text{on } \partial D_j \cup \partial D, \ j \neq i.
\end{cases}
\]  
(1.7)

It is worth emphasizing that the objective of (1.5) is to extract these free constants $C_i^\alpha, \ i = 1, 2, \ \alpha = 1, 2, ..., \frac{n(n+1)}{2}$ from the original problem (1.3) and make them be calculated by its fourth line. Define
\[
u = \sum_{\alpha=1}^{\frac{n(n+1)}{2}} C_2^\alpha (u_1^\alpha + u_2^\alpha) + u_0, \quad p = \sum_{\alpha=1}^{\frac{n(n+1)}{2}} C_2^\alpha (p_1^\alpha + p_2^\alpha) + p_0.
\]  
(1.8)

In light of linearity, we see that $(\nu, p)$ solves
\[
\begin{cases}
\nabla \cdot \sigma \begin{bmatrix} \nu \\ p \end{bmatrix} = 0, & \nabla \cdot \nu = 0 \quad \text{in } \Omega, \\
\nu = \sum_{\alpha=1}^{\frac{n(n+1)}{2}} C_2^\alpha \psi_\alpha, & \text{on } \partial D_1 \cup \partial D_2, \\
\nu = \varphi, & \text{on } \partial D.
\end{cases}
\]  
(1.9)

From (1.5) and (1.8), we have
\[
\nabla \nu = \sum_{\alpha=1}^{\frac{n(n+1)}{2}} (C_1^\alpha - C_2^\alpha) \nabla u_1^\alpha + \nabla u_0, \quad p = \sum_{\alpha=1}^{\frac{n(n+1)}{2}} (C_1^\alpha - C_2^\alpha) p_1^\alpha + p_0,
\]  
(1.10)

which, in combination with the fourth line of (1.3), shows that
\[
\sum_{\alpha=1}^{\frac{n(n+1)}{2}} (C_1^\alpha - C_2^\alpha) a_{11}^{\alpha\beta} = B_\beta[\varphi], \ \beta = 1, 2, ..., \frac{n(n+1)}{2},
\]  
(1.11)

where, for $\alpha, \beta = 1, 2, ..., \frac{n(n+1)}{2}$,
\[
a_{11}^{\alpha\beta} := -\int_{\partial D_1} \psi_\beta \cdot \sigma [u_1^\alpha, p_1^\alpha] \nu, \quad B_\beta[\varphi] := \int_{\partial D_1} \psi_\beta \cdot \sigma [\nu, p] \nu.
\]  
(1.12)

Observe from (1.5) that there is no potential difference on upper and lower boundaries of the narrow region between $D_1$ and $D_2$, which will lead to no blow-up of $\nabla \nu$ and $p$. Then in view of (1.11), the problem is reduced to the establishments of the following asymptotics:

(a) asymptotics of $\nabla \nu_1^\alpha, p_1^\alpha, \alpha = 1, 2, ..., \frac{n(n+1)}{2}$;
(b) asymptotics of $C_1^\alpha - C_2^\alpha, \alpha = 1, 2, ..., \frac{n(n+1)}{2}$.
With regard to problem (a), we construct the explicit singular functions and then use the iterate technique developed in [31] to prove that these auxiliary functions are actually the leading terms corresponding to \( \nabla u^\alpha_1 \) and \( p^\alpha_1 \), \( \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \). In order to solve problem (b) in all dimensions, it needs to accurately calculate each element of the coefficient matrix \((a^{i,j}_{\alpha})_{d\times d} \) of (1.11). For that purpose, a lot of technique, such as the maximum modulus principle, the rescale argument, the interpolation inequality and the standard interior and boundary estimates for the Stokes flow, will be used. Although we will present these results in a concise way, it actually contains quite complex computations, especially calculations for the off-diagonal elements in Lemma 2.4 below. Until now, it remains to analyze the asymptotic behavior for \( B_\beta[\varphi] , \beta = 1, 2, \ldots, \frac{n(n+1)}{2} \). In light of the definitions of \( u_\alpha \) and \( p_\alpha \), we see that the value of each \( B_\beta[\varphi] \) will vary with the boundary data \( \varphi \) and so are \( C^\alpha_1 - C^\alpha_2 \), \( \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \). Due to the free boundary value feature induced by the boundary data \( \varphi \), every \( B_\beta[\varphi] \) is also called the stress concentration factor or blow-up factor.

As shown in Theorem 1.5 of [31], the key to construction of the optimal lower bounds on \( |\nabla u| \) lies in finding the limit factor of \( C^\alpha_1 - C^\alpha_2 \) as the distance \( \epsilon \to 0 \). For that purpose, Li and Xu [31] considered the symmetric domain and established the following convergence result in the presence of the boundary data of odd function (see Proposition 6.1 of [31]): for \( \beta = 1, 2, \ldots, \frac{n(n+1)}{2} \),

\[
B_\beta[\varphi] = B^*_\beta[\varphi] + O(\rho_n(\epsilon)), \quad \rho_n(\epsilon) = \begin{cases} \sqrt{\epsilon}, & n = 2, \\ |\ln \epsilon|^{-1}, & n = 3, \end{cases} \tag{1.13}
\]

where \( B^*_\beta[\varphi] \) is defined by

\[
B^*_\beta[\varphi] := \int_{\partial D^*_1} \psi_\beta \cdot \sigma[u^*_\alpha, p^*_\alpha] \nu.
\tag{1.14}
\]

Here \((u^*_\alpha, p^*_\alpha)\) satisfies

\[
\begin{cases}
\nabla \cdot \sigma[u^*_\alpha, p^*_\alpha] = 0, \nabla \cdot u^*_\alpha = 0, & \text{in } \Omega^*, \\
u^*_\alpha = \sum_{\alpha=1}^{n(n+1)/2} C^\alpha_\alpha \psi_\alpha, & \text{on } (\partial D^*_1 \cup \partial D^*_2) \setminus \{0\}, \\
u^*_\alpha = \varphi, & \text{on } \partial D,
\end{cases} \tag{1.15}
\]

where \( C^\alpha_\alpha, \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \) are determined by

\[
\int_{\partial D^*_1 \cup \partial D^*_2} \psi_\beta \cdot \sigma[u^*_\alpha, p^*_\alpha] \nu = 0, \quad \beta = 1, 2, \ldots, \frac{n(n+1)}{2}. \tag{1.16}
\]

It is worth pointing out that the shortcoming of the idea adopted in [31] is that it needs to impose some special symmetric condition on the domain and the parity condition on boundary data in order to capture these stress concentration factors. Moreover, according to their idea, it needs to use the infinitesimal differences of \( C^\alpha_1 - C^\alpha_2 \) to establish the convergence of \( C^\alpha_2 \to C^\alpha_1 \), as \( \epsilon \to 0 \), \( \alpha = 1, 2, \ldots, n \), which is the key to the establishment of (1.13). However, in the case of \( n > 3 \), the differences of \( C^\alpha_2 - C^\alpha_1 \), \( \alpha = 1, 2, \ldots, n \) are of constant order but not the infinitely small quantity with respect to the distance \( \epsilon \), see [32] below. So their idea cannot be used to deal with the case when \( n > 3 \).
Inspired by previous work [35] on the study of the stress concentration factors for the elasticity problem arising from composites, this paper also aims to get ride of those harsh symmetric conditions on the domain and the parity condition on boundary data and establish the convergence between blow-up rate but also reveals that the greatest singularity of the Cauchy stress tensor. This not only proves the optimal asymptotic formula for the Cauchy stress tensor. As a direct consequence, we present an asymptotic formula for the Cauchy stress tensor. This not only proves the optimal

\[ h(x') = \kappa|x'|^2, \quad |x'| \leq 2R_0, \quad (1.17) \]

where \( \kappa > 0 \) is a \( \varepsilon \)-independent constant. For \( z' \in B_{R_0}^0 \), and \( 0 < t \leq 2R_0 \), denote by

\[ \Omega_t(z') := \{ x \in \mathbb{R}^n \mid |x_n| < \varepsilon/2 + h(x'), \quad |x' - z'| < t \} \]

a narrow region between two particles. Remark that we don’t require the symmetry of the whole domain \( \Omega \), although condition (1.17) implies that the thin gap \( \Omega_{2R_0} \) is symmetric with respect to \( x_i, \quad i = 1, 2, …, n \). To simplify the notation, we use the abbreviated notation \( \Omega_t \) to denote \( \Omega_t(0') \) with its upper and lower boundaries written as \( \Gamma^\pm_t := \{ x \in \mathbb{R}^n \mid x_n = \pm(\varepsilon/2 + h(x')), \quad |x'| < t \} \), respectively. Similarly, denote \( \Omega_t^* := \partial \Omega \big|_{\varepsilon = 0} \) in the touching case.

For \( i, j = 1, 2, \alpha, \beta = 1, 2, \ldots, \frac{n(n+1)}{2} \), define

\[ a^{\alpha\beta}_{ij} = \int_{\Omega^*} (2\mu \varepsilon(u_i^\alpha), \varepsilon(u_j^\beta)), \quad b^\alpha_i = -\int_{\partial D} u_0^\alpha \cdot \sigma[u_i^\alpha, p_i^\alpha], \quad (1.18) \]

where \( u_0^\alpha, u_i^\alpha \in C^{2, \gamma}(\Omega^*; \mathbb{R}^n) \), \( p_0^\alpha, p_i^\alpha \in C^{1, \gamma}(\Omega^*), \quad i = 1, 2, \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \), are the solutions of

\[ \begin{aligned}
    \nabla \cdot \sigma[u_0^\alpha, p_0^\alpha] &= 0, \quad \nabla \cdot u_0^\alpha = 0 \quad \text{in} \, \Omega^*, \\
    u_0^\alpha &= 0, \quad \text{on} \, \partial D_D^1 \cup \partial D^2, \\
    u_0^\alpha &= \varphi, \quad \text{on} \, \partial D^0,
\end{aligned} \quad (1.19) \]

and

\[ \begin{aligned}
    \nabla \cdot \sigma[u_i^\alpha, p_i^\alpha] &= 0, \quad \nabla \cdot u_i^\alpha = 0 \quad \text{in} \, \Omega^*, \\
    u_i^\alpha &= \psi_i, \quad \text{on} \, \partial D_D^1, \quad i = 1, 2, \\
    u_i^\alpha &= 0, \quad \text{on} \, \partial D_D^j \cup \partial D, \quad j \neq i,
\end{aligned} \quad (1.20) \]

respectively. Note that the definitions of \( a^{\alpha\beta}_{ij} \), \( i = 1, 2, \quad \alpha = 1, 2, \ldots, n \) are only valid if \( n \geq 3 \), see Lemma [2.5] for more details. Set

\[ A^* = \left( a^{\alpha\beta}_{ij} \right)_{\frac{n(n+1)}{2} \times \frac{n(n+1)}{2}}, \quad B^* = \left( \sum_{i=1}^2 a^{\alpha\beta}_{i1} \right)^{\alpha \beta}_{\frac{n(n+1)}{2} \times \frac{n(n+1)}{2}}, \quad (1.21) \]

\[ C^* = \left( \sum_{j=1}^2 a^{\alpha\beta}_{ij} \right)^{\alpha \beta}_{\frac{n(n+1)}{2} \times \frac{n(n+1)}{2}}, \quad D^* = \left( \sum_{i,j=1}^2 a^{\alpha\beta}_{ij} \right)^{\alpha \beta}_{\frac{n(n+1)}{2} \times \frac{n(n+1)}{2}}. \]
For $\alpha = 1, 2, \ldots, \frac{n(n+1)}{2}$, $n \geq 2$, substitute $\left( \sum_{i=1}^{2} b_{i}^{\alpha+1}, \ldots, \sum_{i=1}^{2} b_{i}^{\frac{n(n+1)}{2}} \right)^T$ for the elements of $\alpha$-th column of $D^\alpha$ and then obtain new matrix $D^\alpha$ as follows:

\[
D^\alpha = \begin{pmatrix}
\sum_{i,j=1}^{2} a_{ij}^{\alpha+1} & \sum_{i=1}^{2} b_{i}^{\alpha+1} & \sum_{i,j=1}^{2} a_{ij}^{\frac{n(n+1)}{2}} \\
\vdots & \ddots & \vdots \\
\sum_{i,j=1}^{2} a_{ij}^{\frac{n(n+1)}{2}} & \sum_{i=1}^{2} b_{i}^{\frac{n(n+1)}{2}} & \sum_{i,j=1}^{2} a_{ij}^{\frac{n(n+1)^2}{2}}
\end{pmatrix}.
\]

In the case of $n = 2, 3$, denote

\[
A^\alpha_0 = \begin{pmatrix}
a_{11}^{n+1} & a_{11}^{\frac{n(n+1)}{2}} \\
\vdots & \ddots \\
a_{11}^{\frac{n(n+1)}{2}} & a_{11}^{n+1}
\end{pmatrix}, \quad (1.22)
\]

\[
B^\alpha_0 = \begin{pmatrix}
\sum_{i=1}^{2} a_1^{n+1} & \sum_{i=1}^{2} a_1^{\frac{n(n+1)}{2}} \\
\vdots & \ddots \\
\sum_{j=1}^{2} a_j^{\frac{n(n+1)}{2}} & \sum_{j=1}^{2} a_j^{n+1}
\end{pmatrix},
\]

\[
C^\alpha_0 = \begin{pmatrix}
\sum_{j=1}^{2} a_1^{n+1} & \sum_{j=1}^{2} a_1^{\frac{n(n+1)}{2}} \\
\vdots & \ddots \\
\sum_{j=1}^{2} a_1^{\frac{n(n+1)}{2}} & \sum_{j=1}^{2} a_1^{n+1}
\end{pmatrix}.
\]

For $\alpha = 1, 2, \ldots, \frac{n(n+1)}{2}$, after substituting column vector $\left( b_{1}^{n+1}, \ldots, b_{1}^{\frac{n(n+1)}{2}} \right)^T$ for the elements of $\alpha$-th column in the matrix $B^\alpha_0$, we obtain the new matrix denoted by $B^\alpha_0$ as follows:

\[
B^\alpha_0 = \begin{pmatrix}
\sum_{i=1}^{2} a_1^{n+1} & \sum_{i=1}^{2} a_1^{\frac{n(n+1)}{2}} \\
\vdots & \ddots \\
\sum_{i=1}^{2} a_1^{\frac{n(n+1)}{2}} & \sum_{i=1}^{2} a_1^{n+1}
\end{pmatrix}.
\]
Write
\[ F_0^\alpha = \begin{pmatrix} A_0^* & B_0^* \\ C_0^* & D_0^* \end{pmatrix}, \quad F_0^{*\alpha} = \begin{pmatrix} A_0^{*\alpha} & B_0^{*\alpha} \\ C_0^{*\alpha} & D_0^{*\alpha} \end{pmatrix}, \quad \alpha = 1, 2, ..., \frac{n(n + 1)}{2}. \]  

(1.23)

In the case of \( n > 3 \), for \( \alpha = 1, 2, ..., \frac{n(n + 1)}{2} \), let the elements of \( \alpha \)-th column of \( B^* \) be replaced by column vector \( \left( b_1^{n(n+1)}, b_1^{n(n+1)} \right)^T \) and we then acquire the new matrix \( B_1^{*\alpha} \) as follows:
\[
B_1^{*\alpha} = \begin{pmatrix}
\sum_{i=1}^{2} a_{11}^{i1} & \cdots & b_1^{1} & \cdots & b_1^{2} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\sum_{i=1}^{2} a_{11}^{n(n+1)} & \cdots & b_1^{n(n+1)} & \cdots & b_1^{n(n+1)} \\
\end{pmatrix} \begin{pmatrix}
\sum_{i=1}^{2} a_{11}^{i1} & \cdots & b_1^{1} & \cdots & b_1^{2} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\sum_{i=1}^{2} a_{11}^{n(n+1)} & \cdots & b_1^{n(n+1)} & \cdots & b_1^{n(n+1)} \\
\end{pmatrix}
\]

Set
\[
F_1 = \begin{pmatrix} A_1^* & B_1^* \\ C_1^* & D_1^* \end{pmatrix}, \quad F_1^{*\alpha} = \begin{pmatrix} A_1^{*\alpha} & B_1^{*\alpha} \\ C_1^{*\alpha} & D_1^{*\alpha} \end{pmatrix}, \quad \alpha = 1, 2, ..., \frac{n(n + 1)}{2}.
\]

(1.24)

Previously in [31], the free constants \( C_\alpha^*, \alpha = 1, 2, ..., \frac{n(n+1)}{2} \) are determined by condition (1.16) but their values are inexplicit. In this paper, their values can be explicitly given by
\[
C_\alpha^* = \begin{cases} 
\frac{\det F_0^{*\alpha}}{\det F_0}, & n = 2, 3, \\
\frac{\det F_1^{*\alpha}}{\det F_1}, & n > 3,
\end{cases} \quad \alpha = 1, 2, ..., \frac{n(n+1)}{2}.
\]

(1.25)

where \( F_0^{*\alpha} \) and \( F_1^{*\alpha} \), \( i = 0, 1, \alpha = 1, 2, ..., \frac{n(n+1)}{2} \) are defined by (1.23)–(1.24). By capturing the exact values of \( C_\alpha^*, \alpha = 1, 2, ..., \frac{n(n+1)}{2} \), condition (1.16) can be left out, which is an important improvement.

In the following, \( O(1) \) denotes some quantity satisfying that \( |O(1)| \leq C \) for some \( \varepsilon \)-independent positive constant \( C \), whose value may differ at each occurrence and depend only on \( g, n, R_0, \kappa \), and the upper bounds of \( \|D\|_{C^{2, \gamma}} \) and \( \|\partial D\|_{C^{2, \gamma}} \), \( i = 1, 2 \).

Define
\[
r_\varepsilon := \begin{cases}
\varepsilon^2, & n = 2, \\
|\ln \varepsilon|^{-1}, & n = 3, \\
\varepsilon^{\min\left(\frac{\gamma}{2}, \frac{n-2}{2}\right)}, & n > 3.
\end{cases}
\]

(1.26)

The main objective of this paper is to establish the following convergence result.

**Theorem 1.1.** Assume that \( D_1, D_2 \subset D \subset \mathbb{R}^n (n \geq 2) \) are described as above and condition (1.17) holds. Then for an arbitrarily small \( \varepsilon > 0 \),
\[
B_\beta(\varphi) = B_\beta^*[\varphi] + O(r_\varepsilon), \quad \beta = 1, 2, ..., \frac{n(n + 1)}{2},
\]

where \( B_\beta(\varphi) \) and \( B_\beta^*[\varphi] \) are defined by \( 1.12 \) and \( 1.13 \), respectively, the infinitely small quantity \( r_\varepsilon \) is given by \( 1.26 \).
Remark 1.2. Combining (1.25), (2.44) and (2.108), we obtain that for \( \beta = 1, 2, \ldots, \frac{n(q+1)}{2} \),

\[
\left| \int_{\partial \Omega_1 \cap \partial \Omega_{R_0}} \psi_{\beta} \cdot \sigma[u_1^*, p_b^*] \right|
= \left| \int_{\partial \Omega_1 \cap \partial \Omega_{R_0}} \sum_{\alpha=1}^{\frac{n(q+1)}{2}} C_{\beta} \psi_{\beta} \cdot \sigma[u_1^{*\alpha} + u_2^{*\alpha}, p_1^{*\alpha} + p_2^{*\alpha}] + \int_{\partial \Omega_1 \cap \partial \Omega_{R_0}} \psi_{\beta} \cdot \sigma[u_0^*, p_0^{*\alpha}] \right|
\leq C \int_0^{R_0} t^{-2} e^{-\frac{2t}{\pi R_0}} dt \leq CR_0^{-1} e^{-\frac{2t}{\pi R_0}},
\]

where \( \Omega_{R_0}^* := \Omega_{R_0}|_{r=0} = \Omega^* \cap \{|x'| < R_0\} \). Then we have

\[
B^*_\beta[\varphi] = B^*_\beta[\varphi]|_{\partial \Omega_1 \setminus \partial \Omega_{R_0}^*} + O(1)R_0^{-1} e^{-\frac{2t}{\pi R_0}},
\]

(1.27)

where \( B^*_\beta[\varphi]|_{\partial \Omega_1 \setminus \partial \Omega_{R_0}^*} := \int_{\partial \Omega_1 \setminus \partial \Omega_{R_0}^*} \psi_{\beta} \cdot \sigma[u_1^*, p_b^*] \). The result in (1.27) plays a key role in application to the numerical computations and simulations. In fact, (1.27) means that it only needs to use regular meshes to computationally calculate \( B^*_\beta[\varphi]|_{\partial \Omega_1 \setminus \partial \Omega_{R_0}^*} \), which corresponds to the portion outside the narrow region between these two particles. It is worth emphasizing that this computation method was first presented in [23] for a similar blow-up factor in the perfect conductivity problem. See [38] for the corresponding result on the elasticity problem.

The paper is structured as follows. Section 2 is dedicated to the establishment of Theorem 1.1. A direct application of Theorem 1.1 gives the optimal gradient estimates and asymptotics for the Cauchy strain tensor, see Theorem 3.1 and Corollary 3.3 in Section 3 respectively. Let us conclude this introduction by reviewing some earlier relevant investigations.

Ammari, Kang, Kim and Yu [3] were the first to rigorously establish an asymptotic expansion for the Cauchy stress tensor for Stokes flow in two dimensions by introducing the explicit singular functions and using the method of bipolar coordinates. Recently, Li and Xu [31] overcame the difficulty caused by the pressure to develop an adapted iterate technique with respect to the energy and then obtained the optimal upper and lower bounds on the Cauchy stress tensor. The original idea of this iterate technique was first presented in previous work [30] to establish gradient estimates for solutions to a class of elliptic systems arising from composites.

Besides the Cauchy stress tensor, hydrodynamic forces and the effective viscosity are another two important quantities of interest in fluid mechanics. Recently, based on the dual variational principle, Gorb [19] developed a clear and concise analytical method to obtain the asymptotic expansions of hydrodynamic forces for two nearly touching spherical particles, as one of the particles moves with prescribed translational and angular velocities to the second particle. Li, Wang and Zhao [35] then extended the results in [19] to the general \( m \)-convex inclusions in two and three dimensions with \( m \geq 2 \), which revealed that the singularities induced by rotation hold dominant position in all directions of the forces rather than linear motion. With regard to the effective viscosity, Berlyand, Gorb and Novikov [9] considered a two-dimensional mathematical model of a highly concentrated suspension and introduced a fictitious fluid approach for inclusions in a densely packed suspension, which allows one to capture all singular terms in the asymptotic expansions of...
the viscous dissipation rate under generic boundary condition. For more previous studies on hydrodynamic forces and the effective viscosity, see [8, 14–16, 20, 21, 40] and the reference therein.

It has been proved by Ammari, Garapon, Kang and Lee [2] that when \( \lambda \to \infty \) and \( \mu \) is fixed, the Stokes system becomes the limit of the Lamé system

\[
\mu \Delta u + (\lambda + \mu) \nabla \nabla \cdot u = 0,
\]

which models the elasticity problem arising from composite materials. So it is natural that there appears similar high stress concentration for the elasticity problem. Bao, Li and Li [10, 11] took advantage of the iterate technique built in [30] to establish the pointwise upper bounds on the gradient of solution to the Lamé system with partially infinite coefficients in the presence of two strictly convex inclusions, as the distance between these two inclusions goes to zero. The optimality of the blow-up rate has also been demonstrated in [29, 38]. In the case when \( m \)-convex inclusions approach closely to the external boundary, Li and Zhao [32] established the optimal gradient estimates for the solution, which revealed a novel blow-up phenomena that some special boundary data can strengthen the singularities of the stress. Kang and Yu [24] utilized the layer potential techniques and the variational principle to obtain the optimal gradient blow-up rate of solution to the Lamé system for two closely located inclusions in dimension two. It is worth emphasizing that their method is different from the iterate technique above. For earlier relevant studies on gradient estimates of solutions to the elliptic equation and system arising from composites, we refer to [4–7, 12, 13, 26, 34–36, 44, 45] and the reference therein.

2. Proof of Theorem 1.1

Denote

\[
\delta := \delta(x') = \varepsilon + 2h(x') = \varepsilon + 2\kappa |x'|^2,
\]

where \( \varepsilon \geq 0 \) and \( \kappa \) is defined by (1.17). For later use, introduce some constants as follows:

\[
a_1 = \frac{6}{n-1}, \quad a_2 = -2, \quad b_1 = -\frac{12}{2n-1}, \quad b_2 = \frac{3}{2\kappa(2n-1)},
\]

\[
b_3 = -5, \quad b_4 = \frac{4(n+1)}{2n-1}, \quad b_5 = -12\kappa, \quad b_6 = \frac{3}{\kappa(2n-1)}.
\]

Construct a family of vector-valued auxiliary functions \( \tilde{u}_i^\alpha \in C^{2,\gamma}(\Omega; \mathbb{R}^n) \), \( i = 1, 2, \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \), satisfying that \( \tilde{u}_i^\alpha = \psi_\alpha \) on \( \partial D_i \), \( \tilde{u}_i^\alpha = 0 \) on \( \partial D_j \cup \partial D \), \( i, j = 1, 2, i \neq j \), \( \|\tilde{u}_i^\alpha\|_{C^{2,\gamma}(\Omega_0, \Omega_{2R_0})} \leq C \), \( \nabla \cdot \tilde{u}_i^\alpha = 0 \) in \( \Omega_{2R_0} \), and

\[
\tilde{u}_i^\alpha = \psi_\alpha \left( \frac{1}{2} + (-1)^{i-1} \Theta \right) + (-1)^{i-1} \left( \Theta^2 - \frac{1}{4} \right) \mathbf{F}_\alpha, \quad \text{in} \ \Omega_{2R_0},
\]

where \( \psi_\alpha \) is given by (1.2), and

\[
\Theta := \Theta(x) = \frac{x_n}{\delta},
\]

\[
(2.5)
\]
and $\mathcal{F}_\alpha = (\mathcal{F}_\alpha^1, \mathcal{F}_\alpha^2, ..., \mathcal{F}_\alpha^n)$ is defined by

$$
\mathcal{F}_\alpha = \begin{cases} 
\frac{\partial_i \delta}{\delta} \psi_n, & \alpha = 1, ..., n-1, \\
\sum_{i=1}^{n-1} \frac{a_i x_i}{\delta} \psi_i + \frac{a_i}{\delta} (\frac{(x' \cdot \nabla_x) \delta}{\delta} + a_2) \psi_n, & \alpha = n, \\
0, & \alpha = 2n, ..., n(n+1)/2, n \geq 3,
\end{cases} \tag{2.6}
$$

and

$$
\mathcal{F}_\alpha = \sum_{i=1}^{n-1} \frac{b_i x_i x_{\alpha-n}}{\delta} \psi_i + (b_2 + b_3 x_n \delta) \psi_{\alpha-n} \\
+ \left[ x_{\alpha-n} \delta (\frac{b_1(x' \cdot \nabla_x) \delta}{\delta} + b_4) + b_5 x_{\alpha-n} x_{\alpha} \delta^2 \right] \psi_n, \tag{2.7}
$$

for $\alpha = n+1, ..., 2n-1$.

In order to eliminate the maximal singular terms contained in $\mu \partial_{nn}(\tilde{u}_i^\alpha)$, $i = 1, 2, \alpha = 1, 2, ..., \frac{n(n+1)}{2}$, we construct the corresponding scalar auxiliary functions $\tilde{p}_i^\alpha$, $i = 1, 2, \alpha = 1, 2, ..., \frac{n(n+1)}{2}$ as follows:

$$
\tilde{p}_i^\alpha = (-1)^{\alpha-1} \begin{cases} 
\frac{\mu x_n \partial_i \delta}{\delta} - \frac{\mu a_i}{\delta} + 3 \frac{\mu x_n^2}{\delta} \frac{(x' \cdot \nabla_x) \delta}{\delta} + a_2, & \alpha = 1, ..., n-1, \\
\frac{\mu x_{\alpha-n}}{\delta} \left[ 3 \frac{\mu x_n^2}{\delta} (b_1(x' \cdot \nabla_x) \delta) + b_4 \right] + b_6, & \alpha = n, \\
0, & \alpha = 2n, ..., \frac{n(n+1)}{2}, n \geq 3.
\end{cases} \tag{2.8}
$$

where $a_i, i = 1, 2$, and $b_j, j = 1, 4, 6$ are given by (2.2)–(2.3). These auxiliary functions verify that for $i = 1, 2$,

(1) for $j = 1, ..., n-1$,

$$
\mu \partial_{nn}(\tilde{u}_i^\alpha)^{(j)} - \partial_j \tilde{p}_i^\alpha = \begin{cases} 
- \mu x_n \partial_j (\delta^{-2} \partial_\alpha \delta), & \alpha = 1, ..., n-1, \\
-3 \mu x_n^2 \partial_j \left[ \delta^{-3} \left( \frac{(x' \cdot \nabla_x) \delta}{\delta} + a_2 \right) \right], & \alpha = n, \\
\frac{\mu b_s (2\delta^2-1)}{2\delta} - 3 \mu x_n^2 \partial_j \left[ x_{\alpha-n} \delta^{-3} \left( \frac{b_1(x' \cdot \nabla_x) \delta}{\delta} + b_4 \right) \right], & \alpha = n+1, ..., 2n-1, \\
0, & \alpha = 2n, ..., \frac{n(n+1)}{2}, n \geq 3;
\end{cases} \tag{2.9}
$$

(2) for $j = n$,

$$
\mu \partial_{nn}(\tilde{u}_i^\alpha)^{(n)} - \partial_n \tilde{p}_i^\alpha = \begin{cases} 
4 \mu b_s x_{\alpha-n} \delta (5 \delta^2 - 6), & \alpha = n+1, ..., 2n-1, \\
0, & \text{otherwise}.
\end{cases} \tag{2.10}
$$

We hope would like to emphasize that the auxiliary functions defined by (2.4) and (2.8) were first given in [31] in two and three dimensions. These auxiliary functions can be found by using method of undetermined coefficients. For readers’ convenience, we now give the detailed calculations for the correction terms in (2.6). Take $\tilde{u}_i^\alpha$, $\alpha = n+1, ..., 2n-1$ for example. Other cases are the same. In view of (2.1) and (2.5), we have

$$
\partial_\delta \delta = 4 \kappa x_i, \quad \partial_i \delta = -4 \kappa x_i \delta \partial_n \delta, \quad i = 1, ..., n-1.
$$
This, in combination with (2.4) and (2.7), leads to that
\[
\nabla \cdot \bar{\mathbf{u}}_\alpha = -\left(1 + \frac{b_1 n + b_4}{4}\right)x_{\alpha-n} \partial_n \mathcal{G} + (b_1 n + 3b_4 - 8\kappa b_2)x_{\alpha-n} \mathcal{G}^2 \partial_n \mathcal{G} \\
- \left(4\kappa + \frac{3b_5 - 4\kappa b_3}{4}\right)x_{\alpha-n} \mathcal{G}^2 + (5b_5 - 12\kappa b_3)x_{\alpha-n} \mathcal{G}^4.
\]

For the purpose of letting \( \bar{\mathbf{u}}_\alpha \) satisfy the incompressible condition, it suffices to require that
\[
\begin{cases}
1 + \frac{b_1 n + b_4}{4} = 0, \\
b_1 n + 3b_4 - 8\kappa b_2 = 0, \\
4\kappa + \frac{3b_5 - 4\kappa b_3}{4} = 0, \\
5b_5 - 12\kappa b_3 = 0.
\end{cases}
\]

Then we deduce
\[
b_1 = -\frac{6 + 4\kappa b_2}{n}, \quad b_3 = -5, \quad b_4 = 2 + 4\kappa b_2, \quad b_5 = -12\kappa. \tag{2.11}
\]

In light of (2.8) and in order to get ride of the largest singular terms of order \( O(\delta^{-2}) \) in \( \mu \partial_{nn}(\bar{\mathbf{u}}_{\alpha})^{(i)} \), \( i = 1, \ldots, n-1 \), it also needs to require that
\[
\begin{cases}
\frac{2\mu b_1 x_{\alpha-n}}{\delta} + (b_1 x_{\alpha-n}^2 - b_2) = \mu\partial_{\alpha-n}(b_6 x_{\alpha-n} \delta^{-2}), \\
\frac{2\mu b_6 x_{\alpha-n}^3}{\delta} = \mu x_{\alpha-n} \partial_i (b_6 \delta^{-2}), \quad i = 1, \ldots, n-1, \quad i \neq \alpha - n, \quad n \geq 3,
\end{cases}
\]

which implies that
\[
\begin{cases}
(2b_2 - b_6)\delta^{-2} + (2b_1 + 8\kappa b_6)x_{\alpha-n}^2 \delta^{-3} = 0, \\
(2b_1 + 8\kappa b_6)x_i x_{\alpha-n} \delta^{-3} = 0, \quad i = 1, \ldots, n-1, \quad i \neq \alpha - n, \quad n \geq 3.
\end{cases}
\]

Then we obtain
\[
b_1 = -4\kappa b_6, \quad b_2 = \frac{b_6}{2}.
\]

This, together with (2.11), shows that
\[
b_1 = -\frac{12}{2n-1}, \quad b_2 = \frac{3}{2\kappa(2n-1)}, \quad b_3 = -5, \\
b_4 = \frac{4(n+1)}{2n-1}, \quad b_5 = -12\kappa, \quad b_6 = \frac{3}{\kappa(2n-1)}.
\]

For \( i = 1, 2, \) and \( \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \), denote
\[
(q_{\alpha}^\iota)_{\delta;x'} := \frac{1}{|\Omega_{\delta}(x')|} \int_{\Omega_{\delta}(x')} q_{\alpha}^\iota(y)dy, \quad q_{\alpha}^\iota := p_{\alpha}^\iota - \bar{p}_{\alpha}^\iota, \quad \text{for } |x'| \leq R_0, \tag{2.12}
\]

where \( \delta := \delta(x') \) is given by (2.1). Then we have
Proposition 2.1. Assume as above. For \( i = 1, 2, \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \), let \((u^\alpha_i, p^\alpha_i) \in H^1(\Omega; \mathbb{R}^n)\) be the solution of \((1.7)\). Then, for an arbitrarily small \( \varepsilon > 0 \) and \( x \in \Omega_{R_\varepsilon} \),
\[
\|\nabla (u^\alpha_i - \bar{u}^\alpha_i)\|_{L^\infty(\Omega_{R_{\varepsilon}}(x'))} + \|q^\alpha_i - (q^\alpha_i)^{\delta;x'}\|_{L^\infty(\Omega_{R_{\varepsilon}}(x'))} \leq C \begin{cases} 1, & \alpha = 1, \ldots, n-1, \\ \delta^{-1/2}, & \alpha = n, \\ 2^{\delta^2}, & \alpha = 2n, \ldots, \frac{n(n+1)}{2}, n \geq 3, \end{cases} \tag{2.13}
\]
where \( \delta \) is defined by \((2.1)\), \( \bar{u}^\alpha_i \) is given by \((2.4)\), \( q^\alpha_i \) and \((q^\alpha_i)^{\delta;x'}\), \( i = 1, 2, \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \) are defined by \((2.12)\).

Before utilizing the iteration technique developed in \[31\] to prove Proposition 2.1, we first recall the following two lemmas.

Lemma 2.2. Let \( \Omega \subset \mathbb{R}^n (n \geq 2) \) be a bounded Lipschitz domain. Then for any fixed \( f \in L^2(\Omega) \) with \( \int_\Omega f = 0 \), there exists a vector-valued function \( \phi \in H^1_0(\Omega; \mathbb{R}^n) \) such that
\[
\nabla \cdot \phi = f \text{ in } \Omega, \quad \|\phi\|_{H^1_0(\Omega)} \leq C(n, \text{diam}(\Omega)) \|f\|_{L^2(\Omega)}. \tag{2.14}
\]
In particular, if \( \Omega = B_r \), \( r > 0 \), then
\[
\|\phi\|_{L^2(B_r)} + r \|\nabla \phi\|_{L^2(B_r)} \leq C(n) \|f\|_{L^2(\Omega)}. \tag{2.15}
\]

The proof of lemma \(2.2\) can be seen in \[43\]. Using Lemma 2.2, we obtain the following result, which can be seen in Lemma 3.2 of \[31\].

Lemma 2.3. Let \((w, q) \) be the solution of \( \nabla \cdot \sigma[w, q] = g \) in \( \Omega \) with \( g \in L^2(\Omega; \mathbb{R}^n) \). Then
\[
\|q - q_0\|_{L^2(\Omega)} \leq C(\mu, n, \text{diam}(\Omega)) (\|\nabla w\|_{L^2(\Omega)} + \|g\|_{L^2(\Omega)}), \tag{2.16}
\]
where \( q_0 := \frac{1}{\text{vol} \Omega} \int_\Omega q \, dx \). Especially when \( \Omega = B_r \), \( r > 0 \), we have
\[
\|q - q_{B_r}\|_{L^2(B_r)} \leq C(\mu, n) (\|\nabla w\|_{L^2(B_r)} + r \|g\|_{L^2(B_r)}). \tag{2.17}
\]

We here would like to point out that \((2.15)\) and \((2.17)\) can be directly deduced from \((2.14)\) and \((2.10)\) by using a rescaling argument, see Corollary 3.3 in \[31\] for more details.

Proof of Proposition 2.1. Without impeding the generality, consider the case of \( i = 1 \). The case when \( i = 2 \) is similar and thus omitted. From \((2.4)\) and \((2.8)\)–\((2.10)\), a direct calculation yields that
\[
|\nabla \cdot \sigma(\bar{u}^\alpha_i, p^\alpha_i)| \leq \sum_{j=1}^n |\mu \partial_{nn}(\bar{u}^\alpha_i)^{(j)} - \partial_j p^\alpha_i| + |\mu \Delta x \cdot \bar{u}^\alpha_i|
\leq C \begin{cases} \delta^{-1}, & \alpha = 1, \ldots, n-1, \\ \delta^{-3/2}, & \alpha = n, \\ \delta^{-1}, & \alpha = n + 1, \ldots, 2n - 1, \\ \delta^{-1/2}, & \alpha = 2n, \ldots, \frac{n(n+1)}{2}, n \geq 3. \end{cases} \tag{2.18}
\]

For \( x \in \Omega \), let
\[
w^\alpha_i := u^\alpha_i - \bar{u}^\alpha_i, \quad \alpha = 1, 2, \ldots, \frac{n(n+1)}{2}.
\]
Then \( w_1^\alpha \) is the solution of
\[
\begin{aligned}
\nabla \cdot \sigma [w_1^\alpha, q_1^\alpha] &= -\nabla \cdot \sigma [\bar{u}_1^\alpha, \bar{p}_1^\alpha], \quad \text{in } \Omega, \\
\nabla \cdot w_1^\alpha &= 0, \quad \text{in } \Omega_{2R_0}, \\
\nabla \cdot w_1^\alpha &= -\nabla \cdot \bar{u}_1^\alpha, \quad \text{in } \Omega \setminus \Omega_{2R_0}, \\
w_1^\alpha &= 0, \quad \text{on } \partial \Omega.
\end{aligned}
\tag{2.19}
\]

Step 1. For \( \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \), let \((w_1^\alpha, q_1^\alpha)\) be the solution of (2.19). Then
\[
\int_\Omega |\nabla w_1^\alpha|^2 \, dx \leq C, \quad \alpha = 1, 2, \ldots, \frac{n(n+1)}{2}.
\tag{2.20}
\]

From (2.19), we know that \((w_1^\alpha, q_1^\alpha)\) also verifies
\[
\nabla \cdot \sigma [w_1^\alpha, q_1^\alpha] = -\nabla \cdot \sigma [\bar{u}_1^\alpha, \bar{p}_1^\alpha],
\tag{2.21}
\]
where \((q_1^\alpha)_{R_0,\text{out}} := \frac{1}{|\Omega \setminus \Omega_{R_0}|} \int_{\Omega \setminus \Omega_{R_0}} q_1^\alpha \, dx \). Taking the test function \( w_1^\alpha \) for equation (2.21), it follows from integration by parts that
\[
\mu \int_\Omega |\nabla w_1^\alpha|^2 = - \int_{\Omega \setminus \Omega_{R_0}} (q_1^\alpha - (q_1^\alpha)_{R_0,\text{out}}) \nabla \cdot \bar{u}_1^\alpha + \int_\Omega (\nabla \cdot \sigma [\bar{u}_1^\alpha, \bar{p}_1^\alpha]) \cdot w_1^\alpha. \tag{2.22}
\]

Utilizing Hölder’s inequality and applying Lemma (2.3) to (2.16) in \( \Omega \setminus \Omega_{R_0} \), it follows from the definitions of \( \bar{u}_1^\alpha \) and \( \bar{p}_1^\alpha \) that
\[
\left| \int_{\Omega \setminus \Omega_{R_0}} (q_1^\alpha - (q_1^\alpha)_{R_0,\text{out}}) \nabla \cdot \bar{u}_1^\alpha \right| \\
\leq C\|q_1^\alpha - (q_1^\alpha)_{R_0,\text{out}}\|_{L^2(\Omega \setminus \Omega_{R_0})} \leq C\|\nabla w_1^\alpha\|_{L^2(\Omega \setminus \Omega_{R_0})} + C.
\]

For the second term in the right hand side of (2.22), we split it as follows:
\[
I^\alpha := \int_{\Omega \setminus \Omega_{R_0}} (\nabla \cdot \sigma [\bar{u}_1^\alpha, \bar{p}_1^\alpha]) \cdot w_1^\alpha, \quad II^\alpha := \int_{\Omega \setminus \Omega_{R_0}} (\nabla \cdot \sigma [\bar{u}_1^\alpha, \bar{p}_1^\alpha]) \cdot w_1^\alpha.
\]

From Poincaré inequality, we have
\[
|I^\alpha| \leq C\|\nabla w_1^\alpha\|_{L^2(\Omega \setminus \Omega_{R_0})}. \tag{2.23}
\]

With regard to \( II^\alpha \), we have
\[
II^\alpha = \int_{\Omega_{R_0}} (\mu \Delta \bar{u}_1^\alpha - \nabla \bar{p}_1^\alpha) \cdot w_1^\alpha \\
= \int_{\Omega_{R_0}} (\mu \Delta \bar{u}_1^\alpha) \cdot w_1^\alpha + \int_{\Omega_{R_0}} (\mu \partial_{nn} \bar{u}_1^\alpha - \nabla \bar{p}_1^\alpha) \cdot w_1^\alpha \\
= I_1^\alpha + I_2^\alpha. \tag{2.24}
\]

For \( I_1^\alpha \), integrating by parts, we have from the Sobolev trace embedding theorem and Hölder’s inequality that
\[
(i) \text{ for } \alpha = 1, \ldots, n-1 \text{ and } \alpha = 2n, \ldots, \frac{n(n+1)}{2}, \quad n \geq 3,
\]
\[
|I_1^\alpha| \leq \mu \int_{\Omega_{R_0}} |\nabla x' \cdot w_1^\alpha | |\nabla x' \cdot \bar{u}_1^\alpha | + \int_{-\frac{\varepsilon}{2-h(x')} < x_n < \varepsilon/2+h(x')} C|x_1^\alpha| \\
\leq C \int_{\Omega_{R_0}} |\nabla x' \cdot w_1^\alpha | \delta^{-1/2} + C \|\nabla w_1^\alpha\|_{L^2(\Omega \setminus \Omega_{R_0})} \leq C \|\nabla w_1^\alpha\|_{L^2(\Omega)}. \tag{2.25}
\]
(ii) for $\alpha = n, n+1, \ldots, 2n-1$, we have

$$|\Pi_\alpha| \leq \mu \int_{\Omega_{R_0}} |\nabla_x \mathbf{w}_1^\alpha \nabla_x \mathbf{u}_1^\alpha| + C \|\nabla \mathbf{w}_1^\alpha\|_{L^2(\Omega; \Omega_{R_0})}, \quad (2.26)$$

Observe that for $i, j = 1, \ldots, n-1$, if $\alpha = n$,

$$\left(\mathcal{G}^2 - \frac{1}{4}\right) \partial_j \mathcal{F}_n^i = \begin{cases} a_1(x_i \delta^{-1} \partial_j \delta(\frac{1}{4}\partial_n \mathcal{G} - \frac{1}{3}\partial_n \mathcal{G}^3)), & i \neq j, \\ a_1(x_i \partial_j \delta - 1)(\frac{1}{4}\partial_n \mathcal{G} - \frac{1}{3}\partial_n \mathcal{G}^3), & i = j, \end{cases} \quad (2.27)$$

and, if $\alpha = n+1, \ldots, 2n-1$,

$$\left(\mathcal{G}^2 - \frac{1}{4}\right) \partial_j \mathcal{F}_n^i = \begin{cases} b_1(x_i x_{a_n} \delta^{-1} \partial_j \partial_n \delta - \partial_j (x_i x_{a_n})) \frac{1}{4}\partial_n \mathcal{G} - \frac{1}{3}\partial_n \mathcal{G}^3), & i \neq j, \\ b_1(x_i x_{a_n} \delta^{-1} \partial_j \partial_n \delta - \partial_j (x_i x_{a_n})) \frac{1}{4}\partial_n \mathcal{G} - \frac{1}{3}\partial_n \mathcal{G}^3) + b_3 \partial_j \delta \mathcal{G}^2(\frac{1}{4} - \mathcal{G}^2), & i = j. \end{cases} \quad (2.28)$$

For $i, j = 1, \ldots, n-1$, denote

$$A_{ij}^\alpha = \begin{cases} a_1 \mathcal{G}(\frac{1}{4} - \frac{1}{3}\mathcal{G}^2) x_i \partial_j (\delta^{-1} \partial_j \delta) + a_1(\frac{1}{4} - \mathcal{G}^2) \partial_j \mathcal{G} x_i \delta^{-1} \partial_j \partial_n \delta, & i \neq j, \\ a_1 \mathcal{G}(\frac{1}{4} - \frac{1}{3}\mathcal{G}^2) \partial_i (\partial_j \delta^{-1} \partial_j \delta) + a_1(\frac{1}{4} - \mathcal{G}^2) \partial_i \mathcal{G} \delta^{-1} \partial_j \delta - 1, & i = j, \end{cases} \quad (2.29)$$

and

$$A_{ij}^\alpha = b_1 \mathcal{G}(\frac{1}{4} - \frac{1}{3}\mathcal{G}^2) \partial_j (x_i x_{a_n} \delta^{-1} \partial_j \partial_n \delta - \partial_j (x_i x_{a_n}))$$

$$+ b_1(\frac{1}{4} - \mathcal{G}^2) x_i x_{a_n} \delta^{-2} \partial_j (x_i x_{a_n}), \quad \alpha = n+1, \ldots, 2n-1. \quad (2.30)$$

Then combining (2.27)–(2.30), we deduce from integration by parts, the Sobolev trace embedding theorem and Hölder’s inequality again that

$$\left| \mu \int_{\Omega_{R_0}} \nabla_x \mathbf{w}_1^\alpha \nabla_x \mathbf{u}_1^\alpha \right|$$

$$\leq \mu \int_{\Omega_{R_0}} \nabla_x \mathbf{w}_1^\alpha \nabla_x \left((\mathcal{G}^2 - 1/4) \mathcal{F}_\alpha \right) \left| + \mu \int_{\Omega_{R_0}} \nabla_x \mathbf{w}_1^\alpha \nabla_x \left(\mathcal{G} - \frac{1}{4}\mathcal{G}^2 \right) \mathbf{u}_1^\alpha \right|$$

$$\leq \mu \int_{\Omega_{R_0}} \left((\mathcal{G}^2 - 1/4) \nabla_x \mathbf{w}_1^\alpha \nabla_x \mathcal{F}_\alpha \right) + C \int_{\Omega_{R_0}} \left| |\nabla_x \mathbf{w}_1^\alpha|^{-1/2} \right|^2$$

$$\leq \mu \int_{\Omega_{R_0}} \left(\partial_j (\mathbf{w}_1^\alpha) \partial_j \mathcal{F}_\alpha \right) + C \|\nabla_x \mathbf{w}_1^\alpha\|_{L^2(\Omega_{R_0})}$$

$$\leq \mu \int_{\Omega_{R_0}} \left( A_{ij}^\alpha \partial_n (\mathbf{w}_1^\alpha) \right) + C \|\nabla_x \mathbf{w}_1^\alpha\|_{L^2(\Omega_{R_0})} \leq C \|\nabla \mathbf{w}_1^\alpha\|_{L^2(\Omega_{R_0})}.$$
Denote

\[
\begin{align*}
B_j^\alpha &= \mu (\frac{1}{2} \partial_{\alpha j} \delta - \delta^{-1} \partial_j \delta \partial_{\alpha} \delta) \Theta, \quad \alpha, j = 1, ..., n - 1, \\
&\mu a_1 \delta^{-1} [\partial_j (x') \cdot \nabla x' \delta) - \delta^{-1} \partial_j (x' \cdot \nabla x' \delta)] \Theta, \\
&-3 \mu \delta^{-1} \delta (a_1 \delta^{-1} x' \cdot \nabla x' \delta + a_2) \Theta, \quad \alpha = n, j = 1, ..., n - 1, \\
&\mu b_3 \Theta (4 \Theta^2 - \frac{1}{4}) + 3 \mu x_{a-n} \delta^{-1} \partial_j (b_1 \delta^{-1} x' \cdot \nabla x' \delta + b_4) \Theta, \\
&+ \mu \partial_j (x_{a-n} (b_1 \delta^{-1} x' \cdot \nabla x' \delta + b_4)) \Theta, \quad \alpha = n + 1, ..., 2n - 1, j = 1, ..., n - 1, \\
&\mu b_5 x_{a-n} \Theta^2 (5 \Theta^2 - 12), \quad \alpha = n + 1, ..., 2n - 1, j = n, \\
&0, \quad \alpha = 1, 2, ..., n, j = n, \text{or} \alpha = 2n, ..., n(n+1)/2, n \geq 3, j = 1, 2, ..., n.
\end{align*}
\]

It then follows from integration by parts and H"older’s inequality that

\[
|\Pi_2^\alpha| = \sum^n_{j=1} \int_{\Omega_{R_0}} (\mu \partial_{\alpha n} (u_1^\alpha)^{(j)} - \partial_j \bar{p}_1^\alpha) (w_1^\alpha)^{(j)} dx \\
= \sum^n_{j=1} \int_{\Omega_{R_0}} B_j^\alpha \partial_n (w_1^\alpha)^{(j)} dx \leq C \| \nabla w_1^\alpha \|_{L^2(\Omega)}.
\]

This, together with (2.22), (2.24) and (2.21), gives that (2.20) holds.

**Step 2.** Claim that for \( \alpha = 1, 2, ..., n(n+1)/2, \)

\[
\int_{\Omega(x')} |\nabla w_1^\alpha|^2 dx \leq C \delta^n \begin{cases} 
1, & \alpha = 1, ..., n - 1, \\
\delta^{-1}, & \alpha = n, \\
1, & \alpha = n + 1, ..., 2n - 1, \\
\delta, & \alpha = 2n, ..., n(n+1)/2, n \geq 3.
\end{cases}
\] (2.32)

For \( |z'| \leq R_0, \delta \leq t \leq s \leq \vartheta(\kappa) \delta^{1/2}, \vartheta(\kappa) = \frac{1}{8 \sqrt{2k}}, \) we deduce

\[
|\delta(x') - \delta(z')| = 2\kappa |x'|^2 - |z'|^2 \leq 4\kappa |x'_0| |x' - z'| \leq 4\kappa s (s + |z'|) \leq \frac{\delta(z')}{2},
\] (2.33)

where \( x'_0 \) is some point between \( x_0 \) and \( x' \). This reads that

\[
\frac{1}{2} \delta(z') \leq \delta(x') \leq \frac{3}{2} \delta(z'), \quad \text{in} \ \Omega_s(z').
\] (2.34)

Pick a smooth cutoff function \( \eta \in C^2(\Omega_{2R_0}) \) such that \( \eta(x') = 1 \) if \( |x' - z'| < t, \)
\( \eta(x') = 0 \) if \( |x' - z'| > s, 0 \leq \eta(x') \leq 1 \) if \( t \leq |x' - z'| \leq s, \) and \( |\nabla x' \eta(x')| \leq \frac{2}{s-t} \).
In light of (2.13), we see that \( (w_1^\alpha, q_1^\alpha) \) also satisfies

\[
\nabla \cdot \sigma \left[ w_1^\alpha, q_1^\alpha - (q_1^\alpha)_{x'x'} \right] = -\nabla \cdot \sigma \left[ u_1^\alpha, \bar{p}_1^\alpha \right], \quad \text{in} \ \Omega_s(z'),
\] (2.35)

where \( (q_1^\alpha)_{x'x'} := \frac{1}{|\Omega_s(z')|} \int_{\Omega_s(z')} q_1^\alpha dx. \) Multiplying (2.35) by \( w_1^\eta \eta^2 \), we have from integration by parts that

\[
\mu \int_{\Omega_s(z')} |\nabla w_1^\eta|^2 \eta^2 \eta = -\mu \int_{\Omega_s(z')} (w_1^\eta \nabla w_1^\eta) \cdot \eta^2 + \int_{\Omega_s(z')} (\nabla \cdot \sigma [u_1^\eta, \bar{p}_1^\eta]) \cdot w_1^\eta \eta^2 \\
+ \int_{\Omega_s(z')} (q_1^\alpha - (q_1^\alpha)_{x'x'}) \nabla \cdot (w_1^\eta \eta^2).
\] (2.36)
Since $w_1^\alpha = 0$ on $\Gamma_{R_0}$, it follows from (2.34), Young’s inequality and Poincaré inequality that
\[
\int_{\Omega_s(z')} |w_1^\alpha \nabla w_1^\alpha| |\nabla \eta^2| \leq \frac{1}{4} \int_{\Omega_s(z')} |\nabla w_1^\alpha|^2 + \frac{C}{(s-t)^2} \int_{\Omega_s(z')} |w_1^\alpha|^2
\]
\[
\leq \frac{1}{4} \int_{\Omega_s(z')} |\nabla w_1^\alpha|^2 + \left( \frac{C\delta}{s-t} \right)^2 \int_{\Omega_s(z')} |\nabla \eta^2|^2, \quad (2.37)
\]
and
\[
\frac{1}{\mu} \left| \int_{\Omega_s(z')} (\nabla \cdot \sigma[\bar{u}_1^\alpha, \bar{p}_1^\alpha]) \cdot w_1^\alpha \eta^2 \right|
\leq \left( \frac{C\delta}{s-t} \right)^2 \int_{\Omega_s(z')} |\nabla w_1^\alpha|^2 + C(s-t)^2 \int_{\Omega_s(z')} |\nabla \cdot \sigma[\bar{u}_1^\alpha, \bar{p}_1^\alpha]|^2. \quad (2.38)
\]
For $\delta(z') \leq s \leq c_0\delta(z')$ with any fixed $c_0 \geq 1$, using the following change of variables
\[
\begin{cases}
x' = sy', \\
x_n = sy_n,
\end{cases}
(2.39)
\]
we rescale $\Omega_s(z')$ into $Q_1$, where, for $0 < r \leq 1$,
\[
Q_r = \left\{ y \in \mathbb{R}^n \middle| |y_n| < s^{-1}|\varepsilon/2 + h(sy' + z')|, |y'| < r \right\}.
\]
Its top and bottom boundaries can be, respectively, written as
\[
\hat{\Gamma}_r^+ = \left\{ y \in \mathbb{R}^n \middle| y_n = s^{-1}(\varepsilon/2 + h(sy' + z')), |y'| < r \right\},
\]
and
\[
\hat{\Gamma}_r^- = \left\{ y \in \mathbb{R}^n \middle| y_n = -s^{-1}(\varepsilon/2 + h(sy' + z')), |y'| < r \right\}.
\]
Let
\[
W_1^\alpha(y', y_n) := w_1^\alpha(sy' + z', sy_n), \quad Q_1^\alpha(y', y_n) := sq_1^\alpha(sy' + z', sy_n),
\]
\[
\bar{U}_1^\alpha(y', y_n) := \bar{u}_1^\alpha(sy' + z', sy_n), \quad \bar{P}_1^\alpha(y', y_n) := sp_1^\alpha(sy' + z', sy_n).
\]
Then using (2.39), $(W_1^\alpha(y), Q_1^\alpha(y))$ solves
\[
\begin{cases}
\nabla \cdot \sigma[W_1^\alpha, Q_1^\alpha - (Q_1^\alpha)_{Q_1}] = -\nabla \cdot \sigma[\bar{U}_1^\alpha, \bar{P}_1^\alpha], & \text{in } Q_1, \\
\nabla \cdot W_1^\alpha = 0, & \text{in } Q_1, \\
W_1^\alpha = 0, & \text{on } \hat{\Gamma}_r^+, \\
\end{cases}
(2.40)
\]
where $(Q_1^\alpha)_{Q_1} := \frac{1}{|Q_1|} \int_{Q_1} Q_1^\alpha$. Similar to (2.11), applying Lemma 2.3 to equation (2.40) and rescaling back to original region $\Omega_s(z')$, we derive
\[
\int_{\Omega_s(z')} |q_1^\alpha - (q_1^\alpha)_{s,z'}|^2 \leq C_0 \int_{\Omega_s(z')} |\nabla w_1^\alpha|^2 + C\delta^2 \int_{\Omega_s(z')} |\nabla \cdot \sigma[\bar{u}_1^\alpha, \bar{p}_1^\alpha]|^2. \quad (2.41)
\]
Since $\nabla \cdot w^\alpha_i = 0$ in $\Omega_{2r_0}$, then it follows from (2.41). Young’s inequality and Poincaré inequality that

$$\frac{1}{\mu} \left| \int_{\Omega_1(z')} (q^\alpha - (q^\alpha)_{s,t'}) \nabla \cdot (w^\alpha_i \eta^2) \right|$$

$$\leq \frac{1}{4C_0} \int_{\Omega_1(z')} \left| q^\alpha - (q^\alpha)_{s,t'} \right|^2 \eta^2 + C \int_{\Omega_1(z')} |\nabla w^\alpha_i|^2$$

which, in combination with (2.36)–(2.38), reads that

$$\int_{\Omega_1(z')} |\nabla w^\alpha_i|^2 \leq \frac{1}{4C_0} \int_{\Omega_1(z')} \left| q^\alpha - (q^\alpha)_{s,t'} \right|^2 \eta^2 + C C_0 (s-t)^2 |\nabla \sigma [\bar{u}^\alpha_i, p_1^\alpha]|^2.$$

Then applying Lemma 4.3 in [22] to (2.42), we obtain

$$\int_{\Omega_1(z')} |\nabla w^\alpha_i|^2 \leq \left( \frac{C\delta}{s-t} \right)^2 \int_{\Omega_1(z')} |\nabla w^\alpha_i|^2 + C((s-t)^2 + \delta^2) \int_{\Omega_1(z')} |\nabla \sigma [\bar{u}^\alpha_i, p_1^\alpha]|^2.$$

Utilizing (2.18), we have

$$\int_{\Omega_1(z')} |\nabla w^\alpha_i|^2 \leq \left( \frac{C_1\delta}{s-t} \right)^2 \int_{\Omega_1(z')} |\nabla w^\alpha_i|^2$$

$$\quad + C((s-t)^2 + \delta^2)s^{n-1} \begin{cases} \delta^{-1}, & \alpha = 1, \ldots, n-1, \\ \delta^{-2}, & \alpha = n, \\ \delta^{-1}, & \alpha = n+1, \ldots, 2n-1, \\ 1, & \alpha = 2n, \ldots, \frac{n(n+1)}{2}, n \geq 3. \end{cases}$$

Denote

$$F(t) := \int_{\Omega_1(z')} |\nabla w^\alpha_i|^2.$$

Take $s = t_{i+1}$, $t = t_i$, $t_i = \delta + 2C_1i\delta$, $i = 0, 1, 2, \ldots$, $\left[ \frac{\varphi(s)}{4C_1\delta^{s+\gamma}} \right] + 1$. Then we have

$$F(t_i) \leq \frac{1}{4} F(t_{i+1}) + C(i+1)^{n+1}\delta^n \begin{cases} 1, & \alpha = 1, \ldots, n-1, \\ \delta^{-1}, & \alpha = n, \\ 1, & \alpha = n+1, \ldots, 2n-1, \\ \delta, & \alpha = 2n, \ldots, \frac{n(n+1)}{2}, n \geq 3. \end{cases}$$

Therefore, by $\left[ \frac{\varphi(s)}{4C_1\delta^{s+\gamma}} \right] + 1$ iterations, we have from (2.20) that for a arbitrarily small $\varepsilon > 0$,

$$F(t_0) \leq C\delta^n \begin{cases} 1, & \alpha = 1, \ldots, n-1, \\ \delta^{-1}, & \alpha = n, \\ 1, & \alpha = n+1, \ldots, 2n-1, \\ \delta, & \alpha = 2n, \ldots, \frac{n(n+1)}{2}, n \geq 3. \end{cases}$$

Then (2.32) is proved.
Step 3. Proof of

\[ \| \nabla w^\alpha_0 \|_{L^\infty(\Omega_{\delta/2}(z'))} + \| q_1^\alpha -(q_1^\alpha)^{\delta; z'} \|_{L^\infty(\Omega_{\delta/2}(z'))} \leq C \left\{ \begin{array}{ll}
1, & \alpha = 1, \ldots, n-1, \\
\delta^{-1/2}, & \alpha = n, \\
1, & \alpha = n+1, \ldots, 2n-1, \\
\delta^{1/2}, & \alpha = 2n, \ldots, \frac{n(n+1)}{2}, n \geq 3,
\end{array} \right. \quad \text{for } |z'| \leq R_0. \quad (2.43) \]

Similar to (2.33), we obtain that for \( x \in \Omega_\delta(z') \)

\[ |\delta(x') - \delta(z')| \leq 4\kappa |\delta(z')| \leq 4\sqrt{2\kappa} \delta^{3/2}, \]

which yields that

\[ \left| \frac{\delta(x')}{\delta(z')} - 1 \right| \leq 8\sqrt{2\kappa} R_0. \]

Due to the fact that \( R \) is a small positive constant, \( Q_1 \) is of approximate unit size. Therefore, applying Lemma 2.3, the Sobolev embedding theorem, the Poincaré inequality, a bootstrap argument and classical \( W^{2,p} \) estimates (see Theorem IV.5.1 in [17]) for Stokes flow (2.40), we derive that for some \( p > n, \)

\[ \| \nabla w^\alpha_0 \|_{L^\infty(Q_{\delta/2})} + \| Q_1^\alpha - (Q_1^\alpha)^{\delta; z'} \|_{L^\infty(Q_{\delta/2})} \leq C(\| \nabla w^\alpha_0 \|_{W^{2,p}(\Omega_{\delta/2})} + \| Q_1^\alpha - (Q_1^\alpha)^{\delta; z'} \|_{W^{1,p}(\Omega_{\delta/2})}) \]

\[ \leq C(\| \nabla w^\alpha_0 \|_{L^2(Q_{\delta/2})} + \| Q_1^\alpha - (Q_1^\alpha)^{\delta; z'} \|_{L^2(Q_{\delta/2})} + \| \nabla \cdot \sigma(\bar{U}^\alpha_0, \bar{P}^\alpha_0) \|_{L^\infty(Q_{\delta/2})}) \]

This yields that

\[ \| \nabla w^\alpha_0 \|_{L^\infty(\Omega_{\delta/2}(z'))} + \| q_1^\alpha -(q_1^\alpha)^{\delta; z'} \|_{L^\infty(\Omega_{\delta/2}(z'))} \]

\[ \leq C \left( \delta^{-\frac{3}{2}} \| \nabla w^\alpha_0 \|_{L^2(\Omega_{\delta/2}(z'))} + \delta \| \nabla \cdot \sigma(\bar{U}^\alpha_0, \bar{P}^\alpha_0) \|_{L^\infty(\Omega_{\delta/2}(z'))} \right), \]

which, together with (2.18) and (2.32), leads to that (2.43) holds. The proof is complete.

\[ \square \]

Applying the proof of Proposition 2.1 with minor modification, we have

Corollary 2.4. Let \((u_0, p_0), (u_0^\alpha, p_0^\alpha), (u_0^\beta, p_0^\beta), (u_1^\alpha, p_1^\alpha), (u_1^\beta, p_1^\beta), \ldots \) be, respectively, the solutions of (1.19) and (1.20). Then for an arbitrary small \( \varepsilon > 0, \)

\[ |\nabla u_0| + |\nabla (u_1^\alpha + u_2^\alpha)| + |p_0| + |p_1^\alpha + p_2^\alpha| \leq C \delta^{-\frac{\beta}{2}} e^{-\frac{1}{2\kappa R_0}}, \quad \text{in } \Omega_{R_0}, \]

and

\[ |\nabla u_0^\alpha| + |\nabla (u_1^\alpha + u_2^\alpha)| + |p_0^\alpha| + |p_1^\alpha + p_2^\alpha| \leq C |x'|^{-\frac{\beta}{2}} e^{-\frac{1}{2\kappa R_0}}, \quad \text{in } \Omega_{R_0}. \quad (2.44) \]

For \( i, j = 1, 2, \alpha, \beta = 1, 2, \ldots, \frac{n(n+1)}{2} \)

\[ a_{ij}^\alpha := \int_{\partial D_j} \psi_\beta \cdot \sigma[u_i^\alpha, p_i^\alpha] \nu, \quad b_j^\beta := \int_{\partial D_j} \psi_\beta \cdot \sigma[u_0, p_0] \nu. \quad (2.45) \]

Integrating by parts, we have

\[ a_{ij}^\alpha = \int_\Omega (2\mu e(u_i^\alpha), e(u_j^\beta)). \]
Substituting (1.3) into the fourth line of (1.23), we derive
\[
\begin{aligned}
&\sum_{\alpha=1}^{n+1} (C_1^\alpha - C_2^\alpha) a_{11}^\alpha + \sum_{\alpha=1}^{n+1} C_2^\alpha \sum_{i=1}^{2} a_{i1}^\alpha = b_1^\alpha, \\
&\sum_{\alpha=1}^{n+1} (C_1^\alpha - C_2^\alpha) a_{12}^\alpha + \sum_{\alpha=1}^{n+1} C_2^\alpha \sum_{i=1}^{2} a_{i2}^\alpha = b_2^\alpha.
\end{aligned}
\] (2.46)

Adding the first line of (2.46) to its second line, we have
\[
\begin{aligned}
&\sum_{\alpha=1}^{n+1} (C_1^\alpha - C_2^\alpha) a_{11}^\alpha + \sum_{\alpha=1}^{n+1} C_2^\alpha \sum_{i=1}^{2} a_{i1}^\alpha = b_1^\alpha, \\
&\sum_{\alpha=1}^{n+1} (C_1^\alpha - C_2^\alpha) \sum_{j=1}^{2} a_{1j}^\alpha + \sum_{\alpha=1}^{n+1} C_2^\alpha \sum_{i,j=1}^{2} a_{ij}^\alpha = \sum_{i=1}^{2} b_i^\alpha.
\end{aligned}
\] (2.47)

For notational simplicity, let
\[
X^1 = (C_1^1 - C_2^1, ..., C_1^{n+1} - C_2^{n+1})^T, \quad X^2 = (C_2^1, ..., C_2^{n+1})^T,
\]
\[
Y^1 = (b_1^1, ..., b_1^{n+1})^T, \quad Y^2 = \left(\sum_{i=1}^{2} b_i^1, ..., \sum_{i=1}^{2} b_i^{n+1}\right)^T.
\]

and
\[
A = \left(a_{11}^\alpha \right)_{n(n+1)} \times \frac{n(n+1)}{2}, \quad B = \left(\sum_{i=1}^{2} a_{1i}^\alpha \right)_{n(n+1)} \times \frac{n(n+1)}{2},
\]
\[
C = \left(a_{1j}^\alpha \right)_{n(n+1)} \times \frac{n(n+1)}{2}, \quad D = \left(\sum_{i,j=1}^{2} a_{ij}^\alpha \right)_{n(n+1)} \times \frac{n(n+1)}{2}.
\] (2.48)

Therefore, (2.41) becomes
\[
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}
\begin{pmatrix}
X^1 \\
X^2
\end{pmatrix}
= 
\begin{pmatrix}
Y^1 \\
Y^2
\end{pmatrix}.
\] (2.50)

The advantage of (2.41) or (2.50) lies in that it makes the singularities of the coefficient matrix in (2.50) focus only on the first block matrix \(A\), but the remaining matrices \(B, C, D\) remain bounded. This greatly simplifies the calculations for solving \(X = (X^1, X^2)^T\). Observe that \(a_{ij}^\alpha = a_{ji}^\beta\), which implies that \(C = B^T\).

For \(\alpha = 1, 2, ..., \frac{n(n+1)}{2}\), define
\[
\mathcal{L}_\alpha := \begin{cases}
\mu, & \alpha = 1, ..., n-1, \\
2\mu, & \alpha = n, n+1, ..., \frac{n(n+1)}{2}.
\end{cases}
\] (2.51)

Denote
\[
\rho_n(\varepsilon) := \begin{cases}
\varepsilon^{-1/2}, & n = 2, \\
|\ln \varepsilon|, & n = 3, \\
1, & n > 3,
\end{cases}
\] (2.52)

and
\[
\varrho_{\alpha,n}(\varepsilon) := \begin{cases}
\varepsilon^{\frac{-\alpha}{n}}, & \alpha = 1, ..., n-1, n \geq 2, \\
\varepsilon^{\frac{\alpha-1}{n}}, & \alpha = n, n = 2, \\
\varepsilon^{\frac{\alpha-2}{n}}, & \alpha = n, n \geq 3.
\end{cases}
\] (2.53)
Then we have

**Lemma 2.5.** For a arbitrarily small \( \varepsilon > 0 \), we have

(i) for \( \alpha = 1, 2, \ldots, n \),
\[
a_{11}^{\alpha} = \begin{cases} L_a \left( \frac{n-1}{\varepsilon^2} \right) \rho_n(\varepsilon) + G_{\alpha}^a + O(1) \max \{\varepsilon^\frac{1}{2}, g_{\alpha n}(\varepsilon)\}, & n = 2, 3, \varepsilon > 0; \\
a_{11}^{\alpha} + O(1) \varepsilon^\min \left( \frac{1}{2}, \frac{n-1}{2n} \right), & n > 3; \end{cases}
\]

(ii) for \( \alpha = n + 1, \ldots, \frac{n(n+1)}{2} \),
\[
a_{11}^{\alpha} = a_{11}^{\alpha} + O(1) \varepsilon^\min \left( \frac{1}{2}, \frac{n-1}{2n} \right); \tag{2.55}
\]

(iii) for \( \alpha, \beta = 1, 2, \ldots, \frac{n(n+1)}{2} \),
\[
a_{11}^{\alpha \beta} = a_{11}^{\alpha \beta} = O(1) |\ln \varepsilon|, \quad n = 2, \tag{2.56}
\]

and
\[
a_{11}^{\alpha \beta} - a_{11}^{\alpha \beta} = O(1) \varepsilon^\min \left( \frac{1}{2}, \frac{n-1}{2n} \right), \alpha, \beta = 1, 2, \ldots, n, \alpha \neq \beta, n \geq 3, \alpha \neq \beta, n \geq 3, \alpha < \beta; \tag{2.57}
\]

(iv) for \( \alpha, \beta = 1, 2, \ldots, \frac{n(n+1)}{2} \),
\[
\sum_{i=1}^{2} a_{11}^{\alpha \beta} = \sum_{i=1}^{2} a_{11}^{\alpha \beta} + O(\varepsilon^\frac{1}{2}), \quad \sum_{j=1}^{2} a_{11}^{\alpha \beta} = \sum_{j=1}^{2} a_{11}^{\alpha \beta} + O(\varepsilon^\frac{1}{2}), \tag{2.58}
\]

and thus
\[
\sum_{i,j=1}^{2} a_{ij}^{\alpha \beta} = \sum_{i,j=1}^{2} a_{ij}^{\alpha \beta} + O(\varepsilon^\frac{1}{2}).
\]

**Remark 2.6.** As seen in Lemma 2.5, we give a precise computation for every element of the coefficient matrix in (2.54), which ensures that the values of \( C_1^\alpha - C_2^\alpha \) and \( C_1^\alpha, \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \) can be explicitly solved for the general domain and any boundary data in all dimensions. This improves the corresponding results in [31].

**Proof.** **Step 1.** Proofs of (2.54)–(2.55). For \( \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \), denote \( \tilde{u}_1^{\alpha} := \bar{u}_1^{\alpha} |_{x=0} \), where \( \bar{u}_1^{\alpha} \) is defined by (2.4). Applying Proposition 2.1 to \( \bar{u}_1^{\alpha} \), we obtain that for \( x \in \Omega_{R_0} \),
\[
\nabla \bar{u}_1^{\alpha} = \nabla \tilde{u}_1^{\alpha} + O(1) \begin{cases} 1, & \alpha = 1, \ldots, n-1, \\
|\xi'|^{-1}, & \alpha = n, \\
1, & \alpha = n+1, \ldots, 2n-1, \\
|\xi'|, & \alpha = 2n, \ldots, \frac{n(n+1)}{2}, n \geq 3. \end{cases} \tag{2.59}
\]

A direct computation shows that for \( x \in \Omega_{R_0} \),
\[
|\partial_{x_\alpha}(\tilde{u}_1^{\alpha} - \tilde{u}_1^{\alpha})| \leq \begin{cases} C_{\alpha} |\xi' + (\varepsilon + |x'|)| \xi'|, & \alpha = 1, 2, \ldots, n, \\
C_{\alpha} |\xi' + (\varepsilon + |x'|)| \xi'|, & \alpha = n+1, \ldots, \frac{n(n+1)}{2}. \end{cases} \tag{2.60}
\]
For $0 < t < R_0$, define
\[ C_t := \left\{ x \in \mathbb{R}^n \mid -\varepsilon - 2 \max_{|x'| \leq t} h(x') \leq x_n \leq \varepsilon + 2 \max_{|x'| \leq t} h(x'), |x'| < t \right\}. \]

For $\alpha = 1, 2, \ldots, \frac{n(n+1)}{2}$, by linearity, $(u_1^\alpha - u_1^{\alpha}, p_1^\alpha - p_1^{\alpha})$ solves
\[
\begin{cases}
\nabla \cdot \sigma[u_1^\alpha - u_1^{\alpha}, p_1^\alpha - p_1^{\alpha}] = 0, & \text{in } D \setminus (D_1 \cup D_2 \cup D_1^* \cup D_2^*), \\
\nabla \cdot (u_1^\alpha - u_1^{\alpha}) = 0, & \text{in } D \setminus (D_1 \cup D_2 \cup D_1^* \cup D_2^*), \\
u_1^\alpha - u_1^{\alpha} = \psi_n - u_1^{\alpha}, & \text{on } \partial D_1 \setminus \partial D_1^*, \\
u_1^\alpha - u_1^{\alpha} = -\psi_n, & \text{on } \partial D_2 \setminus \partial D_2^*, \\
u_1^\alpha - u_1^{\alpha} = u_1^\alpha - \psi_n, & \text{on } \partial D_1^* \setminus (D_1 \cup \{0\}), \\
u_1^\alpha - u_1^{\alpha} = u_1^\alpha, & \text{on } \partial D_2^* \setminus (D_2 \cup \{0\}), \\
u_1^\alpha - u_1^{\alpha} = 0, & \text{on } \partial D.
\end{cases}
\]

By the standard boundary and interior estimates of Stokes flow (see e.g. [25, 37]), we have
\[ |\partial_{x_n} u_1^\alpha| \leq C, \quad \text{in } \Omega^* \setminus \Omega^*_{R_0}, \]
which reads that for $x \in \partial D_i \setminus D_i^*$, $i = 1, 2$,
\[ |u_1^\alpha(x', x_n)| = |u_1^\alpha(x', x_n + (-1)^i\varepsilon/2) - u_1^\alpha(x', x_n)| \leq C \varepsilon. \quad (2.61) \]

From [21.3], we derive that for $x \in \partial D_i^* \setminus (D_i \cup C_\theta)$, $i = 1, 2$,
\[ |(u_1^\alpha - u_1^{\alpha})(x', x_n)| \leq C \left\{ \begin{array}{ll}
\varepsilon^{1-\theta}, & \alpha = 1, 2, \ldots, n, \\
\varepsilon^{1-\theta}, & \alpha = n + 1, \ldots, \frac{n(n+1)}{2}, \end{array} \right. \quad (2.62) \]

where $0 < \theta < 1$ to be chosen below. Combining (2.13) and (2.59)–(2.60), we deduce that for $x \in \Omega^*_{R_0} \cap \{|x'| = \varepsilon^\theta\}$,
\[ |\partial_{x_n} (u_1^\alpha - u_1^{\alpha})| \leq C \left\{ \begin{array}{ll}
1 + \varepsilon^{1-4\theta}, & \alpha = 1, \ldots, n - 1, \\
\varepsilon^{-\theta} + \varepsilon^{1-4\theta}, & \alpha = n,
\end{array} \right. \]
\[ \leq C \left\{ \begin{array}{ll}
1 + \varepsilon^{1-4\theta}, & \alpha = 1, \ldots, n - 1, \\
\varepsilon^{-\theta} + \varepsilon^{1-4\theta}, & \alpha = n, \\
1 + \varepsilon^{1-3\theta}, & \alpha = n + 1, \ldots, 2n - 1, \\
\varepsilon^{\theta} + \epsilon^{1-3\theta}, & \alpha = 2n, \ldots, \frac{n(n+1)}{2}, n \geq 3.
\end{array} \right. \]

This, together with (2.62), gives that for $x \in \Omega^*_{R_0} \cap \{|x'| = \varepsilon^\theta\}$,
\[ |(u_1^\alpha - u_1^{\alpha})(x', x_n)| \]
\[ \leq |(u_1^\alpha - u_1^{\alpha})(x', x_n) - (u_1^\alpha - u_1^{\alpha})(x', -h(x'))| + |(u_1^\alpha - u_1^{\alpha})(x', -h(x'))| \]
\[ \leq \sup_{|x_n| \leq h(x') \cdot |x'| = \varepsilon^\theta} 2h(x')|\partial_n (u_1^{\alpha} - u_1^{\alpha})| + C \left\{ \begin{array}{ll}
\varepsilon^{2\theta} + \varepsilon^{1-2\theta}, & \alpha = 1, \ldots, n - 1, \\
\varepsilon^{\theta} + \varepsilon^{1-2\theta}, & \alpha = n, \\
\varepsilon^{2\theta} + \varepsilon^{1-\theta}, & \alpha = n + 1, \ldots, 2n - 1, \\
\varepsilon^{3\theta} + \varepsilon^{1-\theta}, & \alpha = 2n, \ldots, \frac{n(n+1)}{2}, n \geq 3.
\end{array} \right. \]
Take $\theta = \frac{1}{3}$. Then combining (2.61) – (2.63), we have  
$$ |u_1^\theta - u_1^{\alpha}| \leq C \varepsilon^{\frac{1}{3}}, \quad \text{on} \quad \partial (D \setminus (D_1 \cup D_2 \cup D_1^* \cup D_2^* \cup C_{\varepsilon^{\frac{1}{3}}})). $$

Making use of the maximum modulus theorem for Stokes systems in [28], we obtain that for $\alpha = 1, 2, \ldots, \frac{n(n+1)}{2}$,
$$ |u_1^\theta - u_1^{\alpha}| \leq C \varepsilon^{\frac{1}{3}}, \quad \text{in} \quad D \setminus (D_1 \cup D_2 \cup D_1^* \cup D_2^* \cup C_{\varepsilon^{\frac{1}{3}}}). \quad (2.64) $$

For any fixed $\varepsilon^{\frac{1}{3}} \leq |z'| \leq R_0$, under the following change of variable

$$ \begin{cases} x' - z' = |z'|^2 y', \\ x_n = |z'|^2 y_n, \end{cases} $$

$\Omega_{|z'|+|z'|^2} \setminus \Omega_{|z'|}$ and $\Omega^*_{|z'|+|z'|^2} \setminus \Omega^*_{|z'|}$ become two squares (or cylinders) $Q_1$ and $Q_1^*$ of nearly unit-size, respectively. Consider

$$ U_1^\alpha(y) := u_1^\theta(z' + |z'|^2 y', |z'|^2 y_n), \quad \text{in} \quad Q_1, $$

and

$$ U_1^{\alpha*}(y) := u_1^{\alpha*}(z' + |z'|^2 y', |z'|^2 y_n), \quad \text{in} \quad Q_1^*. $$

Applying the maximum modulus theorem and the standard boundary and interior estimates for Stokes flow that
$$ |\nabla^2 U_1^\alpha| \leq C, \quad \text{in} \quad Q_1, \quad \text{and} \quad |\nabla^2 U_1^{\alpha*}| \leq C, \quad \text{in} \quad Q_1^*. \quad (2.65) $$

By an interpolation with (2.64) – (2.65), we have
$$ |\nabla (U_1^\alpha - U_1^{\alpha*})| \leq C \varepsilon^{\frac{1}{3}(1-\frac{1}{2})} \leq C \varepsilon^{\frac{1}{3}}. $$

Rescaling back to $u_1^\theta - u_1^{\alpha*}$, we deduce that for $\varepsilon^{\frac{1}{3}} \leq |z'| \leq R_0$,
$$ |\nabla (u_1^\theta - u_1^{\alpha*})(x)| \leq C \varepsilon^{\frac{1}{3}} |z'|^{-2} \leq C \varepsilon^{\frac{1}{3}}, \quad x \in \Omega^*_{|z'|+|z'|^2} \setminus \Omega^*_{|z'|}. $$

Combining the above-mentioned facts, we obtain that for $\alpha = 1, 2, \ldots, \frac{n(n+1)}{2}$,
$$ |\nabla (u_1^\theta - u_1^{\alpha*})| \leq C \varepsilon^{\frac{1}{3}}, \quad \text{in} \quad D \setminus (D_1 \cup D_2 \cup D_1^* \cup D_2^* \cup C_{\varepsilon^{\frac{1}{3}}}). \quad (2.66) $$

Pick $\theta = \frac{1}{2n}$. For $\alpha = 1, 2, \ldots, \frac{n(n+1)}{2}$, we decompose $a_{ii}^{\alpha \alpha}$ into the following three subparts:

$$ I = \int_{\Omega_{\delta}} (2\mu e(u_1^\theta), e(u_1^\theta)), \quad II = \int_{\Omega_{\delta}} (2\mu e(u_1^\theta), e(u_1^\theta)), $$

$$ III = \int_{\Omega_{\delta} \setminus \Omega_{\delta}} (2\mu e(u_1^\theta), e(u_1^\theta)). $$

For the convenience of presentation, define
$$ \tilde{v} = \frac{x_n}{\varepsilon + 2h(x')} + \frac{1}{2}, \quad \text{in} \quad \Omega_{R_0}, \quad \tilde{v}^* = \frac{x_n}{2h(x')} + \frac{1}{2}, \quad \text{in} \quad \Omega^*_{R_0}. \quad (2.67) $$

Then we have $\tilde{v} = \Phi + \frac{1}{2} \leq \bar{v}^*$ in $\Omega_{R_0}$ with $\varepsilon > 0$ and $\bar{v}^* = (\Phi + \frac{1}{2})_{\varepsilon=0} \leq \bar{v}^*$. Recall that when $\alpha = 1, 2, \ldots, n$, $\psi_{\alpha} = e_{\alpha}$; when $\alpha = n + 1, \ldots, \frac{n(n+1)}{2}$, there exist two indices $1 \leq i_\alpha < j_\alpha \leq n$ such that $\psi_{\alpha} = x_{j_\alpha} e_{i_\alpha} - x_{i_\alpha} e_{j_\alpha}$. Especially when
\( n + 1 \leq \alpha \leq 2n - 1 \), we have \( i_n = \alpha - n, j_n = n \). A straightforward computation shows that
\[
(2\mu(u^n_1), e(u^n_1)) = \begin{cases}
\mu[(\partial_{x_n} \tilde{v})^2 + \sum_{i=1}^{n} (\partial_{x_i} \tilde{v})^2] + (2\mu(e(\mathcal{F}_\alpha)), e(\mathcal{F}_\alpha)) & \\
+ 2(2\mu(\psi_\alpha \tilde{v}), e(\mathcal{F}_\alpha)), \quad \alpha = 1, 2, \ldots, n,
\end{cases}
\]
where \( \mathcal{F}_\alpha, \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \) are given by (2.60) and \( \tilde{v} \) is defined by (2.67). A consequence of Proposition 2.1 yields that
\[
(2\mu(u^n_1), e(u^n_1)) = \mu(\sum_{i=1}^{n} (\partial_{x_i} \tilde{v})^2 + \mu(x_{j_n} \partial_{x_{j_n}} \tilde{v} - x_{i_n} \partial_{x_{i_n}} \tilde{v})^2)
\]
where \( \mathcal{F}_\alpha, \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \) are given by (2.60) and \( \tilde{v} \) is defined by (2.67). A consequence of Proposition 2.1 yields that
\[
I = \int_{\Omega_{\bar{\varepsilon}}} (2\mu(u^n_1), e(u^n_1)) + 2 \int_{\Omega_{\bar{\varepsilon}}} (2\mu(u^n_1 - \bar{u}^n_1), e(u^n_1))
\]
where \( \mathcal{L}_\alpha, \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \) and \( g_{\alpha, \eta}(\varepsilon) \) are, respectively, defined by (2.51) and (2.63).

With regard to the second term \( II \), since \( |\nabla u^n_1| \) remains bounded in \( (D_1 \cup D_2^*) \setminus (D_1 \cup D_2) \cap \Omega_{R_0} \) and \( (D_1 \cup D_2) \setminus (D_1^* \cup D_2^*) \) with their volume of order \( O(\varepsilon) \), it then follows from (2.66) that
\[
II = \int_{D \setminus (D_1 \cup D_2 \cup D_1^* \cup D_2^* \cup \Omega_{R_0})} (2\mu(u^n_1), e(u^n_1)) + O(1)\varepsilon
\]
and
\[
= \int_{D \setminus (D_1 \cup D_2 \cup D_1^* \cup D_2^* \cup \Omega_{R_0})} ((2\mu(u_{1}^{(\alpha)}), e(u_{1}^{(\alpha)})) + 2(2\mu(u_{1}^{(\alpha)} - u_{1}^{(\alpha)}), e(u_{1}^{(\alpha)})))
\]
where \( \mathcal{L}_\alpha, \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \) and \( g_{\alpha, \eta}(\varepsilon) \) are, respectively, defined by (2.51) and (2.63).

As for \( III \), it can be further split as follows:

\[
III_1 = \int_{\Omega_{R_0} \setminus \Omega_{R_0}^{*}} (2\mu(u^n_1 - u_{1}^{(\alpha)}), e(u_{1}^{(\alpha)} - u_{1}^{(\alpha)})) + 2 \int_{\Omega_{R_0} \setminus \Omega_{R_0}^{*}} (2\mu(u^n_1 - u_{1}^{(\alpha)}), e(u_{1}^{(\alpha)})),
\]
\[
III_2 = \int_{(\Omega_{R_0} \setminus \Omega_{R_0}^{*}) \setminus (\Omega_{R_0} \setminus \Omega_{R_0}^{*})} (2\mu(u^n_1), e(u^n_1)),
\]
\[
III_3 = \int_{\Omega_{R_0} \setminus \Omega_{R_0}^{*}} (2\mu(u_{1}^{(\alpha)}), e(u_{1}^{(\alpha)})).
\]

From (2.60) and (2.66), we deduce
\[
|III_1| \leq C\varepsilon h^T.
\]
Due to the fact that the volume of \((\Omega_{R_0} \setminus \Omega_{\varepsilon}) \setminus (\Omega_{R_0}^{*} \setminus \Omega_{\varepsilon}^{*})\) is of order \(O(\varepsilon)\), we have from (2.13) that for \(\alpha = 1, 2, ..., n\),

\[
|\text{III}_2| \leq C\varepsilon \int_{\varepsilon < |x'| < R_0} \frac{dx'}{|x'|^{4}} \leq C \begin{cases} \varepsilon, & n > 5, \\ \varepsilon |\ln \varepsilon|, & n = 5, \\ \varepsilon \frac{n+19}{n+19}, & n < 5, \end{cases} \tag{2.71}
\]

and, for \(\alpha = n + 1, ..., \frac{n(n+1)}{2}\),

\[
|\text{III}_2| \leq C\varepsilon \int_{\varepsilon < |x'| < R_0} \frac{dx'}{|x'|^{2}} \leq C \begin{cases} \varepsilon, & n > 3, \\ \varepsilon |\ln \varepsilon|, & n = 3, \\ \varepsilon \frac{n+21}{n+21}, & n = 2. \end{cases} \tag{2.72}
\]

With regard to \(\text{III}_3\), it follows from (2.59) again that

\[
\text{III}_3 = \int_{\Omega_{R_0}^{*} \setminus \Omega_{\varepsilon}^{*}} (2\mu(e(\bar{u}_1^{\alpha}), e(\bar{u}_1^{\alpha}))) + 2 \int_{\Omega_{R_0}^{*} \setminus \Omega_{\varepsilon}^{*}} (2\mu(e(\bar{u}_1^{\alpha} - \bar{u}_1^{\alpha}), e(\bar{u}_1^{\alpha})))
\]

\[
+ \int_{\Omega_{R_0}^{*} \setminus \Omega_{\varepsilon}^{*}} (2\mu(e(\bar{u}_1^{\alpha} - \bar{u}_1^{\alpha}), e(\bar{u}_1^{\alpha})))
\]

\[
= \left\{ \begin{array}{ll}
\mathcal{L}_0, & \varepsilon < |x'| < R_0 \frac{dx'}{R_0}, \\
\mathcal{M}_n^{\alpha} + O(1) \max\{\varepsilon^{\frac{1}{2}}, \varepsilon^{\frac{n+1}{2}}, \varepsilon^{\frac{n+21}{2}}, \varepsilon^{\frac{n(n+1)}{2}}, \varepsilon^{\frac{n(n+1)}{2}}, n = 1, 2, ..., n, \\
\varepsilon \frac{n(n+1)}{2}, & n = 1, 2, ..., n, \\
\mathcal{M}_n^{\alpha} + O(1) \varepsilon^{\frac{n(n+1)}{2}}, & n = n + 1, ..., \frac{n(n+1)}{2},
\end{array} \right. \tag{2.73}
\]

where

\[
\mathcal{M}_n^{\alpha} := \begin{cases} 0, & \alpha = n, n = 2, \\
M_n^{\alpha}, & \text{otherwise}
\end{cases}
\]

with \(M_n^{\alpha}\) given by

\[
M_n^{\alpha} = \int_{\Omega_{R_0}^{*}} (2\mu(e(\bar{u}_1^{\alpha}), e(\bar{u}_1^{\alpha}))) + \int_{\Omega_{R_0}^{*}} (2\mu(e(\bar{u}_1^{\alpha} - \bar{u}_1^{\alpha}), e(\bar{u}_1^{\alpha})))
\]

\[
+ \int_{\Omega_{R_0}^{*}} [2(2\mu(e(\bar{u}_1^{\alpha} - \bar{u}_1^{\alpha}), e(\bar{u}_1^{\alpha}))) + 2(2\mu(e(\bar{u}_1^{\alpha} - \bar{u}_1^{\alpha}), e(\bar{u}_1^{\alpha})))]
\]

\[
= \left\{ \begin{array}{ll}
\int_{\Omega_{R_0}^{*}} \mu(\partial_{x_{a,n}} \bar{v}^{\alpha})^2 + \mu \sum_{i=1}^{n-1} (\partial_{x_i} \bar{v}^{\alpha})^2, & \alpha = 1, ..., n-1, \\
\int_{\Omega_{R_0}^{*}} \mu \sum_{i=1}^{n-1} (\partial_{x_i} \bar{v}^{\alpha})^2, & \alpha = n, n \geq 3,
\end{array} \right.
\]

\[
+ \left\{ \begin{array}{ll}
\int_{\Omega_{R_0}^{*}} \mu(\partial_{x_{a,n}} \bar{v}^{\alpha})^2 + \mu \sum_{k=1}^{n-1} (\partial_{x_k} \bar{v}^{\alpha})^2 + x_n^2((\partial_{x_n} \bar{v}^{\alpha})^2 + (\partial_{x_n} \bar{v}^{\alpha})) \\
- 2\alpha_{a,n} x_n (\partial_{x_n} \bar{v}^{\alpha} \partial_{x_{a,n}} \bar{v}^{\alpha}) \\
+ (x_{j,a} \partial_{x_{a,n}} \bar{v}^{\alpha} - x_{a,n} \partial_{x_{j,a}} \bar{v}^{\alpha})^2, & \alpha = n + 1, ..., 2n - 1,
\end{array} \right.
\]

\[
\int_{\Omega_{R_0}^{*}} \mu \left(\partial_{x_{a,n}} \bar{v}^{\alpha}\right)^2
\]

Consequently, from (2.68), (2.73), it follows that

\[
\text{III}_3 = \int_{\Omega_{R_0}^{*}} \mu(\partial_{x_{a,n}} \bar{v}^{\alpha})^2 + \mu \sum_{i=1}^{n-1} (\partial_{x_i} \bar{v}^{\alpha})^2, \quad \alpha = 1, ..., n-1,
\]

\[
\int_{\Omega_{R_0}^{*}} \mu \sum_{i=1}^{n-1} (\partial_{x_i} \bar{v}^{\alpha})^2, \quad \alpha = n, n \geq 3,
\]

\[
+ \left\{ \begin{array}{ll}
\int_{\Omega_{R_0}^{*}} \mu(\partial_{x_{a,n}} \bar{v}^{\alpha})^2 + \mu \sum_{k=1}^{n-1} (\partial_{x_k} \bar{v}^{\alpha})^2 + x_n^2((\partial_{x_n} \bar{v}^{\alpha})^2 + (\partial_{x_n} \bar{v}^{\alpha})) \\
- 2\alpha_{a,n} x_n (\partial_{x_n} \bar{v}^{\alpha} \partial_{x_{a,n}} \bar{v}^{\alpha}) \\
+ (x_{j,a} \partial_{x_{a,n}} \bar{v}^{\alpha} - x_{a,n} \partial_{x_{j,a}} \bar{v}^{\alpha})^2, & \alpha = n + 1, ..., 2n - 1,
\end{array} \right.
\]

\[
\int_{\Omega_{R_0}^{*}} \mu \left(\partial_{x_{a,n}} \bar{v}^{\alpha}\right)^2
\]

Consequently, from (2.68), (2.73), it follows that
(i) if \( \alpha = 1, 2, ..., n \), then

\[
 a_{11}^{n\alpha} = \mathcal{L}_\alpha \left( \int_{|x'|<|x'|<R_0} \frac{dx'}{2h(x')} + \int_{|x'|<e^\theta} \frac{dx'}{e + 2h(x')} \right) + M_{n\alpha} + O(1) \max\{\varepsilon^{\frac{1}{2n}}, \varrho_{n,\alpha}(\varepsilon)\}. 
\]

On one hand, for \( n = 2, 3 \), then

\[
 \int_{\varepsilon^\theta<|x'|<R_0} \frac{1}{2h(x')} + \int_{|x'|<e^\theta} \frac{1}{\varepsilon + 2h(x')}
\]

\[
 = \int_{|x'|<R_0} \frac{1}{\varepsilon + 2h(x')} + \int_{\varepsilon^\theta<|x'|<R_0} \frac{1}{\varepsilon + 2h(x')}
\]

\[
 = \int_{|x'|<R_0} \frac{1}{\varepsilon + 2\kappa|x'|^2} + O(1)\varepsilon^{\frac{n+19}{24}}
\]

\[
 = \left( \frac{\pi}{2\kappa} \right)^{\frac{n-1}{n}} \rho_n(\varepsilon) + \mathcal{K}_n + O(1)\varepsilon^{\frac{n+19}{24}},
\]

where

\[
 \mathcal{K}_n = \begin{cases} 
 -(&\kappa R_0)^{-1}, & n = 2, \\
 \pi(\ln \sqrt{2\kappa} + \ln R_0)\kappa^{-1}, & n = 3.
\end{cases}
\]

Then we derive

\[
 a_{11} = \mathcal{L}_\alpha \left( \frac{\pi}{2\kappa} \right)^{\frac{n-1}{n}} \rho_n(\varepsilon) + \mathcal{G}_n^{\alpha} + O(1) \max\{\varepsilon^{\frac{1}{2n}}, \varrho_{n,\alpha}(\varepsilon)\},
\]

(2.74)

where

\[
 \mathcal{G}_n^{\alpha} := \mathcal{L}_\alpha \mathcal{K}_n + M_{n\alpha}^{\alpha}, \quad \alpha = 1, 2, ..., n, \quad n = 2, 3.
\]

(2.75)

Claim that for every \( \alpha = 1, ..., n - 1, \quad n \geq 2 \) or \( \alpha = n, \quad n \geq 3 \), the geometry constant \( \mathcal{G}_n^{\alpha} \) defined by (2.74) depends not on the length parameter \( R_0 \) of the thin gap. Otherwise, assume that there exist two \( \varepsilon \)-independent constants \( \mathcal{G}_n^{\alpha}(r_1) \) and \( \mathcal{G}_n^{\alpha}(r_2) \), \( r_i > 0, \quad i = 1, 2, \quad r_1 \neq r_2 \) such that (2.74) holds. Hence we obtain

\[
 \mathcal{G}_n^{\alpha}(r_1) - \mathcal{G}_n^{\alpha}(r_2) = O(1) \max\{\varepsilon^{\frac{1}{2n}}, \varrho_{n,\alpha}(\varepsilon)\}.
\]

This implies that \( \mathcal{G}_n^{\alpha}(r_1) = \mathcal{G}_n^{\alpha}(r_2) \).

On the other hand, if \( n > 3 \), then

\[
 a_{11} = \mathcal{L}_\alpha \left( \int_{|x'|<R_0} \frac{1}{2h(x')} - \int_{|x'|<e^\theta} \frac{\varepsilon}{2h(x')(\varepsilon + 2h(x'))} \right)
\]

\[
 + M_{n\alpha} + O(1) \max\{\varepsilon^{\frac{1}{2n}}, \varrho_{n,\alpha}(\varepsilon)\}
\]

\[
 = \mathcal{L}_\alpha \int_{\Omega_{R_0}} |\partial_{x_n} \tilde{u}_n^{\alpha}|^2 + M_{n\alpha} + O(1)\varepsilon^{\min\left\{\frac{1}{2n}, \frac{n-1}{24}\right\}}
\]

\[
 = \tilde{a}_{11}^{\alpha} + O(1)\varepsilon^{\min\left\{\frac{1}{2n}, \frac{n-1}{24}\right\}};
\]

(2.76)
A combination of (2.74)–(2.77) leads to that (2.54)–(2.55) hold.

**Step 2.** Proofs of (2.69)–(2.77). By symmetry, it suffices to consider the case when \( \alpha < \beta \). Analogously as before, for \( \alpha, \beta = 1, 2, \ldots, \frac{n(n+1)}{2}, \alpha \neq \beta \), we split \( a_{11}^{\alpha \beta} \) as follows:

\[
a_{11}^{\alpha \beta} = \int_{\Omega \setminus \Omega_{R_0}} (2\mu(e(u_i^\alpha), e(u_i^\beta))) + \int_{\Omega_{R_0} \setminus \Omega_{\tilde{\theta}}} (2\mu(e(u_i^\alpha), e(u_i^\beta))) + \int_{\Omega_{\tilde{\theta}}} (2\mu(e(u_i^\alpha), e(u_i^\beta)))
\]

\[= : I + II + III,
\]

where \( \tilde{\theta} = \frac{1}{n} \). In exactly the same way as in (2.69), we have

\[
I = \int_{D \setminus (D_1 \cup D_2 \cup D_3 \cup \Omega_{R_0})} (2\mu(e(u_i^\alpha), e(u_i^\beta))) + O(1)\epsilon
\]

\[= \int_{D \setminus (D_1 \cup D_2 \cup D_3 \cup \Omega_{R_0})} [(2\mu(e(u_i^\alpha), e(u_i^\beta)) + (2\mu(e(u_i^\alpha, u_i^\beta))) + (2\mu(e(u_i^\alpha, u_i^\beta))) + (2\mu(e(u_i^\alpha, u_i^\beta)) + (2\mu(e(u_i^\alpha, u_i^\beta))]
\]

\[+ \int_{D \setminus (D_1 \cup D_2 \cup D_3 \cup \Omega_{R_0})} [(2\mu(e(u_i^\alpha), e(u_i^\beta)) + (2\mu(e(u_i^\alpha, u_i^\beta))) + (2\mu(e(u_i^\alpha, u_i^\beta)) + (2\mu(e(u_i^\alpha, u_i^\beta))]
\]

\[= \int_{\Omega \setminus \Omega_{R_0}} (2\mu(e(u_i^\alpha), e(u_i^\beta))) + O(1)\epsilon\frac{1}{n}.
\]
We proceed to calculate \( \Pi_2 \) and divide into two cases as follows:

**Case 1.** In the case of \( n = 2, \alpha = 1, \beta = 2 \), we deduce from (2.59) that

\[
\Pi_2 = \frac{1}{\ln \varepsilon_0} \ln \varepsilon + O(1)
\]

**Case 2.** Consider the case when \( (\alpha, \beta) \in \{(\alpha, \beta) | \alpha < \beta, \alpha, \beta = 1, 2, \ldots, n \} \). Observe that

\[
(2\mu(\bar{u}_1^\alpha), e(\bar{u}_1^\beta)) = (2\mu(\psi_\alpha \bar{v}^*), e(\psi_\beta \bar{v}^*)) + (2\mu(\mathcal{F}_\alpha), e(\mathcal{F}_\beta))
\]

It then follows from (2.59) again that

\[
\Pi_2 = \int_{\Omega_{\varepsilon_0}} (2\mu(u_1^\alpha), e(u_1^\beta))
\]

\[
= \frac{1}{\ln \varepsilon_0} \ln \varepsilon + O(1)
\]

Write \( E_{\alpha\beta}(\bar{v}^*) = (2\mu(\psi_\alpha \bar{v}^*), e(\psi_\beta \bar{v}^*)) \). By a direct calculation, we obtain

(i) for \( \alpha, \beta = 1, 2, \ldots, n, \alpha < \beta \),

\[
E_{\alpha\beta}(\bar{v}^*) = \mu \partial_{x_\alpha} \bar{v}^* \partial_{x_\beta} \bar{v}^*
\]
(ii) for $\alpha = 1, 2, \ldots, n, \beta = n + 1, \ldots, \frac{n(n + 1)}{2}$, there exist two integers $1 \leq i_\beta < j_\beta \leq n$ such that $\psi_\beta \bar{v}^* = \bar{v}^*(x_{j_\beta} e_{x_{j_\beta}} - x_{i_\beta} e_{x_{i_\beta}})$. If $i_\beta \neq \alpha, j_\beta \neq \alpha$,

$$E_{\alpha \beta}(\bar{v}^*) = \mu \partial_{x_{\alpha}} \bar{v}^*(x_{j_\beta} \partial_{x_{j_\beta}} \bar{v}^* - x_{i_\beta} \partial_{x_{i_\beta}} \bar{v}^*), \quad (2.84)$$

and if $i_\beta = \alpha, j_\beta \neq \alpha$, then

$$E_{\alpha \beta}(\bar{v}^*) = \mu x_{i_\beta} \sum_{k=1}^{n} (\partial_{x_k} \bar{v}^*)^2 + \mu \partial_{x_{\alpha}} \bar{v}^*(x_{j_\beta} \partial_{x_{j_\beta}} \bar{v}^* - x_{i_\beta} \partial_{x_{i_\beta}} \bar{v}^*), \quad (2.85)$$

and if $i_\beta \neq \alpha, j_\beta = \alpha$, then

$$E_{\alpha \beta}(\bar{v}^*) = -\mu x_{i_\beta} \sum_{k=1}^{n} (\partial_{x_k} \bar{v}^*)^2 \quad + \mu (x_{j_\beta} \partial_{x_{j_\beta}} \bar{v}^* - x_{i_\beta} \partial_{x_{i_\beta}} \bar{v}^*)(x_{j_\beta} \partial_{x_{j_\beta}} \bar{v}^* - x_{i_\beta} \partial_{x_{i_\beta}} \bar{v}^*), \quad (2.86)$$

(iii) for $\alpha, \beta = n + 1, \ldots, \frac{n(n + 1)}{2}$, $\alpha < \beta$, there exist four integers $1 \leq i_\alpha < j_\alpha \leq n$ and $1 \leq i_\beta < j_\beta \leq n$ such that $\psi_\alpha \bar{v}^* = \bar{v}^*(x_{j_\alpha} e_{x_{j_\alpha}} - x_{i_\alpha} e_{x_{i_\alpha}})$ and $\psi_\beta \bar{v}^* = \bar{v}^*(x_{j_\beta} e_{x_{j_\beta}} - x_{i_\beta} e_{x_{i_\beta}})$. Since $\alpha < \beta$, then $j_\beta \leq j_\alpha$. If $i_\alpha \neq i_\beta, j_\alpha \neq j_\beta, i_\alpha \neq j_\beta$, then

$$E_{\alpha \beta}(\bar{v}^*) = \mu (x_{j_\alpha} \partial_{x_{j_\alpha}} \bar{v}^* - x_{i_\alpha} \partial_{x_{i_\alpha}} \bar{v}^*)(x_{j_\beta} \partial_{x_{j_\beta}} \bar{v}^* - x_{i_\beta} \partial_{x_{i_\beta}} \bar{v}^*), \quad (2.87)$$

and if $i_\alpha \neq i_\beta, j_\alpha = j_\beta$, then

$$E_{\alpha \beta}(\bar{v}^*) = \mu x_{i_\alpha} \sum_{k=1}^{n} (\partial_{x_k} \bar{v}^*)^2 \quad + \mu (x_{j_\alpha} \partial_{x_{j_\alpha}} \bar{v}^* - x_{i_\alpha} \partial_{x_{i_\alpha}} \bar{v}^*)(x_{j_\beta} \partial_{x_{j_\beta}} \bar{v}^* - x_{i_\beta} \partial_{x_{i_\beta}} \bar{v}^*), \quad (2.88)$$

and if $i_\alpha = i_\beta, j_\alpha \neq j_\beta$, then

$$E_{\alpha \beta}(\bar{v}^*) = \mu x_{j_\alpha} \sum_{k=1}^{n} (\partial_{x_k} \bar{v}^*)^2 \quad + \mu (x_{j_\alpha} \partial_{x_{j_\alpha}} \bar{v}^* - x_{i_\alpha} \partial_{x_{i_\alpha}} \bar{v}^*)(x_{j_\beta} \partial_{x_{j_\beta}} \bar{v}^* - x_{i_\beta} \partial_{x_{i_\beta}} \bar{v}^*), \quad (2.89)$$

and if $i_\beta < j_\beta = i_\alpha < j_\alpha$, then

$$E_{\alpha \beta}(\bar{v}^*) = -\mu x_{i_\alpha} \sum_{k=1}^{n} (\partial_{x_k} \bar{v}^*)^2 \quad + \mu (x_{j_\alpha} \partial_{x_{j_\alpha}} \bar{v}^* - x_{i_\alpha} \partial_{x_{i_\alpha}} \bar{v}^*)(x_{j_\beta} \partial_{x_{j_\beta}} \bar{v}^* - x_{i_\beta} \partial_{x_{i_\beta}} \bar{v}^*). \quad (2.90)$$

Observe that

$$\int_{-h(x')}^{h(x')} x_n \, dx_n = 0, \quad \text{in } B'_{R_0},$$

which, in combination with $(2.82)$ and $(2.90)$, the symmetry of integral domain and the parity of integrand, reads that

$$\Pi_2 = \int_{\Omega'_{R_0}} (2\mu e(u_1^\alpha, e(u_1^\beta))) \quad \{e^{(2\beta-2)n}_{\alpha}, \alpha, \beta = 1, 2, \ldots, n, n \geq 3, \alpha < \beta, \quad (2.82)$$

$$e^{(n-1)\beta}_{\alpha}, \alpha = 1, 2, \ldots, n, \beta = n + 1, \ldots, \frac{n(n + 1)}{2}, n \geq 2, \alpha < \beta, \quad (2.91)$$

$$e^{n\delta}_{\alpha}, \alpha = n + 1, \ldots, \frac{n(n + 1)}{2}, n \geq 3, \alpha < \beta.$$
Similarly as before, from the standard interior and boundary estimates for Stokes equation, it follows that for
\[ \alpha, \beta = 1, 2, ..., n, \ n \geq 3, \ \alpha < \beta, \]
and
\[ \alpha = 1, 2, ..., n, \ \alpha = n + 1, ..., \frac{n(n+1)}{2}, \ n \geq 3, \ \alpha < \beta. \]  

A combination of (2.79)–(2.80) and (2.91) shows that
\[
\Pi = O(1) |\ln \varepsilon|, \ \ n = 2, \ \alpha = 1, \beta = 2, \tag{2.92}
\]

and
\[
\Pi - \int_{\Omega_0} (2\mu(\mathbf{u}_1^{\alpha}), e(\mathbf{u}_1^{\beta})) = O(1) \begin{cases}
\varepsilon^{\min\left(\frac{1}{2}, \frac{n-1}{2}\right)}, & \alpha, \beta = 1, 2, ..., n, \ n \geq 3, \ \alpha < \beta, \\
\varepsilon^{\min\left(\frac{1}{2}, \frac{n-2}{2}\right)}, & \alpha = 2, ..., n, \ \beta = n + 1, ..., \frac{n(n+1)}{2}, \ n \geq 2, \\
\varepsilon^{\min\left(\frac{1}{2}, \frac{n-1}{2}\right)}, & \alpha = 1, 2, ..., n, \ \beta = n + 1, ..., \frac{n(n+1)}{2}, \ n \geq 3, \ \alpha < \beta.
\end{cases} \tag{2.93}
\]

Analogously, using (2.34) and applying (2.81)–(2.91) with \( \bar{\nu}^* \) replaced by \( \bar{\nu} \), we have
\[
\Pi = \int_{\Omega\beta} \left[ (2\mu(\psi_{\alpha}\bar{\nu}), e(\psi_{\beta}\bar{\nu})) + (2\mu(\psi_{\alpha}\bar{\nu}), e(\mathbf{F}_{\beta})) \right]
+ \int_{\Omega\beta} \left[ (2\mu(\mathbf{F}_{\alpha}), e(\psi_{\beta}\bar{\nu})) + (2\mu(\mathbf{F}_{\alpha}), e(\mathbf{F}_{\beta})) \right] = O(1) \begin{cases}
|\ln \varepsilon|, & \alpha = 1, \beta = 2, \ n = 2, \\
\varepsilon^{\frac{n+1}{2}}, & \alpha, \beta = 1, 2, ..., n, \ n \geq 3, \ \alpha < \beta,
\end{cases} \tag{2.94}
\]

Consequently, combining (2.79) and (2.92)–(2.94), we deduce
\[
a_{11}^{\alpha\beta} = O(1) |\ln \varepsilon|, \ \ n = 2,
\]
and
\[
a_{11}^{\alpha\beta} - a_{11}^{\alpha\beta} = O(1) \begin{cases}
\varepsilon^{\min\left(\frac{1}{2}, \frac{n-1}{2}\right)}, & \alpha, \beta = 1, 2, ..., n, \ n \geq 3, \ \alpha < \beta,
\varepsilon^{\min\left(\frac{1}{2}, \frac{n-2}{2}\right)}, & \alpha = 2, ..., n, \ \beta = n + 1, ..., \frac{n(n+1)}{2}, \ n \geq 2, \\
\varepsilon^{\min\left(\frac{1}{2}, \frac{n-1}{2}\right)}, & \alpha = 1, 2, ..., n, \ \beta = n + 1, ..., \frac{n(n+1)}{2}, \ n \geq 3, \ \alpha < \beta.
\end{cases} \tag{2.95}
\]

That is, (2.56)–(2.57) are proved.

**Step 3.** Proof of (2.58). By linearity, we see that for \( \alpha = 1, 2, ..., \frac{n(n+1)}{2} \), \( \mathbf{u}_1^{\alpha} + \mathbf{u}_2^{\alpha} - \mathbf{u}_1^{\alpha} - \mathbf{u}_2^{\alpha} \) and \( p_1^{\alpha} + p_2^{\alpha} - p_1^{\alpha} - p_2^{\alpha} \) verify
\[
\begin{align*}
\nabla \cdot \sigma & \left[ \sum_{i=1}^{2} u_i^{\alpha} - \sum_{i=1}^{2} u_i^{\alpha} - \sum_{i=1}^{2} p_i^{\alpha} \right] = 0, & & \text{in } D \setminus \left( D_1 \cup D_2 \cup D_1^* \cup D_2^* \right), \\
\nabla \cdot (\mathbf{u}_1^{\alpha} + \mathbf{u}_2^{\alpha} - \mathbf{u}_1^{\alpha} - \mathbf{u}_2^{\alpha}) & = 0, & & \text{in } D \setminus \left( D_1 \cup D_2 \cup D_1^* \cup D_2^* \right), \\
\mathbf{u}_1^{\alpha} + \mathbf{u}_2^{\alpha} - \mathbf{u}_1^{\alpha} - \mathbf{u}_2^{\alpha} & = \psi_{\alpha}, \ \sigma_{\alpha} - \mathbf{u}_1^{\alpha} - \mathbf{u}_2^{\alpha}, & & \text{on } \partial D_1 \setminus D_1^*, \\
\mathbf{u}_1^{\alpha} + \mathbf{u}_2^{\alpha} - \mathbf{u}_1^{\alpha} - \mathbf{u}_2^{\alpha} & = \psi_{\alpha}, \ \mathbf{u}_1^{\alpha} + \mathbf{u}_2^{\alpha} - \mathbf{u}_1^{\alpha} - \mathbf{u}_2^{\alpha} = 0, & & \text{on } \partial D.
\end{align*}
\]

Similarly as before, from the standard interior and boundary estimates for Stokes equation, it follows that for \( x \in \partial D_i \setminus D_i^*, \ i = 1, 2, \)
\[
\begin{align*}
|u_1^{\alpha} + u_2^{\alpha} - u_1^{\alpha} - u_2^{\alpha} (x', x_n)| & = |(u_1^{\alpha} + u_2^{\alpha}) (x', x_n + (-1)^r \varepsilon/2) - (u_1^{\alpha} + u_2^{\alpha}) (x', x_n)| \leq C \varepsilon.
\end{align*}
\]
Utilizing Corollary 2.4, we obtain that for \( x \in \partial D_i^* \setminus (D_i \cup C_{\epsilon^2}) \), \( i = 1, 2 \),
\[
|\nabla (u_1^\alpha + u_2^\alpha - u_1^{*\alpha} - u_2^{*\alpha})(x', x_n)|
\]
\[
= |(u_1^\alpha + u_2^\alpha)(x', x_n) - (u_1^{*\alpha} + u_2^{*\alpha})(x', x_n - (-1)^i\epsilon/2)| \leq C\epsilon,
\]
which, together with Corollary 2.4 again, shows that for \( x \in \Omega_{\delta_{0}} \cap \{ |x'| = \sqrt{\epsilon} \} \),
\[
|\nabla (u_1^\alpha + u_2^\alpha - u_1^{*\alpha} - u_2^{*\alpha})(x', x_n)|
\]
\[
\leq |(u_1^\alpha + u_2^\alpha - u_1^{*\alpha} - u_2^{*\alpha})(x', x_n) - (u_1^{*\alpha} + u_2^{*\alpha} - u_1^{*\alpha} - u_2^{*\alpha})(x', h(x'))|
\]
\[
+ |(u_1^\alpha + u_2^\alpha - u_1^{*\alpha} - u_2^{*\alpha})(x', h(x'))| \leq C\epsilon.
\]
Combining these above facts, we have
\[
|u_1^\alpha + u_2^\alpha - u_1^{*\alpha} - u_2^{*\alpha}| \leq C\epsilon, \quad \text{on} \ \partial(D \setminus (D_1 \cup D_1^* \cup D_2 \cup D_2^* \cup C_{\epsilon^2})).
\]
(2.95)

Similar to (2.66), a consequence of (2.95), the maximum modulus theorem, the interpolation inequality, the rescale argument and the standard estimates for Stokes flow yields that
\[
|\nabla (u_1^\alpha + u_2^\alpha - u_1^{*\alpha} - u_2^{*\alpha})| \leq C\epsilon^{\frac{1}{2}}, \quad \text{in} \ D \ \setminus (D_1 \cup D_1^* \cup D_2 \cup D_2^* \cup C_{\epsilon^2}).
\]
(2.96)

Set \( \hat{\theta} = \frac{\theta}{4} \) and split \( \sum_{i=1}^{2} a_{i1}^{\alpha, \beta} \) as follows:

\[
I = \int_{\Omega_{\epsilon, \hat{\theta}}} (2\mu e(u_1^\alpha + u_2^\alpha), e(u_1^{\hat{\beta}})),
\]
\[
II = \int_{\Omega_{\epsilon, \hat{\theta}}} (2\mu e(u_1^\alpha + u_2^\alpha), e(u_1^{\hat{\beta}})),
\]
\[
III = \int_{\Omega_{\epsilon, \hat{\theta}}} (2\mu e(u_1^\alpha + u_2^\alpha), e(u_1^{\hat{\beta}})).
\]

Since exponential function decays faster than power function, then we infer from Proposition 2.1 and Corollary 2.4 that
\[
|I| \leq \int_{|x'| \leq \hat{\theta}} C(\epsilon + |x'|^2)^{1/2} \leq C\epsilon^{\frac{n}{2}},
\]
(2.97)

Analogous to (2.69), it follows from (2.96) that
\[
II = \int_{\Omega_{\epsilon, \hat{\theta}}} (2\mu e(u_1^\alpha + u_2^\alpha), e(u_1^{\hat{\beta}})) + O(1)\epsilon^{\frac{1}{2}}.
\]
(2.98)

As for the last term III, we further split it as follows:

\[
III_1 = \int_{\Omega_{\epsilon, \hat{\theta}}} \sum_{i=1}^{2} \left[ (2\mu e(u_1^\alpha - u_1^{*\alpha}), e(u_1^{\hat{\beta}})) + (2\mu e(u_1^{*\alpha}), e(u_1^{\hat{\beta}})) \right],
\]
\[
III_2 = \int_{\Omega_{\epsilon, \hat{\theta}}} (2\mu e(u_1^\alpha + u_2^\alpha), e(u_1^{\hat{\beta}})),
\]
\[
III_3 = \int_{\Omega_{\epsilon, \hat{\theta}}} (2\mu e(u_1^\alpha + u_2^\alpha), e(u_1^{\hat{\beta}})).
\]
From (2.96), we get
\[ |\text{III}_1| \leq C \varepsilon^{1/4}. \]
(2.99)

Similarly as in (2.97), we have
\[ |\text{III}_1| \leq \int_{|x'| \leq R_0} C \varepsilon (|\ln \varepsilon|, n = 2, n \geq 3. \]
(2.100)

With regard to III_3, we have from Corollary 2.4 and (2.59) that
\[
\text{III}_3 = \int_{\Omega^*_{R_0}} (2 \mu \varepsilon (u^*_{1 \alpha} + u^*_{2 \alpha}), e(u^*_{1 \beta})) - \int_{\Omega^*_{\delta}} (2 \mu \varepsilon (u^*_{1 \alpha} + u^*_{2 \alpha}), e(u^*_{1 \beta}))
\]
\[ = \int_{\Omega^*_{R_0}} (2 \mu \varepsilon (u^*_{1 \alpha} + u^*_{2 \alpha}), e(u^*_{1 \beta})) + O(1) \varepsilon^{n\beta}. \]
(2.101)

A combination of (2.99)–(2.101) reads that
\[
\text{III} = \int_{\Omega^*_{R_0}} (2 \mu \varepsilon (u^*_{1 \alpha} + u^*_{2 \alpha}), e(u^*_{1 \beta})) + O(1) \varepsilon^{1/4}. \]
(2.102)

It then follows from (2.97)–(2.98) and (2.102) that
\[
\sum_{i=1}^{2} a_{i \alpha \beta} = \sum_{i=1}^{2} a_{i \alpha \beta}^* + O(1) \varepsilon^{1/4}. \]

Analogously,
\[
\sum_{j=1}^{2} a_{j \beta} = \sum_{j=1}^{2} a_{j \beta}^* + O(1) \varepsilon^{1/4}. \]

The proof is complete.
\[ \square \]

In view of (2.64), we know that for \( \beta = 1, 2, \ldots, \frac{n(n+1)}{2}, \)
\[
|u^\beta - u^*_{1 \beta}| \leq C \varepsilon^{1/4}, \quad \text{in } D \setminus \left( D_1 \cup D_2 \cup D_3 \cup C_{\delta} \varepsilon \right). \]
(2.103)

Making use of the standard boundary estimates for Stokes equation with (2.103) and the fact that \( u^\beta - u^*_{1 \beta} = 0 \) on \( \partial D, \) we get
\[
|\nabla (u^\beta - u^*_{1 \beta})| + |p^\beta - p^*_{1 \beta}| \leq C \varepsilon^{1/4}, \quad \text{on } \partial D,
\]
which yields that
\[
|b^\beta - b^*_{1 \beta}| \leq \int_{\partial D} \phi \cdot \sigma (u^\beta - u^*_{1 \beta}, p^\beta - p^*_{1 \beta}) \nu \leq C \|\phi\|_{C^0(\partial D)} \varepsilon^{1/4}. \]

Similarly,
\[
|b^\beta - b^*_{2 \beta}| \leq C \|\phi\|_{C^0(\partial D)} \varepsilon^{1/4}. \]

Then we obtain
Lemma 2.7. Assume as above. Then for a arbitrarily small \( \varepsilon > 0 \),

\[ b_i^\beta = b_i^{*\beta} + O(\varepsilon^\frac{1}{2}), \quad i = 1, 2, \beta = 1, 2, ..., \frac{n(n+1)}{2}, \]

and thus

\[ \sum_{i=1}^{2} b_i^\beta = \sum_{i=1}^{2} b_i^{*\beta} + O(\varepsilon^\frac{1}{2}), \]

where \( b_i^{*\beta} \) and \( b_i^\beta \), \( i = 1, 2, \beta = 1, 2, ..., \frac{n(n+1)}{2} \) are, respectively, given by (1.18) and (2.45).

A consequence of Lemmas 2.5 and 2.7 shows that

Lemma 2.8. Assume as above. Let \( C_2^\alpha \), \( \alpha = 1, 2, ..., \frac{n(n+1)}{2} \) be defined in (1.5). Then for a sufficiently small \( \varepsilon > 0 \),

\[ C_2^\alpha = C_2^{*\alpha} + O(r_\varepsilon), \quad \alpha = 1, 2, ..., \frac{n(n+1)}{2}, \]

where \( C_2^{*\alpha} \) is defined by (1.25), \( r_\varepsilon \) is defined in (1.26).

For later use, we recall Lemma 6.1 of [11] as follows.

Lemma 2.9. Let \( \Psi \) the linear space of rigid displacement defined by (1.1) with \( n \geq 2 \). Assume that \( \xi \in \Psi \) vanishes at \( n \) different points \( \bar{x}_i, i = 1, 2, ..., n \), which not lie on a \( (n-1) \)-dimensional plane. Then \( \xi = 0 \).

Proof of Lemma 2.8. To begin with, for \( \alpha = 1, 2, ..., \frac{n(n+1)}{2}, n \geq 2 \), let the elements of \( \alpha \)-th column of \( D \) given in (2.49) be replaced by column vector \( \left( \sum_{i=1}^{2} b_i^1, ..., \sum_{i=1}^{n} b_i^1 \right)^T \) and we then obtain new matrix \( D^{*\alpha} \) as follows:

\[
D^{\alpha} = \\
\begin{pmatrix}
\sum_{i,j=1}^{2} a_{ij}^{11} & \cdots & \sum_{i=1}^{2} b_i^1 & \cdots & \sum_{i,j=1}^{n(n+1)} a_{ij}^{1n(n+1)} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\sum_{i,j=1}^{2} a_{ij}^{n(n+1)} & \cdots & \sum_{i=1}^{2} b_i^{n(n+1)} & \cdots & \sum_{i,j=1}^{n(n+1)} a_{ij}^{n(n+1)}
\end{pmatrix}
\]

The proof is divided into two cases as follows.
Case 1. Consider $n = 2, 3$. Denote

$$A_0 = \begin{pmatrix}
    a_{11}^{n+1} & \cdots & a_{11}^{n(n+1)/2} \\
    \vdots & \ddots & \vdots \\
    a_{11}^{n(n+1)/2} & \cdots & a_{11}^{n(n+1)}
\end{pmatrix},$$

$$B_0 = \begin{pmatrix}
    2 \sum_{i=1}^{n} a_{i1}^{n+1} & \cdots & 2 \sum_{i=1}^{n} a_{i1}^{n(n+1)/2} \\
    \vdots & \ddots & \vdots \\
    2 \sum_{i=1}^{n} a_{i1}^{n(n+1)/2} & \cdots & 2 \sum_{i=1}^{n} a_{i1}^{n(n+1)}
\end{pmatrix},$$

$$C_0 = \begin{pmatrix}
    2 \sum_{j=1}^{n} a_{1j}^{n+1} & \cdots & 2 \sum_{j=1}^{n} a_{1j}^{n(n+1)/2} \\
    \vdots & \ddots & \vdots \\
    2 \sum_{j=1}^{n} a_{1j}^{n(n+1)/2} & \cdots & 2 \sum_{j=1}^{n} a_{1j}^{n(n+1)}
\end{pmatrix}.$$

For $\alpha = 1, 2, \ldots, \frac{n(n+1)}{2}$, by replacing the elements of $\alpha$-th column of $B_0$ by $(b_1^{n+1}, \ldots, b_1^{n(n+1)/2})^T$, we derive new matrix $B_0^\alpha$ as follows:

$$B_0^\alpha = \begin{pmatrix}
    \sum_{i=1}^{n} a_{i1}^{n+1} & \cdots & b_1^{n+1} & \cdots & 2 \sum_{i=1}^{n} a_{i1}^{n(n+1)/2} \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    \sum_{i=1}^{n} a_{i1}^{n(n+1)/2} & \cdots & b_1^{n(n+1)/2} & \cdots & 2 \sum_{i=1}^{n} a_{i1}^{n(n+1)}
\end{pmatrix}.$$

Denote

$$F_0 = \begin{pmatrix}
    A_0 & B_0 \\
    C_0 & D_0
\end{pmatrix}, \quad F_0^\alpha = \begin{pmatrix}
    A_0 & B_0^\alpha \\
    C_0 & D_0^\alpha
\end{pmatrix}, \quad \alpha = 1, 2, \ldots, \frac{n(n+1)}{2}.$$

Making use of Lemmas 2.5 and 2.7, we have

$$\det F_0 = \det F_0^\alpha + O(\varepsilon^{-\frac{n-1}{2}}), \quad \det F_0^\alpha = \det F_0^{\alpha^\prime} + O(\varepsilon^{-\frac{n-1}{2}}),$$

and then

$$\frac{\det F_0^\alpha}{\det F_0} = \frac{\det F_0^{\alpha^\prime}}{\det F_0} \cdot \frac{1}{1 - \frac{\det F_0^\alpha}{\det F_0}} + \frac{\det F_0^\alpha - \det F_0^{\alpha^\prime}}{\det F_0}$$

$$= \frac{\det F_0^{\alpha^\prime}}{\det F_0} (1 + O(\varepsilon^{-\frac{n-1}{2}})).$$

(2.106)
Claim that $\det F_0^* \neq 0$. In fact, for any $\xi = (\xi_1, \xi_2, \ldots, \xi_n)^T \neq 0$, we have

$$\xi^T F_0^* \xi = \int_{\Omega^*} \left( 2\mu \left( \sum_{\alpha=1}^{n(n+1)} \xi_{\alpha-n} u_1^{*\alpha} + \sum_{\alpha=1}^{n(n-1)} \xi_{\alpha+n(n-1)} (u_1^{*\alpha} + u_2^{*\alpha}) \right) ight. $$

$$+ e \left( \sum_{\beta=1}^{n(n+1)} \xi_{\beta-n} u_1^{*\beta} + \sum_{\beta=1}^{n(n-1)} \xi_{\beta+n(n-1)} (u_1^{*\beta} + u_2^{*\beta}) \right)$$

$$= 2\mu \int_{\Omega^*} \left| e \left( \sum_{\alpha=1}^{n(n+1)} \xi_{\alpha-n} u_1^{*\alpha} + \sum_{\alpha=1}^{n(n-1)} \xi_{\alpha+n(n-1)} (u_1^{*\alpha} + u_2^{*\alpha}) \right) \right|^2 > 0,$$

where in the last inequality we used the fact that

$$e \left( \sum_{\alpha=1}^{n(n+1)} \xi_{\alpha-n} u_1^{*\alpha} + \sum_{\alpha=1}^{n(n-1)} \xi_{\alpha+n(n-1)} (u_1^{*\alpha} + u_2^{*\alpha}) \right)$$

is not identically zero in $\Omega^*$. Reasoning by contradiction, assume that

$$e \left( \sum_{\alpha=1}^{n(n+1)} \xi_{\alpha-n} u_1^{*\alpha} + \sum_{\alpha=1}^{n(n-1)} \xi_{\alpha+n(n-1)} (u_1^{*\alpha} + u_2^{*\alpha}) \right) = 0, \quad \text{in } \Omega^*, \quad (2.107)$$

then

$$\sum_{\alpha=1}^{n(n+1)} \xi_{\alpha-n} u_1^{*\alpha} + \sum_{\alpha=1}^{n(n-1)} \xi_{\alpha+n(n-1)} (u_1^{*\alpha} + u_2^{*\alpha}) = \sum_{i=1}^{n(n+1)} a_i \psi_i, \quad \text{in } \Omega^*, \quad (2.107)$$

for some constants $a_i, i = 1, 2, \ldots, \frac{n(n+1)}{2}$. Since $u_1^{*\alpha} = u_2^{*\alpha} = 0$ on $\partial D$, it follows from $(2.107)$ that $\sum_{i=1}^{n(n+1)} a_i \psi_i = 0$, which implies that $a_i = 0, i = 1, 2, \ldots, \frac{n(n+1)}{2}$. Since

$$0 = \sum_{\alpha=1}^{n(n+1)} \xi_{\alpha-n} u_1^{*\alpha} + \sum_{\alpha=1}^{n(n-1)} \xi_{\alpha+n(n-1)} (u_1^{*\alpha} + u_2^{*\alpha})$$

$$= \left\{ \begin{array}{ll}
\sum_{\alpha=1}^{n} \xi_{\alpha+n(n-1)} \psi_\alpha + \sum_{\alpha=n+1}^{n(n+1)} (\xi_{\alpha-n} + \xi_{\alpha+n(n-1)}) \psi_\alpha, & \text{on } \partial D_1^*, \\
\sum_{\alpha=1}^{n(n+1)} \xi_{\alpha+n(n-1)} \psi_\alpha, & \text{on } \partial D_2^*, 
\end{array} \right.$$

then we obtain that $\xi = 0$. This is a contradiction.

Then applying Cramer’s rule to $(2.50)$, we deduce from $(2.106)$ that for $\alpha = 1, 2, \ldots, \frac{n(n+1)}{2},$

$$C_2 = \frac{\det F_0^*}{\det F_0} \left\{ \begin{array}{ll}
1 + O\left(\varepsilon^{\frac{1}{2}} \ln \varepsilon\right), & n = 2, \\
1 + O\left(|\ln \varepsilon|^{-1}\right), & n = 3.
\end{array} \right.$$

$$= \frac{\det F_0^*}{\det F_0} \left\{ \begin{array}{ll}
1 + O\left(\varepsilon^{\frac{1}{2}}\right), & n = 2, \\
1 + O\left(|\ln \varepsilon|^{-1}\right), & n = 3.
\end{array} \right.$$
**Case 2.** Consider \( n > 3 \). For \( \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \), let \( (b_1^1, \ldots, b_1^n) \) substitute for the elements of \( \alpha \)-th column \( \mathbb{B} \) and we then derive new matrix \( \mathbb{B}^\alpha_1 \) as follows:

\[
\mathbb{B}^\alpha_1 = \begin{pmatrix}
\sum_{i=1}^2 a_{i1}^1 & \ldots & b_1^1 & \ldots & \sum_{i=1}^2 a_{i1}^{(n+1)/2} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\sum_{i=1}^2 a_{i1}^{(n+1)/2} & \ldots & b_1^{(n+1)/2} & \ldots & \sum_{i=1}^2 a_{i1}^{(n+1)^2/2} \\
\end{pmatrix}
\]

Denote

\[
\mathbb{F}_1 = \begin{pmatrix} \mathbb{A} & \mathbb{B} \\ \mathbb{C} & \mathbb{D} \end{pmatrix}, \quad \mathbb{F}^\alpha_1 = \begin{pmatrix} \mathbb{A} & \mathbb{B}^\alpha \\ \mathbb{C} & \mathbb{D}^\alpha \end{pmatrix}, \quad \alpha = 1, 2, \ldots, \frac{n(n+1)}{2}.
\]

Making use of Lemmas 2.5 and 2.7 we deduce that for \( \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \),

\[
\det \mathbb{F}_1 = \det \mathbb{F}^\alpha_1 + O(\varepsilon^{\min\left(\frac{3}{2}, \frac{n+3}{2}\right)}), \quad \det \mathbb{F}^\alpha_1 = \det \mathbb{F}^\alpha_1 + O(\varepsilon^{\min\left(\frac{3}{2}, \frac{n+3}{2}\right)}).
\]

Analogously as above, it follows that \( \det \mathbb{F}^\alpha_1 \neq 0 \). Then for \( \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \),

\[
\frac{\det \mathbb{F}^\alpha_1}{\det \mathbb{F}_1} = \frac{1}{\det \mathbb{F}_1} - \frac{1}{\det \mathbb{F}_1} \frac{\det \mathbb{F}^\alpha_1 - \det \mathbb{F}^\alpha_1}{\det \mathbb{F}_1} = \frac{\det \mathbb{F}^\alpha_1 - \det \mathbb{F}^\alpha_1}{\det \mathbb{F}_1} (1 + O(\varepsilon^{\min\left(\frac{3}{2}, \frac{n+3}{2}\right)})).
\]

Hence, applying Cramer’s rule to (2.50) again, we derive

\[
C^\alpha_2 = \frac{\det \mathbb{F}^\alpha_1}{\det \mathbb{F}_1} = \frac{\det \mathbb{F}^\alpha_1}{\det \mathbb{F}_1} (1 + O(\varepsilon^{\min\left(\frac{3}{2}, \frac{n+3}{2}\right)})), \quad \alpha = 1, 2, \ldots, \frac{n(n+1)}{2}.
\]

The proof is complete. \( \square \)

Based on the results above, we are led to give the proof of Theorem 1.1.

**Proof of Theorem 1.1** Using linearity, we split the solution \((u^*_0, p^*_0)\) of problem (1.15) as follows:

\[
u^*_0 = \sum_{\alpha = 1}^{n(n+1)/2} C^\alpha_2 (u^*_1 + u^*_2) + u^*_0, \quad p^*_0 = \sum_{\alpha = 1}^{n(n+1)/2} C^\alpha_2 (p^*_1 + p^*_2) + p^*_0.
\]

where \((u^*_0, p^*_0)\) and \((u^*_1, p^*_1)\), \(i = 1, 2, \alpha = 1, 2, \ldots, \frac{n(n+1)}{2}\) are, respectively, the solutions of (1.19) and (1.20). Therefore, combining (2.58), (2.108), Lemmas 2.7 and 2.8, we have from integration by parts that

\[
\mathcal{B}_\beta [\varphi] - \mathcal{B}^*_\beta [\varphi] = \int_{\partial D_1} \psi_\beta \cdot \sigma [u^*_0, p^*_0] \nu - \int_{\partial D^*_1} \psi_\beta \cdot \sigma [u^*_0, p^*_0] \nu
\]

\[
= \sum_{\alpha = 1}^{n(n+1)/2} \left( C^\alpha_2 - C^\alpha_2 \right) \sum_{i=1}^2 a^\alpha_{i1}^\beta + \sum_{\alpha = 1}^{n(n+1)/2} C^\alpha_2 \left( \sum_{i=1}^2 a^\alpha_{i1}^\beta - \sum_{i=1}^2 a^\alpha_{i1}^\beta \right)
\]

\[
+ b^\beta_1 - b^\beta_1 = O(\varepsilon),
\]
where \( r_\varepsilon \) is given by (1.20). The proof is finished.

\[ \square \]

3. **Optimal gradient estimates and asymptotics**

This section is to establish the optimal gradient estimates and asymptotic formulas for solution to Stokes problem (1.3) by using the united stress concentration factors captured in Theorem 1.1. First, for \( \alpha = 1, 2, \ldots, n \), denote

\[
\mathbf{A}^{\alpha}_{1} = \begin{pmatrix}
B^*_1[\varphi] & a_{11}^{\alpha n+1} & \cdots & a_{11}^{\alpha n(n+1)} \\
B^*_2[\varphi] & a_{11}^{n+1} & \cdots & a_{11}^{n+1 n(n+1)} \\
\vdots & \vdots & \ddots & \vdots \\
B^*_n[\varphi] & a_{11}^{n(n+1)d+1} & \cdots & a_{11}^{n(n+1) n(n+1)} \\
\end{pmatrix}.
\]  

(3.1)

Second, for \( \alpha = n + 1, \ldots, \frac{n(n+1)}{2} \), by substituting \( (B^*_n[\varphi], \ldots, B^*_n[\varphi])^T \) for the elements of \( \alpha \)-th column of \( \mathbf{A}^{\alpha}_{1} \) given in (1.22), we get the following new matrix

\[
\mathbf{A}^{\alpha}_{2} = \begin{pmatrix}
a_{11}^{n+1 n+1} & \cdots & B^*_2[\varphi] & \cdots & a_{11}^{n+1 n(n+1)} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
a_{11}^{n(n+1) n+1} & \cdots & B^*_n[\varphi] & \cdots & a_{11}^{n(n+1) n(n+1)} \\
\end{pmatrix}.
\]  

(3.2)

Finally, for \( \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \), we replace the elements of \( \alpha \)-th column of \( \mathbf{A}^{\alpha}_{1} \) defined in (1.24) by \( (B^*_n[\varphi], \ldots, B^*_n[\varphi])^T \) and obtain new matrix \( \mathbf{A}^{\alpha}_{3} \) as follows:

\[
\mathbf{A}^{\alpha}_{3} = \begin{pmatrix}
a_{11}^{11} & \cdots & B^*_1[\varphi] & \cdots & a_{11}^{1 n(n+1)} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
a_{11}^{n(n+1) n(n+1)} & \cdots & B^*_n[\varphi] & \cdots & a_{11}^{n(n+1) n(n+1)} \\
\end{pmatrix}.
\]  

(3.3)

Then we have

**Theorem 3.1.** Suppose that \( D_1, D_2 \subset D \subset \mathbb{R}^n \) (\( n \geq 2 \)) are defined as above. For given \( \varphi \in C^2(\partial D; \mathbb{R}^n) \), let \( u \in H^1(D; \mathbb{R}^n) \cap C^1(\Omega; \mathbb{R}^n) \) and \( p \in L^2(D) \cap (\Omega') \) be the solution of (1.3) and (1.4). Then for an arbitrarily small \( \varepsilon > 0 \) and \( x = (x', x_n) \in \Omega_{R_0} \),

(i) in the case of \( n = 2, 3 \),

\[
\sigma[u, p - (\bar{q})_{\delta, x}] = \sum_{\alpha=1}^{n(n+1)} \det \mathbf{A}^{\alpha}_{1} \left[ \rho_n^{-1}(\varepsilon) \frac{1}{1 + O(r_\varepsilon)} \sigma[\bar{u}_1^\alpha, \bar{p}_1^\alpha] + \frac{1}{1 + O(r_\varepsilon)} \delta^{-1/2} \right] 
\]

\[
+ \sum_{\alpha=n+1}^{\frac{n(n+1)}{2}} \det \mathbf{A}^{\alpha}_{2} \left[ (1 + O(r_\varepsilon)) \sigma[\bar{u}_1^\alpha, \bar{p}_1^\alpha] + O(1) \rho_n^{-1}(\varepsilon) \delta^{-1/2} \right];
\]
Remark 3.2. According to the definitions of $\bar{\alpha}$ and $\bar{\alpha}^\alpha$, $\bar{\alpha} = 1, 2, ..., n(n+1)/2$, we know that the main singularity of $\nabla \bar{u}^\alpha_1$ is of order $O(\psi_0 \delta^{-1})$ with the blow-up rates of $\varepsilon^{-1}$ and $\varepsilon^{-1/2}$ achieving at the $(n-1)$-dimensional ball $\{|x'| \leq \varepsilon\}$, which correspond to the case of $\alpha = 1, 2, ..., n$ and $\alpha = n+1, ..., n(n+1)/2$, respectively. By contrast, the leading singularity of $\bar{p}^\alpha_1$, $\bar{p}^\alpha_1 = 1, 2, ..., n(n+1)/2$ is determined by the $n$-th term $\bar{p}^\alpha_1$ with its blow-up rates of order $O(\varepsilon^{-2})$ attaining at $\{|x'| \leq \varepsilon\}$, which is greater than that of $\nabla \bar{u}^\alpha_1$. Then combining the asymptotic results in Theorem 3.1 we obtain that the largest blow-up rate of $\sigma[u, p - (q)_{\delta, x}]$ arises from the pressure and is of order $O(\rho_0^{-1}(\varepsilon)\varepsilon^{-2})$, see Corollary 3.3 below for further details. In addition, the phenomena that the greatest singularity is determined by the pressure has also been revealed in previous work [33] on the blow-up of hydrodynamic forces, see the explicit singular functions corresponding to the pressure in Sections 4.3 and 4.6 of [33] for further details.

Proof. Step 1. The first step is devoted to giving a precise computation for $C_1^\alpha - C_2^\alpha$, $\alpha = 1, 2, ..., n(n+1)/2$.

Case 1. Consider the case when $n = 2, 3$. For $\alpha = 1, 2, ..., n$, define

$$A_1^\alpha = \begin{pmatrix}
B_{\alpha}^{[\varphi]} & a_1^{\alpha n+1} & \cdots & a_1^{n(n+1)/2} \\
B_{n+1}^{[\varphi]} & a_{n+1}^{\alpha n+1} & \cdots & a_{n+1}^{n(n+1)/2} \\
& & \vdots & \vdots \\
B_{n(n+1)/2}^{[\varphi]} & a_{n(n+1)/2}^{\alpha n+1} & \cdots & a_{n(n+1)/2}^{n(n+1)/2}
\end{pmatrix}.$$ 

For $\alpha = n+1, ..., n(n+1)/2$, let $(B_{d+1}^{[\varphi]}, ..., B_{n(n+1)/2}^{[\varphi]})^T$ substitute for the elements of $\alpha$-th column of $A_0$ given in (2.10) and then generate new matrix $A_2^\alpha$ as follows:

$$A_2^\alpha = \begin{pmatrix}
a_1^{d+1} & \cdots & B_{d+1}^{[\varphi]} & \cdots & a_{n+1}^{n(n+1)/2} \\
& & \vdots & \vdots & \vdots \\
& & \vdots & \vdots & \vdots \\
a_{n(n+1)/2}^{d+1} & \cdots & B_{n(n+1)/2}^{[\varphi]} & \cdots & a_{n(n+1)/2}^{n(n+1)/2}
\end{pmatrix}.$$
1.1 and Lemma 2.5 shows that

\[ \alpha = 1, 2, ..., n, n = 2, 3, \]  

(3.4)

where \( G_n^{\alpha} \), \( \alpha = 1, 2, ..., n, n = 2, 3 \) are defined by (2.75). A combination of Theorem 1.14 and Lemma 2.5 shows that

\[
\frac{1}{a_{11}^{\alpha}} = \frac{\rho_n^{-1}(\varepsilon)}{L_\alpha\left(\frac{\pi}{2\rho_n}\right)} \cdot \frac{1}{1 - \frac{\rho_n^{-1}(\varepsilon)}{L_\alpha\left(\frac{\pi}{2\rho_n}\right)} - a_{11}^{\alpha} \rho_n^{-1}(\varepsilon)}
\]

\[
= \frac{\rho_n^{-1}(\varepsilon)}{L_\alpha\left(\frac{\pi}{2\rho_n}\right)} \cdot \frac{1}{1 + \hat{G}_n^{\alpha} \rho_n^{-1}(\varepsilon) + O(1) \rho_n^{-1}(\varepsilon) \max\{e^{\frac{\pi}{2\rho_n}}, \tilde{g}_{\alpha,n}(\varepsilon)\}}
\]

\[
= \frac{\rho_n^{-1}(\varepsilon)}{L_\alpha\left(\frac{\pi}{2\rho_n}\right)} \cdot \frac{1}{1 + \hat{G}_n^{\alpha} \rho_n^{-1}(\varepsilon)}, \quad \alpha = 1, 2, ..., n, n = 2, 3, \]  

(3.5)

and

\[
\begin{cases}
\det \hat{A}_0 = \det \hat{A}_0^* + O(\varepsilon^{\frac{\pi}{2\rho_n}}), \\
\det \hat{A}_1^\alpha = \det \hat{A}_1^\alpha + O(r_{\varepsilon}), \quad \alpha = 1, 2, ..., n, \\
\det \hat{A}_2^\alpha = \det \hat{A}_2^\alpha + O(r_{\varepsilon}), \quad \alpha = n + 1, ..., \frac{n(n+1)}{2},
\end{cases}
\]

(3.6)

where \( r_{\varepsilon} \) is given by (1.20). Denote

\[
\omega_n^{\varepsilon}(\varepsilon) := \begin{cases}
|\ln \varepsilon|, & n = 2, \\
1, & n = 3.
\end{cases}
\]

(3.7)

Utilizing Cramer’s rule for (1.11), it then follows from (3.5) and (3.6) that for \( n = 2, 3 \),

\[
C_1^{\alpha} - C_2^{\alpha} = \left\{ \prod_{i=1}^{n} a_{11}^{\alpha} \det \hat{A}_0^\alpha \middle| \prod_{i=1}^{n} a_{11}^{\alpha} \det \hat{A}_0 \right. \cdot \begin{cases}
(1 + O(\rho_n^{-1}(\varepsilon) \omega_n^{\varepsilon}(\varepsilon))), & \alpha = 1, 2, ..., n, \\
(1 + O(\rho_n^{-1}(\varepsilon))), & \alpha = n + 1, ..., \frac{n(n+1)}{2},
\end{cases}
\]

\[
= \left\{ \frac{\rho_n^{-1}(\varepsilon)}{L_\alpha\left(\frac{\pi}{2\rho_n}\right)} \cdot \frac{\det \hat{A}_0^\alpha}{\det \hat{A}_0} \cdot \begin{cases}
1 + O(r_{\varepsilon}), & \alpha = 1, 2, ..., n, \\
1 + O(r_{\varepsilon}), & \alpha = n + 1, ..., \frac{n(n+1)}{2},
\end{cases}
\right\}
\]

(3.8)

where \( \rho_n(\varepsilon) \) and \( \omega_n^{\varepsilon}(\varepsilon) \) are, respectively, given by (2.62) and (3.7).

**Case 2.** Consider the case when \( n > 3 \). For \( \alpha = 1, 2, ..., \frac{n(n+1)}{2} \), let the elements of \( \alpha \)-th column of \( \hat{A} \) given in (2.48) be replaced by \( (B_1[\varphi], ..., B_{n(n+1)}[\varphi])^T \) and we thus obtain new matrix \( \hat{A}_3^{\alpha} \) as follows:

\[
\hat{A}_3^{\alpha} = \begin{pmatrix}
a_{11}^{\alpha} & \cdots & B_1[\varphi] & \cdots & a_{11}^{\frac{n(n+1)}{2}} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
a_{11}^{\frac{n(n+1)}{2}} & \cdots & B_{n(n+1)}[\varphi] & \cdots & a_{11}^{\frac{n(n+1)}{2}}
\end{pmatrix}.
\]
Hence, using Theorem 1.11 and Lemma 2.5 again, we deduce that for \( \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \),

\[
\det A = \det A^* + O(\varepsilon^{\frac{n(n+3)}{2}}), \quad \det A_3^\alpha = \det A_3^{\alpha*} + O(\varepsilon^{\frac{n(n+3)}{2}}).
\]

Applying Cramer’s rule to (1.11) again, we have

\[
C_1^\alpha - C_2^\alpha = \frac{\det A_3^\alpha}{\det A^*} = \frac{\det A_3^{\alpha*}}{\det A^*}(1 + O(\varepsilon^{\frac{n(n+3)}{2}})). \tag{3.9}
\]

**Step 2.** A consequence of Corollary 2.4 and (2.104) is that

\[
\left\{
\begin{aligned}
|\nabla u_0| &= \sum_{\alpha=1}^{\frac{n(n+1)}{2}} |C_2^\alpha \nabla(u_1^\alpha + u_2^\alpha)| + |\nabla u_0| \leq C\delta^{-\frac{p}{2}} e^{-\frac{1}{2c\delta^{1/2}}} , \\
|p_0| &= \sum_{\alpha=1}^{\frac{n(n+1)}{2}} |C_2^\alpha (p_1^\alpha + p_2^\alpha)| + |p_0| \leq C\delta^{-\frac{p}{2}} e^{-\frac{1}{2c\delta^{1/2}}} ,
\end{aligned}
\right. \tag{3.10}
\]

For simplicity, denote

\[
\tilde{r}_\alpha(\delta) := \begin{cases} 
1, & \alpha = 1, \ldots, n-1, \\
\delta^{-1/2}, & \alpha = n, \\
1, & \alpha = n+1, \ldots, 2n-1, \\
\delta^{1/2}, & \alpha = 2n, \ldots, \frac{n(n+1)}{2}, n \geq 3,
\end{cases}
\]

and

\[
q := \sum_{\alpha=1}^{\frac{n(n+1)}{2}} (C_1^\alpha - C_2^\alpha)(p_1^\alpha - p_1^\alpha), \tag{3.11}
\]

where the exact values of \( C_1^\alpha - C_2^\alpha, \alpha = 1, 2, \ldots, \frac{n(n+1)}{2} \) are given by (3.8) and (3.9).

According to (1.10), it follows from (2.13) and (3.8)–(3.10) that for \( x \in \Omega_{R_0} \),

(i) in the case of \( n = 2, 3 \),

\[
\nabla u = \sum_{\alpha=1}^{\frac{n(n+1)}{2}} \frac{\det A_1^\alpha}{\det A^*} \frac{\rho_0^{-1}(\varepsilon)}{\rho_0^{-1}(\varepsilon)} \frac{1 + O(r_\varepsilon)}{1 + G_1^\alpha \rho_0^{-1}(\varepsilon)} (\nabla \tilde{u}_1^\alpha + O(\tilde{r}_\alpha(\delta)))
\]

\[
+ \sum_{\alpha=1}^{\frac{n(n+1)}{2}} \frac{\det A_2^\alpha}{\det A^*} (1 + O(r_\varepsilon))(\nabla \tilde{u}_1^\alpha + O(\tilde{r}_\alpha(\delta))) + O(1)\delta^{-\frac{p}{2}} e^{-\frac{1}{2c\delta^{1/2}}}
\]

\[
= \sum_{\alpha=1}^{\frac{n(n+1)}{2}} \frac{\det A_1^\alpha}{\det A^*} \frac{\rho_0^{-1}(\varepsilon)}{\rho_0^{-1}(\varepsilon)} \frac{1 + O(r_\varepsilon)}{1 + G_1^\alpha \rho_0^{-1}(\varepsilon)} \nabla \tilde{u}_1^\alpha
\]

\[
+ \sum_{\alpha=1}^{\frac{n(n+1)}{2}} \frac{\det A_2^\alpha}{\det A^*} (1 + O(r_\varepsilon)) \nabla \tilde{u}_1^\alpha + O(1)\rho_0^{-1}(\varepsilon)\delta^{-1/2}, \tag{3.12}
\]
and

\[ p - (q)_{\delta; x'} = \sum_{\alpha=1}^{n(n+1)} (C_1^\alpha - C_2^\alpha)(\tilde{p}_1^\alpha + q_1^\alpha - (q_1^\alpha)_{\delta; x'}) + O(1)\delta^{-\frac{3}{2}} e^{-\frac{1}{2c_3^3r^2}} \]

\[ = \sum_{\alpha=1}^{n(n+1)} \frac{\det A_1^\alpha}{\det A_0^\alpha} \frac{\rho_n^{-1}(\varepsilon)}{L_\alpha(\frac{\pi}{2c})} \frac{1 + O(r_\varepsilon)}{1 + \varepsilon} (\tilde{p}_1^\alpha + O(\tilde{r}_\alpha(\delta))) \]

\[ + \sum_{ \alpha=n+1}^{n(n+1)} \frac{\det A_2^\alpha}{\det A_0^\alpha} (1 + O(r_\varepsilon))(\tilde{p}_1^\alpha + O(\tilde{r}_\alpha(\delta))) + O(1)\delta^{-\frac{3}{2}} e^{-\frac{1}{2c_3^3r^2}} \]

\[ = \sum_{\alpha=1}^{n(n+1)} \frac{\det A_1^\alpha}{\det A_0^\alpha} \frac{\rho_n^{-1}(\varepsilon)}{L_\alpha(\frac{\pi}{2c})} \frac{1 + O(r_\varepsilon)}{1 + \varepsilon} \tilde{p}_1^\alpha \]

\[ + \sum_{ \alpha=n+1}^{n(n+1)} \frac{\det A_2^\alpha}{\det A_0^\alpha} (1 + O(r_\varepsilon))\tilde{p}_1^\alpha + O(1)\rho_n^{-1}(\varepsilon)\delta^{-1/2}; \quad (3.13) \]

(ii) in the case of \( n > 3 \),

\[ \nabla \mathbf{u} = \sum_{\alpha=1}^{n(n+1)} \frac{\det A_3^\alpha}{\det A^*} (1 + O(\varepsilon^{\min\left\{ \frac{1}{2}, \frac{n-3}{2(n-1)} \right\}}))(\nabla \tilde{u}_1^\alpha + O(\tilde{r}_\alpha(\delta))) + O(1)\delta^{-\frac{3}{2}} e^{-\frac{1}{2c_3^3r^2}} \]

\[ = \sum_{\alpha=1}^{n(n+1)} \frac{\det A_3^\alpha}{\det A^*} (1 + O(\varepsilon^{\min\left\{ \frac{1}{2}, \frac{n-3}{2(n-1)} \right\}}))\nabla \tilde{u}_1^\alpha + O(1)\delta^{-1/2}; \quad (3.14) \]

and

\[ p - (q)_{\delta; x'} = \sum_{\alpha=1}^{n(n+1)} \frac{\det A_1^\alpha}{\det A^*} (1 + O(\varepsilon^{\min\left\{ \frac{1}{2}, \frac{n-3}{2(n-1)} \right\}}))(\tilde{p}_1^\alpha + O(\tilde{r}_\alpha(\delta))) \]

\[ = \sum_{\alpha=1}^{n(n+1)} \frac{\det A_2^\alpha}{\det A^*} (1 + O(\varepsilon^{\min\left\{ \frac{1}{2}, \frac{n-3}{2(n-1)} \right\}}))\tilde{p}_1^\alpha + O(1)\delta^{-1/2}. \quad (3.15) \]

Consequently, combining these asymptotics above, we obtain that Theorem \ref{thm:3.1} holds.

□

For the convenience of presentation, in the following \( a \lesssim b \) (or \( a \gtrsim b \)) implies \( a \leq Cb \) (or \( a \geq \frac{1}{C}b \)) for some positive \( \varepsilon \)-independent constant \( C \), which depends only on \( \mu, n, R_0, \kappa \), and the upper bounds of the \( C^{2,\gamma} \) norm of \( \partial D \) and \( \partial D_i, i = 1, 2 \).

Corollary 3.3. Assume as in Theorem \ref{thm:3.7}. If \( \det A_i^{\alpha n} \neq 0, i = 1, 3 \), then for any arbitrarily small \( \varepsilon > 0 \) and \( x \in \{ |x'| = 0 \} \cap \Omega \),

\[ |\sigma[\mathbf{u}, p - (q)_{\delta; x'}]| \lesssim \begin{cases} \max_{1 \leq \alpha \leq n} \frac{\rho_n^{-1}(\varepsilon)}{|\det A_1^{\alpha n}|} \frac{1}{\varepsilon^{2\rho_n(\varepsilon)}}, & n = 2, 3, \\ \max_{1 \leq \alpha \leq n} \frac{|\det A_1^{\alpha n}|}{|\det A^*|}, & n > 3. \end{cases} \]
According to Remark 3.2 and (3.12)–(3.15), it follows that for $n = 2, 3$,

$$|p - (q)_{\delta;x'}| \lesssim \sum_{\alpha=1}^{n} \frac{\det \Lambda_1^{\alpha}}{\det \Lambda_0^{\alpha}} \frac{\kappa^{n-1}}{\mu \det \Lambda_0^{\alpha}} |\nabla u_1^{\alpha}| + \rho_n^{-1}(\varepsilon) \varepsilon^{-1/2}$$

and

$$|p - (q)_{\delta;x'}| \lesssim \sum_{\alpha=1}^{n} \frac{\det \Lambda_1^{\alpha}}{\det \Lambda_0^{\alpha}} \frac{\kappa^{n-1}}{\mu \det \Lambda_0^{\alpha}} |\nabla p_1^{\alpha}| + \rho_n^{-1}(\varepsilon) \varepsilon^{-1/2}$$

Remark 3.4. The optimal gradient estimates in Corollary 3.3 are shown more precisely than that of [31] due to the captured blow-up matrices in any dimension.

Proof. According to Remark 3.2 and (3.12)–(3.15), it follows that for $x \in \{x' = 0'\} \cap \Omega$,

$$|\nabla u| \lesssim \sum_{\alpha=1}^{n} \frac{\det \Lambda_1^{\alpha}}{\det \Lambda_0^{\alpha}} \frac{\kappa^{n-1}}{\mu \det \Lambda_0^{\alpha}} |\nabla \tilde{u}_1^{\alpha}| + \rho_n^{-1}(\varepsilon) \varepsilon^{-1/2}$$

and

$$|\nabla u| \gtrsim \sum_{\alpha=1}^{n} \frac{\det \Lambda_1^{\alpha}}{\det \Lambda_0^{\alpha}} \frac{\kappa^{n-1}}{\mu \det \Lambda_0^{\alpha}} |\nabla \tilde{p}_1^{\alpha}| - C \rho_n^{-1}(\varepsilon) \varepsilon^{-1/2}$$

Since

$$\sqrt{n} |p - (q)_{\delta;x'}| - 2\mu |\nabla u| \leq |\sigma[u, p - (q)_{\delta;x'}]| \leq \sqrt{n} |p - (q)_{\delta;x'}| - 2\mu |\nabla u|,$$

then we have

$$\left\{ \begin{array}{l}
\frac{\kappa^{n-1}}{\mu \det \Lambda_0^{\alpha}} \frac{1}{\varepsilon^2 \rho_n(\varepsilon)} \lesssim |\sigma[u, p - (q)_{\delta;x'}]| \lesssim \max_{1 \leq \alpha \leq n} \frac{\kappa^{n-1}}{\mu \det \Lambda_0^{\alpha}} \frac{1}{\varepsilon^2 \rho_n(\varepsilon)}, \quad n = 2, 3,
\frac{\kappa^{n-1}}{\mu \det \Lambda_0^{\alpha}} \frac{1}{\varepsilon^2 \rho_n(\varepsilon)} \lesssim |\sigma[u, p - (q)_{\delta;x'}]| \lesssim \max_{1 \leq \alpha \leq n} \frac{\kappa^{n-1}}{\mu \det \Lambda_0^{\alpha}} \frac{1}{\varepsilon^2 \rho_n(\varepsilon)}, \quad n > 3.
\end{array} \right.$$
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