A High-Time Resolution Search for Compact Objects using Fast Radio Burst Gravitational Lens Interferometry with CHIME/FRB
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The gravitational field of compact objects, such as primordial black holes, can create multiple images of background sources. For transients such as fast radio bursts (FRBs), these multiple images can be resolved in the time domain. Under certain circumstances, these images not only have similar burst morphologies but are also phase-coherent at the electric field level. With a novel dechannelization algorithm and a matched filtering technique, we search for repeated copies of the same electric field waveform in observations of FRBs detected by the FRB backend of the Canadian Hydrogen Mapping Intensity Experiment (CHIME). An interference fringe from a coherent gravitational lensing signal will appear in the time-lag domain as a statistically-significant peak in the time-lag autocorrelation function. We calibrate our statistical significance using telescope data containing no FRB signal. Our dataset consists of ~100-ms long recordings of voltage data from 172 FRB events, dechannelized to 1.25-ns time resolution. This coherent search algorithm allows us to search for gravitational lensing signatures from compact objects in the mass range of $10^{-4} - 10^4 M_{\odot}$. After ruling out an anomalous candidate due to diffractive scintillation, we find no significant detections of gravitational lensing in the 172 FRB events that have been analyzed. In a companion work [1], we interpret the constraints on dark matter from this search.
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I. INTRODUCTION

In recent years, the observation of gravitational waves from mergers of compact binaries [2] has renewed interest in the possibility that a significant fraction of dark matter is composed of dark compact objects [3], such as primordial black holes (PBHs). Gravitational lensing of transients like fast radio bursts (FRBs) [4] has emerged as one of the cleanest ways to detect the presence of such dark compact objects [5–8]. While the progenitor and emission mechanism of these millisecond long bursts are not yet well-understood, their cosmological distance and abundance make them particularly well-suited to time-domain searches for gravitational lensing [5–8]. In this paper, we present a search pipeline for coherently detecting a gravitationally-lensed FRB. The fundamental idea of the search is that propagation of the FRB through the gravitational field of a foreground mass will coherently produce multiple images of the FRB, resolvable in time domain as an interference fringe.

Traditional searches for compact objects using gravitational lensing such as the MACHO and EROS projects [9, 10] monitor steady background sources on timescales of days to weeks and search for slow modulations of the sources’ apparent brightness. These searches are able to constrain the distribution of PBHs within the Local Group. FRBs, on the other hand, have been localized to other galaxies (see e.g., [11–13]). Using FRBs as probes, it may be possible to constrain the cosmological abundance rather than the local abundance of PBHs.

Unlike MACHO or EROS, our search detects lensing not through the gradual brightening of a background star as a lens transits in the foreground, but by the direct detection of a second image of the same FRB in the time domain. This means that for similar lens masses, we search for images on short timescales (nanoseconds to milliseconds). To search for a putative second image, we auto-correlate the FRB’s phase-preserving baseband data similar to how baseband data are correlated in very long baseline interferometry (VLBI). We refer to this method as “interferometric lensing”. Similar methods [14, 15] have had non-detections of a gravitational lensing signature using a correlation method. We seek to increase sensitivity to lensing detections by correlating with a matched filter and searching by modeling the noise properties of the system.

In this paper, we present a gravitational lensing search pipeline, and apply it to 172 FRBs detected by the FRB instrument on the Canadian Hydrogen Intensity Mapping Experiment [16]. We present constraints on the abundance of PBHs that compose dark matter in a companion paper [1].

II. GRAVITATIONAL LENSING MODEL

The phenomenology of gravitational microlensing is extremely rich, and different search techniques are sensitive to different signatures of lensing. In our time-domain search, as in previous works [5, 7, 8, 17, 18], we search for compact objects which can be modeled by the simplest of lens models: a point-mass lens. In the point-mass model, a point mass $M_L$ at a redshift $z_L$ lies at a transverse physical distance $b = y R_E(M_L, z_L, z_S)$ from the direct line of sight. Here, $y$ is the impact parameter measured in units of $R_E$ (the Einstein radius), which in turn depends on $z_L$ and $z_S$ (the lens and source redshifts respectively). In this simple model, all the phenomenology is captured by two parameters: a characteristic delay $\tau$, $\tau = \frac{4GM_L(1 + z_L)}{c^2} \left( \frac{1}{2} y \sqrt{y^2 + 4} + \ln \left( y + \sqrt{y^2 + 4} \right) \right)$, and a flux magnification ratio $\mu = |\varepsilon|^2$ (where $\varepsilon$ is the electric field magnification ratio) which we take by convention to be $0 < |\varepsilon| < 1$, where $|\varepsilon|^2 = \frac{y^2 + 2 - y \sqrt{y^2 + 4}}{y^2 + 2 + y \sqrt{y^2 + 4}}$. Equation 1 and 2 predict that the brighter image arrives before the fainter one. It also allows us to translate the observables into the lens properties: its redshifted mass $M(1 + z_L)$ and impact parameter $b$.

The point lens model assumes the only propagation effect is gravitational lensing. Plasma lensing of FRBs [19] also induces multi-path propagation, and scintillation and scattering of FRBs. This complicates the search for gravitational lensing events. We describe the effect of scintillation on our search in Sec. VII, and a two-screen model incorporating both gravitational and scattering effects is provided in [1].

In principle, the multi-path propagation characteristic of gravitational lensing is a purely geometric effect caused by differing path lengths around the lens. The phase coherence of the electric field is preserved by a gravitational lens. Hence, coherent algorithms for measuring time delays, such as those used in VLBI, should be able to detect an FRB that is coherently lensed by a foreground mass. Such a system would have profound implications for studies of gravitational lensing. First, it would be the most precise measurement of a gravitational lensing delay ever made, by orders of magnitude [20]. Second, it would allow for the first observation of wave interference effects in gravitational lensing [21], which are inaccessible in other systems where gravitational lensing is traditionally studied due to large source sizes [22, 23]. Finally, it would open up the possibility of using coherently lensed FRBs as some of the most exquisitely sensitive “interferometers” in the universe [24, 25] with the gravitational lens acting as an astronomical “beamsplitter.”
A. Recovery of the Observables

In this Section, we outline how a gravitationally-lensed FRB can be detected in the voltage timesream captured by a radio telescope. The details of the derivation can be found in Appendix A. First, we consider the scenario where we have a gravitationally-lensed FRB. Our voltage timesream takes the form,

\[ V_p(t) = S_p(t) + \varepsilon S_p(t - \tau) + N_p(t), \quad (3) \]

where \( P \) indexes the two telescope polarizations (X and Y), \( S_p \) is amplitude-modulated white noise corresponding to the unlensed electric field signal \( N_p \) is stationary telescope noise, and \( \tau \) is the true time delay between the two images. We seek to auto-correlate the voltage with itself to construct a time-lag spectrum as a function of many trial time lags \( \hat{t} \),

\[ C_P(\hat{t}) = \frac{\sum \Delta \varepsilon \epsilon S_p(t) N_p(t) W_p^2(t)}{\sqrt{\left( \sum \Delta \varepsilon \epsilon S_p(t) N_p(t) \right) \left( \sum \Delta \varepsilon \epsilon S_p(t) N_p(t) \right)}}. \quad (4) \]

In Eq. (4), the \( W_p^2(t) \) are matched filters: smooth, positive functions constructed from the light curve of the burst as measured in each telescope polarization (Sec. IV A). They are approximations to the optimal matched filter, in which each time sample of \( V_p(t) \) gets upweighted by its signal-to-noise ratio \( S_p^2(t)/N_p^2(t) \). In our data, the noise is largely stationary, so taking \( W_p^2(t) \propto S_p^2(t) \) is close to optimal.

In general, to interpret the \( C_P(\hat{t}) \) produced by time-lag correlating with a matched filter, there are two limiting cases: when the fainter image is (a) outside the support of \( W_p^2(t) \), such that the filter is constructed without any information about the image, and (b) inside the support of \( W_p^2(t) \), such that the filter model is affected by the image’s presence. We find from numerical simulations, described in Sec. IV that the uncertainty in recovering \( \varepsilon \) from \( C_P(\hat{t}) \) is dominated by the thermal noise in CHIME/FRB data rather than the differences between scenario (a) and (b) \( \hat{t} \). Hence, we neglect the complications arising from scenario (b), and present the recovery of the lensing observables \( \varepsilon \) and \( \tau \) from \( C_P(\hat{t}) \) in scenario (a). First, we define the weighted unlensed fluence as

\[ F_P = \sum_t S_p^2(t) W_p^2(t). \quad (5) \]

and note that \( F_P \) is translationally invariant in time. Additionally, we define the weighted signal-to-noise ratio as

\[ \Gamma = \sum_t \frac{F_P}{N_p^2(t) W_p^2(t)}. \quad (6) \]

At the lensing time delay, \( \hat{t} = \tau \),

\[ C_P(\tau) = \frac{\varepsilon \Gamma}{\sqrt{\left( \Gamma + 1 \right) \left( \varepsilon^2 \Gamma + 1 \right)}}. \quad (7) \]

We can obtain \( \sum N_p^2(t) W_p^2(t) \), which is proportional to the system temperature, from our off-pulse realizations and calculate \( \Gamma_P \). We can then recover the value of \( \varepsilon \) as

\[ \varepsilon^2 = \frac{C_P^2(\tau) \left( \Gamma + 1 \right)}{\Gamma^2 - C_P^2(\tau) \Gamma^2 - C_P^2(\tau) \Gamma}. \quad (8) \]

We recover \( \tau \) from the associated time-lag of \( \varepsilon \). Then, we convert these quantities into parameters of the lensing system. We obtain the normalized impact parameter \( y \) as \( \varepsilon \)

\[ y = \sqrt{|\varepsilon| + |\varepsilon|^{-1} - 2}. \quad (9) \]

and the redshift mass of the lens as

\[ M_L(1+z_L) = \frac{c^3 \tau}{4G} \left( \frac{y}{2 \sqrt{y^2 + 4}} - \ln \left( \frac{y + \sqrt{y^2 + 4}}{y - \sqrt{y^2 + 4}} \right) \right)^{-1}. \quad (10) \]

We note that with \( \tau \) and \( \varepsilon \) alone, it is difficult to recover the actual mass of the gravitational lens because it is degenerate with its own redshift. Only the combination \( M_L(1+z_L) \), also known as the “redshifted mass” (see, e.g., [27]), can be estimated. For the remainder of this paper, we focus on the recovery and estimates for \( \varepsilon \) and \( \tau \).

III. CHIME

In this section, we provide a concise overview of CHIME [28], the FRB backend [16], and the baseband system [29], which records and stores the data used in our search. CHIME has no moving parts, and beams are digitally formed and steered. It is located near Penticton, British Columbia at the Dominion Radio Astrophysical Observatory (DRAO). CHIME consists of four cylindrical paraboloidal reflectors which are each \( \approx 100 \text{-m long and 20-m wide} \). Each cylinder is populated with of 256 dual-polarization antenna feeds, along an 80-m-long focal line with each feed spaced 30 cm apart. The feeds are oriented such that the two polarizations are aligned with the N-S and E-W cardinal directions. The dimensions of the telescope are crucial for the lensing search, as signals can reflect and bounce along the cylinder. This creates time-delayed images in the system that would be indistinguishable from a time-delayed gravitationally lensed image. The largest dimension is 100 m, therefore any detections at time-lags less than \( \text{100 m} = 330 \text{ ns} \) are indistinguishable from instrumental echoes, which are likely at such small time-lags.

Each antenna feed operates within a bandpass of 400-800 MHz. Analog signals from the feeds are digitized in the second Nyquist zone at a sampling rate...
of 800 MHz with 8-bit accuracy [30]. The signal is channelized through a Polyphase Filterbank (PFB, see Appendix C for details). This signal processing chain turns the digitized voltage time stream, sampled every 1.25 ns, into 1024 frequency channels. Each channel is 390 kHz wide and is centered at $f_i = 400.390625, 400.78125, ..., 800.0 \text{ MHz}$. The channelized complex data compose the dynamic spectrum which is sampled every 2.56 µs with 4 + 4 bit complex accuracy. This frequency-time data or dynamic spectrum is referred to as baseband data. The signal processing and channelization are done through a signal processing system referred to as the F-engine [30]. For the gravitational lensing search, we seek to invert the channelization and recover the higher time resolution voltage time stream to search for smaller time delays.

The channelized data are passed from the F-engine to the X-engine: 256 computer nodes that process the voltage data in parallel over different frequencies for various backends [28, 31, 32]. Using Fast Fourier Transform (FFT) beamforming [33, 34], the X-engine forms a grid of 1024 beams pointing towards a fixed set of azimuths and altitudes within CHIME’s primary beam [16]. The CHIME Fast Radio Burst project (CHIME/FRB) performs a real-time search for FRBs in each beam and once a candidate is detected, the search backend triggers a raw baseband dump, saving the data for offline analysis [16].

Our search relies on baseband data, which are calibrated and prepared for scientific analysis through the baseband analysis pipeline [29]. There are two steps which affect the gravitational lensing search: beamforming and dedispersion.

First, once an FRB has been detected in one of the beams in the search grid, the baseband analysis pipeline finds the best-fit location of the FRB in the sky [29]. The baseband data from each antenna can be re-beamformed towards the best-fit position by applying a phase shift to each antenna. This points all of the antennas at the best-fit location of the FRB. The co-added dynamic spectrum pointed to the best-fit location for each FRB is used in the remainder of our analysis.

After beamforming, we de-disperse the data by applying the following coherent de-dispersion kernel [35]:

$$H(f + f_i) = \exp\left(-2\pi i k_{\text{DM}} f \frac{f^2}{f_i^2(f + f_i)} \right)$$  \hspace{1cm} (11)

where the $f_i$ are chosen to be the center frequency of each channel and the DM is chosen to maximize the signal-to-noise ratio of the burst summed over all 1024 channels. Next, the entire band is dedispersed incoherently, by shifting each channel by some integer multiple of 2.56 µs to align neighboring channels according to the chosen DM. These two steps sufficiently compensate for interstellar dispersion for the purposes of our pipeline’s successful operation [4].

Beyond the dispersive smearing of the pulse, we consider other propagation effects which may have an influence on our pipeline’s sensitivity and may require compensation. One effect that has been explored is the possibility that the DM differs between the two images due to their different propagation paths [37, 38]. However, the largest lensing delay we consider is 100 ms. The fractional difference in path length, considering the cosmological travel times of FRB emission, is at most of order 100 ms/1 Gyr $\sim 10^{-18}$. The fractional change in the DM arising from the two different paths is therefore a negligible effect. Small-scale inhomogeneities between the two paths may be relevant, but this matters most near the gravitational lens plane, where the two image paths are maximally separated. The lens in turn is most likely to be found at a significant distance from either the source or the observer. If such plasma density fluctuations were present at significant distances from either source or observer, we would observe IGM-based scatter broadening in FRBs which would likely quench any spectral scintillation. The observation of scintillation in many FRBs [39, 41] provides evidence against the scattering originating from the IGM or in the CGM of intervening galaxies. A similar argument applies for differential Faraday rotation between the two images.

### A. Dataset

We conducted our search using the baseband data of 172 FRB events with 103 events from independent sight lines. The remaining events are repeat bursts identified with one of the first 103 sources. 19 of these bursts have been previously analyzed and are publicly available in [42], and the remainder have not appeared in CHIME/FRB publications. Our search algorithm uses baseband data, which is available for approximately 25% of all bursts detected by CHIME/FRB. Baseband is dumped when the burst’s signal-to-noise ratio (S/N) $\gtrsim 15$ and DM $< 1000 \text{ cm}^{-3}$. In addition, repeating FRB sources are over-represented in our sample relative to all FRBs detected by CHIME/FRB due to CHIME/FRB’s data analysis prioritization strategy. Depending on the steepness of the FRB luminosity function, there might

\[^3\] There is an overall phase per frequency channel due to dispersion that remains uncorrected (see [36] Eq. (5.17)); however this overall phase cancels out in time-lag auto-correlation.
be a slight magnification bias which makes lensed bursts over-represented in our sample. With current numbers of FRBs, however, this effect is too small to detect. We provide a table of all FRB events used in this search in Appendix B.

IV. SEARCH ALGORITHM

Our search algorithm for detecting gravitationally lensed images in the CHIME/FRB baseband data from FRB events is comprised of five main sections. In the following, we will outline the implementation of these algorithms and their importance in detecting microlensing.

A. Matched Filter

After the pulse is aligned across the band, we construct a matched filter \( W_P(t) \) in the time-lag domain following [49]. We begin by summing the intensity over all frequency channels to obtain a pulse profile. This intensity profile is then smoothed by convolving it with a Gaussian whose width is set by some downsampling factor, chosen on a burst-by-burst basis by the baseband pipeline [44]. When the intensity profile falls to the noise floor, we set the filter value to zero outside this region. \( W_P(t) \) is therefore positive in some region, hereafter referred to as the “on-pulse” region, and zero everywhere else (the “off-pulse” region(s)). In later parts of the search, we use the off-pulse data as a null test. Additionally, we construct off-pulse filters by translating \( W_P(t) \) to time ranges at least five burst widths prior to the FRB’s arrival. In the point-mass lens model, the dimmer image arrives after the brighter one, so the data before the first burst are assumed to not contain any lensed images. The FRB image might lie inside or outside the on-pulse region.

Figure 1 shows the result of this process, where the matched filter outlines the intensity profile generated from the dynamic spectrum. The white bands spanning the time axis in the dynamic spectrum are frequency channels that are persistently contaminated with radio-frequency interference (RFI) or frequencies processed by correlator nodes that were not operational during the duration of the baseband dump. These channels are masked as part of the baseband pipeline.
B. PFB Inversion

In modern FX correlators, a polyphase filter-bank (PFB) is used to channelize real-valued voltage timestream data into narrow-bandwidth channels of complex-valued voltage data (see Appendix C). We refer to the result as baseband data; it is proportional to the underlying wavefield and from baseband data, quantities such as (intensity) dynamic spectra can be calculated. This simplifies procedures like beamforming and dedispersion but reduces the time resolution from that implied by the telescope bandwidth (1.25 ns) to that implied by the channel bandwidths of 2.56 µs. To access timescales finer than 2.56 µs, it is possible to dechannelize the data and approximately invert the channelization from a dynamic spectrum back into a single voltage timestream. This process can be thought of as turning CHIME into one effective antenna recording voltage data at a time resolution of 1.25 ns – CHIME’s native sampling rate.

We invert the PFB by considering the time domain to be periodic about the total length of the baseband data, i.e. imposing a “circulant” boundary and solving a system of linear equations. A derivation of the inversion can be found in Appendix C and further details can be found in [15]. We summarize the method to invert the PFB in the following computational steps:

1. We take the baseband data represented as a complex array, \(V(k, m)\). Here, \(k\) is the “channel” axis, which represents frequency in units of 390 kHz per channel. \(m\) is the time axis (in units of frames, where each frame has a duration of 2.56 µs).

2. The PFB can be thought of as a linear filter which applies a different frequency response for each sub-frame time offset \(m'\) \((m' \in 0, 1.25, ..., 2560 \text{ ns})\) and sub-channel frequency \(k'\) \((k' \in [-195.3125 \text{ kHz}, ..., +195.3125 \text{ kHz}])\). The frequency response is time-dependent and has a period of 2.56 µs. This period is formed as the PFB is applied to digitized voltage data every 2.56 µs. By imposing a circulant boundary on \(m\), the PFB operator is akin to a convolution and therefore easy to invert in \(m', k'\) space using only Fourier transforms. In the language of linear algebra, the PFB can be represented in \(m', k'\) space as a diagonal operator and, \(m'\) and \(k'\) jointly specify a unique eigenmode of the PFB. To transform the data into this space, we first apply a discrete inverse Fourier transform to the channel axis. The frequency channel axis is transformed to the sub-frame time axis (i.e., \(k \rightarrow m'\)).

3. \(V(m', m)\) is real-valued and solely in the time domain. This is a timestream with the PFB filter convolved throughout. We deconvolve the filter by first reconstructing the PFB filter in this domain. We place the PFB window coefficients (a sinc-hamming window for CHIME) at the start of a zero-padded array with the same dimensions as \(V(m', m)\), capturing both the sub-frame and frame information of the filter.

4. The PFB is applied every 2.56 µs; we deconvolve it along the frame \((m)\) axis. We apply a discrete forward Fourier transform to the frame axis to transform it to the sub-channel frequency axis (i.e., \(m \rightarrow k'\)) for both the zero-padded PFB filter and \(V(m', m)\). The result is the diagonal matrix \(P_e\), which approximates the frequency response of the PFB as a function of time \(m'\) and sub-channel frequency \(k'\).

5. The PFB is not perfectly invertible; therefore some elements of \(P_e(m', k')\) (the PFB’s frequency response) are close to zero. Additionally, voltage signals arrive at the correlator at different times, scrambling sub-frame structure. To mitigate this, we average \(P_e(m', k')\) over all values of \(m'\), 0, 1.25, 2.50, ...2560 ns. This averaging procedure can be thought of as a way to average over unknown cable delays incurred prior to digitization.

\[
P_e(k') = \frac{1}{2048} \sum_{m'} P_e(m', k')
\]

then is independent of \(m'\).

6. We divide the data \(V(m', k')\) by \(P_e(m', k')\), deconvolving the PFB filter from the data. Note that this is an imperfect deconvolution because of the averaging operation but gives more stationary autocorrelation functions as compared with \(P_e(m', k')\).

7. Finally, we perform a discrete inverse Fourier transform over the sub-frame frequency axis to transform \(k'\) back to \(m'\). Our data are now represented as a function of the sub-frame time offset \(m'\) and the frame delay \(m\). Flattening the array \(V(m', m)\) results in \(V(m+m')\), a one dimensional function in the time-domain with a time resolution of 1.25 ns. This represents a good approximation to the reconstructed timestream that would be observed if CHIME were a single-dish telescope pointed precisely in the direction of the FRB, with the effects of dispersion removed.

In principle it is possible to invert the PFB before beamforming and dedispersing the FRB signal. This is the better method if one wants to accurately reconstruct the FRB in the time domain rather than the time-lag domain. However, the phase introduced per frequency channel by beamforming and dedispersion is not relevant for the purposes of our gravitational lensing search, as this only introduces an overall phase error per frequency channel in the dynamic spectrum. This overall phase error is redundant when performing a time-lag auto-correlation as it would be common to both images. The phase between neighboring channels, however, does
affect the PFB inversion. Specifically, the PFB has a different frequency response as a function of sub-integer delay. However, since the sub-frame delay of each channel after summing over antennas is not straightforward to model robustly, we instead average the PFB’s eigenspectrum as a function of sub-integer delay.

There are inversion artifacts that appear at regularly-spaced intervals in the time-lag domain, every integer multiple of 2.56 µs due to imperfect inversion of the PFB. We refer to these artifacts as correlation leakage. In real data, we are able to remove the correlation leakage for off-pulse data. Unfortunately, this procedure is not able to completely remove correlation leakage for some extremely bright FRBs. However, we are able to replicate this feature by simulating similar bursts having similar widths, S/N ratios, and DMs to the observed burst (Section IV). This correlation leakage is understood and can be modeled exactly with our simulation framework. If these correlation leakage features are present in data, we will always find them at integer multiples of 2.56 µs in the time-lag domain. As the locations of these correlation leakage spikes are known and they are able to be replicated in simulations, we chose to account for this in our pipeline by only searching for lensing correlations at lags corresponding to non-integer multiples of a frame (2.56 µs). This reduces our exposure to lenses by about 1 part in 2048.

C. RFI Flagging

Narrowband RFI can cause false positives in our search. Therefore, it is necessary to aggressively remove RFI. We apply RFI filtering at two different stages in our pipeline. Our first flagging occurs before inverting the channelization. This removes any strong narrowband RFI that auto-correlates. We take the matched filter, move it to a region without any FRB signal, and perform our time-lag correlation (defined in section IV) per frequency channel. We normalize all the frequency lag spectra by the zero-lag peak and obtain the RMS per frequency channel. We calculate the mean and standard deviation $\sigma$ across all frequency channels and flag based on whether a channel is larger than $3\sigma$ from the mean. We move the off-pulse to five different regions in total, repeating this process, in order to generate a RFI mask from the sum of all the trials. The off-pulse realizations should not contain any FRB signal but even in that scenario a lensing signal would only exist at one frame delay and be common in amplitude across all frequencies. This algorithm, which removes channels that autocorrelate strongly with themselves across time-lag, should not mask such a non-local signal.

Our second round of RFI flagging occurs after we generate the high frequency resolution spectrum, which occurs after we have inverted the PFB. Here, we flag by applying a median absolute deviation (MAD) filter and masking any excursions in the spectra which exceed $3\sigma$, where $\sigma = 1.4826 \times \sigma_{\text{MAD}}$ and where $\sigma_{\text{MAD}}$ is the median absolute deviation of the nearest 15 neighbors. We additionally remove the 2048 (out of $10^6$ values) highest peaks in the frequency spectra to further ensure that there are no outliers remaining. This is sufficient to removing all narrowband RFI signals without removing a significant fraction of the FRB’s spectral content. Because the lensing signal is non-local in frequency space, our narrowband RFI flagging removes less than 1% of the lensing signal in a typical run. The final RFI mask is the union of all frequencies flagged in both polarizations, and results in a significant reduction in the non-Gaussian statistics in the time-lag domain.

In order to claim a statistically significant excursion, we require a thorough model of the underlying statistics of noise and other contaminations such as RFI, such that we can reject the null hypothesis. We use the off-pulse realizations to capture the instantaneous noise environment and sample the RFI conditions at the time of each event. We find this noise follows Gaussian statistics in the time-lag domain with the largest source of non-Gaussianity in the distribution of correlation values coming from strong narrowband RFI. We find our RFI flagging method results in an average removal $\sim 20\%$ of the total bandwidth and is able to significantly reduce non-Gaussian contributions.

D. Time-Lag Correlation

FIG. 2. Time-lag correlation of both telescope polarizations, shown on a log-log scale. The on-pulse (black) is the time-lag correlation of the matched filters aligned with the FRB in each polarization. The off-pulse (blue) is the time-lag correlation with the matched filter moved to a region containing no burst. Telescope reflections dominate at lag timescales < 300 ns (shaded in pink). Peaks from PFB correlation leakage are visible at certain integer multiples of 2.56 µs. A statistically significant correlation at any other time-lags might be a gravitational lensing signature.

For our correlation algorithm, we implement Eq. 4.
through FFTs. This allows us to generate the time-lag spectrum using the discrete Fourier transformed spectra of the reconstructed voltage time-stream in a computationally efficient manner. We generate two time-lag correlation functions; $C_X(t)$ and $C_Y(t)$, one from each antenna polarization. For shorthand, we introduce the vector,

$$\vec{C}(t) = [C_X(t), C_Y(t)] .$$

In principle, a statistically-significant outlier in the time-lag domain could be interpreted as a signature of coherent gravitational lensing with some time delay $\tau$ and the relative image magnification ratio. We can convert the independent antenna polarization components of $\vec{C}(t)$ correlation values to the corresponding field amplitude ratios, giving $\vec{\varepsilon}(t)$, using the square root of Eq. 8 and conserving the sign of the components of $\vec{C}(t)$.

To assess the statistical properties of $\vec{\varepsilon}(t)$, we generate off-pulse time-lag spectra by shifting the matched filter to a region without the burst and repeating the correlation. We average several off-pulse realizations into an estimate of the mean off-pulse time-lag spectra, which we denote as $\vec{\mu}(t)$. We also measure the standard deviation of off-pulse spectra realizations from the mean time-lag spectrum, denoted as $\vec{\sigma}(t)$. Our final data product consists of $\vec{\mu}(t)$, $\vec{\sigma}(t)$, and a single off-pulse realization left out of the calculation of $\vec{\sigma}(t)$.

Fig. 2 shows the time-lag spectrum of on-pulse data containing an FRB (shown in black) and off-pulse data (shown in blue). The similarity of the two curves reflects the fact that the telescope data are dominated by thermal noise. We expect a coherent lensing event to appear as a peak in the time-lag spectrum in both telescope polarizations, with the same magnification ratio. One complication that arises is that at delays less than $\sim 300$ ns, internal reflections within the telescope dominate the on-pulse time-lag spectrum and can cause it to deviate from the off-pulse time-lag spectrum, even in the absence of a lensed image. Additionally, the frequency channel mask introduces spectral structure between $\pm 2.56$ $\mu$s for both on-pulse and off-pulse data. This leads to non-zero structure for the time-lag spectrum.

In the absence of a detection, our measurements of $|\varepsilon|^2$ can still be interpreted as an upper limit on the relative magnification ratio as a function of lag, presented in our companion paper (Leung and Kader [1]).

E. Outlier Detection

Lensing events are expected to be quite rare; optimistic estimates [8] vary from 1 in 100 to 1 in 1000 FRB sightlines for our mass range of interest. Detecting FRB lensing therefore requires a search through all time-lags from a large sample of FRBs. Additionally, each $\vec{\varepsilon}(t)$ contains $\approx 10^9$ time-lags. It is difficult to search for lenses in such a large volume of data. However, the data volume can be reduced. We use the fact that instrumental reflections and frequency masking dominate only over a short range of time-lag scales. At short time-lag scales ($|t| \leq 4 \times 2.56$ $\mu$s), these systematics can significantly affect the distribution of time-lag spectrum values. However, at larger time-lag scales ($|t| > 4 \times 2.56$ $\mu$s), the majority of time-lag spectrum values can be modeled as realizations of a Gaussian random variable. Therefore, we can divide the time-lag spectrum at large time-lag scales into logarithmically-spaced bins. The bin edges are defined by $\pm 2.56 \mu$s $\times 4^i$ for integer values of $i = 0, 1, \ldots$. For large time-lag scales, we characterize the statistics of each time-lag bin separately such that the systematics and statistics of smaller time-lag bins likely do not affect those of the larger time-lag bins and vice versa. Then, we save only the outliers in each time-lag bin.

We quantify outliers as follows. For each time-lag bin we calculate and save the mean over lags within a time-lag bin, denoted $\bar{\mu}_i$ (not to be confused with the mean over off-pulse time-lag spectra $\bar{\mu}_i(t)$). We also calculate
the 2 × 2 covariance matrix $G_i$ from the time-lag spectrum values within that time-lag bin, for every lag bin. The matrix elements of $G_i$ are computed by empirically estimating the moments $\langle \varepsilon X \rangle$, $\langle \varepsilon Y \rangle$, and $\langle \varepsilon_X \varepsilon_Y \rangle$, $\langle \varepsilon_X \rangle$, $\langle \varepsilon_Y \rangle$ from the time-lag spectrum values within lag bin $i$.

We find that the $G_i$ differ significantly between the off-pulse and on-pulse data. In particular, Fig. 4 shows that for off-pulse data, the $X$ and $Y$ components of the time-lag spectrum vector $\varepsilon(t)$ can be modeled as two independent Gaussian random variables. In contrast, for on-pulse data (Fig. 1), the two spectra often exhibit a high degree of correlation between polarizations. For instance, we see that the correlation between the two polarizations form a tilted ellipse in Fig. 4. The source of the correlation between polarizations is likely diffractive scintillation of the FRB. In Fig. 5 we see that the excess correlation in the time-lag spectrum itself in the on-pulse deviates significantly from the off-pulse/instrumental response suggesting an astrophysical origin. When comparing the fine spectral structure of the burst in a dynamic spectrum to the time-lag spectrum (Fig. 5), we see a clear relationship between the frequency bandwidth of all the sub-bursts and the width of the excess correlation structure in our time-lag spectrum analysis. We interpret the excess in Fig. 5 as the signature of diffractive scintillation as seen in the time-lag spectrum.

![FIG. 4. The joint distribution of $\varepsilon_X$ and $\varepsilon_Y$ (black points) for the on-pulse realization for an FRB event with excess correlation present. The criteria for a candidate are defined in Tab. II. Left: A graphical representation of the excursion significance not taking into account correlations between feed polarizations. The candidate event (green star) lies slightly outside the threshold contour (blue) and within expected range of a gravitational lensing signal (green region). Right: However, an improved estimate taking into account polarization correlations, shows the significance of the excess is consistent with the null hypothesis.](image)

A vector $\varepsilon(t)$ belonging to time-lag bin $i$ has a $\chi^2$ value

$$\chi^2 = (\varepsilon(t) - \mu_i)^T \cdot G_i^{-1} \cdot (\varepsilon(t) - \mu_i). \quad (13)$$

To keep the data volume manageable, we keep the 2048 most significant vectors, i.e. the vectors with the largest $\chi^2$ values. We find that keeping the 2048 top candidates within each lag bin is sufficient to preserve the tails of the distribution of vectors $\varepsilon(t)$ in which a lensing signal may be present. In this scheme, we keep a larger fraction of peaks at short time-lags than at large time-lags. While this property may seem undesirable, the logarithmic binning is natural for an unbiased search. The lensing time delay that we expect to observe is proportional to the characteristic mass scale of the lenses. Without a preferred mass scale over our mass range $(10^{-4} - 10^4 M_\odot)$, all decades in mass (and therefore in time-lag) should be treated as equally likely to produce a lensing event. From this perspective, the fact that a smaller fraction of time-lags are saved in larger bins can be thought of as a look-elsewhere effect. At our fixed time resolution of 1.25 ns there are more lag trials at larger lag scales.

We refer to the remaining set of vectors as an “excursion set” containing $\approx 2048$ vectors, or “excursions,” per time-lag bin per burst. Any significant lensing event should be part of the excursion set, and should stand out in the excursion set. We analyze this possibility in Sec. VI. Alternatively, a large number of sub-threshold lensing events, may still measurably distort the distribution of excursions. This is considered in Sec. VII. To assess this latter possibility, we also generate an excursion set for the off-pulse data.

![FIG. 5. Comparison of the time-lag spectrum for the on-pulse data (black) to that of the off-pulse data (blue) for an event with a correlated polarization. Time-lags that contain telescope reflections are indicated as the shaded purple region. There is evidence of excess correlation structure compared to the instrumental response extending to $t < 1$ ms. At larger time-lags, on-pulse and off-pulse time-lag spectra become nearly identical. This excess structure appears across a broad range of time-lags, which is inconsistent with the expectation for a single gravitationally lensed image.](image)
FIG. 6. A simulated gravitationally lensed FRB injected into telescope noise data. The second image is injected at $\tau = 1.53$ ms and with $\varepsilon = 0.1$. The image itself is not visible by eye but the second image is still detected by the search pipeline, shown in Fig. 7. Both images are dispersed to the same DM, have the PFB channelization applied, and are then coherently dedispersed. Channels not recorded by the X-engine or contaminated by radio-frequency interference (RFI) are indicated by the white bands in the dynamic spectrum.

V. SIMULATIONS

To check whether our pipeline can detect true gravitationally-lensed signals, we inject a coherent gravitationally-lensed FRB signal into noise samples from all the events in our dataset. The noise data is selected from a region of baseband data without a detected FRB. This tests our search pipeline in a realistic noise environment that includes RFI and frequency channel masking.

Using this simulation framework, we may test our selection criteria and whether our pipeline recovers the parameters of the injected lensing event. We simulate a high-resolution voltage timestream at 800 Megasamples per second (the CHIME sampling rate) and simulate an FRB signal, which we model as white noise modulated with a Gaussian-shaped pulse profile. We do not consider any multi-path propagation effects other than the coherent gravitational lensing signal. We synthesize a lensing event by delaying the signal in time using Fourier methods and multiplying the signal by $\varepsilon$ as in Eq. 3. Both signals are dispersed with the same DM. The signal is sent through a PFB mimicking that of CHIME to channelize the voltage timestream into baseband data. The signals are dedispersed with the true DM and then injected into noise data. The noise data realizations are constructed from the off-pulse region of FRB events captured by CHIME. With this framework, we are able to capture instrumental effects and validate the recovery of lensing signals in a realistic noise environment, which includes effects such as masked channels, RFI, and telescope reflections.

In Fig. 6, we show the baseband data containing a simulated gravitationally lensed FRB injected into noise data recorded by CHIME. The second, delayed image has $\tau = 1.53$ ms with $\varepsilon = 0.1$. In Fig. 7, we show the simulated lensing event which passes all of our selection criteria discussed in Sec. VI. We note that while the second image may not be visible by eye and exist within the noise, that with the matched filter and phase correlation, we are able to detect and recover the lensing signal.

For each noise dataset in our sample of FRBs, we randomly choose $S/N$ values between 9 and 30, a DM between 10 and 50 pc cm$^{-3}$, and fix the pulse width at 256 $\mu$s. Low DMs are chosen to reduce the computational cost of manipulating extremely long data streams. The lensing parameters are chosen as follows; we take a relative field amplitude ratio, $\varepsilon \in [0.001, 0.9)$, and a lens-
ing time delay, \( \tau \), between \( 7 \times 2.56 \) ps and \( 5000 \times 2.56 \) ps. All simulation parameter values are drawn from a flat distribution between the ranges listed. In Fig. 8 we highlight how our pipeline is able to recover the input lensing parameters as a function of \( \varepsilon \Gamma \), the fractional increase of the system temperature due to the second, delayed image (see Eqs. A13 & A16). We additionally highlight the relationship of \( \varepsilon \Gamma \) to \( \chi^2 \) (Eq. 13), where \( \chi^2 \) is a standardized measurement of the height of the correlation peak in relation to the noise statistics of the time-lag bin. The dashed line at \( \chi^2 = 43 \) is the largest \( \chi^2 \) observed from the corresponding off-pulse realizations and represents the noise floor. Excursions close to this line are more likely to be noise fluctuations. We indicate a turnover point at \( \varepsilon \Gamma = 0.03 \) where the lensing signal is classified as a signal rather than a noise fluctuation.

We find the pipeline is able to detect the lensing signal above these thresholds, indicated by the recovery of the time delay. For these detected excursions, we find an average error of \( \sim 23\% \) in the recovery of the relative magnification. There are three reasons for this error.

First, we assume that the matched filter is a template of one image rather than two images. This assumption fails strongly if the second image is comparable in brightness to the first one and close in arrival time to the first image such that the matched filter is constructed with the contribution of both images. In this scenario, the estimate of the relative magnification is incorrect as the unlensed fluence, \( F \) (Eq. 3), becomes \((1 + \varepsilon^2)F\). This does not affect the constraints on PBHs as the contribution of one image is approximate when \( \varepsilon \to 0 \), near the noise floor. The other bound is known physically, \( \varepsilon \to 1 \) as \( \tau \to 0 \). For a real detection, this effect can be corrected for after confirmation.

Second, the peak height is reduced by \( 13\% \) on average as a result of discretely sampling the phase delay between the two images at 1.25 ns. The arrival time between the two images is vanishingly unlikely to be an integer multiple of 1.25 ns. The result of this effect is to generate a sinc response rather than a delta function and smear power over neighbouring samples. This effect can be accounted for in future work by considering these neighbouring samples, however for this current work, this effect results in an average error of \( 13\% \) in the recovery of \( \varepsilon \).

Finally, we see a decoherence within the sub-frame separate from the previous effect related to the PFB and our inversion method. This is similar to the previous effect, as it relates to the phase delay between the two images on the scale of 2.56 ps rather than 1.25 ns. We can fully characterize this response, which is periodic every 2.56 ps, by empirically modelling it through simulations. We then correct it for both the simulations and the data. After correcting for this effect, our recovery of \( \varepsilon \) is limited by noise variance (a < 10\% error).

As a final note, this simulation framework is only meant to test our search pipeline and understand our sensitivity to gravitational lensing parameters in real noise environments. Additional astrophysical effects, such as the spatial distribution of PBHs in the large-scale structure along the line of sight, could be added in future work.

### VI. VETO CONDITIONS

In order to label an individual excursion as a gravitational lensing event, it must stand out as an outlier among the excursion set. We impose four conditions to quantify this, which we summarize in Table II. Briefly, we require that the lensing event not occur at a frame boundary (close to an integer multiple of 2.56 ps), that it is unlikely to be a noise fluctuation, and that the FRB is...
FIG. 9. Histogram of $N_{\text{gauss},i}$ (see Eq. 15), derived from the time-lag spectrum of simulated lensed FRBs injected into real telescope noise. The $N_{\text{gauss},i}$ values are aggregated over all lag bins $i$, by taking the largest statistical excursion in each correlation time-lag bin $i$ for all simulated events with successive veto conditions applied. There exists a lensing signature for every event. On-pulse data (left) highlights the large tail resulting from gravitational lensing. The off-pulse data (right) highlights the false-positive rate from noise. Conditions are defined in Tab. II. The red bin contains all excursions with $N_{\text{gauss}} \leq 10^{-12}$ that satisfy both conditions.

detected in both the X and Y time-lag spectra and that they experience similar magnification ratios.

First, as discussed in Sec. C, we do not consider excursions that are within $0.625 \text{ ns (set by CHIME’s Nyquist limit)}$ of an integer multiple of, $2.56 \text{ ps (our “delay” condition)}$. Those excursions are likely to be non-astrophysical PFB inversion artifacts. If the largest excursion corresponds to an integer multiple of a frame, we disregard it and consider the next largest excursion.

Second, for each lag bin, we can quantify whether the largest excursion is likely to be a noise fluctuation, and discard excursions attributable to noise (our “significance” condition). Since $\chi^2$ values from noise fluctuations follow a $\chi^2$ distribution with two degrees of freedom (e.g. Fig. 3), we calculate the probability of obtaining an excursion at least as large as the largest within that lag bin (whose significance we refer to as $\chi^2_{\text{max},i}$).

\begin{align}
    p_i &= P(\chi^2 \geq \chi^2_{\text{max},i}) = 1 - \int_{0}^{\chi^2_{\text{max},i}} dx f(x; 2) \\
    &= \exp(-\chi^2_{\text{max},i}/2),
\end{align}

(14)

where $f(\chi^2; 2)$ denotes the probability density function for a $\chi^2$ random variable with two degrees of freedom, and where $p_i$ is the probability we would obtain our candidate excursion due to noise. To account for the trials factor $N$, the total number of time-lags in bin $i$, we multiply $p_i$ by $N_i$ to get $N_{\text{gauss},i},$

\[ N_{\text{gauss},i} = p_i N_i, \] (15)

which may be interpreted as the answer to the question, “How many excursions of size $\chi^2_{\text{max},i}$ or larger are expected from lag bin $i$?” If $N_{\text{gauss},i}$ is $O(1)$, then it is probable that the largest excursion in that lag bin was a noise fluctuation. However, if $N_{\text{gauss},i} \ll 1$, then it is more likely that the excursion does not originate from statistical fluctuations in the time-lag spectrum.

We set a threshold of $N_{\text{gauss},i} < 10^{-2}$ and expect 1 in $10^2$ lag bins to contain an excursion that passes this criterion purely due to statistical fluctuations. The threshold is visible as the blue ellipses in e.g., Figs. 3, 4, 7. A low threshold value of $N_{\text{gauss},i}$ means that a false positive is unexpected when only a single lag bin is considered. As more lag bins are considered, including those from other bursts, the number of false positives will increase with this choice of threshold. The number of false positives can be estimated by tracking the total number of excursions from every lag bin and every burst that pass all our conditions using off-pulse data.

| Condition | Description |
|-----------|-------------|
| Delay | $\tau \notin N \times 2.56 \text{ ps} \pm 0.625 \text{ ns}$ where $N \in \mathbb{Z}$ |
| Significance | $\varepsilon$ has $N_{\text{gauss}} < 0.01$ in its lag bin |
| Polarization | $|\varepsilon_X - \varepsilon_Y|$ within 99th percentile in its lag bin |

TABLE II. Conditions for a candidate excursion to be considered as a potential lensing event. Conditions are considered successively, with each step acting only on excursions passing all previous conditions.
Third, in the absence of noise, we would expect that a gravitational lens would affect the two polarizations in precisely the same way (our “polarization” condition). Hence, we expect $\varepsilon_X = \varepsilon_Y$; in the presence of noise there will be some discrepancy from perfectly equal flux ratios. We therefore require that the burst be detected in both telescope polarizations, that is, $\Gamma_X > 1$ and $\Gamma_Y > 1$ (Eq. (6) in Sec. II A). Then, for each lag bin, we compute the difference in relative magnification ratio between the two polarizations and consider this condition satisfied if $|\varepsilon_Y(t) − \varepsilon_X(t)|$ is within the 99th percentile of the noise fluctuations within its bin.

Graphically, the region that is not excluded is represented as the green band in e.g. Figs. 3, 4, 7. This condition effectively disqualifies faint bursts where the detection is marginal in one of the telescope polarizations. While it is possible to incorrectly disqualify bright bursts which are coincidentally polarized along the other telescope polarization, it is much more likely that the observed burst is intrinsically dim. In this case, a possible lensing event would be even fainter and hard to robustly validate.

The final possibility for a candidate, once instrumental noise and diffractive scintillation are ruled out, is that the candidate is due to gravitational lensing.

The time-lag spectrum values can be used to obtain upper limits on impact parameters, $y$, and redshifted mass, $M_t(1 + z_l)$. This information is used in our separate analysis that provides upper limits on the cosmological abundance of compact objects [1].

VII. DETECTING LENSING

In Sec. VII, we established our conditions for the detection of a candidate excursion in a single time-lag bin. In this section, we apply those conditions to excursion sets from every FRB event in our dataset to search for lensing in our sample. We aggregate the largest $N_{\text{gauss}, i}$ values from every lag bin from every FRB into a “global” distribution of excursions. With the global distribution, we can consider two questions: “Is there a single bright lensing event that is a distinct outlier from all excursions?” and “Does there lie a distribution of faint lensing events within our search data that we might detect as a statistical excess?”.

Our search set included all the FRB events with available beamformed baseband data and therefore contains no selection bias other than that bias imposed by which some events are given processing priority. In the future, the pipeline will become automated such that all baseband events will have time-lag correlation data available. For each of our 172 FRB events, we collect the associated probability of obtaining the largest excursion, $N_{\text{gauss}, i}$, from every time-lag bin. In Fig. 10, we show a histogram of these $N_{\text{gauss}, i}$ values compiled from our search. One value of $N_{\text{gauss}, i}$ for each time lag bin for each of the 172 FRB events makes a total of 1905 excursions: in the on-pulse distribution (left) and 1861 in the off-pulse distribution (right). The discrepancy comes from the inclusion of both positive and negative time-lag bins; off-pulse time-lag spectra are taken before the burst’s arrival, where no lensing is expected. Since bursts may arrive close to the start of the data acquisition, there are on average fewer negative time-lag bins than for on-pulse spectra.

If $N_{\text{gauss}, i} < 1$ (i.e. that the small chance occurrence probability is low), the corresponding $\varepsilon$ value is larger. $N_{\text{gauss}, i}$, therefore, acts as an indicator for the detection of a lensing signal. If there exists any lensing signals, faint or bright, they can be detected by comparing the on-pulse to the off-pulse distribution. Any excess in the on-pulse data might be due to lensed FRB events.

In Fig. 11, we show the normalized cumulative distribution of $N_{\text{gauss}, i}$ for both on-pulse (black) and off-pulse (blue) and compare to a distribution created by sampling from a Gaussian distribution and including all selection effects of our pipeline (red). Our pipeline creates logarithmic time-lag bins and then selects the statistical excursion within that bin. If we sampled from Gaussian noise, we would observe the red distribution in this figure. However, it can be seen that both the on- and off-pulse distributions are not Gaussian in nature. The discrepancy originates from non-Gaussianity present in the tail distribution of telescope data. We are sensitive in detecting any non-Gaussian tail distributions, such as RFI for off-pulse data and RFI and diffractive scintillation for on-pulse data. As the search is expanded to more events, the tail distribution can be properly sampled, modelled, and accounted for such that the significance threshold can be accurately set. For this work, we refer only to the expected number of excursions assuming Gaussian sampling, $N_{\text{gauss}, i}$ and assert that this is a metric for evaluating the distributions, enough though the numeric values for $N_{\text{gauss}, i}$ would have the correct overall normalization for Gaussian distributions only.

In the global distribution, we can visualize the successive application of the candidate selection criteria in Table I and the resulting candidates that survive each condition. First, no excursion lies at an integer multiple of 2.56 µs (delay condition); these events are not shown. Next, the covariance matrices $G_i$ are calculated from the remaining excursions and the black dashed line indicates which excursions (those with $N_{\text{gauss}, i} < 0.01$) are classified as significant (significance condition). The orange hatched part of the histogram labels excursions that have a corresponding $N_{\text{gauss}, i}$ lower than this threshold value of 0.01. This choice is arbitrary but our results are insensitive to small changes in the threshold. This can be seen in Fig. 12 where the cumulative global distributions are shown. There is a deviation between the tails of the on-pulse and off-pulse distributions but it does not lie near the chosen threshold. Finally, the green part of the histogram refers to excursions that additionally have a magnification ratio that is consistent between the two polarizations (Polarization condition). After all conditions are considered, we see a single outlier event. This is a
FIG. 10. The distribution collecting the smallest values of $N_{\text{gauss},i}$ (see Eq. 15) observed (blue) in each time-lag bin for 172 FRB events. The most significant excursion in the global distribution of the on-pulse dataset lies farther below the threshold than the most significant excursion in the off-pulse dataset. On-pulse data (left) have more excursions which survive the vetoes than off-pulse data (right). 3.0% of on-pulse excursions compared to 2.0% of off-pulse excursions survive the significance condition (orange hatched). After applying all three conditions (green), 0.8% of both on-pulse and off-pulse excursions remain (green filled). Note the difference in x-axis scales from Fig. 9. There are also no excursions with $N_{\text{gauss},i}$ smaller than the scale shown.

systematic outlier whose origin we discuss in Sec. VII A. Hence, we exclude it from further analysis of the global distribution.

To check whether the on-pulse and off-pulse data are consistent with being drawn from the same underlying probability distribution, we perform several two-sample Kolmogorov-Smirnov (KS) tests. When comparing the two distributions with only the delay condition applied, the KS test statistic is $D = 0.075$; the associated $p$-value is $p = 3 \times 10^{-5}$. If we consider only those excursions meeting the delay and significance conditions with $N_{\text{gauss},i} < 0.01$ (orange hatched) we obtain $D = 0.16$ and $p = 0.52$. When applying the delay, significance, and polarization conditions (green filled), we obtain $D = 0.53$ and $p = 0.026$. Of these three cases, we reject the null hypothesis — that the on-pulse distribution is the same as the off-pulse distribution — in the first and the last case.

We find the cumulative fraction of statistically-significant off-pulse events is 2.0%. For on-pulse events we find this is 3.0%. The lack of excess events in the tail of the off-pulse data suggests these on-pulse excursions are not related to instrumental effects. However, these outliers are not consistent with the gravitational lensing hypothesis, as after all conditions are applied the cumulative fraction for both data sets is effectively the same (0.8%). The origin of the excess is likely diffractive scintillation, not gravitational lensing.

We also propagate the simulations of Sec. VI forward to show how the presence of lensing might distort the global distribution. The resulting simulated on-pulse and off-pulse distributions of $N_{\text{gauss},i}$ are shown in the left and right panels of Fig. 9 respectively. After all our conditions are applied, the remaining excursions are shown in green.

In the first scenario, the most probable lensing candidate is the one with the smallest $N_{\text{gauss},i}$. Its significance can be assessed by comparing the smallest $N_{\text{gauss},i}$ value from the on-pulse to that of the off-pulse distribution. In the latter (many, faint lensing events) scenario, when the null hypothesis is be rejected, it is possible that the excess of low-$N_{\text{gauss},i}$ events originates from many faint gravitational lensing events.

A. The Outlier Event

From the comparison of the two distributions of all time-lag bin excursions, shown in Fig. 10 we found one excursion in the on-pulse distribution that survives our three veto criteria. The excursion has $N_{\text{exp}} \sim 10^{-8}$, many orders of magnitude lower than the most significant excursion in the off-pulse distribution satisfying the same criteria (see green bars in Fig. 10).

However, the excursion is unusual for several reasons. First, it appears at a negative time lag. This is not expected in the point-mass lensing model, where the fainter
image generically arrives after the brighter image. Second, its statistical significance as quantified by $N_{\text{exp}}$ is likely overestimated. This is due to our fixed binning scheme combined with the time-lag spectrum for this burst being unusually non-stationary. Upon inspection of the on-pulse time-lag spectrum for this event, the outlier was revealed to be a false positive because the time-lag spectrum for this FRB event is highly non-stationary as a function of time-lag. Fig. 13 shows the excess correlation in the on-pulse time-lag spectrum compared to the off-pulse time-lag spectrum. The -256 to -64 $\times$ 2.56 $\mu$s bin contains the outlier, which is highlighted as the circled star in Fig. 13. In Fig. 18, it is clear that the candidate is comparable to the structure seen in the -64 to -16 $\times$ 2.56 $\mu$s bin, but since the bin edge almost exactly coincides with the extent of the structure in the time-lag spectrum, just enough structure leaks into the the -256 to -64 $\times$ 2.56 $\mu$s bin from the -64 to -16 $\times$ 2.56 $\mu$s bin to generate a false positive but not enough to significantly modify $G_i$ for the latter bin.

This is a shortcoming of the pipeline, which assumes that the statistics of the time-lag spectrum values only change slowly as a function of lag. However, Fig. 13 shows that diffractive scintillation changes the statistics within lag bins in a way that changes rapidly as a function of lag. We emphasize that this event is not representative of our sample of FRBs. Only two FRB events, FRB20190417C and FRB20190624B, which includes the one shown here, in our sample exhibit this 0.1-ms-scale excess correlation; this represents an edge case rather than the standard for all our FRB events. We leave a more systematic treatment of time-lag dependent noise variance for future work.

VIII. FINAL REMARKS

In this paper, we have presented a phase-coherent search pipeline to detect gravitational lensing of FRBs by compact objects of masses $\sim 10^{-4}$ to $10^4 M_\odot$. We have conducted a search in a sample of 172 FRBs observed with CHIME. We have developed a comprehensive set of vetoes to classify and flag possible gravitational lensing candidates. We found no significant indications of a gravitational lensing signature for these events. Two bursts in our sample show statistically-significant structures in their time-lag spectra persistent in both telescope polarizations. One likely explanation for this is diffractive scintillation, which has already been observed in some FRBs [33, 34]. A study of a handful of bursts exhibiting diffractive scintillation with CHIME [31] has shown that the scintillation is largely consistent with expectations from turbulent plasma in the Milky Way as quantified by the NE2001 model [46]. This feature can be explained by diffractive scintillation in that FRB. If the excess correlation is from multi-path propagation through interstellar plasma it shows that many FRBs maintain phase-coherence as they propagate to Earth. Future work should characterize the feasibility of observing gravitational lensing even in the presence of plasma-related multi-path propagation effects. In our companion paper [1], we consider the constraints derived from our search on primordial black holes along our line of sight. Together these papers pioneer the use of coherent FRB lensing as a powerful cosmological tool.
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Appendix A: Correlation Algorithm

1. Time-lag Correlation

In this section, we derive the search algorithm and how the lensing signal appears in the time-lag domain. Let us define the real-valued voltage timestream, $V(t)$, which contains the system noise, $N(t)$, one FRB signal, $S(t)$, and a gravitational image pair of the FRB signal, $\varepsilon S(t - \tau)$.

$$V(t) = S(t) + \varepsilon S(t - \tau) + N(t). \quad (A1)$$

We want to find the delayed echo of this FRB signal so let us construct a matched filter, $W(t)$, from the intensity profile of the burst,

$$W^2(t) = kS^2(t). \quad (A2)$$
Here we are considering the case where the FRB and its echo exist as separate resolved images. We normalize $W^2(t)$ by choosing $k$ such that the weighted unossed fluence of the FRB burst, $F_P$, agrees with the fluence of the burst in physical units.

\[ \int dt W^2_P(t) S_P^2(t) = F_P. \]  
(A3)

For the search, we seek to correlate the timestream with itself to find the images. We can define the time-lag correlation as,

\[ C'(\hat{t}_1, \hat{t}_2) = \int dt V(t)W(t-\hat{t}_1)V(t-\hat{t}_2)W(t-\hat{t}_2). \]  
(A4)

Here we create two templates to correlate, $V(t-\hat{t}_2)W(t-\hat{t}_2)$ and $V(t)W(t-\hat{t}_1)$. We can change basis such that, $t' = t - \hat{t}_2$,

\[ C'(\hat{t}_1, \hat{t}_2) = \int dt' V(t' + \hat{t}_2)W(t' + \hat{t}_2 - \hat{t}_1)V(t')W(t'). \]  
(A5)

Here we note the only non-zero contributions to this equation are where the non-zero weights of $W(t')$ and $W(t' + \hat{t}_2 - \hat{t}_1)$ overlap. We can then consider $\hat{t}_2$ to span all possible time-lag values while $\hat{t}_1$ must be bound between $[\hat{t}_2 + T_W, \hat{t}_2 - T_W]$, where $T_W$ is the filter width and any value outside these bounds is exactly 0. For our search, however, it is not necessary to search over two different time-lags, the other image will still be detected if we set $\hat{t}_2 = \hat{t}_1$ and only have one time-lag $\hat{t}$ (which is bound between all possible time-lags),

\[ C'(\hat{t}) = \int dt'V(t' + \hat{t})W^2(t')V(t'). \]  
(A6)

Eq. (A6) does not account for the noise variance such that, in the time-lag domain, the noise is not stationary. This is an issue for the search but is fixed by estimating the noise variance for every time-lag. If we consider there to be two random variables, $X_1 = V(t' + \hat{t})W(t')$, and, $X_2 = V(t')W(t')$, then the normalization of Eq. (A6) is given by,

\[ C(\hat{t}) = \frac{C'(\hat{t})}{\sqrt{C_{\sigma^2}(\hat{t})}}. \]  
(A7)

where

\[ C_{\sigma^2}(\hat{t}) = \left( \int dtV^2(t)W^2(t) \right) \left( \int dtV^2(t + \hat{t})W^2(t) \right). \]  
(A8)

The two terms in Eq. (A8) represent the variance as a function of time-lag for random variables, $X_1$ and $X_2$. The term, $\int dtV^2(t)W^2(t)$, is a measurement of the variance of the quantity $V(t)W(t)$ while the term, $\int dtV^2(t + \hat{t})W^2(t)$, can be considered as a weighted rolling variance estimator. We can define the time-lag correlation of the latter term as,

\[ \sigma^2(\hat{t}) = \int dtV^2(t + \hat{t})W^2(t). \]  
(A9)

and rewrite Eq. (A8) as 

\[ C_{\sigma^2}(\hat{t}) = \frac{\sigma^2(0)\sigma^2(\hat{t})}. \]  
(A10)

Then the variance adjusted time-lag correlation is given by,

\[ C(\hat{t}) = \frac{C'(\hat{t})}{\sqrt{\sigma^2(0)\sigma^2(\hat{t})}}, \]  
(A11)

2. Observables in the time-lag domain

Before we compute terms, let us state the assumptions made for this search. We assume the correlation between the signal and the system noise to be negligible and the correlation between the system noise and itself to also be negligible at non-zero time-lags. The system noise can correlate if RFI is present, but we consider our RFI cleaning algorithms to remove all significant correlating

FIG. 13. The time-lag spectrum of the outlier event, FRB20190624B, (circled star) from Sec. VII. The excursion was assigned an inappropriate probability due to the non-stationary noise environment within the time-lag bin. The on-pulse correlation structure, likely from scintillation, of this burst extends to large time scales (bottom). The logarithmic bin (top middle) containing the excursion overlaps the end of the correlation structure while still being noise dominated within the bin. Had the bins been chosen such that the excursion compared to the statistics of the -64 to -16 bin (top right), it would not be significant. Hatched region contains data not saved by the pipeline.
contributions. We will also focus on the case where the two gravitational images exist as two images separated by a minimum of the filter width.

Let us first consider the \( t = 0 \). Using equations \( \text{A6} \), \( \text{A7} \), \( \text{A10} \) and \( \text{A1} \) we obtain

\[
C(t = 0) = \frac{\int dt V^2(t) W^2(t)}{\int dt V^2(t) W^2(t)} = 1. \quad (A12)
\]

At the time-lag corresponding to the time delay between the gravitational images, \( \hat{t} = \tau \), let us evaluate the components of Eq. \( \text{A7} \) separately. First, we use Eqs. \( \text{A6} \), \( \text{A1} \) and \( \text{A3} \) to obtain

\[
C'(\hat{t} = \tau) = \varepsilon \int dt S^2(t) W^2(t) = \varepsilon F, \quad (A13)
\]

where all other terms are considered negligible; noise is assumed to not correlate with the signal or other noise at non-zero time-lags. For the other component in Eq. \( \text{A7} \) we use equations \( \text{A3} \), \( \text{A1} \) and Eq. \( \text{A10} \) to get

\[
C_{\sigma^2}(\hat{t} = \tau) = (F + \sigma_N^2)(\varepsilon^2 F + \sigma_N^2), \quad (A14)
\]

where

\[
\sigma_N^2 = \int dt N^2(t) W^2(t) = \int dt N^2(t + \tau) W^2(t), \quad (A15)
\]

as we assume the noise to be stationary. We can define a ratio, \( \Gamma \), which is similar to a signal to noise ratio as,

\[
\Gamma = \frac{F}{\sigma_N^2}. \quad (A16)
\]

Then, the variance adjusted time-lag correlation, Eq. \( \text{A7} \) at the lensing delay is given by

\[
C(\hat{t} = \tau) = \frac{\varepsilon \Gamma}{\sqrt{(\Gamma + 1)(\varepsilon^2 \Gamma + 1)}}. \quad (A17)
\]

For our search algorithm, we compute the components of Eq. \( \text{A7} \) separately. Additionally, we can shift one of the voltage timestreams in Eq. \( \text{A7} \) to region without any signal such that we only correlate the system noise, defined as our off-pulse realization. We can compute \( \Gamma \) for every event such that there is only one unknown and we can solve for the relative magnification ratio,

\[
\varepsilon^2 = \frac{\varepsilon \Gamma}{C(\hat{t} = \tau)^2 (\Gamma + 1)} \left( \frac{C(\hat{t} = \tau)^2 (\Gamma + 1)}{C(\hat{t} = \tau)^2 (\Gamma + 1)} - 1 \right). \quad (A18)
\]

**Appendix B: List of Bursts**

All FRBs used in this search. We tabulate the measured total DM of the burst, as well as the expected DM contribution from the Milky Way as determined by the NE2001 electron-density model evaluated in the direction of the FRB [H]. All DMs are given in units of pc cm\(^{-3}\). In Leung and Kader [I], we use the fitburst

| Burst        | Total DM (pc cm\(^{-3}\)) | DM_{NE2001} (pc cm\(^{-3}\)) | \( \tau_{scatt} \) (ms) |
|--------------|----------------------------|-------------------------------|--------------------------|
| FRB201901110C | 222.08                     | 36                             | 0.28                     |
| FRB20190117A | 393.22                     | 48                             | 2.22                     |
| FRB20190122C | 689.97                     | 30                             | < 0.1                    |
| FRB20190202B | 464.88                     | 70                             | 0.08                     |
| FRB20190224D | 752.89                     | 55                             | 0.01                     |
| FRB20190301A | 459.79                     | 82                             | 2.08                     |
| FRB20190303B | 193.50                     | 47                             | 1.61                     |
| FRB20190320B | 489.51                     | 38                             | 0.08                     |
| FRB20190417C | 320.28                     | 123                            | 0.57                     |
| FRB20190423D | 496.68                     | 67                             | 5.16                     |
| FRB20190430C | 400.41                     | 102                            | 0.04                     |
| FRB20190606A | 552.65                     | 32                             | 1.60                     |
| FRB20190609A | 316.71                     | 58                             | 12.13                    |
| FRB20190609C | 479.87                     | 113                            | 0.31                     |
| FRB20190621A | 195.49                     | 39                             | 3.56                     |
| FRB20190624B | 213.95                     | 70                             | 0.18                     |
| FRB20190625E | 188.51                     | 93                             | 1.81                     |
| FRB20190628B | 408.03                     | 47                             | 0.68                     |
| FRB20190708A | 849.34                     | 45                             | 0.38                     |
| FRB20190712A | 682.40                     | 52                             | 0.13                     |
| FRB20190715B | 182.29                     | 35                             | 0.04                     |
| FRB20190722B | 508.47                     | 56                             | 0.12                     |
| FRB20190804B | 716.07                     | 37                             | 7.11                     |
| FRB20191018A | 301.34                     | 49                             | 1.24                     |
| FRB20191020D | 222.14                     | 29                             | 7.20                     |
| FRB20191024B | 400.28                     | 102                            | 0.07                     |
| FRB20191025D | 249.13                     | 84                             | < 0.1                    |
| FRB20191029A | 188.80                     | 92                             | 1.48                     |
| FRB20191104D | 192.16                     | 56                             | 5.03                     |
| FRB20191106C | 330.70                     | 25                             | 20.59                    |
| FRB20191107C | 222.24                     | 37                             | 0.48                     |
| FRB20191113C | 617.81                     | 44                             | 2.43                     |
| FRB20191114A | 552.93                     | 99                             | 10.83                    |
| FRB20191116A | 221.80                     | 29                             | 1.16                     |
| FRB20191215A | 222.12                     | 29                             | 0.06                     |
| FRB20191219A | 349.02                     | 199                            | 6.58                     |
| FRB20191219F | 464.56                     | 49                             | 0.11                     |
| FRB20191222A | 393.07                     | 47                             | 8.33                     |
| FRB20191223A | 604.76                     | 80                             | 0.01                     |
| FRB20191225A | 683.91                     | 49                             | 0.71                     |
| FRB20191231A | 222.42                     | 30                             | 3.57                     |
| FRB20200104E | 349.83                     | 195                            | < 0.1                    |
| FRB20200109B | 745.48                     | 55                             | 1.05                     |
| FRB20200112A | 221.16                     | 29                             | 1.85                     |
| FRB20200112D | 863.44                     | 45                             | 0.79                     |
| FRB20200118D | 625.34                     | 77                             | 1.33                     |
| FRB20200120E | 87.84                      | 42                             | 0.45                     |
| FRB20200120H | 349.80                     | 200                            | 1.06                     |
| FRB20200122A | 103.54                     | 41                             | < 0.1                    |
| FRB20200122D | 103.56                     | 41                             | 1.29                     |
| FRB20200122E | 103.56                     | 41                             | < 0.1                    |
| FRB20200122J | 103.49                     | 41                             | 0.16                     |
In this section, we will outline and formalize the PFB, whose main goal is to reduce the spectral leakage when
performing a Fast Fourier Transform. We will formalize the PFB as a series of linear operators. The basic operations of the PFB turn the voltages measured by the antennas into what is commonly referred to as the wavefield, or simply as baseband data.

We start with our voltage timestream, \( v \), which is sampled at a rate of 1.25 ns for CHIME. In general, a polyphase filterbank is constructed with a number of taps, \( \alpha \), where each tap takes an input of \( N \) samples from \( v \). For CHIME \( \alpha = 4 \) and \( N = 2048 \). Each tap multiplies a set coefficient to the input value. We refer to these filter coefficients as the PFB coefficients. They are obtained from a pre-determined window function, which is a sinc-hamming window for CHIME. The outputs from all four taps are averaged together to produce an output of size \( N \) which we refer to as a frame. The frame is Fourier transformed to produce a single frame of the dynamic field, or simply as baseband data. As instrumental correlations in the neighbouring two frames. These are instrumental correlations that should appear at time delays of \( \pm 2.56 \mu s \) and \( \pm 2 \times 2.56 \mu s \). When conducting the lensing search, we therefore seek to invert the PFB to remove these systematic correlations and turn the beamformed and coherently dedispersed dynamic spectrum back into a singular voltage timestream sampling at 1.25 ns.

With Eq. C4 one can invert the PFB by solving the equation. There does exist a problem in trying to solve this equation; while \( F \) is an invertible matrix, \( P \) is not. \( P \) takes four frames of information to produce one and there is not enough information in the channelized frame to invert this. One approach to account for this issue is to use circulant or periodic boundaries.

1. **Circulant Polyphase Filterbank Inversion**

The main idea with circulant PFB inversion is to fill in the missing information with the opposite ends of the dataset, making the whole dataset cyclical or periodic, and by doing so having the eigenvectors of the PFB be approximated by Fourier modes such that a Fourier transform would diagonalize the circulant matrix and form the eigenbasis where we can invert the PFB from our dataset. Our circulant PFB matrix is \( P_c \) which for \( \alpha = 4 \) is:

\[
F^{(N)} = \begin{pmatrix}
F^{(N)} & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \ddots \\
\vdots & \ddots & 0 & \ddots \\
0 & \cdots & 0 & F^{(N)}
\end{pmatrix}
\]  
(C3)

Then all the linear operators applied to a timestream can be thought of as

\[
V(k, l) = F \cdot P \cdot V(m)
\]  
(C4)

It is apparent that the PFB, by construction, introduces instrumental correlations in the neighbouring two frames. These are instrumental correlations that should appear at time delays of \( \pm 2.56 \mu s \) and \( \pm 2 \times 2.56 \mu s \). When conducting the lensing search, we therefore seek to invert the PFB to remove these systematic correlations and turn the beamformed and coherently dedispersed dynamic spectrum back into a singular voltage timestream sampling at 1.25 ns.

To consider how all \( \alpha \) taps are averaged and how the PFB samples every \( N \) samples we can construct the PFB projection matrix \( P \) which is a band block diagonal Toeplitz matrix.

\[
P = \begin{pmatrix}
W^{(1)} & \cdots & W^{(\alpha)} & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & 0 & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & 0 & \ddots & \ddots \\
0 & \cdots & \cdots & 0 & W^{(\alpha)} & \ddots \\
0 & \cdots & \cdots & \cdots & \cdots & W^{(1)}
\end{pmatrix}
\]  
(C2)

The application of the discrete Fourier transform per frame can be thought of as the block diagonal matrix \( F \) where \( F^{(N)} \) represents a discrete fourier transform the size of a frame, \( N \).
Next, we show how a Fourier transform diagonalizes the matrix $P_c$. We define the circulant shift matrix $C$ of size $M \times M$, where $M$ is the total number of frames in the recorded dataset,

$$
C = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \cdots & \cdots & 0 & 0 \\
1 & 0 & 0 & \cdots & 0 & 0
\end{pmatrix}.
$$

(C6)

Then we can construct $P_c$ as

$$
P_c = \sum_{i=1}^{\alpha} (C)^{i-1} \otimes W^{(i)}. \tag{C7}
$$

Here $\otimes$ is the kronecker product that separates the dimensions of the frames and the sub frames, $(C)^{i-1}$ is the circulant shift matrix taken to the power of $i-1$, and $W^{(i)}$ is the corresponding $i$-th tap.

The circulant shift matrices all share the same eigenvectors–complex exponentials. The DFT matrix $F^{(M)}$, encoding a Fourier transform over the frame axis, diagonalizes $(C)^{i-1}$. Then we can define

$$
F' = F^{(M)} \otimes 1, \tag{C8}
$$

where $F'$ represents the fourier transform over the frame axis for our dataset with $M$ representing the total number of frames.

Starting from

$$
P_c = F'^{-1} F' \left( \sum_{i=1}^{\alpha} (C)^{i-1} \otimes W^{(i)} \right) F'^{-1} F', \tag{C9}
$$

we can find the circulant PFB is diagonalized as

$$
P_{c,d} = \sum_{i=1}^{\alpha} (e^{-2\pi i \frac{m}{M} 1}) \otimes W^{(i)}. \tag{C10}
$$

Since $W^{(i)}$ is also diagonal and the kronecker product of two diagonal matrices is a diagonal matrix, $P_c$ can be diagonalized by $F'$ where the diagonalized matrix is $P_{c,d}$. From this, we can invert the PFB by

$$
v_{\text{rec}} = F'^{-1} \cdot (F' \cdot P_c \cdot F'^{-1})^{-1} \cdot F' \cdot v_{\text{pfb}}. \tag{C11}
$$

With Eq. [C11] we have established a procedure to invert the PFB and recover the voltage timestep from the baseband dump data at the system sampling rate of CHIME. We are now able to search for gravitational time delays at time resolutions of 1.25 ns and we have removed the PFB induced correlations in our system.
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