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ABSTRACT

It is a challenging task to remove heavy and mixed types of noise from Hyperspectral images (HSIs). In this paper, we propose a novel nonconvex approach to RPCA for HSI denoising, which adopts the log-determinant rank approximation and a novel $\ell_{2,\log}$ norm, to restrict the low-rank or column-wise sparse properties for the component matrices, respectively. For the $\ell_{2,\log}$-regularized shrinkage problem, we develop an efficient, closed-form solution, which is named $\ell_{2,\log}$-shrinkage operator, which can be generally used in other problems. Extensive experiments on both simulated and real HSIs demonstrate the effectiveness of the proposed method in denoising HSIs.

1. INTRODUCTION

Hyperspectral imaging is widely used in various applications, such as biomedical imaging, terrain classification, and military surveillance [1–3]. However, clean hyperspectral images (HSIs) are rarely obtained due to unavoidable corruptions by mixed types of noise, such as Gaussian noise, impulse noise, deadlines, and stripes, in the acquisition process [4], which makes it more challenging to process HSIs in various applications, such as classification [5] and unmixing [6]. Thus, there is an essential demand for developing efficient algorithms to remove noise from HSIs.

In the last decades, a number of HSI denoising techniques have been developed. For example, [7] exploits the dissimilarity of signal regularity in both spatial and spectral dimensions of the HSIs with a hybrid spatial-spectral derivative-domain wavelet shrinkage model; [8] propose to simultaneously adopt the spatial and spectral dependences in a unified probabilistic framework; [9] proposes a sparse representation-based framework that considers both nonlocal similarity and spectral-spatial structure of HSIs. Moreover, methods such as principal component analysis, wavelet shrinkage, anisotropic diffusion, and multitask sparse matrix factorization, etc., have been considered for HSI denoising [10–13]. Most of the above mentioned methods require some specific prior knowledge of the noise. Unfortunately, the above methods can only remove one or two kinds of noise due to the limitation of prior knowledge on the noise. Thus, there is still a demand in developing more effective method to remove mixed types of noise from HSIs.

More recently, low-rank matrix recovery-based approach has been developed for HIS denoising [14], which obtains promising performance. The basic assumption is that the data can be decomposed into a low-rank and a sparse component, which generally holds for HSIs with the two components corresponding to clean images and sparse noise, respectively. Robust principal component analysis (RPCA) has been widely used for low-rank and sparse matrices separation [15]. The separation usually relies on the nuclear and $\ell_1$ norm minimization. Recent studies point out that the nuclear norm may not approximate the true rank function well, which may lead to degraded performance in low-rank matrix recovery [16]. Consequently, some nonconvex approaches to RPCA have been developed to better approximate the rank function, which has been shown successful [17]. The nonconvex RPCA methods mainly focus on developing more accurate low-rank approximation for low-rank matrix recovery. However, existing methods rarely consider developing more accurate sparse approximation for the sparse matrix recovery. In fact, there is a close connection between the low-rank and sparse recovery problems. The minimization of rank for a matrix actually equals to the minimization of sparseness for all its singular values. For nonconvex rank approximations, the improved approximation actually benefits from the improved approximation to the sparsity of the singular values. Thus, the great success of nonconvex rank approximation inspires us to separate low-rank and sparse matrices with nonconvex approximations to both the rank and sparseness, respectively.

In this paper, we propose a novel RPCA method with log-based approximations to both the rank function and column-wise sparsity. We summarize the key contributions of our paper as follows: 1) We propose a novel approximation to approximate column-wise sparsity, named $\ell_{2,\log}$-norm, which is more accurate than the widely used $\ell_{2,1}$ norm. Moreover, the $\ell_{2,\log}$-norm is unitary invariant; 2) We formally provide a closed-form solution to the $\ell_{2,\log}$ norm-based thresholding problem, which can be generally used in various problems that restrict column-wisely sparsity; 3) Efficient optimization algorithm is developed for the proposed model, which is theoretically guaranteed to converge. 4) We observe superior performance of the proposed method compared with state-of-the-art baseline methods, which confirm the effectiveness of our method.
2. RELATED WORK

Given data matrix \( X \), RPCA assumes that the data can be decomposed into a low-rank and a sparse parts, which can be mathematically formed as \( X = L + S \). To do this, the classic RPCA aims at solving the following constrained optimization problem [15]:

\[
\min_{L,S} \|L\|_* + \lambda \|S\|_1, \quad \text{s.t.} \quad X = L + S, \tag{1}
\]

where \( \| \cdot \|_* \) is the nuclear norm that adds all singular values of the input matrix, \( \| \cdot \|_1 \) is the \( \ell_1 \) norm that adds the absolute values of all elements of the input matrix, and \( \lambda \geq 0 \) is a balancing parameter.

3. RPCA WITH LOG-BASED APPROXIMATIONS

Given the observed HSI \( \mathcal{X} \in \mathbb{R}^{r \times c \times n} \), with \( r \) and \( c \) being the spatial dimensions and \( n \) being the spectral dimension, we first divide \( \mathcal{X} \) into overlapped patches with each patch has size \( q \times q \times n \). Then we obtain a matrix \( X \) of size \( q^2 \times n \) by lexicographically ordering each patch. In the rest of this section, we develop our model based on the observation \( X \). It is noted that the new model can be directly applied to the overall data set with reshaped size \((rc) \times n\), whereas the patch-based processing follows a common strategy for HSI application.

It is natural that the observed HSI can be decomposed into a low-rank and a sparse component, which correspond to the low-rank clean data and sparse noise, respectively. To separate them from the data \( X \), it is natural to adopt the RPCA model in (1). To enhance the spatial connection in the sparse component, the \( \ell_{2,1} \) norm is adopted to replace the \( \ell_1 \) norm in (1), leading to [18]

\[
\min_{L,S} \|L\|_* + \lambda \|S\|_{2,1}, \quad \text{s.t.} \quad X = L + S, \tag{2}
\]

where \( \|S\|_{2,1} = \sum_j \|s_j\|_2 \) is the \( \ell_{2,1} \) norm, and \( \|s_j\|_2 \) is the \( \ell_2 \) norm of each column of \( S \).

In fact, there is a close connection between the nuclear norm and the \( \ell_{2,1} \) norm. For a matrix \( M \), we define \( a \) and \( b \) to be vectors that contains singular values of \( M \) and \( \ell_2 \) norm of all columns, respectively. Then, based on the definitions of the nuclear and \( \ell_{2,1} \) norms, it is easily seen that \( \|M\|_* = \|a\|_1 \) and \( \|M\|_{2,1} = \|b\|_1 \), respectively. Thus, the minimization of the nuclear norm and the \( \ell_{2,1} \) norm restricts the sparsity of singular values and columns, respectively. Recently, it is pointed out that the minimization of nuclear norm may not lead to a desired low-rank matrix recovery due to the inaccurate approximation of the nuclear norm to the rank function. To overcome this issue, nonconvex approaches have been developed to approximate the rank function more accurately than the nuclear norm, which has been shown successful in various applications such as subspace clustering [16, 19] and robust PCA [17]. This inspires us to adopt nonconvex rank approximation technique to recover the low-rank component from the data. Specially, we adopt the log-determinant rank approximation, which is defined as

\[
h(L) = \log\det(I + (L^TL)^{\frac{1}{2}}) = \sum_i (1 + \sigma_i(L)), \tag{3}
\]

where \( I \) is an identity matrix of proper size and \( \sigma_i(\cdot) \) is the \( i \)-th largest singular value of the input matrix. (3) leads to the following model:

\[
\min_{L,S} \log\det(I + (L^TL)^{\frac{1}{2}}) + \lambda \|S\|_{2,1}, \quad \text{s.t.} \quad X = L + S. \tag{4}
\]

Due to the close connection between the nuclear and the \( \ell_{2,1} \) norms, the later suffers from similar issue to the former when there are large values in a matrix. However, recent works have mainly focused on the nonconvex approximation to the low-rank part while the sparse part is rarely considered. This inspires us to develop more accurate approximation to restrict the column-wise sparsity for a matrix. In this paper, to better approximate the column-wise sparsity, we propose the following novel measurement, named \( \ell_{2,\log} \) norm:

\[
C(S) = \|S\|_{2,\log} = \sum_{i=1}^n \log(1 + \|s_i\|_2). \tag{5}
\]

It is seen that \( C(S) \) can measure the column-wise sparsity more accurately than the \( \ell_{2,1} \) norm if \( S \) contains large values. Moreover, it is invariant. Incorporating (5) into the objective, we obtain the following Log-based Low-rank and Sparse approximations for RPCA model (LLS-RPCA):

\[
\min_{L,S} h(L) + \lambda C(S), \quad \text{s.t.} \quad X = L + S. \tag{6}
\]

For its optimization, we will develop an efficient algorithm based on augmented Lagrange multiplier (ALM) optimization technique.

4. OPTIMIZATION

The augmented Lagrangian function of (6) is as follows:

\[
\mathcal{L} = h(L) + \lambda C(S) + \frac{\rho}{2} \|X - L - S + \Theta/\rho\|_F^2, \tag{7}
\]

4.1. Optimization w.r.t. \( L \)

The sub-problem associated with \( L \) is

\[
\min_L \log\det(I + (L^TL)^{\frac{1}{2}}) + \frac{\rho}{2} \|X - L - S + \Theta/\rho\|_F^2. \tag{8}
\]

For a matrix \( D \), we define \( \mathcal{P}(D) \), \( Q(D) \), and \( \sigma_i(D) \) to be its left and right singular vectors and the \( i \)-th largest singular value, respectively. Then, similar to [16, 17], (8) admits a closed-form solution with the following operator:

\[
L = D_L(X - S + \Theta/\rho), \tag{9}
\]
where $D_r(D) = P(D)\text{diag}\{\sigma^*_i\}(Q(D))^T$, with
\[
\sigma^*_i = \begin{cases} 
\xi, & \text{if } f_i(\xi) \leq f_i(0) \text{ and } (1 + \sigma_i(D))^2 > 4\tau, \\
0, & \text{otherwise},
\end{cases}
\tag{10}
\]
where $f_i(x) = \frac{1}{2}(x - \sigma_i(D))^2 + \tau \log(1 + x)$, and $\xi = \frac{\sqrt{\frac{1}{4} + \frac{\sigma_i(D)^2}{4}} + \tau}{\sigma_i(D)}$.

4.2. Optimization w.r.t. $S$

The sub-problem associated with $S$ is
\[
\min_S \lambda \sum_{i=1}^n \log(1 + \|s_i\|_2) + \frac{\rho}{2}\|X - L - S + \Theta/\rho\|_{F,\log}^2. \tag{11}
\]

For the optimization, we have the following theorem.

**Theorem 4.1** ($\ell_2,\log$-shrinkage operator). *Given matrix $Y \in \mathbb{R}^{d \times n}$ and a nonnegative parameter $\tau$, the following problem*
\[
\min_w \frac{1}{2}\|Y - W\|_{F,\log}^2 + \tau \|W\|_{2,\log}
\]
*admits closed-form solution in a column-wise manner:
\[
w_{i1} = \begin{cases} 
\frac{\xi}{\|y_i\|_2^2}, & \text{if } f_i(\xi) \leq \frac{\|y_i\|_2^2}{2}, \frac{1 + \|y_i\|_2^2}{4} > \tau, \text{ and } 0 > 0,
\\
0, & \text{otherwise},
\end{cases}
\]
*where $f_i(x) = \frac{1}{2}(x - \|y_i\|_2^2) + \tau \log(1 + x)$, and $\xi = \frac{\|y_i\|_2}{2} - \frac{1}{2}\sqrt{1 + \frac{\|y_i\|_2^2}{4}} - \tau$.

Due to space limit, we do not provide the detailed proof. For ease of representation, we denote the $\ell_2,\log$-shrinkage operator of (13) as $F_{\tau}(Y)$. Thus, the solution to (11) is
\[
S = F_{\frac{\Theta}{\rho}}(X - L + \Theta/\rho).
\tag{14}
\]

4.3. Updating $\Theta$ and $\rho$

For $\Theta$ and $\rho$, we update them in a standard way as follows:
\[
\Theta = \Theta + \rho(X - L - S),
\]
\[
\rho = \kappa \rho,
\tag{15}
\]
where $\kappa > 1$ is a parameter that keeps $\rho$ to be increasing at each iteration. The optimization theoretically guarantees the convergence of LLS-RPCA. However, due to space limit, we do not expand detailed proof in this paper.

5. EXPERIMENTS

In this section, we conduct experiments to testify the performance of the LLS-RPCA in HSI denoising. In particular, we compare it with RPCA [15], LRMR (LRMR) [4], spectral-spatial total variation (SSTV) [20], and noise-adjusted LRMA (NAILRMA) [21]. We test all methods on both synthetic and real-world data sets. We will present the detailed experimental results in rest of this section. All experiments are conducted on a Lenovo laptop with Intel Core-i7-9750H CPU @2.6GHz, 16GB RAM, and 64-bit Windows 10 system.

5.1. Experiments on Simulated Data Sets

To quantitatively evaluate the proposed method, we first conduct experiments on synthetic data set. We follow [22] and use the Indian Pine data set [23] to generate the synthetic data set. Totally, we generate 224 bands with each band containing $145 \times 145$ pixels. Detailed descriptions of the synthetic data set can be found in [22]. We treat the generated data set as the ground truth clean HSIs. To evaluate the denoising performance of the LLS-RPCA, we artificially add noise to the generated HSIs.

In particular, we add noise to the clean images in the following two ways:

1) We fix the noise intensity for all bands. In particular, we add zero-mean Gaussian noise to each band individually, where the variance equals to 0.14. Then, we add fringes to bands 161-190 as follows. For each band, we randomly select 20-40 columns. Then, for each selected column, we add a fixed value to all pixels, where the value is randomly picked from $(-0.25, 0.25)$.

2) We randomly add noise to each band, where the SNR value of each band varies from 45 to 55 dB. The mean SNR value of all bands is 49.75. Then we add salt-and-pepper impulse noise to the data set, where 20% pixels are randomly corrupted in each band. We randomly set the impulse noise intensity of each band from $[0.0196, 0.0784]$, where the mean intensity is 0.0492.

Then, we apply all methods to the above two noisy data sets. In our experiments, we adopt three widely used metrics, including peak SNR (PSNR) [24], structural Similarity index (SSIM) [25], and ERGAS [26]. For all methods, we tune their parameters such that best performance can be observed. Specially, for RPCA, we use it theoretically optimal value for the balancing parameter. For each method, we

| Table 1: Quantitative Comparison on Synthetic Data Sets |
|-----------------|-----------|-----------|-----------|-----------|
|                 | MPSNR(dB) | SSVT      | LRMR      | NAILRMA   |
| Noisy           | 16.972    | 30.431    | 33.719    | 34.823    |
| MSSIM           | 0.277     | 0.774     | 0.903     | 0.912     |
| ERGAS           | 332.547   | 74.370    | 50.129    | 44.303    |
| TIME(s)         | 83.686    | 205.204   | 106.474   | 612.642   |
| The First Mixed Noise |
| Noisy           | 14.026    | 27.998    | 30.901    | 31.358    |
| MSSIM           | 0.199     | 0.678     | 0.838     | 0.731     |
| ERGAS           | 466.370   | 96.043    | 64.577    | 50.176    |
| TIME(s)         | 82.542    | 207.204   | 105.261   | 493.382   |
| The Second Mixed Noise |
| Noisy           | 13.204    | 27.377    | 30.431    | 30.901    |
| MSSIM           | 0.199     | 0.678     | 0.838     | 0.731     |
| ERGAS           | 466.370   | 96.043    | 64.577    | 50.176    |
| TIME(s)         | 82.542    | 207.204   | 105.261   | 493.382   |
report its averaged performance over all bands in Table 1. It is seen that the proposed method has the best performances in all metrics under both noise settings. Among the baseline methods, the LRMR and NAILRMA are the most competing ones. Compared with the LRMR (resp. NAILRMA), the proposed method improves the performance in PSNR, SSIM, and ERGAS by (1,0.01,6) and (1,0.01,6) (resp. (1.5,0.02,9) and (1,0.01,5)) under the two mixed noise conditions, respectively. Compared with other methods, the improvements are more significant. Moreover, the proposed method is significantly faster than SSTV, LRMR and NAILRMA. These observations confirm the effectiveness of the proposed method from quantitative perspective.

5.2. Experiments on Real Data Sets

In this test, we evaluate the proposed method on two real world datasets, including HYDICE urban and AVIRIS Indian Pines. For all methods, we follow the strategy in above test to tune the parameters. Detailed descriptions of the data sets and experimental results are presented in the following.

5.2.1. HYDICE Urban Dataset

This data set contains 210 bands of HSIs, where each image has 307×307 pixels. These images are corrupted by stripes, deadlines, atmosphere, water absorption, and other unknown types of noise. Some bands in this data set are severely polluted by atmosphere and water absorption, which rarely provide useful information. Since the real world data set lacks the underlying clean images, we follow a common strategy and visually compare the performance of all methods. Without loss of generality, we show the results at bands 152, 139, and 207, respectively, which involves the bands with both light and heavy noise. It is observed that the LLS-RPCA can simultaneously remove the mixed types of noise from the noisy images. It is seen that bands 139 and 207 are heavily corrupted whereas the LLS-RPCA well recovers structural information and preserves rich details. Among all baseline methods, NAILRMA has the best performance, which removes almost all noise. However, some detail information is missing in the recovered images and we can still observe some stripe effects in band 139. The performance of other baseline methods are less competitive. For example, all other methods cannot remove stripes in band 139; These observations suggest effectiveness of the LLS-RPCA and its superior performance to the baseline methods.

5.2.2. AVIRIS Indian Pines Dataset

The AVIRIS Indian Pines dataset is acquired by the Airborne Visible Infrared Imaging Spectrometer (AVIRIS) in Northwestern Indiana in 1992. This data set contains images of 145×145 pixels in 220 bands, where some bands are severely damaged by the mixed Gaussian and impulse noise. We show the performance of these methods in Fig. 2. Among all bands, we report the results on the 150 and 220th bands, where it is difficult to observe useful information due to heavy noise. It is seen that there are still heavy noises in restored images by the SSTV and RPCA, where local veins are still unrecognizable. Among the baseline methods, the LRMR and NAILRMA are the most competitive ones, which remove majority of noise. However, we can still observe some slight local noises and veins remaining in the smooth regions. The LLS-RPCA not only restores the main information image, but also eliminates local noise, which show superior performance to the baseline methods.

Fig. 1: Restoration results on HYDICE urban data set. From top to bottom are the images located at the 152, 139, and 207th bands, respectively. From left to right are the original and restored images by SSTV, LRMR, NAILRMA, RPCA, and LLS-RPCA, respectively.

Fig. 2: Restoration results on AVIRIS indian pines data set. From top to bottom are the images located at the 150, and 220th bands, respectively. From left to right are the original and restored images by SSTV, LRMR, NAILRMA, RPCA, and LLS-RPCA, respectively.

6. CONCLUSION

In this paper, we propose a novel RPCA method, named LLS-RPCA for HSI denoising. The new method adopts log-based functions for both low-rank and sparse approximations. The \( \ell_{2,\log} \) norm is more accurate than the widely used \( \ell_{2,1} \) norm in approximating column-wise sparsity. We formally provide solution to \( \ell_{2,\log} \)-shrinkage problem, which can be generally used for other problems that restrict column-wise sparsity. Extensive experiments confirm the effectiveness and efficiency of the proposed method in HSI denoising.
7. REFERENCES

[1] K. C. Tiwari, M. K. Arora, and D. Singh, “An assessment of independent component analysis for detection of military targets from hyperspectral images,” *International Journal of Applied Earth Observations & Geoinformation*, vol. 13, no. 5, pp. 730–740, 2011.

[2] Lefei Zhang, Liangpei Zhang, Dacheng Tao, Xin Huang, and Bo Du, “Compression of hyperspectral remote sensing images by tensor approach,” *Neurocomputing*, vol. 147, no. Jan. 5, pp. 358–363, 2015.

[3] Yong Qiang Zhao and Jingxiang Yang, “Hyperspectral image denoising via sparse representation and low-rank constraint,” *IEEE Transactions on Geoscience & Remote Sensing*, vol. 53, no. 1, pp. 296–308, 2014.

[4] Hongyan Zhang, Wei He, Liangpei Zhang, Huanfeng Shen, and Qianguang Yu, “Hyperspectral image restoration using low-rank matrix recovery,” *IEEE Transactions on Geoscience and Remote Sensing*, vol. 52, no. 8, pp. 4729–4743, 2014.

[5] Chang Li, Yong Ma, Xiaoqiang Mei, Chengyin Liu, and Jiayi Ma, “Hyperspectral image classification with robust sparse representation,” *IEEE Geoscience and Remote Sensing Letters*, vol. 13, no. 5, pp. 641–645, 2017.

[6] M. D. Iordache, J. M. Bioucas-Dias, and A. Plaza, “Sparse unmixing of hyperspectral data,” *IEEE Transactions on Geoscience & Remote Sensing*, vol. 49, no. 6, pp. 2014–2039, 2011.

[7] H. Othman and Shen-En Qian, “Noise reduction of hyperspectral imagery using hybrid spatial-spectral derivative-domain wavelet shrinkage,” *IEEE Transactions on Geoscience and Remote Sensing*, vol. 44, no. 2, pp. 397–408, 2006.

[8] P. Zhong and R. Wang, “Multiple-spectral-band crfs for denoising junk bands of hyperspectral imagery,” *IEEE Transactions on Geoscience and Remote Sensing*, vol. 51, no. 4, pp. 2260–2275, 2013.

[9] Y. Qian and M. Ye, “Hyperspectral imagery restoration using nonlocal spectral-spatial structured sparse representation with noise estimation,” *IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing*, vol. 6, no. 2, pp. 499–515, 2013.

[10] M. Ye, Y. Qian, and J. Zhou, “Multitask sparse nonnegative matrix factorization for joint spectral–spatial hyperspectral imagery denoising,” *IEEE Transactions on Geoscience and Remote Sensing*, vol. 53, no. 5, pp. 2621–2639, 2015.

[11] G. Chen and S. Qian, “Denoising of hyperspectral imagery using principal component analysis and wavelet shrinkage,” *IEEE Transactions on Geoscience and Remote Sensing*, vol. 49, no. 3, pp. 973–980, 2011.

[12] J. M. Duarte-Carvajalino, P. E. Castillo, and M. Velez-Reyes, “Comparative study of semi-implicit schemes for nonlinear diffusion in hyperspectral imagery,” *IEEE Transactions on Image Processing*, vol. 16, no. 5, pp. 1303–1314, 2007.

[13] Y. Wang, R. Niu, and X. Yu, “Anisotropic diffusion for hyperspectral imagery enhancement,” *IEEE Sensors Journal*, vol. 10, no. 3, pp. 469–477, 2010.

[14] Fei Xu, Yongyong Chen, Chong Peng, Yongli Wang, Xuefeng Liu, and Guoping He, “Denoising of hyperspectral image using low-rank matrix factorization,” *IEEE Geoscience and Remote Sensing Letters*, vol. 14, no. 7, pp. 1141–1145, 2017.

[15] Emmanuel J Candès, Xiaodong Li, Yiming Ma, and John A Wright, “Robust principal component analysis?,” *Journal of the ACM*, 2011.

[16] Chong Peng, Zhao Kang, Huiqing Li, and Qiang Cheng, “Subspace clustering using log-determinant rank approximation,” in *Proceedings of the 21th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining*, New York, NY, USA, 2015, KDD ’15, p. 925–934, Association for Computing Machinery.

[17] Chong Peng, Yongyong Chen, Zhao Kang, Chenglizhao Chen, and Qiang Cheng, “Robust principal component analysis: A factorization-based approach with linear complexity,” *Information Sciences*, vol. 513, pp. 581–599, 2020.

[18] H. Xu, C. Caramanis, and S. Sanghavi, “Robust pca via outlier pursuit,” *IEEE Transactions on Information Theory*, vol. 58, no. 5, pp. 3047–3064, 2012.

[19] C. Peng, Z. Kang, M. Yang, and Q. Cheng, “Feature selection embedded subspace clustering,” *IEEE Signal Processing Letters*, vol. 23, no. 7, pp. 1018–1022, 2016.

[20] K. B. Gibson P. E. Gill S. H. Chan, R. Khoshabeh and T. Q. Nguyen, “An augmented lagrangian method for total variation video restoration,” *IEEE Trans. Image Process.*

[21] Wei He, Hongyan Zhang, Liangpei Zhang, and Huanfeng Shen, “Hyperspectral image denoising via noise-adjusted iterative low-rank matrix approximation,” *IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing*, vol. 8, no. 6, pp. 1–12, 2015.

[22] Wei He, Hongyan Zhang, Liangpei Zhang, and Huanfeng Shen, “Total-variation-regularized low-rank matrix factorization for hyperspectral image restoration,” *IEEE Transactions on Geoscience & Remote Sensing*, vol. 54, no. 1, pp. 178–188, 2015.

[23] Marion F. Baumgardner, Larry L. Biehl, and David A. Landgrebe, “220 band aviris hyperspectral image data set: June 12, 1992 indian pine test site 3,” Sep 2015.

[24] Q. Huynh-Thu and M. Ghanbari, “Scope of validity of psnr in image/video quality assessment,” *Electronics Letters*, vol. 44, no. 13, pp. 800–801, 2008.

[25] Zhou Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli, “Image quality assessment: from error visibility to structural similarity,” *IEEE Transactions on Image Processing*, vol. 13, no. 4, pp. 600–612, 2004.

[26] Lucien Wald, *Data Fusion. Definitions and Architectures - Fusion of Images of Different Spatial Resolutions*, Presses de l’Ecole, Ecole des Mines de Paris, Paris, France, 2002, ISBN 2-911762-38-X.