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**Abstract**

During the past 20 years, the efficient combination of quantum chemical calculations with statistical thermodynamics COSMO-RS has become an important alternative to force-field based simulations for the accurate prediction of free energies of molecules in liquid systems. While it was originally restricted to homogeneous liquids, it later has been extended to the prediction of the free energy of molecules in inhomogeneous systems as micelles, biomembranes, or liquid interfaces, but these calculations were based on external input about the structure of the inhomogeneous system. Here we report the rigorous extension of COSMO-RS to a self-consistent prediction of the structure and the free energies of molecules in self-organizing inhomogeneous systems. This extends the application range to many new areas, as the prediction of micellar structure and critical micelle concentrations, finite loading effects in micelles and biomembranes, free energies and structure of liquid interfaces, micro-emulsions, and many more of similar problems, which often are of huge practical importance.

**Introduction**

The conductor-like screening model for realistic solvation1–3 (COSMO-RS) is a combination of the dielectric continuum solvation model COSMO4 with an efficient statistical thermodynamic model of pairwise molecular surface interactions, known as quasi-chemical approximation5 or COSMOSPACE6. For the quantification of the surface interactions it uses the surface polarization charge densities σ of each solute arising from quantum chemical COSMO calculations. In several blind prediction challenges and benchmark studies COSMO-
RS has been proven to be one of the most accurate tools for the prediction of the free energies of molecules in solution\textsuperscript{7-12}, and thus for all equilibrium distribution properties as partition coefficients, solubilities, vapor pressures, and related properties.

One of the limitations of COSMO-RS was its inability to handle inhomogeneous, structured liquid system. This was partially overcome by the introduction of the COSMO\textit{mic} approach\textsuperscript{13}, which uses external information about the structure of a micelle or biomembrane, usually taken from molecular dynamics (MD) simulations, in order to represent the micelle as a layered liquid of varying composition with respect to the COSMO polarization charge densities $\sigma$. COSMO\textit{mic} then calculates the free energies of solutes in such a layered liquid system by sampling over all relevant conformations, positions and orientations of the solute in this system, resulting in reliable predictions of micelle or membrane to water partition coefficients and free energy profiles of solutes in such systems. While it is based on MD simulations as an initial step, COSMO\textit{mic} has been demonstrated to yield at least comparably reliable results for the free energies of neutral solutes in micellar systems as achievable with MD simulations, at about 0.01 percent of the computational cost\textsuperscript{14-16}. More recently, COSMO\textit{mic} has been extended to ionic solutes\textsuperscript{17,18}, now allowing for the prediction of the biomembrane to water partition coefficients of neutral and ionic species with an accuracy of ~0.7 log.-units. Another extension of COSMO-RS towards inhomogeneous systems, i.e. to the prediction of interfacial tensions, has been developed by Andersson et al.\textsuperscript{19}.

While the COSMO\textit{mic} approach has been proven to be efficient and reliable with respect to the prediction of free energies of solutes in infinite dilution in micellar systems, its dependence on MD simulations for getting the structure of the micelle prevents its application to many questions of eminent practical importance, as the direct prediction of the critical micelle concentration (CMC) of new surfactants and surfactant mixtures\textsuperscript{20}, or the effects of finite concentration enrichment of solutes in micelles, as well as from the predictive simulation of liquid-liquid interfaces and micro-emulsions. As a COSMO\textit{mic} calculation ends up with a detailed prediction for the probability distribution of each solute with respect to position, orientation and conformational population, it was tempting since the beginnings of COSMO\textit{mic} to calculate the distribution of the constituents of a micellar system, i.e. usually surfactants and water, in the same way and thus to yield a self-consistent prediction of the structure of the inhomogeneous system. But the missing point was the inability of COSMO\textit{mic} to take into account the hard-core repulsion of molecules, i.e. COSMO\textit{mic} would predict completely unrealistic, high concentrations of atoms in some layers of the simulation box, leaving other layers rather empty.
In this paper, we describe a fundamental way to overcome this problem by introducing a system pressure in each of the layers. This system pressure is the response of the system to over-occupation, i.e. it is the result of the Pauli or Lennard-Jones repulsion of the molecules in the self-organizing system. We simultaneously converge a pressure function $P(z)$ together with the COSMOmic distribution probabilities of the molecules in the system, leading to a self-consistent prediction of the structures and free energies of molecules in self-organizing systems. Since this method extends the COSMOmic approach beyond micellar systems to a much wider range of complex, self-organizing systems, we will call this new method COSMOplex, further on. In this paper, after a short introduction of the concepts of COSMO, COSMO-RS and COSMOmic, the theory of COSMOplex is presented, followed by a description of first application examples to biomembranes, micelles, micro-emulsions, and liquid-liquid interfaces.

Methods and definitions

COSMO

Quantum chemical calculations are performed with the dielectric continuum solvation model COSMO\textsuperscript{4} for each of the molecules, i.e. for the solute and solvent molecules under consideration. COSMO is used in the limit of the ideal conductor, i.e. with infinite dielectric constant. The result of such a COSMO calculation is a COSMO file, which contains the self-consistently calculated energy of the molecule in the presence of a perfect conductor, embedding the molecule on the COSMO surface, together with a listing of the COSMO surface segments with respect to positions, segment area and conductor screening charge on the segment.

For the purpose of COSMO-RS and especially of COSMOplex it is required that each chemical compound is represented by an ensemble of the relevant conformations of the compound, i.e. of its relevant local geometry minima. Each of these conformations has do undergo a separate COSMO calculation and is represented by a separate COSMO file, containing the surface polarization charge information and the energy $E_{COSMO}^{Xc}$ of conformation $c$ of compound $X$.

We will use the expression “molecule” here for each conformation, and the expression “compound” for the ensemble of all the considered conformations of a chemical entity. The way to determine the relative weights of the different conformations will be described in the COSMOmic paragraph. The COSMOconf software\textsuperscript{21} in combination with the quantum chemistry software package TURBOMOLE\textsuperscript{22} was used to generate the COSMO files of the
relevant conformations for the compounds considered in this paper. The BP86 density functional\textsuperscript{23,24} in combination with the TZVP basis set\textsuperscript{25} were used for the COSMO calculations. COSMO\textit{conf} was slightly modified to the needs of COSMOplex, in order to keep geometrically diverse conformations with very similar \(\sigma\)-profiles in the set, while these are filtered out with standard COSMO\textit{conf}, because they are irrelevant in homogeneous liquids.

\section*{COSMO-RS}

The conductor-like screening model for realistic solvation (COSMO-RS)\textsuperscript{1-3} starts from COSMO files for all involved molecules, i.e. of solute and solvent molecules. COSMO-RS takes the COSMO surface segments and performs an efficient statistical thermodynamics algorithm, known as COSMOSPACE,\textsuperscript{5} which is equivalent to an exact solution of Guggenheim’s quasi-chemical approximation.\textsuperscript{5} This results in in a kind of thermodynamic continuum response function, the so-called \(\sigma\)-potential, comprising the free energies of the different types of surface segments in the ensemble of pairwise interacting surface segments. From the sum of the segment free energies, COSMOSPACE directly yields free energies or chemical potentials of the compounds in a pure or mixed liquid.

The interaction energies of the surface segments, which are required for the calculation of the contact probabilities with COSMOSPACE, are based on local properties of the two surface segments involved in the contact. In the initial and most simple version of COSMO-RS, only the most important of these properties is considered, i.e. the conductor polarization charge density \(\sigma\). This is an excellent descriptor for the local polarity of the molecular surface at the position of the segment. The short range electrostatic interactions, or more precisely the local deviation of the electrostatic interaction of the two segments compared with the reference state of the conductor-imbedded molecules, is expressed as a misfit energy

\[ \Delta E_{\text{misfit}} \approx a_{\text{contact}} c_{\text{misfit}} (\sigma + \sigma')^2 \]  \hspace{1cm} (1)

where \(a_{\text{contact}}\) is the size of the surface contact and \(\sigma\) and \(\sigma'\) are the polarization charge densities of the two interacting segments, respectively. The next most important contribution to the interactions is hydrogen bonding, expressed as

\[ \Delta E_{\text{hb}} \approx a_{\text{contact}} c_{\text{hb}} (T) \min(0, \sigma' - \sigma_{\text{hb}}^2) \]  \hspace{1cm} (2)
where $\sigma_{hb}$ is a kind of minimum polarity threshold for hydrogen bond formation. The temperature dependence of the hydrogen bond energy coefficient $e_{hb}(T)$ expresses the entropy loss going along with hydrogen bonding. While this hydrogen bond expression initially was a heuristic assumption, its functional form meanwhile has been excellently confirmed by comparisons with quantum chemical calculations of hydrogen bond enthalpies and with hydrogen bond enthalpies derived from FTIR-experiments. Some newer versions of COSMO-RS use a slightly more refined functional form for the hydrogen interactions, involving element specific parameters.

In the most simple “one-descriptor” version of COSMO-RS each molecule $X$ can be described by its surface composition histogram with respect to $\sigma$, the so-called $\sigma$-profile $p_X^{S}(\sigma)$, and a pure or mixed liquid system is characterized by its solvent $\sigma$-profile

$$p_S(\sigma) = \frac{\sum_i x_i p_X^S(\sigma)}{x_i A_i}$$

(3)

where $x_i$ is the mole fraction of molecule $i$ and $A_i$ is its COSMO surface area. Solving the COSMOSPACE equations, which in the one-descriptor version turn into

$$\mu_S(\sigma) = -\frac{kT}{a_{eff}} \ln \left[ \int d\sigma' p_S(\sigma') \exp \left\{ \frac{-a_{eff} (e_{int}(\sigma, \sigma') + \mu_S(\sigma'))}{kT} \right\} \right]$$

(4)

we yield the $\sigma$-potential $\mu_S(\sigma)$, which expresses, how much a solvent $S$ likes surface segments of polarity $\sigma$. The $\sigma$-potential is a kind of thermodynamic continuum response function of the liquid with respect to the surface polarity of the molecules. Integrating the $\sigma$-potential over the surface of a solute $X$ leads to the residual free energy of the solute $X$ in the solvent, which has to be supplemented by a combinatorial contribution

$$\mu_S^X = \mu_S^{X, \text{res}} + \mu_S^{X, \text{combi}} = \int d\sigma p_S(\sigma) \mu_S(\sigma) + kT \ln \gamma_S^{X, \text{combi}}(A^X, V^X, S)$$

(5)

where $\gamma_S^{X, \text{combi}}(A^X, V^X, S)$ can be any typically used expression for the combinatorial activity coefficient, depending on the composition and the surface areas and volumes of the solute and solvent molecules. The solvent dependence usually is described by the average molecular volume $\bar{V}_S$ and average molecular surface area $\bar{q}_S$. Volumes and surface areas are taken from
the COSMO cavities of the molecules. $\mu^X$ is the pseudo-chemical potential, expressing the chemical potential at a reference mole fraction of 1 mol/mol.

It should be noted that in general multiple conformations of a molecule are considered. Knowing the internal energy of each conformation from the initial DFT-COSMO calculation and the individual pseudo-chemical potentials from eq. 5, all thermodynamic equilibrium properties of the conformational ensemble are calculated from the conformational partition function.

Figure 1: Schematic illustration of the COSMO-RS principles: First the COSMO surface polarization charge densities of the surface segments are converted into a histogram (σ-profile, upper diagram). Then the solvent σ-profile is converted into a σ-potential (lower diagram), and the chemical potential of each molecule in this solvent is calculated by applying the solvent σ-potential to the surface segments of the solute.

Meanwhile COSMO-RS has been refined by including the influence of other surface descriptors, e.g. local polarizability and element specific hydrogen bonding and dispersion parameters, in order to improve the accuracy of the surface interaction expressions. But the basic scheme of COSMO-RS is conserved, i.e. the interactions are calculated based on local surface properties of the surface segments, which can be derived from the COSMO calculation or the molecular structure and can be considered as known for each surface segment, and instead of using eq. 4 the statistical thermodynamics is done by the equivalent exact solution of the quasi-chemical approximation, which was published under the acronym COSMOSPACE for the generalized case. Nevertheless, for the sake of clarity in the following we will describe the concepts of COSMOmic and COSMOplex just using the terminology of polarization charge density interactions. The BP-TZVP-2018 parameterization of COSMOtherm was used for the COSMO-RS calculations within COSMOplex in this article.

**COSMOmic**
While the original COSMO-RS was just applicable to homogeneous bulk liquids, it has been extended to inhomogeneous, micellar systems\textsuperscript{13,17} by considering such systems as layered liquids, each layer being considered as homogeneous and described by COSMO-RS. Nevertheless, in COSMOmic information about the individual composition of each layer has to be derived from external information, usually from snapshots of molecular dynamics simulations of a micellar system M. The distribution of atoms over the layers of a micelle was converted into an atom probability distribution. Multiplication of the individual atom probabilities with the partial $\sigma$-profiles of the corresponding atoms in a COSMO file of the respective compound led to a specific $\sigma$-profile for each layer, i.e. to a surface polarity distribution $p_M(\sigma, z)$ depending on the coordinate $z$ directed along the outward normal vector of the micellar layers. In the case of spherical or cylindrical systems, $z$ corresponds to the radial direction. Given these layer $\sigma$-sigma potentials, we can use the standard COSMO-RS algorithm to calculate a $\sigma$-potential $\mu_M(\sigma, z)$ of each layer.

For the calculation of the chemical potential of a compound X at virtual infinite dilution in such a layered liquid system a systematic sampling of all possible states, i.e. of conformations, center positions and orientations of the solute relative to the $z$-direction, is performed. In practice, the mid of each layer is tested as center position, and a grid of vectors on the unit sphere, typically $n_{ori} = 162$ directions, are used for the orientations of the micelle normal relative to the molecule. It should be noted that two different choices for the molecular center have been implemented, either the geometric center of the molecular surface area, or the center of polarity, defined as the squared polarization charge density $\sigma$. By default, we use the geometric surface center throughout this paper. For a given state, i.e. conformation, position and orientation of the compound, sometimes abbreviated as a cpo further on, each of the surface segments $v$ has a coordinate $z_{v cpo}$ with respect to the $z$-direction of the micellar system. The chemical potential of this surface segment $v$ is then evaluated by linear interpolation of the two adjacent layer-$\sigma$-potentials $\mu_M(\sigma_v, z)$. For negative values of $z_{v cpo}$, which may appear in lamellar micelles geometries, a mirror boundary condition is applied, and for values of $z_{v cpo}$ larger than the outer boundary of the simulated box the $\sigma$-potential is assumed to be the same as in the pure solvent embedding the micelle, i.e. in most cases pure water. Then, in close analogy to eq. 5, all segment chemical potentials of each conformation $X^c$ of a compound X are summed to yield the residual chemical potential of $X^c$. It should be noted that an electrostatic membrane potential $V(z)$ simply can be taken into account in the energy of each surface segment by the multiplication of the polarization charge density $\sigma$ with the membrane potential and the segment area\textsuperscript{17}.
The combinatorial contribution is estimated based on appropriate averages of the surface areas and volumes of the molecules contributing to each layer and from the volume contribution of the solute in each layer. Combining the residual and the combinatorial chemical potentials with the inner energy of the conformation resulting from the DFT-COSMO calculation yields the total free energy of the compound for this special \textit{cpo}.

Figure 2: Schematic illustration of COSMO\textit{mic}: A micelle is considered as layered liquid. The composition of each liquid is taken from MD simulations. After the calculation of $\sigma$-profiles and $\sigma$-potentials of the layers, all positions and orientations of a solute molecule are sampled, calculating the state specific free energy from the local $\sigma$-potentials.

Sampling of all positions, orientations, and conformations thus allows us to calculate the partition function for compound X in the micellar system, and from that we can derive all thermodynamic equilibrium properties, including partition coefficients of the solute between the solvent, usually water and the micellar system. Because most experimental data is available for these systems, COSMO\textit{mic} has been validated to a large degree based on biomembrane-water partition coefficients\textsuperscript{13,16,17}, which are of big interest for biochemistry and pharmaceutical research. But also for other micelle-water partition systems COSMO-RS yields reliable partition coefficients\textsuperscript{15,24–26}. No special parameterization of COSMO\textit{mic} was required beyond the underlying COSMO-RS parameterization, except for the inclusion of ions, for which the membrane potential needed to be derived from fitting of an appropriate functional form with three adjustable parameters.

\textbf{COSMOplex: Simulation of complex, self-organizing systems based on COSMO-RS}

Based on the terminology introduced in the previous chapters we now can set the framework for COSMOplex. The workflow is outlined in figure 3, and we will refer to this figure and the numbering of steps indicated therein along the explanation of the method.
Figure 3: (will be printed full page) Workflow of the COSMOp lex method

Step 1: Definition of geometry: First we have to select the overall geometry and the structure of our simulation box. For the self-organizing system (SOS) we consider a box of total volume $V_{geo}^{tot}$ virtually cut into L layers along the z-axis. For simplicity we assume that all layers have the same thickness $\delta$, although varying thicknesses could be handled as well. By default, we shall assume a rectangular geometry, but cylindrical or spherical boxes are supported as well. In the latter cases the z-axis is the radial axis. Thus, the geometric volume of layer $i$ is

$$V_{geo}(z_i) = A\delta$$

(7)

for the case of the rectangular box with cross-section area $A$,

$$V_{geo}(z_i) = \pi H \left( \frac{z_i + \delta}{2} \right)^2 \left( \frac{z_i - \delta}{2} \right)^2 = 2\pi Hz_i\delta$$  

(7a)

for a cylindrical box of height $H$, and

$$V_{geo}(z_i) = \frac{4\pi}{3} \left( \frac{z_i + \delta}{2} \right)^3 - \left( \frac{z_i - \delta}{2} \right)^3 = 4\pi \left( z_i^2 \delta + \frac{\delta^3}{12} \right)$$

(7b)

for a spherical system. For the boundary condition of the boxes see Appendix A.
Step 2: Selection of compounds: We consider the box to be filled with \( N_{\text{tot}} = \sum_{k=1}^{n_c} N_k \) molecules of \( n_c \) different compounds. Each compound \( X_k \) may be represented by \( m_k \) conformations.

Each conformation \( X_k^j \) is represented by a COSMO file, which provides all information about its internal energy \( E_k^j \) in the COSMO reference state, the elements and coordinates of the atoms, and the coordinates, sizes, and screening charges of all segments on the COSMO cavity. The sum of all segment areas is considered as the COSMO surface area \( A_k^j \). The enclosed volume of the COSMO surface is \( V_k^{j,\text{COSMO}} \). The total volume is split into atom volumes \( V^\alpha \) based on a relative closest distance criterium, so that we have atom volumes available for each atom \( \alpha \). More detail on atom volumes and atom centers is given in Appendix B.

Step 3: We generate a start distribution of the molecules in the box. This is basically a free choice of the user. It is advisable to precondition the system towards the expected self-organization, for example to place the more polar molecules with higher concentration on one side and the less polar molecules more on the other side. Furthermore, it is advisable to aim for a reasonably homogeneous space filling in all layers. An empirical tool named AUTOBOX (see SI for more information on AUTOBOX) is provided in the COSMOplex software to achieve a reasonable start distribution. The start distribution is represented as an atom probability distribution, as it was used as input for COSMOmic. More details of the AUTOBOX algorithm are given in the supporting information (SI). Nevertheless, it should be emphasized, that – as in almost all non-linear optimization methods, and as in MD simulations, the details of the start distribution may have influence on the required number of steps and on the achieved simulation minimum, to which COSMOplex converges, but otherwise the properties of a converged COSMOplex simulation should be independent of the start distribution.

Step 4: Given a start distribution of the molecules and their atoms throughout the layered system, we can calculate three layer composition functions. First, we assign the partial \( \sigma \)-profiles of the atoms to the respective layers and yield layer \( \sigma \)-profiles \( p_{\alpha}^{0}(\sigma, z_i) \), in the same way as it was done in COSMOmic. The index zero indicates that this is just the initial guess. As a second composition function we calculate the expectation values \( Q_{\alpha}^{0}(z_i) \) of layer charge for all layers by summing up the product of polarization charge density times segment area for all segments in a layer.

As a new ingredient of COSMOplex vs. COSMOmic, the space filling ratio
\[ \tilde{\rho}^0(z_i) = \frac{V_{\text{occ}}^0(z_i)}{V_{\text{geo}}(z_i)} \]  

(8)
i.e. from the ratio of the occupied volume and the available geometric volume, is considered as a third composition function. Space filling ratios larger than 1 indicate an overpopulation of the respective layer, space filling ration lower than 1 indicate underpopulation.

The average molecular surface area and the average molecular volume is also calculated in each layer (see Appendix C).

Step 5: Next we calculate the three continuum response functions corresponding to the three composition functions calculated in step 4. The response functions for the layer \( \sigma \)-profiles are the corresponding \( \sigma \)-potentials \( \mu_{\text{sos}}^0(\sigma, z_i) \). The response function for the charge distribution is the electrostatic potential, which can be calculated from charge distribution according to Gauss law. For details see Appendix D. The response function the space filling is pressure. It can be calculated from the compressibility. For details see Appendix E.

The combinatorial contribution, a kind of size correction, may be considered as an additional response function. Since its contribution is small we refer to Appendix F for details.

Step 6: As a next step we scan all possible states of each compound \( X \) in the simulation box. The states are enumerated by the conformation index \( (c) \), the center position \( (p) \) and by the orientation \( (o) \) of the \( z \)-axis of the system relative to the coordinate system of the molecule in the COSMO file. For the latter a homogeneous grid of vectors on the unit sphere as introduced in the original COSMO paper is used. By default, 162 orientations are considered.

For each state \( cpo \) the free energy \( \mu_{\text{SOS}}^{X,\text{cpo}} \) is initialized with the conformational energy of the compound. For the COSMO-RS part of the free energy we determine the position of each surface segment and of each atom of the compound \( X \). Using a linear interpolation between the two neighboring layers of each segment, we determine the value of the \( \sigma \)-potential of the segment at its position and the corresponding electrostatic potential and the respective contributions of each segment to the total free energy \( \mu_{\text{SOS}}^{X,\text{cpo}} \) of the state. In addition, we determine the position of each atom. The atom volume is multiplied by the interpolated pressure of the two nearest layers and this pressure penalty is added to \( \mu_{\text{SOS}}^{X,\text{cpo}} \). Finally, the combinatorial free energy is added (see Appendix F). Hence, the free energy of the state \( \text{cpo} \) is
\[ \mu_{\text{SOS}}^{X_{\text{cpo}}} = E_{\text{COSMO}}^{X} + \mu_{\text{SOS, res}}^{X_{\text{cpo}}} + E_{\text{SOS, estat}}^{X_{\text{cpo}}} + E_{\text{SOS, press}}^{X_{\text{cpo}}} + \mu_{S, \text{combi}}^{X_{\text{cpo}}} \] (9)

Step 7) Knowing the individual free energies of all states cpo, we can build the compound partition functions as sum of the Boltzmann weights:

\[ Z^{X} = \sum_{\text{cpo}} N_{\text{mol}}^{\text{cpo, p}} \exp \left\{ -\frac{1}{kT} \mu_{\text{SOS}}^{X_{\text{cpo}}} \right\} \] (10)

The multiplication by the number of molecules \( N_{\text{mol}}^{\text{cpo, p}} \) in layer p is required, since the combinatorial contribution of COSMO-RS is gauged to a mol/mol concentration scale. The total free energy of each compound X is calculated as

\[ G^{X} = -kT \ln \left\{ Z^{X} \right\} \] (11)

And the total free energy of the system as

\[ G_{\text{tot}} = \sum_{k=1}^{n_{k}} N_{k} \mu_{\text{SOS}}^{X} = -RT \sum_{k=1}^{n_{k}} N_{k} \ln \left\{ Z_{k} \right\} - E_{\text{corr, Coulomb}}^{\text{corr}} - E_{\text{press}}^{\text{corr}} \] (12)

where the corrections for the electrostatic and pressure energy are required in order to avoid double counting. For details see Appendix G.

The individual probability to find compound X in state cpo is

\[ w_{\text{cpo}}^{X} = \frac{N_{\text{mol}}^{\text{cpo, p}} \exp \left\{ -\frac{1}{kT} \mu_{\text{SOS}}^{X_{\text{cpo}}} \right\}}{Z^{X}} \] (13)

By knowing the individual state probabilities, we can construct new layer composition functions, i.e. new layer \( \sigma \)-profiles, charge distribution, and layer pressure profile.

Step 8) We mix the new and the previous composition function by using a damping factor \( \lambda \) as weight for the old composition and 1 - \( \lambda \) as weight for a new composition, i.e. we know all the three composition functions as they were achieved in step 4. Thus we can restart the COSMOplex cycle at step 5, i.e. with the calculation of new response functions. By that an iterative, recursive cycle is defined, which has to be repeated until the composition of the system and the chemical free energies of the compounds are sufficiently converged. Damping is required in order to avoid oscillations which tend to occur due to the extreme pressure response on overpopulation of layers. Different damping schemes, which vary the damping factor based on different measures of the degree of oscillation of the past cycles, have been implemented, but these schemes probably are subject to future improvement. Since the final results do not depend on the convergence algorithm, we skip a description of the damping algorithms in this article.
With step 8 we have closed the iterative cycle for the recursive calculation of the distribution and free energies of molecules in the self-organizing system. Finally, after several hundreds or thousands of iterations the system converges to a minimum of the total free energy. If the convergence criteria, which may depend on the application, are met, the iterative cycle is stopped and final property evaluations, as the calculation of the interfacial tension as integral of the pressure profile, can be easily performed.

As in every non-linear optimization procedure, the achieved minimum can either be the global minimum, or just a local minimum. Starting from different start conditions, or by using different damping schemes, it should be checked, whether the global optimum has been found. Nevertheless, if starting from a reasonable initial distribution of the molecules, we found that in many cases the system directly converges to the global minimum.

**DIRPLEX: Directional segment extension**

Although the COSMOplex algorithm as described above already yields qualitatively, and in many cases also quantitatively plausible results, it is necessary to introduce a further extension of the COSMOplex algorithm which concerns the directionality of the surface segments. Since in a bulk, homogeneous and isotropic solvent no direction is preferred, the orientation of surface segments does not require special attention, although even in such system two segments need to have opposite orientations in order to form an interacting segment pair. But in COSMOplex we consider an anisotropic liquid, with a specially preferred direction, the z-direction of the SOS. Thus, it may be that some segment types preferably point to the positive z-directions, and others preferably point in lateral or opposite direction. As an example, we may consider the interface of water to nonpolar solvent, e.g. cyclohexane, as illustrated in figure 4. If the alkane phase is in the region of low z-values and water at high z-value, then the layer accommodating the relatively sharp interface of the liquids will mainly have nonpolar surface segments with positive z-normal direction, while the polar water segments will have an excess of negative segment normal directions. Standard COSMO-RS thermodynamics for the segments in such layer would allow for large numbers of contacts between the polar water surface segments and between the nonpolar alkane segments, but geometry prohibits such contacts. This constraint can be introduced into COSMO-RS by considering the segment normal direction as an additional segment property. For the purpose of COSMOplex it is sufficient to split each segment \( v \) into two subsegments in the following way: If the scalar product of the segment normal vector with the z-direction (\( n_{v,z} \)) is positive, the portion \( n_{v,z} \) is added to a z\(^+\)-sub-ensemble of surface segments, and the portion (1 - \( n_{v,z} \)) is added to the z\(^0\)-sub-ensemble. If \( n_{v,z} \)
is negative, the portion $|n_{v,x}|$ is added to a $z$-sub-ensemble of surface segments, and the portion $(1+ n_{v,x})$ is added to the $z^*$-sub-ensemble. Then we solve the COSMOSPACE equations with the additional boundary condition, that surface segments from the $z^*$-sub-ensemble may only interact with surface segments of the $z^*$-sub-ensemble and vice versa, while segments from the orthogonal $z^0$-sub-ensemble can still freely interact with each other. It should be noted that the COSMOSPACE equations for the coupled $z^*$- and $z^0$-sub-ensembles do only converge, if the amount of segment surface is exactly identical in both sub-ensembles. In order to achieve this in every layer, we solve a system of linear equations yielding the minimum transfer of $z^*$- and $z^0$-segments from the neighboring layers which is necessary to yield identical amounts of $z^*$- and $z^0$-areas in each layer.

Figure 4: Schematic illustration of the DIRPLEX extension: Without the DIRPLEX constraint, the polar water segments in the middle layer would preferentially interact with each other, and the green alkane segments would form nonpolar pairs (red arrows). The directionality constraint enforces the formation of polar-nonpolar contacts (yellow arrows). The black arrows indicate the segment normal vectors.

Basically, segment directionality should already have been taken into account in the COSMOmic method, but apparently COSMOmic worked well without this extension. The reason is that in COSMOmic we mostly studied soft, surfactant-rich interfaces, at which apparently the segment pairing is mainly controlled by the segment polarity, and less by directionality. In the examples section we compare COSMOplex with and without the DIRPLEX extension for the DMPC biomembrane and for the cyclohexane-water interface. Larger differences are only found in the latter case. Nevertheless, for the sake of being on the save side, DIRPLEX should be used by default, if the computational resources allow for the increase of the computation time by roughly a factor of 3 caused by DIRPLEX.
Application examples

In this section, we describe a range of different applications. All applications are considered as proofs of principle, not expecting that the optimal performance of COSMOplex has yet been achieved.

Self-organization of a DMPC bilayer and DMPC-water partition coefficients

As a first example, we apply COSMOplex to the self-organization of a DMPC biomembrane, which was the most important system studied by COSMOmic\textsuperscript{13,17}. A first COSMOplex simulation was started from a AUTOBOX generated input. Three more runs were started, adding the DIRPLEX option, adding the self-consistent electrostatic potential calculation, and adding both options, respectively.

Figure 5 shows the volume distribution profiles for DMPC and water, respectively, resulting from the four COSMOplex simulations. The distribution resulting from the MD simulations\textsuperscript{32}, as used in COSMOmic, is shown for comparison. As can be seen, all distributions are in reasonable agreement with each other, but the COSMOplex distributions are generally a bit sharper than the distribution derived from the MD simulations. Most likely this is a result of the geometry scatter in MD, i.e. the fact that the geometry and symmetry of the DMPC double layer in each snap shot deviates a bit from the idealized flat and reflection symmetric arrangement. This already caused some uncertainty in the position of the reference plane, and some stretching or compression. Within the COSMOplex generated models, the use of the DIRPLEX extension causes some broadening of the profiles, while the use of the self-consistent electrostatic potential has negligible effect. Figure 5 also shows the self-consistent electrostatic potentials as arising from the two last options, in comparison to the empirically fitted potential fitted to experimental DMPC-water partition coefficients of ions\textsuperscript{17}. Given the fact that most reported DMPC MD simulations yield values between 1.0 and 1.3 V in the membrane center\textsuperscript{17,33}, the difference between the COSMOplex result of 0.1 V and the “true” experimental value of 0.3 V must be considered as an encouraging result. Comparing the COSMOplex potentials with the membrane potential generated by the fit to ion partition coefficients, it is apparent that the latter has its strongest increase in the region of the zwitterionic groups ($z \sim 17$ Å), while the COSMOplex potentials rise at $z \sim 12$ Å and thus seem to arise from the ester groups, which are located in that region of the membrane. More detailed analysis will be presented in forthcoming papers.
Figure 5: Volume fractions of DMPC (full lines) and water (dashed lines) in a DMPC membrane. The center of the bilayer is at the left end of the diagram. The MD composition is marked in black, bare COSMOplex in blue, COSMOplex with self-consistent electrostatics in red, COSMOplex with DIRPLEX in yellow, and COSMOplex with DIRPLEX self-consistent electrostatics in green. The dotted lines show the two self-consistent electrostatic potentials, with the fitted, pseudo-experimental potential is given for reference in grey.

In all cases we also calculated the DMPC-water partition coefficients for the 207 neutral solutes considered by Endo et al. The statistics for the different models is given in Table 1. The MD-based COSMOmic model is slightly better than the COSMOplex models. Within the COSMOplex models the DIRPLEX model without electrostatics seems to be slightly worse than the other three models. Nevertheless, all differences in the performance for the partition coefficient models are very small, and we may conclude that COSMOplex based models are essentially as good as the COSMOmic models, which required CPU intensive MD simulations as input.
| Model         | mean dev | RMSD* | slope | shift | r²   | RMSD |
|--------------|----------|-------|-------|-------|------|------|
| MD_based     | -0.72    | 0.86  | 1.24  | -1.56 | 0.78 | 0.81 |
| COSMOplex    | -0.15    | 0.90  | 1.15  | -0.61 | 0.75 | 0.88 |
| &Epot        | -0.21    | 0.88  | 1.16  | -0.70 | 0.76 | 0.86 |
| &DIRPLEX     | -1.23    | 0.94  | 1.05  | -1.45 | 0.71 | 0.94 |
| &DIRPLEX&Epot| -1.24    | 0.89  | 1.11  | -1.68 | 0.75 | 0.88 |

Table 1: Statistical performance of the 5 different DMPC models for the prediction of 207 logarithmic DMPC-water partition coefficients. RMSD* is the root mean squared deviation after correction for the mean deviation, the last four columns give the coefficients and performance from linear regression.

**Prediction of critical micelle concentrations**

The prediction of critical micelle concentrations (CMCs) is of special interest in many areas of formulation science. Here we consider the prediction of the CMCs of seven diverse neutral surfactants. For each surfactant a spherical aqueous micelle model was built with AUTOBOX based on the surfactant geometry, and a COSMOplex calculation with self-consistent electrostatic field was started. As shown in table 2 and figure 6, the trends in CMC are reasonable well predicted by COSMOplex. It needs to be emphasized, that further studies, investigating the influence of system size, layer width, more conformations and other options of COSMOplex, are required in order to ultimately determine the accuracy of the COSMOplex for CMC prediction. Initial simulations for ionic surfactants also converged nicely and showed reasonable results. These systems will be studied in more detail in a forthcoming paper.

| Surfactant                                      | COSMOplex | exp. |
|------------------------------------------------|-----------|-----|
| nonylphenyl pentaethylene glycol                | -5.01     | -4.26<sup>35</sup> |
| dodecyl-β-D-glucoside                           | -3.42     | -3.77<sup>36</sup> |
| dodecyl-β-D-maltoside                           | -4.01     | -3.70<sup>37</sup> |
| octyl glyceryl ether                            | -2.48     | -2.24<sup>37</sup> |
| tetrathylene glycol monoocetyl ether            | -1.99     | -2.15<sup>35</sup> |
| octyl-β-D-glucoside                             | -2.86     | -1.80<sup>38</sup> |
| octanoyl-N-methylglucamine                      | -2.68     | -1.16<sup>39</sup> |

Table 2: COSMOplex results for CMCs (log CMC/[mol/l]) of seven diverse surfactants.
Figure 6: COSMOplex results for CMCs (log CMC/[mol/l]) of seven diverse surfactants.

Microemulsion systems

Microemulsions are of special interest for many areas of formulation science and for the important field of enhanced oil recovery. If such system, composed of a less polar compound, usually called oil, a surfactant, and water, is mixed in a test tube by shaking, three phases form, i.e. an oil-rich phase at the top, an aqueous phase at the bottom, and a micellar phase in the middle. As a proof of principle, we applied COSMOplex to a typical microemulsion system, i.e. octane, C8E3, and water at 288 K. We initialized the system as three-zone system of oil (35 %-vol), surfactant (30 %-vol) and water (35 %-vol). Experimentally, this system is expected to form an oil-rich phase, a microemulsion phase and a water rich phase at these conditions\(^4\). And indeed, after heavy initial fluctuations it really formed three phases with surfactant saturated oil and water phases, and a middle region in which oil, surfactant and water self-organize to multiple micellar layers (see figure 7). This means that by COSMOplex - without any special pre-conditioning - we were able to investigate the self-organization of such complicated systems in silico with simulation times in the range of a few hours on a single CPU. Even though the quantitative agreement with experimental microemulsion phase diagrams is not yet perfect, COSMOplex may become an important tool for the systematic investigation of microemulsion formation, because such investigations are practically impossible with other simulation techniques.
Figure 7: Spontaneous formation of a microemulsion phase in an oil (octane, 35 %-vol), surfactant (C8E3, 30 %-vol) and water (35 %-vol) system: The lines give the relative atom probability for octane atoms (yellow), water oxygen (blue), surfactant oxygens (red) and surfactant carbon atoms (grey). Five double layers built up for COSMOplex. If we use the DIRPLEX extension less (two or three) and broader double layers are formed (see inset).

**Interfacial tensions**

Another promising application area of COSMOplex is the prediction of the self-organization of molecules at a liquid-liquid interface and of the resulting interfacial tension (IFT). As introduced in the context of MD simulations, the IFT can be simply calculated as the z-integral of the lateral pressure.

The initialization of the rectangular simulation box with mirror boundary conditions is relatively simple. For details see the AUTOBOX section in the SI. In figure 8 three typical interfacial pressure profiles are shown. The profiles have been base-line corrected. In figure 9 we show the results for the IFT prediction of 40 aqueous systems taken from the paper of Andersson et al. Since negative predictions must result from numerical noise, we replaced them by zero. The results, which take into account the segment directionality (DIRPLEX), are in good agreement with experimental interfacial tensions (see figure 9). It should be noted that no parameters have been adjusted to fit the COSMOplex results to the experimental data. As explained in the DIRPLEX section, results without the DIRPLEX extension are much worse and strongly underestimate the experimental interfacial tensions by a factor of almost 2. The use of the self-consistent electrostatic potential has almost no influence on the interfacial tension prediction.
Figure 8: COSMOplex pressure profiles for six interfacial tension calculations: The pressure drops in the interfacial region. For cyclohexane and toluene pressure fluctuations arising from the first, second and third molecular layer can be observed. The pressure profiles are base-line corrected.

Figure 9: Experimental\textsuperscript{19} and predicted interfacial tensions for 40 aqueous systems: COSMO\textit{plex} predictions without DIRPLEX extensions are in blue, with DIRPLEX in in orange. (For compound list and data see Table SI1 in the supporting information)
Summary and outlook

The COSMO-RS method was originally developed for homogenous, bulk liquids. By the COSMOmic method it was to the simulation of solutes in micellar systems but being limited to infinite dilution and requiring computationally expensive molecular dynamics input, describing the structure of the system. By the introduction of a layer specific pressure, the applicability of the method – now named COSMoplex - has been extended to the self-consistent simulation of a wide range self-organizing molecular systems. First applications to micelle formation, micro-emulsion systems, biomembrane-water partitioning, and liquid-liquid interfacial tension predictions yield promising results in good agreement with experimental data.

All simulations only took between 10 minutes and 10 hours on a single laptop CPU. Thus, the simulations are 3 to 4 orders of magnitude less CPU demanding than comparable molecular dynamics simulations. Furthermore, without any doubt, COSMoplex still has considerable potential for tuning its performance. By that COSMoplex enables many simulation applications of self-organizing which so far seem to be completely unfeasible.

No adjustment of empirical parameters was required. All interactions are directly described based on the surface segment interactions in the COSMO-RS method, supplemented by parameter-free expressions for the pressure and the long-range electrostatic interactions.

Even though the method is already capable of treating the electrostatic potential of self-organizing systems self-consistently, the COSMoplex application examples studied in this article are restricted to nonionic surfactants and neutral solutes. Ionic surfactants and ionic solutes will be considered in a forthcoming paper. Extensions to gas-liquid interfaces and solid-liquid interfaces, confined liquids, as well as liquid crystals should be possible with minor effort and will be considered soon. By the implementation of logarithmically scaling layer widths, COSMoplex should be extendable to the simulation macroscopic distances, e.g. for the complete simulation of the volume between the anode and cathode of an electrochemical cell. As a distant future goal, the simulation of 3D-inhomogeneous systems seems to be possible, optimistically enabling a completely new way of simulating water and drug molecules in enzyme pockets.

Supporting information: A description of the AUTOBOX algorithm used for the preparation of COSMoplex input distributions is provided as supporting information.
Conflicts of Interest: The authors declare the following competing financial interests: Andreas Klamt is chief executive officer, and all other authors are or were employees of COSMOlogic. COSMOlogic commercially distributes the software used in this paper.

Appendix A: Boundary conditions in COSMOplex

Currently in COSMOplex the following boundary conditions are supported:

1) Periodic boundary conditions for rectangular boxes: If the z-coordinate of an atom or segment exceeds the outer box limit $z_{\text{max}}$, it is translated back into the simulation volume by subtraction of one box length, i.e. by $z_{\text{max}} - z_{\text{min}}$. Analogously, coordinates escaping the box on the other side are translated by addition of a box length.

2) Mirror boundary conditions for rectangular boxes. If a coordinate is outside the box, it is transformed into the box by reflection. This assumes mirror symmetric perpetuation of the system outside the box. By reflection boundary conditions, most systems, which usually are simulated with periodic boundary conditions in MD simulations can be reduced to half of the simulation volume, saving simulation time and memory.

3) Pseudo-mirror boundary conditions for cylindrical and spherical simulation boxes: In spherical and cylindrical systems coordinates cannot escape at the inner boundary. But at the at the outer boundary a molecule, while centered in one of the outer layers, may have segments and atoms sticking out of the simulated system. In this case we transform them back into the system in the same way as we do it with mirror boundaries for rectangular boxes, i.e. a coordinate $z > z_{\text{max}}$ is transformed to $2z_{\text{max}} - z$. In order to be physically correct this boundary condition requires, that the system does not show major changes any more at the outer boundary.

Appendix B: Details of atomic volume assignment

The geometric center position of the associated volume of an atom $\alpha$ is introduced as $X_{\text{vol}}^\alpha$. This slightly deviates from the atom position $X^\alpha$ which usually is defined by the position of the nucleus of the atom.

In a next step, we define rescaled volumes for the molecules and atoms. The rescaled molecular volume $V_k$ of a compound is defined as the liquid volume at room temperature, i.e. molecular weight divided by liquid density. The liquid density can either be given as experimental input data, or it can be estimated within the COSMOtherm software\textsuperscript{42}. All atom volumes are rescaled.
by the ratio of $V_k$ and $\langle V_{k,\text{COSMO}} \rangle_{\text{pure}}$, where the latter is the thermodynamic average of the COSMO volumes of the conformations according to their Boltzmann population in the pure liquid k.

Next, we adjust either the size of the simulation box, or the number of molecules in the box in order to achieve equality of the box volume and the sum of the molecular volumes of all molecules in the system. It should be noted that fractional numbers for the counts of molecules are allowed in COSMOplex.

Appendix C: Calculation of the number of molecules per layer and of the average molecular surface area and volume in each layer

The average molecular size parameters, i.e. the average molecular volume $\overline{V}_{\text{mol}}(z_i)$ and average molecular surface area $\overline{A}_{\text{mol}}(z_i)$, are calculated as well. These are required for the calculation of the combinatorial free energy term in eq. 5, i.e. for the combinatorial response function of the layered liquid continuum. For this purpose, each molecule in each state is assigned to a layer i according to the amount of surface area residing in layer i divided by the total surface area of the molecule. Summation over all molecules and their state probabilities yields the number of molecules per layer $N_{i,\text{mol}}$. Multiplying the fraction of surface in layer i by the molecular volume yields the average volume $\overline{V}_{\text{mol}}(z_i)$, and multiplying the fraction by the molecular area yields the average surface area $\overline{A}_{\text{mol}}(z_i)$.

Appendix D: Calculation of the electrostatic potential $V_{\text{SOS}}(z_i)$ from layer charges $Q_{\text{SOS}}(z_i)$

The electrostatic potential $V_{\text{SOS}}(z_i)$ arising from the net charges in the layers is calculated, taking into account the geometry of the simulation box and the electronic polarizability, i.e. the infinite frequency dielectric constant $\varepsilon_\infty = n^2$, of the layers. The latter is calculated from the pure compound refraction indices and averaged based on the atom volume probabilities in the layers. The pure compound refraction indices can either be given as experimental input, or they are calculated from an increment scheme. The values used in the examples are:
The reduction of the electric field resulting from the re-orientational polarizability should already be taken into account by the self-consistent organization of the molecules, if they feel the electrostatic potential.

In **planar geometry** (rectangular box), the change of the electric field $\Delta E(z_i)$ within a layer $i$ is given by the volume charge density, i.e. the layer charge $Q_{vol}(z_i)$ divided by layer volume, multiplied by the layer width $\delta$. Hence, we have for the electric field at the interface between layer $i$ and $i-1$, i.e. at $z_i - \delta / 2$

$$E_i = E(z - \delta / 2) = \frac{\sum_{j=i}^{L} q_j}{A}$$

(D1)

In **planar geometry** (rectangular box), the change of the electric field $\Delta E(z_i)$ within a layer $i$ is given by the volume charge density, i.e. the layer charge $Q_{vol}(z_i)$ divided by layer volume, multiplied by the layer width $\delta$. Hence, we have for the electric field at the interface between layer $i$ and $i-1$, i.e. at $z_i - \delta / 2$

$$E_i = E(z - \delta / 2) = \frac{\sum_{j=i}^{L} q_j}{A}$$

(D2)

The summation is from the outer end downwards, because we assume that the electric field and the potential at the right end of the box ($i = L$) is zero (e.g. in the water phase of a DMPC bilayer). The electrostatic potential is the integral of the electric field. Hence the potential in the middle of layer $i$ is

$$V(z_i) = \sum_{k=n+1}^{i} D_k \delta = \sum_{k=n+1}^{i} \frac{E_k}{n^2(z_k)} \delta$$

(D3)

In **spherical geometry** the electric field at a radius $z$ is the same as the electric field of a point charge at the center which has the value of all included charge $Q^{inc}(z_i)$. Outer charge does not contribute. Hence, we can easily get the electrostatic potential by summing up the small changes of the electric field $\Delta E(z_i)$ reduced by $n^2(z_i)$, starting at 0 and ending up at the outer shell, at which the field should have dropped to zero, because the total charge in the simulated sphere must be zero.

$$\Delta V(z_i, z_i+\delta) = E(z_i + \frac{\delta}{2}) \frac{\delta}{n^2(z_i + \frac{\delta}{2})} = \frac{Q^{inc}(z_i)}{(z_i + \frac{\delta}{2})^2} \frac{\delta}{n^2(z_i + \frac{\delta}{2})}$$

(D4)
$Q^{inc}(z_i)$ is the sum of all layer charges up to $z$. To calculate the potential $V(z_i)$, we just have to start at the center and sum up all potential changes.

In **cylindrical geometry** the electric field as a radius $z$ is the same as the electric field $E(z)$ of a line charge at the center which has the value of all included charge. In close analogy to the spherical case we get (with $R_2$ being the length of the simulated cylinder)

$$\Delta V(z_i, z_{i+1}) = \frac{\delta}{n^2(z_i + \frac{\delta}{2})} = \frac{Q^{inc}(z_i)}{2R_1(z_i + \frac{\delta}{2}) n^2(z_i + \frac{\delta}{2})}$$

(D5)

To calculate the potential $V(z_i)$ we just have to start at the center and sum up all potential changes.

**Appendix E: Pressure as a response to volume occupation**

The new continuum response function considered in COSMOplex is the pressure function $P(z_i)$. The pressure response in a layer $z_i$ is calculated via the space filling ratio

$$\tilde{\phi}(z_i) \equiv \frac{V_{occ}(z_i)}{V_{geo}(z_i)}$$

(E1)

i.e. from the ratio of the occupied volume and the available geometric volume, by the compressibility function. The space filling can be very inhomogeneous, since too many molecules may prefer certain regions of space, which thus get overcrowded, while other regions may be underpopulated. For the calculation of the layer pressures from the space filling ratio we fitted a Lennard-Jones-type compressibility relation to typical pressure-dependent compressibility data of organic liquids\textsuperscript{43}

$$P(\tilde{\rho}) = \frac{\rho^9 - 2\tilde{\rho}^{3.5} + 1}{9 \times 4.5c_{comp}} = \frac{\tilde{\rho}^8 - \tilde{\rho}^{3.5}}{4.5c_{comp}}$$

(E2)

in which $c_{comp}$ is the compressibility, which we set to $10^{-4}$ throughout this article for all compounds except for water, for which we use $0.5 \times 10^{-4}$. As long as the compressibility function is steep enough, i.e. the compressibility is low, this function is like a steep wall and the results do not strongly depend on details of the compressibility function and on the exact value of the compressibility. Nevertheless, a reasonable and smooth compressibility function is required for the convergence of the COSMOplex algorithm. The local, i.e. $z$-dependent compressibility, is calculated as a volume based average of the pure liquid compressibilities of the molecules in each layer. Details regarding derivation of the pressure function are provided in the SI.
Appendix F: Combinatorial contribution

The combinatorial contribution to the free energy of a molecule X in layer i is calculated based on the surface area and volume of molecule X and the average molecular volume and surface area in layer I, as described in Appendix C. For each state cpo of molecules X the combinatorial contribution is assigned according to the fraction of surface residing in layer i.

Appendix G: Total free energy corrections for the Coulomb energy and the compression energy

In variational, self-consistent field quantum chemical algorithms, the total energy of the system usually is calculated from as sum of the expectation values of the energies of the electrons. But this has to be corrected by adding half of the Coulomb energy, because otherwise the electrostatic interaction of each electron is double counted. In other words, the electrostatic energy included in the expectation values has to be replaced by the correct value of the Coulomb energy. The same correction is required in COSMOplex for the Coulomb energy, i.e. the total Coulomb energy has to be reduced by a factor 1/2. It is also required for the compression energy, because the compression energy included in the partition functions of the molecules reflect the interaction of each atom volume with the final, self-consistent pressure, while the compression energy corresponding has a different value given by

\[ E_{\text{cor}}^{\text{comp}} = \sum_{l=1}^{\# \text{layer}} \left[ \left( \frac{\rho_l^u - 2 \rho_l^a + 1}{9*4.5c_{\text{comp}}} \right) - P(\rho_l) \right] \langle V_l \rangle \]  

where \( \langle V_l \rangle \) is the expectation volume of the molecular (or equivalently the atomic) volume in a layer l, and the expression in parentheses is the Lennard-Jones like expression od compression energy, which was used in eq. 9 for the derivation of the pressure formula.
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The AUTOBOX tool for the generation of COSMOplex input

One of the main challenges associated with the self-consistent generation of micelles, membranes, interfaces, microemulsions etc., was the generation of a physically meaningful and general initial guess. It appeared during the tests that many initial guesses could result in different, but self-consistent solutions, much like depending on the initial geometry provided by the user, different self-consistent optimized geometries can be obtained from the same quantum-chemical geometry optimization procedure. There are many local optima for probabilities of atoms to be in each layer and we are interested in those that represent the physical reality that we are targeting.

In this context, the effort towards physically reasonable initial guesses was oriented such that most of the initial guess scheme could be valid for any self-organizing system (SOS).

Because the goal of the initial guess was to provide a simulation box for COSMOplex, it was called AUTOBOX.

Definition of microphases

All self-organizing systems, e.g., membranes, micelles, microemulsions, interfaces, are formed by a series of two or more microphases in the AUTOBOX scheme. For example, micelles consist of a surfactant-rich microphase and a bulk liquid microphase, normally water. The composition of the individual microphases
can be estimated in different ways, which are directly implemented in the AUTOBOX scheme: all compounds of the whole system can be distributed to the microphases in an empirical way, either simply based on their molecular polarities (e.g., a microemulsion would consist of a nonpolar phase, a polar phase and an intermediate surfactant-rich phase in between), or by particular liquid-liquid equilibrium (LLE) calculations for all phase boundaries, or making use of the liquid extraction functionality in COSMOtherm. All calculations in this manuscript are performed by the latter, if not stated otherwise. The individual microphase compositions can also be defined by the user, in addition to the total system composition.

The individual microphases can be composed of pre-oriented molecules, called SOS core herein. For example, surfactant-rich microphases with a clear orientation especially of the surfactant molecules with respect to their alkyl tails and polar head groups. Polarity moment vectors, representing the extent and direction of the internal polarity gradient of a molecule, are calculated, and the polarity moment vector is set to be parallel to the z direction of the SOS core for each molecule. For inverse systems (e.g., inverse micelles) each molecule is placed antiparallel (in -z direction) to the polarity moment vector, instead. All molecules are placed according to the similarity of their polarities with the adjacent microphases. In the case of a polar solvent and a less polar SOS core, the least polar molecule has its polarity center furthest and the most polar molecule (e.g. water) has its polarity center closest to the limit of the SOS core. From the position of the polarity center of each molecule and its orientation so that its polarity moment vector is parallel to the z direction, all z coordinates of all atoms of all molecules are known and placed,

As far as bulk liquid phases are concerned, the molecules are placed in a uniform way without pre-orientations taking place.

Once all compounds are placed in all microphases, the atom probabilities are smoothed by a Gaussian function around their initial positions in the whole system. After a last normalization, step, a full initial probability matrix for each atom in each layer is obtained.

After generation of the microphases, the system is sliced into virtual layers. For softer microphase transitions (e.g., membranes, micelles), a layer size – or “resolution” – of 2 Å is selected per default; for tight interfaces, a layer size of 1 Å in z-direction.

**Micelles and membranes**

Micelles and membrane occur when amphiphilic molecules are immersed in very polar or very nonpolar solvents. They are constructed by two microphases, a surfactant-rich SOS core phase and a bulk solvent phase of either spherical, cylindrical or lamellar geometry. For polar solvents, in micelles or membranes, the most nonpolar parts of molecules are oriented towards the interior of the SOS core, while the most polar parts of molecules are oriented so that they maximize contacts with solvent molecules [1]. For nonpolar
solvents, this occurs the other way around. Experimentally [2] and from molecular dynamics simulations [3], some mixing is observed between the surrounding solvent and micelles/membranes. Therefore, it is of interest to start the simulation with a sufficient number of initially homogeneous bulk solvent layers on the top of the plex.

Geometrical constraints limit the radii of hydrophobic cores of micelles, and they have been theoretically estimated to measure roughly 80% of the extended alkyl chain length [4], which is understandable since chains are not necessarily extended. Generalizing this reasoning to the whole molecule and allowing treatment of mixtures, a simple and reproducible assumption could be that the initial inhomogeneity zone, which contains the SOS core, has the maximal length of the surfactant molecule in the system, i.e. the compound with the largest polarity moment. An even better approximation would be only a fraction of this maximal length, like 80%, but in the initial publication [4], for alkyl chains, this proportion has been found to vary depending on alkyl chain length, and therefore any general tuning of this parameter would be bound to a good estimation of the general molecular flexibility. So, for the examples used to test and develop the method, we used the maximum diameter of the longest surfactant conformer. This length defines the radius of the SOS core system in a spherical or cylindrical case and, thus, the volume of the SOS core. Per default, the same radius is used for the second bulk solvent phase.

Interfaces

Interfaces occur when two different, often immiscible and equilibrated liquids are put into contact. They are represented by two lamellar microphases by the AUTOBOX algorithm. The zone of contact, where the molecules of one of the phases undergo unfavorable interactions with the molecules of the other phase, is said to be of the order of the “bulk correlation length” [5]. This bulk correlation length is the average distance between one molecule and the point at which we consider the composition of the liquid to be the same as the average composition. Here, we considered that this length is below or equal to the length of the longest conformer of the longest molecule $l_{\text{max}}$, which enables some degree of homogeneity with the scheme used for micelles and membranes. The simulation box is enlarged to arrive at – ideally homogeneous – bulk phase compositions at both outer boundaries: for both microphases, a minimum size of 3 $l_{\text{max}}$ is chosen per default, which turned out to be an acceptable compromise between calculational time and interfacial tension accuracies.

Even though interfacial enrichment is not considered by the manuscript (i.e., IFT of mixtures with surface-active components), the AUTOBOX scheme is flexible enough to define those systems, as well.

Microemulsions
Microemulsions are observed when the interfacial tension between two antagonistic phases becomes zero due to the presence of a middle phase concentrating surface-active compounds (surfactants) [6]. A given emulsion, with known mole or volume fractions of all components, can be simulated as a SOS. Thus, microemulsions are set up by three microphases: a nonpolar bulk solvent phase, a surfactant-rich SOS core and a polar bulk solvent phase.

Similar to micellar systems, the maximum diameter of the longest surfactant conformer \( l_{\text{max,surfactant}} \) is used to define the length of the SOS core system. Per default, the same length is used again for both bulk solvent phases. Thus, the total system has a standard size of \( 3 \ l_{\text{max,surfactant}} \). Again, the surfactant is identified by the compound with the largest polarity moment in the system.
Table S11: Exp. and predicted IFTs for 40 compounds with 2 levels of COSMOplex.

| Nr | Name                     | Exp | IFT | IFT_DIRPLEX |
|----|--------------------------|-----|-----|-------------|
| 1  | n-heptane                | 50.10 | 24.73 | 48.93        |
| 2  | cyclohexane              | 50.00 | 22.34 | 43.21        |
| 3  | hexane                   | 49.70 | 24.05 | 45.32        |
| 4  | CS2                      | 48.60 | 26.28 | 44.88        |
| 5  | tetrachloroethylene      | 45.90 | 24.64 | 48.99        |
| 6  | CCl4                     | 44.30 | 24.66 | 48.09        |
| 7  | 1,1,1-trichloroethane    | 36.60 | 21.90 | 44.05        |
| 8  | ethylbenzene             | 36.50 | 20.91 | 48.02        |
| 9  | trichlorethylene         | 36.90 | 21.55 | 49.05        |
| 10 | 1,2-dimethylbenzene      | 36.40 | 21.22 | 43.15        |
| 11 | 1,4-dimethylbenzene      | 35.70 | 21.91 | 43.22        |
| 12 | 1,3-dimethylbenzene      | 35.50 | 21.87 | 43.11        |
| 13 | toluene                  | 35.40 | 20.32 | 39.41        |
| 14 | benzene                  | 33.80 | 18.98 | 36.85        |
| 15 | CHCl3                    | 30.80 | 16.33 | 29.38        |
| 16 | chlorobenzene            | 30.30 | 21.02 | 40.43        |
| 17 | cis-dichloroethylene     | 30.00 | 15.92 | 33.39        |
| 18 | 1,1,2-trichloroethane    | 29.60 | 17.23 | 31.52        |
| 19 | CH2Cl2                   | 28.90 | 12.89 | 25.80        |
| 20 | 1,2-dichloroethane       | 28.40 | 15.76 | 31.77        |
| 21 | trans-dichloroethylene   | 25.50 | 18.03 | 35.84        |
| 22 | nitrobenzene             | 25.20 | 16.35 | 25.37        |
| 23 | diisopropylether         | 17.70 | 8.49  | 32.08        |
| 24 | 1-butylacetate           | 14.50 | 2.96  | 14.86        |
| 25 | 2-ethyl-1-hexanol        | 13.30 | 7.05  | 26.65        |
| 26 | acetophenone             | 13.20 | 4.46  | 18.14        |
| 27 | diethylether             | 11.00 | 6.05  | 19.82        |
| 28 | 4-methyl-2-pentanone     | 10.40 | 2.15  | 8.02         |
| 29 | nitromethane             | 9.30  | 8.50  | 15.80        |
| 30 | 1-octanol                | 8.10  | 2.21  | 12.52        |
| 31 | 1-heptanol               | 7.70  | 6.77  | 18.16        |
| 32 | aniline                  | 6.90  | 8.96  | 22.44        |
| 33 | 1-hexanol                | 6.60  | 8.48  | 16.52        |
| 34 | ethylacetate             | 6.40  | 0.21  | 3.47         |
| 35 | 1-pentanol               | 4.60  | 6.56  | 14.32        |
| 36 | cyclohexanone            | 3.90  | 0.00  | 0.00         |
| 37 | cyclohexanol             | 3.70  | 4.71  | 14.04        |
| 38 | 2-butanol                | 2.00  | 3.25  | 7.34         |
| 39 | 1-butanol                | 1.80  | 2.55  | 8.98         |
| 40 | methylacetate            | 1.60  | 0.00  | 0.00         |
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