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Abstract
FINEMET alloys have desirable soft magnetic properties due to the presence of Fe\textsubscript{3}Si nanocrystals with specific size and volume fraction. To guide future design of these alloys, we investigate relationships between select processing parameters (composition, temperature, annealing time) and structural parameters (mean radius and volume fraction) of the Fe\textsubscript{3}Si domains. We present a combined CALPHAD and machine learning approach leading to well-calibrated metamodels able to predict structural parameters quickly and accurately for any desired inputs. To generate data, we have used a known precipitation model to perform annealing simulations at a several temperatures, for varying Fe and Si concentrations. Thereafter, we used the data to develop metamodels for mean radius and volume fraction via the \textit{k}-Nearest Neighbour algorithm. The metamodels reproduce closely the results from the precipitation model over the entire annealing timescale. Our analysis via parallel coordinate charts shows the effect of composition, temperature, and annealing time, and helps identify combinations thereof that lead to the desired mean radius and volume fraction for nanocrystals. This work contributes to understanding the linkages between processing parameters and desired microstructural characteristics responsible for achieving targeted properties, and illustrates ways to reduce the time from alloy discovery to deployment.
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1. INTRODUCTION

FINEMET alloys belong to a class of soft magnetic alloys based on the Fe-Si-Nb-B-Cu system.\textsuperscript{1} In comparison with other soft magnets, FINEMET alloys possess high saturation magnetization\textsuperscript{2} and high permeability,\textsuperscript{2,3} low core loss,\textsuperscript{1,2,4} low magnetostriction,\textsuperscript{2,5} excellent temperature characteristics, small aging effects, and excellent high frequency characteristics.\textsuperscript{1,2,6} As a result, FINEMET alloys have been successfully used in a number of applications including choke coils,\textsuperscript{7,8} mobile phones,\textsuperscript{9} noise reduction devices,\textsuperscript{2,9} computer hard disks,\textsuperscript{10} and transformers.\textsuperscript{11,12} Superior soft magnetic properties are attributed to the nanocrystalline \textgreek{a}''-(Fe, Si) phase (Fe\textsubscript{3}Si with D0\textsubscript{3} structure) in the size range of 10–15 nm diameter (radius 5–7.5 nm) and 0.7 volume fraction.\textsuperscript{1,2,6,8,10} Since its discovery, researchers have investigated FINEMET alloys to improve upon multiple soft magnetic properties by performing experiments followed by characterization using advanced diagnostic tools.\textsuperscript{1,2,6,8,10,11,12}

In materials design, understanding the various processing-structure-property (PSP) linkages plays an important role in designing advanced materials. In particular, correlations between microstructure and desired properties\textsuperscript{17–20} are essential for the deployment of new materials into service. In addition, composition variations and processing parameters (e.g., heat treatment schedule) play an integral role in modeling the microstructure(s) responsible for achieving desired properties, where optimizing processing parameters along with composition remains a challenging task.\textsuperscript{21} As an alternative to costly experimentation, the CALPHAD approach allows for investigating the effect of composition variations and heat treatment on the size distribution and volume fraction of the phase(s) that are responsible for optimal or desired properties; indeed, it has been used for studying soft magnets containing amorphous phases\textsuperscript{22,23} using the commercial software Thermocalc.\textsuperscript{25} Recent studies indicate that simulations based on CALPHAD\textsuperscript{26,27} are in need of efficiency improvements if they are to be used for optimization of the composition and heat treatment schedule. To address this challenge, it is important to develop models that can both replicate maximum information available from prior studies and, in addition,
demonstrate effectiveness in optimizing the processing protocol. This effectiveness should not come, for example, from repeating the same calculations at different compositions, but rather from learning the results obtained in several selected cases in order to predict the behaviour at other compositions.

Machine learning approaches have been previous used to help reduce the time required in the alloy design process.\(^{29,30}\) Supervised machine learning approaches such as artificial neural networks \(^{37,40}\) \(k\)-Nearest Neighbour algorithm \((k\text{-NN})\), \(^{39,41}\) genetic programming, \(^{37,38,40}\) kriging, \(^{43,44}\) and unsupervised approaches such as Principal Component Analysis \((PCA)\), \(^{30,31,35}\) Hierarchical Clustering Analysis \((HCA)\), \(^{29,31,34}\) and Self Organizing Maps \((SOM)\) \(^{28}\) have been previously used in materials science and can also be helpful in this case. From an implementation point of view, there exist several open-source software packages to develop response surfaces or metamodels using several different concepts from artificial intelligence. A machine learning model based on results from the CALPHAD approach will serve as an important rapid screening tool before performing experiments and also in predicting outcomes in case of uncertainties in the composition of the material or in furnace temperature during annealing.

In this article, we present a combined CALPHAD-machine learning approach for optimizing composition along with processing parameters for FINEMET alloys by developing metamodels \((\text{response surfaces, or surrogate models})\) for the simulated crystallization of \(\text{Fe}_3\text{Si}\) domains. We have acquired data for mean radius and volume fraction of \(\text{Fe}_3\text{Si}\) nanocrystals through a recently developed precipitation model \(^{15}\) in Thermocalc, \(^{25}\) capable of simulating the nucleation and growth of \(\text{Fe}_3\text{Si}\) nanocrystals from an amorphous phase. Thereafter, we have used a \(k\)-Nearest Neighbour \((k\text{-NN})\) algorithm to generate computationally inexpensive metamodels to replace exhaustive Thermocalc modeling without any significant loss of accuracy. This way, we are able to demonstrate the efficacy of our combined CALPHAD-machine learning approach by predicting compositions and processing parameters that would lead to achieving the desired mean radius and volume fraction of \(\text{Fe}_3\text{Si}\) nanocrystals. The developed metamodels capture the established nucleation and growth evolution \(^{62,64}\) within the CALPHAD approach, for the entire annealing timescale even for compositions and parameters that were not included in the training set for the metamodels. Another important observation is that the metamodels can predict outcomes in a fraction of the time taken by simulations in Thermocalc.\(^{15}\) Lastly, we propose Parallel Coordinates Charts \((\text{PCC})\) \(^{49}\) for comprehensive visualization of the relationships between processing parameters and optimized quantities, and for rapid identification of the parameters that lead to crystallization of \(\text{Fe}_3\text{Si}\) nanocrystals in the desired size range and volume fraction. Our proposed approach helps reduce the alloy development time since it can serve as a tool for rapid screening of the multi-dimensional parameter space before performing experiments. As such, this combined machine learning and CALPHAD approach illustrates a case of addressing the challenge of simultaneously determining the effect of composition variation and processing parameters \(^{17,21}\) on the microstructure and can be extended to other alloy systems.

2. METHODS

Figure 1 shows the schematic flowchart of the process we followed in order to develop our combined CALPHAD-machine learning approach for optimization of nanocrystal size and volume fraction. This approach is enabled by a nucleation and growth model \((\text{precipitation model})\) in Thermocalc, \(^{50}\) recently parameterized for FINEMET.\(^{15}\) We used this model to generate data for mean radius and volume fraction of \(\text{Fe}_3\text{Si}\) nanocrystals grown upon annealing the amorphous material, data which serves as a training set for developing metamodels. Analysis of the results created by the metamodels reveals correlations between the input parameters \((\text{composition, temperature, and time})\) and the optimized quantities. The three aspects \((\text{Figure 1})\) are described in some detail below.

**Figure 1:** Flowchart of steps followed in this work for a class of FINEMET alloy with composition \(\text{Fe}_{72.89}\text{Si}_{16.71}\text{B}_{5.5}\text{Nb}_{0.3}\text{Cu}_{1}\)

---

2.1. Generating data for developing a metamodel

To generate mean radius and volume fraction data,\(^{63}\) we have used the TC-PRISMA \(^{60}\) module in Thermocalc, which relies on thermodynamic \((\text{TCFE8})\) data.
and mobility databases. TC-PRISMA uses the Kampmann-Wagner Numerical (KWN) method for simulating nucleation and growth of precipitates during annealing. The KWN method is an extension of the Langer-Schwartz approach and its modified form.

To use the precipitation model, several input quantities in TC-PRISMA were previously parameterized so that the precipitation model simulates specifically and accurately the nucleation and growth of Fe₃Si nanocrystals during annealing. The FINEMET base composition is Fe₈₂.₃₅Si₉.₂₁B₁.₅₁Nb₅.₆₄Cu₁.₂₀ in weight %, or Fe₇₂.₈₉Si₁₆.₂₁B₆.₉₀Nb₃Cu₁ in atomic %; we will refer only to the latter in the remainder of the article. Simulations of precipitation were performed for new compositions Fe₇₂₈₉₋ₓSi₁₆₂₁₋ₓB₆₉₀Nb₃Cu₁ generated by varying the content of Fe and Si by x (−3 ≤ x ≤ 3). Isothermal annealing was carried out at a set of temperatures between 490 °C and 550 °C in (increments of 10 °C) to for up to 2 hrs holding time. We obtained significant amounts of Thermocalc data for mean radius and volume fraction of Fe₃Si nanocrystals which serves as training set for the machine learning stage of the workflow (Figure 1).

Figure 2: Mean radius of Fe₃Si nanocrystals as a function of x and annealing temperature, for a holding time of 1 h.

Figure 3: Mean radius of Fe₃Si nanocrystals as a function of x and holding time, for a temperature of 500 °C.

Figure 4: Mean radius of Fe₃Si nanocrystals as a function of annealing temperature and holding time, for the nominal composition (x = 0).

Figure 5: Volume fraction of Fe₃Si nanocrystals as a function of annealing temperature and x, for 2 h holding time.

2.2. k-Nearest Neighbour Algorithm

The mean radius and volume fraction were generated in order to be used for creating response surfaces or metamodels to help in the design of future nanocrystalline FINEMET alloys. We use the k-NN algorithm as implemented in the software modeFRONTIER to construct the metamodels. This algorithms stores all the available information and predicts a new output (in this case, mean radius and volume fraction) based on a measure of similarity (distance function) of the new input with the stored cases. Specifically, to predict the new target/output that corresponds to a new input, the straightforward approach is to compute the average of the outputs of the first k nearest neighbors of the new input. In general, the average is weighted so that some neighbors contribute more to the average than others. In our work, we use k = 11 neighbors for the metamodel describing the mean radius and volume fraction of Fe₃Si nanocrystals as functions of x, annealing temperature, and holding time.

2.3. Parallel coordinates chart

A Parallel Coordinates Chart (PCC) is a powerful tool used for visualizing large and multivariate sets
of data or results. It has been successfully implemented in applications such as visual and automatic data mining, optimization, decision support, and approximations. We find it useful to apply PCCs to materials design as well, as a tool to visualize connections between the processing parameters and optimized quantities. In PCC, a number of parallel (vertical) coordinate axes represent the $n$ dimensions of a given set of data. Any particular data point in the $n$-dimensional space is represented by a line that connects single points on each of the $n$ parallel coordinate axes.

We have five parallel coordinate axes in this work, three variable (input) axes, $x$, temperature, holding time, and two function (output) axes, mean radius and volume fraction. Significant amounts of data were created, i.e., 22,000 data sets generated from the precipitation model and 22,000 sets generated through the metamodel for (new) randomly generated sets of variables ($x$, temperature, and time). In order to properly explore the variable space, we used the Sobol algorithm for sampling the $x$, temperature, and time domains. We analyzed all data using PCC to find the parameters that should be followed (or avoided) so as to crystallize Fe$_3$Si nanocrystals in the desired range for mean radius (5-7.5 nm) and volume fraction ($>0.7$). Another reason was to explore the possibility of decreasing holding time during isothermal annealing without compromising on size range and volume fraction.

3. RESULTS AND DISCUSSION

3.1. Analysis of training set results and of the metamodel

Using the data obtained from Thermocalc for few compositions and temperatures, we plot the mean radius and volume fraction as surface meshes in which one of the variables ($x$, temperature, or time) is fixed at a certain value, while the other two are allowed to vary over their respective ranges (Figures 2–6). In these mesh plots, surfaces appear stepped because they represent the training set in which $x$ and temperature each vary in seven discrete, large steps. Even without a metamodel, these direct simulations show that one needs to avoid concentration deviations $x > 0.5\%$ since they would not lead to mean radius in the desired range (Figure 2).

Using the metamodels based on the $k$-NN algorithm trained on data in Figures 2–6, we develop contour plots for mean radius and volume fraction as functions of temperature and $x$, for three annealing times (Figures 7–8). In Figures 7 and 8 we show the 22,000 data sets that have not been used in the training of the $k$-NN metamodel. Other ways to plot the results from the metamodels so as to aid the design of the processing with ($x$, temperature, time) as variables and with two properties to optimize (radius and volume fraction) will be shown in Sec. 3.4.

Next, we focus on assessing the performance of the metamodels derived trained on the data in Figures 2–6.

![Figure 6: Volume fraction of Fe$_3$Si nanocrystals as a function of holding time and $x$, at a temperature of 550 °C.](image)

![Figure 7: Mean radius predicted from the metamodel after (a) 0.5 h, (b) 1.0 h, and (c) 1.5 h annealing time. Only the desired values (5–7.5 nm) are shown in the contour plots.](image)
Figure 8: Volume fraction of the nanocrystalline phase predicted from the metamodel after (a) 0.5 h, (b) 1.0 h, and (c) 1.5 h annealing time. Only the desired values (≥ 0.7) are shown in the contour plots.

3.2. Predictions of the metamodel on Sobol sequences

To assess the usefulness of the metamodel for design, we compared its predictions for inputs that were not included in the training set, with Thermocalc results for the same new inputs. To sample the three-variable space, we use Sobol sequences to generate 20,160 new random data input points for the three processing parameters as follows: 140 points for \( x \) between -3% and 3%, 12 points for temperatures between 490 and 550 °C, and 12 points for annealing times up to 2 h.

To illustrate comparisons between the predictions of the metamodel and direct Thermocalc results for the new 20,160 input data based on Sobol sequences and not used in the training set, we have selected three pairs of processing parameters, \( (x = 0.75, 515 \degree C) \), \( (x = 0, 515 \degree C) \) and \( (x = -2.95, 545 \degree C) \). Figures 9 and 10 show both the metamodel predictions (curves) and the Thermocalc calculations (dots) for the mean radius of \( Fe_3Si \) nanocrystals and their volume fraction, respectively. As apparent from these figures, there are only small deviations of the predictions of the metamodel from the direct Thermocalc results for the entire annealing duration considered. Referring to the 3D surface plots (Figures 2–6), we mentioned that their stepped appearance was due to the sparseness of the training sets for temperature and composition deviation \( x \). Despite the sparseness of the training data, we note that the developed response surfaces (metamodels) are able to capture closely the trends observed during nucleation and growth of \( Fe_3Si \) nanocrystals for both mean radius (Figure 9) and volume fraction (Figure 10), even though the machine learning algorithm was not exposed to the physical principles of nucleation and growth: this illustrates the predictive power of the machine learning approach in this case. Next, we will show quantitative assessments of the accuracy of the model trained on different subsets of the original 24,000 datapoint training set.

3.3. Assessment of the prediction accuracy for the metamodel on different training sets

In order to assess quantitatively the accuracy of the predictions of the metamodel, we have divided the initial 24,000 data sets into 90%-10% partitions (splits),
in which 90% of the set (21,600 datasets) are used for training, and the remaining (unseen) 2,400 points are used for testing the accuracy. We have created 20 such disjointed, random splits \((j = 1, 2, \ldots, 20)\), each of which containing a set of unseen inputs \(x_{ij}\), where the index \(i_j = 1, 2, \ldots, 2,400\) counts the testing data in split \(j\) and the vector \(x\) denotes the triplet \((x, \text{annealing time}, \text{temperature})\). Since both the mean radius \(R\) and the volume fraction \(f\) vary from near zero to a finite quantity during nucleation and growth, we compute the percent relative error (rather than the absolute error),

\[
\varepsilon_{R,j}^{(j)} = 100 \frac{|R_{\text{pred}}(x_{ij}) - R_{\text{act}}(x_{ij})|}{R_{\text{act}}(x_{ij})},
\]

where the superscript \((j)\) indicates the split index, and the subscripts “pred” and “act” refer to the prediction of the metamodel trained on the training set \(j\) and the actual value computed by Thermocalc, respectively. Similarly, the error for the volume fraction \(f\) is computed as

\[
\varepsilon_{f,j}^{(j)} = 100 \frac{|f_{\text{pred}}(x_{ij}) - f_{\text{act}}(x_{ij})|}{f_{\text{act}}(x_{ij})}.
\]

For each split \(j = 1, 2, \ldots, 20\), we determine the minimum, maximum, average, and 95 percentile error and tabulate the results (Tables 1 and 2). Furthermore, we compute the average and standard deviations of each of these errors across all the splits, and list these in the last two rows of Table 1 and 2; for example, \(\varepsilon_R\) and \(\sigma_R\) for the “avrg.” column in Table 1 are defined, respectively, as the average and standard deviation of the average errors corresponding to the 20 splits.

We note that, overall, the accuracy of the model is very good since it yield errors almost always are within less than 1% from the Thermocalc-computed mean radius and volume fraction (exact values of the different types of error measures are listed in Tables 1 and 2). The results in the maximum error column of Table 2 may at first sight appear alarming, since they show maximum relative errors between 8 and 13%. Upon closer inspection of the data, we have determined that the points responsible for these types of large (maximum) relative errors correspond to annealing times of the order of seconds: for such small timeframes, the volume fractions are very close to zero so any deviation from the (small) Thermocalc values \(f_{\text{act}}(x_{ij})\) could trigger a large relative error via Eq. (2). Indeed, when considering the entire 2,400 datasets in any of the testing partitions \(j\), the average error is smaller than \((1/3)\) of a percent (Table 2). This problem does not appear for the mean radius because \(R\) (Table 1) increases abruptly from zero, while the volume fraction has nearly zero derivative at the onset (10).

| \(j\) | Relative error (%) for mean radius | \(\min.\) | \(\max.\) | \(\text{avrg.}\) | \(95\) perc. |
|-------|----------------------------------|-------|-------|-------|-------|
| 1     | 6.3E-06                          | 1.843 | 0.152 | 0.498 |
| 2     | 4.8E-05                          | 1.429 | 0.147 | 0.473 |
| 3     | 2.5E-06                          | 1.180 | 0.149 | 0.485 |
| 4     | 1.6E-04                          | 1.935 | 0.147 | 0.471 |
| 5     | 6.0E-06                          | 1.187 | 0.145 | 0.472 |
| 6     | 9.3E-05                          | 1.440 | 0.147 | 0.479 |
| 7     | 6.8E-05                          | 1.214 | 0.146 | 0.475 |
| 8     | 1.9E-05                          | 1.130 | 0.153 | 0.517 |
| 9     | 1.0E-06                          | 1.078 | 0.142 | 0.475 |
| 10    | 7.0E-05                          | 1.592 | 0.150 | 0.484 |
| 11    | 5.9E-05                          | 3.138 | 0.154 | 0.498 |
| 12    | 6.0E-06                          | 1.052 | 0.145 | 0.483 |
| 13    | 9.6E-05                          | 1.649 | 0.152 | 0.509 |
| 14    | 6.0E-05                          | 0.925 | 0.149 | 0.510 |
| 15    | 2.4E-04                          | 1.800 | 0.151 | 0.487 |
| 16    | 4.0E-06                          | 1.462 | 0.152 | 0.495 |
| 17    | 7.0E-05                          | 2.079 | 0.152 | 0.486 |
| 18    | 4.3E-05                          | 1.289 | 0.147 | 0.493 |
| 19    | 3.9E-05                          | 1.480 | 0.153 | 0.517 |
| 20    | 6.0E-06                          | 1.341 | 0.146 | 0.483 |

\(\varepsilon_R\) and \(\sigma_R\) for the “avrg.” column in Table 1 are defined, respectively, as the average and standard deviation of the average errors corresponding to the 20 splits.

We have tested many other sets of input parameter sets as well, and have concluded that the metamodel developed via the \(k\)-Nearest Neighbour algorithm is sufficiently robust that its predictions can be verified
3.4. Other representations of the metamodel results for volume fraction.

The availability of a metamodel in this case allows for the rapid identification of experimental conditions/parameters that lead to optimal mean radius and volume fraction. The effect of annealing time. As such, all temperature, and time, respectively on the mean radius and volume fraction, thereby providing choices for experimentalists. For example, it can be beneficial or cost-effective to choose lower temperatures and shorter annealing times, which may be enabled by minor composition variations.

While such bubble plots show each optimized quantity for all the three inputs, one can encounter optimization problems with more than three inputs and more than two optimized quantities. We propose that, in general, all inputs and outputs can be shown on parallel coordinates, as mentioned in the Methods section. PCCs are an effective way to demonstrate the relationships between desired properties (output) and the input parameters for high dimensional data, in which the inputs and outputs stand on equal footing: any input or output quantity is shown on one of the parallel axes. We can use PCCs to assess the effect of each separate input on the design quantities (Figure 13), or we can choose design targets and then select input parameters from the many sets that lead to that design target (Figures 14, 15).

Figures 13(a) and (b), and (c) show the effect of \( x \), temperature, and time, respectively on the mean radius and volume fractions. The same 44,000 data sets were plotted in all three panels of Figure 13 with the difference that the color scale from red to blue is placed on the different input axes for ease of separating the individual effects on mean radius and volume fraction. Consistent with the other analysis (Figure 7), lowering the concentration deviation \( x \) (Figure 13(a)) increases the mean radius and the volume fraction. The effect of temperature is not so obvious from these PCCs with large amounts of data, since it is strongly coupled with the effect of annealing time. As such, all temperatures can lead to the desired range of mean radius and volume fraction, provided that the annealing time is greater than 0.5 h (Figures 13b,c).

In practice, the experiments simply would not be performed for such large datasets and researchers would necessarily have to make inferences from far fewer sets of data. The availability of a metamodel in this case allows for the rapid identification of experimental conditions/parameters that lead to optimal mean radius and volume fraction.

3.4. Other representations of the metamodel results for use in multivariate design space

We note that contour plots such as those in Figures 4 and 5 do not fully show all of the information that practitioners may need. In particular, creating multiple time slices could make the use of the metamodel cumbersome. To further pursue the idea of charting the parameter space, we are pursuing graphical ways to represent all the correlations between the optimized quantities and the input parameters; in other words, we develop graphical ways to show the predictions of the metamodel so as to facilitate their use for design purposes. One such way is to represent each optimized quantity (mean radius and volume fraction) in terms of all three inputs using “bubble” plots (Figures 11 and 12), in which the inputs are on the horizontal axis (x), vertical axis (time), and on a color scale (temperature). For such representations, the mean radius or the volume fraction predicted by the metamodel are shown as circles of different radii (Figures 11, 12). Armed with an interactive plot (such as those created in modeFRONTIER), a practitioner seeking to design FINEMET alloys would choose a mean radius, and then simply read out from the bubble plots (Figure 11) various possibilities (i.e., \( x \), temperature, and time) leading to that mean radius. The value added by such plots is that they can supply multiple combinations of parameters for the same mean radius or volume fraction, thereby providing choices for experimentalists. For example, it can be beneficial or cost-effective to choose lower temperatures and shorter annealing times, which may be enabled by minor composition variations.

The relative error (%) for volume fraction for the testing set of each of the 20 different random, disjointed splits of the 24,000 datasets into 90% training and 10% testing.

| \( j \) | Relative error (%) for volume fraction | \( \epsilon_f \) | \( \sigma_f \) |
|------|--------------------------------------|----------------|----------------|
| 1    | 1.2E-05                               | 8.4E-06        | 5.9E-06        |
| 2    | 1.5E-05                               | 8.4E-06        | 5.9E-06        |
| 3    | 7.4E-06                               | 8.4E-06        | 5.9E-06        |
| 4    | 2.0E-06                               | 8.4E-06        | 5.9E-06        |
| 5    | 8.4E-06                               | 8.4E-06        | 5.9E-06        |
| 6    | 8.5E-06                               | 8.4E-06        | 5.9E-06        |
| 7    | 6.9E-07                               | 8.4E-06        | 5.9E-06        |
| 8    | 4.1E-06                               | 8.4E-06        | 5.9E-06        |
| 9    | 9.9E-06                               | 8.4E-06        | 5.9E-06        |
| 10   | 9.7E-06                               | 8.4E-06        | 5.9E-06        |
| 11   | 2.3E-05                               | 8.4E-06        | 5.9E-06        |
| 12   | 2.3E-06                               | 8.4E-06        | 5.9E-06        |
| 13   | 8.6E-06                               | 8.4E-06        | 5.9E-06        |
| 14   | 1.8E-05                               | 8.4E-06        | 5.9E-06        |
| 15   | 5.0E-06                               | 8.4E-06        | 5.9E-06        |
| 16   | 1.3E-06                               | 8.4E-06        | 5.9E-06        |
| 17   | 1.0E-05                               | 8.4E-06        | 5.9E-06        |
| 18   | 7.4E-06                               | 8.4E-06        | 5.9E-06        |
| 19   | 1.2E-05                               | 8.4E-06        | 5.9E-06        |
| 20   | 2.0E-06                               | 8.4E-06        | 5.9E-06        |
timized, and then the values for all the parallel coordinates are displayed: in particular, a large set of input triplets. For clarity, we illustrate this point here with a very small amount of (selected) data. For clarity, in Figure 14 we display only three such sets of input triplets corresponding to a selected mean radius of 6 nm. In this figure, the nominal composition requires 550 °C and annealing for 1.28 h (4600 s). Allowing the concentration to deviate from the nominal one (e.g., $x = -1.45\%$ or -2.25%) can lead to lowering both the temperature and the annealing duration (Figure 14). This is precisely the value that the metamodel brings to the design process, i.e. providing accurate, rapidly computed input parameters that guide the processing so as to obtain desired outputs (mean radius and volume fraction) while often allowing for time and cost optimizations as well. For completeness, we also present the PCCs with separate color scales for the two optimized properties (Figure 15).

4. CONCLUSIONS

From the results of the metamodel, there are several general conclusions pertaining the effects of input parameters on mean radius and volume fraction. For short anneal times (0.5 h), nanocrystals with the desired mean radius can be achieved for any temperature in the range considered, provided that $x < -2.5\%$. When annealing is sufficiently long (2 h), then all compositions $x$ investigated can lead to mean radius in the desired range. A volume fraction $> 0.7$ can be obtained for all the investigated temperatures and for all holding times longer than 0.5 h, provided that the composition deviation $x$ falls below the threshold of +0.5%.

The metamodels provide not only general trends, but, more importantly, specific and multiple inputs that lead to the desired output (mean volume and volume fraction). These are important choices for design, which can be carried out based completely based on the metamodel simulation results. In particular, the PCCs would help practitioners decide the inputs based on their material composition and even on economic considerations (lower anneal temperature and/or time for large scale production).

The present results illustrate a robust approach for discovering relationships between processing and structure/morphology in nanocrystalline alloys. Taking a broader perspective view on these results, the combined CALPHAD-machine learning approach can be in principle generalized for many other design situations in which structure or morphology optimization via processing conditions is necessary. Key factors for obtaining predictive metamodels would be to ensure all important inputs are considered, and to judiciously select the machine learning technique based on with the characteristics of the training data available.
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Table 3: Comparison of time estimates between experiments, CALPHAD, and machine learning approach.

| Set of parameters | Experiments | CALPHAD (Thermocal) | Machine Learning |
|------------------|-------------|---------------------|------------------|
| 1                | 1 hour      | 30 Seconds          | Developing metamodel: Less than 2 Minutes |
| 44,000           | 44,000 Hours = 1,833 Days = 5 Years (Just annealing) | 366 Hours = 15.28 Days | Less than 2 minutes Total: Less than 4 minutes. |
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