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Abstract

Motivated by classical works of Schechtman and Schmuckenschläger on intersections of $\ell_p$-balls and recent ones in information-based complexity relating random sections of ellipsoids and the quality of random information in approximation problems, we study the threshold behavior of the asymptotic volume of intersections of generalized $p$-ellipsoids. The non-critical behavior is determined under a spectral flatness (Wiener entropy) condition on the semi-axes. In order to understand the critical case at the threshold, we prove a central limit theorem for $q$-norms of points sampled uniformly at random from a $p$-ellipsoid, which is obtained under Noether’s condition on the semi-axes.
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1 Introduction and main results

The asymptotic geometry of $\ell_p^n$-balls has been studied intensively in the last decades and applications of probabilistic methods have proved to be very powerful for those studies. One of the earlier works is a well-known paper by Schechtman and Zinn [16] in which, motivated by a question of V.D. Milman, the authors studied the proportion of volume left in a volume normalized $\ell_p^n$-ball after removing a multiple of a volume normalized $\ell_q^n$-ball. A fundamental element in their approach is a probabilistic representation of the cone probability measure on an $\ell_p^n$-sphere (more precisely, on the positive orthant), which can be easily extended to a representation of the uniform distribution on the whole ball. Independently, this probabilistic representation had been found by Rachev and Rüschendorf [14], but with a different objective: they proved a Maxwell-principle for $\ell_p^n$-spheres, complementing the classical Poincaré-Maxwell-Borel lemma for the Euclidean sphere. This representation has again been put to use in a work of Schechtman and Schmuckenschläger [15], where the authors investigated the limit $\lim_{n \to \infty} \text{vol}_n(\mathbb{B}_p^n \cap t \mathbb{B}_q^n)$ and its dependence on the parameter $t \in (0, \infty)$. Here, we denote by $\mathbb{B}_p^n$ the volume normalized version of the closed unit ball $\mathbb{B}_p^n$ of $\ell_p^n$; recall that for $0 < p \leq \infty$ and $x = (x_i)_{i=1}^n \in \mathbb{R}^n$,

$$\|x\|_p := \begin{cases} \left( \sum_{i=1}^n |x_i|^p \right)^{1/p} & : p < \infty, \\ \max_{1 \leq i \leq n} |x_i| & : p = \infty \end{cases}$$

defines a quasi-norm on $\mathbb{R}^n$, which is a norm whenever $1 \leq p \leq \infty$. Using a law of large numbers, they showed that the limit exists and is equal to either zero or one, depending on whether $t$ is smaller or greater, respectively, than a certain threshold determined solely by the parameters $p$ and $q$. The asymptotic behavior at the threshold remained unanswered for nearly a decade until Schmuckenschläger [17] used the Berry–Esseen theorem to show that the limit is $1/2$ in the
case $p = \infty$, independent of $q$. Another couple of years later Schmuckenschläger [15] provided a complete answer by proving a central limit theorem for the $q$-norm of a vector sampled uniformly at random from the $\ell^p_n$-sphere; again the limit is $1/2$ irrespective of $p$ and $q$.

The previous results have been revisited by Kabluchko, Prochno, and Thäle in [8] (see also [9]). Not only did they prove (multivariate) central limit theorems for $q$-norms of vectors distributed uniformly in $B^n_p$, but also non-central limit theorems (i.e., convergence in distribution to exponential and Gumbel distributions) for extreme values of $p$ and $q$; furthermore they showed that $\lim_{n \to \infty} \text{vol}(B^n_p \cap t_n D^n_q)$ can be any number in the interval $(0,1)$ (not just $1/2$) with an appropriate sequence $(t_n)_{n \in \mathbb{N}}$ converging to the threshold. They also present results concerning the intersection of more than two balls, intersections of “neighboring” balls, and investigate large deviation principles for $q$-norms of random vectors sampled from $\ell^p_n$-balls, where the authors have taken up the thread laid by Gantert, Kim, and Ramanan [2]. The topic of large deviation principles in geometric settings has been researched much since then, but the present paper does not touch upon it.

Another notable generalization of the results of Schechtman and Schmuckenschläger has recently been accomplished by Kabluchko and Prochno [14]: they have considered the intersection of Orlicz balls

$$B^p_{M}(nR) := \left\{ (x_1, \ldots, x_n) \in \mathbb{R}^n : \sum_{i=1}^n M(x_i) \leq nR \right\},$$

where $R \in (0, \infty)$, and $M: \mathbb{R} \to [0, \infty)$ is an Orlicz-function, that is, an even, convex function with $M(x) = 0$ iff $x = 0$. Like in the case of $\ell^p_n$-balls there is a threshold for the parameter $R$, depending only on the two Orlicz functions involved (one for each ball), such that the limit is either zero or one; the authors conjecture that the limit equals $1/2$ at the threshold. Whereas the proof of Schechtman and Schmuckenschläger only needs a (weak) law of large numbers and builds upon the Schechtman–Zinn probabilistic representation, Kabluchko and Prochno require completely different and finer tools. The lack in a corresponding probabilistic representation for Orlicz balls is overcome by means of the maximum entropy principle from statistical mechanics and Petrov’s sharp version of Cramér’s large deviation theorem [13], which says that, under suitable conditions, the probability in the weak law of large numbers converges exponentially fast towards zero with a specified rate.

Motivated by the previous body of research and by recent works in information-based complexity, where the asymptotic geometry of ellipsoids is related to questions about the quality of random information in approximation problems [3, 4, 5] and because volumes of intersections appear naturally in tractability questions for multivariate numerical integration of certain classes of smooth functions [6], the present paper undertakes another generalization of the results of Schechtman and Schmuckenschläger, where, instead of the isotropic $\ell^p_n$-balls, we shall investigate $p$-ellipsoids, which are defined as follows: for $0 < p \leq \infty$, $n \in \mathbb{N}$, and $\sigma = (\sigma_1, \ldots, \sigma_n) \in (0, \infty)^n$,

$$\mathcal{E}^n_{p,\sigma} := \left\{ (x_1, \ldots, x_n) \in \mathbb{R}^n : \sum_{i=1}^n \frac{|x_i|^p}{\sigma_i} \leq 1 \right\},$$

if $p < \infty$, or

$$\mathcal{E}^n_{\infty,\sigma} := \left\{ (x_1, \ldots, x_n) \in \mathbb{R}^n : \max_{1 \leq i \leq n} \frac{|x_i|}{\sigma_i} \leq 1 \right\},$$

if $p = \infty$, and we refer to $\mathcal{E}^n_{p,\sigma}$ as the $p$-ellipsoid with semi-axes $\sigma_1, \ldots, \sigma_n$. We shall denote by $\tilde{\mathcal{E}}^n_{p,\sigma}$ the unit volume dilation of $\mathcal{E}^n_{p,\sigma}$ (i.e., $\text{vol}(\tilde{\mathcal{E}}^n_{p,\sigma}) = 1$) and study the asymptotic of $\lim_{n \to \infty} \text{vol}(\tilde{\mathcal{E}}^n_{p,\sigma} \cap t \tilde{\mathcal{E}}^n_{q,\tau})$, where $p$, $q$, and $t$ are fixed, and where $\sigma_n, \tau_n \in (0, \infty)^n$ for each $n \in \mathbb{N}$.
1.1 The main results

We shall now present our main results on the threshold behavior of the asymptotic volume of intersections of $p$-ellipsoids. Note that by a simple linear transformation argument it is enough to consider the intersection of volume normalized $\ell_p^n$-balls with volume normalized $q$-ellipsoids (we shall elaborate in more detail in Remark 1.1 below). As we will see, the result in the non-critical case is proved under a so-called spectral flatness condition, also known as Wiener entropy, on the semi-axes of the ellipsoid.

Before we state this and the other results, let us briefly introduce some notation. For any $p \in (0, \infty]$, the $p$-generalized Gaussian distribution (p-Gaussian distribution for short) $\gamma_p$ on $\mathbb{R}$ is defined by

$$d\gamma_p(x) := \begin{cases} \frac{1}{2p^{1/p} \Gamma(\frac{1}{p}+1)} e^{-|x|^p/p} dx & : p < \infty, \\ \frac{1}{2} 1_{[-1,1]}(x) dx & : p = \infty. \end{cases}$$

We introduce the following shorthands for the moments of $\gamma_p$: let $X \sim \gamma_p$ and $q, r \in [0, \infty]$, then

$$M_p(q) := \mathbb{E}[|X|^q], \quad V_p(q) := \text{Var}[|X|^q], \quad C_p(q, r) := \text{Cov}[|X|^q, |X|^r],$$

and we adopt the conventions $M_\infty(\infty) := 0$, $V_\infty(\infty) := 0$, and $C_\infty(\infty, \infty) := C_\infty(\infty, q) := 0$; also note $M_p(p) = 1$ and $V_p(p) = p$ for $p < \infty$. In what follows $\sigma$ shall always denote an infinite triangular array with positive real entries, namely $\sigma = ((\sigma_{n,i})_{n=1}^\infty)_{n \in \mathbb{N}} \in \prod_{n \in \mathbb{N}} (0, \infty)^n$.

For $n \in \mathbb{N}$ and $p \in (0, \infty]$ let $r_{n,p} := \text{vol}_n(\mathbb{B}_p^n)^{-1/n}$ denote the radius of the volume-normalized $\ell_p^n$-ball $\mathbb{D}_p^n$.

The first result is a generalization of a celebrated theorem for $\ell_p^n$-balls obtained by Schechtman and Schumckenschläger in [13].

**Theorem A.** Let $p \in (0, \infty]$ and $q \in (0, \infty)$, and let $\sigma = ((\sigma_{n,i})_{n=1}^\infty)_{n \in \mathbb{N}} \in \prod_{n \in \mathbb{N}} (0, \infty)^n$ be given. Assume that the limit

$$F_{q,\sigma} := \lim_{n \to \infty} \left( \prod_{i=1}^n \sigma_{n,i} \right)^{\frac{1}{n^q}} \left( \frac{1}{n} \sum_{i=1}^n \sigma_{n,i}^{-q} \right)^{\frac{1}{n}}$$

exists in $[0, \infty]$ and that

$$\lim_{n \to \infty} \left( \prod_{i=1}^n \sigma_{n,i} \right)^{\frac{1}{n^q}} \frac{1}{n^2} \sum_{i=1}^n \sigma_{n,i}^{-2q} = 0. \tag{1}$$

Define

$$A_{p,q} := M_p(q)^{-\frac{1}{q}} \lim_{n \to \infty} \frac{1}{n^p} r_{n,p} = \begin{cases} \frac{\Gamma(1+\frac{1}{q})^{1+1/q}}{\Gamma(1+\frac{1}{q})^{1/q} \Gamma(\frac{1}{p})^{1/q}} & : p < \infty, \\ \frac{1}{\Gamma(1+\frac{1}{q})^{1/q}} & : p = \infty. \end{cases}$$

Then, for all $t \in [0, \infty)$,

$$\lim_{n \to \infty} \text{vol}_n(\mathbb{D}_p^n \cap t\tilde{\mathcal{E}}_{q,\sigma}^n) = \begin{cases} 0 & : tA_{p,q} < F_{q,\sigma}, \\ 1 & : tA_{p,q} > F_{q,\sigma}, \end{cases}$$

where we have set $\sigma_n := ((\sigma_{n,i})_{i=1}^n)$.

**Remark 1.1.** (1) Theorem A and Corollary 1.3 (below) also cover the case of the intersection of a $p$-ellipsoid with a $q$-ellipsoid, because

$$\text{vol}_n(\mathcal{E}_{p,q} \cap t\tilde{\mathcal{E}}_{q,\tau}^n) = \text{vol}_n(\text{det}(\Sigma)^{-1/n} \Sigma \mathbb{D}_p^n \cap t \text{det}(T)^{-1/n} T \mathbb{D}_q^n)$$
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Our second theorem is a central limit theorem (CLT) for a properly scaled q-norm of a vector sampled uniformly at random from a p-ellipsoid and obtained under the so-called Noether condition on the semi-axes. It thus partly generalizes \[8, \text{Theorem 1.1}\], which treats several distinct values of q simultaneously and in addition contains two non-central limit theorems.

**Theorem B.** Let $$p, q, \sigma, F_{q, \sigma}$$ be given as in Theorem A. Furthermore, let $$\sigma$$ satisfy (i) and Noether’s condition

$$\max_{1 \leq i \leq n} \frac{\sigma_{-q}}{\sigma_{q,i}} \to 0,$$

and in the case $$p < \infty$$ let the following limit exist,

$$G_{q, \sigma} := \lim_{n \to \infty} \frac{\sum_{i=1}^{n} \sigma_{-q,i}}{\sqrt{n} \left(\sum_{i=1}^{n} \sigma_{-q,i}^{2q} \right)^{1/2}}.$$

For each $$n \in \mathbb{N}$$, let $$Z_{n} \sim \text{Unif}(B_{p}^{n})$$ and $$\Sigma_{n} := \text{diag}((\sigma_{n,i})_{i=1}^{n})$$. If $$p \neq q$$ or $$G_{q, \sigma} < 1$$, then,

$$\left(\frac{\sum_{i=1}^{n} \sigma_{-q,i}}{\left(\sum_{i=1}^{n} \sigma_{-q,i}^{2q} \right)^{1/2}} \left(\frac{n^{1/p} \|\Sigma_{n}^{-1} Z_{n}\|_{q}}{M_{p}(q)^{1/q} \left(\sum_{i=1}^{n} \sigma_{n,i}^{q} \right)^{1/q} - 1} \right) \right)_{n \in \mathbb{N}} \overset{d}{\to} \mathcal{N}(0, s^{2})$$

with

$$s^{2} := \frac{V_{p}(q)}{q^{2}M_{p}(q)^{2}} - \frac{2C_{p}(p, q)G_{q, \sigma}^{2}}{pqM_{p}(q)} + \frac{G_{q, \sigma}^{2}}{p}.$$

**Remark 1.2.** (1) If it exists, we know $$G_{q, \sigma} \in [0, 1]$$ because of the comparison of the $$\ell_1$$- and $$\ell_2$$-norms on $$\mathbb{R}^{n}$$. Moreover, if $$F_{q, \sigma} < \infty$$, then because of

$$\sum_{i=1}^{n} \sigma_{-q,i} = \left(\prod_{i=1}^{n} \sigma_{n,i}^{q/n} \right)^{1/n} \frac{1}{n} \sum_{i=1}^{n} \sigma_{n,i}^{q} \quad \text{and} \quad \left(\prod_{i=1}^{n} \sigma_{n,i}^{2q/n} \right)^{1/n} \frac{1}{n} \sum_{i=1}^{n} \sigma_{n,i}^{2q}$$

$$G_{q, \sigma}$$ exists if and only if

$$F_{2q, \sigma}^{2q} = \lim_{n \to \infty} \left(\prod_{i=1}^{n} \sigma_{n,i}^{2q} \right)^{1/n} \frac{1}{n} \sum_{i=1}^{n} \sigma_{n,i}^{2q}$$

exists, and then

$$G_{q, \sigma} = \frac{F_{q, \sigma}^{q}}{F_{2q, \sigma}^{2q}}.$$

Note that by Remark 1.1 (2), $$F_{2q, \sigma} \geq 1$$, and hence division by zero is precluded.
(2) Let \( X \sim \gamma_p \), then we can express
\[
s^2 = \text{Var} \left[ \frac{|X|^q}{q M_p(q)} - \frac{G^2_{q, \sigma} |X|^p}{p} \right] + \frac{G^2_{q, \sigma} (1 - G^2_{q, \sigma})}{p}
\]
and therefore \( s = 0 \) if and only if \( p = q \) and \( G_{q, \sigma} = 1 \), which is what we have excluded.

The CLT in Theorem \( \mathbb{13} \) allows us to determine the asymptotic behavior in the critical case at the threshold \( t_{\text{crit}} = A_{p,q}^{-1} F_{q, \sigma} \), which is not covered by Theorem \( \mathbb{14} \). It presents the generalization of Theorem 2.1 in Schmuckenschläger \( \mathbb{17} \) for \( p = \infty \) and of Theorem 3.2 in Schmuckenschläger \( \mathbb{18} \) for \( p < \infty \).

**Corollary 1.3.** Let \( p, q, \sigma, F_{q, \sigma}, G_{q, \sigma} \), \( s \) be given as in Theorem \( \mathbb{14} \) but with \( F_{q, \sigma} < \infty \). Define, for \( n \in \mathbb{N} \),
\[
h_n := \left( \prod_{i=1}^{n} \sigma_{n,i} \right)^{1/n} \left( \frac{1}{n} \sum_{i=1}^{n} \sigma_{n,i}^{-q} \right)^{1/q}.
\]
Then in the critical case \( t_{\text{crit}} = A_{p,q}^{-1} F_{q, \sigma} \), if
\[
z := \lim_{n \to \infty} \frac{\sum_{i=1}^{n} \sigma_{n,i}^{-q}}{\left( \sum_{i=1}^{n} \sigma_{n,i}^{-2q} \right)^{1/2}} (h_n - 1) \in [-\infty, \infty]
\]
exists, it holds true that
\[
\lim_{n \to \infty} \text{vol}_n(\mathbb{R}^n_{p} \cap t_{\text{crit}} E_{q, \sigma,n}^n) = \Phi \left( -\frac{z}{s} \right),
\]
where \( \Phi \) is the CDF of the standard normal distribution.

**Remark 1.4.** Different from the case of balls treated in [8, Corollary 2.1], for ellipsoids it makes sense to separate the critical from the non-critical case for \( t \) (the present Corollary [13] and Theorem [14] respectively), because the latter needs weaker premises compared to the former as is evident from our formulation above.

**Organization of the paper**

The rest of this paper is structured as follows. In Section 2 we discuss notation and preliminaries. Examples of semi-axes satisfying the assumptions in our theorems are presented in Section 3. In Sections 4 and 5 we provide the proofs for our main results and of the examples, respectively.

## 2 Notation and preliminaries

We shall now present the notation used throughout this paper followed by a short subsection discussing the uniform distribution on \( p \)-ellipsoids.

### 2.1 Notation

The Landau-symbols will be used in the proofs: for real sequences \((a_n)_{n \in \mathbb{N}}\) and \((b_n)_{n \in \mathbb{N}}\) define
\[
a_n = \mathcal{O}(b_n) :\iff \exists M \in (0, \infty) \exists n_0 \geq 1 \forall n \geq n_0 : |a_n| \leq M |b_n|,
\]
\[
a_n = o(b_n) :\iff \forall \varepsilon \in (0, \infty) \exists n_0 \geq 1 \forall n \geq n_0 : |a_n| \leq \varepsilon |b_n|,
\]
\[
a_n = \Theta(b_n) :\iff \forall \varepsilon \in (0, \infty) \exists n_0 \geq 1 \forall n \geq n_0 : m |b_n| \leq |a_n| \leq M |b_n|.
\]
Mostly we will use the symbols \( \mathcal{O} \), \( o \), and \( \Theta \) loosely as stand-ins for sequences with the respective property, e.g., \( 1 + \mathcal{O}(\frac{1}{n}) \) is to be understood as \( 1 + a_n \) with some \( a_n = \mathcal{O}(\frac{1}{n}) \). In particular \( \mathcal{O}(1) \) stands for a bounded sequence, \( o(1) \) for a null-sequence, and \( \Theta(1) \) for a bounded sequence which is also bounded away from zero.
2.2 $p$-ellipsoids and the uniform distribution on them

We assume that all random variables are defined on a common probability space $(\Omega, \mathcal{A}, \mathbb{P})$; the expected value, variance, and covariance with respect to $\mathbb{P}$ are denoted by $\mathbb{E}$, $\text{Var}$, and $\text{Cov}$, respectively.

Recall the definition of the $p$-Gaussian distribution $\gamma_p$ and its moments at the beginning of Section 1.1. The uniform distribution on a set $A \subset \mathbb{R}^n$ with positive volume is denoted by $\text{Unif}(A)$, and (the multivariate) normal distribution with mean (vector) $\mu$ and variance (covariance matrix) $\Sigma$ by $\mathcal{N}(\mu, \Sigma)$; note $\mathcal{N}(0, 1) = \gamma_2$. Equality and convergence in distribution are indicated by $\overset{=}{\rightarrow}$ and $\overset{d}{\rightarrow}$, respectively.

Let us continue with two important properties of $p$-ellipsoids. The first concerns the relation between balls and ellipsoids. Set $\Sigma := \text{diag}(\sigma) \in \mathbb{R}^{n \times n}$. Obviously by definition $x \in \mathcal{E}_{p, \sigma}$ if and only if $\Sigma^{-1}x \in \mathbb{R}^n$, and therefore $\mathcal{E}_{p, \sigma} = \Sigma \mathbb{B}_p^n$. From this follows $\text{vol}_n(\mathcal{E}_{p, \sigma}) = \det(\Sigma) \text{vol}_n(\mathbb{B}_p^n)$. Furthermore, we have

\[
\mathcal{E}_{p, \sigma} = \frac{\mathcal{E}_{p, \sigma}}{\text{vol}_n(\mathcal{E}_{p, \sigma})^{1/n}} = \frac{\Sigma \mathbb{B}_p^n}{\det(\Sigma)^{1/n} \text{vol}_n(\mathbb{B}_p^n)^{1/n}} = \frac{\Sigma \mathbb{B}_p^n}{\det(\Sigma)^{1/n}}.
\]

Equation (3) also implies that $\mathcal{E}_{p, \sigma}$ is invariant under scaling of $\sigma$, that is, for any $c \in (0, \infty)$ the identity $\mathcal{E}_{p, c\sigma} = \mathcal{E}_{p, \sigma}$ holds true, where $c\sigma := (c\sigma_i)_{i=1}^n$.

The second statement relates the uniform distributions on balls and ellipsoids: let $X$ be an $\mathbb{R}^n$-valued random variable, then $X \sim \text{Unif}(\mathbb{B}_p^n)$ if and only if $\Sigma X \sim \text{Unif}(\mathcal{E}_{p, \sigma})$. Indeed, let $X \sim \text{Unif}(\mathbb{B}_p^n)$ and let $A \subset \mathbb{R}^n$ be a Borel-set, then

\[
\mathbb{P}[\Sigma X \in A] = \mathbb{P}[X \in \Sigma^{-1}A] = \frac{\text{vol}_n(\Sigma^{-1} A \cap \mathbb{B}_p^n)}{\text{vol}_n(\mathbb{B}_p^n)} = \frac{\text{vol}_n(\Sigma^{-1} A \cap \Sigma^{-1} \mathcal{E}_{p, \sigma}^{n})}{\text{vol}_n(\Sigma^{-1} \mathcal{E}_{p, \sigma}^{n})} = \frac{\text{vol}_n(A \cap \mathcal{E}_{p, \sigma}^{n})}{\text{vol}_n(\mathcal{E}_{p, \sigma}^{n})},
\]

hence $\Sigma X \sim \text{Unif}(\mathcal{E}_{p, \sigma})$ as claimed. The reverse direction follows similarly.

3 Examples

We now provide two non-trivial examples of arrays of semi-axes, either of which generalizes the case of balls and yet can be shown directly to satisfy the conditions of Theorems $\text{A} \text{ and B}$. Either example is simple in that the rows of the array arise as successive initial segments of a single sequence of positive numbers. We call $(\sigma_n)_{n \in \mathbb{N}} \subset (0, \infty)$ eventually periodic if and only if there exist $n_0 \in \mathbb{N}_0$ and $d \in \mathbb{N}$ such that $\sigma_{n+d} = \sigma_n$ for all $n \geq n_0 + 1$.

**Proposition 3.1.** Let $p \in (0, \infty)$, $q \in (0, \infty)$, let $(\sigma_n)_{n \in \mathbb{N}} \subset (0, \infty)$ and define $\sigma := ((\sigma_i)_{i=1}^n)_{n \in \mathbb{N}}$. (a) Let $(\sigma_n)_{n \in \mathbb{N}}$ be eventually periodic. Then $\sigma$ satisfies the premises of Theorems $\text{A} \text{ and B}$ with

\[
F_{q, \sigma} = \left(\prod_{i=1}^d \sigma_{n_0+i}^{1/d} \left(\frac{1}{d} \sum_{i=1}^d \sigma_{n_0+i}^{-q} \right)^{1/q}\right),
\]

and Corollary $\text{L.3}$ is valid with

\[
G_{q, \sigma} = \frac{\sum_{i=1}^d \sigma_{n_0+i}^{-q}}{\sqrt{d} \left(\sum_{i=1}^d \sigma_{n_0+i}^{-2q} \right)^{1/2}} \quad \text{and} \quad z = 0.
\]
(b) If \( \sigma_n = n^{\alpha} \log(n + 1)^{\beta} \) for some \( \alpha, \beta \in \mathbb{R} \) and for all \( n \in \mathbb{N} \), then \( \sigma \) satisfies the premises of Theorem A iff \( \alpha < \frac{1}{q} \) or \( \alpha = \frac{1}{q} \wedge \beta < 0 \), and then

\[
F_{q, \sigma} = \frac{1}{e^{\alpha(1-\alpha q)^{1/q}}},
\]

with the interpretation \( F_{q, \sigma} = \infty \) for \( \alpha = \frac{1}{q} \).

Next, \( \sigma \) satisfies the premises of Theorem B and Corollary 1.3 iff \( \alpha < \frac{1}{2q} \) or \( \alpha = \frac{1}{2q} \wedge \beta \leq \frac{1}{2q} \), and then there hold

\[
G_{q, \sigma} = \sqrt{1 - 2\alpha q} \quad \text{and} \quad z = \begin{cases} -\infty & \text{if } \alpha \beta < 0, \\ 0 & \text{if } \beta = 0, \\ \infty & \text{if } \alpha \beta > 0 \text{ or } \alpha = 0 \wedge \beta \neq 0. \end{cases}
\]

For the proof of Proposition 3.1 we refer the reader to Section 5.

Remark 3.2. Ellipsoids with semi-axes like those in Proposition 3.1 (b), have been studied in geometric functional analysis and information-based complexity, see, e.g., Hinrichs et al. [4, Corollary 6]. Moreover, they arise asymptotically as singular values of embeddings of Sobolev spaces; see, e.g., Novak and Woźniakowski [12], Section 4.2.4 and Remark 4.43 and the references therein.

4 Proofs of the main theorems

4.1 Proof of Theorem A

The proof of Theorem A essentially follows along the lines set out in [15], while making the necessary adaptations to account for the possibly unequal semi-axes.

The handling of \( \text{Unif}(\mathbb{B}_n^p) \) for \( p < \infty \) is made amenable to probabilistic methods by the following representation, which has its roots in Schechtman and Zinn [16] and independently also in Rachev and Rüschendorf [14] and which was further elaborated upon in Barthe et al. [1].

Proposition 4.1. A random vector \( Z \) has law \( \text{Unif}(\mathbb{B}_n^p) \) if and only if there exist independent random variables \( U \) and \( X_1, \ldots, X_n \) with

\[
U \sim \text{Unif}([0, 1]) \quad \text{and} \quad X_i \sim \gamma_p \quad \text{for } 1 \leq i \leq n
\]

and such that

\[
Z \overset{d}{=} \frac{U^{1/n}}{\|X_1, \ldots, X_n\|_p} (X_1, \ldots, X_n).
\]

The main ingredient of the proof of Theorem A is the following weak law of large numbers for triangular arrays.

Proposition 4.2. Let \( (Y_{n,i})_{i=1}^n \) be a triangular array of real-valued square-integrable random variables such that, for any \( n \in \mathbb{N} \), the random variables \( Y_{n,1}, \ldots, Y_{n,n} \) are uncorrelated, and let \( (b_n)_{n \in \mathbb{N}} \subset (0, \infty) \) be a sequence. If the following condition holds true,

\[
\lim_{n \to \infty} \frac{1}{b_n^2} \sum_{i=1}^n \text{Var}[Y_{n,i}] = 0, \tag{4}
\]

then

\[
\left( \frac{1}{b_n} \sum_{i=1}^n (Y_{n,i} - \mathbb{E}[Y_{n,i}]) \right)_{n \in \mathbb{N}} \to 0 \text{ in probability.}
\]
Proof. A simple application of Chebyshev’s inequality yields, for any $\varepsilon \in (0, \infty)$,
\[
\mathbb{P}
\left[
\frac{1}{b_n} \sum_{i=1}^{n} (Y_{n,i} - \mathbb{E}[Y_{n,i}]) \geq \varepsilon
\right]
\leq \frac{1}{b_n^2 \varepsilon^2} \text{Var} \left[ \sum_{i=1}^{n} (Y_{n,i} - \mathbb{E}[Y_{n,i}]) \right]
= \frac{1}{b_n^2 \varepsilon^2} \sum_{i=1}^{n} \text{Var}[Y_{n,i}],
\]
and this immediately implies the conclusion.

\[\Box\]

Proof of Theorem A. Case $p < \infty$. Let $n \in \mathbb{N}$ and $t \in [0, \infty)$. Let $X_n = (X_1, \ldots, X_n) \sim \gamma_n^{\otimes n}$ and $U \sim \text{Unif}([0, 1])$ be independent, then $r_{n,p} U^{1/n} / \|X_n\|_p \sim \text{Unif}(\mathbb{D}_p^n)$ and therefore, using (3) and writing $\Sigma_n := \text{diag}(\sigma_n)$,
\[
\text{vol}_n(\mathbb{D}_p^n \cap t\mathcal{E}_{q,\sigma,n}) = \mathbb{P} \left[ r_{n,p} U^{1/n} / \|X_n\|_p \in t \text{det}(\Sigma_n)^{-1/n} \mathbb{D}_q^n \right]
= \mathbb{P} \left[ r_{n,p} U^{1/n} \text{det}(\Sigma_n)^{-1/n} X_n / \|X_n\|_p \in t \mathbb{D}_q^n \right]
= \mathbb{P} \left[ r_{n,p} U^{1/n} \left( \sum_{i=1}^{n} \frac{|X_i|^q}{\tau_{n,i}} \right)^{1/q} / \left( \sum_{i=1}^{n} |X_i|^p \right)^{1/p} \leq \text{tr}_n.q \right]
= \mathbb{P} \left[ n^{-1/p} r_{n,p} U^{1/n} \left( \frac{1}{n} \sum_{i=1}^{n} \left( \frac{|X_i|^q}{\tau_{n,i}} - \frac{M_q(q)}{\tau_{n,i}} \right) + \frac{\text{Var}[X_n]}{n} \sum_{i=1}^{n} \tau_{n,i}^{-q} \right)^{1/q} \leq t \right],
\]
where in the third line we have introduced $\tau_{n,i} := \left( \prod_{j=1}^{i} \sigma_{n,j} \right)^{-1/n} \sigma_{n,i}$ for better legibility. Now by the strong law of large numbers,
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} |X_i|^p = M_p(p) = 1 \text{ almost surely,}
\]
and also $\lim_{n \to \infty} U^{1/n} = 1$ almost surely. Furthermore, by Proposition 1.2,
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \left( \frac{|X_i|^q}{\tau_{n,i}} - \frac{M_q(q)}{\tau_{n,i}} \right) = 0 \text{ in probability;}
\]
note that the condition (1) on $\sigma$ corresponds precisely to the condition (1) when applied to $Y_{n,i} := |X_i|^q / \tau_{n,i}$ while plugging in the definition of $\tau_{n,i}$. Therefore, the random variable on the left-hand side of (5) converges in probability, for $n \to \infty$, towards $F_{q,\sigma} / A_{p,q}$. Since convergence in probability implies convergence in distribution, we get
\[
\lim_{n \to \infty} \text{vol}_n(\mathbb{D}_p^n \cap t\mathcal{E}_{q,\sigma,n}) = \mathbb{P} \left[ \frac{F_{q,\sigma}}{A_{p,q}} \leq t \right]
\]
and the claim follows.

Case $p = \infty$. Again let $n \in \mathbb{N}$ and $t \in [0, \infty)$. Let $X_n = (X_1, \ldots, X_n) \sim \gamma_n^{\otimes n} = \text{Unif}(\mathbb{B}_\infty^n)$, hence $1/2 \tilde{X}_n \sim \text{Unif}(\mathbb{D}_\infty^n)$. Again invoking (3) and writing $\Sigma_n$ and $\tau_{n,i}$ as before, we obtain
\[
\text{vol}_n(\mathbb{D}_\infty^n \cap t\mathcal{E}_{q,\sigma,n}) = \mathbb{P} \left[ \frac{1}{2} \tilde{X}_n \in t \text{det}(\Sigma_n)^{-1/n} \mathbb{D}_q^n \right]
\]
Employing essentially the same arguments as in the case $p < \infty$, the second named author, and Thäle in [8, Theorem 1.1 (a)].

The proof of Theorem B is more involving and requires preparations which are dealt with in the subsequent lemmas. The general strategy underlying the proof is the same as developed by Kalbuchko, the second named author, and Thäle in [8, Theorem 1.1 (a)].

4.2 Proofs of Theorem B and Corollary 1.3

The proof of Theorem B is more involving and requires preparations which are dealt with in the subsequent lemmas. The general strategy underlying the proof is the same as developed by Kalbuchko, the second named author, and Thäle in [8, Theorem 1.1 (a)].

We are going to use the following multivariate version of the Lindeberg–Feller-CLT in the proof of Theorem B. As usual, expectations of vectors and matrices are to be understood component-wise; $0 \in \mathbb{R}^d$ is the zero-vector and $I_d \in \mathbb{R}^{d \times d}$ the identity-matrix. For vectors $x = (x_i)_{i=1}^n, y = (y_i)_{i=1}^n \in \mathbb{R}^n$ we define their tensor product by $x \otimes y := (x_i y_i)_{i,j=1}^n \in \mathbb{R}^{n \times n}$.

**Proposition 4.3.** Let $((X_{n,i})_{i=1}^n)_{n \in \mathbb{N}}$ be an independent array of centered, square-integrable $\mathbb{R}^d$-valued random variables. Define $S_n := \sum_{i=1}^n \mathbb{E}[X_{n,i} \otimes X_{n,i}] \in \mathbb{R}^{d \times d}$ and $s_n := \lambda_{\min}(S_n)^{1/2}$ (the square root of the smallest eigenvalue of $S_n$); assume $s_n > 0$ for all $n$ sufficiently large. If the following multivariate Lindeberg-condition is satisfied:

$$\lim_{n \to \infty} \frac{1}{s_n^2} \sum_{i=1}^n \mathbb{E}[\|X_{n,i}\|^2 \mathbf{1}_{\|X_{n,i}\| \geq s_n}] = 0 \quad \text{for all} \quad \varepsilon \in (0, \infty),$$

then

$$\left( S_n^{-1/2} \sum_{i=1}^n X_{n,i} \right)_{n \in \mathbb{N}} \overset{d}{\to} \mathcal{N}(0, I_d).$$

The proof of Proposition 4.3 is accomplished via the following theorem, slightly adapted from Klenke [10], Theorem 15.56. Here $((x_i)_{i=1}^n, (y_i)_{i=1}^n) := \sum_{i=1}^n x_i y_i$ denotes the standard inner product on $\mathbb{R}^n$.

**Theorem 4.4** (Cramér–Wold). A sequence $(X_n)_{n \in \mathbb{N}}$ of $\mathbb{R}^d$-valued random variables converges in distribution to the $\mathbb{R}^d$-valued random variable $X$ if and only if, for any $\lambda \in \mathbb{R}^d$ with $\|\lambda\|_2 = 1$, $(\langle \lambda, X_n \rangle)_{n \in \mathbb{N}}$ converges in distribution to $\langle \lambda, X \rangle$.

**Remark 4.5.** The restriction to $\|\lambda\|_2 = 1$ in comparison to [10] is immaterial: let $\lambda \in \mathbb{R}^d$ be arbitrary, then in the case $\lambda = 0$ we have $\langle 0, X_n \rangle = \langle 0, X \rangle = 0$ and the convergence is immediate; in the case $\lambda \neq 0$ note $\frac{\lambda}{\|\lambda\|_2} \perp \|\lambda\|_2 = 1$, hence $\lambda X_n \overset{d}{\to} \frac{\lambda}{\|\lambda\|_2} X$ and because the map $x \mapsto \|\lambda\|_2 x$ is continuous we infer $(\langle \lambda, X_n \rangle)_{n \in \mathbb{N}} \overset{d}{\to} \langle \lambda, X \rangle$.

**Proof of Proposition 4.3.** Note that if $Z \sim \mathcal{N}(0, I_d)$, then $\langle \lambda, Z \rangle \sim \mathcal{N}(0, 1)$ for every $\lambda \in \mathbb{R}^d$ with $\|\lambda\|_2 = 1$. By the Cramér–Wold-theorem it is therefore enough to show

$$\left( \langle \lambda, S_n^{-1/2} \sum_{i=1}^n X_{n,i} \rangle \right)_{n \in \mathbb{N}} \overset{d}{\to} \mathcal{N}(0, 1) \quad \text{for all} \quad \lambda \in \mathbb{R}^d \text{ with } \|\lambda\|_2 = 1.$$
Let $\lambda \in \mathbb{R}^d$ with $\|\lambda\|_2 = 1$. We set $Y_{n,i} := \langle \lambda, S_n^{-1/2}X_{n,i}\rangle$ and will show that the array $\{Y_{n,i}\}_{n=1}^\infty$ satisfies Lindeberg’s condition (in one dimension). Obviously the latter array is independent and centered with square-integrable entries, and for any $n \in \mathbb{N}$ we have

$$\text{Var}\left[\sum_{i=1}^n Y_{n,i}\right] = \sum_{i=1}^n \text{Var}[Y_{n,i}] = \left\langle \lambda, S_n^{-1/2} \sum_{i=1}^n \mathbb{E}[X_{n,i} \otimes X_{n,i}] S_n^{-1/2} \lambda \right\rangle = 1.$$ 

Hence, it suffices to prove, for any $\varepsilon > 0$,

$$\lim_{n \to \infty} \sum_{i=1}^n \mathbb{E}\left[Y_{n,i}^2 1_{\{|Y_{n,i}| \geq \varepsilon\}}\right] = 0;$$

then $\sum_{i=1}^n Y_{n,i} = \left\langle \lambda, S_n^{-1/2} \sum_{i=1}^n X_{n,i}\right\rangle \xrightarrow{d} \mathcal{N}(0, 1)$ it true, as desired. We can estimate

$$|Y_{n,i}| = |\langle \lambda, S_n^{-1/2}X_{n,i}\rangle| \leq \|\lambda\|_2 \|S_n^{-1/2}\|_2 \|X_{n,i}\|_2 = \lambda_{\max}(S_n^{-2/3})\|X_{n,i}\|_2 = \lambda_{\min}(S_n)^{-1/2} \|X_{n,i}\|_2 = \frac{\|X_{n,i}\|_2}{s_n},$$

where $\|\cdot\|_2$ denotes the spectral norm of a matrix, which equals the greatest eigenvalue in the case of a positive semidefinite matrix, here denoted by $\lambda_{\max}$. This leads to

$$\sum_{i=1}^n \mathbb{E}\left[Y_{n,i}^2 1_{\{|Y_{n,i}| \geq \varepsilon\}}\right] \leq \frac{1}{s_n^2} \sum_{i=1}^n \mathbb{E}\left[|X_{n,i}|^2\right] 1_{\{\|X_{n,i}\|_2 \geq \varepsilon s_n\}}$$

for any $\varepsilon \in (0, \infty)$, and by the premises of the proposition this implies the claim. 

We introduce the following notation in preparation for the proof of Theorem 13 let $(X_n)_{n \in \mathbb{N}}$ be a sequence of independent, $\gamma_p$-distributed random variables. With these we set

$$\xi_n := \frac{\sum_{i=1}^n \sigma_{n,i}^{-q} (|X_i|^q - M_p(q))}{(V_p(q) \sum_{i=1}^n \sigma_{n,i}^{-2q})^{1/2}} \quad \text{and} \quad \eta_n := \frac{\sum_{i=1}^n (|X_i|^p - 1)}{\sqrt{np}};$$

the $\eta_n$’s are going to be needed (and in fact are defined) only for $p < \infty$.

**Lemma 4.6.** Let the premises of Theorem 13 hold. Then in the case $p < \infty$ the following convergence is valid,

$$\left(\begin{array}{c} \xi_n \\ \eta_n \end{array}\right)_{n \in \mathbb{N}} \xrightarrow{d} \mathcal{N}\left(\begin{array}{c} 0 \\ \rho \end{array}\right),$$

where

$$\rho = \frac{C_p(p,q)G_{q,\sigma}}{\sqrt{p}V_p(q)}.$$ 

And in the case $p = \infty$,

$$\left(\xi_n\right)_{n \in \mathbb{N}} \xrightarrow{d} \xi \sim \mathcal{N}(0, 1).$$

**Proof.** Case $p < \infty$: We rewrite,

$$\left(\begin{array}{c} \xi_n \\ \eta_n \end{array}\right) = \left(\begin{array}{c} \frac{1}{\sqrt{V_p(q)}} \\ 0 \end{array}\right) \sum_{i=1}^n \theta_{n,i} \zeta_i,$$
where we have defined
\[
\theta_{n,i} := \begin{pmatrix} \frac{\sigma_{n,i}^{-2q}}{(\sum_{j=1}^{n} \sigma_{n,j}^{-2q})^{1/2}} & 0 \\ 0 & \frac{1}{\sqrt{n}} \end{pmatrix} \quad \text{and} \quad \zeta_i := \left( \frac{|X_i|^q - M_p(q)}{|X_i|^{p-1}} \right);
\]
the diagonal matrices \(\theta_{n,i}\) always are regular, and the sequence \((\zeta_n)_{n \in \mathbb{N}}\) consists of independent and identically distributed random vectors. We are going to apply Proposition 4.3 to get a CLT for the array \(((\theta_{n,i}\zeta_i)_{n=1}^{n})_{n \in \mathbb{N}}\). The covariance matrix is
\[
S_n := \sum_{i=1}^{n} \mathbb{E}[(\theta_{n,i}\zeta_i) \otimes (\theta_{n,i}\zeta_i)] = \begin{pmatrix} V_p(q) & \sum_{i=1}^{n} \sigma_{n,i}^{-q} C_p(p, q) \\ \sum_{i=1}^{n} \sigma_{n,i}^{-q} C_p(p, q) & p \end{pmatrix},
\]
and its smallest eigenvalue is
\[
s_n^2 := \frac{p + V_p(q)}{2} - \left[ \left( \frac{p + V_p(q)}{2} \right)^2 - pV_p(q) + \sigma_n^{-2q} C_p(p, q) \right]^{1/2},
\]
where we have abbreviated \(g_n := \frac{\sum_{i=1}^{n} \sigma_{n,i}^{-q}}{(n \sum_{i=1}^{n} \sigma_{n,i}^{-2q})^{1/2}}\). By definition we know \(G_{q,\sigma} = \lim_{n \to \infty} g_n\), therefore also
\[
s_0^2 := \lim_{n \to \infty} s_n^2 = \frac{p + V_p(q)}{2} - \left( \left( \frac{p + V_p(q)}{2} \right)^2 - pV_p(q) + G_{q,\sigma}^2 C_p(p, q) \right)^{1/2}
\]
exists, and by the premises of Theorem 4.3 we get \(|\rho| < 1\), hence \(s_0 > 0\). Now there exists \(n_1 \in \mathbb{N}\) such that \(s_n \geq \frac{1}{2} s_0\) for all \(n \geq n_1\). Next we have the estimate
\[
\|\theta_{n,i}\zeta_i\|_2^2 \leq \max \left\{ \frac{\sigma_{n,i}^{-2q}}{\sum_{j=1}^{n} \sigma_{n,j}^{-2q}}, \frac{1}{n} \right\} \|\zeta_i\|_2^2 \leq \max_{1 \leq j \leq n} \frac{\sigma_{n,j}^{-2q}}{\sum_{j=1}^{n} \sigma_{n,j}^{-2q}} \|\zeta_i\|_2^2,
\]
where the second inequality is valid since, because of \(\sum_{i=1}^{n} \sigma_{n,i}^{-2q} = 1\), there is at least one index \(i \in \{1, \ldots, n\}\) such that \(\frac{\sigma_{n,i}^{-2q}}{\sum_{j=1}^{n} \sigma_{n,j}^{-2q}} \geq \frac{1}{n}\). We also get the similar estimate
\[
\|\theta_{n,i}\zeta_i\|_2^2 \leq \left( \frac{\sigma_{n,i}^{-2q}}{\sum_{j=1}^{n} \sigma_{n,j}^{-2q}} + \frac{1}{n} \right) \|\zeta_i\|_2^2.
\]
By its definition, \(\|\zeta_i\|_2^2\) is integrable and hence almost surely finite, and the family of events \(((\|\zeta_i\|_2^2 \geq x^2))_{x \in (0, \infty)}\) is monotonically decreasing, which implies
\[
\lim_{x \to \infty} \mathbb{1}_{\|\zeta_i\|_2^2 \geq x^2} = \mathbb{1}_{\|\zeta_i\|_2^2 = \infty} = 0 \quad \text{almost surely.}
\]
Dominated convergence then leads to
\[
\lim_{x \to \infty} \mathbb{E}[\|\zeta_i\|_2^2 \mathbb{1}_{\|\zeta_i\|_2 \geq x^2}] = 0.
\]
Therefore, for any \(\varepsilon \in (0, \infty)\) there exists \(x_0 \in (0, \infty)\) such that, for any \(x \geq x_0\),
\[
\mathbb{E}[\|\zeta_i\|_2^2 \mathbb{1}_{\|\zeta_i\|_2^2 \geq x^2}] < \frac{\varepsilon s_0^2}{8}.
\]
Now concerning the multivariate Lindeberg’s condition let \( \delta, \varepsilon \in (0, \infty) \) and let \( x \geq x_0 \) as before. By Noether’s condition (2) there exists \( n_2 \in \mathbb{N} \) such that, for all \( n \geq n_2 \),

\[
\max_{1 \leq i \leq n} \frac{\sigma_{n,i}^{-2q}}{\sum_{j=1}^{n} \sigma_{n,j}^{-2q}} \leq \frac{\delta^2 s_0^2}{4x^2}.
\]

Let \( n \geq \max\{n_1, n_2\} \). Together with estimate (7) the last display gives

\[
[\|\theta_{n,i}\|^2 \geq \delta^2 s_0^2] \subset [\|\zeta_i\|^2 \geq x^2]
\]

for any \( i \in \{1, \ldots, n\} \), which finally yields, employing also (8),

\[
\frac{4}{s_0^2} \sum_{i=1}^{n} \mathbb{E}[\|\theta_{n,i}\|^2 \cdot 1_{\|\theta_{n,i}\|^2 \geq \delta^2 s_0^2}] \leq \frac{4}{s_0^2} \sum_{i=1}^{n} \left( \frac{\sigma_{n,i}^{-2q}}{\sum_{j=1}^{n} \sigma_{n,j}^{-2q}} + \frac{1}{n} \right) \mathbb{E}[\|\zeta_i\|^2 \cdot 1_{\|\zeta_i\|^2 \geq x^2}] < \frac{4}{s_0^2} \cdot (1 + \varepsilon) \cdot \frac{s_0^2}{8} = \varepsilon,
\]

and this proves that the array \((\theta_{n,i})_{i=1}^{n})_{n \in \mathbb{N}}\) satisfies Lindeberg’s condition. Now from Proposition 4.3 we conclude

\[
\left( S_n^{-1/2} \sum_{i=1}^{n} \theta_{n,i} \zeta_i \right)_{n \in \mathbb{N}} \xrightarrow{d} Z \sim \mathcal{N}(0, I_2).
\]

From the definition of \( S_n \) in (3) we see that \( S_0 := \lim_{n \to \infty} S_n \) exists, and therefore via Slutsky’s theorem we obtain

\[
\begin{pmatrix} \xi_n \\ \eta_n \end{pmatrix} = \begin{pmatrix} \frac{1}{\sqrt{p}} & 0 \\ 0 & \frac{1}{\sqrt{p}} \end{pmatrix} S_n^{1/2} \begin{pmatrix} \frac{1}{\sqrt{p}} & 0 \\ 0 & \frac{1}{\sqrt{p}} \end{pmatrix} \begin{pmatrix} \frac{1}{\sqrt{p}} & 0 \\ 0 & \frac{1}{\sqrt{p}} \end{pmatrix} S_n^{1/2} \begin{pmatrix} \frac{1}{\sqrt{p}} & 0 \\ 0 & \frac{1}{\sqrt{p}} \end{pmatrix} \left( S_n^{-1/2} \sum_{i=1}^{n} \theta_{n,i} \zeta_i \right) \xrightarrow{d} \mathcal{N}(0, I_2).
\]

(Recall Slutsky’s theorem: given sequences \((X_n)_{n \in \mathbb{N}}\) and \((Y_n)_{n \in \mathbb{N}}\) of random variables and a continuous function \( f \), then \( f(X_n, Y_n) \) \( n \in \mathbb{N} \) converges in distribution whenever \((X_n)_{n \in \mathbb{N}}\) converges to the random variable \( X \) in distribution and \((Y_n)_{n \in \mathbb{N}}\) converges to the constant \( y \) in probability; in particular the latter is fulfilled if \((Y_n)_{n \in \mathbb{N}}\) is a convergent deterministic sequence.)

The limit random vector follows a normal distribution with expectation \( 0 \) and covariance-matrix

\[
S_n^{-1/2} I_2 \begin{pmatrix} \frac{1}{\sqrt{p}} & 0 \\ 0 & \frac{1}{\sqrt{p}} \end{pmatrix} \begin{pmatrix} \frac{1}{\sqrt{p}} & 0 \\ 0 & \frac{1}{\sqrt{p}} \end{pmatrix} S_n^{1/2} \begin{pmatrix} \frac{1}{\sqrt{p}} & 0 \\ 0 & \frac{1}{\sqrt{p}} \end{pmatrix} \left( S_n^{-1/2} \sum_{i=1}^{n} \theta_{n,i} \zeta_i \right) \xrightarrow{d} \mathcal{N}(0, I_2).
\]

as claimed.

Case \( p = \infty \): We do not spell out any details here, because the proof is analogous to the previous setup, apart from the fact that only the first component of every vector and the \((1, 1)\)-entry of every matrix is taken into consideration. In that case we have \( S_n = S_0 = S_0^2 = V_p(q) \) throughout, and inequality (8) reduces to the equality \( |\theta_{n,i}\|^2 = \frac{\sigma_{n,i}^{-2q}}{\sum_{j=1}^{n} \sigma_{n,j}^{-2q}} |\zeta_i|^2 \).
We are also going to use the following result, which allows the passing from convergence in distribution to almost sure convergence; it is commonly known as Skorokhod-representation or Skorokhod-(Dudley)-device and can be found, e.g., in [10], Theorem 17.56.

**Lemma 4.7.** Let \( E \) be a Polish space and let \( (X_n)_{n \in \mathbb{N}} \) be a sequence of \( E \)-valued random variables converging in distribution to the \( E \)-valued random variable \( X_0 \). Then there exist a probability space \((\tilde{\Omega}, \tilde{\mathcal{A}}, \tilde{\mathbb{P}})\) and \( E \)-valued random variables \( \tilde{X}_0, \tilde{X}_1, \tilde{X}_2, \ldots \) defined on \( \tilde{\Omega} \) such that

\[
\tilde{X}_n \overset{d}{=} X_n \quad \text{for all } n \in \mathbb{N}_0
\]

and, as \( n \to \infty \),

\[
\tilde{X}_n \to \tilde{X}_0 \quad \tilde{\mathbb{P}}\text{-almost surely.}
\]

**Proof of Theorem B** Case \( p < \infty \): With Proposition [4.1] we get (write \( X_n := (X_i)_{i=1}^n \))

\[
\| \Sigma_n^{-1} Z_n \|_q \overset{d}{=} U^{1/q} \| \Sigma_n^{-1} X_n \|_p = U^{1/q} \left( \sum_{i=1}^n |X_i|^{q/p} \right)^{1/p} = U^{1/q} \left( \sum_{i=1}^n |X_i|^{q/p} \right)^{1/p} = U^{1/q} \frac{V_p(q)^{1/2} \left( \sum_{i=1}^n \sigma_{n,i}^{-2q} \right)^{1/2} \xi_n + M_p(q) \left( \sum_{i=1}^n \sigma_{n,i}^{-q} \right)^{1/4}}{(\sqrt{\eta_n} + n)^{1/p}} = U^{1/q} \frac{M_p(q)^{1/4} \left( \sum_{i=1}^n \sigma_{n,i}^{-q} \right)^{1/4} \left( 1 + \frac{V_p(q)^{1/2} \left( \sum_{i=1}^n \sigma_{n,i}^{-2q} \right)^{1/2}}{\sum_{i=1}^n \sigma_{n,i}^{-q} \xi_n, \eta_n \sqrt{n}} \right)_{\eta_n}}{(1 + \sqrt{\eta} y)^{1/p}}
\]

where we have defined the function

\[
F(x, y) := \left( 1 + \frac{V_p(q)^{1/2} x}{M_p(q)} \right)^{1/q} \frac{(1 + \sqrt{\eta} y)^{1/p}}{1 + \sqrt{\eta} y^{1/p}}.
\]

By the Skorokhod-representation there exist a probability-space \((\tilde{\Omega}, \tilde{\mathcal{A}}, \tilde{\mathbb{P}})\) and random variables \( \tilde{\xi}_n, \tilde{\eta}_n \) for \( n \in \mathbb{N} \) and \( \tilde{\xi}, \tilde{\eta} \) defined on \( \tilde{\Omega} \) such that

\[
(\tilde{\xi}_n, \tilde{\eta}_n) \overset{d}{=} (\xi_n, \eta_n) \quad \text{and} \quad (\tilde{\xi}, \tilde{\eta}) \overset{d}{=} (\xi, \eta)
\]

and such that

\[
((\tilde{\xi}_n, \tilde{\eta}_n))_{n \in \mathbb{N}} \to (\tilde{\xi}, \tilde{\eta}) \quad \tilde{\mathbb{P}}\text{-a.s.}
\]

From condition (11) we obtain, writing \( \tau_{n,i} \) like in the proof of Theorem A and also respecting Remark [4.1]

\[
\frac{\sum_{i=1}^n \sigma_{n,i}^{-2q}}{\sum_{i=1}^n \sigma_{n,i}^{-q}} \to 0 \quad \text{as } n \to \infty
\]

and therefore \( \left( \sum_{i=1}^n \sigma_{n,i}^{-2q} \right)^{1/4} \tilde{\xi}_n \to 0 \) and \( \left( \frac{\tilde{\eta}_n}{\sqrt{n}} \right)_{n \in \mathbb{N}} \to 0 \), either convergence being almost sure. A Taylor expansion of \( F \) around \((0, 0)\) yields

\[
F(x, y) = 1 + \frac{V_p(q)^{1/2} x}{M_p(q)} - \frac{y}{\sqrt{\eta}} + O(x^2 + y^2).
\]
Furthermore, we know $U^{1/n} = e^{\log(U)/n} = 1 + O\left(\frac{1}{n}\right)$ almost surely. Putting things together, we get

$$\|\Sigma^{-1} Z_n\|_q = \frac{U^{1/p}}{n} \frac{M_p(q)^{1/q}}{\left(\sum_{i=1}^{n} \sigma_{n,i}^{-q}\right)^{1/q}} F\left(\frac{\sum_{i=1}^{n} \sigma_{n,i}^{-2q}}{\sum_{i=1}^{n} \sigma_{n,i}^{-q}} \xi_n, \frac{\tilde{\eta}_n}{\sqrt{n}}\right) = M_p(q)^{1/q} \left(\sum_{i=1}^{n} \sigma_{n,i}^{-q}\right)^{1/q} \left(1 + \frac{V_p(q)^{1/2}}{q M_p(q)} \frac{1}{\left(\sum_{i=1}^{n} \sigma_{n,i}^{-2q}\right)^{1/2}} \xi_n - \frac{\tilde{\eta}_n}{\sqrt{np}} + O\left(\frac{1}{n}\right)\right),$$

or equivalently,

$$\frac{\sum_{i=1}^{n} \sigma_{n,i}^{-q}}{\left(\sum_{i=1}^{n} \sigma_{n,i}^{-2q}\right)^{1/2}} \frac{V_p(q)^{1/2}}{q M_p(q)} \xi_n = \frac{\sum_{i=1}^{n} \sigma_{n,i}^{-q}}{\sqrt{n} \left(\sum_{i=1}^{n} \sigma_{n,i}^{-2q}\right)^{1/2} \sqrt{p}} + O\left(\frac{1}{n}\right).$$

From the definition of $G_{p,\sigma}$, we obtain

$$\frac{\sum_{i=1}^{n} \sigma_{n,i}^{-q}}{n \left(\sum_{i=1}^{n} \sigma_{n,i}^{-2q}\right)^{1/2}} \to 0 \cdot G_{p,\sigma} = 0.$$

Therefore, the right-hand side of (9) converges almost surely, and hence also in distribution, towards

$$\frac{V_p(q)^{1/2}}{q M_p(q)} \xi - \frac{G_{p,\sigma}}{\sqrt{p}} \tilde{\eta} \sim \mathcal{N}(0, s^2),$$

where

$$s^2 = \frac{V_p(q)}{q^2 M_p(q)^2} \text{Var}[\xi] \frac{2 V_p(q)^{1/2} G_{p,\sigma}}{q \sqrt{p} M_p(q)} \text{Cov}[\xi, \tilde{\eta}] + \frac{G_{p,\sigma}^2}{p} \text{Var}[\tilde{\eta}]$$

and

$$s^2 = \frac{V_p(q)}{q^2 M_p(q)^2} \frac{2 V_p(q)^{1/2} G_{p,\sigma} C_p(p, q) G_{p,\sigma}}{\sqrt{p} V_p(q)} + \frac{G_{p,\sigma}^2}{p}.$$

From (9) also follows convergence in distribution of the left-hand side, which is exactly what we have claimed.

**Case $p = \infty$:** Here $Z_n = X_n$ and so we have

$$\|\Sigma^{-1} Z_n\|_q = \frac{\sum_{i=1}^{n} \left|\frac{X_i}{\sigma_{n,i}}\right|^q}{\left(\sum_{i=1}^{n} \sigma_{n,i}^{-q}\right)^{1/q}} \xi_n + M_\infty \left(\sum_{i=1}^{n} \sigma_{n,i}^{-q}\right)^{1/q} \frac{1}{\left(\sum_{i=1}^{n} \sigma_{n,i}^{-2q}\right)^{1/2} \xi_n} = M_\infty^{1/q} \left(\sum_{i=1}^{n} \sigma_{n,i}^{-q}\right)^{1/q} \left(1 + \frac{V_\infty^{1/2} \left(\sum_{i=1}^{n} \sigma_{n,i}^{-2q}\right)^{1/2}}{M_\infty \left(\sum_{i=1}^{n} \sigma_{n,i}^{-q}\right) \xi_n} \right)^{1/q}.$$
converges towards one. It remains to examine the critical case thus we can rewrite

\[ A \text{ of the convergence towards } \]

\[ t \text{ of Theorem A are reproduced by the C.L.T. So let } \]

\[ \text{Proof of Corollary 1.3.} \]

Observe that on the right-hand side, we have

\[ \text{Lemma 4.6 says that } (\xi_n)_{n \in \mathbb{N}} \overset{d}{\to} \xi \sim \mathcal{N}(0, 1) \text{ here. By applying the Skorokhod-representation to } \]

\[ (\xi_n)_{n \in \mathbb{N}} \text{ and } \xi, \text{ and observing the conditions on } \sigma \text{ as before, we obtain convergence in distribution towards } \]

\[ \mathcal{N}(0, \frac{V_\infty(q)}{q M_\infty(q)}) \]. Note that by setting \( \frac{1}{q} = 0 \) and respecting our convention \( C_\infty(\infty, q) = 0 \) the formula for \( s^2 \) given in Theorem B also is valid for \( p = \infty \) as just proved. \]

The proof of Corollary 1.3 is now a straightforward application of Theorem B.

**Proof of Corollary 1.3.** Beside the actual statement we are also going to prove that the results of Theorem A are reproduced by the C.L.T. So let \( t \in (0, \infty) \) and \( n \in \mathbb{N} \), then we can write

\[ \text{vol}_n(\mathbb{D}_p^n \cap t\hat{N}_n^\theta) = \text{vol}_n(\text{tr}_n, p, q \text{ det}(\Sigma_n)^{-1/n} \Sigma_n \mathbb{B}_q^n) = \mathbb{P}[Z_n \in \frac{\text{tr}_{n,q} \text{ det}(\Sigma_n)^{-1/n}}{\text{tr}_{n,p}} \Sigma_n \mathbb{B}_q^n] \]

\[ = \mathbb{P}
\]n

\[ \leq \frac{\sum_{i=1}^n \sigma_{n,i}^{-q}}{(\sum_{i=1}^n \sigma_{n,i}^{-2q})^{1/2}} \left( \frac{n^{1/p} \parallel \Sigma_n^{-1} Z_n \parallel_q}{M_p(q)^{1/q}} \right)^{-1/n} \text{ as in the previous case; }
\]

\[ \text{and so, if } tA_{p,q} < F_{q, \sigma}, \text{ then the term in parentheses converges towards a negative number and the volume in question converges towards zero, and similarly if } tA_{p,q} > F_{q, \sigma}, \text{ then the volume converges towards one. It remains to examine the critical case } tA_{p,q} = F_{q, \sigma}. \]

Closer inspection of the convergence towards \( A_{p,q} \) (for which see [8], proof of Corollary 2.1) reveals

\[ \frac{n^{1/p} \text{ tr}_{n,q} \text{ det}(\Sigma_n)^{-1/n}}{n^{1/q} \text{ tr}_{n,p} M_p(q)^{1/q}} = A_{p,q} \left( 1 + \mathcal{O} \left( \frac{1}{n} \right) \right), \]

thus we can rewrite

\[ \frac{F_{q, \sigma} n^{1/p} \text{ tr}_{n,q} \text{ det}(\Sigma_n)^{-1/n}}{A_{p,q} n^{1/q} \text{ tr}_{n,p} M_p(q)^{1/q}} \frac{n^{1/q} \text{ tr}_{n,p} M_p(q)^{1/q}}{A_{p,q} n^{1/p} \text{ tr}_{n,q} \text{ det}(\Sigma_n)^{-1/n}} - 1 = \left( 1 + \mathcal{O} \left( \frac{1}{n} \right) \right) \frac{1}{h_n} - 1 \]

\[ = \mathcal{O} \left( \frac{1}{n} \right) - \frac{h_n - 1}{h_n}, \]
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By the comparison of the \(\ell_1\)- and \(\ell_2\)-norms, we see
\[
1 \leq \frac{\sum_{i=1}^{n} \sigma_{n,i}^{-q}}{(\sum_{i=1}^{n} \sigma_{n,i}^{-2q})^{1/2}} \leq \sqrt{n},
\]
and together with \(\lim_{n \to \infty} h_n = 1\) there follows
\[
\frac{\sum_{i=1}^{n} \sigma_{n,i}^{-q}}{(\sum_{i=1}^{n} \sigma_{n,i}^{-2q})^{1/2}} \left( \frac{F_{q,n} n^{1/p} r_{n,q} \det(\Sigma_n)^{-1/n}}{A_{p,q} r_{n,p} \det(\Sigma_n)^{-1/n}} - 1 \right) \xrightarrow{n \to \infty} -z.
\]
This leads to the desired result. \(\square\)

5 Proof of the examples

Part (a) of Proposition 3.1 shall be tackled directly. In order to prove Proposition 3.1 (b), we need a few elementary preliminary lemmas, all of which concern the asymptotics of the terms involved. Their proofs are included for the sake of completeness.

Lemma 5.1. For any \(\alpha \in \mathbb{R}\), as \(n \to \infty\),
\[
n^{\alpha/n} = \frac{n^{\alpha}}{e^{\alpha}} \left(1 + \frac{\alpha \log(n)}{2n} + \mathcal{O}\left(\frac{1}{n}\right)\right) = \frac{n^{\alpha}}{e^{\alpha}} \left(1 + \mathcal{O}\left(\frac{\log(n)}{n}\right)\right).
\]

Proof. This is little more than an application of Stirling’s formula and Taylor’s expansion of the exponential function: we have
\[
n^{\alpha/n} = \left(2\pi n \left(\frac{n}{e}\right)^{e} R_{n}\right)^{\alpha/n} = \frac{n^{\alpha}}{e^{\alpha}} e^{\frac{\alpha \log(2n)}{2n} + R_{n}/n} = \frac{n^{\alpha}}{e^{\alpha}} \left(1 + \frac{\alpha \log(2\pi n)}{2n} + \frac{\alpha R_{n}}{n} + \mathcal{O}\left(\frac{\log(2\pi n)}{2n} + \frac{R_{n}}{n}\right)\right).
\]
The claim follows by observing \(R_{n} = \mathcal{O}\left(\frac{1}{n}\right)\) and \(\left(\frac{R_{n}}{n} + \frac{\log(2\pi n)}{2n}\right)^{2} = o\left(\frac{1}{n}\right)\). \(\square\)

Lemma 5.2. Let \(\alpha, \beta \in \mathbb{R}\). Then, as \(n \to \infty\),
\[
\sum_{i=1}^{n} i^{\alpha} \log(i + 1)^{\beta} = \begin{cases} 
\Theta(1) & : \alpha < -1 \text{ or } \alpha = -1 \land \beta < -1, \\
\log(n+1)^{\beta+1} \left(1 + \Theta\left(\frac{1}{\log(n+1)}\right)\right) & : \alpha = \beta = -1, \\
\frac{n^{\alpha+1}}{\alpha+1} \log(n+1)^{\beta+1} \left(1 + \Theta\left(\frac{1}{n+1}\right)\right) & : \alpha = -1 \land \beta > -1, \\
\frac{n^{\alpha+1}}{\alpha+1} \left(1 + \Theta\left(\frac{1}{n+1}\right)\right) & : \alpha > -1 \land \beta \neq 0, \\
\frac{n^{\alpha+1}}{\alpha+1} \left(1 + \Theta\left(\frac{1}{n+1}\right)\right) & : \alpha \in (-1, 0) \land \beta = 0, \\
\end{cases}
\]
(Here \(\Theta(b_n)\) is intended to denote sharp asymptotics, that is, it should be read \(b_n(c + o(1))\) with some \(c \neq 0\).)

Proof. Case \(\alpha < -1\): This is clear because the series converges.
For the remaining (mostly diverging) cases we recall the Euler–Maclaurin formula: for any differentiable function \( f: [1, \infty) \to \mathbb{R} \) with \( f' \) Riemann-integrable over compact intervals, and for any \( n \in \mathbb{N} \),

\[
\sum_{k=1}^{n} f(k) = \int_{1}^{n} f(x) \, dx + \frac{f(1) + f(n)}{2} + \int_{1}^{n} H(x)f'(x) \, dx,
\]

(10)

where \( H: \mathbb{R} \to \mathbb{R} \) is defined by \( H(x) := x - \lfloor x \rfloor - \frac{1}{2} \); note \( |H(x)| \leq \frac{1}{2} \) for any \( x \in \mathbb{R} \). In the sequel we take \( f(x) := x^\alpha \log(x+1)^\beta \). Let \( n \in \mathbb{N} \).

**Case \( \alpha = -1 \land \beta < -1 \):** Observe \( \frac{1}{x} = \frac{1}{x+1} + \frac{1}{x(x+1)} \), and the latter terms satisfies \( \frac{1}{x(x+1)} \leq \frac{1}{x^2} \) for all \( x \geq 1 \). This yields

\[
\int_{1}^{n} \frac{\log(x+1)^\beta}{x} \, dx = \frac{\log(n+1)^{\beta+1} - \log(2)^{\beta+1}}{\beta + 1} + \int_{1}^{n} \frac{\log(x+1)^\beta}{x(x+1)} \, dx,
\]

(11)

where the second integral converges as \( n \to \infty \). Next, \( f \) is decreasing, therefore the middle term in (11) converges; and \( f' \leq 0 \), therefore

\[
\left| \int_{1}^{n} H(x)f'(x) \, dx \right| \leq -\frac{1}{2} \int_{1}^{n} f'(x) \, dx = \frac{f(1) - f(n)}{2},
\]

wherefore also the third term converges. Because of \( \beta + 1 < 0 \) the right-hand side of (11) converges, and thus so does the left-hand side.

**Case \( \alpha = \beta = -1 \):** The techniques are the same as before, but now

\[
\int_{1}^{n} \frac{1}{x \log(x+1)} \, dx = \log(\log(n+1)) - \log(\log(2)) + \int_{1}^{n} \frac{1}{x(x+1) \log(x+1)} \, dx,
\]

where the second integral converges still, so \( \log(\log(n+1)) \) dominates. The second and third terms of (11) also converge, and this results in

\[
\sum_{i=1}^{n} \frac{1}{i \log(i+1)} = \log(\log(n+1)) + c + o(1),
\]

with a certain \( c \in \mathbb{R} \); to be precise, \( c > 0 \) holds true for the following argument, exploiting monotonicity throughout,

\[
\sum_{i=1}^{n} \frac{1}{i \log(i+1)} = \int_{1}^{n+1} \frac{1}{x \log(x+1)} \, dx \geq \int_{1}^{n+1} \frac{1}{(x+1) \log(x+1)} \, dx
\]

\[
= \log(\log(n+2)) - \log(\log(2)) \geq \log(\log(n+1)) - \log(\log(2)),
\]

hence \( c = \lim_{n \to \infty} \left( \sum_{i=1}^{n} \frac{1}{i \log(i+1)} - \log(\log(n+1)) \right) \geq -\log(\log(2)) > 0 \). This implies the claim.

**Case \( \alpha = -1 \land \beta > -1 \):** The second and third terms of (11) still converge; the first term, that is, the integral, is the same as in (11), where again the second integral converges, but now \( \log(n+1)^{\beta+1} \) is unbounded and therefore dominates the scene, hence

\[
\sum_{i=1}^{n} \frac{\log(i+1)^\beta}{i} = \frac{\log(n+1)^{\beta+1}}{\beta + 1} + c + o(1),
\]

again with a certain \( c \in \mathbb{R} \) (whose value in this case cannot be estimated so easily), and this case is accounted for. (That much may be said about \( c \): For \( \beta \leq \log(4) \), \( f \) is decreasing, and then \( c \geq \int_{1}^{\infty} \frac{\log(x+1)^{\beta+1}}{(\beta+1)x^x} \, dx > 0 \) can be proved. For \( \beta > \log(4) \), \( f \) is only eventually decreasing.)
Case \(\alpha > -1 \land \beta \neq 0\): Depending on the values of \(\alpha\) and \(\beta\) the second and third terms of (10) either both remain bounded or both are of order \(O(n^\alpha \log(n+1)^\beta)\). The first term is tackled with partial integration as follows,

\[
\int_1^n x^\alpha \log(x+1)^\beta \, dx = \frac{n^{\alpha+1} \log(n+1)^\beta - \log(2)^\beta}{\alpha + 1} - \frac{\beta}{\alpha + 1} \int_1^n \frac{x^{\alpha+1}}{x+1} \log(x+1)^{\beta-1} \, dx.
\]

Now note \(\frac{1}{2} \leq \frac{x}{x+1} \leq 1\), therefore the last integrand behaves like \(x^\alpha \log(x+1)^{\beta-1}\). Using L'Hospital's rule we recognize

\[
\int_1^n x^\alpha \log(x+1)^\beta \, dx = \frac{x^{\alpha+1} \log(x+1)^\beta}{\alpha + 1} \left(1 - \frac{\beta(1 + o(1))}{(\alpha + 1) \log(n+1)}\right)
\]

therefore by now we have

\[
\sum_{i=1}^n i^\alpha \log(i+1)^\beta = \frac{x^{\alpha+1} \log(x+1)^\beta}{\alpha + 1} \left(1 - \frac{\beta(1 + o(1))}{(\alpha + 1) \log(n+1)}\right)
\]

+ \(\frac{n^\alpha \log(n+1)^\beta + \log(2)^\beta}{2}\) + \(\int_1^n H(x) f'(x) \, dx\).

In the case \(\alpha < 0\) or \(\alpha = 0 \land \beta < 0\), \(f\) is eventually decreasing and converging to zero; hence, with \(1 \leq M < n\) sufficiently large, we have

\[
|\int_M^n H(x) f'(x) \, dx| = \frac{f(M) - f(n)}{2} \leq \frac{f(n)}{2},
\]

so \(\int_1^\infty H(x) f'(x) \, dx\) converges absolutely, and we have, again for \(n\) sufficiently large,

\[
\left|\int_1^n H(x) f'(x) \, dx - \int_1^M H(x) f'(x) \, dx\right| \leq \int_1^n |H(x) f'(x)| \, dx \leq \frac{f(n)}{2},
\]

that is, \(\int_1^n H(x) f'(x) \, dx = c + O(f(n))\) with some constant \(c \in \mathbb{R}\). In the case \(\alpha = 0 \land \beta > 0\) or \(\alpha > 0\), \(f\) is eventually increasing and unbounded; so let again \(1 \leq M < n\) sufficiently large, then

\[
\left|\int_1^n H(x) f'(x) \, dx\right| \leq \left|\int_1^M H(x) f'(x) \, dx\right| + \frac{f(n) - f(M)}{2},
\]

and therefore \(\int_1^n H(x) f'(x) \, dx = O(f(n))\). So in either case we get, with some suitable constant \(c \in \mathbb{R}\),

\[
\sum_{i=1}^n i^\alpha \log(i+1)^\beta = \frac{n^{\alpha+1} \log(n+1)^\beta}{\alpha + 1} \left(1 - \frac{\beta(1 + o(1))}{(\alpha + 1) \log(n+1)}\right) + c + O(n^\alpha \log(n+1)^\beta)
\]

\[
= \frac{n^{\alpha+1} \log(n+1)^\beta}{\alpha + 1} \left(1 - \frac{\beta(1 + o(1))}{(\alpha + 1) \log(n+1)}\right) + \frac{c(\alpha + 1)}{n^{\alpha+1} \log(n+1)^\beta} + O\left(\frac{1}{n}\right).
\]

Therefore the error term is dominated by \(\frac{-\beta(1 + o(1))}{(\alpha + 1) \log(n+1)^\beta}\).

Case \(\alpha > -1 \land \beta = 0\): This is a consequence of McGown and Parks [11] who provide the exact asymptotics for diverging sums of non-integer powers. The proof is complete.

The next lemma extends upon the statement for the case \(\alpha = 0 \land \beta \neq 0\). Obviously it could be done for any \(\alpha > -1\); we restrict ourselves to said case solely because it is the only one we need, and we do not wish to overburden the present article.
Lemma 5.3. Let $\beta \in \mathbb{R} \setminus \{0\}$ and let $N \in \mathbb{N}$, then the following holds true, as $n \to \infty$,

$$
\sum_{i=1}^{n} \log(i+1)^{\beta} = n \log(n+1)^{\beta} \left( \sum_{k=0}^{N-1} (-1)^{k} \frac{(\beta)_{k}}{\log(n+1)^{k}} + (-1)^{N} \frac{(\beta)_{N}(1+o(1))}{\log(n+1)^{N}} \right),
$$

where $(\beta)_{k} := \prod_{l=0}^{k-1} (\beta - l)$ is the falling factorial.

Proof. As before we use the Euler–Maclaurin formula,

$$
\sum_{i=1}^{n} \log(i+1)^{\beta} = \int_{1}^{n} \log(x+1)^{\beta} \, dx + \frac{(n+1)^{\beta} + \log(2)^{\beta}}{2} + \int_{1}^{n} H(x) \frac{\beta \log(x+1)^{\beta-1}}{x+1} \, dx,
$$

where $H$ is the same as in the proof of Lemma 5.2. We see immediately that the last integral behaves like $c + O(\log(n+1)^{\beta})$, that is, it is comparable to the middle term. It remains to evaluate the first integral; repeated partial integration reveals

$$
\int_{1}^{n} \log(x+1)^{\beta} \, dx = \sum_{k=0}^{N-1} (-1)^{k}(\beta)_{k}(n+1)^{\beta-k} + (-1)^{N}(\beta)_{N} \int_{1}^{n} \log(x+1)^{\beta-N} \, dx,
$$

where we have gathered all constants in the symbol $c$. From (12) we know already that

$$
\int_{1}^{n} \log(x+1)^{\beta-N} = n \log(n+1)^{\beta-N}(1+o(1)),
$$

and therewith we continue

$$
\int_{1}^{n} \log(x+1)^{\beta} \, dx = (n+1) \log(n+1)^{\beta} \left( \sum_{k=0}^{N-1} (-1)^{k} \frac{(\beta)_{k}}{\log(n+1)^{k}} ight.

\left. + \frac{c}{(n+1) \log(n+1)^{\beta}} + (-1)^{N} \frac{n(\beta)_{N}(1+o(1))}{(n+1) \log(n+1)^{N}} \right),
$$

and since $\frac{c}{(n+1) \log(n+1)^{\beta}} = 1 - \frac{1}{\log(n+1)^{\beta}}$, we can absorb this term into the already existing $1+o(1)$; next, the term $\frac{c}{(n+1) \log(n+1)^{\beta}}$ is negligible compared to the other, purely logarithmic terms; also $n+1 = n(1+\frac{1}{n})$, and as the asymptotic part is of order $1 - \frac{\beta(1+o(1))}{\log(n+1)}$, we can safely replace the leading factor $n+1$ by $n$. In total we get

$$
\sum_{i=1}^{n} \log(i+1)^{\beta} = n \log(n+1)^{\beta} \left( \sum_{k=0}^{N-1} (-1)^{k} \frac{(\beta)_{k}}{\log(n+1)^{k}} ight.

\left. + (-1)^{N} \frac{(\beta)_{N}(1+o(1))}{\log(n+1)^{N}} ight)

\left. + \frac{c}{n \log(n+1)^{\beta}} + O\left(\frac{1}{n}\right) \right),
$$

and the last two terms are clearly immaterial. \qed

Lemma 5.4. The following holds true as $n \to \infty$,

$$
\left( \prod_{i=1}^{n} \log(i+1) \right)^{1/n} = \log(n+1)^{1/n} \left( 1 - \frac{1}{\log(n+1)} - \frac{1}{2 \log(n+1)^{2}} - \frac{7}{6 \log(n+1)^{3}} - \frac{95 + o(1)}{24 \log(n+1)^{4}} \right).
$$
Proof. First we take the logarithm, so we can work with \( \frac{1}{n} \sum_{i=1}^{n} \log(\log(i+1)) \). Then we are going to employ the Euler–Maclaurin formula,

\[
\sum_{i=1}^{n} \log(\log(i+1)) = \int_{1}^{n} \log(\log(x+1)) \, dx + \frac{\log(n+1) + \log(\log(2))}{2} + \int_{1}^{n} \frac{H(x)}{(x+1) \log(x+1)} \, dx,
\]

where \( H \) is the same as in the proof of Lemma 4.2. By repeated partial integration, the first integral can be seen to be

\[
\int_{1}^{n} \frac{1}{\log(x+1)^3} \, dx = \frac{n + 1}{\log(n+1)} + \frac{2}{\log(2)} - \frac{n + 1}{\log(n+1)^2} + \frac{2}{\log(2)^2} - \frac{6}{\log(n+1)^3} - \frac{3 + o(1)}{\log(n+1)}.
\]

The usual estimate also yields

\[
\left| \int_{1}^{n} \frac{H(x)}{(x+1) \log(x+1)} \, dx \right| \leq \frac{\log(n+1) - \log(2)}{2}.
\]

Putting things together shows us

\[
\frac{1}{n} \sum_{i=1}^{n} \log(\log(n+1)) = \log(n+1) - \frac{1}{\log(n+1)} - \frac{1}{\log(n+1)^2} - \frac{2}{\log(n+1)^3} - \frac{6 + o(1)}{\log(n+1)^4} + \mathcal{O}\left(\frac{\log(n+1)}{n}\right),
\]

and obviously the last big-O term even may be neglected. Taking the exponential again on both sides and using the Taylor series of the exponential function on the right-hand side leads to the claimed result.

Proof of Proposition 3.1 (a) Using division with remainder, write \( n - n_0 = m_n d + r_n \) with \( m_n, r_n \in \mathbb{N}_0 \) and \( r_n \leq d - 1 \), for each \( n \in \mathbb{N} \) with \( n \geq n_0 + 1 \). Then \( \lim_{n \to \infty} m_n = \infty \) and \( \lim_{n \to \infty} \frac{n}{m_n} = d \) hold. These imply

\[
\left( \prod_{i=1}^{n} \sigma_{1} \right)^{1/n} = \left( \prod_{i=1}^{n_0} \sigma_{1} \right)^{1/n} \left( \prod_{i=1}^{d} \sigma_{m_n / n} \right)^{r_n / n_0} \left( \prod_{i=1}^{d} \sigma_{n_0 + i}^{1/n} \right) \to \left( \prod_{i=1}^{d} \sigma_{n_0 + i}^{1/d} \right)
\]

and analogously

\[
\frac{1}{n} \sum_{i=1}^{n} \sigma_{i}^\beta = \frac{1}{n} \sum_{i=1}^{n_0} \sigma_{i}^\beta + \frac{m_n}{n} \sum_{i=1}^{d} \sigma_{n_0 + i}^\beta + \frac{1}{n} \sum_{i=1}^{r_n} \sigma_{n_0 + i}^\beta \to \frac{1}{d} \sum_{i=1}^{d} \sigma_{n_0 + i}^\beta
\]

and

\[
\frac{1}{n} \sum_{i=1}^{n} \sigma_{i}^\beta = \frac{1}{n} \sum_{i=1}^{n_0} \sigma_{i}^\beta + \frac{m_n}{n} \sum_{i=1}^{d} \sigma_{n_0 + i}^\beta + \frac{1}{n} \sum_{i=1}^{r_n} \sigma_{n_0 + i}^\beta \to \frac{1}{d} \sum_{i=1}^{d} \sigma_{n_0 + i}^\beta
\]
for any $\beta \in \mathbb{R}$. From these results it follows that

$$F_{q,\sigma} = \left( \prod_{i=1}^{d} \sigma_{n_{0}+i} \right)^{1/d} \left( \frac{1}{q} \sum_{i=1}^{d} \sigma_{n_{0}+i}^{-q} \right)^{1/q},$$

as well as (referring to Remark 1.2)

$$G_{q,\sigma} = \frac{\sum_{i=1}^{d} \sigma_{n_{0}+i}^{-q}}{\sqrt{d(\sum_{i=1}^{d} \sigma_{n_{0}+i}^{-2q})^{1/2}}},$$

and (w.l.o.g. $n \geq n_0 + d$)

$$\max_{1 \leq i \leq n} \sigma_{n_{0}+i}^{-2q} = \frac{\sum_{i=1}^{n} \sigma_{n_{0}+i}^{-2q}}{\sum_{i=1}^{n} \sigma_{n_{0}+i}^{-2q} + m_n \sum_{i=1}^{d} \sigma_{n_{0}+i}^{-2q} + \sum_{i=1}^{r_n} \sigma_{n_{0}+i}^{-2q}} \xrightarrow[n \to \infty]{} 0.$$  

Recall the definition of $h_n$ and $z$ in Corollary 1.3 concerning $z$, we obtain

$$\frac{\sum_{i=1}^{n} \sigma_{n_{0}+i}^{-q}}{(\sum_{i=1}^{n} \sigma_{n_{0}+i}^{-2q})^{1/2}(h_n - 1)} = \sqrt{n} \left( \frac{1}{n} \sum_{i=1}^{n} \sigma_{n_{0}+i}^{-q} + \frac{m_n}{n} \sum_{i=1}^{d} \sigma_{n_{0}+i}^{-2q} + \frac{1}{n} \sum_{i=1}^{r_n} \sigma_{n_{0}+i}^{-2q} \right)^{1/2} = \sqrt{n} \left( \frac{1}{n} \sum_{i=1}^{d} \sigma_{n_{0}+i}^{-q} + \frac{1}{n} \sum_{i=1}^{r_n} \sigma_{n_{0}+i}^{-2q} \right)^{1/2} = \sqrt{n} \Theta(1) \left( 1 + O\left( \frac{1}{n} \right) \right) \xrightarrow[n \to \infty]{} 0.$$  

(b) Throughout we have, by Lemmas 5.1 and 5.4

$$\left( \prod_{i=1}^{n} \sigma_{i} \right)^{1/n} = \left( \prod_{i=1}^{n} (i^{\alpha} \log(i + 1)^{\beta}) \right)^{1/n} = n^{\alpha/n} \log(n + 1)^{\beta} \left( 1 - \frac{1 + o(1)}{\log(n + 1)} \right)^{\beta} = \begin{cases} e^{-\alpha} n^{\alpha} (1 + \frac{\alpha \log(n)}{2n} (1 + o(1))) & \text{if } \beta = 0, \\ e^{-\alpha} n^{\alpha} \log(n + 1)^{\beta} (1 - \frac{\beta}{\log(n + 1)} (1 + o(1))) & \text{if } \beta \neq 0. \end{cases}$$

First we are going to check whether the conditions of Theorem A are met.

Case $\alpha > \frac{1}{q}$ or $\alpha = \frac{1}{q} \wedge \beta \geq 0$: The condition (11) is violated since

$$\left( \prod_{i=1}^{n} \sigma_{i} \right)^{2q/n} = \frac{1}{n^{2q}} \sum_{i=1}^{n} \sigma_{i}^{-2q} = n^{2q/n} \log(n + 1)^{2q\beta} \Theta(1),$$
which does not converge to zero as \( n \to \infty \).

Case \( \alpha = \frac{1}{q} \land \beta < 0 \): Looking back to (13), now (1) is satisfied, and

\[
\left( \prod_{i=1}^{n} \sigma_i \right)^{q/n} \frac{1}{n} \sum_{i=1}^{n} \sigma_i^{-q} = \frac{\log(n+1)}{e(1-q\beta)} \left( 1 + o(1) \right),
\]

hence \( F_{q,\sigma} = \infty \).

Case \( \alpha < \frac{1}{q} \): From Lemma 5.2 note that

\[
\sum_{i=1}^{n} \sigma_i^{-2q} = O\left( (1 + n^{-2q\alpha+1})(1 + \log(n+1)^{-2q\beta+1}) \right),
\]

so even if the series diverges, it does so of order at most \( n^{-2q\alpha+1}\log(n+1)^{-2q\beta+1} \), hence (1) is fulfilled, and

\[
\left( \prod_{i=1}^{n} \sigma_i \right)^{q/n} \frac{1}{n} \sum_{i=1}^{n} \sigma_i^{-q} = \frac{n^{q\alpha-1}\log(n+1)^{q\beta}}{e^{q\alpha}} \left( 1 + o(1) \right) \frac{n^{-q\alpha+1}\log(n+1)^{-q\beta}}{-q\alpha+1} \left( 1 + o(1) \right) = \frac{1}{e^{q\alpha}(1-q\alpha)} \left( 1 + o(1) \right),
\]

which implies the stated value of \( F_{q,\sigma} \).

Now we are going to investigate the premises of Theorem 13 and Corollary 13.3.

Case \( \alpha > \frac{1}{2q} \) or \( \alpha = \frac{1}{2q} \land \beta > \frac{1}{2q} \): Noether’s condition (2) is not satisfied as

\[
\max_{i \in [1,n]} \sigma_i^{-2q} = \frac{\max_{i \in [1,n]} n^{-2q\alpha \log(n+1)^{-2q\beta}}}{\sum_{i=1}^{n} n^{-2q\alpha \log(n+1)^{-2q\beta}}},
\]

and both numerator and denominator are of order \( \Theta(1) \).

Case \( \alpha = \frac{1}{2q} \land \beta \leq \frac{1}{2q} \): The enumerator in Noether’s condition still is of order \( \Theta(1) \), but the denominator is unbounded, thus (2) is satisfied. From Remark 1.2 (1), we recall that, provided \( F_{q,\sigma} < \infty \) — which we have — , \( G_{q,\sigma} \) exists iff \( F_{2q,\sigma} \) exists, and then \( G_{q,\sigma} = \frac{F_q}{F_{2q,\sigma}} \). For \( \beta = \frac{1}{2q} \) we get

\[
\left( \prod_{i=1}^{n} \sigma_i \right)^{2q/n} \frac{1}{n} \sum_{i=1}^{n} \sigma_i^{-2q} = \frac{\log(n+1)}{e} \log(\log(n+1))(1 + o(1)),
\]

hence \( G_{q,\sigma} = 0 \), and for \( \beta < \frac{1}{2q} \),

\[
\left( \prod_{i=1}^{n} \sigma_i \right)^{2q/n} \frac{1}{n} \sum_{i=1}^{n} \sigma_i^{-2q} = \frac{\log(n+1)^{2q\beta}}{e} \frac{\log(n+1)^{-2q\beta+1}}{-2q\beta+1} \left( 1 + o(1) \right) = \frac{\log(n+1)}{e(1-2q\beta)} \left( 1 + o(1) \right),
\]

hence again \( G_{q,\sigma} = 0 \).

The calculations concerning \( z \) require more attention. For \( \beta = \frac{1}{2q} \) we have

\[
h_n = e^{1/(2q)} \left( \frac{1}{2} \right)^{1/q} n^{1/(2q)} \log(n+1)^{1/(2q)} \left( 1 - \frac{1}{2q \log(n+1)} \right) \left( 1 + \frac{1 + o(1)}{\log(n+1)} \right)^{1/q}
\]

\[
= 1 + \frac{1 + o(1)}{2q \log(n+1)},
\]
and therewith (calling \((z_n)_{n \in \mathbb{N}}\) the defining sequence of \(z\))

\[
\begin{align*}
    z_n &= \frac{n^{1/2} \log(n+1)^{-1/2} (1 + 1 + o(1))}{\log(n+1)^{1/2} (1 + \Theta(\frac{1}{\log(n+1)}))^{1/2} 2^{1/2}} \\
    &\quad \times \frac{1 + o(1)}{2^{1/2}} = \frac{n^{1/2} \log(n+1)^{-3/2} (1 + o(1))}{q \log(n+1)^{1/2} (1 + o(1))},
\end{align*}
\]

and this converges to infinity. For \(\beta < \frac{1}{2q}\) with \(\beta \neq 0\) we have

\[
\begin{align*}
    h_n &= e^{1/(2q)} \left( \frac{1}{2} \right)^{1/q} n^{1/(2q)} \log(n+1)^{\beta} \left( 1 - \frac{\beta(1 + o(1))}{\log(n+1)} \right) \\
    &\quad \times \frac{1}{n^{1/q}} \left( \frac{n^{1/2} \log(n+1)^{-q/2}}{1/2} \right)^{1/q} \\
    &= 1 + \frac{\beta(1 + o(1))}{\log(n+1)},
\end{align*}
\]

leading to

\[
\begin{align*}
    z_n &= \frac{n^{1/2} \log(n+1)^{-q/2} (1 + 2^{q}(1 + o(1)))}{\log(n+1)^{1/(2q)} (1 + \Theta(\frac{1}{\log(n+1)^{q}}))^{1/2}} \frac{\beta(1 + o(1))}{\log(n+1)^{1/2}} = \frac{2^{q}(1 - 2^{q})^{1/2} n^{1/2}}{\log(n+1)^{3/2}} (1 + o(1)),
\end{align*}
\]

again converging to infinity if \(\beta > 0\), or to negative infinity if \(\beta < 0\). Lastly for \(\beta = 0\) we have (with some \(c \in \mathbb{R} \setminus \{0\}\))

\[
\begin{align*}
    h_n &= e^{1/(2q)} \left( \frac{1}{2} \right)^{1/q} n^{1/(2q)} \left( 1 + \frac{\log(n)(1 + o(1))}{4^{q} n} \right) \frac{1}{n^{1/q}} \left( \frac{n^{1/2}}{2^{1/2}} \left( 1 + \frac{c(1 + o(1))}{n^{1/2}} \right) \right)^{1/q} \\
    &= 1 + \frac{c(1 + o(1))}{n^{1/2}},
\end{align*}
\]

and consequently

\[
\begin{align*}
    z_n &= \frac{n^{1/2} (1 + \frac{c(1 + o(1))}{n^{1/2}})}{\log(n+1)^{1/2} (1 + \Theta(\frac{1}{\log(n+1)}))^{1/2}} \frac{c(1 + o(1))}{n^{1/2}} = \frac{2c(1 + o(1))}{\log(n+1)^{1/2}},
\end{align*}
\]

which yields \(z = 0\).

Case \(\alpha < \frac{1}{2q}\): The denominator for Noether’s condition now always reads \(\frac{n^{1-2^{q}\alpha} \log(n+1)^{-2^{q}\beta}}{1-2^{q}\alpha}\). (1 + o(1)). For \(\alpha \geq 0\) the enumerator grows at most logarithmically, and hence Noether’s condition is fulfilled then. For \(\alpha < 0\), \(n^{-2^{q}\alpha} \log(n+1)^{-2^{q}\beta}\) is eventually increasing and unbounded, therefore the whole defining fraction is of order \(\frac{1}{n}\), and Noether’s condition is satisfied.

Next, we know \(F_{2q,\sigma} = \frac{1}{e^{\sigma}(1-2^{q}\alpha)^{1/(2q)}}\) exists, which leads to the claimed value of \(G_{q,\sigma}\).

In the subcase \(\beta \neq 0\) we get

\[
\begin{align*}
    h_n &= e^{\sigma(1 - q\alpha)}^{1/q} n^{\alpha} \log(n+1)^{\beta} \left( 1 - \frac{\beta(1 + o(1))}{\log(n+1)} \right) \\
    &\quad \times \frac{1}{n^{1/q}} \left( \frac{n^{1-q\alpha} \log(n+1)^{-q\beta}}{1-q\alpha} \left( 1 + \frac{q\beta(1 + o(1))}{(1-q\alpha) \log(n+1)} \right) \right)^{1/q} \\
    &= 1 + \frac{q\alpha \beta + o(1)}{(1-q\alpha) \log(n+1)},
\end{align*}
\]
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and therewith
\[
    z_n = \frac{n^{1-q\alpha} \log(n+1)^{-q\beta}}{1-q\alpha} \left(1 + \frac{q\beta(1+o(1))}{\log(n+1)}\right)^{q\alpha \beta + o(1)} \left(1 + \frac{2q\beta + o(1)}{(1-2q\alpha) \log(n+1)}\right)^{1/2} \log(n+1)
\]
\[
    = \frac{(1-2q\alpha)^{1/2}}{1-q\alpha} \frac{n^{1/2}}{\log(n+1)} \left(q\alpha \beta + o(1)\right),
\]
which converges to plus or minus infinity, with the same sign as \(\alpha \beta\), provided \(\alpha \neq 0\). The subcase \(\alpha = 0 \land \beta \neq 0\) requires the more delicate asymptotics of Lemmas 5.3 and 5.4; we have
\[
    h_n = \log(n+1)^\beta \left(1 - \frac{1}{\log(n+1)} - \frac{1 + o(1)}{2 \log(n+1)^2}\right)^\beta
\]
\[
    \cdot \frac{1}{n^{1/q}} \left(\log(n+1)^{-q\beta} \left(1 + \frac{q\beta}{\log(n+1)} + \frac{q\beta(q\beta + 1)(1+o(1))}{\log(n+1)^2}\right)\right)^{1/q}
\]
\[
    = 1 + q\beta^2 \left(1 + o(1)\right) \frac{1}{2 \log(n+1)^2},
\]
and thus
\[
    z_n = \frac{n \log(n+1)^{-q\beta} (1 + o(1))}{n^{1/2} \log(n+1)^{-q\beta} (1 + o(1))^{1/2}} \frac{q\beta^2(1+o(1))}{2 \log(n+1)^2} = \frac{q\beta^2 n^{1/2} (1 + o(1))}{2 \log(n+1)^2},
\]
whence \(z = \infty\) as claimed. For \(\beta = 0\) we have (again with some \(c \in \mathbb{R} \setminus \{0\})
\[
    h_n = e^\alpha (1-q\alpha)^{1/q} \left(1 + \frac{\alpha \log(n)(1+o(1))}{2n}\right) \frac{1}{n^{1/q}} \left(\frac{n^{1-q\alpha}}{1-q\alpha} \left(1 + \frac{c(1+o(1))}{n^{\min\{1,1-q\alpha\}}}\right)\right)^{1/q}
\]
\[
    = 1 + \left(\frac{\alpha \log(n)}{2n} + \frac{c}{qn^{\min\{1,1-q\alpha\}}}\right) (1 + o(1)),
\]
this yields
\[
    z_n = \frac{n^{1-q\alpha}}{n^{1/2-q\alpha} (1-q\alpha)^{(1+o(1))}} \left(\frac{\alpha \log(n)}{2n} + \frac{c}{qn^{\min\{1,1-q\alpha\}}}\right) (1 + o(1))
\]
\[
    = \frac{(1-2q\alpha)^{1/2}}{1-q\alpha} \left(\frac{\alpha \log(n)}{2n^{1/2}} + \frac{c}{qn^{\min\{1,1-q\alpha\}-1/2}}\right) (1 + o(1)),
\]
which converges to zero irrespective of \(\alpha\) since in any case \(\min\{1,1-q\alpha\} - \frac{1}{2} > 0\) because of \(\alpha < \frac{1}{2q}\). This completes the proof. \(\square\)

References

[1] F. Barthe, O. Guédon, S. Mendelson, and A. Naor. A probabilistic approach to the geometry of the \(\ell^n_p\)-ball. Ann. Probab., 33(2):480–513, 2005.

[2] N. Gantert, S. S. Kim, and K. Ramanan. Large deviations for random projections of \(\ell^p\) balls. Ann. Probab., 45(6B):4419–4476, 2017.

[3] A. Hinrichs, D. Krieg, E. Novak, J. Prochno, and M. Ullrich. On the power of random information. In F. J. Hickernell and P. Kritzer, editors, Multivariate Algorithms and Information-Based Complexity, pages 43–64. De Gruyter, 2020.
[4] A. Hinrichs, D. Krieg, E. Novak, J. Prochno, and M. Ullrich. Random sections of ellipsoids and the power of random information. *Trans. Amer. Math. Soc.*, 374(12):8691–8713, 2021.

[5] A. Hinrichs, J. Prochno, and M. Sonnleitner. Random sections of $\ell_p$-ellipsoids, optimal recovery, and Gelfand numbers of diagonal operators. *preprint*, 2021.

[6] A. Hinrichs, J. Prochno, and M. Ullrich. The curse of dimensionality for numerical integration on general domains. *J. Complexity*, 50:25–42, 2019.

[7] Z. Kabluchko and J. Prochno. The maximum entropy principle and volumetric properties of Orlicz balls. *J. Math. Anal. Appl.*, 495(1):124687, 19, 2021.

[8] Z. Kabluchko, J. Prochno, and C. Thäle. High-dimensional limit theorems for random vectors in $\ell_p^n$-balls. *Commun. Contemp. Math.*, 21(1):1750092, 30, 2019.

[9] Z. Kabluchko, J. Prochno, and C. Thäle. High-dimensional limit theorems for random vectors in $\ell_p^n$-balls. II. *Commun. Contemp. Math.*, 23(3):1950073, 35, 2021.

[10] A. Klenke. *Probability theory: A comprehensive course*. Universitext. Springer, London, second edition, 2014.

[11] K. J. McGown and H. R. Parks. The generalization of Faulhaber’s formula to sums of non-integral powers. *Journal of Mathematical Analysis and Applications*, 330(1):571–575, 2007.

[12] E. Novak and H. Woźniakowski. *Tractability of multivariate problems. Vol. 1: Linear information*, volume 6 of *EMS Tracts in Mathematics*. European Mathematical Society (EMS), Zürich, 2008.

[13] V. V. Petrov. On the probabilities of large deviations for sums of independent random variables. *Teor. Verojatnost. i Primenen*, 10:310–322, 1965.

[14] S. T. Rachev and L. Rüschendorf. Approximate independence of distributions on spheres and their stability properties. *Ann. Probab.*, 19(3):1311–1337, 1991.

[15] G. Schechtman and M. Schmuckenschläger. Another remark on the volume of the intersection of two $L_p^n$ balls. In *Geometric aspects of functional analysis (1989–90)*, volume 1469 of *Lecture Notes in Math.*, pages 174–178. Springer, Berlin, 1991.

[16] G. Schechtman and J. Zinn. On the volume of the intersection of two $L_p^n$ balls. *Proc. Amer. Math. Soc.*, 110(1):217–224, 1990.

[17] M. Schmuckenschläger. Volume of intersections and sections of the unit ball of $\ell^n_p$. *Proc. Amer. Math. Soc.*, 126(5):1527–1530, 1998.

[18] M. Schmuckenschläger. CLT and the volume of intersections of $\ell_p^n$-balls. *Geom. Dedicata*, 85(1-3):189–195, 2001.

Michael Juhos: Faculty of Computer Science and Mathematics, University of Passau, Innstraße 33, 94032 Passau, Germany
E-mail: michael.juhos@uni-passau.de

Joscha Prochno: Faculty of Computer Science and Mathematics, University of Passau, Innstraße 33, 94032 Passau, Germany
E-mail: joscha.prochno@uni-passau.de