ABSTRACT

Yield estimation prior to harvest is a powerful tool in vineyard management, as it allows growers to fine-tune management practices to optimize yield and quality. However, yield estimation is currently performed using manual sampling, which is time-consuming and imprecise. This study demonstrates the applicability of nondestructive proximal imaging combined with deep learning for yield estimation in vineyards. Continuous image data collection using a vehicle-mounted sensing kit combined with collection of ground truth yield data at harvest using a commercial yield monitor allowed for the generation of a large dataset of 23,581 yield points and 107,933 images. Moreover, this study was conducted in a commercial vineyard which was mechanically managed, representing a challenging environment for image analysis but a common set of conditions in the California Central Valley. Three model architectures were tested: object detection, CNN regression, and transformer models. The object detection model was trained on hand-labeled images to localize grape bunches, and detections were either counted or their pixel count was summed to obtain a metric which was correlated to grape yield. Conversely, regression models were trained end-to-end to directly predict grape yield from image data without the need for hand labeling. Results demonstrated that both a transformer model as well as the object detection model with pixel area processing performed comparably, with a mean absolute percent error of 18% and 18.5%, respectively on a representative holdout dataset. Saliency mapping was used to demonstrate the attention of the CNN regression model was localized near the predicted location of grape bunches, as well as on the top of the grapevine canopy. Overall, the study demonstrated the applicability of proximal imaging and deep learning for prediction of grapevine yield on a large scale. Additionally, the end-to-end modeling approach was able to perform comparably to the object detection approach while eliminating the need for hand-labeling.
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1 Introduction

Yield estimation is a valuable tool for crop management and precision agriculture. Estimation of crop yield in advance of harvest allows growers to make more informed decisions in negotiating pricing contracts or allocating quantities of crop for sale, and may also inform crop management decisions [1,2]. There are many approaches which can be taken towards estimating crop yield, the most common method involving manually sampling from a very small percentage (e.g., approximately 1%) of plants and extrapolating the yield data to the entire field. While this process is comparatively low-cost, it can be both time-consuming and imprecise [3]. As opposed to manual sampling, remote sensing can capture information from an entire field in a short period of time, whether via satellite or via unmanned aerial vehicles (UAVs). The advantages of satellite-based remote sensing are speed, coverage, and a lack of requirement for manual labor. However, the resolution of publicly available satellite-based remote sensing is poor, typically between 10 and 30 m² [4]. Atmospheric conditions can also be an issue as clouds, smoke, and haze can obscure the area of interest. Additionally, data collection cannot be scheduled due to the regular orbit of the satellite. Remote sensing images acquired using UAVs can provide increased resolution, but requires a trained pilot [4,5]. Additionally, for specialty crops where fruit is located beneath vegetative cover, such as tomatoes and grapes, the overhead angle of images creates difficulties in imaging, especially when foliage is dense [6]. Proximal imaging, referred to here as imaging from ground-based equipment, has also been extensively explored for yield estimation [7]. Proximal sensing using imagery can be advantageous, as high-resolution images from a lateral perspective can be collected from underneath a canopy. However, like UAV imaging, proximal imaging requires specialized equipment. Additionally, while the resolution and perspective of proximal imagery allow for direct visualization and quantification of fruit, occluded fruits can lead to inaccuracy in the estimation [8,9,10]. Nevertheless, there has been extensive work in image-based proximal sensing for fruit detection and counting [7]. Recently, modeling techniques incorporating vision-based machine learning, which have demonstrated success in numerous fields, have seen considerable use in fruit detection and counting via proximal imaging [11,12,13]. Much of the previous work has been performed in orchard crops, such as apples [11,14], oranges [15], and mangos [16]. Studies in other specialty crops, including tomatoes [9,17] and grapes [18,19,20,13,21] have also been conducted. In vineyards, much of the existing literature in yield estimation from proximal imagery have consisted of methods leveraging feature engineering and computer vision to count individual grape berries [22,23], although pixel count has also been related to grapevine yield [11]. In very recent years, studies on proximal imaging for fruit detection have moved away from hand-crafted feature and algorithm development towards deep learning methods [12,18,24,13,21]. Deep learning methods used for fruit detection reduce the bias involved in model development via their flexibility in learning both the optimal features and optimal relationships between features to converge to the desired result. However, while these methods are robust to a small amount of occlusion, they cannot account for completely occluded fruits [7,9]. In an effort to overcome the issue of occlusion, previous research in grape yield estimation has demonstrated some benefit of incorporating variable grape visibility into yield estimation models for improving performance using statistical modeling [22,2]. However, these approaches have involved tuning the model to the specific dataset, either by incorporating previous years’ data or specifying expected properties of the image data, such as mean berry area. While previous yield estimation methods have focused primarily on semantic segmentation, object detection, and object masking used for fruit detection, deep learning methods have also been used to map image data directly to more abstract outputs, such as image captions, monocular depth estimates [25], scalar values of food calories [26], subject age [27], and more [28]. Once training is completed, these deep learning models map relationships from semantically complex combinations of image features to accurate predictions in unrelated modalities. This “end-to-end learning” approach can be applied to yield estimation by directly relating images and desired yield information, as opposed to the use of vegetative indices or models for detection or masking. This hypothesis was tested with promising results in the field of UAV-based yield estimation, in which a convolutional neural network (CNN) trained to forecast rice grain yield directly from high-resolution RGB images outperformed an NDVI-based approach [5]. End-to-end learning has also been demonstrated in the context of grape yield estimation from proximal imagery, where a regression CNN model was used to directly predict yield in units of mass from images [29]. However, images from that previous study were collected individually with a smartphone, which did not represent a scalable method. Additionally, vines were prepared specifically for imaging via placement of a calibration marker in each frame. Finally, extensive manual processing and cropping of the images was performed. Nevertheless, the study represents a proof-of-concept for utilization of DL in viticultural yield estimation. Like the improvements garnered by deep learning-based methods in learning features, as opposed to relying on prior assumptions, end-to-end methods used to directly relate images and yield may also be able to learn features from images other than solely those which contribute to fruit localization. For example, information such as canopy structure, fruit position, or other features may be relevant for the purpose of calibrating the yield estimate to account for occluded fruit. In addition to the above advantages garnered by end-to-end modeling, end-to-end models do not require labeling of objects in image data. Hand-labeling is a universal bottleneck in object detection studies and eliminating the labeling step can allow for the use of more data. In this study, three different deep learning methods were compared in their ability to estimate yield in vineyards at varying levels of spatial resolution. Yield values in metric tons per hectare (t/ha) acquired during harvest were predicted.
using a fruit detection model as well as two end-to-end networks trained to predict yield directly from images: a CNN and a transformer network. The transformer architecture has recently been shown to perform well on a wide range of tasks, including natural language processing, as well as many vision-based tasks such as classification, segmentation, and object detection [30, 31, 32, 33]. Considering the design of the transformer architecture in accepting sequences of data, such as words or image patches, this flexible architecture was applied to this dataset to allow for a set of neighboring images recorded near a ground truth yield measurement to be accounted for in the estimation. In addition to demonstrating the application of novel modeling techniques, this study also incorporated a uniquely large dataset. Previous datasets used for model development have consisted of as few as 10 vines [1] to up to 1,212 vines [2]. Yield data collected by hand-weighing grapes is typically used as a ground truth measure. However, yield monitors which generate high-resolution yield data as crops are harvested are commonly used by growers to map yield on a large scale. These monitors have been used previously in conjunction with remote sensing studies for yield estimation in crops such as sorghum and cotton [34] as well as grapes [35]. However, proximal imaging studies on larger datasets of grape yield are still lacking, primarily due to the expensive nature of data collection. In this study, models were trained and evaluated on a dataset containing 23,581 yield values measured at harvest using a yield monitor. To the best of the authors’ knowledge, this study represents the first application of end-to-end modeling using minimally processed images collected from a moving platform for grape yield estimation. Additionally, this study represents the one of the first applications of vision transformers in direct yield estimation from image data. Furthermore, the scale of the yield data considered in the present work was an order of magnitude greater than in previous studies. Finally, the data in this work were collected from a commercial, mechanically managed vineyard, as opposed to previous studies conducted in vineyards with manual management. Mechanized vineyards generally consist of increased occlusion, whereas manual management allows for better targeting of specific shoots and leaves as compared with machine implements.

2 Materials and Methods

2.1 Field Layout

Data were collected in a commercial grape vineyard (Vitis vinifera L. cv. Cabernet Sauvignon) within the California Central Valley region in September 2020. Image data were collected approximately three weeks before harvest, while ground truth data was collected during harvest. The vineyard was divided into four blocks representing differences in management and/or trellis type (Fig. 1). For the purposes of this study, block was not considered during the training of any model. However, data are presented as separated by block to demonstrate the effect of management and vine characteristics on model performance. Table 1 contains details about vines within each block. Grapevine rows were arranged in an East-West configuration for all blocks.

2.2 Data Acquisition

2.2.1 Image Data

Image data acquisition was performed using a low-cost sensing kit (Fig. 2) with two RealSense D435i cameras (Intel, Santa Clara, CA) vertically oriented opposite each other, perpendicular to the direction of travel. Location data was

| Block | Training method | Trellis system | Rootstock | Vine Spacing (m) | Row Spacing (m) | Approx. Vines Measured | Dataset | Yield Points | Images |
|-------|-----------------|----------------|-----------|-----------------|-----------------|------------------------|---------|--------------|--------|
| 1     | Stacked-T Sprawl | So4            | 1.5       | 3.4             | 7271            | Training 5343          | Validation 987 | 6868         |
|       |                  |                |           |                 |                 | Test 1264              |          |              |         |
| 2     | Quadrilateral Sprawl | So4         | 1.2       | 3.4             | 2201            | Training 208           | Validation 208 | 2478         |
|       |                  |                |           |                 |                 | Test 357               |          |              |         |
| 3     | High Wire Sprawl 1103P | So4    | 1.8       | 3               | 1173            | Training 54            | Validation 54  | 793          |
|       |                  |                |           |                 |                 | Test 119               |          |              |         |
| 4     | Quadrilateral Sprawl So4 | 1.5 | 3.4             | 2535            |                  | Training 606           | Validation 606 | 4580         |
|       |                  |                |           |                 |                 | Test 847               |          |              |         |
Figure 1: Image locations used in this study, colored according to their split in training, validation, and testing sets. Points located between validation and testing sets were labeled as unassigned and not used in the training process to minimize similarity between training and validation set images to the test set. Dimensions, acreage, and number of images are given above each boxed region.

| Block 1 | Block 2 |
|---------|---------|
| 376 x 39 m | 5.6 ac | 16869 ims |
| 383 x 58 m | 5.5 ac | 27246 ims |
| 376 x 24 m | 2.2 ac | 8436 ims |

| Block 3 | Block 4 |
|---------|---------|
| 446 x 51 m | 5.5 ac | 5581 ims |
| 402 x 53 m | 5.3 ac | 13335 ims |
| 410 x 31 m | 3.2 ac | 11051 ims |
| 682 x 43 m | 7.3 ac | 7353 ims |

- **Training**
- **Validation**
- **Unassigned**
- **Testing**

Grapes were mechanically harvested using a commercial harvester fit with a load cell along with a GPS unit for yield monitoring (Advanced Technology Viticulture, Adelaide, Australia). Force data from the load cell were recorded at a spatial resolution of approximately 0.77 meters along each row. Data were collected continuously and the yield monitor was calibrated with a scalar time offset such that the location recorded for each yield value best represented the location where the grapes were grown.

### 2.2.2 Ground Truth Data

Grapes were mechanically harvested using a commercial harvester fit with a load cell along with a GPS unit for yield monitoring (Advanced Technology Viticulture, Adelaide, Australia). Force data from the load cell were recorded at a spatial resolution of approximately 0.77 meters along each row. Data were collected continuously and the yield monitor was calibrated with a scalar time offset such that the location recorded for each yield value best represented the location where the grapes were grown.

## 2.3 Data Handling

### 2.3.1 Ground Truth Data

Yield monitor data was first filtered manually to remove artifacts, such as yield points from gaps in rows (where recorded yield appeared artificially lowered), spurious GPS points from outside of the rows, and rows in which the frequency of yield points was erroneously low. This was performed by plotting yield points based on their geospatial location and
coloring by yield. Points meeting the above criteria were considered artifacts resulting from noise present in either the GPS system or the load cell and were manually removed. This processing was done prior to image data association or model development. In total, 10.5% of points were removed. Data were then filtered further to remove outliers, defined as points with yield of more than 1.5 interquartile range values away from the first and third quartiles [36]. Next, data from the yield monitor was calibrated based on the total yield from each vineyard as weighed by the receiving winery. Yield density was calculated by dividing the mass of grapes per block (tons) by the area of each block (hectares). All yield points within each block were then scaled proportionally such that the mean value was equivalent to the mean yield density measured in each block using a commercial scale as part of routine operations. This methodology was similar to that performed by Sun et al. [35], and similar to the methodology used in the grape industry.

2.3.2 Image Data

The total ground-imagery dataset before filtering and data association consisted of 274,944 images. Image data were filtered to remove poor quality images, which consisted of images where a shoot extending into the inter-row space obscured the camera, images recorded during turns between rows, and excessively blurred images where individual grape clusters could not be seen clearly. This was done by randomly selecting 3,000 images from the dataset and manually labeling them with binary labels (“keep” and “toss”). This subset of labeled data was split into training, validation, and test sets with 1800, 600, and 600 images, respectively, and a MobileNetV2 model was trained to filter images [37]. The trained model achieved an accuracy of 91.2% on the test set and was used to filter the rest of the dataset.

2.3.3 Association of Image and Yield Monitor Data

Yield data was collected during harvest, and each yield point was marked directly over the grapevine row, with a different spatial resolution as compared with image data. Therefore, association of yield and image data was necessary (Fig. 3). For association of each image with a corresponding yield measurement, a distance matching algorithm was designed to match each image with its closest yield point, considering the orientation of the camera (North or South) for each image (Fig. 3a). For training the transformer model (Section 2.4.3), all measured yield points with at least one North-facing and at least one South-facing image within 5 m to the east or west of the measured yield point were kept (Fig. 3d). Any yield point without images from both the North and South side of the vine were discarded. This set of measured yield points was further pruned for training the CNN model (Section 2.4.2), where yield points were only retained if they were associated with at least one image from each side of the vine that was not closer to an adjacent yield point (Fig. 3d).

In total, this left 23,581 yield points in the dataset used to train the transformer model, and 14,302 yield points in the dataset used to train the CNN model. Yield points used to train the transformer model represented approximately 13,180 vines. This value was estimated by rounding all collected yield points to the nearest interval representing vine spacing along the direction of the rows and row spacing along the perpendicular direction within each block. Yield
Figure 3: Data handling and model architectures.  a) Images in object detection and CNN models were associated with their closest yield point (three yield points shown with image-yield associations in different colors). b) The YOLOv5 model was applied to individual frames and detections were processed to calculate yield values at each point. c) The CNN architecture was applied to a pair of images, one from each side of the vine. The final scalar output represented the predicted yield. d) The transformer model was associated a window of image points with each yield point (two yield points shown with image-yield associations in different colors). Positional encodings were extracted based on relative location of image and yield points. e) The transformer architecture. Each image was passed through the same feature extractor. When used, positional encoding was performed after feature extraction.

points with the same rounded values were considered to come from the same vine. After removing poor quality images, images far away from yield points, and images associated with yield points for which both sides of the vine were not accounted for, these yield points were associated with 107,933 and 80,009 images in the transformer and CNN model sets, respectively.

2.3.4 Dataset splitting for model development

Yield values were split into training, validation, and testing sets according to their location, such that no training or validation data was adjacent to a point in the test set. This was performed to reduce the influence of spatial autocorrelation on model performance (Fig. [1]). Within the dataset used to train the transformer model, this resulted in 15,024 yield points in the training set, 3,354 in the validation set, and 4,529 in the test set. Yield points and associated image counts by dataset and block can be found in Table [1]. For the CNN and object detection models, this resulted in 9,509 yield points in the training set, 1,855 in the validation set, and 2,587 in the testing set.

2.4 Model Architectures and Training Procedures

2.4.1 Object Detection

The object detection model required labeled bounding boxes around grape clusters visible within a subset of images. Specifically, 150 images were selected at random from the training and validation sets of the dataset. Grape bunches in these images were labeled with bounding box labels. Care was taken to only label bunches on the near side of the vine, in the event that bunches from the far side of the canopy were visible in the image. For vines trained with quadrilateral trellises, grapes on the near side were defined as grapes on the closer set of cordons. For vines trained with bilateral trellises, the cordons were used as a dividing plane, where grape bunches on the near side of the cordons were
selected. These 150 images were divided into training, validation, and testing sets of 98, 24, and 28 images respectively, considering the distribution of images from each management block. The object detection model was trained with YOLOv5 [38]. Images were resized to 640 x 640 pixels and augmentation was performed using the mosaic method along with variation of hue, saturation, and luminance values representing the default augmentations. The model was trained for 300 epochs. The best model was determined using a weighted average of a) 0.9 times mean average precision (mAP) averaged over intersection over union (IOU) values of 0.5:0.95 in increments of 0.05 and b) 0.1 times mAP at an IOU of 0.5 only. This evaluation metric was computed on the validation set after each epoch. Bounding box count (i.e. bunch count) and bounding box area per image were used in yield estimation. For each location with yield data, mean bunch count or mean summed bounding box area was determined for all images on each side of the vine. The two sides were then summed to obtain the final estimate of bunch count or area (px²). Bunch count and area were then correlated with the yield values in all training set images from the full dataset. A simple linear regression with the intercept fixed at the origin was used to relate bunch count and area with yield. Evaluation on the test set was conducted by first obtaining mean count or summed area over both sides of the vine, then converting the value to yield with the corresponding linear fit.

2.4.2 Convolutional Neural Network Model Architecture

For the CNN model, the ResNet18 architecture [39] was adapted to a regression approach (Fig. 3c). The 1000-length final linear layer of the original architecture was replaced with a regression head composed of two 1024-length linear layers, each followed by a ReLU and 20% dropout step [40][41]. A final linear layer of size 1 was used to represent the yield corresponding with the input. No softmax or other post-processing was performed. Weights for the model were randomly initialized. Input data consisted of one frame from each side of the vine concatenated horizontally (Fig. 3c). Since multiple frames on either side of the row were associated with a given yield point, the North side and South side image used in the input were randomly selected from the available images associated with each point during training. The validation set consisted of seeded random selection of frames, such that the North and South frames were consistent between epochs. The model was trained using an adaptive loss function [42] for 1.97M steps of batch size 12, which were divided into 25 epochs. North and South frames were augmented separately using random horizontal flips, and random median blurring. The North image was always on the left side of the input. For inference on the test set, all combinations of North and South image pairs were input to the model for each yield point, and the average predicted yield was taken. Model weights were saved and a validation score was computed after each epoch. The model with the lowest validation loss was selected for performance evaluation.

2.4.3 Transformer Model Architecture

While concatenation of two images was used to increase the context of the data with respect to the location at which yield data were measured by providing two views of the vine in the CNN approach, concatenating additional frames would quickly exceed available GPU memory or require substantial image downscaling leading to information loss. The vision transformer architecture employed in this study accounts for this limitation by accepting a sequence of images as its input. Additionally, due to the attention mechanisms in the model architecture, the influence of each input image to the final predicted value is allowed to vary [31][32]. This was of particular importance in this work, due to the use of a mechanical yield monitor in lieu of hand counting or weighing fruit. While the yield monitor allowed for generation of a uniquely large dataset, both the magnitude as well as the positional accuracy of the yield measurements were compromised by the continuous nature of data collection. Specifically, harvested grapes were measured with a load cell after a small delay, during which the grapes were conveyed from the vine to the instrument. While this time was accounted for with a scalar offset in this study, other factors such as the mass flow rate of fruit in and out of the harvester machinery have been shown to affect this value slightly [43]. As such, the yield values reported in this study were more appropriately derived from a distribution of vines surrounding the marked position. Therefore, a transformer model with the capacity to accept data from areas surrounding the location of the measured yield point was particularly well-suited to the present task. Specifically, predictions at each yield point were made from all images recorded within a window of 5 m to the east and west of the yield point (10 m total window size). Unlike in the CNN approach, where each image was only associated with a single yield point, the sliding window approach used for the transformer model allowed for the possibility that an image may be associated with multiple yield points if the image was located within 5 m of more than one yield point (Fig. 3d). In these cases, these images were used multiple times as inputs to predict yield from each yield point (Fig. 3d-e). A median of 47 images were associated with each yield point. This method of data handling was done to align with the method of ground truth data collection, where mixing may have occurred in the harvester as yield was being recorded, potentially allowing adjacent vines to influence the recorded yield in a given location. The transformer model was based on the Vision Transformer (ViT) architecture [31] with modifications (Fig. 3f). Instead of linearized image patches, token vectors input to the encoder were represented by ResNet34 features. Each image passed through the ResNet model, and the final set of activation maps was used for feature extraction.
During training, ResNet weights were shared across all input images. Maps were averaged along the filter dimension, then linearized to generate a 256-length feature vector for each image. In addition to the token representation, the positional encoding was also modified from its original format. Typically, positional encoding consists of sinusoidal or learned embeddings [32], which have been shown to be effective for inputs derived from uniformly cut patches of an image or language inputs. However, for both patch and word-based input, the spacing between inputs is consistent and only the relative location between inputs is important. In this application, the relevant positional information consisted of the distance between the measured yield point and the image location, as well as the orientation of the camera with respect to the vine. As a result, the prior information regarding the distance between each frame and the yield point, as well as the side of the vine represented by each image was used as the positional embedding. Setting the location of yield point at 0.5, locations 5 m to the east and west were scaled to 0 and 1, respectively (Fig. 3d). This scalar was assigned to each input image and represented its position relative to the center frame at 0.5. Likewise, each input image was assigned either 0.5 to represent an image from the South side of the vine, or 1 to represent the north side. The scalar values encoding position and direction were repeated such that a vector the same size as the feature vector from the ResNet extractor was produced. Finally, as opposed to the typical summation of a positional vector with the token vector, a 1D convolutional layer was added to allow for a linear combination of each value in the 256-length feature vector with each of the scalar positional values to be learned and used to improve performance. Weights for the 1D convolution were shared across all input images. The inclusion of this positional metadata was performed to allow the model to selectively attend to images based on both their content as well as their position. To determine the influence that this additional positional information had in an agricultural system, the model was trained both with and without information regarding position and orientation of each image frame (this optional step is represented in a dashed box in Fig. 3e). The remainder of the model architecture was minimally changed from the ViT architecture. The encoder was designed with a depth of 2 encoding blocks and 8 attention heads. The class token representing the entire input sequence was used as the input to the decoder to generate a prediction after the transformer encoder. The multilayer perceptron decoder used for classification was modified to output a single value to serve as the scalar prediction of yield. The model was trained with a mean squared error objective function for 50,000 steps and a batch size of 6, with gradient accumulation across every two batches for an effective batch size of 12. Training was divided into 20 epochs. Model weights were saved and validation performance was measured after each epoch. The weights with the lowest validation error were kept for performance evaluation.

2.5 Performance Evaluation

Object detection performance within the labeled dataset was measured using area under the precision-recall curve (AP) at an intersection over union of 0.5, as well as R² and root mean squared error (RMSE) between labeled and predicted bunch counts and bounding box area. Performance of each model on the test set was evaluated using RMSE, mean absolute percent error (MAPE), and R² metrics between predicted and measured data. In order to compare all models, only the yield points represented in the test set of the CNN model were used for evaluation (Section 2.3.3). Therefore, all models were evaluated on a test set of 2,737 yield points. Additionally, due to the tendency for some of the trained models to predict values closer to the mean, as opposed to higher and lower yield values seen less frequently, the range expressed by each approach was also calculated using Eqn. 1

$$\frac{\text{max}(\text{predicted yield}) - \text{min}(\text{predicted yield})}{\text{max}(\text{measured yield}) - \text{min}(\text{measured yield})}$$  

Finally, to compare performance with remote sensing-based studies, post-hoc analysis was performed after model inference by spatially aggregating yield points and associated ground truth and predicted data into 10- or 20-meter square bins within each block. This was done by dividing the test dataset into separate zones that were densely populated with yield points, then binning points in the zones into grids of either 10- or 20-meter length, beginning at the lower left point of each zone. Within the test set, 179 bins were used at 10 m spacing, and 47 bins were used at 20 m spacing.

2.6 Saliency Mapping and Model Visualization

To gain insight into the features of the image used by the model to predict yield, the technique of Gradient-Based Class-Activation Mapping (Grad-CAM) was leveraged for the CNN model [44]. Typically used for classification tasks, this technique allows for visualization of the regions of the input image which contribute most strongly to increasing the value of an output class. As the model only outputs one value, the predicted yield, the visualization can be interpreted as the regions of the input image which contribute to raising the predicted yield value. While these regions are hypothesized to be localized in regions of input images with visible grape bunches, other features of the input, such as canopy density or shoot position, may also be relevant. The Grad-CAM approach was used on all images in the train set as well as the test set (all combinations of images from each side of the vine) to produce heatmaps scaled
from 0 to 1. These maps were then averaged within each yield point, then averaged again over the entire dataset, giving equal weight to all yield points regardless of the number of associated images. For comparison with the Grad-CAM visualization, a heatmap was generated in a similar fashion for the train and test sets of the object detection model, where detected clusters in each image were assigned a value of 1 on a blank canvas of a size equal to the image size. These images, like the Grad-CAM heatmaps, were averaged within each yield point separately for the north and south sides of the vine, then averaged over all yield points to generate a similar heatmap to the CNN Grad-CAM plot. Finally, in addition to visualization of model outputs, the scale of the dataset in this work was sufficient to produce yield maps. Maps were generated by aggregating yield points spatially at 10 m resolution, then plotting the aggregated regions on a map colored by yield value.

3 Results and Discussion

3.1 Object Detection Approach

3.1.1 Internal Validation

Within the 28 labeled test images, the model achieved an AP score of 0.56, an R2 of 0.55, and a RMSE of 3.5 bunches in prediction of the number of grape bunches in each image (Fig. 4). Prediction of summed bounding box area demonstrated an R2 of 0.94. While many previous studies have focused on berry counting, some have examined bunch detection using the YOLO model. Sozzi et al. [21] demonstrated an AP value of 0.76 with YOLOv5. However, grape bunches visualized in the study appear in higher resolution, with less occlusion than seen in the present work. Li et al. [18] designed a modified YOLOv4 model with integrated attention mechanisms, soft non-maximum suppression, and depthwise-separable convolutions to achieve a high prediction AP of up to 0.9. However, comparison with this work is difficult, as the intersection over union used to calculate AP in the was not stated. Finally, Santos et al. [13] used CNNs for grape detection in vineyards, including YOLOv3 object detection and Mask-RCNN segmentation models. The AP score achieved for YOLOv3 at 0.5 IOU was 0.39, which is considerably lower than the YOLOv5 score in this study, although the YOLOv2 model in the previous work achieved a score of 0.48, which is similar to this study. In this previous study, Mask-RCNN achieved an AP of 0.72, representing a considerable improvement. However, Mask R-CNN is a much more computationally expensive network than YOLOv5.

While the AP metric is a valuable indicator of model performance, it may not represent performance relevant to yield estimation. Notably, inconsistencies in bunch counts amounted to an RMSE of 3.46 bunches, primarily due to overcounting in the model. However, the degree of counting error was inconsistent, leading to an R2 of 0.55. This inconsistency may have been due to clustering of bunches, resulting in multiple bunches classified as one, which is a common issue [6, 19]. Moreover, additional grape bunches missed during labeling were detected by the model in some instances (Fig. 5). These bunches may have constituted those on the far side of the vine (Section 2.4.1), such as in Fig. 5b, where the predicted count is much higher than the labeled count. However, although the raw value of bunch counts was not always accurately predicted, the correlation between measured and predicted summed box area is strong, with an R2 of 0.94 (Fig. 5b). With an area-based approach, two labeled bunches counted as one as well as one labeled bunch split into multiple individual...
Figure 5: Example images with predicted (yellow) and labeled (green) grape bunches. Only bunches on the near side of the vine were labeled. Quantitative measures of grape yield in bunch count and area are displayed below each frame. Each frame represents the following scenario: a) missed bunches (lower left) b) extra bunches (lower left) c) missed bunches (lower right). In all instances, predicted area aligned well with ground truth area.

| Frame | Predicted Count | Labeled Count | Predicted Area | GT Area |
|-------|-----------------|---------------|----------------|--------|
| (a)   | 25              | 27            | 15,637 px      | 14,779 px |
| (b)   | 27              | 16            | 21,657 px      | 23,786 px |
| (c)   | 15              | 19            | 13,188 px      | 13,212 px |

3.1.2 Yield Estimation using Object Detection

To predict yield with the object detection model, correlations were made between bunch count and ground truth yield as well as boxed area and ground truth yield (Fig. 6). Using the training set, the linear relationship between count and t/ha demonstrated a poor fit, with an R2 of -0.11. Consequently, use of the bunch count model with this relationship showed poor accordance with yield in the test set with a RMSE of 6.27 t/ha and MAPE of 34% (Table 2).

This result is similar to previous work, as studies incorporating bunch detection steps have typically used the bunch counts along with berry counts due to the variance in size between bunches [45, 2] or used pixel area to express the difference between bunch sizes [6]. Nevertheless, block 3 appears isolated with overall lower yield predicted relative to other blocks. This may have been due to the bilateral training method, which was only used in block 3 (Table 1). Although the overall prediction performance is poor, the distinction between block 3 and the others is still apparent, suggesting that the lowered yield is related in some part to a lower bunch count.

Like in the bunch count approach, yield estimates using bounding box area require a relationship to be mapped between area and yield on the training set. This linear fit performed better than the bunch count results, but was still a poor fit overall, with an R2 of 0.054 (Fig. 6b). This value is still lower than previously reported correlations between pixel count

[45, 2]
Figure 6: Yield estimation on data from the test set using the object detection model with both a) box count and b) summed box area. The first pane represents the calibration performed using the training set data to translate bunch count or box area to ground truth yield value in tons per hectare (t/ha). The red line in each pane represents the model fit to all data points in the pane. Each dashed line represents the model fit to each block of corresponding color. Black dotted lines represent the 1:1 line. The level of spatial aggregation is shown above each column after the calibration results (first column).

and grape yield, with Diago et al. [1] reporting an R2 of 0.76. However, the field layout used in this previous study was comparatively simple, with a white background placed behind each vine to avoid influence from adjacent rows, increased image resolution, and a vertical shoot positioned (VSP) trellis system in which cluster occlusion was reduced. In comparison, the quadrilateral cane trellis system featured primarily in this work exhibited increased occlusion, and the images were collected without compensation for adjacent rows (see Section 3.3 below). Interestingly, although the relationship between summed area and yield is poor, the internal validation results demonstrated good accordance with labeled data (Fig. 4b), demonstrating that the relationship between observed bunches and yield value is inconsistent. Detection of grape bunches on the far side of the vine may have influenced the yield estimation, although this was not the case in the labeled test set (Fig. 4b). Therefore, the results indicated that even if a model were to accurately label all grape bunches as well as a human, the relationship to yield may still be poor. This suggests the amount of fruit present on the vine but invisible to the camera lens was not consistent throughout rows, as is sometimes assumed for the sake of modeling occlusion [11].

Still, even with poor performance in relating area to yield, for predictions on the test set, performance using the box area approach was improved over the bunch count approach at all levels of spatial aggregation. Performance at the 10 m level aggregation demonstrated an R2 of 0.45 and RMSE of 3.32 t/ha. This increase in performance over the bunch count model was most likely due to accounting for variability in bunch size. Additionally, while the bunch count model was only able to express 49.7% of the range of values at 10 m aggregation, the box area model increased this to 62.2%. Moreover, looking at the slope and intercept of the linear fit to the test data (Table 2), the relationship is close to a 1:1 accordance, with a slope of 1.01 and intercept of 0.32 t/ha. In addition to the high levels of occlusion in vines imaged in this study relative to previous works, one potential reason for decreased performance relative to existing object detection approaches is the small number of labeled images. Only 150 images were labeled, with 98 images used to train the model, representing 2630 total labeled bunches, and 1696 labeled bunches in the training set. For comparison, the Wine Grape Instance Segmentation Dataset (WGISD) published by Santos et al. (2020) contains 300 images with 4432 clusters. However, the dataset in the present work was distinct as the vineyards were mechanically managed, and therefore the occlusion level was much higher. Additionally, the WGISD was created as an instance segmentation dataset, as opposed to the object detection dataset used in this work. Even so, labeling images for the present study represented a considerable amount of labor as well as a bottleneck in model development. This has been noted in previous works [17, 13], in which the laborious nature of image labeling was specifically noted. This labeling effort becomes increasingly burdensome as the variability of images conditions increases, pointing to a need for more data efficient methods for labeling, such as in Fei et al. [46]. In this work, the requirement for labeling was sidestepped in the regression approach.
Table 2: Performance summary for each architecture on test set data only. Between the three levels of spatial aggregation, “All points” is represented by 2587 yield points, 10 m by 179 yield points, and 20 m by 47 yield points.

| Architecture Details | Spatial Aggregation (m) | RMSE (t/ha) | MAPE (%) | R² | Range Expressed (%) | Fit Line Slope | Fit Line Intercept (t/ha) |
|----------------------|------------------------|-------------|----------|----|--------------------|---------------|--------------------------|
| Bunch Count          | All points             | 6.27        | 34       | 0  | 71.3               | 0.04          | 17.7                     |
|                      | 10                     | 4.75        | 29.4     | 0.013 | 49.7               | 0.21          | 14                       |
|                      | 20                     | 4           | 22.1     | 0.081 | 74.5               | 0.42          | 9.64                     |
| Box Area             | All points             | 5.39        | 27.5     | 0.117 | 79.7               | 0.53          | 8.98                     |
|                      | 10                     | 3.32        | 18.5     | 0.446 | 62.2               | 1.01          | 0.32                     |
|                      | 20                     | 2.46        | 12.2     | 0.577 | 86.3               | 1             | 0.17                     |
| CNN                  | –                      | 5.06        | 26.9     | 0.136 | 44.7               | 0.87          | 2.81                     |
|                      | 10                     | 3.16        | 18.7     | 0.51 | 49                 | 1.3           | -5.15                    |
|                      | 20                     | 2.78        | 15.1     | 0.501 | 63.2               | 1.2           | -4.13                    |
| Transformer          | No Metadata            | 5.26        | 28       | 0.096 | 56.5               | 0.61          | 7.37                     |
|                      | 10                     | 3.47        | 19.6     | 0.376 | 57.7               | 0.97          | 0.54                     |
|                      | 20                     | 3.07        | 16.5     | 0.371 | 79.9               | 0.97          | 0.2                      |
|                      | Position,              | 5.12        | 27.1     | 0.149 | 60                 | 0.64          | 6.72                     |
|                      | Orientation            | 3.24        | 18       | 0.46  | 63.8               | 0.91          | 1.73                     |
|                      | Information            | 2.89        | 15.2     | 0.43  | 80.5               | 0.85          | 2.42                     |

3.2 Regression Approaches

Unlike the object detection approach, each of the regression models were trained end-to-end on yield from images as input, which resulted in an output of yield in units of t/ha. Additionally, no manual labeling was required after alignment of yield points with image locations (Fig. 3). Predicted yield from each of these approaches once again highlights the distinction between block 3 and the other blocks (Table 1), and block 3 yield points appear more isolated than in the object detection results. Unlike the object detection models, which were trained to detect grape bunches exclusively, the regression approaches may have used other features of the images of the bilateral trellis to distinguish between block 3 and the others. Relative to the object detection models, the CNN model further increased performance in yield estimation at 10 m spatial aggregation (Fig. 7a), with an RMSE of 3.16 t/ha, MAPE of 18.7%, and R² of 0.51 (Table 2). However, the model was only able to express 49% of the measured range at 10 m aggregation. Additionally, the line of best fit demonstrates bias, with a slope of 1.3 and intercept of -5.15 t/ha.

The transformer model without included metadata demonstrated similar performance to the CNN model (Fig. 7b), with an R² of 0.38, MAPE of 19.6%, and RMSE of 3.47 t/ha at 10 m aggregation (Table 2). While the R² and other error metrics were lower, the line of best fit represented close to 1:1 accordance, with a slope of 0.97 and an intercept of 0.54 t/ha. Additionally, range expressed by the transformer model demonstrated a slight improvement over the CNN approach, with 58% vs. 49% in the CNN. This flexibility to predict values at the extents of the measured range may be a result of the increased context of the input data combined with the attention mechanism of the model architecture. However, it is notable that the box area model achieved an increased level of range expressed compared to the CNN and transformer model without positional metadata, with the box area model showing 62.2% range expressed compared with 49% and 58% expressed by the CNN and transformer models, respectively. However, when positional metadata was added to the transformer input, range expressed as well as MAPE was improved over all other architectures (Fig. 7c), with an R² of 0.46, MAPE of 18.0%, and RMSE of 3.24 t/ha at 10 m aggregation (Table 2). However, the line of fit was slightly further away from 1:1, with a slope of 0.91 and intercept of 1.73 t/ha. However, the range expressed by the model increased over the other end-to-end approaches, with 64% expressed at 10 m aggregation. Since the only modification relative to the other transformer model was the addition of positional metadata, this data likely allowed the model to better attend to the input data and selectively map the inputs to higher and lower yield values. The addition of positional metadata to deep learning models in the agricultural domain has been previously demonstrated by Bargoti and Underwood [47, 11] in the study of image segmentation in apple orchards. Along with input image patches, these previous models were designed to accept metadata including pixel positions, row numbers, and solar position. This additional information was shown to improve performance of a multi-scale multi-layered perceptron (MLP) segmentation model, but negligibly impacted performance of a CNN model. This may have been due to the interaction between the added data and the model architectures. In the present work, the metadata included with the transformer model was added before the transformer encoder layers, as opposed to the CNN model in the previous work, which added metadata in one of the last layers [11]. Of all models, the best performance by MAPE (as well as
Figure 7: Yield estimation on data from the test set using the object detection model with both a) box count and b) summed box area. The first pane represents the calibration performed using the training set data to translate bunch count or box area to ground truth yield value in tons per hectare (t/ha). The red line in each pane represents the model fit to all data points in the pane. Each dashed line represents the model fit to each block of corresponding color. Black dotted lines represent the 1:1 line. The level of spatial aggregation is shown above each column after the calibration results (first column).

range expressed) at 10 m aggregation was achieved by the transformer model with positional metadata, with an MAPE of 18% and 63.8% range expressed. However, at 20 m aggregation, the box area model achieved the best results, with a MAPE of 12%. Range expressed by the box area model was also the highest of all models at 20 m aggregation, with 86%. However, it should be noted that the box area model could only be trained after labeling 150 images of grape clusters, whereas the end-to-end models required no labeling. Moreover, the architecture of the end-to-end model is flexible towards the addition of metadata, which increases the potential for integration of proximal imagery models with other data sources, such as remote sensing data, for the improvement of predictive performance.

3.3 Performance Relative to Previous Works

The model performance at varying spatial aggregation values can be compared with previous remote sensing studies, such as Sun et al. [35], in which vineyard yield in a location in the California Central Valley, similar to the one in this work was predicted at 30 m using NDVI and LAI. In their work, they achieved up to 5.9 – 14.8% error, although the authors did not split the data into training and testing sets, so the error is correlation error instead of prediction error. Additionally, that value represented the best possible correlation among many possible combinations of cumulative vegetation index maps created across the season, which the authors noted cannot be known a priori. At 20 m spatial aggregation (selected as the most similar aggregation level to 30 m satellite models), the regression models in this study performed well, with the transformer model with positional metadata demonstrating 2.89 t/ha RMSE and 15% error.
However, performance evaluated without spatial aggregation was worse, with an RMSE of 5.12 t/ha and 27.1% error (Table 2). The values achieved without spatial aggregation are considerably lower than those of previous works, with Nuske et al. demonstrating a relationship between detected berry count and yield with an R2 of between 0.6 and 0.73 on an individual vine level. Other authors have obtained similar results with vine-level relationships with R2 values > 0.7 [1, 22]. However, previous studies on yield estimation have focused on unsupervised computer vision techniques, such as use of keypoint detection or distance-based metrics performed on color data. In these previous approaches, models were developed based on the appearance of images which were also used to generate performance metrics, as opposed to this study, which implemented a representative holdout test set. For example, one previous study on yield estimation from UAV imagery of grape canopies used images from one harvest year to estimate yield in the following year. However, according to the authors, images used for performance evaluation were selected as those with the best conditions, as opposed to a representative sample. The previous regression CNN study by Silver and Monga implemented a cross-validation approach in which images were divided into five folds and five models were trained with each fold held out. However, data for that study were collected with considerable manual intervention, both in the field and via manual image processing. As such, the results are not comparable with this study and previous proximal imaging studies which allow for yield estimation on a large scale. Therefore, a better comparison with correlative remote sensing as well as unsupervised proximal imaging approaches may be the performance achieved on data used to train the model (Table 3). In that context, models in the current work perform very well, with the transformer model with positional metadata achieving an R2 of 0.91 at 20 m spatial aggregation. Notably, however, results without spatial aggregation are still low, with an R2 of 0.54 in the same transformer model.

Table 3: Performance summary for each architecture on training set data only. Between the three levels of spatial aggregation, “All points” is represented by 9509 yield points for the object detection and CNN models and 15024 yield points for the transformer models. 10 m is represented by 577 yield points for the object detection and CNN models, and by 617 for the transformer models. Finally, 20 m is represented by 171 yield points for the object detection and CNN models, and 182 points for the transformer models. However, in addition to the lack of a holdout set, previous studies were conducted in very different environmental conditions as compared with this work. Almost all previous studies on grape yield estimation have been performed with VSP trellis configurations and manual defoliation. As an example of the effect that trellis configuration has on proximal imaging, one previous study of image-based methods for grape phenotyping noted that in point cloud classification of grape pixels, precision and recall dropped by 39% and 6%, respectively, between vines trained with a VSP trellis and semi-manual pruned hedge (SMPH) trellis [23]. The SMPH trellis configuration seen in that work is more similar to the quadrilateral trellis featured primarily in the present study as opposed to the VSP trellis. Additionally, Di Gennaro et al. separated vine images into conditions based on vigor as well as occlusion and found the true positive rate of pixel classification was reduced by 45 and 73% in high and low vigor vines, respectively, between good conditions representing minimal occlusion and poor conditions representing occlusion and shading. On the contrary, this work was performed in a commercial vineyard within the California Central Valley, where due to the heat and dry conditions, fruit shading is extremely important, and VSP trellis configurations and defoliation would be detrimental to grape quality. Moreover, vines in this study were mechanically trimmed and harvested, which is becoming more common in...
the wine grape industry [48]. As a result, robust models which work reliably in vineyards managed mechanically will become more important in the future. Additionally, previous work has relied on hand-weighed yield data collected at the vine level, which is typically not implemented by commercial growers on a large scale. Instead, yield monitor data is more commonly used [49], which allows for a larger dataset but also introduces additional sources of error into the yield estimates due to both the continuous nature of data collection as well as the influence of yield monitor geometry and mass flow on the measurement [43]. Additionally, the use of larger datasets requires more consideration placed on the efficiency of data collection and processing. In this study, collection of 274,944 images from approximately 13,180 vines required approximately 5 hours for data collection (images were recorded at 15 Hz), and approximately 32 GB of data in JPEG format, which needed to be transferred from the sensing kit to a server for further use. This data was used for training the CNN and transformer models, which typically benefit from a large quantity of data [50]. However, after models are trained, deployment of sensing kits with edge computing capability may allow for real-time model prediction, where image data is discarded after predictions are made, reducing the storage and bandwidth requirements for data handling. This strategy was outlined recently by Guillén et al [51], where an NVIDIA Jetson single board computer, similar to the device present in this study, was used to make offline predictions of temperature in an agricultural environment with limited bandwidth. Furthermore, mounting of sensing kits on equipment during field operations typically performed at night, such as sulfur application, would eliminate the need for time dedicated to imaging along, greatly improving efficiency of data collection or vineyard monitoring.

3.4 Visualization and Saliency Mapping

Figure 8 contains an example input image to the CNN model, along with heatmaps representing the position of detected grapes on the vine in the training (Fig. 8b) test set (Fig 8c) as well as the average Grad-CAM response from the CNN network for the training and test sets (Fig 8d-e).

In this visualization, although grape clusters are localized in the center of the image frame, the regions of the image with the strong contribution to predicted yield include the center of the frame as well as the top of the frame, potentially representing the density of the vine canopy at the top of the frame, where in some images, dark background is visible through the canopy. The fact that the CNN model was free to use these features of the input, whereas the object detection model was constrained to regions with grape bunches, may have contributed to the increased performance of both the CNN and transformer models over the object detection models. Alternatively, the attention on the top edge may also be a result of overfitting to the dataset by relating spurious image features with yield. This behavior was seen in both the training and test sets (Fig. 8d-e), suggesting that the attention was learned by the model, and not due to differences between the datasets.

Yield maps generated from measured and predicted data demonstrate how the models tend to predict values close to the center of the distribution of values (Fig. 9). This is a visual representation of the range expressed results in Table 2 which demonstrate that no predicted dataset was able to achieve the same range of values as the measured data (< 100% range expressed). Nevertheless, visual trends from the measured plots can be seen in the predicted maps. Most notably, block 3 is represented on all maps with the lowest yield values. Likewise, the pattern shown in block 2 by both transformer models is similar to that of the measured data. Future work will involve collecting more data from more contiguous regions such that more detailed maps may be generated with the proximal imaging approach used in this work.

4 Conclusions

Three different models for prediction of grape yield from proximal imagery were trained based on image data collected from a vehicle-mounted sensing kit against ground truth yield data collected from a mechanical yield harvester.
The object detection model, which is most similar to previous methods of yield estimation from proximal imagery, demonstrated poor performance when the size of grape bunches was not accounted for (MAPE of 29.4% when aggregated to 10 m blocks). Performance improved with use of grape bunch area as opposed to bunch count, with a MAPE of 18.5% at 10 m spatial aggregation. Regression-based deep learning models trained end-to-end on yield prediction from input imagery demonstrated similar performance to the best object detection approach (grape bunch area). Regression CNN and transformer architectures were utilized, with an MAPE of up to 18% at 10 m spatial aggregation achieved with a transformer architecture after the addition of encoded positional metadata. Moreover, these regression architectures eliminate the need for hand-labeling images, removing a considerable bottleneck from the model development process. While the performance on the test set in this work is lower than some previous studies, previous works have primarily been performed in vineyards trimmed by hand with vertical shoot positioned trellis configurations. This study represents an application of yield prediction in challenging conditions for image collection, with high occlusion, dense foliage, and a quadrilateral trellis configuration, common to the California Central Valley. Additionally, this study assessed performance on a holdout test set, which is more representative of unseen data. Future work in this area will encompass yield forecasting from earlier in the season, at times prior to veraison, where accurate yield estimates are difficult to obtain but highly valued. Additionally, while the image data in this work were collected specifically for this study, the low-cost, vehicle-mounted sensing kit used for imaging may allow for automated data collection during routine management operations in the future, if the kit is mounted on existing equipment. Finally, due to the flexibility of the regression-based approach, data fusion techniques where proximal imagery is supplemented with remote sensing data represents a promising area for exploration in which coarse resolution satellite data may be used to improve performance of models trained on ground-based imagery.
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