Toward 3D dose verification of an electronic brachytherapy source with a plastic scintillation detector
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Abstract

Background: Electronic brachytherapy (eBT) is considered a safe treatment with good outcomes. However, eBT lacks standardized and independent dose verification, which could impede future use.

Purpose: To validate the 3D dose-to-water distribution of an electronic brachytherapy (eBT) source using a small-volume plastic scintillation detector (PSD).

Methods: The relative dose distribution of a Papillon 50 (P50) (Ariane Medical Systems, UK) eBT source was measured in water with a PSD consisting of a cylindrical scintillating BCF-12 fiber (length: 0.5 mm, Ø: 1 mm) coupled to a photodetector via an optical fiber. The measurements were performed with the PSD mounted on a motorized stage in a water phantom (MP3) (PTW, Germany). This allowed the sensitive volume of the PSD to be moved to predetermined positions relative to the P50 applicator, which pointed vertically downward while just breaching the water surface. The percentage depth-dose (PDD) was measured from 0 to 50 mm source-to-detector distance (SDD) in 1–3 mm steps. Dose profiles were measured along two perpendicular axes at five different SDDs with step sizes down to 0.5 mm. Characterization of the PSD consisted of determining the energy correction through Monte Carlo (MC) simulation and by measuring the stability and dose rate linearity using a well-type ionization chamber as a reference. The measured PDD and profiles were validated with corresponding MC simulations.

Results: The measured and simulated PDD curves agreed within 2% (except at 0 mm and 43 mm depth) after the PSD measurements were corrected for energy dependency. The absorbed dose decreased by a factor of 2 at 7 mm depth and by a factor of 10 at 26 mm depth. The measured dose profiles showed dose gradients at the profile edges of more than 50%/mm at 5 mm depth and 15%/mm at 50 mm depth. The measured profile widths increased 0.66 mm per 1 mm depth, while the simulated profile widths increased 0.74 mm per 1 mm depth. An azimuthal dependency of > 10% was observed in the dose at 10 mm distance from the beam center. The total uncertainty of the measured relative dose is < 2.5% with a positional uncertainty of 0.4 mm. The measurements for a full 3D dose characterization (PDD and profiles) can be carried out within 8 h, the limiting factor being cooling of the P50.

Conclusion: The PSD and MP3 water phantoms provided a method to independently verify the relative 3D dose distribution in water of an eBT source.
1 INTRODUCTION

Electronic brachytherapy (eBT) is a radiotherapy modality that utilizes low-energy X-rays (<100 keV) for contact X-ray therapy (CXRT) or intraoperative radiotherapy (IORT). EBT is considered a safe treatment with good clinical outcomes. However, reports have shown occurrences of unacceptable levels of dose misadministration that could harm patients. This is partially due to nearly nonexistent independent dose verification, despite existing guidelines for kilovoltage dosimetry. Instead, dose prescriptions are solely based on vendor-supplied dose maps. A probable reason is the lack of affordable equipment and feasible methods that can be implemented in the clinical workflow without excessively increasing the workload. Additionally, the variety of eBT systems is extensive. Thus, dosimetry methods should optimally be transferable across these systems. The absence of independent dose verification could impede the future use of eBT. Therefore, dose verification quality assurance (QA) has been suggested to be performed annually and following repair or service of eBT sources. Standardized QA should, as a minimum, provide the clinical staff with a tool to deliver dose to malignant tissue with uncertainties of less than ±5%, as recommended by the American Association of Physicists in Medicine (AAPM).

The verification of a clinical source’s dose distribution in water serves as an essential QA procedure. Such procedures are rarely carried out in clinics and are not standardized for eBT sources. Therefore, reliable in-water dose verification methods should be developed and thoroughly verified. The steep dose gradients (>10%/mm close to the source) associated with eBT lead to a high demand on the spatial resolution of the dose measurements. Thus, a small-volume dosimeter whose position can be precisely controlled and monitored is needed. Ionization chambers and radiographic films are typical dosimeters investigated in eBT-related literature. Although they provide reliable dose-rate readings, ionization chambers are subject to a large number of correction factors. Radiographic films, on the other hand, offer no temporal resolution of the output of the radiation source, and variation in dose rate is thus not registered. Plastic scintillation detector (PSD) systems are promising candidates for eBT dose verification. They can be made in submillimeter dimensions and can provide time-resolved measurements.

PSDs consist of a small piece of scintillating plastic coupled to a photodetector via an optical fiber. When exposed to radiation, the scintillating plastic responds by emitting light. Multiple plastic scintillators show excellent dose–response linearity and emission consistency for therapeutic photon energies >100 keV. However, a known source of undesired light production is luminescence in the irradiated optic fiber. This luminescence contributes to the light reaching the photodetector. Different methods have proven effective in removing this so-called stem signal. Cherenkov radiation is a large component of the stem signal addressed by these methods but is only produced by Compton electrons with energies above 180 keV. Photon energies are typically <100 keV in eBT, where fluorescence is therefore the main contributor. However, the stem-removal methods are still effective. Another concern is the non-water equivalence of PSDs. They are almost water equivalent in terms of interaction with high-energy photons (>125 keV), but this is not the scenario for eBT. The absorption efficiency of a PSD relative to water decreases with decreasing photon energy. Additionally, substantial quenching occurs due to low-energy secondary electrons with high linear energy transfer. Water nonequivalence and quenching therefore pose a challenge for accurate dosimetry demanding material- and radiation-specific corrections. With detailed knowledge of the beam quality and photon spectrum, these factors can be obtained with appropriate Monte Carlo (MC) simulations.

Accounting for this, a sufficiently small PSD could prove feasible for measuring the steep dose gradients of eBT. That is, if it can be precisely positioned relative to the source. A way to ensure accurate positioning would be through the usage of commercially available water phantoms with a motorized stage. They offer full scatter conditions and allow for the accurate placement of small dosimeters. Some phantoms can position the in-build stage with 0.1 mm precision.

The purpose of this work was to prove that the dose distribution of an eBT source can be independently verified with a PSD system. It is part of the PRISM-eBT project (Primary standards and traceable measurement methods for X-ray emitting electronic brachytherapy devices) with the overall goal of carrying out preromative research on eBT to simplify and harmonize eBT dosimetry procedures and provide metrological input to standardization bodies.

The investigation was based on the Papillon 50 (P50) eBT source (Ariane Medical Systems, UK). Its dose distribution was measured with a laboratory-developed PSD system in a high-precision motorized MP3 water phantom (PTW, Germany). The PSD system was

---

1. Data sheet for the MP3 water phantom (PTW): https://www.ptwdosimetry.com/en/products/mp3-water-phantom-system/.
thoroughly characterized under P50 irradiation conditions. Energy corrections were obtained with the Geant4 MC code wrapper, TOPAS. MC simulation was also used to validate the measured dose distribution.

2 | MATERIALS AND METHODS

2.1 | Materials

The dose distribution of a P50 source was measured in a water phantom using a PSD. The main components are shown in Figure 1d–e. The measured dose distribution was validated against results obtained from MC simulations. The individual measurement components and MC tools are described in this section. In addition, equipment used to characterize the stability of the PSD system, the P50 output, and system specific correction factors are described.

2.1.1 | The source

P50 is a focus-to-spot-distance (FSD) source that delivers photons via a 50 kVp X-ray tube (Figure 1c and e). Its composition has been described in detail in the literature.3,27 Electrons are accelerated in a copper tube and hit a thin rhenium target, generating bremsstrahlung. Characteristic X-rays are removed through a thin beryllium and carbon filter, and the beam is flattened with a series of aluminum plates. The X-ray tube is encapsulated in a stainless-steel rod with a 21 mm outer diameter. Cylindrical steel applicators can be placed over the rod, effectively shaping the beam and varying the delivered surface dose rate. For this study, an applicator with a 25 mm inner diameter was used.

2.1.2 | Detectors

The PSD was developed at Physicalisch-Technische Bundesanstalt (PTB, Braunschweig, Germany) (Figure 1a). The sensitive probe consisted of a cylindrical scintillating polystyrene fiber (BCF-12) (Saint-Gobain, France) 0.5 mm in length and 1 mm in diameter. The scintillator was coupled to a photomultiplier tube (PMT) (H5783 SEL2, Hamamatsu) via a fiber-optic cable and encapsulated in a thin hard epoxy shell to protect it from damage and light leaks. The optical fiber consisted of a 1 mm diameter PMMA core, with 10 µm fluorinated polymer cladding, and a 0.5 mm polyethylene jacket. The numerical aperture of the fiber was 0.5. The PMT transforms the light signal from the scintillator into a charge. An electrometer (Unidos Webligne, PTW) recorded the accumulated charge over a given time to determine the average dose rate. Only relative measurements were performed; hence, no calibration from charge to absolute dose was performed. An almost identical probe, with the scintillating volume replaced by bare optical fiber (BF probe) made from PMMA, was used to account for stem-signal, Section 2.2.3.

A well-type ionization chamber (WTCh) (HDR1000PLUS, Standard Imaging) was used as a reference detector for experiments characterizing the PSD system and P50 output. The WTCh signal was measured with an electrometer (CDX2000B, Standard Imaging).

2.1.3 | The phantom

The dose-distribution measurements were all performed in an MP3 water phantom (PTW, Germany). It consisted of a large plexiglass tank (600 × 500 × 408 mm³) placed on top of a pumping system allowing for quick filling and emptying of water. The phantom had an inbuilt motorized stage that allowed for accurate placement of the detector in all three dimensions. The dedicated holders were designed in-house to provide stable positioning of the P50 and the PSD. Using the software Mephysto (PTW, Germany), the stage was moved to preprogrammed
dwell positions with custom dwell times. Both the coordinate of each dwell position and the corresponding PSD signal as read by the electrometer were recorded and stored in a single text file by Mephysto.

2.1.4 Monte Carlo simulation of energy dependence and dose distribution

MC simulation was used to determine the energy dependence of the PSD. This simulation utilized a measured spectrum of the P50 to define the source output.

The measured dose distribution was validated against a second MC simulation including the accelerated electrons and full process of producing bremsstrahlung and filtering.

All simulations were performed on an Intel Xeon Gold 6154 3 GHz 16-core CPU using the Geant4 wrapper TOPAS.

2.2 Methods

The experiments can be divided into three subsections. First, a characterization of the measurement components was performed. The PSD system’s response when exposed to the very low-energetic photons of P50 was characterized. Characterization included signal stability, dose-rate linearity, and energy dependence. The temporal output stability of P50 was characterized simultaneously. The positional uncertainty of the motorized phantom stage was analyzed as well. Second, the actual dose-distribution measurements were performed. Third, the measured dose distribution was validated against MC simulation. The methods are described in the following section.

2.2.1 Source stability and detector dose–response linearity

The stability of the PSD signal was measured by simultaneously exposing it and the WTCh to a series of identical P50 irradiations in a static setup and comparing the signals. The PSD was taped to the inner wall of the WTCh with the sensitive tip two-thirds of the WTCh height from its WTCh opening (Figure 1b–c). The P50 X-ray tube, encapsulated by the 25 mm inner diameter applicator, was placed one-third down the WTCh. This position was purely chosen due to the available space in the WTCh. Since the proper signal was received in both detectors, this was deemed appropriate. The detectors were irradiated continuously for 300 seconds while measuring the detector signals over 10 second intervals. The irradiation was repeated six times. A decrease in the P50 output dose rate was observed, and a time factor, T(t), was defined as the ratio between the mean dose rate and the instantaneous dose rate. This factor was used to correct for temporal changes in output dose-rate for the later dose-distribution measurements.

The linearity between the detector response and dose rate was investigated by using the same setup but varying the current in the P50 X-ray tube to values between 0.3 mA and 3.0 mA in steps of 0.1–0.2 mA. Six irradiations of 60 s were performed for currents 0.3 to 1.0 mA and four for currents 1.2 to 3.0 mA. The current values were randomly ordered. These measurements were used to determine a linearity factor, L(\hat{S}_{PDD}), accounting for any nonlinearity between the dose rate, \hat{D}_W(r), at position r and detector response, \hat{S}_{PSD}. L(\hat{S}_{PDD}) was defined as the ratio between the WTCh signal and the PSD signal \hat{S}_{PDD} when normalized to the mean PSD response at a 1.5 mA P50 current. The standard deviation (SD) of the discrepancy between the relative PSD and WTCh signals was used as an estimate of the PSD intrinsic uncertainty at different dose rates.

PSD energy dependence

The energy dependence of the PSD was determined with MC simulation. The simulation was performed using a disc source placed in the center of the top surface of a 600 × 600 × 600 mm³ cubic water phantom. The source diameter was 20 mm and emitted photons with a uniform angular spread of 45° into the phantom. The emission spectrum was defined according to a measured P50 spectrum (Figure 4). The spectrum was measured in air 25 cm away from P50 with an Amptek X-123 CdTe X-ray spectrometer using a set of three tungsten collimators placed one after another with 50 µm, 100 µm, and 200 µm nominal aperture diameters. In the simulation, 1 mm³ cubic scoring volumes were placed at distances of 0 to 50 mm in 5 mm steps along an axis perpendicular to the source disc intersecting its center. For the first simulation, the scoring volumes were defined as water, while they were defined as polystyrene for the second. Simulations were run until 1 SD of the scored dose was below 3%. The energy dependence of the PSD was defined as the ratio between the simulated dose to water and polystyrene, E(r) = \hat{D}_W(r)/\hat{D}_{poly}(r), having normalized the doses at 10 mm depth. Physical parameters and material properties were defined according to the Penelope physics list and Geant4 material list.

Precision of MP3 phantom stage positioning

The precision of the MP3 phantom stage positioning was investigated with a camera (HDR-CX260VE, Sony) by filming the stage traveling along three axes. The filmed positions were compared with those recorded by Mephysto. The camera was placed 2.5 m from the phantom walls to make perspective effects negligible. Along each of the three axes, the stage was moved in steps of 1 mm over a total distance of 60 mm.
2.2.2 Relative 3D dose-distribution measurements in water

The dose distribution of the P50 source was determined through the percentage depth dose (PDD) and the beam profile at selected depths. These measurements were performed in two steps in the water phantom. First, the measurements were performed with the PSD and then repeated with the BF. This allowed for direct subtraction of the stem signal. Due to discrepancies in coupling efficiency between the optical fiber and PMT, the stem signal in the PSD and BF probes could differ. This was accounted for in the following way. Just before a probe was used for 3D measurements, its fiber-optic cable was stretched out on a table, with a block of solid water placed under the cable 2 m from the probe tip. This point was then irradiated for 20 seconds with P50. This provided two signals, $C_{PSD}$ and $C_{BF}$, assumed to be purely from luminescence in the optical fibers. The ratio between the PSD and BF probes’ stem-signal was then given as $R_{PSD/BF} = C_{PSD}/C_{BF}$. This factor was used to account for differences in coupling efficiency.

For the 3D dose measurements, the PSD probe was placed, pointing vertically upward, on the MP3’s movable stage with the in-house built plastic holder. The P50 applicator was placed, pointing vertically downward, on the MP3 water phantom with the in-house built scaffold (Figure 1d–e). The applicator tip was covered with a thin rubber film to prevent water from entering. The phantom was filled with water until the P50 applicator breached the surface by approximately 1 mm. The longitudinal axis of the PSD probes was aligned with that of the P50 applicator. The probe tip was aligned with the applicator’s opening plane by just letting the tip contact the rubber film. This point was defined as the origin. To measure the PDD, the P50 irradiation was turned on, and the PSD moved to source-to-detector distances (SDDs) between 0 and 48 mm in steps of 1 mm to 3 mm along the applicator’s central axis. The PSD was measured for 2 seconds at each position. The beam profiles were measured by placing the PSD –40 mm off-center, turning the P50 on and stepping the PSD across the P50 center to +40 mm. The step sizes ranged from 0.5 mm to 5 mm, measuring for 2 seconds at each position. This was done along two perpendicular axes and repeated for SDDs of 5 mm, 10 mm, 20 mm, 30 mm, and 50 mm. Irradiation was turned off for 10 minutes between each SDD, and the background signal, $S_{BG}$, was measured for 5 min.

2.2.3 Data analysis for the PDD

The data analysis was performed with custom-built Python scripts. The main analysis consisted of identifying and quantifying the various contributions to the relative dose from the performed measurements. The dose as measured with the PSD, $D_{PSD}$, at a given source-to-detector position (SDP), $r$, was written

$$D_{PSD} (r) = [L (S_{PSD} (r)) × S_{PSD} (r) − S_{BG1} (r)]$$

$$− \left( R_{PSD/BF} × S_{BF} (r) − S_{BG2} \right) \right) \right) \times E (r) \ (1)$$

$S_{PSD}(r)$ is the signal as measured with the PSD at position $r$. It was composed of all possible contributions. $S_{BF}(r)$ is the corresponding measurement with the BF probe. $S_{BGi}$ is the background signal from the PSD ($i = 1$) and bare-fiber probe ($i = 2$). All units were given as the accumulated charge during measurement at a single position, multiplied by a constant factor. The signals are therefore reported in arbitrary units. The uncertainty of $D_{PSD}$ was determined via the law of error propagation using Equation (1). The uncertainty of the measured contributions was determined as ±1 SD. The SD of parameters derived from multiple measurements ($R_{PSD/BF}$, $L$, and $E$) were also determined with the law of error propagation.

2.2.4 3D dose measurement validation with Monte Carlo

The 3D dose measurements were validated against a corresponding MC simulation. For this simulation, the accelerated electrons, bremsstrahlung, and filtering processes in P50 were all included to gain the correct shape and angular distribution of the photon beam. Physical and material properties were defined as in the subsection "PSD energy dependence", if not stated otherwise. The simulation was divided into two parts. One is the generation of the source photons via simulation of the bremsstrahlung process. This simulation is very time consuming, and the photons were therefore recorded in phase space files (PSFs). This allowed for later replay of the photon tracks skipping the bremsstrahlung process. Two: The PSFs were displayed into a water phantom to score the 3D dose distribution. For part one, the X-ray tube geometry was built according to the literature. All materials were taken from the Geant4 materials list. The source was defined as a 2 mm diameter disc, emitting electrons with a uniform distribution toward a rhenium target. The electron energy spectrum was defined as a Gaussian distribution around 47.6 keV to match the maximum value of the measured P50 spectrum (more detail is provided in Section 3.1 and Figure 4) with a full width at half maximum (FWHM) of 5%. Croce et al. reported a maximum energy of 48.5 keV. Simulations with an electron energy spectrum around this value were also performed to investigate the effect of the variations in the P50 potential.
An uncertainty related to the P50 potential was determined as one half of the deviation in the depth dose curves calculated using 47.6 and 48.5 kV, respectively (Figure S1).

Some variance reduction techniques were implemented to shorten the simulation time. For the bremsstrahlung interaction, a directional filter was defined so that only secondary photons with direction toward the beryllium filter were simulated. These photons were also subjected to splitting. The energy and direction of photons passing through the beryllium filter were recorded in 23 PSFs. This simulation secured the correct shape and angular distribution of the photon beam.

For part two, the P50 applicator and a cubic water phantom of $600 \times 600 \times 600$ mm$^3$ were implemented, with the applicator opening in the plane of the water surface. The beryllium filter was defined as the photon source, and 23 PSFs were used to generate particle tracks. The dose distribution was scored in the water phantom in 1 mm$^3$ voxels of water. For this part, no variance reduction techniques were used. The PSF files did not contain enough photon histories to make the dose distribution converge. Therefore, each PSF was reused 500 times, but each time the source randomly rotated along the applicator’s central axis and a new starting seed. The statistical uncertainty of the scored dose was determined as the estimated SD of the scored dose per 10 000 PSF runs (Figure S2).

### 3 | RESULTS

#### 3.1 | Detector stability, dose-rate-response, and energy dependence

An exponential decrease over time in the signal was measured by both detectors (Figure 2a–b). This was assumed to stem from a decrease in the output dose rate of the P50. An exponential fit was made to the WTCh signal (Figure 2b) and used in the PDD and dose profile analysis to account for output dose-rate changes over time. The PSD showed larger fluctuations in the signal than the WTCh, but they were always within 0.4% of each other with an SD of 0.18% when both signals were normalized to their mean over the entire irradiation period (Figure 2c).

The relative response of the PSD decreases linearly by 0.38% for every 1000 au increase in $\dot{S}_{\text{PSD}}$ (Figure 3a). The linearity factor is then given by the inverse of this relation:

$$L(\dot{S}_{\text{PSD}}) = \left[-3.7766 \times 10^{-6} \pm 5 \times 10^{-7}\right] \times \dot{S}_{\text{PSD}} + 1.015786 \pm 2 \times 10^{-6} \right]^{-1}.$$ (2)

The MC simulation showed that more dose is deposited in water compared to polystyrene, close to the source (Figure 3b). The ratio between the relative dose to water and polystyrene then drops by 0.84% per 10 mm depth. The energy-correction factor is defined as a linear fit to this ratio vs. depth (in mm)

$$E(r) = \left(-8.4 \times 10^{-3} \pm 3 \times 10^{-5}\right) \times r + 1.0146 \pm 3 \times 10^{-4}.$$ (3)

The measured spectra used for determining the energy dependence and the scored spectra resulting from simulating the entire P50 source showed some discrepancies (Figure 4). A peak was observed around 23 keV for the measurements not observed in the simulation, and the simulated spectrum seemed slightly hardened and skewed to the right compared to the measured spectrum.
3.2 Precision of MP3 phantom stage positioning

The SDs between the video tracked and expected positions of the phantom ranged from 0.08 to 0.1 mm (Figure 5). Assuming this uncertainty holds for the initial positioning of the dosimeter, a conservative estimate of the total positional uncertainty of the dosimeter is then 0.2 mm by adding the uncertainties in quadrature (0.1 mm between positions and 0.1 mm for each axis at initial positioning).

3.3 Relative 3D dose distribution in water

The PDD curves showed a greater than 10-fold reduction at 30 mm depth relative to 0 mm depth (Figure 6a). The measured PDD curve took approximately 200 s to measure, both for the PSD and BF probes. Taking all terms in Equation 1 into account, $D_{PSD}$ and $D_{MC}$ agreed within 2% except for 0 mm depth and at 43 mm depth (Figure 6b). The stem effect contributed to 1% of the total signal closest to the source and increased gradually to 3% farthest from the source.

The beam profiles at each depth and axis took 350 s to measure for both the PSD and BF probes. The beam profiles showed a width of 25.5(5) mm on the end of the 25 mm applicator (Figure 7) when extrapolating the FWHM of the profiles back to 0 mm depth. The beam profile broadens and flattens with 0.66(2) mm per mm SDD (Figure 7f). This is slightly less than the 0.74(1) mm per mm SDD determined through MC simulations. The dose gradient is very steep at the profile edges, ranging from 15%/mm at 50 mm SDD to 50%/mm at 5 mm SDD. The measured profiles along the x- and y-axes are similar, and both exhibit a shoulder to the right. At 5 mm depth, this causes a 15% difference in dose between the right- and left-hand side 10 mm away from the central axis. The difference is reduced with increasing depth. At the central plateau, the stem-effect contribution corresponded to the PDD measurements. The stem effect was largest at distances of 20–40 mm from the center. Here, it constituted up to 18% of the total signal at 5 mm depth and gradually dropped to 6% at 50 mm depth. At 45 mm from the center, the stem effect was undetectable at all depths.

3.4 Uncertainty contributions

Table 1 shows the uncertainty of the contributions to the relative dose as measured with the PSD in terms of Equation 1. The uncertainties are position dependent and therefore the largest uncertainties are reported. The largest uncertainties stem from the intrinsic uncertainty of the detector (up to 1.3%) and the linearity factor (up to 1.7%).

4 DISCUSSION

This work presents the performance of a PSD system for the relative dosimetry of very low-energy X-rays in water. The PDD of a P50 source was measured with 2.5% uncertainty in the range of 0 to 50 mm SDD and a positional uncertainty of 0.4 mm. Thus, even at distances above 40 mm away from the source, the PSD...
provided a relative dose measurement within the recommendation limits of the AAPM (5%). The dose profiles provide useful insight into the field shape and the dose distribution of the P50. This was seen from the clear dose difference at equidistant opposite positions around the applicator’s central axis. This shape variability is likely specific for individual P50 units, and therefore the data provided in this study should not act as a clinical reference. However, the described method provides a reliable validation of the dose distribution if used for any P50 unit. While a long time was dedicated to establishing a suitable method for the actual dose measurements, the measurements themselves were performed within 8 h. Approximately 1 h for preparing the setup, ∼2 h of dose measurements, and ∼4 h total break between irradiations to cool down the P50 and switch between PSD and BF probe. Annual dose verification, for which detector dose-linearity and stability verification might not be necessary, is therefore realistic with the presented setup. The BF measurements are necessary, as the stem effect contributed substantially to the total signal. Ideally, the outermost 0.5 mm of the BF should consist of polystyrene, rather than PMMA, since different plastics will exhibit different fluorescence properties. However, due to the small size of the scintillating fiber, the main stem contribution originates from the PMMA fiber. Therefore, the small discrepancy in the stem signal due to different plastics in the probe tips was deemed negligible. Previously, a full dose distribution measurement of the P50 was only performed in plastic phantoms,
with the most prominent example being Croce et al.’s work in 2012.5 Their results showed the importance of dosimetry in water since simulation of the PDD showed a clear discrepancy between dose to water and dose to PMMA. One should also note that their simulation defined the P50 as a 48.6 kVp source as opposed to the 47.6 kVp used in this study. In this study, this value was based on a measurement of the P50 spectrum. Discrepancy from the nominal 50 kVp potential changes beam quality and thereby dose distribution. The PRISM-eBT collaboration24 has assembled a catalog in which nominal spectra from a range of eBT sources are provided. While the dose distribution changes with small spectrum changes, the energy correction factor of the PSD, being nearly linear with depth, is likely robust toward small tube potential changes. Thus, these spectra will likely be sufficient for acceptable energy correction calculations, although proper MC calculations of dose distribution should be performed with the actual tube potential. Further investigation should also include a characterization of the discrepancies in measured and simulated spectra (Figure 4). The peak observed at approximately 22 keV for the measurement is suspected to stem from silver being present in the beam filter, despite not being presented in the literature on which the simulation was based.5,27 Additionally, the MC spectrum was hardened compared to measurements, suggesting additional filtering. This could be caused by heterogeneities in the construction of the beam filter, which will be addressed later. The stability of the P50 potential should also be investigated. The 1 keV discrepancy in maximum spectrum energy between this study and the one of Croce et al indicates large variation in the P50 potential. The two spectra are measured with two different P50 values, which most likely will lead to a larger fluctuation than that observed over time within a single P50. The estimated uncertainty for the Monte Carlo simulation is therefore also likely overestimated, Table 1. The robustness of this study’s correction factors toward these effects should be investigated.

Although this experiment was specifically designed for the P50 source, the method could be expanded to other eBT sources with appropriate modifications. The INTRABEAM (Carl Zeiss Surgical, Germany) and Xoft
**TABLE 1** Estimated uncertainty contribution to the relative dose as measured with the PSD and scored with MC from each component

| Term       | Description                                                                 | Relative uncertainty contribution, σ (%) |
|------------|------------------------------------------------------------------------------|-------------------------------------------|
| **Measurement uncertainties** |                                                                               |                                           |
| $S_{PSD}$  | The raw signal from the PSD, for which the uncertainty is determined from the stability measurements | 1.3                                       |
| $L$        | Dose-rate response linearity factor                                           | 1.7                                       |
| $R_{PSD/ BF}$ | Normalization factor for stem-effect in PSD and BF probe                     | 0.4                                       |
| $S_{BF}$   | The raw signal from the BF probe, from which the uncertainty is determined from the above factor | 0.4                                       |
| $S_{BG1}$  | The background signal when measuring with PSD. Undetectable in current setup, and therefore set to the minimally detectable value | 0.5                                       |
| $S_{BG2}$  | The background signal when measuring with the BF probe. Undetectable in current setup, and therefore set to the minimally detectable value | 0.5                                       |
| $E$        | The energy-correction factor                                                  | 0.8                                       |
| $r$        | The relative position between the source and detector                         | ± 0.2 mm                                  |
| **Monte Carlo simulation uncertainties** |                                                                               |                                           |
| $D_{PSD}$  | The reported relative dose, $(\sum \sigma^2)^{1/2}$                        | 2.5                                       |
| $D_{stat}$ | The statistical uncertainty based on the number of simulations performed, see also figure 1S in the supplementary material | 1.2                                       |
| $D_{spec}$ | The uncertainty stemming from uncertainty in the P50 potential and hence the energy spectrum, Figure 4 | 3.5                                       |
| $D_{MC}$   | The reported relative dose, $(\sum \sigma^2)^{1/2}$                        | 3.7                                       |

Axxent (iCAD Inc., US) eBT sources work more similarly to conventional radioisotope BT. Dosimetry for these devices has been performed in terms of radial dose and an-isotropy functions. The radial dose was determined with miniature parallel-plate ionization chambers, and an-isotropy was analyzed with radio chromic films. Holders could be manufactured for these eBT sources, and the PSD system could be used to provide both radial dose and an-isotropy measurements. The estimated uncertainty of the PSD system is equal to or lower than the reported uncertainties for dosimeters used for INTRABEAM dosimetry, although for a fair and direct comparison, a calibration procedure for absolute dose measurements with the PSD must be considered along with differences in the P50 and INTRABEAM geometry and beam quality.

Until now, the PSD has not been thoroughly characterized for X-rays below 50 keV. Therefore, the factors contributing to the uncertainty of the PSD signal were investigated and quantified to determine its reliability and feasibility. The stability and dose–response linearity of the PSD signal were investigated by comparing it to the signal of a WTC under identical irradiation conditions. The PSD signal fluctuated with a standard deviation of 0.1% at the highest dose rates to 1.3% at the lowest, and the system’s intrinsic uncertainty was therefore relatively small. The response efficiency of the PSD decreased linearly with dose rate, and correcting for this nonlinearity of the dose-rate response constituted the largest uncertainty of the total signal. The given linearity factor is likely to be of acceptable for many irradiations since PSDs have been shown to be robust toward scintillation deterioration. They experience only a small gradual decrease in light emission with accumulated dose. Studies have shown that the relative response and quenching of plastic scintillators at these energies change substantially with small changes in photon energy, and the intrinsic scintillation response of a specific PSD must therefore be comprehensively known. Therefore, this investigation used MC to score the relative dose to water and polystyrene to correct for the energy-dependent response of the scintillator, and the intrinsic energy dependence of the PSD was thus not investigated. This method was deemed appropriate since studies have shown that the relative response of polystyrene-based scintillators is nearly identical across different dissolved active fluors.
DOSIMETRY FOR ELECTRONIC BRACHYTHERAPY

The same studies showed that quenching, despite being considerable at low photon energies, stays nearly constant in radiation geometries and energies such as those investigated here. Therefore, quenching was not considered in this study. The good agreement between the measured and scored doses to water was an indication that this approach was feasible. Investigation of the relative scintillator response to mono-energetic beams or investigation of more PSDs is still warranted for full validation.

The steep dose gradient associated with low-energy X-rays demands a high accuracy of SDD. The results in Figure 3 show that the phantom stage could be moved to desired positions with a precision of < 0.1 mm for small movement steps, in exact agreement with the manufacturer’s stated uncertainty (see note 1). The initial placement of the detector probe and source is therefore the largest contributor to positional uncertainty, adding at most 0.3 mm. In a clinical context, where applicators are placed by hand, often purely based on visual inspection of the tumor, this uncertainty must be considered satisfactorily small for dose-distribution verification.1,3

The simulated and measured widths of the dose profiles did not agree. This might be due to a small positional shift between the X-ray tube and applicator. If the X-ray tube tip and applicator opening are further apart than assumed, the exit angle of the beam would decrease, causing the profile widths to increase at a slower rate, as observed (Figure 7f). This shift could be simulated in further investigations. The measured profiles also showed asymmetry not seen in the MC results, where perfect symmetry was assumed. This indicates the need for experimental validation. The asymmetry is likely due to unintended heterogeneities in the construction of or damage to the beam filter in the used P50. An important finding, given that a highlighted selling point for the Papillon systems are their highly symmetric dose profiles. Based on their own profile measurements, Croce et al. recommended that the manufacturer should provide new filters to end users to improve beam shape.5 The P50 used in this study has not been changed since it was acquired and thus should be subject to the same potentially flawed filtering. Ariane provides services for periodic check of the beam flatness, but the tolerance is quite high (< 5% variation within the central 80% of the beam width)2. The method provided in this paper lays forth an independent way to verify these checks and provide additional information on the dose distribution. It should be noted that an energy-dependence correction factor was not applied to the profile measurements. Due to the P50s geometry and the initial direction of X-rays, the spectrum is expected to be close to identical along the profile at a given depth, with a possible exception at the profile edges. However, due to the extremely steep dose gradients at the edges, the FWHM should be representative of the actual confinement of the dose distribution in water.

5 CONCLUSION

The combination of a PSD and a motorized water phantom proved to be a feasible setup for measuring the relative dose distribution in water of the P50 eBT source with < 0.4 mm positional uncertainty. The PDD curve was measured with an uncertainty of < 2.5%. Additionally, dose profiles were measured at 5 different depths, effectively providing the full 3D dose distribution. The method is suitable for at least annual dose-distribution verification of eBT sources. Thirty-four of 36 PDD points agreed within 2% of the MC results. MC simulations are planned to be verified further in future investigations, solidifying its use as a validation tool for eBT dosimetry. Although the experiment was designed for the P50 eBT unit, many eBT sources work similarly, and the method can thus likely be transferred to other sources.
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