Relevance of Detail in Basal Topography for Basal Slipperiness Inversions: A Case Study on Pine Island Glacier, Antarctica
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Given high-resolution satellite-derived surface elevation and velocity data, ice-sheet models generally estimate mechanical basal boundary conditions using surface-to-bed inversion methods. In this work, we address the sensitivity of results from inversion methods to the accuracy of the bed elevation data on Pine Island Glacier. We show that misfit between observations and model output is reduced when high-resolution bed topography is used in the inverse model. By looking at results with a range of detail included in the bed elevation, we consider the separation of basal drag due to the bed topography (form drag) and that due to inherent bed properties (skin drag). The mean value of inverted basal shear stress, i.e., skin drag, is reduced when more detailed topography is included in the model. This suggests that without a fully resolved bed a significant amount of the basal shear stress recovered from inversion methods may be due to the unresolved bed topography. However, the spatial structure of the retrieved fields is robust as the bed accuracy is varied; the fields are instead sensitive to the degree of regularization applied to the inversion. While the implications for the future temporal evolution of PIG are not quantified here directly, our work raises the possibility that skin drag may be overestimated in the current generation of numerical ice-sheet models of this area. These shortcomings could be overcome by inverting simultaneously for both bed topography and basal slipperiness.
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1. INTRODUCTION

Pine Island Glacier (PIG) has been one of the fastest flowing and most rapidly retreating glaciers in Antarctica over the past few decades (e.g., Mouginot et al., 2014; Rignot et al., 2014; Smith et al., 2017). If retreat continues, PIG has the potential to contribute significantly to future global sea-level rise (e.g., Favier et al., 2014; Seroussi et al., 2014). To make reliable predictions about its future requires an accurate description of the mechanical boundary at the base of the ice; how this boundary is treated introduces significant uncertainty into ice-sheet models (e.g., Ritz et al., 2015). Studies suggest that a detailed knowledge of the bed is particularly important in the vicinity of the grounding line (Schoof, 2007; Leguy, 2014), and for understanding propagation of thinning upstream of the grounding line (Wingham et al., 2009; Williams et al., 2012; Konrad et al., 2017). The potential effects of unresolved bed variations on predictive ice-sheet modeling can be...
significant (e.g., Durand et al., 2011; Sun et al., 2014; Nias et al., 2016). We investigate how a detailed knowledge of topography on PIG influences estimates of the basal resistance to ice flow.

The resistance to ice flow at the bed can be separated into two key processes. Firstly, the resistance to basal sliding provided by inherent properties of the bed itself (e.g., Iverson and Zoet, 2015), which we term skin drag. This will evolve with time due to factors like meltwater flux over the bed and mobilization of the till. Crucially, it is distinct from resistance to ice flow due to bed topography, which is known as form drag. The relevant stresses arise from the ice deforming around bed obstacles. Form drag can therefore only be known accurately if the topography itself is known to a high resolution. A glacier flowing over a perfectly flat bed will not be subjected to any form drag but may experience some skin drag. Skin drag gives rise to finite (and non-zero) local shear stresses at the bed. A glacier flowing over an undulating bed will always experience some amount of form drag but possibly no skin drag, such as in the case of “perfect sliding” over a sinusoidal bed, which is a classical problem in glaciology (e.g., Nye, 1959; Budd, 1970).

To characterize the basal boundary condition in ice-sheet models today, parameterized sliding laws are used. These attempt to describe processes that are thought to be occurring beneath the ice (e.g., Weertman, 1957; Lliboutry, 1968; Budd et al., 1979; Fowler, 2010). The most commonly used sliding law in large-scale models simply relates the basal ice velocity to the basal shear stress, with two tunable parameters: a stress exponent, \( m \), and a “slipperiness” parameter, \( C \) (Weertman, 1957). In many numerical models the stress exponent is taken as a constant (usually 3, depending on what processes are believed to be occurring at the bed), while the slipperiness parameter is allowed to vary spatially. In order to constrain the slipperiness, model optimization is carried out, where high resolution observations of the surface of the ice are used to infer values of the slipperiness at the boundary (e.g., Macayeal, 1992, 1993; Sergienko et al., 2008; Morlighem et al., 2010; Petra et al., 2012). Spatial variations illustrate changes in slipperiness at the ice-bed boundary; these may be due to changes in basal conditions (e.g. more water at the boundary results in slippy conditions) or due to inaccuracies in the data, with the model producing slipperiness perturbations in an attempt to better match the data. With regard to the latter, given the accuracy of modern satellite data, the main source of error is usually in the ice depth field, i.e., how well the bed elevation is known. While some studies invert for basal topography itself, while keeping the basal slipperiness constant (e.g., Farinotti, 2009; Morlighem et al., 2011; Li, 2012; VanPelt, 2013), there are also a few studies that have developed methods for simultaneous inversion of both bed topography and basal slipperiness from surface measurements (Raymond and Gudmundsson, 2009; Raymond Pralong and Gudmundsson, 2011). However, the majority of studies only invert for basal slipperiness and keep the bed elevation fixed. This means that errors in the basal topography contribute to errors in the basal slipperiness estimation. It is therefore important to consider the potential robustness of results to any error in the ice depth data (e.g., Sergienko et al., 2008; Raymond Pralong and Gudmundsson, 2011; De Rydt et al., 2013), particularly given that in the BEDMAP2 dataset, only about 36% of grid cells (at 5 km resolution) actually contain bed elevation data (Fretwell et al., 2013).

A lot of work has focused on the transfer of basal topography and slipperiness perturbations to the surface of the ice (e.g., Gudmundsson, 1997, 2003; Gudmundsson et al., 1998; Schoof, 2002; Raymond and Gudmundsson, 2005; Martin and Monnier, 2014). Such work quantifies the wavelengths and magnitude of variations at the bed that are directly observable at the surface of the ice. In this study we consider a related question: given high-resolution surface measurements, how important for estimations of basal conditions on PIG is it to know the bed elevation to high resolution? Using an advanced 3D Stokes model to carry out a surface-to-bed inversion, we derive the basal conditions that minimize the misfit between modeled and observed surface velocity fields over six sites where high-resolution bed and surface elevation data were collected as part of the iSTAR fieldwork (Bingham et al., 2017). We make comparisons with results that use both the smoother BEDMAP2 dataset and a completely flat bed, while keeping the surface elevation resolved to a high resolution in all cases. This allows us to consider the robustness of estimates of basal slipperiness and resulting basal stress to the resolution of the bed topography. If low resolution bed elevation fields are used, do estimates of bed conditions change significantly because form drag is not fully resolved in the model? This work extends on Bingham et al. (2017), who made the broad statement that the variation seen in basal traction under PIG is related to unresolved topography; in this study we carry out the necessary modeling to quantify this. We compare local features, as well as absolute values of the derived fields, and consider if there is a way to take how well the bed elevation is known into account when interpreting basal stress fields.

### 2. THE MODEL

We consider the isothermal nonlinear Stokes equations:

\[
\nabla \cdot \mathbf{u} = 0, \tag{1}
\]

\[
\nabla \cdot \sigma + \rho \mathbf{g} = 0, \tag{2}
\]

where \( \rho \) is the ice density, \( \mathbf{g} = (0,0,-g) \) is the gravity vector, \( \mathbf{u} = (u,v,w) \) is the ice velocity vector and \( \sigma \) the stress tensor. The stress tensor is given by

\[
\sigma(\mathbf{u}, \rho) = -p \mathbf{I} + \mathbf{\tau}(\mathbf{u}), \tag{3}
\]

where \( p \) is the pressure, and \( \mathbf{\tau} \) the deviatoric stress tensor. The deformation of the ice is described by the following constitutive relation:

\[
\mathbf{\tau} = 2\eta \dot{\mathbf{e}}, \tag{4}
\]

\[
\eta = \frac{1}{2} A^{-1/n} \dot{\mathbf{e}}^2, \tag{5}
\]

\[
\dot{\mathbf{e}} = \frac{1}{2} \mathbf{\tau} (\dot{\mathbf{e}}^2), \tag{6}
\]

\[
\dot{\mathbf{e}} = \frac{1}{2} \left( \nabla \mathbf{u} + \nabla \mathbf{u}^T \right), \tag{7}
\]
where \( \eta \) is the (highly nonlinear) viscosity of the ice, \( \dot{e} \) is the strain tensor, \( n \) is Glen’s flow law exponent (commonly taken as 3 Glen, 1955), \( A \) is the rate coefficient and \( T \) is used to represent the trace of a tensor.

This system of equations is solved over a domain \( \Omega \subset \mathbb{R}^3 \). At the top surface \( \partial \Omega_{2} \) a stress-free boundary condition is applied:

\[
\sigma \cdot \hat{n} = 0,
\]

where \( \hat{n} \) is the unit normal. At the bottom surface \( \partial \Omega_{B} \) we have

\[
\tau_{b} = T (\sigma \cdot \hat{n}) = -C^{-1/m} |\mathbf{Tu}|^{1/m-1} \mathbf{Tu},
\]

\[
\mathbf{u} \cdot \hat{n} = 0,
\]

where \( \tau_{b} \) is the basal shear stress, \( C \) the sliding coefficient (often referred to as the slipperiness), \( m \) is the sliding exponent and \( T = \mathbf{I} - \hat{n} \otimes \hat{n} \) is the tangential projection operator. These correspond to a Weertman-style sliding law in the tangential direction (Weertman, 1957) and a no-penetration condition in the normal direction. To ensure positivity of the sliding coefficient, \( C \), we replace it by the parametrization \( \kappa = \ln(C) \) in Equation (9). Note that in the absence of skin drag, the bed-tangential component of the basal traction is, by definition, always equal to zero.

Given the forward 3D Stokes model, we apply an inverse method to estimate the spatial distribution of the basal slipperiness, \( C \) (as defined through Equation 9), at the ice-bed interface. Given surface velocity data \( \mathbf{u}_{obs} \), the inverse problem involves minimizing the misfit between the velocity observations and horizontal model output velocities at the surface, \( \mathbf{u}_{h} = (u, v, 0) \mid_{\partial \Omega_{2}} \), to infer the slipperiness field that allows the best fit of observations to data. As in previous work (e.g., Petra et al., 2012; Kyrke-Smith et al., 2017), this is formulated as a non-linear, least-squares minimization problem of the cost functional:

\[
\mathcal{J}(\mathbf{u}, \kappa) = \mathcal{J}_{\text{mis}} + \mathcal{J}_{\text{reg1}} + \mathcal{J}_{\text{reg2}} = \frac{1}{2} \int_{\partial \Omega_{S}} |\mathbf{u}_{h} - \mathbf{u}_{obs}|^2 \, ds + \frac{1}{2 \gamma^2} \int_{\partial \Omega_{B}} \nabla \kappa \cdot \nabla \kappa \, ds + \frac{1}{2 \beta^2} \int \kappa \cdot \kappa \, dV
\]

where \( \kappa = \ln(C) \), and \( \gamma \) and \( \beta \) are parameters governing the relative size of the Tikhonov-style regularization terms and the misfit term. Without any regularization the problem is ill-posed. The first Tikhonov term, \( \mathcal{J}_{\text{reg1}} \), enforces smoothness of the control variable; this is the same approach as in many other studies (e.g., Petra et al., 2012; Goldberg and Heinbich, 2013; Morlighem et al., 2013). It defines a length scale over which we expect variations in \( \kappa \) to occur. This is important so as not to get variations in \( \kappa \) on length scales that are less than those which can be resolved given surface observations (e.g., Gudmundsson, 2003). The size of \( \gamma \) therefore governs the relative importance of the data misfit (from \( \mathcal{J}_{\text{mis}} \)) and imposing smoothness (from \( \mathcal{J}_{\text{reg1}} \)). \( \mathcal{J}_{\text{reg2}} \) is only needed due to code implementation issues; \( \kappa \) has to be defined throughout the 3D domain and so the term acts to regularize \( \kappa \) toward zero away from the basal boundary. The coefficient of this term is several orders of magnitude smaller than that on \( \mathcal{J}_{\text{reg1}} \) (Table 1) and it therefore does not affect behavior at the boundary.

Details of the numerical solution using FEniCS (Logg et al., 2012; Farrell et al., 2013; Alnaes et al., 2015) are given in Kyrke-Smith et al. (2017).

3. BACKGROUND AND “TOY PROBLEM”

The ability to retrieve different aspects of basal properties through an inversion of surface data is dependent on several factors, of which, broadly speaking, surface data quality and the bed-to-surface transfer characteristics are the most important (e.g., Langdon and Raymond, 1978; Balise and Raymond, 1985; Gudmundsson, 1997, 2003; Raymond and Gudmundsson, 2005). Spatial variability over short wavelengths tends to have a relatively smaller impact on the surface than variations over longer wavelengths. The transfer does improve as the slip ratio of the ice increases (e.g., Gudmundsson, 2003; De Rydt et al., 2013), meaning transfer is strongest on ice streams. Nevertheless, for a given surface data quality, errors in the estimation of basal properties will depend on wavelength, with errors generally being larger for short wavelength features. The ability to jointly invert for both bed topography and basal slipperiness without appreciable mixing effects also depends on data quality but can be done given sufficiently comprehensive and accurate surface measurements (Gudmundsson and Raymond, 2008; Raymond and Gudmundsson, 2009). Simultaneous inversion will inevitably lead to lower detail of the inverted slipperiness fields compared to inverting for slipperiness when bed heights are already known; to separate effects from unknown topography we do not present any simultaneous inversions in this study.

We show results from a “toy” problem, illustrating the separation of effects due to basal topography and slipperiness.
Ice flows down a 5 x 5 x 1 km$^3$ uniformly inclined plane, with a Gaussian perturbation applied to the basal elevation (Figure 1A) and a constant slipperiness field (Figure 1B). Solving the forward 3D nonlinear Stokes ($n = 3$) problem with periodic boundary conditions in $x$ and $y$ gives a velocity field. The horizontal components of the surface velocities (Figure 1C) are then used as the surface observations, $u$, to carry out a surface-to-bed Stokes inversion over the same uniformly inclined slab of ice, but without the bed perturbation resolved (i.e., we invert for the slipperiness field over the uniformly inclined bed illustrated in Figure 1D). Figure 1E shows the resulting slipperiness field recovered from the inversion and Figure 1F the corresponding surface velocity. Detailed discussion about the choice of parameters such as the regularization coefficient, $\gamma$ is provided in Kyrke-Smith et al. (2017).

We notice that the model cannot match the surface observations well (i.e., Figures 1C,F show noticeable differences). This is due to the observations being produced from a setup with a perturbation in bed elevation that is not resolved in the domain in which the inversion is conducted. A varying slipperiness field is derived in an attempt to improve the fit to observations. While the slipperiness adjusts in an attempt to compensate for incorrect representation of the bed, the clear structure of the velocity difference does suggest that something is more fundamentally wrong i.e., in this case the basal elevation is incorrect. Ideally the solution should be rejected and the problem identified. However, in reality there are so many irregularities that such solutions would usually be accepted for large-scale ice-sheet inverse models.

This example provides a clear illustration of the need to consider the resolution of bed topography data under PIG, and its influence on results from surface-to-bed inversions. Do synthetic features arise in the derived slipperiness fields if the topography is under-resolved?

4. MODELING OVER PIG TRIBUTARIES

4.1. The Data

The data used for the inverse modeling consists of bed elevation, surface elevation and surface velocity measurements of PIG. Together with BEDMAP2 bed elevation data (Fretwell et al., 2013), we use newly-acquired high-resolution bed and surface measurements from iSTAR fieldwork (Bingham et al., 2017). This data covers six 10 x 15 km$^2$ patches on PIG tributaries; scientists used DELORES (Deep-Looking Radio Echo Sounder) radar (King et al., 2016) over these sites, acquiring twenty-two 15 km radar profiles orthogonal to ice flow, with a 0.5 km spacing between profiles to resolve the bed more fully than it ever had been before.

Figure 2 shows the velocity map of PIG with the areas where the DELORES radar was used marked on. The velocity fields, high-resolution bed data and high-resolution surface data are shown for each site. Many of the features seen in the topography fields are not evident in BEDMAP2 data at all. In this study we choose to focus on iSTAR1 and iSTAR7. This is because of their interesting topographical features; on iSTAR1 there is a defined bump (drumlin-like), the effect of which is reflected in the surface data. Over iSTAR7 the sharp transition in bed elevation is not seen in BEDMAP2; it is completely smoothed out. We want to investigate how much these stark differences in bed affect recovered fields in a surface-to-bed inversion (Figures 3, 4). This will allow us to discuss the importance of the separation of form drag and skin drag. We also have full sets of results from all other sites, which can be found in Appendix 1 (Supplementary Material); we will comment briefly on these as well.

4.2. Inverse Model Output With Different Bed Resolutions

With the surface velocity and elevation fields in Figure 2, we carry out a surface-to-bed 3D Stokes inversion as detailed in Section 2. This involves minimizing the misfit between the velocity observations and horizontal model output surface velocities to infer the slipperiness field that allows the best fit of observations to data. We carry this out over three different versions of the domain at each site:

1. Bed elevation defined by DELORES high-resolution data (Bingham et al., 2017),
2. Bed elevation defined by BEDMAP2 data (Fretwell et al., 2013),
3. Bed elevation defined as flat.

All use the same high-resolution surface elevation data, as this is easily acquired in comparison with the bed elevation data. This allows us to compare the basal stress fields that result from inverting the surface data over a domain defined with three different bed resolutions. The averaged basal shear stress over each site is also calculated.

Considering first iSTAR1 (Figure 3), it is clear that the maxima and minima in slipperiness/basal stress are present in the same locations whether or not the topography is resolved to a high resolution. The bed is slippy to the side of the grid with the lowest basal elevations. The highest basal shear stress values (i.e., low slipperiness) are at the center of the grid, coinciding with the highest elevation point of the bump. The location of the maximum in basal stress is independent of the resolution of bed topography defining the domain. However, the detail of it does change as the topography is varied. In particular the maximum becomes more locally concentrated when the bump is less fully resolved (evident when looking at the difference fields in the fourth column, which highlight the areas where the form drag is not well resolved without the topography included).

Over iSTAR7 (Figure 4) the results are once again consistent using all three different basal topography options. The maximum in basal shear stress overlies the sharp transition in bed elevation, whether or not the domain is defined with this resolved in the topography. The spatial structure of the derived slipperiness and resulting basal shear stress is consistent with all three topography maps, but the values of the slipperiness and the resulting basal shear stress are not consistent.

Finally, as one further test, we also carry out a surface-to-bed inversion over a larger 100 km$^3$ area of PIG. Results are shown in Figure 5 for the case where the domain is defined with bed elevation data from BEDMAP2 (first row) (Fretwell et al., 2013).
and the case where the BEDMAP2 data is filtered to only include the long wavelength variation (second row). The high and low slipperiness/basal shear stress areas are found to be in consistent locations. The largest differences in values are found in regions where the most noticeable smoothing has occurred e.g., around the margins of the ice stream.
Furthermore, comparing the mean values of basal shear stress calculated over each site, we see a distinct pattern. The averaged basal shear stress is higher when topography is less fully resolved, i.e., $\tau_{bD}^D < \tau_{bB}^B < \tau_{bF}^F$ where the superscripts stand for DELORES, BEDMAP2, and FLAT respectively. This result is true across all six sites (see Figures 1–4 in Appendix 1 Supplementary Material) as well as over the larger domain shown in Figure 5. Mean basal shear stress is lower when the inversion is carried out over the more fully resolved version of the bed. Moreover, the relative change in values of the basal shear stress with the change in topographic detail is interesting as it reflects the relative importance of form drag and skin drag. When there is a significant relative change between cases (e.g., between $\tau_{bD}^D$ and $\tau_{bF}^F$ on iSTAR7 in Figure 4) this suggests that the obstacles unresolved in the smoother topography introduce particularly significant form drag into the problem.

5. DISCUSSION

5.1. Slipperiness and Basal Stress Fields
As described in the previous section, while the spatial patterning of the slipperiness and resultant basal shear stress fields is similar regardless of the resolution of bed topography used, the spatially averaged value of basal shear stress is persistently lower (i.e., higher slipperiness) when more detailed topographic detail is included in the bed elevation field that defines the domain. This is true across all six of the sites where we have the high-resolution topography from DELORES radar measurements.

We propose that this result is due to the form drag that the topography introduces into the problem. Without any topography, all resistance to the flow is through skin drag, which is due to inherent properties of the bed e.g., the presence of water and roughness of sediments. However, topographic variations at the basal boundary induce stresses into the ice, as the ice is thought to deform around the obstacles. These stresses contribute to the stress balance, providing some of the resistance to the driving stress. It therefore makes sense that the derived skin drag is consistently lower when more detailed bed variations are included in the domain; the form drag transmitted by the bed variations balances more of the driving stress.

5.2. Fit to Observations
Another question we address is how well the surface-to-bed inversion allows the observations to be fitted, and whether this is affected by the resolution of bed elevation data. To consider this question we look at a whole range of results from carrying out the 3D Stokes inversion at each site. The inverse method involves minimizing a cost function, which has a contribution both due to misfit ($J_{\text{mis}}$) and smoothness of the solution ($J_{\text{reg}}$) (see Equation 11). We can alter the relative contribution of each; $\gamma^2$ is the ratio of the misfit term to the regularization term in this cost function. The L-curve is a plot of the size of each term at the point that the inversion has converged for a whole range of values of $\gamma$. A relative larger regularization term (smaller $\gamma$) means enforcing smoothness of the solution is prioritized over decreasing misfit. Misfit values are consequently larger when the regularization term is proportionally larger in the cost function. More details are included in Kyrke-Smith et al. (2017).

Figure 6 shows the L-curves for inversions over both iSTAR1 and iSTAR7 with each different bed topography option. Across all domains the misfit reduces further when using a domain with the bed topography resolved more completely; including more details of the bed allows us to fit to the data better. This is true for results from the inverse model with a whole range of values of the ratio of misfit to regularization in the cost function (the choice of the corresponding parameter, $\gamma$, and the robustness of results to its variation is discussed in more detail in Kyrke-Smith et al., 2017). It is encouraging that we see this improved misfit at such local scale; given a model that contains the appropriate physical formulations we would expect a setup more similar to what is producing the observations to allow for a better fit to the surface data.

This result opens up questions about the importance of reducing misfit further for forward predictive modeling. However, it is not something we are able to address conclusively in this paper. Sun et al. (2014) did consider the sensitivity of a dynamic response to bedrock uncertainties and found that the low-frequency noise was of more importance than high frequency noise of the same amplitude. They used a low-aspect ratio model rather than a full Stokes one. It is important that this question is addressed further, particularly in the context of partitioning form and skin drag. While it seems that correctly separating these effects does improve the misfit, it is also important as skin drag is something that can potentially evolve over time, while form drag is static due to it being topographically controlled. Resolving the two correctly will allow us to know what fraction of basal resistance can potentially change over time.

5.3. Comparison With Patterns Observed in Previous Work
Finally we consider how our results compare with Sergienko and Hindmarsh (2013), who saw riblike patterns of very high basal shear stress when carrying out a 3D Stokes surface-to-bed inversion near the grounding line of PIG, keeping the topography fixed using BEDMAP2 bed data (Fretwell et al., 2013). Figure 7 shows results from our model over an area encompassing that shown in Figure 4 in Sergienko and Hindmarsh (2013). There are four plots in Figure 7, each of which is the result of a surface-to-bed inversion with varying proportions of regularization to misfit in the cost function Equation (11). We observe similar features to Sergienko and Hindmarsh (2013), particularly when there is less regularization (i.e., larger $\gamma$ and more emphasis on reducing the misfit), though the high-shear-stress features are slightly wider (independently of resolution). They are at similar angles and locations, though not identical.

Increasing the amount of regularization in the cost function suppresses the high-frequency features (see how the plots change as $\gamma$ decreases in Figure 7). Such an increase in smoothness is expected to be concurrent with the surface observations being less well-matched. In this case the decrease in velocity misfit as a result of enforcing more smoothness on the solution is not particularly significant: misfit increases by 0.3% as $\gamma$ decreases.
FIGURE 3 | The basal stress field from inversion of surface data over iSTARt1. Three results are shown using three different resolutions of bed elevation data (left column). Mean basal shear stress for each is given.

FIGURE 4 | The basal stress field from inversion of surface data over iSTARt7. Three results are shown using three different resolutions of bed elevation data (left column). Mean basal shear stress for each is given.
FIGURE 5 | The basal stress field from inversion of surface data over 100 km$^2$ of PIG. The result in the top row shows the fields from inversion with BEDMAP2 topography, and in the second row the results are using a smoothed out topography. Mean basal shear stress for each is given.

FIGURE 6 | L-curve for results of the model over iSTARt1 and iSTARt7. The value of the regularization term, $J_{\text{reg}}$, from Equation (11), is plotted against the value of the misfit term, $J_{\text{mis}}$. Values are plotted for results of the model with a range of values of the coefficient, $\gamma$, which governs the relative contribution of regularization and misfit in the cost function. Every point is labeled with the value of $\gamma$ and the color corresponds to what bed elevation dataset has been used. It is clear that misfit is reduced further by using more fully resolved bed elevation measurements i.e., DELORES measurements rather than BEDMAP2 or a completely smoothed bed.

from $10^{-2}$ to $10^{-3}$, 0.4% as $\gamma$ decreases from $10^{-3}$ to $10^{-4}$ and 1.4% as $\gamma$ decreases from $10^{-4}$ to $10^{-5}$. The latter is the most significant, and does occur at the point where the high frequency variations are almost completely suppressed. However, we suggest that the presence of the riblike features are not a absolute necessity for a good fit to velocity data, and that more work needs to be done to establish their robustness. We also suggest that areas where ribs are identified from inverse modeling should be prioritized as locations for high resolution bed elevation surveys; inverse methods can recover a mixture of unresolved form drag combined with skin friction effects (as seen in the “toy” problem illustrated in Figure 1E) and it would seem sensible to test whether any of the high shear stress patterns may arise due to unresolved form drag.

6. CONCLUSIONS

Previous work has considered the transfer of basal perturbations to the surface and attempted to quantify the wavelengths that are of importance (e.g., Gudmundsson, 1997, 2003; Gudmundsson et al., 1998; Schoof, 2002). In this paper we considered a related question: given high resolution surface observations, how robust are predictions of basal slipperiness to the resolution of the bed elevation data on PIG? We addressed this by looking at the
The basal stress field from inversion of surface data over a 40 × 60 km² area of the domain, corresponding to the area by the grounding line over which Sergienko and Hindmarsh (2013) observed riblike patterns of very high basal shear stress. (A–D) are results with four different amounts of regularization applied to the inversion (the value of γ in Equation 11 for each is given). The amount of regularization increases from A–D.

Results of the inverse study showed that the structure of spatial variations in recovered slipperiness is not affected by how finely the topography is resolved (see Figures 3–5). This is not altogether surprising given that transfer studies suggest that both bed and slipperiness variations on small scales do not significantly affect surface velocities. There is therefore no reason for the spatial variability of slipperiness to change significantly when the bed is known to a higher resolution. However, we did find consistently lower mean values of basal shear stress over each site when incorporating the high-resolution bed elevation data into the domain. We suggested that this is because small bed obstacles are more efficient at causing form drag (e.g., Schoof, 2002); more of the driving stress is therefore resisted by the form drag resulting from ice deforming around the topography included in the model. The skin drag derived from the inversion is consequently noticeably lower when more detail is included in the bed. Furthermore, we obtained a better fit to surface velocities using the more accurate bed-topography data set (Section 5.2). This is expected if the model is correct for the system, and was found to be true across a range of regularization to misfit ratios. Finally, we also reproduced high-shear-stress, riblike features like those seen in Sergienko and Hindmarsh (2013). They were especially clear when only a small amount of regularization was applied in the inverse model (Figure 7), and could be suppressed by applying more regularization to the problem. Nevertheless, while the misfit was not affected too significantly, the L-curve approach did suggest that the correct amount of regularization is in the region where we recovered the high-basal-stress features.

In conclusion, we suggest that values of basal shear stress derived from a surface-to-bed inverse approach need to be interpreted with caution as they can include drag which is due to the unresolved topography rather than inherent bed and sediment conditions. While we have not explicitly investigated the consequences of this for forward modeling, we believe it could be an important consideration for predictive models. Separation of form and skin drag would be particularly important when including evolution of basal conditions in a model, as the time-independent effects of form drag should be resolved separately to the time-dependent skin drag. Without access to the highest-resolution bed elevation data everywhere, it would seem that inverting simultaneously for both bed topography and basal slipperiness (Raymond and Gudmundsson, 2009; Raymond Pralong and Gudmundsson, 2011) might be the most sensible approach to take to address the problem.
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