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Abstract: It is generally accepted that epigenetic modifications, such as DNA and histone methylations, affect transcription and that a gene’s transcription feeds back on its epigenetic profile. Depending on the epigenetic modification, positive and negative feedback loops have been described. Here, we study whether such interrelation are mandatory and how transcription factor networks affect it. We apply self-organizing map machine learning to a published data set on the specification and differentiation of murine intestinal stem cells in order to provide an integrative view of gene transcription and DNA, as well as histone methylation during this process. We show that, although gain/loss of H3K4me3 at a gene promoter is generally considered to be associated with its increased/decreased transcriptional activity, such an interrelation is not mandatory, i.e., changes of the modification level do not necessarily affect transcription. Similar considerations hold for H3K27me3. In addition, even strong changes in the transcription of a gene do not necessarily affect its H3K4me3 and H3K27me3 modification profile. We provide a mechanistic explanation of these phenomena that is based on a model of epigenetic regulation of transcription. Thereby, the analyzed data suggest a broad variance in gene specific regulation of histone methylation and support the assumption of an independent regulation of transcription by histone methylation and transcription factor networks. The results provide insights into basic principles of the specification of tissue stem cells and highlight open questions about a mechanistic modeling of this process.

Keywords: epigenetic regulation; transcription; H3K4me3; H3K27me3; mathematical model; self-organizing map; intestinal stem cell specification

1. Introduction

In the last decade, epigenetic profiling of cell populations and tissues has become a standard method in characterizing molecular regulation during homeostasis and tissue transformation. First studies already noted a strong correlation between epigenetic marks that are associated with a gene and the transcription of the gene itself [1,2]. Today, a strong impact, in particular of histone methylations, on transcription is commonly assumed. Nevertheless, there is still a debate on whether epigenetic modifications control the transcription level of associated genes or stabilize their transcriptional states that have been acquired in advance [3]. Moreover, the feedback of a gene’s transcription on its epigenetic profile is still not fully understood.

Several molecular biology studies of the last years have shed light on these questions. Tri-methylation of different lysines of histone 3, such as H3K4me3 and H3K27me3, have been
shown to affect transcription. While H3K4me3 supports transcription initiation by recruiting RNA polymerase II [4], H3K27me3 represses transcription by preventing binding of acetyl-transferases to target genes [5]. Conversely, active transcription has been linked to the recruitment of H3K4me3 histone methyltransferases (HMTs) [6] and binding of activating transcription factors has been suggested to compete with the binding of H3K27me3 HMTs [7].

Together, these interactions define a positive feedback between H3K4me3 and transcription and a negative feedback between H3K27me3 and transcription and are in good agreement with the correlations found in whole genome profiling studies [2]. In contrast to these histone methylations, promoter DNA methylation has been described to become recruited after a particular transcriptional state has been established and, thus, is considered to affect in particular the stability of transcriptional states [8,9]. Nevertheless, DNA methylation can affect transcription indirectly by repelling H3K4me3 [10] and H3K27me3 HMTs [7]. The modifications that were set by these HMTs in turn interfere with binding of DNA methyl-transferases (DNMTs). DNMTs are repelled by H3K4me3 [11] and evidence has been provided that they are recruited by H3K27me3 [12].

Based on such experimental findings, we have established a computational model of epigenetic regulation of transcription [13,14] and applied it in order to explain gene regulatory phenomena associated with stem cell differentiation and aging [15–18]. In parallel, we have developed data analysis tools that are based on self-organizing maps (SOMs) that enable a combined analysis of transcription and epigenetic data [19,20]. After applying these tools to data sets on developmental or tissue transformation processes, we observed that strong correlations between transcription and histone methylation, although existent for important steps of regulation, do not appear to be mandatory and apply only to a well-defined subset of genes.

Here, we study such relations re-analyzing RNA-seq, H3K4me3, and H3K27me3 ChIP-seq as well as methyl-CpG binding domain protein (MBD)-seq data on cells of four different states of the specification and differentiation of mouse intestinal stem cells (ISCs) published by Kazakevych et al. [21]. In this study, embryonic intestinal epithelial progenitors at embryonic day E12.5 and E14.5, adult ISCs and their differentiated progeny (adult enterocytes, aECs) were isolated and compared, providing new insights into intestinal tissue formation. We focus here on regulatory principles of this process. We identify three different phenotypes of regulation (I-III) that cover correlated as well as independent variability between transcription and epigenetic states that are characterized by the histone methylations H3K4me3 and H3K27me3 and DNA-methylation (DNAme) are indicated. We ask whether mutual dependence between transcription and epigenetics is mandatory (I), or whether an independent variability between both can be observed (II and III). Pol II: RNA polymerase II, HMT: histone methyltransferase; and (B) For this purpose, published [21] transcriptome (RNA-seq) and epigenetic (H3K4me3 and H3K27me3 ChIP-seq and MBD-seq) data of four states of ISC specification and differentiation (progenitors at embryonic days E12.5 and 14.5; ISCs; aEC) were re-analyzed using a combinatorial SOM. Subsets of genes were assigned to regulation types I, II or III.

**Figure 1.** Schematic overview of the study design. (A) Aim of the study: Known interactions between transcription and epigenetic states that are characterized by the histone methylations H3K4me3 and H3K27me3 and DNA-methylation (DNAme) are indicated. We ask whether mutual dependence between transcription and epigenetics is mandatory (I), or whether an independent variability between both can be observed (II and III). Pol II: RNA polymerase II, HMT: histone methyltransferase; and (B) For this purpose, published [21] transcriptome (RNA-seq) and epigenetic (H3K4me3 and H3K27me3 ChIP-seq and MBD-seq) data of four states of ISC specification and differentiation (progenitors at embryonic days E12.5 and 14.5; ISCs; aEC) were re-analyzed using a combinatorial SOM. Subsets of genes were assigned to regulation types I, II or III.
2. Results

2.1. Transcription ’Dominated’ Self-Organizing Maps (SOMs)

In the first SOM analysis, we combined RNA-seq data with one of the epigenetic data sets on H3K4me3, H3K27me3, and promoter DNA (DNAme) methylation, respectively. For this purpose, we used a SOM that was recently developed by us [20]. For 11,404 out of the 31,591 genes with Ensembl-ID, no transcription levels were provided in the data set [21]. Thus, combined data from 20,187 genes entered our SOMs. We weighted the RNA-seq data with \( w = 0.999 \) and the epigenetic data with 0.001. Thus, according to the SOM principles [20], genes that change their transcription during ISC specification and differentiation sort to the boundaries of the SOM grid, while those being invariantly transcribed are preferentially sorted to the center in between the variant ones, as a rule of thumb. Here, the low weighted epigenetic properties that are associated with the genes induce an additional clustering. The SOM portraits obtained (averages over the replicates) from the four different cell types E12.5, E14.5, ISCs, and aECs are shown in Figure 2A. In the following, we focus on selected spots of the SOM portraits that are representative of different kinds of regulation.

![SOM portraits](image)

**Figure 2.** Transcription ‘dominated’ SOMs. (A) Shown here are SOM portraits for transcription (T) separately combined with H3K4me3, H3K27me3, and DNA methylation (DNAme) measured for four different intestinal cell types (E12.5, E14.5, ISCs and aECs). The transcription portraits of the T-H3K4me3 SOM, the T-H3K27me3 SOM, and the T-DNAme SOM are very similar, those of the T-H3K4me3 SOM (1st row) are shown. The green area in these portraits defines the area of transcription invariance. In this area, the different methylations induce a specific clustering of genes (2nd–4th row). Spots discussed in the text are indicated by capital letters. Row-wise color-coding ranges from minimum (blue) to maximum (red); and (B) Pairwise correlations between the properties of the different cell types for selected spots of the SOMs. For the indicated properties, the average value over the spot genes is given as a function of their average transcription. Properties of spots C and E genes are provided in the Appendix A (Figure A1).

2.1.1. Correlated Changes of Epigenetic Profiles and Transcription

In all SOM portraits of the transcription states (Figure 2A, 1st row), two specific spots are present. Spot A genes are highly transcribed in both embryonic states (red), while they are repressed in ISCs and aECs (blue). Spot B shows the opposite regulation. Spot C is a cell type specific spot and the associated genes are highly transcribed only in ISCs (red spot). Beside changes in transcription, genes of spot A and B also show changes of their epigenetic profiles, as seen by color changes in the respective maps (Figure 2A 2nd-4th row and Figure 2B). Repression of transcription of spot A genes during ISC specification and differentiation is accompanied by a decrease in the abundance of H3K4me3...
and an increase in H3K27me3, while parallel activation of spot B genes associates with opposite changes. Thus, the regulation of spot A and B genes is consistent with the common assumption that H3K4me3/H3K27me3 are positively/negatively correlated with transcription [2,22]. We call regulation where transcription correlates with changes of a defined epigenetic modification: regulation of type I of this modification.

While Figure 2B shows correlated changes of mean transcription and mean methylations during ISC specification and differentiation, such correlation was also calculated for the metagenes (pixels) of the individual spots. Results for the signed-covariance (SCOV) are shown in the Appendix A (Figure A1). As expected, H3K4me3 shows an exclusive positive correlation with transcription and H3K27me3 an exclusive negative correlation. Only for DNA methylation are both types of correlation with transcription observed, in agreement with the regulatory schemes that are provided in Figure 1A.

Gene ontology (GO) set enrichment analysis [23] revealed that genes of spot A are enriched in gene sets such as ‘multicellular organism development’ (biological process (BP), FDR < 1 × 10^{-8}), i.e., they are linked to early developmental processes, while those of spot B are enriched in gene sets, such as ‘antigen processing and presentation’ (BP, FDR < 1 × 10^{-7}) and ‘brush border’ (cellular component (CC), FDR < 1 × 10^{-19}) documenting epithelial differentiation (the distribution of all genes of these sets across the SOM is given in Figure A2A). Thus, major steps of ISC specification and differentiation involve type I regulation. However, changes of the average fraction of H3K4me3 and H3K27me3 modified genes are in the range of 0.5 for spot A and B (Figure 2B). This indicates that only about half of these genes switch their respective modification state from 0 to 1 or vice versa. Thus, part of the genes changes transcription while the epigenome remains stable. This indicates the presence of a different type of regulation. This will be analyzed in more detail below.

2.1.2. Epigenetic Regulation without Changes of Transcription

The SOM portraits of the epigenetic states (Figure 2A) show spots D and E in the areas of virtually invariant transcription. Spot D (T-H3K4me3 SOM) is associated with genes that lose H3K4me3. These genes are not significantly enriched in GO sets. In contrast to genes following type I regulation schemes, histone modification changes of spot D genes are not paralleled by changes of transcription. We call such regulation: regulation of type II of the modification.

Applied to DNA methylation, the regulation of type II involves genes that change DNA methylation at stable transcription. An example is genes that are associated with spot E (T-DNAme SOM). Here, hypo- and hyper-methylation of genes occurs at progenitors at E12.5 and E14.5, respectively. This kind of regulation refers to several hundreds of genes. These genes are highly enriched in the set ‘G–protein coupled receptor signaling pathway’ (BP, FDR < 1 × 10^{-68}). Interestingly, many of spot D and E genes are transcriptionally repressed as the average of their absolute transcription values is very small (Figure A2B).

In summary, although genes that are associated with major regulation processes of ISC specification and differentiation show correlated changes of transcription and histone methylation and/or DNA methylation, such correlation appears to be not mandatory. Strong epigenetic changes can occur without pronounced changes in transcription. The question arises whether our analysis also detects transcriptional changes that take place without changing epigenetic profiles.

2.2. SOMs ‘Dominated’ by Epigenetics

In a second series of SOM calculations, we again combined the RNA-seq data separately with each of the epigenetic data sets (H3K4me3, H3K27me3, DNAme). However, we down-weighted the RNA-seq data (w = 0.001) while up-weighting the epigenetic data (0.999). Thus, according to the SOM principles [20], genes that change their epigenetic state during ISC specification and differentiation sort to the boundaries of the SOM grid, while those being epigenetically invariant are sorted preferentially to the center.
2.2.1. H3K4me3 ‘Dominated’ SOMs

The SOM portraits of an H3K4me3 ‘dominated’ SOM (H3K4me3-T SOM) for the four different cell types (E12.5, E14.5, ISC, and aEC) are shown in Figure 3. The H3K4me3 portraits (Figure 3A, 1st row) show several spots at the boundaries of the SOM grid, among them are spots F and G. Genes that are associated with spot F recruit H3K4me3 during ISC specification and differentiation. In parallel, their transcription becomes upregulated. Genes associated with spot G show the opposite regulation. Consistently, both types of genes show a positive correlation between H3K4me3 and transcription (see: SCOV row). Thus, spot F and G comprise genes of regulation type I.

Similarly to genes of spot A and B of the T-H3K4me3 SOM, spot G and F genes enrich in the GO sets ‘multicellular organism development (BP, FDR < 1 × 10^{-6})’ and ‘brush border (CC, FDR < 1 × 10^{-3})’, respectively. The spot averages of the absolute transcription levels and histone and DNA methylations provide some more details on the genes’ regulation (Figure 3B). Spot F contains genes that are associated with unmodified histones in the progenitors at E12.5 and E14.5. Many of them recruit promoter DNA methylation in E14.5. During ISC specification and differentiation, these genes gain H3K4me3 in adult cells, while in parallel they lose DNA methylation. This regulation is consistent with the DNA de-methylation driven adult stem cell specification and differentiation that is described by Kazakevych et al. [21]. Repression of spot G genes affects many bivalent genes. They are transcribed on an intermediate level and become repressed following loss of H3K4me3 and gain of H3K27me3. This is consistent with histone methylation driven repression of early developmental genes [21].

![Figure 3. H3K4me3 ‘dominated’ SOM.](image)

In the area of virtually invariant H3K4me3 modification, the transcription portraits show two additional spots H and I (Figure 3A). Spot H genes become activated in ISCs, while those of spot I are inversely regulated. These genes undergo changes in transcription without changing their H3K4me3 level. We call this scenario regulation of type III with respect to the epigenetic modification under consideration. The genes of spot H and I represent part of the genes located in the spots B and A of the T-H3K4me3 SOM, respectively (Figure 2A). They represent those parts that do not change H3K4me3 (see above). Notably, they enrich in different GO sets. Genes of spot H enrich weakly (FDR
< 0.01) in sets that are associated with different response mechanisms (BP), among them ‘response to external stimulus’, ‘response to chemical’, and ‘response to stress’. Spot I genes enrich in sets as ‘regulation of cell cycle (BP, FDR < 1 × 10⁻¹⁰)’ and ‘cellular metabolic process (BP, FDR < 1 × 10⁻¹⁴)’.

In summary, according to our SOM analyses, epigenetic marker profiles can vary without affecting the level of transcription and vice versa. Here, we demonstrated the reversal for H3K4me3 and transcription. Examples for SOM analysis combining H3K27me3 or DNA methylation with transcription are provided in the Appendix A (Figure A3).

2.3. Model Considerations

In the following, we provide explanations for the observed gene regulation scenarios. Thereby, we take advantage of the model of epigenetic regulation of transcription that was developed by our group [13,14]. The model describes the interrelations between transcription (T) and three epigenetic modifications, H3K4me3, H3K27me3, and DNA methylation. These methylation levels are quantified by the fraction of modified nucleosomes in the promoter of a given gene $m^K$ ($K = 4, 27$) in case of histone methylations and by the fraction of methylated CpGs in the promoter $m^{	ext{CpG}}$ in the case of DNA methylation.

2.3.1. Regulation of Histone Modifications

The binding probabilities of the HMTs, $\Theta^K (K = 4, 27)$, are calculated assuming a positive feedback between the presence of the histone mark $K$ and the recruitment of its HMTs. Such feedback has been demonstrated for both H3K4me3 and H3K27me3 [24]. According to this assumption, the binding probability of the HMT of histone mark $K$ depends on the fraction $m^K$ ($K = 4, 27$) of modified nucleosomes of the $N_H$ cooperative nucleosomes that are associated with the promoter and is given by:

$$\Theta^K = \frac{1}{1 + \exp\left(\varepsilon^K_0 + (1 - m^\text{DNA})\varepsilon^K_{BS} + m^K\varepsilon^K_{HM}N_H + \lambda^K\log(T)\right)}$$

Here, $\varepsilon^K_0$ is the ground enthalpy per bound HMT complex and $\varepsilon^K_{BS}$ and $\varepsilon^K_{HM}$ are the free energies of HMT binding to DNA and to histone mark $K$, respectively. They are specific for histone mark $K$ and they are scaled by the Boltzmann unit. The last term in the exponent describes the dependence of the histone modification level on the transcription $T$. The coupling constant $\lambda^K$ was set ($-1$) for H3K4me3 and ($+1$) for H3K27me3.

Assuming a dynamic equilibrium between histone modification and de-modification, $\Theta^K$ has to solve:

$$\Theta^K = \frac{C^K m^K}{1 - m^K}$$

where $C^K$ is the de-modification constant $C^K = k^\text{de}/k^\text{mod}$, i.e., the ratio between the de-modification rate $k^\text{de}$ and the modification rate $k^\text{mod}$ for the respective modification. The resulting self-consistent equation provides solutions for the modification level $m^K$ in dependence of $T$ [13,14].

According to these considerations, the dependence of H3K4me3 on the transcription is described by an S-shaped curve (Figure 4, H3K27me3 by a Z-shaped curve). This shape has also been observed experimentally [2]. For low transcription, the modification level $m^K$ varies only slightly with $T$, and thus can be considered as being independent. The same applies to high transcription values. Thus, these regions are associated with regulation of type III. In case the transcription is increased above $T_2$ (decreased below $T_1$) for low (high) transcription, both transcription and the modification state change, i.e., regulation of type I takes place. In the case a gene is transcribed in the range of bi-stability (Figure 4, three solutions exist for $m$, the intermediate state is unstable), a temporary change of its transcription level can enforce a modification switch. After systems relaxation, only an epigenetic change will be detected and the effective regulation is classified as type II.
According to Equation (1), the H3K4me3 level (pink line) increases with increasing transcription. In case of sufficient feedback between reading and writing of the modification by the HMTs, a bistable modification region is observed between the threshold transcription levels T1 and T2. Here, low and high H3K4me3 states coexist. Increasing/decreasing transcription at low/high H3K4me3 indeed only marginally affects modification as long as T2/T1 is not exceeded. This explains regulation type III. A transient increase/decrease of transcription exceeding T2/T1 enables a switch from low to high, respective high to low modification, potentially explaining regulation of type II. In case the change is permanent, the regulation refers to type I. The H3K27me3 level shows an ‘inverse’ behavior (grey line).

Thus, basic properties of the epigenetic machinery alone provide an explanation for the regulatory scenarios observed when analyzing the data of Kazakevych et al. [21]. For example, the regulatory scenarios associated with the spots of the H3K4me3 ‘dominated’ SOM (Figure 3, Spot F–I) can be interpreted as follows: the scenarios that are associated with the spots F and G represent switches of H3K4me3 based on activation and repression of the transcription above and below the thresholds T2 and T1, respectively. Genes of the spots H and I change their transcription but never cross the transcription thresholds.

### 2.3.2. Regulation of Transcription

The model of histone modification explains the regulation of type II as a modification switch enabled by transient changes of transcription, thereby, for a start neglecting feedback of the modification on transcription. In the model of transcription, we assume that transcription actually depends on the modification levels \( m_4 \) and \( m_{27} \). It is calculated by solving a differential equation for transcript abundance, self-consistently with Equations (1) and (2):

\[
\frac{dT}{dt} = \frac{P_{\text{max}}((m_0 + m_4)/(1 - m_{27}))}{1 + \frac{P_{\text{max}}}{P_{\text{TF}}^{\text{auto}}}} - \delta T = ((m_0 + m_4)(1 - m_{27}))P_{\text{eff}} - \delta T
\]

Here, \( P_{\text{max}} \) is the maximum promoter activity and \( \delta \) the transcript degradation rate. The constant \( m_0 << 1 \) ensures that genes can be transcribed even with a small rate also if the promoter is devoid of H3K4me3 (\( m_4 = 0 \)). \( P_{\text{TF}} \) and \( P_{\text{auto}} \) are the regulation factors for the transcription factor (TF)-network and the auto-regulation of the gene, respectively. \( P_{\text{TF}} \) is given by:

\[
P_{\text{TF}} = \prod_{i} \frac{1 + T_i \exp(\epsilon_i)}{1 + T_i}
\]

Here, \( \epsilon_i \) is the decrease of the free energy of RNA polymerase II binding at the base promoter of the gene following binding of the TF \( i \) to its promoter. It is scaled by the Boltzmann unit. \( T_i \) is the transcription of this TF. The product runs over all TFs that are bound to the promoter. Changes of \( P_{\text{TF}} \) can refer to both changes in the number of bound TFs and changes of the transcription of TFs. \( P_{\text{auto}} \) is

| regulation type | color code | example |
|-----------------|------------|---------|
| I               | A,B,F,G    |         |
| II              | D,E        |         |
| III             | H,I        |         |

T1 and T2 are controlled by:
- chromatin accessibility
- DNA methylation status
- number of cooperative nucleosomes
defined in the same way while considering the binding of the gene to its own promoter. Details about the underlying regulatory principles, which are based on thermodynamics, can be found in [25].

Thus, according to this model, epigenetics strongly feeds back on transcription and an alternative explanation for type II regulation is required. Notably, the regulation that is found for genes associated with spot D and E of the T-H3K4me3 SOM (Figure 2) occurs at very low transcription (Figure A2). According to Equation (3), the variance of $T$ becomes small in case of a small effective promoter activity ($P_{\text{eff}} \ll \delta$). This occurs if transcription is repressed by the TF-network. In this case, the term $X = (m_{\text{hi}} + m_{\text{lo}})(1 - m_{27})$, which describes the dependence of transcription on the histone modification levels, becomes down-scaled and the absolute variance becomes small, i.e., becomes hardly detectable. Thus, assuming independent regulation of transcription by epigenetics and TF-networks can alternatively explain regulation type II, consistently with the regulation of the gene sets associated with spot D and E in the T-H3K4me3 SOM (Figure 2).

2.4. Epigenetic Regulation of Transcription: Transition States

2.4.1. Properties of Transition States

In order to test the above assumption, we identified those genes that change their histone modification profiles during ISC specification and differentiation in a defined way. For this purpose, each gene obtained a code $(X, Y)$ with $X, Y = \text{UP}, \text{DN}, \text{HI}, \text{LO}$, depending on whether the histone modification level increases (UP), decreases (DN), or remains stable at high (HI) or low (LO) level during ISC specification and differentiation, respectively (see: Methods, Section 4.3). The code sequence is $(\text{H3K4me3}; \text{H3K27me3})$. There are 16 possible cases how a gene can behave, among them are 12 cases with changes of the histone modification profile. In the following, these cases are called transition states. We found all transition states to be well populated during ISC specification and differentiation, (>100 genes, Appendix B: Figure A4), except for the transitions from an H3K27me3 or an unmodified state into a bistable state. Thus, during ISC specification and differentiation the epigenetic transitions are realized in opposite directions with similar frequencies.

![Figure 5](image_url)

**Figure 5.** Transcriptional states. (A) Modification in embryonic and adult states and the corresponding transition state (down, DN; up, UP; high, HI; low, LO); and (B) Properties of transition states. Averages are taken over all genes of the individual transition states and subsequently over the replicates. Recruitment of H3K4me3 (UP Y) occurs in progenitors at E14.5, while loss (DN Y) takes place in ISCs. The H3K4me3 level determines the promoter DNA methylation level.

Figure 5 shows the average regulatory profiles of all transition states. Obviously, the recruitment of H3K4me3 already occurs in progenitors at E14.5, while the loss of H3K4me3 and changes of the H3K27me3 level are seen predominantly in ISCs. In agreement with the protective function...
of H3K4me3 against promoter DNA methylation, highest (lowest) values for this type of DNA methylation are seen for genes with stable low (high) H3K4me3. On average, the subsets of genes that carry H3K4me3 in embryonic progenitors and lose it in adult cells are lower transcribed than those of the subsets that gain H3K4me3 in the adult cells.

Transition states that enrich in GO sets of the category BP comprise repression of bivalent genes by H3K4me3 loss (DNHI), activation of unmodified genes by H3K4me3 gain (UPLO), and a switch from the H3K27me3 to the H3K4me3 state (UPDN). Among the respective GO-sets are: ‘negative regulation of Wnt signaling pathway’ (DNHI, FDR < 1 × 10\(^{-3}\)), ‘intestinal absorption’ (UPLO, FDR < 1 × 10\(^{-4}\)), and ‘antigen processing and presentation’ (UPDN, FDR < 1 × 10\(^{-4}\)).

2.4.2. Clustering of State Specific Transcription Profiles

The averaged transcription values of the transition sets are somewhat misleading regarding the ongoing regulation. The transition state specific changes of the epigenetic profiles are similar for most genes. Moreover, all genes of a particular transition set change their transcription in the expected way and only a few deviate from the state specific behavior. However, the transcriptional changes take place at very different transcription levels (Figure 6A).

Thereby, no correlation is detectable between the initial transcription and the fold-change that was observed during the regulation (for an example see: Figure 6B), suggesting that epigenetics enable a defined fold-change of the transcription level and the TF-networks define the level where the transition starts. The average of the fold change associated with the switch is 0.37 [0.06] for DNLO and 0.41 [0.06] for HIUP, but 0.11 [0.03] for DNUP (mean [SEM]). This indicates that H3K4me3 and H3K27me3 induce independent effects that can be described by individual factors, as suggested by Equation (3). Note that we analyzed gene repression only, thus the saturation of transcription does not affect the results.

![Figure 6](image)

**Figure 6.** Similar epigenetic regulation at different transcription levels. (A) Average transcription behavior of transition set subsets UPDN (H3K27me3 to H3K4me3) and DNUP (H3K4me3 to H3K27me3). Similar behavior was clustered, considering all three replicates independently (mean, sd). The cluster size is indicated. Higher absolute transcription changes are seen for genes with an initially higher transcription; and (B) Transcription fold changes between the adult ECs and progenitors at E12.5 are not correlated with the initial transcription in progenitors at E12.5 (DNUP set, H3K4me3 to H3K27me3).

Our results suggest that independent regulation of transcription by epigenetics and TF-networks appears to be a common regulatory mechanism during ISC specification and differentiation. Transition states comprise genes of regulation type I (for high transcription) and type II (for low transcription) regulation. Regarding transcriptional repression, genes of the regulation type II represent the vast majority (repression of repressed) genes, while gene activation frequently affects genes of regulation type I (substantial activation). This explains why, on average, the subsets of genes that carry H3K4me3 in embryonic and lose it in adult cells are less transcribed than those of the subsets that gain H3K4me3 in adult cells and indicates the presence of a hysteresis of transcriptional regulation (Figure 4).
2.5. TF-Based Regulation of Transcription: Adaptive States

2.5.1. Properties of Adaptive States

The next question was on how the transcription of genes with a stable epigenetic profile, i.e., HILO (H3K4me3), HIHI (bivalent), LOLO (unmodified), and LOHI (H3K27me3) is regulated. Actually, subsets of these genes change transcription substantiating the existence of type III regulation with respect to histone methylations. This refers to H3K4me3 modified genes (HILO, Figure 7A), but also to bivalent (HIHI) and unmodified genes (LOLO) (Appendix B: Figure A4), while H3K27me3 modified (LOHI) genes are stably repressed. Repressed HILO genes (cluster 1 and 3) show enrichment for GO terms, such as ‘regulation of gene expression’ (BP, FDR < 1 \times 10^{-7}) and ‘chromatin organization’ (BP FDR < 1 \times 10^{-9}), while activated HILO genes (cluster 6 and 7) show enrichment in terms ‘small molecule metabolic process’ (BP, FDR < 1 \times 10^{-3}) and ‘mitochondrion’ (CC, FDR < 1 \times 10^{-7}). As these genes do not qualitatively change their epigenetic profile, we call their regulatory states: adaptive states. The question remained, how this ‘adaptation’ that is representative for regulation type III, is regulated.

We hypothesized that TF-networks are the major regulators of these genes, i.e., changes in TF-networks change the regulation factor FTF of these genes (Equation (4)), and thus their effective promoter activity \( P_{eff} \) (Equation (3)). Analyzing the behavior of these genes in detail, we recognized an additional implication of epigenetics. During ISC specification and differentiation, LOLO genes that become transcriptionally up-regulated behave like UPLO genes; i.e., their promoters become de-methylated (Appendix B: Figure A4). This indicates that in both cases DNA de-methylation might be the driving force of transcriptional activation of the genes.

In our model, DNA methylation does not directly affect transcription, which is in accordance with experimental observations [26]. Nevertheless, the model can explain this kind of regulation, assuming that DNA methylation changes affect the binding affinity of TFs, which is in accordance with experiments [27]. According to Equation (4), TF binding at the gene promoter changes the free energy of RNA polymerase II recruitment. Consequently, if promoter DNA methylation affects TF binding, then it will change the gene’s transcription level as well.

Our results suggest that DNA de-methylation-driven adaptation of TF-networks controls part of the intestinal ISC specification and differentiation. In contrast to the interactions that were considered so far, this defines an indirect regulatory interaction between epigenetics and transcription.

2.5.2. Regulation Types Are Associated with Specific Promotor Types

Changes of DNA methylation depend on the CpG density at the promoter [1]. Depending on their CpG density, gene promoters have been classified in high (HCP), intermediate (ICP), and low (LCP) CpG density. In case of ISC specification and differentiation, we observed the well-known behavior that genes associated with stable H3K4me3 and low DNA methylation are enriched in HCG promoter genes, while genes that are associated with unmodified states and high DNA methylation are enriched in ICP and LCP promoter genes. Figure 7B provides detailed information of these differences. According to these results, LOLO (and also UPLO genes) are genes with ICP or LCP promoters. Thus, DNA methylation changes during ISC specification and differentiation control the transcription of ICP and LCP promoter genes. These genes are known to be associated with tissue specific genes [28].
3. Discussion

Many studies have described correlative relationships between occupancy of histone marks at distinct gene regions and transcription. Only recently have studies focused on elucidating clear functional consequences of specific histone marks during different stages of transcription [29]. Here, we analyzed whether and under which conditions such correlations are found and how (virtually) missing correlations can be mechanistically explained. Applying a combinatorial SOM, we identified three phenotypes of regulation, all being frequently observed during ISC specification and differentiation, and proposed a model to explain them. The main model conclusions are summarized in Figure 8.

However, some basic questions remain open: (I) Our model defines a prototypic regulation for H3K4me3 (H3K27me3) that is characterized by a switch between low (high) and high (low) modification with increasing transcription at a defined threshold level of transcription. This regulation might or might not include a hysteresis. As we have detected all possible histone modification states at a broad range of transcription, this suggests that the thresholds have a broad distribution among the genes. A comprehensive validation of this hypothesis has not been provided so far; in particular, as experimental results are based on binary data, i.e., a quantitative interpretation of ChIP- and MBD-seq is still missing. (II) We propose an independent regulation of transcription by epigenetic and TF-networks. This suggestion is based on the observation that the fold-changes of transcription during a defined epigenetic switch do not depend on the initial transcription value. Here, we neglected that genes of the transition sets are regulated on top e.g., by TF-networks. However, in case repression and activation of genes are dominated by these TF-networks, one would expect that individual genes deviate from the regulation mode of their transition set; e.g. epigenetically up-regulated genes would effectively become down-regulated. We found such behavior, but only for a few genes (<10 genes per transition set).
Analyzing different states of ISC specification and differentiation, we have not addressed the question about the dynamics of transition states so far [9]. So, what induces these changes? Is it actually transcription? Alternative dynamics relate to changes in properties of the epigenetic machinery. This would easily explain the parallel changes for differentially transcribed genes. But then what does enable the paradoxical, opposite regulation of the transition states (e.g., DNUP versus UPDN)? We consider transient changes of transcription (activation and repression) due to external signals as the most likely explanation. The long term change in transcription might then result from a feedback of changing modification on transcription, either directly (Figure 8A, Equation (3)) or indirectly by modifying TF-binding.

From the mathematical point of view, there are alternative interpretations of the observed regulations. Decreasing the absolute value of the coupling parameter $\lambda_K$ (Equation (1)) enforces regulation of type III, where the histone modification state no longer depends on the transcription. In this case, transcription would no longer affect the recruitment of HMTs. Similarly, scaling the absolute value of the modification levels in term $X$ ($m_{K^*} = m_K I$, with $I < 1$, Equation (3)) describes an induction of regulation of type II, where the transcription no longer depends on the histone modification level. In this case, histone modification would no longer affect the recruitment of RNA polymerase II. Although possible, enabling an increasing broad spectrum of regulatory states [14], both processes would impair the formation of a stable epigenome.

In agreement with previous findings [30], our study suggests that models of transcriptional regulation during ISC specification and differentiation have to account for the changes in TF-binding due to changing epigenetic profiles, including DNA methylation. While the prediction of TF-binding, based on DNA structure and epigenetic profiles, is state of the art bioinformatics [31–33] to the best of our knowledge, the underlying principles have not been integrated into a mechanistic model of the cooperation between epigenetics and TF-networks in gene regulation so far. We consider this step as crucial in order to come up with self-consistent regulatory models of tissue stem cell specification and differentiation. Considering the effects of distal regulatory elements, such as enhancers, is a further challenge [34]. Here, related data have been provided by Kazakevych et al. [21].

While the impact of epigenetics on transcription has been moved into the focus of epigenetic research, studies on the consequences of these interrelations and their variability for regulatory
dynamics during tissue formation and transformation are still rare [35]. Our studies just provide a first insight into this field. Our results remain restricted to ISCs. However, we expect similar results for other somatic stem cell pools.

4. Materials and Methods

4.1. Data and Preprocessing for SOM

We downloaded raw sequencing data on murine ISC specification and differentiation [21] (GEO accession number GSE89684). Among the data, we selected those for transcription (three replicates), DNA methylation, H3K4me3 and H3K27me3 modification (two replicates each) in four cell types: embryonic intestinal epithelial progenitors at E12.5 and E14.5, ISCs, and aECs.

In case of RNA-seq data, raw counts were normalized to the total number of reads, resulting in one read per million (rpm) value per gene. These rpm values were normalized to the genes length (reads per kilobase million, RPKM) and transformed into log-scale. Histone and DNA methylation peaks, i.e., genomic regions, in which these modifications are enriched, have been identified by Kazakevych et al., [21] and were used as provided to identify modification peaks within the promoter region of genes (defined as transcription start side TSS +/- 1000 bases) and gene bodies (defined as region between the TSS and the last base of the gene). The Ensembl-gene reference list has been taken from UCSC Table Browser.

If a peak has a minimum overlap of 5% with a promoter region and/or a gene body, the respective gene-associated histones are considered to carry the modification in a binary present (1) or non-present manner (0). In the case of DNA methylation, we considered promoter DNA methylation only. For further analysis, normalized RNA-seq and binary modification data have been used.

4.2. Combinatorial SOM Method and Gene Annotation

For SOM training, we used data from two, randomly selected replicates of each cell type only to guarantee an equally weighted contribution from each data type. The data were transformed into a unique, ‘harmonized’ scale by normalizing them with respect to the mean absolute value averaged over the whole data entity. Afterwards, we centralized them separately for each data entity with respect to the mean value of each gene averaged over all samples. This centralization step emphasizes further analysis on differential values independent of the respective absolute transcription, DNA, and histone methylation levels. These data entered our in-house pipeline called multiSOMe [20].

The data sets, consisting of e.g., transcription and H3K4me3 data, are multiplied by weighting factors $w$ and $(1 - w)$, respectively, with $w \in [0,1]$ and the weighted profiles are merged into combined profiles. The combined profiles are then clustered into metagene profiles, with each metagene serving as a representative of a cluster of combined profiles. We used a grid of $40 \times 40$ metagenes and applied default parametrization, as implemented in oposSOM [36].

After SOM training data are back transformed into their original scales for visualization and further downstream analysis. The transcription and combined modification states of the samples are visualized by color coding the metagene values. Because of the joint training of transcription and methylation data, each gene is located at the same position in both maps. Correlation between transcription and methylation was analyzed while calculating the signed square root covariance (SCOV) for each metagene and was visualized by color coding the metagenes. We calculated mean transcription, methylation, and covariance landscapes for each cell type by averaging the respective metagene values over the samples. The obtained mosaic images show a smooth texture with red and blue spot-like regions. These ‘spots’ represent clusters of co-transcribed or co-methylated genes.

4.3. Identification of Transition States and Clustering of Transcriptional Profiles

Transition states are defined by the properties of the H3K4me3 and H3K27me3 profiles of the genes. For each modification, we calculated the sum over all embryonic ($S_1$) and all adult ($S_2$) modification
The algorithm calculates a number of cluster centers (representative profiles), and assigns each gene to one of them using the least square method. In an iterative step, the cluster centers are recalculated depending on the transcriptional profiles of the genes that are assigned to the individual cluster and the genes are re-assigned to these new centers until the association between the genes and the centers is stable. As a result, one achieves a number of gene clusters and some outlier genes that do not show any similarity with the identified clusters.
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**Appendix A. Additional SOM Analysis**

**Figure A1.** Additional details of the T-H3K4me3 SOM. (A) Shown here are the transcription portrait of the T-H3K4me3 SOM and the SCOV portraits of the T-H3K4me3 SOM, the T-H3K27me3 SOM and the T-DNAm SOM. H3K4me3 and H3K27me3 show the expected positive and negative correlation with transcription, respectively. DNA methylation shows a negative correlation except for progenitors at E.12, where positive correlation is also observed; and (B) In ISCs spot C genes are transcribed higher than in all other cell types. However, the epigenetic profiles are very similar. Spot E genes show a hypo-methylation in progenitors of E12.5 and a hyper-methylation in those of E14.5, indicating rapid DNA methylation changes during these two days.
individual dimensions median of the genes associated to this cluster. Genes are assigned to the nearest cluster center. Their distance to the respective cluster centers is calculated by the least square method. The cluster center represents the individual dimensions median of the genes associated to this cluster.

\[ \bar{G}_i = \{ E12.5_1, E12.5_2, E12.5_3, E14.5_1, E14.5_2, E14.5_3, ISC_1, ISC_2, ISC_3, AE_1, AE_2, AE_3 \} \]

In order to cluster these profiles, we use the k-median clustering method which is a variant of the k-means clustering [37]. It uses the median of each dimension instead of the mean to center each cluster according to its associated genes. Genes are assigned to the nearest cluster center. Their distance to the respective cluster centers is calculated by the least square method. The cluster center represents the individual dimensions median of the genes associated to this cluster.

\[ C_i = \{ E12.5_1, E12.5_2, E12.5_3, E14.5_1, E14.5_2, E14.5_3, ISC_1, ISC_2, ISC_3, AE_1, AE_2, AE_3 \}, \forall G \in C_i \]

In an iterative process, each gene is assigned to its nearest cluster. Afterwards the cluster centers \( C_i \) are recalculated depending on the genes assigned to this cluster during this iteration. Subsequently,
the genes are assigned again to their nearest cluster. In case, the cluster assignment is stable between two iterations, the algorithm terminates.

We modified the k-median algorithm, as follows: In each iteration, we assign a gene to a cluster only, if its distance to this (nearest) cluster is lower than \(d_{\text{min}}\). Before the first iteration, we define a single center \(C_1\) as the median of all dimensions of any gene in this data set. Afterwards, we allow the composition of new clusters, while using a minimum distance restriction: In case, the gene’s distance to all available clusters is greater than \(d > 1.5 \times d_{\text{min}}\) (\(d_{\text{init}}\) criterion) a new cluster center is introduced, using the gene’s dimensions as initial center \(C_i\). In case, \(1.5d_{\text{min}} > d > d_{\text{min}}\), the gene is considered as an outlier in this step. Therefore, we extend the gene/cluster assignment step as follows: (1) assign all genes to the available clusters, if possible, otherwise mark it as outlier (2) check for any outlier, if they fulfill the \(d_{\text{init}}\) criterion, in case they do, introduce a new center (3) assign the remaining outliers to the new centers, if possible (4) recalculate the cluster centers and go to (1). Our algorithm finally terminates, if the composition of \(C_i\) remains stable or after \(i_{\text{max}} = 250\) iterations. At the termination usually some outlier genes still remain as they do not fit to any existing cluster. Moreover, all cluster \(C_i\) that consist of less than 3 genes (\(n_C\)) are dissolved and their genes are assigned to the remaining clusters, if possible. Otherwise, these genes are added to the group of outliers. The parameter settings are given in Table A1.

Table A1. Cluster Parameters.

| Parameter | Description | Value |
|-----------|-------------|-------|
| \(d_{\text{min}}\) | Minimum distance (least square method) to assign a gene to a cluster | 1.8 (default) |
| \(d_{\text{init}}\) | Minimum distance to all available clusters to create a new cluster | \(3 \times d_{\text{min}}\) (HI-LO, LO-LO) |
| \(i_{\text{max}}\) | Max number of iterations | 1.5 \(d_{\text{min}}\) |
| \(n_C\) | Minimum number of genes in a cluster | 250 |

Figure A4. Properties of genes with stable histone modification profiles. (A) Distribution of the transition states. Most frequent are HILO (stable K4) and LOLO (stable unmodified) states. HIHI states are as frequent as most of the transition states. (B) Clusters of HIHI genes with similar transcriptional profiles. The number of genes per cluster is indicated. Most HIHI genes are transcribed at low levels. However, a few genes are transcribed at higher levels and become down-regulated during ISC specification and differentiation. (C) Clusters of LOLO genes with similar transcriptional profiles. Many of them become transcriptionally activated in adult cells. (D) Repressed (cluster 2,3) and activated (cluster 7–10) LOLO genes differ in their DNA methylation profiles. The result for the entire LOLO set is integrated (black symbols).
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