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Abstract—When AI tools can generate many solutions, some human preference must be applied to determine which solution is relevant to the current project. One way to find those preferences is interactive search-based software engineering (iSBSE) where humans can influence the search process. This paper argues that when optimizing a model using human-in-the-loop, data mining methods such as our SNEAK tool (that recurses into divisions of the data) perform better than standard iSBSE methods (that mutates multiple candidate solutions over many generations). For our case studies, SNEAK runs faster, asks fewer questions, achieves better solutions (that are within 3% of the best solutions seen in our sample space), and scales to large problems (in our experiments, models with 1000 variables can be explored with half a dozen interactions where, each time, we ask only four questions).

Accordingly, we recommend SNEAK as a baseline against which future iSBSE work should be compared. To facilitate that, all our scripts are online at https://github.com/ai-se/sneak.
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1 INTRODUCTION
When models are too complex, AI tools can be of great assistance. For example, the SCRUM model offered by Mendonca et al.
 has 128 project management options and nearly 300 constraints (e.g., if sprints last two weeks, then each individual task must take less than 10 days of programming). Those constraints are so complicated that less than 2% of the 2^{128} possible choices are acceptable to that model. When reasoning about this large space of constrained options, AI tools can be very useful. For example, the PicoSAT SAT solver can find tens of millions of satisfying solutions to the SCRUM model.

But now there is a new problem: too many solutions. When PicoSAT finds millions of solutions, human preferences must be applied to find which solutions are more acceptable for the current project. One way to find those preferences is interactive search-based software engineering (iSBSE) where humans can influence the search process. iSBSE is an active area of research (see examples in Table 1) with iSBSE methods typically evolving 100+ candidate solutions (or more) over dozens of generations. In that process, it can be overwhelming for humans to be asked too many complex questions about all those mutants of all those solutions. Worse, as discussed below, those methods have issues with scalability and effectiveness.

An alternate approach, as implemented in our SNEAK tool, is to replace that evolutionary approach with a data mining method that knows how to find minimal models. To reduce that cognitive fatigue, our SNEAK algorithm, takes as input a list of candidate solutions extracted from (e.g.) SAT Solvers or simulations. Next, SNEAK’s recursive bi-clustering algorithm prunes half the candidates at each level of recursion via asking users for their preference (where some entropy-based feature selection calls away uninteresting questions). Finally SNEAK uses a state-of-the-art multi-objective optimizer to select a final solution from the surviving few.

To assess our novel approach, this paper compares SNEAK to a state-of-the-art iSBSE method. For a range of different SE models (SCRUM, online BILLING, the POM3 agile modeling, the XOMO waterfall model, and several artificially generated models), SNEAK asks fewer questions while achieving better results. For example, even after evaluating 10,000s of examples, the prior state-of-the art could only ever find solutions 12 times worse than SNEAK for the SCRUM model (and in that case, SNEAK found those solution after asking just 25 questions).

The rest of this paper is structured according to guidelines from Wohlin & Runeson et al. on how to structure experiments in software engineering. According to that advice, we have presented our case studies in §4, defined our experiments in §5 where we detail it’s design and execution followed by our analysis in §6. Our conclusion is SNEAK should be considered as a baseline against which future iSBSE work should be compared. Also we suggest to the community that it could be insightful to further explore the central hypothesis of this work:

The SNEAK hypothesis: When optimizing a model using human-in-the-loop, data mining methods (that recurses into divisions of the data) do better than evolutionary methods (that evolve multiple candidate solutions over many generations)

Note that the specialized terms used in this paper are presented in Table 1.

2 BACKGROUND
2.1 Search-based SE
In this paper, a model describing a space of options (e.g. for configuring a SCRUM project) is searched for
The configurable variables of any model in this study (described in §4.1).

After sorting all solutions according to Zitzler’s predicate [5] (described in §3.2.7) we calculate CPU-Time, or time taken by an algorithm to process information.

One of the optimization goals of this algorithm is to produce a solution containing the largest possible subset from Human Preferences (described in Table 3).

All of the steps that are run between interactions with SWAY (described in §3.3) are a loop.

The two sets of features presented to the user at each iteration.

New preferences are recorded whenever humans answer questions.

One of the optimization goals of this algorithm is to produce a solution containing the largest possible subset from Human Preferences (described in Table 3).

We calculate the percentage distance from each solution to the best.

Valid preferences are recorded whenever humans answer questions.

Time required by an oracle to answer the questions asked by the ISBSE system.

CPU-Time, or time taken by an algorithm to process information.

Valid choices. One complexity is that in any engineering discipline, including software engineering, it is common to trade-off between multiple competing goals. For example:

- For requirements engineers, we can find the least cost mitigations that enable most requirements [31].
- For project managers, we can explore software process models to find options that deliver more code in less time with fewer bugs [32].
- For developers, we might tune data miners looking for ways to find more bugs in fewer lines of code (thereby reducing the human inspection effort required once the learner has finished [33]).

Search-based SE (SBSE) is an automatic method for exploring that trade-space [34]. Unlike traditional optimization methods (e.g. SIMPLEX [35]), search-based SE makes no assumption that all goals are achievable. Instead, search-based SE makes a more realistic assumption that to win on some goals might mean trading off on other goals.

Recent papers in the SBSE arena have explored many issues including project management [36], code implementation [37], testing and verification [38], and managing human resources [39]; requirements optimization [40]; software design with tools for software architecture optimization [41] and extraction of products from very large product lines [42]; software security and intrusion detection [43]; software quality with tools for software detect prediction [44]; test case generation [45]; software configuration [46]; text mining with tools for reasoning about StackOverflow [47]; topic modeling [48]; defect reports [49]; and software artifact search [50].

There are many ways to implement SBSE and this paper adopts the “oversampling” methods base on the SWAY system from Chen et al. [1]. SWAY compared two approaches to optimization:

- A traditional approach that mutated (say) 10⁴ individuals across (e.g.) 10² generations;
- The SWAY oversampling approach that builds generation with 10,000 individuals, which are then recursively clustered and pruned (by removing subtrees whose roots are dominated by a near neighbor).

In studies with optimizing decisions within product lines, Chen et al. were able to show that SWAY’s oversampling approach found solutions as good, or better, than the traditional approaches. This is a natural approach for SNEAK since Chen et al. also based their empirical work on software project lines. Also, as mentioned in the introduction, our problems start with SAT solvers, such as PicoSAT, or specific model generators which over-generate a large number of candidate solutions, or generative methods provided by specific models.

While an interesting prototype, SWAY suffers from some serious drawbacks. Both SWAY and SNEAK recursively partition the data, but SWAY’s greedy search always commits to the top-most partition (without checking if any other partition is better) whereas SNEAK takes a global approach. Specifically, after all the data is clustered, SNEAK reflects over all the nodes to find which sub-clusters “best” split the data (and “best” means “splits the data such that some attribute range most separates the two splits”).

Apart from greedy-vs-global, a more significant issue is that SWAY does not know how to talk to people. When dividing its data, SWAY needs some oracle to decide if some example A is better than example B. At that point, the best SWAY can do is present all attributes of each example to a human. Further, even if it took advice from humans, for highly constrained models, that advice might be wrong. Consider the SCRAM model used in this paper, with its 128 binary options and almost 300 constraints. As mentioned above, only a few percent of the possible solutions are valid. This means that even if a human oracle can find meaning in some combination of 128 attributes, then they still might make a decision that is incorrect. Clearly, before we can unleash SWAY on humans, we need a method for constraining what it asks, while at the same time ensuring that all the collected answers come from the space of valid solutions. Hence, the motivation for this paper.

### 2.2 Interactive Search-based SE

One issue with standard SBSE is all its conclusions are “black-box”; i.e. these algorithms run and produce results, even if users have no understanding or input into how
those results are obtained. Interactive SBSE is a variant of SBSE that tries to include humans in the reasoning process. More specifically, given a range of options, iSBSE tries to find which preferences are most important to users.

One question we are frequently asked is “should AI ignore human preferences lest those preferences force optimizers into some sub-optimal region of the total space?” In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”. In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”. In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”. In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”. In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”. In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”. In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”. In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”. In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”. In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”. In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”. In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”. In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”。

One question we are frequently asked is “should AI ignore human preferences lest those preferences force optimizers into some sub-optimal region of the total space?” In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”. In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”. In reply, we point out that this has not been the experience of the iSBSE field. Instead, the usual result is that competitive optimization results can be achieved while ignoring human preferences lest those preferences force optimizers into some sub-optimal region of the total space?”。

A little mathematics offers one explanation for our results. In the experiments below, using the SCRUM model, our algorithms select 20 preferences within a space of 128 boolean variables. That is, the space acceptable to our algorithms is $2^{128}$, a trillionth of the option space available to the optimizer. This fraction $2^{20}/2^{128}$ also explains why iSBSE should be seen as an essential part of human+AI decision making:

1. For example, at sea-level on the planet Earth, no user preference can change gravity from being 9.8 m/s$^2$.

2.3 Open Issues with iSBSE

Many current iSBSE methods have issues with:

- Cognitive fatigue;
- Scalability;
- and Effectiveness.

### TABLE 3: Overview of iSBSE research. Technique is indexed based on the IDs of Table 4. P-Type (Problem type) is indexed based on the IDs of Table 2.

| ID | Single Objective | Multi-objective | Many-objective | Other | Example system |
|----|------------------|-----------------|----------------|-------|----------------|
| 1  | Exact            | 4.1%            | 0%             | 0%    | 0%            |
| 2  | Metaheuristic    | 4.1%            | 0%             | 0%    | 0%            |
| 3  | Single-solution based | 4.1%            | 0%             | 0%    | 0%            |
| 4  | Evolutionary computation | 61.5%        | 20.5%          | 4.1%  | 4.1%          |
| 5  | Swarm intelligence | 8.3%            | 0%             | 0%    | 0%            |

### TABLE 4: Note: Search Techniques Seen Used in iSBSE.

| Technique (see Table 4) | P-Type (Problem type) | Year | Venue | Citations |
|--------------------------|-----------------------|------|-------|-----------|
| Interactive requirements prioritization using a genetic algorithm | 10 | 3 | 2013 | TSE | 102 |
| Interactive, evolutionary search in upstream object-oriented class design | 16 | 3 | 2010 | TSE | 102 |
| Recommendation system for software refactoring using innovation and interactive dynamic | 25 | 3 | 2014 | ASE | 79 |
| Putting the developer in-the-loop: an interactive GA for software re-modularization | 33 | 3 | 2012 | SSBSE | 74 |
| Elegant object-oriented software design via interactive, evolutionary computation | 41 | 3 | 2007 | CEC | 55 |
| Interactive genetic algorithms for user interface design | 49 | 3 | 1999 | SMC | 53 |
| Imagine: a tool for generating HTML style sheets with an interactive genetic algorithm | 51 | 3 | 2013 | ICSE | 51 |
| Improving feature location practice with multi-faceted interactive exploration | 53 | 3 | 2016 | SSBSE | 49 |
| Model refactoring using interactive genetic algorithm | 55 | 3 | 2016 | SSBSE | 46 |
| Interactive and guided architectural refactoring with search-based recommendation | 57 | 3 | 2015 | SSBSE | 46 |
| On the use of machine learning and search-based software engineering for ill-defined fitness | 59 | 3 | 2014 | Springer | 33 |
| A little mathematics offers one explanation for our results. In the experiments below, using the SCRUM model, our algorithms select 20 preferences within a space of 128 boolean variables. That is, the space acceptable to our algorithms is $2^{128}$, a trillionth of the option space available to the optimizer. This fraction $2^{20}/2^{128}$ also explains why iSBSE should be seen as an essential part of human+AI decision making: 1. For example, at sea-level on the planet Earth, no user preference can change gravity from being 9.8 m/s$^2$. | 61 | 3 | 2012 | ACM | 25 |
| Interactive ant colony optimization (iACO) for early lifecycle software design | 63 | 3 | 2016 | ISBST | 14 |
| Tester interaction makes a difference in search-based software testing: A controlled experiment | 65 | 4 | 2016 | SBLT | 13 |
| OPTI-SELECT: An interactive tool for user-in-the-loop feature selection in software product lines | 67 | 4 | 2014 | SBLT | 13 |
| Interactive software release planning with preferences base | 69 | 3 | 2015 | SSBSE | 11 |
| Objective re-weighting to guide an interactive search based software testing system | 71 | 3 & 6 | 2013 | ICMLA | 11 |
| Interactively selecting software components | 73 | 3 | 2009 | SMC | 9 |
| An empirical investigation of search-based computational support for conceptual software engineering: A validation studying a generative approach in choosing appropriate colors for an architecture | 75 | 3 | 2015 | Springer | 4 |
| Interactive code smells detection: An initial investigation | 77 | 3 | 2016 | SSBSE | 3 |

To highlight these mathematics on the effectiveness of standard SBSE algorithms, we baselined our approach to a standard non-interactive Genetic Algorithm when appropriate.

For all these reasons, we explore the current iSBSE research seen in Table 4. To build that table, we started with a prominent paper in that area: specifically, the TSE’19 paper by Ramirez et al. [3]. Then following standard practices as established by Skoglund and Runeson [65] we explored all the papers referenced by that paper or all subsequent papers that referenced it, via the forward snowballing method [66]. This set was pruned to those that proposed methods for interactive search in search-based software engineering. This yielded the 24 papers of Table 3. Some details on those 24 papers are shown in Table 2 and Table 4.
iSBSE methods can lead to cognitive fatigue when they overwhelm humans with too many, overly elaborate questions. Standard SBSE methods generate and review thousands to millions of options via a process of mutation, crossover, and selection (repeated for dozens to hundreds of generations). Humans cannot quickly nor accurately review that much material. Valerdi [67] reports that his panels of human experts required three meetings (three hours each) to reach convergence on the influence of 10 variables on 10 examples (in the domain of cost estimation). Hence, according to Valerdi, it would be unreasonable to expect humans to quickly assess (e.g.) 128 options in a SCRUM model.

Even if humans felt they could comment on (e.g.) 128 options, can their assessment be trusted? Shackleford et al. [68] warn that humans’ cognitive fatigue leads to errors in human decisions about what variables are most influential. Takagi [69, 70, 71] notes that human cognitive fatigue can be decreased by:

- Reducing $I$ the number of interactions (where, at each interaction, we ask the user questions)
- Reducing $S$ the size of each interaction (number of questions asked per interaction)

Many of the iSBSE methods in Table 3 implement Takagi’s advice. In summary, given some logs of the decisions made so far, iSBSE infers what possibilities can be ignored. As shown by the left-hand-side column of Table 3, there are many ways to do this. For example, Palma et al. use a state-of-the-art constraint solver (the MAX-SMT algorithm as a sub-routine inside iSBSE). We call this approach “exact” since it explores all solutions to a requirement model expressed as a set of constraints via extensive user interaction ($I = 25$ to 100). In their method, they elicit pairwise comparisons of partial model solutions to decrease their “uncertainty” value about the final proposed solution. The decisions made by humans in evaluating these pairs of characteristics adjust elements of the optimizer’s problem formulation towards a better solution. While an interesting approach, we note that Palma et al. seem nervous about the scalability of their methods. The biggest model they ever report processing has 50 variables and not that many constraints. While, shown below, we report results within a 1000 variable model showing that it scales relative to a small 9 variable model.

As to other iSBSE methods from Table 3, Lin et al. [24] presented a “single solution based” method for code refactoring tasks. Their method Refactoring Navigator (RN) calculates and recommends refactoring “paths” from the starting point to the target, each path being a sequence of atomic refactorings. The user examines the recommended steps and can accept, reject, or ignore them interactively. These interactions will then be used as feedback to calculate the next recommendation. In this case, the concept of $S$ represents the size of each refactoring, and how many different refactorings a user has to evaluate at each interaction. Like Palma et al., Lin et al. are cautious about the scalability of their methods.

Araújo et al. [6] use the evolutionary computation architecture of Fig. 1. This architecture combined an interactive genetic algorithm with a machine learner. Initially, humans are utilized to evaluate examples. But once there are enough examples to train a learner, Araújo et al. evaluate candidates via the learner’s recommendations. Their approach starts with a user setup of the optimization goal (e.g. how many generations it should run for and the number of human interactions the user wishes to perform). This number needs to be large enough to allow for the learning model to converge.

This process of Figure 1 continues until the number of human selected interactions is reached, after which the Learning Model is trained and replaces the human. Their algorithm shows the user the entire candidate solution for evaluation, which is then given a numerical answer. This answer is then included in the formula for calculating the fitness of an individual.

Ferreira et al. [8] proposed a “Swarm intelligence architecture” based on Araújo et al. [6] where the user inputs their preferences on each of the features for a particular model. The algorithm then changes its search approach on the feature space and provides the user with a candidate solution. On each interaction, the user can either accept the solution, terminating the algorithm or they can reset their preferences for each of the model’s features to query for a different solution.

Another issue with current iSBSE methods is that the existing techniques have issues with effectiveness. Sometimes, the heuristics used by the above methods result in fewer questions to the user, but also worse solutions. For example:

- Ferreira et al. report an average decrease of 13% in their 50 feature model experiments’ maximum performance score, where their technique was only able to reach 13% of the best solutions generated by their methods.
- When reasoning about a model with many constraints, most of the computational time will be spent generating and evaluating solutions that might not hold to all of the constraints. Hsu et al. [72] said one main cause of human fatigue are the occasions where the user’s preferred result does not exist in the search space. Thus, subjecting humans to possible evaluations on invalid solutions can also contribute to fatigue.
With one exception, other iSBSE methods are specific to the syntactic form of specific models—which makes it hard to express our new models in the form of that older, prior work. For example, the input to the method of Palma et al. \cite{Palma} required a table that ranked the importance of each feature. In principle, we could have generated such a table from our models (e.g. do some random sampling, then sort each input variable according to the output score). However, that ran the risk of introducing a threat to validity (i.e. that we had translated our models incorrectly). For example, consider the random sampling procedure defined in the last sentence. That procedure has numerous control parameters (e.g. number of samples, how to rank instances when multiple goals are being pursued; etc). The wrong settings to those parameters would change the nature of the inputs and the validity of the solution. Therefore, for our experiments, we prefer the generality of Araújo et al.’s approach.

Apart from generality, there are two other reasons to focus on the methods of Araújo et al.:

- As shown in Table \ref{table:comparison}, Araújo et al. is part of the evolutionary computation group, which represents the majority of prior work. Hence, by comparing SNEAK with Araújo et al., we are comparing to the standard iSBSE methods seen in the literature.
- For future work, Araújo et al. recommended exploring the software product lines used in this study. They say “[Our] conceptual architecture can be considered sufficiently generic to be adopted in other software engineering scenarios tackled by SBSE, such as feature selection in software product lines...” \cite{Araujo}. Accordingly, we baseline SNEAK against Araújo et al.

### 2.4 Software Product Lines

To evaluate SNEAK, we require some prior state-of-the-art tool (e.g. Araújo et al.) as well as a set of models to explore. For this case study, we will use two constraint-heavy software product lines (SPL) describing (a) SCRUM process options within an agile software projects; (b) an online BILLING system; and six instances of two other configuration problems, which contain fewer constraints.

Apart from these eight real world examples, in order to test for the generality of these methods and their behavior on larger models, we have used the Model Generation tool from the SPLOT-Research web site\footnote{http://www.splot-research.org/}. With this, we have generated eight more models. (Described in \S 4.1).

Rocha and Fantinato \cite{Rocha} comment that product lines are a generalization of the SPL architecture design for business process management. Kang’s feature models \cite{Kang} are often used to represent a product line. That representation combines in a tree of features and constraints defining the multiple legal variations of a product \cite{Kang}. For example, Fig. \ref{fig:feature_tree} shows such a tree of options for a simple cell phone. If expressed in CNF (conjunctive normal form), that same model can be expressed as per Fig. \ref{fig:example_cnf}.

Tools like the PicoSAT solver take CNF formula expressed in the Dimacs format of Fig. \ref{fig:example_cnf} and output variable settings that satisfy the model constraints. A standard strategy (used by PicoSAT) is that, after one solution is found, its negation is added back to the model and the SAT Solver is rerun to find a different solution. As a very simple model, the phone model contains only 14 possible solutions and they are instantly found by PicoSAT in Fig. \ref{fig:example_cnf}. Each solution is a valid product extracted from a product line like Fig. \ref{fig:feature_tree}.

Fig. \ref{fig:feature_tree} shows Mendonca et al.’s model of options within SCRUM projects. This model was written using information from Schwaber et al.’s SCRUM Guide \cite{Schwaber}. SCRUM is defined as a lightweight framework that helps organizations to deal with complex problems through adaptive solutions \cite{Schwaber}. The model is comprised of options detailing the structure of the development team as well as their roles in the project. It also includes the configuration of various SCRUM activities and artifacts. The model contains many mandatory features, focusing the selections further down the leaves. The cross-tree constraints create a very complex environment that rules out many possibilities. Specifically: less than 2% of the $2^{128}$ possible projects satisfy those 256 constraints. Hence, humans need tool support to help them navigate that confusing space of options.

### 3 The SNEAK Algorithm (Details)

Algorithm \ref{alg:sneak} shows many of the internal details of SNEAK. SNEAK takes a binary dataset comprising of multiple valid solutions to a given problem as input and outputs (a) a binary tree of clustered solutions; from which it reports (b) the best “solution”. Each “solution” is a list of true, false assignments to each feature (and if a feature is “true” then the feature is active/present on the final product).

An interesting detail of SNEAK is that it defers multi-objective optimization until after it prunes away solutions that violate some of the learned user preferences. For that final optimization step, SNEAK uses Chen et al.’s SWAY algorithm \cite{Chen} (described in \S 2.1).

The rest of this section offers details on the inner workings of SNEAK. For our discussion, we adopt the following convention: any superscript number in round brackets (e.g. \footnote{1}) refers to a line number in Algorithm \ref{alg:sneak}.

#### 3.1 Clustering Binary Variables

Initially, we tried a simple Euclidean distance measure. This performed poorly, especially as the number of features in
The Dimacs representation

When the interactive part of the oracle decides which features are preferred.

Initial number of generated solutions

Recursion stops when subtrees have less than enough items.

Select, Pruning, Oracle, Optimizer

Parameters

Select, Pruning, Oracle, Optimizer

Calls tree pruning by

When the interactive part of the oracle decides which features are preferred.

Maximum number of questions to ask at each point of the loop.

The algorithm terminates when there are no longer nodes or features that we can ask questions on.

The oracle decides which features are preferred.

When recursion terminates, the Zittler’s predicate \( \text{SELECT} \) is used as the “Better” function on Chen et al.’s SWAY \( \text{SELECT} \) to return the preferred solution.

When the interactive part of SNEAK terminates, budget controls how we select the best solution within those the survivors.

Number of random trials (used in evaluation).

TABLE 5: Control options for SNEAK.
the a model increased. All our data is non-numeric, or at the very least transformed in such a way to become binary. In each solution, a feature is either selected or not, which we initially (and naively) modeled as with true=1 and false=0. This was incorrect since there is no meaning to fractional values (e.g.) 0.5.

For boolean variables, SNEAK uses Chen et al.’s boolean radial distance metric [1]: In this approach, solutions are recursively biclustered as follows. One solution is selected (at random) to be the “pivot” and all other solutions are divided in two (where the division point is the median distance of all points to the pivot). The algorithm then recurses on each division. In the Chen et al. approach, distance is calculated as follows.

- All solutions get assigned a “radius” equal to the count of how many “trues” appear in the solution.
- Within each radius, each solution gets assigned an angle \( \theta \) according to its overlap with the pivot (see line 15 of Alg. 3).

Once the algorithm completes we recurse on each half until we have leaves with less than enough items. This tree is then reviewed using the methods described below in §3.2.4.

### 3.2 Control Parameters

Table 5 lists the control parameters for SNEAK. This section explains each of those parameters.

#### 3.2.1 Samples

**Samples** measures how many valid candidate solutions have been generated through various means, either using a SAT solver, or another solution generator for non CNF models, before the use of SNEAK. Once generated, SNEAK structures that space using a recursive biclustering algorithm (i.e. at each level of recursion, divide the data into two groups through Alg. 3) then recurse on each group through Alg. 2. This generates a tree, where each node contains multiple valid solutions.

#### 3.2.2 Enough

The recursive biclustering repeats until leaf clusters have less than enough solutions as seen in Alg. 2.

#### 3.2.3 Pruning

The **pruning** function (8) inputs the tree (generated above) and outputs a smaller tree that contains solutions that do not contradict user preferences. During this function, the oracle defined below is asked questions. In order to minimize the number of times we ask the oracle questions, we use the tools of §3.2.4.

What the oracle does not know is that answer is being used by SNEAK to evaluate and prune the two children of a given node in the tree. The oracle’s answers are used to:

- Prune all the solutions in one of the sub-trees;
- Prune some of the solutions in the other surviving sub-tree (those that contradict the answers).

Pruning is applied repeatedly until the stop criteria of §3.2.5 is satisfied.

Once pruning terminates, the surviving solutions are searched for those that maximize (or minimize) the domain goals. For more on that process, see §3.2.7

#### 3.2.4 Best

**Best** controls how many questions (at most) are asked at each loop of the algorithm. (8) SNEAK ranks all the features and nodes of the remaining tree at some point in the loop using four heuristics:

- Refraction;
- Entropy;
- Depth of first difference;
- Differences.

If more than one feature has a maximum rank, then SNEAK selects up to best maximum scoring features, at random. In practice:

- At the start of the interactive step, SNEAK asks the maximum number of questions
- Deeper down into the interactions, that number decreases down to one.

**Refraction** just says “never ask the same thing twice”. Each feature \( f_i \) is assigned a value \( \text{asked}[f_i] = 0 \) (initially) and then \( \text{asked}[f_i] = 1 \) if we ask the user about whether or not to use that feature.

The same is done about individual nodes in the tree. With each of them being assigned the same value \( \text{asked}[n_i] = 0 \) (initially) and then \( \text{asked}[n_i] = 1 \) if we query the user on that particular node.

**Entropy** is a measure of the variability of a symbolic distribution [27]. At each point of the loop, the subset of \( N \) remaining candidate solutions at that point mention features \( F = f_1, f_2, \ldots \) which, in turn, have settings true or false at frequencies \( n, N - n \) respectively. The entropy of each feature is a measure of the effort required to recreate that distribution; i.e.

\[
e[f_i] = - \left( \frac{n}{N} \right) \log_2 \left( \frac{n}{N} \right) - \left( \frac{N - n}{N} \right) \log_2 \left( \frac{N - n}{N} \right)
\]

The feature with maximum entropy \( e \) is the one which, if we decide to use, will exclude the largest number of remaining solutions.

**Depth of first difference** is a measure of how early in our tree-like structure a certain feature differs in the sub-trees in the subset of \( N \) remaining candidate solutions. At each point of the loop, the depth of each feature is a normalized count of the first difference of that given feature on the tree i.e.

\[
d[f_i] = \frac{\text{depth}[f_i]}{\text{cur_free}}
\]

The feature with minimum depth \( d \) is the one which, if we decide to use, will exclude the largest number of remaining sub-trees.

**Differences:** SNEAK ranks all the features in order to select which features will be asked at that point in time through the following equation (10):

\[
good_f_i = e[f_i] \cdot (1 - d[f_i]) \cdot (1 - \text{asked}[f_i])
\]

In this equation, \( e[f_i] \) and \( d[f_i] \) come from Equation 1 and Equation 2 respectively. Let \( \Delta[f_i] = 1 \) if some feature \( f_i \) has different settings in the representatives of each side a given surviving node (and zero otherwise). To select a the
most relevant node to ask at each level of the loop, SNEAK selects the node that maximizes (13):

$$
\text{good}_{n_i} = \frac{\sum_i |f_i| (\Delta[f_i] \ast \text{good}_{f_i}) \ast (1 - \text{asked}[n_i])}{\sum_i |f_i|} \tag{4}
$$

In this equation, good$_{f_i}$ comes from Equation 3. good evaluates to zero if a feature has been asked before, or in the case of good$_{n_i}$, if there is no difference in its variables between the two sub-trees (i.e. $\Delta[f_i] = 0$ for all variables).

3.2.5 Stop
The loop repeats until the algorithm runs out of interesting nodes or features to ask, i.e. both good methods return 0 for the entire remaining set of candidate solutions (6).

3.2.6 Oracle
Some of our processing is stochastic so we must repeat that inference, say, 20 times (to sample the behavior of our algorithm). For that kind of test, we used an artificial oracle since, otherwise, we would be exhausting our human subject matter experts. The artificial oracle was implemented as follows. If the oracle is asked about feature $f_i$, then it will pick true or false at random, then caches that decision (for the remainder of that run).

On top of that, we also used human oracles to assess our models. For those subjects, we use a team of 20 developers from a large Brazilian I.T. organization (see §6.3).

3.2.7 Select
When all the above terminates, the initial tree of solutions is now much smaller (since many of the decisions that contradict user preferences have been removed). For single-objective optimization problem, a simple sorting function can rank goals between candidate solutions. However, when dealing with multi-objective reasoning, those candidates must be ranked across many goals.

Binary domination will say that one sample is better than the other if at least one goal is better. But when dealing with three or more goals, binary domination will have trouble distinguishing samples [78].

Sayyad et al. [79] have recommended that the Zitzler’s continuous domination predicate should be used in such cases. Therefore, this paper utilizes Zitzler’s predicate, as described in Algorithm 4, to rank the candidate solutions in order to evaluate the effectiveness of SNEAK.

This predicate is then used as the evaluation function required by SWAY [44] to do our final multi-objective optimization. This further reduces the space from $\sqrt{\text{samples}}$ to $\sqrt{\text{samples}}$. After, we evaluate the surviving solutions (after SWAY) and rank them according to the Zitzler’s predicate. From there, we can find the best one. These best solutions are then scored via the distance to heaven (d2h) measure. To find d2h, we assume an omniscient oracle that can evaluate all examples. Note that this omniscient oracle, that evaluates all the solutions, is only needed when assessing SNEAK’s output. Otherwise, SNEAK only evaluates a small fraction of the examples.

Using this oracle, we sort every example ever seen during the entire inference from best to worse, using Algorithm 4. Given a vector $Z$ containing all solutions sorted from best to worst (via Zitzler), the d2h of a specific solution $s$ placed in index $i$ is:

$$
d2h_s = i/|Z| \tag{5}
$$

Note that this number ranges from 0 to 1 and lower numbers are better (since they are closest to the best).

3.2.8 Budget
The budget is a parameter that controls how many examples we ask the oracle to evaluate. The current default is to use our standard strategy described in §3.2.7. This strategy that requires our oracle to evaluate $O(\sqrt{N})$ of the remaining examples (since we evaluate all the surviving examples after SWAY has been applied). It future work, it would be insightful to explore other budgeting policies.

4 METHODS

4.1 Case Studies: Models Used in this Study
Table 6 offers statistics on all the models used in this study. For details on these models, see the rest of this section.

In our results, the following observation will become significant. The models are OSP2, POM3A, POM3B, POM3C, FLIGHT are small and have no constraints (so all solutions generated to these models are valid). All the other models are much larger have many constraints. Hence, as shown in Fig. 4, only 1% to 3% the solutions generated for these models are valid.

4.1.1 XOMO
XOMO, introduced by Menzies et al. [80], combines four different COCOMO-like software process models in order to calculate project risk, development effort, predicted defects and development time. XOMO’s optimization goal is then to minimize all these metrics. This is a non-trivial task since the objectives are obviously conflicting (e.g.: to reduce project risk and the number of defects, you should raise development effort and development time). The three XOMO models studied here represent three NASA systems: OSP2 (the orbital space plane, version2), GROUND (ground systems) and FLIGHT (flight systems). Of all the models studied here, XOMO is the simplest since it only requires the optimization of a dozen attributes, or less.

---

Algorithm 4 Zitzler’s predicate for sorting multi goals

---

1: $A.evals \leftarrow \text{Eval}(A)$  \quad ▶ Evaluate solution $A$
2: $B.evals \leftarrow \text{Eval}(B)$  \quad ▶ Evaluate solution $B$
3: $S_0 = 0$, $S_0 = 0$, $n = \text{len}(A.evals)$
4: foreach index, $V_a, V_b \in \text{enumerate}(A, B)$ do \quad ▶ loop through all goals
5: $S_0 = S_0 - \text{EXP}(|w\ast\text{index}|) \ast (V_a - V_b)n$ \quad ▶ $\text{EXP}(x) = e^x$
6: $S_0 = S_0 - \text{EXP}(\text{abs}(\text{index})) \ast (V_a - V_b)n$ \quad ▶ $\text{EXP}(x) = e^x$
7: return $S_0/n \leq S_0/n$
TABLE 6: Number of variables being optimized and constraint ratio. For the top models, the constraint ratio is zero (since every solution from those models is valid). For the other models, this ratio is the number of constraints per clauses.

| Model | Free variables | Constraint ratio | Number of goals |
|-------|----------------|------------------|-----------------|
| OSP2  | 6              | 0                | 5               |
| POM3A | 9              | 0                | 4               |
| POM3B | 9              | 0                | 4               |
| POM3C | 9              | 0                | 4               |
| FLIGHT| 11             | 0                | 5               |
| GROUND| 12             | 0                | 5               |
| BILLING| 88            | 1.02             | 4               |
| 125FEAT| 125          | 0.25             | 4               |
| SCRAM | 128            | 0.97             | 4               |
| 250FEAT| 250          | 0.25             | 4               |
| .25 C.D.| 500          | 0.25             | 4               |
| .50 C.D.| 500           | 0.50             | 4               |
| .75 C.D.| 500           | 0.75             | 4               |
| 1.00 C.D.| 500        | 1.00             | 4               |
| 500FEAT| 500           | 0.25             | 4               |
| 1000FEAT| 1000       | 0.25             | 4               |

4.1.2 POM3

POM3 is a model for exploring the management process of agile development [81, 82, 83]. The objective of POM3 is to find an effective configuration for nine continuous variables in order to:

- Increase completion rates (delivery more features, sooner);
- Reduce the time spent by one team, waiting for the products of another;
- And decrease the overall cost.

According to Chen et al. [4], POM is far more complex than XOMO (longer to run, much harder to simultaneously optimize all its goals). Also, here we run three variants of POM explored by Chen et al (POM3A, POM3B, POM3C). These variants describe different projects and, measured in term of complexity, Chen et al. report that POM3A is the least complex and POM3C is the most complex of them all.

4.1.3 Software Product Lines

In this paper, we have used models obtained from the SXFM SPLOT-Research web site [3]. In these models, we seek to minimize costs, efforts, and predicted defects while maximizing features associated with previous success.

For example, the SCRUM model of Fig. 5 which is an SPL defining the possible legal configurations of the SCRUM organization framework. As shown on this figure, the SCRUM model contains 128 features and more than 250 constraints. These constraints are so complicated that out of the $2^{128}$ possible solutions less than 2% is valid.

Another model from the SPLOT web site is BILLING. This is a simpler model that defines valid configurations for a billing software system. Containing 88 features and 166 constraints, BILLING is not as large as SCRUM. That said, less than 2% of its $2^{88}$ configurations satisfy its internal constraints.

SPLOT also contains tools for artificially generating models. This feature is useful for stress testing an algorithm by (say) generating models of increasing complexity. We built eight such models:

- In 125FEAT, 250FEAT, 500FEAT and 1000FEAT, the number of features was increased while the ratio of constraints to features was kept constant.
- In 0.25 C.D, 0.75 C.D, 0.50 C.D and 1.00 C.D, the number of features was kept constant (at 500) while the ratio of constraints to features was increased.

These ten models were taken from the SXFM format and converted into the Dimacs format using the FeatureIDE [84]. The Dimacs format is a standard interface to most SAT solvers, through that we have used PicoSAT to extract a database of valid solutions to each.

4.2 Algorithms

SNEAK is implemented in Python 3.8. That code is available on-line [4]. That site contains CSV files listing tens of thousands of solutions to all our models. Those solutions were generated either via PicoSAT v0.6.3 which can be installed via “pip3 install pycosat=0.6.3”. Or through the generative methods from the POM3 and XOMO models.

Acuri and Briand [85] recommend that algorithms need to be compared against some simple baseline. For that purpose, we use a Non Interactive Genetic Algorithm (NGA). This is a simple one-point cross-over genetic algorithm that mutates 1% of the attributes using initial population of 100 valid solutions, and is ran for 100 generations (generating 100 new samples each time). The code for that GA is available at our Github site [5].

For our work with the Araújo et al. system, they did not offer a reproduction package for their work. Hence, we reimplemented their code based on their description [6].

Another under-specified part of the Araújo et al.’s work was how many evaluations they used within their evolutionary algorithms. To say the least, this complicates our ability to compare this work with their results. Hence,

---

3. http://www.splot-research.org/
4. https://github.com/ai-se/sneak
5. https://github.com/ai-se/sneak/blob/main/NGA.ipynb
6. https://github.com/ai-se/sneak/blob/main/BASELINE.ipynb
to be as fair as possible to prior work, we will give Araújo et al. (and NGA) a large evaluation budget (the 100 individuals mutated for 100 generations, as recommended by Golderg [86]).

5 Design and Execution

In order to evaluate how effective is this approach for iSBSE we must measure:

- The number of interactions (i.e. how many times we go to a user to ask questions);
- The size of each interaction (i.e. do we show partial or full solutions to users at each interaction);
- How effective is our search process (measured by the Zitzler predicate in Equation 5).
- How much do humans trust and accept the selected final solution;
- What is the oracle cost of the approach (i.e. scalability both in computational and effort of the oracle).

When using an automatic oracle, all these experiments are repeated 20 times with different random number seeds. For the record, the median runtimes for one repeat (in our largest model with 1000 nodes) were 2 minutes with SNEAK and 162 minutes using Araújo et al. or NGA. As mentioned in the last section, the evaluation budget was under-specified in the rig of Araújo et al. Hence, we take care not to make conclusions based on runtimes between the algorithms.

What is more relevant for iSBSE applications is the oracle cost of running these algorithms. Therefore, we take care below to report the number of interactions as well as the size of each interaction between the algorithm and the oracle.

6 Analysis

6.1 Research Questions

Our results explore three research questions:

- **RQ1**: How effective is SNEAK at finding “good” solutions?
- **RQ2**: How human acceptable are SNEAK’s solutions?
- **RQ3**: Does SNEAK reduce the oracle cost of iSBSE?

6.2 RQ1: How effective is SNEAK at finding “good” solutions?

Fig. 6 shows that when Araújo et al. evaluates its 10,000 candidates, it pauses around 50 times to ask users some questions. As shown in Fig. 6, these questions cover all the attributes in the model. On the other hand, SNEAK pauses around 20 times, and when it does, it asks far fewer questions than Araújo et al.

Fig. 7 comments on the effectiveness of the questions asked by SNEAK. Usually, SNEAK can find results within 2 to 3% of the best solution ever seen for a model. More specifically, in Fig. 7:

- For all models, the simple GA usually performs worse that everything else.
- For Araújo et al., its median scores are better than SNEAK for the unconstrained models (on the left-hand-side). But once we move to models with constraints (i.e. from GROUND, then too the left), SNEAK out-performs Araújo et al. Sometimes, those wins are very large indeed: e.g. see BILLING here SNEAK’s median d2h scores are an order of magnitude better than the other algorithms.
- As to SNEAK, when it loses to Araújo et al., the difference is usually very small (to be precise, the actual d2h performance deltas from the best results are \{1, 2, 3, 3\}%).

Hence our answer to RQ1 is “for large and complex models with many constraints, SNEAK is the clear winner” (of the systems studied here). To be sure, sometimes SNEAK is defeated by other methods– but only by a very small amount and only in simple models (that are both very small and have no constraints).

More importantly, measured in terms of the human cost to find a solution, SNEAK is the clear winner. We say that that cost is number of interactions times number of questions per interaction. Using Fig. 7, we can compare the cost for our different systems. SNEAK’s oracle cost was 4% of Araújo et al. for some models (the unconstrained ones) and less than 1% for others (the constrained ones).
6.3 RQ2: How well accepted are SNEAK’s solutions to experts?

As mentioned in §2.2, users may have preferences for only a tiny fraction of the total space. Hence, it is possible that automated tools like SNEAK will roam far from what a user condones as acceptable. RQ2 checks for that problem.

The following experiment was performed in accordance to North Carolina State University’s Institutional Review Board (protocol #24233). We reached out to our contacts in the Brazilian I.T. community where one manager was kind enough to grant access to 20 of her developers, on the condition we took no more than one hour of their time (for initial briefing and running the experiments).

Our choice of subjects lead to certain decisions for our experimental design. For example, the experiment could not include any execution of the Araújo et al. method (since that was too slow). Also, we had to use a model with attributes that our subjects understood. In consultation with the manager, we reviewed several models (before speaking to subjects) and the decision there was that POM was the most approachable for our subjects.

For this experiment, subjects were selected by their manager. All subjects had at least 4 years of experience in the field and 3 years of experience in being in an agile team. Subjects were made aware that the manager endorsed their participation in this study. No added incentives were offered to subjects except a commitment that if in future they wanted to use the tool, then we would make it freely available and support them for that use. Subjects were guaranteed anonymity and that their manager would not see their specific results (to ensure that, the experiment did not collect logins or names or IP addresses).

Prior to collecting data, we conducted a short (less than 20 minutes) virtual meeting with all 20 participants (which included the manager of that group, who also worked as a subject). Subjects were introduced to the goals of the work and were briefed on the model being used. After that, subjects had 48 hours to complete the experiment and, for that period, they were asked not to talk to each other about their experiences. While performing the experiment, the subjects were observed by one of the authors via Microsoft Teams. These observers did not speak the entire time of the experiment. Subjects installed and ran our software locally on their own machines. During the experiment subjects where shown two configurations (see Fig. 8) and asked to rate each one (using a score 0 to 5, where 0 was worst).

During the experiment, we employed deception. Subjects were told that all solutions came from SNEAK. But actually, one recommendations was generated via picking at random across a space of 10,000 valid solutions. These solutions were presented in a randomized order so that the SNEAK solutions did not always appear in the same place on the screen.

As we can see in Fig. 9 in most cases the experts preferred SNEAK’s solutions. The median score for SNEAK’s solutions was 4 while the median score for randomly selected solutions was 2. Hence for RQ2, we answer “yes, for models we could show to our subjects in their available time, SNEAK’s solutions are acceptable”.

Fig. 6: RQ1 results. Any iSBSE tool will, I times, ask the user about S features. Shown here are the I, S numbers seen in 20 runs (different random number seeds each time).

Fig. 7: RQ1 results. Median $d^{2h}$ values seen over 20 runs (Log scale on Y axis). For a definition of $d^{2h}$, see Equation 5 in §3.2.7. Note that lower values are better.

Fig. 8: Any iSBSE tool will, I times, ask the user about S features. Shown here are the I, S numbers seen in 20 runs (different random number seeds each time). For a definition of $d^{2h}$, see Equation 5 in §3.2.7. Note that lower values are better.
6.4 RQ3: Does SNEAK reduce the oracle cost of iSBSE?

During the RQ2 data collection, we found uniformity across our 20 users. Specifically, we observed that for the POM3A model, our subjects averaged 7.5 seconds per variable evaluation. Using that information, we can offer some estimations on the time required for humans to interact with our models using SNEAK or the Araújo et al. method.

Fig. 10 shows the calculated expected human oracle effort with the assumption of 7.5 seconds to answer questions about a variable. Note that SNEAK requires orders of magnitude less time to process models than our comparison iSBSE system:

- From POM3, SNEAK is 18 times faster;
- For SCRUM, SNEAK is 350 times faster;
- For our largest model with 1000 nodes, SNEAK is 4200 times faster.

6.5 Other Issues

Apart from our research questions, we have other reasons to recommend SNEAK over the methods of Araújo et al.: 100% of all the solutions explored by SNEAK are valid. The reason for this is simple: we let PicoSAT, or the model generative tool, generate valid solutions, then we down-sample from that space.

This is a significant and important feature of SNEAK. Other iSBSE methods can generate far fewer valid solutions when dealing with models containing many constraints. Fig. 4 showed what happens when we take the solutions generated by Araújo et al.’s genetic algorithm \cite{6} for the SPL models, then applied the model constraints to those solutions. As seen in that figure, most of the solutions generated by their methods are not valid (since their genetic algorithm does not take into consideration those constraints to build the new solution).

6.6 Threats to Validity

As with any empirical study, biases can affect the final results. Therefore, any conclusions made from this work must be considered with the following issues in mind:

Evaluation Bias - In our human experiments, we had the participation of 20 software engineers using SNEAK to select for a good POM3A \cite{S1, S2, S3} configuration (a model for exploring the management process of agile development). Although the number of professionals could be higher to provide us a more reliable evaluation of the approach, we have mitigated this through selecting only professionals with at least 4 years of experience in the field and 3 years of experience in being in an agile team.
Another concern is the fact that given the time these professionals conceded to us towards the experiments we had expected them not to be able to complete a run with the baseline algorithm. To mitigate this and provide a fair comparison we used a similar process as the one described by Araújo et al. to evaluate our final solutions. Through this we were able to infer the human oracle effort required by the baseline algorithm as described in RQ4.

**Sampling Bias** - This threatens any empirical study using datasets. i.e., what works here may not work everywhere. For example, we have applied **SNEAK** to two real-life models of different software product lines, six XOMO and POM3 models and eight artificially generated feature models of varying characteristics (see §4.1). However, the behavior of **SNEAK** to very much larger models (i.e., hundreds of thousands of features) still needs to be evaluated.

Another concern is that if the models studied here are “trivial” in some sense, then there may be very little value added by **SNEAK**. We do not believe these these models are trivial for several reasons. Firstly, these models have a very large internal search space. In fact, for all practical purposes, that search space is so large that it cannot be enumerated. Consider, for example the SCRUM model with its 128 binary options. Assuming that the cross-tree constraints wipe out tens of millions of possible solutions, that still leaves a space at least 2^120 solutions. Our experience with PicoSAT is that it takes 12 hours to generate 100 million solutions. Hence 2^120 solutions would require \( \approx 2 \times 10^{25} \) years to enumerate all solutions.

Secondly, as discussed in RQ3, measured in terms of human evaluation time, these models are exceedingly non-trivial. Fig. \( 10 \) reports the time required by humans to evaluate these models. When assisted by tools other than **SNEAK**, humans need all day (8 hours+) to review all the candidates generated by those standard methods.

**Parameter bias** - **SNEAK** is controlled by numerous hyperparameters (see Table \( 3 \)). While this work shows that the selected parameters on Table \( 3 \) are capable of generating solutions as effective as prior state-of-the-art with a much reduced computational and human effort, we believe that future work on the parameter variation may prove to give better results. That said, in defense of our current settings, we note that we can find solutions within 1% to 3% of the best seen in our sample.

**Algorithm bias** - To the best of our knowledge the selected baseline from Araújo et al. was the only available iSBSE tool generic enough to be used as a comparison against **SNEAK**. An adaptation of **SNEAK** to more niche problems in the iSBSE field may prove to be fruitful from a comparison standpoint.

### 7 Discussion: Why does **SNEAK** work?

This section presents a mathematical analysis that suggests that **SNEAK**’s results are not-so-unexpected. This analysis makes several limiting assumptions, which means that its conclusions are an optimistic, best case scenario. Those assumptions are:

- All solutions can be accessed by the optimizer
- The evaluation predicate offers a linear sort over those solutions (i.e. in that sort, item \( i \) is better than item \( i+1 \));
- We are only concerned with the rank of what is found and not the **absolute value** of the distance to the best solution.

Given a linear sort \( l \) of all possible choices, where \( l_i \) is best and \( l_i \) is worse than \( l_{i+1} \), we can compute the confidence \( c \) in finding a choice in the top \( p \) percent of that sort after \( n \) random samples. Since an event \( p \) will not happen after \( n \) trials is \((1-p)^n\), then our confidence in seeing it after \( n \) trials is:

\[
 c = 1 - (1-p)^n
\]

This expression can be re-arranged to find the number of samples required to find a choice:

\[
 n(c,p) = \frac{\log(1 - c)}{\log(1 - p)}
\]

To further reduce \( n \), we note that **SNEAK** does a binary chop through its data. Hence, in a manner similar to Hoare’s quickselect algorithm, we need only explore \( 2 \times \log_2 n \) of the above \( n \) samples.

(Technical note: We evaluate the pair that fall on the boundary points of our divisions, and not all points. Hence we say \( 2 \times \log_2 n \) and not quickselect’s usual case of \( n \) evaluations \( [87] \).)

From Fig. \( 7 \) we see that **SNEAK**’s median distance to heaven (to the top-ranked solution) was 1% to 3%. Therefore, by the above equations, we need less than 20 random samples (with a binary chop) to achieve our results with a 95% confidence since

- \( 2 \times \log_2 ( n(.95, .01) ) = 16.4 \)
- \( 2 \times \log_2 ( n(.95, .03) ) = 13.2 \)

Just to answer the obvious next question, we have tested a dumbed-down version of **SNEAK** that works by doing 20 random selections (and no binary chop). It was not successful (very large variances on the output, median results many times worse than those seen in Fig. \( 7 \)). Clearly, a successful optimizer needs to do more than just 20 pokes into the dark. We conjecture that **SNEAK** works so well because, the models’ goal values are closely associated with the controllable decisions. By recursively clustering the space of decisions, we are effectively imposing a linear sort on the goal values. Hence we are performing something analogous to a stochastic version of Hoare’s quickselect algorithm (albeit, evaluating fewer examples).

### 8 Related Work

With the mathematical support, we say that the results reported in this paper are not completely unreasonable.

8. Quickselect uses a similar approach to quicksort (choosing one items as a pivot and partitioning the data in two based on the pivot) but instead of recursing on both sides, quickselect only recurses into the better side \( [87] \).
Also (again, reasoning very optimistically) the maths also suggests that prior research (that did not use some quickselect method) may have been needlessly complicated a large number of other optimization tasks. That is a speculation that we will need to test, in other domains, in future work.

In other work, the configuration of product lines (e.g. our SCRF model) has been extensively explored in the software configuration literature. Based on our work in that area, we were motivated to explore a different approach. In the configuration literature, models are evaluated by expensive and time-consuming experiments where automatic tools score configurations via functional requirements such as runtime or memory usage. Functional requirements can be assessed automatically (e.g. by running the system and measuring the performance variable of interest). SNEAK arose out of considerations on what happens when the configurations are evaluated on more subjective non-functional requirements (e.g. subjective preferences on how to configure a SCRF project). In that case, we cannot ask a human to evaluate 100s to 1000s of different and complex configurations (due to cognitive overload). Other methods are required (hence, this paper).

Another area of related work is semi-supervised learning. In that approach conclusions are drawn from labels extrapolating from a small number of initial labels. For example, GMM with expectation-maximization algorithms uses a Gaussian mixture model to cluster the data (and uses those clusters to label the data). Further, label propagation algorithms guess labels using a majority vote across the labels seen in nearby examples (or clusters). Label propagation algorithms never update their old labels; on the other hand label spreading algorithms update old labels using feedback from subsequent labeling. The label spreading algorithm iterates on a similarity matrix between examples and normalizes the edge weights by computing the normalized graph of the Laplacian. Most methods, described within the literature on semi-supervised learning deal with labeling problems where we are working towards a single-goal. In this paper, we explore systems with multiple goals.

9 Conclusion

SNEAK addresses a common problem seen in a wide range of iSBSE tools. Specifically, when AI tools find millions of solutions, human preferences must be applied to find which solution are acceptable for the current project. In theory, iSBSE methods can offer assistance for this problem, but the current generation of iSBSE methods ask too many questions to humans. Hence, they may not scale due to human cognitive overload issues.

If the problem is “too many possibilities” then a solution might be to “prune the possibilities”. Here we apply some data mining methods paired with recursive biclustering, and entropy feature weighting. To the best of our knowledge, this has not been explored before in the iSBSE literature.

Pre-experimentally, we were worried that pruning the regions which violate user preferences could also cull options that were essential to the optimization. For the models studied here, this tuned out not to be the case. Compared to the prior state-of-the-art (Araújo et al. [6]), SNEAK was at least as effective and much less expensive. As shown in Fig. 3, SNEAK asks orders of magnitude fewer questions than Araújo et al. In all our runs, SNEAK was able to find solutions within 1% to 3% of the best solutions seen in our samples. Araújo et al., on the other hand performed far worse (see Fig. 7) in the ten complex models (i.e. SCRF, BILLING and the randomly generated ones). For simple models, SNEAK performed similarly to the baseline.

Also, the results found by SNEAK nearly always achieved their acceptance goal by the expert community. In all of the experiments but one (where the Random selection actually selected a solution with better d2h than SNEAK) the human experts preferred the solution provided by SNEAK.

Further, while 100% of SNEAK’s solutions are valid, very few of the solutions found by Araújo et al. satisfied model constraints on the complex SPL models. (see Fig. 3).

Lastly, as seen in the discussion on RQ3 we can estimate the human oracle cost of running SNEAK is far faster than using the other methods studied here. For example, under the assumption that a human oracle requires 7.5 seconds per attribute (to answer questions about different solutions) then compared to Araújo et al.:

- From POM3, SNEAK is 18 times faster;
- For SCRF, SNEAK is 350 times faster;
- For our largest model with 1000 nodes, SNEAK is 4200 times faster.

Given the results, and as stated in the introduction, our conclusion is that SNEAK is a candidate baseline tool against which future iSBSE tools could be compared. Also we suggest to the community that it could be insightful to explore the core hypothesis of this work:

The SNEAK hypothesis: When optimizing a model using human-in-the-loop, data mining methods (that recurses into divisions of the data) do better than evolutionary methods (that evolve multiple candidate solutions over many generations)
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