Construction of Exact Ermakov-Pinney Solutions and Time-Dependent Quantum Oscillators
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The harmonic oscillator with a time-dependent frequency has a family of linear quantum invariants for the time-dependent Schrödinger equation, which are determined by any two independent solutions to the classical equation of motion. Ermakov and Pinney have shown that a general solution to the time-dependent oscillator with an inverse cubic term can be expressed in terms of two independent solutions to the time-dependent oscillator. We explore the connection between linear quantum invariants and the Ermakov-Pinney solution for the time-dependent harmonic oscillator. We advance a novel method to construct Ermakov-Pinney solutions to a class of time-dependent oscillators and the wave functions for the time-dependent Schrödinger equation. We further show that the first and the second Pöschl-Teller potentials belong to a special class of exact time-dependent oscillators. A perturbation method is proposed for any slowly-varying time-dependent frequency.
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I. INTRODUCTION

The harmonic oscillator with a time-dependent frequency has been studied as a classical or quantum model for a dissipative or nonequilibrium system. The Lorentz’s pendulum with a varying length is a simple time-dependent oscillator, whose classical adiabatic invariants were investigated by Chandrasekhar [1] and Littlewood [2]. Each Fourier mode of a massive linear field in a homogeneous, time-dependent spacetime [3] or a charged scalar field in a homogeneous, time-dependent electric field is characterized by a harmonic oscillator with a time-dependent frequency [4]. The charged scalar field in a time-dependent, homogeneous magnetic field is equivalent to that of an infinite system of coupled oscillators for Landau levels [5]. The quantum theory of time-dependent oscillators provides shortcuts to adiabaticity with an important, analytical model [6, 7].

Long before the advent of quantum theory, Ermakov studied the integrability of a nonlinear system with a time-dependent harmonic force with an inverse cubic term, which is now known as the Ermakov invariant [8] (for a review, see Ref. [9]). It was Pinney who found a general solution to the time-dependent oscillator with an inverse cubic term in terms of two independent solutions for the time-dependent harmonic oscillator [10]. Lewis and Riesenfeld introduced a quadratic invariant for a time-dependent oscillator, whose invariant satisfied the quantum Liouville equation and whose eigenstate provided an exact solution to the time-dependent Schrödinger equation [11]. A pair of quantum invariants linear in the momentum and the position operator was introduced by Malkin, Man’ko and Trifonov [12, 13], and independently by one (SPK) of the authors of this paper [14, 15] and also in Ref. [16]. In fact, the quantum invariant pair play roles as the time-dependent annihilation and creation operators for the time-dependent oscillator exactly in the same way as for a static oscillator [17, 18].

In this paper, we explore the connection between the linear quantum invariants and the Ermakov-Pinney solution for a time-dependent harmonic oscillator. The general Ermakov-Pinney solution to the time-dependent oscillator, whose invariant is given by two independent solutions, can be expressed in terms of a complex solution, which leads to a pair of quantum invariant operators playing the roles of time-dependent annihilation and creation operators. The quantization condition determines the phase of the complex solution as a function of the amplitude. This implies that exact time-dependent oscillators can be constructed from the form of the amplitude. We then advance a novel method to find the solutions to the Ermakov-Pinney solutions and the exact time-dependent oscillators. We investigate time-dependent oscillators whose amplitudes for complex solutions are exponentially varying, power-law varying, and oscillating. The hyperbolic and the sinusoidal amplitudes recover the first and the second Pöschl-Teller potentials. Finally, we propose a perturbation method to systematically find solutions for any slowly-varying time-dependent frequency.
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The organization of this paper is as follows. In Section II, we revisit the Ermakov-Pinney solution to a time-dependent oscillator with an inverse cubic term and then show the connection between the Ermakov-Pinney solution and the complex solution for quantization of the time-dependent oscillator. In Section III we use the complex solution to find a pair of linear quantum invariant operators for a time-dependent oscillator, these invariant operators playing the roles of time-dependent annihilation and creation operators. In Section IV, we advance a method to construct the exact Ermakov-Pinney solutions and the quantum invariant operators for time-dependent oscillators and classify the time-dependent frequencies, which exhibit exponential, power-law, oscillatory behaviors and include the first and the second Pöschl-Teller potential. In Section V, we propose a perturbation method and compare its results with the higher-order WKB (Wentzel-Kramers-Brillouin) results.

II. ERMAKOV-PINNEY SOLUTION

More than a century ago Ermakov studied the integrability of the following nonlinear differential equation [8]:

$$\ddot{x}(t) + \omega^2(t)x(t) = \frac{L^2}{x^3(t)},$$

where the last term may come from the angular momentum when \(x\) denotes the radial coordinate in two or higher dimensions under a time-dependent central force \(-\omega^2(t)x\). A Hamiltonian leading to the Ermakov equation may be given by using a time-dependent oscillator with an inverse square potential:

$$H_L(t) = \frac{p^2}{2} + \frac{\omega^2(t)}{2}q^2 + \frac{L^2}{2q^2}.$$  

Pinney found a general solution to Eq. (1), which is given by [10]

$$x(t) = (Au^2(t) + 2Bu(t)v(t) + Cv^2(t))^{1/2},$$

where \(AC \geq B^2\) and \(u\) and \(v\) are two independent solutions to the equation for a linear oscillator

$$\frac{d^2}{dt^2} \left( \begin{array}{c} u(t) \\ v(t) \end{array} \right) + \omega^2(t) \left( \begin{array}{c} u(t) \\ v(t) \end{array} \right) = 0.$$  

Noting that

$$x\ddot{x} = Au\dot{u} + B(v\dot{u} + u\dot{v}) + Cv\dot{v}$$  

and using Eq. (4), we can show that

$$x(\ddot{x} + \omega^2x) = \frac{(\text{Wr}[u, v])^2(AC - B^2)}{x^2}.$$  

Finally, by choosing the constants such that

$$AC - B^2 = \left( \frac{L}{\text{Wr}[u, v]} \right)^2,$$  

we show that Eq. (3), indeed, satisfies the so-called Pinney equation, Eq. (1).

On the other hand, the quantum theory for a linear oscillator \(H_0(t)\) may be considered in connection to the nonlinear oscillator \(H_L(t)\). For that purpose, we may introduce a pair of complex solutions \(w\) and \(w^*\) for \(H_0(t)\) as

$$Au^2 + 2Buv + Cv^2 = ww^*,$$  

where

$$w = \sqrt{Au} + \frac{B - i\sqrt{AC - B^2}}{\sqrt{A}}v, \quad w^* = \text{c.c.};$$

then, we may impose another Wronskian condition (in unit of \(\hbar = 1\))

$$\text{Wr}[w, w^*] = 2i\sqrt{AC - B^2}\text{Wr}[u, v] = i.$$  

The Wronskian condition, Eq. (10), is equal to \( L = 1/2 \) and is necessary for the quantization rule, which will be used to introduce linear quantum invariants in the next section. Setting 

\[
\dot{w}(t) = \xi(t)e^{-i\theta(t)}, \quad \xi = \sqrt{w^*w},
\]

where \( w \) is a complex solution to Eq. (1), and using the Wronskian condition in Eq. (10) 

\[
2\xi^2\dot{\theta} = 1,
\]

we find the equation for \( \xi \)

\[
\ddot{\xi} + \omega^2 \xi = \frac{1}{4\xi^2}.
\]

Then, the complex solution \( \xi \) is given by

\[
w(t) = \xi(t)e^{-i\int \frac{d\theta}{2\xi(t)}}.
\]

Note that \( x = \sqrt{2}\xi \) and that \( G = x^2 \) satisfies the linear equation discovered by Gel’fand and Dikii [12].

### III. CONNECTION TO QUANTUM INVARIANTS

For the time-dependent Schrödinger equation for the Hamiltonian \( H_0(t) \) with \( L = 0 \), Lewis and Riesenfeld found a quadratic invariant operator [11]

\[
\hat{I}_0(t) = \frac{1}{2}\left((\xi\hat{p} - \dot{\xi}\hat{q})^2 + (\frac{\dot{\hat{q}}}{\xi})^2\right),
\]

where \( \xi \) satisfied Eq. (13). In fact, \( \hat{I}_0 \) is a solution to the quantum Liouville equation

\[
i\frac{\partial\hat{I}_0(t)}{\partial t} + [\hat{I}_0(t), \hat{H}_0(t)] = 0.
\]

The quadratic invariant for the Hamiltonian \( \hat{H}_L(t) \) for \( L \neq 0 \) was used to construct the coherent and the squeezed states in Ref. 20.

We now find the connection between the Ermakov-Pinney solutions and the quantum states constructed by using a pair of linear invariants

\[
\hat{a}(t) = i(w^*\hat{p} - \dot{w}^*\hat{q}), \quad \hat{a}^\dagger(t) = -i(\hat{w}\hat{p} - \dot{\hat{w}}\hat{q}),
\]

where \( \hat{p} \) and \( \hat{q} \) are the operators in the Schrödinger picture. The operators \( \hat{a}(t) \) and \( \hat{a}^\dagger(t) \) act as the time-dependent annihilation and creation operators in the interaction picture. We can show a new quadratic invariant of the number operator:

\[
\hat{I}_0 = \frac{1}{2}\left((\xi\hat{p} - \dot{\xi}\hat{q})^2 + (\frac{\dot{\hat{q}}}{\xi})^2\right) = \frac{\omega_0}{2}\left((\xi\hat{p} - \dot{\xi}\hat{q})^2 + (\frac{\dot{\hat{q}}}{\xi})^2\right).
\]

Note that the invariant becomes the Lewis-Riesenfeld invariant when \( \omega_0 = 1 \). The ground state and the excited number states are given by

\[
\hat{a}(t)|0, t\rangle = 0, \quad |n, t\rangle = \frac{(\hat{a}^\dagger(t))^n}{\sqrt{n!}}|0, t\rangle.
\]

The wave function of the number state in Eq. (19) is explicitly given in Eq. (52) of Ref. 18, which in terms of \( \xi \) reads

\[
\Psi_n(q, \xi(t)) = \frac{1}{\sqrt{(2\pi)^{1/2}2^n n!\xi(t)}} e^{-\frac{1}{2}\left(n+\frac{1}{2}\right)\int \frac{d\theta}{2\xi(t)} + H_n\left(\frac{q}{\sqrt{2}\xi(t)}\right)e^{-\frac{1}{2}\left(\frac{q^2}{4\xi(t)} - i\frac{\dot{\xi}(t)}{\xi(t)}q\right)}},
\]
where \( H_n \) is the Hermite polynomial. The wave function in Eq. (20) is the same as Eq. (58) of Ref. [21].

We may introduce a new parametrization of constants as
\[
A = D \cosh re^{-i\phi}, \quad B = D \sinh r, \quad C = D \cosh re^{i\phi},
\]
and express the solution as
\[
w = \sqrt{D} \sqrt{\cosh r} \left( \cosh re^{-i\phi/2} u + (\sinh r - i)v \right).
\]
(22)
The dispersion relations are
\[
\Delta p^2 = \dot{w}^* \dot{w}, \quad \Delta q^2 = w^* w, \quad (\Delta q \Delta p)^2 = (\xi \dot{\xi})^2 + \frac{1}{4}.
\]
(23)
The minimal uncertainty is given by the condition
\[
\dot{\xi} = 0,
\]
(24)
i.e., when \( \xi = \text{constant} \). Owing to Eq. (12), the solution \( w_0 = \xi_0 e^{-it/(2\xi_0^2)} \) for a constant \( \xi_0 \) provides a minimal uncertainty state, and the coherent states constructed from \( w_0 \) have the same minimal uncertainty.

**IV. CONSTRUCTION OF ERMAKOV-PINNEY SOLUTIONS**

We note that \( \xi \dot{\xi} \) measures not only the uncertainty relation in Eq. (23) but also the expectation value
\[
\langle 0, t|\hat{H}_0|0, t \rangle = \frac{1}{2} \dot{\xi}^2 + \frac{\omega^2(t)}{2} \xi^2 + \frac{1}{8\xi^2}.
\]
(25)
In order to use the Ermakov-Pinney solution in finding the exact the time-dependent oscillators, we introduce a measure for the variation of amplitude:
\[
\frac{d\xi^2(t)}{dt} = \epsilon(t).
\]
(26)
Then, using Eqs. (13) and (26), we may determine the frequency:
\[
\omega^2(t) = 1 + \epsilon^2 - 2\epsilon \xi^2 = \frac{4}{\xi^4}.
\]
(27)
The characteristic behavior of \( \xi \), and thereby \( \epsilon \), determines the frequency in Eq. (27) and the Ermakov-Pinney solution in Eq. (1). Below we classify some exact models not only for the Ermakov-Pinney solution but also the corresponding quantum oscillator.

**A. Exponential Behavior**

As the first model, we consider an exponentially-varying amplitude \( \xi^2 = \epsilon_0 e^{\lambda t}/\lambda \) with \( \epsilon = \epsilon_0 e^{\lambda t} \) for \( \lambda \neq 0 \) and \( \epsilon > 0 \), which leads to the frequency
\[
\omega^2(t) = \left( \frac{\lambda}{2\epsilon_0} \right)^2 e^{2\lambda t} - \frac{\lambda^2}{4}.
\]
(28)
For an exponentially-growing (decreasing) amplitude in late (early) time, the frequency crosses the zero at \( t_0 = -\ln(\epsilon_0)/\lambda \) and the characteristic behavior changes from an unstable (stable) motion to a stable (unstable) one due to the change in sign.

The second exponential behavior is provided by \( \xi^2 = \epsilon_0 \tau \cosh(t/\tau) \) and \( \epsilon = \epsilon_0 \sinh(t/\tau) \) for \( \tau \neq 0 \) and \( \epsilon > 0 \). Then, the corresponding frequency is
\[
\omega^2(t) = \frac{1 - \epsilon_0^2}{4(\epsilon_0 \tau)^2 \cosh^2(t/\tau)} - \frac{1}{4\tau^2}.
\]
(29)
Another behavior is given by \( \xi^2 = \epsilon_0 \tau \sinh(t/\tau) \) and \( \epsilon = \epsilon_0 \cosh(t/\tau) \) with the frequency

\[
\omega^2(t) = \frac{1 + \epsilon_0^2}{4(\epsilon_0 \tau)^2} \frac{1}{\sinh^2(t/\tau)} - \frac{1}{4\tau^2}.
\] (30)

In quantum mechanics, the frequency in Eq. (29) or Eq. (30) corresponds to the second Pöschl-Teller potential with a specific energy \[22\]. The algebraic structure of the second Pöschl-Teller potential was studied in Ref. \[23\].

**B. Power-Law Behavior**

The power-law behavior is given by \( \xi^2 = \tau \epsilon_0 / (n+1)(t/\tau)^n+1 \) and \( \epsilon(t) = \epsilon_0(t/\tau)^n \) for \( n \neq -1 \), which leads to the frequency

\[
\omega^2(t) = \frac{(n+1)^2 + \epsilon_0^2(1-n)(n+1)^2(\frac{1}{x})^{2n+2}}{4(\epsilon_0 \tau)^2(\frac{x}{\tau})^{2n+2}}.
\] (31)

Note the cross-over behavior for \( n > 1 \) from a stable motion to an unstable one. No cross-over behavior is seen for \( n \leq 1 \). The positive frequency solution to Eq. (4) is given by the Hankel function

\[
w(t) = \sqrt{\pi t} \, H_{n+1}^{(1)}(\frac{n+1}{2\epsilon_0 \tau} t).
\] (32)

In the case of \( n = 0 \), the frequency takes the form

\[
\omega^2(t) = \frac{1 + \epsilon_0^2}{4(\epsilon_0 t)^2}.
\] (33)

Then, the positive frequency solution is

\[
w = \sqrt{\frac{\epsilon_0 t}{\tau}} e^{-i(\tau/2\epsilon_0) \ln t},
\] (34)

which has the uncertainty relation

\[
(\Delta q \Delta p)^2 = \frac{1}{4} + \frac{\epsilon_0^2}{4}.
\] (35)

In the special case of \( n = -1 \) for \( \xi^2 = \epsilon_0 \tau \ln(t) \) and \( \epsilon = \epsilon_0(\tau/t) \), the frequency becomes

\[
\omega^2(t) = \frac{t^2 + (\epsilon_0 \tau)^2 + 2(\epsilon_0 \tau)^2 \ln(t)}{4(\epsilon_0 \tau t)^2(\ln(t))^2}. \tag{36}
\]

A cross-over time for the behavior of oscillators from an unstable motion to a stable one is seen.

**C. Oscillatory Behavior**

The final model is provided by an oscillating amplitude \( \xi^2 = a + b \cos(2\omega_0 t) \) and \( \epsilon = -2b\omega_0 \sin(2\omega_0 t) \). The corresponding frequency is

\[
\omega^2(t) = \frac{1 - 4(a^2 - b^2)\omega_0^2}{4(a + b \cos(2\omega_0 t))^2} + \omega_0^2.
\] (37)

Another form \( \xi^2 = a + b \sin(2\omega_0 t) \) and \( \epsilon = 2b\omega_0 \cos(2\omega_0 t) \) gives the same form as in Eq. (37) with \( \cos(2\omega_0 t) \) being replaced by \( \sin(2\omega_0 t) \). Note that a linear superposition of \( u = e^{-i\omega_0 t} / \sqrt{2\omega_0} \) and \( u^* \) gives such an oscillatory behavior. The quantum-mechanical problem corresponding to the frequency in Eq. (37) with \( a = 0 \) is the first Pöschl-Teller potential \[22\]. The algebraic structure of the first Pöschl-Teller potential was studied in Ref. \[24\].
V. PERTURBATION METHOD FOR A GENERAL TIME-DEPENDENT FREQUENCY

A question may be raised whether the construction method in Section IV can be applied to a general time-dependent frequency \( \omega(t) \). This question is equivalent to solving explicitly Eq. (4) for any \( \omega(t) \), which goes beyond the theory of linear differential equations. We now propose a perturbation method and compare its results with the higher-order WKB results for a quantum-mechanical system under the mapping \( t = x \).

Equation (27) for constructing frequency may be written as

\[
\left( \frac{1}{2\xi^2} \right)^2 = \omega^2 - f(\xi^2; \epsilon, \dot{\epsilon}),
\]

where \( \xi \) is characterized by the magnitude of \( \omega \) and

\[
f(\xi^2; \epsilon, \dot{\epsilon}) = \frac{\epsilon^2 - 2i\epsilon \xi^2}{4\xi^4}
\]

is characterized by the time scale of the variation of \( \omega \). From the polar form in Eq. (14), we may identify \( \dot{\theta} = 1/2\xi^2 \) of Eq. (38) with the WKB action \( S(x) \) for the quantum-mechanical system. We propose the following iterative scheme:

\[
\left( \frac{1}{2\xi^2(n)} \right)^2 = \omega^2 - f(\xi^2(n-1); \epsilon(n-1), \dot{\epsilon}(n-1)), \quad n = 0, 1, \cdots.
\]

Here, we understand that \( \xi_{(-1)} = \epsilon_{(-1)} = \dot{\epsilon}_{(-1)} = 0 \). The leading approximation

\[
\xi(0) = \frac{1}{\sqrt{2\omega}}
\]

gives the WKB result. The next improved approximation

\[
\frac{1}{2\xi^2(1)} = \omega + \frac{3\omega^2}{8\omega^3} - \frac{\ddot{\omega}}{4\omega^2}
\]

is the sum of the zeroth- and the second-order WKB results \([25]\). The structure of the perturbation series and its comparison with that of the WKB method \([25]\), and the phase-integral method \([26]\) will be addressed in a future publication.

VI. CONCLUSION

We have studied the connection between the Ermakov-Pinney solution for a time-dependent oscillator with an inverse cubic term and the linear quantum invariants for the time-dependent oscillator. A general solution to the Pinney equation has been found in terms of two independent solutions to the time-dependent oscillator. We have shown that a complex solution from the two independent solutions leads to two linear invariant operators for the time-dependent Schrödinger equation, these operators playing the roles of time-dependent annihilation and creation operators. Further, we have introduced a novel method to construct the Ermakov-Pinney solutions for exact time-dependent oscillators and investigated the time-dependent harmonic oscillator models whose amplitudes of the complex solutions exhibit an exponential or power-law or oscillating behavior. In particular, the hyperbolic and the sinusoidal amplitudes recover the first and the second Pöschl-Teller potentials.

An open issue is to show whether or not all known models for time-dependent oscillators or the corresponding quantum problems in configuration space can be constructed through this method, and whether new models beyond those in the literature can be found. A comparison of the perturbation method of this paper with the WKB method and the phase-integral method, a quest for new physics, and an elaboration of the mathematical theory will be subjects to be addressed in future publications.
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