A Deep Learning Framework Discovers Compositional Order and Self-Assembly Pathways in Binary Colloidal Mixtures
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ABSTRACT: Binary colloidal superlattices (BSLs) have demonstrated enormous potential for the design of advanced multifunctional materials that can be synthesized via colloidal self-assembly. However, mechanistic understanding of the three-dimensional self-assembly of BSLs is largely limited due to a lack of tractable strategies for characterizing the many two-component structures that can appear during the self-assembly process. To address this gap, we present a framework for colloidal crystal structure characterization that uses branched graphlet decomposition with deep learning to systematically and quantitatively describe the self-assembly of BSLs at the single-particle level. Branched graphlet decomposition is used to evaluate local structure via high-dimensional neighborhood graphs that quantify both structural order (e.g., body-centered-cubic vs face-centered-cubic) and compositional order (e.g., substitutional defects) of each individual particle. Deep autoencoders are then used to efficiently translate these neighborhood graphs into low-dimensional manifolds from which relationships among neighborhood graphs can be more easily inferred. We demonstrate the framework on in silico systems of DNA-functionalized particles, in which two well-recognized design parameters, particle size ratio and interparticle potential well depth can be adjusted independently. The framework reveals that binary colloidal mixtures with small interparticle size disparities (i.e., A- and B-type particle radius ratios of \( r_A/r_B = 0.8 \) to \( r_A/r_B = 0.95 \)) can promote the self-assembly of defect-free BSLs much more effectively than systems of identically sized particles, as nearly defect-free BCC-CsCl, FCC-CuAu, and IrV crystals are observed in the former case. The framework additionally reveals that size-disparate colloidal mixtures can undergo nonclassical nucleation pathways where BSLs evolve from dense amorphous precursors, instead of directly nucleating from dilute solution. These findings illustrate that the presented characterization framework can assist in enhancing mechanistic understanding of the self-assembly of binary colloidal mixtures, which in turn can pave the way for engineering the growth of defect-free BSLs.
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INTRODUCTION

Binary colloidal superlattices (BSLs), highly ordered crystalline structures that consist of two sublattices formed by two types of particles, have demonstrated significant potential for the design of multifunctional materials with applications in photonics,\textsuperscript{1} optical absorption,\textsuperscript{2} sensing,\textsuperscript{3,4} and catalysis.\textsuperscript{5,6} The spontaneous self-organization central to colloidal self-assembly can allow for “bottom-up” synthesis of BSLs with up to subnanometer precision in an inherently parallelizable and cost-effective manner.\textsuperscript{7−12} Many studies have demonstrated colloidal self-assembly as a viable synthetic route to achieve BSLs.\textsuperscript{13−15} However, colloidal self-assembly is prone to form defective structures that can impact the functional properties of BSLs.\textsuperscript{16} Some of the most commonly observed defective structures include kinetically trapped amorphous aggregates and crystals that contain substitutional defects (i.e., lattices in which A- and B-type particles occupy inconsistent lattice sites).\textsuperscript{13,17}

Particle size ratio and interparticle potential well depth have been postulated as two of the most important design parameters for influencing the self-assembly of BSLs.\textsuperscript{13−15,17} A natural question is whether these design parameters can promote the self-assembly of defect-free BSLs. The answer to this question has not been systematically explored, however, as creating a tractable framework for accurately characterizing the many complex and possibly defective two-component structures that can appear during colloidal self-assembly remains an open challenge. Although many methods for characterizing self-assembled colloidal structures exist in the
literature, the most common methods either (i) heavily rely on the concept of “cut-off” radii to determine local structure and are thus sensitive to thermal fluctuations, (ii) fail to provide quantitative information about particles whose local structure does not correspond to well-defined reference structures or templates, and/or (iii) rely on diffusion mapping methods that can become intractable for systems with large configurational phase spaces. Most importantly, to our knowledge, only two reported characterization methods explicitly account for particle type and, thus, can identify substitutional defects in BSLs. These two methods depend on cutoff radii, diffusion maps, and/or have only been shown to characterize either two-dimensional or very simple three-dimensional lattices.

In this work, we present a framework that employs branched graphlet decomposition with deep learning to address the above challenges for characterizing the self-assembly of three-dimensional BSLs. Branched graphlet decomposition evaluates local structure via “structural” and “compositional” neighborhood graphs that are robust to thermal fluctuations, provide quantitative information about particles whose local structure does not correspond to well-defined reference structures, and explicitly account for particle type. These neighborhood graphs quantify both structural order (i.e., the unit cells within BSLs such as FCC, BCC, and HCP) and compositional order (i.e., how A- and B-type particles are distributed among these unit cell sites). We then use deep autoencoders to efficiently translate the high-dimensional structural and compositional neighborhood graphs into low-dimensional structural and compositional spaces where it is easier to infer relationships among neighborhood graphs. As such, the presented framework can simultaneously characterize the thousands of unique and defective structures that can appear during self-assembly. The framework can distinguish defective, nearly defective, and ordered lattices and can thus precisely elucidate entire complex nucleation pathways.

We demonstrate the characterization framework by systematically investigating the self-assembly of an in silico system of 500 DNA-functionalized particles (DFPs) in which particle size ratios and attractive interactions between A-type and B-type particles can be varied independently. We observe that small increases in particle size disparity can drastically reduce the number of substitutional defects in FCC and HCP lattices while further increasing the size disparity leads to the formation of (nearly) defect-free BCC-CsCl, FCC-CuAu, and IrV crystals. Furthermore, we observe that mixtures of size-disparate colloids that form nearly defect-free BSLs can undergo nonclassical nucleation pathways in which a dense amorphous precursor is formed prior to the final binary crystalline phase. The fine control of colloidal self-assembly using (small) size disparity suggests a promising future research direction for synthesizing defect-free BSLs and the transformation pathway analysis provides a deeper mechanistic understanding of the self-assembly of binary colloidal mixtures.

### METHODS

#### Structural and Compositional Colloidal Characterization Framework

The proposed framework for characterizing the self-assembly of three-dimensional BSLs consists of three steps. In the first step, we implement branched graphlet decomposition to quantify local topology in the form of structural and compositional neighborhood graphs. The second step uses deep autoencoders to reduce the dimensionality of the neighborhood graphs and create structural and compositional low-dimensional spaces. The third step employs agglomerative hierarchical clustering to partition the low-dimensional spaces and assign physically meaningful classifications (e.g., FCC-CuAu, substitutionally defective HCP) to the resulting partitions (see Figure 1).
Neighborhood Graph Construction via Branched Graphlet Decomposition

The first step in characterizing the structure of a given colloidal particle is to establish that particle’s “neighborhood.” We define the neighborhood as a list of particles (and their relative positions) that are considered topologically adjacent to the particle of interest. We employ the methodology described in refs 20 and 31 to obtain particle neighborhoods. The gist of the method is that the convex hull formed by the set of neighboring atoms describes the local structure around an atom. The convex hull, which is represented as a Voronoi cell, is determined from a Delaunay triangulation of the particle of interest and its 18 nearest neighbors (or half the inner shell atoms in FCC and HCP lattices). Because this method avoids the concept of bonds or “cut-off radii” among particles and instead uses a geometry-based, fixed number of particles to establish the neighborhood, it is less sensitive to thermal fluctuations, density gradients, and structural anisotropy than many common structural characterization methods (e.g., Steinhardt bond order parameters, 51 common neighbor analysis). 25

The neighborhood is then used to construct one structural neighborhood graph and two compositional neighborhood graphs that quantify the structural and compositional local topology of the particle of interest. The structural neighborhood graph is composed of all particles in the neighborhood, while the compositional neighborhood graphs are composed of (i) all particles that are of the same species of the particle of interest and (ii) all particles that are of a different species than the particle of interest. Note that this work is tailored toward binary lattices in which only two types of particles exist (e.g., A- and B-type particles). Previous work has used Delaunay triangulation to construct structural neighborhood graphs 20,31 for colloidal characterization. A key contribution here is “branching” the structural neighborhood graphs created by Delaunay triangulation to create two compositional graphs for each particle’s structural neighborhood graph. 25

The structural neighborhood graph alone can be used to identify unit cells within a lattice as FCC, BCC, HCP, etc. The compositional neighborhood graphs, however, can be used to quantify how A- and B-type particles are distributed among the FCC, HCP, and BCC unit cell sites. The compositional neighborhood graphs can thus be used to identify substitutional defects within BSLs. To our knowledge, only two reported characterization methods can explicitly account for particle types within lattice sites. 19,25 In addition to using cutoff radii and only characterizing two-dimensional or simple three-dimensional structures, these methods did not explicitly identify substitutional defects. We evaluate the structural and compositional neighborhood graphs using a graphlet decomposition method that has been successfully implemented for analyzing local structure in various colloidal and biological networks. 20,31,36–39 Graphlets are small, connected, non-isomorphic induced subgraphs of a larger network that contain some number of nodes, k. The k nodes in each graphlet are topologically distinguished by their individual automorphism orbits that account for the symmetries among the nodes in said graphlet. Each graphlet thus contains 1 to k − 1 distinct automorphism orbits. The neighborhood graph is evaluated by computing the frequency of these orbits for a given neighborhood. Note that these frequencies are weighted to account for the fact that the appearance of more complex automorphism orbits can correlate with the appearance of simpler ones. 20,31 In this work, each node is a particle within a neighborhood graph established by the Delaunay triangulation described above. We evaluate the structural and compositional neighborhood graphs using graphlets with 2−5 nodes, as calculations involving larger graphlets quickly become intractable. 20,31 Graphlets with 2−5 nodes display 73 different automorphism orbits. 36 As a result, each particle’s structural and compositional neighborhood graphs is quantified by a 73 × 1 vector, where each entry in the vector refers to the weighted frequency of an automorphism orbit. The structural neighborhood graph thus becomes a 73 × 1 vector, while the two compositional neighborhood graphs are concatenated to form one 146 × 1 vector. From this point forward the term “structural neighborhood graph” will refer to the 73 × 1 vector and the term “compositional neighborhood graph” will refer to the 146 × 1 vector.

We note that heterogeneous graphlet decomposition methods have also been reported in the literature. 40,41 Although these methods explicitly take node type (or in this case, particle type) into account, they can be difficult to implement and computationally expensive, thus requiring several simplifying assumptions to become tractable. The branched graphlet decomposition strategy outlined above is simple, tractable, and does not require any (extra) simplifying assumptions.

Dimensionality Reduction via Deep Autoencoders

The high dimensionality of the neighborhood graphs and nonuniformity in the distances among their discrete entries indicate that dimensionality reduction must be performed to produce a continuous, low-dimensional manifold where relationships among neighborhood graphs can be more intuitively analyzed. We reduce the dimensionality of the structural and compositional neighborhood graphs using a self-supervised deep neural network called an autoencoder. 51,34,36 which is conceptually explained in more detail in Supporting Information (SI) section S1. Specifically, we train two separate autoencoders to create one structural and one compositional low-dimensional space that are subsequently used for structural and compositional classification. We note that diffusion maps are commonly employed for reducing the dimensionality of neighborhood graphs for colloidal characterization. 19,20,26–30,53,42 However, diffusion maps can be computationally intractable for large configurational phase spaces. Diffusion maps further do not provide an explicit functional mapping between the high- and low-dimensional spaces, thereby limiting physical interpretation of the low-dimensional space. As a result, deep-learning-based approaches to dimensionality reduction for colloidal characterization have become increasingly more common. 19,31,32,36–40

This work focuses on how the size ratio and interaction strengths between A- and B-type particles affect the self-assembly of FCC, HCP, BCC, IrVA, IrVB, DCsClA, and DCsC1B-like BSLs from an isothermal in silico system of binary DFPs, with particular attention to the substitutional defects within these target lattices. We seek to use the presented characterization framework to identify substitutionally defective (i.e., structurally ordered, yet compositionally disordered) and defect-free (i.e., structurally and compositionally ordered) versions of these lattices. That is, we look to identify particles whose local environments conform to target structures with and without substitutional defects. To this end, we collected particle position data for isothermal in silico self-assembly trajectories of DFPs over a range of size ratios and interaction potentials. We recorded structural and compositional neighborhood graphs for each particle in each simulation frame according to the branched graphlet decomposition method. We then used only the unique neighborhood graphs (45 032 unique structural neighborhood graphs and 4814 unique compositional neighborhood graphs) to train the structural and compositional autoencoders, respectively. We finally used the structural and compositional autoencoders to translate all unique structural and compositional neighborhood graphs into two separate three-dimensional spaces (see SI section S1 for justification of the size of the low-dimensional space). More details describing the pair potential and system simulations can be found later in the Methods section, while more details describing the autoencoder training can be found in SI section S1.

Partitioning the Low-Dimensional Spaces for Structural and Compositional Classification

We implemented agglomerative hierarchical clustering (with Ward’s linkage) on the low-dimensional data in order to partition the structural and compositional low-dimensional spaces. Although the strategy produces a cluster tree (known as a dendrogram) that shows the hierarchical structure of all 1 to N possible cluster distributions, the process of choosing the “best” number of clusters is somewhat subjective; 31,46,47 see SI section S2 for the justification of the choice of the number of clusters in each low-dimensional space. Since the
Figure 2. Classified colloidal binary superlattices. The A- and B-type particles within a perfect spherical FCC-CuAu lattice are manually swapped over time (i.e., simulation frames). Swap attempts are only accepted if the potential energy of the new configuration is higher than that of the current configuration. (a) The number of like (A-A, B-B) and unlike (A-B) nearest neighbors ($#N_{ij}$) is plotted against the simulation frame number. (b) The presented characterization framework identifies the number of structurally and compositionally ordered (CO) and structurally ordered, yet compositionally disordered (CD) particles in each frame. Note that both the number of CO particles and A-B nearest neighbors $N_{AB}$ decrease over time. (c) Snapshots of lattices where A-type particles are colored blue and B-type particles are colored orange sit above snapshots of lattices that are classified by the characterization framework. In the latter case, CO particles are colored dark red, CD particles are colored light red, and particles that are not structurally ordered are transparent. Frame 0 contains the perfect FCC-CuAu configuration. Frames 20 and 100 contain lattices that have gone through several swapping attempts.

We note that the characterization framework classifies ≈10 near-surface particles in the defect-free lattice in frame 0 in Figure 2b as compositionally disordered. This “misclassification” is a reflection of the fact that the 14 discrete classes used in this work are defined based on the bulk structures. This choice in turn can lead the framework to occasionally misclassify particles near the surface (as these particles can have different neighborhood topologies than bulk particles). To reduce this imprecision, we can define more classes (i.e., label more clusters) that identify surface or near-surface ordered and disordered particles. In fact, we identified such near-surface order in a previous iteration of this work that only focused on structural order.13 We did not view identifying near-surface structural and compositional order as necessary for this work; see SI section S2 for more details.

Colloidal Self-Assembly System Description

The purpose of this work is to use the presented characterization framework to investigate the self-assembly of an in silico system of binary DFPs under various interparticle size ratios and interaction potentials. We describe the pair potential model and resulting molecular dynamics simulations used throughout this work in more detail below.
**Pair Potential Model.** DFPs interact with each other through complementary Watson—Crick base-pairing interactions. As a means of achieving selective binding among DFPs, particles can be functionalized with a blend of two types of DNA strands with complementary concentrations on each particle. By changing the blending ratio of these two types of DNA strands, these “multi-flavored” particles can exhibit a tunable attraction between the like particles while maintaining interactions between unlike pairs. This approach has been shown to induce the crystallization of equally sized particles into BCC, HCP, and FCC structures.

We model the tunable and independent pairwise interactions of DFP colloidal mixtures in this work using the Fermi—Jagla pair potential (see eq 1), which previously has been used to represent binary DFPs effectively in both two and three dimensions. 50,53

\[
\text{Figure 3. (a) Example pair potentials with independent and tunable pairwise interactions } E_{AA}, E_{BB}, \text{ and } E_{AB} \text{ for identically sized particles at } \sigma = 1.0. \text{ The red, blue, and green curves represent } E_{AA} = -0.3\epsilon, E_{BB} = -0.5\epsilon, \text{ and } E_{AB} = -\epsilon. \text{ These epsilon values are achieved by tuning } B_0 \text{ to values of } 0.56, 0.8, \text{ and } 1.32 \text{ respectively. (b) Example pair potential with different particle sizes. Red, blue, and green curves represent particle sizes of } r_A = 0.9, r_{AB} = 0.95, \text{ and } r_B = 1.0. \text{ These sizes are achieved by tuning values of } \sigma \text{ to } 0.9, 0.95, \text{ and } 1.0, \text{ respectively. All parameter values used to create these plots are provided in SI Table S3.}
\]

\[
\text{Figure 4. (a) Crystallization order diagram as a function of particle size ratio, } r^* = r_A/r_B, \text{ and relative like interaction strength, } E_{AA}^* = E_{AA}/E_{AB} (E_{BB}^* = E_{BB}^*/E_{AA}). \text{ MD simulations (see Methods section) are performed at a variety of size ratios and interaction strengths that are indicated by the gray dots. The characterization framework classifies each particle in the final snapshot of each simulation according to SI Table S1. The color bar represents the fraction of structurally ordered (SO) particles in these final snapshots; the fraction calculation is normalized by the number of SO particles in a perfect FCC spherical lattice. Each region within the order diagram is labeled based on the specific classifications of the SO particles. In the compositionally disordered close-packed (CD-CP) region, structurally ordered, yet compositionally disordered (CD) FCC and HCP particles are observed, which form polymorphic and randomly packed lattices. In the FCC-CuAu and HCP-straight region, structurally and compositionally ordered (CO) FCC and HCP particles are observed, which form FCC-CuAu lattices and polymorphic HCP-straight/FCC-CuAu lattices. CO BCC particles are observed in the BCC-CsCl region. In the IrV and DCScl regions, CO IrVA, IrVB, DCSClA, and DCSClB particles are observed, which form CD/CO and amorphous or amorphous particles that are not explicitly identified by the characterization framework. (c) The ratio of the total number of CO particles (N_{CO}) to the total number of SO particles (N_{SO}) is plotted for different size ratios r_A/r_B at E_{AA}/E_{AB} = 0.3. The red, green, pink, and orange bars quantify FCC-CuAu, HCP-straight, CO IrVA/B, and DCSClA/B, respectively. N_{CO}/N_{SO} = 1.0 suggests that all particles within BSLs are structurally and compositionally ordered particles (i.e., defect-free).}
\]
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strength of these interactions, while \( A_1 \) and \( B_1 \) control the interaction range. \( A_2 \) and \( B_2 \) control the separation distance.

\[
U(r/\sigma) = \frac{A_i}{\sigma^3} \left( \frac{\sigma}{r - \sigma/\sqrt{15}} \right)^6 + \frac{A_{ij}}{\sigma^6} \left( 1 + \exp(A_{ij}(r/\sigma - A_2)) \right) - \frac{B_{ij}}{r^6 (1 + \exp(B_i(r/\sigma - B_2)) \right)
\]

To tune interparticle potentials, we keep unlike pair interaction \( E_{AB} \) fixed and vary like interactions \( E_{AA} \) and \( E_{BB} \) independently. The relative like interaction strength \( E_{AA}^r = E_{AA}/E_{AB} \) and \( E_{BB}^r = E_{BB}/E_{AB} \) can thus be adjusted independently from 0.0 to 1.0. We set \( E_{AA}^r = E_{BB}^r = 1.0 \) throughout all simulations unless otherwise noted. Note that setting \( E_{AA}^r = E_{BB}^r = 1.0 \) reduces the multiflavoring to single flavoring, where all particles are identical. Setting \( E_{AA}^r = E_{BB}^r = 0.0 \) makes the system a conventional binary mixture, where A–A and B–B interactions are purely repulsive and only A–B interactions are attractive. On the other hand, the particle size ratio \( r_A/r_B \) is tuned by varying the size of A-type particles within a range of \( r = 0.8–1.0 \) while maintaining the size of B-type particles at \( r = 1.0 \). Setting \( r_A/r_B = 1.0 \) makes the system the same size. Setting \( r_A/r_B = 0.8 \) means B particles are 20% larger than A particles. Figure 3 shows the pair potentials of multiflavored, binary micrometer-sized DFPS with parameter choices similar to those used in this work. These DFPS interact with each other via tunable and independent pairwise interactions \( E_{AA}, E_{BB}, \) and \( E_{AB} \).

Simulation Details. Molecular dynamic (MD) simulations are performed using LAMMPS\textsuperscript{53} in the canonical ensemble. The system contains 500 total particles with a 1:1 mixture ratio of A-type and B-type particles. The interaction strength and size ratio are varied using the pair potential model discussed above. Simulations are performed in a cubic box with periodic conditions applied to all three dimensions, under dilute conditions with number density \( \rho = 0.02\sigma^{-3} \), and using a Langevin thermostat with a time constant \( \tau = 2m\sigma^{-2} \). Each simulation involves \( 1 \times 10^6 \) total time steps where each time step is \( \Delta t = 10^{-3} m \sigma^{-1} \). Each MD simulation is performed at a constant, predetermined temperature suitable for crystallization starting from a random dilute liquid phase, where particles are allowed to evolve spontaneously to form crystals. The entire self-assembly process can be tracked and quantified by the characterization framework demonstrated above. The trajectories generated from these simulations are visualized using Open Visualization Tool (OVITO).\textsuperscript{54}

## RESULTS AND DISCUSSION

### Small Size Disparity Promotes Compositional order of BSLs

In this section, we illustrate that slightly tuning particle size ratio and attractive interaction strength can change the structural order of self-assembled BSLs and can promote the formation of structurally and compositionally ordered (defect-free) BSLs. We demonstrate the effects of small size disparity and interaction strength on mediating the self-assembly of BSLs with the binary in silico system of 500 DFPS discussed in the Methods section. In this system, particle size (i.e., \( r_A \) and \( r_B \)) and interparticle interaction strengths (i.e., \( E_{AA}, E_{BB}, \) and \( E_{AB} \)) can be tuned independently, which provides additional flexibility and control over the self-assembly process in comparison to standard binary colloidal systems.

We use the presented characterization framework to classify each particle within self-assembled BSLs over a range of relative attractive interaction strengths \( E_{AA}^r = E_{AA}/E_{AB} \) (\( E_{BB}^r = E_{BB}/E_{AB} \)) and size ratios \( r^* = r_A/r_B \). Figure 4a shows how size ratio can change the structural order of self-assembled BSLs. At size ratio \( r^* = 1.0 \), the formed BSLs are polymorphic, primarily CD, randomly close-packed FCC/HCP structures. Slightly increasing the size disparity results in the formation of FCC-CuAu or polymorphic FCC-CuAu/HCP-straight BSLs. More interestingly, further increasing the size disparity leads to the formation of two more different BSL structures, IrV and distorted CsCl (DCsCl). These two structures can be viewed as deformed versions of BCC-CsCl, in which the increasing size difference and interaction strength of the two species forces some particles to lie either too far apart or too close to one another (see SI Figure S1). The impact of interaction strength on the formation of IrV or DCCsCl structures suggests that the presence of enthalpic driving forces from pairwise interactions adds a degree of freedom (in addition to size ratio) for mediating the self-assembly of BSLs. Note that the self-assembled BSLs listed here are much richer than systems of hard spheres\textsuperscript{56,57} as well as sticky spheres\textsuperscript{58,59} at similar size ranges, where substitutionally disordered FCC is the most dominant structure.

Figure 4a also shows that an amorphous zone, where particles are trapped in disordered amorphous states, exists for systems of size-disparate particles. We note that polydispersity/ bidispersity are two commonly used parameters for inhibiting crystallization. Crystallization is usually suppressed for systems above 5% polydispersity (or 15% bidispersity).\textsuperscript{59,60} As shown in Figure 4a, crystallization suppression is widely observed at extremely high \( E_{AA}^r \) and becomes more pronounced for colloidal mixtures with larger size disparities. However, well-ordered BSLs can still be assembled at relatively weak \( E_{AA}^r \). These observations reinforce the importance of proper selection of \( E_{AA}^r \) for adopting different structural ordering of BSLs and demonstrate \( E_{AA}^r \) as an important design parameter for promoting or inhibiting crystallization.

More importantly, we observe that a slight increase in size disparity will also change the compositional order of formed BSLs. We first observe that, in the case of identically sized particles, substitutionally defective CD-CP lattices are formed over nearly the entire parameter space (\( E_{AA}^r > 0.2 \)). As \( E_{AA}^r \) increases, the fraction of CO particles within BSLs further decreases (see SI Figure S3). This suggests that the bulk crystals become more and more substitutionally defective, despite the fact that the primary crystals remain structurally ordered. These observations agree well with previous simulation and experimental work that shows that FCC-CuAu crystals change to substitutionally defective FCCs with increasing like-particle interaction strength.\textsuperscript{59} While colloidal mixtures with identically sized particles are prone to form CD BSLs, our simulation results reveal size disparity as an exclusive design parameter that can promote the formation of defect-free BSLs. For mixtures with small size disparity, the CO BSL structure FCC-CuAu can be formed within a much larger parameter space of \( E_{AA}^r \) extended from \( E_{AA}^r = 0.2 \) to \( E_{AA}^r = 0.7 \). Figure 4c quantifies the fraction of identified CO particles within different types of BSLs as a function of size ratio. Defect-free FCC-CuAu BSLs form at a size ratio of \( r^* = 0.95 \) and \( E_{AA}^r = 0.3 \), while substitutionally defective CD-CP lattices form at size ratio \( r^* = 1.0 \). As the size disparity further increases, IrV and DCCsCl, two BSLs that are structurally different than the BCC/FCC/HCP-like lattices, were formed. However, the particles within these lattices are usually CO particles, illustrating the universality of the impact of size disparity for reducing the number of CD particles within BSLs. All of these observations indicate the importance of size disparity, and how small changes in this parameter (at certain
interaction strengths) can radically change the structural and compositional ordering of self-assembled BSLs. Antisite formation penalties provide a plausible explanation for slight size disparity leading to a reduced number of substitutional defects in self-assembled BSLs. It has been previously reported that the antisite formation penalty decreases as $E_{AA}^{*}$ increases for systems of identically sized sticky colloidal particles. In these systems, the relative interaction strength is the main parameter that drives BSL self-assembly. As $E_{AA}^{*}$ increases, less enthalpic penalty is introduced when an A-type particle occupies a site where a B-type particle should be present. We calculated the antisite formation penalty for both identically sized and size-disparate particles (SI Figure S4) and found that a slight size disparity significantly raises the antisite formation penalty. We thus hypothesize that particle size disparity could guide the formation of BSLs at the early stage of nucleation. We use the presented characterization framework to investigate this hypothesis in the next section. Here, we show that size disparity can assist in promoting the formation of defect-free BSLs through unique pathways, such as nonclassical transformations during colloidal self-assembly.

**Figure 5.** (a) Schematic illustration of self-assembly pathways for forming BSLs. The self-assembly of BSLs can occur via either a one-step or two-step nucleation process. (b) Example of a one-step nucleation pathway observed at $E_{AA}^{*} = 0.3$ and $r^* = 0.95$. (c) Example of a two-step nucleation pathway (amorphous-crystal) observed at $E_{AA}^{*} = 0.6$ and $r^* = 0.95$. The self-assembly process is quantified by plotting the fraction of identified structurally ordered (SO) particles (blue curves), structurally and compositionally ordered (CO) particles (red curves), and largest cluster size (dashed gray curves) as a function of time. The inset snapshots show identified crystalline particles at the single-particle level at different times. The particle coloring scheme is same as that of Figure 4b. (d) Quantification of self-assembly pathways for size-disparate systems at size ratio $r_A/r_B = 0.95$. (e) Quantification of self-assembly pathways for identically sized systems at size ratio $r_A/r_B = 1.0$. Plots (d) and (e) show the fraction of SO particles within the largest cluster for different $E_{AA}^{*}$ (color bar), while the insets show the fraction of SO particles ($X_{SO}$) as a function of the fraction of CO particles ($X_{CO}$).

**Probing Self-Assembly and Structural Evolution Processes**

We use the presented characterization framework to show the mechanistic details of how BSLs evolve (or nucleate) from dilute solutions. The characterization framework reveals that BSL nucleation pathways either occur via one-step (classical) or two-step (nonclassical) processes (Figure 5a–c). Figure 5b demonstrates how BSLs can self-assemble by classical one-step nucleation. Here, the fraction of identified SO crystalline particles, the fraction of identified CO particles, and the total largest cluster size are plotted over time. First, a small crystalline nucleus with an FCC-CuAu (CO) structure is formed. This small crystal nucleus then grows into a larger size, and the final stabilized crystal is identical in structure with the initially formed nuclei. Figure 5c shows how the nucleation of BSLs can also proceed by nonclassical two-step nucleation. Here, instead of forming a small crystal nuclei, the particles rapidly form large disordered amorphous aggregates with very few crystalline particles within these clusters. Subsequently, these disordered amorphous clusters evolve into an ordered BSL, as indicated by the continuous growth of identified SO particles.
Figure 5d,e further demonstrates the differences between the nucleation processes of size-disparate and identically sized particles over a broader parameter space of $E^*$.

For colloidal mixtures in which one-step nucleation occurs, the SO crystal fraction grows linearly with the size of the largest cluster. In contrast, for colloidal mixtures in which two-step (amorphous-solid) nucleation occurs, no crystal is identified until the largest cluster size reaches about 80% of the total system size. An abrupt increase in crystal fraction is then observed after this initial amorphous state. Interestingly, we note that the two-step nucleation usually occurs for size-disparate particles and relatively high $E^*$ close to the boundary of amorphous states (other size ratios are provided in SI Figure S5). For this relatively high interaction range ($E^*_A = 0.3$ to $E^*_A = 0.7$), however, identically sized particles usually nucleate via a one-step process and form highly CD crystals. Unlike size-disparate particles that can transform from disordered amorphous clusters into BSls via a diffusionless process, the identically sized particles usually form CD crystalline nuclei quickly at the initial nucleation stage. Such CD nuclei then continuously grow larger in size and remain trapped in substitutionally disordered crystalline phases.

These results illustrate that size-disparate particles can form BSls via a two-step process: particles first aggregate into disordered amorphous clusters and then rearrange into crystalline BSls structures. Note that the observation of two-step nucleation pathways directly contradicts the well-recognized classical nucleation theory (CNT)\(^\text{61,62}\), suggesting a more complex picture of the transformation mechanism for BSls. While CNT is a widely used rule for characterizing nucleation of particles from the solution phase, more and more evidence now supports two-step nucleation’s occurrence in nature.\(^\text{63-67}\) One commonly believed reason for the emergence of two-step nucleation pathways is the supercooling/supersaturation that can occur within colloidal self-assembly systems. In colloidal self-assembly, two-step nucleation has been reported once the liquid is deeply quenched.\(^\text{68}\) In such cases, amorphous aggregates are formed initially before they sluggishly transform into crystals depending on the temperature and cooling rate. Previous work has also suggested that slow particle mobility brought on by supercooling can inhibit crystallization and promote the formation of amorphous aggregates.\(^\text{69}\) The successful transformation from amorphous to crystalline phases is assumed to be caused by an interplay between thermodynamics and kinetics. While the full picture of the emergence of two-step nucleation requires more theoretical calculations, our framework provides a way to efficiently quantify the emergence of well-ordered crystalline nuclei from many defective crystalline nuclei or amorphous aggregates at the particle level. This capability allows us to probe into the self-assembly details of BSls at early nucleation stages under supercooling. Such probing is otherwise not achievable in experiments, as nucleation is usually a rare event that is generally difficult to capture and quantify.

We thus further investigate BSL nucleation to determine the role of supercooling in influencing the observed nucleation pathways. Our simulation results show that, for size-disparate systems that previously underwent two-step nucleation, raising the temperature causes a tendency toward the observation of one-step nucleation pathways that result in well-defined CO crystals (Figure 6). Two-step nucleation usually occurs under moderate supercooling. Under deeper supercooling, more amorphous particles were identified during the self-assembly process. However, even under these highly undercooled conditions, size-disparate particles within dense amorphous aggregates still tend to rearrange into more ordered (but not “well-ordered”) BSL structures, despite the process becoming slower with further lowering of the temperatures. The reduced mobility of the particles in the clusters must significantly impact the kinetics and inhibit the transformation from amorphous to well-defined binary crystalline structures. A similar tendency of suppression of crystallization is observed for identically sized particles (SI Figure S7). However, neither raising nor lowering the temperature improves the formation of defect-free BSls. Mixtures of identically sized particles rather tend to be kinetically trapped in structures that are formed early on during self-assembly, either in highly compositionally disordered BSls or more structurally disordered amorphous aggregates at lower temperatures.

The above analysis has shown that particle size disparity can assist in the formation of defect-free BSls through two unique nucleation pathways: particles either can rearrange from amorphous aggregates into BSls under moderate supercooling or can directly nucleate and grow into larger BSls at higher temperatures. We note that raising the temperature can drive crystallization mechanisms from two-step (nonclassical) to one-step (classical). The observation of such transitions is similar to those previously observed in a NaCl solution\(^\text{70}\) or a Lennard-Jones fluid system.\(^\text{71}\) In the NaCl solution, single-step nucleation is observed before the solution reaches the spinodal regime and two-step nucleation is observed after the solution reaches the spinodal regime. Similarly, in the Lennard-Jones fluid system, a crossover from a classical nucleation regime to a more collective mechanism of freezing is observed, influenced by the existence of a spinodal singularity at higher supercooling. Experimentally, it is also reported that two-step nucleation is widely observed, especially in the DFP systems.\(^\text{72,73}\) Nonetheless, the cooling rate, the quench temperature window, as well as the details of particles can all impact the self-assembly pathways. For instance, the presence of DNA molecules around particles could result in
dramatic sluggishness of rearrangement of amorphous aggregates into crystalline structures due to the presence of hybridization kinetics.\textsuperscript{2} Accordingly, it may be valuable to further investigate the relationship between these parameters and crystallization transition mechanisms to build a proper interpretation of the nucleation of BSLs.

\section*{CONCLUSIONS}

We presented a framework for characterizing the self-assembly of binary colloidal mixtures based on branched graphlet decomposition and deep learning. The characterization framework was demonstrated by investigating the self-assembly of binary mixtures of DNA-functionalized particles while varying two well-recognized design parameters, i.e., particle size ratio and pairwise interaction potential. Our investigation revealed that size disparity at certain interaction potentials can improve the structural diversity of self-assembled BSLs, leading to the formation of BCC-CsCl, FCC-CuAu, IrV, DCsCl, and CD-CP lattices. As a comparison, systems of hard spheres (without presence of pairwise interactions) assemble a limited range of rFCC-like structures. We also found that small A/B particle size ratios can drastically reduce the number of substitutional defects within BSLs and, thus, promote the formation of defect-free BSLs.

The proposed characterization framework can pave the way for systematic and computationally efficient investigation of the underlying mechanisms of the self-assembly of BSLs. Our analysis showed that size-disparate colloidal mixtures can undergo two-step, nonclassical nucleation pathways where BSLs evolve from dense amorphous precursors, instead of directly nucleating from dilute solution in one step. Interestingly, size-disparate mixtures tend to form (nearly) defect-free BSLs, regardless of their adopted nucleation pathway. On the other hand, systems of identically sized particles always follow one-step classical nucleation pathways, but often become kinetically trapped in substitutionally defective structures in the early stage of nucleation. Thus, the fine control of self-assembly of defect-free BSLs using size-disparate particles under given conditions can facilitate potential approaches to engineer defect-free BSLs. The proposed framework can be easily adapted to investigate the underpinning mechanisms of other colloidal self-assembly systems.
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