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Abstract: The eigenvalue based spectrum sensing is a low-cost spectrum sensing method that detects the presence of the licensed user signal in desired frequency. Traditional single-threshold eigenvalue sensing methods, which are widely used in the literature, can exhibit inadequate performance under low SNR and noise uncertainty. Therefore, in this study an eigenvalue-based spectrum sensing method is proposed using a double threshold with the studentized extreme eigenvalue distribution function. The results that threshold values obtained for the proposed method were simulated in Rayleigh fading channels. The results were compared with traditional methods and they were observed to be more accurate.
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1 INTRODUCTION

The studies done by the Federal Communications Commission (FCC) revealed that the spectrum has not been used enough due to traditional fixed spectrum allocation policies [1, 2]. For this reason, in Cognitive Radio (CR) systems, to increase spectrum efficiency the secondary users borrow the remaining spectrum from the primary users. CR has the ability to detect a wide spectrum of the environment that it is in or a specific part of the spectrum [3, 4]. For that reason a successful spectrum sensing is the most important start stage for cognitive radio systems. For executing prospering spectrum sensing performance, many methods based on single threshold methods user are proposed in literature [5, 6]. Due to multi-path fading, noise uncertainty and low SNR, single-threshold methods can perform very poorly [7-13]. To overcome these problems and to increase the probability of detection even at low SNR values, double-threshold spectrum sensing methods have been proposed [13-16]. Among these methods, energy detection has attracted attention for years because of its low calculation cost. The eigenvalue sensing methods are generally preferred, in as much as they do not require any prior knowledge (variance, modulation, channel knowledge) about the noise signal and the primary user signal while using the statistical properties of the signal and noise. Therefore, expressing the statistical properties correctly is quite effective in the performance of the method.

In this study, we use a new eigenvalue distribution function for the dual-threshold eigenvalue based spectrum sensing method. For the proposed method, thresholds equations were obtained, the theoretical analyses were simulated in Rayleigh fading channel and their results were interpreted.

The remainder of this paper is organized as follows. In Section 2, on the double threshold spectrum sensing model with studentized extreme eigenvalue distribution is presented. An eigenvalue-based spectrum sensing method using a double threshold with the studentized extreme eigenvalue distribution is proposed in Section 3. In Section 4, simulation results are presented. Finally, in Section 5, some concluding remarks are made.

In this paper, while the bold letters represent the matrix and the normal letters represent the vectors, (·)', var (·) and $E (\cdot)$ indicates transpose, variance and the mathematical expectation respectively.

2 DOUBLE THRESHOLD SPECTRUM SENSING MODEL

In general terms, spectrum sensing is to determine whether a primary user signal is present in a specific spectrum region that has a limited bandwidth and center frequency $f_c$. This process can be formulated mathematically in the following way, by a binary hypothesis described as follows:

$$H_0 : x(k) = \eta(k)$$

(1)

$$H_1 : x(k) = s(k) + \eta(k)$$

(2)

Where $x(k)$ represents a specific spectrum region. $s(k)$ denotes the primary user's signal, and $\eta(k)$ shows zero-mean, independent and identically distributed (i. i. d.) white Gaussian noise. $H_0$ represents the absence of the primary user mark on the related frequency or the related frequency band is vacant. The $H_1$ hypothesis indicates that primary user signal is present in the current frequency or that the related frequency band is busy.

In traditional spectrum sensing, secondary users decide only if the spectrum is occupied / vacant by looking at a threshold value. In the dual-threshold method, however, there are two thresholds for making this decision. In the relevant method, there are two thresholds as $\gamma_u$ and $\gamma_{up}$ thresholds to measure the reliability of the decision made. As a result of comparing the test statistic (TS) value with the threshold values, it is decided that the spectrum is occupied/vacant. The "confusion region" means that observation is not sufficiently reliable. The aim here is to keep the probability of detection above a certain value even at the lowest SNR. The traditional one-threshold method and the dual-threshold method are shown in Fig. 1 respectively.

Where $\gamma$, $\gamma_u$ and $\gamma_{up}$ denotes threshold in single-threshold systems, lower threshold in double-threshold systems and upper threshold in double-threshold systems respectively. Thereby, $TS > \gamma_{up}$ is the primary user in the
Based on these theorems, when $\gamma_0 < \gamma < \gamma_{wp}$ is present, the spectrum needs to be re-evaluated. This is expressed mathematically, in the following way.

$$\begin{align*}
\text{decision} \\
= \begin{cases} \\
\text{spectrum vacant } TS > \gamma_{wp}, & \gamma > \gamma_{wp} \\
\text{resense spectrum } \gamma_{wp} < TS > \gamma_{wp} \\
\text{spectrum occupied } TS > \gamma_0 & \gamma < \gamma_0
\end{cases}
\end{align*}$$

(a)

$$\gamma_0 \quad \gamma_{wp}$$

(b) Figure 1 Conventional detection method with one threshold (a) Hierarchical spectrum sensing method with double-thresholds method (b)

3 PROPOSED METHOD

In the proposed method, we consider the problem of spectrum sensing with the signals which are detected by a secondary user with $m$ antennas through Rayleigh fading channels. We can express the hypotheses $H_0$ and $H_1$ mathematically as follows [9, 11].

$$x(k) = \Gamma h(k)s(k) + \eta(k), k = 1, 2, \ldots, n$$

(3)

Where $\Gamma = 0$ under $H_0$, $\Gamma = 1$ under $H_1$ and $x(k)$ denotes the signal that the secondary user detects with $m$ antennas. $\eta(k) = [\eta_1(k), \eta_2(k), \ldots, \eta_m(k)]^T$ represents the independent and identically distributed circularly symmetric complex Gaussian (CSCG) white noise with mean zero and covariance $\sigma^2_n I_m$, $n(k) = CN(0, \sigma^2_n I_m)$ with $\sigma^2_n$ being the noise power. $s(k)$ is the deterministic but its instantaneous power unknown primary user signal and $h(k)$ is the Rayleigh fading channel in the way that $h(k) = [h_1(k), h_2(k), \ldots, h_m(k)]^T$. Thus, the statistical covariance matrices of the received signal for $H_0$ and $H_1$ states, are defined as follows.

$$H_0 \rightarrow R_x \cong \frac{1}{n} \sum_{k=1}^{n} x(n)x^T(n) = \begin{bmatrix} r_{11} & \cdots & r_{1m} \\ \vdots & \ddots & \vdots \\ r_{m1} & \cdots & r_{mm} \end{bmatrix}$$

(4)

$$H_1 \rightarrow R_q \cong \frac{1}{n} \sum_{k=1}^{n} q(n)q^T(n) = \begin{bmatrix} r_{11} & \cdots & r_{1m} \\ \vdots & \ddots & \vdots \\ r_{m1} & \cdots & r_{mm} \end{bmatrix}$$

(5)

In this case, let $\lambda_1 < \lambda_2 < \ldots < \lambda_p$ and $\rho_1 < \rho_2 < \ldots, < \rho_p$ denote the eigenvalues of $R_q$ and $R_x$, respectively, where $R_q$ is almost a Wishart random matrix. Spectral decomposition of a random matrix has been studied in mathematics and statistics in recent years, while studies that define the probability density function of the largest eigenvalue of a Wishart random matrix as a closed function have been done [14].

Theorem 1. Assuming that the noise is complex let

$$A(n) = \frac{n}{\sigma_n^2} R_q, \quad \mu_{n,m} = n^{-1} \left( \sqrt{n-1/2} + \sqrt{m-1/2} \right)^2,$$

$$\sigma_{n,m} = \left( \frac{\mu_{n,m}}{n} \right)^{1/2} \left( \frac{1}{\sqrt{n-1/2}} + \frac{1}{\sqrt{m-1/2}} \right)^{1/3}$$

and

$$\mu_{n,m,0} = \rho_{n,m} + a \mu_{n,m,0} \quad \text{is} \quad \sigma_c^2 = \frac{nm}{2 + nm} \left( \mu_{n,m,0}^2 - \mu_{n,m,0}^2 \right),$$

where $b$ and $\sigma_{n,m,0} = b \sigma_{n,m}$ respectively. Therefore

$$\lambda_{\max} \rightarrow A(n) - \mu \quad \text{converge to the Tracy-Widom distribution of order 1 [17].}$$

Theorem 2. Assuming that $\frac{n}{m} = y$ and $0 < y < 1$, then,

$$\lambda_{\min} = \sigma_c^2 \left( 1 - \sqrt{n} \right)^2.$$ Based on these theorems, when $n$ is adequately large, the center values of the largest and smallest eigenvalues are $\frac{\sigma_n^2}{n} \left( \sqrt{n} - \sqrt{m} \right)^2$ and $\frac{\sigma_n^2}{n} \left( \sqrt{n} + \sqrt{m} \right)^2$, respectively [9].

The Tracy-Widom distributions were found by Tracy and Widom. This theorem defines the largest eigenvalue distribution of the covariance matrix of the random hermit matrix. Let $F_{1}$ be the cumulative distribution function (CDF) of the Tracy-Widom distribution of order 1. This distribution function is defined as follows:

$$F_1(t) = \exp \left( \int_{0}^{t} (q(u) + (u-t)q^2(u))du \right)$$

(6)

where $q(u)$ is the solution of the nonlinear Painleye II differential equation and is defined as follows,

$$q^2(u) = uy(u) + 2q^3(u)$$

(7)

The specific values for this function are given in Tab. 1 [9, 10].

| $x$        | $-3.90$ | $-2.78$ | $-1.27$ | $0.45$ | $2.02$ |
|------------|---------|---------|---------|--------|--------|
| $F_1(x)$   | 0.01    | 0.10    | 0.50    | 0.90   | 0.99   |

3.1 Derivation of Upper Threshold Value ($\gamma_{wp}$)

According to the detection theory, the equations of probability of false alarm ($P_{fa}$) and probability of detection ($P_{det}$) are defined by conditional probability conditions that are $P(TS > \gamma_{wp} | H_0)$ and, $P(TS < \gamma_{wp} | H_1)$ respectively. Where, $TS$, $\gamma_{lo}$, $\gamma_{up}$ denote the test statistic and high threshold and low threshold, respectively (Fig. 1). The high
threshold value is calculated in a way similar to the single-threshold method, \( \gamma_{up} \), can be calculated by the following equation:

\[
P_{fa} = P(H_1|H_0) = P\left( \frac{\lambda_{\max}(R_y)}{\lambda_{\min}(R_y)} > \gamma_{up} \right)
\]

(8)

where, to obtain the threshold value one side of the equation must be imitated to the Tracy-Widom distribution of order 1. To this end \( \mu_{n,m,0} \) we \( \sigma_c \) values should be added to both sides of the equation.

\[
P_{fa} = P\left( \frac{\lambda_{\max}(R_y) - \mu_{n,m,0}}{\sigma_c} > \gamma_{up} \left( \frac{\sqrt{n-m} - \mu_{n,m,0}}{\sigma_c} \right) \right)
\]

(9)

\[
P_{fa} = P\left( \frac{\lambda_{\max}(A(n)) - \mu_{n,m,0}}{\sigma_c} > \gamma_{up} \left( \frac{\sqrt{n-m} - \mu_{n,m,0}}{\sigma_c} \right) \right)
\]

(10)

where \( A(n) \) denotes normalization coefficient. Finally, using the survival equation, \( \gamma_{up} \), threshold is calculated as follows [12]:

\[
\gamma_{up} = F_1^{-1}\left( \sigma_c^2 \left( \frac{\sqrt{2+nm}\left(\sigma_{n,m,0}^2 - \mu_{n,m,0}^2\right)}{\sqrt{nm - \mu_{n,m,0}^2}} \right) + \sqrt{n-1/2+\sqrt{m-1/2}} \right)
\]

(11)

As can be seen, \( \gamma_{up} \) does not depend on noise power, it depends on \( n \) and \( m \) and \( P_{fa} \) values.

### 3.2 Derivation of Lower Threshold Value (\( \gamma_{lo} \))

In order to maximize the detection probability of the secondary user, \( P_m \) should not exceed the specified value. In the proposed method, the lower threshold \( \gamma_{lo} \) can be obtained based on the value of the \( P_m \) specified by the FCC. The \( P_m \), probability of detection is as follows:

\[
P_m = P(H_1|H_0) = P\left( \frac{\lambda_{\max}(R_x)}{\lambda_{\min}(R_x)} < \gamma_{lo} \right)
\]

(12)

\[
P_d = 1 - P\left( \frac{\lambda_{\max}(R_x)}{\lambda_{\min}(R_x)} > \gamma_{lo} \right)
\]

(13)

Thereby the smallest and largest eigenvalues of the \( R_x \) are defined as follows:

\[
\lambda_{\max}(R_x) \approx \rho_p + \lambda_{\max}(R_y)
\]

(14)

\[
\lambda_{\min}(R_x) \approx \rho_p + \sigma_q^2
\]

(15)

where \( \rho_p \) and \( \rho_l \) indicates \( \lambda_{\max}(R_x) \) and \( \lambda_{\min}(R_x) \) respectively.

Then:

\[
P_d = 1 - \left( P \left( \rho_p + \lambda_{\max}(R_y) > \gamma_{lo} \left( \rho_l + \sigma_q^2 \right) \right) \right)
\]

(16)

Thus, one side of the equation converges to the Tracy-Widom distribution of order 1. If the survival function is used, \( P_d \) is defined as:

\[
P_d = 1 - \left( 1 - \frac{\left( \gamma_{lo} \left( \rho_l + \sigma_q^2 \right) - \rho_p \right) \frac{n}{\sigma_q^2} - \mu_{n,m,0}}{\sigma_c} \right)
\]

(19)

\[
P_d = \left( \frac{\left( \gamma_{lo} \left( \rho_l + \sigma_q^2 \right) - \rho_p \right) \frac{n}{\sigma_q^2} - \mu_{n,m,0}}{\sigma_c} \right)
\]

(20)

\[
F_1^{-1}\left( P_d \right) = \left( \frac{\left( \gamma_{lo} \left( \rho_l + \sigma_q^2 \right) - \rho_p \right) \frac{n}{\sigma_q^2} - \mu_{n,m,0}}{\sigma_c} \right)
\]

(21)

and finally, \( \gamma_{lo} \) is defined as follows.

\[
\gamma_{lo} = \left( \frac{\left( -2.78\sigma_c + \mu_{n,m,0} \right) \frac{n}{\sigma_q^2} + \rho_p}{\rho_l + \sigma_q^2} \right)
\]

(22)

From the formula, the \( \gamma_{lo} \) is related to the number of samples \( (n) \), number of antennas \( (m) \), the maximum and minimum eigenvalues of the signal covariance matrix (including channel effect) and noise power. There are many studies in the literature to estimate the noise power. Therefore, we used the minimum mean-square error method in this study.

## 4 SIMULATION

The theoretical analyses made were simulated in the MATLAB environment. For \( P_{fa} \) and \( P_m \), the value set by the 802.22 working group was selected (\( P_{fa} = P_m = 0.1 \)). BPSK modulation was applied by having selected the number of receive antennas \( (m = 4) \) in the secondary user. In the simulations, the MME, SEED and the proposed methods (D-SEED) are shown for Rayleigh channel
simulation (SEED indicates 12th reference). Algorithms for Monte Carlo simulation were run 1000 times, and ED method is shown in Fig. 1 for more accurate interpretation of the results.

In the traditional energy sensing method, noise power needs to be known. In practice, the estimated noise power may be different from the actual noise power [9, 15]. For this reason, some uncertainties are in question at the calculation of the noise power. Assuming the estimated noise power is $\hat{\sigma}^2 = \alpha \sigma^2$, the noise uncertainty factor is defined as:

$$B = \max \{10 \log_{10}(\alpha)\} \text{dB} \quad (23)$$

It is assumed that $\alpha$ is evenly distributed in the range of $[-B, B]$. In practice, the noise uncertainty factor at the receiver can normally range from 1 dB to 2 dB [10, 11]. For this reason the simulations are carried out under different noise uncertainty conditions. $P_d$ values for different SNR values are seen in Fig. 2. It is seen that the proposed method increases the performance especially at very low SNR values and the obtained equations are theoretically proved. When looking carefully at Fig. 2, it is seen that the results of D-SEED (theoretical) and D-SEED (simulation) give closer results at high SNR values. This can be explained by Fig. 3.

![Figure 2 Rayleigh channel simulation results: $n = 1000, m = 4, P_{fa} = 0.1, P_d = 0.1$, noise uncertainty = 0 dB](image)

![Figure 3 Number of confusion region versus SNR: noise uncertainty = 0 dB](image)

How many times the algorithm enters the confusion region when it is run 1000 times is given in Fig. 3. Note that the proposed method has entered the uncertainty region 830 times in the presence of $-20$ dB noise. As well as this situation increases the probability of detection, it may have a negative effect to the time of detection. As can also be seen from the graph, the system uses the lower threshold value when the noise level is higher than $-13$ dB. However, the lower threshold value is very close and equal to the upper threshold value when the noise level is less than $-13$ dB. Therefore, it is sufficient to use only the upper threshold value for that system’s correct decision on a certain noise level.

It is important that the upper threshold value is independent of noise power (Eq. (11)), while the lower threshold value is related to noise power in the method (Eq. 22). So, an accurate estimate of the noise power is required in order to calculate the lower threshold value fully. In practice, it is not possible to predict the noise power precisely because of the noise uncertainty.

Variation of threshold values for different SNR values is given in Fig. 4. The scanned area on the graph indicates the confusion region. In the graph, it appears that the system only decides by looking at the upper threshold value after a noise level of $-13$ dB.

![Figure 4 Thresholds variation versus SNR: noise uncertainty = 0 dB](image)

The change in SNR with $P_d$ for noise uncertainty of 2 dB is shown in Fig. 5. As can be seen from the figure, it is clear that the proposed method has better detection performance than the MME and SEED methods. Under the 2 dB noise uncertainty, while the detection probability of the proposed method is 1 at $-12$ dB noise, this value is $-11$ dB for SEED. Fig. 3 and Fig. 5 are considered together, there is a 0.1 point decrease in $P_d$ value due to errors caused by estimating the noise power in the proposed method.

![Figure 5 Rayleigh channel simulation results: $n = 1000, m = 4, P_{fa} = 0.1, P_d = 0.1$, noise uncertainty = 2 dB](image)

The method has been using the lower threshold value until $-13$ dB and the lower threshold value depends on the noise power. Because of that, a large difference in the probability of detection is seen until $-15$ dB level when theoretical and simulation results are compared for suggested method.

Also the detection time for the proposed dual-threshold method is directly related to the noise level. In the simulations, the second threshold usage increases the detection time by 1 ms. Therefore, this time can be calculated by looking at Fig. 3.
5 CONCLUSION

In this study, an eigenvalue-based spectrum sensing method is proposed using a double threshold with the studentized extreme eigenvalue distribution function. The proposed method can be used where radar systems and wireless signal detection are required.

In contrast to the traditional method, a new function was used for the largest eigenvalue distribution of a random hermitian matrix. In general, dual-threshold based methods yield better results than single-threshold detection methods that use the same parameters. However, the application of energy-based and double-threshold based detection under noise uncertainty is not widely used in the literature due to unsteady states. This uncertainty problem is effectively overcome by the eigenvalue-based dual-threshold method. Especially, the dual-threshold eigenvalue based sensing, together with the proposed eigenvalue distribution function offered much better performance than traditional methods in the noise uncertainty conditions. In addition, the proposed method can be used without any prior knowledge of signal characteristic and channel.
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