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The ability to observe the changes that occur at an enzyme active site during electrocatalysis can provide very valuable information for understanding the mechanism and ultimately aid in catalyst design. Herein, we discuss the development of X-ray absorption spectroscopy (XAS) in combination with electrochemistry for operando studies of enzymatic systems. XAS has had a long history of enabling geometric and electronic structural insights into the catalytic active sites of enzymes, however, XAS combined with electrochemistry (XA-SEC) has been exceedingly rare in bioinorganic applications. Herein, we discuss the challenges and opportunities of applying operando XAS to enzymatic electrocatalysts. The challenges due to the low concentration of the photoabsorber and the instability of the protein in the X-ray beam are discussed. Methods for immobilizing enzymes on the electrodes, while maintaining full redox control are highlighted. A case study of combined XAS and electrochemistry applied to a [NiFe] hydrogenase is presented. By entrapping the [NiFe] hydrogenase in a redox polymer, relatively high protein concentrations can be achieved on the electrode surface, while maintaining redox control. Overall, it is demonstrated that the experiments are feasible, but require precise redox control over the majority of the absorber atoms and careful controls to discriminate between electrochemically-driven changes and beam damage. Opportunities for future applications are discussed.

Introduction

Enzymatic X-ray absorption spectroscopy

X-ray absorption spectroscopy (XAS) has had a longstanding and an important impact on our understanding of metalloenzyme active sites.3–14 In particular, the extended X-ray absorption fine structure (EXAFS) region of the spectrum is well known for having provided the first experimental measurements of the
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metal–ligand bond distances in the complex FeMo-cofactor of nitrogenase\textsuperscript{11,14–16} and in the Mn\textsubscript{4}CaO\textsubscript{5} oxygen evolving complex (OEC) of photosystem II (PSII).\textsuperscript{17,18} While in both cases, the EXAFS data could not provide a definitive three-dimensional topological model, for both systems, EXAFS was able to provide average metal–ligand bond distances with high accuracy (∼0.02 Å) and importantly, several decades before the first crystal structures of either enzyme was reported.\textsuperscript{19,20}

Much of the power of XAS lies in its ability to provide element specific information about changes in the oxidation state and the metrical parameters of a given photoabsorber. For instance, XAS has been utilized at both the Mo and Fe K-edges in order to obtain geometric and electronic structural information about the FeMo-cofactor and correspondingly at the Mn and Ca K-edges for the OEC.\textsuperscript{21–32} The resultant data provide information about the average oxidation state of each metal and the identity, coordination number and distances of the ligands coordinated to the selected metal, allowing for a relatively detailed picture of the active site geometric and electronic structure to be derived. As such, XAS is of particular utility for the characterization of reactive intermediates in an enzyme’s catalytic cycle. The OEC of PSII is perhaps the most well-characterized example, in large part because laser flashing allows one to discretely advance from the resting state to the various intermediate “S states” of the catalytic cycle.\textsuperscript{33} However, in addition to the OEC, the intermediates in a wide range of metalloproteins have been characterized by XAS. These include the Fe and Mo sites of nitrogenase intermediates,\textsuperscript{34,35} the binuclear iron sites in soluble methane monoxygenase\textsuperscript{36,37} and ribonucleotide reductases,\textsuperscript{38–41} the trinuclear copper site in laccase,\textsuperscript{42} and the Ni site in methyl coenzyme M reductase,\textsuperscript{43} to name only a few. In almost all cases, the enzymes are prepared utilizing freeze quench methods to stop the reaction at a desired time point and enable the measurement of the XAS in the frozen state (most typically at LN\textsubscript{2} or LHe temperatures). Measurements of enzymes at cryogenic temperatures are particularly desirable as this helps limit the rate of X-ray beam induced radiation damage. Low temperatures also limit the thermal disorder contributions, thus simplifying the analysis of EXAFS data. While such an approach has led to the characterization of numerous enzyme intermediates, it is limited by the fact that it does not capture the dynamics of an operating catalyst. In this regard, XAS studies of enzymes under operating conditions are of great interest. While \textit{operando} XAS of heterogeneous catalysts has seen increasing application in recent years,\textsuperscript{44–46} applications to enzymes remain very limited.\textsuperscript{47} One area of potentially great utility for \textit{operando} XAS studies of enzymes is the application of spectroelectrochemistry (SEC). In the next sections, we provide a brief overview of the motivation for SEC, the advantages of combining SEC with XAS (XA-SEC) and the challenges associated with it. We then describe recent literature reports of XA-SEC to enzymes and molecular models and report our own recent application of XA-SEC to the enzyme hydrogenase. Finally, we provide a road map for future applications of XA-SEC to enzymes, with an emphasis on sample requirements and optimizing experimental design. We hope that this discussion will provide the scientific community with key principles to help guide the design of future XA-SEC experiments.
Spectroelectrochemistry: challenges and opportunities

Spectroelectrochemistry is a technique that combines two classical methods, electrochemistry and spectroscopy. The first concept of a spectroelectrochemical experiment was reported over 50 years ago, and since that time a large variety of spectroscopic methods combined with electrochemistry have been reported. Spectroscopic techniques include for example UV/Vis, Raman, IR, and X-ray based spectroscopic techniques. Electrochemistry by itself is a technique that enables one to determine reaction kinetics, the catalytic activity, and to understand the stability of the system and its behavior towards substrates or inhibitors under the reaction conditions. Nevertheless, electrochemistry only provides activity measurements. Hence, in order to obtain information about the electronic and geometric changes that take place in an operating catalytic system, electrochemistry may be utilized in combination with spectroscopic techniques, as noted above. Accordingly, a spectroelectrochemical experiment can provide a collaborative outcome between spectroscopic and electrical signals that helps to explain the process occurring at the electrode. Therefore, spectroelectrochemical experiments can enable a more qualitative, and in some cases quantitative, picture of the thermodynamic, molecular, and mechanistic aspects of the system under study.

Despite these clear advantages, spectroelectrochemistry also presents several limitations. While the low sensitivity of electrochemical methods allows for fast or even extremely fast measurements, these low concentrations result, in most cases, in long spectroscopic measurement times. Another limitation at the moment of writing this manuscript, is that there are very few commercial spectroelectrochemical setups available. Hence, usually each spectroscopic technique requires the design of a specialized spectroelectrochemical cell, which might impose non-ideal electrode geometries, electrolyte composition, volume, etc. Moreover, the choice of solvents, supporting electrolytes, and electrode materials can be limited by the requirements of the spectroscopic methods. Another limitation to be considered in SEC, is that the incident electromagnetic radiation can cause physical and chemical changes to the sample, which are not related to pure electrochemical processes. This is particularly relevant for X-ray spectroscopy, where sample damage induced by the incident beam may cause the formation of the species which are unrelated to the actual mechanism, but may nevertheless affect the electrochemical results. This requires carefully designed experimental protocols, which will be discussed further in a subsequent section.

Given the many advantages of SEC and the ability of XAS to provide element specific access to changes in geometric and electronic structure, the appeal of XAS-SEC is clear. However, for the study of enzymes, X-ray absorption SEC can be particularly challenging. For homogeneous catalysts in solution, one possible way of performing SEC is by bulk electrolysis. This works well with small molecules, but such experiments become very inefficient for large and slowly diffusing enzymes, making the use of redox mediators a requirement. If one is aiming to study a catalytic system under turnover conditions, having enzyme, substrate and mediators freely diffusing will result in most of the cases, in a very complex system to analyze, or require impractical amounts of enzyme. A possible solution is to immobilize the enzyme on the electrode surface in a configuration where
direct electron transfer (DET) between enzyme and electrode can be established. This technique, called protein film electrochemistry (PFE), can be used in combination with spectroscopy, but it introduces additional challenges to the experiment. The main limitation of combining PFE with spectroscopy, especially when the spectroscopic technique aims at the metal center of the enzyme, is that the relatively large molecular weight of the protein backbone imposes a limitation on the maximum concentration of absorber that can be reached on the electrode surface. PFE on flat electrode surfaces usually are in the range of a few picomol cm\(^{-2}\) of enzyme,\(^{71,72}\) well below the detection limit of a typical XAS experiment. Porous or nanostructured electrodes can be used to compensate for the low enzyme coverage. Another important aspect to consider when combining PFE with SEC, is that the signal response to the applied potential will be proportional to the amount of enzyme that is within a direct electron transfer regime.\(^{73,74}\) This is not trivial for many enzymes, where the electrons will tunnel to the enzyme only when the enzyme is adequately oriented on the electrode surface. It is therefore desirable to efficiently wire the enzyme to the electrode to maximize the changes in the spectra induced by the applied potential. This is particularly relevant for XAS experiments, where the expected shifts on the absorption edge can, in some cases, be very subtle. Porous electrodes, carbon nanotubes, and conductive polymers can be used to favor electron transfer between enzymes and the electrode and should be considered when planning SEC. The final challenge imposed in XA-SEC experiments on enzymes is that, in order to achieve \textit{operando} conditions, the measurements usually have to be carried in liquid water-based electrolyte, which typically means room temperature or minimally above freezing. Many enzymes, and in particular their active sites, are sensitive to X-ray photodamage, which can be minimized by measuring frozen samples at cryogenic temperatures, which is clearly not possible in \textit{operando} SEC studies. As a result, very few XA-SEC experiments have been reported in bioinorganic chemistry. In the next sections, we briefly review the cases where XAS and electrochemistry experiments have been reported on enzymes and molecular catalysts.

**XA-SEC in the literature**

XAS is often used in combination with electrochemical measurements for studies on heterogeneous catalysts, and several recent reviews have summarized the field of \textit{in situ} and \textit{operando} XA-SEC.\(^{44-46}\) In contrast, only relatively few reports of XA-SEC on molecular or enzymatic catalysts have been published to date. Here, we briefly review these reports.

One of the first XA-SEC studies on a molecular system came from Pushkar and co-workers,\(^{75}\) where they measured a Ru(bda) catalyst (bda is 2,2'-bipyridine-6,6'-dicarboxylate) that is catalytically active for the oxygen evolution reaction. They immobilized the catalyst on a porous indium tin oxide (ITO). Their \textit{in situ} Ru K-edge EXAFS analysis allowed for the detection and characterization of the key 7-coordinate Ru(V)\(\rightarrow\)O intermediate state.

Recently, Crespillo and co-workers\(^{47}\) reported an \textit{operando} XAS study of bilirubin oxidase from \textit{Myrothecium verrucaria} (MvBOD). They illustrated the evolution of a redox reaction by probing the Cu K-edge of this copper-containing oxidoreductase. The protein was absorbed on a carbon nanoparticle mesoporous electrode in order to increase the protein coverage on the electrode. XA-
SEC measurements provided valuable information about the Cu ions within the enzymatic structure of MvBOD and shed light on its role in the catalytic activity for the oxygen reduction reaction, highlighting the importance of doing these experiments under spectroelectrochemical operando conditions.

In another study, Bhattacharyya et al., reported operando XAS of heme-based biomolecules. They performed Fe K-edge XAS studies in homogenous conditions under electrochemical control simultaneously measuring cyclic voltammetry. They identified that the axial coordination and spin state of the iron active center are closely related to the redox response. Nevertheless, it is clear that these measurements posed experimental challenges. Close inspection of the reported data indicate that proper normalization of the Fe K-edge spectra could not be achieved and thus make it difficult to assess whether the observed differences are due to changes induced by the applied potential and/or differences in the background/normalization.

In another study, Liang and co-workers published an in situ/operando XAS study of nickel phthalocyanine (NiPc) supported on carbon nanotubes as molecularly dispersed electrocatalysts (MDEs) that are active for CO₂ reduction to CO. Their Ni K-edge XAS analysis allowed them to understand how molecular engineering modulates the electrocatalytic properties of NiPc MDEs. Furthermore, they were able to identify a reduction site, where the first step reduction was located on the phthalocyanine ligand, whereas the second reduction was partially on the Ni center.

Lassalle-Kaiser et al., designed a transmission cell for time-resolved XAS under electrochemical control. Combined with a fast scanning monochromator, they could monitor the changes on a Fe solution, with good signal-to-noise spectra for measuring times as short as 5 s, but with the limitation of using a 20 mM Fe solution, a concentration that cannot be reached with most enzymes.

We have also shown that in situ XAS can be used to identify reactive intermediates on a molecular Ru water oxidation complex, using a XA-SEC cell to titrate complexes in solution while measuring XAS. The extremely reactive nature of the Ru(v) intermediate required low temperatures and rapid collecting methods. Additionally, given the broad nature of the spectra at the Ru K-edge, we complemented the results with EPR spectroscopy.

The lack of more XA-SEC studies on molecular and enzymatic systems are indicative of how challenging these experiments are. Further development of this technique is necessary, so that in the future it can be utilized in a more routine and straightforward manner. This need motivated the XA-SEC studies on [NiFe] hydrogenase, which are reported in the section that follows.

Brief introduction to [NiFe] hydrogenases

Since [NiFe] hydrogenases are well studied using different spectroscopic, as well as spectroelectrochemical techniques, we used this enzyme as a model system to see if we could observe electronic and geometric changes that occur during electrocatalysis by utilizing XAS spectra. The possibility of loading the enzyme into a redox polymer allows the enzyme surface concentration to be increased in order to enable its detectability by XAS.

In this brief introduction to [NiFe] hydrogenases, we want to highlight the most relevant aspects for understanding the measured X-ray spectra.
Hydrogenases catalyze the H₂ oxidation in a reversible manner. The active site of [NiFe] hydrogenases (Fig. 1A), consists of a sulfur bridged bimetallic mixed Ni-Fe active-center with an open coordination site on the Ni ion, where the substrates (H₂ and H⁺), as well as inhibitors (O₂, CO) can bind. The Ni ion is coordinated by four cysteinyl thiolate ligands, where two of them are bridging to the iron ion and two others are bound to the Ni in a terminal fashion. The iron ion is coordinated by three diatomic inorganic ligands (CO and CN⁻) forming octahedral site symmetry. The bridging ligand coordinating to the Ni and the Fe changes identity depending on the redox state of the enzyme. [NiFe] hydrogenases contain chain iron sulfur clusters, which link the active site electronically with the surface of the protein, allowing for fast electron transfer (ET) during catalysis. The Fe ion remains formally in a divalent configuration throughout the catalytic cycle.

The active site changes in [NiFe] hydrogenases thus occur largely on the Ni ion (Fig. 1B), which changes its oxidation state and geometry during catalysis. The [NiFe] hydrogenase from DvMF is oxygen sensitive, but in its inactive form (Ni-A and Ni-B) is oxygen resistant. The Ni in these oxidized states is in a trivalent Ni electronic configuration organized in distorted square-pyramidal (C₄ᵥ) geometry. Upon one-electron reduction the activation occurs, resulting in an active Ni-Sla with a divalent Ni ion. The first step of the catalytic cycle is the reaction of...
H\textsubscript{2} with Ni-SI\textsubscript{a} state, which results in heterolytic H\textsubscript{2} cleavage to generate the Ni-R state with a bridging hydridre in the [Ni(n)Fe(n)] active site, where Ni is organized in a distorted square-planar geometry ($D_{4h}$).\cite{86} In the next step of the catalytic cycle, one proton and one electron is removed, forming the Ni-C intermediate, which retains a bridging hydridre in the [Ni(m)Fe(n)] active site and consists of an [4Fe4S]\textsuperscript{1+} cluster.\cite{87} The final step of the catalytic cycle is believed to be a proton and ET from the bridging hydridre in the Ni-C resulting in the Ni-L intermediate formation (with [Ni(l)Fe(n)] active site configuration with an open bridge position)\cite{88} and finally regenerating the Ni-SI\textsubscript{a} state.

## Results and discussion

**Operando XAS study of Desulfovibrio vulgaris Miyazaki F [NiFe] hydrogenase in a redox polymer matrix**

Before performing the operando measurements, it is important to first establish the changes that may be expected during the catalytic cycle by measuring reference samples. In order to do this the reference samples 1, 2, and 3 were first characterized by FTIR. FTIR characterization of the reference frozen solution of [NiFe] hydrogenase was carried out to quantify the relative distribution of redox states contributing to each of the three samples. Through using FTIR, CO and CN\textsuperscript{-} ligands coordinated directly to the iron ion at the active center of [NiFe] hydrogenase were probed. These ligands are very sensitive to the electronic changes at the active center of [NiFe] hydrogenase due to their strong $\pi$-accepting character (with decreasing oxidation state at the [NiFe] hydrogenase active center greater back-donation of the charge from metal to ligand occurs, hence causing the CN and CO stretching modes to shift to lower frequencies). Thus, by FTIR spectra indirect information about the oxidation state of the metals at the active center can be derived. The band positions for the different redox states of the Desulfovibrio vulgaris Miyazaki F (DvMF) [NiFe] hydrogenase have been identified and assigned previously.\cite{89}

The area under the FTIR spectral peaks has been used to estimate the sample composition. For the as isolated sample 1 (Fig. 2), it was found that two intermediate states were present, with 81% Ni-B and 19% Ni-SI, (Table 1). Upon enzyme incubation in H\textsubscript{2} (sample 2, Fig. 2) 70% of Ni-R, 25% of Ni-C, and 5% of Ni-SI, were present. [NiFe] hydrogenase reduced with viologen ($E = -300$ mV vs. SHE) and NaDT (with the redox couple potential of $-420$ mV vs. SHE at pH 7, sample 3) yields Ni-C ($\sim 70\%$), and Ni-R ($\sim 25\%$), and very little (5%) Ni-SI,. Furthermore, based on this FTIR-derived sample composition, the average oxidation state at the Ni center is 2.78, 2.25, and 2.70 (Table 1) for sample 1, 2, and 3, respectively. This analysis is based on assuming formal trivalent oxidation states for Ni-B and Ni-C, and formal divalent oxidation states for Ni-R and Ni-SI, as summarized in Table 1. Based on the sample compositions, we thus expect changes in both the Ni oxidation state, coordination number, and local site symmetry, which should be observable by Ni K-edge XAS.

Fig. 3 shows the Ni K-edge XAS of 1, 2 and 3. While differences are observed, the Ni(n) rich sample 2 actually has the highest energy pre-edge and rising edge feature, while the Ni(m) rich complexes 1 and 3 have lower energy pre-edge and rising edge features (Table 2). This is due to the cancelling effects of changes in oxidation and site symmetry (as discussed in the ESI\textsuperscript{†}) and highlights the
importance of measuring reference samples to highlight the expected limits that may be observed during XA-SEC.

Operando XAS spectroelectrochemistry

[NiFe] hydrogenase entrapped in the redox polymer on a GC electrode (Fig. 4, pink line) exhibits one pre-edge feature at 8333.0 eV. The Ni K-edge arises at 8342.8 eV (Table 3). The observed changes in shape and the intensity of the Ni K-edge of hydrogel film indicate that the local geometry of the Ni active center is modulated upon electrode preparation, as compared to reference sample 1, suggesting a more distorted tetrahedral configuration ($T_d$).

The Ni K-edge XAS spectrum of the DvMF [NiFe] hydrogenase-polymer-modified electrode at open circuit potential (OCP), in phosphate buffer pH 7
saturated with H₂ is shown in Fig. 5. The spectra were measured after 1 hour of H₂ saturated electrolyte flow to activate and let the polymer equilibrate with the buffer. Ni K-edge XAS collected at OCP and H₂ flow exhibit a pre-edge feature at 8333.0 eV. The pre-edge intensity subtly increases and the edge shifts 1.0 eV toward lower energy (Fig. 5, Table 3 and ESI, Fig. S6†), and its intensity slightly decreases indicating a similar trend observed for the frozen solution of [NiFe] hydrogenase incubated for 4 hours with H₂ (Fig. 3). However, the shape of the edge line is still sharper than those observed for the reference sample. The observed Ni K-edge may be a result of a shorter enzyme contact time with H₂, or that the enzyme in the presence of the viologen polymer experiences a different redox potential and therefore the ratio of states is different than under H₂ without the polymer. The spectroelectrochemical experiment started at +200 mV where catalytic current for H₂ oxidation was observed (Fig. 5B and C). The Ni K-edge spectrum at this high potential shows a subtle shift (~0.2 eV) towards higher energy on the Ni K-edge line (Fig. 5, Table 3 and ESI Fig. S7†), suggesting either subtle sample oxidation or subtle geometry changes at the active center. At ~400 mV, the pre-edge feature gains intensity and the edge shifts 1.1 eV toward lower energy, and loses intensity (Fig. 5, Table 3 and ESI, Fig. S8†). This suggests

Table 2  Ni K-edge XAS features of the [NiFe] hydrogenase reference frozen solutions presented in Fig. 3

| Sample | 1s → 3d pre-edge energy (eV) | Edge energy (E₀, eV) | Edge energy at half-height (eV) |
|--------|-----------------------------|---------------------|-------------------------------|
| 1      | 8331.9                      | 8338.7              | 8340.5                        |
| 2      | 8332.3                      | 8339.1              | 8340.9                        |
| 3      | 8332.0                      | 8341.7              | 8341.8                        |

Fig. 3  Ni K-edge XAS spectra of [NiFe] hydrogenase from DvMF as isolated 1 (black line), incubated 4 hours with H₂ 2 (red line) and reduced with NaDT/viologen 3 (blue line) measured at 10 K at SSRL 9-3 beamline. Blue asterisk corresponds to the energy edge at 8339 eV energy.
reduction of the Ni center and a change of the symmetry around the Ni ion. The resulting spectrum is similar to sample 2, which contained mostly Ni-R. Increasing the potential back to +200 mV leaves spectra very similar to the previous one, showing reversibility of the process, something that would be incompatible with beam damage (Table 3). These spectra are also similar to the Ni-C rich spectrum measured at low temperature (sample 3, Fig. 3 and S13†). The pre-edge feature remains at the same position for all measured conditions. Only subtle changes in its intensity have been observed, indicating minor changes in symmetry of Ni at the active site. These results are in agreement with what was observed using a transmission optically transparent thin layer (OTTLE) FTIR cell, where it was found that when [NiFe] hydrogenase is activated and trapped in the polymer, it can access just the catalytically active reduced state such as Ni$^{II}$−Sla, Ni$^{III}$-C, and Ni$^{II}$-R, since the redox potential of the electron carrier, the viologen, is not positive enough to oxidize the enzyme back to Ni-B. The previously reported FTIR SEC experiments were done in the absence of H$_2$. Under H$_2$ oxidation turnover conditions, the ratio of these states will be different. Additionally, kinetic modelling of the diffusion-reaction processes of a thick polymer-enzyme film

| Conditions of X-ray studies | Edge energy ($E_0$, eV) | Edge energy at half-height (eV) | Edge intensity at 8349 eV |
|-----------------------------|-------------------------|--------------------------------|--------------------------|
| Dry hydrogel film           | 8342.8                  | 8343.0                         | 1.24                     |
| OCP, H$_2$                  | 8341.8                  | 8342.5                         | 1.22                     |
| $E = +200$ mV vs. SHE, H$_2$| 8342.0                  | 8342.3                         | 1.20                     |
| $E = -400$ mV vs. SHE, H$_2$| 8340.9                  | 8341.1                         | 1.12                     |
| $E = -150$ mV vs. SHE, H$_2$| 8341.4                  | 8342.5                         | 1.23                     |
| $E = +200$ mV vs. SHE, H$_2$| 8342.0                  | 8342.3                         | 1.20                     |

![Ni K-edge XAS spectra collected at 298 K at SAMBA Soleil beamline for a hydrogel film with [NiFe] hydrogenase from DvMF on GC electrode (pink line), and reference frozen solution of 1 (black line) measured at 10 K at SSRL 9-3 beamline.](image)
under turnover conditions has predicted the simultaneous formation of catalytic layers with non-catalytic layers within the film, meaning that only a fraction of the enzyme is involved in catalysis due to the diffusion limitation of electrons and H2 through the polymer film. Since the XAS probes the whole film, the data analysis of such a system becomes very complex. Taking all the results into account, it appears that a mixture of Ni-R and Ni-C is present at \( E = -400 \text{ mV} \) (red line), at \( E = -150 \text{ mV} \) (violet line), at \( E = +200 \text{ mV} \) vs. SHE (dark cyan line). (B) Cyclic voltammogram (CV) of a GC electrode with a [NiFe] hydrogenase hydrogel in phosphate buffer at \( pH = 7 \) and H2 flow. Measured at room temperature and 20 mV s\(^{-1}\) of scan rate. The colored arrows indicate at what potential X-ray operando measurements have been conducted. (C) Chronoamperometry (CA) experiments showing H2 evolution and H2 oxidation currents, measured at \( E = +200 \text{ mV} \) (blue line), at \( E = -400 \text{ mV} \) (red line), at \( E = -150 \text{ mV} \) (violet line), and at \( E = +200 \text{ mV} \) (dark cyan line). The horizontal dashed lines on CV and CA indicates a zero line current.

Fig. 5  (A) Ni K-edge XAS spectra collected at 298 K at SAMBA Soleil beamline for a hydrogel film with [NiFe] hydrogenase from DvMF on GC electrode, measured upon the flow of phosphate electrolyte \( pH = 7 \) saturated with H2 and OCP (green line), at \( E = +200 \text{ mV} \) (blue line), at \( E = -400 \text{ mV} \) (red line), at \( E = -150 \text{ mV} \) (violet line), at \( E = +200 \text{ mV} \) vs. SHE (dark cyan line). (B) Cyclic voltammogram (CV) of a GC electrode with a [NiFe] hydrogenase hydrogel in phosphate buffer at \( pH = 7 \) and H2 flow. Measured at room temperature and 20 mV s\(^{-1}\) of scan rate. The colored arrows indicate at what potential X-ray operando measurements have been conducted. (C) Chronoamperometry (CA) experiments showing H2 evolution and H2 oxidation currents, measured at \( E = +200 \text{ mV} \) (blue line), at \( E = -400 \text{ mV} \) (red line), at \( E = -150 \text{ mV} \) (violet line), and at \( E = +200 \text{ mV} \) (dark cyan line). The horizontal dashed lines on CV and CA indicates a zero line current.

...under turnover conditions has predicted the simultaneous formation of catalytic layers with non-catalytic layers within the film, meaning that only a fraction of the enzyme is involved in catalysis due to the diffusion limitation of electrons and H2 through the polymer film. Since the XAS probes the whole film, the data analysis of such a system becomes very complex. Taking all the results into account, it appears that a mixture of Ni-R and Ni-C is present at \( -400 \text{ mV} \), where the Ni-R intermediate dominates the spectra.

The catalytic H2 oxidation current measured during multiple-steps chronoamperometry experiments display stable catalytic currents of \( \approx 21 \mu \text{A cm}^{-2} \) for H2 oxidation, lower than what has been reported on a rotating disk electrode (RDE). This may be a result of limiting the H2 supply in the flow cell, compared to the RDE setup. The CV measured after operando XAS studies indicates \( \approx 34\% \) loss in the H2 oxidation activity (ESI, Fig. S14†). This can be explained by the fact that during the whole course of the experiment the enzyme-polymer film is slowly washed off the electrode surface while flowing electrolyte through the spectroelectrochemical flow-cell.

These experiments demonstrate that operando electrochemical X-ray experiments are possible, although extremely challenging. The use of polymer films yields an adequate protein loading. We note that our present data suggests that...
measurements of a monolayer are not currently possible (see ESI†). While the polymer films circumvent this issue, the formation of catalytic and non-catalytic layers associated with H₂ and redox gradients, and the complexity of the changes around the Ni ion in the [NiFe] hydrogenase during the catalytic cycle, complicate the data analysis. Furthermore, these investigations indicate that the XA-SEC spectroelectrochemical experiments require precise redox control over the majority of the studied metal centers, to maximize the response of the spectra to the applied potential. Additionally, careful controls are required to distinguish between electrochemically driven changes and enzyme degradation, either just as a result of enzyme instability or induced by the X-ray beam.

Recommendations and concluding remarks

In this section, we want to offer the reader a step-by-step guide on how to plan and execute XA-SEC experiments on enzymes.

As we have stated already in this article, measuring XA-SEC on an enzyme immobilized on an electrode surface is challenging, so it is advisable to gather some relevant information before collecting SEC data. Finding existing literature XAS/EXAFS data, and/or measuring the XAS/EXAFS of the studied protein in solution and at low temperature (as well as chemically reduced/oxidized, if experimentally possible) will on the one hand serve as a good reference of the undamaged protein and on the other hand indicate the expected range of changes that could be observed during the SEC experiment.

The next step is to design the SEC cell. As stated above, the experiment will be carried out in fluorescence mode. There are several factors that can be used to maximize the signal that reaches the detector in such a configuration. Defocusing the beam, or the use of rather large beam sizes has the advantage of exposing an increased electrode area, and therefore the amount of absorber. In this sense, bending magnet or wiggler beamlines are better suited to these experiments than beamlines using an undulator insertion device. An advantage of a defocused beam is that the dose per area unit is lowered, which may, to a certain extent, help to prevent beam damage on the sample. Another advantage is that a large beam averages the signal over the electrode surface and minimizes the effect of enzyme film inhomogeneity. On the other hand, the use of large beam spots requires the use of large electrodes. Employing a large working electrode requires the use of an even larger counter electrode. Building such electrochemical cells has to be done with extreme care, and the cell geometry has to be designed so that the applied electrode potential is homogeneous over the whole working electrode surface, to ensure that the whole sample is measured at the same applied electrochemical conditions.

While ideally we would place the electrode at 45° to the beam, decreasing the angle between electrode and beam will result in an increase of effective area of the electrode being probed. Grazing incidence XAS may be particularly useful for measuring electrodes that have been modified with thick enzyme-modified layers (e.g. porous materials, redox polymers and in general composite electrodes). Such configurations could yield layered structures, resulting from electron or substrate/products diffusion limitations through the film, where the enzyme could assume different electronic structures depending on the position of the enzyme in the film, which could be studied by varying the grazing angle.⁹¹
The shape of the window should be carefully designed based on the aforementioned criteria, considering the beam path and the projected size of the beam on the electrode. The materials used to construct the cell have to be free of interfering metals that could contribute to the spectra and be compatible with the used electrolytes.

For air-sensitive proteins, the cell has to be designed in such a way that it can be loaded and operated at the facilities available in the synchrotron. Gloveboxes are usually available at most synchrotrons, but the beamline is usually open to air and may be located far from the glovebox. Consider designing a cell that is gas-tight, that can be assembled in the glovebox and then can be anaerobically sealed for transfer to the beamline. If it is a flow cell, the tubes and pump system should be gas-tight and leak-safe to be operated on the beamline.

At the beamline, the first step is to align the cell with the beam and optimize detector positioning. Since in most cases one will be working with a very weak fluorescence signal, a large solid state detector with reasonable energy resolution for rejection of background scattering signals is very helpful. Low-pass Z-1 filters in combination with Soller slits may be utilized to further reject scattering contributions. The distance between sample and detector has to be carefully selected to optimize the counts reaching the detector. Unless working at high energies, the SEC cell will block the beam almost completely, making it difficult to measure a reference foil at the same time as the sample. In such cases, one should remember to measure a reference foil regularly during the beam time, or alternatively, one can utilize a scattering reference upstream in which a portion of the incident beam is deflected to a reference foil just outside the primary beam path.

The next step is to scan the cell surface (preferably using a filter to attenuate the beam and prevent any beam damage during these steps) in order to map the location of the sample on the electrode. Then at a given spot, one measures quick XAS scans, without any attenuating beam filters in order to evaluate how quickly the sample degrades. This can be judged by comparing the edge with reference samples measured at low temperature, and by observing how fast the XAS spectrum shape changes. Usually, the beam will induce metal reduction, which manifests by a shift of the edge to lower energies, but depending on the nature of the damage, changes in the pre-edge region or even in the white line intensity can also be observed. If the spectra are not changing over time, but the shape is different than what was measured for the reference sample at low temperature, this may indicate that the first measured spectra is already damaged. In that case, one should attenuate the beam with carbon or aluminum filters, and/or defocus the beam, and repeat the damage scans to find the exposure limit for a given position of the beam on the electrode. Then the XA-SEC experiment can begin. During the measurements it is advisable to keep track of the beam positions on the electrode that have been irradiated.

Regarding the system to be studied, it is important to have an optimized protein attachment protocol to the electrode surface that yields not only satisfactory electrode coverage, but also great stability of the protein film, since the SEC experiment will require long measuring times. When using redox active matrices (such as polymer films) for increasing the enzyme loading, the film thickness should be adjusted to avoid the concomitant formation of catalytic and non-catalytic layers. Homogeneous distribution of reaction rates, of concentrations and of redox states within the film are desired and obtained when catalysis
is limiting the overall current output. This can be verified by comparing the current for different film thicknesses and is typically attainable for film thicknesses below 10 µm for hydrogenase modified dendrimer films, which are more homogeneous than polymer films at low thicknesses.

Performing experiments with dynamic systems and under turnover conditions, means that the spectra will represent steady state conditions. These types of experiments are useful to identify rate-limiting reaction steps and could be also used to investigate inactivation processes or enzyme degradation pathways under turnover conditions.

Summary

Herein, we have briefly examined the possibilities of XA-SEC and reviewed the very few reports where this technique has been utilized on enzymes and molecular catalysts. We identified the challenges associated with XA-SEC experiments, such as low concentration of the photoabsorber and the instability of the protein in the X-ray beam. Further, we have highlighted the importance of the methods of enzyme immobilization, in order to obtain satisfactory electrode coverage and stability, while maintaining full redox control. Overall, we have demonstrated that the XA-SEC experiments are feasible, but require careful controls to discriminate between electrochemically-driven changes and enzyme degradation as a result of either enzyme instability and/or beam induced damage. Finally, we provided a road map for future applications of XA-SEC to enzymes, as well as the key principles to provide guidance in the experimental design. Further developments of this technique are still necessary so that in the future it can be utilized in a more routine and straightforward manner.
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