Two-Stage Spatiotemporal Time Series Modelling Approach for Rice Yield Prediction & Advanced Agroecosystem Management
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Abstract: A robust forecast of rice yields is of great importance for medium-to-long-term planning and decision-making in cereal production, from regional to national level. Incorporation of spatially correlated adjacent effects in forecasting models in general, results in accurate forecast. The Space Time Autoregressive Moving Average (STARMA) is the most popular class of model in linear spatiotemporal time series modelling. However, STARMA cannot process nonlinear spatiotemporal relationships in datasets. Alternately, Time Delay Neural Network (TDNN) is a most popular machine learning algorithm to model the nonlinear pattern in data. To overcome these limitations, two-stage STARMA approach was developed to predict rice yield in some of the most intensive national rice agroecosystems in India. The Mean Absolute Percentage Errors value of proposed STARMA-II approach is lower compared to Autoregressive Moving Average (ARIMA) and STARMA model in all examined districts, while the Diebold-Mariano test confirmed that STARMA-II model is significantly different from classical approaches. The proposed STARMA-II approach is promising alternative to classical linear and nonlinear spatiotemporal time series models for estimating mixed linear and nonlinear patterns and can be advanced tool for mid-to-long-term sustainable planning and management of crop yields and patterns in agroecosystems, i.e., food supply and demand from local to regional levels.
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1. Introduction

Recent studies show that global agri-food production has changed dramatically due to climate change and its impact on environmental resources [1], which will also affect global food security in the coming decades [2]. It has been projected that some of the agroecosystems most vulnerable to climate change are located in South Asian low-income and lower-altitude countries, which could experience a 30% decline in cereal yields by 2059 compared to 2001 [2]. The development and implementation of successful adaptation policies and strategies that increase the resilience of agroecosystems to climate change are therefore crucial for food supply and security, especially for the most widely grown and consumed commodities.
Rice (*Oryza sativa* L.) is the most common food for more than half of the world’s total population and hence it is a key pillar for food security. After maize and wheat, rice has been the most cultivated (162 Mha) and produced (755 Mt) cereal worldwide [3] for decades. Almost 90% of the world’s rice is grown in China and India. Rice is one of the highest consumed commodities in India having highest area under cultivation, which alone accounts for 55% of the total global production [4]. Crop productivity prediction can be of great help in mid-to-long-term interventions and adaptation strategies, especially under the influence of climate change that reduces rice productivity [2]. Consequently, spatiotemporal modelling of rice yield across different, but climatologically closely related (i.e., adjacent) agroecosystems could help to understand the trends in rice cultivation to make the future roadmaps, as well as to assess the impact on the rice supply and demand at both national and regional markets. With this importance, yield of rice, as a model crop has been chosen for this study.

Most naturally-occurring phenomena are influenced by the adjacent effects, which are systematically connected spatiotemporally. The spatiotemporal time series data and their modelling approaches are emerging in many scientific areas, notably geo-statistics [5], earth sciences [6], remote sensing [7], socioeconomics [8], and/or agroenvironmental studies, [1,9]. Many studies report that incorporation of spatiotemporal information will enhance the effectiveness of statistical modelling under consideration [10–14]. The autoregressive and moving average components of univariate time series lagged in both space and time is referred as Space Time Autoregressive Moving Average (STARMA) model [15–17]. The spatial information on different locations are considered by incorporating spatial weight matrix developed through different weighting schemes. Due to computational difficulties and availabilities of secondary data on spatiotemporal phenomenon, the spatiotemporal time series modelling was a less exploited area of research. In univariate time series modelling, autocorrelation between the successive observations over a period is characterized and to model these kinds of series, the Box-Jenkins Autoregressive Moving Average (ARIMA) [18] model is the most commonly used model [19]. On other hand, spatially auto-correlated time series information can be modelled using STARMA model. The STARMA model was first used in the early 1980s and its methodological developments were delineated in numerous studies [15,16,20–24].

The ARIMA model is the most commonly used model in time series data analysis, due to its inability to model spatial dependence in time series data; however, its applications are limited in spatiotemporal modelling. Contrarily, the STARMA model is widely used in spatiotemporal time series forecasting due to its robust model building properties, which follows the Box-Jenkins methodology in the process of model building. One of the main drawbacks of classical STARMA model is its linear form of the model thus being unable to capture the nonlinear spatiotemporal pattern present in the data set. In real word, most of the space time series data are nonlinear and/or combination of linear and nonlinear data patterns. On the other hand, in the last decade, artificial intelligence (AI) techniques have been widely used in modelling and forecasting of time series data. Among AI techniques, Time Delay Neural Network (TDNN) is one of the most commonly used time series analyses [25,26]. However, for time series data that contain both linear and nonlinear patterns, neither STARMA nor TDNN are suitable for modelling and prediction, since the STARMA model cannot deal with nonlinear relationships, while the TDNN model alone is unable to process both linear and nonlinear patterns equally.

Some studies related to spatiotemporal time series modelling based on Zhang’s univariate hybrid methodology [27] tried to delineate both linear and nonlinear data relationships [28–33]. For instance, [34] developed space time neural network to model the nonlinear spatiotemporal time series data, while [35] combined the generalized space time autoregressive (GSTAR) model with ANN to model the space time series.

Next, [31,32] developed a two stage time series modeling approach using Autoregressive Moving Average model with Exogenous weather variables and ANN and Support Vector machine for predicting rice yield at one district level. Machine learning approaches
have also been used to develop crop weather models and explained the most influential weather variables. For instance, [36] compared the performance of linear and nonlinear regression models in terms of R² and Root Mean Square Error and confirmed that Support Vector Regression and Random Forest are able to perform comparatively better than linear models of Principle Component Regression and Ridge Regression in assessing the impact of climate on crop yield. In the same study, the accuracy of Random Forest regression has been highlighted and its superiority in handling data with multicollinearity and extracting nonlinear interactions. In addition, [37] developed hybrid STARMA model for modelling and forecasting spatiotemporal rainfall data. Therefore, in this study an attempt has been made to develop a novel two-stage STARMA approach for modelling and predicting rice yields in the agroecosystems of 13 districts of Andhra Pradesh state, India by considering spatiotemporal effects of adjacent districts based on spatial weight matrix data. The results presented will be of great importance to all stakeholders involved in the cultivation, planning and management of rice and other agri-food products, from farms to national authorities, especially in diverse and dynamic agro-ecosystems.

2. Materials and Methods

2.1. Description of Existing Models

2.1.1. The STARMA Model

The STARMA model [20], is given as follows:

\[
Z(t) = \sum_{k=1}^{p} \sum_{l=0}^{k} \phi_{kl} W_l Z(t-k) - \sum_{k=1}^{q} \sum_{l=0}^{k} \theta_{kl} W_l \epsilon(t-k) + \epsilon(t)
\]  

(1)

where \( z(t) = [z_1(t), \ldots, z_N(t)]' \) is a N × 1 vector of observations at time \( t = 1, \ldots, T \), \( p \) is the autoregressive order (AR) with respect to temporal lag, \( q \) is the moving average order (MA) with respect to temporal lag, \( \lambda_k \) is the spatial order of the \( k \)th AR term, \( m_k \) is the spatial order of the \( k \)th MA term, \( \phi_{kl} \) is the AR parameter at temporal lag \( k \) and spatial lag \( l \) (scalar), \( \theta_{kl} \) is the MA parameter at temporal lag \( k \) and spatial lag \( l \) (scalar) and \( W(l) \) is the N × N weighting matrix for the spatial order \( l \). The random error vector \( \epsilon(t) = [\epsilon_1(t), \epsilon_2(t), \ldots, \epsilon_N(t)]' \) is normally distributed at time \( t \) with \( E[\epsilon(t)] = 0, E[\epsilon(t)\epsilon'(t+s)] = \begin{cases} 0, & \text{if } s = 0 \\ \sigma^2 I_N, & \text{if } s > 0 \end{cases} \). Like univariate Box-Jenkins univariate ARIMA methodology, the STARMA model building process also has three stages of model building viz., identification, estimation and diagnostic checking. The spatiotemporal correlation in the data set is tested using multivariate Box-Peirce non-correlation test, if correlation exists then, stationarity of the series is determined by covariance structure of \( Z(t) \), if it does not change with time and every \( Z(t) \) lies inside the unit root circle i.e., the STAR model is invertible and STARMA models are stationary. Once, the data is found to be spatially correlated and stationary then the model orders are determined using significant space time autocorrelation function (STACF) and space time partial autocorrelation function (STPACF) spikes. After model order determination, the model is estimated using MLE followed by diagnostic checking of residuals by multivariate Box-Peirce non-correlation test. After the successful model building, model performance is evaluated using mean absolute percentage error (MAPE) as follows:

\[
\text{MAPE} = \frac{1}{n} \sum_{t=1}^{n} \left| \frac{Y_t - \hat{Y}_t}{Y_t} \right|
\]

(2)

where, \( Y_t \) is the Actual value, \( \hat{Y}_t \) is the predicted value and \( n \) is the number of observations.

In STARMA model building, defining of spatial weight matrix is the most critical, and in this study first order spatial weight matrix is developed based on linear correlation coefficient between nearest adjacent effects.
2.1.2. The ARIMA Model

Box and Jenkins ARIMA is most popular model in univariate time series modelling [18], often referred to as combination of autoregressive and moving average components and expressed as follows;

\[ \varnothing(B)(1-B)^d Y_t = \theta(B) \varepsilon_t \]  

\[ Y_t = \varnothing_1 Y_{t-1} + \varnothing_2 Y_{t-2} + \cdots + \varnothing_p Y_{t-p} + \varepsilon_t - \theta_1 \varepsilon_{t-1} - \theta_2 \varepsilon_{t-2} - \cdots - \theta_q \varepsilon_{t-q} \]  

where, \( Y_t \) is the time series, \( \varnothing_i \) and \( \theta_i \) are model parameters, \( \varepsilon_t \) is random error, \( p \) is number of autoregressive terms, \( q \) is number of lagged forecast errors and \( B \) is the backshift operator such that, \( BY_t = Y_{t-1} \). The ARIMA model building consists of three stages, viz. Identification, estimation and diagnostic checking.

2.1.3. The TDNN Model

The TDNN structure comprises of input, hidden and output layer, input information in multilayer perceptron is processed using sigmoidal activation function in input to hidden layers, whereas identity function is used hidden to output layer. The back propagation algorithm is used to efficiently train the TDNN following a gradient descent approach that exploits the chain rule of error reducing. The time series phenomenon for ANN can be mathematically modelled using neural network with implicit functional representation of a multi-layer feed forward time delay neural network is expressed as follows.

\[ Y_t = a_0 + \sum_{j=1}^{q} a_{ij} g(\beta_{ij} + \sum_{i=1}^{p} \beta_{ij} Y_{t-i}) + \varepsilon_t \]  

where, \( a_{ij} (j = 0, 1, 2, \ldots, q) \) and \( \beta_{ij} (i = 0, 1, 2, \ldots, p, j = 0, 1, 2, \ldots, q) \) are the model parameters, also called the synopsis weights, \( p \) is the number of input nodes, \( q \) is the number of hidden nodes and \( g \) is the activation function. The objective of training is to minimize the error function between the predicted value and the actual value is expressed as follows;

\[ E = \frac{1}{N} \sum_{t=1}^{N} (\varepsilon_t)^2 = \frac{1}{N} \sum_{t=1}^{N} \left( X_t - \left( w_0 + \left( \sum_{j=1}^{Q} w_{ij} g\left( w_{ij} + \sum_{i=1}^{p} w_{ij} X_{t-i} \right) \right) \right) \right)^2 \]  

where \( N \) is the total number of error terms. The parameters of the neural network \( W_{ij} \) are changed by a number of changes in \( \Delta w_{ij} \) as \( \Delta w_{ij} = -\eta \frac{\partial E}{\partial w_{ij}} \), where, \( \eta \) is the learning rate [27,28].

2.2. Description of Proposed Two-Stage STARMA (STARMA-II) Approach

Since the STARMA is not able to capture the nonlinear spatiotemporal relationships, the TDNN has its own advantages in modelling nonlinear time series, but neither of them are suitable for both situations. The data is a combination of both linear and nonlinear components; \( Z_t = L_t + N_t \) where the nonlinear part is estimated as the residuals of the model i.e., \( \varepsilon_t = Z_t - \hat{L}_t \), \( \hat{L}_t \) is the forecasted spatiotemporal value and thus a two-stage approach is proposed in this study to model the mixed linear and non-linear spatiotemporal relationship, as depicted in Figure 1.

Briefly, in the first phase, the space time series is modelled using the STARMA model and diagnostically tested using the multivariate Box-Pierce test. If this test is not significant, the procedure ends with the adjustment of the STARMA model and the transition to out-of-sample prediction (Figure 1). In the second stage, when the residuals are significant, the BDS test [38] is used to test for the nonlinearity of the residuals. If the residuals are found to be significant, the TDNN model is fitted to the residuals to obtain the fitted values.
(Figure 2). Finally, the TDNN fitted residuals are combined with the STARMA fitted values to obtain the final spatiotemporal forecast, where the final model can be expressed as:

\[ \hat{Z}_t = \hat{L}_t + \hat{N}_t \]

where \( \hat{N}_t \) is the predicted residuals by TDNN model. The proposed two-stage approach is named as STARMA-II further in the study.

**Figure 1.** General framework of two-stage spatiotemporal time series methodology.

**Figure 2.** Schematic representation of two-stage STARMA-II approach.

### 2.3. Testing of the STARMA-II Approach

The Diebold-Mariano (DM) test is used to determine the significant differences among the performance of two different models based on the residual values of two models [39]. The residuals of both models are \( e_1 \) and \( e \), the \( d_i \) is defined as \( d_i = |e_1| - |e_2| \) and the auto-covariance function \( \gamma_k \) is given as:

\[ \gamma_k = \frac{1}{n} \sum_{i=k+1}^{n} (d_i - \bar{d})(d_{i-k} - \bar{d}) \]
Finally, the DM test statistic can be expressed as:

\[ DM = \frac{J}{\sqrt{n} + 2\sum_{h=1}^{n-1} \gamma_h} \]  

where \( h = n^{1/3} + 1 \).

For testing of hypothesis, the null Hypothesis 0 (H0) and alternative Hypothesis 1 (H1) are defined as follows; null hypothesis: \( E(d) = 0 \) or the forecast accuracy is same for two methods and alternative hypothesis is \( E(d) \neq 0 \), or the forecast accuracy is different for two methods.

2.4. Study Area Description and Input Data Used in Modelling

Geographical map of study area, the State of Andhra Pradesh (AP), India is shown in Figure 3. The selected geographical area comprises 13 intensively rice-producing districts (agroecosystems), making AP the seventh largest producer state with the second highest productivity (3539 kg/ha) of rice in India [40]. Rice yield data from these selected agroecosystems were collected for the period from 1991–1992 to 2019–2020 from the Directorate of Economics and Statistics, Andhra Pradesh, India. Rice yield data from 1991–1992 to 2015–2016 were used as training data set, while data from 2016–2017 to 2019–2020 were used as testing data set. Summary statistics of the rice yield spatiotemporal time series under consideration is given in Table S1.

![Figure 3. Study area map of the examined area, Andhra Pradesh, India.](image)

3. Results

3.1. Results of the ARIMA Model

Suitable candidate the ARIMA models were fitted to rice yield data, beginning by examining the stationarity of the data using Augmented Dickey-Fuller (ADF) test which revealed a positive trend over time, indicating that the time series under consideration is non-stationary in nature, hence first differencing was done to make the series stationary wherever necessary. The candidate ARIMA model chosen for different rice yield data series and their model estimation by using MLE is given in Table 1. After model fitting,
diagnostic checking was done using Box-Pierce non-correlation test and residuals are found to be random.

Table 1. Univariate ARIMA model fitting for rice yield (kg/ha) data across the examined area, Andhra Pradesh, India.

| District      | Model           | AR (1) | MA(1)     | Box-Pierce Test | Original | Residuals |
|---------------|-----------------|--------|-----------|-----------------|----------|-----------|
| Srikakulam    | ARIMA (0, 0, 1) | 0.69   | (<0.0001) | 8.74 (0.003)    | 1.3 × 10^{-6} (0.99) |
| Vizianagaram  | ARIMA (1, 0, 0) | 0.46   | (0.01)    | 4.3 (0.03)      | 0.19 (0.65) |
| Visakhapatnam | ARIMA (0, 0, 1) | 0.48   | (0.0008)  | 11.97 (0.0005)  | 1.52 (0.21) |
| Godavari_East | ARIMA (1, 1, 0) | −0.475 | (0.103)   | 5.26 (0.02)     | 0.88 (0.34) |
| Godavari_West | ARIMA (1, 1, 0) | −0.387 | (0.121)   | 3.95 (0.02)     | 0.22 (0.63) |
| Krishna       | ARIMA (0, 0, 1) | 0.46   | (0.02)    | 3.23 (0.07)     | 0.01 (0.89) |
| Guntur        | ARIMA (1, 0, 0) | 0.42   | (0.03)    | 3.03 (0.08)     | 0.2 (0.65) |
| Prakasam      | ARIMA (0, 0, 1) | 0.53   | (0.008)   | 6.58 (0.01)     | 0.02 (0.86) |
| Nellore       | ARIMA (0, 0, 1) | 0.80   | (<0.0001) | 12.44 (0.0004)  | 2.22 (0.13) |
| YSR           | ARIMA (0, 0, 1) | 0.53   | (0.006)   | 6.9 (0.008)     | 0.13 (0.71) |
| Karnool       | ARIMA (0, 0, 1) | 0.84   | (<0.0001) | 9.52 (0.002)    | 0.21 (0.64) |
| Ananthpuram   | ARIMA (1, 0, 0) | 0.39   | (0.02)    | 3.93 (0.04)     | 0.13 (0.712) |
| Chittoor      | ARIMA (0, 0, 1) | 0.52   | (0.0003)  | 11.44 (0.0007)  | 1.15 (0.28) |

Value in parenthesis indicates probability of significance, AR: Autoregressive term, MA: Moving Average term.

3.2. Creating Spatial Weight Matrix

As explained in the methodology section, defining of weight matrix is a key venture in building spatial weight matrix, and building of weight matrix is a modelers’ choice which in turn leads to model accuracy. In this study, it is assumed that the given area is influenced by its nearby neighbor, therefore, nearest neighbor to each district is identified by k nearest neighbor (knn) algorithm based on great circle distance formula by using longitude and latitude of the locations under consideration. The Great Circle Distance concept works based on the shortest distance between two points in a sphere along the surface of the sphere [13]. The coordinate matrix based on longitude and latitude is created to determine the nearest neighbor (Table S2) and based on the coordinate matrix nearest neighbor is determined as given in Table S3.

Once the nearest neighbor is determined, linear Karl Pearson’s correlation coefficient among the nearest neighbor is used to create the spatial weights. It is assumed that nearest neighbors are linearly correlated, hence are used as spatial weights. Zeroth order spatial weight matrix showed influence of rice yield on itself i.e., zeroth order neighbor (Table S4).

First order weight showed the first order weight matrix, which showed as to how a given district is influenced by its nearest neighbor. Second order weight matrix shows
how a district is influenced by district next to immediate neighbor and so on in third order spatial weight matrix. Before determining the suitable spatial weight matrix, other uniform spatial weight matrix orders like first, second and third order spatial lags (Tables S5–S7) were tried and based on lowest BIC and highest log likelihood values, knn based spatial correlation weight matrix was chosen (Table 2). In knn based spatial correlation weight matrix, the nearest neighbor column, is assigned with correlation coefficient value (Table 3). The chosen, knn based spatial correlation weight matrix suffices multivariate Box-Pierce non-correlation test (Table 4).

### Table 2. Spatial lag determination for temporal AR 1 and MA1.

| Criteria’s | Slag1 | Slag2 | Slag3 | Slag-KNN |
|------------|-------|-------|-------|----------|
| BIC        | 536.87| 539.26| 549.08| 532.91   |
| Log Likelihood | -256.71| -257.9 | -258.55| -254.23 |

Slag: spatial Lag.

### Table 3. First order weight matrix based on linear correlation among nearest neighbor district.

| D1  | D2  | D3  | D4  | D5  | D6  | D7  | D8  | D9  | D10 | D11 | D12 | D13 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0   | 0.65| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 0   | 0   | 0.64| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 0   | 0.64| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 0   | 0   | 0   | 0.93| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 0   | 0   | 0   | 0   | 0.78| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 0   | 0   | 0   | 0   | 0.94| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 0   | 0   | 0   | 0   | 0   | 0.9 | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 0   | 0   | 0   | 0   | 0   | 0   | 0.9 | 0   | 0   | 0   | 0   | 0   | 0   |
| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0.675| 0   | 0   | 0   | 0   | 0   |
| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0.674| 0   | 0   | 0   | 0   |

D1 to D13 indicates 13 districts studied in A.P. as reflected in study area map.

### Table 4. STARMA model parameter estimation.

| STARMA \((\varnothing_{10}, \varnothing_{11}, \theta_{11})\) | Slag 0 | Slag 1 | Multivariate Box-Pierce Non-Correlation Test |
|------------------------------------------------------|--------|--------|---------------------------------------------|
| \(\varnothing_{10}\)                                | 0.86   | 0.14   | -0.28                                       |
| \(\varnothing_{11}\)                                | 0.078  | 0.079  | 0.148                                       |
| \(\theta_{11}\)                                    | 0.001  | 0.06   | 0.05                                        |
| For Original Series                                 | 5520.536| (\(p < 0.0001\)) |
| For Residuals                                       | 113.86| (\(p < 0.0001\)) |

Value in parenthesis indicates probability of significance, Slag: Spatial Lag, \(\varnothing_{10}\): AR parameter at temporal lag 1 and spatial lag 0, \(\varnothing_{11}\): AR term at temporal lag 1 and spatial lag 1, \(\theta_{11}\): MA term at temporal lag 1 and spatial lag 1.

#### 3.3. Results of the STARMA Model

In this section, classical space time autoregressive moving average model was fitted to spatiotemporal time series data on rice yield of the selected State. As like ARIMA model building, the STARMA model building also begins by testing presence of spatiotemporal correlation among the data series, the multivariate Box-Pierce non-Correlation test (Table 4) shows that data under consideration is spatiotemporally correlated and first differencing was done to make the series stationary.

Different space time autoregressive and space time moving average orders were tried and candidate STARMA \((\varnothing_{10}\varnothing_{11}\theta_{11})\) model was chosen based on Lowest AIC values.

\[
Z_{it} = 0.86 \ast Z_{it-1} + 0.14 \ast Z_{it-1} - 0.28 \ast \varepsilon_{it-1}
\]  

where, \(Z_{it}\) and \(Z_{it-1}\) are the yield of a district \(i\) for year \(t\) and \(t-1\) respectively. Parameter specifications of fitted STARMA model is depicted in Table 5, which shows STAR and
STMA parameters are significant, except the STAR parameter at first spatial and time lag is significant at $\alpha = 0.06$ level of significance.

Table 5. BDS test statistics of STARMA ($\varnothing_{10}$, $\varnothing_{11}$, $\theta_{11}$) residuals.

| District          | Dimension | m = 2       | m = 3       |
|-------------------|-----------|-------------|-------------|
|                   |           | (0.10)     | (0.077)    | (0.008) | (0.003) | (<0.001) | (0.560) | (0.09) | (0.01) |
| Srikakulam        |           | 1.60       | 2.62       | 2.91     | −5.74   | −5.77    | 1.65     | 2.36     |
| Vizianagaram      | (<0.001)  | 1.38       | 4.51       | 4.27     | 4.08    | 22.14    | 1.56     | 3.41     | 3.61     |
| Visakhapatnam     | (<0.001)  | 6.28       | 12.83      | 11.20    | 8.89    | 6.20     | 15.12    | 11.10    | 8.79     |
| Godavari_East     | (<0.001)  | −2.93      | 1.85       | 1.73     | 2.77    | −4.69    | 0.94     | 1.33     | 1.70     |
| Godavari_West     | (0.06)    | −1.03      | 1.48       | 4.64     | 6.18    | 0.86     | 1.32     | 3.82     | 5.88     |
| Krishna           | (0.47)    | −0.71      | 4.02       | 5.58     | 7.01    | −3.24    | 4.03     | 5.87     | 7.04     |
| Guntur            | (0.01)    | 24.29      | 9.10       | 7.77     | 7.75    | 44.66    | 11.54    | 9.58     | 7.56     |
| Prakasam          | (<0.001)  | 65.69      | 0.05       | 2.55     | 1.47    | 202.25   | −0.02    | 4.28     | 3.40     |
| Nellore           | (<0.001)  | 8.32       | 5.86       | 5.69     | 5.80    | 46.59    | 9.58     | 8.77     | 9.39     |
| YSR               | (<0.001)  | 9.84       | −1.74      | 0.35     | −0.55   | 12.25    | 1.61     | 2.09     | 1.60     |
| Karnool           | (<0.001)  | −89.84     | 3.92       | 5.45     | 4.00    | 118.41   | 19.71    | 5.70     | 4.42     |
| Ananthpuram       | (<0.001)  | −2.00      | 2.14       | −1.89    | −4.01   | −1.97    | −0.76    | −0.57    | −1.62    |
| Chittoor          | (0.04)    | 3.79       | −1.15      | −0.99    | −0.37   | 3.19     | −0.97    | 1.34     | 0.44     |

Value in parenthesis indicates probability of significance, m: embedded dimension.

3.4. Results of Proposed STARMA-II Approach

As explained in previous section, the STARMA ($\varnothing_{10}$, $\varnothing_{11}$, $\theta_{11}$) model was built for rice yield series in first stage, where by diagnostic checking of residuals it was found that probability value of multivariate Box-Pierce non-correlation test is significant. Consequently, this means that the residuals are not white-noise and the significant residuals contain some information. In the next, the BDS test confirmed that STARMA residuals were significant (Table 5), confirming the presence of nonlinearity in the STARMA residuals data set. The BDS test divides the data into two or more different dimensions (m) or parts, where it checks for nonlinearity individually.

In the second stage, the STARMA residuals were fitted with suitable TDNN models using feed forward network trained with back propagation algorithm by using sigmoidal activation function in input to hidden layer and liner identity function in hidden layer to output layer. The model specifications of the same are depicted in Table S8.

The fitted STARMA residuals with the TDNN model are combined or summed up with STARMA fitted values in both training and testing data set. After fitting the STARMA-II model, a diagnostic check was done using the Box-Pierce non-correlation test. Since the residuals were found to be random ($p = 0.445$), it was confirmed the model assumptions were satisfied. STARMA-II model performance in terms of MAPE in both training and testing set is depicted in Table 6.
Table 6. Model performance in terms of MAPE in training and testing data sets.

| District          | MAPE   |       |       |       |       |       |
|-------------------|--------|-------|-------|-------|-------|-------|
|                   | ARIMA Training | Testing | STARMA Training | Testing | STARMA-II Training | Testing |
| Srikakulam        | 12.13  | 42.78 | 11.95 | 15.00 | 9.42  | 11.54 |
| Vizianagaram      | 12.41  | 46.44 | 10.83 | 12.77 | 6.81  | 8.94  |
| Visakhapatnam     | 16.47  | 46.85 | 15.72 | 16.10 | 10.10 | 9.80  |
| Godavari_East     | 12.54  | 38.66 | 11.03 | 10.65 | 9.48  | 8.68  |
| Godavari_West     | 11.16  | 37.40 | 9.76  | 13.61 | 6.88  | 6.68  |
| Krishna           | 9.27   | 47.65 | 7.99  | 10.09 | 3.12  | 5.64  |
| Guntur            | 10.72  | 46.98 | 9.24  | 10.29 | 8.42  | 9.40  |
| Prakasam          | 14.83  | 43.11 | 11.67 | 13.10 | 5.99  | 6.84  |
| Nellore           | 11.43  | 49.19 | 8.53  | 10.80 | 6.07  | 7.37  |
| YSR               | 16.01  | 36.27 | 13.01 | 14.62 | 6.95  | 7.35  |
| Karnool           | 10.93  | 46.81 | 10.19 | 14.45 | 4.69  | 6.91  |
| Ananthpuramu      | 12.46  | 37.62 | 11.18 | 14.48 | 8.04  | 10.13 |
| Chittoor          | 14.28  | 51.78 | 11.67 | 14.31 | 7.66  | 9.18  |

4. Discussion

Rice is the staple food crop grown in all the districts of Andhra Pradesh providing food, fodder and employment security to farming communities in rural areas. The three districts, namely West Godavari, East Godavari and Krishna, are most important rice producing districts not only in Andhra Pradesh but also in the entire country. Forecasting of rice yield is used to provide an aid to decision-making and in planning the future effectively by formulating appropriate farm policies. This study was undertaken to predict the district wise rice yield by incorporating spatial dependence in the form of spatial weight matrices.

In STARMA modelling, the determination of spatial weights plays an important role in model building, which thus determines model accuracy, depending on the scope and limitations of the study. Uniform weight matrix or homogenous spatial weight matrix is the most ordinarily utilized spatial weight matrix in STARMA modelling [41]. However, the determination of the spatial weight matrix is contextual, and relatively subjective, i.e., it depends on the modeler’s choice. Thus, one should define the weight such that there is a significant spatial correlation between the adjacent. In this study, weight has been assigned based on Pearson’s linear correlation coefficient between nearest adjacent determined by k nearest neighbor (knn) algorithm [13]. Before deciding the appropriate spatial lags, different orders were tried and found that first uniform and knn based spatial weight matrices are yielding better BIC and log likelihood values. So, the knn based spatial weight matrix was chosen. The possible reasons for the same could be the farther distance among the districts. As distance among the places increases, it does not have strong influence on the neighboring places. A similar concept was explained in series of papers [15,16,21,22].

As ARIMA is the most popularly used model for forecasting time series data, we fitted the candidate ARIMA model to each district separately to predict rice yield. As explained in the methodology section, the model was fitted to both training and testing data sets. In testing data set, the ARIMA model yielded similar forecast values for all the four years which could be due to inability of ARIMA model to capture the spatiotemporal correlations among the neighboring districts. After ARIMA, the classical STARMA model was fitted to rice yield data of all the districts simultaneously in single model. After model fitting, diagnostic checking was done and it was found that residuals are spatially auto correlated in nature as chi-square test statistic was significant. This means that the fitted model is not properly explaining the complete information present in the data sets. Similar
results were reported in prediction of mango and banana yield of Karnataka, India [29,31]. In addition to yield prediction, similar significance of the residuals was also observed in spatiotemporal modelling of rainfall data in West Bengal, India [14].

In general, nonlinearity or mixture of linear and nonlinear pattern in rice yield can be caused due to (i) different cropping management strategies (fertilization, pest and /or weed management, irrigation), (ii) agroecological (soil type, therein development, exposition) and/or (iii) climatological (air or soil temperature, air humidity, solar radiation, total precipitation) conditions [42–44]. Machine learning techniques have been used widely to develop crop-environmental models, and some of them highlighted the accuracy of some approaches (e.g., Random Forest regression) while attributing their superiority in handling data to multicollinearity and extracting nonlinear interactions [44]. Thus, agronomists, agrometeorologists, crop data modelers and statisticians have attempted to quantitatively assess the effects of various biotic and/or abiotic impacts on crop (rice) development rate [44,45].

For instance, rice yield can be defined as a function of weed density and the duration of the weed-crop interference, where relation between weed density and crop yield is probably caused by the availability of solar radiation, phytonutrients, and/or water. The effects of the duration of weed-crop interference on crop yield exhibit similar nonlinearity with a characteristic upper asymptote in which increased duration no longer affects crop yield because yield components (e.g., grain number, size) have been determined. Furthermore, using a nonlinear model, it was confirmed that the optimal temperature for most rice cultivars is typically 27 ± 32 °C, while the developmental rate response of 24 rice cultivars to constant temperatures is typically nonlinear [45]. Availability of some critical inputs, such as mineral nitrogen, phosphorous, potassium and organic fertilizers, affect the rice production system [46,47], which in turn leads to unstable rice production over a period of time. Reference [48] studied trends and growth stability in rice production in Andhra Pradesh and identified that change in rice production could be due to instability in rice production cropping pattern, which in turn leads to fluctuations and nonlinearity in time series over a period of time. For instance, in Srikakulam, Godavari_East, Godavari_West and Prakasam districts, nonlinear pattern was more pronounced than in other districts. To overcome the modelling of above-mentioned mixture of linear and nonlinear pattern in spatiotemporal time series data, the two stage STARMA model was developed to capture the nonlinear spatiotemporal pattern in rice yield data. Similar modelling approaches were developed by the combination of two different models in different agricultural commodities like; maize yield [19], mango and banana yield prediction [29,31], coffee yield prediction [30] and rice yield prediction [32,33].

For example, in recent studies [32,33] rice yield data obtained from 1975 to 2013 in Aligarh district of Uttar Pradesh, India, were successfully predicted by rainfall, and like the proposed two-stage approach in this study, performed better in predicting rice yields compared to some single models. A major difference between previous studies [32,33], and here proposed STARMA-II model, is the inclusion of the effects of neighboring districts in the form of spatially-weighted matrices. Accordingly, STARMA-II was developed as a model for all 13 examined districts, whereas in previous studies [32,33] ARIMA model was applied to a single district level. The outperformance of STARMA over ARIMA approach has also been previously explained [15,16,21,22], highlighting that STARMA provides better prediction compared to ARIMA model when spatial correlation is present among neighboring districts.

Model performance in terms of MAPE in both training and testing set was carried out and the same is depicted in Table 6. It was observed that MAPE value of STARMA-II approach is less compared to ARIMA and STARMA model in both training and testing data set (Table 6) for all examined 13 districts. However, the above results exhibited only the observed differences between the models. Therefore, Diebold-Mariano test for significant predictive performance of each models were carried out and depicted in Table 7. It infers that proposed STARMA-II approach outperformed over both univariate ARIMA and clas-
The classical STARMA model in both training and testing data set, with the performance hierarchy expressed as; STARMA-II > STARMA > ARIMA in both training and validation set.

Table 7. Diebold-Mariano test for predictive accuracy of models under consideration.

| District         | ARIMA & STARMA | ARIMA & STARMA-II | STARMA & STARIMA-II |
|------------------|----------------|-------------------|---------------------|
|                  | DM Statistics  | Probability       | DM Statistics       | Probability       | DM Statistics   | Probability   |
| Srikakulam       | 1.89           | 0.0680            | 2.24                | 0.0331            | 3.39            | 0.0021        |
| Vizianagaram     | 2.37           | 0.0241            | 2.58                | 0.0150            | 2.82            | 0.0086        |
| Visakhapatnaman  | 2.19           | 0.0364            | 2.30                | 0.0284            | 1.42            | 0.1654        |
| Godavari_East    | 2.61           | 0.0142            | 2.68                | 0.0143            | 2.03            | 0.0517        |
| Godavari_West    | 2.62           | 0.0141            | 2.72                | 0.0113            | 2.04            | 0.0511        |
| Krishna          | 2.42           | 0.0222            | 1.67                | 0.0956            | −1.55           | 0.1127        |
| Guntur           | 2.40           | 0.0231            | 2.42                | 0.0219            | 1.78            | 0.0781        |
| Prakasam         | 2.67           | 0.0123            | 2.99                | 0.0056            | 3.41            | 0.0019        |
| Nellore          | 2.59           | 0.0147            | 2.66                | 0.0125            | 1.91            | 0.0655        |
| YSR              | 2.57           | 0.0156            | 2.79                | 0.0092            | 2.02            | 0.0527        |
| Karnool          | 2.24           | 0.0329            | 2.45                | 0.0207            | 4.32            | 0.0001        |
| Ananthpuram      | 2.16           | 0.0383            | 2.35                | 0.0258            | 2.25            | 0.0325        |
| Chittoor         | 2.56           | 0.0162            | 2.70                | 0.0117            | 1.77            | 0.0867        |

The predicted rice yield of the proposed approach is closer to the actual yield values as compared to both the ARIMA and STARMA model (Table S9a,b). The possible reasons for outperformance of proposed two stage STARMA model could be due to its ability to capture both linear and nonlinear spatiotemporal patterns present in rice yield time series data. A study conducted by [49] with infectious disease data; [12] with temperature data; as well as [13] with freight flows data, reported that STARMA model yielded better forecast accuracy compared to univariate ARIMA model when spatial dependence exists in the data sets.

5. Conclusions

The autoregressive and moving average components of time series slacked in both space and time are the most useful model for modelling and forecasting spatiotemporal time series data. As space-time ARIMA is a linear model, which is unable to characterize the nonlinear spatiotemporal relationships and linear approximations to complex nonlinear spatiotemporal pattern, it is not always satisfactory. Alternatively, TDNN is the most promising machine learning algorithm to model the nonlinear pattern in time series data, while in combination with STARMA it is more promising in its linear and nonlinear modelling task, to amalgamate the merits of both algorithms to model the mixed spatiotemporal series.

Thus, two-stage STARMA-II approach has been proposed to predict the annual rice yield data across the intensive rice agroecosystems of Andhra Pradesh, India. It was confirmed that the STARMA-II approach outperformed the classical models in all examined districts, while DM test confirmed that the performance of the STARMA-II is significantly different with respect to both ARIMA and classical STARMA models. In future studies, some other (a)biotic factors important for yield performance of rice will also be included and their importance evaluated. Finally, different AI techniques are expected to be put into use to model the non-linear spatiotemporal time series for varying autoregressive and space time moving average orders, and their applications can be extended to various...
real-time datasets in advanced agroecosystem management, as well in more sustainable food supply-demand planning at (inter)national scales.
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