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Abstract
We complete the verification of the 1952 Yang and Lee proposal that thermodynamic singularities are exactly the limits in $\mathbb{R}$ of finite-volume singularities in $\mathbb{C}$. For the Ising model defined on a finite $\Lambda \subset \mathbb{Z}^d$ at inverse temperature $\beta \geq 0$ and external field $h$, let $\alpha_1(\Lambda, \beta)$ be the modulus of the first zero (that closest to the origin) of its partition function (in the variable $h$). We prove that $\alpha_1(\Lambda, \beta)$ decreases to $\alpha_1(\mathbb{Z}^d, \beta)$ as $\Lambda$ increases to $\mathbb{Z}^d$ where $\alpha_1(\mathbb{Z}^d, \beta) \in [0, \infty)$ is the radius of the largest disk centered at the origin in which the free energy in the thermodynamic limit is analytic. We also note that $\alpha_1(\mathbb{Z}^d, \beta)$ is strictly positive if and only if $\beta$ is strictly less than the critical inverse temperature.

1 | INTRODUCTION AND MAIN RESULT

In this paper, we finish the rigorous verification for Ising models of the program initiated by Yang and Lee [30] and Lee and Yang [14] that singularities of thermodynamic functions in the physical real parameter space result from the pinching of the real line in the thermodynamic limit by singularities from the complex plane.

We consider the Ising model on $\mathbb{Z}^d$ with nearest-neighbor ferromagnetic pair interactions. The results in this paper can be extended to finite-range ferromagnetic pair interactions, but we restrict to the nearest-neighbor case for the sake of simplicity. Let $\Lambda$ be a finite subset of $\mathbb{Z}^d$. We slightly abuse the notation and also write $\Lambda$ for the graph with the set of vertices $\Lambda$ and the set of edges being all nearest-neighbor edges between vertices in $\Lambda$. The Ising model on $\Lambda$ at inverse temperature $\beta \geq 0$ with free boundary conditions and external field $h \in \mathbb{R}$ is defined by the probability measure $\mathbb{P}_{\Lambda, \beta, h}$ on $\{-1, +1\}^\Lambda$ such that

$$\mathbb{P}_{\Lambda, \beta, h}(\sigma) := \frac{\exp \left[ \beta \sum_{u \in \Lambda} \sigma_u \sigma_v + h \sum_{u \in \Lambda} \sigma_u \right]}{Z_{\Lambda, \beta, h}}, \sigma \in \{-1, +1\}^\Lambda,$$  (1.1)
where the first sum is over all nearest-neighbor edges $uv$ with both $u$ and $v$ in $\Lambda$, and $Z_{\Lambda,\beta,h}$ is the partition function. More precisely,

$$Z_{\Lambda,\beta,h} := \sum_{\sigma \in \{-1,+1\}^\Lambda} \exp \left[ \beta \sum_{uv \in \Lambda} \sigma_u \sigma_v + h \sum_{u \in \Lambda} \sigma_u \right]. \quad (1.2)$$

A seminal result due to Lee and Yang [14] says that all zeros of $Z_{\Lambda,\beta,h}$ (in the variable $h \in \mathbb{C}$ with $\beta \geq 0$ fixed) are purely imaginary. See [4, 5, 16, 18, 19, 23, 28] for various generalizations of the Lee-Yang result. We may assume that all the zeros are labeled as $\pm i \alpha_j(\Lambda, \beta)$ such that

$$0 < \alpha_1(\Lambda, \beta) \leq \alpha_2(\Lambda, \beta) \leq \ldots. \quad (1.3)$$

In the Lee-Yang program [14, 30], it was argued that only for a temperature at or below the critical one, in the thermodynamic limit, complex singularities of the free energy pinch the physical (i.e., real) domain. In this paper, we prove this conjecture rigorously.

We define

$$f_{\Lambda,\beta}(h) := \frac{\ln Z_{\Lambda,\beta,h}}{|\Lambda|}, \quad (1.4)$$

where $|\Lambda|$ is the number of vertices in $\Lambda$; except for a multiplicative constant and a minus sign, this is the free energy in $\Lambda$ (sometimes it is referred to as the pressure in $\Lambda$ [9]). For nice subsets of $\mathbb{Z}^d$, for example, $B_n := [-n, n]^d \cap \mathbb{Z}^d$, it is well-known that $f_{B_n,\beta}$ converges as $n \to \infty$. That is, there is a function $f_{\beta} : \mathbb{R} \to \mathbb{R}$ such that

$$f_{\beta}(h) := \lim_{n \to \infty} f_{B_n,\beta}(h), \ h \in \mathbb{R}. \quad (1.5)$$

Here $f_{\beta}$ is called the free energy; see, for example, Theorem 3.6 of [9] for a proof. Let $\beta_c(d)$ be the critical inverse temperature. It is known (see, e.g., Theorem 3.25 of [9]) that $\beta_c(1) = \infty$ and $\beta_c(d) \in (0, \infty)$ for $d \geq 2$. Our main result is

**Theorem 1.1.** Let $\beta \geq 0$ and $\{\Lambda_n\}$ be a sequence of finite subsets of $\mathbb{Z}^d$ satisfying $\Lambda_n \subset \Lambda_{n+1}$ for each $n \in \mathbb{N}$ and $\bigcup_{n=1}^{\infty} \Lambda_n = \mathbb{Z}^d$. Let $\alpha_1(\Lambda_n, \beta)$ be the modulus of the first zero of $Z_{\Lambda_n,\beta,h}$. Then we have

$$\alpha_1(\Lambda_n, \beta) \downarrow \alpha_1(\mathbb{Z}^d, \beta) \text{ as } n \uparrow \infty, \quad (1.6)$$

where $\alpha_1(\mathbb{Z}^d, \beta) \in [0, \infty)$ is the radius of the largest disk centered at the origin where the free energy $f_{\beta}$ is analytic. Moreover, $\alpha_1(\mathbb{Z}^d, \beta) > 0$ if and only if $\beta \in [0, \beta_c(d))$.

**Remark 1.2.** A priori, the limit of the first Lee-Yang zero could have nothing to do with the singularities of the free energy. That is, for $\beta < \beta_c(d)$ $\alpha_1(\Lambda_n, \beta)$ could approach 0 as $n \to \infty$, and for $\beta \geq \beta_c(d)$ the free energy could have no singularity at the limit position of $\alpha_1(\Lambda_n, \beta)$. Theorem 1.1 rules out both these possibilities.

An immediate consequence of Theorem 1.1 is the following corollary.
**Corollary 1.3.** For $\beta \in [0, \beta_c(d))$ and any finite domain $\Lambda \subset \mathbb{Z}^d$, the partition function $Z_{\Lambda, \beta, h}$ is zero-free in the open disk centered at $h = 0$ with radius $\alpha_1(\mathbb{Z}^d, \beta)$. Thus, there is a fixed zero-free neighborhood of the origin for the partition function of the Ising model for all finite domains if and only if $\beta \in [0, \beta_c(d))$.

**Remark 1.4.** Corollary 1.3 generalizes the zero-free region result of [23, 24] (see also [22]) from small $\beta$ to all $\beta \in [0, \beta_c(d))$. In particular, this implies that Corollary 1 of [6] extends to all $\beta \in [0, \beta_c(d))$. That is, the critical Curie-Weiss perturbation for any $\beta < \beta_c(d)$ yields essentially the same non-Gaussian limit as occurs for $\beta = 0$.

**Remark 1.5.** In combination with Theorem 1(b) of [15], Corollary 1.3 implies that as long as $\beta \in [0, \beta_c(d))$, the partition function of the anti-ferromagnetic Ising model on $\mathbb{Z}^d$ has a fixed zero-free neighborhood of the origin which is independent of the domain where the model is defined.

While Theorem 1.1 shows that it is the first Lee-Yang zero which is responsible for the closest singularity of the free energy, the thermodynamic behavior of other zeros is still open. For example, it is conjectured in [14] that in the thermodynamic limit, the distribution of all Lee-Yang zeros has a density from which one should be able to extract information about critical phenomena, but the existence of such a density is proved in [4] only for very large $\beta$.

In the next section, we prove Theorem 1.1. The proof makes use of three key ingredients: the monotonicity of Ursell functions (and thus monotonicity of the first Lee-Yang zero) from [7], bounds on the derivatives of various orders of the free energy from [13] and their consequences (see Theorem 2.5 below), and the analyticity of the free energy for $\beta \in [0, \beta_c(d))$ from [20].

## 2 PROOF OF THE MAIN RESULT

Let $M_{\Lambda, \beta, h}$ be the total magnetization of the Ising model defined by (1.1):

$$M_{\Lambda, \beta, h} := \sum_{v \in \Lambda} \sigma_v.$$

(2.1)

The **cumulants** of $M_{\Lambda, \beta, h}$, $u_k(M_{\Lambda, \beta, h})$, are defined by

$$u_k(M_{\Lambda, \beta, h}) := \frac{d^k}{dt^k} \ln \langle \exp[t M_{\Lambda, \beta, h}] \rangle_{\Lambda, \beta, h} \bigg|_{t=0}, \forall k \in \mathbb{N},$$

(2.2)

where $\langle \cdot \rangle_{\Lambda, \beta, h}$ denotes the expectation with respect to $\mathbb{P}_{\Lambda, \beta, h}$. Then it is easy to see that

$$u_k(M_{\Lambda, \beta, h}) = \frac{d^k}{dh^k} \ln Z_{\Lambda, \beta, h}, \forall k \in \mathbb{N}.$$

(2.3)

So we have

$$f_{\Lambda, \beta}(h) = f_{\Lambda, \beta}(0) + \sum_{k=1}^{\infty} \frac{u_k(M_{\Lambda, \beta, 0}) h^k}{k!}, \forall h \in \mathbb{C} \text{ with } |h| < \alpha_1(\Lambda, \beta),$$

(2.4)
where we have used the fact that \( \ln Z_{\Lambda,\beta,h} \) is analytic in \( \{ h \in \mathbb{C} : |h| < \alpha_1(\Lambda, \beta) \} \).

For any \( k \in \mathbb{N} \) and \( v_1, ..., v_k \in \Lambda \), the **Ursell function** \( u_{k}^{\Lambda,\beta,h}(\sigma_{v_1}, ..., \sigma_{v_k}) \) for \( \{ \sigma_v : v \in \Lambda \} \) from \( \mathbb{P}_{\Lambda,\beta,h} \) is defined by

\[
u_{k}^{\Lambda,\beta,h}(\sigma_{v_1}, ..., \sigma_{v_k}) := \frac{\partial^k}{\partial t_1 \cdots \partial t_k} \ln \left\langle \exp \left[ \sum_{j=1}^{k} t_j \sigma_{v_j} \right] \right\rangle_{\Lambda,\beta,h} \bigg|_{t_1 = \cdots = t_k = 0}.
\]

Comparing (2.2) and (2.5), we have

\[
u_k(M_{\Lambda,\beta,h}) = \sum_{v_1, ..., v_k \in \Lambda} u_{k}^{\Lambda,\beta,h}(\sigma_{v_1}, ..., \sigma_{v_k}).
\]

It is known (and can be shown by the GKS inequalities \([10, 12]\)) that for any \( \beta \geq 0, h \in \mathbb{R}, \mathbb{P}_{\Lambda,\beta,h} \) converges weakly as \( \Lambda \uparrow \mathbb{Z}^d \) to an infinite-volume measure whose expectation we denote by \( \langle \cdot \rangle_{\mathbb{Z}^d,\beta,h} \), and this limit measure is translation invariant. So we can define

\[
u_k^{\mathbb{Z}^d,\beta,h}(\sigma_{v_1}, ..., \sigma_{v_k}) := \frac{\partial^k}{\partial t_1 \cdots \partial t_k} \ln \left\langle \exp \left[ \sum_{j=1}^{k} t_j \sigma_{v_j} \right] \right\rangle_{\mathbb{Z}^d,\beta,h} \bigg|_{t_1 = \cdots = t_k = 0};
\]

the convergence of \( \mathbb{P}_{\Lambda,\beta,h} \) implies that

\[
limit \Lambda \uparrow \mathbb{Z}^d u_{k}^{\Lambda,\beta,h}(\sigma_{v_1}, ..., \sigma_{v_k}) = u_k^{\mathbb{Z}^d,\beta,h}(\sigma_{v_1}, ..., \sigma_{v_k}).
\]

We first prove that the coefficients of the power series in (2.4) converge as \( \Lambda \uparrow \mathbb{Z}^d \). Recall that \( B_n = [-n, n]^d \cap \mathbb{Z}^d \).

**Proposition 2.1.** For any \( d \in \mathbb{N} \) and \( \beta \geq 0 \), we have

\[
limit_{n \to \infty} \frac{u_k(M_{B_n,\beta,0})}{|B_n|} = b_k(\beta) = \sum_{v_1, ..., v_{k-1} \in \mathbb{Z}^d} u_k^{\mathbb{Z}^d,\beta,0}(\sigma_0, \sigma_{v_1}, ..., \sigma_{v_{k-1}}), \forall k \in \mathbb{N},
\]

where the subscript 0 in \( \sigma_0 \) always refers to the origin in \( \mathbb{Z}^d \), and the sum over an empty set is 0, so \( b_1(\beta) = 0 \).

**Proof.** It is enough to prove the proposition for even \( k \) since both sides of (2.9) are 0 if \( k \) is odd. By the signs and monotonicity of Ursell functions (see [25] and Theorem 1 of [7] respectively), we have

\[
(-1)^{k-1} u_{2k}^{\Lambda_1,\beta,h}(\sigma_{v_1}, ..., \sigma_{v_{2k}}) \geq 0, \forall v_1, ..., v_{2k} \in \Lambda,
\]

\[
(-1)^{k-1} u_{2k}^{\Lambda_1,\beta,h}(\sigma_{v_1}, ..., \sigma_{v_{2k}}) \leq (-1)^{k-1} u_{2k}^{\Lambda_2,\beta,h}(\sigma_{v_1}, ..., \sigma_{v_{2k}})
\]
for any $\Lambda_1 \subset \Lambda_2$ and $v_1, \ldots, v_{2k} \in \Lambda_1$. These, combined with (2.6) and translation invariance of $\langle \cdot \rangle_{\mathbb{Z}^d, \beta, h}$, imply that

$$
\frac{|u_{2k}(M_{B_n}, 0)|}{|B_n|} = \sum_{u, v_1, \ldots, v_{2k-1} \in B_n} |u_{2k}^{B_n, \beta, 0} (\sigma_u, \sigma_{v_1}, \ldots, \sigma_{v_{2k-1}})| \leq \sum_{u, v_1, \ldots, v_{2k-1} \in B_n} |u_{2k}^{B_n, \beta, 0} (\sigma_u, \sigma_{v_1}, \ldots, \sigma_{v_{2k-1}})| |B_n|
\leq \sum_{u \in B_n; v_1, \ldots, v_{2k-1} \in \mathbb{Z}^d} |u_{2k}^{Z^d, \beta, 0} (\sigma_0, \sigma_{v_1}, \ldots, \sigma_{v_{2k-1}})| |B_n|
= \sum_{v_1, \ldots, v_{2k-1} \in \mathbb{Z}^d} |u_{2k}^{Z^d, \beta, 0} (\sigma_0, \sigma_{v_1}, \ldots, \sigma_{v_{2k-1}})|. \tag{2.12}
$$

Similarly, we also have that for any $\lambda \in (0, 1)$, and then for large $n$,

$$
\sum_{u, v_1, \ldots, v_{2k-1} \in B_n} |u_{2k}^{B_n, \beta, 0} (\sigma_u, \sigma_{v_1}, \ldots, \sigma_{v_{2k-1}})| \geq |B_{\lambda n}| \sum_{v_1, \ldots, v_{2k-1} \in B_{(1-\lambda)n}} |u_{2k}^{B_{(1-\lambda)n}, \beta, 0} (\sigma_0, \sigma_{v_1}, \ldots, \sigma_{v_{2k-1}})| |B_n|
\rightarrow \lambda^d \sum_{v_1, \ldots, v_{2k-1} \in \mathbb{Z}^d} |u_{2k}^{Z^d, \beta, 0} (\sigma_0, \sigma_{v_1}, \ldots, \sigma_{v_{2k-1}})| \text{ as } n \rightarrow \infty. \tag{2.13}
$$

This, combined with (2.12), completes the proof of the proposition by letting $\lambda \uparrow 1$. \hfill \square

**Remark 2.2.** For $\beta \in [0, \beta_c(d))$, by the exponential decay of truncated two-point functions (see [1]) and the bounds on Ursell functions in terms of truncated two-point functions (see (1.13) of [13]), we know that the RHS of (2.9) is finite in this case. But the RHS of (2.9) might be $\infty$ for $\beta \geq \beta_c(d)$. For example, Simon’s inequality [26] implies that

$$
\sum_{v \in \partial B(n)} \langle \sigma_0 \sigma_v \rangle_{Z^d, \beta_c(d), 0} \geq 1, \forall n \in \mathbb{N}, \tag{2.14}
$$

where $\partial B(n)$ is the set of vertices in $B(n)$ which have a nearest-neighbor in $\mathbb{Z}^d \setminus B(n)$. Therefore,

$$
\sum_{v \in \mathbb{Z}^d} \langle \sigma_0 \sigma_v \rangle_{Z^d, \beta_c(d), 0} = \infty, \tag{2.15}
$$

and by the GKS inequalities, we have

$$
\lim_{n \rightarrow \infty} \frac{u_2(M_{B_n}, \beta)}{|B_n|} = \sum_{v \in \mathbb{Z}^d} \langle \sigma_0 \sigma_v \rangle_{Z^d, \beta, 0} = \infty, \forall \beta \geq \beta_c(d). \tag{2.16}
$$
By Remark 2.2, we know $b_k$ is finite for each $k \in \mathbb{N}$ when $\beta \in [0, \beta_c(d))$. We define

$$r(\beta) := \begin{cases} 
\frac{1}{\limsup_{k \to \infty} \left| b_k(\beta) \right|/k!}^{1/k}, & \beta \in [0, \beta_c(d)) \\
0, & \beta \geq \beta_c(d) 
\end{cases},$$

where we use the convention $1/0 = \infty, 1/\infty = 0$. We recall that $\alpha_1(\Lambda, \beta)$ is the modulus of the first zero of $Z_{\Lambda, \beta, h}$. We next prove

**Proposition 2.3.** For any $d \in \mathbb{N}$ and $\beta \geq 0$, we have

$$\lim_{n \to \infty} \alpha_1(B_n, \beta) = r(\beta),$$

where $r(\beta)$ is defined in (2.17).

**Remark 2.4.** This proposition should be contrasted to a similar result for the antiferromagnetic Ising model due to Lebowitz; see (4.3) of [21] or Chapter 6 of [17].

**Proof of Proposition 2.3.** The Hadamard factorization theorem and the fact that $Z_{\Lambda, \beta, h}$ is a function of $h$ of exponential order 1 imply that

$$Z_{\Lambda, \beta, h} = Z_{\Lambda, \beta, 0} \prod_{j=1}^{\infty} \left( 1 + \frac{h^2}{\alpha_j^2(\Lambda, \beta)} \right), \forall h \in \mathbb{C},$$

where $0 < \alpha_1(\Lambda, \beta) \leq \alpha_2(\Lambda, \beta) \leq \ldots$ are all the positive zeros of $Z_{\Lambda, \beta, ih}$ as a function of $h$ (listed according to their multiplicities), and $\sum_{j=1}^{\infty} \alpha_j^{-2}(\Lambda, \beta) < \infty$; see Lemma 6 of [11]. Combining this with (1.4) and (2.4), we have

$$\sum_{k=1}^{\infty} \frac{u_k(M_{\Lambda, \beta, 0}) h^k}{|\Lambda| k!} = \frac{1}{|\Lambda|} \ln \prod_{j=1}^{\infty} \left( 1 + \frac{h^2}{\alpha_j^2(\Lambda, \beta)} \right), \forall h \in \mathbb{C} \text{ with } |h| < \alpha_1(\Lambda, \beta).$$

Using the Taylor series for $\ln(1+x)$, we get

$$u_{2k-1}(M_{\Lambda, \beta, 0}) = 0, u_{2k}(M_{\Lambda, \beta, 0}) = (-1)^{k-1} \frac{(2k)!}{k!} \sum_{j=1}^{\infty} \frac{1}{\alpha_j^{2k}(\Lambda, \beta)}, \forall k \in \mathbb{N}. \quad (2.21)$$

Note that, as a function of $h$, $Z_{\Lambda, \beta, ih}$ has a period $2\pi$ and it has exactly $2|\Lambda|$ zeros in $[0, 2\pi)$; see the discussion before Theorem 1 of [11] for more details. So we have (to simplify notation, we write $\alpha_j$ for $\alpha_j(\Lambda, \beta)$)

$$\sum_{j=1}^{\infty} \frac{1}{\alpha_j^{2k}} = \sum_{l=0}^{\infty} \sum_{m=1}^{2|\Lambda|} \frac{1}{(\alpha_m + 2l\pi)^{2k}} \leq \sum_{l=0}^{\infty} \frac{2|\Lambda|}{(\alpha_1 + 2l\pi)^{2k}} \leq 4|\Lambda| \alpha_1^{-2k}, \forall k \in \mathbb{N}. \quad (2.22)$$

The last inequality in (2.22) follows, after dividing by $\alpha_1^{-2k}$, by using that

$$\alpha_1 < 2\pi \quad \text{and} \quad \sum_{l=0}^{\infty} \frac{1}{(1+l)^2} = \frac{\pi^2}{6} < 2. \quad (2.23)$$
This, combined with (2.21), implies that
\[ |u_{2k}(M_{\Lambda, \beta, 0})| \leq \frac{(2k)!}{k} 4|\Lambda| \alpha_1(\Lambda, \beta)^{-2k}, \forall k \in \mathbb{N}. \]  
(2.24)

Setting \( \Lambda = B_n \) and using (2.16), we have
\[ \infty = \liminf_{n \to \infty} \frac{u_2(M_{B_n, \beta, 0})}{|B_n|} \leq 8 \liminf_{n \to \infty} [\alpha_1(B_n, \beta)]^{-2}, \forall \beta \geq \beta_c(d), \]  
(2.25)

which of course implies that
\[ \lim_{n \to \infty} \alpha_1(B_n, \beta) = 0, \forall \beta \geq \beta_c(d). \]  
(2.26)

Since the power series in (2.4) has radius of convergence \( \alpha_1(\Lambda, \beta) \), we have
\[ \frac{1}{\alpha_1(\Lambda, \beta)} = \limsup_{k \to \infty} \left[ \frac{|u_k(M_{\Lambda, \beta, 0})|}{|\Lambda|} \right]^{1/k} = \limsup_{k \to \infty} \left[ \frac{|u_{2k}(M_{\Lambda, \beta, 0})|}{|\Lambda|} \frac{1}{(2k)!} \right]^{1/(2k)}, \]  
(2.27)

where we have used the first equation in (2.21) in the last equality. Combining this with (2.12), (2.9) and (2.17) (note that \( b_k(\beta) = 0 \) for odd \( k \)), we get
\[ \frac{1}{\alpha_1(B_n, \beta)} \leq \limsup_{k \to \infty} \left[ \frac{|b_{2k}(\beta)|}{(2k)!} \right]^{1/(2k)} = \frac{1}{r(\beta)}, \forall \beta \in [0, \beta_c(d)). \]  
(2.28)

Proposition 2.1 and (2.24) imply that
\[ |b_{2k}(\beta)| = \liminf_{n \to \infty} \frac{|u_{2k}(M_{B_n, \beta, 0})|}{|B_n|} \leq \liminf_{n \to \infty} \frac{4(2k)!}{k} [\alpha_1(B_n, \beta)]^{-2k} = \frac{4(2k)!}{k} [\limsup_{n \to \infty} \alpha_1(B_n, \beta)]^{-2k}. \]  
(2.29)

Hence,
\[ \frac{1}{r(\beta)} = \limsup_{k \to \infty} \left[ \frac{|b_{2k}(\beta)|}{(2k)!} \right]^{1/(2k)} \leq \limsup_{k \to \infty} \left[ \frac{4}{k} \right]^{1/(2k)} [\limsup_{n \to \infty} \alpha_1(B_n, \beta)]^{-1} = [\limsup_{n \to \infty} \alpha_1(B_n, \beta)]^{-1}. \]  
(2.30)

Combining this with (2.28), we obtain
\[ \lim_{n \to \infty} \alpha_1(B_n, \beta) = r(\beta), \forall \beta \in [0, \beta_c(d)). \]  
(2.31)

This and (2.26) complete the proof of the proposition. \( \square \)
The following theorem says that for $\beta \in [0, \beta_c(d))$, the free energy $f_\beta$ is infinitely differentiable in $h$ and the derivatives of $f_{B_n, \beta}$ converge to those of $f_\beta$.

**Theorem 2.5** ([13] and [1]). For any $d \in \mathbb{N}$ and $\beta \in [0, \beta_c(d))$, $f_\beta$ is infinitely differentiable in $h \in \mathbb{R}$. Moreover, for each $k \in \mathbb{N}$,

$$
\lim_{n \to \infty} \frac{d^k f_{B_n, \beta}}{dh^k}(h) = \frac{d^k f_\beta}{dh^k}(h) \text{ uniformly in any compact subset of } \mathbb{R}.
$$

**Proof.** It is proved in [13] that $f_\beta$ is infinitely differentiable in $h$ whenever the infinite-volume truncated two-point functions decay exponentially; the latter is proved in [1] (see also [8] for an alternative proof). See also Section II.12 of [27] for more details; in particular, see Lemma II.12.9 of [27] for the argument which leads to (2.32) by using the bounds on the derivatives of $f_{B_n, \beta}$ from [13].

We next relate $r(\beta)$ to the free energy $f_\beta$ for $\beta \in [0, \beta_c(d))$.

**Proposition 2.6.** For any $d \in \mathbb{N}$ and any $\beta \in [0, \beta_c(d))$, we have

$$
f_\beta(h) = f_\beta(0) + \sum_{k=1}^{\infty} b_k(\beta) \frac{h^k}{k!}, \forall h \in \mathbb{C} \text{ with } |h| < r(\beta),
$$

where $b_k(\beta)$ are defined in (2.9) and $r(\beta)$ is defined in (2.17). Moreover, $r(\beta) > 0$ is the radius of the largest disk centered at the origin where $f_\beta$ is analytic.

**Proof.** Corollary 1.4 of [20] says that $f_\beta$ is analytic in a neighborhood of $h = 0$. As a result, we have

$$
f_\beta(h) = f_\beta(0) + \sum_{k=1}^{\infty} \frac{f^{(k)}(0)}{k!} h^k, \forall h \text{ in some neighborhood of } h = 0.
$$

Theorem 2.5, (2.4) and Proposition 2.1 give

$$
f^{(k)}(0) = \lim_{n \to \infty} f^{(k)}_{B_n, \beta}(0) = \lim_{n \to \infty} \frac{u_k(M_{B_n, \beta, 0})}{|B_n|} = b_k(\beta), \forall k \in \mathbb{N}.
$$

This completes the proof of (2.33). The second part of the proposition is clear from (2.34), (2.35) and (2.17).

It is known that the free energy $f_\beta$ is not differentiable at $h = 0$ if $\beta \in (\beta_c(d), \infty)$; see, for example, Theorems 3.25 and 3.34 of [9] for a proof. It is also known that $f_{\beta_c(d)}$ is differentiable at $h = 0$ ; see, for example, Theorem 3.34 of [9] together with [29] for $d = 2$, [3] for $d \geq 4$, and [2] for $d = 3$. It is expected that $f_{\beta_c(d)}$ is not twice differentiable at $h = 0$ because the susceptibility diverges at $\beta_c(d)$. But we did not find a proof in the literature. So for completeness, we include a proof here.

**Lemma 2.7.** $f_{\beta_c(d)}$ is not twice differentiable at $h = 0$. For each $\beta \geq \beta_c(d)$, $f_\beta$ is not analytic in any neighborhood of $h = 0$. 

Proof. We recalled right before the lemma that \( f_{\beta_c(d)} \) is differentiable at \( h = 0 \). Theorem 3.34 and Proposition 3.29 of [9] imply that
\[
f'_{\beta_c(d)}(h) = \langle \sigma_0 \rangle_{Z^d, \beta_c(d), h}, \quad \forall h \in \mathbb{R}.
\] (2.36)
Here, we have used the fact that the Gibbs state is unique at \( \beta = \beta_c(d) \) and any \( h \in \mathbb{R} \). The GKS inequalities imply that
\[
\langle \sigma_0 \rangle_{B_n, \beta_c(d), h} \uparrow \langle \sigma_0 \rangle_{Z^d, \beta_c(d), h} \quad \text{as} \quad n \uparrow \infty, \forall h \geq 0.
\] (2.37)
For any fixed \( h > 0 \), by the mean value theorem, there exists \( h_0 \in (0, h) \) such that
\[
\frac{\langle \sigma_0 \rangle_{Z^d, \beta_c(d), h} - \langle \sigma_0 \rangle_{Z^d, \beta_c(d), 0}}{h} \geq \frac{\langle \sigma_0 \rangle_{B_n, \beta_c(d), h_0} - \langle \sigma_0 \rangle_{B_n, \beta_c(d), h} \langle \sigma_0 \sigma v \rangle_{B_n, \beta_c(d), 0}}{h} = \sum_{v \in B_n} \frac{\langle \sigma_0 \sigma v \rangle_{B_n, \beta_c(d), h_0} - \langle \sigma_0 \sigma v \rangle_{B_n, \beta_c(d), h}}{\langle \sigma_0 \sigma v \rangle_{B_n, \beta_c(d), 0}},
\] (2.38)
where we have used \( \langle \sigma_0 \rangle_{Z^d, \beta_c(d), 0} = \langle \sigma_0 \rangle_{B_n, \beta_c(d), 0} = 0 \). Taking \( \liminf \), we obtain
\[
\liminf_{h \downarrow 0} \frac{\langle \sigma_0 \rangle_{Z^d, \beta_c(d), h} - \langle \sigma_0 \rangle_{Z^d, \beta_c(d), 0}}{h} \geq \sum_{v \in B_n} \langle \sigma_0 \sigma v \rangle_{B_n, \beta_c(d), 0}.
\] (2.39)
Letting \( n \to \infty \) and applying (2.16), we have
\[
\liminf_{h \downarrow 0} \frac{\langle \sigma_0 \rangle_{Z^d, \beta_c(d), h} - \langle \sigma_0 \rangle_{Z^d, \beta_c(d), 0}}{h} = \infty.
\] (2.40)
This and (2.36) complete the proof of the first part of the lemma. The second part follows from the first part and the discussion before the lemma. \( \square \)

We are ready to prove Theorem 1.1.

Proof of Theorem 1.1. We first note that by Corollary 1 of [7], for fixed \( \beta \), \( \alpha_1(\Lambda_n, \beta) \) is decreasing in \( n \). If \( \Lambda_n = B_n \) for each \( n \in \mathbb{N} \), then Theorem 1.1 follows from Propositions 2.3 and 2.6 and Lemma 2.7. For general \( \Lambda_n \), we can find subsequences \( \{\Lambda_{n_j} : j \in \mathbb{N}\} \) and \( \{B_{n_j} : j \in \mathbb{N}\} \) such that
\[
\Lambda_{n_1} \subset B_{n_1} \subset \Lambda_{n_2} \subset B_{n_2} \subset \Lambda_{n_3} \subset B_{n_3} \subset \ldots.
\] (2.41)
By the monotonicity of \( \alpha_1(\Lambda_{n_j}, \beta) \) in \( j \) and Theorem 1.1 for the case \( \Lambda_n = B_n \), we have
\[
\alpha_1(\Lambda_{n_j}, \beta) \downarrow \alpha_1(\mathbb{Z}^d, \beta) \quad \text{as} \quad j \uparrow \infty.
\] (2.42)
The proof for the original sequence \( \{ \alpha_1(\Lambda_n, \beta) : n \in \mathbb{N} \} \) follows again by the monotonicity of \( \alpha_1(\Lambda_n, \beta) \) in \( n \).
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