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Abstract

In the present paper we deal with the issue of finding the self-adjoint extensions of a $p^4$-corrected Hamiltonian. The importance of this subject lies on the application of the concepts of quantum mechanics to the minimal-length scale scenario which describes an effective theory of quantum gravity. We work in a finite one dimensional interval and we give the explicit $U(4)$ parametrization that leads to the self-adjoint extensions. Once the parametrization is known, we can choose appropriate $U(4)$ matrices to model physical problems. As examples, we discuss the infinite square-well, periodic conditions, anti-periodic conditions and periodic conditions up to a prescribed phase. We hope that the parametrization we found will contribute to model other interesting physical situations in further works.
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1 Introduction

In the last decades several papers dealing with applications of quantum mechanics to minimal-length scale scenarios have emerged, probably motivated by some results from
theories using extra dimensions which suggest that the scale of the minimal length could be many order of magnitude greater than the Planck scale \[1, 2, 3, 4\]. In fact, the existence of a minimal length in nature is a general prediction of quantum gravity theories and its signatures must appear associated to transplanckian phenomena, hence outside the precision obtained in the present or near future experiments. However, extra dimensions can lower the Planck scale resulting in the possibility to detect signatures due to the existence of a minimal length. Moreover, other results indicate that corrections on the spectra of some quantum mechanical system, due to the effects related to the minimal-length scenario, could be experimentally accessible at low energies. Although many of those paper have approached the problem by introducing, amongst some other things, a momentum fourth power correction in the Hamiltonian operator\footnote{In order to introduce a minimal-length scenario, which describes an effective theory of quantum gravity \(5, 6, 7, 8\), the Heisenberg’s uncertainty principle is modified. There are many different proposals for modification, but almost all of them lead to a term of fourth power in the momentum operator as first correction to the kinetic energy of a non-relativistic particle, with the exception of the linear GUP (generalized uncertainty principle) \(9\) which leads to a term of third power.}, only very few of them had dealt with the question of its self-adjointness \(10, 11, 12\). To cover this lacuna is the main purpose of this paper. It is important to remark that the self-adjointness of the Hamiltonian operator is a mathematical but essential issue in quantum mechanical physics, because it is this property that guarantees unitarity of the time-evolution operator and the existence of a dynamics, which assures, on the other hand, that the Cauchy problem

\[
\frac{\partial \psi}{\partial t} = \hat{H} \psi; \quad \psi|_{t=0} = \psi_0,
\]  

(1)

has a unique solution which conserves probability for all \(\psi_0\) in the domain of \(\hat{H} \). As it is well-known, unbounded self-adjoint operators can not be defined on all of Hilbert spaces. Consequently, we need to find suitable domains, that is, self-adjoint extensions of unbounded operators which are determined by boundary conditions. Hence, it is also important to remark that an operator is not completely defined only by its action, but also by its domain, which has to be specified by imposing appropriate (boundary) conditions on the functions on which it acts \(13, 14, 15\). Therefore different boundary conditions lead to different operators (extensions) and thus to different physical situations.

The aim of this paper is to give an explicit and useful parametrization of the boundary conditions that specify the self-adjoint extensions of the \(p^4\)-corrected Hamiltonian. This Hamiltonian is described in next section. To reach this goal, we work in one dimension and with a free particle in the finite interval \(x \in [-a/2, a/2]\). For this case, the parametrization is done by unitary matrices of dimension greater than those corresponding to the half or full real line. Our choice for the one dimensional finite space was motived by a particular interest in the infinite square-well: In addition to its many applications, we had recently showed \(16\) that the solutions obtained by taking the limit of a finite square-well are not the same found in the previous literature \(17, 18, 19\). On that moment, it was not completely clear what was the additional conditions we should impose on the general solutions and, although our results at that point had gave us the correct clue, it is only by
self-adjointness considerations, which is done in the third section, that we can properly define them.

Besides its obvious application to the infinite square-well, the finite interval can describe many other interesting situations by appropriate choice of the boundary conditions – as we said: different conditions ⇒ different physics. To illustrate this point, in the fourth section we explicitly present the matrices that lead to the self-adjoint boundary conditions for periodicity, anti-periodicity and periodicity up to a prescribed phase. We find their solutions and the corresponding energy spectrum. Although the eigenstates have very interesting properties under parity, time inversion and translations, they are not due to the minimal length correction and are the same exhibited by the ordinary quantum mechanics eigenstates, thus we left them for the Appendix D. Some of the explicit calculations were also left for the appendices.

2 The \( p^4 \)-corrected Hamiltonian and its self-adjoint extensions

We consider the Hamiltonian operator

\[
\hat{H} = -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + \frac{\beta \hbar^4}{3m} \frac{\partial^4}{\partial x^4}
\]  

(2)
in the Hilbert space \( \mathcal{H} = L^2([-a/2, a/2], dx) \), where \( a \) is a positive constant with dimension of length. If \( \beta = 0 \), then the Hamiltonian (2) reduces to the ordinary quantum mechanical Hamiltonian of a free particle.

Just like in the ordinary case, the Hamiltonian operator (2) is an unbounded linear operator. In order to apply the von Neumann theorem \([11, 14]\), we compute its deficiency indices \((n_+, n_-)\), which can be defined, respectively, as the dimensions of the following subspaces:

\[
\mathcal{N}_+ = \{ \psi \in D(\hat{H}^\dagger), \quad \hat{H}^\dagger \psi = i\lambda_+ \psi, \quad \lambda_+ > 0 \}; \\
\mathcal{N}_- = \{ \psi \in D(\hat{H}^\dagger), \quad \hat{H}^\dagger \psi = i\lambda_- \psi, \quad \lambda_- < 0 \}. 
\]  

(3)
The calculations are shown in the Appendix [A] and the results are \( n_+ = n_- = 4 \), which means that this Hamiltonian operator has infinitely many self-adjoint extensions, parametrized by a unitary \( 4 \times 4 \) matrix acting on the Hilbert space.

To find the boundary conditions that specify the self-adjoint extensions, we follow the same procedure of Ref. [11], which basically consists in writing the symmetry condition \( (\psi, \hat{H}\phi) = (\hat{H}\psi, \phi) \) as \( C(u, v) = 0 \), where \( C(u, v) \) is the sesquilinear form:

\[
C(u, v) = u^\dagger \cdot A \cdot v, 
\]  

(4)
with \( A \) being a hermitian \( (8 \times 8) \) matrix that can be written in the form

\[
A = \begin{pmatrix} G & O \\ O & -G \end{pmatrix},
\]  

(5)
and find the maximal linear subspaces of \( \mathbb{C}^8 \) on which (4) vanishes. These subspaces give us the self-adjointness conditions for \( \hat{H} \).

Integration by parts on the internal product \((\psi, \hat{H}\phi)\) shows that

\[
(\psi, \hat{H}\phi) = \int_{-a/2}^{a/2} \psi^* \left( -\frac{\hbar^2}{2m} \partial_x^2 + \frac{\beta\hbar^4}{3m} \partial_x^4 \right) \phi \, dx = \\
= \left[ -\frac{\hbar^2}{2m} (\psi^* \partial_x \phi - \partial_x \psi^* \phi) + \frac{\beta\hbar^4}{3m} (\psi^* \partial_2^2 \phi - \partial_x \psi^* \partial_x^2 \phi + \partial_x^2 \psi^* \partial_x \phi - \partial_x^3 \psi^* \phi) \right]_{-a/2}^{a/2} + \\
\quad + (\hat{H}\psi, \phi).
\]

Hence, the symmetry condition can be written as

\[
\left[ -\frac{\hbar^2}{2m} (\psi^* \partial_x \phi - \partial_x \psi^* \phi) + \frac{\beta\hbar^4}{3m} (\psi^* \partial_2^2 \phi - \partial_x \psi^* \partial_x^2 \phi + \partial_x^2 \psi^* \partial_x \phi - \partial_x^3 \psi^* \phi) \right]_{-a/2}^{a/2} = \\
= -i\beta\hbar^4 \left[ -i \frac{3a^2}{2\beta\hbar^2} (\psi^* \partial_x \phi - \partial_x \psi^* \phi) + ia^2 (\psi^* \partial_2^3 \phi - \partial_x \psi^* \partial_x^2 \phi + \partial_x^2 \psi^* \partial_x \phi - \partial_x^3 \psi^* \phi) \right]_{-a/2}^{a/2} = 0, (11)
\]

which is the vanishing sesquilinear form we are looking for. Comparison with Eqs. (4) and (5) gives us

\[
G = i \begin{pmatrix}
0 & -3a^2 & 0 & 1 \\
3a^2 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}
\]  
(12)

Actually, if we have a linear subspace \( V \subset \mathcal{H} \) on which

\[(u^\dagger \begin{pmatrix} I & O \\ O & -I \end{pmatrix} v) = 0, \]  
(6)

for all \( u, v \in V \), where \( I \) is the identity matrix with appropriate dimension, then \( u = v = \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} \) implies \( \|v_1\| = \|v_2\| \Rightarrow v = \begin{pmatrix} v_1 \\ U.v_1 \end{pmatrix} \) for all \( v \in V \), where \( U \) is a constant unitary matrix with appropriate dimensions. So, the maximal linear subspaces \( V_U \subset \mathcal{H} \) on which eq. (6) holds are

\[
V_U = \left\{ v \in \mathcal{H} \left( \begin{array}{cc} U & -I \\ 0 & 0 \end{array} \right) v = 0 \right\}. \]  
(7)

The matrix \( A \) defined by (8) can be written as

\[
A = (DP)^\dagger \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix} (DP), \]  
(8)

where \( D \) is a real positive diagonal matrix and \( P \) is a unitary matrix. So, the maximal subspaces we are looking for are

\[
V_U = \left\{ v \in \mathcal{H} \left( \begin{array}{cc} U & -I \\ 0 & 0 \end{array} \right) (DP)v = 0 \right\}. \]  
(9)
and the following \( u \) and \( v \):

\[
u = \begin{pmatrix} u_+ \\ u_- \end{pmatrix}, \quad v = \begin{pmatrix} v_+ \\ v_- \end{pmatrix}, \tag{13}
\]

with

\[
u_\pm = \begin{pmatrix} \psi(\pm a/2) \\ a\partial_x \psi(\pm a/2) \\ a^2\partial_x^2 \psi(\pm a/2) \\ a^3\partial_x^3 \psi(\pm a/2) \end{pmatrix}, \quad \psi = \begin{pmatrix} \phi(\pm a/2) \\ a\partial_x \phi(\pm a/2) \\ a^2\partial_x^2 \phi(\pm a/2) \\ a^3\partial_x^3 \phi(\pm a/2) \end{pmatrix}. \tag{14}
\]

Further calculations (given in the Appendix B) lead us to the result

\[
\begin{pmatrix}
\lambda_+ \phi(+a/2) + i\lambda_+ a\partial_x \phi(+a/2) - a^2\partial_x^2 \phi(+a/2) - ia^3\partial_x^3 \phi(+a/2) \\
\lambda_- \phi(-a/2) + i\lambda_- a\partial_x \phi(-a/2) - a^2\partial_x^2 \phi(-a/2) - ia^3\partial_x^3 \phi(-a/2) \\
\lambda_+ \phi(+a/2) - i\lambda_+ a\partial_x \phi(+a/2) + a^2\partial_x^2 \phi(+a/2) - ia^3\partial_x^3 \phi(+a/2) \\
\lambda_- \phi(-a/2) + i\lambda_- a\partial_x \phi(-a/2) + a^2\partial_x^2 \phi(-a/2) + ia^3\partial_x^3 \phi(-a/2)
\end{pmatrix} = 
\begin{pmatrix}
\lambda_+ \phi(+a/2) - i\lambda_+ a\partial_x \phi(+a/2) + a^2\partial_x^2 \phi(+a/2) - ia^3\partial_x^3 \phi(+a/2) \\
\lambda_- \phi(-a/2) + i\lambda_- a\partial_x \phi(-a/2) - a^2\partial_x^2 \phi(-a/2) + ia^3\partial_x^3 \phi(-a/2) \\
\lambda_+ \phi(+a/2) + i\lambda_- a\partial_x \phi(+a/2) + a^2\partial_x^2 \phi(+a/2) + ia^3\partial_x^3 \phi(+a/2) \\
\lambda_- \phi(-a/2) - i\lambda_- a\partial_x \phi(-a/2) + a^2\partial_x^2 \phi(-a/2) - ia^3\partial_x^3 \phi(-a/2)
\end{pmatrix}, \tag{15}
\]

where

\[
\lambda_\pm = \frac{\sqrt{1 + \left(\frac{4\beta \hbar^2}{3a^2}\right)^2} \pm 1}{4\beta \hbar^2 / 3a^2}, \tag{16}
\]

and \( U \in U(4) \) is the unitary \( 4 \times 4 \) matrix that specifies self-adjoint extension.

Two important remarks are in order now: First, all the self-adjoint extensions of \( \hat{H} \), for the one dimensional finite interval, are given by \( \text{(15)} \). Thus, if the question is to find out if some known boundary conditions are enough to ensure self-adjointness, or if some known set of eigenfunctions belongs to a self-adjoint \( \hat{H} \) domain, the answer can be obtained by finding the \( U(4) \) matrix that leads to that boundary conditions or set of eigenfunctions – or prove there is no such matrix. In the next section we will find the matrices that lead to some known boundary conditions and set of eigenfunctions, related to the infinite square-well, proving they are associated with self-adjoint Hamiltonian extensions.

Second, all \( U(4) \) possible choice for \( \text{(15)} \) leads to a self-adjoint Hamiltonian. Thus, there are infinitely many models to work with and all we have to do is to pick a \( U(4) \) matrix. Some groups of matrix could be classified in subfamilies according to their properties or what kind of conditions they lead to. In the fourth section, we will explore some different models by choosing different matrices.
Multiplying the Eq. (15) by λ_− and noting that λ_−λ_+ = 1, we have, up to O(β),

\[
\begin{pmatrix}
\phi(+a/2) + i a \partial_x \phi(+a/2) - \frac{2}{3} \hbar^2 \beta \partial_x^2 \phi(+a/2) - \frac{i}{3} \hbar^2 a \beta \partial_x^3 \phi(+a/2) \\
\phi(-a/2) - i a \partial_x \phi(-a/2) - \frac{2}{3} \hbar^2 \beta \partial_x^2 \phi(-a/2) + \frac{i}{3} \hbar^2 a \beta \partial_x^3 \phi(-a/2)
\end{pmatrix} = \\
\begin{pmatrix}
\phi(+a/2) - i a \partial_x \phi(+a/2) - \frac{2}{3} \hbar^2 \beta \partial_x^2 \phi(+a/2) + \frac{i}{3} \hbar^2 a \beta \partial_x^3 \phi(+a/2) \\
\phi(-a/2) + i a \partial_x \phi(-a/2) - \frac{2}{3} \hbar^2 \beta \partial_x^2 \phi(-a/2) - \frac{i}{3} \hbar^2 a \beta \partial_x^3 \phi(-a/2)
\end{pmatrix}
\]

\[
= U \begin{pmatrix}
\varphi_1^+ \\
\varphi_2^+
\end{pmatrix} = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix}
\varphi_1^- \\
\varphi_2^-
\end{pmatrix},
\]

which can be rewritten as

\[
\begin{pmatrix}
\varphi_1^+ \\
\varphi_2^+
\end{pmatrix} = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix}
\varphi_1^- \\
\varphi_2^-
\end{pmatrix},
\]

where

\[
\varphi_1^+ := \begin{pmatrix}
\phi(+a/2) + i a \partial_x \phi(+a/2) - \frac{2}{3} \hbar^2 \beta \partial_x^2 \phi(+a/2) - \frac{i}{3} \hbar^2 a \beta \partial_x^3 \phi(+a/2) \\
\phi(-a/2) + i a \partial_x \phi(-a/2) - \frac{2}{3} \hbar^2 \beta \partial_x^2 \phi(-a/2) + \frac{i}{3} \hbar^2 a \beta \partial_x^3 \phi(-a/2)
\end{pmatrix},
\]

\[
\varphi_2^+ := \begin{pmatrix}
\frac{2}{3} \hbar^2 \beta \partial_x^2 \phi(+a/2) + \frac{i}{3} \hbar^2 a \beta \partial_x^3 \phi(+a/2) \\
\frac{2}{3} \hbar^2 \beta \partial_x^2 \phi(-a/2) - \frac{i}{3} \hbar^2 a \beta \partial_x^3 \phi(-a/2)
\end{pmatrix}
\]

and

\[
U = \begin{pmatrix} A & B \\ C & D \end{pmatrix}.
\]

Now, taking the limit β → 0 in Eq. (18) we have Cφ_0^- = 0, where

\[
\varphi_0^+ := \begin{pmatrix}
\phi(+a/2) + i a \partial_x \phi(+a/2) \\
\phi(-a/2) + i a \partial_x \phi(-a/2)
\end{pmatrix}
\]

represents the non vanishing terms of Eq. (17) when β = 0 (which are the same terms that we have in the ordinary case). Therefore, if C^{-1} exists, that is, C is an invertible matrix, then φ_0^- = 0. Consequently, φ(±a/2) = 0 and ∂_x φ(±a/2) = 0. However, those boundary conditions imposed to the ordinary case (β = 0) lead to trivial solution φ(x) = 0. If we rewrite Eq. (18) as

\[
\begin{pmatrix} A^\dagger & C^\dagger \\ B^\dagger & D^\dagger \end{pmatrix} \begin{pmatrix}
\varphi_1^+ \\
\varphi_2^+
\end{pmatrix} = \begin{pmatrix}
\varphi_1^- \\
\varphi_2^-
\end{pmatrix},
\]

we can follow the same development to conclude that, since Eq. (23) leads to B^\dagger φ_0^+ = 0 in the limit β → 0, if B^{-1} exists, then φ(±a/2) = 0 and ∂_x φ(±a/2) = 0 in this same limit, what leads again to the trivial solution φ(x) = 0.
Otherwise, if $B$ and $C$ are both null matrices\footnote{In fact, due to the unitarity of $U$, $B = 0 \iff C = 0$.}, then $A$ will be a unitary $2 \times 2$ matrix, as a consequence of the unitarity of $U$. Then, in the limit $\beta \to 0$ we have:

$$
\varphi_0^+ = A \varphi_0^- ,
$$

which is the parametrization of the ordinary case\footnote{Actually, Eq. (24) is also obtained if $B \neq 0$ and $C \neq 0$, but not necessarily with unitary $A$}.

Note that when $\phi(x)$ can be written as a perturbative series in power of $\beta$, $\phi(x) = \sum_{N=0}^{\infty} \beta^N \phi_N(x)$, the boundary conditions obtained in the limit $\beta \to 0$ are satisfied by the solution of the ordinary case, $\lim_{\beta \to 0} [\partial_n^x \phi(\pm a/2)] = \partial_n^x \phi_0(\pm a/2)$. Therefore, if the boundary conditions in $p^4$-corrected theory are not the same as uncorrected theory the wave function of the $p^4$-corrected theory can not be written as a perturbative power series in $\beta$.

## 3 The infinite square-well

In ordinary quantum mechanics, the boundary conditions of the infinite square-well state that the wave function of the particle vanishes at the both edges of the well:

$$
\psi(-a/2) = \psi(a/2) = 0,
$$

what leads to the well-parity-defined eigenfunctions

$$
\begin{align*}
\psi(x) &= \sqrt{\frac{2}{a}} \cos\left(\frac{n \pi x}{a}\right), & n \text{ odd} \\
\psi(x) &= \sqrt{\frac{2}{a}} \sin\left(\frac{n \pi x}{a}\right), & n \text{ even}
\end{align*}
$$

In a minimal-length scenario, the fourth order derivative implies that we have additional boundary conditions to impose on the wave function and its derivatives. Despite of that, and since (27) mathematically satisfies the time-independent Schroedinger equation

$$
\hat{H} \psi = E \psi,
$$

$$
-\frac{\hbar^2}{2m} \partial_x^2 \psi + \frac{\beta \hbar^4}{3m} \partial_x^4 \psi = E \psi,
$$

with $E = E_n = \frac{n^2 \pi^2 \hbar^2}{2ma^2} + \beta \frac{n^4 \pi^4 \hbar^4}{3ma^4}$, some authors have bypassed the problem of finding the appropriate boundary conditions and have considered (27) as the correct eigenfunctions.
for the minimal-length infinite square-well [17, 18, 19, 20]. In fact, if we choose the $U(4)$ matrix

$$U_4 = \begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}$$

in the parametrization (15), we will get the following conditions:

$$\psi(-a/2) = \psi(a/2) = \partial_x^2 \psi(-a/2) = \partial_x^2 \psi(a/2) = 0,$$

which really leads to the eigenfunctions (27). Hence, (27) do came from conditions that makes the $p^4$ corrected Hamiltonian self-adjoint, but are they the true boundary conditions for the infinite square-well? Apparently, the answer is no.

In a recent paper we consider the infinite square-well as a limiting case of the finite square-well and found a different set of eigenfunctions - with continuous first derivative at the walls - as solution [16]. At that point, we did not demonstrate the self-adjointness of the Hamiltonian operator, but now its a straightforward calculation to verify that the $U(4)$ matrix

$$U = \begin{pmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \\ -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix}$$

applied to (15) gives the following conditions:

$$\begin{cases} \lambda_+ \phi(\pm a/2) = -\lambda_- \phi(\pm a/2) \\ \lambda_+ \partial_x \phi(\pm a/2) = -\lambda_- \partial_x \phi(\pm a/2) \end{cases} \Rightarrow \begin{cases} \phi(a/2) = \phi(-a/2) = 0 \\ \partial_x \phi(a/2) = \partial_x \phi(-a/2) = 0 \end{cases},$$

which leads to the same results we found, that is, the following eigenfunctions of opposite parity:

$$\psi_{A_k} = A_k \left[ \frac{\cos(kx)}{\cos(ka/2)} - \frac{\cosh(k'x)}{\cosh(k'a/2)} \right]$$

5The constants $A_k$ and $B_k$ have been defined by

$$A_k = \cos(ka/2) \cosh(k'a/2) \left[ \cos^2(k'a/2) \left( \frac{a}{2} + \frac{(k^2 - 3k'^2) \sinh(k'a/2) \cosh(k'a/2)}{k(k^2 + k'^2)} \right) + \cos^2(ka/2) \left( \frac{a}{2} + \frac{(k'^2 - 3k^2) \sinh(k'a/2) \cosh(k'a/2)}{k'(k'^2 + k^2)} \right) \right]^{-1/2}$$

and

$$B_k = \sin(ka/2) \sinh(k'a/2) \left[ \sinh^2(k'a/2) \left( \frac{a}{2} - \frac{(k^2 - 3k'^2) \sin(ka/2) \cos(ka/2)}{k(k^2 + k'^2)} \right) + \sin^2(ka/2) \left( \frac{a}{2} - \frac{(k'^2 - 3k^2) \sinh(k'a/2) \cosh(k'a/2)}{k'(k'^2 + k^2)} \right) \right]^{-1/2},$$

in order to normalize the wave functions.
and

\[ \psi_{B_k} = B_k \left[ \frac{\sin(kx)}{\sin(ka/2)} - \frac{\sinh(k'x)}{\sinh(k'a/2)} \right], \tag{37} \]

and the following conditions that define the energy spectrum:

\[ k \tan(ka/2) + k' \tanh(k'a/2) = 0, \tag{38} \]

to the even eigenfunctions, and

\[ k \cot(ka/2) - k' \coth(k'a/2) = 0 \tag{39} \]

to the odd ones, with

\[ k = \sqrt{\frac{1 + \frac{16}{3} \beta m E - 1}{2\hbar \sqrt{\beta/3}}}, \quad k' = \sqrt{\frac{1 + \frac{16}{3} \beta m E + 1}{2\hbar \sqrt{\beta/3}}}. \tag{40} \]

It is important to stress that in both cases the ordinary infinite square-well is recovered in the limit \( \beta \to 0 \) since:

- the energy equations (38) and (39) become the energy equations of the ordinary infinite square-well,
- \( \lim_{\beta \to 0} \{ \psi_{Ak,Bk}(x) \}_{x=\pm a/2} = \psi^0_{Ak_0,Bk_0}(\pm a/2) = 0, \)
- \( \lim_{\beta \to 0} \{ \partial_x \psi_{Ak,Bk}(x) \}_{x=\pm a/2} = \partial_x \psi^0_{Ak_0,Bk_0}(\pm a/2) \neq 0, \)

where \( \psi^0_{Ak_0,Bk_0}(x) \) are the solutions of the ordinary infinite square-well. In the second case, the matrix \( \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} \) is invertible and thus the boundary conditions \( \phi(\pm a/2) = 0 \) and \( \partial_x \phi(\pm a/2) = 0 \) are held in the limit \( \beta \to 0 \), which are not the boundary conditions of the ordinary infinite square-well. So, it is expected that the solutions of the infinite square-well in minimal-length scenario in the second case are not given by a perturbative series in powers of \( \beta \). A quick glance at Eqs. (36) and (37) shows that this is the case.

4 Some other models from different choices of the Hamiltonian self-adjoint extension

In this section we explore some other possible choices to (15): periodic conditions, anti-periodic conditions, and periodic conditions up to a phase factor. We expose their solutions and energy spectrum. Their symmetry properties under parity, time inversion and translation are very interesting, but they are similar to the ordinary quantum mechanical case, so we left them to the Appendix D.
4.1 Periodic conditions

Starting with the Eq. (15), a possible choice is

\[
U = \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{pmatrix},
\]

(41)

which takes us to the following boundary conditions:

\[
\begin{aligned}
\phi(+a/2) &= \phi(-a/2) \\
\partial_x \phi(+a/2) &= \partial_x \phi(-a/2) \\
\partial_x^2 \phi(+a/2) &= \partial_x^2 \phi(-a/2) \\
\partial_x^3 \phi(+a/2) &= \partial_x^3 \phi(-a/2)
\end{aligned}
\]

(42)

The full periodic conditions above suggests that we might identify both edges of the interval \([-a/2, a/2]\) as the same physical point and, doing so, we may interpret the solutions of this mathematical model as the wave function of a particle trapped on a ring of length \(a\). Returning to the eigenfunctions of the Hamiltonian operator (28):

\[
\phi(x) = Ae^{ikx} + Be^{-ikx} + Ce^{k'x} + De^{-k'x},
\]

we are lead, from Eq. (42), to the following solutions (all of them with \(E \geq 0\)):

\[
\phi^\pm_n(x) = \frac{e^{\pm i(2n\pi x/a - \theta)}}{\sqrt{a}}; \quad E^\pm_n = \frac{\hbar^2}{2m} \left( \frac{2n\pi}{a} \right)^2 + \frac{\beta \hbar^4}{3m} \left( \frac{2n\pi}{a} \right)^4,
\]

(43)

where \(n \in \mathbb{N}^*\) (in order to satisfy the boundary conditions) and \(\theta \in [0, 2\pi]\) is a phase factor we introduce in order to stress that, in a ring, the origin does not have any special meaning over any other point – note that the introduction of \(\theta\) have the effect of translating the wave function for a distance \(0 \leq \delta = a\theta/(2n\pi) \leq a/n\), which is enough to make the maximum displacement to match the distance from which it starts to repeat itself. By the above solution, we can see that each eigenvalue is doubly degenerate, since, for fixed \(n\), \(E^+_n = E^-_n = E_n\). The only exception is the ground state, given – except for a constant phase – by

\[
\phi_0(x) = \frac{1}{\sqrt{a}},
\]

(44)

which have null energy.

4.2 Anti-periodic conditions

If, instead of (41), we choose

\[
U = \begin{pmatrix}
0 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0
\end{pmatrix},
\]

(45)
in (15), we are taken to the following boundary conditions:

\[
\begin{align*}
\phi(+a/2) &= -\phi(-a/2) \\
\partial_x \phi(+a/2) &= -\partial_x \phi(-a/2) \\
\partial_x^2 \phi(+a/2) &= -\partial_x^2 \phi(-a/2) \\
\partial_x^3 \phi(+a/2) &= -\partial_x^3 \phi(-a/2)
\end{align*}
\]  

which leads to the solutions

\[
\phi_n^\pm(x) = e^{i[(1\pm 2n)\pi x/a \mp \theta]/\sqrt{a}}; \quad E_n^\pm = \frac{\hbar^2}{2m} \left( \frac{2n\pi \pm \pi}{a} \right)^2 + \frac{\beta \hbar^4}{3m} \left( \frac{2n\pi \pm \pi}{a} \right)^4,
\]

with \( n \in \mathbb{N} \) (as a consequence of (46)) and \( \theta \in [0, 2\pi) \). Although similar to the periodic case, now we see that not only the excited states are degenerate, but also the ground state (represented by \( \phi_0(x) \) and by \( \phi_1^-(x) \)). Indeed, we see that \( E_n^+ = E^+_{n+1} \) and, therefore, the states \( \phi_n^+ \) and \( \phi^-_{n+1} \), although different, have the same energy.

### 4.3 Periodic conditions up to a phase factor

The periodic conditions up to a phase factor generalizes the both cases above, connecting them by a single continuous parameter \( \varphi \in [0, 2\pi) \). For this purpose, we choose for (15) the parametrization

\[
U = e^{i\varphi} \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}.
\]  

From (48), we obtain

\[
\begin{align*}
\phi(+a/2) &= e^{i\varphi} \cdot \phi(-a/2) \\
\partial_x \phi(+a/2) &= e^{i\varphi} \cdot \partial_x \phi(-a/2) \\
\partial_x^2 \phi(+a/2) &= e^{i\varphi} \cdot \partial_x^2 \phi(-a/2) \\
\partial_x^3 \phi(+a/2) &= e^{i\varphi} \cdot \partial_x^3 \phi(-a/2)
\end{align*}
\]  

These conditions lead us to the following solutions:

\[
\phi_n^\pm(x) = e^{i[(\varphi\pm 2n\pi)x/a \mp \theta]/\sqrt{a}}; \quad E_n^\pm = \frac{\hbar^2}{2m} \left( \frac{2n\pi \pm \varphi}{a} \right)^2 + \frac{\beta \hbar^4}{3m} \left( \frac{2n\pi \pm \varphi}{a} \right)^4,
\]

that are non-degenerate – except if \( \varphi = 0 \) or \( \varphi = \pi \), which make us to return to the periodic and anti-periodic conditions, respectively.

### 5 Conclusions and further perspectives

We have studied a free non-relativistic quantum particle, on a finite interval, described by a Hamiltonian with a \( p^4 \) correction. The correction is part of the description of quantum
mechanics in a minimal-length scale scenario, and the importance of our work lies in its applications to this field. At first, we had focus our attention on the question of Hamiltonian self-adjointness. Our main result on this subject was to describe explicitly the $U(4)$ family of boundary conditions that parametrizes the self-adjoint extensions of the Hamiltonian operator. The description we found brings the minimal-length parameter $\beta$ inside itself, through the constant $\lambda_{\pm}$ (Eq. (16)), but, in the situations we had worked with, its presence was excluded due to the boundary conditions. Thus, it would be important to investigate, in a further work, what kind of systems have $\lambda_{\pm}$, and hence $\beta$, on its boundary conditions.

In the third section, we had turned our attention to the infinite square-well problem. Due to the $p^4$ correction, the continuity of the wave functions at the edge of the well is not enough to ensure the self-adjointness of the Hamiltonian operator. The eigenfunctions and energy equation obtained by taking the infinite square-well as a limit case of the finite square-well suggest that the continuity of the first derivative at the both edges is the missing boundary condition to be imposed on the solutions. By finding the appropriate $U(4)$ matrix, we have finally proved that it was really the case: The vanishing of both the wave function and its first derivative at the walls of the square well guarantees a self-adjoint Hamiltonian and also leads to the same results that we obtained by the limiting process. We verified that there are self-adjoint conditions that lead to the same eigenfunctions found in the previous literature [17, 18, 19, 20], which are the same of ordinary quantum mechanics. However, those conditions include the vanishing of the second derivative at the infinite square-well walls. Further investigations would be necessary to find if both of those solutions have some physical meaning and which of them describes an infinite square-well in a minimal-length scenario.

Finally, it is important to remark that the knowledge of the self-adjoint parametrization we found in the second section enables us to study, on a solid mathematical basis, many different physical systems in this same context, selected by a $U(4)$ matrix choice that leads to the appropriate boundary conditions. As examples, we found the eigenfunctions and corrected energy spectrum for periodic, anti-periodic and periodic up to a phase conditions. We expect that our results will be applied to other physical models as a natural continuation of the present work.
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A Appendix: Calculating the deficiency indices

This appendix shows the calculations that lead to the deficiency indices of Section 3.

Starting with the equation

$$\hat{H}^\dagger \phi_\pm = \pm i \lambda \phi_\pm$$

and assuming that $\hat{H}$ is formally self-adjoint, that is, assuming that $\hat{H}$ and $\hat{H}^\dagger$ have the same form, the next step is to solve the equation

$$\left(-\frac{\hbar^2}{2m} \partial_x^2 + \frac{\beta \hbar^4}{3m} \partial_x^4\right) \phi_\pm = \pm i \lambda \phi_\pm.$$

If we write

$$\phi_\pm = e^{k_\pm x},$$

then we will have:

$$-\frac{\hbar^2}{2m} k_\pm^2 + \frac{\beta \hbar^4}{3m} k_\pm^4 = \pm i \lambda \iff \frac{2 \beta \hbar^2}{3} k_\pm^4 - k_\pm^2 + \frac{2 m i \lambda}{\hbar^2} = 0,$$

whose solutions are:

$$k_\pm^2 = \frac{1 + \sqrt{1 \pm 16im\beta\lambda/3}}{4 \beta \hbar^2 / 3},$$

and

$$k_\pm'^2 = \frac{1 - \sqrt{1 \pm 16im\beta\lambda/3}}{4 \beta \hbar^2 / 3}.$$

The term

$$\sqrt{1 \pm 16im\beta\lambda/3}$$

is a complex number and, then, can be written as

$$z = a + ib.$$

Now, we have

$$|z|^2 = a^2 + b^2 = z^*z = \sqrt{1^2 + (16m\beta\lambda/3)^2}$$

and

$$z^2 = a^2 - b^2 + 2iab = 1 \pm 16im\beta\lambda/3 \Rightarrow \begin{cases} a^2 - b^2 = 1 \\ 2ab = \pm 16m\beta\lambda/3 \end{cases}.$$  

Adding and subtracting the real part of (60) from (59), we find

$$|a| = \sqrt{\frac{\sqrt{1^2 + (16m\beta\lambda/3)^2} + 1}{2}},$$

and

$$|b| = \sqrt{\frac{\sqrt{1^2 + (16m\beta\lambda/3)^2} - 1}{2}}.$$
which implies that
\[ \sqrt{1 + 16i m \beta \lambda / 3} = \pm \left( \sqrt{\frac{1^2 + (16 m \beta \lambda / 3)^2 + 1}{2}} + i \sqrt{\frac{1^2 + (16 m \beta \lambda / 3)^2 - 1}{2}} \right) \] (63)

and
\[ \sqrt{1 - 16i m \beta \lambda / 3} = \pm \left( \sqrt{\frac{1^2 + (16 m \beta \lambda / 3)^2 + 1}{2}} - i \sqrt{\frac{1^2 + (16 m \beta \lambda / 3)^2 - 1}{2}} \right), \] (64)

where the signal of the terms in parentheses were defined in agreement with the imaginary part of (60).

Now, we can write:
\[ \phi_\pm = A_\pm e^{+k_\pm x} + B_\pm e^{-k_\pm x} + C_\pm e^{+k_\pm' x} + D_\pm e^{-k_\pm' x}, \] (65)

with
\[ k_\pm = \sqrt{\frac{1 + (|a| \pm i|b|)}{4\beta h^2 / 3}} = \sqrt{\frac{(1 + |a|) \pm i|b|}{4\beta h^2 / 3}} \] (66)

and
\[ k_\pm' = \sqrt{\frac{1 - (|a| \pm i|b|)}{4\beta h^2 / 3}} = \sqrt{\frac{(1 - |a|) \mp i|b|}{4\beta h^2 / 3}} \] (67)

We remark again that
\[ \sqrt{1 \pm (|a| \pm i|b|)} \] (68)

is complex number and can be written as
\[ z = x + iy. \] (69)

Following the same development that led to Eqs. (63) and (64), we obtain similar results, but with
\[ \begin{align*}
1 & \mapsto 1 \pm |a|; \\
16 m \beta \lambda / 3 & \mapsto |b|.
\end{align*} \] (70)

Thus, we have
\[ k_\pm = \frac{1}{\sqrt{4\beta h^2 / 3}} \left( \frac{\sqrt{(1 + |a|)^2 + |b|^2 + (1 + |a|)}}{2} \pm i \frac{\sqrt{(1 + |a|)^2 + |b|^2 - (1 + |a|)}}{2} \right) \] (71)
and
\[ k'_\pm = \frac{1}{\sqrt{4\beta \hbar^2/3}} \left( \sqrt{\frac{(1 - |a|)^2 + |b|^2 + (1 - |a|)}{2}} + i \sqrt{\frac{(1 - |a|)^2 + |b|^2 - (1 - |a|)}{2}} \right). \] (72)

Defining:
\[ a_\pm = \frac{(1 \pm |a|)^2 + |b|^2}{4} = \frac{1 + |a|^2 + |b|^2 \pm 2|a|}{4}, \]
\[ a_\pm = \frac{1 + \sqrt{1 + \left(\frac{16m_\lambda}{3}\right)^2} \pm 2\sqrt{1 + \left(\frac{16m_\lambda}{3}\right)^2}}{4} \] (73)
and
\[ b_\pm = \frac{1 \pm |a|}{4} = \frac{1 \pm \sqrt{1 + \left(\frac{16m_\lambda}{3}\right)^2}}{4}, \] (74)
we find
\[ k_\pm = \frac{a_\pm + b_\pm \pm i\sqrt{a_\pm - b_\pm}}{\hbar \sqrt{2\beta/3}}, \quad k'_\pm = \frac{a_- + b_- \mp i\sqrt{a_- - b_-}}{\hbar \sqrt{2\beta/3}} \] (75)
and the general solution
\[ \phi_\pm = A_\pm e^{k_\pm x} + B_\pm e^{-k_\pm x} + C_\pm e^{k'_\pm x} + D_\pm e^{-k'_\pm x}. \] (76)

Finally, we conclude that

I - If \( x \in (-\infty, +\infty) \), than \( (n_+, n_-) = (0, 0) \) and, therefore, the Hamiltonian operator is self-adjoint and have no other self-adjoint extension.

II - If \( x \in [0, +\infty) \), than \( (n_+, n_-) = (2, 2) \) and, therefore, the Hamiltonian operator have infinitely many self-adjoint extensions parametrized by a matrix \( U(2) \).

III - If \( x \in [-a/2, +a/2] \), than \( (n_+, n_-) = (4, 4) \) and, therefore, the Hamiltonian operator have infinitely many self-adjoint extensions parametrized by a matrix \( U(4) \).

B Appendix: Obtaining the \( U(4) \) family of self-adjoint boundary conditions

This appendix shows the calculations we performed to obtain the \( U(4) \) parametrized boundary conditions (15), that specifies the self-adjoint extensions of the Hamiltonian
To find the eigenvalues and eigenvectors of the matrix $A$, Eq. (5), first we note that

$$A.a = \lambda a \Rightarrow \begin{pmatrix} G & O \\ O & -G \end{pmatrix} \begin{pmatrix} a_+ \\ a_- \end{pmatrix} = \lambda \begin{pmatrix} a_+ \\ a_- \end{pmatrix},$$  
(77)

which implies that

$$\begin{cases} G.a_+ = \lambda a_+ \\ G.a_- = -\lambda a_- \end{cases}$$  
(78)

The top equation of (78), together with the definition of $G$, Eq. (12), gives

$$\left\{ \begin{array}{l} -i \frac{3a^2}{2\beta \hbar^2} a_2 + ia_4 = \lambda a_1 \\ i \frac{3a^2}{2\beta \hbar^2} a_1 - ia_3 = \lambda a_2 \\ ia_2 = \lambda a_3 \\ -ia_1 = \lambda a_4 \end{array} \right.,$$  
(79)

where we use

$$a_+ = \begin{pmatrix} a_1 \\ a_2 \\ a_3 \\ a_4 \end{pmatrix}.$$  
(80)

The last two equations of (79) allows us to rewrite the first two in terms only of $a_1$ e $a_2$:

$$-i \frac{3a^2}{2\beta \hbar^2} a_2 + a_1 = \lambda^2 a_1 \Rightarrow a_2 = i \frac{2\beta \hbar^2}{3a^2} \frac{\lambda^2 - 1}{\lambda} a_1,$$  
(81)

and

$$i \frac{3a^2}{2\beta \hbar^2} a_1 + a_2 = \lambda^2 a_2 \Rightarrow a_2 = i \frac{3a^2}{2\beta \hbar^2} \frac{\lambda}{\lambda^2 - 1} a_1.$$  
(82)

The product of (81) and (82) shows us that

$$a_2^2 = -a_1^2,$$  
(83)

and the ratio of them shows us that

$$\left( \frac{2\beta \hbar^2}{3a^2} \right)^2 \left( \frac{\lambda^2 - 1}{\lambda} \right)^2 = 1.$$  
(84)

The solutions of Eq. (84) give us the eigenvalues of the matrix $G$:

$$\lambda_1 = +\lambda_+, \quad \lambda_2 = +\lambda_-, \quad \lambda_3 = -\lambda_+, \quad \lambda_4 = -\lambda_-,$$  
(85)

with $\lambda_\pm$ defined by

$$\lambda_\pm = \sqrt{1 + \left( \frac{4\beta \hbar^2}{3a^2} \right)^2} \pm 1.$$  
(86)
It is interesting to note the following properties of the eigenvalues:

(i) \( \lambda_+, \lambda_- > 0 \Rightarrow \lambda_1, \lambda_2 > 0 \) and \( \lambda_3, \lambda_4 < 0; \)

(ii) \( \lambda_+ \cdot \lambda_- = 1 \Rightarrow \lambda_1 \cdot \lambda_2 = \lambda_3 \cdot \lambda_4 = 1; \)

(iii) \( \frac{2\beta^2}{3a^2} \cdot \frac{\lambda^2_1 - 1}{\lambda_\pm} = \pm 1 \Rightarrow \begin{cases} \frac{2\beta^2}{3a^2} \cdot \frac{\lambda^2_1 - 1}{\lambda_+} = 1, & \text{for } \lambda_1 \text{ and } \lambda_4 \\ \frac{2\beta^2}{3a^2} \cdot \frac{\lambda^2_1 - 1}{\lambda_-} = -1, & \text{for } \lambda_2 \text{ and } \lambda_3 \end{cases} \)

Therefore, by Eqs. (79) and (81) and the property (iii) above, we can find the following related eigenvalues and eigenvectors of \( G \):

\[
\lambda_1 : a = \frac{\sqrt{\lambda_+}}{\sqrt{2(\lambda_+ + \lambda_-)}} \begin{pmatrix} 1 \\ i \\ -1/\lambda_1 \\ -i/\lambda_1 \end{pmatrix} = \frac{1}{\sqrt{2(\lambda_+ + \lambda_-)}} \begin{pmatrix} \sqrt{\lambda_+} \\ i\sqrt{\lambda_+} \\ -\sqrt{\lambda_-} \\ -i\sqrt{\lambda_-} \end{pmatrix} \quad (87)
\]

\[
\lambda_2 : b = \frac{\sqrt{\lambda_-}}{\sqrt{2(\lambda_+ + \lambda_-)}} \begin{pmatrix} 1 \\ -i \\ 1/\lambda_2 \\ -i/\lambda_2 \end{pmatrix} = \frac{1}{\sqrt{2(\lambda_+ + \lambda_-)}} \begin{pmatrix} \sqrt{\lambda_-} \\ -i\sqrt{\lambda_-} \\ \sqrt{\lambda_+} \\ i\sqrt{\lambda_+} \end{pmatrix} \quad (88)
\]

\[
\lambda_3 : c = \frac{\sqrt{\lambda_+}}{\sqrt{2(\lambda_+ + \lambda_-)}} \begin{pmatrix} 1 \\ -i \\ 1/\lambda_3 \\ -i/\lambda_3 \end{pmatrix} = \frac{1}{\sqrt{2(\lambda_+ + \lambda_-)}} \begin{pmatrix} \sqrt{\lambda_+} \\ -i\sqrt{\lambda_+} \\ -\sqrt{\lambda_-} \\ i\sqrt{\lambda_-} \end{pmatrix} \quad (89)
\]

\[
\lambda_4 : d = \frac{\sqrt{\lambda_-}}{\sqrt{2(\lambda_+ + \lambda_-)}} \begin{pmatrix} 1 \\ i \\ -1/\lambda_4 \\ -i/\lambda_4 \end{pmatrix} = \frac{1}{\sqrt{2(\lambda_+ + \lambda_-)}} \begin{pmatrix} \sqrt{\lambda_-} \\ i\sqrt{\lambda_-} \\ \sqrt{\lambda_+} \\ i\sqrt{\lambda_+} \end{pmatrix} \quad (90)
\]

where the constants were chosen to give \( a^\dagger.a = b^\dagger.b = c^\dagger.c = d^\dagger.d = 1. \)

Similarly, we note that the bottom equation of (78) leads to the same equations expressed in (79), but with \( \lambda \mapsto -\lambda. \) Thus, we find the same eigenvalues, but with their respective eigenvectors permuted when compared to (87):

\[
\lambda_1 = +\lambda_+ : c \quad \lambda_2 = +\lambda_- : d \quad \lambda_3 = -\lambda_+ : a \quad \lambda_4 = -\lambda_- : b. \quad (91)
\]
Now, we can write the eigenvalues and eigenvectors of the matrix \( A \), defined in (5), as

\[
\lambda_1 = +\lambda_+ : \begin{pmatrix} a \\ 0 \end{pmatrix} \text{ and } \begin{pmatrix} 0 \\ c \end{pmatrix} \quad \lambda_2 = +\lambda_- : \begin{pmatrix} b \\ 0 \end{pmatrix} \text{ and } \begin{pmatrix} 0 \\ d \end{pmatrix},
\]

\[
\begin{align*}
\lambda_3 &= -\lambda_+ : \begin{pmatrix} c \\ 0 \end{pmatrix} \text{ and } \begin{pmatrix} 0 \\ a \end{pmatrix} \\
\lambda_4 &= -\lambda_- : \begin{pmatrix} d \\ 0 \end{pmatrix} \text{ and } \begin{pmatrix} 0 \\ b \end{pmatrix},
\end{align*}
\]

and the matrix \( A \), itself, as:

\[
A = P^\dagger \begin{pmatrix}
\begin{pmatrix} \lambda_+ & 0 & 0 & 0 & 0 & 0 \\
0 & \lambda_+ & 0 & 0 & 0 & 0 \\
0 & 0 & \lambda_- & 0 & 0 & 0 \\
0 & 0 & 0 & \lambda_- & 0 & 0 \\
0 & 0 & 0 & 0 & -\lambda_+ & 0 \\
0 & 0 & 0 & 0 & 0 & -\lambda_-
\end{pmatrix} \\
\begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\end{pmatrix} P
= (D.P)^\dagger \begin{pmatrix}
\begin{pmatrix} \lambda_+ & -i\sqrt{\lambda_+} & -\sqrt{\lambda_-} & i\sqrt{\lambda_-} & 0 & 0 & 0 \\
0 & \sqrt{\lambda_+} & i\sqrt{\lambda_+} & -\sqrt{\lambda_-} & -i\sqrt{\lambda_-} & 0 & 0 \\
\sqrt{\lambda_-} & i\sqrt{\lambda_+} & \sqrt{\lambda_+} & i\sqrt{\lambda_-} & 0 & 0 & 0 \\
0 & 0 & \sqrt{\lambda_+} & i\sqrt{\lambda_+} & -\sqrt{\lambda_-} & -i\sqrt{\lambda_-} & 0 \\
\sqrt{\lambda_+} & -i\sqrt{\lambda_-} & 0 & 0 & \sqrt{\lambda_+} & i\sqrt{\lambda_+} & 0 \\
\sqrt{\lambda_-} & -\sqrt{\lambda_-} & 0 & 0 & i\sqrt{\lambda_-} & \sqrt{\lambda_+} & 0 \\
0 & 0 & 0 & 0 & 0 & \sqrt{\lambda_-} & i\sqrt{\lambda_-}
\end{pmatrix}
\end{pmatrix} (D.P),
\]

where \( P \) is a unitary matrix given by

\[
P = \frac{1}{\sqrt{2(\lambda_+ + \lambda_-)}} \begin{pmatrix}
\begin{pmatrix} \sqrt{\lambda_+} & -i\sqrt{\lambda_+} & -\sqrt{\lambda_-} & i\sqrt{\lambda_-} & 0 & 0 & 0 \\
0 & \sqrt{\lambda_+} & i\sqrt{\lambda_+} & -\sqrt{\lambda_-} & -i\sqrt{\lambda_-} & 0 & 0 \\
\sqrt{\lambda_-} & i\sqrt{\lambda_+} & \sqrt{\lambda_+} & i\sqrt{\lambda_-} & 0 & 0 & 0 \\
0 & 0 & \sqrt{\lambda_+} & i\sqrt{\lambda_+} & -\sqrt{\lambda_-} & -i\sqrt{\lambda_-} & 0 \\
\sqrt{\lambda_+} & -i\sqrt{\lambda_-} & 0 & 0 & \sqrt{\lambda_+} & i\sqrt{\lambda_+} & 0 \\
\sqrt{\lambda_-} & -\sqrt{\lambda_-} & 0 & 0 & i\sqrt{\lambda_-} & \sqrt{\lambda_+} & 0 \\
0 & 0 & 0 & 0 & 0 & \sqrt{\lambda_-} & i\sqrt{\lambda_-}
\end{pmatrix}
\end{pmatrix}
= \begin{pmatrix}
\begin{pmatrix} a^\dagger & 0 \\
0 & c^\dagger \\
b^\dagger & 0 \\
0 & d^\dagger \\
c^\dagger & 0 \\
0 & a^\dagger \\
d^\dagger & 0 \\
0 & b^\dagger
\end{pmatrix}
\end{pmatrix}
\]

(94)
and $D$ is a positive diagonal matrix given by

$$
D = \begin{pmatrix}
\sqrt{\lambda_+} & 0 & 0 & 0 & 0 & 0 \\
0 & \sqrt{\lambda_+} & 0 & 0 & 0 & 0 \\
0 & 0 & \sqrt{\lambda_-} & 0 & 0 & 0 \\
0 & 0 & 0 & \sqrt{\lambda_-} & 0 & 0 \\
0 & 0 & 0 & 0 & \sqrt{\lambda_-} & 0 \\
0 & 0 & 0 & 0 & 0 & \sqrt{\lambda_-}
\end{pmatrix}.
$$

With the above definitions, we have:

$$
D.P = \frac{1}{\sqrt{2(\lambda_+ + \lambda_-)}} \begin{pmatrix}
\lambda_+ & -i\lambda_+ & -1 & i & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \lambda_+ & i\lambda_+ & -1 & -i \\
\lambda_- & i\lambda_- & 1 & i & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \lambda_- & -i\lambda_- & 1 & -i \\
\lambda_+ & i\lambda_+ & -1 & -i & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \lambda_+ & -i\lambda_+ & -1 & i \\
\lambda_- & -i\lambda_- & 1 & -i & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \lambda_- & i\lambda_- & 1 & i
\end{pmatrix}.
$$

Inserting (93) in (4), and setting it equal to zero, we find

$$
u^+.A.v = \left(\begin{array}{c}
u_+ \\
u_-
\end{array}\right)^\dagger.(DP)^\dagger.(1 \ 0 \\
0 \ -1).(DP).\left(\begin{array}{c}
v_+ \\
v_-
\end{array}\right) = 0,
$$

which implies that the maximal linear subspaces $V$'s for which (97) is satisfied, for all $u, v \in V$, are given by

$$
V_U = \left\{v \in \mathcal{H} \mid \begin{pmatrix} U & -1 \\
0 & 0
\end{pmatrix}(DP)v = 0 \right\},
$$

where $U$ is a unitary matrix $4 \times 4$.

Finally, we see that $(DP).v$ is given by

$$
\frac{1}{\sqrt{2(\lambda_+ + \lambda_-)}} \begin{pmatrix}
\lambda_+\phi(+a/2) - i\lambda_+a\partial_a\phi(+a/2) - a^2\partial_a^2\phi(+a/2) + ia^3\partial_a^3\phi(+a/2) \\
\lambda_+\phi(-a/2) + i\lambda_+a\partial_a\phi(-a/2) - a^2\partial_a^2\phi(-a/2) - ia^3\partial_a^3\phi(-a/2) \\
\lambda_-\phi(+a/2) + i\lambda_-a\partial_a\phi(+a/2) + a^2\partial_a^2\phi(+a/2) + ia^3\partial_a^3\phi(+a/2) \\
\lambda_-\phi(-a/2) - i\lambda_-a\partial_a\phi(-a/2) + a^2\partial_a^2\phi(-a/2) - ia^3\partial_a^3\phi(-a/2) \\
\lambda_+\phi(+a/2) + i\lambda_+a\partial_a\phi(+a/2) - a^2\partial_a^2\phi(+a/2) - ia^3\partial_a^3\phi(+a/2) \\
\lambda_+\phi(-a/2) - i\lambda_+a\partial_a\phi(-a/2) - a^2\partial_a^2\phi(-a/2) + ia^3\partial_a^3\phi(-a/2) \\
\lambda_-\phi(+a/2) + i\lambda_-a\partial_a\phi(+a/2) + a^2\partial_a^2\phi(+a/2) - ia^3\partial_a^3\phi(+a/2) \\
\lambda_-\phi(-a/2) - i\lambda_-a\partial_a\phi(-a/2) - a^2\partial_a^2\phi(-a/2) + ia^3\partial_a^3\phi(-a/2)
\end{pmatrix}.
$$
and, therefore, the self-adjointness conditions to $\hat{H}$ are given by

$$
\begin{pmatrix}
\lambda_+ \phi(+a/2) + i\lambda_+ a \partial_x \phi(+a/2) - a^2 \partial_x^2 \phi(+a/2) - ia^3 \partial_x^3 \phi(+a/2) \\
\lambda_+ \phi(-a/2) - i\lambda_+ a \partial_x \phi(-a/2) - a^2 \partial_x^2 \phi(-a/2) + ia^3 \partial_x^3 \phi(-a/2) \\
\lambda_- \phi(+a/2) - i\lambda_- a \partial_x \phi(+a/2) + a^2 \partial_x^2 \phi(+a/2) - ia^3 \partial_x^3 \phi(+a/2) \\
\lambda_- \phi(-a/2) + i\lambda_- a \partial_x \phi(-a/2) + a^2 \partial_x^2 \phi(-a/2) + ia^3 \partial_x^3 \phi(-a/2)
\end{pmatrix}
= U
\begin{pmatrix}
\lambda_+ \phi(+a/2) - i\lambda_+ a \partial_x \phi(+a/2) - a^2 \partial_x^2 \phi(+a/2) + ia^3 \partial_x^3 \phi(+a/2) \\
\lambda_+ \phi(-a/2) + i\lambda_+ a \partial_x \phi(-a/2) - a^2 \partial_x^2 \phi(-a/2) - ia^3 \partial_x^3 \phi(-a/2) \\
\lambda_- \phi(+a/2) + i\lambda_- a \partial_x \phi(+a/2) + a^2 \partial_x^2 \phi(+a/2) + ia^3 \partial_x^3 \phi(+a/2) \\
\lambda_- \phi(-a/2) - i\lambda_- a \partial_x \phi(-a/2) + a^2 \partial_x^2 \phi(-a/2) - ia^3 \partial_x^3 \phi(-a/2)
\end{pmatrix},
$$

where $U \in U(4)$ is a unitary matrix that specifies the self-adjoint extension.

C Appendix: Solving the infinite square-well

This appendix shows how we went from the boundary conditions (33) to the eigenfunctions (36) and (37) and the energy spectrum conditions (38) and (39).

The general solution of the eigenvalue equation

$$
\hat{H} \phi(x) = E \phi(x)
$$

is

$$
\phi(x) = A e^{ikx} + B e^{-ikx} + C e^{k'x} + D e^{-k'x}.
$$

Now, we must impose the boundary conditions (33) in order to get the eigenfunctions (36) and (37) and the energy spectrum conditions (38) and (39). To this end, we will separate our analysis in the following cases:

I - Positive energies ($E > 0$):

In this case we have:

$$
k = \sqrt{\frac{1 + \frac{16}{3} \beta m E - 1}{2h \sqrt{\beta/3}}}, \quad k' = \sqrt{\frac{1 + \frac{16}{3} \beta m E + 1}{2h \sqrt{\beta/3}}}.
$$

Thus, the conditions (33) take us to the following eigenfunctions of opposite parity:\footnote{The constants $A_k$ and $B_k$ were defined by}

$$
\psi_{Ak} = A_k \left[ \frac{\cos(kx)}{\cos(ka/2)} - \frac{\cosh(k'x)}{\cosh(k'a/2)} \right]
$$

$$
A_k = \cos(ka/2) \cosh(k'a/2) \left[ \cosh^2(k'a/2) \left( \frac{a}{2} + \frac{(k'^2 - 3k^2) \sin(k'a/2) \cos(ka/2)}{k(k^2 + k'^2)} \right) + \cos^2(ka/2) \left( \frac{a}{2} + \frac{(k'^2 - 3k^2) \sinh(k'a/2) \cosh(ka/2)}{k'(k'^2 + k^2)} \right)^{-1/2} \right]
$$
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and
\begin{equation}
\psi_{B_k} = B_k \left[ \frac{\sin(kx)}{\sin(ka/2)} - \frac{\sinh(k'x)}{\sinh(k'a/2)} \right],
\end{equation}
as well as the following conditions that define the energy spectrum:
\begin{equation}
k \tan(ka/2) + k' \tanh(k'a/2) = 0,
\end{equation}
to the even eigenfunctions, and
\begin{equation}
k \cot(ka/2) - k' \coth(k'a/2) = 0
\end{equation}
to the odd ones.

II - Null energy ($E = 0$):

In this case we have:
\begin{equation}
k = 0, \quad k' = \frac{\sqrt{2}}{2h\sqrt{\beta/3}}.
\end{equation}
The conditions take us to the following eigenfunctions:
\begin{equation}
\psi_{A_0} = A_0 \left[ 1 - \frac{\cosh(k'a/2)}{\cosh(k'a/2)} \right]
\end{equation}
and
\begin{equation}
\psi_{B_0} = B_0 \left[ \frac{x}{a/2} - \frac{\sinh(k'x)}{\sinh(k'a/2)} \right],
\end{equation}
as well as the following conditions:
\begin{equation}
\tanh(k'a/2) = 0,
\end{equation}
and
\begin{equation}
B_k = \sin(ka/2) \sinh(k'a/2) \left[ \sinh^2(k'a/2) \left( \frac{a}{2} - \frac{(k'^2 - 3k^2) \sinh(ka/2) \cos(ka/2)}{k(k'^2 + k^2)} \right) + 
- \sin^2(ka/2) \left( \frac{a}{2} - \frac{(k'^2 - 3k^2) \sinh(k'a/2) \cosh(k'a/2)}{k'(k'^2 + k'^2)} \right) \right]^{-1/2},
\end{equation}
in order to normalize the wave functions.

The normalization constants, as well as the eigenfunctions, can be found by taking the limit $k \to 0$ in the definitions of $A_k$ and $B_k$, and the results are given, respectively, by
\begin{equation}
A_0 = \cosh(k'a/2) \sqrt{\frac{a}{2} + a \cosh^2(k'a/2) - \frac{3 \sinh(k'a/2) \cosh(k'a/2)}{k'}}
\end{equation}
and
\begin{equation}
B_0 = \sinh(k'a/2) \sqrt{-\frac{a}{2} + \left( \frac{a}{2} + \frac{3 \sinh(k'a/2) \cosh(k'a/2)}{k'} \right) \sinh^2(k'a/2) - \frac{3 \sinh(k'a/2) \cosh(k'a/2)}{k'}}
\end{equation}
to the even eigenfunctions, and
\[ \tanh(k'a/2) = k'a/2 \] (116)
to the odd ones. Since, for \( a \neq 0 \), those conditions could only be satisfied if \( k' = 0 \), which contradicts (110), we conclude that this self-adjoint extension does not admit null energy solutions.

III - Negative energies I \((-3/16m\beta < E < 0)\):

In this case, we have:
\[ k = \frac{1}{2\hbar \sqrt{\beta/3}} \sqrt{1 - \sqrt{1 - \frac{16}{3} m\beta |E|}} \] (117)
and
\[ k' = \frac{1}{2\hbar \sqrt{\beta/3}} \sqrt{1 + \sqrt{1 - \frac{16}{3} m\beta |E|}}. \] (118)

The boundary conditions (33) take us to the following eigenfunctions:

\[ \psi_{A_k} = A_k \left[ \frac{\cosh(kx)}{\cosh(ka/2)} - \frac{\cosh(k'x)}{\cosh(k'a/2)} \right] \] (121)

and

\[ \psi_{B_k} = B_k \left[ \frac{\sinh(kx)}{\sinh(ka/2)} - \frac{\sinh(k'x)}{\sinh(k'a/2)} \right], \] (122)

as well as to the following conditions:

\[ k \tanh(ka/2) = k' \tanh(k'a/2), \] (123)
to the even eigenfunctions, and

\[ k \coth(ka/2) = k' \coth(k'a/2) \] (124)

---

\(8\)The new constants \( A_k \) and \( B_k \), as well as the eigenfunctions itself, can be obtained by the substitution \( k \to ik \), and can be written explicitly as

\[ A_k = \cosh(ka/2) \cosh(k'a/2) \left[ \cosh^2(k'a/2) \left( \frac{a}{2} + \frac{(k'^2 + 3k^2) \sinh(ka/2) \cosh(ka/2)}{k(k'^2 - k^2)} \right) + \right. \]
\[ + \cosh^2(ka/2) \left( \frac{a}{2} + \frac{(k'^2 + 3k^2) \sinh(k'a/2) \cosh(k'a/2)}{k'(k^2 - k'^2)} \right) \right]^{-1/2} \] (119)

and

\[ B_k = \sinh(ka/2) \sinh(k'a/2) \left[ - \sinh^2(k'a/2) \left( \frac{a}{2} - \frac{(k'^2 + 3k^2) \sinh(ka/2) \cosh(ka/2)}{k(k'^2 - k^2)} \right) + \right. \]
\[ - \sinh^2(ka/2) \left( \frac{a}{2} - \frac{(k'^2 + 3k^2) \sinh(k'a/2) \cosh(k'a/2)}{k'(k^2 - k'^2)} \right) \right]^{-1/2}. \] (120)
to the odd ones. Since \( a \neq 0 \), those conditions could only be satisfied if \( k = k' \), what is not allowed by Eqs. (117) and (118) in the present interval of energy. Thus, we conclude that this self-adjoint extension of \( \hat{H} \) does not admit negative energy solutions greater than \(-3/16m\beta\)

IV - Negative energy II \((E = -3/16m\beta)\):

In this case, we have:

\[
k = k' = \frac{1}{2\hbar \sqrt{\beta/3}}.
\]

(125)

The boundary conditions \([33]\) take us to the following eigenfunctions\footnote{Both the eigenfunctions and the normalization constants can be obtained by taking the limit \( k \to ik' \) in \((36)\) and \((37)\) or taking the limit \( k \to k' \) in \((121)\) and \((122)\). In both cases the limit has to be taken with the constants included, which in turn are given now by}

\[
\psi_A = A \left[ \frac{\cosh(k'x)}{\cosh(k'a/2)} - \frac{x}{a/2 \sinh(k'a/2)} \right] \quad \text{and} \quad \psi_B = B \left[ \frac{\sinh(k'x)}{\sinh(k'a/2)} - \frac{x}{a/2 \cosh(k'a/2)} \right],
\]

(128, 129)

as well as to the following conditions:

\[
\frac{k'a}{2} \left[ \tanh(k'a/2) - \coth(k'a/2) \right] = 1,
\]

(130)

to the even eigenfunctions, and

\[
\frac{k'a}{2} \left[ \tanh(k'a/2) - \coth(k'a/2) \right] = -1
\]

(131)

to the odd ones. After some algebra, we can rewrite the above conditions in the form:

\[
\frac{\sinh(k'a)}{k'a} = \mp 1,
\]

(132)

whose only solution, for \( a \neq 0 \), would be \( k' = 0 \). Since this solution contradicts (125), we conclude that this self-adjoint extension of \( \hat{H} \) does not admit solutions with energy...
$-3/16m\beta$ either.

V - Negative Energy III ($E < -3/16m\beta$):

In this case we have:

$$k = \frac{1}{2h\sqrt{\beta/3}} \sqrt{\frac{16}{3}m\beta|E| - 1}$$ (133)

and

$$k' = \frac{1}{2h\sqrt{\beta/3}} \sqrt{\frac{16}{3}m\beta|E| + 1}.$$ (134)

The boundary conditions (33) take us to the following eigenfunctions:

$$\psi_{A_k} = A_k \left[ \frac{\cos(kx) \cosh(k'x)}{\cos(ka/2) \cosh(k'a/2)} - \frac{\sin(kx) \sinh(k'x)}{\sin(ka/2) \sinh(k'a/2)} \right]$$ (135)

and

$$\psi_{B_k} = B_k \left[ \frac{\cos(kx) \sinh(k'x)}{\cos(ka/2) \sinh(k'a/2)} - \frac{\sin(kx) \cosh(k'x)}{\sin(ka/2) \cosh(k'a/2)} \right],$$ (136)

as well as the following conditions:

$$k [\tan(ka/2) + \cot(ka/2)] = k' [\tanh(k'a/2) - \coth(k'a/2)],$$ (137)

to the even eigenfunctions, and

$$k [\tan(ka/2) + \cot(ka/2)] = -k' [\tanh(k'a/2) - \coth(k'a/2)]$$ (138)

to the odd ones. Once again, the above conditions can be written in a simplified form as:

$$\frac{\sin(ka)}{ka} = \pm \frac{\sinh(k'a)}{k'a},$$ (139)

whose only solution, for $a \neq 0$, is given by $k = k' = 0$. Since this solution contradicts Eqs. (133) and (134), we conclude that this self-adjoint extension does not admit energy less than $-3/16m\beta$ either.

D Appendix: Symmetry properties of some solutions

This appendix shows the interesting properties of the solutions of Section 4 under parity, time inversion and translation.
D.1 Periodic conditions

If $\hat{P}$ and $\hat{T}$ are respectively the operators of parity\(^{10}\) and time inversion\(^{11}\), we have

$$\hat{P}\phi_0(x) = \hat{T}\phi_0(x) = \phi_0(x)$$

and

$$\hat{P}\phi^\pm_n(x) = \hat{T}\phi^\pm_n(x) = \phi^\mp_n(x).$$

Since

$$\hat{H}\phi_0(x) = E_0\phi_0 = 0$$

and

$$\hat{H}\phi^\pm_n(x) = E_n\phi^\pm_n(x),$$

we conclude that the operators $\hat{H}$, $\hat{P}$ e $\hat{T}$ commute with each other. Thus, since the ground state is invariant under parity and time inversion, i.e., $\phi_0(x)$ is an eigenfunction of $\hat{P}$ and $\hat{T}$\(^{10}\), we say that those symmetries are not spontaneously broken\(^{21}\). Besides that, the solutions\(^{13}\) are not symmetric by parity and time inversion, except for the ground state, since they are not invariant under the action of the operators $\hat{T}$ and $\hat{P}$ – according to the Eq. (141). Although the solutions\(^{13}\) are not symmetric under parity and time inversion, they have translational symmetry, in the sense that the probability of find the particle in a interval $0 < \Delta x < a$ around some point $x$, given by

$$\int_{x-\Delta x/2}^{x+\Delta x/2} |\phi(x)|^2 dx = \frac{\Delta x}{a},$$

is not dependent on $x$ (although it does depend upon the size of the interval). These proprieties can be properly understood if we note that the degenerate solutions\(^{13}\) represent waves traveling to one or the opposite direction on the ring, but with equal probability of being found at any place of it. We can rebuilt the symmetries of parity and time inversion introducing the following change of base:

$$\psi^+_{n}(x) = \frac{1}{\sqrt{2}} \left[ \phi^+_n(x) + \phi^-_n(x) \right] = \sqrt{\frac{2}{a}} \cos \left( \frac{2n\pi x}{a} - \theta \right),$$

$$\psi^-_{n}(x) = \frac{-i}{\sqrt{2}} \left[ \phi^+_n(x) - \phi^-_n(x) \right] = \sqrt{\frac{2}{a}} \sin \left( \frac{2n\pi x}{a} - \theta \right).$$

\(^{10}\)In this case we define parity in relation to the point $\delta = a.\theta/(2n\pi)$, not to the origin, as usually. It can be done defining the operator $\hat{P}(\delta)$ that, if $f(x)$ are in the domain of $\hat{P}(\delta)$, $\hat{P}(\delta)f(x) = f(2\delta - x)$ – note that, indeed, $\hat{P}(\delta)f(x - \delta) = f(\delta - x)$. If $\delta = 0$, we turn back to the conventional definition of parity. If parity were defined in relation to the origin, the Eq. (141) would be correct except for a phase factor and all the following discussion would still be valid.

\(^{11}\)Note that the phases in (43) and (44) were chosen to give the results (140) and (141) to the operator $\hat{T}$. For any other choice, those results would be the same, except for a phase factor, and all the following discussion would still be valid.
In this new base, we see that

$$\hat{P}\psi_{n}^{\pm}(x) = \pm\psi_{n}^{\pm}(x);$$  \hspace{1cm} (147)
$$\hat{T}\psi_{n}^{\pm}(x) = \psi_{n}^{\pm}(x);$$  \hspace{1cm} (148)
$$H\psi_{n}^{\pm}(x) = E_{n}\psi_{n}^{\pm}(x)$$ \hspace{1cm} (149)

and, therefore, not only the operators $\hat{P}$, $\hat{T}$ and $\hat{H}$ commute with each other, but also have the solutions (145) and (146) as eigenfunctions, which guarantees the symmetry under parity and time inversion. On the other hand, we see now that the symmetry under translation was broken (except for the ground state, which may represent a particle in rest at some place on the ring), what can be easily seen if we note that the density of probability $|\psi_{n}^{\pm}(x)|^2$ is a function of $x$ and, therefore, the probability of finding the particle in a small region $0 < \Delta x < a$ around $x$ varies with $x$. Now, we can interpret the new base solutions (145) as stationary waves on the ring, which are naturally symmetric under parity and time inversion, but not under translation, since the probability of finding the particle is null at the nodes and maximum at the antinodes. Finally, we remember that the constant $\theta$ was introduced in (43) to single out the non-special character of the origin on a ring. It is also worth to note that, if we take $\theta = 0$, we will not return to the solutions (27). Although $\psi^{-}$ coincides with the odd solutions of that case, the same is not true for $\psi^{+}$ and for the even solutions.

### D.2 Anti-periodic conditions

Applying $\hat{P}$ and $\hat{T}$ to the eigenstates (47), we see that

$$\hat{P}\phi_{n}^{\pm}(x) = \hat{T}\phi_{n}^{\pm}(x) = \phi_{n+1}^{\mp}(x).$$  \hspace{1cm} (150)

Since

$$\hat{H}\phi_{n}^{\pm}(x) = E_{n}\phi_{n}^{\pm}(x) = E_{n+1}\phi_{n}^{\mp}(x),$$ \hspace{1cm} (151)

we conclude that the operators $\hat{H}$, $\hat{P}$ and $\hat{T}$ commute with each others. Besides the commutations, since none of the $\hat{H}$ eigenstates (17) are invariant under $\hat{P}$ or $\hat{T}$ – that is, none of them is a eigenstate of $\hat{P}$ or $\hat{T}$ (not even the ground state) – we say that those symmetries are spontaneously broken. As in the periodic case, even though (47) are not symmetric under parity and time inversion, they are symmetric under translation in the same sense we mentioned before. Again, we can rebuild the symmetries under parity and time inversion introducing the following change of basis:

$$\psi_{n}^{+}(x) = \frac{1}{\sqrt{2}} \left[ \phi_{n}^{+}(x) + \phi_{n+1}^{-}(x) \right] = \sqrt{\frac{2}{a}} \cos \left[ \frac{(2n + 1)\pi x}{a} - \theta \right],$$ \hspace{1cm} (152)

$$\psi_{n}^{-}(x) = -i \frac{1}{\sqrt{2}} \left[ \phi_{n}^{+}(x) - \phi_{n+1}^{-}(x) \right] = \sqrt{\frac{2}{a}} \sin \left[ \frac{(2n + 1)\pi x}{a} - \theta \right].$$ \hspace{1cm} (153)

\(^{12}\)Eqs. (145) and (146) are defined only for $n \in \mathbb{N}^*$. To the ground state, we still have (44) and, therefore, (140).
On this new base, we see that:

\[
\begin{align*}
\hat{P}\psi_\pm^\pm(x) &= \pm\psi_\pm^\pm(x); \\
\hat{T}\psi_\pm^\pm(x) &= \psi_\mp^\pm(x); \\
\hat{H}\psi_\pm^\pm(x) &= E_n\psi_\pm^\pm(x)
\end{align*}
\] (154) (155) (156)

and, therefore, not only the operators \(\hat{P}\), \(\hat{T}\) and \(\hat{H}\) commute with each others, but have the solutions (152) and (153) as eigenfunctions, ensuring the symmetry under parity and time inversion. On the other hand, we had to give up the symmetry of translation, which was broken again (even to the ground states). Finally, we note that, for \(\theta = 0\), we do not return to the solutions (27) either, but, in this case, we see that are the solutions \(\psi^-\) which doesn’t coincides with the odd solutions of that case, since the solutions \(\psi^+\) do coincide with the even ones.

### D.3 Periodic conditions up to a phase factor

Unlike the previous cases, it is not hard to see that the operators \(\hat{P}\) and \(\hat{T}\) do not commute with \(\hat{H}\). Indeed, we see that the action of \(\hat{P}\) and \(\hat{T}\) on (50) leads us to wave functions that do not satisfy (49) and, thus, are not in the domain of \(H\). We also note that no change of basis can restore the symmetries under parity and time inversion. Such results were already expected, because the presence of \(e^{i\varphi}\) in the boundary conditions breaks its parity symmetry – even though it is still present in the potential and in the Hamiltonian – and also prevents the complex conjugate of any solution \(\phi_n(x)\) to satisfy (49) – which is a necessary condition to be invariant under time inversion. In the case of parity, it is enough to note that the boundary conditions have definite parity if, and only if, \(\varphi = 0\) or \(\varphi = \pi\). Similarly, for time inversion, taking the complex conjugate of (49) we are led to,

\[
\begin{align*}
\phi^*(+a/2) &= e^{-i\varphi}\phi^*(-a/2) \\
\partial_x\phi^*(+a/2) &= e^{-i\varphi}\partial_x\phi^*(-a/2) \\
\partial_x^2\phi^*(+a/2) &= e^{-i\varphi}\partial_x^2\phi^*(-a/2) \\
\partial_x^3\phi^*(+a/2) &= e^{-i\varphi}\partial_x^3\phi^*(-a/2)
\end{align*}
\] (157)

from which we conclude that, except for \(\varphi = 0\) or \(\varphi = \pi\), \(\phi^*(x)\) does not satisfy the same boundary conditions that \(\phi(x)\) and, hence, cannot be a solution when \(\phi(x)\) is.
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