A spectroscopic method is one of central themes in physics including hadron-mass spectroscopy in nuclear physics \cite{14, 45}, and gravitational wave detection in astrophysics \cite{46-59}. In condensed matter, a spectroscopic technique is of importance to examine low-energy excitations in quantum many-body systems, which led to discoveries of pseudogap in high-\textit{T_c} superconductors \cite{50, 51} and of topological states of matter \cite{52}. In an ultracold atomic gas that is an ideal platform to realize nontrivial quantum states of matter and yet has limited probes due to electrical charge neutrality, a quantum many-body spectroscopy is an inevitable tool to extract fundamental properties of the system \cite{10}. For instance, the Bragg spectroscopy allows to measure Nambu-Goldstone modes in superfluid gases \cite{11, 12}, and the lattice modulation spectroscopy to measure the Mott gap in an optical lattice system \cite{13}. In addition, the radio-frequency (RF) spectroscopy in cold atoms provides an alternative route to probe interacting atomic gases, and revealed the essential properties such as pseudogap in normal Fermi gases \cite{14, 15}, superfluid gap \cite{16} and Higgs mode \cite{17} in superfluid Fermi gases, and Efimov effect in three-component Fermi gases \cite{20, 21}. Since the RF spectroscopy is sensitive to excitation properties in quantum many-body systems, of current interest in the RF spectroscopy, we demonstrate that a strongly-interacting polarized Fermi gas by means of self-consistent theoretical frameworks to take the strong correlations into account \cite{51–59}. Moreover, a Bragg scattering length \(a_B\) of Pauli-blocking effects of majority fermions. Beyond-two-body scattering processes due to the absence of Pauli-blocking effects.

Quite recently, the MIT group tracked thermal evolution of the RF spectra of a spin-imbalanced Fermi gas by means of self-consistent theoretical frameworks to take the strong correlations into account \cite{51–59}. Moreover, a Bragg scattering length \(a_B\) of Pauli-blocking effects of majority fermions. Beyond-two-body scattering processes due to the absence of Pauli-blocking effects.

In this Letter, motivated by the MIT experiment \cite{50}, we investigate thermal evolution of RF spectra of a spin-imbalanced polarized Fermi gas in a homogeneous box potential \cite{49} from the low-temperature quantum regime to the classical Boltzmann-gas regime \cite{50}. The observed temperature dependence of the RF spectra indicates the existence of a nontrivial sharp transition between quantum and classical regimes, in addition to a precise determination of the polaron energy. Obviously, an explanation of the MIT experiment demands self-consistent theoretical frameworks to take the strong correlations into account \cite{51–59}.

In cold atoms, polaron physics can be achieved simply by considering a polarized mixture. When such a mixture consists of a two-component Fermi gas, the system at a low-temperature reduces to a Fermi polaron, which is a mobile impurity surrounded by the Fermi sea. The RF spectral results as well as the experimental realizations \cite{22, 23} triggered a number of theoretical works mostly under the condition of a single impurity at absolute zero \cite{24, 48}. The current consensus is that such single-impurity calculations agree well with low-temperature spectral data of the experiments at typical impurity concentrations.

Quite recently, the MIT group tracked thermal evolution of the RF spectra of a spin-imbalanced unitary Fermi gas in a homogeneous box potential \cite{49} from the low-temperature quantum regime to the classical Boltzmann-gas regime \cite{50}. The observed temperature dependence of the RF spectra indicates the existence of a nontrivial sharp transition between quantum and classical regimes, in addition to a precise determination of the polaron energy. Obviously, an explanation of the MIT experiment demands self-consistent theoretical frameworks to take the strong correlations into account \cite{51–59}.

In cold atoms, polaron physics can be achieved simply by considering a polarized mixture. When such a mixture consists of a two-component Fermi gas, the system at a low-temperature reduces to a Fermi polaron, which is a mobile impurity surrounded by the Fermi sea. The RF spectral results as well as the experimental realizations \cite{22, 23} triggered a number of theoretical works mostly under the condition of a single impurity at absolute zero \cite{24, 48}. The current consensus is that such single-impurity calculations agree well with low-temperature spectral data of the experiments at typical impurity concentrations.
prepared and is transferred to a weakly-interacting final state. By neglecting the final-state interaction effect and assuming a small Rabi frequency $\Omega_R$ to justify the linear response treatment, the RF spectrum as functions of the energy $\omega$ is given by [10, 50]

$$I_E(\omega) = 2\pi \Omega_R^2 \sum_p f(\xi_{p,\uparrow} - \omega) A_{p,\uparrow}(\xi_{p,\downarrow} - \omega).$$

(1)

Here, $f(\xi) = (e^{\xi/T} + 1)^{-1}$ is the Fermi distribution function, $A_{p,\sigma}(\omega)$ the spectral function, $T$ the temperature, and $\xi_{p,\sigma} = \frac{\epsilon_p^2}{2m} - \mu_\sigma$ the kinetic energy of a Fermi atom measured from the chemical potential $\mu_\sigma$ with momentum $p$, mass $m$, and pseudospin $\sigma = \uparrow, \downarrow$, where $\uparrow (\downarrow)$ corresponds to the majority (minority) component. In the reverse RF spectroscopy, in contrast, a weakly-interacting atomic gas is initially prepared and is transferred to a strongly-interacting final state. In this case, the spectrum in absence of the initial-state interaction is given by [11, 27]

$$I_R(\omega) = 2\pi \Omega_R^2 \sum_p f(\xi_{p,\downarrow}) A_{p,\downarrow}(\xi_{p,\uparrow} + \omega).$$

(2)

where $\sigma = i$ in Eq. (2) indicates the initial state of reverse RF measurements. The spectral function $A_{p,\sigma}(\omega) = -\frac{i}{\pi} \text{Im} G_{p,\sigma}(i\omega_n - \omega + i\delta)$ is obtained from the analytic continuation of thermal Green’s function $G_{p,\sigma}(i\omega_n) = (i\omega_n - \xi_{p,\sigma} - \Sigma_{p,\sigma}(i\omega_n))^{-1}$, where $\omega_n$ and $\Sigma_{p,\sigma}(i\omega_n)$ are the fermionic Matsubara frequency and the self-energy, respectively [60]. We use a Padé approximation with a small number $\delta = 10^{-2}\varepsilon_F$ for the analytic continuation ($\varepsilon_F$ is the Fermi energy of majority atoms) [56]. We note that $\mu_\sigma$ is determined by solving an equation for the number density $n_\sigma = \frac{1}{\beta} \sum_{p,\omega_n} G_{p,\sigma}(i\omega_n)$. According to the MIT experiment [50], the impurity concentration $x = \frac{n_\downarrow}{n_\uparrow}$ is fixed as $x = 0.1$.

The many-body correlations associated with the strong interaction are included in the self-energy. In this Letter, we employ the extended $T$-matrix approximation (ETMA) [68, 69, 70] which can reproduce observed ground-state properties in both imbalanced [56] and balanced [57, 66] Fermi gases near the unitarity limit. In this formalism, $\Sigma_{p,\sigma}(i\omega_n)$ is given by

$$\Sigma_{p,\sigma}(i\omega_n) = T \sum_{q,\nu_j} \Gamma_q(i\nu_j) G_{q-p,\sigma}(i\nu_j - i\omega_n),$$

(3)

where

$$\Gamma_q(i\nu_j) = \left[ \frac{m}{4\pi a} + \Pi_q(i\nu_j) - \sum_p \frac{m}{p^2} \right]^{-1}$$

(4)

is the many-body $T$-matrix with the scattering length $a$ and $\nu_j$ is the bosonic Matsubara frequency. The pair susceptibility $\Pi_q(i\nu_j)$ is given by

$$\Pi_q(i\nu_j) = T \sum_{p,\omega_n} G_{p+q,\uparrow}(i\omega_n + i\nu_j) G_{q-p,\downarrow}^0(-i\omega_n),$$

(5)

FIG. 1. Calculated ejection RF spectra $I_E(\omega)$ (upper panels) and reverse RF spectra $I_R(\omega)$ (lower panels) in arbitrary units for $(k_F a)^{-1} = 0$ [(a1) and (b1)] and $(k_F a)^{-1} = 0.4$ [(a2) and (b2)]. $\varepsilon_F$ and $T_E$ are the Fermi energy and the Fermi temperature of majority atoms, respectively. (a1) and (c2) show the line-shapes of $I_E(\omega)$ [Inset $I_R(\omega)$] of $(k_F a)^{-1} = 0$ and $(k_F a)^{-1} = 0.4$ at different temperatures.

where $G_{p,\sigma}^0(i\omega_n) = (i\omega_n - \xi_{p,\sigma})^{-1}$ is the bare Green’s function.

Figures (a1) and (a2) show the temperature dependence of the ejection RF spectra $I_E(\omega)$ at $(k_F a)^{-1} = 0$ and $(k_F a)^{-1} = 0.4$, respectively, and Figs. (b1) and (b2) show the reverse RF spectra $I_R(\omega)$ in the same condition. Their line-shapes are also reported in Figs. (c1) and (c2). In accordance with the different $\omega$-dependences, it follows that each RF spectrum shows different features associated with the properties of the system. The ejection RF spectra reveal the occupied state at the thermal equilibrium since impurities in the thermodynamic many-body state are directly transferred to the weakly-interacting final state. At a low temperature, $I_E(\omega)$ has a strong intensity near the attractive branch given by $-E_a$ where $E_a < 0$ is the attractive polaron energy. Such a peak is shifted towards the low-energy regime associated with a Boltzmann gas or repulsive branch with increasing the temperature. We note that the peak energy slightly increases with increasing the temperature at $T \lesssim 0.8T_F$ reflecting the increase of $|E_a|$. On the other hand, excitation properties of impurities are probed by the reverse RF spectrum in which
the weak-interacting initial state is transferred to the strongly-interacting minority state. In this regard, one can see the second peak near the repulsive branch associated with the repulsive polaron energy $E_r > 0$ in addition to the attractive branch around $\omega = E_a$, as can be seen from Fig. 1 (b2). In contrast to the results at unitarity shown in Fig. 1 (a1) and (b1) where the attractive polarons simply undergo the Boltzmann gas, both RF spectra at $(k_F a)^{-1} = 0.4$ show the double peak structure and the effect of the repulsive branch remains up to $T/T_F \sim 1$.

To see how thermal evolution of the spectra is affected by the repulsive branch, in Fig. 2 we plot the peak positions $\omega_{\text{peak}}$ of (a) ejection and (b) reverse RF spectra at different impurity-bath interaction strengths. At the weak coupling $(k_F a)^{-1} = -0.4$ where the repulsive branch is absent, regardless of the schemes of the RF spectroscopy, one can see the smooth crossover from attractive polarons at the low-temperature regime to the Boltzmann gas in the high-temperature regime. By increasing the interaction, the crossover behavior becomes gradually sharper around $T/T_F = 1$ and changes to the transition-like jump at $(k_F a)^{-1} \simeq 0.1$. In the ejection RF spectra, the single curve present in the weak-coupling regime is split into the two curves at $(k_F a)^{-1} \simeq 0.3$, and the temperature region where the double peaks coexist emerges. On the other hand, we find different behaviors between the ejection and reverse RF spectroscopies due to the existence of the repulsive branch. In particular, the result for $I_E(\omega)$ at $(k_F a)^{-1} = 0.4$ shows that the lower peak associated with the repulsive branch appears around $T/T_F \simeq 0.8$ and the upper peak associated with the attractive branch disappears around $T/T_F \simeq 1.4$, since it is largely broadened and overlaps with the lower peak. In contrast to the ejection RF, one can find the coexistence of two peaks in the low-temperature region of the reverse RF spectra. This is due to the fact that the peak of the repulsive branch evolves even at a low temperature as increasing the interaction. In addition, as increasing the temperature, the repulsive peak corresponding to $E_r$ decreases due to the competition between the self-energy shift on the repulsive branch and the thermal agitation. We note that this behavior is in sharp contrast to the behavior of the repulsive polaron energy as a function of impurity concentration $|k_F a|^{-1}$ beyond $(k_F a)^{-1} \simeq 0.2$. This indicates that the transition to the Boltzmann gas is deeply related to the existence of the repulsive polaron in the strong-coupling regime. In the high-temperature limit, both RF spectra converge to the single peak.

In Fig. 3 we show the full width at half maximum (FWHM) of ejection RF spectra at different interaction strengths. The dashed (long-dashed) line represents the high (low)-temperature fitting $\gamma/\varepsilon_F = 1.75 \sqrt{T_F/T}$ $[\gamma/\varepsilon_F = 1.61(T/T_F)^2]$ at $(k_F a)^{-1} = 0 [50, 67, 80]$. Thus, attractive polarons in fact undergo the Boltzmann gas regime beyond the maximum of FWHM. While the repulsive polaron is expected to undergo such a classical regime at the strong coupling $(k_F a)^{-1} = 0.4$, FWHM is ill-defined because two broad peaks are overlapped each other [see Fig. 1 (c2)]. On the other hand, we find the increase of FWHM in the
low-temperature quantum regime as increasing the temperature at each interaction strength. This growth gets stronger with increasing the interaction due to the collisional decoherence effects of attractive polarons at finite impurity concentration \[G(5)\]. The quadratic behavior of the decay rate \[\gamma/\varepsilon_F = 1.61(T/T_F)^2\] is obtained at unitarity, which is consistent with the Fermi-liquid theory \[\text{[60]}\].

We now compare our formalism with the recent experiment at unitarity \[\text{[50]}\]. To this end, let alone ETMA, we also perform two different diagrammatic approximations; the non-selfconsistent \[\text{[51–53]}\] and self-consistent \[T\]-matrix approximations \[\text{[70–72]}\], which are abbreviated as TMA and SCTMA, respectively. In Fig. 4 we show the comparisons of peak positions and FWHM in the ejection RF spectra. We note that while the TMA self-energy is obtained by replacing \(G\) with \(G_0\) in Eq. (3), SCTMA is the approximation such that two \(G^0\) in Eq. (5) are replaced by \(G\). It is notable that our results for the spectral peak quantitatively reproduce the experiment (with the subtraction of the mean-field shift of final state interaction) up to \(T/T_F \simeq 0.75\), where the sharp transition between attractive polarons and Boltzmann gas occurs. While our results are consistent with the second-order virial expansion \[\text{[59]}\], we find the discrepancy between our results and the experiment around the transition temperature. In addition, the fitting coefficients of the decay rate in both high-temperature and low-temperature regimes deviates from the experimental values quantitatively. In the low-temperature regime, the deviation of FWHM occurs in TMA and ETMA, which can be explained by a collisional decay process associated with dressed particles at finite impurity concentration as discussed in the context of the polaron-to-polaron decay process of the repulsive polaron \[\text{[27, 73]}\]. While TMA and ETMA do not include such a process, SCTMA does it through the dressed propagators in the pair susceptibility, Eq. (5). Indeed, the quadratic fit of SCTMA gives \[\gamma/\varepsilon_F = 2.95(T/T_F)^2\], which is close to the experimental result \[\gamma/\varepsilon_F = 2.71(T/T_F)^2\] \[\text{[50]}\].

On the other hand, the discrepancy in the high-temperature regime is related to multi-body correlations, which may be considered to be negligible in two-component Fermi gases due to the Pauli blocking effect. When the Fermi surface is thermally depleted, however, the Pauli-blocking effect is suppressed. Therefore, beyond-two-body correlations can have a significant effect on the Fermi polarons at finite temperature as in the case of a Bose polaron \[\text{[74–79]}\]. Since the experiment can be well reproduced by our theories in the low-temperature regime, where the Pauli-blocking effect emerges, we argue that beyond-two-body correlations such as three-body scattering shift the critical interaction for the sharp transition towards the weaker coupling regime. Furthermore, we uncover the difference among three different diagrammatic approaches in terms of three- and four-body correlations. While TMA involves an atom-dimer scattering process within the Born level, ETMA and SCTMA include the second-order three-body correlations as shown in Fig. 5(a). In addition, SCTMA includes the lowest-order four-body correlations shown in Fig. 5(b), which are absent both in TMA and ETMA. Indeed, SCTMA is closest to the experiment around \(T = T_F\) among these approaches. Although our formalism does not fully explain the experiment, we find that the results are sensitive to the different approximations in the intermediate-temperature region, implying the importance of multi-body correlations. This fact is consistent with the result of the virial expansion \[\text{[50, 80]}\].

In conclusion, we have investigated the thermal evolution of radio frequency spectra in an imbalanced Fermi gas system from the quantum degenerate state to the classical Boltzmann regime using the many-body \(T\)-matrix approximation. We have predicted that the thermal evolution is classified into three types: smooth crossover, sharp transition, and double-peak coexistence, where the recent experiment in MIT has detected the second one at the unitarity limit. These three types are
transferred each other by shifting the impurity-bath interaction. They can be detected in future experiments with finite scattering lengths. We have also revealed that the repulsive polarons play significant roles in the thermal evolution of the RF spectra. From the quantitative viewpoint, our results perfectly reproduce the observed peak position of ejection RF spectra up to $T/T_F \simeq 0.75$ but deviates from it in the high-temperature regime where the Pauli-blocking is absent. To explain the high-temperature regime, our results strongly suggest necessity of a selfconsistent formalism beyond the existing approximations, which contains multi-body correlations.
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To obtain a precise contact parameter from the high-frequency line shape as done in the experiment [50], we require the Matsubara Green’s function up to the very large number of the Matsubara frequency in our theoretical framework.
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