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Abstract

Gradient methods have become mainstream techniques for Bi-Level Optimization (BLO) in learning and vision fields. The validity of existing works heavily relies on solving a series of approximation subproblems with extraordinarily high accuracy. Unfortunately, to achieve the approximation accuracy requires executing a large quantity of time-consuming iterations and computational burden is naturally caused. This paper is thus devoted to address this critical computational issue. In particular, we propose a single-level formulation to uniformly understand existing explicit and implicit Gradient-based BLOs (GBLOs). This together with our designed counter-example can clearly illustrate the fundamental numerical and theoretical issues of GBLOs and their naive accelerations. By introducing the dual multipliers as a new variable, we then establish Bilevel Alternating Gradient with Dual Correction (BAGDC), a general framework, which significantly accelerates different categories of existing methods by taking specific settings. A striking feature of our convergence result is that, compared to those original unaccelerated GBLO versions, the fast BAGDC admits a unified non-asymptotic convergence theory towards stationarity. A variety of numerical experiments have also been conducted to demonstrate the superiority of the proposed algorithmic framework.

1 Introduction

Bi-Level Optimization (BLO) has recently attracted growing interests due to its wide applications in the field of deep learning\textsuperscript{1}, especially for hyperparameter optimization\textsuperscript{2,3,4}, meta learning\textsuperscript{5,6,7}, neural architecture search\textsuperscript{8,9,10}, adversarial learning\textsuperscript{11}, and reinforcement learning\textsuperscript{12}, etc. BLO tackles nested optimization structures appearing in applications. In the last decade, BLO has emerged as a prevailing optimization technique for modern machine learning tasks with an underlying hierarchy.

Recently, Gradient-based BLOs (GBLOs) have become mainstream techniques for BLO in learning and vision fields. In this type, an approximate version of BLO can be solved by taking into explicit account the optimization dynamics for the Lower-Level (LL) objective. The issue of the quality of this approximation has been well studied in\textsuperscript{2,3,13,14,15}. A major advantage of GBLOs is that an approximate hypergradient can be directly calculated by automatic differentiation based on the trajectory of the LL variable. However, GBLOs theoretically require a large number of LL optimization steps to achieve the desired accuracy\textsuperscript{13}. Unfortunately, to achieve the accuracy requires executing a large quantity of time-consuming iterations. Thus, computational and memory burden are naturally caused. In practice, one simple heuristic to accelerate is to only perform a small number of iterations for the LL problem, see, e.g., neural architecture search\textsuperscript{8,16}, adversarial learning\textsuperscript{17} and reinforcement learning\textsuperscript{11}. However, the theoretical properties are still unclear, although competitive empirical performance has been reported.
On the other hand, to remove the need for differentiating through the LL optimization path, especially when the LL dynamic system iterates many times, a type of implicit gradient-based BLO methods (called I-GBLOs for simplicity) is employed in [18, 6, 19] for hyperparameter optimization and meta-learning. In fact, I-GBLOs first leverages the implicit differentiation to derive an analytical expression of hypergradient, and then solves inexactly the LL problem up to a tolerance and performs an approximate matrix inversion accurately. Hence, I-GBLOs requires executing a large quantity of iterations and computational burden is naturally caused.

1.1 Our Motivations and Contributions

As mentioned above, to access the hypergradient accurately, the number of iteration steps in both GB-LOs and I-GBLOs theoretically goes to infinity [13, 18, 6]. Hence, computational burden is naturally caused. One simple heuristic to accelerate is to only performs one-step iteration for the LL problem, see, e.g., DARTS [8] and its applications for various tasks, cf. e.g., neural architecture search [8, 16], adversarial learning [17], reinforcement learning [11], hyperparameter optimization [20], meta learning [21] and image processing [22]. Although competitive empirical performance has been reported widely, the corresponding theoretical properties are still unclear. Recently, a broad collection of algorithms have been proposed to solve (stochastic) BLOs with using the one-step LL problem iteration idea, see, e.g., [23, 24, 25]. However, a large quantity of time-consuming matrix multiplications or Hessian-vector products is required there. Moreover, the strong convexity of the LL objective is required for obtaining the convergence results of all these proposed algorithms.

In this paper, we first construct an interesting example in Section 2.1 explicitly to indicate that existing approaches including GBLOs and I-GBLOs with adopted naive acceleration may lead to incorrect solutions. Therefore, an important question which motives this work arises. Can we design a extremely fast bilevel acceleration strategy which enjoy favorably both extremely low computational cost and reliable theoretical guarantee?

In response to the above question, we first replace the LL problem with its first-order optimality condition and the resulting problem is a single-level optimization problem with equality constraints. Thus we can introduce naturally the dual multipliers as a new variable. Our first insight is to well exploit the bilevel structure, keeping the update of the LL variable by gradient descent of the LL objective and its variants. Our second insight is that a prospective point where the hypergradient of BLO vanishes happens to be a KKT solution of the above single-level optimization problem. Thereby, to guarantee the non-asymptotic convergence, we update cautiously the Upper-Level (UL) and dual multipliers variables with the LL variable, alternatively according to the KKT condition. Compared with naive accelerations, the newly involved multipliers variable can be regarded as a dual correction. Therefore, we establish Bilevel Alternating Gradient with Dual Correction (BAGDC), an extremely fast BLO algorithm, to ease both computational and memory burden. Furthermore, compared to those original unaccelerated GBLO and I-GBLO versions, we analyze the non-asymptotic convergence behavior of BAGDC towards self-governed KKT stationary solutions.

The main contributions of this paper can be summarized as follows:

- We first demonstrate fundamental theoretical issues arising from the naive single-inner-step acceleration which has been widely-witnessed in many real-world learning and vision applications, by explicitly exhibiting the trajectory of GBLOs on our designed counter-example.

- By reformulating BLO as a single-level optimization with equality constraints and introducing dual multipliers from the viewpoint of KKT condition, we then establish BAGDC, an alternating gradient method, to successfully avoid solving a series of time-consuming nested optimization subproblems, and hence remarkably faster than a variety of existing GBLOs and I-GBLOs.

- An important feature of our theoretical result relies on a series of new non-asymptotic convergence guarantees of BAGDC towards KKT stationary points. Compared to exiting works which are either lack of convergence towards stationarity or convergence rate, our result is evidently stronger and general enough to cover BLOs with multiple LL minimizers.
2 Bilevel Alternating Gradient with Dual Correction

In this work, we consider the BLO problem in the following form:

$$\min_{x,y} F(x,y), \quad \text{s.t.} \quad y \in S(x) := \arg \min_{y \in \mathbb{R}^m} f(x,y),$$

(1)

where $x \in \mathbb{R}^n$, $y \in \mathbb{R}^m$ are UL and LL variables respectively. Here the UL and LL objectives are smooth functions with Lipschitz continuous first and second order derivatives.

2.1 Fundamental Issues and Counter-Example

BLOs are usually considered as nested structural optimization problems. Thus, the existing BLO methods including GBLOs and I-GBLOs always update the UL and LL variables in a nested manner. This roughly causes the computational and theoretical issues for the existing methods. To design an extremely fast BLO algorithm, we aim to update the UL and LL variables by alternating gradient, cf. the well-known Gradient Descent-Ascent (GDA) for minimax optimization problems. But alternating gradient for BLOs is challenging since naive accelerations of the existing approaches may lead to incorrect solutions. Let us take a widely used acceleration technique to exemplify this issue. Indeed, if one only performs one-step LL iteration in GBLOs, the resulting algorithm, called Naive One-Step Acceleration (NOSA for simplicity of notation), reads as

$$
\begin{align*}
&y_{k+1} = y_k - \beta \nabla_y f(x_k, y_k), \\
x_{k+1} = x_k - \alpha (\nabla_x F(x_k, y_{k+1}) - \beta \nabla_y^2 f(x_k, y_k) \nabla_y F(x_k, y_{k+1})) ,
\end{align*}
$$

(2)

where $\alpha, \beta$ are stepsizes. Next, we design an interesting counter-example (Example 1 below) to illustrate that NOSA in Eq. (2) may lead to incorrect solutions.

**Example 1.** (Counter-Example) Consider the following BLO problem:

$$
\min_{x \in \mathbb{R}^n} \frac{1}{2}\|x - z_0\|^2 + \frac{1}{2} y^*(x)^\top A y^*(x) \quad \text{s.t.} \quad y^*(x) = \arg \min_{y \in \mathbb{R}^n} f(x, y) = \frac{1}{2} y^\top A y - x^\top y, 
$$

(3)

where $x \in \mathbb{R}^n$, $y \in \mathbb{R}^n$, $A \in \mathbb{S}^{n \times n}$ is a positive-definite symmetric matrix and $z_0 \neq 0$ is a given point in $\mathbb{R}^n$. Note that the LL objective is strongly convex w.r.t. the LL variable and $x, y$ have the same dimension. Assuming that $(x_k, y_k)$ in Eq. (2) converges to $(\bar{x}, \bar{y})$. Then $A \bar{y} - \bar{x} = 0$ and $(\bar{x} - z_0) + \beta A \bar{y} = 0$. This implies that $\bar{x} = z_0 / (1 + \beta)$. Now we show that $\bar{x}$ is not a stationary point of $\phi(x) := F(x, y^*(x))$ if $z_0$ is not a eigenvector of $A$. Indeed, a simple computation gives

$$
\nabla\phi(\bar{x}) = (\bar{x} - z_0) + A^{-1} \bar{x} = (A^{-1} z_0 - \beta z_0) / (1 + \beta) \neq 0.
$$

By using the same counter-example[1] and a similar argument, one can easily check that the same result also holds for other naive one-step accelerations of I-GBLOs, such as Naive One-Step Accelerations of Conjugate Gradient (CG) and Neumann series (NS) methods. For more details, we refer the reader to the Supplemental Material.

2.2 A Single-Level Reformulation and Dual Correction

To figure out the reason why NOSA in Eq. (2) does not work well, we first transform BLO into a single-level optimization problem with equality constraint:

$$\min_{x,y} F(x,y) \quad \text{s.t.} \quad \nabla_x f(x,y) = 0.
$$

(4)

Clearly, BLO in Problem (1) and Problem (4) are equivalent when the LL objective $f(x,y)$ is convex w.r.t. $y$ for any fixed $x$. Denote $L(x,y,v) = F(x,y) - v^\top \nabla_x f(x,y)$, where $v \in \mathbb{R}^m$ is the dual multipliers. We say that $(x^*, y^*)$ is a KKT point of Problem (4) if there exists a dual multipliers $v^* \in \mathbb{R}^m$ such that the following KKT condition holds:

$$
\nabla L(x^*, y^*, v^*) = \begin{pmatrix} \nabla_x F(x^*, y^*) - \nabla^2_{xy} f(x^*, y^*) v^* \\ -\nabla_y f(x^*, y^*) \\ \nabla_y F(x^*, y^*) - \nabla^2_{yy} f(x^*, y^*) v^* \end{pmatrix} = 0.
$$

(5)

[1] This assumption is common in the BLO literature, see, e.g., [26, 15, 24, 23]. A formal description of the assumption is stated in the Supplemental Material.
To better describe what we are going to do with the KKT condition, we briefly provide a strong connection between the KKT condition and the hypergradient using in the existing BLO methods. In fact, the first part (called x-counterpart) of the KKT condition is in consistence with the hypergradient, which is equal to \( \nabla_x F(x^*, y^*) - \nabla^2_{yy} f(x^*, y^*) \psi \) when both the second part (called y-counterpart) and the third one (called feasible condition) of the KKT condition hold, if the Hessian \( \nabla^2_{yy} f(x^*, y^*) \) is nonsingular. The latter condition is common in the literature. But the nonsingularity of \( \nabla^2_{yy} f(x^*, y^*) \) is not necessary for the KKT condition. Therefore, the KKT condition is more applicable to general BLOs, e.g., BLOs with multiple LL minimal points.

Now we can uniformly understand the existing explicit and implicit Gradient-based BLOs. From the viewpoint of non-asymptotic convergence analysis, roughly speaking, the existing BLO methods can be divided into three steps: (1) given UL variable, update the LL variable by solving the LL optimization problem up to tolerance, which satisfies prescribed dynamic accuracy requirements. From the viewpoint of the KKT condition, this step is to guarantee the feasible condition; (2) given UL and LL variable, update the dual multipliers by approximating the correct dual multipliers accurately. There are mainly two kinds of techniques, i.e., automatic differentiation based on the trajectory of LL variable in RHG [2] and solving a linear system based on the Conjugate Gradient (CG) or Neumann Series (NS) [6, 19, 14]. The correct dual multipliers here is the one satisfying the y-counterpart of the KKT condition; (3) update the UL variable by the accurate approximate hypergradient. As we discussed in the previous paragraph, this corresponds to the x-counterpart of the KKT condition. From the above analysis, one can clearly see the reason why NOSA in Eq. (2) does not work well. In fact, NOSA did not update the dual multipliers properly. The hidden update \( v_{k+1} = \beta \nabla_y F(x_k, y_{k+1}) \) in NOSA cannot guarantee the y-counterpart of the KKT condition.

The above issue motivate us to consider the following question: how to update the dual multipliers if the update of the LL variable by gradient descent of the LL objective is reserved? This question is important and nontrivial since the dual multipliers are always updated by the equality constraint in the standard methods of solving nonlinear optimization with equality constraints, see, e.g., [27, Chapter 17]. The reason why we prefer updating the LL variable by \( y_{k+1} = y_k - \beta \nabla_y f(x_k, y_k) \) and its variants is that the equality constraint of Problem (4) comes from the LL minimization problem of BLO. Hence, to well exploit the bilevel structure, it is reasonable for us to keep the update of the LL variable by gradient descent. This can also guarantee the feasible condition at the limit point. We also keep the update of the UL variable by \( x_{k+1} = x_k - \alpha (\nabla_x F(x_k, y_{k+1}) - [\nabla^2_{yy} f(x_k, y_k)] v_{k+1}) \) and its variants to ensure the x-counterpart of the KKT condition. Hence, to guarantee the convergence of algorithm towards self-governed KKT stationary solutions, the update of the multipliers variable should be to ensure the y-counterpart of the KKT condition.

When the LL problem is merely convex, BLO can be with multiple LL minimizers. Then updating of the LL variable by gradient descent of the LL objective may not necessarily generate a sequence towards minimizer of UL objective over LL problem solutions. Inspired by BDA [13], we use aggregation parameters to aggregate both UL and LL objectives. Specifically, we define

\[
\psi_\mu(x, y) := \mu \lambda F(x, y) + (1 - \mu) f(x, y),
\]

where \( \mu, \lambda \) are aggregation parameters. We then replace the LL objective \( f \) by \( \psi_\mu \) and let the aggregation parameter \( \mu = 0 \) as the iteration goes on. When the LL problem is strongly convex w.r.t. \( y \), we just take the aggregation parameter \( \mu = 0 \) in the following algorithm. Now, we propose the following Bilevel Alternating Gradient with Dual Correction (BAGDC) in Algorithm 1 for BLOs.

**Algorithm 1 Bilevel Alternating Gradient with Dual Correction (BAGDC)**

**Initialize:** \( x_0, y_0, v_0, \) stepsizes \( \alpha_k, \beta_k, \eta_k, \) aggregation parameters \( \mu_k, \lambda \); \n**Let:** \( \psi_\mu_k (x, y) := \mu_k \lambda F(x, y) + (1 - \mu_k) f(x, y); \)

1. for \( k = 0, 1, \ldots, K - 1 \) do
2. update \( y_{k+1} = y_k - \beta_k \nabla_y \psi_\mu_k (x_k, y_k); \)
3. update \( v_{k+1} = v_k + \eta_k (\nabla_y F(x_k, y_{k+1}) - [\nabla^2_{yy} \psi_\mu_k (x_k, y_{k+1})] v_k); \)
4. update \( x_{k+1} = x_k - \alpha_k (\nabla_x F(x_k, y_{k+1}) - [\nabla^2_{xy} \psi_\mu_k (x_k, y_k)] v_{k+1}). \)
5. end for

To help understand BAGDC in Algorithm 1, the following points should be emphasized.
In BAGDC, to handle a general BLO, e.g., BLOs with multiple LL minimizers, we use aggregation parameters $\mu_k, \lambda$ to aggregate the LL objective $f$ and a positive multiple of the UL objective $\lambda F$. An explicitly strategy for choosing stepsizes $\alpha_k, \beta_k, \eta_k$ and aggregation parameters $\mu_k, \lambda$ is presented in Section 3 based on theoretical convergence analysis. Specially, when the LL objective is strongly convex w.r.t. $y$, the aggregation parameter $\mu$ is taken to be 0. In this case, the stepsizes $\alpha, \beta, \eta$ can be taken to be constant stepsizes satisfying certain appropriate conditions given in Section 3.

• Compared with naive accelerations, e.g., NOSA in Eq. (2), the newly involved multipliers variable $v$ can be regarded as a dual correction. Its appearance turns bilevel alternating gradient into a practical acceleration strategy which enjoy favorably both extremely simpler implementation and theoretical convergence guarantee. For more details we refer the reader to the theoretical investigation in Section 3 and experiments in Section 4.

3 Theoretical Investigation

This section is devoted to the convergence analysis of our proposed algorithm BAGDC with and without strong convexity assumption of LL problem. The UL and LL objectives $F(x, y)$ and $f(x, y)$ are assumed to be smooth functions with Lipschitz continuous first and second order derivatives.

Please notice that all the proofs of our theoretical results given here and other auxiliary results are stated in the Supplemental Material.

3.1 General Results for LL Merely Convex Case

To handle general BLOs, e.g., BLOs with multiple LL minimizers, we take the following standard assumption as in [13].

Assumption 3.1. For any fixed $x$, $f(x, \cdot)$ is convex and $F(x, \cdot)$ is $\sigma_F$-strongly convex.

Recall that

$$\psi_\mu(x, y) := \mu\lambda F(x, y) + (1 - \mu)f(x, y),$$

where $\mu, \lambda$ are aggregation parameters. Let $0 < \mu \leq 1/2$ and $\lambda > 0$, for any fixed $x$, as $F(x, \cdot)$ is assumed to be $\sigma_F$-strongly convex, the aggregation function $\psi_\mu(x, y)$ is $\sigma_\psi_\mu$-strongly convex in $y$ with $\sigma_\psi_\mu = \mu\lambda\sigma_F > 0$. Hence $\psi_\mu(x, y)$ has a unique minimal point for every $x$, denoted by $y^*_\mu(x)$. Under the smoothness assumption of $f$ and $F$, $\psi_\mu(x, y)$ is also $L_{\psi_\mu}$-smooth in $y$ for any fixed $x$.

To analyze the convergence of BAGDC, we define the following Lyapunov function for the generated sequence $\{(x_k, y_k, v_k)\}$ by BAGDC

$$V_k := F(x_k, y^*_\mu(x_k)) + \frac{1}{2}\|y_k - y^*_\mu(x_k)\|^2 + \frac{1}{2}\|v_k - v^*_\mu(x_k)\|^2,$$

where $y^*_\mu(x) = \left[\nabla^2_{yy}\psi_\mu(x, y^*_\mu(x))\right]^{-1}\nabla_y F(x, y^*_\mu(x))$ is the correct dual multipliers. The first term quantifies the descent of the overall UL objective functions, the second term characterizes the LL solution errors, and the third term characterizes the multipliers errors. We can prove the following descent property of Lyapunov function $V_k$ for BAGDC.

Proposition 3.1. Suppose Assumption 3.1 holds. If we choose aggregation parameter $\mu_k \downarrow 0$ and step sizes

$$\beta_k \leq \frac{2}{\sigma_{\psi_\mu} + L_{\psi_\mu}}, \quad \eta_k \leq c_\eta \mu_k^4 \beta_k, \quad \alpha_k \leq c_\alpha \mu_k \eta_k,$$

then when $\mu_k$ is sufficiently small, the sequence of $x_k, y_k, v_k$ generated by BAGDC satisfies

$$V_{k+1} - V_k \leq -\frac{\alpha_k}{2}\|\nabla_{\psi_\mu}(x_k)\|^2 - \frac{\hat{\alpha}_k}{2}\|x_{k+1} - x_k\|^2 - \frac{\beta_k}{2}\|y_k - y^*_\mu(x_k)\|^2 - \frac{\hat{\beta}_k}{2}\|y_k - v^*_\mu(x_k)\|^2$$

$$+ C_2 \left(\frac{\mu_k - \mu_{k+1}}{\mu_k}\right) + C_3 \frac{1}{\alpha_k} \left(\mu_k - \mu_{k+1}\right)^2 + C_4 \frac{1}{\eta_k} \left(\frac{\mu_k}{\mu_{k+1}}\right)^2 \left(\mu_k - \mu_{k+1}\right)^2,$$

where $\hat{\alpha}_k, \hat{\beta}_k, \hat{\eta}_k, c_\eta, c_\alpha, C_2$ and $C_3$ are all positive constants, whose formal formulae are stated in the Supplemental Material.

\footnote{This assumption is common in the BLO literature. A formal description of the assumption is stated in the Supplemental Material.}
According to this descent property, we can notice that to guarantee that $\|\nabla \varphi_{\mu_k}(x_k)\|$ converges to 0, we need to choose aggregation parameter $\mu_k$ and step size $\alpha_k$ appropriately such that

$$\sum_{k=0}^{\infty} \alpha_k = \infty, \quad \sum_{k=0}^{\infty} \frac{1}{\alpha_k} (\mu_k - \mu_{k+1})^2 < \infty,$$

and

$$\sum_{k=0}^{\infty} \frac{1}{\alpha_k} \left(\frac{\mu_k}{\mu_{k+1}}\right)^2 (\mu_k - \mu_{k+1})^2 < \infty.$$ 

In following, we present a simple and handy strategy for choosing aggregation parameter $\mu_k$ and step sizes $\alpha_k$, $\beta_k$ and $\eta_k$ for guaranteeing the convergence of our proposed BAGDC.

**Theorem 3.1.** Suppose Assumption 3.1 holds. If we choose $\mu_k = \bar{\mu} \left(\frac{1}{k+1}\right)^p$ with $0 < p < \frac{1}{11}$ and

$$\alpha_k = \bar{\alpha} \mu_k^{11}, \quad \beta_k = \bar{\beta}, \quad \eta_k = \bar{\eta} \mu_k^4,$$

where $\bar{\alpha}, \bar{\beta}, \bar{\eta} \in (0, \frac{1}{L_{\psi_k}})$, then when all of positive constants $\bar{\alpha}, \bar{\eta}, \bar{\mu}$ are sufficiently small, the sequence of $x_k, y_k$ generated by BAGDC satisfies

$$\min_{0 \leq k \leq K} \left\{ \|\nabla \varphi_{\mu_k}(x_k)\|^2 \right\} = O \left( \frac{\ln K}{K^{1-11p}} \right) \quad \text{and} \quad \min_{0 \leq k \leq K} \left\{ \|y_k - y^*_k(x_k)\|^2 \right\} = O \left( \frac{\ln K}{K^{1-p}} \right).$$

To appropriately characterize the convergence rate of BAGDC, we define the KKT residual for $(x, y, v)$ as following

$$\text{KKT}(x, y, v) := \|\nabla \mathcal{L}(x, y, v)\|^2.$$ 

Then, KKT$(x, y, v) = 0$ if and only if $(x, y)$ is a KKT point to Problem (4) and $v$ is a multipliers. Under the linear independent constraint qualification (LICQ), we can have following non-asymptotic convergence rate result of BAGDC from the perspective of KKT residual.

**Theorem 3.2.** Suppose Assumption 3.1 holds and aggregation parameter $\mu_k$ and step sizes $\alpha_k$, $\beta_k$ and $\eta_k$ are chosen as same as in Theorem 3.1. Let $(x_k, y_k, v_k)$ be the sequence of generated by BAGDC with sufficiently small $\bar{\alpha}, \bar{\eta}, \bar{\mu}$, if $(x_k, y_k)$ is bounded and for any limit point $(\bar{x}, \bar{y})$ of $(x_k, y_k)$, LICQ of Problem 4 holds at $(\bar{x}, \bar{y})$, i.e., rows of $(\nabla^2_{\bar{y}y} f(\bar{x}, \bar{y})^T, \nabla^2_{\bar{y}y} f(\bar{x}, \bar{y})^2)$ are linearly independent, then we have

$$\min_{0 \leq k \leq K} \left\{ \text{KKT}(x_k, y_k, v_k) \right\} = O \left( \max \left\{ \frac{\ln K}{K^{1-11p}}, \frac{1}{K^{2p}} \right\} \right).$$

Furthermore, any limit point $(\bar{x}, \bar{y})$ of $(x_k, y_k)$ is a KKT point of Problem 4.

### 3.2 Special Discussion for LL Strongly Convex Case

For the special case where the LL objective $f(x, \cdot)$ is strongly convex with constant $\sigma_f > 0$ for any fixed $x$, the strong convexity assumption on UL objective $F$ is not needed, and BAGDC can be shown to have a $O(1/K)$ non-asymptotic convergence rate with taking $\mu_k = 0$ and constant step sizes $\alpha_k$, $\beta_k$ and $\eta_k$. We use the following assumption to replace Assumption 3.1 in this section.

**Assumption 3.2.** For any fixed $x$, $f(x, \cdot)$ is $\sigma_f$-strongly convex.

Note that when the LL objective $f(x, \cdot)$ is strongly convex, $y^*(x)$ is well defined and be differentiable. Hence, it is proper to use the gradient of $\varphi(x) = F(x, y^*(x))$ to characterize the optimality of the generated sequence by the algorithms.

**Theorem 3.3.** Suppose Assumption 3.2 holds. If we choose $\mu_k = 0$ and

$$\alpha_k = \bar{\alpha}, \quad \beta_k = \bar{\beta}, \quad \eta_k = \bar{\eta},$$

where $\bar{\alpha}, \bar{\beta},$ and $\bar{\eta}$ are positive constants satisfying certain conditions, then $x_k$ generated by BAGDC satisfies

$$\min_{0 \leq k \leq K} \left\{ \|\nabla \varphi(x_k)\|^2 \right\} = O \left( \frac{1}{K} \right).$$

---

3 A formal description of the conditions is stated in the Supplemental Material.
4 Experiments

In this section, we conduct extensive experiments on both synthetic data and real applications to verify our theoretical findings and demonstrate the efficacy of BAGDC, especially on very high-dimensional tasks. The experiments were done on a PC with Intel i7-9700K CPU (4.2 GHz), 32GB RAM, and an NVIDIA RTX 2060S GPU. The algorithm was implemented using PyTorch 1.6 with CUDA 10.2.

4.1 Numerical Verification

In this subsection, we start by discussing the effect of dual correction under different settings. We then compare the performance of BAGDC with other GBLOs and I-GBLOs by using different accuracies for LL problem. The third section demonstrates the efficacy of BAGDC compared to RHG, CG, and NS. Finally, we compare the empirical performance of BAGDC for BLOs with multiple LL minimizers. We conduct experiments in Eq. (3) which satisfies the assumptions in Theorem 3.3. In particular we set $A = I$, $x_0 = e$, where $e$ is the vector whose elements are all equal to 1. The unique solution is $x^* = y^* = e/2$. For the existing method, we set the number of lower level iterations to 100. $d = d(x, y, v)$ is the direction of descent of $x$ calculated by different methods, e.g. for NOSA, $d = (\nabla_x f(x, y) - [\nabla_{xy}^2 f(x, y)] \nabla_y F(x, y))$. We define the gradient of $x$ as $\nabla \varphi$ where $\varphi(x) = F(x, y^*(x))$.

Effect of Dual Correction with Different Settings. Although we proved in Section 3 that the addition of dual variable $v$ guarantees convergence, the update step size $\eta$ of $v$ still depends on properties of $F$ and $f$ (e.g. the Lipschitz constant and the strongly convex coefficients). Since this is usually agnostic in practical applications, we first verify the corrective effect of $v$ for convergence for different $\eta$ settings. In addition to different fixed $\eta$, we also validate a strategy for the Adaptive (Adapt.) computation of $\eta$, a CG-inspired strategy. Figure 1(a) shows the convergence of NOSA and BAGDC with different $\eta$. It can be seen that all $\eta$ improve the convergence performance of non-convergence NOSA. For a fixed $\eta$, any $\eta$ within the theoretical bound is guaranteed to converge, although smaller $\eta$ lead to a lower speed of convergence. On the other hand, $\eta$ outside the theoretical bound may lead to a collapse after a while. Note that despite the convergence result of Theorem 3.3, BAGDC is not guaranteed to be monotonically decreasing, and in fact, some degree of oscillation is expected for some $\eta$. $\eta$ with adaptive strategy achieved a convergence speed second only to $\eta = C_f$. Since adaptive $\eta$ does not need to know the nature of $F$ and $f$, we used adaptive $\eta$ as our strategy in all subsequent experiments. However, considering that adaptive method may require more computational cost in computing $\eta$, we further show in Figure 1(b) the Average (Avg.) step time and the overall time to converge to $\|d\| \leq 10^{-5}$ for different $\eta$ settings. As can be seen, although the adaptive method takes slightly more time for a single step, the overall convergence time is still second only to $\eta = C_f$.

![Image](image-url)

(a) Convergence curves in different $\eta$
(b) Overall/Avg. Step

Figure 1: Convergence comparison of update strategies for $v$ in different $\eta$. $C_f$ is the theoretical upper bound. (a) Convergence curve with different $\eta$. (b) Overall time for convergence and Average (Avg.) step time. The theoretical upper bound has the best convergence speed, but the sub-optimal adaptive $\eta$ can be applied to real applications where the theoretical upper bound is difficult to compute.

Solving LL with Different Accuracies vs BAGDC. We next show that BAGDC effectively decouples the dependence on the accuracy of the solution to the LL problem when applied to different BLO methods. We use the inner iterations $T$ for RHG, error $\epsilon$ for CG and sequence lengths $M$ for NS as indicators of the accuracy of LL problem. In Figure 2 we compare the convergence of existing

---

More details is stated in the Supplemental Material
methods for different LL problem solving accuracies and existing methods with our BAGDC. We show the error of direction of descent \(|d - \nabla F|\) to illustrate that an incorrect estimate of \(v\) for the existing methods leads to the wrong direction of descent, and \(\|x - x^*\|/\|x^*\|\) to illustrate the effect of this on the final convergence result. It can be seen that accelerating existing method by directly simplifying the LL iterations will reduce the quality of the solution. By introducing \(v\) as a correction in BAGDC, our method can continuously improve accuracy for these BLOs with alternating solving UL and LL problem.

![Convergence curves](image)

Figure 2: The convergence curves of our BAGDC and various methods (RHG, CG and NS) in different accuracy of LL problem, i.e., iterations \(T\) for RHG, error \(\epsilon\) for CG, sequence lengths \(M\) for NS. Our BAGDC method with only one step for LL problem achieves the best convergence results.

**Significant Speed Advantage of BAGDC.** We then show the improvement in computational efficiency of BAGDC, the extremely simpler implementation of BLO. For existing methods, the main part of the computational complexity is the large number of matrix-vector products in nested iteration. Therefore by changing the dimension of the matrix \(A\), we can easily expand Eq (3) to the high dimensional case to observe the computational efficiency. Here we show the convergence in different dimensions on Eq. (3) with limited total time \(10^4\) s. Figure 3(a) shows the convergence time of different indicator \(\|d\| \leq 10^{-3}, \|F - F^*\|/\|F^*\| \leq 10^{-3}\) and \(\|x - x^*\|/\|x^*\| \leq 10^{-4}\). Since each step usually contain only one matrix vector product, the alternating optimization BAGDC saves a lot of time compared to the multi-step per iteration of nested optimization. Thus our method requires much less time compared to other methods of all scales. Figure 3(b) illustrates the limiting problem dimension that existing methods can achieve when reaching the time limit. BAGDC does not contain repeated nested matrix-vector products allowing our method to be solved on problems of higher dimensionality.
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Figure 3: Computational efficiency comparison of existing BLOs (RHG, CG and NS) and ours BAGDC. (a) The time required for different convergence metrics in different dimensions. BAGDC reduces the time required compared to existing methods. (b) The problem dimension when reached the time limit. BAGDC greatly increases the dimension of the problem to reach the time limit.

**Solving BLOs with multiple LL minimizers.** We next verify that BAGDC can also solve the BLOs with multiple LL minimizers as mentioned in Theorem 3.1. We use the example without LLS given in Supplemental Material. Figure 4 compares the convergence curves with BLO methods. As we can see, only BAGDC and BDA are able to converge to the optimum point, the other methods only converge to an incorrect stability point. Thanks to the much simpler iteration format resulting from alternating optimisation, BAGDC converge much faster than BDA.

### 4.2 Real-world Applications

In this section, we verify the performance of our BAGDC on real data and high-dimensional problems. We show two widely used applications of BLOs, data hyper-cleaning, and few-shot learning.
Assuming that some of the labels in our dataset are contaminated, data hyper-cleaning aims to reduce the impact of incorrect samples by adding hyper-parameters to them. In the experiment, we follow the settings in [13] and based on Fashion-MNIST datasets. To demonstrate the advantage of our method in terms of computational efficiency, we show in the left part of Table 1 the F1 scores and the time required for different methods to achieve the same accuracy. BAGDC achieves the same accuracy and similar F1 scores while reducing the time requirement to an order of magnitude. Figure 5 shows the validation loss for the different methods. It can be seen that our method has the fastest convergence rate and can still be the fastest at higher accuracies after quickly achieving 81% accuracy rate.

**Few-shot Learning.** We then test the application in higher dimensions to verify the computational efficiency of our method in few-shot learning. Few-shot learning (i.e., N-way M-shot) is a multi-task N-way classification and it aims to learn the hyperparameter such that each task can be solved only with M training samples. In the experiment, we follow the settings in [13] and based on DoubleMNIST datasets [28]. In the right part of Table 1, we shows the time that existing methods achieve the same accuracy (95% for 5-way and 85% for 20-way). Our method achieves the same accuracy rate while significantly reducing the time required. Therefore, our alternating optimization method can be effectively applied to large-scale neural networks.

Table 1: Comparison of the results of existing methods for hyper-cleaning and few-shot learning. We compared the time and F1 score for hyper-cleaning when achieving almost the same accuracy (81%) and the time for few-shot learning (95% for 5-way and 85% for 20-way). BAGDC has the highest computational efficiency while training to the same accuracy rate.

| Method | Hyper-cleaning | 5-way | 20-way |
|--------|----------------|-------|--------|
|        | Acc. F1 score  | Time  | Acc. Time | Acc. Time |
| RHG    | 81.07 87.10    | 41.47 | 95.05 1614.38 | 85.06 2645.27 |
| BDA    | 81.09 88.13    | 64.84 | 95.07 1864.90 | 85.09 3017.33 |
| CG     | 81.05 87.85    | 19.72 | 95.08 1056.91 | 85.00 2060.94 |
| NS     | 81.03 85.53    | 26.01 | 95.07 1005.26 | 85.05 1942.02 |
| BAGDC  | 81.00 87.06    | **2.92** | 95.06 **98.16** | 85.11 **381.21** |

5 Conclusion

This work first designed a counter-example to demonstrate that there actually exist fundamental theoretical issues in these naive single-inner-step acceleration for existing GBLOs. Then by reformulating BLO as a constrained single-level optimization problem and introducing dual multipliers from the viewpoint of KKT condition, an extremely fast gradient method, named BAGDC, is proposed for BLOs. Our theoretical results guaranteed that BAGDC can successfully obtain non-asymptotic convergence sequences towards self-governed KKT stationary points. We also extended this result for the more challenging BLO problems, i.e., with multiple LL solutions.
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