Analysis of heat transfer and water flow with phase change in saturated porous media by bond-based peridynamics
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Abstract

A wide range of natural and industrial processes involve heat and mass transport in porous media. In some important cases the transported substance may undergo phase change, e.g. from liquid to solid and vice versa in the case of freezing and thawing of soils. The predictive modelling of such phenomena faces physical (multiple physical processes taking place) and mathematical (evolving interface with step change of properties) challenges. In this work, we develop and test a non-local approach based on bond-based peridynamics which addresses the challenges successfully. Our formulation allows for predicting the location of the interface between phases, and for calculating the temperature and pressure distributions within the saturated porous medium under the conditions of pressure driven water flow. The formulation is verified against existing analytical solutions for 1D problems, as well as finite element transient solutions for 2D problems. The agreement found by the verification exercise demonstrates the accuracy of the proposed methodology. The detailed coupled description of heat and hydraulic processes can be considered as a critical step towards a thermo-hydro-mechanical model, which will allow, for example, description of the hydrological behaviour of permafrost soils and the frost heave phenomenon.
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1 Introduction

Heat and mass transfer with phase change occur in many natural and engineered solids. A non-exhaustive list of examples include seasonal and artificial freezing
of soils, casting of metals, polymers and ceramics, and latent heat thermal energy storage.

Our focus is on porous media, with specific application to soils. In such systems, the phenomenon emerges from the coupling the multi-phase heat transfer with fluid flow through a porous substance. This involves strong physical non-linearities (rapid change of physical and mechanical properties between phases) and geometric discontinuities (inter-phase boundaries, cracks), making the mathematical description a challenging task. The lack of general analytical solutions calls for appropriate numerical methods with specific attention to the strong non-linearities. To date, this problem has been approached by numerical methods based on the local (differential) formulation of the processes involved, e.g. by the finite element method (FEM). Such formulations are used in many engineering applications, for example in the analysis of: underground water flow in permafrost regions; seasonally frozen soils; evolution of methane hydrates under the seabed; nuclear waste disposal design; and artificial ground freezing for mining and civil engineering purposes.

However, accounting for the strong non-linearities and discontinuities is challenging for methods that are based on local mathematical formulations. The continued growth of computational power opens the opportunity to address these challenges by using methods based on non-local formulations, which are considered more computationally demanding. One non-local approach with increasing popularity is the Peridynamics (PD). In PD, the partial differential equations of any classical local theory are replaced by a set of integral-differential equations, resulting in a mathematically consistent formulation, even in the presence of strong non-linearities and discontinuities.

Peridynamics was originally proposed for describing mechanical behavior of solids, and subsequently extended to a variety of diffusion problems. It was first developed as a bond-based PD, and later generalized to a state-based PD in two versions - ordinary and non-ordinary. Recently, an element-based PD formulation was proposed. A correspondence between PD and continuum formulations is made by the concept of the peridynamics differential operator (PDDO).

In this paper, we construct a bond-based PD model for transient heat transfer coupled with water flow and phase change in saturated porous media. The first PD formulation of heat conduction, which also considered electromigration, was made in. Bond-based formulations of transient heat conduction were originally developed in, see also. Further developments of the bond-based PD heat transfer models were discussed in. However, to date, the phase change phenomenon has not been included in the developments by this approach. In, the one-dimensional phase change problem was solved using the PDDO framework, which prompted us to develop a bond-based PD model for obtaining such solutions when coupled with fluid flow.

A PD formulation of pressure driven water flow in porous media was originally discussed in. This approach was recently used to develop a wide range of coupled problems that consider chemical diffusion in partially and fully saturated porous media. These demonstrated the simplicity and
universality of the approach for dealing with such problems. However, the process of thermal diffusion has not yet been coupled with water flow in the analysis of heat and mass transfer in saturated porous media.

Our development solves the outstanding issues of coupling between different processes, following ideas from [32, 34]. The present paper is structured as follows. In Section 2 we consider the classical local differential equations of heat transfer with phase change under pressure driven water flow in saturated porous media. In Section 3 we describe the basic concepts of bond-based peridynamics, and extend them to the case of heat transfer with phase change. Here, the formulation is also coupled with the existing model for pressure driven water flow. Section 4 presents our numerical implementation of the developed PD model for solution of 1D and 2D problems on regular square meshes. In Section 5 we consider several test problems and compare the solutions based on our model with existing analytical (1D) and numerical (2D by finite elements) solutions. The agreement between results demonstrates the accuracy of the proposed methodology. Importantly, our model is also successfully tested for 2D heat transfer with phase change with water flow due to high pressure gradients, a condition that is challenging for other methods including finite elements. Conclusions are drawn in Section 6.

The developed PD approach can be coupled with mechanical models that describe, for example, ocean ice cracking [36, 37, 38], cracking of concrete structures and rocks [35, 39, 40], as well as corrosion pitting [41].

2 Thermo-hydraulic model of porous medium with phase change

In this study we consider a fully saturated porous medium with water as the pore-filling liquid. However, the considerations are applicable to any Newtonian fluid. The porous medium consists of three phases - solid matrix particles, liquid water, and solid water (ice). The physical parameters of these phases will be presented with lower indices \( s \), \( w \), and \( i \), respectively. The hydraulic behavior of the liquid phase is governed by the mass conservation law, and the thermal behavior of the three-component structure is governed by the energy conservation law. The equations describing these laws can be constructed in the framework of the volume average method, see, for example, [9]. The equations in our presentation are written with respect to a Cartesian coordinate system.

The conservation of water mass in the two phases can be written as

\[
\frac{\partial}{\partial t} ( n_\rho w S_w + n_\rho i S_i ) = - \nabla \cdot ( \rho w \mathbf{u} ),
\]

where \( S(\mathbf{x}, t) \) is the saturation degree, for which \( S_w + S_i = 1 \); \( n \) is the porosity; \( \rho \) is the density; \( \mathbf{u}(\mathbf{x}, t) \) is the flux of liquid water; \( \mathbf{x} \) is the coordinate vector of a material point; and \( t \) is the time.

In this work we assume a non-deformable pore system, so that the porosity \( n \) is constant. The compressibility of ice is much lower than the compressibility of water, allowing us to consider the ice density to be approximately constant.
With these assumptions, and taking into account that \( S_w + S_i = 1 \), Eq. (1) takes the form:

\[
\frac{n S_w \partial \rho_w}{\partial t} + n \left( \rho_w - \rho_i \right) \frac{\partial S_w}{\partial t} = -\nabla \cdot (\rho_w \mathbf{u}).
\]  

(2)

The water flow is described by Darcy’s law:

\[
\mathbf{u}(x, t) = -\frac{k_r k_{\text{int}}}{\mu} \nabla \Phi,
\]  

(3)

where \( k_r(x, t) \) is the liquid water relative permeability; \( k_{\text{int}} \) is the porous medium intrinsic permeability; \( \mu \) is the liquid water dynamic viscosity; and \( \Phi(x, t) \) is the flow potential, which in terms of fluid pressure is given by:

\[
\Phi(x, t) = p + g \rho_w z,
\]  

(4)

where \( p(x, t) \) is the pressure; \( g \) is the gravitational acceleration and \( z(x, t) \) is the height of a liquid column. A number of relations have been proposed between the relative permeability, \( k_r \), and the liquid water content. Most of the common relations for the frozen soils are presented in [42, 43]. In this paper, the relative permeability \( k_r \) is defined according to [44] by:

\[
k_r = 10^{-\eta \Omega (1 - S_w)},
\]  

(5)

where \( \Omega \) is an empirical parameter.

Substitution of Eq. (3) into Eq. (2) yields:

\[
\frac{n S_w \partial \rho_w}{\partial t} + n \left( \rho_w - \rho_i \right) \frac{\partial S_w}{\partial t} = \frac{k_{\text{int}}}{\mu} \nabla \cdot (\rho_w k_r \nabla \Phi),
\]  

(6)

which is the complete equation for the conservation of mass for water flow given by Eq. (4) and considering phase change.

The energy conservation involves heat conduction and heat convection by a moving medium with phase change. Following [9], this is presented by

\[
\frac{\rho C}{\rho C_{\text{eq}}} \frac{\partial T}{\partial t} = -\nabla \cdot \mathbf{q} - \mathbf{u} \cdot \nabla \left( \rho_w C_w n S_w T \right),
\]  

(7)

where \( \mathbf{q}(x, t) \) is the heat flux due to heat conduction; \( T(x, t) \) is the temperature; \( C \) is the specific heat capacity at a constant pressure; and \( \rho C_{\text{eq}}(x, t) \) is the equivalent heat capacity of the three-phase medium defined by

\[
\rho C_{\text{eq}} = n S_w \rho_w C_w + n (1 - S_w) \rho_i C_i + (1 - n) \rho_s C_s + n \rho_i L \frac{\partial S_w}{\partial T},
\]  

(8)

where \( L \) is the latent heat of water solidification.

The dependence of the liquid water content on temperature below the freezing point is different for different materials. Specifically for soils, approximate relations for the soil freezing characteristic curves are discussed in [45, 46]. In
the present study we consider a Weibull-type relation, used in [44], according to which
\[ S_w = \begin{cases} \frac{1}{(1 - S_{w_{res}})e^{-\frac{T - T_f}{\Delta T}}} & T > T_f \\ S_{w_{res}} & T \leq T_f \end{cases} \]  
(9)
where \( T_f \) is temperature at the onset of water solidification; \( S_{w_{res}} \) is the residual saturation; \( \Delta T \) is the Weibull scale parameter governing the smoothness of the \( S_w \) function (the Weibull shape parameter is 2). This relation ensures fast and effective calculation. The derivative of \( S_w \) with respect to temperature below freezing point is required for calculating the equivalent heat capacity in Eq. (8). This is given by
\[ \frac{\partial S_w}{\partial T} = -2(1 - S_{w_{res}}) \frac{T - T_f}{\Delta T} e^{-\frac{T - T_f}{\Delta T}}. \]  
(10)

The heat flux due to the heat conduction is governed by Fourier’s law:
\[ q(x, t) = -\lambda \nabla T, \]  
(11)
where \( \lambda(x, t) \) is the material thermal conductivity. The thermal conductivity of the three-phase medium is given by
\[ \lambda = \lambda_n S_w \lambda_i n(1 - S_w) \lambda_y (1 - n). \]  
(12)

Substitution of Eqns. (3), (8) and (11) into Eq. (7) gives:
\[ \left[ nS_w \rho_w C_w + n(1 - S_w) \rho_i C_i + (1 - n) \rho_s C_s + n\rho_i L \frac{\partial S_w}{\partial T} \right] \frac{\partial T}{\partial t} = -\nabla (\lambda \nabla T) + \rho_w C_w \nabla T \cdot k_{int} \frac{k}{\mu} \nabla \Phi, \]  
(13)
which is the complete equation for the conservation of energy under flow potential given by Eq. (4) and considering phase change.

Equations (6) and (13) describe the processes of heat transfer and water flow with phase change in a local (differential) form. These will be reformulated in a non-local form in the next section.

3 Bond-based peridynamics formulations for heat transfer with phase change and water flow

In bond-based Peridynamics, a body occupying a region \( R \) is considered as a collection of an arbitrary number of individual particles with associated volumes and masses. Each peridynamic particle is labeled by a position vector \( x \) with respect to a fixed (background) Cartesian coordinate system. A particle at position \( x \) interacts with (and is connected to) all particles at positions \( x' \) within a certain spatial region \( H_x \) referred to as the horizon of the particle at position \( x \).
The horizon may have any shape and size, and these may vary with the position \( x \), but in the majority of applications, as in this work, it is assumed to be of the form \( H_x = \{ x' : ||x' - x|| \leq \delta \} \), where the constant \( \delta \) is referred to as the horizon radius.

With this setting, the term 'bonds' refers to the interactions between two particles at spatial positions \( x \) and \( x' \in H_x \). Considering the nature of the processes to be modelled, we will refer to the bonds as transport or 't-bonds'. The peridynamic heat and fluid flux densities (fluxes per unit volume) along a 't-bond' depend on the distance between points \( x \) and \( x' \), represented by the distance vector \( \xi = (x' - x) \).

With respect to the water phases, the region \( R \) can be divided into two regions – solid and liquid – as illustrated in Fig. 1. The solid region contains solid water (ice), and it may also contain the liquid water, which amount is defined by the soil freezing characteristic curve \( (9) \). The liquid region does not contain the solid water. The regions are separated by the surface with the temperature \( T_f \).

![Figure 1: Illustration of phase regions, particle horizons and transport bonds ('t-bonds')](image)

Depending on the region, where connected particles are located, we define three different PD t-bonds: solid t-bonds, interfacial t-bonds connecting different regions, and liquid t-bonds, see Fig. [1. If it is necessary, their transport properties can be considered differently. Thus, for a porous material, in which the solid region does not contain liquid water or its transfer can be neglected, due to the very low relative permeability associated with it (in the present study defined by relation \( (5) \)), it is suitable to assume that the solid t-bonds transport only heat, and do not participate in liquid transfer. Such bonds can be called 'impermeable'. The liquid and interfacial t-bonds transfer both heat and water. The conditions that attribute t-bonds to the 'impermeable' type can be chosen based on the analysis of considered problem. The t-bonds classification
may be used to improve efficiency of the developed computational codes by not considering water flow through impermeable t-bonds.

3.1 PD formulation of water flow

The PD fluid flux density (flux per unit volume) along a t-bond between particles at positions \( \mathbf{x} \) and \( \mathbf{x}' \) per unit volume of \( \mathbf{x}' \) is described by [30]:

\[
\mathbf{u}(\mathbf{x}', \mathbf{x}, t) = \frac{k_{int}k_r(\mathbf{x}', \mathbf{x}, t) \Phi(\mathbf{x}', t) - \Phi(\mathbf{x}, t)}{\|\xi\|} \xi, 
\]

where \( \mathbf{u}(\mathbf{x}', \mathbf{x}, t) \) is the volumetric flux of liquid water; \( \Phi(\mathbf{x}, t) \) and \( \Phi(\mathbf{x}', t) \) are flow potentials at points \( \mathbf{x} \) and \( \mathbf{x}' \), respectively; \( \xi/\|\xi\| \) is the unit vector along the t-bond; and \( k_r(\mathbf{x}', \mathbf{x}, t) \) is the relative permeability of the t-bond between the points \( \mathbf{x} \) and \( \mathbf{x}' \).

Since the t-bond relative permeability depends on the locations of its end points within the two different regions, which properties can vary significantly, we define it in the following way:

\[
k_r(\mathbf{x}', \mathbf{x}, t) = \frac{2k_r(\mathbf{x}', t)}{k_r(\mathbf{x}', t) + k_r(\mathbf{x}, t)}.
\]

This definition ensures that, the solid and interfacial t-bonds would have \( k_r(\mathbf{x}', \mathbf{x}, t) \approx 0 \), which cannot be achieved with a simple average.

The mass conservation equation for a t-bond between points \( \mathbf{x} \) and \( \mathbf{x}' \) is given by [30, 34]

\[
nS_w \frac{\partial \rho_w(\mathbf{x}', \mathbf{x}, t)}{\partial t} + R_b(\mathbf{x}', \mathbf{x}) = \frac{k_{int}k_r(\mathbf{x}', \mathbf{x}, t)}{\mu} \rho_w \Phi(\mathbf{x}', t) - \Phi(\mathbf{x}, t) \|\xi\|^2,
\]

where \( R_b(\mathbf{x}', \mathbf{x}') \) is a volumetric mass source term, that can be represented by

\[
R_b(\mathbf{x}', \mathbf{x}) = n(\rho_w - \rho_i) \frac{\partial S_w(\mathbf{x}', \mathbf{x}, t)}{\partial t}.
\]

The mass conservation at point \( \mathbf{x} \) is obtained by integrating Eq. (16) over its horizon \( \mathbf{H}_x \)

\[
\int_{\mathbf{H}_x} nS_w \frac{\partial \rho_w(\mathbf{x}', \mathbf{x}, t)}{\partial t} dV_x + \int_{\mathbf{H}_x} n(\rho_w - \rho_i) \frac{\partial S_w(\mathbf{x}', \mathbf{x}, t)}{\partial t} dV_x = \int_{\mathbf{H}_x} k_{int}k_r(\mathbf{x}', \mathbf{x}, t) \rho_w \frac{\Phi(\mathbf{x}', t) - \Phi(\mathbf{x}, t)}{\|\xi\|^2} dV_x
\]

The relation between the water density at point \( \mathbf{x} \) and time \( t \) and the water density in all adjacent t-bonds is given by [34]

\[
\int_{\mathbf{H}_x} nS_w \frac{\partial \rho_w(\mathbf{x}', \mathbf{x}, t)}{\partial t} dV_x = nS_w \frac{\partial \rho_w(\mathbf{x}, \mathbf{x}, t)}{\partial t} V_x
\]
Similarly, according to [30], the mass source term at point \( x \) can be obtained as the average in all adjacent t-bonds:

\[
\int_{H_x} n (\rho_w - \rho_i) \frac{\partial S_w (x', x, t)}{\partial t} dV_{x'} = n (\rho_w - \rho_i) \frac{\partial S_w (x, t)}{\partial t} V_x \quad (20)
\]

Combining Eqns. (16) – (20) leads to the mass conservation equation for liquid water at point \( x \) in terms of density and flow potential

\[
nS_w \frac{\partial}{\partial t} \rho_w (x, t) + n (\rho_w - \rho_i) \frac{\partial}{\partial t} S_w (x, t) =
\int_{H_x} \rho_w k_{int} \Phi (x', x, t) \frac{\Phi (x', t) - \Phi (x, t)}{\|\xi\|^2} dV_{x'}
\quad (21)
\]

Under the assumption that \( \rho_w (x, t) = \text{const} \), the last equation becomes

\[
n (\rho_w - \rho_i) \frac{\partial}{\partial t} S_w (x, t) = \int_{H_x} k_{int} \frac{\Phi (x', x, t) \rho_w \Phi (x', t) - \Phi (x, t)}{\mu \|\xi\|^2} dV_{x'}
\quad (22)
\]

The PD micro-permeability of a t-bond can be defined as:

\[
K_w (x', x, t) = \frac{k_{int} \frac{\Phi (x', x, t)}{V_x}}{\mu \|\xi\|^2}
\quad (23)
\]

Using the approach of uniform constant influence functions [32] the relations between PD micro-hydraulic conductivity \( K_w (x', x, t) \) and the macroscopic properties for 1D and 2D cases is derived as [34]

\[
K_w (x', x, t) = \frac{k_{int} \Phi (x', x, t)}{\mu V_x}
\quad (24)
\]

\[
K_w (x', x, t) = \frac{4 k_{int} \Phi (x', x, t)}{\mu \pi \delta^2}
\quad (25)
\]

For the known pressure field, that can be found by solution of the equation (21), following [30], we can define the water flux at any point \( x \) by the relation:

\[
u(x, t) = \int_{H_x} K_w (x', x, t) \rho_w \Phi (x', t) - \Phi (x, t) \frac{\xi}{\|\xi\|^2} dV_{x'}
\quad (26)
\]

For the 2-D case, the vector \( \mathbf{u}(x, t) \) can be considered as two components: \( u_x(x, t) \) and \( u_y(x, t) \) along the \( x \) and \( y \) axis, respectively.

### 3.2 PD formulation of heat transfer with phase change

The heat flux along a t-bond, \( J (T, x', x, t) \), can be defined according to [32] [34] as:

\[
J = \chi(x', x, t) \frac{T (x', t) - T (x, t)}{\|\xi\|} \cdot \frac{\xi}{\|\xi\|} - \rho_w C_w \pi (x', x, t) \frac{[T (x', t) - T (x, t)] \cdot \xi}{\|\xi\|}
\quad (27)
\]
where \( T(x', t) \) and \( T(x, t) \) are the temperature at points \( x' \) and \( x \) at time \( t \), respectively; \( \overline{\lambda}(x', x, t) \) is the thermal conductivity of the t-bond; and \( \overline{\pi}(x', x, t) \) is the average water velocity along the t-bond.

The thermal conductivity of a t-bond depends on the locations of the two connected particles in the three considered regions, and we define it with a simple interpolation by

\[
\overline{\lambda}(x', x, t) = \frac{\lambda(x, t) + \lambda(x', t)}{2},
\]

where \( \lambda(x, t) \) and \( \lambda(x', t) \) are the thermal conductivities at the peridynamic particles located at \( x \) and \( x' \), respectively.

Similarly, and following \cite{34, 47}, the water velocity along a t-bond is defined by

\[
\overline{\pi}(x', x, t) = \frac{u(x, t) + u(x', t)}{2},
\]

where the liquid velocity vectors \( u(x, t) \) and \( u(x', t) \) at particles at positions \( x \) and \( x' \), respectively, are found by solving the equation \eqref{26} for a given pressure field. This relation ensures that both liquid and interfacial types of t-bonds participate in convective heat transfer.

The peridynamic version of the energy conservation equation is written for each t-bond in the following form \cite{16, 23, 24}

\[
\frac{1}{(\rho C)_{eq}(x', x, t)} \frac{\partial}{\partial t} T(x', x, t) = J(x', x, t) \frac{1}{\|\xi\|}
\]

where \( T(x', x, t) \) is the t-bond temperature taken as the average of the temperatures at points \( x \) and \( x' \), and \( (\rho C)_{eq}(x', x, t) \) is the t-bond equivalent heat capacity taken as the average of the equivalent heat capacities at points \( x \) and \( x' \).

Inserting Eq. \eqref{27} into Eq. \eqref{30} provides the energy conservation in a t-bond in terms of temperature and water velocity

\[
\frac{1}{(\rho C)_{eq}(x', x, t)} \frac{\partial T(x', x, t)}{\partial t} = \overline{\lambda}(x', x, t) \frac{T(x', t) - T(x, t)}{\|\xi\|^2} \cdot \frac{\xi}{\|\xi\|} - \rho_w C_w \overline{\pi}(x', x, t) \frac{T(x', t) - T(x, t)}{\|\xi\|} \cdot \frac{\xi}{\|\xi\|}
\]

The energy conservation for a particle at position \( x \) involves the fluxes in all adjacent t-bonds (bonds to particles within the horizon \( H_x \)) and is obtained by integrating Eq. \eqref{30} over the horizon:

\[
\int_{H_x} (\rho C)_{eq}(x', x, t) \frac{\partial T(x', x, t)}{\partial t} dV_{x'} =
\]

\[
\int_{H_x} \overline{\lambda}(x', x, t) \frac{T(x', t) - T(x, t)}{\|\xi\|^2} \cdot \frac{\xi}{\|\xi\|} - \rho_w C_w \overline{\pi}(x', x, t) \frac{T(x', t) - T(x, t)}{\|\xi\|} \cdot \frac{\xi}{\|\xi\|} dV_{x'}
\]
where $V'_x$ is the horizon volume of the particle at position $x'$.

The relationship between temperature at point $x$ and time $t$ and the temperature in all adjacent bonds can be written as [23]:

$$
\int_{H_x} (\rho C)_{eq}(x', x, t) \frac{\partial T(x', x, t)}{\partial t} \, dV' = (\rho C)_{eq}(x, t) \frac{\partial T(x, t)}{\partial t} V_x
$$

(33)

where $V_x$ is the horizon volume of particle $x$. Note, that under the assumption of constant horizon radius $V'_x = V_x$, and specifically for 1D problems $V_x = 2\delta$, and for 2D problems $V_x = \pi\delta^2$.

Combining Eqns. (27) – (33) leads to the following equation for the evolution of temperature at particle $x$

$$
\frac{(\rho C)_{eq}(x, t)}{V_x} \frac{\partial T(x, t)}{\partial t} = \int_{H_x} \frac{\lambda(x', x, t)}{V_x} \frac{T(x', t)}{\|\xi\|^2} \cdot \frac{T(x, t) - T(x', t)}{\|\xi\|} \cdot \frac{\xi}{\|\xi\|} \, dV' - \rho_w C_w \frac{u(x', x, t)}{V_x} \frac{T(x, t) - T(x', t)}{\|\xi\|} \cdot \frac{\xi}{\|\xi\|} \, dV' \cdot (34)
$$

The peridynamics microscopic heat conductivity and the peridynamics microscopic liquid velocity at particle $x$ are defined by [32]:

$$
\Lambda(x', x, t) = \frac{\lambda(x', x, t)}{V_x}
$$

(35)

$$
U(x', x, t) = \frac{\pi(x', x, t)}{V_x}
$$

(36)

Therefore, Eq. (34) is written as:

$$
\frac{(\rho C)_{eq}(x, t)}{V_x} \frac{\partial T(x, t)}{\partial t} = \int_{H_x} \Lambda(x', x, t) \frac{T(x', t) - T(x, t)}{\|\xi\|^2} - \rho_w C_w \frac{u(x', x, t)}{V_x} \frac{T(x', t) - T(x, t)}{\|\xi\|} \cdot \frac{\xi}{\|\xi\|} \, dV' \cdot (37)
$$

Using the approach of uniform constant influence functions proposed in [23, 24], the relationship between PD microscopic heat conductivity $\Lambda(x', x, t)$ and macroscopic (which is experimentally measured) heat conductivity $\bar{\lambda}$ for the 1D and 2D cases can be derived by equating PD and classical local solutions. The results are

$$
\Lambda(x', x, t) = \frac{\bar{\lambda}(x', x, t)}{\delta}
$$

(38)

$$
\Lambda(x', x, t) = \frac{4\bar{\lambda}(x', x, t)}{\pi\delta^2}
$$

(39)

Similarly, the relationship between PD microscopic water velocity $U(x', x, t)$ and the macroscopic velocity $\overline{u}$ for the 1D and 2D cases are [32]:

$$
U(x', x, t) = \frac{\pi(x', x, t)}{2\delta}
$$

(40)
\[ U(x', x, t) = \frac{2\pi (x', x, t)}{\pi \delta^2} \] (41)

### 4 Numerical implementation

Each peridynamic particle has an associated volume, which in the cases considered here is represented by length in 1D and area in 2D. In our implementation, we consider that all particles have equal volumes. In such case, the spatial discretisation of the domain is by a uniform grid with step equal to the particle size, \( \Delta x \), which is the length in 1D and the square root of the area in 2D.

The temporal discretisation is implemented by considering equally spaced time instances, \( t^n \) \((n \in \mathbb{N})\), with time interval between the instances \( \Delta t = t^{n+1} - t^n \).

Since the pressure gradients in the majority of engineering problems discussed in Section 1 are insignificant, we consider \( \rho_w(x, t) = \text{const} \) and discretise Eq. (22). The spatial discretisation of the conservation of mass in particle at position \( x_\alpha \) \((\alpha \in \mathbb{N})\) is written as

\[
n \frac{(\rho_w - \rho_1)}{\rho_w} \frac{\partial S_w(x_\alpha, t)}{\partial t} = \sum_{x_\beta} (K_w(x_\beta, x_\alpha, t)) \frac{\Phi(x_\beta, t) - \Phi(x_\alpha, t)}{||x_\beta - x_\alpha||^2} V_{\alpha\beta} \] (42)

where \( x_\beta \) \((\beta \in \mathbb{N})\) are the positions of particles in the horizon of \( x_\alpha \), \( V_{\alpha\beta} \) is the portion of the volume associated with \( x_\beta \) within the horizon of \( x_\alpha \), and \( K_w(x_\beta, x_\alpha, t) \) is calculated by Eq. (15). We consider a horizontal water table, so that \( \Phi(x, t) = p(x, t) \), see Eq. (4), for which Eq. (42) becomes:

\[
n \frac{(\rho_w - \rho_1)}{\rho_w} \frac{\partial S_w(x_\alpha, t)}{\partial t} = \sum_{x_\beta} (K_w(x_\beta, x_\alpha, t)) \frac{p(x_\beta, t) - p(x_\alpha, t)}{||x_\beta - x_\alpha||^2} V_{\alpha\beta} \] (43)

The time derivative of the water saturation in Eq. (43) is calculated using the value from the previous time step, so that the fully discretised conservation of mass becomes

\[
\frac{S_w(x_\alpha, t^n) - S_w(x_\alpha, t^{n-1})}{\Delta t} = \sum_{p} (K_w(x_\beta, x_\alpha, t^n)) \frac{n(\rho_w - \rho_1)}{||x_\beta - x_\alpha||^2} p(x_\beta, t^n) - p(x_\alpha, t^n) V_{\alpha\beta} \] (44)

For the known pressure field, that is defined by the solution of a system of linear equations (44), we can define the vector of water flux \( \mathbf{u}(x, t) \) by the numerical solution of the relation (26). It is suitable to find the components of this vector separately, for that, the following system can be solved:

\[
\mathbf{u}(x, t) = \begin{bmatrix} u_x \\ u_y \end{bmatrix} = \begin{bmatrix} \sum_{p} (K_w(x_\beta, x_\alpha, t^n)) \frac{n(\rho_w - \rho_1)}{||x_\beta - x_\alpha||^2} p(x_\beta, t^n) - p(x_\alpha, t^n) V_{\alpha\beta} \cdot \cos(\gamma_{\alpha\beta}) \\ \sum_{p} (K_w(x_\beta, x_\alpha, t^n)) \frac{n(\rho_w - \rho_1)}{||x_\beta - x_\alpha||^2} p(x_\beta, t^n) - p(x_\alpha, t^n) V_{\alpha\beta} \cdot \sin(\gamma_{\alpha\beta}) \end{bmatrix} \] (45)
where $\gamma_{\alpha,\beta}$ is the angle between the unit vector along a considered t-bond and the unit vector $\mathbf{j}$ that corresponds to horizontal axes $x$.

After the water flux vectors $\mathbf{u}(x,t)$ are defined for all particle within the considered domain $\mathbf{R}$, the average water velocity along every t-bond, that is necessary to consider the conservation of energy, can be calculated by the relation (29). It finally lets us define the microscopic liquid velocity according to (40) or (41).

The spatial discretisation of the conservation of energy, Eq. (37), for a particle at position $x_\alpha$ is

$$
\frac{(\rho C)_{eq}(x_\alpha, t)}{\partial t} \frac{\partial T(x_\alpha, t)}{\partial t} = \sum_{x_\beta} \left[ \Lambda (x_\beta, x_\alpha, t) \frac{T(x_\beta, t) - T(x_\alpha, t)}{\|x_\beta - x_\alpha\|^2} V_{\alpha\beta} - \rho_w C_w U (x_\beta, x_\alpha, t) \frac{T(x_\beta, t) - T(x_\alpha, t)}{\|x_\beta - x_\alpha\|} V_{\alpha\beta} \right] \tag{46}
$$

The time derivative of temperature in Eq. (46) is approximated by the forward Euler method. Thus, the fully discretised conservation of energy becomes

$$
\frac{T(x_\alpha, t^{n+1}) - T(x_\alpha, t^n)}{\Delta t} = \sum_p \left[ \Lambda (x_\beta, x_\alpha, t^n) \frac{T(x_\beta, t^n) - T(x_\alpha, t^n)}{\|x_\beta - x_\alpha\|^2} V_{\alpha\beta} - \rho_w C_w U (x_\beta, x_\alpha, t^n) \frac{T(x_\beta, t^n) - T(x_\alpha, t^n)}{\|x_\beta - x_\alpha\|} V_{\alpha\beta} \right] \tag{47}
$$

Equations (44) and (47) represent the numerical implementation of the developed bond-based PD model. Based on the known $S_w(x, t^{n-1})$ and $S_w(x, t^n)$, the solution of Eq. (44) provides the pressure field at $t^n$, that defines the average water flux along every t-bond (29). Taking it into account, the vectors of water flux at every particle can be found by the relation (15). Finally, the solution to Eq. (47) provides the temperature field at $t^{n+1}$. The detailed algorithm of the proposed numerical implementation is presented in Fig. 2.

According to [32], we should pay special attention when we calculate the terms for which $\alpha = \beta$. For the 1D dimensional case, it is proposed to estimate
the average value from the closest neighbors \[32\]:

\[
\frac{1}{2} \left[ \Lambda \left( x^\alpha, x^\alpha_{+1}, t \right) \frac{T \left( x^\alpha_{+1}, t \right) - T \left( x^\alpha, t \right)}{\| x^\alpha_{+1} - x^\alpha \|^2} + \\
\Lambda \left( x^\alpha, x^\alpha_{-1}, t \right) \frac{T \left( x^\alpha_{-1}, t \right) - T \left( x^\alpha, t \right)}{\| x^\alpha_{-1} - x^\alpha \|^2} - \\
\rho_w C_w \left( x^\alpha, t \right) U \left( x^\alpha, x^\alpha_{+1}, t \right) \frac{T \left( x^\alpha_{+1}, t \right) - T \left( x^\alpha, t \right)}{\| x^\alpha_{+1} - x^\alpha \|} - \\
\rho_w C_w \left( x^\alpha, t \right) U \left( x^\alpha, x^\alpha_{-1}, t \right) \frac{T \left( x^\alpha_{-1}, t \right) - T \left( x^\alpha, t \right)}{\| x^\alpha_{-1} - x^\alpha \|} \right]
\]

(48)
For the 2D case, we consider the eight neighbor nodes of the node \( x_\alpha \):

\[
\frac{1}{8} \sum_{\beta=1}^{8} \Lambda (x_\alpha, x_\beta, t) \frac{T(x_\beta, t) - T(x_\alpha, t)}{\|x_\beta - x_\alpha\|^2} - \frac{1}{8} \rho_w C_w \sum_{\beta=1}^{8} U (x_\alpha, x_\beta, t) \frac{T(x_\beta, t) - T(x_\alpha, t)}{\|x_\beta - x_\alpha\|} \tag{49}
\]

\[
5 \text{ Verification}
\]

To assess the accuracy of the implementation, we consider several problems, where we calculate the temperature distribution at different time instances and compare the results with alternative solutions obtained using analytical expressions and/or the FEM. The first problem was designed to verify the implementation of heat conduction with phase change only; the second problem was chosen to test the implementation of convective heat transport only; and the third problem was included to test the implementation of fully coupled convective-conductive heat transport with phase change under pressure driven water flow. In addition we analyse a fourth problem, involving high water velocities, to demonstrate the application of our implementation for situations that are challenging for numerical methods that are based on local (differential) formulations.

In all problems, the medium undergoing phase change is water. The thermo-physical properties of the three phases - solid, water and ice - are presented in Table 1, where data was taken from [48]. The PD boundary conditions were applied using a boundary layer with thickness equal to the horizon radius \( \delta \) that was added at the boundary ends in 1D problems, and along the domain perimeter in 2D problem (details are given in [32]).

\[
\begin{align*}
5.1 \text{ Heat transfer with phase change: 1D problem} \\
\text{The problem of heat transfer with phase change has an analytical solution in 1D. The problem is formulated for a semi-infinite domain, } 0 \leq x \leq \infty, \text{ with initial condition } T(x, 0) = T_\infty \text{ and boundary conditions } T(0, t) = T_0 \text{ (constant source temperature) and } T(\infty, t) = T_\infty. \text{ The solution is [1]:}
\end{align*}
\]

\[
T(x, t) = \begin{cases} 
T_0 + (T(x_c, t) - T_0) \frac{\text{erf}(x/\sqrt{4\alpha_i t})}{\text{erf}(\beta/\sqrt{4\alpha_i t})}, & 0 \leq x \leq x_c(t) \\
T_\infty + (T(x_c, t) - T_\infty) \frac{\text{erfc}(x/\sqrt{4\alpha_w t})}{\text{erfc}(\beta/\sqrt{4\alpha_w t})}, & x_c(t) \leq x \leq \infty
\end{cases} \tag{50}
\]

where \( x_c(t) = \beta \sqrt{\alpha_i t} \) is the position of the freezing front at time \( t \); \( \alpha_i = \lambda_i/(C_i \rho_i) \) and \( \alpha_w = \lambda_w/(C_w \rho_w) \) are the thermal conductivities of ice and water,
Table 1: Thermo-physical properties of phases in test problems

| Physical properties                        | Parameter values |
|-------------------------------------------|------------------|
| Porosity, n                               | 0.3              |
| Thermal conductivity of liquid water, $\lambda_w$, (W m$^{-1}$°C$^{-1}$) | 0.6              |
| Thermal conductivity of ice, $\lambda_i$, (W m$^{-1}$°C$^{-1}$)       | 2.14             |
| Thermal conductivity of solid grains, $\lambda_s$, (W m$^{-1}$°C$^{-1}$) | 9                |
| Specific heat capacity of liquid water, $C_w$, (J kg$^{-1}$°C$^{-1}$)  | 4182             |
| Specific heat capacity of ice, $C_i$, (J kg$^{-1}$°C$^{-1}$)           | 2060             |
| Specific heat capacity of solid grains, $C_s$, (J kg$^{-1}$°C$^{-1}$)  | 835              |
| Liquid water density, $\rho_w$, (kg m$^{-3}$)                           | 1000             |
| Ice density, $\rho_i$, (kg m$^{-3}$)                                      | 920              |
| Solid grain density, $\rho_s$, (kg m$^{-3}$)                            | 2650             |
| Dynamic viscosity of liquid water, $\mu_w$, (kg m$^{-1}$s$^{-1}$)       | 1.793·10$^{-3}$  |
| Latent heat of solidification, $L$, (J kg$^{-1}$)                       | 334000           |
| Residual saturation, $S_{w,res}$                                           | 0                |
| $\Delta T$, °C                                                            | 0.5              |
| Water solidification temperature, $T_f$, °C                               | 0.0              |
| Intrinsic permeability, $k_{int}$, m$^2$                                  | 1.3·10$^{-10}$   |
| $\Omega$                                                                  | 50               |

respectively; $\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-p^2} dp$ is the error function; $\text{erfc}(x) = 1 - \text{erf}(x)$ is the complementary error function; and $\beta$ is the root of the transcendental equation:

$$
\frac{\frac{e^{-\beta^2}}{\text{erf}(\beta)} + \frac{\lambda_w}{\lambda_i} \left( \frac{\alpha_i}{\alpha_w} \right)^{1/2} \frac{T(x_c, t) - T(\infty, t)}{T(x_c, t) - T(0, t)} e^{-\beta^2(\alpha_i/\alpha_w)}}{\frac{e^{-\beta^2(\alpha_i/\alpha_w)}}{\text{erfc}(\beta \sqrt{\alpha_i/\alpha_w})}} = \frac{\beta L \sqrt{\pi}}{C_i [T(x_c, t) - T(0, t)]}
$$

(51)

We considered the freezing of water and compared our result with the solution provided by Eq. (50). The simulated domain had finite length of 0.3 m. The particle size was $\Delta x = 0.002$ m, the horizon radius was $\delta = 0.006$ m, and the time step was $\Delta t = 2$ s. In the calculations we neglected the change of density during the phase change, since the analytical solution did not take it into account. Hence, the density of liquid and solid water was taken as $\rho_w$. The specific values of the initial and boundary conditions were $T(x, 0) = T(\infty, t) = 8^{\circ}$C and $T(0, t) = -20^{\circ}$C. Equation (42) was solved with $n = 1$ (no solid phase) and $u(x_0, x_n, t) = 0$ (no water flow). This model simulated a physical time for the process of 10 hours.

It is noted that in this problem we compare the temperature field in an infinite domain, given by the analytical solution, with the temperature field in a finite domain, provided by the PD solution. The results are presented in Fig. 3 where the left graph shows the displacement of the phase front with time, and
the right graph shows the temperature distributions at time instances 2, 4, 6, 8 and 10 hours. There is very close agreement between the two solutions, providing further confidence on the implementation of heat conduction with phase change in the bond-based PD model. It is noted that the proposed bond-based solution provides results with the same accuracy as the PDDO model that was developed in [29].

5.2 Heat transfer with water flow: 1D problem

This problem of convective-conduction thermal diffusion also has an analytical solution in 1D. The problem is again formulated for a semi-infinite domain, \(0 \leq x \leq \infty\), with initial condition \(T(x, 0) = T_\infty\) and boundary conditions \(T(0, t) = T_0\) (constant source temperature) and \(T(\infty, t) = T_\infty\), supplemented by fluid velocity, \(v\). The solution is given by [1]:

\[
T(x, t) - T_\infty = \frac{T_0}{2} \left( \text{erfc} \left( \frac{x - vt}{2\sqrt{\alpha_w t}} \right) + \exp \left( \frac{vt}{\alpha_w} \right) \text{erfc} \left( \frac{x + vt}{2\sqrt{\alpha_w t}} \right) \right) \tag{52}
\]

We simulated the process in a domain of finite length 0.4 m, with particle size \(\Delta x = 0.005\) m, horizon radius \(\delta = 0.015\) m, and time step \(\Delta t = 10\) s. The specific values of the initial and boundary conditions were \(T(x, 0) = T(\infty, t) = 40^\circ C\) and \(T(0, t) = 5^\circ C\). Furthermore, the water was assumed to have constant velocity \(v = 0.0025\) cm/s.

The results from our simulations and from the analytical solution are presented in Fig. 4 for time instances 0.5, 1, 1.5 and 2 hours. There is close agreement between the two alternative solutions which provides further confidence that the PD formulation for convective-conductive heat transport has been correctly implemented. These results are also in close agreement with similar solutions for chemical diffusion-advection problems presented in [32, 34].

5.3 Heat transfer with water flow and phase change: 2D problem

In this sub-section we assess the performance of the developed model applied to heat transfer with phase change in a fully saturated porous medium with pressure driven water flow. Analytical solutions for such problems do not exist and we compare our PD results, with results obtained using the finite element method (Comsol Multiphysics [48]).

We adopted a benchmark problem proposed in [48] to estimate the efficacy and accuracy of different FEM packages. This problem describes the thawing of an initially frozen inclusion in a porous medium, subject to pressure driven water flow under constant positive temperature. The domain and its boundary conditions are illustrated in Fig. 5 and geometric and physical parameters are presented in Table 2. We note that these values are selected for our work and differ from the test problem in [48].

In our simulations, the particle size was \(\Delta x = 0.005\) m, the horizon radius was \(\delta = 0.015\) and the time step was \(\Delta t = 5\) s. In this problem, we assumed
Figure 3: One-dimensional heat transfer with phase change according to the PD model and analytical results. The upper figure shows the phase front propagation. The lower figure shows the profiles of temperature distribution for different times. The solid lines are the developed PD solution; the dots are the analytical solution.
that the t-bonds in the model can be divided into groups: impermeable solid, liquid and interfacial; for more details, see Section 3. A t-bond was classified as impermeable solid if it connects nodes with temperature $T \leq T_f - \Delta T$. We supposed that $\Delta T = 0.5\,^\circ\text{C}$ by analysing the soil freezing characteristic curve (9) and the relation for relative permeability (5). It showed that by this temperature the relative permeability of soils $k_{rel}$ became negligible. Therefore, these impermeable bonds were not used for fluid transfer, and the nodes with such temperature were not considered in pressure estimation.

The results of PD and FEM simulations are presented in Figs. 6 - 9. Firstly, Fig. 6 shows the temperature distribution in the domain at several time instances. This illustrates how the inclusion is changing size and eventually disappearing, and how the temperature field is deforming due to the water flow.

Comparison between the PD and FEM results is presented in Fig. 7 (a) for the X–X cross section, (see Fig. 5) at time instances 0 s, 500 s, 1000 s, 1500 s, 2000 s, 2500 s and 3000 s. On this figure, we also present the distribution of temperature within the inclusion at the initial time instances 0 s, 50 s, 100 s and 250 s. The results indicate a good agreement between the FEM and PD simulations. Small differences are observed in the temperature distribution within the inclusion as its temperature increases to $T_f$ (results up to time 500 s). This may be explained by the fact that the release of the latent heat of solidification is described differently in the two numerical methods. The temperature distribution for positive temperatures are in very good agreement. Notably, the agreement can be improved by decreasing the particle size and the time step.

Our model allows us to determine the pressure distribution within the domain at any moment of time. The results are presented in the plots of Fig. 8 for time instances 0 s, 250 s, 500 s, 1000 s, 2000 s and 3000 s. All ice is melted by 1300 s.
Table 2: Parameters of the frozen inclusion model

| Parameter                                      | Value  |
|-----------------------------------------------|--------|
| Domain length, $L_x$, m                       | 0.75   |
| Domain height, $L_y$, m                       | 0.5    |
| Horizontal position of inclusion centre, $L_{cx}$, m | 0.28   |
| Vertical position of inclusion centre, $L_{cy}$, | 0.25   |
| Inclusion length, $L_{i,x}$                   | 0.075  |
| Inclusion height, $L_{i,y}$                   | 0.075  |
| Initial temperature of unfrozen domain, $T_{\text{domain}}$, °C | 15.0   |
| Initial temperature of frozen inclusion, $T_{\text{inclusion}}$, °C | -5.0   |
| Temperature of infused liquid, $T_{in}$, °C    | 15.0   |
| Imposed pressure (3th / 4th example) $P_0$, Pa | 5 / 150 |
| Excess pressure (3th / 4th example), $\Delta P$, Pa | 370 / 11100 |

Figure 5: Schematic of frozen inclusion problem: geometry, boundary and initial conditions.

leading to steady-state pressure field. These figures demonstrate clearly how the pressure field is changing with changing the size of frozen inclusion. The pressure within the inclusion is not calculated, as the water saturation within it provides very low relative permeability, so the t-bonds connected to the inclusion’s nodes can be considered as an impermeable solid.

Comparison between the PD and FEM results for the pressure distribution along the X-X cross-section for the time instances 0 s, 500 s, 1000 s and 2000 s is presented in Fig. 9. These plots provide good evidence of the capability of the PD approach in describing the behaviour of porous material with an evolving discontinuity, as during the simulated period of time, the number of bonds that are participating in water transfer are constantly changing.

The presented agreement between two numerical methods indicates that the non-local PD formulation represents accurately the water flow and heat transfer with phase change in a saturated porous medium.
It should be noted that the developed PD model can provide a solution with the same high accuracy for the case when all bonds are participating in water transfer. In this case, the model defines the pressure distribution both in the liquid region and within the frozen inclusion for every time instance. As the permeability of the frozen soils is extremely low, the phase change that coincides with density change, occurs under conditions of nearly constant volume that, according to the Clausius–Clapeyron equation, leads to the appearance of extreme negative pressure, see [49, 42]. This phenomenon is observed in the obtained PD results; however, the FEM model cannot track it at all, see Fig. (9). The obtained PD pressure values cannot be directly described by the existing forms of the Clausius–Clapeyron equation. However, for the saturated soils with an incompressible solid matrix that are considered in the present study, taking

Figure 6: Temperature distribution, °C, at different moments of time calculated with the proposed PD model
into account this negative pressure does not have a significant physical meaning and does not affect the accuracy of the solution. This effect is out the scope of the present paper. However, in planned future work considering partially saturated soils with deformable soil matrices, the appearance of extreme pressure values and gradients within the frozen soils have to be considered.

Such coupled problems are challenging for the FEM. It is widely accepted that the mesh size and the time step of the model strongly affect the computations and the results. Some geometric model parameters lead to instability of computations and divergent solutions. The FEM solution is particularly sensitive to the flow velocity. This is the reason for our selection of a relatively low pressure gradient in this example. Higher values may lead to computational instability and incorrect results. For example, we could not obtain a converging solution for the present problem for pressures larger than $\approx 3000$ Pa by FEM. In contrast, the PD implementation can effectively deal with such conditions, as will be shown in the next sub-section.

### 5.4 Heat transfer with high velocity water flow and phase change

To illustrate the effectiveness of the developed PD model for the case of convection-dominated heat transfer with phase change, we consider the following example. We suppose that a frozen body is divided into two parts by a narrow unfrozen ‘crack’. The initial thickness of this crack is 0.09 m and its shape is given by a sin-function with a period 0.5 m and an amplitude 0.15 m. The domain and its boundary conditions are illustrated in Fig. 5. The values of the initial and
Figure 8: Pressure distribution, Pa, at different moments of time calculated by the proposed PD model

boundary conditions are included in Table 2.

The PD simulations were performed with particle size $\Delta x = 0.005$ m, horizon radius $\delta = 0.015$, and time step $\Delta t = 2$ s. The temperature distribution in the domain at several time instances is presented in Fig. 11. The figure illustrates how the crack changes its shape and expands due to the heat flux from the high velocity water flow. Initially, the temperature within the ‘crack’ decreases from its initial value due to heat exchange with the frozen part. The constant inflow of warm liquid increases the temperature within the ‘crack’ over time and after 2000 s the crack has changed fully.

This example illustrates the ability of our bond-based PD implementation to describe convection-dominated heat transfer in a porous medium with phase change. It shows clearly how fast inflow of warm water can melt a significant amount of frozen water in a very short period of time - a situation that we found to be very challenging using computational methods based on a local formulation.
6 Conclusions

This paper presented a non-local formulation, based on bond-based peridynamics, for heat transfer with phase change in saturated porous media under conditions of pressure driven water flow. It allows for the tracking of the interface between phases and for calculating the temperature and pressure distributions within the medium. The model and its numerical implementation were verified by comparison with results obtained using existing analytical solutions for 1D problems, and with transient finite element solutions for a 2D problem. The agreement found by the verification exercises demonstrates the correct implementation of the proposed methodology.

The detailed description of coupled heat and hydraulic processes is a critical step towards a thermo-hydro-mechanical model, which will allow for example, to describe the hydrological behaviour of permafrost soils and the frost heave phenomenon that greatly affects civil and mining construction works.
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