A Novel Indoor Localization Method Based on Image Retrieval and Dead Reckoning
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Abstract: Indoor pedestrian localization measurement is a hot topic and is widely used in indoor navigation and unmanned devices. PDR (Pedestrian Dead Reckoning) is a low-cost and independent indoor localization method, estimating position of pedestrians independently and continuously. PDR fuses the accelerometer, gyroscope and magnetometer to calculate relative distance from starting point, which is mainly composed of three modules: step detection, stride length estimation and heading calculation. However, PDR is affected by cumulative error and can only work in two-dimensional planes, which makes it limited in practical applications. In this paper, a novel localization method V-PDR is presented, which combines VPR (Visual Place Recognition) and PDR in a loosely coupled way. When there is error between the localization result of PDR and VPR, the algorithm will correct the localization of PDR, which significantly reduces the cumulative error. In addition, VPR recognizes scenes on different floors to correct floor localization due to vertical movement, which extends application scene of PDR from two-dimensional planes to three-dimensional spaces. Extensive experiments were conducted in our laboratory building to verify the performance of the proposed method. The results demonstrate that the proposed method outperforms general PDR method in accuracy and can work in three-dimensional space.
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1. Introduction

Location information and location-based services are always hot topics. At present, GNSS (Global Navigation Satellite System)-based positioning methods are still dominant for outdoor environments. However, in complex indoor environments, the satellite signals received by users is so weak that the GNSS-based positioning method will fail, which makes people turn to other effective techniques to obtain accurate the information of indoor location.

Commonly, indoor positioning methods include RFID (Radio Frequency Identification), Bluetooth, IR (Infrared Ray), geomagnetism, WLAN (Wireless Local Area Network) and visual recognition [1]. In principle, indoor localization methods can be divided into five categories: triangulation, sensing, recognition, fingerprint and DR (dead reckoning) [2]. In these methods, RFID, Bluetooth, IR and WLAN require deploying additional equipment, resulting in an increased cost. These methods require special equipment to be laid and have special signal receiving equipment, which has a higher requirement on the scene. Meanwhile, magnetic-based positioning method is vulnerable to interference, which affects the positioning accuracy. Compared with other methods, DR does not rely on external environments and additional equipment, which can gain high accuracy in a short time. It achieves low-cost and independent localization through processing outputs of inertial sensors. With the development of MEMS (Micro Electro Mechanical System) technology, we pay more attention to DR. However, limited by cumulative error of gyroscopes, the positioning error will gradually increase when working...
continuously for long periods. Furthermore, DR can only work in a two-dimensional plane without additional information, which means that DR has trouble in dealing with pedestrians going up- and downstairs.

To reduce the cumulative error and extend application scenarios, we need to find an algorithm that can help PDR correct its cumulative error to increase its accuracy. There are many studies focused on the problem of cumulative error in PDR. A smartPDR using mobile phones has been proposed, which uses accelerometers, magnetometers and gyroscopes in mobile phones, proposing an indoor positioning model that can detect downstairs, headings, etc. for localization [3]. Another algorithm combines GNSS and PDR for positioning and navigation and uses GNSS for positioning correction [4]. In [5], a combination of GPS and dead reckoning is used to explore the trajectory of animal movement to help understand ecology. Thong [6] combined WI-FI and PDR and used the Gaussian process to estimate and construct the RSS fingerprints by K-nearest weight. In [7], RFID, PDR and magnetic matching are combined for positioning, where RSS technology and a floor map are used. In addition, some research focuses on PDR working in the three-dimensional environment. The air pressure is combined with the PDR system to solve the upstairs and downstairs problems. The air pressure of the sensor on the hand will change regularly with the swing of the hand. PDR can be realized by processing the air pressure signal [8]. Wang et al. [9] fused the magnetic signals and the PDR by Kalman filter and the PF scheme. The locations are obtained by the weighted mean of particles. It reduces the effect of heavy magnetic distortions. These works have achieved great results in the indoor location.

These researches provide us with a wide range of ways for improving PDR. Following their research, we aim to combine a more determined method with PDR, which might work better. Visual information is easy to obtain with low cost sensors and is easily identified by humans. The visual information includes common RGB pictures, including depth RGBD pictures, binocular camera pictures and other pictures. RGB images might be the simplest and lowest cost visual information. In addition, computer vision now delivers amazing results in a variety of areas, including image recognition and image classification, which are beneficial for indoor location. We believe that the combination of visual signal and PDR will be one of the solutions for indoor positioning. Therefore, it is meaningful to combine computer vision with PDR, which may better solve the problem of PDR position correction and work in a three-dimensional environment.

Visual position recognition is one of the visual methods that may be used to correct PDR. VPR is the task of identifying a place through a visual image of it. VPR is suitable to fill the gaps of positioning errors because of its high robustness and convenience of requiring no additional deployment. The principle of VPR is matching feature descriptors of the query image and other labeled images to find the most similar one. Then, from the label of the most similar image, we can get the location of the query image. Traditional visual place recognition algorithms use local or global feature method, such as SIFT [10], SURF [11], CenSurE [12], Gist [13] and ADMM-RS [14] to get the descriptors of images. However, each local and global descriptor loses some information of the image [15], which may result in a wrong match. Beside, the calculation of these traditional methods will cost a lot of computing resources and are too slow to use, which do not suit the real-time location. With the development of deep learning technology, CNNs (Convolutional Neural Networks) are used to extract feature descriptors from images and have made some improvements in recognition tasks [16–18]. CNNs can obtain the deep information in the images, so that they can focus on the deeper differences in the images, and thus can achieve better visual positioning effect. In VPR, CNN performs better than the traditional method and costs less time. In our method, CNN is used to build a real-time visual position recognition module.

In this paper, a novel and improved indoor localization method is proposed, which can effectively reduce accumulative errors derived from PDR and works well in a three-dimensional space by fusing vision information. Especially, we train a CNN architecture for indoor visual place recognition tasks and use it to aid PDR to gain better performance in indoor positioning. We use the VPR
system to get a starting point for PDR, while the place coordinates are obtained from VPR to modify
the localization results from PDR. The improved fusion indoor localization method has much less
computing complexity than VPR system and makes PDR more flexible and accurate.

The main contributions of this article are: (1) A new method called V-PDR is proposed for indoor
localization which combines the VPR and PDR. With the system, we can obtain the absolute position
rather than the relative position. (2) V-PDR improves the localization accuracy and solves the problem
that PDR cannot work properly in three-dimensional space by combining vision and inertial sensors.

The rest parts of this paper is arranged as follows. Section 2 is the related works for pedestrian
dead reckoning. In Section 3, our PDR system is illustrated. Our design for the fusion indoor
localization method is introduced in Section 4, which include our VPR network design and fusion
method. Details of experiments implemented in our lab for testing our method and the results are
listed in Section 5. Finally, the conclusions are drawn in the last section.

2. Related Works

2.1. PDR Improvements with Visual Information

Recently, many works have been done to improve PDR with visual information. These visual
signals include 2D images, depth images, binocular cameras, etc. Some use a camera and PDR
combined for localization and tracking, designing a new visual detection and tracking system [19]. For
wearable devices, Roggen et al. [20] used optical flow and PDR to help get the trajectory of movement.
They also used the previous vision to build a visual circuit, which can be used on maps without priors.
They focused on an algorithm to combine two localization result to get the right result, which increases
the confidence in positioning results [21]. In addition, Yan et al. [22] used target detection to get the
3D positions of pedestrians, which assists PDR to achieve good positioning. Some works [23] use the
matching between 3D and 2D for position correcting, where visibility and co-visibility information is
adopted. The visual position corrects the PDR positioning error, which achieves good results. In [24],
the authors proposed helping indoor positioning by combining sign recognition and DR positioning.
They focused on correcting PDR movements by visual information, thereby reducing cumulative
errors. Meanwhile, we directly use visual position recognition to obtain the exact positioning results to
assist the correction of PDR.

2.2. Visual Position Recognition

In recent years, with the development of deep learning technology, position recognition based
on computer vision has made great breakthroughs. The visual place recognition technology is not
limited by application scenarios, and can intuitively provide users their locations. Chen et al. [25]
used pre-trained CNNs that are trained for objection detection to realize a position recognition task.
Krizhevsky et al. [26] obtained better performance using ImageNet to extract features from images
than methods of SIFT features in recognizing locations. Arandjelovic et al. [27] designed a new CNN
architecture to train a place recognition task in an end-to-end manner; their method outperforms
existing feature descriptors. Chen et al. [28] considered place recognition as a classification task and
built a massive specific dataset for VPR. Most of the currently used VPRs are applied to outdoor scenes;
however, indoor scenes have many feature points, and the features are more homogeneous. Therefore,
we need to make special designs for VPR in this regard to adapt to indoor positioning.

3. Pedestrian Dead Reckoning

Pedestrian dead reckoning (PDR) is an independent positioning system that estimates locations
of pedestrians using accelerometer, magnetometer and gyroscope. It consists of four modules: step
detection, stride length estimation, heading calculation and location update. The workflow of PDR is
shown in Figure 1.
After filtered to reduce noise and aligned over time, the sensor data are assigned to different modules. The step detection module makes a judgement of whether a step occurs according to the acceleration values. If a step does occur, the system runs the stride length estimation module and heading calculation module to estimate the step length and heading angle at this step. Then, a new location update process is performed.

The specific location update method is demonstrated as the following equations:

\[
\begin{align*}
    x_{k+1} &= x_k + s_{l_k} \cos \varphi_k \\
    y_{k+1} &= y_k + s_{l_k} \sin \varphi_k
\end{align*}
\]

where \(x\) and \(y\) are the coordinates of pedestrians, \(s_{l_k}\) is the stride length and \(\varphi\) is the heading. The subscript denotes step \(k\). We can derive that, under the condition that the initial position is known, locations can be estimated continuously according to Equation (1). The principles of step detection, stride length estimation and heading calculation are illustrated in the next sections.

### 3.1. Step Detection

Step detection is one of the three basic modules of PDR system. Only when determining the occurrence of one step does the system use the stride length estimation and heading calculation modules. Therefore, the step detection module plays an important role in PDR system. Usually, we determine whether a step occurs or not by detecting the periodicity of two-peaks oscillation of accelerations in the process of walking [29]. There are some common step detection methods: zero-crossing detection [30], peak detection [31] and autocorrelation [32]. To gain high robustness, we choose improved zero-crossing detection, which uses the amplitude of accelerations to make the judgement, as our step detection method. The amplitude of accelerations can be calculated by triaxial outputs of the accelerometer:

\[
a_m = \sqrt{a_x^2 + a_y^2 + a_z^2}
\]

Then, we decide whether the step occurs according to the values of the interval between acceleration amplitude and the threshold and the time interval of two undetermined steps. The specific criteria are obtained by analyzing the waveform of accelerations, as shown in Figure 2.

- The peak value of acceleration amplitude is greater than the threshold, and the valley value is less than the threshold during the period of step \(k\).
- The difference between the peak value of acceleration amplitude and the threshold in step \(k\) is within the restricted range. In addition, the difference between the threshold and the valley value of acceleration amplitude in step \(k\) is within the restricted range.
- The duration of step \(k\) is within the restricted range, which can be determined by the walking frequency.
With the restricted conditions above, the step detect module can eliminate the error steps introduced by perturbation of acceleration and gain a high accuracy in step counter.

Figure 2. The waveform of accelerations.

3.2. Stride Length Estimation

In PDR system, the stride length estimation module takes the responsibility of estimating the step length of each step during the walking process. In a real scenario, the stride length of pedestrians varies from person to person and is also affected by stride frequency. Studies on stride length estimation mainly include empirical models related to pedestrian’s height [33], linear models related to walking frequency [34,35] and so on. Considering the influence of walking speed on step length, we establish a linear model related to step frequency and acceleration to estimate the step length. The linear model is shown in Equation (3).

\[
s_{lk} = \alpha + \beta \times f_k + \gamma \times \sigma_a^2 + \epsilon
\]

where \(s_{lk}\) represents the step length, \(f\) is the walking frequency and \(\sigma\) is the variance of accelerations. \(\alpha, \beta, \text{ and } \gamma\) are coefficients associated with pedestrians. \(\epsilon\) is random noise. The parameters in this model are determined by fitting and analyzing the data collected offline. We measured the interrelationship between the stride frequency and stride length of different people, and fit the data using the data of a large number of people. Note that the fitting is a nearly linear experimental value and can be applied to most people.

3.3. Heading Calculation

The heading calculation module is the most important part of PDR. The inherent defect of PDR algorithm is the cumulative error, which is largely caused by the cumulative error of integrating the angular velocity measured by the gyroscope. In the actual walking process, accompanied by swings, the postures of the sensors do not always represent the forward direction of the pedestrian, which, if not corrected, would introduce additional error into the heading calculation. To solve this problem, PDR algorithm integrates the outputs of gyroscope, accelerometer and magnetometer to determine the posture of sensors and to correct the heading of pedestrians. Kalman filtering [36] and particle filtering [37] are often used in the PDR system as the fused heading calculation algorithms. In this paper, we propose a recursively weighted fusion heading calculation algorithm with small computation. Firstly, the gyroscope is used to get three postures, which are named as angle of pitch, angle of yaw and angle of roll. Then, the acceleration is used to correct the pitch angle and the roll angle, and the magnetometer outputs are used to correct the yaw angle, which is the heading of the pedestrian. The values of correction parameters in this algorithm are directly related to the accuracy of the sensors.

Our algorithm uses quaternions to settle the attitude of AHRS (Attitude and Heading Reference System) and get the attitude information of the sensors. According to the mechanism of PDR, the
angular rate and the attitude quaternion at step $k-1$ are known, thus the updated attitude quaternion at step $k$ can be obtained by solving the gradient of the attitude quaternion (Equation (4)).

$$\begin{align*}
q_{\omega,k} &= q_{\omega,k-1} + \hat{q}_{\omega,k} \Delta t \\
\hat{q}_{\omega,k} &= \frac{1}{2} q_{\omega,k-1} \otimes \omega_k
\end{align*}$$

(4)

The attitude angles can be calculated using Equation (5).

$$\begin{align*}
\phi &= \arctan \left[ \frac{2q_1q_2 - 2q_0q_3}{(2q_0^2 + 2q_2^2 - 1)} \right] \\
\theta &= \arcsin (2q_2q_3 + 2q_0q_1) \\
\gamma &= -\arctan \left[ \frac{2q_1q_3 - 2q_0q_2}{(2q_0^2 + 2q_3^2 - 1)} \right]
\end{align*}$$

(5)

where $\phi$ is the yaw angle, $\theta$ is the pitch angle and $\gamma$ is the roll angle.

In the navigation coordinate system, the gravity is a constant value, and, if the attitude matrix calculated by angular rate is accurate, it should be equal to the acceleration in the carrier coordinate system when projected onto it. Therefore, the inaccurate calculation of attitude matrix would inevitably lead to inconsistency of the outputs in the two coordinate systems. Thus, the gradient descent method can be adopted to minimize this inconsistency. When the loss function is zero, the error of the rotation matrix has been eliminated and an accurate attitude quaternion is obtained. The loss function of the attitude correction process is defined in Equation (6).

$$f(q, a) = \|q_a \times g - a_m\|^2$$

(6)

Thus, to solve this problem, we get Equation (7)

$$\nabla f(q, a) = J(q, a) \cdot e(q, a)$$

(7)

where $J(q, a)$ is the Jacobian matrix of quaternions and $e(q, a)$ is the error function.

$$\begin{align*}
J(q, a) &= \frac{\partial f}{\partial q} \\
e(q, a) &= (q_a \cdot g - a_m)^T
\end{align*}$$

(8)

The quaternion iteration equation represented by acceleration is shown in Equation (9).

$$\begin{align*}
q_{a,k+1} &= q_{a,k} - \mu_{a,k} \frac{\nabla f(q, a)}{\|\nabla f(q, a)\|} \\
\mu_{a,k} &= \alpha_k \|q_a\| \Delta t
\end{align*}$$

(9)

Similar to the attitude correction by accelerations, we also adopt gradient descent method to achieve the purpose of correcting yaw angle of the attitude by minimizing the error between the yaw angle calculated by magnetic values and the yaw angle calculated by angular rates. Likewise, the loss function is defined in Equation (10).

$$f(q, m) = \|q_m \cdot b - m\|^2$$

(10)

The quaternion iteration equation represented by magnetic values is shown in Equation (11).

$$q_{m,k+1} = q_{m,k} - \mu_{m,k} \frac{\nabla f(q, m)}{\|\nabla f(q, m)\|}$$

(11)

After correction of the fused attitude algorithm, the heading calculation module calculates a relatively accurate attitude of sensors and outputs accurate heading information to the location update module. All the necessary data for location update are obtained, thus the location update module can locate pedestrians continuously using Equation (1).
3.4. The Uncertainty of PDR

We tested our PDR system to estimate the performance of the PDR system. In the experiment, we tested the basic pedometer and positioning performance of the algorithm by holding a smartphone and walking clockwise along the pedestrian walkway back to the location near the starting point. The test results are shown in Figure 3.

![Figure 3](image.png)

In Figure 3, the red curve represents the actual route of pedestrian walking, while the black curve represents the pedestrian walking trajectory calculated by the PDR algorithm. The pedestrian walked for totally 55 m with 82 steps while the result of PDR is 81 steps. The distance between the end point of pedestrian position estimated by PDR and the end point of actual pedestrian position is 1.24 m, thus the positioning error is about 2.3% of the travel distance. The detailed results are shown in Table 1.

| Localization Method | Maximum Error (m) | Mean Error (m) | 95% Situation Error (m) | Step Counting Accuracy |
|---------------------|-------------------|----------------|------------------------|------------------------|
| PDR                 | 1.52              | 0.91           | 1.43                   | 98.8%                  |

Due to the short walking distance of pedestrians and the accumulated error of inertial sensors during walking, it is foreseeable that, as the walking distance continues to increase, the positioning error of pedestrian dead reckoning will also gradually increase. In a short distance (about 50 m), the error is within 3%. This means that, in short-distance operations, we can regard the PDR algorithm results as correct. We need to find a way not to modify the PDR all the time, but only to modify the location after the PDR has been running for a long time.

4. Vision-Aided PDR System Design

In this section, we introduce our vision-aided PDR (V-PDR) system. Our system is divided into two parts: one is the visual place recognition model and the other is focusing VPR with PDR. The architecture of the proposed V-PDR system is exhibited in Figure 4.
4.1. Visual Place Recognition

The main task of VPR is to find a similar image in the image dataset search by comparing the images with the stored database to find out where the image is located. The algorithm diagram is shown in Figure 5. The main steps of visual place recognition are:

- Extract features from the location image in the original map library, and establish a feature vector dataset.
- Extract the feature vector of the image to be predicted in the same way.
- Compare the feature vectors in the dataset and the feature of the image to be predicted by the method and select the location corresponding to the most similar feature vector as the predicted value.

To assist PDR system to get better positioning performance, in this paper, we train a VPR network for indoor scenes. The following subsections present the structure of our VPR network, training process, ranking search algorithm and the results of place recognition.

4.1.1. Design of VPR Network and Training

Considering the real-time positioning and the simplicity of the device, it is not possible to use too complicated neural networks for the VPR here. The construction of a VPR network consists of
two parts: design of structure and training of parameters. For the purpose of learning deep visual features to make exact matching, six convolution layers are used to learn enough deep features, and these features are combined by the fully connected layer. The activation function ReLu follows the convolution layer, and the max-pooling is selected. The structure of our CNN architecture is shown in Figure 6.

A classification model is not used here because classification models need to fine tune to the different datasets in other places, which is impossible in practical use. Thus, we use metric learning as our VPR backbone network to train our VPR model. In the training process, RGB images with three-dimensional location labels of any size are resized to $256 \times 256$. Small blocks with size of $225 \times 225$ are extracted from the resized images and then flipped horizontally to increase total data amounts, which helps to overcome overfitting. The parameters are trained by hard triplet loss gradient descent method and back propagation mechanism. The triplet loss function can be expressed as Equation (12).

$$\sum \left[ \|f(I_a) - f(I_p)\|_2^2 - \|f(I_a) - f(I_n)\|_2^2 + \alpha \right]^+$$  \hspace{1cm} (12)

where the first item is the Euclidean distance between the positive and the anchor and the second item is the Euclidean distance between the negative and the anchor. $\alpha$ serves as a margin parameter. $[x]^+ = \max(0, x)$ means the max distance between negative and positive queries. The purpose is to make the feature vectors of the same places more similar and make the distance between feature vectors in different places as large as possible.

Note that, because this is not a classification model but an encoder that encodes the image into the feature vectors, it can be used directly without modification for other scenes. In any scenario, this neural network can encode images into 4096-dimensional vectors. Vectors encoded by the same neural network will have the same feature extraction method, thus the encoding of similar images will be similar, and the encoding difference of different images will also be very large. Thus, when this network is used in other scenarios, no secondary training is required.

4.1.2. Ranking Search

To find the most similar location, because the same location can be viewed from different perspectives, our database needs to store images of different perspectives for the same location for searching [38]. Here, photos are stored every 20 degrees for a location, with a total of 18 images in one location. The image acquisition method is shown in Figure 7.

Every time a photos is searched, its encoding $o$ is compared with the images in the database. For the same place, the similarity in a certain direction is the greatest, and the side angle is similar to the picture to be compared, but it is lower than the opposite angle. In this way, if there are multiple pictures of the same location and different angles in the search list in Recall@10 ($R@10$ denotes the top ten database candidates), then it can increase the certainty of the exact location and angle in this way,
which reduces accidental location errors. According to this method, the positioning recognition rate of the image can be enhanced.

![Image Acquisition Method](image.png)

**Figure 7. Image Acquisition Method.**

4.1.3. Location of VPR

From the input image with size of $256 \times 256$, images are extracted with size of $224 \times 224$, flipped horizontally and then inputted into the trained network to get 4096-dimensional feature vectors. Before VPR is used, it is necessary to build an image vector dataset. When obtaining the images used for testing V-PDR, we extracted these images into the feature vector dataset. The vector dataset consists of the feature vectors of images and their labels. The labels are built for where the image is obtained. The images with the highest similarity are found by comparing the Euclidean distances between feature vectors and vector dataset. The location of the image is obtained by weighing the recognition results of these inputs. If the location of Recall@1 is not searched in the image from other angles in Recall@10, such locations are ignored. The most probable location is the VPR result. As for heading direction, the VPR direction is the most probable heading direction.

4.2. Vision-Aided PDR Fusing

In the case where the PDR positioning result is accurate in a short period and there is a cumulative error in long-term use, we can trust the PDR positioning information and only correct the position by VPR after the person has walked for a while. Since PDR and VPR are two independent systems, the purpose of fusion is to use VPR positioning results to provide absolute position reference information for PDR, without involving the exchange of internal information between the two systems. Therefore, loose coupling is adopted to achieve the fusion positioning of PDR and VPR.

The architecture of the proposed V-PDR system is exhibited in Figure 4. The system consists of three parts: data obtain and process, location and fusion. The first part is a layer of raw data acquisition and processing. In this part, input images shot by cameras on the smartphone cannot be used directly. Since these images are too large, it would take a long time to process them in neural networks directly. Besides, the images would be affected by the ambient light, thus other preprocessing is needed. These images are sent to the VPR system after some operations: resizing, translating and reversing. In this way, the images are suitable for neural network processing and some environmental impacts are reduced. The data of sensors acquired by accelerometer, gyroscope and magnetometer in the smartphone are passed to PDR system after being filtered. The second part is called location, which means using the input data to finish positioning. Obviously, it is the most important part of V-PDR. The algorithm for location by PDR and VPR is shown in Sections 3 and 4.1, respectively. Fusion is the third part and optimization and improvement of positioning results are achieved in this stage.
When positioning, the VPR system and the PDR system independently produce positioning results. The PDR position result is \( p_j = [x_j \ y_j \ z_j]^T \), while the VPR position result is \( p_v = [x_v \ y_v \ z_v]^T \). Due to the PDR making no correction to changes in floors, the weighted average of the positions obtained is:

\[
p_f = \omega_j p_j + \omega_v p_v = [\omega_{j1} \ 0 \ \omega_{v1}] \begin{bmatrix} x_j \\ y_j \\ z_j \end{bmatrix} + [\omega_{v1} \ 0 \ \omega_{v2}] \begin{bmatrix} x_v \\ y_v \\ z_v \end{bmatrix}
\]

(13)

where \( \omega_j \) and \( \omega_v \) obey the rules:

\[
\begin{cases}
\omega_{j1} + \omega_{v1} = 1 \\
\omega_{j2} + \omega_{v2} = 1
\end{cases}
\]

(14)

The weight selection method related to the positioning errors of the PDR and VPR systems determines the weighting factors in the weighted average fusion algorithm by analyzing the positioning errors of the PDR and VPR systems. Subsystems with larger positioning errors have lower reliability and have less weight in the fusion system; subsystems with smaller positioning errors have higher reliability and have greater weight in the fusion system. In the indoor environment, the positioning error of PDR is about 3%. The positioning error of VPR is related to the construction of the local dataset. The distance between each location is about 1 m, and the positioning error of VPR is within 0.5 m. Therefore, the value of the weight in the weighted average algorithm is determined by the positioning performance of PDR and VPR.

\[
\begin{align*}
\omega_j &= \begin{bmatrix}
| p^k_x - p^0_x | \cdot 0.03 \\
| p^k_y - p^0_y | \cdot 0.03 \\
| p^k_z - p^0_z | \cdot 0.03 + 1 \\
| p_{v1}^k - p_{v0}^k | \cdot 0.03 + 1 \\
0
\end{bmatrix} \\
\omega_v &= \begin{bmatrix}
| p^k_x - p^0_x | \cdot 0.03 \\
| p^k_y - p^0_y | \cdot 0.03 \\
| p^k_z - p^0_z | \cdot 0.03 + 1 \\
| p_{v1}^k - p_{v0}^k | \cdot 0.03 + 1 \\
1
\end{bmatrix}
\end{align*}
\]

(15)

where \( p^k_j \) is the PDR position result at \( K \) and \( p_v^k \) is the start or the last correction location. It corrects the location only when the distance between the estimated result of PDR at time \( k \) and the last correction point is between the thresholds \( \xi_1 \) and \( \xi_2 \) or the positioning result of VPR at time \( k \) changes in height compared to the positioning result at time \( k - 1 \).

\[
\begin{cases}
z^k_v \neq z^{k-1}_v \\
\xi_1 < | p^k_j - p^0_j | < \xi_2
\end{cases}
\]

(16)

where the thresholds \( \xi_1 \) and \( \xi_2 \) are related to the positioning accuracy corrected by experiment.

As mentioned above, when working for long periods, the accumulative error leads to a decrease in positioning accuracy of PDR system. It is difficult for PDR to make reasonable estimates when spatial position changes. Focusing on these problems, we propose a solution by means of using VPR network to correct the localization results of PDR. VPR is called every 5 m or after going around a corner. The detailed fusion algorithm is shown in Algorithm 1.
Algorithm 1 Measure the location $L_t$ at time $t$

Require: Picture $x_i$ in the facing direction

$i = 0$
$L_v^0, p = VPR(x_0)$
$L_p^0 = L_v^0$

while $p \leq \lambda$ do

Turn right for 20 degrees and get new picture $x_0$
$L_v^0, p = VPR(x_0)$
$L_p^0 = L_v^0$
end while

while $i \leq t$ do

Get a new picture $x_i$ in the facing direction
$L_v^i, p = VPR(x_i)$
if $\xi_2 \geq \|L_v^i - L_p^i\| \geq \xi_1$ then
$L_p^i = \text{Fusion}(L_v^i, L_p^i)$
end if
$i = i + 1$
end while

return $L_p^t$

where $L_t$ means the predicted location at time $t$, $L_v^t$ means the location and direction predicted by VPR and the location predicted by PDR is $L_p^t$. $\lambda$ is the setting threshold, obtained by correcting the median of Recall@1 in the test dataset. $p$ is the probability of the top VPR location and $\xi_1$ and $\xi_2$ are the setting location values. The values of $\xi_1$ and $\xi_2$ were obtained through experiments. The function $\text{Fusion}()$ is shown above.

First, the starting point of PDR is determined by VPR. If the probability $p \geq \lambda$, the starting point is $L_v^0$. If not, then turn right for 20 degrees until $p \geq \lambda$. When the VPR performs well, it locates the position while turning around. If it does not perform well, it moves 0.5 m in a random direction for new positioning and infer the positioning at this step based on the relationship between the previous positioning and the movement calculated by PDR. Then, it repeats the steps above until the initial positioning is obtained. Then, PDR enters working state and starts to continuously update locations of pedestrians.

In the process, the pedestrian pauses to take images of a place, and VPR processes these images to get reasonable location coordinate to correct the location estimated by PDR. When the confidence of the positioning given by VPR is higher than the threshold $\sigma$, and the positioning result is within the distance between the previous correct positioning result and the PDR detection, we confirm that the positioning of VPR is accurate. Then, we judge the difference between PDR and VPR positioning. If the distance between results of VPR and PDR is between thresholds $\xi_1$ and $\xi_2$, the PDR positioning result is chosen to be the location. If not, the location is corrected to the VPR location, as the PDR has a large offset. When the confidence of VPR positioning is less than the threshold $\sigma$, or the distance between new positioning result and previous correct positioning result is more than the PDR detection distance, we regard the VPR result as incorrect and then locate the new place only by PDR. In the V-PDR, we determined the value of thresholds $\xi_1$ and $\xi_2$ through extensive experiments. The threshold $\sigma$ was set as 0.6. After the correction, more accurate locations are estimated by V-PDR. There is no special requirement for selecting correction points, but VPR should be used after pedestrians crossing floors. The whole localization process of V-PDR is shown in Figure 8.

For location identification across floors, a new decision mechanism needs to be added here. The VPR location labels include the location in one floor and which floor it is. Besides, areas where floor transitions may occur are labeled. Note that the floor change here involves the floor change of stairs and elevators. A simple PDR system cannot judge the change of floors, thus the VPR positioning result is used for floor prediction. In addition, the scenes of the stairwell and the elevator doorway on
each floor are probably similar; thus, the VPR cannot be identified only once. When entering the area where the floor may change, a new judgment mechanism is added. VPR judgment is performed here multiple times. Only when three consecutive floors are on the same floor does it judged that the floor has changed. With the above algorithm, the V-PDR can be used to solve the accumulative error due to PDR not being able work in a three-dimensional environment.

When there is a large error in PDR or VPR, it can be corrected by posterior. Only when \( \xi_2 \geq \|L_v^i - L_v^{i-1}\| \geq \xi_1 \) is the PDR corrected. This is already a correction process for outliers to ensure that the system positioning is not affected when the error is too large. Especially when abnormal conditions occur, to obtain reliable positioning results, the posterior needs to be processed in the subsequent positioning. Three consecutive VPR positioning distances and PDR measured distances are judged to determine whether there is an error.

\[
\left\| \frac{L_v^i - L_v^{i-1}}{L_v^i - L_v^{i-2}} - 1 \right\| \leq 0.03
\]

(17)

Through Equation (17), whether outliers appear can be judged. If a positioning error occurs, the VPR is called multiple times in a short period during the operation. If Equation (17) holds, the positioning is corrected to the current positioning. With this method, rare errors are corrected. Note that all this is based on the fact that our PDR and VPR accuracy is high enough.

5. Experiments and Results

The proposed fusion positioning system was tested in typical indoor scenarios. To verify the advantages of the proposed V-PDR algorithm compared with the traditional PDR algorithm in indoor positioning and to verify the feasibility of the V-PDR algorithm in three-dimensional space, the experiment was divided into two parts. The first was to verify the effectiveness of our proposed VPR model in indoor positioning. The second was to verify the advantage of the proposed V-PDR model compared to the traditional PDR model, which included comparing the positioning results between the V-PDR and PDR algorithms during driving and verifying that our V-PDR algorithm works properly in a cross-floor environment.

5.1. VPR Test Result

Our network training process was performed on an GTX1080Ti GPU. The margin parameter \( \alpha \) was set to 0.2. We trained the model for 40 epochs, the learning rate was 0.0002 for the first 15 epochs, and was reduced by 90% every 15 epochs. The training was carried out on the Indoor Scene Recognition dataset [39], which contains 67 indoor categories and a total of 15,620 images. All images are in jpg format and there are at least 100 images per category in the dataset. It took about 8 h for training.

After the network was trained, it was necessary to test the model to see if the trained model is accurate enough to adapt to the V-PDR algorithm. We made two tests, respectively, on a subset of the training dataset and a dataset of our laboratory. In the experiment, we set the doorway as the origin, and east and north as the x-axis and y-axis. Note that, in actual use, since the location does not need to know the actual height but only the actual floor information, the 3D location information can be directly used as the label. In addition, we set the floor as the z-axis. Then, every location was
set to a point with its location coding \((x, y, z)\). Every 1 m we set a point. In every point, we obtained 18 images every 20 degrees. Note that, each image of one degree in different point was in the same direction. Overall, we obtained a dataset consisting of 36 locations and 648 images. In this way, the vector dataset was composed of the vectors and their labels, which consisted of location and direction. Sample images of the Indoor Scene Recognition and our laboratory datasets are shown in Figures 9 and 10, respectively.

![Sample images in Indoor Scene Recognition dataset.](image1)

![Sample images of our Laboratory.](image2)

Finally, we performed VPR model test experiments on indoor datasets and photos collected in our laboratory. First, images were extracted into the vector. After that, we compared the vector similarity in the vector dataset to check whether the predictions are correct. We used the Recall@1 to show the accuracy. As for indoor datasets, we used the test dataset for testing. For our laboratory dataset, a subset of the images we obtained was used for testing.
The VPR model obtains a result of a Recall@1 (@1 denotes one of top database candidates) of 80% on the Indoor Scene Recognition dataset and a recall@1 of near 92% on our laboratory. Note that the scenes in the Indoor Scene Recognition dataset are more complex than those in our laboratory. Some scenes are very similar, thus it performs worse than it in our laboratory. Performing VPR positioning once takes about 1.3 s. Since the VPR is only called occasionally, the speed is acceptable.

Analyzing the results in our laboratory dataset, we can find that good positioning results can be achieved for most images. However, for a few locations with incorrect positioning, it can be found that most of their positioning errors are due to the low similarity of all the images, even as low as 20%, resulting in inaccurate positioning. Such positioning errors can be repaired in subsequent V-PDR without affecting the overall positioning. Through testing, we found that our VPR model can identify the location well. This VPR is effective enough for our V-PDR algorithm. It is used as an intermittent auxiliary positioning and can be well adapted to actual use.

In addition, we performed an experiment to show the error between VPR route and the ground truth to show the VPR problems. We walked around our laboratory. For VPR positioning, in the experiment, the VPR worked for about 3 m walking, and the location is where the image is most similar. The positioning line is regarded as a walking path. The results are shown in Figure 11.

In Figure 11, the ground truth is shown in red while the VPR route is in black. The red triangle is where we used the VPR to locate while the black triangle is the location predicted by the VPR. We can observe that the VPR works well as the location predicted is not far from the ground truth. The average VPR location error is about 0.45. Since the images dataset is discrete, there are some errors in the VPR location. Therefore, VPR can only obtain approximate positioning results but not completely accurate positioning results. In addition, VPR predicts a point, and a continuous walking path cannot be obtained. It cannot be correctly positioned in the place without the images. In summary, it is difficult for VPR to perform independent and accurate positioning, and other algorithms are required to correct the VPR.

![Figure 11. The test result of VPR.](image)

### 5.2. V-PDR Testing Result

We performed our V-PDR experiments, which were divided into two parts. One was to show the ability of V-PDR to correct PDR cumulative errors, and the other was to test the ability of V-PDR to work in a three-dimensional environment. Experiments were conducted in our laboratory building and the ground truth was obtained by laboratory engineering drawings and high-precision measurement tools. The accuracy comparison test was conducted on the third floor and the total length of the route was about 64 m. The three-dimensional localization ability test of V-PDR was executed from the first floor to the third floor and the total length of this test route was about 120 m, not including the climbing
process. The experiments were performed on an Android phone. We wrote a software application on a mobile phone for VPR and PDR. Every step, we took a photo with the mobile phone, the photo was transported to the cloud server for VPR localization and the software processed the data of PDR and VPR our algorithm.

The first experiment was performed on the third floor of our laboratory. We tested PDR and V-PDR with the same phone. We randomly specified a location as the starting point, and then randomly moved. After walking for a period of time, we obtained the relative motion path of the PDR. The V-PDR was tested through the same path to obtain the absolute position path of the V-PDR at the same time. Then, the paths were compared with the high-precision measurement path to analyze the results of our algorithm. The comparison results include maximum error, mean error, and 95% situation error. Maximum is the maximum location error distance in the experiment and the mean error is the average error for the path. The 95% situation error is the least 95% error in the experiment, which shows the effect for most locations.

The results of the first experiment conducted in the third floor are shown in Figure 12. The red curve is our ground truth. The blue and green curves represent the PDR trajectory and the V-PDR trajectory, respectively. The pedestrian departs from the start point and circles clockwise along the corridor to the end point. Obviously, the trajectory of PDR is quite far away from the ground truth, especially when the pedestrian turns corners. This bias denotes the accumulative localization errors of PDR, which is mainly caused by three reasons: step detection errors, stride length estimation errors and heading calculation errors. By contrast, in the V-PDR test, the results of PDR are successfully corrected by VPR at the turns, which makes the estimated pedestrian trajectory closer to the ground truth. The improvement of localization performance can be proved more intuitively from the estimated end positions of PDR and V-PDR.

![Figure 12. Estimated trajectories of PDR and V-PDR.](image)

The end point of PDR is 1.43 m away from the actual end point, while the distance in V-PDR method is 0.35 m. The statistics of calculated errors of PDR and V-PDR are listed in Table 2. Due to the small scale of the neural network, it is fast to generate a vector and to find the similarity through matrix operations.
Table 2. Localization errors of PDR and V-PDR on the third floor.

| Localization Method | Maximum Error (m) | Mean Error (m) | 95% Situation Error (m) |
|---------------------|-------------------|----------------|-------------------------|
| PDR                 | 1.74              | 1.04           | 1.66                    |
| V-PDR               | 0.91              | 0.44           | 0.81                    |

From the mean error column, we know that a 51.2% improvement in localization accuracy was achieved by V-PDR compared with PDR. Through this experiment, it can be seen that our method is effective in reducing cumulative errors of PDR and improving localization accuracy.

The second experiment was carried out on the first floor to the third floor. The experimental setting was similar to the first experiment. The difference was that there were up and down movements in the elevator in the second experiment. The other settings were the same.

The results of the cross-floor experiment are shown in Figure 13. Again, the blue curve represents the trajectory of PDR, the green curve represents the trajectory of V-PDR and the red curve is the ground truth. The pedestrian walks along the ground truth shown in Figure 9 and goes upstairs from the first floor to the third floor. Our method makes some corrections at the stairwell exit and around the corner on the first and third floors. The results show that, after walking upstairs, the trajectory of PDR is still on the first floor, while the trajectory of V-PDR is on the correct (third) floor. The end point of PDR is 42.64 m away from the actual end point, while the distance in V-PDR system is merely 0.79 m. These comparisons demonstrate that our method outperforms PDR in a three-dimensional space. More detailed error information is shown in Table 3.

Figure 13. Estimated trajectories of PDR and V-PDR in cross-floor experiment.

Table 3. Localization Errors of PDR and V-PDR in Cross-floor Experiment.

| Localization Method | Maximum Error (m) | Mean Error (m) | 95% Situation Error (m) |
|---------------------|-------------------|----------------|-------------------------|
| PDR                 | 14.96             | 4.29           | 10.30                   |
| V-PDR               | 1.68              | 0.46           | 0.90                    |
The localization errors listed in Table 3 were calculated by projecting the trajectories into the horizontal plane. Comparing the average localization errors, V-PDR gains an 89.2% improvement in localization accuracy under the test containing stairs.

For the cost of the setup period, due to the accuracy of the VPR, it can be successfully located within three-dimension VPR. In most special cases, the local identification cannot be accurately performed, and the location may need to be changed to successfully locate. In this case, it may take a long time for the setup. However, the cost is acceptable for accurate positioning. A simple PDR algorithm can only obtain the relative position between two positions but not the exact position. With the assistance of VPR, the exact position can be obtained, which improves the positioning of the PDR. In the future, more improvements can be added to the setup, such as the use of panoramic images for positioning. This can obtain richer visual information and more accurate positioning.

Although our system uses a mobile phone to take pictures, which is complicated for personal use, this algorithm is to explore the fusion of PDR and vision. After wearable cameras and other devices are put into use, or used on a humanoid robot, users will no longer need to take pictures, which makes a lot of sense in actual use.

It can be indicated from above experiments that our indoor localization method successfully improves the localization accuracy by reducing accumulative errors of PDR and makes good performance in the cross-floor test.

There are many advantages of the proposed V-PDR compared with the standalone VPR system. Since VPDR can obtain a continuous walking path, VPR can only obtain discrete positioning points. The two method cannot be directly compared by experiments. However, we can analyze it from the experimental results of V-PDR. First, V-PDR can obtain continuous paths, and the amount of information obtained is greater than VPR. In addition, PDR has a correction effect on the inaccurate value of VPR, and V-PDR positioning is more accurate. Finally, V-PDR does not need to call the VPR network in real time, where it takes less calculation and time than VPR.

6. Conclusions

In this paper, we propose a novel indoor localization method to improve the localization accuracy and solve the problem that PDR cannot work properly in three-dimensional space by combining vision and inertial sensors. It was proved by experiments that our V-PDR method successfully reduces accumulated errors of PDR and improves the localization accuracy. In addition, it extends application scene of PDR to a three-dimensional space, which can still provide accurate localization service when pedestrians are moving across floors.
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Abbreviations

The following abbreviations are used in this manuscript:

- **PDR** Pedestrian Dead Reckoning
- **VPR** Visual Place Recognition
- **GNSS** Global Navigation Satellite System
- **RFID** Radio Frequency Identification
- **IR** Infrared Ray
- **WLAN** Wireless Local Area Network
MEMS  Micro Electro Mechanical System
CNN  Convolutional Neural Network
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