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ABSTRACT
Recently, several types of end-to-end speech recognition methods named transformer-transducer were introduced. According to those kinds of methods, transcription networks are generally modeled by transformer-based neural networks, while prediction networks could be modeled by either transformers or recurrent neural networks (RNN). This paper explores multitask learning, joint optimization, and joint decoding methods for transformer-RNN-transducer systems. Our proposed methods have the main advantage in that the model can maintain information on the large text corpus. We prove their effectiveness by performing experiments utilizing the well-known ESPNET toolkit for the widely used Librispeech datasets. We also show that the proposed methods can reduce word error rate (WER) by 16.6% and 13.3% for test-clean and test-other datasets, respectively, without changing the overall model structure nor exploiting an external LM.

Index Terms—speech recognition, transducer, transformer, joint optimization, multitask learning, language model, connectionist temporal classification, joint decoding

1. INTRODUCTION
In contrast to conventional automatic speech recognition (ASR) systems that comprise acoustic, pronunciation, and language models, end-to-end ASR systems model the whole modules in neural networks and directly output label sequences. Among various end-to-end ASR structures, connectionist temporal classification (CTC), recurrent neural network transducer (RNN-T), and attention-based encoder-decoder (AED) are widely studied [1] [2] [3].

In [2], RNN-T has been introduced where long short-term memory (LSTM) architectures are adopted for both transcription and prediction networks. The two networks are linked by a joint network to produce output labels, such as a blank symbol. However, various structures such as convolutional neural network (CNN) and transformer have been utilized instead of RNN [4] [5]; therefore, we adopted only the transducer terminology omitting RNN in this paper.

Transformers in [6] were introduced to solve various sequence-to-sequence problems and replaced the conventional LSTM-based sequence processing methods. The algorithm effectively attends all the context vectors by adopting multiheaded self-attention. Recently, transformer-transducer ASR systems were proposed based on this structure in [5] [7]. As shown in [5], the combination of transformer-based transcription network and LSTM-based prediction network performs best; compared to [7], where only transformers have been adopted for both networks.

Transducer ASR structures have two distinct networks, which are the transcription and prediction networks. The two networks are shallowly linked via the joint network, and the prediction network only inputs the label information. In [8], they proposed pretraining methods for the transcription and prediction network layers, both based on LSTM. Transcription network layers are pretrained utilizing phoneme, grapheme, and word piece labels with CTC losses, while prediction network layers are pretrained with the text corpus with LM loss. Then, the whole networks are finally fine-tuned using the speech-label datasets. Even though pretraining methods are preferred to random initialization method, there still exist limitations. Pretraining methods cannot fully exploit large scale text corpus information while fine-tuning proceeds, and the CTC and LM classification layers are discarded finally.

Joint optimization for CTC/AED has successfully introduced and further improved ASR performance via joint decoding in [9]. However, it is challenging to integrate LM into the system directly, because the encoder and decoder are deeply entangled, that is, the context vectors from the encoder are transmitted directly to the decoder input layer.

In this paper, we propose multitask learning and joint optimization for the transformer-RNN-transducer ASR systems to overcome the limitations of conventional methods. Joint optimization with CTC loss on transcription network and LM loss on prediction network impose strong regularization on the networks. Moreover, the LM constructed by the proposed method remains effective regardless of the number of training epochs. Therefore, in addition to the result that the joint opti-
The organization of this paper is as follows. Section 2 will present the proposed methods, and section 3 will explain experiments. Then, we will summarize the result in section 4.

2. PROPOSED SYSTEM

The proposed method is depicted in fig. 1. The difference between the proposed method and the basic transducer-based ASR system is that two classification layers are placed at the end of the transcription and prediction networks, respectively. Last layer of both CTC and LM classifier is a single fully connected (FC) layer followed by softmax function. Assuming that transcription and the prediction vectors denoted as $f_t \in \mathbb{R}^{D_{trans}}$ and $g_n \in \mathbb{R}^{D_{trans}}$ are output vectors from the corresponding networks, outputs from the CTC and the LM classifier can be expressed as

$$o_{CTC} = \text{Softmax}(f_t W_{CTC})$$

and

$$o_{LM} = \text{Softmax}(g_n W_{LM}),$$

respectively, where $W_{CTC} \in \mathbb{R}^{D_{trans} \times D_{CTC}}$ and $W_{LM} \in \mathbb{R}^{D_{trans} \times D_{LM}}$. Here, dimensions of the LM, the transducer, and the LM outputs are denoted as $o_{CTC} \in \mathbb{R}^{D_{CTC}}$, $o_{trans.} \in \mathbb{R}^{D_{trans.}}$, and $o_{LM} \in \mathbb{R}^{D_{LM}}$.

It should be noted that $D_{CTC}$, $D_{trans.}$, and $D_{LM}$ can or should be different. Assuming that the transducer output labels are trained by sentence piece model (SPM) in [10]. $D_{LM}$ can be determined by vocabulary size of SPM. For the transducer output, it needs the blank symbol, so that $D_{trans.} = D_{LM} + 1$. Though the CTC’s vocabulary size need not be the same as that of the transducer output, in this paper, we choose the same vocabulary size for the CTC and the transducer, that is, $D_{CTC} = D_{trans.}$.

Here, CTC and transducer losses defined respectively in [1] and [2] are denoted as $L_{CTC}$, $L_{trans.}$. The LM loss $L_{LM}$ is negative log probability of the predicted label given the previous sequence.

2.1. Multitask learning and joint optimization

The proposed system depends on multitask learning method as it should learn two types of speech recognition models and an additional language model. Moreover, we consider the three losses simultaneously and jointly optimize the total loss function defined as

$$L_{total} = \alpha_1 L_{CTC} + \alpha_2 L_{trans.} + \alpha_3 L_{LM}. \quad (1)$$

Even though both CTC-based and transducer-based ASR systems adopt a blank symbol, the purpose of using such a symbol is different. The blank symbol makes the beam search algorithm finish consuming the current transcription vector and proceed to next frame for transducer-based systems. In other words, the decoder can produce many labels at one frame until it meets a blank symbol. However, in CTC-based systems, each transcription vector is related to only one label: either a blank symbol or a token. Therefore, joint optimization in CTC and transducer losses can induce the decoder to produce one symbol at each frame, which is the same motivation for CTC/AED system in [9].

Joint optimization of transducer and LM requires two different types of data: speech-label corpus and text only corpus. The two types of data cannot be inputted into the system simultaneously. Training procedure utilizing the two corpora will be explained in section 3.

2.2. Joint decoding

Under the proposed joint optimization method, the CTC and the LM classifiers remain effective, so that we can utilize them in the decoding process. If we consider all the losses, the best decoding process should find a sequence which maximizes log probability given the input speech, which can be expressed as

$$\hat{Y} = \arg \max_Y [\beta_1 \log P_{CTC}(Y|X) + \beta_2 \log P_{trans.}(Y|X) + \beta_3 \log P_{LM}(Y)]. \quad (2)$$

Based on the beam search of the RNN-transducer in [2], the probability generated from the LM can be easily integrated into the one-pass decoding process. Meanwhile, the decoding process of the CTC is quite different; transducer-based ASR systems generally show better performance than CTC-based systems. Therefore, in this paper, we focus on joint decoding only with the LM, even though it is possible to re-score the sequence probability with the CTC.

Fig. 1: Proposed training structure for joint optimization and multitask learning
2.3. Transcription network structure

The transcription network in this paper comprises one CNN head and multiple layers of transformer encoders, as in fig. 2. The purpose of using CNN head is the same as that of VG-GNet in [5], that is, embedding positional information and down-sampling input speech frames. In this paper, we utilize 1D-CNNs instead of 2D-CNNs. Details of the CNN head is depicted in fig. 3 (b), where four CNN layers embed positional information into the signal frames, and two average pooling layers with kernel size 2 reduce the frame rate by 4.

When it comes to additional usage of 1D-CNNs into following transformer layers, there are motivations that CNNs can embed positional information and that the neural networks can focus more on the local features [11] [5] [12]. Therefore, we adopt the transformer structure of fastspeech in [13], where the original feed-forward neural networks are replaced by 1D-CNN layers, as depicted in [3] (a).

2.4. Prediction and joint network

The prediction network inputs labels encoded by SPM in [10]. The tokens are embedded into a learnable continuous vector space and the embedded vectors are inputted to LSTM layers. Outup vectors for the transducer can be expressed as

$$o_{trans.} = \text{Softmax}(\phi(W_{TR}f_t + W_{PR}g_u)W_o)$$

where $W_{TR} \in \mathbb{R}^{D_{TR} \times D_J}$, $W_{PR} \in \mathbb{R}^{D_{PR} \times D_J}$, and $W_o \in \mathbb{R}^{D_J \times D_{trans.}}$. Nonlinear activation $\phi()$ is hypertangent function.

3. EXPERIMENTS

For experiments, we adopted the ESPNET toolkit in [9] and modified the training module enabling the proposed multitask learning and joint optimization. Then the publicly available Librispeech dataset in [14] is used for training the ASR systems, and WER performances for the test datasets are compared.

Log Mel-filter bank features of dimension 128 are extracted every 10ms and then are normalized with global mean/variance computed from the training dataset. During training, specaugment methods is applied with time warping, frequency mask, and time mask. Time warping parameter $W$, frequency mask parameters $F_{mf}$, and time mask parameters $T_{mt}$ in [15] are set to 5, 32:2, and 40:2, respectively. A sentence piece model with 2048 symbols is trained from transcriptions of the training set and serves as the output symbols. The Adam optimizer in [16] with $\beta_1 = 0.9$, $\beta_2 = 9.98$, $\epsilon = 1e^{-9}$ is utilized for training the models. Warm-up steps are 25k, peak learning rate is $1.0/\sqrt{D_{trans.}}$, and the learning rate diminishes linearly afterwards. During training, we found that the transducer loss function does not correlate with WER performance, so that we trained every model equally for 130 epochs, and model parameters of last 15 epochs are averaged for testing. We utilize a standard beam search with beam size of 20 for decoding.

Parameters for the transcription and the prediction networks are summarized in table 1 and 2, respectively.

3.1. Training procedure

To prove the effectiveness of the proposed methods, three training procedures with $\{\alpha_1, \alpha_2, \alpha_3\}$s in (1) of $\{0.5, 0.1, 0.0\}$, $\{0.0, 1.0, 1.0\}$, and $\{0.5, 1.0, 1.0\}$ are conducted. They are joint optimizations based on the combinations of loss functions - joint optimization with CTC, LM, and CTC+LM. Here, it should be noted that two different types of data are used for training the neural networks, that is, speech-label corpus and text-only corpus, which cannot be inputted to the system simultaneously. Moreover, the scales of both the CTC and the transducer losses are similar, whereas that of the LM
loss is quite different. Therefore, we follow the next two-step training procedure.

Firstly, mini-batch data of text corpus is loaded on GPUs, and the model uses the data to calculate gradients on the prediction network and the LM classifier. We do not update the parameters of the model at this step, just applying gradient-clipping to the computed gradients. Next, speech-label data is loaded, and the model calculates the loss function of $\alpha_1 L_{CTC} + \alpha_2 L_{trans}$. After back-propagation, gradients of the prediction network, CTC, transducer, and the prediction network except the LM classifier are computed at this step. By the two-step training procedure, gradients on the prediction network are calculated two times and accumulated. Finally, after applying gradient clipping again, updating all of the model parameters is conducted. Here, max norm of the gradients is set to 5.

### 3.2. Performance

The experiment results are presented in table 3. From now, we use expression of \{test-clean WER, test-other WER\} for the results of the two test datasets. Baseline WERs without any joint optimization are \{4.2, 10.5\}. After utilizing joint optimization only with the CTC loss, the WERs drop to \{3.9, 9.9\}. Considering only the LM loss without the CTC loss, WER scores are \{3.8, 9.9\}. Moreover, joint optimization concerning all of the three losses shows the WERs of \{3.7, 9.5\}. The experiments have shown that joint optimization method can effectively regularize both of transcription and the prediction networks and improve overall system performance without any additional computational burden in the decoding process.

Exploiting an external LM in a one-pass decoding process requires an amount of computational power because it should address all hypotheses of predicted results. However, the proposed method can utilize the internal LM that is consisted of the prediction network and the LM classifier. If the LM cooperates in the decoding process, the added computational burden is only related to the LM classifier that is a single FC layer. In this experiment, $\{\beta_1, \beta_2, \beta_3\}$ in (2) are set to $\{0, 1.0, 0.1\}$, where we do not consider joint decoding with the CTC, as mentioned. Joint decoding with the LM also contributes to improving the performance of $\{3.5, 9.1\}$. As a whole, all the proposed methods can reduce the WERs by 16.6% and 13.3% without changing transducer model structures or transformer-RNN-transducer model size.

In [17], LSTM-based LM showed best performance with 4 layers and 2048 cell size. Assuming the proposed method can thus fully exploit the text corpus of Librispeech, there may still exist room for improving performance by increasing prediction network size. Hence, we increased only the number of LSTM layers to 5, and the enlarged prediction network showed WER performance as $\{3.4, 8.9\}$.

### 4. CONCLUSION

In this paper, we adopted multitask learning, joint optimization, and joint decoding for the transformer-RNN-transducer ASR system. The joint optimization of the three loss functions enhanced system performance without increasing inference computational complexity. Also, joint decoding reduces recognition error with an increase of relatively small computational burden for the LM classifier. The proposed method can be applied to any transcription and prediction network that constitutes transducer-loss-based ASR systems.
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