A random gradient based Harmony search algorithm for long-term hydropower scheduling in the lower of Jinsha River Basin
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Abstract. The long-term hydropower generation scheduling (LHGS) is one of the most important problems which aim to obtain a suitable scheme to maximize electrical benefits. In this paper, a gradient based Harmony search algorithm (GHS) is employed on the optimization of the cascade hydropower stations in the Jinsha River. Firstly, the original Harmony search algorithm (HS) is firstly improved by a dynamically adjustment strategy and global pitch adjustment strategy. Then random gradient strategy is adopted to improve the search speed of HS. In case study, the proposed GHS is used to solve the LHGS problem in the Jinsha River. Results show that GHS is effectiveness when dealing with LHGS problems.

1 Introduction

Hydropower is an important renewable energy source and plays an important role in the power grid. Statistics show that the total installed capacity of hydropower in China has reached 31.954 million kilowatts in 2015. As an important hydropower base, some hydropower stations in the lower reaches of the Jinsha River have been put into operation. It is of great importance to the long-term hydropower generation scheduling (LHGS) of the four hydropower stations in the Jinsha River.

The goal of long-term hydropower generation scheduling (LHGS) is to determine the process of water release in order to maximum the power generation. Over the past decade, there have been many researches on the dispatching of cascade hydropower stations, and indicating that LHGS is a non-linear problem with complicate constraints [1] which make LHGS difficult to solve. Classic methods such as dynamic programming (DP) [2] and progressive optimality algorithm (POA) [3] have played an important role in solving LHGS, but they perform not well when deal with cascade hydropower stations [4]. Recent attention has focused on meta-heuristic algorithms which have widely been applied to many areas [5]. Harmony Search (HS) is a phenomenon-mimicking meta-heuristic proposed by Zong Woo Geem in 2001 [6]. It performed based on musical performances and is an effective way to solve the LHGS problem. Comparing with Genetic Algorithm (GA), HS searches faster and can overcome the drawback of GA’s building block theory. Thus, HS has been applied to solve variety of problems.

Although HS has its advantages, it still has some shortcomings. When dealing with large-scaled cascade hydropower stations, HS performs local convergence which makes the results not satisfactory and the proper computational time cannot be guaranteed.

In order to overcome the shortcomings, in this paper, a random gradient based Harmony search algorithm (GHS) is proposed to solve the LHGS problem. Firstly, the original HS is improved by a dynamically adjustment strategy and global pitch adjustment strategy. However, when applying HS to LHGS, the results of HS are not satisfactory. Thus a random gradient strategy which improves the local search ability of HS is designed. This strategy improves the HS by adjusting the water level process with random disturbance. In case study, the proposed GHS is applied to the LHGS of the four hydropower stations in the Jinsha River. Comparison between different methods has been made. The results obtained by GHS are better than that obtained by CS, GSA and HS, indicating that GHS is effectiveness when dealing with LHGS problems.

2 Problem Formulation

2.1 Objective function

The main objective of LHGS is to maximize the electricity generation of the cascade hydropower stations:

\[
W = \max \sum_{t=1}^{T} \sum_{i=1}^{N} k_i Q_i H_i \Delta t
\]  

(1)
where $W$ is the total electric energy production of the cascade hydropower stations, $k_i$ is the comprehensive benefit coefficient of hydropower station $i$, $Q_{i,t}$ is the generation flow and $H_{i,t}$ is the net water head. $\Delta t$ is the length of each time period.

### 2.2 Constraints

#### (1) Water balance constraint:
The storage capacity of the hydropower station $i$ at time $t$ and $t-1$ satisfies:

$$V_{i,t-1} + (I_{i,t} \cdot \Delta t) = V_{i,t} + (O_{i,t} \cdot \Delta t) \tag{2}$$

$$O_{i,t} = Q_{i,t} + S_{i,t} \tag{3}$$

where $V_{i,t-1}$ and $V_{i,t}$ is the storage capacity of the hydropower station $i$ at time $t-1$ and time $t$ respectively. $I_{i,t}$ is the inflow and $O_{i,t}$ is the outflow. $\Delta t$ is the length of time period. $S_{i,t}$ is the spillage.

#### (2) Boundary constraints

The outflow, water level and power output are limited between the upper and lower boundaries:

$$O_{i,t}^{\text{min}} \leq O_{i,t} \leq O_{i,t}^{\text{max}} \tag{4}$$

$$Z_{i,t}^{\text{min}} \leq Z_{i,t} \leq Z_{i,t}^{\text{max}} \tag{5}$$

$$P_{i,t}^{\text{min}} \leq P_{i,t} \leq P_{i,t}^{\text{max}} \tag{6}$$

#### (3) Spillage constraint

$$S_{i,t} \geq 0 \tag{7}$$

#### (4) Water level variation constraint

$$|Z_{i,t} - Z_{i,t-1}| \leq Z_{i,t}^{\text{var}} \tag{8}$$

### 3 Methodology

In this section, a random gradient strategy is proposed to improve the performance of Harmony search algorithm for solving LHGS problems.

#### 3.1 Improvement for Harmony search algorithm

To improve the performance of HS, the useful information from the best individual is considered to improve the local search ability. Then the new individual is generated follows:

$$x_i' = \begin{cases} x_i + f_w \cdot \text{rand}(-1,1), & \text{rand}(0,1)<p \\ x_i + b_w \cdot (x_i^{\text{best}} - x_i), & \text{otherwise} \end{cases} \tag{9}$$

where $b_w$ is a random number between 0 and 1, $p$ is the crossover probability which is dynamically adjusted follows:

$$p = p_e + (p_s - p_e) \times \frac{CI}{NI} \tag{10}$$

where $CI$ is the current iteration, $NI$ is the maximum iteration, $p_e$ and $p_s$ are start and end crossover probability respectively. Under this evolutionary mechanism, the new individual has higher probability to be affected by the best individual when $p$ is small. After a number of numerical experiments, we set the $p_e=0.9$, $p_s=0.4$, meaning that the algorithm will have better local search ability in the later stage.

#### 3.2 Random gradient strategy

When applying HS to the LHGS problem, the new individuals of the next generation are randomly generated following the characteristics of the algorithm itself. After numbers of experiments, it is found that the convergence speed is not very satisfactory when solving LHGS problem. Thus a random gradient strategy is designed to improve the convergence speed of HS for LHGS.

Following the random gradient strategy, the individual generated by the pitch adjustment will be adjusted by a random disturbance $\Delta l$. If the new individual after adjustment is better than before, repeat the adjustment again until the new individual is not better than the old one. The flowchart of the random gradient strategy is shown in Figure 1.

#### 3.3 Random gradient based Harmony search algorithm

According to the modification above, the steps of the algorithm are shown as follows:

Step 1: Randomly generate initial population and evaluate fitness of the individuals.

Step 2: Generate new solutions using memory consideration and pitch adjustment methods.

Step 3: Adjust the new solution following random gradient strategy.

Step 4: Compare the new individual with the worst individual in the population and update the population.

Step 5: Repeat Steps 2 to 4 until the stop criteria is reached.
4 Case study

In this section, the proposed GHS is applied to the LHGS problem of four hydropower stations in the Jinsha River, including Wudongde, Baihetan, Xiluodu and Xiangjiaba. Topology of the four hydropower stations is shown in Figure 2. Three typical historical observed streamflow shown in Figure 3 are used as the input of LHGS model. Each year is divided into 36 time intervals. The parameter of GHS are $\eta_{mcr} = 0.9$, $par = 0.3$, $fw = 0.005$, and the maximum number of iterations is set to 300. Scheduling results obtained by GHS are compared with HS, CS [7] and GSA [8]. Details can be seen in Table 1.

![Figure 2. Topology of the cascade hydropower stations](image)

Table 1 shows that GHS is superior to the other three methods. The average power generation obtained by GHS are 222.0, 207.8 and 199.2 billion kWh in three typical years. Compared with CS, GSA and HS, the average increases are 0.7%, 4.6% and 2.6%, respectively. Moreover, the standard deviations obtained by GHS are also smaller than that obtained by the other three methods, thus indicating GHS is more stable.

![Figure 3. Streamflow in typical years](image)

Figure 4 shows the comparison of convergence process in the case of normal year as an example. It can be seen that GHS has the fastest convergence speed, CS and HS have not converged yet, while GSA has fallen into a local convergence.

![Figure 4. Streamflow in typical years](image)

Figure 5 shows the optimal results of the cascade hydropower stations in the normal year as an example. As shown in Figure 5, water levels dropped below the flood limit water level during the flooding season. In the non-flooding season, the water levels keep near the normal level from October to February. It can also be seen from the figure that the change of water level obtained by GHS is small, indicating that the GHS perform well in dealing with LHGS.

| Algorithm | Wet year | Normal year | Dry year |
|-----------|----------|-------------|----------|
| CS        | 2211     | 2064        | 1973     |
| GSA       | 2133     | 1987        | 1890     |
| HS        | 2164     | 2025        | 1939     |
| GHS       | 2220     | 2078        | 1992     |

![Table 1 Comparison of power generation (10^8 kWh) by different methods](image)
5 Conclusion

In this paper, a random gradient based harmony search algorithm is proposed to deal with the long-term hydropower scheduling problem in Jinsha River. The proposed method can effectively obtain an optimal scheduling scheme which meets the requirement for hydropower generation. Using the random gradient strategy, the harmony search algorithm can converge faster when dealing with LHGS. In case study, the comparisons among different methods show that the results obtained by GHS are more reliable than other three methods. Overall, GHS is an effective way to solve LHGS. Further research is underway to consider more objective such as guaranteed output.
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