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Abstract

Root system architecture (RSA) is a crucial factor in resource acquisition and plant productivity. Roots are difficult to phenotype in the field, thus new tools for predicting phenotype from genotype are particularly valuable for plant breeders aiming to improve RSA. This study identifies quantitative trait loci (QTLs) for RSA and agronomic traits in a rice (Oryza sativa) recombinant inbred line (RIL) population derived from parents with contrasting RSA traits (PI312777 × Katy). The lines were phenotyped for agronomic traits in the field, and separately grown as seedlings on agar plates which were imaged to extract RSA trait measurements. QTLs were discovered from conventional linkage analysis and from a machine learning approach using a Bayesian network (BN) consisting of genome-wide SNP data and phenotypic data. The genomic prediction abilities (GPAs) of multi-QTL models and the BN analysis were compared with several standard genomic prediction (GP) methods. We found GPAs were improved using multitrait (BN) compared to single trait GP in traits with low to moderate heritability. Two groups of individuals were selected based on GPAs and a modified rank sum index (GSRI) indicating their divergence across multiple RSA traits. Selections made on GPAs did result in differences between the group means for numerous RSA. The ranking accuracy across RSA traits among the individual selected RILs ranged from 0.14 for root volume to 0.59 for lateral root tips. We conclude that the multitrait GP model using BN can in some cases improve the GPA of RSA and agronomic traits, and the GSRI approach is useful to simultaneously select for a desired set of RSA traits in a segregating population.
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Introduction

Root system architecture (RSA) is the spatial arrangement of roots in soil or rooting medium. RSA that is optimized for the soil environment will promote efficient uptake of water and nutrients (Lynch 1995; Jung and McCouch 2013) and RSA has a role in abiotic stress tolerance and environmental plasticity (Lynch 1995; Jung and McCouch 2013; Koevoets et al. 2016). Above-ground agronomic and developmental traits including growth rate and grain yield (GY) are influenced by RSA (Lynch 1995; Jung and McCouch 2013). RSA is also an important factor in weed competition (Wedger et al. 2019). Evaluating RSA requires invasive and labor-intensive methods (e.g., Shovelomics) for field studies (Trachsel et al. 2011) or, alternatively, can be accomplished using artificial media (e.g., agar) under controlled conditions (Iyer-Pascuzzi et al. 2010; Clark et al. 2013; Xu et al. 2013). Selection for ideal RSA is not practical in plant breeding programs because of the difficulty and expense of phenotyping root traits on large numbers of plants. Thus, new tools for predicting RSA phenotypes from genotype will be particularly valuable for plant breeders aiming to create new varieties with improved RSA characteristics.

The components of RSA have been described at the levels of geometry, topology, and the root segments (Lynch 1995; Lobet et al. 2015). Root geometry represents the physical positions of roots in space and time. The geometry is critical when soil resources are unevenly distributed. Root geometry is difficult to phenotype accurately in field-grown plants because excavation disturbs much of the three-dimensional information and is difficult to accomplish in unfavorable environments (Tuberosa 2012; Sharma and Carena 2016). Ground-penetrating radar can visualize belowground root structures, but this method has low resolution especially for plants with fine roots, and is ineffective in saturated soils (Delgado 2017). Root topology describes the pattern of root elongation and branching and can be represented by a network. The root topology is a factor in soil exploration and influences the transport of water and solutes. Topology is
preserved in carefully excavated roots and can be measured in two dimensions; however, excavation may damage fine topology details. The root segments are the individual root axes and have measurable properties such as diameter, color, and presence or absence of hairs (Goddin and Sinoquet 2005). Root segment properties may be difficult to recover from excavated samples because of damage caused when separating roots from the soil.

One nonfield-based method commonly used to investigate RSA involves growing plants on agar plates for 2-D root imaging (Atkinson et al. 2019). The system has gained more importance with the development of fast and accurate software solutions for high-throughput image analysis of root systems in these plates (Arsenault et al. 1995; Lobet et al. 2011; Galkovskyi et al. 2012; Pound et al. 2013). However, the current inability for these image analysis systems to decipher complex RSA in mature plants with tangled and overlapping roots, and eliminate noisy background continues to limit accurate root image analyses to species or plant stages with smaller, less tangled root systems (Atkinson et al. 2019).

Molecular marker information is used by plant breeders and geneticists to predict phenotype from genotype (Eathington et al. 2007). Conventionally, marker-assisted selection (MAS) has focused on genetic markers associated with QTLs that have large effects on a trait. However, this has left much of the genetic variation out of consideration in quantitative traits controlled by many small-effect QTL. A new method of MAS, genomic prediction (GP), which uses markers saturating the whole genome, has been proven to be an important tool for improving efficiency of selection and prediction in animal and plant breeding (Meuwissen et al. 2001; Wong and Bernardo 2008; García-Ruiz et al. 2016; Crossa et al. 2017). It eliminates the requirement of progeny testing, reduces generation intervals, and leads to efficient utilization of genetic resources by genome-enabled parent selection (Meuwissen et al. 2016; Crossa et al. 2017; Cobb et al. 2019; Allier et al. 2020). GP could be especially useful for selection of RSA traits. In previous studies, a moderate prediction accuracy (PA) of 0.55 was found for root length in maize seedlings grown in water (Pace et al. 2015).

The advent of cheap and effective genotyping has greatly increased the number of markers available in many crops (García-Ruiz et al. 2016; Crossa et al. 2017). However, the estimation of marker effect of a large number of predictor markers (p) using the phenotypes of a small number of available individuals (n) (i.e., \( p \gg n \)) has been a challenge for GP (Cobb et al. 2019; Allier et al. 2020). Statistical models for GP have been used to either uniformly [e.g., Bayesian ridge regression (BRR)] or differentially shrink marker effects (e.g., Bayes A, Bayes B) to improve GP (Meuwissen et al. 2001; Pérez and de los Campos 2014). GP methods, including genomic best linear unbiased prediction (GBLUP), do not require pedigree information as the traditional BLUP method does, with kinship instead calculated from SNPs (Meuwissen et al. 2016). Bayesian GP methods such as Bayes A and B utilize prior distribution of marker variance in their model while computing GP. The Bayes B method has been found to be more accurate than other GP methods with few genes and dense SNPs (Habier et al. 2007; Meuwissen et al. 2016). However, with many genes or lower SNP density, GBLUP has been found to perform better (Meuwissen et al. 2016). Apart from these additive models nonlinear approaches have been applied to GP including reproducing kernel Hilbert space regression (De los Campos et al. 2009) and random forest (González-Recio and Forni 2011). A multivariate modeling approach of the Bayesian network (BN) learning-based algorithm “Bnlearn” has been used for GP to include both additive and gene–gene (epistasis) interactions in networks of traits and SNPs (Scutari 2010; Scutari et al. 2013, 2014).

The missing heritability problem, i.e., genetic variation not explained by QTLs or variants identified by genome-wide association, is commonly encountered when predicting phenotype from genotype. This has been explained in part due to epistasis or gene–gene interactions (Zuk et al. 2012), which would be overlooked by prediction methods commonly used in plant breeding which model only additive genetic variance (Hill et al. 2008; Hallauer et al. 2010). Pathway analysis using the BN learning method has been used to improve GP using multiple traits, SNPs and their interactions (Scutari et al. 2014; Zeng et al. 2016). GP accuracy of quantitative traits has been reported to be higher with BN learning than with single trait GBLUP or elastic net, and BN was found to have PA similar to multivariate GBLUP (Scutari et al. 2014). BN has also been used for discovering association between a trait and SNPs for feature selection (informative markers) in the BN model by finding the Markov blanket (Malovini et al. 2009; Scutari et al. 2013). The Markov blanket in BN is the subset of SNPs and traits that contain all useful information for predicting a trait. Use of a Markov blanket has made the learning of an optimal network architecture efficient for high-dimensional data including multiple traits, and SNPs. In conventional BN without use of a Markov blanket, the number of possible networks scales super-exponentially with the increase in number of features making computational demand NP-hard (Scutari et al. 2013; Wang et al. 2019). BN can be important for an annually grown crop like rice because BN is acyclic, which allows for the direction of causal effects to be ordered by developmental stage and time, such that, for example, tiller number may influence GY, but GY may not influence tiller number (Scutari et al. 2014).

In this study, we evaluate the utility of GP of RSA traits in rice using BNs constructed from SNP genotypes, above-ground agronomic traits and RSA traits. The GP from multitrait BN was compared to single trait GP models of Bayes B and BRR. Also, we have used the rank-sum index of Mulamba and Mock (1978) to create a genomic rank-sum index (GSRI) to improve ranking accuracy among unphenotyped progenies predicted by GP to be phenotypically divergent, and thus increase breeder ability to identify and select or continue to breed with progenies containing more numerous desirable RSA alleles. The overall goal of this research was to develop tools to accurately predict RSA by using more easily obtainable data on genotype and nonRSA phenotypes. The specific objectives were: (i) to discover and confirm QTLs and key genetic markers controlling the RSA and above-ground traits using both BN and inclusive composite interval mapping (ICIM); (ii) to compare the accuracy of MAS, single trait GP and multitrait GP models; and (iii) to validate the ranking accuracy by phenotyping RSA in a set of divergent lines selected using our newly created GSRI.

Materials and methods
Population

The genetic material used in this study consisted of a RIL population of 329 F8 to F9 individuals developed using single seed descent from a cross of “PI312777” (weed suppressive, allelopathic, larger root system, high tillering, indica) × “Katy“(nonweed-suppressive, smaller root system, low tillering, tropical japonica [TR]) (Gealy et al. 2014; Gealy and Rohlila 2018) for phenotypic study. Among them, 272 F8 RILs were genotyped and they were used for the genomic study. The methods of phenotyping, genotyping, and analysis of this population are described below.
Above-ground agronomic trait phenotyping

The RIL population was phenotyped under field conditions using a randomized complete block design (RCBD) with three replications per year in 2015 (F8) and 2016 (F9) at the Dale Bumpers National Rice Research Center (DBNRRRC) located near Stuttgart, AR (34.49°N, 91.55°W). The soil at this location is DeWitt silt loam (fine smectitic, thermic, typic albaquolls) with 1.2% organic matter and a pH of 5.8 (Gealy and Fischer 2010). Agronomic and irrigation practices followed those used in Arkansas, USA for conventional management of drill-seeded rice under a full-season, continuous flood (University of Arkansas 2013). Fertilizer was applied pre-flood as urea at 112 kg N ha⁻¹. N fertilizer was applied based on changes in average plant height (cm) between various growth stages and averaged per year. These were emergence to active tillering (GREV), active tillering to panicle initiation (GRPI), emergence to panicle initiation (GRER), and panicle initiation to maturity (GRTM). The average leaf number per plant (LFNV), leaf length (cm; LFLV), and leaf width at the midpoint (mm; LFWDV) were recorded pre-flood at the active tillering stage. We also used these traits to estimate the leaf area per plant (TLFAV = LFNV × LFLV × LFWDV) at active tillering, and the rate of increase in leaf number per plant from emergence to active tillering (GRLFNV). Tiller angle was estimated at panicle initiation (TAR) and at maturity (TAM) using the International Rice Research Institute Standard Evaluation System for rice ranging from 1 (erect) to 9 (procumbent) (IBPGR-IRRI 1980). Tiller number was estimated at panicle initiation (TNR) and again at maturity (TNT) based on a scale ranging from 1 for Katy with few tillers to 5 indicating approximately as many tillers as seen on that date on the high-tillering parent PI312777. The heading date (HDT) was measured as a number of days from emergence to 50% of panicles with visible anthers. Leaf area index (LAIR) of the canopy was estimated indirectly based on penetration of light (sun flecks) through the canopy using an Accupar LP80 Ceptometer. LAIR readings were recorded at 2 months after emergence, which was after panicle initiation and approximately three weeks prior to heading. Leaf chlorophyll content (CHLF) in healthy, fully expanded leaves was estimated using an atLEAF handheld chlorophyll meter. Chlorophyll measurements are time intensive, requiring many days to accomplish on this large population. In 2015, they were collected during 15–17 weeks after emergence, by which time the parents and most RILs were at or near grain maturity. In 2016, they were collected at 13–15 weeks after emergence, which was prior to the grain fill period in the RILs and at the time that parental plots were approaching or at heading. Grain was harvested from all plants in each plot, threshed, and weighed. Weights were adjusted to a 12% grain moisture basis to determine GY per plot. To prevent confounding of the GY data with poor germination, GY from plots noted for poor plant stands were omitted from further analyses. This was based on pre-flood visual estimates showing a plot to have 40% or less of the plant densities observed in the parental check plots.

Above-ground agronomic traits analysis

The individual RIL genotypes were considered as random effects and each year was considered a different environment, represented by three replications per year. Each trait was analyzed separately for significant differences among genotypes. For each trait, significant differences among genotypes were declared with P ≤ 0.05 by F-test for experiment and Student’s t-test for parents. The normality analysis of data was performed with Kolmogorov–Smirnov and Shapiro–Wilk tests for each trait each year. Traits were analyzed using standard RCBD analysis considering both genotypes and environment as random with MIXED model using package “lm4” in R program (R Development Core Team 2020). Restricted maximum likelihood (REML) procedure was used to parse the variance into genetic and environmental components. The broad-sense heritability was calculated for each trait on a line mean basis as described by Hallauer et al. (2010) as:

\[
H = \frac{\sigma_G^2}{\sigma_G^2 + \sigma_E^2 + \sigma_{PE}^2}
\]

where, \(\sigma_G^2\) = Genetic variance, \(\sigma_E^2\) = Genotype by environment variance, \(\sigma_{PE}^2\) = Error variance, \(r\) = number of replicates and \(E\) is number of environments. Heritability for data without environments was calculated as Equation (2) with complete replications. The standard error of heritability was calculated as described by Sing et al. (1993). The exact confidence interval of heritability was calculated according to Knapp et al. (1985). Best linear unbiased predictor values (BLUP) computed from R package “lm4e” was used for further analysis (Bates et al. 2011).

Data for LAIR were collected in 2015 from replicated blocks of 197 RILs with five check varieties, including the two parents, planted repeatedly three times in each block. Data were analyzed considering each block with replicated checks as random blocks in Augmented design (Federal 1961).

RSA phenotyping in agar plates

A subset of 71 F8 RILs was used to assess RSA traits in agar at the seedling stage at DBNRRRC, Stuttgart, AR in 2016, 2017, and 2018 using six sets (averaging 30 RILs per set) to obtain replicated RSA data. Out of these, 68 genotyped RILs were used for genomic study of RSA. In addition to the RILs, each set contained as checks five replications of each of the two parents. Seeds were surface sterilized with 8.25% sodium hypochlorite and 0.1% Tween 20 for 4 minutes and rinsed with autoclaved-sterilized deionized water. Seeds were incubated for 2 consecutive days in the dark in a growth chamber (Conviron, PGR15) at 25°C and 90% relative humidity (RH) in 10 cm by 10 cm Petri plates with germination paper and 6 ml of autoclaved-sterilized deionized water. On Day 3, 2 pregerninated seeds selected for having a healthy visible radicle (~5–10 mm) were transplanted into each 10 cm by 10 cm Petri plate containing autoclaved-sterilized agar (0.075%). The plates were pre-cut with a narrow opening on the “top” edge to accommodate the plant stem, pre-sealed with clear silicon sealant to prevent leakage of the liquid agar, and filled to ~95% maximum volume capacity (~5 mm head space) to encourage greater oxygen diffusion into the agar. Roots were submerged into the agar with the seed positioned horizontally just below the surface of the agar as it began to solidify. The plates were encased in aluminum-coated paper bags to exclude light from the roots and placed on wooden racks at a ~30° angle slant, which forced roots to grow in direct contact with the plate wall. From Day 3 to 13, plants were maintained in the growth chamber...
at a constant 25°C and 90% RH, and a 13-hour photoperiod at minimal light intensity (a single metal halide bulb) that facilitated adequate greening and growth of the leaves and kept the heat load low, which helped maintain hydration of the agar. On Day 7, the seedlings were thinned to a final density of one per plate retaining only the plant with the largest/healthiest-appearing root system. On Day 13, plates were scanned with an EPSON Expression 11000XL flatbed scanner at 600 dpi resolution. The images were then analyzed with the WinRHIZO Reg program.

WinRHIZO Reg classified root components based on diameter class and pixel distances (Arsenault et al. 1995). We set the diameter classes at 0.15 mm intervals. In our rice seedling roots, the smallest diameter class of 0–0.15 mm was composed of fine lateral roots emanating from primary and crown roots (Figure 1). Seedling root classes with diameters greater than 0.15 mm (0.15–0.30, 0.30–0.45, and 0.45–0.60 mm, and so on) did not distinguish root types, but contained various root types (e.g., primary and crown roots) that were combined as totals over the three aforementioned larger diameter classes. Collectively, these were classified as coarse roots (Figure 1). With WinRHIZO Reg the following traits were obtained for the fine or lateral root, coarse root, and total root (coarse and fine combined) classes from each image: root length, surface area (cm²), volume (cm³) combined across all segments of that size classification, number of crossings, and tip count. The number of tips in the fine root class indicated the number of lateral roots in the image, and was used to compute lateral root length (LRL)/total root length (%), lateral root surface area (LRSA)/total area (%), and average LRL. The lateral root density (LRD) and total root surface density (TRD) in each image were calculated as:

\[
\text{LRD (tips/cm)} = \frac{\text{Number of lateral root tips}}{\text{Coarse root length (cm)}}
\]

\[
\text{TRD (tips/cm²)} = \frac{\text{Number of all root tips (lateral + coarse),total root surface area (cm²)}}{}
\]

### RSA traits analysis

Significant differences in phenotypic data between parents were declared with \( P \leq 0.05 \) using Student’s t-test in JMP SAS (2020). The RSA traits were analyzed as an augmented design with each set including lines with replicated checks as parents considered as a block. In total 71, F8 RIL seedlings and parents were imaged in six blocks containing partial replications. The significance was tested considering RIL and blocks as fixed and random effects, respectively. The experiment was analyzed using mixed models in R with the “lme4” package. REML procedure was used to calculate

**Figure 1** An image of 13-day-old rice seedlings grown in agar plates in a Conviron growth chamber, (A) image of parent “PI312777” showing different components of seedling root architecture (RSA), (B) the image of parent “PI312777” showing analyzed region in green color loop and bar chart of different color pixels extracted from RSA components based on 0.15 mm diameter class intervals shown on top, (C) an image of parent “Katy” seedling showing analyzed region in green color loop and bar chart of different color pixels extracted from RSA components based on 0.15 mm diameter class intervals shown on top of image. To improve visual clarity in photographs, images shown above were obtained after seedlings had been removed from the agar and rescanned in water.
the component of genetic and environmental variance after the significance test. The heritability was calculated in line mean basis as described by Hallauer et al. (2010).

\[ H = \frac{\sigma_G^2}{\sigma_G^2 + \sigma_e^2} \]  

where, \( \sigma_G^2 \) = Genetic variance, \( \sigma_e^2 \) = Error variance, and \( r \) is number of random incomplete blocks. Best linear unbiased prediction (BLUP) computed from R package “lmme” was used for further analysis (Bates et al. 2011).

**Genotyping and genomic similarity measures**

The 272 F8 RILs were genotyped using the Illumina Infinium SNP array containing 7000 SNP markers (C7AIR) (Thomson et al. 2017). In total, 1578 SNPs were found polymorphic. SNP marker order was determined based on physical position in the rice IRGSP 1.0 genome assembly. The linkage map and recombination rates between markers were obtained using the Kosambi mapping function in IciMapping (Meng et al. 2015). Imputation of 0.8% missing SNP alleles was performed using the expectation maximization (EM) algorithm implemented in the R package “rrBLUP” (Endelman 2011). The marker density was visualized with R package “CMplot” (Yin et al. 2020). Segregation distortion was tested by \( \chi^2 \) conformity test against the Mendelian segregation ratio of 1:1. The distorted and redundant SNPs identified with \( P \leq 0.05 \) of either allele for parents “PI312777” or “Katy” were discarded using the QTL IciMapping program (Meng et al. 2015). A total of 597 redundant SNPs were filtered reducing polymorphic SNPs from 1578 to 981 for learning BN.

**Genome-wide linkage analysis**

QTL mapping was performed with ICIM method using the “QTL IciMapping” program (Meng et al. 2015). The Log-of-odds (LODs) threshold to declare a QTL was calculated to ensure genome-wide Type-1 error rate to be \( \leq 0.05 \) and calculated by 1000 permutation tests. The scanning step was set to 0.2 cM. The largest probability for entering variables in stepwise regression of residuals on marker variables, PIN, was set to 0.001. The QTLs were named according to the nomenclature proposed by McCouch (1997). The genetic map was drawn using the MapChart program (Voorrips 2002). The proportion of total phenotypic variance explained (PVE) by each and by multiple QTLs was calculated as \( R^2 \) value. QTL additive mapping was used to calculate total phenotypic variation explained by all additive QTLs for a trait as a final regression model (Meng et al. 2015). The adjusted linear model for muti-QTL (Li et al. 2007) was used:

\[ y_i = \mu + \sum_{j=1}^{m+1} x_{ij} \delta_j + \epsilon_i \]  

where, \( y_i \) is the phenotypic value of individual \( i \), \( \mu \) is the overall mean, \( m+1 \) is ordered markers, \( x_{ij} \) is the dummy variable for the genotype of the ith individual at jth marker locus. \( \delta_j \) is the regression coefficient of the phenotype on the jth marker conditional all other markers. \( \epsilon_i \) residual error considered to be normally distributed. ICIM has found to increase detection power, reduce false detection rate and reduce biased estimates of QTL effects by adjusting the above equation (Li et al. 2007).

Bioinformatic tools SNP seek database (https://snp-seek.irri.org/), Oryzabase (https://shigen.nig.ac.jp/rice/oryzabase/) and the rice annotation project (RAP) database (https://rapdb.dna.afrc.go.jp/) were searched to confirm relative position of QTLs to functional genes.

**Genomic prediction model**

GP was computed using an additive genetic model between markers and genotypes as described by Meuwissen et al. (2001):

\[ y_i = \mu + \sum_{j=1}^{N} x_{ij} \delta_j + \epsilon_i \]  

where, \( y_i \) is the phenotypic value of individual \( i \), \( \mu \) is the vector of fixed effect or overall mean, \( N \) is the number of marker loci, \( x_{ij} \) is the marker genotype of individual \( i \) at locus \( j \). The marker genotypes were coded -1 (homozygous PI312777 allele) and 1 (homozygous Katy allele). \( \delta_j \) is the allele substitution effect of marker \( j \) or marker effect which were considered random, \( \epsilon_i \) is the vector of random residual effects assumed to be normally distributed. The model computes genomic estimated breeding value (GEBV) as a cumulative effect of marker loci.

**Genomic best linear unbiased prediction**

GBLUP computes GEBV from marker function in R package “Sommer (Covarrubias-Pazaran 2016)” which solves the mixed model equations (Covarrubias-Pazaran 2016). The additive relationship matrix was computed using the A matrix (Endelman 2011). The statistical model in GBLUP is:

\[ y = 1_1 \mu + Zg + \epsilon, \text{ with } g \sim N(0, K \sigma^2_g) \text{ and } \epsilon \sim N(0, \sigma^2_e) \]  

where, \( 1_1 \) is the vector with all ones, \( y \) is vector of phenotypic values, \( \mu \) is overall mean, \( Z \) is incidence matrix of genotypes were coded -1 (homozygous PI312777 allele) and 1 (homozygous Katy allele). \( g \) is the vector of genetic effects with covariance matrix, \( K \sigma^2_g \). \( K \) is the genetic relationship matrix, \( \sigma^2_g \) is the additive genetic variance, \( \epsilon \) is error term, and \( \sigma^2_e \) is the residual variance. The kinship matrix, \( K \), was calculated according to VanRaden (2008) using SNP alleles as,

\[ K = \frac{Z Z'}{2 \sum p_i(1 - p_i)} \]  

where \( Z \) is genotype matrix. The elements in column \( i \) of \( Z \) are \((0-2p_i), (1-2p_i), \text{ and } (2-2p_i) \) representing genotypes AA, AB, BB, respectively where \( p_i \) is the allele frequency of BB genotype calculated from observed markers.

**Bayes B**

For phenotypes with relatively few QTLs there will be many markers without effect. To account for this, Bayes B utilizes two component mixture priors including mixture of point of mass as zero and a univariate t-scaled distribution (Meuwissen et al. 2001; Perez and de los Campos 2016). The t is considered univariate normal with unknown locus specific variance. It utilizes a nonzero parameter \( \pi \). For locus \( j \), a Bernoulli variable \( \delta_j \) is 0 with probability \( \pi \) and 1 with probability \( 1- \pi \). The additive effect has a scaled inverse chi square prior with scale parameter \( S^2 \) and degrees of freedom \( v \) which was kept default 5 in our computation.

\[ \sigma^2_a = 0 \text{ with probability } \pi \]

\[ \sigma^2_a \sim \chi^{-2}(v, S^2) \text{ with probability } (1- \pi), \]
Bayesian ridge regression

The method is similar to rrBLUP (Meuwissen et al. 2001). As rrBLUP, the genetic variance is considered the same for all markers, \( g \sim N(0, \sigma_g^2) \). Here, the Gaussian prior is used to shrink marker estimates toward zero and to make shrinkage homogeneous across effects (Pérez and de los Campos 2014). The additive effect has a scaled inverse chi square prior with scale parameter \( S^2 \) and degrees of freedom \( v \) which was kept default 5 in our computation

\[
\sigma_a^2
\]

\[
\sigma_g^2 \sim \chi^{-2}(v, S^2)
\]

Bayes B and BRR were conducted in “BGLR” R computing package (Pérez and de los Campos 2014). Analysis was conducted with Monte Carlo Markov Chain (MCMC) run of 45,000 iterations as samples runs drawn from resulting posterior distribution, the initial 5000 iterations were discarded as burn-in and thinning interval was maintained at 10.

Genomic prediction accuracy of the models

The genomic predictive ability (GPA) was computed from the Pearson correlation, \( r(y, \hat{y}) \), between the predicted and the realized observations in the validation set (VS). The GP accuracy (PA), \( r(g, \hat{g}) \), was calculated as Legarra et al. (2008),

\[
r(g, \hat{g}) = r(y, \hat{y})/\sqrt{H^2},
\]

where \( H^2 \) is broad sense heritability computed from Equations 1 (for above-ground traits) and 2 (for RSA traits) (7).

Validation of the GP models

Ten-fold cross validation was used for validation of the GP models. The data were split into a training set (TS) (containing 90% of RILs) and a VS (containing 10% of RILs). Marker effects estimated from the TS were used to predict the phenotypes of the VS. A random sample of RILs (TS = \( 9/10 \times N \)) was used the TS, with \( N \) being the total number of RILs used per trait. The remaining RILs (VS = \( N \times TS \)) were used as the VS. The process was repeated 10 times, each time with different randomly selected RILs in the VS to ensure phenotypes were predicted for all of the RILs (Legarra et al. 2008).

Bayesian network analysis

For RSA traits GBLUPs for 204 RILs with genotype data were computed using 68 RILs as the TS with both phenotype and genotype data. These analyses used the 981 SNPs remaining after filtering for distorted segregation and redundancy. The computed BLUPs were used in learning the BN. The BN analysis and ridge regression were implemented in R computing packages “bnlearn” and “penalized.”

BN is a probabilistic model (Pearl 1988). In BN, a directed acyclic graph (DAG) is used to define the computed random dependencies which are quantified by a probability distribution. A DAG consists of nodes and arches. We have associated 981 polymorphic SNPs and 31 traits (Supplementary Table S2) including 18 agronomic and 13 RSA traits, as nodes. The model stated as each variable \( X = \{X_i\} \) for network learning included \( T \) traits, \( X_{11}, \ldots, X_T \), and \( S \) SNPs \( X_{S1}, \ldots, X_{Sn} \) Each of these traits and SNPs are associated with a node in the DAG.

The arcs between nodes in a network reveal the computed random dependencies between nodes (Pearl 1988). These determine how a global distribution of \( X \) decomposes into a set of local distributions, one for each variable \( X_i \), depending only on its parents \( \Pi_{X_i} \).

\[
P(X) = \prod P(X_i | \Pi_{X_i})
\]

The assumptions of BN learning in the R package “bnlearn” are based on an additive genetic model (Meuwissen et al. 2001) for quantitative traits (Scutari et al. 2014). The basic assumption of this learning process are: each variable \( X_i \) is normally distributed, and \( X \) is multivariate normal; computed random dependencies are assumed to be linear; traits can depend on SNPs but not vice versa, but they can depend on each other; SNPs can depend on other SNPs.

The “bnlearn” package also assumes the dependencies between traits follow a temporal order in which traits are measured. In this study, we have grouped successive traits in tiers, with the first tier of traits including seedling RSA which appeared first in temporal order of RIL population study. These have been included in the R scripts. The tiers of traits are shown in Supplementary Table S2.

Based on these assumptions. The local distribution \( P(X_i | \Pi_{X_i}) \) for \( X \) variables with \( t \) traits and \( s \) SNPs is computed using Gaussian BN as nodes (Scutari et al. 2014),

\[
X_i = \mu_i + \Pi_{X_i} + e_i = \mu_i + X_{s1} \beta_{s1} + \ldots + X_{sn} \beta_{sn} + e_i
\]

where \( e_i \sim N \left(0, \sigma_{e_i}^2 \right) \), \( I \) is an identity matrix.

Because we used a biparental RIL population we coded allele counts as 0 and 2, referring to parents with AA and BB genotype. Here, the local distribution of each SNP is

\[
X_{s} = \mu_s + \Pi_{X_s} + e_s
\]

where \( e_s \sim N \left(0, \sigma_{e_s}^2 \right) \), \( I \) is an identity matrix.

Each parent of the nodes added one parameter to the local distribution. Because we have dense nodes, we used a penalized estimator, a ridge regression (Hoerl and Kennard 1970), to validate the BN. The complete BN can be explained by a global distribution denoted as \( P(X) \) in equation 8. Where \( X \) has a multivariate normal distribution, say \( X \sim N(\mu, \Sigma) \). Similarly, conditional independence of the corresponding variable given the rest is represented by graphical separation of two nodes \( X_i \) and \( X_j \) in the DAG.

The “bnlearn” R package utilizes the formula where BNs are equivalent to multivariate GBLUP models (Henderson and Quaas 1976). Hence, for example, if we model two traits \( X_t \) and \( X_c \) with the common set of SNP genotypes \( X_s \) then the multivariate GBLUP model would take the form (Scutari et al. 2014),

\[
\begin{bmatrix} X_t \\ X_c \end{bmatrix} = \begin{bmatrix} \mu_t \\ \mu_c \end{bmatrix} + \begin{bmatrix} Z_s & 0 \\ 0 & Z_s \end{bmatrix} \begin{bmatrix} u_t \\ u_c \end{bmatrix} + \begin{bmatrix} e_t \\ e_c \end{bmatrix}
\]

where \( u_t \) and \( u_c \) are the random effects for the two traits examples BLUPs,

\( Z_s \) is the design matrix of genotypes \( X_s \),

\( \mu_t \) and \( \mu_c \) are the population means,

\( e_t \) and \( e_c \) are the error terms,
\[ u_t \text{ and } u_c, \epsilon_t, \text{ and } \epsilon_c \text{ are independent of each other and distributed as multivariate normal with zero mean and covariance matrix as:} \]

\[
\text{COV}
\begin{bmatrix}
    u_t \\
    u_c
\end{bmatrix} =
\begin{bmatrix}
    G_{111} & G_{112} \\
    G_{121} & G_{122}
\end{bmatrix}
\]

and

\[
\text{COV}
\begin{bmatrix}
    \epsilon_t \\
    \epsilon_c
\end{bmatrix} =
\begin{bmatrix}
    \sigma^2_{\epsilon_t} & 0 \\
    0 & \sigma^2_{\epsilon_c}
\end{bmatrix}
\]

The covariance matrix \( G_{112} \), models the pleiotropic effects of the SNPs on traits, potentially increasing the accuracy of multivariate GLM compared to a single trait model (Scutari et al. 2014).

Because of the stochastic assumptions of linear dependencies, each trait \( X_t, i = 1, 2 \) has a population mean \( \mu_t \) and an error term \( \epsilon_t \) that is normally distributed and independent of the SNP effects. The residual variance \( \sigma^2_t \) is also specific to each trait. The two traits depend directly on each other because of the covariance structure of the SNP effects \( G_{112} \). If we denote \( \text{COV} \left( \begin{bmatrix} u_t & u_c \end{bmatrix} \right) \) as \( G \) and \( \text{COV} \left( \begin{bmatrix} \epsilon_t & \epsilon_c \end{bmatrix} \right) \) as \( R \), covariance matrix of the global distribution will be \( \Sigma \) as (Scutari et al. 2014),

\[
\Sigma = \text{COV}
\begin{bmatrix}
    X_{11} & U_{11} \\
    X_{12} & U_{12}
\end{bmatrix} =
\begin{bmatrix}
    Z_t G Z_t^T + R & Z_t G \\
    (Z_t G)^T & G
\end{bmatrix}, \quad (12)
\]

BN computes the precision matrix \( \Omega \) using the SNP genotype covariance matrix which is a submatrix \( \Sigma_{16} \) of \( \Sigma \) (the global covariance matrix) and this determines the arcs present in the DAG between the SNPs. One advantage of using “bnlearn” is that the submatrix \( \Sigma_{16} \) also includes linkage disequilibrium (LD) patterns between the SNPs as measured by the squared allelic correlation \( r \). Such patterns are reflected in the BN as the precision matrix \( \Omega \), thus provides intuitive representation of LD as well as of genetic effects on phenotypes as a single, cohesive whole (Scutari et al. 2014).

The “bnlearn” package learns by iteratively selecting and estimating the model. The process is, (1) feature selection to find parents and children of traits in the Markov blanket by Semi-Interleaved HITON PC algorithm, which is very similar to single SNP analysis. In our model, the dependence was analyzed using Student’s t-test for Pearson’s correlations with alpha at 0.1 to obtain the Markov blanket to capture polygenic effects. The large values of alpha were used because it allows Markov blankets to initially involve SNPs that are weakly associated with the trait, to the point that they would be individually discarded. In addition, among them there may be sets of SNPs that are jointly significant due to epistasis, and such sets are retained in the Markov blanket (Scutari et al. 2014); and (2) structure learning which finds the DAG, computing the conditional independence present in data. It was carried out by score-based algorithm using a heuristic optimization technique. Each candidate DAG is assigned a network score reflecting its goodness of fit, which the algorithm then attempts to maximize. The optimal structure is declared that maximizes the Bayesian Information Criterion (Schwarz 1978); and (3) second step called parameter learning was used to estimate the parameters of local distributions, with ridge regression using \( \lambda = 0.001 \).

### Comparison of genomic prediction models

Across each above-ground and RSA trait, the GPs of the prediction models BayesB, BRR, and BN were compared using analysis of variance (ANOVA) and Tukey’s honestly significant difference test of multiple comparison (Tukey 1949). The significance was declared at \( P < 0.05 \).

### Validation of genomic predictions of multiple RSA traits

A subset of 36 RILs not previously phenotyped for RSA traits was selected and phenotyped to validate selections based on a genomic selection rank sum index (GSRI) calculated across the 13 RSA traits. This population size represents approximately a 7% selection intensity in each direction of the selection of RILs with divergent phenotype. To create the GSRI, we first calculated marker-predicted BLUPs, hereafter called GEBVs. The GEBVs were computed for each RSA trait using the “Sommer” (Covarrubias-Pazaran 2016) R Package. The models were trained with 68 previously phenotyped RILs and 1578 SNPs, then used to predict the GEBV for remaining set of 204 RILs out of 272 genotyped RILs. For each trait, the 204 RILs were ranked from 1 to 204 based on their GEBVs. The sum of these ranking numbers per trait across the 13 RSA traits created a new multitrait GSRI for each RIL. The GSRI was used to rank the original RIL population minus the TS from 1 to 204, then approximately 7% of the RILs with high GSRI and low GSRI were selected. The selected RILs from the top and bottom of the GEBVs-GSRI ranking, then verified that they also had extreme rankings based on GEBVs. Thus, selection of RILs for the VS was based on nonlinear or nonparametric rank sum index of GEBVs. We have, for the first time, modified and used the rank sum index (RSI) of Mulamba and Mock (1978) to include individual GEBVs to create a GSRI. Because we computed population mean \( \mu_{ij} \) and heritability \( H^2 \) of the \( j \)th trait from a TS, those were kept constant. Based on Equation 4 (Handerson and Quaas 1976, Walsh and Lynch 2018) the GSRI was computed as:

\[
\text{BLUP}(\mu_{ij}) = H^2_{ij} (y_{ij} - \mu) + \rho_{ij}
\]

\[
\text{GSRI} = \sum_{i=1}^{n} \text{Rank}(\rho_{ij}). \quad (14)
\]

where \( \rho \) is the marker computed BLUPs or GEBV of \( i \)th line and \( j \)th trait and \( H^2_{ij} \) is the heritability of \( j \)th trait.

Based on the RIL ranking per GSRI, 15 RILs with the highest RSA values and 21 RILs with the lowest RSA values were identified (close ties in ranking caused the selection of more RILs having low GSRI than with high GSRI). The 36 validation RILs thus selected were evaluated for RSA traits using the same growing conditions and RSA phenotyping method as described before.

Validation experiments were carried out in six sets, each with 18 random RILs plus two replications of each parent. This completely randomized validation experiment had three replicates, each made up of an agar plate containing one seedling. The parental checks in each experiment were used to calculate an adjusted mean of each RSA trait using a linear model as described by Federer (1961):

\[
y_{ij} = \mu + \beta_j + c_j + \theta_{ij} + e_{ij} \quad (15)
\]

where \( y_{ij} \) is the RSA trait in \( i \)th block with \( j \)th checks, \( \mu \) is population mean, \( \beta_j \) is the \( j \)th random blocks, \( c_j \) is the \( j \)th checks, \( \theta_{ij} \) is the \( k \)th entries within \( i \)th block, and residual \( e_{ij} \) is a random effect. The R package augmentedRCBD (Aravind et al. 2020) was used to
compute analysis of variance of augmented randomized block design and adjusted means of the RILs that account for variation among the six sets as detected by the parental checks. To determine if the two groups of RILs selected from the top versus the bottom of the GSRI differed for predicted (GEBV) or observed traits, population trait means were tested for significant difference using Least square means Student’s t-test with \( P < 0.05 \) in JMP SAS (2020). Spearman’s rank correlation was used to compare the predicted (GEBV) and observed RSA trait rankings of the validation RILs (now numbered 1–36) to further evaluate the ranking accuracy of the GEBVs. The graphs were generated using R package ggplot2 (Wickham 2009).

Data availability

Genotype and phenotype data used for QTL mapping and genomic selection are available through the figshare portal. QTL positions for RSA and agronomic traits are in Supplementary Table S1. Scripts are available at https://github.com/jeremyde/rice_roots_bayesian_networks.

Supplementary material is available at G3 online.

Results

Phenotypic and genotypic variation in agronomic and RSA traits

The RILs and parents were observed in field trials across 2 years to assess variance components and heritability of each measured agronomic trait (Table 1). The parents differed significantly (\( P < 0.05 \)) for all measured agronomic traits except leaf area index (LAIR), and genetic variance was observed among the RIL progeny (Table 1). The broad sense heritability of the traits ranged from a low of 13% for leaf width (LFWDV) followed by 22% heritability for leaf area index (LAIR) to the high heritabilities of 97% for heading date (HDT) and 93% for plant height (PHT) (Table 1).

Seedlings of RILs and parents were grown in agar in a controlled environment chamber to assess the variance components and heritability of the RSA traits (Table 1). The parents were significantly different (\( P < 0.05 \)) for all RSA traits (Table 1) showing the potential for segregation in the derived RIL population (Figure 1). The analysis of variance showed the RILs differed significantly across the traits except for root volume (RV) and lateral root average length (LRAL) (Table 1). The broad sense heritabilities for RSA traits were all >60% except for LRAL (31%) and RV (47%). Coarse root length (CRL) had the highest heritability at 74%.

Table 1 Genetic Variance (\( \sigma^2_g \)), residual variance (\( \sigma^2_e \)), and broad sense heritability (\( H^2 \)) estimates of 18 above-ground and 12 root system architecture traits measured in PI312777 x Katy RILs

| Trait Name | \( \sigma^2_g \) | \( \sigma^2_e \) | \( H^2 \) | 95% CI | Parenta |
|------------|----------------|----------------|---------|--------|---------|
| Above-ground traits in flooded field |       |       |       |       |       |
| CHLF, %    | 6.59          | 5.19          | 24.47   | 0.50 ± 0.025 | 0.47, 0.53 | ***  |
| GREV, cm/day | 0.011         | —b           | 0.015   | 0.61 ± 0.024 | 0.58, 0.64 | ***  |
| GRER, cm/day | 0.01          | —            | 0.01    | 0.77 ± 0.014 | 0.75, 0.79 | ***  |
| GRVR, cm/day | 0.0302        | —            | 0.026   | 0.70 ± 0.018 | 0.68, 0.72 |  **  |
| GRRT, cm/day | 979           | —            | 921     | 0.68 ± 0.019 | 0.66, 0.70 | ***  |
| GRLFNV, Leaf/day | 0.00372      | —            | 0.00429 | 0.63 ± 0.021 | 0.61, 0.66 | ***  |
| GY, Kg ha\(^{-1}\) | 24084        | 25147         | 19761   | 0.60 ± 0.022 | 0.58, 0.63 | ***  |
| HDT, Days   | 223.96        | 7.85          | 18.93   | 0.97 ± 0.002 | 0.97, 0.97 | ***  |
| LAIR        | 0.331         | —            | 2.39    | 0.22 ± 0.07  | 0.26, 0.37  |       |
| LFNV, No    | 1.63          | 0             | 6.66    | 0.59 ± 0.022 | 0.57, 0.62 | ***  |
| LFLFV, cm   | 1.82          | 0             | 15.08   | 0.42 ± 0.026 | 0.39, 0.45 | ***  |
| LFWDV, mm   | 0.03          | 0             | 1.31    | 0.13 ± 0.027 | 0.10, 0.16 |  **  |
| PHT, cm     | 309.8         | 24.5          | 58.1    | 0.93 ± 0.005 | 0.93, 0.94 | ***  |
| TAR, IRRI Scale | 0.8        | 0.21          | 0.88    | 0.76 ± 0.015 | 0.74, 0.78 |  **  |
| TAT, IRRI Scale | 0.8        | 0.02          | 0.67    | 0.87 ± 0.009 | 0.86, 0.88 |  **  |
| TLFAV, cm\(^2\)/plant | 6.79       | —            | 5.17    | 0.72 ± 0.017 | 0.69, 0.74 |  **  |
| TNR, (scale 1–5) | 0.13       | 0.17          | 0.13    | 0.52 ± 0.024 | 0.49, 0.55 |  **  |
| TNT, (scale 1–5) | 0.34       | 0.11          | 0.94    | 0.61 ± 0.021 | 0.59, 0.64 |  **  |
| Seedling root architecture traits in agar plates |       |       |       |       |       |
| CRSR, cm\(^2\) | 0.1961        | —            | 0.5261  | 0.69 ± 0.04 | 0.59, 0.79 |  *** |
| CRL, cm     | 20.04         | —            | 42.5    | 0.74 ± 0.04 | 0.65, 0.82 |  **  |
| LRD, Tips/cm | 8.371         | —            | 21.714  | 0.70 ± 0.04 | 0.60, 0.79 |  *   |
| LRL, cm     | 75.9          | —            | 235     | 0.66 ± 0.04 | 0.56, 0.76 |  *   |
| LRAL, cm    | 0.0252        | —            | 0.3439  | 0.31 ± 0.05 | 0.18, 0.43 |  **  |
| LRPL, %     | 58            | —            | 178.8   | 0.66 ± 0.04 | 0.56, 0.76 |  *   |
| LRSR, cm\(^2\) | 0.0427        | —            | 0.1476  | 0.63 ± 0.05 | 0.53, 0.74 |  **  |
| LRSAP, %    | 23.78         | —            | 68.48   | 0.68 ± 0.04 | 0.57, 0.78 |  **  |
| LRT, No.    | 4112          | —            | 13543   | 0.65 ± 0.05 | 0.54, 0.75 |  **  |
| RV, cm\(^3\) | 0.00002       | —            | 0.0001  | 0.47 ± 0.04 | 0.34, 0.60 |  *   |
| TRD, Tips/cm\(^2\) | 0.59       | —            | 2.79    | 0.56 ± 0.05 | 0.43, 0.67 |  **  |
| TSA, cm\(^2\) | 0.358         | —            | 1.318   | 0.62 ± 0.05 | 0.51, 0.73 |  **  |

The plants were grown in 2 years × 3 replicates in flooded, direct seeded field plots and Conviron growth chamber respectively in Stuttgart, AR, USA.

* Significance codes, \( P < 0.0001 \) \(*\) \( 0.001 < P < 0.05 \) \(*\).

b Growth rate traits (GREV, GRER, GRVR, and GRRT), total leaf area (TLFAV), and leaf area index (LAIR) were calculated on data averaged across the replications per environment, giving just one value per environment: not enough for providing estimates of GxE.
The chromosome had gaps in SNP coverage in centromeric regions (Supplementary Figure S2).

Analyses using QTL IciMapping (ICIM) identified a total of 102 QTLs associated with four RSA and 18 agronomic traits (Table 2). QTLs were identified with significant LOD scores (Type-1 error ≤ 0.05) determined through permutation and were spread over the 12 rice linkage groups. Chromosomes 1 and 3 harbored the highest (20) number of QTLs followed by chromosome 4 (19). Chromosomes 11 and 12 harbored the fewest QTLs (3 and 2, respectively).

The maximum LOD score for the RSA QTLs ranged from 3.3 to 3.9 and explained from 16.7 to 23.3% of total PVE (Supplementary Table S1). A total of five QTLs were detected affecting four RSA traits. Two QTLs were identified for LRLA over total area (LRSAP) on chromosome 5 (at 25.7 Mb) and 11 (23.4 Mb). These LRSAP QTLs had LOD scores of 3.33 and 3.55, and PVE of 17 and 19%, respectively. A QTL for LRL over total length (LRPL) had a peak LOD score 3.9 and explained 21.6% of PVE. A QTL affecting LRD had LOD score of 3.9 and PVE of 23% PVE, the LRPL QTL located nearby on chromosome 11 (25.0 Mb) as well. The QTL affecting LRL over total length (LRPL) had the same peak SNP on chromosome 5 (25.7 Mb), and a QTL for LRD was located nearby on chromosome 11 (25.0 Mb) as well. The QTL affecting LRD had LOD score of 3.9 and PVE of 23% PVE, the LRPL QTL had a peak LOD score 3.9 and explained 21.6% of PVE. A QTL for total root density (TRD) was identified on chromosome 3 with a peak LOD score of 3.3 and PVE of 17%. (Supplementary Table S1).

The maximum LOD scores of QTLs for above-ground phenotypes ranged from 3.2 to 71.6 and explained from 2 to 54.2% of PVE (Supplementary Table S1). The largest PVE was by a QTL affecting plant height at harvest (PHT) on chromosome 1 (38.4 Mb) with LOD score of 71.6 and PVE of 50.6%. The smallest PVE of a QTL was 0.05) determined through permutation and were spread over 12 chromosomes. The chromosome had gaps in SNP coverage in centromeric regions (Supplementary Figure S2).

For RSA traits, the PVE (model R²) by the multi-QTL models ranged from 21.8 to 34.5% (Table 2), while the PVEs from maximum of 11 QTLs for leaf length at active tillering (LFLV) followed by early growth rate (GREV) with 10 QTLs (Table 2). The one above-ground trait for which the parents did not differ, LAIR, had a single QTL, as did three of the four RSA traits for which QTLs were identified, specifically LRL over total (LRPL), LRD, and TRD. QTLs affecting early growth rates (GREV) were located on eight chromosomes followed by leaf length at tillering (LFLV) and chlorophyll content (CHLF) in seven chromosomes.

**Bayesian-network analysis**

Use of binearn with 10-fold cross validation and α = 0.001 identified a causal phenotype and genotype network (Supplementary Figure S1). The network was based on 31 traits including 13 seedling RSA traits plus 18 above-ground phenotypes, and 981 non-redundant SNPs as nodes leading to observed GY at harvest. The resulting DAG identified 17 QTLs significantly affecting each other and multiple traits each (Table 3). Four QTLs affected only above-ground phenotypes, and two influenced only RSA traits, while the majority of QTLs (11 of 17) affected both above-ground and RSA traits. The DAG clustered the RSA and the above-ground traits into two separate networks, with only one RSA trait (LRAL) being directly connected with three of the 18 traits in the above-ground network (Supplementary Figure S1). The agronomic traits plant height (PHT), tiller number at panicle initiation (TNR) [but notably not at maturity (TNT)], and early growth rate (GREV) were strongly and directly connected to GY (Supplementary Figure S1). Further evidence of these relationships is provided by the colocation of QTLs governing these traits as identified by IciMapping (Figure 2, Supplementary Figure S3). The RSA and above-ground traits DAG networks were connected through the

---

**Table 2** Summary of QTLs detected using IciMapping with LOD threshold = 3.0 in the PI31277 × Katy RIL population

| Trait names | No of QTLsa | MultiQTL R² × 100b | Linkage group |
|-------------|-------------|---------------------|---------------|
| **Above-ground agronomic traits** | | | |
| CHLF, % | 9 | 54.1 | 1,2,3,4,4,5,6,7,7 |
| GREV, cm/day | 10 | 42.11 | 1,4,4,5,6,7,7,10,11 |
| GREK, cm/day | 9 | 51.93 | 1,1,2,3,4,5,6,9 |
| GRLFNV, cm/day | 5 | 34.61 | 1,3,3,5,10 |
| GRRV, cm/day | 5 | 32.44 | 1,2,3,4,6 |
| GRRT, cm/day | 2 | 22.14 | 1,4 |
| GY, Kg/ha⁻¹ | 3 | 25.54 | 3,3,8 |
| HDT, Days | 3 | 71.56 | 3,7,8 |
| LAIR | 1 | 14.01 | 6 |
| LFLV, cm | 11 | 51.31 | 1,2,3,4,5,6,6,10 |
| LFNV, cm | 5 | 28.75 | 1,3,3,4,5 |
| LFWDV, cm | 7 | 39.66 | 1,1,2,4,5,12 |
| PHT, cm | 6 | 75.62 | 1,2,3,4,8,12 |
| TAR, IRRI Scale | 5 | 62.87 | 1,3,8,9 |
| TAT, IRRI Scale | 3 | 62.14 | 1,8,9 |
| TLFAV, cm²/plant | 1 | 7.95 | 11 |
| TNR (scale 1-5) | 7 | 48.28 | 3,3,3,4,4,9 |
| TNT (scale 1-5) | 5 | 43.45 | 1,3,3,4,9 |
| **Seedling root system architecture traits** | | | |
| LRD, Tips/cm² | 1 | 21.8 | 11 |
| LRPL, % | 1 | 34.53 | 5 |
| LRSAP, % | 2 | 34.1 | 5,11 |
| TRD, Tips/cm² | 1 | 28.3 | 3 |

a Number of QTLs with LOD = 3.0.
b Multi QTL from adjusted additive model.
LRAL which was also connected with GY, heading date (HDT) and leaf chlorophyll content (CHLF) (Supplementary Figure S1). With so few direct relationships in the DAG, it is noteworthy that a majority (65%, 11 of 17) of the QTLs detected by BN affected both above-ground and RSA phenotypes (Table 3, Supplementary Figure S1). Fourteen out of 17 QTLs detected by BN were confirmed by similarly located ICIM QTLs for the same traits (Supplementary Table S4).

The direct and indirect effects revealed by the BN DAG suggest that part of the detected QTL effects could be due to interaction between traits (Supplementary Figure S1). For example, pKTPI7.2 on chromosome 7 affects TAR and HDT, which are themselves connected (Table 3, Supplementary Figure S1). The directional arrows in Supplementary Figure S1 indicate that TAR is a “parent node” of HDT, which suggests that the effect of pKTPI7.2 on HDT might be indirect and coming through a direct effect of pKTPI7.2 on TAR. The qKTPI4 on chromosome 4 and qKTPI8 on chromosome 8 (Supplementary Figure S1) were connected with the highest number of nodes, seven and six nodes respectively, with each QTL affecting both above-ground and RSA traits. Additional detail on trait relationships associated with these two QTLs is shown in Figure 5. The qKTPI4 allele from parent “Katy” reduced CHLF, CRL, and L RSA but increased leaf width (LFWDV) (Figure 5A). ICIM also identified similarly located QTLs for CHLF and LFWDV but did not detect association with any RSA traits in this QTL region (Figures 2 and 5) which is within 0.2 Mb of NAL1 (Cho et al. 2014), a major gene previously reported to affect leaf width, chlorophyll content and RSA (Cho et al. 2014; Wang et al. 2015). The effect of qKTPI4 on heading date (HDT), and early growth rate (GRLFNV) was likely indirect and through a direct effect of pKTPI4 on GREV.

### Table 3: QTLs identified with 10-fold cross validation and \( P = 0.001 \) in a DAG of Bayesian network including 31 traits [18 above-ground agronomic (AGR), 13 root system architecture (RSA)] and 981 non-redundant SNPs in population of 272 PI31277 × Katy RILs

| Chr | QTL name | Trait and QTLs effect | Peak position (Mb) | Trait type |
|-----|----------|-----------------------|-------------------|------------|
| 1   | qKTPI1.1 | CHLF, GY, GREV, qKTPI8 | 0.192836          | AGR        |
| 1   | qKTPI1.2 | LFWDV and LRD         | 2.335368          | AGR and RSA|
| 1   | qKTPI1.3 | LRPL AND LRSA         | 27.471641         | RSA        |
| 2   | qKTPI1.4 | LFWDV and GREV        | 35.847644         | AGR        |
| 1   | qKTPI1.5 | CHLF, PHT, GRRT, LRD, TSA | 36.480265       | AGR and RSA|
| 2   | qKTPI1.2 | LFWDV, LFLV, LRSAP, LRSA | 35.229992        | AGR and RSA|
| 3   | qKTPI3.1 | HDT, TNR, LRL         | 5.94469           | AGR and RSA|
| 3   | qKTPI3.2 | LRAL, TAT, TNR, GRLFNV, LRL, LRPL | 4.3189630       | AGR and RSA|
| 4   | qKTPI4  | LFWDV, GRLFEV, HDT, GREV, CHLF, CRL, L RSA | 31.350359        | AGR and RSA|
| 5   | qKTPI5  | LFWDV, RV             | 7.999631          | AGR and RSA|
| 6   | qKTPI6  | LAIR, GRLFEV          | 1.501961          | AGR        |
| 7   | qKTPI7.2 | LRPL, LRL, CHLF      | 2.637123          | AGR and RSA|
| 7   | qKTPI8  | TAR, HDT              | 1.147047          | AGR        |
| 9   | qKTPI9.1 | TAR, LRSAP, qKTPI9.2  | 4.306618          | AGR and RSA|
| 9   | qKTPI9.2 | HDT, TAR, TAT, LRL   | 20.834777         | AGR and RSA|
| 11  | qKTPI11 | LRL, CRL, LRSAP      | 1.37859           | RSA        |

* Megabase.

### Figure 2: Genetic map of rice chromosome 3, 4–7, 9–11 on the PI312777 × Katy RIL population along with the previously identified QTLs and major genes identified from SNP Seek database (https://snp-seek.irri.org/), Oryzabase (https://shigen.nig.ac.jp/rice/oryzabase/) and the rice annotation project (RAP) database (https://rapdb.dna.afrc.go.jp/). The identified QTL are positioned in floating vertical color bar graph whereas the known prior major gene, QTL and QTL detected by BN is shown as loci with the lead SNP reported in previous studies. The abbreviation in parenthesis represent effect on traits in this and prior studies. The length of chromosome is shown in mega base (Mb) scale.
Another QTL affecting both above-ground and RSA traits, qKTPI8, is located near the major heading date gene Gh48 (Zhang et al. 2015) (Figure 2). The allelic effect determined for qKTPI8 indicates that the allele from "Katy" was associated with a large 18-day delay in heading date. However, the DAG (Figure 5B) indicates that the effect of qKTPI8 on heading date is indirect and comes through interaction between heading date (HDT) and tiller angle at panicle initiation (TAR). The qKTPI8 QTL has a positive direct effect on LRSA, however, its negative effect on LRD may be indirect and due to effects of LRSA on LRD. qKTPI8 also increases both early leaf length (LFLV) and early growth rates (GREV) (Figure 5B). The qKTPI9.2 QTL had a strong direct effect on LRL. However, its effect on TAR, TAT, and HDT appeared to be indirect even though strong because of their trait interactions as indicated in the DAG (Table 3, Supplementary Figure S1). Effects of qKTPI9.2 are strong enough and direct enough, however, that ICIM and BN DAG QTLs being within 0.5 Mb of the Tiller Angle Control 1 (TAC1) gene (Yu et al. 2007). DAG showed a QTL on chromosome 3 (at 31.9 Mb), qKTPI3.2, that had direct effect on tiller number (TNR), tiller angle at harvest (TAT), early growth rate (GRLFNV), and lateral root traits (LRAL, LRL, and LRPL) (Supplementary Figure S1). Validation by ICIM was again seen, with similarly located QTLs for TNR, TAR, and GRLFNV, plus a QTL for a different root trait (TRD) located 4.6 Mb proximal to qKTPI3.2, which, with a mapping population of 71 RILs, can be considered close.

### Genomic prediction

To compare the accuracy of various GP models across traits, we used two single trait GP models (Bayes B and BRR) and one multitrait GP model (BN) computed for 18 above-ground agronomic traits and 10 of the RSA traits. Cross validated means of genomic predictive abilities (GPA) were used to compare models using ANOVA and multiple comparisons using Tukey’s honestly significant difference test.

Across 18 above-ground agronomic traits, differences (P < 0.05) were found between the GPAs, r(y, ỹ), computed from the GP models for all traits except LAIR, GRRT, LFLV, and TNR (Table 4). These differences in GPA among the models also varied by trait. For example, BN had significantly higher GPA than all the other GP methods for GREV, GRVR, GY, LAIR, LFLV, TLFAV, TNT, coarse root trait (CRSA), lateral root traits (LRL, LRPL, LRSAP, and LRT), and TRD. It was tied for the most accurate method for GRRT, LFLV, TAR, PHT, and TAT, TNR but had significantly lower accuracy than all other methods for CHLF, GREV, GRLFNV, HDT, LFWDV, and LRL. Bayes B had significantly higher GPA for HDT (Table 4).

In general, there was minimal improvement in GPA, r(y, ỹ), of BN over other methods for traits where the multi-QTL model accounted for high PVE (>50%), but in many of the traits with variance less well accounted (<50%) for by the multi-QTL model, the BN method outperformed other prediction methods by a large margin (Tables 2 and 4). Among the single trait models, the Bayes B model had higher GPA than BRR for the traits for which the multi-QTL model had high PVE (>63%) (HDT, PHT, and TNR) (Tables 2 and 4, Figure 3). The reduced GPA of the multi-QTL model compared to the GP models was greatest for ordinal traits (TNR, TNT, and TAR), lateral stage traits (GY, GRRT, and GRVR), RSA traits (LRL, LRPL, and LRSAP), and LFNV (Tables 2 and 4, Figure 3).

The genetic variance explained r(ĝ, ỹ̂), or PA in comparison to phenotypic heritability, were also followed similar relationships. The PA with BN was improved in low heritable traits (<50%) (LFWDV, LFLV, LAIR, LRAL, and RV) and moderate heritable traits (50%–<70%) (GY, LFLV, TNT, LRPL, GRRT, CR, LRL, LRSAP, CRSA, GRVR, LRD RV, LRT, and TRD) (Supplementary Table S5). The PA was decreased in BN for traits with high heritability (≥70%) (PHT, HDT, and TAR) and moderate heritability (CHLF, TNR, GREV, GRLFNV, and LRL) (Supplementary Table S5).

### Validation of genomic predictive ability by GSRI

To test the ability to make valid selections in the absence of phenotypic data on many individuals using a GP, we calculated GEBVs for each RIL for each RSA trait, merged the many GEBV relationships. The PA with BN was improved in low heritable traits (<50%) (LFWDV, LFLV, LAIR, LRAL, and RV) and moderate heritable traits (50%–<70%) (GY, LFLV, TNT, LRPL, GRRT, CR, LRL, LRSAP, CRSA, GRVR, LRD RV, LRT, and TRD) (Supplementary Table S5). The PA was decreased in BN for traits with high heritability (≥70%) (PHT, HDT, and TAR) and moderate heritability (CHLF, TNR, GREV, GRLFNV, and LRL) (Supplementary Table S5).

| Trait name | BBa | BRRb | BNC |
|------------|-----|------|-----|
| CHLF, %    | 0.69 ± 0.03 a | 0.69 ± 0.03 a | 0.57 ± 0.03 b |
| GREV, cm/day | 0.55 ± 0.04 a | 0.55 ± 0.04 a | 0.47 ± 0.04 b |
| GRE, cm/day  | 0.58 ± 0.04 b | 0.52 ± 0.04 b | 0.74 ± 0.04 a |
| GRVR, cm/day | 0.45 ± 0.06 b | 0.43 ± 0.06 b | 0.97 ± 0.06 a |
| GRRT, cm/day | 0.45 ± 0.04 a | 0.43 ± 0.04 a | 0.49 ± 0.04 a |
| GRLFNV, Leaf/day | 0.50 ± 0.02 a | 0.50 ± 0.02 a | 0.43 ± 0.02 b |
| LRAL, cm     | 0.46 ± 0.02 b | 0.46 ± 0.02 b | 0.54 ± 0.02 b |
| LRL, cm      | 0.85 ± 0.01 a | 0.75 ± 0.01 b | 0.75 ± 0.01 b |
| LAIR         | 0.23 ± 0.06 c | 0.26 ± 0.06 b | 0.28 ± 0.06 a |
| LFNV, No.    | 0.43 ± 0.04 b | 0.43 ± 0.04 b | 0.93 ± 0.04 a |
| LFLV, cm     | 0.59 ± 0.04 a | 0.55 ± 0.04 a | 0.64 ± 0.04 a |
| LFWDV, mm    | 0.50 ± 0.02 a | 0.50 ± 0.02 a | 0.41 ± 0.02 b |
| PHT, cm      | 0.87 ± 0.03 a | 0.52 ± 0.03 a | 0.50 ± 0.03 a |
| TAR, IRRI Scale | 0.80 ± 0.02 a | 0.72 ± 0.02 b | 0.76 ± 0.02 a |
| TAT, IRRI Scale | 0.75 ± 0.02 a | 0.66 ± 0.02 b | 0.79 ± 0.02 a |
| TLFAV, cm²/plant | 0.15 ± 0.05 b | 0.16 ± 0.05 b | 0.50 ± 0.05 a |
| TNR, (scale 1-5) | 0.67 ± 0.02 a | 0.66 ± 0.02 a | 0.61 ± 0.02 a |
| TNT, (scale 1-5) | 0.61 ± 0.02 b | 0.60 ± 0.02 b | 0.72 ± 0.02 a |

| Seedling root architecture traits in agar plates |
|----------|-------|------|-----|
| CRSA, cm² | 0.20 ± 0.10 b | 0.19 ± 0.10 b | 0.92 ± 0.10 a |
| LRD, Tips/cm | 0.38 ± 0.10 b | 0.38 ± 0.10 b | 0.93 ± 0.10 a |
| LRL, cm    | 0.25 ± 0.10 a | 0.26 ± 0.10 a | 0.90 ± 0.10 b |
| LRLAL, cm  | 0.34 ± 0.08 b | 0.38 ± 0.08 b | 0.84 ± 0.08 a |
| LRLPL, %   | 0.43 ± 0.09 b | 0.43 ± 0.09 b | 0.86 ± 0.09 a |
| LRLSA, cm² | 0.25 ± 0.10 b | 0.26 ± 0.10 b | 0.99 ± 0.10 a |
| LRLSAAP, % | 0.49 ± 0.08 b | 0.49 ± 0.08 b | 0.98 ± 0.08 a |
| LRLSAP, %  | 0.51 ± 0.09 a | 0.51 ± 0.09 a | 0.99 ± 0.09 a |
| RV, cm³    | 0.20 ± 0.10 a | 0.20 ± 0.10 a | 0.95 ± 0.10 a |
| TRD, Tips/cm² | 0.20 ± 0.10 a | 0.20 ± 0.10 a | 0.95 ± 0.10 a |

a Bayesian B
b Bayesian ridge regression
c Bayesian network learning. Bneural, Network was learned with 18 agronomic and 13 RSA traits that also included total root surface areas (TSA), coarse root length (CRL), and number of root crossings (CR).

### Supplementary Table S5

Table 4 Validated GPA ± their standard error (SE), across single trait (BB and BRR) and multitrait GP model (BN) for 18 above-ground agronomic and 10 RSA traits in PI31277 × Katy RIL population.
selected groups for LRSA, with the upper and lower GSRI groups having means of 0.23 cm² and 0.46 cm², respectively. While the differences in group means after divergent selection for other RSA traits were less dramatic, they were significant for five additional RSA traits, including LRD, LRPL, LRSAP, LRT, and TRD (Table 5).

When the individual trait GEBVs for the 36 RILs were analyzed per the high vs low GSRI grouping, the same traits that showed differences for group trait means again showed differences for the means of their predicted GEBVs (Table 5). The lateral root traits were more likely to show actual and GEBV mean differences than were the coarse root (CRL and CRSA) and total root (RV, TRD, and TSA) traits, suggesting that the divergent selection was more successful for traits related to lateral roots than for traits characterizing other types of roots.

To expand this evaluation of selection effect to individuals, as opposed to the divergent RIL groups, we evaluated genomic versus actual trait rankings among the 36 individual RILs. The GEBVs calculated per RIL per trait for the calculation of GSRI were used to rank the 36 RILs for each trait, then these marker-predicted ranks were correlated with trait-determined ranks to measure the genomic ranking accuracy (GRA) for each RSA trait post-selection as spearman rank correlation (ρ). The GRA ranged from a minimum of ρ = 0.07 for root crossings (CR), followed by ρ = 0.14 in RV, to a maximum of ρ = 0.59, for lateral root tips (LRT) followed by 0.52 in coarse root surface area (CRSA) (Table 5). Spearman’s correlations were significant (P < 0.05) and positive for 7 of the 13 RSA traits, including CRL and surface area (CRSA), and lateral root length (LRL), tips (LRT), surface area (LRSA), and TRD (Table 5). The significant differences among the RSA traits showed that progenies divergently selected based on GSRI differed in both their genomic ranks and their group means for both coarse and lateral root traits.

**Discussion**

**QTLs for root and above-ground traits identified using ICIM and BN**

Components of RSA are highly affected by selection of above-ground agronomic traits, and root components affect above-ground health and vigor by capturing necessary resources and serving as a sink for carbohydrates and other reserves (Lynch 1995; Jung and McCouch 2013). Thus, we anticipated finding colocation among QTLs affecting root and above-ground traits in the PI312777 × Katy RIL population. Using ICIM, five QTLs affecting four RSA traits were identified. Overlap among these QTLs pointed to just three chromosomal locations affecting RSA, one each on chromosomes 3, 5, and 11, and contrary to our expectations, there were not similarly located QTLs for agronomic traits. While QTLs among agronomic traits often peaked at the same or close (<0.5 Mb distant) SNPs (e.g., the long bar of similarly located traits from 38 to 39 Mb on chromosome 1) (Figure 2), there was no colocation among root and agronomic QTLs identified by ICIM. In contrast, analysis of the same trait and marker datasets using BN, revealed 13 RSA QTLs, 11 of which were also associated with one or more above-ground traits. This could be because the BN

---

**Figure 3** Bar chart displaying GPA of cross validated Bayes B (BB), BRR, BN for seven important above-ground and five RSA traits. Error bars represent SEM.
not only includes the relationship between phenotype and SNPs, but also includes conditional independence between the variables in model (Malovini et al. 2009). Just one RSA QTL was identified using both ICIM and BN, on chromosome 11, and interestingly, these ICIM RSA QTL were not associated with any above-ground traits using either ICIM or BN. BN has been useful for elucidating causal structure in data, however, when structure is solely based on observed data, as in other statistical methods, caution should be practiced on possible violation of assumptions on BN as described in Equation 8 (Pearl 1988, Scutari et al. 2013, 2014). In addition to direct observations, latent variables derived from Bayesian confirmatory factor analysis have been useful in exploring potential causal relationships in rice phenotypes using BN (Yu et al. 2019).

While BN identified fourfold more (13) RSA QTLs than ICIM (3), the opposite was true for above-ground traits. ICIM identified 97 QTLs for individual agronomic traits (Supplementary Table S1), 28 of which (29%) could be considered single-trait QTLs on the basis of LOD peaks being 1 Mb or more from other QTLs. In contrast, BN identified 34 total QTLs, four, or 12% of which were associated with just one above-ground trait, but all BN QTLs were associated with at least one trait when both RSA and agronomic traits were considered, which merges the 34 BN agronomic trait QTLs into just 17 multitrait QTLs (Table 3, Figure 2), 11 of which affected both RSA and agronomic traits. The directional trait-to-trait interactions determined by BN (Supplementary Figure S1) indicated separate RSA and agronomic trait clusters with only one RSA trait, average length of lateral roots (LRAL), interacting directly with any of the above-ground traits. It appears that a large portion of the connectivity between root and agronomic traits is at the shared-gene level as opposed to direct trait-to-trait impacts. Plant hormone contents and ratios between them (e.g., auxin contents and auxin/ cytokinin ratios) are known to regulate tiller number, plant height, and root growth in the presence and absence of external stresses, possibly through their impact on source-sink relations (Albacete et al. 2014).

QTLs identified in ICIM and BN mapping spanned regions containing candidate genes that potentially explain the QTL molecular mechanisms (Figure 2, Supplementary Figure S3). The ICIM identified plant height QTL qPHT1 at 38.4 ± 0.02 Mb encompasses the semi dwarf (sd-1) gene also at 38.38 Mb (Spielmeyer et al. 2002). Katy is known to contain the sd-1 allele for wild type tall height, while P312777 is a semi dwarf containing the mutant sd-1 allele, which is known to impact seedling growth rates as well as mature plant height. Thus, identification of QTL for PHT and several growth rate traits at the sd-1 locus was expected. BN analysis placed the plant height and growth rate QTLs at 36.5 Mb, approximately 2 Mb from the known sd-1 location, but still “close” for a QTL mapped based on genetic recombination in a biparental mapping population. What was not predictable due to few prior reports and little knowledge on root trait QTLs was association of qKPTII.5 and sd-1 with root traits, specifically total surface area (TSA) and LRD along the LRD. However, there is an auxin transporter gene (OsAUX1) at 37.0 Mb that could be affecting root traits (Alarcón et al. 2019) in lieu of, or in addition to sd-1.

Another well-known gene with major effect on plant architecture is the Tiller Angle Control 1 (TAC1) gene (Yu et al. 2007) near the bottom of chromosome 9 at 20.7 Mb. Tiller angle is a plant architecture trait historically important for breeder and natural selection because wider space between tillers from a wider tiller angle decreases shading, increases photosynthetic efficiency, and creates an environment that is less favorable for pathogen development. We rated tiller angle visually on a 1–5 scale at heading (TAR) and again at maturity (TAT). ICIM and BN both identified QTLs for tiller angle at one or both plant stages near TAC1, with ICIM identifying a peak SNP at 20.4 Mb, while BN identified two close, but flanking SNPs (at 20.5 and 20.8 Mb) associated with tiller angle. ICIM but not BN also detected a colocated QTL for tiller number, while only BN detected association also with root traits, specifically LRSAP and LRL. This newly detected association between TAC1 and desirable increases in LRL and percentage of surface area, add new perspective and increase interest in what has been a well-known plant architecture gene. TAC1 is a member of the IGT gene family and is similar to the DEEP ROOTING1 (DRO1) gene (Uga et al. 2013). The gene has been found to be highly conserved during domestication of rice, with the relatively low levels of sequence variation in OsTAC1 aligning with the ancestral di-vide into the japonica and indica rice subspecies (Jiang et al. 2012).

Table 5 Progeny mean variation and genomic ranking ability (GRA) in 36 progenies (~7%) divergently selected groups (low and high) for predicted divergence in RSA based on a GSRI, then characterized for 13 seedling RSA traits to evaluate phenotypic shifts caused by GSRI-based divergent selection

| Trait names | Progeny mean and SEA | Range | p(2-tailed) (Low vs. High) | GRAC, \( \rho(y, \hat{y}) \) |
|-------------|----------------------|-------|---------------------------|---------------------------|
| RIPsb with low GSRI | RIPs with high GSRI | RIPs with low GSRI | RIPs with high GSRI |
| CR, No. | 13.27 ± 3.53 | 10.53 ± 3.63 | 0–55.88 | 0–41.97 | ns | 0.07 |
| CRL, cm | 8.34 ± 0.83 | 9.32 ± 0.85 | 2.04–16.69 | 3.35–14.46 | ns | 0.48** |
| CRSAs cm | 1.65 ± 0.15 | 1.85 ± 0.17 | 0.58–3.04 | 0.74–3.25 | ns | 0.52** |
| LRAL, cm | 0.1 ± 0.01 | 0.12 ± 0.01 | 0.05–0.22 | 0.04–0.26 | ns | 0.027 |
| LRD, Tips/cm | 9.27 ± 1.39 | 10.96 ± 1.03 | 3.57–29.47 | 6.61–22.85 | ** | 0.26 |
| LRL, cm | 5.27 ± 0.96 | 10.19 ± 1.82 | 0–16.68 | 3.78–26.97 | * | 0.23 |
| LRPL, % | 30.19 ± 1.96 | 39.46 ± 3.19 | 16.21–51.1 | 23.8–63.98 | ** | 0.23 |
| Lrsa, % | 0.23 ± 0.04 | 0.46 ± 0.08 | 0–0.66 | 0.14–1.16 | * | 0.23 |
| Lrsap, % | 10.87 ± 0.99 | 16.13 ± 1.93 | 4.85–22.82 | 5.79–30.94 | ** | 0.23 |
| LRT, No. | 52.26 ± 10.25 | 86.98 ± 8.14 | 0–138.235 | 41.92–150.87 | ** | 0.59** |
| RV, cm | 0.07 ± 0.01 | 0.06 ± 0.01 | 0–0.15 | 0–0.12 | ns | 0.14 |
| TRD, Tips/cm | 18.11 ± 1.86 | 23.76 ± 1.58 | 1.92–36.21 | 10.24–33.48 | * | 0.44** |
| TSA, cm² | 3.25 ± 0.33 | 3.52 ± 0.43 | 0.31–5.7 | 1.19–6.68 | ns | 0.40** |

*a = Standard error.
b = Recombinant inbred lines.
c = Genomic ranking accuracy.
d = Significance codes: <0.0001 **** 0.001 **** 0.01 *** 0.05.
A mutation in the 3’-splicing site of the fourth intron in the japonica allele was found to suppress TAC1 expression, resulting in the compact architecture exhibited by our japonica parent “Katy,” compared to the higher expression and larger tiller angle characteristic of our parent “PI312777” and indica rice in general (Yu et al. 2007; Jiang et al. 2012). The BN network DAG (Supplementary Figure S1) indicates that longer average length of lateral roots (LRAL) relates directly to GY. The two RSA traits with QTLs near TAC1 are parental nodes, or contributors to LRAL.

Another QTL cluster identified among the PI312777/C2 Katy RILs by both ICIM and BN affected nearly the same regime of traits associated with the TAC1-linked QTLs. QTLs for tiller angle, tiller number, growth rate, and four RSA traits impacted by lateral root number and individual length (LRL, LRPL, LRAL, and TRD) were identified between 27.3 and 31.9 Mb on chromosome 3, with the allele from PI312777 increasing both lateral root growth and tiller number as well as angle. Within this span, at 30.5 Mb, is OsIAA13, an auxin responsive gene that has shown to be involved in auxin signaling which in turn controls the expression of genes that are required for lateral root initiation in rice (Kitomi et al. 2012).

The two QTL clusters just discussed near the long arm telomeres of chromosomes 9 and 3 affected RSA traits and tiller number, a plant architecture trait that contributes directly to GY not just in rice, but in all small grain crops. Several studies have documented that the number of tillers a grass plant produces is affected by interaction between nitrogen and gibberellin, and positively affects GY (Wu et al. 2020). The qKTP13.1 QTL region on chromosome 3 at 2.6 Mb, was associated with RSA traits, tiller number, and heading date by ICIM and BN analyses, and further associated with early growth rate and GY by ICIM. This gene is close to the Dwarf 14 (D14) gene physically located at 5.4 Mb on chromosome 3 which was first recognized to affect plant height and tiller number, and later show to also affect heading date (HDT), and LRL. D14 is now known to be involved in the strigolactone signaling pathway which inhibits tillering, shoot branching, and initiation of symbiosis by rice roots (Gutjahr 2015; Hu et al. 2017). Lateral roots are below-ground branches, and tillers are above-ground branches. Branching in plant tissues starts with initiation of an axillary meristem that is either be kept dormant, often through hormonal repression, or allowed to extend into a branch. Of the 13 QTL regions identified from ICIM or BN as affecting RSA, four also affected tiller number (chromosomes 3, 3, 4, and 9), and another (chromosome 8) affected tiller angle but not number. It appears that a portion of the yield contribution from LRAL seen in the DAG is due to positive correlations between lateral root number, length, or both, and tiller number.

Two instances of RSA and agronomic QTLs locating near auxin genes have already been discussed, with QTLs near the OsAux1 efflux gene (chromosome 1 37.0 Mb) which is a member of the AUX/LAX gene family, and the OsIAA13 (chromosomes 3 30.5 Mb) gene involved with auxin signaling. This study also identified qKTPI4 affecting leaf width (LFWDV), growth rates (GRLFNV and GREV), chlorophyll content (CHLF), and coarse as well as LRSA (CRSA and LRSA) (Table 3, Figure 5A) to be within 0.15 Mb of the NARROW LEAF1 (NAL1) gene on chromosome 4 (Figure 2). NAL1 is a positive regulator of adventitious roots, and effects lateral and longitudinal growth of leaves and stem by regulating two unlinked genes, CROWN ROOTLESS1 (CRL1) and the PIN-FORMED (PIN) auxin efflux carrier (Cho et al. 2014). NAL1 has also been reported as a major gene for natural variation of chlorophyll content (Wang et al. 2015). The present QTLs and NAL1 match for both proximity and traits affected.

The length of maturity, or number of days between emergence and heading, is an attribute that regulates ecogeographical

**Figure 4** Violin and box plot of the distribution of means in 36 divergent progeny seedlings for RSA traits selected based on GSRI using 68 RILs TS and 1578 polymorphic SNPs in PI312777 × Katy RIL population.
adaptation and yield potential (Zhang et al. 2015). Among the traits studied in the Pi312777 × Katy RIL population, we found heading date (HDT) to have the most (9) direct connections with other DAG nodes, and was connected with eight agronomic traits (LFNV, GRRT, GRLFEV, TAR, GRER, PHT, TAT, and CHLF) plus one lateral root trait (LRAL) (Supplementary Figure S1). Four QTLs connected with HDT in DAG affected both root and agronomic traits (qKTPI3.1, qKTPI4, qKTPI8, and qKTPI9.2), and one affected only agronomic traits (qKTPI7.2). While HDT was not directly connected to GY, it connected indirectly through plant height (PHT). The heading date QTL qKTPI8 (chromosome 8 4.31 Mb), which was close and proximal to the Ghdb/DTH8 gene (chromosome 8 4.22 Mb) on chromosome 8, affected heading date (HDT), tiller angle (TAR), leaf width (LFWDV) and length (LFLV), and early growth rate (GREV) as well as LRD and surface area (LRSA). ICIM confirmed association between the chromosomal region containing Ghdb with heading date (HDT), tiller angle (TAR and TAT), and early growth rate (GREV), and detected association with plant height (PHT) and GY. Ghdb is reported to have pleiotropic effects in rice for flowering time suppression, stem growth and development, and GY (Zhang et al. 2015). Ghdb delays flowering time by down-regulating expression of Ehd1 and Hd3a in long-day conditions (Wei et al. 2010). The many pleiotropic effects of this gene were found to be due to HAP2 and HAPS subunit orthologs with conserved domain that is responsible for DNA binding or protein–protein interaction (Wei et al. 2010). We identified a QTL with major effect on heading date (HDT) that, like the closely mapped Ghdb gene, showed pleiotropic effects on stem growth and development as well as yield, but was also determined to affect lateral root traits (LRD and LRSA).

For rice producers, it is important for modern rice varieties to provide both high yield and desired eating and processing qualities. The DAG indicated GY to be directly influenced by early growth rates (GREV), plant height (PHT) and LRAL, showing the importance of early growth of both roots and shoots to yield (Figure SC). This study of Pi312777 × Katy RILs found evidence that genes regulating the development of coarse and lateral roots at the seedling stage also have epistatic effects on adult plant flowering time, auxin transport, and tiller number and angle. Further study of the molecular pathways underlying the QTLs affecting root and agronomic traits could clarify how the root factors contribute to those agronomically important traits. In a recent study, transcript and sequence data from maize seedlings (V1 stage) were found useful for predicting the genetic variation in several mature plant agronomic traits, including flowering time, height, and GY (Azodi et al. 2020). The present DAG suggests that epistatic genes causing roots differences in rice seedlings as young as 13 days could be similarly used to predict adult plant traits.

**Interaction among SNPs and traits affects genomic predictive ability in genomic selection**

In the RIL population we found that, for most traits, the GP models had a higher GPA than the multi-QTL model (Tables 2 and 4). We also found that the GPA advantage of GP models over the multi-QTL model was smaller for traits with fewer large effect (>54%) QTLs, e.g., CHLF, PHT, HDT, and TNR. This suggests that for less genetically complex traits (controlled by fewer loci with large additive effect), a multi-QTL model may be sufficient, but for traits controlled by many QTLs with small individual effect, a GP model may improve the accuracy of predictions.

The GPAs from multitrait GP models of BN and from the differential marker shrinkage model of Bayes B were significantly different (P < 0.05) than single trait models (Table 4). We found a higher GPA (>70%) of Bayes B when traits (PHT, HDT, TAR, and TAT) were controlled by few large QTL (Supplementary Table S1). Whereas BRR predicted consistently regardless of number of QTL. Similar results were also reported in simulation studies (Hayashi and Iwata 2009; Daetwyler et al. 2010). Higher GPAs of Bayesian model of multitrait BN for some traits (Table 4) may be due to accounting of polygenic effects by relationship matrix in multitrait Bayesian model. Similar results were also reported in other studies (Hayashi and Iwata 2013). Bayes B could have computed higher GPA due to LD by decreasing the probability of nonzero variance (Habier et al. 2013). Whereas for models that use infinitesimal additive models like BRR, GPA could have been lower because of gene-by-gene interaction (Habier et al. 2007). The computational demand in terms of time for BN and Bayes B models, however, was higher compared to BRR model in our analysis.

The observed improvement of GPA with BN vs other methods for low and moderately heritable traits is consistent with previous studies where genetic correlations with highly heritable traits in multitrait GP were compared to single trait GP (Jia and Jannink 2012; Hayashi and Iwata 2013). In traits where BN had lower GPA than other methods, this could be due to low genetic correlation for these traits with other traits having higher heritability. This effect of genetic correlation to GPA can be important for breeders since many of the traits plant breeders include in their breeding program have low heritability and they are correlated (Hallauer et al. 2010). Understanding trait relationships and their genetic underpinnings could provide key insight to breeders working to improve a desired trait that is in a cause-effect relationship with...
an undesirable trait (Chen and Lubberstedt 2010; Jia and Jannink 2012).

**GSRI as a tool to select multiple RSA traits in breeding**

GEBVs have been commonly used for selections aimed at single traits (Meuwissen et al. 2001; Lorenz et al. 2012; Ceron-Rojas et al. 2015). In crop improvement, however, breeder selections more often aim at improving multiple desired traits per round of selection (Hallauer et al. 2010). As early as the 1940’s, plant and animal breeders began using various mathematical equations to combine data on multiple traits into a single value, or selection index, to better identify breeding progeny containing improvements in multiple traits. One method for creating a multtrait selection index to rank the population for each individual trait, then summing the rankings across the traits, resulting in what is known as a rank sum index (Mulamba and Mock 1978). Combining the idea of selection indices with genomic selection, Ceron-Rojas et al. (2015) used a linear combination of GEBVs from different traits to create a genomic selection index (GSRI) to support simultaneous and efficient improvement of traits. More recently, multobjective optimized genomic breeding strategies (Akdemir et al. 2019) and modified look ahead selection (LAS) algorithms (Moeinizade et al. 2020) have been used to optimize alleles for multiple traits in breeding and selection. Application of these methods is currently limited, however, by their significant computational complexity.

We applied the rank sum index of Mulamba and Mock (1978) to multiple trait GEBVs to create, for the first time, a GSRI for use as a selection tool. In this manner, we combined the power of GP to capture the breeding value of epistatic genes with a selection index to identify by GP the best performing individuals to advance to the next generation, or use as parents for the next round of crossing. The rank sum index by Mulamba and Mock (1978) used because it is a simple, parameter (or weight) free index that does not require computationally complex estimation of population parameters including variance and covariances.

We then selected for high versus low GSRI calculated on RSA traits among the P1312777 × Katy RILs, and evaluated the impact of the GSRI-based selections in terms of effect on each of the RSA traits. We determined that the divergent GSRI selections did result in significant differences between the upper and lower GSRI population means in the expected (upper or lower) directions for several of the lateral root related traits (LRT, LRL, LRPL, LRSA, LRSAP, and LRT) and one of the total root traits (TRD), which, by definition, comprises lateral, and coarse root attributes. However, the GSRI selections did not significantly alter either of the two coarse roots traits (CRL and CRSA), nor two of the three total root traits (RV and TSA). RIL population means also did not differ for the derived trait of average LRL (Table 5). The nonsignificance of selection seen for total or coarse root traits (CRL, CRSA, RV, and TSA) and derived root traits (LRAL and RV) could be due to their complex compositions or derivations. Our data on coarse roots included both primary and crown roots (Figure 1). An RSA having more crown roots and a short primary root, and one having a long primary root and few crown roots could have similar values for these coarse root traits. Distinguishing all functional root types using diameter classifications is a significant challenge (Rose 2017). It must also be recognized that two of the RSA traits used in the calculation of GSRI were for coarse roots alone (CRL and CRSA) while 7 RSA traits were focused on lateral roots, and that though total root traits contain both coarse and lateral roots, they are often heavily weighted toward lateral root contributions (e.g., 100- to 200-fold more LRT than other root tips in the calculation of TRD, Figure 1). Thus, this apparent larger impact of GSRI selection on lateral roots than coarse roots might be due to a greater overall proportion and importance of lateral roots, or it might be due to a bias in the GSRI as calculated in this study.

When breeding for a particular idiotype, such as an RSA that is well suited for a target environment, many traits need to be simultaneously selected. Those traits may be correlated or anti-correlated. Use of a BN model for selection could help to ensure that gains in one trait are not detrimental for other relevant traits. The use of a GSRI could be an effective method for breeders to simultaneously select many traits in a breeding population.

Although the acquisition of root trait data from images is somewhat automated with software, there are manual steps required and each agar plate must be placed on the scanner and processed individually. In addition, the method of growing plants in agar plates is time consuming, particularly at the stage of pouring agar plates and placing the germinated seeds, all of which must be done under sterile conditions to prevent contamination. For these reasons, and because of time and resource limitations the sample size for GP of RSA traits was less than optimal. The use of a divergently selected validation population somewhat alleviated sample size concerns. The GSRI provided a method to select a validation population that was more efficient than a population that would have been selected randomly. In future studies, the GP models could be refined based on the validation data, and a new divergently selected validation population could be selected using a GSRI on the refined models, and this process could be iterated until satisfactory accuracies are achieved. Such a strategy could be applied to a breeding program over multiple rounds of crossing and selection to simultaneously improve RSA and above-ground traits (Figure 6).

**Conclusions**

In this study, we identified QTLs for above-ground and RSA traits and presented a novel way to improve GP and selection of RSA traits in rice using multtrait BN and GSRI. Multi-QTL models that assess the combined effects of alleles at multiple loci were moderately successful in predicting several traits. An advantage of multi-QTL models over GP models is that only a small number of markers linked to the QTL need to be genotyped vs the genome-
wide marker requirements for GP. Many of the QTLs were found collocated or associated with multiple traits suggesting pleiotropic effects. The BN analysis also detected several of the QTLs identified by ICIM, and the BN helped to clarify how QTL pleiotropic effects arise in causal relationships between traits. Candidate gene analysis suggested potential molecular mechanisms for the QTLs and their networks of trait and epistatic interactions. We compared the GPA of single-trait GP methods with multitrait BN and found that inclusion of correlated traits with high heritability in the BN improved GPA of low to moderately heritable traits. To achieve selection across multiple RSA traits we used a new method of GSRI and validated the GSRI predictions in two divergently selected groups. The results of this study offer several opportunities for breeders aiming to improve RSA through QTLs for use in MAS, improved GP methods, and GSRI to guide selection decisions in segregating progeny.
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