Abstract: We present the construction of the optical part of the ToF (time-of-flight) subdetector prototype for the AFP (ATLAS Forward Proton) detector. The ToF detector in conjunction with a 3D silicon pixel tracker will tag and measure protons originating in central exclusive interactions \( p + p \rightarrow p + X + p \), where the two outgoing protons are scattered in the very forward directions. The ToF is required to reduce so-called pileup backgrounds that arise from multiple proton interactions in the same bunch crossing at high luminosity. The background can fake the signal of interest, and the extra rejection from the ToF allows the proton tagger to operate at the high luminosity required for measurement of the processes. The prototype detector uses fused silica bars emitting Cherenkov radiation as a relativistic particle passes through it. The emitted Cherenkov photons are detected by a micro-channel plate multi-anode Photomultiplier Tube (MCP-PMT) and processed by fast electronics.
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1. Introduction

Precision timing is useful for many applications, ranging from Positron Electron Tomography (PET) scans to particle physics. For PET scans, information about the time difference of the arriving photons helps improve the position resolution by determining the location of the electron-positron pair annihilation, while for high energy physics, it has typically been used in conjunction with a momentum measurement to determine the mass of the particle, which in turn defines the particle’s identity. Timing detectors can be used as well as a part of the proton tagging detectors to decrease the background to central exclusive production (CEP) events $p + p \rightarrow p + X + p$ where $X$ stands for the centrally produced system, which could consist of a pair of jets or particles, a pair of intermediate vector bosons ($W^+W^-$), or even a Higgs boson $H$ [1, 2].

At high luminosity, the environment of the Large Hadron Collider (LHC) places stringent demands on the timing detectors: high resolution (~10 – 20 ps, equivalent to 2.1 – 4.2 mm interaction vertex resolution), high rate capability (5 to 10 MHz), radiation hardness (integrated charge of 10 C/cm2/yr), and multi-proton detection capabilities. ToF detectors based on Cherenkov emission in fused silica radiators are treated as an optimal choice. On the other hand, detectors based on emission in a gas, for instance the GASTOF detector with $C_2F_{10}$ gas [3], have better intrinsic time resolution but a low signal level. Back to fused silica, relativistic protons emit a Cherenkov light pulse in the UV region (in the 200 to 400 nm range predominantly) in a Cherenkov cone of 48 degrees. The radiator also acts as a light guide to direct the light to a sensor with a high quantum efficiency in the UV region. Typically a fast micro-channel plate multi-anode Photomultiplier Tube (MCP-PMT) or a silicon photomultiplier (SiPM) is used. A multi-channel MCP-PMT is an option where pixelization is required. Which is also the case of the detector in this study.
The ToF design described here is based on benchmark studies published in [4]. These studies introduced several key concepts adopted in the final design and construction of the ToF prototype. The main design feature is an L-shape geometry, Fig. 1(a), first introduced by M. Albrow and his group [5]. Here we denote a bar arm crossing the beam as the radiator whilst an arm leading towards the sensor as the light guide. Albrow’s design is based on the light propagation by virtue of total reflections on the bar sides. On the other hand, our design largely relies on a direct fast light propagation to the sensor (approximately 60% of all photon tracks in a bar accepted by the sensor). This means a bar has to be rotated so that its radiator is tilted by the Cherenkov angle of 48 degrees with respect to the beam axis, see Fig. 1(a). In addition, direct pathways need to be reflected on the bar elbow which means a 45 degrees cut coated with an appropriate reflection layer. The part of the light propagated using total reflections is delayed with respect to the fast direct propagation. The aforementioned studies proposed a so-called taper to speed-up total-reflection pathways. On the other hand, adding a taper results in a correspondingly thinner radiator of a lower acceptance, see Fig. 1(a). Moreover, a radiator cut is another design improvement allowing higher signal due to the additional back reflection light with details described in [4].

![Fig. 1. (a) Geometry of the ToF, (b) the ToF with the tracker modules (not in scale).](image)

2. Design of the ToF detector prototype

The AFP detector [6] is composed of four stations, two stations on each side of the ATLAS Interaction Point at distances of 206 m (inner stations) and 214 m (outer stations). Inner stations consist of silicon detectors (trackers) [7] placed in dedicated Roman pots while outer stations consist of trackers accompanied by time-of-flight detectors (in identical Roman pots as well), see Fig. 1(b). In the figure, the coordinate system is chosen so that the beam axis is parallel to the z axis, the x axis is horizontal and the y axis is vertical. The aim of the tracker is to precisely measure the trajectory of scattered protons while the aim of the ToF detector is to reject the so-called pileup background which can fake the signal of interest.

The ToF part has to fulfill the following performance requirements: time resolution below 20 ps, radiation hardness up to 700 kGy ($3 \times 10^{15} \text{n}_{eq} \text{cm}^{-2}$, at a distance of 5 mm from the beam axis) [6], high rate capability (5 to 10 MHz), and multi-proton detection capabilities (~1 background proton/detector is expected per bunch crossing at standard luminosity).

The ToF detector acceptance is $16.8 \times 20.0 \text{ mm}^2$ given by the tracker dimensions [7] as illustrated in Fig. 1(b). From the ToF point of view the area is divided into four segments alongside the x axis. Each segment is composed of a set of four bars denoted as a train, see Fig. 1(a). This arrangement results in a matrix of $4 \times 4$ bars. This division is closely related to Photonis XPM85112 MCP-PMT (miniPlanacon) with $4 \times 4$ channel pixelization [8]. This detector was chosen for its enhanced timing performance (transit-time spread, TTS, below 35 ps at 405 nm) and its dimensions.
Dimension constraints to the ToF are due to the limited space inside the Roman pot and due to the pixel size $6.25 \times 6.25 \text{ mm}^2$ of the PMT. The first factor predetermines the overall L-shape of bars (and the optical part of ToF as a whole) while the pixel size determines the cross-section dimensions of the bars. Bars of each train have light guide arms of the same dimensions. On the other hand, each radiator is unique in its dimensions. Their length is set so that their cut sides lie in one plane called the edge of the ToF (bottom-cut plane), see Fig. 1.

For the first prototype, we did not construct the whole matrix of $4 \times 4$ bars. Instead, we decided to produce a matrix $2 \times 4$ of bars so that the middle columns were produced, see also Fig. 1(a). Such a configuration was sufficient for integration tests (tracker and ToF integration) and initial performance studies. Bars were labelled as indicated in Figs. 1(a) and 2(b): 1A and 1B in the train 1 etc. with the A bars in the front as seen from the beam direction.

3. Construction of the bars

The bars of the AFP ToF detector are L-shaped and made of suprasil. There is a possibility to produce L-shaped bars as one piece [5]. In our design there are at least two cuts (45 or 48 degrees) plus optionally the taper cut (18 degrees). It was difficult to construct such bars as one suprasil piece assumed dimension tolerances and polishing precision (see below). Instead we decided to produce the light guide and the radiator separately and glue them together, see Fig. 2(a).

The dimensions of the bars for the ToF prototype are summarized in the Table 1. The dimension tolerances are: $\pm 0.05 \text{ mm}$ for all dimensions of the light guide and cross-section dimensions of the radiator, $\pm 0.1 \text{ mm}$ for the length of the radiator, and $\pm 2' \ (\pm 0.017 \text{ degrees})$ for cuts. The higher tolerance for the length of the radiator is due to the two cuts resulting in two sharp edges preventing stringent toleration. Polishing precision was stated to three interference fringes at 550 nm. It was decided to coat the elbow cut with a reflection layer made of aluminum with a thickness of at least 200 nm and protected by a SiO$_2$ layer of the thickness 120 nm (protection against oxidation and mechanical abrasion). The deposition was carried out by means of a standard PVD (Physical Vacuum Deposition) technique.
Table 1. Dimensions of the bars for the ToF prototype in millimeters.

| Train | A bars | Light guide | B bars | Light guide |
|-------|--------|-------------|--------|-------------|
|       | Radiator         |             | Radiator         |             |
| 1     | 3 × 6 × 57.8  | 5 × 6 × 70.3| 3 × 6 × 52.2  | 5 × 6 × 70.3|
| 2     | 5 × 6 × 53.5  | 5 × 6 × 65.2| 5 × 6 × 47.9  | 5 × 6 × 65.2|
| 3     | 5 × 6 × 47.3  | 5 × 6 × 60.1| 5 × 6 × 41.7  | 5 × 6 × 60.1|
| 4     | 5 × 6 × 41.0  | 5 × 6 × 55.0| 5 × 6 × 35.4  | 5 × 6 × 55.0|

All pieces (the radiators and the light bars) were produced from a bulk of suprasil material. We used approximately 150 g of a suprasil bulk to produce all pieces as listed in Table 1 (the total weight 53 g) and spares for miscellaneous testing. Cutting, milling, and polishing were carried out by means of a common optical technology. By design, the light guides were produced in the form of pure cuboids. Since the light guides have the same length in a given train, they were made at once. As each radiator has a unique length their uncut intermediates were produced piece by piece. There are two cuts at each end side of the radiator (45 and 48 degrees rotated by 90 degrees with respect to each other). For a given cut type, radiators were cut together (per four pieces).

Finally, radiators and light guides were glued together. Nowadays UV cementation is the most popular technique for bonding optical surfaces allowing fast, precise, and handy manipulation. However, this technique is only applicable for optical solutions in visible and infrared region because UV cements significantly absorb UV light. Finally we decided to use the Epotek 305 epoxy glue [9] assuring high transparency down to 250 nm and sufficient transparency down to 235 nm. The thickness of the glue layer did not exceed 20 μm which is the standard tolerance in the optics designing.

4. Constraints given by the materials

Construction of the bar includes the mirror production and optical coupling of the radiator and the light guide by means of an optical cement. These extra factors generally introduce other signal losses due to the transmittance of glue and mirror reflection. Here we report the results of the analysis of signal attenuation due to both factors. In addition, signal attenuation of suprasil itself is reported.

4.1 Mirror performance

Reflectivity of an optical surface is, in general, a function of the polarization state of the incident light. Cherenkov light is linearly polarized with polarization vector perpendicular to the Cherenkov cone. The calculated reflectance profile of the bar mirror is drawn in Fig. 3(a) for the incidence angle of 45 degrees (valid for the prominent direct photon pathways). The distributions of s and p polarization components on the mirror were calculated by means of a Geant4 simulation [10]. Results are plotted in Fig. 3(b) in terms of their ratio s/p (normalized, logarithmic plot). The higher statistics is below s/p<1 (53% of the total amount) which means that the p component prevails (the peak is at 0.34). Back to Fig. 3(a), the reflectivity of the mirror elbow is between the red and the black curve (below 90%). This means a loss of 10 – 12% in the wavelength region from 200 nm to 400 nm which is of the most interest (see Introduction above and [4]). One can obtain a higher reflectivity by means of a dielectric mirror made of a system of a thin layer dielectric stack. For example, a system of 50 layers (better 70 layers) of SiO2/HfO2 will increase reflectivity by up to 96% in the wavelength region from 200 nm to 400 nm meaning a loss of 4% by reflection. However, we decided to use a simpler solution with aluminum coating for the ToF prototype assuming less light by 6% with respect to the dielectric solution.
4.2 Transmittance of glue and suprasil

Figure 4(a) shows the results of transmittance measurements of suprasil and Epotek 305 glue. The measurements were performed with a DUV/UV spectrometer VUVAS 2000 ([11]). For the measurement of the suprasil itself, we used samples in the form of round suprasil pieces (20 mm diameter, 4 mm thick). Concerning transmittance measurements of the glue, we used samples in the form of two round suprasil pieces (20 mm diameter, 2 mm thick) bonded together with the glue. The red curve in the plot stands for the transmittance of the suprasil itself (including Fresnel reflection losses). Suprasil material of the thickness 4 mm cuts wavelengths below 166 nm (drop to half of the maximum). The blue curve corresponds to the transmittance of the whole system suprasil plus glue. Our results find a transparency edge at 233 nm. The transmission cut incorporates additional signal loss in the region below 233 nm.

Based on our simulations, the wavelengths accepted by the MCP-PMT are plotted in Fig. 4(b) with a significant loss region below 233 nm. A comparison was made for a bar without taper. Similar results stand for bars with taper. The calculated loss is about 18% – 19% (with or without a taper). This loss is valid for the wavelength region from 200 nm to 600 nm where the quantum efficiency of the photomultiplier is known [4, 12]. Thus the glue plays a significant role in attenuation of the signal.

5. Signal response of the bars

The ToF prototype was tested during two test campaigns at the CERN-SPS test-beam facility (120 GeV π+ particles) in November 2014 and September 2015 in the frame of the AFP
integration test beam measurements [13]. The scheme of the measurement setup is shown in Fig. 5. The beam passed through the bars and the trigger. The trigger consisted of a 30 mm long fused silica bar of $3 \times 3$ mm$^2$ cross-section clamped to a silicon photomultiplier (SiPM). Its detection is also based on Cherenkov radiation. For the ToF module, each bar in the $2 \times 4$ matrix was brought into contact (without the use of optical grease) with the Planacon MCP-PMT XPM815112. It operated at the high voltage of 1870 V and the gain $5 \cdot 10^5$ for an optimal separation of the useful signal from the pedestal (rejection threshold at $-100$ mV, see below). The signal output the MCP-PMT was amplified by means of two-stage preamplifiers. Its first stage consisted of a current-to-voltage (A-V) converter with a 1 k$\Omega$ resistor and a voltage amplifier with the gain of 10. For raw signal studies, the amplified signal was then analyzed with a LeCroy SDA760ZI oscilloscope (6 GHz, 20 GS/s, 4 channels). For timing studies, the raw signal was preprocessed with a constant fraction discriminator (CFD). The CFD threshold level was set to $-100$ mV for the pedestal rejection. In both cases, the signal was triggered with the SiPM detector signal processed with another CFD module (here the threshold was set to $-200$ mV). The trigger detector was moved vertically in order to select a specific train for measurements.

The following results are based on measurements with bars optically isolated from each other to prevent a possible undesired optical cross-talk between bars. Moreover they occupied separated pixels to prevent electronic cross-talk. The data was collected near the edge of the bars (area $3 \times 3$ mm$^2$ given by the SiPM trigger detector). The distributions of signal amplitudes of all bars are plotted in Fig. 6(a) in the form of boxplots. Each distribution is described by a blue box defining the interval from 25% (Q1) to 75% (Q2) quantiles of the distribution with a red level mark inside indicating the mean value M (50% quantile). The dash line with ending defines the interval from the minimum value to the maximum value of the distribution excluding outliers (red points). The lower outliers are the values lower than $Q1-1.5\times(Q2-Q1)$. The mean amplitude differs from bar to bar which is a result of their different geometry and different response among pixels of the PMT. Our laboratory tests with a femtosecond laser at 420 nm showed the mean amplitude variation of 7% among the pixels.

Despite their highest length, the bars in the first train (1A and 1B) generated the highest output (level of $-350$ mV in amplitude) by virtue of their taper modification. Other bars produced lower signal output with amplitudes around $-250$ mV on average (drop by 30%). These results confirm that the taper modification in the bar elbow increases the signal output of the bar as predicted by simulation studies [4].
Fig. 6. (a) Distribution of the amplitude, (b) estimated distribution of generated photoelectrons given by simulation.

The signal outputs from all bars embody relatively high fluctuation \((Q2-Q1)/M\) in the range of 30% – 40% given by the response of the PMT channels and by fluctuations of signal pathways in the bars. Fluctuations of the signal are the consequence of random processes existing in each stage of the signal chain starting with the Cherenkov emission and ending with the signal registration. The estimated fluctuation of the signal originating from the photomultiplier is about 7%, the same for all pixels (given by laser tests at 420 nm). Thus fluctuations of the signal in the optical part dominate. To understand the origin of such fluctuations we estimated the number of generated photoelectrons in our simulations (see [4] for details) and assumed the photodetection efficiency (PDE) of the PMT specified in [12].

In Fig. 6(b) the estimated number of photoelectrons \((pe)\) produced per event is plotted for the model of bar 2A. It was calculated for randomly generated particle positions in a square of \(3 \times 3 \text{ mm}^2\) to mimic the SiPM trigger detector defining the area of acceptance. In terms of quantiles \(Q1\) and \(Q2\) defined above, \(Q1 = 17\) pe and \(Q2 = 23\) pe with the mean \(M = 20\) pe (Fig. 6(b)) giving a fluctuation estimate of \((Q2-Q1)/M = 30\%\) which corresponds to the observed fluctuation level in the signal.

The 30% level fluctuations embody the variance of the number of generated Cherenkov photons, fluctuations in the bar (transport in the bar, reflections, escaping, attenuation of the glue), and fluctuations due to the PMT. The first term (Cherenkov effect) is in the 5% range based on simulations (the distribution of generated photons is characterized by \(Q1 = 690\), \(Q2 = 725\), and \(M = 708\) in our bars). Fluctuations coming from the photomultiplier are at a level of 7% for a constant optical signal level. Fluctuation of signal due to transport in the bar thus dominates. This study did not take into account cross-talk contributions from the adjacent pixels (the bars were tested separately). We measured a higher level of fluctuations by 2 – 4% per bar when both bars per train were used. However, this result needs a verification.

6. Resolution of the trains

The aim of the ToF detector is the measurement of arrival time with a resolution below 20 ps. For the given configuration, we studied the timing performance with two bars per train only. For such studies we preprocessed the output signal by means of the CFD module, see Fig. 5. The timestamp of the leading edge was treated as the arrival time of a signal pulse. The arrival time of a signal pulse from the PMT was calculated with respect to the arrival time of the SiPM detector serving as a trigger (the first SiPM in the chain, see Fig. 5). The SiPM detectors were measured between each other to evaluate their time resolutions. The time resolution of the SiPM trigger was measured as 12 ps.

As an example, results of time measurements of the train 2 are plotted in Fig. 7. Note that the resolutions are calculated from the Gaussian fits. Here, the sigma values embody a
contribution from the trigger SiPM detector. The mean values are artificial and have no meaning. The arrival time of the train was calculated as the arithmetic average of the arrival times of each bar in the train. The distributions deviate from the Gaussian distribution at the tails. The origin of the tails is still not fully understood and it will be investigated in next test beam measurements.

The results of timing measurements are summarized in Table 2 for all trains. The contribution of the SiPM trigger was subtracted. We estimated the measurement error ± 2 ps based on results from 5 independent measurements. The measured resolutions vary with the position of the beam with respect to the train edge (see also Fig. 1 for the edge specification) due to the fact that the signal amplitude decreases with the distance from the edge (this effect was studied in [4]). At first sight, the B bars embody better timing resolutions compared to the A bars. This originates from the fact that the signal of the B bars is enriched by photons coming from the A bars. The infiltration takes place near the edges of the bars. According to simulations, the hit count of the B bars grows by 5% at the edge and by 40% at 5 mm from the edge. However, this optical cross-talk does not contribute to the signal correlation between bars because photons are generated independently and each photon contributes to a one channel (a PMT pixel) only. Assuming the case of four bars per train, all bars receive a contribution of photons generated in the foregoing bar except the first one. Thus the first bar suffers from a smaller hit count which could eventually result in a worse resolution based on the PMT response (timing resolution vs. number of photoelectrons, to be specific).

![Fig. 7. Time resolution of the train 2 at the edge.](image)

In Table 2, the resolution difference between the A bars and the B bars is emphasized at 5 mm from the edge (9 – 12 ps) compared to the edge position (5 – 8 ps). Only the 1A bar profited from its taper having a higher signal level, see Fig. 6(a), which partly compensated for the lack of signal. The resolution of the train arrival time is theoretically lower than the one of single bars by the factor 1/\sqrt{N}, where N is the number of bars in the train, providing the output signals from the bars are mutually independent (uncorrelated) and the time resolutions of bars are similar. The latter condition is not apparently met in our case. We expect it to be more closely to the 1/\sqrt{N} rule for the full train scenario and a new PMT with better timing performance.

Correlations between bars generally worsen the time resolution of the whole train. A charge sharing between the PMT pixels causes a correlation between signal outputs at some level. Based on our raw signal analysis, we estimated the amplitude correlations to be approximately 10% between the A bars and the B bars caused by the charge sharing.
Table 2. Resolutions of the bars and the trains in picoseconds (estimated error ± 2 ps).

| Train | Position        | Bar A | Bar B | Whole train |
|-------|-----------------|-------|-------|-------------|
| 1     | edge            | 31    | 26    | 23          |
|       | 5 mm from edge  | 40    | 31    | 28          |
| 2     | edge            | 34    | 26    | 25          |
|       | 5 mm from edge  | 42    | 31    | 33          |
| 3     | edge            | 31    | 26    | 25          |
|       | 5 mm from edge  | 41    | 31    | 34          |
| 4     | edge            | 33    | 26    | 27          |
|       | 5 mm from edge  | 42    | 29    | 33          |

Although we used only two bars per train, i.e. half of the design number of bars, the resolution values at the edge of the ToF detector are already close to the final specification of 10 – 20 ps. For next studies we plan to have a setup with four bars in trains and a PMT with suppressed charge sharing and a better timing performance.

7. Conclusion

We have presented the design, construction, and initial performance measurements of the ToF prototype for the AFP project. The selected geometry of the bars was determined and based on our previous simulation studies. The produced bars were tested at the CERN-SPS test-beam facility (120 GeV π + particles) in November 2014 and September 2015. Besides this, additional studies and measurements were performed to estimate the limits of the design, in particular the study of the elbow mirror reflection, and the transmission of suprasil and the glue in the deep UV region. Radiation hardness of these components are outside the scope of the paper and will be published separately.

The reflection on the mirror layer on the bar elbow introduces a loss of 10 – 12% and depends on the polarization state of the light as the Cherenkov light is strongly polarized. Our simulation studies showed that the p component of the incoming photons prevails over the s component (peak of s/p ratio at 0.34) in the frame of the bar design. Suprasil material has the transmission edge at 166 nm (for the thickness of 4 mm). For the wavelengths above this limit, the transmission reaches 91%. Concerning the glue, the main issue is a shift of the transmission edge up to 233 nm. This results in a signal loss of at least 20%.

Measurements in test beams at the SPS at CERN have proven the usefulness of the taper solution as described in [4] which increased the signal level by 30%. On the other hand, adding a taper results in a thinner radiator and therefore lower acceptance. Thus, in order to fully cover the required acceptance window, one needs either to omit the taper or to increase the number of trains. The latter option amounts to a higher pixelization.

The resolutions of the trains of bars were measured to be in the range from 20 to 33 ps and worsen with the increasing distance of the beam from the edge. In the presented setup, we focused on the overall timing performance of the ToF prototype with just two bars per train. A full train setup will be used in next test beam measurements, which will allow us to study more aspects of the ToF performance issues.
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