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Abstract

Residual has been widely applied to build deep neural networks with enhanced feature propagation and improved accuracy. In the literature, multiple variants of residual structure are proposed. However, most of them are manually designed for particular tasks and datasets and the combination of existing residual structures has not been well studied. In this work, we propose the Self-Adaptive Scaling (SAS) approach that automatically learns the design of residual structure from data. The proposed approach makes the best of various residual structures, resulting in a general architecture covering several existing ones. In this manner, we construct a learnable residual structure which can be easily integrated into a wide range of residual-based models. We evaluate our approach on various tasks concerning different modalities, including machine translation (IWSLT-2015 EN-VI and WMT-2014 EN-DE, EN-FR), image classification (CIFAR-10 and CIFAR-100), and image captioning (MSCOCO). Empirical results show that the proposed approach consistently improves the residual-based models and exhibits desirable generalization ability. In particular, by incorporating the proposed approach to the Transformer model, we establish new state-of-the-arts on the IWSLT-2015 EN-VI low-resource machine translation dataset.

1 Introduction

Recently, residual learning attracts considerable attention in training deep neural networks, and many efforts have been devoted to study the utilization of residual structure in tasks across a broad span of fields, including but not limited to computer vision (He et al., 2016a; Huang et al., 2017; He et al., 2016b; Szegedy et al., 2017) and natural language processing (Vaswani et al., 2017; Devlin et al., 2019). Residual structure, which alleviates the so-called gradient exploding or vanishing problem in optimization (He et al., 2016a), enables the training of neural networks with great depth by building skip connections between layers.

Generally, the residual structures (as illustrated in Figure 1) can be formulated as:

\[ y = G(\alpha \cdot x + \beta \cdot F(x, W)) \]  

where \( x \) denotes the input (i.e., the skip connection), \( F \) denotes the residual function (i.e., residual branch) parameterized by \( W \), and \( y \) is the output of the residual block. The balance between \( x \) and \( F \) is governed by the weights \( \alpha \) and \( \beta \), followed by \( G \), which could be either identity mapping or
normalization.

Previous works on residual structure designing, which differ in the way that the information flows are regulated, mainly concern two elements, namely the mapping formulation (weight assignment) and the normalization mechanism. As shown in Figure 1, ResNet (He et al., 2016a), Inception-v4 (Szegedy et al., 2017) and Highway Net (Srivastava et al., 2015) explored the question on how should the residual connection be incorporated into the existing neural network structures so that the best improvements can be achieved. Recently, Transformer (Vaswani et al., 2017) applied the layer normalization (Ba et al., 2016) to help the optimization of the non-linear transformation (i.e., the $\mathcal{F}$) to some extent. At the same time, He et al. (2016b) observed considerably worse results when they utilized batch normalization (Ioffe and Szegedy, 2015) after the residual connection, the reason for which batch normalization is less employed in the residual structure.

Despite their respective advantages and success in certain fields, we argue that the structures are only particular cases of a more general one, which necessitates further insights into possible combinations. However, the determination of an effective combination may require prior knowledge of the data distribution, which is not always available, or extensive hyper-parameter exploration, which is inefficient.

In this paper, we aim at constructing a comprehensive and flexible residual structure. To this end, we propose the Self-Adaptive Scaling approach. In the residual structure, the proposed approach automatically computes scaling factors to adjust the mapping formulation and the normalization mechanism, respectively. By assigning different importance to the skip connection, the residual branch and a normalized result, the scaling factors adaptively controls the topology of the residual building blocks.

As a result, the structure learned by our proposed approach can be easily generalized to various kinds of tasks and data, dispensing with the time-consuming architecture search, to some extent. The proposed learnable residual structure can be easily integrated into existing residual-based models. We evaluate the proposed approach on representative residual models for various tasks. The experiment results and analyses attest to our argument and the effectiveness of the proposal.

Overall, the contributions are summarized as followed:

- We proposed a novel self-adaptive scaling (SAS) approach to acquire a learnable residual structure, which allows deep neural models to automatically learn the residual structure and can cover different types of existing ones.
- The proposed approach is simple and can be easily applied to a wide range of existing residual-based models. According to our empirical studies, the SAS can enable existing models to achieve consistent performance gains, demonstrating its generalization ability to a wide range of existing systems.
- The experimental results on the IWSLT-2015 EN-VI show that SAS helps the Transformer-Base model to perform even better than the Transformer-Big model and, encouragingly, we establish a new state-of-the-art on this low-resource machine translation dataset.

2 Related Work

In recent years, the application of residual structure to deep neural networks has become an active research topic (He et al., 2016a; Srivastava et al., 2015; He et al., 2016b; Vaswani et al., 2017; Szegedy et al., 2017). In the studies on residual architectures, there are two problems of interest. The first is how should the information from the skip connection and the residual branch be well balanced so that the best improvements can be achieved. The second is how should the neural network with residual connections be optimized so that its representation capability could be fully mined. These two types of problems are mainly addressed by designing appropriate mapping formulation and normalization mechanism, respectively, and we refer to them as On the Connection Problem and On the Optimization Problem.

On the connection problem. There are roughly three lines of methods to control the balance in residual connections: identity mapping, constant scaling ratio and adjusted scaling ratio. He et al. (2016b) designed five types of shortcut connections and discussed the possible residual connections in detail. Based on their theory and experiments, they argued that “keeping a ‘clean’ information path is helpful for easing optimization”. The reason is that with scaling, the gradient of the residual suffers
from the gradient exploding or vanishing problem, which hinders the deep neural network from efficient optimization. Szegedy et al. (2017) adopted constant scaling to govern the residual balance in deep inception networks, which, despite its decent performance, is relatively inflexible. Highway network (Srivastava et al., 2015) is among the very first endeavors to implant residual structures into deep neural networks. It built a highway connection from the input to the output, where a transform gate was proposed to control the balance of the skip connection \( x \) and the residual branch \( F(x; \mathcal{W}) \), as opposed to the identity mapping.

**On the optimization problem.** In the realm of computer vision, PreAct-ResNet (He et al., 2016b) demonstrated that it is helpful to apply batch normalization to \( x \), instead of \( F(x; \mathcal{W}) \). In other words, the batch normalization acts on the output of the previous block. For natural language processing, the popular Transformer (Vaswani et al., 2017) makes use of residual connection in conjunction with layer normalization to build the model architecture and achieves record-setting performance. Layer normalization is widely believed to be helpful for stabilizing training and facilitating convergence. According to our experiments and analyses, the layer normalization can indeed facilitate optimization and therefore improve the overall performance of the model.

Different from existing work, we summarize the combination of normalization and residual connection in existing works with a general form \( y = \alpha \cdot x + \beta \cdot F + \gamma \cdot \text{LN}(x + F) \), where the mapping formulation and the normalization mechanism are both taken into account. By changing the scaling factors \( \alpha, \beta \) and \( \gamma \), the topology of the residual block can be adaptively adjusted, resulting in a learnable residual structure. The learned architecture distinguishes itself from the previous ones with generality and flexibility.

Our work is also related to the line of research on neural architecture search (Zoph and Le, 2017), where the network structure is also automatically learned by algorithm. However, neural architecture search requires sampling architecture descriptions based on predicted probability from a controller network that is optimized via reinforcement learning, which is time-consuming. But our proposed approach can be trained directly with the loss functions of different tasks.

| No. | \( \alpha \) | \( \beta \) | \( \gamma \) | Architecture |
|-----|----------|----------|----------|-------------|
| 1   | 0        | 0        | 1        | LN(\( x + F \)) (Vaswani et al., 2017) |
| 2   | 1        | 1        | 0        | \( x + \beta \cdot F \) (He et al., 2016a) |
| 3   | 1        | \( \beta \) | 0        | \( x + \beta \cdot F \) (Szegedy et al., 2017) |
| 4   | \( \alpha \) | 1        | 0        | \( \alpha \cdot x + F \) (He et al., 2016b) |

Table 1: Four particular cases in formula (3), which cover four representative residual structures, i.e., Transformer (Vaswani et al., 2017), ResNet (He et al., 2016a), Inception-v4 (Szegedy et al., 2017) and shortcut-only gating proposed in He et al. (2016b).

### 3 Architecture

In this section, we first briefly introduce the Scaling Gate in Section 3.1, which is used to predict the scaling factors for the mapping formulation and the normalization mechanism. Then, based on the scaling factors, in Section 3.2, we describe how to adaptively make the best of different types of residual structure to build a learnable residual structure.

#### 3.1 Scaling Gate

The Scaling Gate should be able to predict reasonable scaling factors. Our motivation stems from the superior performance of Feed-Forward Network used in Vaswani et al. (2017). When selecting the activation function, since we expect the final predicted value of the scaling factors to cover the range of 0~1, we applied the Sigmoid activation function to the original outputs of the scaling gate. As a result, the scaling gate takes the \( x \in \mathbb{R}^h \) and the \( F(x; \mathcal{W}) \in \mathbb{R}^h \) as input and computes the output through two linear transformations with a Tanh activation in between:

\[
S(x, F) = \text{Tanh}([x; F]W_f + b_f)W_{ff} + b_{ff} \quad (2)
\]

where \([;]\) denotes concatenation operation, \( W_f \in \mathbb{R}^{2h \times h} \) and \( W_{ff} \in \mathbb{R}^{1 \times 1} \) are the parameters to be learned, and \( S(x, F) \) is followed by a Sigmoid activation function.

In HighWay Net (Srivastava et al., 2015), the inputs of the Transform Gate only involve the information of \( x \) and the structure only contains one layer of linear transformation, i.e., \( xW + b \). In contrary, we integrate the information from \( x \) and \( F \) and build the structure with two layers of linear transformation, which strengthens the scaling gate’s expressive power. The difference is illustrated in Figure 2, and as illustrated in Table 6, our scaling gate is experimentally found to perform better.
The residual structure of Transformer (Vaswani et al., 2017).

The well-trained $\mathcal{F}$ is sufficient in representation ability.

The residual structure of shortcut-only gating (He et al., 2016b).

The residual structure of ResNet (He et al., 2016a).

The residual structure of Inception-v4 (Szegedy et al., 2017).

The combination of Highway Net (He et al., 2016b) and Transformer.

Table 2: Seven special cases in formula (4), which include four representative structures, i.e., Transformer (Vaswani et al., 2017), ResNet (He et al., 2016a), Inception-v4 (Szegedy et al., 2017) and Highway Net (Srivastava et al., 2015).

4.1 Machine Translation

Baselines, Datasets, Metrics and Settings. For the task of machine translation, we adopt the popular Transformer (Vaswani et al., 2017), which is a strong baseline. The model is implemented with the code from tensor2tensor (Vaswani et al., 2018). Transformer follows the encoder-decoder paradigm, but it replaces the self-recursive operation in RNNs with the self-attention that summarizes all context. In each Transformer block, the self-attended results are post-processed by residual connection and layer normalization.

There are 133K, 4.5M, and 36M training
Table 3: Results (BLEU) on the machine translation task. Higher means better. The proposal brings consistent and substantial improvements.

| Method                | EN-VI   | EN-DE   | EN-FR   |
|-----------------------|---------|---------|---------|
| **Transformer-Base**  |         |         |         |
| Baseline              | 30.9    | 27.5    | 38.2    |
| + Proposal            | 32.0    | 27.6    | 38.4    |
| **Transformer-Big**   |         |         |         |
| Baseline              | 31.6    | 28.5    | 41.0    |
| + Proposal            | 32.2    | 28.7    | 41.3    |

Table 4: Results (Accuracy (%)) on the image classification task, averaging over 5 runs. Higher is better. The proposal consistently outperforms the baselines as in machine translation. Especially, better improvements are achieved for models on CIFAR-100.

| Dataset                | Baseline | + Proposal | Improvements |
|------------------------|----------|------------|--------------|
| **PreAct-ResNet**      |          |            |              |
| CIFAR-10               | 93.66    | 94.05      | +0.39        |
| CIFAR-100              | 71.29    | 72.91      | +1.62        |

The results of machine translation are presented in Table 3. Under both the Base and the Big configuration, our proposal consistently boosts the performance of the Transformer baseline. When equipped with our proposed approach, the Transformer-Base model even transcends the big version, which is three times as large in size, on the EN-VI translation task. It shows that the scaling factors indeed help adjust the residual structure to the data distribution, which is very efficient in exploiting the expressive power of deep residual networks. Encouragingly, an union of the proposal and the Transformer-Big model achieves substantial improvement, and it outperforms the state-of-the-art method (Huang et al., 2018) in the EN-VI low resource dataset.

### 4.2 Image Classification

**Baselines, Datasets, Metrics and Settings.** In the computer vision field, we benchmark our proposed learnable residual structure with residual-based image classification systems, i.e., Pre-Activated ResNet (PreAct-ResNet) (He et al., 2016b). ResNet-110 consists of 54 double-layer residual blocks, which makes it non-trivial to optimize. To demonstrate that our SAS is applicable to such deep framework, we select ResNet-110 in the experiments. We retain most of the hyper-parameters in He et al. (2016b), with the exception of the weight decay rate, which is set to 0.0002, so as to guarantee more stable training. Both CIFAR-10 and CIFAR-100 (Krizhevsky, 2009) are comprised of colored images for classification. CIFAR-100, which contains 100 classes, appears to be more difficult as compared to CIFAR-10, where there are only 10 classes. Following common practice (He et al., 2016b; Srivastava et al., 2015), accuracy rate of classification over 5 runs are reported as the evaluation results. In Srivastava et al. (2015) and He et al. (2016b), they found that it may be beneficial to attach more importance to the skip connection $x$ for initialization, i.e., the bias term in the transform gate should be initialized with a negative value. Following this practice, in image classification task, we set the bias $b_{ff}$ for $\alpha$ and $\beta$ to 3 and -3, respectively, at the start of training.
Table 5: Performance on the MSCOCO Karpathy test split. Higher is better in all columns. The baseline enjoys a comfortable improvement with the proposed approach. Additionally, we report the performance of the recently published state-of-the-art GLIED, as we can see, our approach helps the Transformer captioning model outperforms GLIED substantially in terms of CIDEr, which further demonstrates the effectiveness of our approach.

| Model                          | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | METEOR | ROUGE-L | CIDEr | SPICE |
|-------------------------------|--------|--------|--------|--------|--------|---------|-------|-------|
| GLIED (Liu et al., 2019c)     | 80.4   | -      | -      | 39.6   | 28.9   | 58.8    | 129.3 | 22.6  |
| Transformer (Vaswani et al., 2017) |        |        |        |        |        |         |       |       |
| Baseline                      | 80.2   | 64.9   | 50.7   | 39.0   | 28.4   | 58.6    | 126.3 | 21.7  |
| + Proposal                    | 81.2   | 65.4   | 51.2   | 39.3   | 28.7   | 59.0    | 129.8 | 22.6  |
| Improvements                  | +1.0   | +0.5   | +0.5   | +0.3   | +0.3   | +0.4    | +3.5  | +0.9  |

The remaining weights are initialized in the same way as in (He et al., 2016b).

**Results.** As can be seen in Table 4, consistent improvements are also obtained over the baseline model, which is much deeper than the six-layer Transformer model. The increase in accuracy is 0.39 and 1.62 on the CIFAR-10 and CIFAR-100 dataset, respectively. This demonstrates that our proposal also works in deeper cases. It comes to our notice that the proposal induces better improvements on the more challenging CIFAR-100 dataset. This is presumably that the learnable structure can make the best of each component in the residual building block, which allows more flexible fitting into the multi-class image distribution, resulting in a larger space for improvement in the 100 classes scenario.

### 4.3 Image Captioning

**Baselines, Datasets, Metrics and Settings.** To further demonstrate the generalization ability of our proposed approach, we conduct experiments on the task of image captioning. The experiments are based on the multi-head attention mechanism (Vaswani et al., 2017), which has recently shown great potential and is competitive with the most advanced models (Liu et al., 2019c,b), for the reason of which we choose it as our baseline to examine the performance of our approach on the multidisciplinary task.

There are several datasets that consist of image-sentence pairs. Our reported results are evaluated on the popular Microsoft COCO (MSCOCO) (Chen et al., 2015) dataset, which contains 123,287 images. Each image in the dataset is paired with 5 sentences. The results are reported using the widely-used publicly-available splits in the work of Karpathy and Li (2015). The MSCOCO validation and test set contain 5,000 images each. Following common practice (Liu et al., 2018, 2019a), we replace caption words that occur less than 5 times in the training set with the generic unknown word token UNK, resulting in 9,567 words.

We adopt SPICE, CIDEr, BLEU, METEOR and ROUGE for testing. They are previously used as evaluation methods for image captioning, we report the results using the MSCOCO captioning evaluation toolkit (Chen et al., 2015). Among the metrics, BLEU (Papineni et al., 2002) and METEOR (Banerjee and Lavie, 2005) are originally designed to evaluate the performance of machine translation systems. ROUGE is widely used to examine the quality of machine-produced summaries. SPICE and CIDEr are bespoke metrics for image captioning, which measures scene graph and n-gram matching, respectively, and we refer to them as primary indicators of model performance.

**Results.** The results on Karpathy test split (Karpathy and Li, 2015) are reported in Table 5. By using our proposed learnable residual structure, improvements of 3.5 points and 0.9 points in terms of CIDEr and SPICE respectively can be achieved, further demonstrating the effectiveness and generalization capabilities of our approach to a wide range of tasks. More encouragingly, the proposed approach helps the baseline model achieves 129.8 CIDEr score, an improvement over GLIED (Liu et al., 2019c) by 0.5.

### 5 Analysis

In this section, we conduct several analyses to give further insights into our proposed approach, which are based on the image classification task and we adopt PreAct-ResNet-110 (He et al., 2016b) as the baseline model.

**Analysis on Scaling Gate.** Table 6 summarizes the obtained results when applying the Transform
We only show the representative blocks at the middle of the model due to space limitation. The first column shows that in almost all cases, $\alpha$ is greater than 0.9, which indicates that identity mapping is very helpful to information transfer and eases the optimization of deep neural networks. This can be attributed to the facilitated backward propagation of error signals by identity mappings. It is shown in the second column that as the number of network layers increases, the value of $\beta$ grows simultaneously, which indicates that the representation ability of the residual branch $F$ is stronger when it comes closer to the output of the model. The main reason is that the error signal passed to $F$ is more adequate in the upper blocks, which is beneficial to optimization. As can be seen from the third column, more importance is assigned to the normalized result when it comes to the lower parts of the entire architecture, which means that the value of $(1 - \alpha)(1 - \beta)$ is larger. This is because that in the underlying static blocks of deep neural networks, the guidance from error signal is weak and the optimization is unstable, thus making the introduction of layer normalization necessary.

Table 6: The effects of applying the Transform Gate from Highway Net (Srivastava et al., 2015) and the proposed Scaling Gate to the PreAct-ResNet-110 (He et al., 2016b), where the performance is evaluated by Accuracy(\%). The single layer Scaling Gate takes the form $S(x, F) = [x; F]W_f + b_f$.

| Methods                  | CIFAR-10 |
|--------------------------|----------|
| Baseline (PreAct-ResNet-110) | 93.66    |
| + Transform Gate         | 92.15    |
| + Scaling Gate (Single Layer) | 92.73    |
| + Scaling Gate (Full Model) | 93.82    |

Table 7: Results on CIFAR-10 using the PreAct-ResNet-110 with the batch/layer normalization. The batch normalization is less effective than the layer normalization in residual structure.

| Architecture                                      | Acc.(%) |
|---------------------------------------------------|---------|
| $x + F$ (Baseline) (He et al., 2016b)             | 93.66   |
| $\alpha * x + \beta * F + (1 - \alpha)(1 - \beta) * $ $\text{BN}(x + F)$ | 93.23   |
| $\alpha * x + \beta * F + (1 - \alpha)(1 - \beta) * $ $\text{LN}(x + F)$ | 94.05   |

Analysis on Self-Adaptive Scaling. Averaging over 10,000 experimental examples, we display in Figure 3 the value of $\alpha$, $\beta$ and $(1 - \alpha)(1 - \beta)$ in each residual block of the pretrained PreAct-ResNet-110 on CIFAR-10. The filter sizes for the blocks at the bottom, middle and top of the model are different. We only show the representative blocks at the middle of the model due to space limitation. The first column shows that in almost all cases, $\alpha$ is greater than 0.9, which indicates that identity mapping is very helpful to information transfer and eases the optimization of deep neural networks. This can be attributed to the facilitated backward propagation of error signals by identity mappings. It is shown in the second column that as the number of network layers increases, the value of $\beta$ grows simultaneously, which indicates that the representation ability of the residual branch $F$ is stronger when it comes closer to the output of the model. The main reason is that the error signal passed to $F$ is more adequate in the upper blocks, which is beneficial to optimization. As can be seen from the third column, more importance is assigned to the normalized result when it comes to the lower parts of the entire architecture, which means that the value of $(1 - \alpha)(1 - \beta)$ is larger. This is because that in the underlying static blocks of deep neural networks, the guidance from error signal is weak and the optimization is unstable, thus making the introduction of layer normalization necessary.

In all, the proposed approach regulates the information from individual components with scaling factors to build the learnable residual structure, which helps make the best of different type of residual structure, resulting in an effective combination for better performance.

Analysis on Using Batch Normalization. The batch normalization is used commonly in the field of computer vision. Therefore, we replace the layer normalization with the batch normalization in the proposed approach to see the difference. As shown...
in Table 7, applying batch normalization has a negative effect on the performance. Most importantly, it lags behind the baseline by a noticeable margin, which shows that batch normalization is less effective than layer normalization in the residual structure. We speculate that layer normalization is able to mitigate the training issue in the form of exploding gradient induced by the adjusted ratio provided by the layer normalization’s own parameters, while batch normalization could not, which could be intuitively derived by the framework in Hanin and Rolnick (2018). It is probably the reason why He et al. (2016b) observed considerably worse results when they applied batch normalization on the residual structure.

### Analysis on Better Optimization Capability.

To understand how the proposed approach helps the optimization of deep neural models, we inspect into the gradient norm of the output of each residual block in the pre-trained PreAct-ResNet-110 on CIFAR-10. The gradients are averaged over 10,000 randomly selected training examples. As shown in the left plot of Figure 4, the gradients of the \( x + \mathcal{F} \) structure are basically the same, indicating that all the residual blocks have similar speed for gradient descent and optimization. In contrast, the right plot of Figure 4 reflects that more gradients are allocated to the lower blocks with the help of SAS, and the overall gradient values are greater. This phenomenon is interesting and finally gives rise to better results, as shown in Table 4. We conjecture that the layers distant from the model output cannot receive adequate guidance from the error signal, thus requiring more gradient for optimization. Moreover, since the layer normalization is able to stabilize the information flow and accelerate convergence, adaptively incorporating the residual structure with layer normalization can also facilitate optimization. By allocating more importance to layer normalization in the residual blocks via scaling factors, the layers at the bottom of the network can be better optimized, which is in line with the foregoing analysis on Self-Adaptive Scaling approach.

## 6 Conclusion

In this work, we focus on building a learnable residual structure, which automatically learns the design of residual structure from data, instead of the handy-crafted designs in previous work. We propose the Self-Adaptive Scaling approach to achieve this goal, which combines various residual structures via the predicted scaling factors, resulting in a general residual structure covering several existing models. The proposed approach is simple and can be easily integrated into existing residual-based models. Experiments on the machine translation, image classification and image captioning tasks validate the effectiveness of the proposed method, which successfully promotes the performance of all the strong baselines. This also demonstrates the generalization ability of our method. In particular, when being applied to the recently proposed Transformer model, our approach establishes new state-of-the-arts on the IWSLT EN-VI low resource machine translation task, which further substantiates its efficiency. Detailed analyses prove that the proposed approach can also promote the optimization ability of deep neural networks, and is conducive to exerting the expressive power of existing models.
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