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ABSTRACT
Endothelial cells (ECs) create a vascular network with a tubular structure in response to growth factors diffused into the gel and interactions with the surrounding environment. Individual cells migrate in response to all of these cues, leading to network pattern formation. This paper presents a dynamic model predicting EC sprout growth that is tuned to time-lapse experimental cell migration data obtained from microfluidic 3D culture. Simple cell migration equations with just a few parameters are formulated and a Maximum Likelihood estimator is used for estimating model parameters from experimental data. The tuned model is used to evaluate the influence of different sprout elongation rates on cell density in the sprout stalk. This quantitative modeling approach will lead to input shaping and feedback control to optimize sprouting metrics such as stalk cell density.

INTRODUCTION
Angiogenesis is the process of growing new blood vessels from existing vessels in the body. It is involved in cancer growth and metastasis [1], wound healing [2, 3], embryonic development [4], and is essential for providing perfusion and guidance cues in tissue and organ growth [5]. Understanding how to regulate angiogenic growth will have an important impact in medicinal therapy and tissue engineering application areas.

A growing blood vessel consists of a collection of endothelial cells that work and migrate together from a previously existing vessel into the surrounding matrix scaffold in response to biophysical and biochemical factors. The leading cell, called a “tip cell”, leads the way in response to biochemical angiogenic promoters such as Vascular Endothelial Growth Factor (VEGF) among many others [6]. The tip cell secretes matrix metalloproteinases (MMPs) that degrade the matrix and migrate in the direction of positive VEGF gradient [6, 7]. The cells that follow behind the tip cell, called “stalk cells” typically line the “conduit” that the tip cell has created [8, 9] and migrate toward the tip and proliferate to create a continuous connection between the tip and the pre-existing blood vessel.

The total sprout growth process involves a multitude of complex chemical and mechanical interactions between the cells, and between the cells and the matrix. In addition, the cells act as agents that make specific phenotypic decisions, including whether they should migrate, proliferate, apoptose, or quiesce [10]. A wide collection of modeling strategies have been proposed in the literature to describe cellular interactions and decisions, as well as total sprout growth. These models have had varied structure, including deterministic continuum models [11], cellular Potts models [12], and stochastic agent-field models [10], to list a few. See [7] for a good summary of mathematical modeling strategies.

While many of the previous modeling works have produced simulated sprouting that was qualitatively similar to experimentally observed angiogenic sprouting, and provided some interesting insights into the role of certain parameters or mechanisms [7], there has been little success in quantitatively prediction the behaviors of individual cells or sprouts.

In this paper, we extend our previous modeling work (see [13]) to quantitatively predict cellular behavior in a developing sprout. We begin by employing microfluidic assays to study...
coordinated cellular behavior in sprout growth and formulate simple cell behavior equations – with just a few parameters – based on the experimentally observed behaviors. Next, we formulate a maximum likelihood estimator to estimate the stalk cell equation parameters. We conclude by illustrating that our tuned equations can predict cell migration in developing sprouts and demonstrating in simulation that our tuned equations are useful for planning inputs to control stalk cell density.

EXPERIMENTAL OBSERVATIONS

Microfluidic Angiogenesis Assay

Our aim is to formulate equations that predict experimentally observed cell migration in angiogenic sprout growth. We observe growth in 3D microfluidic assays [14]. As shown in Fig. 1, the assay consists of a central region filled with a type I collagen gel matrix. Fluidic flow channels enable application of angiogenic growth factors, such as VEGF, in the cell culture media on either side of the gel matrix. This allows us to apply concentrations and gradients as control inputs.

We begin the experiment by seeding endothelial cells (ECs) into channel B as shown, which form a confluent monolayer on the collagen wall, and channel top and bottom, over 24hrs. After 24hrs, we apply a high concentration of VEGF in channel A (typically 40ng/mL) and a lower concentration in channel B (typically 20ng/mL). The VEGF gradient stimulates sprout growth as shown in the confocal fluorescent images of a sprout with a lumen in Fig. 2. In the figure, the bright blue ovals are live)cell stained nuclei (Hoechst 33342; Invitrogen Cat. No. H1399) and the distributed green signal is the cytosolic live CellTracker CMFDA (Invitrogen Cat. No. C7025).

Observing cell migration over time gives important insight into the dominant cell behaviors. Fig. 2 shows cells 1 and 2 migrating on the outer edge of the conduit forming the lumen, rather than in the middle. Fig. 3 shows another sprout with cells migrating single file along a narrow conduit. Here, the red stain is live CellTracker CMTPX (Invitrogen Cat. No. C34552). As indicated in Figs. 3B and 3C, we have observed the migration and recorded the cell nuclear locations over 15hr while the sprout grew. The data show that the tip migrates forward and the stalk cells follow behind it in the path, or conduit, that it left in the matrix gel. In addition, while the two stalk cells were originally bunched up in the beginning of the experiment, they quickly attempted to move apart so that they were not too close together. They may have initially been close together due to a proliferation.

FIGURE 1. MICROFLUIDIC ANGIOGENESIS ASSAY

FIGURE 2. TIME LAPSE IMAGES OF CELL MIGRATION IN A LUMEN

Key Observations in Cell Migration

Based on our experimental data, we have observed several key features of cell migration in sprout growth which must be incorporated into the migration equations. These features are discussed in great detail in our previous work [13], so we will list them only briefly here:

- A single tip cell leads the sprout elongation, cleaving the matrix, and leaving a “conduit” behind it (see Fig. 3).
- Multiple stalk cells follow behind the tip and migrate on the surface of the conduit (see Fig. 2).
- Adjacent cells are mechanically coupled; if the cells move too far apart, the sprout can fail by breaking apart (see [13]).

In the following sections, we will briefly construct equations that are consistent with these experimental observations, then we will investigate how to tune the model structure and parameters to quantitatively predict the stalk cell migration trajectories shown in Fig. 3.
DYNAMIC EQUATION FORMULATION

Tip cell dynamics

Tip cell migration is a 3-D dynamical process guided by several factors. Most prominent and well studied is the gradient of chemo attractant, VEGF. A tip cell is capable of detecting the gradient of VEGF by extending filopodia in diverse directions. In the following dynamic formulation, only VEGF is considered as an exogenous growth factor that guides the migration of the tip cell. Let \( u_t(x) \in \mathbb{R}^1 \) be the concentration of VEGF at coordinates \( x \) in the matrix field and \( \nabla u_t(x) \) be the gradient of VEGF concentration at \( x \). The tip cell velocity is directed in the positive VEGF gradient direction:

\[
\begin{align*}
\mathbf{v}_{t}^{\text{tip}} &= \begin{cases} 
\mathbf{w}_i^{\text{tip}} & ; \quad |\nabla u_t| = 0 \\
\mathbf{h}_i (\nabla u_t, a_i, d_i) \frac{\nabla u_t}{|\nabla u_t|} + \mathbf{w}_i^{\text{tip}} & ; \quad |\nabla u_t| \neq 0
\end{cases} \\
\mathbf{x}_{t+1}^{\text{tip}} &= \mathbf{x}_t^{\text{tip}} + (\Delta t) \mathbf{v}_t^{\text{tip}}
\end{align*}
\]

where \( \mathbf{w}_i^{\text{tip}} \in \mathbb{R}^3 \) is an uncorrelated noise with zero mean values and covariance \( \mathbf{S} \), and \( \mathbf{h}_i (\nabla u_t, a_i, d_i) \) is a scalar function that saturates at \( a_i \):

\[
h_i (\nabla u_t, a_i, d_i) = a_i \left[ 1 - \exp \left( -\frac{|\nabla u_t|}{d_i} \right) \right]
\]

Parameters \( a_i \) and \( d_i \) as well as covariance \( \mathbf{S} \) are to be identified based on experimental data. The scalar function \( \mathbf{h}_i (\nabla u_t, a_i, d_i) \) is a nonlinear function relating the tip velocity to the gradient of VEGF.

Stalk cell dynamics

There are several important forces influencing stalk cell migration as given by:

\[
\begin{align*}
\mathbf{v}_{i+1}^{\text{stalk}} &= \mathbf{v}_i^{\text{stalk}} (1 - b) + a_2 \nabla q_i - \sum_{j \neq i} \mathbf{f} (\mathbf{x}_j - \mathbf{x}_i) + \mathbf{R} (\mathbf{x}_i^{\text{-tip}}) + \mathbf{w}_i^{\text{stalk}} \\
\mathbf{x}_{i+1}^{\text{stalk}} &= \mathbf{x}_i^{\text{stalk}} + (\Delta t) \mathbf{v}_i^{\text{stalk}}
\end{align*}
\]

where the \( 1^{\text{st}} \) term on the right side of the equation is an autoregressive term, the second term is hypothetical cue released by the tip cell that directs stalk cell migration, the third term takes into account cell-cell interference and connectivity, \( \mathbf{R} (\mathbf{x}_i^{\text{-tip}}) \) is a restoring force that forces the stalk cells to migrate along the conduit wall, and \( \mathbf{w}_i^{\text{stalk}} \) is a white noise term.

We consider the following simple dynamic model for generating \( q_i(\mathbf{x}) \):

\[
q_{i+1}(\mathbf{x}) = \alpha \cdot q_i(\mathbf{x}) + \exp \left( -\frac{|\mathbf{x} - \mathbf{x}_i^{\text{tip}}|}{d_2} \right)
\]

where \( \alpha \) is the chemoattractant decay rate, \( 0 < \alpha < 1 \), and \( d_2 \) is the distance scale of the cue released by the tip cell, which would be related to a diffusion coefficient if the cue were a diffusible species.

The cellular interaction term incorporates cell-cell interference, by repelling cells that are too close together. In addition, it attracts cells that are at an intermediate distance,
where they may be adhered to each other via cell-cell junctions and attract one another when they are too far apart.

The cell mechanics involved in cell-cell junctions and associated forces are extremely complex. For system identification purposes, we parameterize the interaction forces using a smooth force curve with the following form:

$$f(x_i - x_j) = \begin{cases} 
  c_1 \cdot \text{sinc} \left( \frac{\Delta x}{\gamma_1} \right) \frac{\Delta x}{\gamma_1}, & 0 < |\Delta x| \leq \gamma_1 \\
  c_2 \cdot \text{sinc} \left( \frac{|\Delta x| - \gamma_1 + \gamma_2}{\gamma_2} \right) \frac{\Delta x}{\gamma_2}, & \gamma_1 < |\Delta x| \leq \gamma_1 + \gamma_2 \\
  0, & \text{otherwise}
\end{cases}$$

(5)

where $\text{sinc}(x) = \sin(\pi x) / \pi x$ and $\Delta x = x_i' - x_j'$ for $j \neq i, 1 \leq i, j \leq N$. Eq. (5) is a convenient, piecewise and smooth function with value 0 at $|\Delta x| = \gamma_1, \gamma_1 + \gamma_2$, and it provides a maximum repulsive force at $x = 0$. In practice, we have found this form to describe the data, but another smooth form, including a polynomial may also be convenient.

Matrix dynamics

The collagen gel matrix is degraded mostly by MMP, a protease released by a tip cell. Let $C(x,t)$ be the concentration of MMP at coordinates $x$ at time $t$, and $Q$ be the rate at which MMP is produced by a single tip cell. Assuming no interstitial flow, the MMP released by a tip cell diffuses to the local gel matrix, governed by the following diffusion dynamics[10]:

$$\frac{\partial C(x,t)}{\partial t} = D \nabla^2 C(x,t) + Q \delta(x - x_{tip})$$

(6)

where $D$ is a diffusion coefficient, and $\delta(\cdot)$ is the delta function, which takes 0 other than the tip cell location: $x = x_{tip}$. As the tip cell migrates, it releases MMP from a different location and in consequence the MMP concentration exhibits a unique distribution depending on the time trajectory of the tip cell.

The MMP degrades the gel matrix by cleaving the cross links of gel fibers. This lowers the “integrity” of the gel matrix, allowing the tip cell to penetrate the gel matrix. Let $I(x,t)$ be the integrity of gel matrix at coordinates $x$ and time $t$.

$$\frac{\partial I(x,t)}{\partial t} = -kC(x,t)I(x,t)$$

(7)

where $k$ is the rate at which the gel matrix is cleaved by MMP.

**TUNING THE MODEL**

**Maximum Likelihood Estimation**

In this work, we are focused on estimating the parameters in our stalk migration equations from experimental data. Assuming that the covariance of the Gaussian noise $w_{tip}^\text{stalk}$ is isotropic, $\sigma_{\text{tip}}^2 \mathbf{1}$, the parameters to estimate are $\theta_{\text{stalk}} = [b, a_d, d_2, \alpha, c_1, \gamma, \gamma_2, \sigma_{\text{stalk}}^2]^T$, where $b$ is viscous damping, $a_d, d_2$, and $\alpha$ are associated with the cue intensity, and $c_1, c_2$, and $\gamma$ are involved in cell-cell interaction forces.

Eliminating the uncorrelated noise term $w_{tip}^\text{stalk}$, the velocity predictor is given by

$$\hat{v}_{i+1}^\text{stalk}(v_i^\text{stalk}, \hat{\theta}_{\text{stalk}}) = v_i^\text{stalk} \mathbf{1} + \hat{\alpha}_i \mathbf{q}_1(x_i^\text{stalk}; \hat{\alpha}, x_i^\text{tip}, 0 \leq t \leq T)$$

$$-\sum_{j \neq i} f(x_i' - x_j'; \hat{\alpha}, x_i^\text{tip}) + \mathbf{R}(x_i')$$

(8)

Note that the reaction forces $\mathbf{R}(x_i')$ are normal to the collagen wall and are selected such that $\mathbf{R}(x_i') \cdot n(x_i') = 0$, where $n(x_i')$ is a unit vector normal to the conduit wall and pointing inward. Therefore, we estimate the parameters based on the velocity components that are parallel to the wall and normal to $n(x_i')$. Note that we do not measure the conduit boundary from the current experiments. However, it is possible to estimate the conduit wall location using the matrix degradation dynamics in Eqs. (6) and (7).

The prediction error is given by the discrepancy from the actual measurement $v_{i+1}^\text{stalk}$

$$\phi(t, \theta) = v_{i+1}^\text{stalk} - v_{i+1}^\text{stalk}(v_i^\text{stalk}, \hat{\theta}_{\text{stalk}})$$

(9)

Assuming that the model structure is correct, it follows from the stalk cell dynamic model, Eq. (3), that the probability distribution of the prediction error $\phi(t, \theta)$ is Gaussian with zero mean values for the correct parameter distribution $\theta_0$, since the prediction error comes from the uncorrelated noise $w_{tip}^\text{stalk}$.

$$p_0(\phi(t); \theta_0) = N(0, S)$$

(10)

where $S$ is the error covariance of noise $w_{tip}^\text{mean}$. This implies that the prediction error is independent with respect to the observation, $i$, and the Maximum Likelihood Estimate of the parameter vector is then given by
\[ \hat{\theta}_{tp}^{MLE} (M) = \arg \max_\theta \prod_{i=1}^M \frac{1}{2\pi} \left( 1 \right) \exp \left( -\frac{1}{2} \phi(t, \theta)^T S^{-1} \phi(t, \theta) \right) \]
\[ = \arg \min_\theta \left( \sum_{i=1}^M \phi(t, \theta)^T S^{-1} \phi(t, \theta) + \ln|S| \right) \]

where \( M \) is the total number of stalk cell migration velocity observations taken from all stalk cells during the experiment.

**Reducing the Number of Parameters to Tune**

As we found previously in [13], it is not possible to estimate all of the 9 stalk cell parameters by tracking migration velocities alone – the parameters are not persistently excited by the data. This means that some of the parameters are unnecessary to capture the cell dynamics and are either redundant or the migration model is insensitive to them. Therefore, it is important to determine which parameters need to be tuned, which can be estimated from other experiments, and which can be eliminated outright.

The experimental stalk cell speed data (see Fig. 4), shows that the cell migration rate can change by more than a factor of two and even change direction between the 30min samples. This behavior is consistent with the ~30min persistence time found in endothelial cell motion on a glass substrate in [15]. Therefore, the autoregressive term in Eq. (3) will be small and we neglect it.

The autoregressive term is the only one we have been able to neglect. However, the cue decay rate, \( \alpha \), will be a property of the physical process governing its interaction with the matrix (as will \( d_2 \)). We have found that we are able to fix \( \alpha = 0.8 \) and estimate the remaining parameters to match the data. This approach is necessary to identify the remaining parameters.

**Estimating Stalk Cell Parameters from Experiment**

To estimate the model parameters, we implement the cell migration equations in simulation. The simulation consists of a 100x100x100 grid of unit size 2\( \mu m \). We begin with a monolayer of lined up stalk cells on the left side and a tip cell leading the sprout (see Fig. 5). An initial sprout conduit is carved out and two stalk cells are placed at their respective experimentally observed locations. Next, the simulated velocity is computed for each of the stalk cells according to Eq. (3).

Since our aim is to estimate the stalk cell migration equation parameters, we use the observed tip cell location as a system input. During each time step, we place the simulated stalk cells at the experimentally observed location and compute the error between experimentally observed speed and predicted speed according to Eq. (9). Comparing against all of the experimental observations, we can take \( \alpha = 0.8 \) and

| Param.  | \( a_2 \) | \( d_2 \) | \( \gamma_1 \) | \( \gamma_2 \) | \( c_1 \) | \( c_2 \) | \( \alpha \) | \( \sigma_{stalk} \) |
|---------|----------|----------|-------------|-------------|----------|----------|----------|-------------|
| Units   | \( \mu m/hr \) | \( \mu m \) | \( \mu m \) | \( \mu m/hr \) | \( \mu m/hr \) | \( \mu m/hr \) | \( \mu m/hr \) | \( \mu m/hr \) |
| Value   | 5.00     | 79.90    | 29.38       | 32.56       | 4.80     | 4.00     | 0.80     | 1.60        |
DISCUSSION

Our modeling scheme is not mechanistic, and it incorporates imperfect hypothetical modeling structures. However our approach is valuable because it is simple enough that we can tune the model parameters to quantitatively describe the system dynamics, which gives us the capability to predict future cellular migration in response to multiple stimuli to determine the best choice to obtain a desired sprouting outcome.

One candidate approach to manipulating sprout growth is to manipulate the gradient of VEGF to manipulate the migration rate of the tip cell, as indicated in Eq. (1). Therefore, it is important to understand how manipulating the tip cell’s speed will influence stalk cell migration. Our tuned model provides the necessary means of investigating, and optimizing the tip cell speed trajectory to obtained desired stalk cell migration, including the number of stalk cells in the sprout. For example, Fig. 7 shows that slowing down the tip cell migration rate will allow more stalk cells to migrate into the sprout, which will limit failure due to breakage of cell-cell junctions.

CONCLUSION

Our quantitative modeling framework provides a unique capability to predict cellular migration in terms of cellular behaviors observed via live cell microscopy alone. This approach trades off mechanistic process understanding found in prior work for a simple model structure with relatively few parameters that can be estimated from observed migration data.

Our initial formulation had too many parameters to tune from the data. By systematically modifying the equations – and eliminating a parameter – we were able to capture the mean stalk cell migration dynamics. By estimating the equation parameters via a ML estimator, we were able to predict the
observed migration behaviors and the dynamics of future sprout elongation.

As shown in simulation, the tuned model will allow us to predict the influence on sprout formation of accelerating the tip cell migration by, application of higher gradients of VEGF, and allow us to manipulate system inputs to, for example, maximize migration rate, while maintaining high sprout survivability rate. This modeling approach will lead to quantitative prediction and active control of vascular network growth, which will have important impact in tissue engineering and regenerative medicine.
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