Frustrated Arrays of Nanomagnets for Efficient Reservoir Computing
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Abstract—We simulated our nanomagnet reservoir computer (NMRC) design on benchmark tasks, demonstrating NMRC’s high memory content and expressibility. In support of the feasibility of this method, we fabricated a frustrated nanomagnet reservoir layer. Using this structure, we describe a low-power, low-area system with an area-energy-delay product 10^7 lower than conventional RC systems, that is therefore promising for size, weight, and power (SWaP) constrained applications.
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I. INTRODUCTION

A reservoir computer (RC) [1]–[4] is a powerful machine learning approach, employing a dynamic “reservoir” of recurrently connected computational nodes, which may be physically implemented by a wide range of devices with complex dynamics. Further, only the output layer of the network is trained via one line of linear algebra instead of typical iterative backpropagation techniques. Together, these advantages of RC greatly reduce the necessary overhead circuitry required for a full hardware realization.

A nanomagnet RC (NMRC) comprises a planar collection of nanomagnets. In [5], we demonstrated that the dynamics of the nanomagnets are sufficiently complex to serve as a reservoir layer. When several nanomagnets are placed in close proximity together, they induce frustration (Fig. 1).

In this work, we present initial experimental results demonstrating nanomagnet frustration and simulate NMRC solving tasks requiring high memory content. From these results, we propose that NMRC can be completely implemented in low-power, low area circuitry interfacing with CMOS, making it well-suited for SWaP-constrained or Internet of Things (IoT) platforms.

II. NANOMAGNET RESERVOIR COMPUTING SYSTEM

The complete NMRC system of Fig. 2 contains three subsystems: reservoir inputs, readout, and output layer.

A. Reservoir Inputs

Specific reservoir nanomagnets are designated as input nanomagnets. The state of the input nanomagnets can be written using spin-transfer torque (STT).

B. Reservoir Readout

Each reservoir nanomagnet can be manufactured with a magnetic tunnel junction (MTJ) used for readout. Reading the resistance of the MTJ is equivalent to extracting the magnetization z-component of the free layer. A voltage divider is used to convert each MTJ resistance into a voltage level. The voltages are then fed into the linear output layer.

C. Output Layer

Output weights are determined offline and written as conductances in a memristor crossbar array (MCA) [6]. The MCA performs the function of the output layer. This minimal circuitry enables a low-footprint interface to the reservoir.
III. EXPERIMENTAL DEMONSTRATION

We manufactured a small nanomagnet reservoir via e-beam lithography which was performed using Raith 50 KV patterning tool on a Silicon substrate spin-coated with PMMA-495. After lithography, the substrate was developed in MIBK:IPA (1:3) solution for 30 seconds. A 13 nm layer of Cobalt was deposited at 0.3 Angstrom/s rate above a 7 nm Ti adhesion layer using an E-beam evaporator at base pressure of 2e-7 Torr. Finally lift-off was performed by soaking the sample in hot Acetone for 30 minutes.

Magnetic Force Microscopy was performed using Bruker AFM system using a High Moment tip. Nominal resonant frequency of the cantilever, lift height and scan rate were 70 kHz, 80 nm and 0.2 Hz respectively.

IV. ADVANCED RESERVOIR TASKS

To further explore the capabilities of NMRC, we evaluated the performance of this paradigm on three tasks: triangle-square waveform identification, Boolean function evaluation, and an elementary cellular automata (ECA) observer.

Simulations were performed using Mumax3 [7], which approximates micromagnetic dynamics according to the Landau-Lifshitz torque equation. The simulation parameters used are presented in Table I.

| Parameter | Description | Value | Unit |
|-----------|-------------|-------|------|
| $M_{sat}$ | Saturation Magnetization | 7.23e5 | $A/m$ |
| $Aex$ | Exchange Stiffness | 1.3e-11 | $J/m$ |
| $\alpha$ | Gilbert Damping Factor | 0.05 | |
| $K_{u_s}$ | Input Anisotropy | 3.62e5 | $J/m^3$ |
| $K_{u_r}$ | Reservoir Anisotropy | 1.05e6 | $J/m^3$ |
| $D$ | Nanomagnet Diameter | 30e-9 | $m$ |
| $th$ | Nanomagnet Thickness | 12e-9 | $m$ |
| $\tau$ | Input Period | 2.5 - 3e-8 | $s$ |
| $T$ | Temperature | 0 | $K$ |

An MFM image of the experiment is shown in Fig. 3(a), with magnetization directions visually extracted in Fig. 3(b). The nanomagnets were in a frustrated state as is evidenced by the fact that not all magnetizations lie on the same axis. This is an important step towards fabrication of a full NMRC system.

A. Waveform Identification

In this task the nanomagnet reservoir must identify a triangle or square wave as depicted in figure 4. A single period of
each type of wave was partitioned into six samples which were encoded with two-bit values and fed into the reservoir sequentially. Figure 4a-b show the input sequences for the square and triangle waves respectively. Successive periods of triangle and square waves are fed into the reservoir randomly. The reservoir achieves 100% accuracy which is comparable to the results seen on a CMOS RC with 11 neurons indicating the reservoir’s ability to perform temporal tasks.

B. Boolean Function Evaluation

In this task the reservoir must compute all possible $W$-bit Boolean functions on a sequence of binary values provided one bit at a time. (Fig. 5b). The simulated nanomagnet reservoir contained 35 nodes (Fig. 5a), and the magnetization directions varied in response to the input (Fig. 5c-f). The reservoir achieves 100% accuracy for $W = 2$ and 3 bits and 92.4% for $W = 4$ bits, which is comparable to the results seen on a CMOS RC with 25 neurons. These results indicate the reservoir’s short-term memory capabilities, sufficient to perform complex calculations on data streams.

C. ECA Observer

In the field of dynamical systems, an “observer” is trained to infer hidden state variables from a collection of known
Fig. 6. (a) Reservoir layout for ECA observer task. Each input is duplicated for increased expressibility. Input pairs include nanomagnets A and I, B and J, C and K, etc. (b) ECA Observer task depiction. The RC must reproduce the entire ECA table having been presented only information from every Wth column. (c-e) Simulation snapshots or reservoir. (f) Magnetization z-component transient.

D. Results Summary

In order to establish a benchmark for the tasks, a simple single-layer perception network was created to perform the same tasks. Both present and past inputs were presented to this network. Table II presents the results for all three tasks comparing the performance of NMRC and the single-layer perceptron network, demonstrating the high memory content and expressivity of NMRC.

V. Computational Efficiency

We compared the area, energy, and minimum period of the NMRC to those of a CMOS RC which performed the same tasks with the same accuracy (see Table II). In the end, our system saw a reduction in area by $300,000\times$, in energy by $10\times$, and in period by $3\times$. The area-energy-delay product is therefore reduced by roughly seven orders of magnitude, making the system extremely well-suited to SWaP constrained environments.

VI. Conclusions

We demonstrate the applicability of NMRC in SWaP-constrained environments by presenting initial experimental results, showing the NMRC’s ability to perform complicated tasks, and describing low-power, low-footprint circuitry to integrate NMRC into a classical CMOS environment.
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