HEIGHT ON GIT QUOTIENTS AND KEMPF-NESS THEORY

MARCO MACULAN

Abstract. In this paper we study heights on quotient varieties in the sense of Geometric Invariant Theory (GIT). We generalise a construction of Burnol [Bur92] and we generalise diverse lower bounds of the height of semi-stable points due to Bost [Bos94, Bos96], Zhang [Zha94, Zha96], Gasbarri [Gas00, Gas03] and Chen [Che09].

In order to prove Burnol’s formula for the height on the quotient we develop a Kempf-Ness theory in the setting of Berkovich analytic spaces, completing the former work of Burnol.
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0. **Introduction**

The study of the interplay between Geometric Invariant Theory and height functions (in the context of Arakelov geometry) has started more than twenty years ago with the work of several authors.

Burnol firstly in defined in [Bur92] a natural height function on the GIT quotient of a projective space by a reductive group and he expressed it in terms as the sum of the height on the projective space and of local error terms. These local error terms arose in the complex case from the classical work of Kempf and Ness [KN79] and, in the $p$-adic case, from a variant of the latter result proved by Burnol in the same article.

Bost proved in [Bos94] a lower bound for semi-stable points of $P((\text{Sym}^\delta E^\vee)^{\otimes d})$ under the action of $\text{SL}(E)$ (where $d$, $\delta$ are positive integers). Inspired by previous work of Cornalba and Harris [CH88], this led him to prove a lower bound for the height of semi-stable cycles and, as an application, of semi-stable curves [Bos94, Theorem IV] and semi-stable varieties [Bos96] (thus, in particular, abelian varieties).

In the same circle of ideas, Zhang [Zha96] made explicit the lower bounds of Bost (some of them already were) and linked, thanks to Deligne’s pairing, the results of Bost and Burnol with the theory of “critical” metrics on the cycles.

A similar lower bound for the height of semi-stable cycles has been proven by Soulé [Sou95] with a slightly different error term.

Later on, Gasbarri [Gas00] was able to free the arguments of Bost and Zhang from the constraint of knowing explicitly the representation of $\text{GL}_n$. He used the natural height constructed by Burnol and this lower bound to study the height on the moduli space of vector bundles over arithmetic surfaces [Gas03].

On a different direction, Chen [Che09] showed how the techniques of Ramanan-Ramanathan [RR84] and Totaro [Tot96] could be brought into the framework of Arakelov geometry, in order to study the semi-stability of the tensor product of hermitian vector bundles over a ring of integers. A lower bound for the height of semi-stable points plays a crucial role in his work: getting rid of the error terms appearing in the lower bound is the major hurdle in order to get Bost’s conjecture on the tensor product of hermitian vector bundles.

In [Mac13] the author uses this kind of lower bounds in order to deduce results in diophantine approximation (namely, Roth’s theorem on the approximation of algebraic numbers).

In this paper we collect and generalise these results.

More precisely, we generalise Burnol’s construction of the height the GIT quotient of any variety acted upon by a reductive group. We also prove the analogue of Burnol’s formula (that here we call the *Fundamental Formula*, see Theorem 1.6), expressing the height on the quotient as the sum of the height on the variety we started from and of local terms, called the *instability measures*.

In the complex case, the instability measure is intimately linked to the concept of moment map in symplectic geometry; on the other hand, at a prime ideal $p$ of $K$, the instability measure of a point $x$ gives informations about the semi-stability of $x$ modulo $p$. 

7.3. Compatibility with entire models 
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The height on the quotient is quite mysterious and, in general, hard to explicit. We compute it in the case of the quotient of endomorphism of a vector space and give some examples on the relation with the infimum of the height on the orbit of a point.

The proof of the Fundamental Formula is based on local considerations. We prove, for every place of \( K \), an analogue of the classical result of Kempf and Ness [KN79], where they analysed the behaviour of a hermitian norm on a representation of a complex reductive group. Namely, we generalise this result to every affine complex variety acted upon by a complex reductive group and every plurisubharmonic function on it which is invariant under a maximal compact subgroup. The proof is so simple that it can be translated readily to the non-archimedean case, thanks to the use of analytic spaces in the sense of Berkovich and subharmonic functions on the analytic projective line in the sense of Thuillier.

We also prove the lower bound of Bost, Gasbarri and Zhang for a product of general linear groups. We take the opportunity to state more clearly the geometric construction underlying this lower bound. We hope that this clarify the relationship with the seminal work of Bogomolov [Bog78].

We finally generalise and improve the explicit lower bound given by Zhang and Chen to a product of general linear groups and we show that in some cases, this lower bound is sharp.
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Part of this material was written at Chern Institute of Mathematics during the “Sino-French Summer Institute 2011”, supported by ANR Projet Blanc “Positive” ANR-2010-BLAN-0119-01.

0.2. Structure of the paper. In Section 1 we present the main results of this paper and we take the opportunity to show how the Fundamental Formula (Theorem 1.6) is deduced from two local statements that will be proved in Section 7.

The remainder paper is roughly divided in two parts: a “global” one over a number field (Sections 2-4) and a “local” one over a complete field (Sections 5-7).

In Section 2 we discuss several examples of height on the quotient. Firstly we explicitly compute it in the case of endomorphisms of a vector space. Secondly we discuss the relationship between the height on the quotient and the infimum of the height in the orbit.

In Section 3 we illustrate the compatibility of the construction of the GIT quotient with respect to the twist of the initial data by a principal bundle. From this compatibility we draw a canonical isomorphism between quotients which is the geometric reason underlying the lower bounds proved by Bost, Gasbarri and Zhang.

We end up the global part proving in Section 4 an explicit lower bound for the height on the quotient generalising and improving the result of Chen.

In Section 5 we resume what we need concerning Berkovich analytic spaces, maximal compact subgroups and plurisubharmonic functions.

In Section 6 we prove the main results of Kempf-Ness theory concerning behaviour of invariant plurisubharmonic functions on the orbit of a point and its closure. This permits us to deduce the fundamental results concerning the analytic topology on the GIT quotient and the continuity of the minimum on the orbits.

In Section 7 finally prove the continuity of the metric on the quotient and the compatibility of its construction to entire models.
0.3. Conventions. We list here some conventions and definitions that are used throughout the paper.

0.3.1. Negative tensor powers. Let $A$ be a ring, $M$ be an $A$-module and $n$ be a negative integer. We set

$$M^\otimes n := M^{\otimes -n} = \text{Hom}_A(M, A)^{\otimes -n}.$$

0.3.2. Natural constructions of hermitian norms. Let $E$, $F$ be finite dimensional complex vector spaces equipped respectively with hermitian norms $\| \cdot \|_E$, $\| \cdot \|_F$ and associated hermitian form $(\cdot, \cdot)_E$, $(\cdot, \cdot)_F$. Let $r$ be a non-negative integer.

- On the tensor power $E \otimes \mathbb{C} F$ we consider the hermitian norm $\| \cdot \|_{E \otimes F}$ associated to the hermitian form

$$\langle v \otimes w, v' \otimes w' \rangle_{E \otimes F} := \langle v, v' \rangle_E \cdot \langle w, w' \rangle_F$$

where $v, v' \in E$ and $w, w' \in F$.

- On the $r$-th external power $\bigwedge^r E$ we consider the hermitian norm $\| \cdot \|_{\bigwedge^r E}$ associated to the hermitian form

$$\langle v_1 \wedge \cdots \wedge v_r, w_1 \wedge \cdots \wedge w_r \rangle_{\bigwedge^r E} = \det (\langle v_i, w_j \rangle_E : i, j = 1, \ldots, r)$$

where $v_1, \ldots, v_r$ and $w_1, \ldots, w_r$ are elements of $E$. The hermitian norm $\| \cdot \|_{\bigwedge^r E}$ is not the quotient norm with respect to the canonical surjection $E^{\otimes r} \to \bigwedge^r E$, but it is $\sqrt{r!}$ times the quotient norm (see [Che09, Lemma 4.1]).

- For every linear homomorphism $\varphi : E \to F$ we write $\varphi^*$ for the adjoint homomorphism (with respect to the hermitian norms $\| \cdot \|_E$ and $\| \cdot \|_F$). On the vector space $\text{Hom}_\mathbb{C}(E, F)$ we consider the hermitian norm $\| \cdot \|_{\text{Hom}(E, F)}$ associated to the hermitian form

$$\langle \varphi, \psi \rangle_{\text{Hom}(E, F)} := \text{Tr}(\varphi \circ \psi^*)$$

where $\varphi, \psi \in E$. If $e_1, \ldots, e_n$ is an orthonormal basis of $E$ we have

$$\| \varphi \|_{\text{Hom}(E, F)} := \sqrt{\| \varphi(e_1) \|_F^2 + \cdots + \| \varphi(e_n) \|_F^2}.$$

With these conventions the natural isomorphism $E^{\vee} \otimes \mathbb{C} F \to \text{Hom}_\mathbb{C}(E, F)$ is isometric.

0.3.3. Norms associated to modules. Let $K$ be a field complete with respect to a non-archimedean absolute value and let $\mathfrak{o}$ be its ring of integers. In order to do some computations it is convenient to interpret $\mathfrak{o}$-modules as $K$-vector spaces endowed with a non-archimedean norm. More precisely, for every torsion free $\mathfrak{o}$-module $\mathcal{E}$ let us denote by $E := \mathcal{E} \otimes \mathfrak{o} K$ its generic fibre and consider the following norm: for every $v \in E$ we set

$$\| v \|_E := \inf \{ |\lambda| : \lambda \in K^\times, v/\lambda \in \mathcal{E} \}.$$

The norm $\| \cdot \|_E$ is non-archimedean and its construction is compatible with operations on $\mathfrak{o}$-modules: for instance, if $\varphi : \mathcal{E} \to \mathcal{F}$ is an injective (resp. surjective) homomorphism between torsion free $\mathfrak{o}$-modules then the norm $\| \cdot \|_E$ induced on $E := \mathcal{E} \otimes \mathfrak{o} K$ (resp. the norm $\| \cdot \|_F$ induced on $F := \mathcal{F} \otimes \mathfrak{o} K$) is the restriction of the norm $\| \cdot \|_F$ on $F$ (resp. is the quotient norm deduced from $\| \cdot \|_E$ and $\varphi$, that is, the norm defined by

$$w \mapsto \inf_{\varphi(v) = w} \| v \|_E$$

for every element $w$ of $F$.)

For instance, for a non-negative integer $r \geq 0$, the norm on exterior powers $\bigwedge^r \mathcal{E}$ is the norm deduced by the one on the $r$-th tensor power $\mathcal{E}^{\otimes r}$ through the canonical surjection $\mathcal{E}^{\otimes r} \to \bigwedge^r \mathcal{E}$.
0.3.4. Normalisation of places. If $K$ is a number field, we denote by $\mathfrak{o}_K$ its ring of integers and by $V_K$ the set of its places. If $v$ is a place we denote by $K_v$ the completion of $K$ with respect to $v$ and by $\mathbb{C}_v$ the completion of an algebraic closure of $K_v$. If $v$ is an non-archimedean place extending a $p$-adic one, we normalize it by

$$|p|_v = p^{-[K_v: \mathbb{Q}_p]}.$$ 

0.3.5. Hermitian vector bundles, degrees and slopes. Let $K$ be a number field, $\mathfrak{o}_K$ its ring of integers and $V_K$ its set of places. An hermitian vector bundle $E$ is the data of a flat $\mathfrak{o}_K$-module of finite type $E$ and, for every complex embedding $\sigma : K \to \mathbb{C}$, an hermitian norm $\| \cdot \|_{E, \sigma}$ on the complex vector space $E_\sigma := E \otimes \mathbb{C}$. These hermitian norms are supposed to be compatible to complex conjugation. For every place $v \in V_K$, we denote by $\| \cdot \|_{E, v}$ the norm induced on the $K_v$-vector space $E_v := E \otimes \mathfrak{o}_K K_v$.

If $L$ is an hermitian line bundle, that is an hermitian vector bundle of rank 1, we define its degree by

$$\hat{\deg}(L) := \log \#(L/sL) - \sum_{\sigma : K \to \mathbb{C}} \log \| s \|_{L, \sigma} = - \sum_{v \in V_K} \log \| s \|_{L, v}$$

where $s \in L$ is non-zero. It appears clearly from the second expression that this, according to the Product Formula, does not depend on the chosen section $s$. If $E$ is an hermitian vector bundle we define

- its degree:

$$\hat{\deg}(E) := \hat{\deg}(\bigwedge^{\text{rk} E} E);$$

- its slope:

$$\hat{\mu}(E) := \frac{\hat{\deg}(E)}{\text{rk} E};$$

- its maximal slope:

$$\hat{\mu}_{\text{max}}(E) := \sup_{0 \neq F \subset E} \hat{\mu}(F),$$

where the supremum is taken on all non-zero sub-modules $F$ of $E$ endowed with the restriction of the hermitian metric on $E$.

1. Statement of the main results

1.1. Global results: height on the GIT quotient.

1.1.1. Notation. Let $K$ be a number field and $\mathfrak{o}_K$ be its ring of integers. Let $X$ be a flat and projective $\mathfrak{o}_K$-scheme endowed with the action of a $\mathfrak{o}_K$-reductive group $G$. Let us suppose that $X$ is equipped with a $G$-linearized ample invertible sheaf $L$. According to a fundamental result of Seshadri [Ses77, Theorem 2] the graded $\mathfrak{o}_K$-algebra of $G$-invariants

$$A^G := \bigoplus_{d \geq 0} \Gamma(X, L^\otimes d)^G \subset A := \bigoplus_{d \geq 0} \Gamma(X, L^\otimes d)$$

is of finite type.

Let us denote by $X^{ss}$ the open subset of semi-stable points, i.e. the set of points $x \in X$ such that there exist an integer $d \geq 1$ and a $G$-invariant global section

---

1 Let $S$ be a scheme. A $S$-group scheme $G$ is said to reductive (or simply a $S$-reductive group) if the following conditions are satisfied:

(1) $G$ is affine, of finite type and smooth over $S$;

(2) for every geometric point $\tau : \text{Spec} \Omega \to S$ (where $\Omega$ is an algebraically closed field) the fibre $G_\tau = G \times_S \tau$ is a connected reductive group over $\Omega$. 

---
s ∈ \Gamma(\mathcal{X}, L^\otimes d)^G \) that does not vanish at \( x \). The inclusion of \( A^G \) in \( A \) induces a \( G \)-invariant morphism of \( \sigma_K \)-schemes

\[
\pi : A^{\text{ss}} \longrightarrow Y := \text{Proj} A^G
\]

which makes \( Y \) the categorical quotient of \( A^{\text{ss}} \) by \( G \) [Ses77, Theorem 4].

Since \( A^G \) is of finite type, the \( \sigma_K \)-scheme \( Y \) is projective: for every positive integer \( D \geq 1 \) divisible enough there exist an ample invertible sheaf \( M_D \) on \( Y \) and an isomorphism of invertible sheaves

\[
\varphi_D : \pi^* M_D \longrightarrow L^\otimes D|_{A^{\text{ss}}}
\]

compatible with the equivariant action of \( G \).

To complete the “arakelovian” data, for every complex embedding \( \sigma : K \rightarrow \mathbb{C} \) let us endow the invertible sheaf \( L|_{X_\sigma(C)} \) with a continuous metric \( \| \cdot \|_{L, \sigma} \). Let us suppose that the following conditions are satisfied:

- (Semi-positivity) : the Kähler form of the metric \( \| \cdot \|_{L, \sigma} \) is semi-positive (in the sense of distributions); equivalently for every analytic open subset \( U \subset X_\sigma(C) \) and every section \( s \in \Gamma(U, L) \) the function \(-\log \|s\|_{L, \sigma}\) is plurisubharmonic;
- (Invariance) : the metric \( \| \cdot \|_{L, \sigma} \) is invariant under the action of a maximal compact subgroup of \( G_\sigma(C) \).

Clearly we suppose that the family of metrics \( \{ \| \cdot \|_{L, \sigma} : \sigma : K \rightarrow \mathbb{C} \} \) is invariant under complex conjugation. We denote by \( \overline{Z} \) the corresponding hermitian invertible sheaf.

Let \( \sigma : K \rightarrow \mathbb{C} \) be a complex embedding. We define a metric on \( M_D \) as follows: for every point \( y \in Y_\sigma(C) \) and every section \( t \in y^* M_D \) we set

\[
\|t\|_{M_D, \sigma}(y) := \sup_{x(y)} \|\pi^* t\|_{L^\otimes D, \sigma}(x).
\]

One checks that this is actually a metric, i.e. the right-hand side is not \( +\infty \) (see Proposition 7.4). As noticed by Guillemin, Sternberg and Mumford — relying on previous work of Kempf and Ness [KN79] — this metric permits to link the geometric invariant theory of Kähler varieties and the concept of moment map and symplectic quotient in symplectic geometry.

**Theorem 1.1** ([Zha96, Theorem 4.10], cf. Theorem 7.5). Under the assumptions made on the metric \( \| \cdot \|_{L, \sigma} \) (semi-positivity and invariance under the action of a maximal compact subgroup) the metric \( \| \cdot \|_{M_D, \sigma} \) is continuous.

**Remark 1.2.** If the metric \( \| \cdot \|_{L, \sigma} \) is the restriction of a Fubini-Study metric this result follows directly from the results of Kempf-Ness. Zhang shows that the general case can be fed back to the case of a Fubini-Study metric thanks to an approximation result due to Tian and to an argument of extension of sections of small size (see [Zha94, Theorem 2.2] and [Bos04, Appendix A]). The latter argument permits to show that the Kähler form of the metric \( \| \cdot \|_{M_D, \sigma} \) is semi-positive [Zha95, Theorem 2.2].

The proof of Theorem 1.1 we present here is based on the original arguments of Kempf-Ness, replacing the properties of special functions of [KN79] by elementary convexity properties of subharmonic functions — namely the fact that a function \( u : \mathbb{R} \rightarrow \mathbb{R} \) is convex if and only if the function \( u \circ \log |z| : \mathbb{C}^\times \rightarrow \mathbb{R} \) is subharmonic.

The family of metric \( \{ \| \cdot \|_{M_D, \sigma} : \sigma : K \rightarrow \mathbb{C} \} \) we just defined is of course invariant under complex conjugation.
Definition 1.3. With the notations introduced above, we denote by $\mathcal{M}_D$ the corresponding hermitian invertible sheaf. We consider the function $h_{\mathcal{M}} : \mathcal{Y}(\mathbb{Q}) \to \mathbb{R}$ defined, for every $Q \in \mathcal{Y}(\mathbb{Q})$, by
\[
h_{\mathcal{M}}(Q) := \frac{1}{|D|} h_{\mathcal{M}_D}(Q),
\]
which clearly does not depend on $D$. We call $h_{\mathcal{M}}$ the *height on the quotient* (with respect to $\mathcal{X}$, $\mathcal{L}$ and $\mathcal{G}$).

1.1.2. Instability measure. Let $v \in V_K$ a place of $K$. If the place $v$ is non archimedean we denote $\| \cdot \|_{\mathcal{L},v}$ the continuous and bounded metric induced by the entire model $\mathcal{L}$.

Definition 1.4. Let $x$ be a $C_v$ point of $\mathcal{X}$. The *(v-adic) instability measure* is
\[
\iota_v(x) := - \log \sup_{g \in G_v(C_v)} \frac{\|g \cdot s\|_{\mathcal{L},v}(g \cdot x)}{\|s\|_{\mathcal{L},v}(x)} \in [-\infty, 0]
\]
where $s \in x^* \mathcal{L}$ is a non-zero section. Clearly this definition does not depend on the chosen section $s$.

The point $x$ is said to be *minimal* at the place $v$ (with the respect to the metric $\| \cdot \|_{\mathcal{L},v}$ and the action of $\mathcal{G}$) if its instability measure vanishes, $\iota_v(x) = 0$.

Proposition 1.5. Let $x$ be a $C_v$-point of $\mathcal{X}$. Then,

1. the instability measure $\iota_v(x)$ takes the value $-\infty$ if and only if the point $x$ is not semi-stable;
2. if $v$ is a non-archimedean place over a prime number $p$, the instability measure $\iota_v(x)$ takes the value $0$ if and only if the point $x$ is residually semi-stable, that is, the reduction\(^2\) $\tilde{x}$ of $x$ is semi-stable $\overline{\mathbb{F}}_p$-point of $\mathcal{X} \times_{\sigma_K} \overline{\mathbb{F}}_p$ under the action of $G \times_{\sigma_K} \overline{\mathbb{F}}_p$.

The first assertion follows from Theorem 1.20, while the second one is Theorem 7.8.

The main result of the present paper is the following formula comparing the height of a semi-stable point and the height of its projection on the quotient.

Theorem 1.6 (Fundamental Formula). Let $P \in \mathcal{X}^{ss}(K)$ be a semi-stable $K$-point. Then the instability measures $\iota_v(P)$ are almost all zero and we have
\[
h_{\mathcal{L}}(P) + \frac{1}{[K : \mathbb{Q}]} \sum_{v \in V_K} \iota_v(P) = h_{\mathcal{M}}(\pi(P)).
\]

1.1.3. The case of a projective space. Let $\mathcal{F}$ be an hermitian vector bundle over $\sigma_K$. Let us suppose that an $\sigma_K$-reductive group $\mathcal{G}$ acts linearly on $\mathcal{F}$ and that, for every embedding $\sigma : K \to \mathbb{C}$, the hermitian norm $\| \cdot \|_{F,\sigma}$ is invariant under the action of a maximal compact subgroup of $\mathcal{G}_\sigma(\mathbb{C})$.

The $\sigma_K$-reductive group $\mathcal{G}$ acts naturally on the projective space $\mathcal{X} = \mathbb{P}(\mathcal{F})$ and in an equivariant way on the invertible sheaf $\mathcal{L} = \mathcal{O}(1)$. For every embedding $\sigma : K \to \mathbb{C}$ let us endow the invertible sheaf $\mathcal{O}(1)_{|\mathcal{X}_\sigma(\mathbb{C})}$ with the Fubini-Study metric $\| \cdot \|_{\mathcal{O}(1),\sigma}$ induced by the hermitian norm $\| \cdot \|_{F,\sigma}$. By hypothesis, the metric

\[^2\text{Since } \mathcal{X} \text{ is projective, by the valuative criterion of properness the point } x \text{ lifts to a } \mathfrak{O}_v \text{-point of } \mathcal{X}, \text{ where } \mathfrak{O}_v \text{ is the ring of integers of } C_v. \text{ Taking the reduction } \text{ mod } p \text{ we find a } \overline{\mathbb{F}}_p \text{-point } \tilde{x} \text{ of } \mathcal{X} \text{ which we call the reduction of } x.\]
∥ · ∥_{O(1),\sigma} under a maximal compact subgroup of \(G_\sigma(\mathbb{C})\) and its curvature form is positive.

Let \(\mathcal{L}\) the so-obtained hermitian line bundle and let us borrow the general notation we introduced in paragraph 1.1.1.

Let \(v\) be a place of \(K\). Let \(x\) be a non-zero vector of \(\mathcal{F} \otimes_{\sigma_K} C_v\) and \([x]\) the associated \(C_v\)-point of \(X\). By definition we have

\[
\iota_v([x]) = \log \inf_{g \in G(C_v)} \frac{\|g \cdot x\|_{\mathcal{F},v}}{\|x\|_{\mathcal{F},v}},
\]

where the norm \(\| \cdot \|_{\mathcal{F},v}\) has been naturally extended to \(\mathcal{F} \otimes_{\sigma_K} C_v\) (and we still denote by \(\| \cdot \|_{\mathcal{F},v}\) its extension).

In this framework the Fundamental Formula reads as follows:

**Corollary 1.7.** Let \(v\) be a non-zero vector in \(\mathcal{F} \otimes_{\sigma_K} K\) and let \(P = [v]\) be the associated \(K\)-point of \(X\). If the point \(P\) is semi-stable we have:

\[
h_{\mathcal{M}}(\pi(P)) = h_{O(1)}([v]) + \sum_{v \in V_K} \log \inf_{g \in G(C_v)} \frac{\|g \cdot x\|_{\mathcal{F},v}}{\|x\|_{\mathcal{F},v}}
\]

\[
= \sum_{v \in V_K} \log \inf_{g \in G(C_v)} \|g \cdot x\|_{\mathcal{F},v}.
\]

In this case the result was obtained by Burnol [Bur92, Proposition 5].

1.1.4. **Lowest height on the quotient.** Since the metric \(\| \cdot \|_{\mathcal{M}_D,\sigma}\) is continuous and the invertible sheaf \(\mathcal{M}_D\) is ample the height on \(Y\) is uniformly bounded below. We set

\[
h_{\min}((X,\mathcal{L})//\mathcal{G}) := \inf_{Q \in Y(Q)} h_{\mathcal{M}}(Q).
\]

By definition of \(h_{\min}((X,\mathcal{L})//\mathcal{G})\) we have the following immediate Corollary of the Fundamental Formula which is relevant for the applications.

**Corollary 1.8.** Let \(P \in X^{ss}(K)\) be a semi-stable \(K\)-point. Then the instability measures \(\iota_v(P)\) are almost all zero and we have

\[
h_{\mathcal{L}}(P) + \frac{1}{[K:Q]} \sum_{v \in V_K} \iota_v(P) \geq h_{\min}((X,\mathcal{L})//\mathcal{G}).
\]

This inequality is the relevant result for applications in diophantine geometry. Nonetheless, for applications is sometimes important to have an explicit lower bound for the height on the quotient.

1.1.5. **The lower bound of Bost, Gasbarri and Zhang.** Let \(N \geq 1\) be a positive integer and let \(e_1, \ldots, e_N\) be positive integers. Let us consider the \(\mathfrak{o}_K\)-reductive groups

\[
\mathcal{G} = \text{GL}_{e_1,\mathfrak{o}_K} \times \cdots \times \text{GL}_{e_N,\mathfrak{o}_K},
\]

\[
\mathcal{S} = \text{SL}_{e_1,\mathfrak{o}_K} \times \cdots \times \text{SL}_{e_N,\mathfrak{o}_K},
\]

and for every embedding \(\sigma : K \to \mathbb{C}\) let us consider their maximal compact subgroups

\[
U_\sigma = U(e_1) \times \cdots \times U(e_N) \subset \mathcal{G}_\sigma(\mathbb{C})
\]

\[
SU_\sigma = SU(e_1) \times \cdots \times SU(e_N) \subset \mathcal{S}_\sigma(\mathbb{C}).
\]

Let \(\mathcal{F}\) be a hermitian vector bundle over \(\mathfrak{o}_K\) and let \(\rho : \mathcal{G} \to \text{GL}(\mathcal{F})\) be a representation, that is a morphism of \(\sigma_K\)-group schemes, which respects the hermitian
structure: this means that for every embedding $\sigma : K \to C$ the norm $\| \cdot \|_{F, \sigma}$ is fixed under the action of the maximal compact subgroup $U_{\sigma}$. We are then in the situation presented in paragraph 1.1.3 and we borrow the notation therein defined.

Let $\mathcal{E} = (\mathcal{E}_1, \ldots, \mathcal{E}_N)$ be a $N$-tuple of hermitian vector bundles over $\mathfrak{o}_K$ such that $rk\mathcal{E}_i = e_i$ for all $i = 1, \ldots, N$. To this data we can associate a hermitian vector bundle $\mathcal{F}_{\mathcal{E}}$ obtained from $\mathcal{F}$ by “twisting” it by $\mathcal{E}$ (see Section 3.1 for the precise definition). The hermitian vector bundle $\mathcal{F}_{\mathcal{E}}$ comes naturally endowed with a representation

$$\rho_\mathcal{E} : \mathcal{G}_\mathcal{E} = \text{GL}(\mathcal{E}_1) \times_{\mathfrak{o}_K} \cdots \times_{\mathfrak{o}_K} \text{GL}(\mathcal{E}_N) \to \text{GL}(\mathcal{F}_{\mathcal{E}})$$

that respect the hermitian structures. We consider

$$S_\mathcal{E} = \text{SL}(\mathcal{E}_1) \times_{\mathfrak{o}_K} \cdots \times_{\mathfrak{o}_K} \text{SL}(\mathcal{E}_N)$$

$$\mathcal{X}_\mathcal{E} = \mathcal{P}(\mathcal{F}_{\mathcal{E}})$$

$$\mathcal{Y}_{\mathcal{E}} = \mathcal{O}_{\mathcal{F}_{\mathcal{E}}}(1)$$

 endowed with the Fubini-Study metric induced by $\mathcal{F}_{\mathcal{E}}$. $\mathcal{Y}_\mathcal{E}$ is categorical quotient of $\mathcal{X}_\mathcal{E}^ss$ with respect to $S_\mathcal{E}$ and $L_\mathcal{E}$.

The representation $\rho$ is homogeneous of weight $a = (a_1, \ldots, a_N) \in \mathbb{Z}^N$ if for every $\mathfrak{o}_K$-scheme $T$ and for every $t_1, \ldots, t_N \in G_m(T)$ we have

$$\rho(t_1 \cdot \text{id}_{\mathcal{E}_1}, \ldots, t_N \cdot \text{id}_{\mathcal{E}_N}) = t_1^{a_1} \cdots t_N^{a_N} \cdot \text{id}_{\mathcal{F}}.$$

Theorem 1.9 (cf. Theorem 3.8). With the notations just introduced above, if the representation $\rho$ is homogeneous of weight $a = (a_1, \ldots, a_N) \in \mathbb{Z}^N$ and the subset of semi-stable points $\mathcal{X}_\mathcal{E}^ss$ is not empty, then:

1. there exists a canonical isomorphism $\alpha_\mathcal{E} : \mathcal{Y}_\mathcal{E} \to \mathcal{Y}$;
2. for every $D \geq 0$ divisible enough there exists a canonical isomorphism of hermitian line bundles, that is an isometric isomorphism of line bundles,

$$\beta_\mathcal{E} : \overline{\mathcal{M}}_{D, \mathcal{E}} \to \alpha_\mathcal{E}^* \overline{\mathcal{M}}_D \otimes \bigotimes_{i=1}^N f_\mathcal{E}^*(\det \mathcal{E}_i)^{\vee \otimes a_i D_i / e_i},$$

where $f_\mathcal{E} : \mathcal{Y}_\mathcal{E} \to \text{Spec} \mathfrak{o}_K$ is the structural morphism;
3. $h_{\min}((\mathcal{X}_\mathcal{E}, L_\mathcal{E}) / S_\mathcal{E}) = h_{\min}((\mathcal{X}, L) / S) - \sum_{i=1}^N a_i \mu(\mathcal{E}_i)$.

Corollary 1.10. With the notation of Theorem 3.8, for every $K$-point $P$ of $\mathcal{X}_\mathcal{E}$ which is semi-stable under the action of $S_\mathcal{E}$ we have:

$$h_{\mathcal{F}_{\mathcal{E}}}(P) \geq - \sum_{i=1}^N a_i \mu(\mathcal{E}_i) + h_{\min}((\mathcal{X}, L) / S).$$

For $N = 1$ this is the original statement of Gasbarri [Gas00, Theorem 1] which in turn was generalisation of results of Bost [Bos94, Proposition 2.1] and Zhang [Zha96, Proposition 4.2].

1.1.6. An explicit lower bound. In practice, it is useful to have an explicit lower bound of the height on the quotient. Let $N \geq 1$ be a positive integer and let $\mathcal{E} = (\mathcal{E}_1, \ldots, \mathcal{E}_N)$ be a $N$-tuple of hermitian vector bundles over $\mathfrak{o}_K$ of positive rank. Let us consider the following $\mathfrak{o}_K$-reductive groups

$$\mathcal{G} = \text{GL}(\mathcal{E}_1) \times_{\mathfrak{o}_K} \cdots \times_{\mathfrak{o}_K} \text{GL}(\mathcal{E}_N),$$

$$\mathcal{S} = \text{SL}(\mathcal{E}_1) \times_{\mathfrak{o}_K} \cdots \times_{\mathfrak{o}_K} \text{SL}(\mathcal{E}_N),$$
and for every complex embedding $\sigma : K \to \mathbb{C}$ let us consider the maximal compact subgroups,

$$U_\sigma = U(\| \cdot \|_{E_1, \sigma}) \times \cdots \times U(\| \cdot \|_{E_N, \sigma}) \subset G_\sigma(\mathbb{C}),$$

$$SU_\sigma = SU(\| \cdot \|_{E_1, \sigma}) \times \cdots \times SU(\| \cdot \|_{E_N, \sigma}) \subset S_\sigma(\mathbb{C}).$$

Let $\mathcal{F}$ be a hermitian vector bundle over $\mathfrak{o}_K$ and let $\rho : G \to \text{GL}(\mathcal{F})$ be a representation which respects the hermitian structures, that is, for every embedding $\sigma : K \to \mathbb{C}$ the norm $\| \cdot \|_{\mathcal{F}, \sigma}$ is fixed under the action of the maximal compact subgroup $U_\sigma$. We consider the induced action of $S$ on $\mathcal{F}$. We are then in the situation presented in paragraph 1.1.3 and we borrow the notation therein defined. For every positive integer $n \geq 1$ let us write

$$\ell(n) := \log n! = \sum_{i=1}^{n} \log i.$$ 

Let us remark that for every $n \geq 1$ we have $\ell(n) \leq \log n$ and, by Stirling’s approximation, we have $\ell(n) \sim \log n - 1$ as $n \to \infty$.

**Theorem 1.11** (cf. Theorem 4.1). With the notations introduced above, let

$$\varphi : \bigotimes_{i=1}^{N} \left[ \text{End}(E_i) \otimes a_i \otimes_{\mathfrak{o}_K} E_i^{\otimes b_i} \right] \longrightarrow \mathcal{F}$$

be a $G$-equivariant and generically surjective homomorphism of hermitian vector bundles. Then,

$$h_{\text{min}}(\mathcal{P}(\mathcal{F}), \mathcal{O}_{\mathcal{F}}(1))/S \geq -\sum_{i=1}^{N} b_i \hat{\mu}(E_i) - \sum_{i: \text{rk } E_i \geq 3} \frac{|b_i|}{2} \ell(\text{rk } E_i)$$

with equality if $b_1, \ldots, b_N = 0$.

Actually, one would hope for a better lower bound:

**Conjecture 1.12.** Under the same hypotheses of Theorem 1.11 we have

$$h_{\text{min}}(\mathcal{P}(\mathcal{F}), \mathcal{O}_{\mathcal{F}}(1))/S \geq -\sum_{i=1}^{N} b_i \hat{\mu}(E_i).$$

The error terms appearing in Theorem 1.11 are linked to the error terms involved in the upper bound of the maximal slope of the tensor product of hermitian vector bundles over $\mathfrak{o}_K$. We refer the interested reader to [Che09] and [BC13].

1.2. Local results : Kempf-Ness theory.

1.2.1. A result of Kempf and Ness. Let $G$ be a complex (connected) reductive group and let $V$ be a (finite dimensional) representation of $G$ endowed with an hermitian norm $\| \cdot \| : V \to \mathbb{R}_+$. Let us suppose that the hermitian norm $\| \cdot \|$ is invariant under the action of a maximal compact subgroup $U$ of $G$.

Let $v$ be a vector in $V$. Kempf and Ness studied in their celebrated paper [KN79] the properties of the function $p_v : G \to \mathbb{R}_+$ defined by

$$p_v(g) := \| g \cdot v \|^2.$$ 

Among the results presented therein, the following are of particular interest:

**Theorem 1.13.** With the notations introduced above, we have:
(1) The function \( p_v \) obtains its minimum value if and only if the orbit of \( v \) is closed.
(2) Any critical point of \( p_v \) is a point where \( p_v \) obtains its minimum.
(3) If \( p_v \) obtains its minimum value, then the set where \( p_v \) obtains this value consists of a single \( U - G_v \) coset (here \( G_v \) is the stabiliser of \( v \) in \( G \)).

1.2.2. Interpretation via the moment map. As discovered by Guillemin-Sternberg and Mumford, these results permit to link the Geometric Invariant Theory of Kähler varieties with the concept of moment map in symplectic geometry.

In the present situation a moment map \( \mu : P(V) \to (\text{Lie } U)^\vee \) for the action of \( G \) on \( V \) is defined as follows. For every non-zero vector \( v \in V \), we associate the linear map \( \mu[v] : \text{Lie } U \to \mathbb{R} \) defined for every \( a \in \text{Lie } U \) by
\[
\mu[v](a) := \frac{1}{i2\pi} \cdot \frac{\langle \text{ad}(a, v), v \rangle}{\|v\|^2}.
\]
Here \( \langle -, - \rangle \) denotes the hermitian form associated to the norm \( \| \cdot \| \), \( i \) denotes a square root of \(-1\) and \( \text{ad} : \text{Lie } U \times V \to V \) denotes the adjoint action.

Let us say that \( v \in V \) is minimal if \( p_v(g) \geq p_v(e) \) for every \( g \in G \) and let us denote by \( P(V)^\min \) the set of points having a non-zero representative which is minimal.

**Proposition 1.14.** A non-zero vector \( v \in V \) is minimal if and only if the linear map \( \mu[v] \) is identically zero.

(For a proof the reader can consult the proof of [MFK94, Theorem 8.3].) With this notation statement (2) in Theorem 1.13 is translated into the equality:
\[
\mu^{-1}(0) = P(V)^\min.
\]
Moreover let us consider the open subset \( P(V)^\text{ss} \) of semi-stable points of \( P(V) \) with respect to \( G \) and \( \mathcal{O}(1) \). Let \( Y \) be categorical quotient of \( P(V)^\text{ss} \) by \( G \). Then the natural map
\[
\mu^{-1}(0)/U \longrightarrow Y(\mathbb{C})
\]
is a homeomorphism [MFK94, Theorem 8.3]. When the action of \( U \) is free, the quotient \( \mu^{-1}(0)/U \) is called the Marsden-Weinstein reduction or symplectic quotient. We refer the interested reader to the original papers of Guillemin-Sternberg [GS82a, GS82b, GS84], or the more introductory accounts of Kirwan [MFK94, Chapter 8] and Woodward [Woo10].

1.2.3. Present setting. In this text we study what happens when one replaces:
- the field \( \mathbb{C} \) by a complete field \( k \);
- the vector space \( V \) by a \( k \)-affine scheme \( X \) endowed with an action of a \( k \)-reductive group \( G \);
- the norm \( \| \cdot \| \) by a plurisubharmonic function \( u : |X^\text{an}| \to [-\infty, +\infty] \) (see Definition 5.29) invariant under a maximal compact subgroup \( U \) of \( G \) (see Definitions 5.20 and 5.21).

Let us mention that Azad-Loeb [AL93] studied the case when \( X \) is a complex smooth affine scheme (or more generally a smooth Stein space) and \( u : X(\mathbb{C}) \to \mathbb{R} \) is a \( U \)-invariant strongly plurisubharmonic function which is \( C^2 \). Statement (1) and (3) in Theorem 1.13 are not longer valid in general when the function is not strongly plurisubharmonic:

\[
\text{Other conventions on the scalar factor of } \mu \text{ can be found in the literature.}
\]
Example 1.15. For instance let us consider the action of the multiplicative group $\mathbb{C}^\times$ on $\mathbb{C}^2$ given by

$$t \cdot (x, y) = (tx, y).$$

Clearly the $\ell^\infty$ norm $\| (x, y) \|_\infty = \max \{|x|, |y|\}$ is plurisubharmonic and invariant under the action of the maximal compact subgroup $U(1)$. However the orbit of $(1, 1)$ is given by the points of the form $(t, 1)$ with $t \in \mathbb{C}^\times$, thus we have

$$\|(t, 1)\|_\infty \geq 1 = \|(1, 1)\|_\infty$$

for every $t \in \mathbb{C}^\times$. Therefore the point $(1, 1)$ is “minimal” in its orbit but its orbit is not closed. Moreover every point of the form $(t, 1)$ with $|t| \leq 1$ is “minimal” and they do not belong to the same orbit under $U(1)$.

In order to discuss what is the right analogue of the result of Kempf-Ness in this new context, let us first go back to the classical algebraic framework of Geometric Invariant Theory.

1.2.4. Algebraic setting. Let $k$ be a field. Let $G$ be a $k$-reductive group acting on an affine $k$-scheme $X = \text{Spec } A$ of finite type. Let us denote by $Y$ the spectrum of the subalgebra of invariants $A^G$ and by $\pi : X \to Y$ the morphism induced by the natural inclusion $A^G \subset A$.

The fundamental theorem of Geometric Invariant Theory in the affine case can be stated as follows (see [MFK94, Theorem 1.1 and Corollary 1.2] for characteristic 0, [Hab75] on positive characteristic and [Ses77, Theorem 3] over more general bases).

**Theorem 1.16.** The $k$-scheme $Y$ is of finite type and the morphism $\pi$ satisfies the following properties:

1. $\pi$ is surjective and $G$-invariant;
2. let $K$ be a field extension of $k$ and $\pi_K : X_K := X \times_k K \to Y_K := Y \times_k K$ be the morphism obtained extending scalars to $K$; then for all points $x, x' \in X(K)$ we have
   $$\pi_K(x) = \pi_K(x') \iff \overline{G_K \cdot x} \cap \overline{G_K \cdot x'} \neq \emptyset,$$
   the orbits being taken in $X_K$.
3. for every $G$-stable closed subset $F \subset X$ its image $\pi(F) \subset Y$ is closed;
4. the structural morphism $\pi^* : O_Y \to \pi_* O_X$ induces an isomorphism
   $$\pi^* : O_Y \xrightarrow{\sim} (\pi_* O_X)^G.$$

In particular $Y$ is the categorical quotient of $X$ by $G$ in the category of $k$-schemes, i.e. every $G$-invariant morphism $\pi' : X \to Y'$ factors in a unique way through $Y$. For this reason, for the rest of this paper we will call $Y$ the quotient of $X$ by $G$ and $\pi$ the quotient morphism or the projection (on the quotient).

1.2.5. Analytic setting. Let us suppose moreover that the field $k$ is complete with respect to an absolute value $| \cdot |$. Keeping the notations introduced above let us denote by $G^\text{an}$ (resp. $X^\text{an}$, resp. $Y^\text{an}$) the $k$-analytic space obtained by analytification of the $k$-affine scheme $G$ (resp. $X$, resp. $Y$). Here, a real analytic space is the quotient of a complex analytic space by an anti-holomorphic involution; non-archimedean analytic spaces are taken in the sense of Berkovich. We summarised the needed material on the construction of the analytification in Section 5.1: we refer the reader to that section for the definitions.
The $k$-analytic group $G^{an}$ acts naturally on the $k$-analytic space $X^{an}$ and the morphism of $k$-analytic spaces $\pi : X^{an} \rightarrow Y^{an}$ induced by the canonical projection (that we still denote by $\pi$) is surjective and $G^{an}$-invariant.

Let $\sigma : G \times_k X \rightarrow X$ be the morphism of $k$-schemes defining the action of $G$ on $X$.

**Definition 1.17.** The *orbit* of a point $x \in X^{an}$ is the subset of $X^{an}$ defined by

$$G^{an} \cdot x := \sigma^{an}(pr_1^{-1}(x)).$$

A subset $F \subset |X^{an}|$ is said to be $G^{an}$-stable (resp. $G^{an}$-saturated) if for every point $x \in F$, its orbit $G^{an} \cdot x$ (resp. the closure $\overline{G^{an} \cdot x}$ of its orbit) is contained in $F$.

In the complex case these are just the usual notions. In general for two points $x, y \in X^{an}$ we have [Ber90, Proposition 5.1.1]:

$$y \in G^{an} \cdot x \iff x \in G^{an} \cdot y.$$

1.2.6. *Analytic topology of the GIT quotient.* Our first main result is the analogue of points (1)-3) in Theorem 1.16 in the setting of $k$-analytic spaces (see Propositions 6.1 and 6.9):

**Theorem 1.18** *(cf. Propositions 6.1 and 6.9).* With the notation introduced above, the morphism $\pi^{an} : X^{an} \rightarrow Y^{an}$ satisfies the following properties:

1. $\pi^{an}$ is surjective and $G^{an}$-invariant;
2. for every $x, x' \in X^{an}$ we have:
   $$\pi^{an}(x) = \pi^{an}(x') \iff G^{an} \cdot x \cap G^{an} \cdot x' \neq \emptyset;$$
3. if $F$ is a $G^{an}$-stable closed subset of $|X^{an}|$, then its projection $\pi^{an}(F)$ is a closed subset of $|Y^{an}|$.

In the complex case statements (1) and (2) are deduced directly from their “algebraic” version (Theorem 1.16 (1)-(2)). Let us remark that, in order show (2), the crucial observation is that the orbit $G \cdot x$ of a point $x \in X(C)$ is a constructible subset of $X$; its closure with respect to the complex topology coincide with its Zariski closure. Furthermore this theorem is already known as a consequence of the results of Kempf and Ness. Another proof has been given also by Neeman [Nee85].

Theorem 1.18 permits to derive formally the following consequences, whose proof is left to the reader:

**Corollary 1.19.** With the notation introduced above, the following properties are satisfied:

1. for every point $x \in X^{an}$ there exists a unique closed orbit contained in $G^{an} \cdot x$;
2. for every $G^{an}$-saturated subsets $F, F' \subset |X^{an}|$ we have:
   $$\pi^{an}(F) \cap \pi^{an}(F') \neq \emptyset \iff F \cap F' \neq \emptyset;$$
3. a subset $V \subset |Y^{an}|$ is open if and only $(\pi^{an})^{-1}(V) \subset |X^{an}|$ is open;
4. let $U$ be an open subset of $|X^{an}|$; then $U$ is $G^{an}$-saturated if and only if $U = (\pi^{an})^{-1}(\pi^{an}(U))$; if $U$ satisfies one of this two equivalent properties, then its projection $\pi^{an}(U)$ is an open subset of $|Y^{an}|$. 
In particular the topological space $|Y^\an|$ is the categorical quotient in the category of $T_1$ topological spaces\(^4\) of $|X^\an|$ by the equivalence relation:

$$x \mathcal{R}_G x' \iff G^\an \cdot x = G^\an \cdot x'.$$

1.2.7. A variant of the result of Kempf-Ness. We can finally discuss the variant of the results of Kempf and Ness that we prove in this paper.

A function $u : |X^\an| \to [-\infty, +\infty]$ is said to be invariant under a maximal compact subgroup of $G$ if there exists a maximal compact subgroup $U \subset |G^\an|$ with the following property: for every point $t \in G^\an \times_k X^\an$ such that $\text{pr}_1(t) \in U$ we have

$$u(\sigma^\an(t)) = u(\text{pr}_2(t))$$

where $\sigma : G \times_k X \to X$ is the morphism defining the action of $G$ on $X$.

**Theorem 1.20** (cf. Theorem 6.3). Let $u : |X^\an| \to [-\infty, +\infty]$ be a plurisubharmonic function which is invariant under the action of a maximal compact subgroup of $G$. For every point $x \in X^\an$ we have

$$\inf_{\pi^\an(x') = \pi^\an(x)} u(x') = \inf_{x' \in G^\an \cdot x} u(x').$$

It is convenient to give the following definitions.

**Definition 1.21.** Let $u : |X^\an| \to [-\infty, +\infty]$ be a function. A point $x \in X^\an$ is said to be:

- $u$-minimal on $\pi$-fibre if $u(x) = \inf_{\pi^\an(x') = \pi^\an(x)} u(x')$;
- $u$-minimal on $G$-orbit if $u(x) = \inf_{x' \in G^\an \cdot x} u(x')$.

The set of $u$-minimal points on $\pi$-fibres (resp. $u$-minimal points on $G$-fibres) is denoted by $X^\min_\pi(u)$ (resp. $X^\min_G(u)$).

**Corollary 1.22** (cf. Corollary 6.4). Let $u : |X^\an| \to [-\infty, +\infty]$ be a plurisubharmonic function which is invariant under the action of a maximal compact subgroup of $G$. Then,

1. a point $x$ is $u$-minimal on $\pi$-fibre if and only if it is $u$-minimal on $G$-orbit;
2. $X^\min_\pi(u) = X^\min_G(u)$;
3. if $u$ is moreover continuous, the set of $u$-minimal points on $\pi$-fibres $X^\min_\pi(u)$ is closed.

In order to understand better the relation with the result of Kempf and Ness let us remark that we have following consequence of Theorem 1.20:

**Corollary 1.23.** With the notation introduced above, let us suppose that $u$ is moreover topologically proper. Let $x \in X^\an$ be a $u$-minimal point on its $G$-orbit (thus on its $\pi$-fibre). Then there exists a point $x_0 \in \overline{G^\an \cdot x}$ such that its orbit is closed and $u(x_0) = u(x)$.

**Proof.** Indeed let $x' \in \overline{G^\an \cdot x}$ be a point whose orbit is closed. It suffices to take a minimal point $x_0$ in the orbit of $x'$ (this exists because we supposed $u$ to be topologically proper).

Nonetheless the techniques employed to prove Theorem 1.20 permit to analyse the positivity conditions that a $U$-invariant function has to satisfy in order to obtain

\(^4\)A topological space $S$ is said to be $T_1$ if the points of $S$ are closed.
a statement analogous to one of Kempf and Ness. We discuss this aspect in Section 6.5.

1.2.8. An analogue of the Marsden-Weinstein reduction. Let us consider the set
\[ X_{\pi}^{\text{min}}(u)/U \text{ of } U\text{-orbits of } u\text{-minimal points, namely the quotient of } X_{\pi}^{\text{min}}(u) \text{ by the equivalence relation} \]
\[ x \sim x' \iff U \cdot x = U \cdot x'. \]

Once endowed with the quotient topology, it is a locally compact topological space (see [Ber90, Proposition 5.1.5 (i)] for the non-archimedean case). According to Theorem 1.18 we have the following Corollary:

**Proposition 1.24.** With notation introduced above, let us suppose that $u$ is continuous and topologically proper. Then the natural continuous map induced by $\pi^{an}$,
\[ X_{\pi}^{\text{min}}(u)/U \longrightarrow |Y^{an}| \]
is surjective and topologically proper.

In the framework of Kempf and Ness this corresponds to the homeomorphism between the symplectic quotient and quotient in the sense of Geometric Invariant Theory. The lack of injectivity comes from the fact that the minimal point on an orbit do not form necessarily a single $U$-orbit. In Section 6.5 we introduce a class of functions (that we call *special* plurisubharmonic) in the complex case that prevents this kind of degeneracy. Unfortunately, the definition does not seem to be appropriate in the non-archimedean case.

We wonder whether it exists plurisubharmonic in the non-archimedean case functions $u$ such that the map $X_{\pi}^{\text{min}}(u)/U \rightarrow |Y^{an}|$ is a homeomorphism.

1.3. Proof of the Fundamental Formula: reduction to local statements.
In this section we show how the “local results” of Kempf-Ness theory entail the Fundamental Formula. Let us go back to the notation introduced in Section 1 and let $v \in V_K$ be a place of $K$.

The following result is easily deduced from Theorem 1.20 by means of passing to the affine cone over $X$ (see Section 7.2.1 for details):

**Theorem 1.25 (cf. Theorem 7.5).** Let $P \in X^{an}(C_v)$ be a semi-stable $C_v$-point of $X$ and $t \in \pi(P)^* M_D$ be a non-zero section. Then,
\[ \sup_{\pi(P') = \pi(P)} \| \pi^* t \|_{L^\otimes D,v}(P') = \sup_{g \in G(C_v)} \| \pi^* t \|_{L^\otimes D,v}(g \cdot P), \]
(\text{where the supremum on the left-hand side is ranging on } C_v\text{-points } P' \text{ in the fibre of } \pi(P)).

Let us suppose moreover that the place $v$ is non-archimedean. Let us denote by $\| \cdot \|_{L,v}$ (resp. $\| \cdot \|_{M_D,v}$) the continuous and bounded metric associated to the entire model $L$ (resp. $M_D$).

**Theorem 1.26 (cf. Theorem 7.10).** Let $Q \in Y(C_v)$ be a $C_v$-point of $Y$ and let $t \in Q^* M_D$ be a section. Then,
\[ \| t \|_{M_D,v}(Q) = \sup_{\pi(P) = Q} \| \pi^* t \|_{L^\otimes D,v}(P) \]
(\text{where the supremum on the right-hand side is ranging on } C_v\text{-points } P \text{ in the fibre of } Q).
Proof of Theorem 1.6 admitting Theorems 1.25 and 1.26. Let \( P \in X^{ss}(K) \) be a semi-stable \( K \)-point of \( X \) and let \( t \in \pi(P)^* \mathcal{M}_D \) be a non zero section. We have

\[
[K : \mathbb{Q}] h_{\mathcal{M}_D}(\pi(P)) = \sum_{v \in \mathcal{V}_K} -\log \|t\|_{\mathcal{M}_D,v}(\pi(P))
\]

(1.3.1)

where in the second equality we used the very definition of the metric \( \| \cdot \|_{\mathcal{M}_D,v} \) for the archimedean places and Theorem 1.26 for the non-archimedean ones. According to Theorem 1.25 we have:

\[
[K : \mathbb{Q}] h_{\mathcal{M}_D}(\pi(P)) = \sum_{v \in \mathcal{V}_K} -\log \sup_{g \in \mathfrak{G}(\mathbb{C}_v)} \|\pi^*t\|_{\mathcal{L}^D,v}(g \cdot P)
\]

\[
= \sum_{v \in \mathcal{V}_K} -\log \sup_{g \in \mathfrak{G}(\mathbb{C}_v)} \|\pi^*t\|_{\mathcal{L}^D,v}(g \cdot P) + \sum_{v \in \mathcal{V}_K} -\log \|\pi^*t\|_{\mathcal{L}^D,v}(P)
\]

\[
= D \left( \sum_{v \in \mathcal{V}_K} \nu_v(P) + [K : \mathbb{Q}] h_{\mathfrak{T}}(P) \right),
\]

where we used the definition the \( v \)-adic instability measure of \( P \) (remark that the section \( \pi^*t \) is \( \mathfrak{G} \)-invariant, thus \( g \cdot \pi^*t = \pi^*t \) for every \( g \in \mathfrak{G}(\mathbb{C}_v) \)). This concludes the proof of the Fundamental Formula.

2. Examples of height on the quotient

2.1. Endomorphisms of a vector space.

2.1.1. Semi-stable endomorphisms. Let \( k \) be an algebraically closed field and \( E \) be a \( k \)-vector space of (finite) dimension \( n \). Let us consider the action by conjugation of the \( k \)-reductive group \( \text{GL}(E) \) on the affine \( k \)-scheme

\[ X := \text{End}(E) = \text{Spec}(A), \]

where \( A = \text{Sym}_k(\text{End}(E)^\vee) \). For every endomorphism \( \varphi : E \to E \) let us denote by \( P_\varphi(T) \) its characteristic polynomial,

\[ P_\varphi(T) := \det(T \cdot \text{id}_E - \varphi) = T^n - \sigma_1(\varphi)T^{n-1} + \cdots + (-1)^n \sigma_n(\varphi). \]

The coefficients \( \sigma_1(\varphi), \ldots, \sigma_n(\varphi) \) are polynomials in the coefficients of \( \varphi \), i.e. elements of \( A \), which are invariant under the action of \( \text{SL}(E) \).

Proposition 2.1 ([MS72, Proposition 2]). The affine space \( A^n_k \) together with the map

\[
\pi : \text{End}(E) \to A^n_k \quad \varphi \mapsto (\sigma_1(\varphi), \ldots, \sigma_n(\varphi)).
\]

is a categorical quotient of \( X \) by \( \text{SL}(E) \).

In particular, the invariants \( \sigma_1, \ldots, \sigma_n \) generate the \( k \)-algebra of invariants \( A^{\text{SL}(E)} \).

Proposition 2.2 ([MS72, Proposition 4]). For every endomorphism \( \varphi : E \to E \) we have:

1. the orbit of \( \varphi \) is closed if and only if \( \varphi \) is semi-simple (i.e. it can be diagonalized);
2. the closure \( \overline{\mathcal{G} \cdot \varphi} \) of the orbit of \( \varphi \) contains the orbit of the semi-simple part \( \varphi_{ss} \) of \( \varphi \).
Corollary 2.3. For every non-zero endomorphism $\varphi : E \to E$, the associated $k$-point $[\varphi] \in \mathbb{P}(\text{End}(E))$ is semi-stable if and only if $\varphi$ is not nilpotent.

2.1.2. Arithmetic situation. Let $K$ be a number field and $\mathfrak{o}_K$ be its ring of integers. Let $\mathcal{E}$ be a hermitian vector bundle on $\mathfrak{o}_K$.

We consider the action by conjugation of $\mathcal{S} = \text{SL}(\mathcal{E})$ on $\text{End}(\mathcal{E})$. Let us endow the $\mathfrak{o}_K$-module $\text{End}(\mathcal{E})$ with the natural norms on endomorphism (see paragraph 0.3.2). The norm $\| \cdot \|_{\text{End}(\mathcal{E}), \sigma}$ is invariant under the action of the special unitary subgroup $\text{SU}(\| \cdot \|_{\mathcal{E}, \sigma})$ of $G_\sigma(\mathbb{C})$. We are therefore in the situation of paragraph 1.1.3 (with $\mathcal{F} = \text{End}(\mathcal{E})$ and $\mathcal{G} = \mathcal{S}$) and we borrow the notation therein defined.

Theorem 2.4. With the notations introduced above, let $\varphi$ be an endomorphism of the $K$-vector space $\mathcal{E} \otimes_{\mathfrak{o}_K} K$.

Let us suppose that the corresponding $K$-point $[\varphi]$ of $\mathbb{P}(\text{End}(E))$ is semi-stable (that is, the endomorphism $\varphi$ is not nilpotent). Then,

$$[\Omega : \mathbb{Q}] h_{\text{arch}}(\pi([\varphi])) = \sum_{\nu \in \nu_{\Omega} \text{ non-arch.}} \log \max\{|\lambda_1|_\nu, \ldots, |\lambda_n|_\nu\}$$

$$+ \sum_{\sigma : \Omega \to \mathbb{C}} \log \sqrt{|\lambda_1|_\sigma^2 + \cdots + |\lambda_n|_\sigma^2},$$

where $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of $\varphi$ (counted with multiplicities) and $\Omega$ is a number field containing them.

The remainder of this section is devoted to the proof of Theorem 2.4.

2.1.3. Reduction to local statements. Let $v$ be a place of $K$ and let $E$ be a $\mathbb{C}_v$-vector space of dimension $n$. Let $e_1, \ldots, e_n$ be a basis of $E$ and let us equip $E$ with the norm $\| \cdot \|_E$ defined by

$$\|x_1 e_1 + \cdots + x_n e_n\|_E := \begin{cases} \max\{|x_1|_v, \ldots, |x_n|_v\} & \text{if } v \text{ is non-archimedean} \\ \sqrt{|x_1|_v^2 + \cdots + |x_n|_v^2} & \text{if } v \text{ is archimedean}. \end{cases}$$

Let us equip the $\mathbb{C}_v$-vector space $\text{End}(E)$ with the norm $\| \cdot \|_{\text{End}(E)}$ defined by:

$$\|\varphi\|_{\text{End}(E)} := \begin{cases} \sup_{x \neq 0} \frac{\|\varphi(x)\|_E}{\|x\|_E} & \text{if } v \text{ is non-archimedean} \\ \frac{1}{\sqrt{\|\varphi(e_1)\|_E^2 + \cdots + \|\varphi(e_n)\|_E^2}} & \text{if } v \text{ is archimedean}. \end{cases}$$

In the non-archimedean case the norm $\| \cdot \|_E$ is the one associated to $\mathfrak{o}$-submodule of $E$, $\mathcal{E} = \mathfrak{o} \cdot e_1 \oplus \cdots \oplus \mathfrak{o} \cdot e_n$ (where $\mathfrak{o}$ is the ring of integers of $\mathbb{C}_v$). The norm $\| \cdot \|_{\text{End}(E)}$ is then associated to the $\mathfrak{o}$-submodule $\text{End}(\mathcal{E})$ of $\text{End}(E)$.

In the archimedean we have $\|\varphi\|_E^2 = \text{Tr}(\varphi^* \circ \varphi)$ where $\varphi^*$ is the adjoint endomorphism to $\varphi$ with respect to the hermitian norm $\| \cdot \|_E$.

Proposition 2.5. With the notation introduced above, for every endomorphism $\varphi$ of $E$ we have

$$\inf_{g \in \text{SL}(E, \mathbb{C}_v)} \|g \varphi g^{-1}\|_{\text{End}(E)} = \begin{cases} \max\{|\lambda_1|_v, \ldots, |\lambda_n|_v\} & \text{if } v \text{ is non-archimedean} \\ \sqrt{|\lambda_1|_v^2 + \cdots + |\lambda_n|_v^2} & \text{if } v \text{ is archimedean}. \end{cases}$$

where $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of $\varphi$ (counted with multiplicities).
Proof of Theorem 2.4. It suffices to apply the Fundamental Formula in the form given by Corollary 1.7 and use the expression of the local terms given by Proposition 2.5.

2.1.4. Computing minimal endomorphisms. In this framework an endomorphism is minimal if and only if

$$\|\varphi\|_{\text{End}(E)} = \inf_{g \in \text{SL}(E, C_v)} \|g \varphi g^{-1}\|_{\text{End}(E)}.$$ 

Proposition 2.6. Let $\lambda_1, \ldots, \lambda_n \in C_v$. With the notations introduced above, the endomorphism $\varphi = \text{diag}(\lambda_1, \ldots, \lambda_n)$ is minimal.

Proof of Proposition 2.6: the non-archimedean case. Let us suppose that the place $v$ is non-archimedean. Proposition 1.5 (2) affirms that a non-zero endomorphism $\varphi$ is minimal if and only if its reduction $\tilde{\varphi}$ is a semi-stable $\mathbf{F}_p$-point of $\text{P}(\text{End}(\mathbf{E} \otimes_p \mathbf{F}_p))$.

Let $\lambda_1, \ldots, \lambda_n$ be elements of $C_v$ and let us suppose that they are not all zero. Up to rescaling the endomorphism $\varphi = \text{diag}(\lambda_1, \ldots, \lambda_n)$ we may suppose

$$\max\{|\lambda_1|_v, \ldots, |\lambda_n|_v\} = 1.$$ 

The reduction of the point $[\varphi]$ is the $\mathbf{F}_p$-point of $\text{P}(\text{End}(\mathbf{E}))$ associated to the endomorphism $\tilde{\varphi} = \text{diag}(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_n)$ of the $\mathbf{F}_p$-vector space

$$\mathbf{E} \otimes_p \mathbf{F}_p = \mathbf{F}_p \cdot e_1 \oplus \cdots \oplus \mathbf{F}_p \cdot e_n,$$

where, for every $i = 1, \ldots, n$, $\tilde{\lambda}_i \in \mathbf{F}_p$ denotes the reduction of $\lambda_i$. The endomorphism $\tilde{\varphi}$ is non-zero and clearly semi-simple, hence semi-stable. Thus, according to Proposition 1.5 (2), the endomorphism $\varphi$ is minimal, which conclude the proof in the non-archimedean case.

Proof of Proposition 2.6: the archimedean case. Let $\mathfrak{su}(E)$ be the Lie algebra of the Lie group $\text{SU}(\|\cdot\|_E)$. A moment map $\mu : X(C) \to \mathfrak{su}(E)^\vee$ for this action is defined as follows: for every non-zero endomorphism $\varphi$ it is the linear map which associates to every skew-hermitian matrix $A \in \mathfrak{su}(E)$ the real number

$$\mu_{[\varphi]}(A) = \frac{1}{i 2 \pi} \frac{\langle [A, \varphi], \varphi \rangle_{\text{End}(E)}}{\|\varphi\|^2_{\text{End}(E)}},$$

where $[A, \varphi] = A \varphi - \varphi A$ denotes the Lie bracket, $\langle \cdot, \cdot \rangle_{\text{End}(E)}$ the hermitian form associated to the norm $\|\cdot\|_{\text{End}(E)}$ and $i$ is a square root of $-1$.

According to Proposition 1.14, the point $\varphi$ is minimal if and only if $\mu_{[\varphi]}(A)$ vanishes for all $A \in \mathfrak{su}(E)$. Clearly this is equivalent to the following condition:

$$\langle A \varphi, \varphi \rangle_{\text{End}(E)} = \langle \varphi A, \varphi \rangle_{\text{End}(E)} \quad \text{for all } A \in \text{End}(E).$$

Lemma 2.7. With the notation introduced above, for every endomorphism $\varphi$ of $E$ the following conditions are equivalent:

1. $\langle A \varphi, \varphi \rangle_{\text{End}(E)} = \langle \varphi A, \varphi \rangle_{\text{End}(E)}$ for all $A \in \text{End}(E)$;
2. $\varphi^* \varphi = \varphi \varphi^*$, where $\varphi^*$ denotes the adjoint endomorphism to $\varphi$ with respect to the norm $\|\cdot\|_{\text{End}(E)}$.

Proof of Lemma 2.7. The proof is just a honest computation.

For all $i, j = 1, \ldots, n$ let $A_{ij}$ be endomorphism of $E$ defined by $A_{ij}(e_k) = \delta_{ik} e_j$ for all $k = 1, \ldots, n$ (here $\delta_{ik}$ is Kronecker’s delta). Let us also write $\varphi = \sum_{i,j=1}^n \varphi_{ij} A_{ij}$. With these conventions for every $i, j = 1, \ldots, n$ we have:
\[ A_{ij} \varphi = \sum_{k=1}^{n} \varphi_{jk} A_{ik}, \quad \varphi A_{ij} = \sum_{k=1}^{n} \varphi_{ki} A_{kj}. \]

Since the endomorphisms \( A_{ij} \) form an orthonormal basis of \( \text{End}(E) \) we have, for every \( i, j = 1, \ldots, n \):

\[ \langle A_{ij} \varphi, \varphi \rangle = \sum_{k=1}^{n} \varphi_{jk} \varphi_{ik}, \quad \langle \varphi A_{ij}, \varphi \rangle = \sum_{k=1}^{n} \varphi_{ki} \varphi_{kj}. \]

On the other hand one has by definition \( \varphi = \sum_{i,j=1}^{n} \varphi_{ij} A_{ij} \). Therefore

\[ \varphi \varphi^* = \sum_{i,j=1}^{n} (A_{ij} \varphi, \varphi) A_{ij}, \quad \varphi^* \varphi = \sum_{i,j=1}^{n} (\varphi A_{ij}, \varphi) A_{ij}. \]

It follows immediately from these expressions that the two conditions in the statement are equivalent.

\[ \square \]

The preceding Lemma concludes the proof. Indeed, if \( \lambda_1, \ldots, \lambda_n \) are complex numbers and \( \varphi = \text{diag}(\lambda_1, \ldots, \lambda_n) \), we have

\[ \varphi^* \varphi = \varphi \varphi^* = \text{diag}(|\lambda_1|^2, \ldots, |\lambda_n|^2). \]

According to the preceding Lemma, \( \varphi \) is minimal.

\[ \square \]

**Proof of Proposition 2.5.** According to Corollary 1.23 for every endomorphism \( \varphi \) there exists an endomorphism \( \varphi_0 \) conjugated to the semi-simple part of \( \varphi \) (which is equivalent to say that \( \varphi_0 \) belonging to the unique closed orbit contained in the (Zariski) closure \( \mathcal{O} \) of the orbit of \( \varphi \)) which is minimal.

Let \( \lambda_1, \ldots, \lambda_n \) be the eigenvalues of \( \varphi \) and let us consider the endomorphism \( \varphi_1 = \text{diag}(\lambda_1, \ldots, \lambda_n) \). The endomorphism \( \varphi_1 \) is conjugated to the semi-simple part of \( \varphi \), therefore it lies in the same orbit of \( \varphi_0 \). According to Proposition 2.6 it is minimal too. Therefore we get

\[ \inf_{g \in \text{SL}(E, \mathbb{C})} \|g \varphi g^{-1}\|_{\text{End}(E)} = \|\varphi_0\|_{\text{End}(E)} = \|\text{diag}(\lambda_1, \ldots, \lambda_n)\|_{\text{End}(E)} \]

and the result follows immediately.

\[ \square \]

2.1.5. **A variant.** Let us remain in the complex case. Instead of looking to the norm \( \|\cdot\|_{\text{End}(E)} \), one may consider for an endomorphism \( \varphi : E \to E \) the sup-norm as in the non-archimedean case:

\[ \|\varphi\|_{\text{sup}} := \sup_{x \neq 0} \frac{\|\varphi(x)\|_E}{\|x\|_E}. \]

It is invariant under the action of \( \text{SU}(\|\cdot\|_E) \).

**Proposition 2.8.** With the notation introduced above, we have

\[ \inf_{g \in \text{SL}(E, \mathbb{C})} \|g \varphi g^{-1}\|_{\text{sup}} = \max\{|\lambda_1|, \ldots, |\lambda_n|\} \]

where \( \lambda_1, \ldots, \lambda_n \in \mathbb{C} \) are the eigenvalues of \( \varphi \) (counted with multiplicities).

**Proof.** For every \( i = 1, \ldots, n \) let \( v_i \) be an eigenvector with respect to the eigenvalue \( \lambda_i \); for all \( g \in \text{SL}(E, \mathbb{C}) \) and all \( i = 1, \ldots, n \) we have \( \|g \varphi g^{-1}(g \cdot v_i)\|_E = |\lambda_i| \|g \cdot v_i\|_E \).

In particular, for all \( g \in \text{SL}(E, \mathbb{C}) \) we obtain

\[ \|g \varphi g^{-1}\|_{\text{sup}} \geq \max\{|\lambda_1|, \ldots, |\lambda_n|\}, \]

thus

\[ \inf_{g \in \text{SL}(E, \mathbb{C})} \|g \varphi g^{-1}\|_{\text{sup}} \geq \max\{|\lambda_1|, \ldots, |\lambda_n|\}. \]
Since the endomorphism \( \text{diag}(\lambda_1, \ldots, \lambda_n) \) belongs to the closure of the \( \text{SL}(E) \)-orbit of \( \varphi \), we have
\[
\inf_{g \in \text{SL}(E, \mathbb{C})} \| g \varphi g^{-1} \|_{\sup} \leq \| \text{diag}(\lambda_1, \ldots, \lambda_n) \|_{\sup} = \max\{|\lambda_1|, \ldots, |\lambda_n|\},
\]
which concludes the proof. \( \square \)

Remark that this proof is valid in the non-archimedean case too. Therefore it gives another proof of Proposition 2.5.

2.2. The lowest height on the orbit is not the height on the quotient.

2.2.1. The question. Let us go back to the notation introduced in Section 1.1.1 and let \( P \) be a semi-stable \( K \)-point of \( \mathcal{X} \). Since the map \( \pi \) is \( G \)-invariant, we have:
\[
(2.2.1) \quad \inf_{g \in G} h_L(g \cdot P) \geq \inf_{\pi(P')=\pi(P)} h_L(P'),
\]
where the infimum on the left-hand side is ranging over all semi-stable \( \overline{Q} \)-points of \( \mathcal{X} \) lying on the fibre \( \pi^{-1}(P) \). Since the instability measure \( \iota_v(P) \) is a non-positive real number for all \( v \in V_K \), the Fundamental Formula yields \( h_L(P) \geq h_M(\pi(P)) \), thus we have the inequality:
\[
(2.2.2) \quad \inf_{\pi(P')=\pi(P)} h_L(P') \geq h_M(\pi(P)).
\]
Combining the previous inequalities we obtain a third one:
\[
(2.2.3) \quad \inf_{g \in G} h_L(g \cdot P) \geq h_M(\pi(P)).
\]

Question 1. When are the inequalities (2.2.1), (2.2.2) and (2.2.3) identities?

We present here three examples of linear actions of \( G = \text{GL}_{n,\mathbb{Z}} \) on a hermitian vector bundle \( F \) (respecting the hermitian structures, of course).

1. In the first example (with \( n = 1 \)) we show that inequalities (2.2.2) and (2.2.3) are not identities if the hermitian vector bundle \( F \) is not semi-stable\(^5\).

2. In the second one (with \( n = 1 \) again) we show that even taking \( F \) to be the trivial hermitian vector bundle (that is, \( F = \mathbb{Z}^r \) endowed with the standard euclidian norm on \( \mathbb{R}^r \)) is not sufficient. The problem seems to arise from the fact that \( G_m \) acts through different weights, that is, the representation \( G_m \to \text{GL}(F) \) is not homogeneous.

3. In the third one, we consider \( \text{GL}_{n,\mathbb{Z}} \) acting on \( F = \text{End}(\mathbb{Z}^n) \) by conjugation. We endow \( F \) with natural hermitian norm on endomorphisms (see paragraph 0.3.2) deduced from the standard scalar product on \( \mathbb{R}^n \).

In this case we show that that the inequalities (2.2.2) and (2.2.3) are indeed equalities for all semi-stable \( \overline{Q} \)-points of \( P(F) \) whose orbit is closed (in \( P(F)^{ss} \)). Nonetheless, inequality (2.2.1) is not an equality in general when the orbit of the point is not closed.

\(^5\)A hermitian vector bundle \( E \) on a number field \( K \) is said to be semi-stable if for every non-zero sub-module \( E' \subset E \) we have \( \bar{\mu}(E') \leq \bar{\mu}(E) \), where \( E' \) is endowed with the norms induced by \( E \).
2.2.2. Linear action on a non-trivial hermitian vector bundle. Let us consider the action of $G_m$ on $\mathbb{A}^2_Z$ defined by
\[
t \ast (x_0, x_1) = (t^{-1}x_0, tx_1),
\]
for every scheme $S$, every $t \in G_m(S)$ and every $(x_0, x_1) \in \mathbb{A}^2(S)$.

Let us consider the induced action of $G = G_m$ on $\mathcal{X} = \mathbb{P}^1_Z$ and the natural $G$-linearisation of $\mathcal{L} = \mathcal{O}(1)$. For every field $k$ we have
\[
\mathcal{X}^{ss}(k) = \mathbb{P}^1(k) - \{0, \infty\}.
\]
Let $\mathcal{Y}$ be the categorical quotient of $\mathcal{X}^{ss}$ (which is canonically identified with $\text{Spec} \ Z$) and let $\pi : \mathcal{X}^{ss} \to \mathcal{Y}$ the quotient morphism.

For every couple $r = (r_0, r_1)$ of positive real numbers let us consider the norm $\| \cdot \|_r$ on $\mathbb{R}^2$ defined by
\[
\|x_0e_0 + x_1e_1\|^2 := r_0^2|x_0|^2 + r_1^2|x_1|^2,
\]
where $e_0, e_1$ is the standard basis of $\mathbb{R}^2$ and $x_0, x_1$ are real numbers. We denote endow the invertible sheaf $\mathcal{L}$ with the Fubini-Study metric associated to $\| \cdot \|_r$, which is clearly invariant under the action of $U(1)$. Let us denote by $\mathcal{L}_r$ the hermitian line bundle on $\mathcal{X}$ obtained in this way. Let us denote by $h_{\mathcal{X}^{ss}, r}$ the height on the quotient $\mathcal{Y}$ associated to $\mathcal{L}_r$.

Proposition 2.9. With the notations introduced above we have:

(1) The point $(1 : 1) \in \mathbb{P}^1(\mathbb{Q})$ is semi-stable and we have:
\[
h_{\mathcal{X}^{ss}, r}(\pi(1 : 1)) = \log \sqrt{r_0r_1};
\]

(2) For every $t \in G_m(\mathbb{Q})$ we have:
\[
h_{\mathcal{X}^{ss}, r}(t^{-1} : t) \geq \log \sqrt{r_0^2 + r_1^2},
\]
with equality when $t = 1$.

In particular, this shows that inequalities (2.2.2) and (2.2.3) are never identities unless $r_0 = r_1$.

We leave the proof of this result to the reader because we will see similar proofs in the next examples (see Propositions 2.10 and 2.13) and we let the reader to adapt the arguments therein expounded in the present context.

2.2.3. A negative example when the hermitian vector bundle is trivial. Let us consider the $\mathbb{Z}$-module $\mathcal{E} = \mathbb{Z}^3$ endowed with the standard euclidian norm
\[
\|x_0e_0 + x_1e_1 + x_2e_2\|^2 = |x_0|^2 + |x_1|^2 + |x_2|^2,
\]
where $e_0, e_1, e_2$ is the standard basis of $\mathbb{Z}^3$. We let the multiplicative group $G_m$ over $\mathbb{Z}$ acting on $\mathbb{Z}^3$ by
\[
t \ast (x_0, x_1, x_2) = (t^{-2}x_0, tx_1, t^4x_2).
\]
We consider the induced action of $G_m$ on $\mathcal{X} = \mathbb{P}^2_Z$ and the natural linearisation of $\mathcal{O}(1)$. We endow $\mathcal{O}(1)$ with the Fubini-Study metric induced by the norm $\| \cdot \|$.

Proposition 2.10. Let us consider the point $P = (2 : 2 : 1)$. With the notations introduced above, we have:

(1) The point $P$ is semi-stable and we have:
\[
h_{\mathcal{X}^{ss}, r}(\pi(P)) = \log 3 - \log \sqrt{3}.\]
(2) For every $t \in \mathbf{G}_m(\overline{\mathbf{Q}})$ we have:

$$h_{\mathfrak{D}(t)}(t * P) \geq \log 3$$

and we have equality for $t = 1$.

This shows that inequalities (2.2.2) and (2.2.3) are not identities, even though the hermitian vector bundle $\mathcal{E}$ is trivial.

Proof. (1) The semi-stability of the point $P$ is clear. For every prime number $p \neq 2$ the point $P$ is minimal since its reduction

$$\tilde{P} = (2 : 2 : 1) \in \mathbf{P}^2(\mathbf{F}_p)$$

is a semi-stable point of $\mathbf{P}^2_{\mathbf{F}_p}$. It is also an elementary computation to see that the point $P$ is minimal at the unique archimedean place of $\mathbf{Q}$.

On the other hand, for $p = 2$, it is not minimal: indeed, its reduction modulo 2 is $(0 : 0 : 1)$ which is not a semi-stable point of $\mathbf{P}^2_{\mathbf{F}_2}$. For every $t \in \mathbf{G}_m(\mathbf{C})$ we have

$$\log \|t * (2, 2, 1)\|_2 = \max \{-2 \log |t|_2 - \log 2, \log |t|_2 - \log 2, 4 \log |t|_2\}.$$  

The minimum of this function is obtained for $\log |t|_2 = -\log \sqrt{2}$, thus

$$\log \inf_{t \in \mathbf{G}_m(\mathbf{C})} \|t * (2, 2, 1)\|_2 = -\frac{2}{3} \log 2 = -\log \sqrt{4}.$$  

Finally the Fundamental Formula yields

$$h_{\mathfrak{D}}(\pi(P)) = \sum_{v \in \mathbf{V}_\mathbf{Q}} \log \inf_{t \in \mathbf{G}_m(\mathbf{C}_v)} \|t * (2, 2, 1)\|_v = \log 3 - \log \sqrt{4},$$  

that is what we wanted to prove.

(2) Let $K$ be a number field and let $t \in \mathbf{G}_m(K)$. For every finite place $v$ not dividing 2 we have

$$\log \|t * (2, 2, 1)\|_v \geq \max \{-2 \log |t|_v, 4 \log |t|_v\},$$

whereas if $v$ divides 2 we have

$$\log \|t * (2, 2, 1)\|_v \geq \max \{-2 \log |t|_v - \log 2, 4 \log |t|_v\}.$$  

Therefore, summing over all places of $K$, and thanks to the Product Formula, the height $[K : \mathbf{Q}]h_{\mathfrak{D}}(t * P)$ is bounded below by

$$2 \max \left\{ \sum_{\sigma : K \rightarrow \mathbf{C}} \log |t|_{\sigma}, - \sum_{\sigma : K \rightarrow \mathbf{C}} 2 \log |t|_{\sigma} \right\} + \frac{1}{2} \sum_{\sigma : K \rightarrow \mathbf{C}} \log \left( \frac{4 |t|_{\sigma}^2 + 4 |t|_{\sigma}^2 + |t|_{\sigma}^8} \right).$$

Lemma 2.11. Let $N \geq 1$ be a positive integer. For every $x_1, \ldots, x_N \in \mathbf{R}$ we have

$$2 \max \left\{ \sum_{i=1}^{N} x_i, - \sum_{i=1}^{N} 2x_i \right\} + \frac{1}{2} \sum_{i=1}^{N} \log(4e^{-4x_i} + 4e^{2x_i} + e^{8x_i}) \geq N \log 3.$$  

Proof of the Lemma. Let consider the function $\alpha : \mathbf{R}^N \rightarrow \mathbf{R}$ defined by

$$\alpha(x_1, \ldots, x_N) := 2 \max \left\{ \sum_{i=1}^{N} x_i, - \sum_{i=1}^{N} 2x_i \right\} + \frac{1}{2} \sum_{i=1}^{N} \log(4e^{-4x_i} + 4e^{2x_i} + e^{8x_i})$$

The function $\alpha$ is convex and it is invariant under permutations of coordinates. Therefore its minimum is obtained on the “diagonal” $\mathbf{R} \subset \mathbf{R}^N$, that is, it coincides with the minimum of the function $\beta : \mathbf{R} \rightarrow \mathbf{R}$ given by

$$\beta(x) := N \left(2 \max \{x, -2x\} + \frac{1}{2} \log(4e^{-4x} + 4e^{2x} + e^{8x})\right).$$
The minimum of $\beta$ is easily seen to attained in 0. Thus for all $x \in \mathbb{R}$ we have

$$\beta(x) \geq \beta(0) = N \log 3,$$

whence the result. \qed

Let us come back to the proof of Proposition 2.10. Let us order the complex embeddings $\sigma_1, \ldots, \sigma_N : K \to \mathbb{C}$, where $N = [K : \mathbb{Q}]$, and let us apply the preceding Lemma with $x_i = \log |t|_{\sigma_i}$ for all $i = 1, \ldots, N$. We have:

$$h_{Q(1)}(g * P) \geq \log 3,$$

which concludes the proof. \qed

2.2.4. Endomorphisms. Let $n \geq 1$ be a positive integer and let us consider the hermitian vector bundle $\mathcal{E}$ given by the $\mathbb{Z}$-module $\mathcal{E} = \mathbb{Z}^n$ endowed with the standard hermitian norm. Let $e_1, \ldots, e_n$ be the standard basis of $\mathcal{E}$.

As in Section 2.1 let us consider the action by conjugation of $G = \text{SL}_n(\mathbb{Z})$ on $\mathcal{F} = \text{End}(\mathcal{E})$ and let us borrow the notations introduced in paragraph 2.1.2.

For every number field $K$ and for every $\lambda_1, \ldots, \lambda_n \in K$, let us denote by $\text{diag}(\lambda_1, \ldots, \lambda_n)$ the endomorphism of $\mathcal{E} \otimes K = K^n$ given by the matrix (with respect the standard basis),

$$\text{diag}(\lambda_1, \ldots, \lambda_n) = \begin{pmatrix}
\lambda_1 & 0 & \cdots & 0 \\
0 & \lambda_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_n
\end{pmatrix}.$$

Proposition 2.12. Let $\lambda_1, \ldots, \lambda_n \in K$ and let us suppose that they are not all zero. With the notation introduced above, we have

$$h_{Q(1)}([\text{diag}(\lambda_1, \ldots, \lambda_n)]) = h_{\mathcal{F}}(\pi([\text{diag}(\lambda_1, \ldots, \lambda_n)])).$$

In particular, for all non-zero semi-simple endomorphism $\varphi$ of $K^n$ we have

$$\inf_{g \in \text{SL}_n(\mathbb{Q})} h_{Q(1)}(g * [\varphi]) = h_{\mathcal{F}}(\pi([\varphi])).$$

Clearly this is an immediate consequence of Theorem 2.4. This shows that inequalities (2.2.2) and (2.2.3) are identities for non-zero semi-simple endomorphism, that constitute the points with closed orbit in this case.

However, inequality (2.2.1) is not an equality in general. For instance, let us take $n = 2$ and let us consider the endomorphism $\varphi$ of $\mathcal{E}$ given by the matrix (with respect the standard basis),

$$\varphi = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}.$$

Proposition 2.13. With the notations introduced above, we have:

1. The endomorphism $\varphi$ is semi-stable and we have

$$h_{\mathcal{F}}(\pi([\varphi])) = \log \sqrt{2};$$

2. For every $g \in \text{SL}_2(\mathbb{Q})$ we have

$$h_{Q(1)}(g * [\varphi]) \geq \log \sqrt{3},$$

and we have equality for $g = \text{id}$. 

Proof. (1) This is a direct consequence of Theorem 2.4. (2) Let $K$ be a number field and let $g \in \text{SL}_2(K)$ be given by the matrix

$$g = \begin{pmatrix} a & c \\ b & d \end{pmatrix},$$

where $a, b, c, d \in K$ are such that $ad - bc = 1$. With this notation we have

$$g \varphi g^{-1} = \begin{pmatrix} 1 - ab & a^2 \\ -b^2 & 1 + ab \end{pmatrix}.$$ 

For every finite place $v$ of $K$ we have:

$$\|g \varphi g^{-1}\|_v = \max\{|1 - ab|_v, |1 + ab|_v, |a|^2_v, |b|^2_v\} \geq \max\{1, |a|^2_v, |b|^2_v\}.$$

On the other hand, for every complex embedding $\sigma : K \to \mathbb{C}$, we have:

$$\|g \varphi g^{-1}\|^2_\sigma = |1 - ab|_\sigma^2 + |1 + ab|_\sigma^2 + |a|^4_\sigma + |b|^4_\sigma = 2 + (|a|^2_\sigma + |b|^2_\sigma)^2.$$ 

Let us suppose $a \neq 0$. Since $|b|_\sigma$ is non-negative for all places $v$ of $V_K$, the previous expressions entail

$$[K : \mathbb{Q}] h_{\mathcal{O}_K}(g \ast [\varphi]) \geq \sum_{v \in V_K \text{ finite}} \log \max\{1, |a|^2_v\} + \frac{1}{2} \sum_{\sigma : K \to \mathbb{C}} \log(2 + |a|^4_\sigma).$$

Thanks to the Product Formula, we have:

$$\sum_{v \in V_K \text{ finite}} \max\{1, |a|^2_v\} \geq \max\left\{0, - \sum_{v \in V_K \text{ finite}} \log |a|^2_v \right\} = \max\left\{0, - \sum_{\sigma : K \to \mathbb{C}} \log |a|^2_\sigma \right\}.$$

Putting together the previous lower bounds, the height $[K : \mathbb{Q}] h_{\mathcal{O}_K}(g \ast [\varphi])$ is bounded below by

$$\text{(2.2.4)} \quad \max\left\{0, - \sum_{\sigma : K \to \mathbb{C}} \log |a|^2_\sigma \right\} + \frac{1}{2} \sum_{\sigma : K \to \mathbb{C}} \log(2 + |a|^4_\sigma).$$

Lemma 2.14. Let $N \geq 1$ be a positive integer. For every $x_1, \ldots, x_N \in \mathbb{R}$ we have

$$\max\left\{0, - \sum_{i=1}^{N} x_i \right\} + \frac{1}{2} \sum_{i=1}^{N} \log(2 + e^{2x_i}) \geq N \log \sqrt{3}.$$ 

Before proving the Lemma let us conclude the proof in the case $a \neq 0$. Let us order the complex embeddings $\sigma_1, \ldots, \sigma_N : K \to \mathbb{C}$, where $N = [K : \mathbb{Q}]$, and let us apply the preceding Lemma with $x_i = \log |a|^2_{\sigma_i}$ for all $i = 1, \ldots, N$. According to (2.2.4) we have

$$h_{\mathcal{O}_K}(g \ast [\varphi]) \geq \log \sqrt{3},$$ 

that is what we wanted to prove.

Proof of the Lemma. Let consider the function $\alpha : \mathbb{R}^N \to \mathbb{R}$ defined by

$$\alpha(x_1, \ldots, x_N) := \max\left\{0, - \sum_{i=1}^{N} x_i \right\} + \frac{1}{2} \sum_{i=1}^{N} \log(2 + e^{2x_i}).$$

The function $\alpha$ is convex and it is invariant under permutations of coordinates. Therefore its minimum is obtained on the “diagonal” $\mathbb{R} \subset \mathbb{R}^N$, that is, it coincides with the minimum of the function $\beta : \mathbb{R} \to \mathbb{R}$ given by

$$\beta(x) := N \left( \max\{0, -x\} + \frac{1}{2} \log(2 + e^{2x}) \right).$$
The minimum of $\beta$ is easily seen to attained in $0$. Thus for all $x \in \mathbb{R}$ we have
$$\beta(x) \geq \beta(0) = N \log \sqrt{3},$$
whence the result. \hfill \Box

The case $a = 0$ and $b \neq 0$ is proven similarly. \hfill \Box

3. The approach of Bost, Gasbarri and Zhang

3.1. Twisting by principal bundles. In order to make more explicit the geometrical content of the approach of Bost, Gasbarri and Zhang, let us recall a basic construction involving principal $G$-bundles.

3.1.1. The algebraic construction. Let $G$ be a group scheme over a non-empty scheme $S$. Let $X$ be a $S$-scheme endowed with a (left) action of $G$ and let $P$ be a principal $G$-bundle\(^6\) (that we will always assume to be locally trivial for the Zariski topology).

By definition, the twist of $X$ by $P$ is the categorical quotient of $X \times_S P$ by the following (left) action of $G$: for every $S$-scheme $S'$, the action of $g \in G(S')$ on $(x,p) \in X(S') \times P(S')$ is defined by
$$g \ast (x,p) = (gx,pg^{-1}).$$

Concretely, $X_P$ is constructed as follows:

1. Pick a covering $S = \bigcup_{i \in I} S_i$ by open subset on which $P$ is trivial and, for every $i \in I$, let $p_i : S_i \to P$ be a section.
2. Glue the schemes $X \times_S S_i$ along the isomorphisms
$$X \times_S S_i \longrightarrow X \times_S S_j$$
$$x \longrightarrow g_{ij} \ast x$$

where $S_{ij} = S_i \cap S_j$ and $g_{ij}$ is the unique $S_{ij}$-point of $G$ sending $p_j$ to $p_i$.

In particular $X_P$ is isomorphic to $X$ locally on the base $S$. We will profit of this construction in the following examples:

1. If we let $G$ acting on itself by conjugation, the twist $G_P$ is a $S$-group scheme and it acts naturally on $X_P$. Furthermore, if $H$ is normal subgroup of $G$ (namely a closed subscheme such that, for every $S$-scheme $S'$, the set $H(S')$ is a normal subgroup of $G(S')$) then $H_P$ is a normal subgroup of $G_P$.
2. Let $G$ act linearly on a vector bundle $F$ over $S$ and let $V(F)_P$ be the twist by $P$ of the total space $V(F)$ of $F$. Let us consider the sheaf on $S$ defined for every open subset $U \subset S$ by
$$\Gamma(U,F_P) := \text{Mor}(U, V(F)_P).$$

Then $F_P$ is a vector bundle over $S$, the $S$-group scheme $G_P$ acts linearly on it and its total space $V(F_P)$ is naturally identified with $V(F)_P$. We call $F_P$ the twist of $F$ by $P$.

\(^6\)A principal $G$-bundle $P$ is a $S$-scheme endowed with a (right) action $\alpha : P \times_S G \to P$ such that:

1. the morphism $(\text{pr}_1, \alpha) : P \times_S G \to P \times_S P$ is an isomorphism of $S$-schemes;
2. $P$ is locally trivial for the Zariski topology: there exists an open covering $S = \bigcup_{i \in I} S_i$ and for every $i \in I$ there exists a section $p_i : S_i \to P$. 
(3) Let $L$ be a $G$-linearised line bundle on $X$ and let $V(L)_P$ be twist by $P$ of its total space $V(L)$ over $X$. Let us consider the sheaf $L_P$ on the twist $X_P$ of $X$ by $P$ defined for every open subset $U \subset X_P$ by
\[ \Gamma(U, L_P) := \text{Mot}(U, V(L)_P) \]
Then $L_P$ is $G_P$-linearised line bundle over $X_P$ and its total space $V(L_P)$ over $X_P$ is naturally identified with $V(L)_P$.

Example 3.1. Let $N \geq 1$ be a positive integer and $e_1, \ldots, e_N$ be positive integers. Let us consider the following $S$-group schemes:
\[
G = \text{GL}_{e_1,S} \times_S \cdots \times_S \text{GL}_{e_N,S}, \\
S = \text{SL}_{e_1,S} \times_S \cdots \times_S \text{SL}_{e_N,S}.
\]
Let $E = (E_1, \ldots, E_N)$ be a $N$-tuple of vector bundles on $S$ such that $E_i$ is of rank $e_i$ for all $i$. To $E$ one associates the principal $G$-bundle
\[ P_E = F_S(E_1) \times_S \cdots \times_S F_S(E_N), \]
where for all $i$ the $S$-scheme $F_S(E_i)$ is the frame bundle of $E_i$. The latter is the defined by the following condition: for every $S$-scheme $f : S' \to S$ we have a natural bijection
\[ F_S(E_i)(S') = \text{Iso}_{O_{S'}-\mod}(O_{S'}^{e_i}, f^*E_i). \]
The (right) action of $G$ on $P_E$ is given by composing on the right.

Let us be given a vector bundle $F$ on $S$ and a representation $\rho : G \to \text{GL}(F)$. We consider the natural induced action of $G$ on $X = \mathbb{P}(F)$ and the invertible sheaf $L = \mathcal{O}_F(1)$. Let us denote by $F_E$ the twist of $F$ by $P_E$. Then we have the following natural identifications:
\[
G_E = \text{GL}(E_1) \times_S \cdots \times_S \text{GL}(E_N), \\
S_E = \text{SL}(E_1) \times_S \cdots \times_S \text{SL}(E_N), \\
X_E = \mathbb{P}(F_E), \\
L_E = \mathcal{O}_{F_E}(1),
\]
where we wrote $G_E$, $S_E$, $X_E$ and $L_E$ instead of $G_{P_E}$, $S_{P_E}$, $X_{P_E}$ and $L_{P_E}$.

3.1.2. The hermitian construction. Let us work over the complex numbers. Let $G$ be a complex algebraic group and $C_G \subset G(\mathbb{C})$ be a compact subgroup.

Definition 3.2. A principal hermitian $G$-bundle (with respect to $C_G$) is a couple $\mathcal{P} = (P, C_P)$ made of a principal $G$-bundle and of a non-empty compact subset $C_P \subset P(\mathbb{C})$ such that the map induced by the action $G$,
\[
C_P \times C_G \quad \longrightarrow \quad C_P \times C_P \\
(p, u) \quad \longmapsto \quad (p, pu)
\]
is a bijection.

When the compact subgroup $C_G$ will be clear from the context we will omit to mention it.

Let $\mathcal{X} = (X, C_X)$ be a couple made of a complex scheme of finite type and a compact subset $C_X \subset X(\mathbb{C})$. Let us suppose that $G$ acts on $X$ and this action induces an action of $C_G$ on $C_X$. 
Definition 3.3. Let $\mathcal{P} = (P, C_P)$ be a principal hermitian $G$-bundle. The twist of $\mathcal{X}$ by $\mathcal{P}$ is the couple $\mathcal{X}_\mathcal{P} = (X_P, C_{X_P})$, where $X_P$ is the twist of $X$ by $P$ and $C_{X_P}$ is the image of the natural map

$$(C_X \times C_P) / G \longrightarrow X_P / G(C).$$

Note that this map is injective by definition of principal hermitian $G$-bundle.

Let $p \in C_P$ be a point and for every $x \in X(C)$ let us denote by $[x, p]$ the class of $(x, p)$ in $X_P(C) = (X(C) \times P(C)) / G(C)$. Then the map

$$X(C) \longrightarrow X_P(C)$$

$x \longmapsto [x, p]$ is an isomorphism which identifies the subset $C_X$ with $C_{X_P}$.

The examples worked out for principal $G$-bundles can be now translated in this new context:

1. If we let $G$ acting on itself by conjugation, the twist of $\mathcal{G} = (G, C_G)$ by $\mathcal{P}$ is a couple $(G_P, C_{G_P})$ made of a complex algebraic group $G_P$ and of a compact subgroup $C_{G_P}$ of $G_P(C)$.

Let $\mathcal{H} = (H, C_H)$ be a couple made of a normal algebraic subgroup $H$ of $G$ and a compact subgroup $C_H$ of $H(C)$ which is stable under conjugation by $C_G$. Then $\mathcal{H}_{\mathcal{P}}$ is a couple $(H_P, C_{H_P})$ made of the twist of $H_P$ by $P$ (which is a normal algebraic subgroup of $G_P$) and of a compact subgroup of $H_P(C)$.

2. Let $\mathcal{V} = (F, \parallel \cdot \parallel_F)$ be a (finite dimensional) hermitian vector space. Let us suppose that $G$ act linearly on $F$ and that the norm $\parallel \cdot \parallel_F$ is invariant under the action of $C_G$. Let us consider the couple $\mathcal{V}(\mathcal{F}) = (V(F), D_F)$ where

$$D_F = \{v \in F : \parallel v \parallel_F \leq 1\}.$$ Let $\mathcal{V}(\mathcal{F})_{\mathcal{P}} = (\mathcal{V}(F_P), D_{F\mathcal{P}})$ be the twist of $\mathcal{V}(\mathcal{F})$ by $\mathcal{P}$. Then there exists a unique hermitian norm $\parallel \cdot \parallel_{F_P}$ on $F_P$ such that

$$D_{F\mathcal{P}} = \{v \in F_P : \parallel v \parallel_{F_P} \leq 1\}.$$ We say that the hermitian vector space $\mathcal{V}_{\mathcal{P}} = (F_P, \parallel \cdot \parallel_{F_P})$ is the twist of $\mathcal{V}$ by $\mathcal{P}$.

3. Let $X$ be a proper complex scheme endowed with an action of $G$ together with a $G$-linearised line bundle $L$. Let us suppose that $L$ is equipped with a continuous metric $\parallel \cdot \parallel_L$ which is invariant under the action of $C_G$. Let us consider the couple $\mathcal{V}(\mathcal{L}) = (V(L), D_L)$ where $V(L)$ is the total space of $L$ over $X$ and

$$D_L = \{(x, s) : x \in X(C), s \in x^* L, \parallel s \parallel_L(x) \leq 1\}.$$ Let us remark since $X(C)$ is compact, then $D_L$ is a compact subset of $V(L)(C)$. Moreover it is stable under the action of $C_G$. Let $\mathcal{V}(\mathcal{L})_{\mathcal{P}} = (V(L_P), D_{L_P})$ be the twist of $\mathcal{V}(\mathcal{L})$ by $\mathcal{P}$. There exists a unique continuous metric $\parallel \cdot \parallel_{L_P}$ on $L_P$ such that

$$D_{L_P\mathcal{P}} = \{(x, s) : x \in X_P(C), s \in x^* L_P, \parallel s \parallel_{L_P}(x) \leq 1\}.$$ We say that the hermitian line bundle $\mathcal{L}_{\mathcal{P}} = (L_P, \parallel \cdot \parallel_{L_P})$ is the twist of the hermitian line bundle $\mathcal{L} = (L, \parallel \cdot \parallel_L)$ by $\mathcal{P}$.
Example 3.4. Let \( N \geq 1 \) be a positive integer and let \( e_1, \ldots, e_N \) be positive integers. Let us consider the complex reductive groups
\[
G = \text{GL}_{e_1, \mathbb{C}} \times \cdots \times \text{GL}_{e_N, \mathbb{C}},
\]
\[
S = \text{SL}_{e_1, \mathbb{C}} \times \cdots \times \text{SL}_{e_N, \mathbb{C}},
\]
and their maximal compact subgroups
\[
C_G := U = U(e_1) \times \cdots \times U(e_N),
\]
\[
C_S := SU = SU(e_1) \times \cdots \times SU(e_N).
\]
Let \( \mathcal{E} = (\mathcal{E}_1, \ldots, \mathcal{E}_N) \) be a \( N \)-tuple of hermitian vector spaces, that is couples \( \mathcal{E}_i = (E_i, \| \cdot \|_{E_i}) \) made of a complex vector space \( E_i \) and a hermitian norm \( \| \cdot \|_{E_i} \). We suppose \( \dim_{\mathbb{C}} E_i = e_i \) for all \( i \). To such a \( \mathcal{E} \) one associates the principal hermitian \( G \)-bundle \( \mathcal{P}_\mathcal{E} = (\mathcal{P}_E, C_\mathcal{E}) \) defined by
\[
P_E = \mathcal{F}_C(E_1) \times \cdots \times \mathcal{F}_C(E_N),
\]
\[
C_\mathcal{E} = O(\mathcal{E}_1) \times \cdots \times O(\mathcal{E}_N),
\]
where, for all \( i \), \( \mathcal{F}_C(E_i) \) is the frame bundle of \( E_i \) and \( O(\mathcal{E}_i) \) is the orthonormal frame bundle of \( \mathcal{E}_i \), i.e. the set of linear isometries \( \mathbb{C}^{e_i} \to \mathcal{E}_i \) (here \( \mathbb{C}^{e_i} \) is endowed with the standard hermitian norm).

Let us be given a hermitian vector space \( \mathcal{F} = (F, \| \cdot \|_F) \) and a representation \( \rho : G \to \text{GL}(F) \). Let us suppose that the norm \( \| \cdot \|_F \) is invariant under the action of \( U \). We consider the natural induced action of \( G \) on \( X = \mathcal{P}(F) \) and the invertible sheaf \( L = \mathcal{O}_F(1) \) endowed with the Fubini-Study metric \( \| \cdot \|_L \). Let us denote by \( \mathcal{T}_\mathcal{E} = (F_E, \| \cdot \|_{F_E}) \) the twist of \( \mathcal{F} \) by \( \mathcal{P}_\mathcal{E} \). Then we have the following natural identifications:

1. the twist of the couple \((G, U)\) by \( \mathcal{T}_\mathcal{E} \) is the couple \((G_E, U_{\mathcal{E}})\) where
\[
G_E = \text{GL}(E_1) \times \cdots \times \text{GL}(E_N), \quad U_{\mathcal{E}} = U(\| \cdot \|_{E_1}) \times \cdots \times U(\| \cdot \|_{E_N}).
\]
2. the twist of the couple \((S, SU)\) by \( \mathcal{T}_\mathcal{E} \) is the couple \((S_E, SU_{\mathcal{E}})\) where
\[
S_E = \text{SL}(E_1) \times \cdots \times \text{SL}(E_N), \quad SU_{\mathcal{E}} = SU(\| \cdot \|_{E_1}) \times \cdots \times SU(\| \cdot \|_{E_N}).
\]
3. the twist of the hermitian line bundle \( L = (L, \| \cdot \|_L) \) by \( \mathcal{T}_\mathcal{E} \) is the hermitian line bundle \( L_E = (L_E, \| \cdot \|_{L_E}) \) on \( X_E = \mathcal{P}(F_E) \) where
\[
L_E = \mathcal{O}_{F_E}(1), \quad \| \cdot \|_{L_E} = \text{Fubini-Study metric associated to } \| \cdot \|_{F_E}.
\]

3.2. Statement and proof of the result.

3.2.1. Setup. Let \( K \) be a number field. Let \( N \geq 1 \) be a positive integer and let \( e_1, \ldots, e_N \) be positive integers. Let us consider the \( \mathfrak{o}_K \)-reductive groups
\[
G = \text{GL}_{e_1, \mathfrak{o}_K} \times \cdots \times \text{GL}_{e_N, \mathfrak{o}_K},
\]
\[
S = \text{SL}_{e_1, \mathfrak{o}_K} \times \cdots \times \text{SL}_{e_N, \mathfrak{o}_K},
\]
and for every embedding \( \sigma : K \to \mathbb{C} \) let us consider their maximal compact subgroups
\[
U_{\sigma} = U(e_1) \times \cdots \times U(e_N) \subset G_{\sigma}(\mathbb{C}),
\]
\[
SU_{\sigma} = SU(e_1) \times \cdots \times SU(e_N) \subset S_{\sigma}(\mathbb{C}).
\]
Let $\mathcal{F}$ be a hermitian vector bundle over $\mathfrak{o}_K$ and let $\rho : \mathcal{G} \to \mathrm{GL}(\mathcal{F})$ be a representation, that is a morphism of $\mathfrak{o}_K$-group schemes, which respects the hermitian structure: this means that for every embedding $\sigma : K \to C$ the norm $\| \cdot \|_{\mathcal{F}, \sigma}$ is fixed under the action of the maximal compact subgroup $U_{\sigma}$.

The linear action of $\mathcal{G}$ on $\mathcal{F}$ induces an action of $\mathcal{G}$ on $\mathcal{X} = \mathbb{P}(\mathcal{F})$ and a natural $\mathcal{G}$-linearisation of $L = \mathcal{O}(1)$. For every embedding $\sigma : K \to C$ we endow the invertible sheaf $\mathcal{O}(1)|_{\mathcal{X}_c(C)}$ with the Fubini-Study metric, which is invariant under the action of $U_{\sigma}$ and whose curvature form is positive.

We consider the open subset of semi-stable points $\mathcal{X}^{ss}$ with the respect to $\mathcal{S}$ and the categorical quotient $\mathcal{Y} = \mathcal{X}//\mathcal{S}$ of $\mathcal{X}^{ss}$ by $\mathcal{S}$, namely $\mathcal{Y} = \text{Proj} \mathcal{A}^S$ where

$$\mathcal{A} = \bigoplus_{d \geq 0} \Gamma(\mathcal{X}, L^{\otimes d}) = \bigoplus_{d \geq 0} \text{Sym}^d_{\mathbb{C}}(\mathcal{F}^*) .$$

Let $\pi : \mathcal{X}^{ss} \to \mathcal{Y}$ be quotient morphism. For every integer $D \geq 0$ divisible enough let $\mathcal{M}_D$ be the ample line bundle on $\mathcal{Y}$ induced by $L^{\otimes D}$. We endow it with the continuous metric defined in Section 1.1.1.

Since $\mathcal{S}$ is normal in $\mathcal{G}$, for every $d \geq 0$, the sub-$\mathfrak{o}_K$-module of $\mathcal{S}$-invariant global sections of $L^{\otimes d}$,

$$\Gamma(\mathcal{X}, L^{\otimes d})^\mathcal{S} \subset \Gamma(\mathcal{X}, L^{\otimes d}) ,$$

is stable under the natural linear action of $\mathcal{G}$ on $\Gamma(\mathcal{X}, L^{\otimes d})$. This implies that the open subset of semi-stable points $\mathcal{X}^{ss}$ is stable under the action of $\mathcal{G}$. Moreover $\mathcal{G}$ acts naturally on the quotient $\mathcal{Y}$ and, for every $D \geq 0$ divisible enough, the invertible sheaf $\mathcal{M}_D$ is $\mathcal{G}$-linearised. For every embedding $\sigma : K \to C$ the metric $\| \cdot \|_{\mathcal{M}_D, \sigma}$ is invariant under the action of $U_{\sigma}$.

### 3.2.2. Twisting by hermitian vector bundles.

Let $\mathcal{E} = (\mathcal{E}_1, \ldots, \mathcal{E}_N)$ be a $N$-tuple of hermitian vector bundles over $\mathfrak{o}_K$ such that $\text{rk} \mathcal{E}_i = e_i$ for every $i = 1, \ldots, N$. We apply the constructions presented in Section 3.1.1 to the representation $\rho$ and the $N$-tuple $\mathcal{E} = (\mathcal{E}_1, \ldots, \mathcal{E}_N)$ of $\mathfrak{o}_K$-modules underlying the hermitian vector bundles of $\mathcal{E}$.

Going back to the notations of the Example 3.1, let $\mathcal{F}_\mathcal{E}, \mathcal{G}_\mathcal{E}, \mathcal{S}_\mathcal{E}, \mathcal{X}_\mathcal{E}, \mathcal{L}_\mathcal{E}$ denote the twist of $\mathcal{F}, \mathcal{G}, \mathcal{S}, \mathcal{X}, \mathcal{L}$ by $\mathcal{E}$. We have the following identifications:

$$\mathcal{G}_\mathcal{E} = \mathrm{GL}(\mathcal{E}_1) \times_{\mathfrak{o}_K} \cdots \times_{\mathfrak{o}_K} \mathrm{GL}(\mathcal{E}_N),$$

$$\mathcal{S}_\mathcal{E} = \mathrm{SL}(\mathcal{E}_1) \times_{\mathfrak{o}_K} \cdots \times_{\mathfrak{o}_K} \mathrm{SL}(\mathcal{E}_N),$$

$$\mathcal{X}_\mathcal{E} = \mathbb{P}(\mathcal{F}_\mathcal{E}),$$

$$\mathcal{L}_\mathcal{E} = \mathcal{O}_{\mathcal{F}_\mathcal{E}}(1) .$$

The $\mathfrak{o}_K$-reductive group $\mathcal{G}_\mathcal{E}$ acts linearly on $\mathcal{F}_\mathcal{E}$ and the invertible sheaf $\mathcal{L}_\mathcal{E}$ is naturally $\mathcal{G}_\mathcal{E}$-linearised. We consider the open subset $\mathcal{X}_\mathcal{E}^{ss}$ of semi-stable points of $\mathcal{X}_\mathcal{E}$ with respect $\mathcal{G}_\mathcal{E}$ and $\mathcal{L}_\mathcal{E}$. We denote by $\mathcal{X}_\mathcal{E}//\mathcal{S}_\mathcal{E}$ the categorical quotient of $\mathcal{X}_\mathcal{E}^{ss}$ by $\mathcal{S}_\mathcal{E}$ and, for every integer $D \geq 0$ divisible enough, by $\mathcal{M}_{D, \mathcal{E}}$ the ample invertible sheaf naturally associated to $\mathcal{L}_\mathcal{E}^{\otimes D}$.

**Proposition 3.5** (Compatibility of GIT quotients to twists). With the notations introduced above, we have:

1. The set of semi-stable points $\mathcal{X}_\mathcal{E}^{ss}$ coincides with the twist of $\mathcal{X}^{ss}$ by $\mathcal{E}$;
2. The quotient $\mathcal{X}_\mathcal{E}//\mathcal{S}_\mathcal{E}$ coincides with the twist of the quotient $\mathcal{Y} = \mathcal{X}//\mathcal{S}$ by $\mathcal{E}$;
3. The invertible sheaf $\mathcal{M}_{D, \mathcal{E}}$ coincides with the twist of $\mathcal{M}_D$ by $\mathcal{E}$.

**Sketch of the proof.** All these assertions follow immediately from the following remark.
Remark 3.6. Let $\mathcal{V}$ be a vector bundle over $\mathfrak{o}_K$ endowed with a linear action of $G$. Let us denote by $\mathcal{V}_E$ its twist by $E$. Then the subspace $\mathcal{V}^S_{E}$ of invariant elements of $\mathcal{V}_E$ by $S_E$ coincide with the twist $(\mathcal{V}^S)_E$ of $\mathcal{V}^S$ by $E$.

Going back to the notations of the Example 3.4, the complex vector space $U$ action of the maximal compact subgroup $\rho$ induced by $\rho$ with respects the hermitian structure, that is, the norm $\| \cdot \|$ is naturally endowed with a hermitian norm $\| \cdot \|$.

Theorem 3.8. Proposition 3.7. With the notations introduced above, the metrics $\| \cdot \|_{\mathcal{M}_D, E, \sigma}$ and $\| \cdot \|_{\mathcal{M}_D, E, \sigma}$ coincide.

Proof. This is seen picking isometries $\varepsilon_i : \mathbb{C}^{n_i} \to E_i \otimes_{\sigma} \mathbb{C}$ for all $i = 1, \ldots, N$. We leave this easy verification to the reader. □

3.2.3. Statement. Let us keep the notations introduced before. By definition, we say that the representation $\rho$ is homogeneous of weight $a = (a_1, \ldots, a_N) \in \mathbb{Z}^N$ if for every $a_K$-scheme $T$ and for every $t_1, \ldots, t_N \in G_m(T)$ we have

$$\rho(t_1 \cdot \text{id}_{E_1}, \ldots, t_N \cdot \text{id}_{E_N}) = t_1^{a_1} \cdots t_N^{a_N} \cdot \text{id}_{E}.$$ 

Theorem 3.8. With the notations introduced above, let $\Xi = (\Xi_1, \ldots, \Xi_N)$ be a $N$-tuple of hermitian vector bundles over $\mathfrak{o}_K$ such that $\text{rk} E_i = e_i$ for every $i$.

If the representation $\rho$ is homogeneous of weight $a = (a_1, \ldots, a_N) \in \mathbb{Z}^N$ and the subset of semi-stable points $X^{ss}$ is not empty, then:

1. there exists a canonical isomorphism $\alpha_\Xi : \mathcal{Y}_E \to \mathcal{Y}$;
2. for every $D \geq 0$ divisible enough there exists a canonical isomorphism of hermitian line bundles, that is an isometric isomorphism of line bundles,

$$\beta_\Xi : \mathcal{M}_{D, E} \to \alpha_\Xi^* \mathcal{M}_D \otimes \bigotimes_{i=1}^N f_E^*(\det \Xi_i)^{\otimes a_i D_i / e_i},$$

where $f_E : \mathcal{Y}_E \to \text{Spec} \mathfrak{o}_K$ is the structural morphism;
Corollary 3.9. With the notation of Theorem 3.8, for every $K$-point $P$ of $\mathcal{X}_E$ which is semi-stable under the action of $\mathcal{S}_E$ we have:

$$h_{\mathcal{E}}(P) \geq -\sum_{i=1}^{N} a_i \tilde{\mu}(E_i) + h_{\min}(\mathcal{X}, \mathcal{L})/\mathcal{S}.$$

3.2.4. Proof of Theorem 3.8. Let us begin with the following basic fact concerning homogeneous representations.

Proposition 3.10. Let $V$ be non-zero $\mathfrak{o}_K$-module which is flat and of finite type. Let $r: G \to \text{GL}(V)$ be a homogeneous representation of weight $b = (b_1, \ldots, b_N)$. If the submodule $V^S$ of $S$-invariant elements of $V$ is non-zero, then:

1. $e_i$ divides $b_i$ for every $i = 1, \ldots, N$;
2. the induced representation $r: G \to \text{GL}(V^S)$ is given by

$$r(g_1, \ldots, g_N) = \prod_{i=1}^{N} (\text{det} g_i)^{b_i/e_i}$$

for every $\mathfrak{o}_K$-scheme $T$ and for every $(g_1, \ldots, g_N) \in G(T)$.

Proof. Let us consider the induced representation $r: G \to \text{GL}(V^S)$. Since the action of $S$ on $F^S$ is trivial by definition, the map $r$ factors through a morphism of $\mathfrak{o}_K$-group schemes

$$\tilde{r}: (G/S) = G^N/m \to \text{GL}(V^S).$$

Since the representation $r$ is homogeneous of weight $b = (b_1, \ldots, b_N)$ for every $\mathfrak{o}_K$-scheme $T$ and every $t_1, \ldots, t_N \in G_m(T)$ we have

$$r(t_1 \cdot \text{id}_{E_1}, \ldots, t_N \cdot \text{id}_{E_1}) = t_1^{b_1} \cdots t_N^{b_N} \cdot \text{id}.$$ 

On the hand we have

$$r(t_1 \cdot \text{id}_{E_1}, \ldots, t_N \cdot \text{id}_{E_1}) = \tilde{r}(t_1^{e_1}, \ldots, t_N^{e_N}),$$

from which we deduce

$$\tilde{r}(t_1^{e_1}, \ldots, t_N^{e_N}) = t_1^{b_1} \cdots t_N^{b_N} \cdot \text{id}.$$

The statements (1) and (2) are then clear. 

Corollary 3.11. Under the hypotheses of Theorem 3.8 we have:

1. The natural action of $G$ on $\mathcal{Y}$ is trivial;
2. For every integer $D \geq 0$ divisible enough the $\mathfrak{o}_K$-group scheme $G$ acts on the fibres of $\mathcal{M}_D$ through the character

$$(g_1, \ldots, g_N) \mapsto \prod_{i=1}^{N} (\text{det} g_i)^{-a_i D/e_i}.$$

More precisely, for every $\mathfrak{o}_K$-scheme $T$, every $(g_1, \ldots, g_N) \in G(T)$, every $y \in \mathcal{Y}(T)$ and every section $s \in \Gamma(T, y^* \mathcal{M}_D)$ we have

$$(g_1, \ldots, g_N) \cdot (y, s) = \left( y, \prod_{i=1}^{N} (\text{det} g_i)^{-a_i D/e_i} \cdot s \right).$$
Proof. Let us pick $D$ such that $\mathcal{M}_D$ is very ample. Then, the associated closed embedding $j_D : Y \rightarrow \mathbf{P}(\Gamma(Y, \mathcal{M}_D))$ is $G$-equivariant as well as the the natural isomorphism $j_D^*O(1) \simeq \mathcal{M}_D$. The global sections $\Gamma(Y, \mathcal{M}_D)$ are naturally identified with

$$\Gamma(X, \mathcal{L}^{\otimes D})^S = (\text{Sym}_{\mathbb{O}_K}^D(F^\vee))^S.$$ 

Since the representation $\rho$ is homogeneous is of weight $a = (a_1, \ldots, a_N)$, then the induced representation on $\text{Sym}_{\mathbb{O}_K}^D(F^\vee)$ is homogeneous of weight $-Da = (-Da_1, \ldots, -Da_N)$.

It follows from Proposition 3.10 (2) applied to $V = \text{Sym}_{\mathbb{O}_K}^D(F^\vee)$ that the action of $G$ on $\Gamma(Y, \mathcal{M}_D)$ is given by the representation $(g_1, \ldots, g_N) \mapsto \prod_{i=1}^N (\det g_i)^{-a_i D/e_i} \cdot \text{id}$. Assertions (1) and (2) are now straightforward. $\square$

Theorem 3.8 follows immediately from the previous Corollary:

Proof of Theorem 3.8. According to Proposition 3.5 (2), the quotient $Y_{E}$ is the twist of the quotient $Y$ by $E$: since $G$ is acting trivially, we get a canonical isomorphism $\alpha_E : Y_{E} \rightarrow Y$. Similarly, according to Proposition 3.5 (3) and Proposition 3.7, the hermitian line bundle $M_D, E$ is obtained twisting the hermitian line bundle $M_D$ by $E$. Since the action of $G$ on the fibres of $M_D$ is given by the character $(g_1, \ldots, g_N) \mapsto \prod_{i=1}^N (\det g_i)^{-a_i D/e_i}$, we get a canonical isomorphism of hermitian line bundles $\beta_E : M_D, E \rightarrow \alpha_E^*M_D \otimes \bigotimes_{i=1}^N f^*(\det E_i)^{\vee \otimes a_i D/e_i}$, which concludes the proof. $\square$

4. Lower Bound of the Height on the Quotient

4.1. Statement. In this section we will prove Theorem 4.1. Let us recall here the notations introduced in paragraph 1.1.4.

Let $N \geq 1$ be a positive integer and let $\mathcal{E} = (\mathcal{E}_1, \ldots, \mathcal{E}_N)$ be a $N$-tuple of hermitian vector bundles over $\mathbb{O}_K$ of positive rank. Let us consider the following $\mathbb{O}_K$-reductive groups

$$\mathcal{G} = \mathbb{G}_{\mathbb{L}}(\mathcal{E}_1) \times_{\mathbb{O}_K} \cdots \times_{\mathbb{O}_K} \mathbb{G}_{\mathbb{L}}(\mathcal{E}_N),$$

$$\mathcal{S} = \mathbb{S}_{\mathbb{L}}(\mathcal{E}_1) \times_{\mathbb{O}_K} \cdots \times_{\mathbb{O}_K} \mathbb{S}_{\mathbb{L}}(\mathcal{E}_N),$$

and for every complex embedding $\sigma : K \rightarrow \mathbb{C}$ let us consider the maximal compact subgroups,

$$U_{\sigma} = U(\| \cdot \|_{\mathcal{E}_1, \sigma}) \times \cdots \times U(\| \cdot \|_{\mathcal{E}_N, \sigma}) \subset \mathcal{G}_{\sigma}(\mathbb{C}),$$

$$SU_{\sigma} = SU(\| \cdot \|_{\mathcal{E}_1, \sigma}) \times \cdots \times SU(\| \cdot \|_{\mathcal{E}_N, \sigma}) \subset \mathcal{S}_{\sigma}(\mathbb{C}).$$

Let $\mathcal{F}$ be a hermitian vector bundle over $\mathbb{O}_K$ and let $\rho : \mathcal{G} \rightarrow \mathbb{G}_{\mathbb{L}}(\mathcal{F})$ be a representation which respects the hermitian structures, that is, for every embedding $\sigma : K \rightarrow \mathbb{C}$ the norm $\| \cdot \|_{\mathcal{F}, \sigma}$ is fixed under the action of the maximal compact subgroup $U_{\sigma}$. 

We consider the induced action of $S$ on $F$. We are then in the situation presented in paragraph 1.1.3 and we borrow the notation therein defined.

**Theorem 4.1.** Let $a = (a_1, \ldots, a_N)$ and $b = (b_1, \ldots, b_N)$ be $N$-tuples of integers. With the notations introduced above, let

$$\varphi : \bigotimes_{i=1}^{N} \left[ \End(E_i)^{\otimes a_i} \otimes E_i^{\otimes b_i} \right] \to F$$

be a $G$-equivariant and generically surjective homomorphism of hermitian vector bundles. Then,

$$h_{\min}((P(F), O_F(1)) \sslash S) \geq -\sum_{i=1}^{N} b_i \mu(E_i) - \sum_{i: \text{rk } E_i \geq 3} \frac{|b_i|}{2} \ell(\text{rk } E_i),$$

with equality if $b_1, \ldots, b_N = 0$.

The homomorphism $\varphi$ is $G$-equivariant and it decreases the $v$-adic norms at all places $v$ of $K$ (the archimedean ones by hypothesis, the non-archimedean ones because $\varphi$ is defined at the level of $O_K$-modules). For this reason, we are immediately led back to prove Theorem 4.1 in the case $\varphi = \text{id}$, that is:

**Theorem 4.2.** Let $a = (a_1, \ldots, a_N)$ and $b = (b_1, \ldots, b_N)$ be $N$-tuples of integers and let us set

$$F := \bigotimes_{i=1}^{N} \left[ \End(E_i)^{\otimes a_i} \otimes E_i^{\otimes b_i} \right].$$

With the notations introduced above, we have:

$$h_{\min}((P(F), O_F(1)) \sslash S) \geq -\sum_{i=1}^{N} b_i \mu(E_i) - \sum_{i: \text{rk } E_i \geq 3} \frac{|b_i|}{2} \ell(\text{rk } E_i),$$

with equality if $b_1, \ldots, b_N = 0$.

The remainder of Section 4 is devoted to the proof of Theorem 4.2.

4.2. Tensor products of endomorphisms algebras.

4.2.1. Notation. In this section we are going to prove Theorem 4.2 in the case $b_i = 0$ for all $i = 1, \ldots, N$, that is, in the case

$$F = \bigotimes_{i=1}^{N} \End(E_i^{\otimes a_i}),$$

for a $N$-tuple of integers $a = (a_1, \ldots, a_N)$. More precisely, we prove:

**Theorem 4.3.** With the notation introduced above, we have

$$h_{\min}((P(F), O(1)) \sslash S) = 0.$$

First of all let us begin with the easy inequality:

**Proposition 4.4.** With the notation introduced above we have

$$h_{\min}((P(F), O(1)) \sslash S) \leq 0.$$
Proof. Thanks to the canonical isomorphism $\text{End}(E_i^{\otimes a_i}) \simeq \text{End}(E_i^\vee \otimes a_i)$ we may suppose that all the $a_i$’s are non-negative.

According to Theorem 3.8 it suffices to show this when $K = \mathbb{Q}$ and the hermitian vector bundles $E_i$ are “trivial”, that is, for all $i = 1, \ldots, N$, the hermitian vector bundle $E_i$ is the $\mathbb{Z}$-module $\mathbb{Z}^{e_i}$ endowed with the standard hermitian norm. Let us consider the hermitian vector bundle $E := E_1^{\otimes a_1} \otimes \cdots \otimes E_N^{\otimes a_N}$. We identify it with the trivial vector bundle given by $E' = \mathbb{Z}^{e_1 + \cdots + e_N}$ endowed with the standard hermitian norm. With this notation, we have a canonical $S$-equivariant isomorphism of hermitian vector bundles $F \simeq \text{End}(E')$.

Let us consider the endomorphism $\varphi$ of $E'$ given by the matrix (with respect the canonical basis of $E'$) whose $(1,1)$-entry is 1 and the other entries are 0:

$$\varphi = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{pmatrix}.$$

The point $[\varphi]$ of $\mathbb{P}(F)$ is semi-stable under the action by conjugation of $\text{SL}(E')$ (hence with respect to the action of $S$) because it is not nilpotent. If $h_{\mathbb{P}F}$ denotes the height on the quotient $\mathcal{Y}$ of $\mathbb{P}(F)^{\text{ss}}$ by $S$ and $\pi : \mathbb{P}(F)^{\text{ss}} \rightarrow \mathcal{Y}$ is the quotient map, the Fundamental Formula for projective spaces (Corollary 1.7) gives

$$h_{\mathbb{P}F}(\pi([\varphi])) \leq h_{\mathbb{P}S(\mathcal{Y})}([\varphi]) = 0,$$

which concludes the proof. $\square$

We are thus left with proving the converse inequality and, in order to prove it, it suffices to prove the following:

**Theorem 4.5.** Let $\varphi \in F \otimes_{\sigma_K} K$ be a non-zero vector such that the associated $K$-point $[\varphi]$ of $\mathbb{P}(F)$ is semi-stable. Then,

$$\sum_{v \in V_K} \log \inf_{g \in S(C_v)} \|g^* \varphi\|_{F,v} \geq 0.$$

Indeed, Theorem 4.3 is deduced applying Theorem 4.5 and the Fundamental Formula (in the form given by Corollary 1.7) to every finite extension $K'$ of $K$ and to every semi-stable point of $\mathbb{P}(F)$ defined over $K'$.

The remainder of this section is devoted to the proof of Theorem 4.5.

4.2.2. **The case of an endomorphism which is not nilpotent.** We can consider $\varphi$ as an endomorphism of the $K$-vector space $\bigotimes_{i=1}^N E_i^{\otimes a_i} \otimes_{\sigma_K} K$ thanks to the canonical isomorphism

$$\alpha : \bigotimes_{i=1}^N \text{End}(E_i^{\otimes a_i}) \simeq \text{End} \left( \bigotimes_{i=1}^N E_i^{\otimes a_i} \right).$$

With this identification let us assume that $\varphi$ is not nilpotent. Then the point $[\varphi]$ is semi-stable under the action $S$. Actually, something more is true: let us consider the $\sigma_K$-reductive group

$$\mathcal{H} := \text{SL}(E_1^{\otimes a_1} \otimes \cdots \otimes E_N^{\otimes a_N})$$

and its natural action by conjugation on $F$ (through the isomorphism $\alpha$). According to Corollary 2.3, the point $[\varphi]$ is semi-stable under the action of $\mathcal{H}$. Since the action of $S$ on $F$ factors through the one of $\mathcal{H}$, then $[\varphi]$ is semi-stable with respect to $S$ too.
For the same reason, for every place $v$ of $K$, we have

\[
\inf_{g \in G(C_v)} \|g \ast \varphi\|_{F,v} \geq \inf_{h \in H(C_v)} \|h \varphi h^{-1}\|_{F,v}.
\]

Last thing to remark is that the isomorphism $\alpha$ is an isometry as soon as we endow $F$ with the hermitian norms deduced from the identification

\[
\text{End} \left( \bigotimes_{i=1}^{N} \mathcal{E}^{\otimes a_i}_i \right) = \left( \bigotimes_{i=1}^{N} \mathcal{E}^{\otimes a_i}_i \right) \otimes_{\sigma_K} \left( \bigotimes_{i=1}^{N} \mathcal{E}^{\otimes a_i}_i \right).
\]

Therefore we can apply Theorem 2.4 $[\varphi]$ and obtain

\[
\sum_{v \in V_K} \log \inf_{h \in H(C_v)} \|h \varphi h^{-1}\|_{F,v} = \sum_{v \in V_K, \text{non-arch.}} \log \max \{ |\lambda_1|_v, \ldots, |\lambda_n|_v \} + \sum_{\sigma : \Omega \rightarrow C} \log \sqrt{|\lambda_1|_{\sigma}^2 + \cdots + |\lambda_n|_{\sigma}^2} \geq 0,
\]

where $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of $\varphi$ (counted with multiplicities) and $\Omega$ is a number field containing them. Taking the sum of (4.2.1) over all places we finally find:

\[
\sum_{v \in V_K} \log \inf_{g \in G(C_v)} \|g \ast \varphi\|_{F,v} \geq \sum_{v \in V_K} \log \inf_{h \in H(C_v)} \|h \varphi h^{-1}\|_{F,v} \geq 0,
\]

this gives Theorem 4.5 in this case.

4.2.3. The case of a non-vanishing invariant linear form. Let us now suppose that there exists a $S$-invariant linear form $f \in \Gamma(P(F), O(1)) = F^\vee$ that does not vanish at $[\varphi]$. To treat this case we will need some informations describing the form of this invariants given by the First Main Theorem of Invariant Theory. Hence let us recall them here.

For every $i = 1, \ldots, N$ the permutation group $\mathcal{S}_{|a_i|}$ on $|a_i|$ acts linearly on $\mathcal{E}^{\otimes a_i}$ permuting its factors. For every permutation $\sigma$ we write $\varepsilon_{i,\sigma}$ the automorphism of $\mathcal{E}^{\otimes a_i}$ permuting factors by $\sigma$. Clearly, as an element of $\text{End}(\mathcal{E}^{\otimes a_i})$, the endomorphism $\varepsilon_{i,\sigma}$ is invariant under the action of $\text{SL}(\mathcal{E}^{\otimes a_i})$. Therefore, for every $N$-tuple of permutations,

\[
\sigma = (\sigma_1, \ldots, \sigma_N) \in \mathcal{S}_{|a_1|} \times \cdots \times \mathcal{S}_{|a_N|}
\]

the endomorphism $\varepsilon_\sigma = \varepsilon_{1,\sigma_1} \otimes \cdots \otimes \varepsilon_{N,\sigma_N} \in F$ is invariant under the action of $S$.

**Theorem 4.6** (First Main Theorem of Invariant Theory). The subspace of elements of $F \otimes_{\sigma_K} K$ which are invariant under the action of $S \times_{\sigma_K} K$ is generated, as a $K$-linear space, by the elements $\varepsilon_\sigma$, while $\sigma$ ranges in $\mathcal{S}_{|a_1|} \times \cdots \times \mathcal{S}_{|a_N|}$.

For every $N$-tuple of permutations $\sigma = (\sigma_1, \ldots, \sigma_N) \in \mathcal{S}_{|a_1|} \times \cdots \times \mathcal{S}_{|a_N|}$ we denote by $\varepsilon_\sigma$ its image by the canonical isomorphism

\[
F = \bigotimes_{i=1}^{N} \text{End}(\mathcal{E}^{\otimes a_i}) \simeq F^\vee = \bigotimes_{i=1}^{N} \text{End}(\mathcal{E}^{\vee \otimes a_i}).
\]

Let us resume the proof of Theorem 4.5. Since there is a $S$-invariant linear form non-vanishing on $[\varphi]$, according to Theorem 4.6, there exists a suitable $N$-tuple of permutations $\sigma = (\sigma_1, \ldots, \sigma_N) \in \mathcal{S}_{|a_1|} \times \cdots \times \mathcal{S}_{|a_N|}$ such that $\varepsilon_\sigma([\varphi]) \neq 0$. By definition we have

\[
\varepsilon_\sigma([\varphi]) = \text{Tr}(\varphi \circ \varepsilon_{\sigma^{-1}}),
\]
Since the trace of the endomorphism $\varphi \circ \varepsilon_{\sigma^{-1}}$ is non-zero, then it is not nilpotent. Therefore, the preceding case implies:

$$\sum_{v \in V_K} \log \inf_{g \in S(C_v)} \|g * (\varphi \circ \varepsilon_{\sigma^{-1}})\|_{F,v} \geq 0. \quad (4.2.2)$$

Let us remark the following facts:

- For every place $v$ of $K$ and every non-zero vector $\psi \in F \otimes_{o_K} C_v$ we have
  $$\|\psi \circ \varepsilon_{\sigma^{-1}}\|_{F,v} = \|\psi\|_{F,v}.$$

- The endomorphism $\varepsilon_{\sigma^{-1}}$ commutes with the action of $S$ (it is the definition of $S$-invariance).

As a consequence of these considerations, for every $g \in S(C_v)$, for every we have:

$$\|g * \varphi\|_{F,v} = \|g * (\varphi \circ \varepsilon_{\sigma^{-1}})\|_{F,v}.$$  

Summing over all places, the preceding equality together with (4.2.2) entail

$$\sum_{v \in V_K'} \log \inf_{g \in S(C_v)} \|g * \varphi\|_{F,v} \geq 0,$$

which proves Theorem 4.5 in this case.

4.2.4. The general case. Let us finally treat the general case. By definition of semi-stability there exist a positive integer $D \geq 1$ and a $S$-invariant global section $f \in \Gamma(P(F), O(D)) = \operatorname{Sym}^D(\mathcal{F}^\vee)$

that does not vanish at the point $[\varphi]$. Let us consider the $D$-fold Veronese embedding

$$P(F) \longrightarrow P(F^D)$$

$$[\varphi] \longmapsto [\varphi^D]$$

The point $[\varphi^D]$ is a semi-stable of $P(F^D)$. There is more: since the homomorphism $F^{D} \otimes D \rightarrow \operatorname{Sym}^D(F^\vee)$ is surjective and $S$-equivariant, and since the point $P$ is defined on a field of characteristic $0$\footnote{Let $k$ be a field and let $V, W$ be representations of a $k$-reductive group $G$. A $G$-equivariant homomorphism $\varphi : V \rightarrow W$ induces a linear homomorphism $\varphi : V^G \rightarrow W^G$. If $\varphi$ is surjective and $k$ is of characteristic 0 then the homomorphism $V^G \rightarrow W^G$ is surjective $[MS72$, pages 181-182$].} we may suppose that $f$ is the image of a $S$-invariant element $f'$ of $F^{D} \otimes \sigma_k K$.

Up to rescaling $f'$ we may assume that there exists a $S$-invariant linear form $f' \in \Gamma(P(F^D), O(1))$ which does not vanish at $[\varphi^D]$. Therefore we may apply the preceding case to $\varphi^D$ and obtain

$$\sum_{v \in V_K} \log \inf_{g \in S(C_v)} \|g * \varphi^D\|_{F^D,v} \geq 0.$$

Noticing that for every place $v$ of $K$ and for every $g \in S(C_v)$ we have

$$\|g * \varphi^D\|_{F^D,v} = (\|g * \varphi\|_{F,v})^D,$$

this concludes the proof of Theorem 4.5. \hfill \Box

4.3. The general case.
4.3.1. Notation. In this section we will prove the general case of Theorem 4.2. For Theorem 4.3 this is deduced from the following:

**Theorem 4.7.** Let \( \varphi \in F \otimes_{\sigma_K} K \) be a non-zero vector such that the associated \( K \)-point \( P = [x] \) of \( P(F) \) is semi-stable. Then,

\[
\sum_{v \in V_K} \log \inf_{g \in \mathcal{S}(E)} \frac{\|g \ast x\|_{\mathcal{F},v}}{\|x\|_{\mathcal{F},v}} \geq 0.
\]

Therefore the rest of this section is devoted to the proof of Theorem 4.7.

4.3.2. The case of a non-vanishing invariant linear form. Let us suppose that there is a \( \mathcal{S} \)-invariant linear form which does not vanish at the point \( P \). In particular, the submodule of \( \mathcal{S} \)-invariant elements of

\[
F^\vee = \bigotimes_{i=1}^N \left[ \text{End}(E_i)^{\vee \otimes a_i} \otimes E_i^{\vee \otimes b_i} \right]
\]

is non-zero. Therefore Proposition 3.10 (1) implies that \( e_i = \text{rk} E_i \) divides \( b_i \) for every \( i = 1, \ldots, N \). The idea is to embed conveniently \( P(F) \) and deduce Theorem 4.7 in this case from Theorem 4.3.

**Definition 4.8.** Let us fix an integer \( i \in \{1, \ldots, N\} \).

- If \( e_i = 2 \) we consider the isomorphism of \( \sigma_K \)-modules
  \[
  \varepsilon_i : E_i^{\otimes 2} \longrightarrow \text{End}(E_i) \otimes \text{det} E_i
  \]
  whose inverse is given, for every \( \varphi \in \text{End} E_i \) and every \( v_1, v_2 \in E_i \), by the map
  \[
  \varphi \otimes (v_1 \wedge v_2) \mapsto \varphi(v_1) \otimes v_2 - \varphi(v_2) \otimes v_1.
  \]

- If \( e_i \neq 2 \) we consider the natural homomorphism of \( \sigma_K \)-modules
  \[
  \varepsilon_i : E_i^{\otimes e_i} \longrightarrow \text{End}(E_i^{\otimes e_i}) \otimes \text{det} E_i,
  \]
  whose dual map,
  \[
  \varepsilon_i^\vee : \text{End}(E_i^{\otimes e_i}) \otimes \text{det} E_i^\vee \longrightarrow E_i^{\otimes e_i},
  \]
  is defined as follows: for every \( \varphi \in \text{End}(E_i^{\otimes e_i}) \) and every \( v_1, \ldots, v_{e_i} \in E_i^\vee \), the image of the element \( \varphi \otimes (v_1 \wedge \cdots \wedge v_{e_i}) \) is
  \[
  \sum_{\gamma \in S_{e_i}} \text{sign}(\gamma) \varphi(v_{\gamma(1)} \otimes \cdots \otimes v_{\gamma(e_i)}) \otimes (v_1 \wedge \cdots \wedge v_{e_i}).
  \]

We endow the \( \sigma_K \)-modules \( \text{End}(E_i) \otimes \text{det} E_i \) and \( \text{End}(E_i^{\otimes e_i}) \otimes \text{det} E_i \) with the natural hermitian norms deduced (by taking tensor products, dual and the determinant) from the hermitian norm \( \| \cdot \|_{E_i} \).

**Proposition 4.9.** Let us fix an integer \( i \in \{1, \ldots, N\} \). With the notations introduced above we have:

- If \( e_i = 2 \) the homomorphism \( \varepsilon_i \) is a \( \text{GL}(E_i) \)-equivariant isomorphism of hermitian vector bundles;
- If \( e_i \neq 2 \) the homomorphism \( \varepsilon_i \) is \( \text{GL}(E_i) \)-equivariant and for every embedding \( \sigma : K \to \mathbb{C} \) we have
  \[
  \sup_{x \neq 0} \frac{\|\varepsilon_i(x)\|_\sigma}{\|x\|_\sigma} \leq \sqrt{e_i}.
  \]
where the supremum is ranging on the elements of $E_i^{\otimes e_i} \otimes \sigma \mathbb{C}$, the norm in the numerator is the one of $\text{End}(E_i^{\otimes e_i}) \otimes \det \mathcal{E}_i$ and the norm in the denominator is the one of $E_i^{\otimes e_i}$.

**Proof.** The fact that the map $\varepsilon_i$ is $\text{GL}(\mathcal{E}_i)$-equivariant is clear in both cases. Let $\sigma : K \to \mathbb{C}$ be a complex embedding and let us write

$$W := \mathcal{E}_i \otimes_\sigma \mathbb{C}, \quad w := \dim_\mathbb{C} W = e_i, \quad \| \cdot \|_W := \| \cdot \|_{\varepsilon_i, \sigma}, \quad f := \varepsilon_i.$$

Let $x_1, \ldots, x_w$ be an orthonormal basis of $W$.

If $w = 2$ for every endomorphism $\varphi$ of $W$ we have:

$$\| f^{-1}(\varphi \otimes (x_1 \wedge x_2)) \|_{W \otimes 2} = \| \varphi(x_1) \otimes x_2 - \varphi(x_2) \otimes x_1 \|_{W \otimes 2}$$

$$= \sqrt{\| \varphi(x_1) \|_W^2 + \| \varphi(x_2) \|_W^2}$$

$$= \| \varphi \|_{\text{End}(W)}$$

$$= \| \varphi \otimes (x_1 \wedge x_2) \|_{\text{End}(W) \otimes \det W},$$

which shows that $f^{-1}$ (thus $f$) is an isometry.

Let us suppose $w \neq 2$. For every $w$-tuple $R = (r_1, \ldots, r_w)$ of integers such that $r_\alpha \in \{1, \ldots, w\}$ for all $\alpha = 1, \ldots, w$ let us set $x_R := x_{r_1} \otimes \cdots \otimes x_{r_w}$. The vectors $x_R$, while $R$ ranges in the set $\{1, \ldots, w\}^w$, form an orthonormal basis of the vector space $W^\otimes w$. For every element $t \in W^\otimes w$ we write:

$$t = \sum_{R \in \{1, \ldots, w\}^w} t_R x_R.$$

Let $x_1^\vee, \ldots, x_w^\vee$ be the basis of $W^\vee$ dual to $x_1, \ldots, x_w$ and for every permutation $\gamma \in \mathfrak{S}_w$ let us write $x_\gamma^\vee = x_{\gamma(1)} \otimes \cdots \otimes x_{\gamma(w)}$. With this notation, for every $t \in W^\otimes w$, the map $f$ is expressed as follows:

$$f(t) = \sum_{R \in \{1, \ldots, w\}^w} \sum_{\gamma \in \mathfrak{S}_w} \text{sign}(\gamma) t_R x_R \otimes x_\gamma^\vee \otimes (x_1 \wedge \cdots \wedge x_w).$$

Taking the norm, we obtain:

$$\| f(t) \|_{\text{End}(W)^\otimes w \otimes \det W}^2 = \sum_{R \in \{1, \ldots, w\}^w} |t_R|^2 \leq w! \cdot \| t \|_{W^\otimes w}^2,$$

which gives the result. \qed

For every $i = 1, \ldots, N$ the homomorphism $\varepsilon_i^{\otimes b_i/e_i}$, induces, through the natural identification $\mathcal{E}_i^{\otimes b_i/e_i} \simeq (\mathcal{E}_i^{\otimes e_i})^{\otimes b_i/e_i}$, the following homomorphisms:

$$(e_i = 2) \quad \varepsilon_i^{\otimes b_i/2} : \mathcal{E}_i^{\otimes b_i} \to \text{End}(\mathcal{E}_i)^{\otimes b_i/2} \otimes (\det \mathcal{E}_i)^{\otimes b_i/2}$$

$$(e_i \neq 2) \quad \varepsilon_i^{\otimes b_i/e_i} : \mathcal{E}_i^{\otimes b_i} \to \text{End}(\mathcal{E}_i)^{\otimes b_i} \otimes (\det \mathcal{E}_i)^{\otimes b_i/e_i}$$

For every $i = 1, \ldots, N$ let us consider the $\mathfrak{o}_K$-module

$$\mathcal{F}_i' := \begin{cases} \text{End}(\mathcal{E}_i)^{\otimes a_i + b_i/2} & \text{if } e_i = 2 \\ \text{End}(\mathcal{E}_i)^{\otimes a_i + b_i} & \text{otherwise} \end{cases}$$

and the homomorphism of $\mathfrak{o}_K$-modules

$$\eta_i = \text{id} \otimes \varepsilon_i^{\otimes b_i/e_i} : \text{End}(\mathcal{E}_i)^{\otimes a_i} \otimes \mathcal{E}_i^{\otimes b_i} \to \mathcal{F}_i' \otimes \det \mathcal{E}_i^{\otimes b_i/e_i}.$$
we wrote
\[ \mathcal{D} := \bigotimes_{i=1}^{N} \det \mathcal{E}_i^{\otimes b_i/\epsilon_i}. \]

Let us endow \( \mathcal{F}' \) and \( \mathcal{D} \) of the natural hermitian norms deduced from the hermitian norms on \( \mathcal{E}_i \). Passing to the projective spaces, it is induces a \( \mathcal{G} \)-equivariant closed embedding
\[ \eta : \mathbf{P}(\mathcal{F}) \to \mathbf{P}(\mathcal{F}' \otimes \mathcal{D}). \]

Therefore, since the point \( P \) is defined on a field of characteristic 0 (see footnote 7), the image \( \eta(P) \) is a semi-stable \( K \)-point of \( \mathbf{P}(\mathcal{F}' \otimes \mathcal{D}) \) with respect to the natural action of \( \mathcal{S} \). If \( x \in \mathcal{F}' \otimes_{\alpha_K} K \) is a non-zero representative of \( P \), the Fundamental Formula for projective spaces (Corollary 1.7) and Proposition 4.9 entail:
\[
\begin{align*}
\log &\bigg( \sum_{v \in \mathcal{V}_K} \log \inf_{g \in \mathcal{S}(\mathcal{C}_v)} \frac{|g \ast x|_{\mathcal{F}' \otimes \mathcal{D}, v}}{|x|_{\mathcal{F}' \otimes \mathcal{D}, v}} \bigg) \\
&\geq \sum_{v \in \mathcal{V}_K} \log \inf_{g \in \mathcal{S}(\mathcal{C}_v)} \frac{|g \ast \eta(x)|_{\mathcal{F}' \otimes \mathcal{D}, v}}{|\eta(x)|_{\mathcal{F}' \otimes \mathcal{D}, v}} - \sum_{i : \epsilon_i \geq 3} \frac{b_i}{2} f(\epsilon_i).
\end{align*}
\]

Since the action of \( \mathcal{S} \) is trivial on the line bundle \( \mathcal{D} \), the canonical isomorphism \( \alpha : \mathbf{P}(\mathcal{F}' \otimes \mathcal{D}) \to \mathbf{P}(\mathcal{F}') \) is \( \mathcal{S} \)-equivariant. Moreover, it induces an isomorphism of hermitian line bundles
\[ \alpha^* \mathcal{O}_{\mathcal{F}'}(1) \simeq \mathcal{O}_{\mathcal{F}' \otimes \mathcal{D}}(1) \otimes f^* \mathcal{D}', \]
where \( f : \mathbf{P}(\mathcal{F}') \to \text{Spec } \alpha_K \) is the structural morphism.

Let \( \mathcal{Y}' \) be categorical quotient of \( \mathbf{P}(\mathcal{F}')^{ss} \) by \( \mathcal{S} \) and let \( \pi' : \mathbf{P}(\mathcal{F}')^{ss} \to \mathcal{Y}' \) be the quotient map. Let us denote by \( h_{\mathcal{Y}'} \) is the height on the quotient \( \mathcal{Y}' \) (with respect to \( \mathcal{S} \) and \( \mathcal{O}_{\mathcal{F}'}(1) \)). Applying again the Fundamental Formula, we find
\[
\begin{align*}
\sum_{v \in \mathcal{V}_K} \log &\bigg( \sum_{g \in \mathcal{S}(\mathcal{C}_v)} \frac{|g \ast \eta(x)|_{\mathcal{F}' \otimes \mathcal{D}, v}}{|\eta(x)|_{\mathcal{F}' \otimes \mathcal{D}, v}} \bigg) = h_{\mathcal{Y}'}(\pi'(\alpha \circ \eta(P))) - \sum_{i=1}^{N} b_i \hat{\mu}(\mathcal{E}_i),
\end{align*}
\]
so that, putting all together, we obtain
\[
\begin{align*}
\log &\bigg( \sum_{v \in \mathcal{V}_K} \log \inf_{g \in \mathcal{S}(\mathcal{C}_v)} \frac{|g \ast \eta(x)|_{\mathcal{F}' \otimes \mathcal{D}, v}}{|\eta(x)|_{\mathcal{F}' \otimes \mathcal{D}, v}} \bigg) \\
&\geq h_{\mathcal{Y}'}(\pi'(\alpha \circ \eta(P))) - \sum_{i=1}^{N} b_i \hat{\mu}(\mathcal{E}_i) - \sum_{i : \epsilon_i \geq 3} \frac{b_i}{2} f(\epsilon_i).
\end{align*}
\]

Thanks to Theorem 4.3 we have that \( h_{\mathcal{Y}'} \) is non-negative, which concludes the proof of Theorem 4.7 in this case.

4.3.3. The general case. Let us suppose that there exists a \( \mathcal{S} \)-invariant global section \( s \in \Gamma(\mathbf{P}(\mathcal{F}), \mathcal{O}(D)) \) which does not vanish at \( P \). In this case one argues as we did in paragraph 4.2.4 — namely, taking the \( D \)-tuple embedding \( \mathbf{P}(\mathcal{F}) \to \mathbf{P}(\mathcal{F} \otimes D) \) and applying the preceding case. We leave these easy details to the reader.

This concludes the proof of the proof of Theorem 4.7, hence of Theorem 4.2. \( \Box \)

5. Preliminaries to the local part

Let \( k \) be a field complete with respect to an absolute value \( | \cdot |_k \).

5.1. Analytic spaces.
5.1.1. **Overview.** Our framework will be that of analytic spaces over complete field. We have three cases:  

(1) The complex case: a C-analytic space will be a complex analytic space in the usual sense.

(2) The real case: an R-analytic space will be a R-locally ringed space isomorphic to a quotient \( X/\iota \) where \( X \) is a complex analytic space and \( \iota : X \to X \) is an anti-holomorphic involution.\(^9\)

(3) The non-archimedean case: if the field \( k \) is complete with respect to a non-archimedean absolute value (possibly trivial), we will consider \( k \)-analytic spaces in the sense of Berkovich. References for the latter theory are the foundational papers of Berkovich [Ber90, Ber93]; a self-contained introduction is given in [RTW10, §1.2], while a reference linking other approaches to non archimedean analytic geometry to Berkovich’s one may be [Con08].

We will be interested only in the analytification of algebraic \( k \)-schemes. Therefore, instead of giving the general definitions, we present a construction of the analytification of a finite type \( k \)-scheme \( X \) following Berkovich [Ber90, §1.5, §3.4 and §3.5], Poineau [Poi13a], Nicaise [Nic14, §2], which works for all three cases.

5.1.2. **Underlying topological space.** Let \( X \) be a \( k \)-scheme of finite type.

**Definition 5.1.** The topological space \(|X^\text{an}|\) underlying the analytification of \( X \) is the set couples \((x, \cdot |)\) composed of a point \( x \in X \) (not necessarily closed) and of an absolute value \( |\cdot| : \kappa(x) \to \mathbb{R}_+ \) such that its restriction to \( k \) coincides with the original absolute on \( k \) (here \( \kappa(x) \) denotes the residue field at \( x \)).

The set \(|X^\text{an}|\) is endowed with the coarsest topology such that, for every open subset \( U \subset X \), we have:

1. the subset \(|U^\text{an}| = \{(x, \cdot |) \in |X^\text{an}| : x \in U \}\) is open in \(|X^\text{an}|\);
2. for every function \( f \in \Gamma(U, \mathcal{O}_X) \), the map \(|f| : |U^\text{an}| \to \mathbb{R}_+ \) defined by \(|f| : (x, \cdot |) \mapsto |f(x)|\), is continuous.

We call this topology, the **analytic topology** of \( X \).

Not to burden notation, if no confusion arises, we will denote a point \((x, \cdot |)\) of \(|X^\text{an}|\) simply by \( x \).

**Theorem 5.2.** If \( X \) is non-empty, the topological space \(|X^\text{an}|\) is non-empty, locally separated and locally compact. Moreover,

1. it is Hausdorff if and only if \( X \) is separated over \( k \);
2. it is compact if and only if \( X \) is proper over \( k \);

**Proof.** The proof of the local compactness can be found in [Ber90, §1.5]. (1) and (2) are respectively statements (i) and (ii) in [Ber90, Theorems 3.4.8 and 3.5.3]. □

---

\(^8\)When we write \( R \) or \( C \), we always assume that are endowed with the usual archimedean absolute value.

\(^9\)Namely the quotient \( X/\iota \) is the \( R \)-locally ringed space \((|X/\iota|, \mathcal{O}_{X/\iota})\) defined as follows:

- the topological space \(|X/\iota|\) is the quotient \(|X/\iota|\) endowed with the quotient topology;
- if \( \pi : |X| \to |X/\iota| \) denotes the canonical projection, for every open subset \( U \subset |X/\iota| \) the sections of the structural sheaf \( \mathcal{O}_{X/\iota} \) are defined by \( \Gamma(U, \mathcal{O}_{X/\iota}) = \{ f \in \Gamma(U, \mathcal{O}_X) : \iota^*(f) = f \} \),

where \( \iota^* : \mathcal{O}_X \to \iota_* \mathcal{O}_X \) is the anti-holomorphic homomorphism of sheaves of \( R \)-algebras associated to the involution \( \iota \).
Definition 5.3. Let \((x, | \cdot |)\) be point of \(\mathcal{X}^\text{an}\). The complete residue field \(\kappa(x)\) at \(x\) is the completion of the residue field \(\kappa(x)\) with respect to the absolute value \(| \cdot |\).

This notation differs from the one that usually occurs in the literature, where the complete residue field is denoted by \(\mathcal{H}(x)\).

The topological space underlying the analytification of a scheme is functorial on the scheme: that is, if \(f : X \to Y\) is a morphism between finite type \(k\)-schemes, then \(f\) induces a continuous map \(\mathcal{H}(f) : \mathcal{X}^\text{an} \to \mathcal{Y}^\text{an}\).

Forgetting the absolute value gives rise to a continuous map \(\alpha_X : \mathcal{X}^\text{an} \to \mathcal{X}\), where \(\mathcal{X}\) is the topological space underlying the scheme \(X\).

Remark 5.4. Note that the pre-image by \(\alpha_X\) of a closed point of \(x\) is reduced to the point: indeed, since \(\kappa(x)\) is a finite extension, there is a unique absolute value on \(\kappa(x)\) extending \(| \cdot |_k\). We may now distinguish three cases:

1. In the complex case, a theorem of Gel'fand-Mazur affirms that a complete field containing \(\mathbb{C}\) (isometrically) coincides with \(\mathbb{C}\). Thus the map \(\alpha_X\) gives a homeomorphism \(\alpha_X : \mathcal{X}^\text{an} \to \mathcal{X}(\mathbb{C})\), as soon as the set \(\mathcal{X}(\mathbb{C})\) is endowed with the complex topology.

2. In the real case, the map \(\alpha_X\) gives a homeomorphism \(\alpha_X : \mathcal{X}^\text{an} \to \mathcal{X}(\mathbb{C})/\text{Gal}(\mathbb{C}/\mathbb{R})\).

3. In the non-archimedean case, this is the topological space underlying the analytification of \(X\) in the sense of Berkovich. In this case, the image of the map \(\alpha_X\) is never contained in the closed points of \(X\).

We have the following “Nullstellensatz” in the present framework:

Proposition 5.5. Let \(k\) be an algebraically closed field complete with respect to a non-trivial absolute value. Then the set of \(k\)-points \(\mathcal{X}(k)\) is dense in \(\mathcal{X}^\text{an}\).

An important feature for us will be the behaviour of the closure with respect to the Zariski and analytic topology:

Proposition 5.6. Let \(X\) be a \(k\)-scheme of finite type. For every constructible set \(Z \subset X\) we have

\[
\overline{\alpha_X^{-1}(Z)} = \alpha_X^{-1}(\overline{Z}),
\]

where on the left-hand side we took the analytic closure and on the right-hand side the Zariski closure.

Proof. See [Gro71, Exp. XII, Corollaire 2.3] for the complex case and [Ber90, Proposition 3.4.4] for the non-archimedean one. The real case is deduced from the complex case thanks to the homeomorphism \(\mathcal{X}^\text{an} \simeq \mathcal{X}(\mathbb{C})/\text{Gal}(\mathbb{C}/\mathbb{R})\).

5.1.3. Structural sheaf. Let us introduce the concept of analytic function on \(\mathcal{X}^\text{an}\). Let us give first the definition in the case of the affine spaces. Let \(n \geq 0\) be a non-negative integer and let

\[
\mathcal{X} := \mathbb{A}^n_k = \text{Spec } k[t_1, \ldots, t_n]
\]

be the \(n\)-dimensional affine space over \(k\).

\[\text{For instance, when } X = \mathbb{A}^1_k, \text{ the Gauss norm on polynomials } \| \cdot \| : k[t] \to \mathbb{R}_+, \text{ defined by } \sum a_it^i \mapsto \max |a_i|, \text{ is multiplicative and we can extend it to } k(t). \text{ If } \eta \text{ denotes the generic point of the affine line, the couple } (\eta, \| \cdot \|) \text{ is a point of } \mathcal{A}^1_k^\text{an}.\]
Definition 5.7. Let $U \subset |X^{an}|$ be an open subset. An analytic function over $U$ is a map $f : U \to \bigsqcup_{x \in U} \hat{k}(x)$ such that for every $x \in U$ we have:

1. $f(x) \in \hat{k}(x)$;
2. for every $\varepsilon > 0$ there exists an open neighbourhood $U_\varepsilon$ of $x$ in $U$ and a rational function $g_\varepsilon \in k(t_1, \ldots, t_n)$ without poles in $U_\varepsilon$ such that, for every $y \in U_\varepsilon$, we have $|f(y) - g_\varepsilon(y)| < \varepsilon$.

The set of analytic function on $U$ is denoted by $\mathcal{O}_X^\text{an}(U)$. It is a $k$-algebra.

The correspondence $U \mapsto \mathcal{O}_X^\text{an}(U)$ gives rise to a sheaf of $k$-algebras on the topological space $|X^{an}|$. For every point $x \in |X^{an}|$ the stalk at $x$ is a local ring.

Definition 5.8. The $n$-dimensional analytic affine space is the locally $k$-ringed space

$$\mathbb{A}_k^{n, an} := (|\mathbb{A}_k^{n, an}|, \mathcal{O}_X^\text{an}).$$

Remark 5.9. In the complex case, the locally $C$-ringed space $\mathbb{A}_C^{n, an}$ is the topological space $C^n$ equipped with the sheaf of holomorphic functions. In real case, the locally $R$-ringed space $\mathbb{A}_R^{n, an}$ is the topological space $C^n / \text{Gal}(C/R)$ equipped with the sheaf of holomorphic functions on $C^n$ invariant under complex conjugation. In the non-archimedean case it is the analytical $n$-dimensional affine space in the sense of Berkovich. See for instance [Ber90, §1.5] and [Poi13a].

Even though we will use holomorphic functions only on $\mathbb{A}_k^{1, an}$, let us sketch how to define the structural sheaf on the analytification of a $k$-scheme $X$ of finite type.

1. If $X$ is affine, let us fix a closed immersion $j : X \to \mathbb{A}_k^n$ for a suitable $n$. Let $I \subset \mathcal{O}_{\mathbb{A}_k^n}$ be the ideal sheaf defining $X$ and let $I^{an} \subset \mathcal{O}_{\mathbb{A}_k^{an}}$ be the ideal sheaf generated by $I$. We consider the sheaf of $k$-algebras on $|X^{an}|$,

$$\mathcal{O}_X^{an} := j^{an-1}((\mathcal{O}_{\mathbb{A}_k^{an}}/I^{an})).$$

One can show that the sheaf $\mathcal{O}_X^{an}$ does not depend on the choice of the closed embedding $j$.

2. For an arbitrary $k$-scheme $X$ let us choose a covering $X = \bigsqcup_{i=1}^N X_i$ by affine open subsets. The sheaves $\mathcal{O}_X^{an}$ on $|X_i^{an}|$ then glue to a sheaf $\mathcal{O}_X^{an}$ on $|X^{an}|$. One can show that $\mathcal{O}_X^{an}$ does not depend on the chosen covering.

Definition 5.10. The locally $k$-ringed space $X^{an} := (|X^{an}|, \mathcal{O}_X^{an})$ is called the analytification of $X$.

A morphism $f : Y \to X$ between $k$-schemes of finite type induces a morphism of $k$-analytic spaces $f^{an} : Y^{an} \to X^{an}$. If no confusion seems to arise, we will write $f$ instead of $f^{an}$.

5.1.4. Extension of scalars.

Definition 5.11. An analytic extension $K$ of $k$ is a field complete with respect to an absolute value $| \cdot |_K$ equipped with an isometric embedding $k \to K$.

Let $K$ be an analytic extension of $k$. Let $X$ be a $k$-scheme of finite type and let $X_K := X \times_k K$ the $K$-scheme obtained extending scalars to $K$. Let $X_K^{an}$ be the $K$-analytic space obtained by analytification of the $K$-scheme $X_K$. 

Definition 5.12. The morphism of base change $X_K \to X$ gives rise to a morphism of locally $k$-ringed space
\[
\text{pr}_{X,K/k} : X_K^\text{an} \to X^\text{an}
\]
called the extension of scalars map. If no confusion arises, we will omit to write the dependence on the scheme $X$.

Proposition 5.13. The map $\text{pr}_{X,K/k}$ is surjective and topologically proper. Since the topological spaces $|X^\text{an}|$ and $|X_K^\text{an}|$ are locally compact, the map $\text{pr}_{X,K/k}$ is closed.

Proof. In the archimedean case, when $k = \mathbb{R}$ and $K = \mathbb{C}$, the map $\text{pr}_{X,C/k}$ is just the quotient map by the Galois action. In the non-archimedean case the reference is [Ber93, §1.4].

The extension of scalars to $K$ gives to a functor. If $f : Y \to X$ is a morphism of $k$-schemes of finite type, we denote by $f_K^\text{an} : Y_K^\text{an} \to X_K^\text{an}$ the morphism of $K$-analytic spaces induced by $f$.

Definition 5.14. A $K$-point of $X$ is a couple $(x, \varepsilon_x)$ made of a point $x \in X^\text{an}$ and of an isometric embedding $\hat{k}(x) \to K$.

Let $x \in X^\text{an}$ be a point of $X^\text{an}$ and let $\hat{k}(x) \to K$ be an isometric embedding. The point $x$ may be viewed as a $\hat{k}(x)$-point of $X$. Let $x_K$ be the $K$-point of $X_K$ which factors the composite map $\text{Spec} K \to \text{Spec} \hat{k}(x) \to X$ through the $K$-scheme $X_K$.

Definition 5.15. The couple $(x_K, | \cdot |_K)$ (where $| \cdot |_K$ is the absolute value on $K$) is a point of $X_K^\text{an}$. We call it the point naturally associated to $x$ and the embedding $\hat{k}(x) \to K$ and we denote it simply by $x_K$.

5.1.5. Fibres. Let $f : Y \to X$ be a morphism between $k$-schemes of finite type. Let $x \in X^\text{an}$ be a point, $K = \hat{k}(x)$ be its complete residue field and $x_K$ the point of $X_K^\text{an}$ naturally associated to $x$.

Proposition 5.16. Let us keep the notations just introduced. Then:

1. The map of scalars extension $\text{pr}_{Y,K/k} : Y_K^\text{an} \to Y^\text{an}$ induces a homeomorphism

\[
\text{pr}_{Y,K/k} : |Y_K \times_{X_K} \{x_K\}|^\text{an} \longrightarrow (f^\text{an})^{-1}(x);
\]

2. For every analytic extension $K'$ of $k$ and every point $x' \in X_K^\text{an}$ such that $\text{pr}_{X,K'/k}(x') = x$, the natural map induced by $\text{pr}_{K',K/k}$:

\[
\text{pr}_{Y,K'/k} : (f_{K'}^\text{an})^{-1}(x') \longrightarrow (f^\text{an})^{-1}(x)
\]

is surjective.

Proof. (1) In the complex case this is clear and the real case is deduced from the complex one by Galois action. In the non-archimedean case, see [Ber93, §1.4].

(2) Let $\Omega = \hat{k}(x')$ be the completed residue field of $x'$ and let $x'_\Omega$ be the point of $X_{\Omega}^\text{an}$ naturally associated to $x'$. The crucial remark is that $x'_\Omega$ coincides with the point $x_\Omega$ naturally associated to the point $x$ and the embedding $\hat{k}(x) \to \Omega = \hat{k}(x')$ (the latter is given by the fact that $x'$ projects on $x$). Therefore the composite map

\[
|\text{pr}_{Y,K'/k}(x')| \xrightarrow{|\text{pr}_{Y,K/k}(x')|} |(f_{K'}^\text{an})^{-1}(x')| \xrightarrow{|\text{pr}_{Y,K/k}(x)|} |(f^\text{an})^{-1}(x)|,
\]
coincides with the map

\[ |(f^{an}_{(1)})^{-1}(x_{1\Omega})| \overset{pr_{\Omega/k}}{\longrightarrow} |(f^{an}_{(2)})^{-1}(x_{2\Omega})| \overset{pr_{\Omega/K}}{\longrightarrow} |(f^{an})^{-1}(x)|, \]

where \( K = \hat{k}(x) \) is the completed residue field at \( x \) and \( x_K \) is the point of \( X^{an}_K \) naturally associated to \( x \). The latter composite map is surjective: indeed, the second one is a homeomorphism according to (1); the first one is the map of scalar extension

\[ |(Y_\Omega \times X_{\Omega} \{x_{\Omega}\})^{an}| \longrightarrow |(Y_K \times X_{K} \{x_{K}\})^{an}|. \]

This implies that \( pr_{\Omega/K/k} : |(f^{an}_{(1)})^{-1}(x')| \rightarrow |(f^{an})^{-1}(x)| \) is surjective, as we wanted to prove. \( \square \)

Let us state and prove a consequence of this result that will be useful in the following:

**Proposition 5.17.** With the notations introduced above, let \( y_1, y_2 \in Y^{an} \) be points such that \( f(y_1) = f(y_2) \).

Then, there exists an analytic extension \( \Omega \) of \( k \) and \( \Omega \)-points \( x_{1\Omega}, x_{2\Omega} \in X^{an}_\Omega \) such that:

1. \( pr_{\Omega/k}(y_{i\Omega}) = y_i \) for \( i = 1, 2; \)
2. \( f^{an}_{1\Omega}(y_{1\Omega}) = f^{an}_{2\Omega}(y_{2\Omega}). \)

**Proof.** The proof is made in two steps.

**First step.** Let us suppose that \( X = \text{Spec } k \) is just made of a \( k \)-rational point. The result in this case is clear: it suffices to take \( \Omega \) to be an analytic extension endowed with isometric embedding \( \hat{k}(y_i) \rightarrow \Omega \) for \( i = 1, 2 \) and \( y_{i\Omega}, y_{2\Omega} \) be the points of \( X^{an}_\Omega \) naturally associated to \( y_1 \) and \( y_2 \).

**Second step.** Let \( x \in X^{an} \) be the point \( f(y_1) = f(y_2) \) and let \( K = \hat{k}(x) \) be its residue field. Let \( x_K \in X^{an}_K \) be point naturally associated to \( x \). According to Proposition 5.16 the map

\[ pr_{\Omega/K/k} : |(Y_K \times X_{K} \{x_{K}\})^{an}| \longrightarrow |(f^{an})^{-1}(x)| \]

is a bijection. Therefore there exists \( y_{1K}, y_{2K} \in Y^{an}_K \) such that

1. \( pr_{K/k}(y_{iK}) = y_i \) for \( i = 1, 2; \)
2. \( f^{an}_{K}(y_{1K}) = f^{an}_{K}(y_{2K}). \)

We may now conclude applying the first step to the \( K \)-schemes \( Y' = Y_K \times X_K \{x_K\}, \)

\( X' = \{x_K\} \) and the morphism induced by \( f_K : Y_K \rightarrow X_K. \) \( \square \)

**5.2. Maximal compact subgroups.** Let \( k \) be complete field.

**5.2.1. Subgroups.** Let \( G \) be a \( k \)-algebraic group (i.e. a smooth \( k \)-group scheme of finite type). Let \( m : G \times_k G \rightarrow G \) be the multiplication map and \( \text{inv} : G \rightarrow G \) be the inverse.

**Definition 5.18.** A subset \( H \subset |G^{an}| \) is said to be a *subgroup* if the following conditions are satisfied:

1. the image through \( m^{an} \) of the subset \( pr_{1}^{-1}(H) \cap pr_{2}^{-1}(H) \subset |G^{an} \times_k G^{an}| \) is contained in \( H; \)
2. the image of \( H \) through \( inv^{an} \) is contained in \( H; \)
3. the neutral element \( e \in G(k) \) belongs to \( H. \)

A subgroup \( H \) is said to be *compact* if it is compact as a subset of \( |G^{an}|. \)
Let $K$ be an analytic extension of $k$ and let $H \subset |G^\text{an}|$ be a subgroup. Then the subset $H_K := \text{pr}^{-1}_{G,K/k}(H) \subset |G^\text{an}_K|$ is a subgroup of $G^\text{an}_K$.

Let $G$ act on a $k$-scheme of finite type and let $\sigma : G \times_k X \to X$ be the morphism defining the action.

**Definition 5.19.** Let $H \subset |G^\text{an}|$ be a subgroup and let $x \in X^\text{an}$ be a point. The $H$-orbit of $x$, denoted $\{H \cdot x\}$, is the image through $\sigma^\text{an}$ of the subset $\text{pr}_1^{-1}(H) \cap \text{pr}_2^{-1}(x) \subset |G^\text{an} \times_k X^\text{an}|$.

5.2.2. *Archimedean definition.* Let $k = \mathbb{R}, \mathbb{C}$ and let $G$ be a (connected) $k$-reductive group.

**Definition 5.20.** If $k = \mathbb{C}$ a maximal compact subgroup of $G$ is a compact subgroup $U$ of $G(\mathbb{C})$ which is maximal among the compact subgroups of $G(\mathbb{C})$.

If $k = \mathbb{R}$ a maximal compact subgroup of $G$ is a compact subgroup $U \subset |G^\text{an}|$ such that $\text{pr}^{-1}_{C,R}(U)$ is a maximal compact subgroup of $G(\mathbb{C})$.

We recall that over the complex numbers a connected affine algebraic group $H$ is reductive if and only if $H(\mathbb{C})$ contains a compact subgroup which is Zariski-dense. If this is the case we have

- a compact subgroup of $H(\mathbb{C})$ is Zariski-dense if and only if it is maximal;
- all the maximal compact subgroups of $H(\mathbb{C})$ are conjugated.

If $U$ is a maximal compact subgroup of $G$, then there exist a real algebraic group $\mathcal{U}$ and an isomorphism of complex algebraic groups $\alpha : G \simeq \mathcal{U} \times_k \mathbb{C}$ such that $\alpha(U) = U(\mathbb{R})$. A torus $T \subset G$ is defined over $\mathbb{R}$ (that is, it comes from a torus of $\mathcal{U}$) if and only if $T \cap U$ is the maximal compact subgroup of $T(\mathbb{C})$.

5.2.3. *Non-archimedean definition.* Let $k$ a complete field with respect to a non-archimedean absolute value. In this section we present an ad hoc definition of maximal compact subgroups for our purposes. Maximal compact subgroups have been thoroughly studied through Bruhat-Tits buildings [BT72, BT84]. Here we follow a presentation closer to [Ber90, Chapter 5] and [RTW10, RTW11].

Let $\mathcal{H}$ be an affine $k^\circ$-group scheme of finite type and let $H = \mathcal{H} \times_k k$ be its generic fibre. We consider the compact subset $\mathcal{U}_H = \{h \in H^\text{an} : |f(g)| \leq 1 \text{ for every } f \in k^\circ[H]\}$ where $k^\circ[H]$ is the $k^\circ$-algebra of regular functions on $H$.

**Definition 5.21.** A subset $H \subset |G^\text{an}|$ is said to be a maximal compact subgroup if it is of the form $H = \mathcal{U}_G$ for a $k^\circ$-reductive group $\mathcal{G}$ and an isomorphism of $k$-group schemes $\varphi : \mathcal{G} \times_k k \to G$.

The subset $\mathcal{U}_G$ earns the name of maximal compact subgroup because it is a subgroup (in the sense of Definition 5.18), it is compact and it can be show that it is maximal among the compact subgroups of $|G^\text{an}|$. The latter property will be of no use for us.

**Proposition 5.22.** With the notation introduced here above we have:

1. the set of $k$-rationals points $\mathcal{U}_G(k) := \mathcal{U}_G \cap G(k)$ coincides with the set of $k^\circ$-points $\mathcal{G}(k^\circ)$;

2. for every analytic extension $K$ of $k$ we have $\text{pr}^{-1}_{K/k} \mathcal{U}_G = \mathcal{U}_{\mathcal{G} \otimes_k K}$.
as subsets of $|G^\an_K|$.

(3) if $k$ is algebraically closed and non-trivially valued, the set $U_G(k)$ is dense in $U_G$.

Proof. (1) Let $\varphi_g : A \to k$ be the homomorphism of $k$-algebras induced by a point $g \in G(k)$. The point $g$ belongs to $U_G$ if and only if $|\varphi_g(f)| \leq 1$ for every $f \in k^\circ[G]$, which means that $\varphi_g$ restricts to a homomorphism $\varphi_g : k^\circ[G] \to k^\circ$. 

2) Let $f_1, \ldots, f_N$ be generators of the $k^\circ$-algebra $k^\circ[G]$. For every point $g \in |G^\an|$ we have

$$|f(x)| \leq 1 \text{ for every } f \in k^\circ[G] \iff |f_i(x)| \leq 1 \text{ for every } i = 1, \ldots, N.$$ 

The statement follows from this and noticing that $f_1, \ldots, f_N$ are also generators of the $K^\circ$-algebra $K^\circ[G]$.

3) This is true because the compact subset $U_G$ is strictly affinoid in the sense of Berkovich. Thus this can be found in [Ber90, Proposition 2.1.15]. □

The main result of [Dem65] and [DG70] is that, up to a finite separable extension, all reductive groups comes by base change from $\Z$. More precisely, we have:

**Theorem 5.23.** Let $G$ be a $k$-reductive group. Then, there exist a finite separable extension $k'$ of $k$, a $\Z$-reductive group scheme $\mathcal{G}$ and a isomorphism of $k'$-group schemes

$$G \times_k k' \simeq \mathcal{G} \times_{\Z} k'.$$

This is the combination of Corollary 3.1.5 and Theorems 3.6.5-3.6.6 in [Dem65].

5.3. **Plurisubharmonic functions.** In this section we discuss plurisubharmonic functions.

In the complex case, these are just the usual notions. In the real case, a plurisubharmonic functions is a plurisubharmonic in the associated complex space which is invariant under complex conjugation.

In the non-archimedean case, subharmonic function on curves $\P^1$ are by now well understood thanks to work of Rumely [Rum89, Rum93], Rumely and Baker [BR10], Kani [Kan89], Favre et Jonsson [FJ04] and Thuillier [Thu05] (who studied systematically the theory of subharmonic functions also on curves of higher genus). The comparison between these notions can be found in [Thu05, Chapitre 5]. Moving to higher dimension, we will say that a function is plurisubharmonic if the restriction to the image of any every open subset of $\P^1$ is subharmonic. Unfortunately, this does not seem to be enough to get a sensible theory of plurisubharmonic functions (for instance, in order to get the Maximum Principle one needs to test subharmonicity on curves of higher genus). However, this definition will be enough for our purposes. Other approaches to plurisubharmonic functions have been studied by Chambert-Loir et Ducros [CLD12] and Boucksom, Favre et Jonsson [BFJ12].

5.3.1. **Harmonic functions.** Let $k$ be a complete field and let $\Omega \subset A^{1,an}_k$ be an open subset.

**Definition 5.24.** A real-valued function $h : \Omega \to \R$ is said to be harmonic if for every $x \in \Omega$ there exist an open neighbourhood $U$ of $x$ in $\Omega$, a positive integer $N$ and for every $i = 1, \ldots, N$ an invertible analytic function $f_i \in \Gamma(U, \mathcal{O}^{an}_U)^\times$ and a real number $\alpha_i \in \R$ such that

$$h|_U = \sum_{i=1}^N \alpha_i \log |f_i|.$$
Note that in the complex case one can always take $N = 1$ thanks to the exponential map. We therefore recover the usual notion of harmonic function. In the real case one finds the notion of harmonic function on the associated open set of $\mathbb{C}$ invariant under conjugation. In the non-archimedean case we recover the notion of harmonic function of Thuillier (see [Thu05, Définition 2.31] taking in account [loc. cit., Théorème 2.3.21]).

**Proposition 5.25.** Let $\Omega$ be an open subset of the analytic affine line $\mathbb{A}^{1,\text{an}}_k$. The following properties are satisfied:

1. Harmonic functions give rise to a sheaf of $\mathbb{R}$-vector spaces on the affine line $|\mathbb{A}^{1,\text{an}}_k|$.
2. If $f$ is an invertible analytic function on $\Omega$ then $\log |f|$ is an harmonic function.
3. Let $f : \Omega' \to \Omega$ be an analytic map between open subsets of $\mathbb{A}^{1,\text{an}}_k$; for every harmonic map $h$ on $\Omega$ the composite map $h \circ f$ is harmonic on $\Omega'$.
4. Let $K$ be an analytic extension of $k$ and $\Omega_K := \text{pr}^{-1}_{K/k}(\Omega)$. For every harmonic function $h : |\Omega| \to \mathbb{R}$ composite function $h \circ \text{pr}_{K/k} : |\Omega_K| \to \mathbb{R}$ is harmonic.
5. (Maximum Principle) If the open set $\Omega$ is connected, then an harmonic function $h$ on $\Omega$ attains a global maximum if and only if it is constant.
6. If $\Omega$ is connected, every non-constant harmonic function $h : |\Omega| \to \mathbb{R}$ is an open map.

Note that applying the Maximum Principle to $-h$ one finds the Minimum Principle for $h$. This implies that the continuous map $h : |\Omega| \to \mathbb{R}$ is open.

**Proof.** Statements (1) - (4) are straightforward consequence of the definition. Concerning the Maximum Principle it is well-known in the complex case (which imply the real one) [Dem, Chapter I, 4.14]; in the non-archimedean case this is proved in [Thu05, Proposition 2.3.13].

(6) It is sufficient to show that the image of $\Omega$ is open. The image of $\Omega$ is an interval $I \subset \mathbb{R}$ (possibly unbounded) and we have to show that it does not contain its endpoints.

Let us treat the case of the right endpoint. If $I$ is unbounded on the right, then we are done; if $b \in \mathbb{R}$ is the right endpoint of $I$, then $h$ cannot take the value $b$ because of the Maximum Principle. The case of the left endpoint follows from the same considerations for the function $-h$. \hfill $\square$

### 5.3.2. Subharmonic functions

Let us suppose that $k$ is non-trivially valued and let $\Omega \subset \mathbb{A}^{1,\text{an}}_k$ be an open subset.

**Definition 5.26.** A function $u : \Omega \to [-\infty, +\infty[$ is said to be subharmonic if it is upper semi-continuous and for every connected open subset $\Omega' \subset \Omega$ and every harmonic function $h$ on $\Omega'$ the function $u|_{\Omega'} - h$ satisfies the maximum principle, that is, it attains a global maximum if and only if it is constant.

In the complex case this is the usual notion of subharmonic function. Thus in the real case giving a subharmonic function on $\Omega$ is equivalent to give a subharmonic function on $\Omega_C$ invariant under complex conjugation. In the non-archimedean case we find the notion of subharmonic function in the sense of Thuillier (see [Thu05, Définition 3.1.5], taking in account the characterisation [loc. cit., Corollaire 3.1.12] and compatibility to analytic extensions [loc. cit., Corollaire 3.4.5]).
Proposition 5.27. Let $\Omega$ be an open subset of the analytic affine line $\mathbb{A}^{1, \text{an}}$. The following properties are satisfied:

1. Harmonic functions are subharmonic.
2. If $u, v$ are subharmonic functions on $\Omega$ and $\alpha, \beta$ are non-negative real numbers, then $\alpha u + \beta v$ and $\max\{u, v\}$ are subharmonic functions.
3. If $f$ is an analytic function on $\Omega$ then $\log |f|$ is subharmonic.
4. Let $K$ be an analytic extension of $k$ and $\Omega_K := \text{pr}_K^{-1}(\Omega)$. For every subharmonic function $u : |\Omega| \to \mathbb{R}$ composite function $u \circ \text{pr}_K : |\Omega_K| \to \mathbb{R}$ is subharmonic.
5. Let $f : \Omega' \to \Omega$ be an analytic map between open subsets of $\mathbb{A}^{1, \text{an}}$; for every subharmonic map $u$ on $\Omega$ the composite map $u \circ f$ is subharmonic on $\Omega'$.
6. (Maximum Principle) If the open set $\Omega$ is connected, then a subharmonic function $h$ on $\Omega$ attains a global maximum if and only if it is constant.
7. If $\{u_i\}_{i \in I}$ is a locally bounded family of subharmonic functions on $\Omega$, the its regularised upper envelope\footnote{Namely the smallest upper semi-continuous bigger than $u_i$ for every $i \in I$.} is subharmonic.
8. Let $u_1, \ldots, u_n$ be subharmonic functions on $\Omega$ and $\varphi : \mathbb{R}^n \to \mathbb{R}$ be a convex function that is non-decreasing in each variable. Let us extend $\varphi$ by continuity into a function

$$
\tilde{\varphi} : [\infty, +\infty]^n \to [\infty, +\infty].
$$

Then the function $\tilde{\varphi} \circ (u_1, \ldots, u_n) : |\Omega| \to [\infty, +\infty]$ is subharmonic.

Proof. (1), (3) and (6) are direct consequences of the definition. (2), (7) and (8) are standard arguments on subharmonic functions (for (2) and (7) see [Thu05, Proposition 3.1.8] and for (8) see [Dem, Chapter I, Theorem 4.16]).

4. In the real case it follows immediately from the definition with the mean value inequality [Dem, Chapter I, Theorem 4.12]. In the non archimedean case the compatibility to extension of scalars is proven in [Thu05, Corollaire 3.4.5].

5. In the archimedean case this is well-known [Dem, Chapter I, Theorem 5.11]. In the non archimedean case this is [Thu05, Proposition 3.1.14].

Proposition 5.28. Let $v : \mathbb{R} \to [\infty, +\infty]$ be a function. The composite map $v \circ \log |t| : \mathbb{C}_m^\infty \to [\infty, +\infty]$ is subharmonic if and only if one of the following conditions are satisfied:

* $v$ is identically equal to $-\infty$;
* $v$ is real-valued and convex.

Proof. ($\Leftarrow$) If $v = -\infty$ there is nothing to prove. If $v$ is real valued and convex, then the subharmonicity of $v \circ \log |t|$ is similar to (8) in the previous Proposition. Indeed one can write

$$
v(\xi) = \sup_{i \in I} h_i(\xi)
$$

where $h_i(\xi) = a_i \xi + b_i$ is the family of lines supporting the graph of $v$. For every $i \in I$ the function $h_i(\log |t|) = a_i \log |t| + b$ is (sub)harmonic. Hence according to (7) in the previous Proposition, the function

$$
v(\log |t|) = \sup_{i \in I} h_i(\log |t|)
$$

is the (regularised) upper envelope of subharmonic functions, thus it is subharmonic.

($\Rightarrow$) Suppose that $v$ is not identically $-\infty$. Since $\log |t|$ is an open map (Proposition 5.25 (6)) and $v \circ \log |t|$ is upper semi-continuous, then $v$ is upper semi-continuous. Let $a < b$ real numbers let $\varphi(\xi) = \lambda \xi + \mu$ be an affine function such
that

\[
\begin{cases}
  v(a) \leq \varphi(a) \\
  v(b) \leq \varphi(b)
\end{cases}
\]

We have to show \( v(\xi) \leq \varphi(\xi) \) for every \( \xi \in [a, b] \). Since the interval \([a, b]\) is compact and the function \( v - \varphi \) is upper semi-continuous, it attains a maximum on a point \( \xi_0 \in [a, b] \).

By contradiction let us suppose \( v(\xi_0) > \varphi(\xi_0) \), thus \( \xi_0 \in [a, b] \). The function \( \varphi(\log |t|) = \lambda \log |t| + \mu \) is harmonic on \( G^\text{an}_m \) and the open set

\[
\Omega = \{ t \in G^\text{an}_m : a < \log |t| < b \}
\]

is connected\(^{12}\).

According to the subharmonicity of \( v \circ \log |t| \), the function \( (v - \varphi) \circ \log |t| \) satisfies the Maximum Principle on \( \Omega \). Since it attains a global maximum, it is constant. Moreover, by upper semi-continuity of \( v \) we get

\[
v(\xi_0) - \varphi(\xi_0) \leq \max\{v(a) - \varphi(a), v(b) - \varphi(b)\} \leq 0
\]

which contradicts the hypothesis \( v(\xi_0) > \varphi(\xi_0) \).

\( \square \)

5.3.3. Plurisubharmonic functions. Let \( X \) be a \( k \)-analytic space.

**Definition 5.29.** A map \( u : |X| \to [-\infty, +\infty] \) is said to be plurisubharmonic if it is upper semi-continuous and for every analytic extension \( K \) of \( k \), every open set \( \Omega \subset A^{1\text{an}}_K \) and every analytic morphism \( \varepsilon : \Omega \to X_K \), the composite map \( u \circ \varepsilon : |\Omega| \to [-\infty, +\infty] \) is subharmonic on \( \Omega \).

In the complex case this is usual notion of plurisubharmonic function; thus in the real case we find the notion of plurisubharmonic function invariant under conjugation on the associated complex space.

The following Proposition is a direct consequence of its homologue for subharmonic functions (Proposition 5.27):

**Proposition 5.30.** Let \( X \) be a \( k \)-analytic space.

1. If \( X \) is an open subset of the affine line \( A^{1\text{an}}_k \), the \( u \) is plurisubharmonic on \( X \) if and only if it is subharmonic.
2. If \( u, v \) are plurisubharmonic functions on \( X \) and \( \alpha, \beta \) are non-negative real numbers, then \( \alpha u + \beta v \) and \( \max\{u, v\} \) are plurisubharmonic functions.
3. If \( f \) is an analytic function on \( X \) then \( \log |f| \) is plurisubharmonic.
4. Let \( K \) be an analytic extension of \( k \). For every plurisubharmonic function \( u : |X| \to [-\infty, +\infty] \), the composite function \( u \circ \text{pr}_{K/k} : |X_K| \to [-\infty, +\infty] \) is plurisubharmonic.
5. Let \( f : X' \to X \) be an analytic map between \( k \)-analytic spaces; for every plurisubharmonic map \( u \) on \( X \) the composite map \( u \circ f \) is plurisubharmonic on \( X' \).

\(^{12}\) In the archimedean case this is trivial. In the non-archimedean case the open subset \( \Omega \) can be written as the following increasing union \( \Omega = \bigcup_{a \ll b \ll \varepsilon} C_\varepsilon \) where

\[
C_\varepsilon = \{ x \in A^{1\text{an}}_k : a + \varepsilon/2 \leq \log |t(x)| \leq b - \varepsilon/2 \}.
\]

For all non-negative real numbers \( 0 \leq \alpha \leq \beta \), the compact subset

\[
C(\alpha, \beta) = \{ x \in A^{1\text{an}}_k : \alpha \leq |t(x)| \leq \beta \}
\]

is path connected. Therefore \( \Omega \) is path-connected, thus connected. The fact that \( C(\alpha, \beta) \) is path-connected can be shown by hands, and it is a basic, instructive exercise. Otherwise this follows from the fact the \( C(\alpha, \beta) \) is a normal \( k \)-analytic space, thus connected [Ber90, Proposition 3.1.8], hence path-connected [Ber90, Theorem 3.2.1].
(6) If \( \{ u_i \}_{i \in I} \) is a locally bounded family of plurisubharmonic functions on \( X \), the its regularised upper envelope is plurisubharmonic.

(7) Let \( u_1, \ldots, u_n \) be plurisubharmonic functions on \( X \) and \( \varphi : \mathbb{R}^n \to \mathbb{R} \) be a convex function which is non-decreasing in each variable. Let us extend \( \varphi \) by continuity into a function
\[
\tilde{\varphi} : [-\infty, +\infty]^n \longrightarrow [-\infty, +\infty].
\]
Then the function \( \tilde{\varphi} \circ (u_1, \ldots, u_n) : |X| \to [-\infty, +\infty] \) is plurisubharmonic.

5.4. Minima on fibres and orbits. In this section we collect some basic facts about the variation of minima and maxima of a function along the fibres of a map of analytic spaces and on the orbits under the action of an analytic group.

5.4.1. Minima and maxima on fibres.

**Definition 5.31.** Let \( f : X \to Y \) be a map between sets and let \( u : X \to [-\infty, +\infty] \) be a function.

1. The map of \( u \)-minima on \( f \)-fibres is the function \( f_\downarrow u : Y \to [-\infty, +\infty] \) defined for every \( y \in Y \) by
\[
f_\downarrow u(y) := \inf_{f(x)=y} u(x).
\]

2. The map of \( u \)-maxima on \( f \)-fibres is the function \( f_\uparrow u : Y \to [-\infty, +\infty] \) defined for every \( y \in Y \) by
\[
f_\uparrow u(y) := \sup_{f(x)=y} u(x).
\]

**Proposition 5.32.** Let \( f : X \to Y \) be a continuous map between locally compact topological spaces. Let us suppose that \( f \) is surjective and topologically proper.

Let \( u : X \to [-\infty, +\infty] \) be an upper-semi continuous function. Then,

1. the function \( f_\uparrow u : Y \to [-\infty, +\infty] \) is upper semi-continuous;
2. if \( u \) is moreover topologically proper, \( f_\uparrow u \) is topologically proper.

**Proof.** (1) By the very definition of upper semi-continuity we have to show that for every \( \alpha \in \mathbb{R} \) the subset \( F_\alpha = \{ y \in Y : f_\uparrow u(y) \geq \alpha \} \) is closed. Let us set consider the closed subset \( E_\alpha = \{ x \in X : u(x) \geq \alpha \} \).

By definition we have \( f(E_\alpha) \subset F_\alpha \). On the other hand, since the fibres are compact and \( u \) is upper semi-continuous, for every \( y \in F_\alpha \) there exist \( x \in E_\alpha \) such that \( f(x) = y \) and \( u(x) = f_\uparrow u(y) \). This gives the equality \( f(E_\alpha) = F_\alpha \). Since the map \( f \) is closed and \( E_\alpha \) is a closed subset, then \( F_\alpha \) is a closed subset.

(2) We have to show that the subset \( F_\alpha \) is compact for every \( \alpha \in \mathbb{R} \). Since \( u \) is topologically proper the subset \( E_\alpha \) is compact, hence \( F_\alpha = f(E_\alpha) \) is compact. \( \square \)

Let \( k \) be a complete field and let \( f : X \to Y \) be a morphism of \( k \)-schemes of finite type. Let \( f^\text{an} : X^\text{an} \to Y^\text{an} \) be the morphism of \( k \)-analytic spaces induced by \( f \). Let \( K \) be an analytic extension of \( k \) and let \( f^\text{an}_K : X^\text{an} \to Y^\text{an} \) be the morphism of \( K \)-analytic spaces deduced extending scalars to \( K \).

**Proposition 5.33.** Let \( u : |X^\text{an}| \to [-\infty, +\infty] \) be a function. With the notations just introduced, we have:
\[
\begin{align*}
   f^\text{an}_{k^\uparrow} (u \circ \text{pr}_{X,K/k}) &= (f^\text{an}_u) \circ \text{pr}_{Y,K/k},
   f^\text{an}_{k^\downarrow} (u \circ \text{pr}_{X,K/k}) &= (f^\text{an}_u) \circ \text{pr}_{Y,K/k}.
\end{align*}
\]
5.4.2. Minima and maxima on orbits. Let $X$ be a $k$-scheme of finite type endowed with an action of a $k$-algebraic group $G$.

**Definition 5.34.** Let $H \subset \mathcal{G}_{an}$ be a subgroup and let $u : |X^{an}| \to [-\infty, +\infty]$ be a function.

1. The map of $u$-minima on $H$-orbits is the function $u_H : |X^{an}| \to [-\infty, +\infty]$ defined, for every $x \in X^{an}$, as
   \[ u_H(x) := \inf_{x' \in H \cdot x} u(x') ; \]

2. The map of $u$-maxima on $H$-orbits is the function $u^H : |X^{an}| \to [-\infty, +\infty]$ defined, for every $x \in X^{an}$, as
   \[ u^H(x) := \sup_{x' \in H \cdot x} u(x') . \]

In the case $H = \mathcal{G}_{an}$ we write $u_G$ and $u^G$ instead of $u_{\mathcal{G}_{an}}$ and $u^{\mathcal{G}_{an}}$.

**Remark 5.35.** Let $\sigma : G \times_k X \to X$ be the morphism of $k$-schemes defining the action of $G$ on $X$. Let $\sigma_{an} : \mathcal{G}_{an} \times_k X^{an} \to X^{an}$ be the induced map of $k$-analytic spaces. We denote by
   \[ \sigma_H : \text{pr}_1^{-1}(H) \subset |G_{an} \times_k X^{an}| \longrightarrow |X^{an}| \]
the map induced by $\sigma_{an}$. With this notation, by definition, we have:
   \[ u_H = \sigma_H \circ (u \circ \text{pr}_2), \quad u^H = \sigma^H \circ (u \circ \text{pr}_2) . \]

**Proposition 5.36.** Let $u : |X^{an}| \to [-\infty, +\infty]$ be a function. Let $K$ be an analytic extension of $k$ and let us consider the subgroup $H_K := \text{pr}_1^{-1}(H) \subset \mathcal{G}_{an}$.

Then,
   \[ (u \circ \text{pr}_{X,K/k})_{H_K} = u_H \circ \text{pr}_{X,K/k} ; \]
   \[ (u \circ \text{pr}_{X,K/k})^{H_K} = u^H \circ \text{pr}_{X,K/k} . \]

**Proof.** This follows from Proposition 5.33 combined with Remark 5.35. \[ \square \]

**Proposition 5.37.** Let $u : |X^{an}| \to [-\infty + \infty]$ be an upper semi-continuous function. Then,

1. the function $u_G : |X^{an}| \to [-\infty, +\infty]$ is upper semi-continuous;
2. if $u$ is continuous, the subset $X^{an}_{G}\text{min}(u) := \{ x \in X^{an} : u_G(x) - u(x) \geq 0 \}$ is closed.

**Proof.** (1) In the complex case the statement is trivial since $u_G$ is the infimum of the upper semi-continuous functions $x \mapsto u(g \cdot x)$ with $g \in G(\mathbb{C})$.

In the general case, according to Proposition 5.36, the statement is compatible to extension of scalars. We can suppose that the absolute value on $k$ is non-trivial and $k$ is algebraically closed. In this case the $k$-rational points $G(k)$ are dense in $|\mathcal{G}_{an}|$. According to the upper semi-continuity of $u$ for every point $x \in X^{an}$ we have
   \[ u_G(x) := \inf_{x' \in G \cdot x} u(x) = \inf_{g \in G(k)} u(g \cdot x) . \]
We conclude by remarking that the right-hand side is an upper semi-continuous function on \(|X^{an}|\) because it is the infimum of the upper semi-continuous functions \(u_g : x \mapsto u(g \cdot x)\) with \(g \in G(k)\).

(2) Follows from the fact that the function \(u_G - u\) is upper semi-continuous. \(\Box\)

The following fact will be useful to produce invariant plurisubharmonic functions:

**Proposition 5.38.** Let \(u : |X^{an}| \to [-\infty, +\infty]\) be a plurisubharmonic function and let \(U \subset |G^{an}|\) be a maximal compact subgroup of \(G\). Then, the function \(u^U\) is plurisubharmonic.

Moreover, if \(u\) is continuous (resp. topologically proper) then \(u^U\) is continuous (resp. topologically proper).

**Proof.** According to Proposition 5.36, the statement is compatible to extension of scalars. Up to extending \(k\) we may therefore assume that it is non-trivially valued and algebraically closed.

The upper semi-continuity and topological properness (if \(u\) is topologically proper) of the function \(u^U\) follow from Proposition 5.32 (together with Remark 5.35).

Let us prove the plurisubharmonicity. Since \(k\) is non-trivially valued and algebraically closed, the \(k\)-rational points of \(U\), \(U(k) := U \cap G(k)\), are dense in the compact subgroup \(U\) (in the complex case \(U(C) = U\); in the non-archimedean case this is Proposition 5.22 (3)). Moreover, since the function \(u\) is upper semi-continuous, for every \(x \in X^{an}\) we have

\[
u^U(x) = \sup_{x' \in U \cdot x} u(x') = \sup_{g \in U(k)} u(g \cdot x)
\]

For every \(g \in U(k)\) let us consider the function \(u_g(x) := u(g \cdot x)\). With this notation, the preceding equality says that the function \(u^U\) is the upper envelope of the family of functions \(\{u_g : g \in U(k)\}\). Since the functions \(u_g\) are plurisubharmonic, its upper envelope \(u^U\) (which we just proved to be upper semi-continuous) is plurisubharmonic.

Let us moreover suppose that \(u\) is continuous. Since we already proved that \(u^U\) is upper semi-continuous, we are left with showing that \(u^U\) is lower semi-continuous. Clearly if \(u\) is continuous, the functions \(u_g\) defined here above are continuous too. Therefore \(u^U\) is the upper envelope of a family of continuous functions, hence lower semi-continuous. \(\Box\)

Keeping the notation of the previous definition, in the complex there is another way to proceed in order to make \(u\) invariant under the action of \(U\). Indeed, one may proceed consider the Haar measure \(\mu\) on \(U\) of total mass 1 and the function \(v\) defined as

\[
v(x) := \int_U u(g \cdot x) \, d\mu(g).
\]

**6. Kempf-Ness theory : Proof of Theorems 1.18 and 1.20**

Let \(k\) be a complete field. In what we will free to simplify notations in the following ways (if no confusion arises):

- If \(f : X \to Y\) is a morphism of \(k\)-schemes, we still denote by \(f\) the morphism of \(k\)-analytic spaces \(f^{an} : X^{an} \to Y^{an}\) induced by \(f\);
- Let \(X\) be a \(k\)-scheme of finite type endowed with the action of \(k\)-algebraic group \(G\). If \(x \in X^{an}\) is a point we denote its orbit by \(G \cdot x\) instead of \(G^{an} \cdot x\).
6.1. Set-theoretic properties of the analytification of the quotient. The aim of this section is to prove assertions (i) and (ii) in Theorem 1.18. Let us go back to the notation introduced in paragraphs 1.2.4-1.2.5.

Proposition 6.1. With the notation introduced above, we have the following properties:

1. \( \pi : X^\text{an} \to Y^\text{an} \) is surjective and \( G \)-invariant;
2. for every \( x, x' \in X^\text{an} \) we have
   \[
   \pi(x_1) = \pi(x_2) \quad \text{if and only if} \quad \overline{G \cdot x_1} \cap \overline{G \cdot x_2} \neq \emptyset.
   \]
3. for every point \( x \in X^\text{an} \) there exists a unique closed orbit contained in \( \overline{G \cdot x} \).

In particular, the image of \( x, x' \in X^\text{an} \) coincide if and only if the unique closed orbit contained in \( \overline{G \cdot x} \) and the unique closed orbit contained in \( \overline{G \cdot x'} \) coincide.

Before passing to the proof of Proposition 6.1 let us remark the following immediate consequence that will be useful in the next sections:

Corollary 6.2. Let \( X' = \text{Spec} A' \) be a \( G \)-stable closed subscheme of \( X \) and let \( Y' = \text{Spec} A'^G \) be its categorical quotient by \( G \).

The morphism of \( k \)-analytic spaces \( j : Y'^\text{an} \to Y^\text{an} \), deduced by analytification of the natural morphism of \( k \)-schemes \( Y' \to Y \), is injective.

Proof of Proposition 6.1. (1) Clear from Proposition 1.16. Note also that (3) is deduced from (2) as follows. Let us consider a point \( x \in X^\text{an} \) and two points \( y_1, y_2 \in \overline{G \cdot x} \). Since \( \pi \) is continuous and \( G \)-invariant we have \( \pi(y_1) = \pi(y_2) \). If we suppose moreover that the orbits of \( y_1 \) and \( y_2 \) are closed, statement (2) affirms that \( G \cdot y_1 \) and \( G \cdot y_2 \) must meet: thus they coincide.

(2) Let us consider two points \( x_1, x_2 \in X^\text{an} \); we have to show
   \[
   \pi(x_1) = \pi(x_2) \iff \overline{G \cdot x_1} \cap \overline{G \cdot x_2} \neq \emptyset.
   \]
   \((\Rightarrow)\) Let us suppose that the closure of the orbits \( \overline{G \cdot x_1} \) and \( \overline{G \cdot x_2} \) meet in a point \( y \). Since the application \( \pi \) is continuous and \( G \)-invariant, we have
   \[
   \pi(x_1) = \pi(y) = \pi(x_2).
   \]
   \((\Leftarrow)\) Let us suppose \( \pi(x_1) = \pi(x_2) \). First of all let us show that is sufficient to consider the case when \( x_1, x_2 \) are \( k \)-rational points.

Indeed, according to Proposition 5.17 there exists an analytic extension \( K \) of \( k \) and \( K \)-rational points \( x_{1K}, x_{2K} \in X_{K}^\text{an} \) with the following properties:

- \( \text{pr}_{K/k}(x_{iK}) = x_i \) for \( i = 1, 2 \);
- \( \pi_K(x_{1K}) = \pi_K(x_{2K}) \) (where \( \pi_K : X_{K}^\text{an} \to Y_{K}^\text{an} \) is the morphism of \( K \)-analytic spaces associated to \( \pi \)).

Since the construction of the invariants is compatible to the extension of the base field, we have \( A_{K}^G = A^G \otimes_k K \) where \( G_K = G \times_k K \) is the \( K \)-reductive group deduced from \( G \) by extension of scalars. Thus the affine \( K \)-scheme \( Y_K = Y \times_k K \) is the categorical quotient of the affine \( K \)-scheme \( X_K = X \times_k K \) by the \( K \)-reductive group \( G_K \). Hence, up to extending scalars to \( K \), we may assume that the points \( x_1, x_2 \in X^\text{an} \) are \( k \)-rational.

Henceforth let \( x_1, x_2 \in X^\text{an} \) be \( k \)-rational points and let \( \alpha : X^\text{an} \to X \) be the natural morphism of locally \( k \)-ringed spaces deduced by analytification of \( X \). To avoid confusion, let us momentarily denote:

- \( \pi^\text{an} : X^\text{an} \to Y^\text{an} \) the morphism of \( k \)-analytic spaces deduced from the morphism of \( k \)-schemes \( \pi : X \to Y \);
• $G^{an} \cdot x_i$ the orbit of the $k$-point $x_i \in X^{an}$ under the action of the analytic group $G^{an} \cdot x_i$ ($i = 1, 2$).

Remark that for $i = 1, 2$ we have $\alpha^{-1}(G \cdot \alpha(x_i)) = G^{an} \cdot x_i$. Since we supposed $\pi^{an}(x_1) = \pi^{an}(x_2)$ we clearly have $\pi(\alpha(x_1)) = \pi(\alpha(x_2))$. According to Theorem 1.16 the closure of their algebraic orbits must meet:

$$G \cdot \alpha(x_1) \cap G \cdot \alpha(x_2) \neq \emptyset.$$ 

For $i = 1, 2$ the orbit $G \cdot \alpha(x_i)$ a constructible subset of $X$, therefore its closure of $Z$ with respect to analytic topology coincide with its closure with respect to the Zariski topology (Proposition 5.6). More precisely:

$$\alpha^{-1}(G \cdot \alpha(x_i)) = \alpha^{-1}(G \cdot \alpha(x_i)) = G^{an} \cdot x_i.$$ 

Since the closure of the algebraic orbits $G \cdot \alpha(x_1)$, $G \cdot \alpha(x_2)$ meet then the closure of the analytic orbits $G^{an} \cdot x_1$, $G^{an} \cdot x_2$ must meet as well. This concludes the proof. □

6.2. Comparison of minima.

6.2.1. Statements. Let us go back to the notation introduced in paragraphs 1.2.4-1.2.5 and let us recall the statement of Theorem 1.20:

**Theorem 6.3.** With the notation introduced above, let $u : |X^{an}| \to [-\infty, +\infty[$ be a plurisubharmonic function which is invariant under the action of a maximal compact subgroup of $G$. For every point $x \in X^{an}$ we have

$$\inf_{\pi(x')} = \inf_{x' \in G \cdot x} u(x').$$

Recalling the definitions of $u$-minimal point on $\pi$-fibre and $u$-minimal point on $G$-orbit, we have the following immediate consequences:

**Corollary 6.4.** Let $u : |X^{an}| \to [-\infty, +\infty[$ be a plurisubharmonic function which is invariant under the action of a maximal compact subgroup of $G$. Then,

1. a point $x$ is $u$-minimal on $\pi$-fibres if and only if it is $u$-minimal on $G$-orbits;
2. $X^{\min}_\pi(u) = X^{\min}_G(u)$;
3. if $u$ is moreover continuous, the set of $u$-minimal points on $\pi$-fibres $X^{\min}_\pi(u)$ is closed.

Remark that (3) follows from Proposition 5.37 (2). Actually the result that we will prove is the following:

**Theorem 6.5.** With the notation previously introduced, for every point $x \in X^{an}$ there exists a point $x_0$ that belongs to the unique closed orbit contained in $G \cdot x$ and such that $u(x_0) \leq u(x)$.

Let us show how it entails Theorem 6.3.

**Proof of Theorem 6.3.** First of all, for every point $x \in X^{an}$ we have:

$$\inf_{\pi(y) = \pi(x)} u(y) \leq \inf_{y \in G \cdot x} u(y).$$

We are therefore left with the proof of the converse inequality. Let us consider a point $x \in X^{an}$ and a point $x' \in X^{an}$ such that $\pi(x') = \pi(x)$. Applying Theorem 6.5 to the point $x'$, there exists a point $x'_0$ that belongs to the unique closed orbit contained in $G \cdot x'$ and such that $u(x'_0) \leq u(x')$. By continuity we have

$$\pi(x'_0) = \pi(x') = \pi(x),$$
hence $G \cdot x_0'$ is the unique closed orbit contained in $G \cdot x$. Thus,
\[ u(x') \geq u(x_0') \geq \inf_{y \in G \cdot x_0} u(y) \geq \inf_{y \in G \cdot x} u(y), \]
where the last equality comes from the upper semi-continuity of the function $u$. Since $x'$ is arbitrary we find
\[ \inf_{\pi(y) = \pi(x)} u(y) \geq \inf_{y \in G \cdot x} u(y), \]
which concludes the proof of Theorem 6.3. $\square$

The rest of this section is hence devoted to the proof of Theorem 6.5.

6.2.2. Parabolic subgroups containing destabilizing one-parameter subgroups. Let us drop for the moment the general notation.

Let $k$ be an algebraically closed field. Let us consider the action of a $k$-reductive group $G$ on an affine $k$-scheme $X$ of finite type. Let $S \subset X$ be a closed $G$-stable subset of $X$. The following result has been established by Kempf during his proof of the existence of a rational destabilizing one-parameter subgroup (see [Kem78, Theorem 3.4]):

**Theorem 6.6.** Let $x \in X(k)$ be a $k$-point of $X$ such that
\[ \overline{G \cdot x} \cap S \neq \emptyset. \]
Then, there exists a parabolic subgroup $P = P(S, x)$ of $G$ satisfying the following property: for every maximal torus $T \subset P$ there exists a one-parameter subgroup $\lambda_T : G_m \to T$ such that the limit
\[ \lim_{t \to 0} \lambda(t) \cdot x \]
exists and belongs to $S$.

6.2.3. Destabilizing one-parameter subgroups: archimedean case. Let $G$ be a complex (connected) reductive group and let $U \subset G(C)$ a maximal compact subgroup. Then, there exists an $R$-group scheme $U$ such that $U \times_R C = G$ and $U(R) = U$. Moreover, a torus $T \subset G$ is defined over $R$ if and only if $T(C) \cap U$ is the maximal compact subgroup of $T(C)$.

Let $X = \text{Spec } A$ be a complex affine scheme of finite type endowed with an action of $G$. Let $S \subset X$ be a $G$-stable Zariski closed subset.

**Lemma 6.7.** Let $x \in X(C)$ be a point such that $G \cdot x$ meets $S$. Then, there exists a one-parameter subgroup $\lambda : G_m \to G$ satisfying the following properties:
- the limit point $\lim_{t \to 0} \lambda(t) \cdot x$ exists and belongs to $S$;
- the image of $U(1)$ is contained in $U$.

This statement is implicitly proven in [KN79] when $X = \mathbb{A}^n_C$ is a linear representation of $G$ and $S = \{0\}$. It can be deduced from this case by means of $G$-equivariant morphism $f : X \to \mathbb{A}^n$ such that $f^{-1}(0) = S$.

---

13Namely the morphism of $k$-schemes $\lambda_x : G_m \to X$, $t \mapsto \lambda(t) \cdot x$ extends to a morphism of $k$-schemes $\overline{\lambda}_x : \mathbb{A}^1 \to X$ and by definition we have
\[ \lim_{t \to 0} \lambda(t) \cdot x = \overline{\lambda}_x(0). \]
Proof. We reproduce here the argument of Kempf-Ness. According to Theorem 6.6 there exists a parabolic subgroup \( P \subset G \) with the following property: for every maximal torus \( T \subset P \) there exists a one-parameter subgroup \( \lambda_T : \mathbb{G}_m \to T \) such that the limit point
\[
\lim_{t \to 0} \lambda_T(t) \cdot x
\]
exists and belongs to \( S \).

Let \( \overline{T} \) be the conjugated parabolic subgroup under the real structure of \( G \) given by \( U \). Let \( T \) be a maximal torus of the subgroup \( P \cap \overline{P} \) which is defined over \( \mathbb{R} \). As a maximal torus in the intersection of two parabolic subgroups \( T \) is a maximal torus of the whole group \( G \).

Hence by Theorem 6.6 there exists a one-parameter subgroup \( \lambda : \mathbb{G}_m \to T \) which satisfies the required properties. \( \square \)

6.2.4. Destabilizing one-parameter subgroups: non-archimedean case. Let \( k \) be an algebraically closed field complete with respect to a non-archimedean absolute value and let \( k^\circ \) be its ring of integers.

Let \( G \) be a \( k^\circ \)-reductive group and \( G \) be its generic fibre. Let us remark that if \( \lambda : \mathbb{G}_{m,k^\circ} \to G \) is a one-parameter subgroup, then the associated morphism \( \lambda^\text{an} : \mathbb{G}_{m}^\text{an} \to G^\text{an} \) maps \( \mathbb{G}(1) \) into the maximal compact subgroup \( \mathbb{U} \) associated to \( G \) (and viceversa).

Let \( X = \text{Spec} \ A \) be an affine \( k \)-scheme of finite type endowed with an action of \( G \) and let \( S \subset X \) be a \( G \)-stable closed subset.

**Lemma 6.8.** Let \( x \in X(k) \) be a point such that \( \overline{G} \cdot x \) meets \( S \). Then, there exists a one-parameter subgroup \( \lambda : \mathbb{G}_{m,k^\circ} \to \overline{G} \) such that the limit point on the generic fibre
\[
\lim_{t \to 0} \lambda(t) \cdot x
\]
exists and belongs to \( S \).

**Proof.** By Theorem 6.6 there exists a parabolic subgroup \( P \subset G \) with the following property: for every maximal torus \( T \) contained in \( G \) there exists a one-parameter subgroup \( \lambda_T : \mathbb{G}_m \to T \) such that the limit point
\[
\lim_{t \to 0} \lambda_T(t) \cdot x
\]
exists and belongs to \( S \).

Let us denote by \( \text{Par}(\mathcal{G}) \) the scheme parametrizing the parabolic subgroups of \( \mathcal{G} \): it is proper over \( k^\circ \) [DG70, Exposé XXVI, Théorème 3.3-Corollaire 3.5]. By the valuative criterion of properness there exists a unique parabolic subgroup \( \mathcal{P} \) of \( \mathcal{G} \) with generic fibre \( P \). Let \( \mathcal{T} \) be a maximal torus of \( \mathcal{P} \) and let \( T \) be its generic fibre.\(^{14}\)

Let \( \lambda : \mathbb{G}_m \to T \) be the one-parameter subgroup given by Theorem 6.6. Since \( k \) is algebraically closed, the torus \( \mathcal{T} \) is split and the one-parameter subgroup \( \lambda \) lifts in a unique way to a one-parameter subgroup \( \lambda : \mathbb{G}_{m,k^\circ} \to \mathcal{T} \) which satisfies the required properties. \( \square \)

\(^{14}\)By [DG70, Exposé XII, Théorème 1.7] the existence (locally for the étale topology) of a maximal torus is equivalent to the locally constance of the reductive rank, that is the function
\[
\text{redrk} : S \to \mathbb{N}
\]
defined for every point \( s \in S \) by
\[
\text{redrk}(s) := \text{dimension of a maximal torus of } G \times_S \text{Spec } \overline{k(s)}
\]
where \( \overline{k(s)} \) denotes an algebraic closure of the residue field \( k(s) \) at \( s \). In general a maximal torus of a parabolic subgroup \( Q \) of a reductive group \( H \) is a maximal torus of \( H \) [Bor91, Corollary 11.3]: in particular, the reductive rank of \( Q \) is equal to the reductive rank \( H \). On the other side, the reductive rank of a reductive group is locally constant [DG70, Exp. XIX, Corollaire 2.6]. Therefore the reductive rank of the parabolic subgroup \( \mathcal{P} \) is (locally) constant on \( \text{Spec } k^\circ \): since \( k \) is algebraically closed \( \mathcal{P} \) has a maximal torus.
6.2.5. End of proof of Theorem 6.5. Let us consider a point \( x \in X^{\text{an}} \) and a maximal compact subgroup \( U \) of \( G \) which fixes the function \( u \). Up to passing to an analytic extension of \( k \) we may assume that:

- **archimedean case:** \( k = \mathbb{C} \);
- **non-archimedean case:** \( k \) is algebraically closed and the point \( x \) is \( k \)-rational.

Let \( S \) be the unique closed orbit contained in \( \overline{G \cdot x} \). According to Lemmata 6.7-6.8 there exists a one-parameter subgroup \( \lambda : \mathbb{G}_m \to G \) with the following properties:

- the limit point \( x_0 := \lim_{t \to 0} \lambda(t) \cdot x \) exists and belongs to \( S \);
- the image of \( U(1) \) is contained in \( U \).

Let us show \( u(x_0) \leq u(x) \). Remark that the morphism \( t \mapsto \lambda(t) \cdot x \) extends to a morphism of \( k \)-schemes \( \lambda_x : \mathbb{A}^1_k \to |X| \) such that \( \lambda_x(0) = x_0 \). Let us consider the function \( u_x := u \circ \lambda_x : |A^1_k| \to [\infty, +\infty] \),

\[
u_x(t) := \begin{cases} u(x') & \text{if } t = 0 \\ u(\lambda(t) \cdot x) & \text{otherwise.} \end{cases}
\]

The function \( u_x = u \circ \lambda_x \) is subharmonic and \( U(1) \)-invariant. Moreover by the Maximum Principle we have

\[
\limsup_{t \to 0} u_x(t) = u_x(0) = u(x_0).
\]

According to Proposition 5.28 the function \( v_x : \mathbb{R} \to [-\infty, +\infty] \) defined by the condition \( v_x(\log |t|) = u_x(t) \) is either identically equal to \(-\infty\) or it is real-valued and convex. In both cases we have

\[
\limsup_{\xi \to \infty} v_x(\xi) = \limsup_{t \to 0} u_x(t) = u(x_0) < +\infty,
\]

hence \( v_x \) has to be non-decreasing. In particular we have

\[
u(x_0) = \limsup_{\xi \to \infty} v_x(\xi) \leq v_x(0) = u(x)
\]

which concludes the proof of Theorem 6.5.

\[\square\]

6.3. Analytic topology of the quotient.

6.3.1. Statement. In this section we will prove assertion (3) in Theorem 1.18. Recalling the notations introduced in paragraphs 1.2.4-1.2.5 we will prove the following statement:

**Proposition 6.9.** Let \( F \subset |X^{\text{an}}| \) be a closed \( G \)-stable subset of \( |X^{\text{an}}| \). Then its projection \( \pi(F) \) is closed in \( |Y^{\text{an}}| \).

Let us observe that combining this fact with Corollary 6.2 we get the following result:

**Corollary 6.10.** Let \( X' = \text{Spec} A' \) be a \( G \)-stable closed subscheme of \( X \) and let \( Y' = \text{Spec} A^{G} \) be its categorical quotient by \( G \).

The morphism of \( k \)-analytic spaces \( \varepsilon : Y'^{\text{an}} \to Y^{\text{an}} \), deduced by analytification of the natural morphism of \( k \)-schemes \( Y' \to Y \), induces a homeomorphism onto a closed subset of \( |Y^{\text{an}}| \).

The rest of this section is devoted to the proof of Proposition 6.9.
6.3.2. Minimal points on affine cones. The proof of Proposition 6.9 is based on an elementary fact concerning minimal points on fibres of a homogeneous application between affine cones. To state (and prove) it we will drop momentarily the general notation.

Let us consider $A = \bigoplus_{d \geq 0} A_d, B = \bigoplus_{d \geq 0} B_d$ (positively) graded $k$-algebras of finite type such that the $k$-algebras $A_0, B_0$ are finite (i.e. finite dimensional as $k$-vector spaces). Let us denote by $X = \text{Spec} A$ and $Y = \text{Spec} B$ their spectra. Let $\varphi : A \to B$ be homogeneous homomorphism of degree $D \geq 1$ of graded $k$-algebras, that is a homomorphism of $k$-algebras such that for every $d \geq 0$ we have

$$\pi(B_d) \subset A_{dD}.$$ 

The homomorphism $\varphi$ induces a morphism of $k$-schemes $f : X \to Y$.

Let us consider the $k$-analytic spaces $X^{an}, Y^{an}$ deduced by analytification of $X, Y$ and $f^{an} : X^{an} \to Y^{an}$ the morphism of $k$-analytic spaces induced by $f$.

**Definition 6.11.** Let $u : |X^{an}| \to \mathbb{R}_+$ be a map.

- A point $x \in X^{an}$ is said to be $u$-minimal on $f$-fibre if for every point $x'$ such that $f^{an}(x') = f^{an}(x)$ we have $u(x') \leq u(x)$. The subset of $u$-minimal points on $f$-fibres is denoted by $X^{an}_f(u)$.
- Let $h : A^{1,an} \times_k X^{an} \to X^{an}$ denote the morphism of multiplication by scalars induced by the grading of $A$ and let $pr_1, pr_2$ be the projection on the first and second factor of $A^{1,an} \times_k X^{an}$.

The function $u : |X^{an}| \to \mathbb{R}_+$ is said to be 1-homogeneous if for every point $z \in A^{1,an} \times_k X^{an}$ we have

$$u(h(z)) = |pr_1(z)| \cdot u(pr_2(z)).$$

**Proposition 6.12.** With the notation introduced above, let $u : |X^{an}| \to \mathbb{R}_+$ be a continuous function which is 1-homogeneous and topologically proper.

Let us suppose that $X_f^{an}(u)$ is closed in $|X^{an}|$. Then the restriction of $f$ to $X_f^{an}(u)$,

$$f|_{X_f^{an}(u)} : X_f^{an}(u) \longrightarrow |Y^{an}|$$

is topologically proper.

**Proof of Proposition 6.12.** First of all let us remark that the statement is compatible under extension of scalars. We may therefore suppose that absolute value $| \cdot | : k \to \mathbb{R}_+$ is surjective. 15

Choosing homogeneous generators $b_1, \ldots, b_n$ of $B$ with $\deg b_\alpha = \delta_\alpha$, we may replace $Y$ by the weighted affine space

$$A^n_{\delta} = \text{Spec} k[t_1, \ldots, t_n]((\delta))$$

where the $k[t_1, \ldots, t_n]((\delta))$ is the $k$-algebra of polynomials $k[t_1, \ldots, t_n]$ where the grading is given by $\deg t_\alpha = \delta_\alpha$. To ease notation let us also simply denote $f^{an}$ by $f$ and $X_f^{an}(u)$ by $X^{an}$.

By contradiction let us suppose that the restriction of $f$ to $X^{an}$ is not topologically proper. Then there must exist a sequence of points $\{x_i\}_{i \in \mathbb{N}}$ in $X^{an}$ such that the images $\{f(x_i)\}_{i \in \mathbb{N}}$ are contained in a compact subset of $A^n_{\delta}$ while $u(x_i) \to \infty$ as $i \to \infty$. We may in particular suppose that we have $u(x_i) \neq 0$ for every $i \in \mathbb{N}$.

15 An analytic extension $K$ of $k$ such that the absolute value $| \cdot | : K \to \mathbb{R}_+$ is surjective can be constructed by means of transfinite induction. This is not really necessary for the proof: we make this assumption just to make the exposition clearer. Indeed one can easily adapt the proof in the case when the absolute value $| \cdot | : k \to \mathbb{R}_+$ is dense. Another way to circumvent it is to add only the real numbers $u(x_i)$ to the value group of $k$. 
Since the absolute value of $k$ is surjective, for every $i \in \mathbb{N}$ there exists $\lambda_i \in k^\times$ such that $|\lambda_i| = u(x_i)$. We define a new sequence in $|X^{an}|$ setting

$$\tilde{x}_i := \frac{x_i}{\lambda_i}$$

Since $u$ is 1-homogeneous, the points $\tilde{x}_i$ are again minimal on $f$-fibre. Moreover, we have $u(\tilde{x}_i) = 1$ for every $i \in \mathbb{N}$, hence the points $x_i$'s are contained in the compact subset $\{x : u(x) = 1\}$. By sequential compactness\(^{16}\), we may then assume that the sequence $\{\tilde{x}_i\}$ converge to a point $\tilde{x}_\infty$. By construction we have:

- $\tilde{x}_\infty$ is $u$-minimal on $f$-fibre;
- $u(\tilde{x}_\infty) = 1$.

We now show that these two properties are contradictory. In fact the morphism $f : X \to \mathbb{A}_k^n$ is given by some polynomials $f_1, \ldots, f_n$ of degree $f_\alpha = D\delta_\alpha$ (recall that the homomorphism $\varphi$ is of degree $D$). In particular, for every $i \in \mathbb{N}$ and $\alpha = 1, \ldots, n$ we have

$$|f_\alpha(\tilde{x}_i)| = \frac{|f_\alpha(x_i)|}{|\lambda_i|} = \frac{|f_\alpha(x_i)|}{u(x_i)}.$$  

Since the points $f_\alpha(x_i)$ are contained in a compact set, the real numbers $|f_\alpha(x_i)|$ are bounded by a constant independently of $i$ and $\alpha$. Since $u(x_i) \to \infty$ as $i \to \infty$ we have

$$\lim_{i \to \infty} \max_{\alpha = 1, \ldots, n} |f_\alpha(\tilde{x}_i)| = \lim_{\alpha \to \infty} \max_{\alpha = 1, \ldots, n} |f_\alpha(x_i)| = 0,$$

which gives $f(\tilde{x}_\infty) = 0$. Since $\tilde{x}_\infty$ is a $u$-minimal point on $f$-fibre, the latter fact implies that it must belong to the vertex $O_X = \text{Spec } A_0$ of $X$.

The homogeneity of $u$ implies $u(\tilde{x}_\infty) = 0$ which contradicts $u(\tilde{x}_\infty) = 1$. \qed

6.3.3. Reducing to the case of the affine spaces. Let us go back to the proof of Proposition 6.9, thus to the general notation introduced in paragraphs 1.2.4-1.2.5.

First of all let us reduce to the case where $X$ is an affine space $\mathbb{A}_k^n$. Indeed, let $X_1 = \text{Spec } A_1$ and $X_2 = \text{Spec } A_2$ be $k$-affine schemes (of finite type) endowed with an action of the $k$-reductive group $G$ and let $i : X_1 \to X_2$ be a closed $G$-equivariant embedding. For $\alpha = 1, 2$ let $Y_\alpha = \text{Spec } A_\alpha^G$ be the categorical quotient of $X_\alpha$ by $G$ and let $\pi_\alpha : X_\alpha \to Y_\alpha$ be the canonical projection. We have the following commutative diagram of $k$-schemes

$$\begin{array}{ccc}
X_1 & \xrightarrow{i} & X_2 \\
\downarrow{\pi_1} & & \downarrow{\pi_2} \\
Y_1 & \xrightarrow{j} & Y_2
\end{array}$$

where $j : Y_1 \to Y_2$ is the natural morphism induced between categorical quotients. Corollary 6.2 affirms that the induced morphism of $k$-analytic space $j : Y_1^{an} \to Y_2^{an}$ is set-theoretically injective. In particular, if $F \subset |X_1^{an}|$ is every subset we have

$$\pi_1(F) = j^{-1}(\pi_2 \circ i(F)).$$

Let us suppose that the conclusion of Proposition 6.9 is true for the $k$-analytic space $X_2^{an}$ and the morphism $\pi_2 : X_2^{an} \to Y_2^{an}$. If $F$ is a closed $G$-stable subset of $|X_1^{an}|$, then $i(F)$ is a closed $G$-stable subset of $|X_2^{an}|$ and its projection $\pi_1(i(F))$ is closed in $|Y_2^{an}|$. Hence $\pi_1(F) = j^{-1}(\pi_2 \circ i(F))$ is closed in $|Y_1^{an}|$.

\(^{16}\)In the archimedean case analytic spaces are locally metrizable topological spaces; in the non-archimedean case this is not the case and sequential compactness has been proven in [Poi13b].
Taking a closed $G$-equivariant embedding $i: X \to \mathbb{A}_k^n$ of $X$ in a linear representation of $G$, we may reduce to the case $X = \mathbb{A}_k^n$.

Henceforth let $X$ be a linear representation $\mathbb{A}_k^n = \text{Spec } k[t_1, \ldots, t_n]$ of $G$. Since the action of $G$ on $X$ is linear, the action of $G$ on the $k$-algebra of polynomials $A := k[t_1, \ldots, t_n]$ respects its grading. In particular, the subalgebra of $G$-invariants $A^G$ is naturally graded and the inclusion $A^G \subset A$ is a homogeneous homomorphism of degree 1 of $k$-graded algebras.

6.3.4. Using Kempf-Ness theory. Let us remark that the statement of Proposition 6.9 is compatible to extending scalars to an analytic extension of $k$. Therefore, in the archimedean case we $k = \mathbb{C}$ and in the non-archimedean we may suppose that the $k$-reductive group $G$ is the generic fibre of a $k^\ell$-reductive group $\mathcal{G}$.

Let $U$ be a maximal compact subgroup and let us take a function $u : |X^{an}| \to \mathbb{R}_+$ which is continuous, topologically proper, 1-homogeneous, plurisubharmonic and $U$-invariant. For instance one may consider the function $v = \max\{[t_1], \ldots, [t_n]\}$ (which is continuous, topologically proper, 1-homogeneous, plurisubharmonic) and set

$$u(x) := v^U(x) = \sup_{x' \in U \cdot x} v(x').$$

Clearly $u$ is $U$-invariant and since the action of $G$ is linear it is 1-homogeneous too. Moreover Proposition 5.38 says that $u$ is continuous, topologically proper and plurisubharmonic.

We want to apply Proposition 6.12 to the function $u$. In order to do so, we have to show that the subset of $u$-minimal points on $\pi$-fibres $X_{\pi}^\min(u)$ is closed. Since $u$ is continuous, plurisubharmonic and invariant under a maximal compact subgroup, this is true because, according to Corollary 6.4, the subset of $u$-minimal points on $\pi$-fibres coincide with the set of $u$-minimal point on $G$-orbits, which is a closed subset. Now Proposition 6.12 tells that the restriction

$$\pi_{|X_{\pi}^\min(u)} : X_{\pi}^\min(u) \longrightarrow |Y^{an}|$$

is topologically proper and, since $u$ is topologically proper, it is also surjective. Since the topological spaces $X_{\pi}^\min(u)$ and $|Y^{an}|$ are locally compact, the restriction $\pi_{|X_{\pi}^\min(u)}$ is a closed map.

We can now conclude the proof. The last thing to remark is that for every closed $G$-stable subset $F \subset |X^{an}|$ we have the equality

$$(6.3.1) \quad \pi(F \cap X_{\pi}^\min(u)) = \pi(F).$$

Together with the fact that $\pi : X_{\pi}^\min(u) \to |Y^{an}|$ is closed, this conclude the proof.

Let us show (6.3.1). (\subset) Clear. (\supset) We have to show that for every point $x \in F$ there exists a $u$-minimal point on $\pi$-fibre $x' \in F$ such that $\pi(x) = \pi(x')$. Since $F$ is a closed and $G$-stable subset, it contains the closure of the orbit $G \cdot x$ of the point $x$. Let $x' \in G \cdot x$ a $u$-minimal point on $G$-orbit: it exists because the function $u$ is topologically proper. Since $u$-minimal points on $G$-orbits and on $\pi$-fibres coincide, the point $x'$ is $u$-minimal on $\pi$-fibre; since it belongs to the closure of the orbit of $x$ we have $\pi(x') = \pi(x)$, which concludes the proof of (6.3.1).

6.4. Continuity of minima on the quotient. Let $X$ be an affine $k$-scheme endowed with an action of $k$-reductive group $G$. Let $Y$ be the categorical quotient of $X$ by $G$ and let $\pi : X \to Y$ be quotient map. Let $u : |X^{an}| \to [-\infty, +\infty]$ be a plurisubharmonic function which is invariant under the action of a maximal compact subgroup of $G$. 

We consider the function of u-minima on π-fibres $\pi_\downarrow u : |Y^{\text{an}}| \to [-\infty, +\infty]$ defined for every $y \in |Y^{\text{an}}|$ as

$$\pi_\downarrow u(y) := \inf_{\pi(x) = y} u(x).$$

**Proposition 6.13.** The function $\pi_\downarrow u : |Y^{\text{an}}| \to [-\infty, +\infty]$ is upper semi-continuous. If the function $u$ is moreover continuous and topologically proper we have:

- the restriction of $\pi$ to $X^{\text{min}}_\pi(u) = X^{\text{min}}_G(u)$ is topologically proper and surjective onto $|Y^{\text{an}}|$;
- the function $\pi_\downarrow u$ is continuous on $|Y^{\text{an}}|$.

**Proof.** In order to show that the function $\pi_\downarrow u$ is upper semi-continuous, we have to show that for every real number $\alpha$ the subset $V_\alpha := \{ y \in |Y^{\text{an}}| : \pi_\downarrow u(y) < \alpha \}$ is open. Theorem 6.3 affirms that for every real number $\alpha$ the subset $\{ y \in |Y^{\text{an}}| : \pi_\downarrow u(y) < \alpha \}$ is upper semi-continuous. Therefore the topologically proper map $\pi$ is continuous on $|Y^{\text{an}}|$. As we proved before (see Proposition 5.37) the function $u_G : |X^{\text{an}}| \to [-\infty, +\infty]$, $x \mapsto \inf_{x' \in G \cdot x} u(x')$ is upper semi-continuous on $|X^{\text{an}}|$. Thus the preceding equality implies that $U_\alpha := \pi^{-1}(V_\alpha)$ is an open subset of $|X^{\text{an}}|$. Moreover, being the inverse image of a subset of $|Y^{\text{an}}|$, it is $G$-saturated. Hence Corollary 1.19 (4) says that $\pi(U_\alpha) = V_\alpha$ is an open subset of $|Y^{\text{an}}|$.

Let us pass to the second part of the statement and suppose that $u$ is moreover continuous and topologically proper. The surjectivity of $\pi : X^{\text{min}}_\pi(u) \to |Y^{\text{an}}|$ follows directly from the topological properness of the function $u$. It remains to show that $\pi : X^{\text{min}}_\pi(u) \to |Y^{\text{an}}|$ is topologically proper. Let $K$ be a compact subset of $|Y^{\text{an}}|$. By the previous point we know that the function $\pi_\downarrow u$ is upper semi-continuous. Thus it is bounded on $K$ and we set:

$$\alpha := \sup_{y \in K} \pi_\downarrow u(y) < +\infty.$$ 

The inverse image $\pi^{-1}(K)$ is a closed subset of $\{x \in X^{\text{an}} : \pi_\downarrow u(\pi(x)) \leq \alpha \}$; hence we are left with showing that the subset

$$\{x \in X^{\text{an}} : \pi_\downarrow u(\pi(x)) \leq \alpha \} \cap X^{\text{min}}_\pi(u)$$

is compact. By the very definition of minimal point on π-fibre, the functions $\pi_\downarrow u$ and $u$ coincide on $X^{\text{min}}_\pi(u)$. Thus we have:

$$\{x \in X^{\text{an}} : \pi_\downarrow u(\pi(x)) \leq \alpha \} \cap X^{\text{min}}_\pi(u) = \{x \in X^{\text{an}} : u(x) \leq \alpha \} \cap X^{\text{min}}_\pi(u).$$

The right hand side is a compact subset because it is the intersection of the closed subset $X^{\text{min}}_\pi(u)$ (Theorem 6.3 (iii)) and the compact subset $\{x \in X^{\text{an}} : u(x) \leq \alpha \}$ ($u$ is topologically proper).

Finally it remains to show that the function $\pi_\downarrow u$ is continuous on $|Y^{\text{an}}|$. First of all, let us remark that the topological space $X^{\text{min}}_\pi(u)$ is locally compact topological because it is a closed subset of the topological space $|X^{\text{an}}|$ which is locally compact. Therefore the topologically proper map $\pi : X^{\text{min}}_\pi(u) \to |Y^{\text{an}}|$ is closed. We conclude by noticing that the equality

$$u|_{X^{\text{min}}_\pi(u)} = (\pi^* \pi_\downarrow u)|_{X^{\text{min}}_\pi(u)}$$
implies that if \( u \) is continuous then \( \pi_\downarrow u \) is continuous too.

\[ \square \]

6.5. Comparison with the result of Kempf-Ness.

6.5.1. Special plurisubharmonic functions. Let us work on the complex numbers.

In this section we show how the techniques employed to prove Theorem 1.20 permit actually to find the result of Kempf-Ness for broader class of functions, that we call \textit{special plurisubharmonic}.

Let \( X \) be a complex analytic space.

**Definition 6.14.** A function \( u : |X| \to [-\infty, +\infty] \) is said \textit{special plurisubharmonic} if it is plurisubharmonic and for every non-constant holomorphic map \( \varepsilon : D \to X \), where \( D = \{ z \in \mathbb{C} : |z| < 1 \} \) is the unit disk, the function \( \varepsilon^*u := u \circ \varepsilon \) is non-constant.

**Proposition 6.15.** Special plurisubharmonic functions enjoy the following properties:

1. if \( \alpha > 0 \) is a positive real number and \( u \) is a special plurisubharmonic function, then \( \alpha u \) is special plurisubharmonic;
2. if \( X \) is a connected analytic curve and \( f \) is a non-constant holomorphic function then \( \log |f| \) is a special (pluri)subharmonic function;
3. if \( f : X' \to X \) is a holomorphic map with discrete fibres and \( u \) is a special plurisubharmonic function on \( X \), then \( f^*u \) is special plurisubharmonic on \( X' \);
4. strongly plurisubharmonic functions are special plurisubharmonic.

Let us remark that the converse of (4) is false: indeed, for every \( p > 1 \) the logarithm of the \( \ell^p \)-norm on \( \mathbb{C}^n \),

\[
\log \|x\|_{\ell^p} = \log \sqrt[\ell^p]{|x_1|^p + \cdots + |x_n|^p}
\]

is special plurisubharmonic. Clearly this is not strongly plurisubharmonic on the radial direction; moreover if \( p \neq 2 \) (and \( n \geq 2 \)) the Kähler form of the metric induced on \( \mathbb{C}P_{n-1}(1) \) is not positive definite. Let us also remark that the logarithm of the \( \ell^\infty \)-norm

\[
\log \|x\|_{\ell^\infty} = \log \max \{|x_1|, \ldots, |x_n|\}
\]

is not special plurisubharmonic.

Let \( G \) be a complex reductive group acting on a complex affine scheme \( X \) of finite type.

**Theorem 6.16.** Let \( u : |X(\mathbb{C})| \to [-\infty, +\infty] \) be a special plurisubharmonic function that is invariant under the action of a maximal compact subgroup \( U \) of \( G \). Let \( x \in X(\mathbb{C}) \) be a point which is \( u \)-minimal on its \( G \)-orbit. Then,

1. the orbit \( G \cdot x \) is closed;
2. let \( G_x \) be the stabilizer of \( x \); the inclusion

\[
\{kg : k \in U, g \in G_x(C)\} \supset \{g \in G(C) : g \cdot x \in X_G^{\min}(u)\}
\]

is an equality.

In other words the minimal points contained in a closed \( G \)-orbit consist of a single \( U \)-orbit.
Corollary 6.17. Let \( u : |X(C)| \to [-\infty, +\infty] \) be a continuous function that is topologically proper, special plurisubharmonic and invariant under the action of a maximal compact subgroup \( U \subset G^{an} \).

Then, the natural continuous map induced by \( \pi \),

\[
X^\min_u / U \to |Y^{an}|
\]

is a homeomorphism.

Proof. (1) By contradiction let us suppose that the orbit of \( x \) is not closed and let \( S \) be the unique closed orbit contained in \( G \cdot x \). According to Lemma 6.7 there exists a one-parameter subgroup \( \lambda : G_m \to G \) with the following properties:

- the limit point \( x_0 := \lim_{t \to 0} \lambda(t) \cdot x \) exists and belongs to \( S \);
- the image of \( U(1) \) is contained in \( U \).

Let us show \( u(x_0) < u(x) \). Remark that the morphism \( t \mapsto \lambda(t) \cdot x \) extends to a morphism \( \lambda_x : \mathbb{A}^1 \to X \) which is finite because the point \( x \) is not fixed under \( \lambda \).

Let us consider the function on \( u_x : C \to [-\infty, +\infty] \),

\[
u_x(t) := \begin{cases} u(x_0) & \text{if } t = 0 \\ u(\lambda(t) \cdot x) & \text{otherwise.} \end{cases}
\]

The function \( u_x := u \circ \lambda_x \) is special (pluri)subharmonic, \( U(1) \)-invariant and according to the Maximum Principle we have

\[
\limsup_{t \to 0} u_x(0) = u(x_0).
\]

According to Proposition 5.28 the function \( v_x : \mathbb{R} \to [-\infty, +\infty] \) defined by the condition \( v_x(\log |t|) = u_x(|t|) \) is either identically equal to \( -\infty \) or convex. On the other hand, the special subharmonicity implies that \( v_x \) cannot be constant on every interval: thus \( v_x \) has to be convex and non-constant on every open set. Since

\[
\limsup_{\xi \to -\infty} v_x(\xi) = \limsup_{t \to 0} u_x(t) = u(x_0) < +\infty
\]

the function \( v_x \) has to be increasing. Therefore

\[
u(x_0) = v_x(-\infty) < v_x(0) = u(x),
\]

which contradicts the minimality of \( x \). This concludes the proof of (1).

(2) Let us suppose that the reductive group \( G \) is a torus \( T \). According to the preceding point, the orbit \( T \cdot x \) of \( x \) is closed. Replacing \( X \) with \( T \cdot x \) and \( T \) with \( T/T_x \) (where \( T_x \) is the stabilizer of \( x \)) we may assume that the stabilizer of \( x \) is finite, hence the morphism

\[
\sigma_x : T \to X
\]

is finite. The function \( u_x(t) := u(t \cdot x) \) is thus special plurisubharmonic on \( T(C) \) and it is invariant under the action of \( U \). Let us identify \( T(C)/U \) with \( \mathbb{R}^n \) (where \( n \) is the dimension of \( T \)) through logarithmic coordinates:

\[
T(C)/U = (C^\times / U(1))^n \simto \mathbb{R}^n \quad (z_1, \ldots, z_n) \mapsto (\log |z_1|, \ldots, \log |z_n|)
\]

Since \( u_x \) is invariant under action of \( U \), it descends (through the above identification) on a continuous function \( v : \mathbb{R}^n \to \mathbb{R} \) which is convex according to the plurisubharmonicity of \( u_x \). Moreover, since \( u_x \) is special plurisubharmonic, \( v \) is non-constant on every segment contained in \( \mathbb{R}^n \).
The hypothesis of $x$ being $u$-minimal reads into the fact that $v$ has a global minimum in the origin $0 \in \mathbb{R}^n$. To conclude the proof one has to show that the minimum is not obtained elsewhere: this is true because, if the global minimum was obtained on $\xi \in \mathbb{R}^n - \{0\}$, the function $v$ would be constant on the segment $[0, \xi] = \{t\xi : t \in [0, 1]\}$ by convexity. This would contradict the fact that $u$ is special plurisubharmonic.

Let us go back to the case of an arbitrary complex reductive group $G$. Let $g \in G(\mathbb{C})$ be such that $g \cdot x$ is a $u$-minimal point on the $G$-orbit. By Cartan’s decomposition there exist elements $k \in U$ and $t \in T(\mathbb{C})$ such that $g = kt$ where $T$ is a maximal torus of $G$ such that $T(\mathbb{C}) \cap U$ is the maximal compact subgroup of $T$. Since the function $u$ is $U$-invariant we have
\[ u(g \cdot x) = u(kt \cdot x) = u(t \cdot x), \]
hence $t \cdot x$ is again a $u$-minimal point on the $G$-orbit. By the case of a torus there exists $k' \in U \cap T(\mathbb{C})$ and $t' \in T_x(\mathbb{C})$ such that $t = k't'$. Hence
\[ g = kt = (kk')t' \in \{ kg : k \in U, g \in G_x(\mathbb{C}) \} \]
which concludes the proof. \qed

7. Metric on GIT quotients

7.1. Extended metrics.

7.1.1. Definition. Let $X$ be a $k$-scheme of finite type and $L$ be an invertible sheaf on it. Let us consider the total space of $L$ over $X$,
\[ V(L) = \text{Spec}_X(\text{Sym}_X L^\vee). \]
Recall that for every $k$-scheme $S$ the $S$-valued points of $V(L)$ are in natural bijection with the set of couples $(x, s)$ made of an $S$-valued point $x \in X(S)$ and a global section $s \in \Gamma(S, x^*L)$.

Let us consider the $k$-analytic spaces $X^{an}$ and $V(L)^{an}$ associated respectively to $X$ and $V(L)$.

**Definition 7.1.** A map $\| \cdot \|_L : |V(L)^{an}| \to \mathbb{R}_+$ is said to be an extended metric on $L$ if for every analytic extension $K$ of $k$ the composite map
\[ \| \cdot \|_{L,K} : V(L)(K) \to |V(L)^{an}| \to \mathbb{R}_+ \]
is a norm on the fibres of $L$. More explicitly, for every $K$-point $x \in X(K)$ the map $s \in x^*L \mapsto \|s\|_{K}(x) := \|(x,s)\|_{L,K}$ is a norm on the $K$-vector space $x^*L$.

An extended metric is said to be continuous if it is continuous as a map on $|V(L)^{an}|$.

In the complex case an extended metric on $L$ is just a metric on the invertible sheaf $L|_{X(\mathbb{C})}$. In the real case, an extended metric on $L$ is a metric invariant under conjugation on the complex invertible sheaf associated to $L$.

7.1.2. Constructions. Usual constructions on metrics (dual, tensor powers...) are available also for extended metrics. For instance let $\| \cdot \|_L$ be an extended metric on $L$. Let $K$ be an analytic extension of $k$ and let $x \in X(K)$ be a $K$-valued point of $X$ and $s \in x^*L$. Then for every section $\varphi \in x^*L^\vee$ (resp. every non-negative number $n$ and every section $s \in x^*L$) one sets
\[ \|\varphi\|_{L^\vee,K}(x) := \sup_{t \in x^*L - (0)} \frac{|\varphi(t)|}{\|t\|_{L,K}(x)} \quad (\text{resp. } \|s\otimes^n\|_{L^{\otimes n},K}(x) := \|s\|_{L,K}(x)^n). \]
It can be seen that the real number \( \| \varphi \|_{L^\vee, K}(x) \) just depends on the image of \( (x, \varphi) \) in \( V(L^\vee)^{an} \) and thus defines an extended metric on \( L^\vee \) which we call the dual of the extended metric \( \| \cdot \|_L \). Analogously for tensor powers we get an extended metric \( \| \cdot \|_{L^\otimes n} \) on \( L^\otimes n \) which we call the \( n \)-th tensor power of the metric \( \| \cdot \|_L \).

Let \( K \) be an analytic extension of \( k \). If \( \| \cdot \|_L \) is an extended metric on \( L \) then the function

\[
\| \cdot \|_L \circ \text{pr}_{V(L), K/k} : V(L)^{an}_K \to \mathbb{R}_+
\]

is an extended metric on the pull-back \( L_K \) of \( L \) to \( X_K := X \times_k K \).

7.1.3. Extended metric associated to integral models. Let us suppose that \( k \) is non-archimedean and \( X \) is proper. Let \( \mathcal{X} \) be a proper \( k^o \)-model of \( X \), that is, a proper \( k^o \)-scheme together with an isomorphism of \( k \)-schemes \( \alpha : X \simeq \mathcal{X} \times_{k^o} \mathcal{X} \). Let \( \mathcal{L} \) be an invertible sheaf on \( \mathcal{X} \) together with an isomorphism \( \beta : \varphi^*(\mathcal{L}|_{\varphi(X)}) \simeq L \). The construction that follows actually depends on the isomorphisms \( \alpha \) and \( \beta \) but we avoid to indicate this dependence in order not to burden notation.

We define an extended metric \( \| \cdot \|_L \) in the following way. Let \( K \) be an analytic extension of \( k \) and let \( x \in X(K) \) be a \( K \)-valued point of \( X \). The ring of integers \( k^o \) of \( K \) is a valuation ring and the valuative criterion properness implies that \( x \) lifts to a \( k^o \)-valued point \( \varepsilon_x : \text{Spec} K^o \to \mathcal{X} \). The \( k^o \)-module \( \varepsilon_x^*\mathcal{L} \) is a \( k^o \)-module free of rank 1: let \( s_0 \) be a basis of \( \varepsilon_x^*\mathcal{L} \). Then every section \( s \in x^*L \simeq \varepsilon_x^*\mathcal{L} \otimes_{k^o} k \) can be written as \( s = \lambda s_0 \) for a unique \( \lambda \in K \). We set:

\[
\| s \|_{L,K}(x) := |\lambda|_K.
\]

The real number \( \| s \|_{L,K}(x) \) only depends on the image of \( (x, s) \) in \( V(L)^{an} \) and the induced map

\[
\| \cdot \|_L : |V(L)^{an}| \to \mathbb{R}_+
\]

is a continuous extended metric. We call it the extended metric associated to \( \mathcal{L} \).

It is easily seen that the construction of the extended metric is compatible with the operations on invertible sheaves: for instance the dual (resp. the \( n \)-th tensor power) of the extended metric \( \| \cdot \|_{L^\vee} \) is the extended metric associated to the dual invertible sheaf \( L^\vee \) (resp. the invertible sheaf \( L^\otimes n \)). Moreover if \( K \) is analytic extension and \( \text{pr}_{K/k} : V(L)^{an}_K \to V(L)^{an}_K \) the morphism induced by extension of scalars, then the extended metric \( \| \cdot \|_{L_K} \circ \text{pr}_{K/k} \) is the extended metric associated to the pull-back \( L_K \) of \( L \) to \( \mathcal{X}_K = \mathcal{X} \times_{k^o} K^o \).

Let us suppose moreover that \( k \) is trivially or discretely valued (thus its ring of integers \( k^o \) is noetherian) and that \( L \) is very ample. We consider the natural morphism

\[
\theta : V(L^\vee) = \text{Spec}_X(\text{Sym}_{\mathcal{O}_X} L) \longrightarrow \hat{X} = \text{Spec} \left( \bigoplus_{d \geq 0} \Gamma(X, L^\otimes d) \right)
\]

which is surjective and proper, it is an open immersion outside the zero section of \( V(L^\vee) \) and contracts the zero section to the vertex \( O_X = \text{Spec} \Gamma(X, \mathcal{O}_X) \) of \( \hat{X} \).

Let us consider the \( k \)-analytic space \( \hat{X}^{an} \) and for every \( x \in \hat{X}^{an} \) let us set

\[
u_{\mathcal{L}}(x) := \sup_{f \in \Gamma(\mathcal{X}, \mathcal{L})} |f(x)|.
\]

Note that for every basis \( f_1, \ldots, f_n \) of the \( k^o \)-module \( \Gamma(\mathcal{X}, \mathcal{L}) \) we have

\[
u_{\mathcal{L}}(x) = \max_{i=1, \ldots, n} |f_i(x)|.
\]

**Proposition 7.2.** Let us suppose that \( \mathcal{L} \) is generated by its global sections and \( L \) is very ample. Then, with the notation introduced above, we have

\[
\| \cdot \|_{L^\vee} = \nu_{\mathcal{L}} \circ \theta.
\]
In particular the function \( \log \| \cdot \|_{L^\vee} : |V(L^\vee)^{\text{an}}| \rightarrow [-\infty, +\infty] \) is a continuous, topologically proper plurisubharmonic function on \( V(L^\vee)^{\text{an}} \).

**Proof.** Let \( K \) be an analytic extension and \( K^o \) its ring of integers. Let \( x \) be a \( K \)-valued point of \( X \) and \( \varepsilon_x \) the unique \( K^o \)-valued point of \( X' \) which lifts \( x \). Since \( \mathcal{L} \) is generated by its global sections, there exists a global section \( f_0 \in \Gamma(X, \mathcal{L}) \) such that \( \varepsilon_x^* f_0 \) is a basis of the \( K^o \)-module \( \varepsilon_x^* \mathcal{L} \). Let us consider the section \( s_0 \) of
\[
(\varepsilon_x^* \mathcal{L})^\vee = \varepsilon_x^* \mathcal{L}^\vee \text{ defined by the condition } s_0(\varepsilon_x^* f_0) = 1.
\]
Clearly \( s_0 \) is basis of the \( K^o \)-module \( \varepsilon_x^* \mathcal{L}^\vee \).

Let \( s \in x^* L \) and \( \lambda \in K \) such that \( s = \lambda s_0 \). By definition of \( \| \cdot \|_{\mathcal{L}} \) we have \( \|s\|_{\mathcal{L}, K}(x) = |\lambda|_K \). Now by definition of \( f_0 \) we have
\[
|f_0(x, s)|_K = |\lambda|_K |f_0(x, s_0)|_K = |\lambda|_K = \|s\|_{\mathcal{L}, K}(x).
\]
On the other hand for every global section \( f \in \Gamma(X, \mathcal{L}) \) we have
\[
|f(x, s)|_K = |\lambda|_K |f(x, s_0)|_K \leq |\lambda|_K = \|s\|_{\mathcal{L}, K}(x)
\]
since \( f(x, s_0) \) belongs to \( k^o \). This concludes the proof. \( \square \)

**Corollary 7.3.** Let us suppose that \( \mathcal{L} \) is ample. Then the continuous map
\[
\log \| \cdot \|_{L^\vee} : |V(L^\vee)^{\text{an}}| \rightarrow [-\infty, +\infty]
\]
is plurisubharmonic.

### 7.2. Extended metric on the quotient.

**7.2.1. Definition of the extended metric.** Let \( X \) be a projective \( k \)-scheme endowed with the action of a \( k \)-reductive group \( G \). Let us suppose that \( X \) is equipped with a \( G \)-linearized ample invertible sheaf \( L \). The graded \( k \)-algebra of \( G \)-invariants
\[
A^G := \bigoplus_{d \geq 0} \Gamma(X, L^\otimes d)^G \subset A := \bigoplus_{d \geq 0} \Gamma(X, L^\otimes d)
\]
is of finite type. Let us denote by \( X^{\text{ss}} \) the open subset of semi-stable points. The inclusion of \( A^G \) in \( A \) induces a \( G \)-invariant morphism of \( k \)-schemes
\[
\pi : X^{\text{ss}} \rightarrow Y := \text{Proj } A^G
\]
which makes \( Y \) the categorical quotient of \( X^{\text{ss}} \) by \( G \). Since \( A^G \) is of finite type, the \( k \)-scheme \( Y \) is projective: for every positive integer \( D \geq 1 \) divisible enough there exist an ample invertible sheaf \( M_D \) on \( Y \) and an isomorphism of invertible sheaves
\[
\varphi_D : \pi^* M_D \rightarrow L^\otimes D_{|X^{\text{ss}}}
\]
compatible with the equivariant action of \( G \). The isomorphism \( \varphi_D \) induces a surjective morphism of \( k \)-schemes
\[
\pi_D : V(L^\otimes D_{|X^{\text{ss}}}) \rightarrow V(M_D).
\]

Let us moreover assume that \( L \) in endowed with a continuous extended metric \( \| \cdot \|_L \). We define an extended metric \( \| \cdot \|_{M_D} \) on \( M_D \) as follows. For every point \( t \in V(M_D)^{\text{an}} \) let us set
\[
\|t\|_{M_D} := \sup_{\pi_D(s) = t} \|s\|_{L^\otimes D} \in [0, +\infty]
\]
where the supremum ranges on the points \( s \in V(L^\otimes D_{|X^{\text{ss}}})^{\text{an}} \).

**Proposition 7.4.** With the notation introduced here above, the function \( \| \cdot \|_{M_D} \) is an extended metric on \( M_D \).
**Proof.** In order to prove it let us remark the following fact. Let $K$ be an analytic extension of $k$ which is algebraically closed and non-trivially valued. Let $y \in Y(K)$ be a $K$-point of $Y$ and $t \in y^* M_D$ a section over $y$. Since $Y(K)$ is dense in $Y_{an}$ and the extended metric $\| \cdot \|_L$ is continuous we have

$$\|t\|_{M_D, K}(y) = \sup_{x \in X^c(K)} \|\pi^* t\|_{L^{\otimes D, K}(x)} = y \|\pi^* t\|_{L^{\otimes D}} \in [0, +\infty].$$

If we show that the function $\| \cdot \|_{M_D}$ does not take the value $+\infty$ it will be clear from the previous formula that $\| \cdot \|_{M_D}$ is an extended metric. Up to taking a power of $M_D$ big enough, we may suppose that the integer $D$ is such that $M_D$ is generated by its global sections. We are therefore led back to prove that for every global section $s \in \Gamma(Y, M_D)$ every point $y \in Y_{an}$ we have

$$\|t\|_{M_D}(y) < +\infty.$$ The crucial point is that every global section $t \in \Gamma(Y, M_D)$ of $M_D$ corresponds through the isomorphism $\varphi_D$ to a $G$-invariant global section $\tilde{t} \in \Gamma(X, L^{\otimes D})^G$ of $L^{\otimes D}$ which vanishes identically on the set of unstable points $X - X^{ss}$. For every point $y \in Y_{an}$ we get therefore

$$\|t\|_{M_D}(y) \leq \sup_{x \in X_{an}} \|\tilde{t}\|_{L^{\otimes D}}(x)$$

and the right-hand is a real number according to the compacity of $X_{an}$ and the continuity of $\| \cdot \|_L$. □

**Theorem 7.5.** Let us suppose that:

- the extended metric $\| \cdot \|_L$ is invariant under a maximal compact subgroup of $G$;
- the dual extended metric $\| \cdot \|_{L^V : |V(L^V)^{an}| \to \mathbb{R}}$ is a plurisubharmonic function.

Then the extended metric $\| \cdot \|_{M_D}$ is continuous.

Clearly when we take $k = \mathbb{C}$ this is Theorem 1.25.

**7.2.2. Passing to the affine cones.** In order to prove the theorem it is convenient to introduce some further notation. First of all, let us remark that the statement is compatible with taking powers of $L$ and $M_D$. Therefore we may suppose that $D$ is such that $L^{\otimes D}$ and $M_D$ are very ample. Let us consider the following graded $k$-algebras of finite type:

$$A_D := \bigoplus_{d \geq 0} \Gamma(X, L^{\otimes d}),$$

$$A_D^G := \bigoplus_{d \geq 0} \Gamma(X, M_D^{\otimes d}) = \bigoplus_{d \geq 0} \Gamma(X, L^{\otimes d})^G.$$

Needless to say the $k$-schemes $X$ and $Y$ are still identified with the homogeneous spectrum respectively of $A_D$ and $A_D^G$. Moreover the natural inclusion of $A_D^G$ in $A_D$ induces a morphism of $k$-schemes,

$$\tilde{\pi} : \hat{X} := \text{Spec } A_D \longrightarrow \hat{Y} := \text{Spec } A_D^G,$$
which makes $\hat{Y}$ the categorical quotient of $\hat{X}$ under the action of $G$ (see [Ses77, Theorem 3]). The morphism $\hat{\pi}$ also fits into the following commutative diagram:

$$
\begin{array}{cccc}
V(L^{\otimes D}) \quad & \quad & \quad & \quad \\
\pi_D & \quad & \quad & \quad \\
\downarrow & \quad & \quad & \quad \\
V(M_D^\vee) & \quad & \quad & \quad \\
\theta_{M_D} & \quad & \quad & \quad \\
\downarrow & \quad & \quad & \quad \\
\hat{X} & \quad & \quad & \quad \\
\pi & \quad & \quad & \quad \\
\downarrow & \quad & \quad & \quad \\
\hat{Y} & \quad & \quad & \quad \\
\end{array}
$$

where $\theta_{L^D}$ and $\theta_{M_D}$ are the natural morphisms. Moreover the morphisms $\theta_{L^D}$ and $\theta_{M_D}$ are surjective and proper, and they induce an open immersion outside the zero section of $V(L^{\otimes D})$ and $V(M_D^\vee)$. Therefore the extended metrics $\| \cdot \|_{L^D}$ and $\| \cdot \|_{M_D}$ descend on functions $u_{L^D}$ and $u_{M_D}$ respectively on $[\hat{X}^{\text{an}}]$ and $[\hat{Y}^{\text{an}}]$.

By definition of the extended metric $\| \cdot \|_{M_D}$, for every $y \in \hat{Y}^{\text{an}}$, we have:

$$(7.2.1) \quad u_{M_D}(y) = \inf_{\pi(x) = y} u_{L^D}(x) =: \hat{\pi}_L u_{L^D}(y).$$

(note that passing to the dual metrics switches the supremum with the infimum).

**Proof of Theorem 7.5.** The function $u_{L^D}$ inherits all the properties of the function $\| \cdot \|_{L^D}$: it is continuous, topologically proper, plurisubharmonic and invariant under a maximal compact subgroup of $G$. According to Proposition 6.13 the function $u_{M_D}$ is continuous, hence the extended metric $\| \cdot \|_{M_D}$ is continuous too. \qed

### 7.3. Compatibility with entire models.

#### 7.3.1. Notation and statements.

Let us suppose that $k$ is a non-archimedean complete field which is discretely or trivially valued (thus its ring of integers $k^\circ$ is noetherian). Let $G$ be a $k^\circ$-reductive group acting on a flat and projective $k^\circ$-scheme $X$ equipped with an ample $G$-linearised invertible sheaf $\mathcal{L}$.

Here the technical hypothesis to make Seshadri’s theorem work is to assume that the ring of integers $k^\circ$ is universally japanese.

**Definition 7.6.** An integral domain $A$ is said to be *japanese* if for every finite extension $K'$ of its fractions field $K = \text{Frac}(A)$ the integral closure of $A$ in $K'$ is an $A$-module of finite type (i.e. a finite $A$-algebra). A ring $A$ us said to be *universally japanese* if every integral $A$-algebra of finite type is japanese.

For instance, the ring of integers of $k$ is universally japanese when $k$ is a finite extension of $\mathbb{Q}$ or when $k = F((t))$ for some field $F$ [Gro64, Corollaire 7.7.4].

Then the fundamental result of Seshadri [Ses77, Theorem 2] holds, i.e. the graded $k^\circ$-algebra of $G$-invariants

$$A^G := \bigoplus_{d \geq 0} \Gamma(X, \mathcal{L}^{\otimes d})^G \subset A := \bigoplus_{d \geq 0} \Gamma(X, \mathcal{L}^{\otimes d})$$

is of finite type. We denote by $X^{\text{ss}}$ the open subset of semi-stable points, by $Y = \text{Proj} A^G$ its categorical quotient and $\pi : X^{\text{ss}} \to Y$ the canonical projection. For every $D$ divisible enough let $M_D$ be the natural ample line bundle on $Y$ deduced from $\mathcal{L}^{\otimes D}$ and

$$\varphi_D : \pi^* \mathcal{M}_D \to \mathcal{L}|_{X^{\text{ss}}}$$

the natural $G$-equivariant isomorphism of invertible sheaves.

Let us denote with straight capital letters the $k$-schemes obtained as generic fibre of the $k^\circ$-schemes we introduced previously (for instance we will denote $X \times_{k^\circ} k$ by $X$). Let $\| \cdot \|_{\mathcal{L}}$ be the continuous extended metric on $L$ associated to $\mathcal{L}$. 

Definition 7.7. With the notations introduced above, let \( \Omega \) be an analytic extension of \( k \) which is algebraically closed and non-trivially valued. We say that a semi-stable point \( x \in X(\Omega) \) is:

1. **minimal** if for a non-zero section \( s \in x^*L' \) and for every \( g \in G(\Omega) \) we have
   \[
   \|s\|_{L',\Omega}(x) \leq \|g \cdot s\|_{L',\Omega}(g \cdot x).
   \]
   Clearly this does not depend on the chosen section \( s \).

2. **residually semi-stable** if the reduction \[ \tilde{x} \in X(\tilde{\Omega}) \text{ of } x \]
   is a semi-stable point of the \( \tilde{\Omega} \)-scheme \( X \times_k \tilde{\Omega} \) under the action of the \( \tilde{\Omega} \)-reductive group \( G \times_k \tilde{\Omega} \).

Let \( x \in X^{\text{an}} \) be a semi-stable point and \( \Omega \) be the completion of an algebraic closure of \( \hat{\kappa}(x) \). We say that \( x \) is minimal (resp. residually semi-stable) if the associated \( \Omega \)-point \( x_{\Omega} \in X(\Omega) \) is minimal (resp. residually semi-stable.)

Theorem 7.8. Let us suppose that \( k^{\text{an}} \) is universally japanese. With the notations introduced above, for every semi-stable point \( x \in X^{\text{an}} \) the following are equivalent:

1. \( x \) is minimal;
2. \( x \) is residually semi-stable.

Corollary 7.9. Under the hypotheses of Theorem 7.8, let \( \Omega \) be an analytic extension of \( k \) which is algebraically closed and non-trivially valued. Let \( x \in X(\Omega) \) be a semi-stable point. Then, there exists a semi-stable minimal point \( x_0 \in X(\Omega) \) lying in the closure of the orbit of \( x \) and whose orbit is closed (in \( X^{\text{ss}} \)).

In the case of a projective space and \( k \) is a finite extension of \( \mathbb{Q}_p \), this result was proven by Burnol [Bur92, Proposition 1]. Actually we just adapt (with minor modifications) the beautiful argument of Burnol to the framework of Berkovich spaces.

We prove this Theorem and its Corollary in the next section. As a consequence we deduce the compatibility of the construction of the metric on the quotient to integral models. More precisely, let us consider the following metric on \( M_D \):

1. the extended metric \( \| \cdot \|_{M_D} \) associated to the integral model \( M_D \);
2. the extended metric \( \| \cdot \|_{M_D} \) defined in the previous section (see paragraph 7.2.1).

Theorem 7.10. Let us suppose that \( k^{\text{an}} \) is universally japanese. With the notation introduced above, the metrics \( \| \cdot \|_{M_D} \) and \( \| \cdot \|_{M_D} \) coincide.

In particular, for every analytic extension \( \Omega \) of \( k \) which is algebraically closed and non-trivially valued we have

\[
\|t\|_{M_D,\Omega}(y) = \sup_{\pi(x)=y} \|\pi^*t\|_{L^\otimes D,\Omega}(x)
\]

where the supremum is ranging on the semi-stable \( \Omega \)-points of \( X \).

Theorem 1.26 is a direct consequence of this statement. Going back to the notation of Theorem 1.26, it suffices to take \( k=K_v \) (the completion of the number field \( K \) at the place \( v \)), extend scalars from \( \mathfrak{o}_K \) to \( \mathfrak{o}_{K,v} \) (which is a universally japanese ring) and take \( \Omega = \mathbb{C}_v \).

---

17Since \( X \) is projective, by the valuative criterion of properness the point \( x \) lifts to a \( \Omega^\circ \)-valued point of \( \varepsilon_x : \text{Spec } \Omega^\circ \to X \). The reduction of \( x \), denoted \( \tilde{x} \), is the reduction of \( \varepsilon_x \) modulo the maximal ideal of \( \Omega^\circ \).
7.3.2. Some more notations. Let us suppose that the integer $D$ be such that the invertible sheaves $L^\otimes D$ and $\mathcal{M}_D$ are very ample. Let us borrow the notations from paragraph 7.2.2. Let us recall that by (7.2.1) for every $L$ we have

$$u_{M_D}(y) = \hat{\pi}_1 u_{L^\otimes D}(y) := \inf_{\hat{\pi}(x)=y} u_{L^\otimes D}(x).$$

Let us consider the real-valued functions $u_{L^\otimes D}$, $u_{M_D}(y)$ defined respectively for $x \in \tilde{X}^\text{an}$ and $y \in \tilde{Y}^\text{an}$ by

$$u_{L^\otimes D}(x) = \sup_{f \in \Gamma(X, L^\otimes D)} |f(x)|,$$

$$u_{M_D}(y) = \sup_{y \in \Gamma(Y, M_D)} |g(y)|.$$

Since we supposed $L^\otimes D$ and $\mathcal{M}_D$ to be very ample, according to Proposition 7.2 we have $\| \cdot \|_{L^\otimes D} = u_{L^\otimes D} \circ \theta_{L^\otimes D}$ and $\| \cdot \|_{M_D} = u_{M_D} \circ \theta_{M_D}$. Through the natural identification

$$\Gamma(Y, M_D) \simeq \Gamma(X, L)^\hat{\mathcal{G}},$$

we have the inclusion $\Gamma(Y, M_D) \subset \Gamma(X, L^\otimes D)$. Thus for every $x \in \tilde{X}^\text{an}$ we have

(7.3.1) $$u_{M_D}(\hat{\pi}(x)) \leq u_{L^\otimes D}(x).$$

Lemma 7.11. With the notations introduced above, let $x \in \tilde{X}^\text{an}$ be a point that does not belong to the analytification of vertex $O_X$ of the affine cone $\tilde{X}$,

$$O_X = \text{Spec} \Gamma(X, \mathcal{O}_X) \subset \tilde{X} = \text{Spec} \left( \bigoplus_{d \geq 0} \Gamma(X, L^\otimes d) \right).$$

Let $[x]$ be the associated point of $X^\text{an}$. The following are equivalent:

1. the point $[x]$ is residually semi-stable;
2. we have $u_{L^\otimes D}(x) = u_{M_D}(\hat{\pi}(x))$.

Proof. Up to rescale $x$ we may assume $u_{L^\otimes D}(x) = 1$. Let $\Omega$ be the completion of an algebraic closure of $\kappa(x)$ and let $\varepsilon_x : \text{Spec} \Omega^\circ \to X$ be the morphism associated to the point $[x]$ by the valuative criterion of properness.

(1) $\Rightarrow$ (2) Since we supposed $M_D$ to be very ample there exists a $\mathcal{G}$-invariant global section $f \in \Gamma(X, L^\otimes D)$ such that $f(x) \in \Omega^\circ$ is a unit, thus its reduction in $\tilde{\Omega}$ is non-zero. In particular the reduction $\tilde{x}$ of $x$ is semi-stable.

(2) $\Rightarrow$ (1) The equality $u_{M_D}(\hat{\pi}(x)) = 1$ implies there exists a $\mathcal{G}$-invariant global section $f \in \Gamma(X, L^\otimes D)$ such that $f(x) \in \Omega^\circ$ is a unit, thus its reduction in $\tilde{\Omega}$ is non-zero. In particular the reduction $\tilde{x}$ of $x$ is semi-stable.

Proof of Theorem 7.10. Since the construction of the extended metric $\| \cdot \|_\mathcal{L}$, $\| \cdot \|_{M_D}$ and $\| \cdot \|_{M_D}$ are compatible with taking powers of $\mathcal{L}$ and $M_D$, we may assume that the integer $D$ is such that the invertible sheaves $L^\otimes D$ and $M_D$ are very ample.

The equality of metrics $\| \cdot \|_{M_D} = \| \cdot \|_{M_D}$ is equivalent to the equality of functions $u_{M_D} = u_{M_D}$. For all $y \in \tilde{Y}^\text{an}$, the inequality (7.3.1) entails

$$u_{M_D}(y) \leq u_{M_D}(y) := \inf_{\hat{\pi}(x)=y} u_{L^\otimes D}(x).$$

We are therefore left with proving the converse inequality. Let $y \in \tilde{Y}^\text{an}$ be a point. Since the function $u_{L^\otimes D}$ on $\tilde{X}^\text{an}$ is topologically proper, it attains a minimum on the fibre $\hat{\pi}^{-1}(y)$. Let $x \in \hat{\pi}^{-1}(y)$ be a point where such a minimum
is attained. According to Theorem 7.8 the projection $[x]$ of the point $x$ in $X^{an}$ is residually semi-stable. According to Lemma 7.11 (2) we have

$$u_{L^D}(x) = u_{\mathcal{M}_D}(\hat{\pi}(x)) = u_{\mathcal{M}_D}(y).$$

In particular we get

$$u_{\mathcal{M}_D}(y) \geq \inf_{\pi(x') = y} u_{L^D}(x')$$

that is what we wanted to prove. \hfill \Box

Proof of Theorem 7.8. The implication (1) $\Rightarrow$ (2) follows directly from inequality (7.3.1) and Lemma 7.11 (2).

(2) $\Rightarrow$ (1) Let us denote by $\hat{X}$ the affine cone over the projective $k^0$-scheme $X$ with the respect to the very ample invertible sheaf $L^D$, that is, the spectrum of the graded $k^0$-algebra

$$\mathcal{A}_D := \bigoplus_{d \geq 0} \Gamma(X, L^{Dd}).$$

Up to rescaling the point $x$ we may suppose $u_{L^D}(x) = 1$. This is equivalent to say that $x$ comes from a $k^0$-valued point of $\hat{X}$ whose reduction $\bar{x} \in \hat{X}(\bar{k})$ does not belong to the vertex $\mathcal{O}_X = \text{Spec} \Gamma(X, \mathcal{O}_X)$ of $\hat{X}$.

Arguing by contradiction let us suppose that the point $[x]$ is not residually semi-stable. This means that its reduction $[\bar{x}]$ is not a semi-stable point of the $\hat{K}$-scheme $\hat{X} \times_{k^0} \hat{K}$. Applying the Hilbert-Mumford criterion of semi-stability to the point $[\bar{x}]$, there exist a finite extension $\Omega$ of $K$ and a one-parameter subgroup

$$\hat{\lambda} : G_{\mathfrak{m}, \Omega} \to \hat{G} \times_{k^0} \hat{\Omega}$$

that destabilizes the point $[\bar{x}]$: in other words, if $\mathcal{O}_X = \text{Spec} \Gamma(X, \mathcal{O}_X)$ denotes the vertex of the affine cone $\hat{X}$, we have

$$\lim_{t \to 0} \hat{\lambda}(t) \cdot \bar{x} \in \mathcal{O}_X \times_{k^0} \hat{\Omega}.$$

According to [DG70, Exp. XI, Théorème 4.1] the $k^0$-scheme that parametrizes the subgroups of multiplicative type of the $k^0$-group scheme $\hat{G}$ is smooth over $k^0$. Since the valuation ring $\Omega^0$ is henselian, by the “Hensel’s Lemma” [DG70, Exp. XI, Corollaire 1.11] the one-parameter subgroup $\hat{\lambda}$ lifts to a one-parameter subgroup

$$\lambda : T \to \hat{G} \times_{k^0} \Omega^0,$$

where $T$ is a subgroup of multiplicative type (necessarily a torus). Hence, up to replace $\Omega$ by a finite extension, we may assume that the torus $T$ is the multiplicative group $G_{\mathfrak{m}, \Omega^0}$. Let us remark that the associated morphism of $\Omega$-analytic spaces $\lambda : G_{\mathfrak{m}, \Omega}^{an} \to G_{\Omega^0}^{an}$ sends the subgroup $U(1)$ into the maximal compact subgroup of $G_{\Omega^0}^{an}$ associated to the $\Omega^0$-reductive group $\hat{G} \times_{k^0} \Omega^0$.

Let us consider the application $\varphi_x : [G_{\mathfrak{m}, \Omega}] \to \mathbb{R}_+$ defined by

$$\varphi_x(t) := u_{L^D}(\lambda(t) \cdot x).$$

The function $\varphi_x$ is continuous and invariant under the action of the subgroup $U(1) \subset [G_{\mathfrak{m}, \Omega}]$. Let us define the function $\psi_x : \mathbb{R} \to \mathbb{R}$ by the condition that for every point $t \in [G_{\mathfrak{m}, \Omega}]$ we have

$$\psi_x(\log |t|) = \log \varphi_x(t).$$

The function $\psi_x$ is continuous and, since we supposed the point $x$ to be $u_{L^D}$-minimal on the $G$-orbit, it has a global minimum on 0:

$$\psi_x(0) = \log u_{L^D}(x).$$
Since we supposed $u_{\mathcal{L} \otimes \mathcal{D}}(x) = 1$ we have $\psi_x(0) = 0$. To conclude the proof it will be sufficient to prove that the function $\psi_x$ takes negative values, contradicting the minimality of the point $x$.

The multiplicative group $G_{m, \Omega^x}$ acts linearly through the one-parameter subgroup $\lambda$ on the $\Omega^\bullet$-module $\mathcal{E} := \Gamma(\mathcal{X}, \mathcal{L}^{\otimes D}) \otimes \Omega^x$. Hence it may be decomposed in its isotypical components:

$$
\mathcal{E} = \bigoplus_{m \in \mathbb{Z}} \mathcal{E}_m,
$$

where, for every integer $m \in \mathbb{Z}$, we wrote $\mathcal{E}_m = \{ f \in \mathcal{E} : \lambda(t) \cdot f = t^m f \}$. For every integer $m$ let us set

$$u_m(x) = \sup_{f \in \mathcal{E}_m} |f(x)|.
$$

The preceding decomposition gives for every point $t \in |G_{m, \Omega^x}|$:

$$
\varphi_x(t) = u_{\mathcal{L} \otimes \mathcal{D}}(\lambda(t) \cdot x) = \sup_{m \in \mathbb{Z}} \{|t|^m u_m(x)\}.
$$

Therefore taking to logarithm of the last expression and writing $\xi = \log |t|$, for every real number $\xi$ we find

$$
\psi_x(\xi) = \sup_{m \in \mathbb{Z}, u_m(x) \neq 0} \{m\xi + \log u_m(x)\}.
$$

Since we supposed $u_{\mathcal{L} \otimes \mathcal{D}}(x) = 1$ for every integer $m$ we have $\log u_m(x) \leq 0$. Furthermore for every negative integer $m \leq 0$ we must have $\log u_m(x) < 0$ because the special fibre $\lambda$ of $\lambda$ destabilises the point $\bar{x}$. Summing up these considerations for every negative real number $\xi < 0$ we have:

- if $m > 0$ then $m\xi + \log u_m(x) \leq m\xi < 0$;
- if $m = 0$ then $m\xi + \log u_m(x) = \log u_m(x) < 0$;
- if $m < 0$ then $m\xi + \log u_m(x) < 0$ if and only if $\xi > -\log u_m(x)/m$ (let us remark that $-\log u_m(x)/m$ is negative).

Therefore $\psi_x(\xi)$ is negative for every real number $\xi$ belonging to the interval

$$
\left[ 0, \max_{m < 0} \left\{ -\frac{\log u_m(x)}{m} \right\} \right]
$$

This conclude the proof of Theorem 7.8 thus of Theorem 1.26.

**Proof of Corollary 7.9.** Up to extending the scalars, let us suppose $k = \Omega$ and that $k$ is algebraically closed and non-trivially valued. Moreover, we can suppose that the orbit of $x$ is closed in $X^{an}$. Let us consider the Zariski scheme-theoretic closure $\mathcal{Z}$ of $G \cdot x$ in $\mathcal{X}$, which is a flat scheme over $k^0$ and the structural morphism $\mathcal{Z} \to \text{Spec } k^0$ is surjective.

The closed subscheme $\mathcal{Z}$ is stable under the action of $\mathcal{G}$. Indeed, it coincides with the scheme-theoretic closure of the image of the morphism

$$
\mathcal{G} \xrightarrow{[\text{id}, \varepsilon_x]} \mathcal{G} \times_{k^0} \mathcal{X} \xrightarrow{\sigma} \mathcal{X},
$$

where $\sigma : \mathcal{G} \times_{k^0} \mathcal{X} \to \mathcal{X}$ is the morphism defining the action of $\mathcal{G}$ on $\mathcal{X}$ and $\varepsilon_x : \text{Spec } \Omega^x \to \mathcal{X}$ is the morphism induced by $x$ given by the valuative criterion of properness.

The intersection $X^{an} \cap \mathcal{Z}$ is an open subset of $\mathcal{Z}$ hence a flat scheme over $k^0$.

**Claim.** The structural morphism $\alpha : X^{an} \cap \mathcal{Z} \to \text{Spec } k^0$ is surjective.
Proof of the Claim. Let us take a representative \( \hat{x} \in \hat{X}(k) \) of \( x \) (that does not belong to the vertex \( O_X \) of \( \hat{X} \)). Since the function \( u_{\mathcal{L}\otimes\mathcal{D}} \) is topologically proper and the orbit of \( \hat{x} \) is closed, we know that \( u_{\mathcal{L}\otimes\mathcal{D}} \) attains its minimum on a point \( \hat{y} \in G^{an}\cdot\hat{x} \) (whose completed residue field can \( a \) priori be a huge analytic extension of \( k \)). The image \( y \in \mathcal{X}^{an} \) of \( \hat{y} \) is therefore a minimal point in the sense of Definition 7.7, thus, according to Theorem 7.8, residually semi-stable. In other words, the morphism \( \varepsilon_y : \text{Spec} \hat{k}(y)^\circ \to \mathcal{X} \) given by the valuative criterion of properness factors through \( \mathcal{X}^{ss} \cap Z \),

\[
\begin{array}{ccc}
\mathcal{X}^{ss} \cap Z & \xrightarrow{\varepsilon_y} & \mathcal{X} \\
\downarrow & & \downarrow \\
\text{Spec} \hat{k}(y)^\circ & \xrightarrow{\varepsilon_y} & \text{Spec} k^\circ
\end{array}
\]

In particular the morphism \( \alpha : \mathcal{X}^{ss} \cap Z \to \text{Spec} k^\circ \) has to be surjective. \( \Box \)

Now we may conclude the proof of Corollary 7.9. Since the morphism \( \alpha \) is flat surjective it admits a section (recall that we supposed \( k \) to be algebraically closed), which is the residually semi-stable points (thus minimal according to Theorem 7.8) we were looking for. \( \Box \)

The fact that \( \alpha \) admits a section can be found in [Gro67, 17.6.2 and 18.5.11 (c’)] or, in a more elementary way, proved as follows:

Lemma 7.12. Let \( k \) be a complete non-archimedean field, which is non-trivially valued and algebraically closed. Let \( S \) be a flat scheme of finite type over \( k^\circ \).

If the structural morphism \( \varpi : S \to \text{Spec} k^\circ \) is surjective, then there exists a section \( s : \text{Spec} k^\circ \to S \) of \( \varpi \).

Proof. Clearly we may assume that \( S \) is affine, that is \( S = \text{Spec} \mathcal{A} \) where \( \mathcal{A} \) is a flat \( k^\circ \)-algebra of finite type. Consider the \( k \)-algebra of finite type \( \hat{\mathcal{A}} := \mathcal{A} \otimes_{k^\circ} k \). Since \( \mathcal{A} \) is torsion free, we identify it with its image through the canonical homomorphism \( \mathcal{A} \to \hat{\mathcal{A}} \).

For every \( f \in \mathcal{A} \) let us set:

\[
\| f \|_\mathcal{A} := \inf\{ |\lambda| : f/\lambda \in \mathcal{A}, \lambda \in k^x \}.
\]

The fact that the structural morphism \( \varpi : S \to \text{Spec} k^\circ \) is surjective translates into the fact that \( \| \|_\mathcal{A} \) is not identically zero on \( \mathcal{A} \). Thus \( \| \|_\mathcal{A} \) a sub-multiplicative semi-norm on \( \mathcal{A} \). Let \( \hat{\mathcal{A}} \) be the completion of \( \mathcal{A} \) with the respect to \( \| \|_\mathcal{A} \).

Let \( \mathcal{S} \) be the generic fibre of \( S \) and let \( \mathcal{S}^{an} \) be its analytification. Then the spectrum of the Banach \( k \)-algebra \( \hat{\mathcal{A}} \) (see [Ber90, §1.2]) is given by:

\[
\mathcal{M}(\hat{\mathcal{A}}) := \{ s \in \mathcal{S}^{an} : |f(s)| \leq \| f \|_\mathcal{A} \text{ for all } f \in \mathcal{A} \}.
\]

Since \( \hat{\mathcal{A}} \) is not reduced to 0, according to [Ber90, Theorem 1.2.1], the topological space \( \mathcal{M}(\hat{\mathcal{A}}) \) is non-empty and compact. Moreover, the Banach \( k \)-algebra \( \hat{\mathcal{A}} \) is strictly affinoid in the sense of Berkovich (see [RTW10, 1.2.4]): since \( k \) is algebraically closed, the \( k \)-points \( \mathcal{M}(\hat{\mathcal{A}}) \cap S(k) \) are dense in \( \mathcal{M}(\hat{\mathcal{A}}) \).

In particular, there is at least one such a point. \( \Box \)
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