We show that solution to the Hermite–Padé type I approximation problem leads in a natural way to a subclass of solutions of the Hirota (discrete Kadomtsev–Petviashvili) system and of its adjoint linear problem. Our result explains the appearance of various ingredients of the integrable systems theory in application to multiple orthogonal polynomials, numerical algorithms, random matrices, and in other branches of mathematical physics and applied mathematics where the Hermite–Padé approximation problem is relevant. We present also the geometric algorithm, based on the notion of Desargues maps, of construction of solutions of the problem in the projective space over the field of rational functions. As a byproduct we obtain the corresponding generalization of the Wynn recurrence. We isolate the boundary data of the Hirota system which provide solutions to Hermite–Padé problem showing that the corresponding reduction lowers dimensionality of the system. In particular, we obtain certain equations which, in addition to the known ones given by Paszkowski, can be considered as direct analogs of the Frobenius identities. We study the place of the reduced system within the integrability theory, which results in finding multidimensional (in the sense of number of variables) extension of the discrete-time Toda chain equations.

1. Introduction

1.1. Numerical algorithms and integrability. The paper concerns the relationship between numerical algorithms and discrete integrable equations. Our interest will not be however the area of the numerical integration of differential equations but rather the subject related to the Quotienten–Differenzen (QD) matrix eigenvalue algorithm, Padé approximation or Bose–Chaudhuri–Hocquenghem (BCH)–Goppa decoding algorithm, which can be described in terms of the discrete-time Toda chain equations. It is closely related also to various convergence acceleration algorithms whose list together with the corresponding integrable systems can be found in; see also. Due to the structure of determinants involved in the construction, the theory of orthogonal polynomials is closely related to both the Padé approximants and the Toda chain equations (with either continuous or discrete time), and via this connection the integrable systems appear in the theory of random matrices.

In addition to looking for new examples of such a relationship, one can ask about the general reason explaining its existence. In the review paper one can find the following opinion: The connection between integrable systems and convergence acceleration algorithms needs to be investigated in more details to fully understand its meaning which is not clear yet. The Toda chain equations can be obtained as a particular integrable reduction of the discrete Kadomtsev–Petviashvili (KP) system by Hirota, which was in fact published initially under the name of discrete analogue of a generalized Toda equation. The Hirota system plays distinguished role in the theory of integrable systems and in their applications. In particular, it is known that the majority of known integrable systems can be obtained as its reductions, appropriate continuous limits or subsystems. The starting point of the research reported below was raised by the following questions: What is the role of the Hirota system in the numerical algorithms related to the Padé problem? What are their corresponding generalizations, which should contain existing examples as special cases. To support our interest in the problem we mention that in the textbook where the relationship of discrete integrable systems to numerical algorithms based on Padé approximants is discussed in detail, it is remarked that extension of the connection of their generalizations with integrable remain largely to be explored.
1.2. Description of the main results. In the present paper we would like to point out the fundamental relation of the Hirota system to the Hermite–Padé approximants, introduced by Hermite [48, 49] to prove that Euler’s number $e$ is transcendental. Following similar approach Lindemann proved [61] analogous result for number $\pi$. A formal study of Hermite–Padé approximation for general systems of functions was initiated by Mahler [63, 64].

Such generalization of the Padé approximants has applications in various areas ranging from the number theory [7], multiple orthogonal polynomials [8, 84], random matrices [59, 17] to numerical analysis. During last twenty years also the interplay between Hermite–Padé approximation theory and integrable systems has been observed in numerous papers [13, 65, 62, 9, 44, 6, 11]. In particular, in [9] Hermite–Padé approximants for two functions in the framework of discrete integrable systems defined on two-dimensional integer lattice are studied, and the Lax representation for the nearest neighbor recurrence relations is constructed.

For practitioners of the integrable discrete systems theory it may be therefore interesting to know that within the context of Hermite–Padé approximants the Hirota equation and its linear problem appear in works of Paszkowski [75, 76] and of Della Dora and Di Crescenzo [31, 32], but without any mention of their integrability. It turns out however that only special subclass of solutions of the Hirota system can be obtained this way. The first restriction can be understood by analogy to the fact that only the discrete-time Toda semi-infinite chain equations appear in the Padé theory, while in the literature there are known also other solutions like the finite or periodic chain reductions, or infinite chain soliton solutions. More importantly, the relevant solutions of the Hirota system are subject to an additional constraint, first observed by Paszkowski [76]. This constraint in the Padé approximation case reduces to the discrete-time Toda chain equation itself. In the paper we prove integrability of the constraint in general context thus obtaining a generalization of the discrete-time Toda chain to arbitrary dimension of the lattice. It is important to notice that although the number of discrete variables can be arbitrarily large, the initial boundary value problem is typical for two-dimensional systems, i.e. it is posed on one-dimensional objects. Such ”multidimensional” integrable systems are known in the literature, for example the diagonally invariant reduction of the discrete Darboux system [41].

In [10] another equations called discrete multiple Toda lattice have been obtained by generalization to multiple orthogonal polynomials the known relation between the discrete Toda lattice and orthogonal polynomials, where the time variable shows up as a result of an appropriate variation of the measure. The bilinear form of the equations splits also there into the Hirota equations and an additional constraint, almost identical to that introduced by Paszkowski. As we will demonstrate, both systems of equations are equivalent, see Section 4 for details.

Another question raised in the paper is the geometric meaning of the Hermite–Padé approximation algorithm. The possibility of visualization of arithmetic operations often gives new insight into the problem under consideration; recall, for example, geometric description of the Euclidean algorithm and of the construction of the continued fraction approximation described by Klein [56]. The connection between integrable partial differential equations and the geometry of submanifolds [33, 71], deeply rooted in the works of XIXth century geometers [16, 28, 29], has been transferred to the discrete level [13, 19, 39, 63, 40], see also [20] for a review. The geometric approach often allows to formulate crucial properties of integrable systems in terms of incidence geometry statements and provides a meaning for various involved calculations. In the paper we give geometric meaning of the construction of solutions to the $m$-dimensional Hermite–Padé problem within the context of $(m − 1)$-dimensional projective space over the field of rational functions (contained in the field of formal power series). The answer exploits the geometric interpretation of the Hirota discrete KP system given in [34].

The structure of the paper is as follows. We conclude the Introduction Section by presenting first necessary information about the Hirota system and its integrability, and then we recall basic theory of the Hermite–Padé approximants [31]. In Section 2 we study relations between neighbouring elements of the Hermite–Padé table, i.e. the analogs of the classical Frobenius identities. Apart from the known equations we give also some new ones. Then in Section 3 we discuss geometrically the initial boundary-value problem for construction of points of the projective space over the field of rational functions which represent Hermite–Padé approximants. Working directly on the level of rational functions we propose also the corresponding counterpart of the Wynn recurrence. Finally, in Section 4 we prove integrability...
of the Paszkowski reduction of the Hirota equations. Our result presents therefore the Hermite–Padé approximants within the more general context of the integrable systems theory thus explaining appearance of various ingredients of the theory in application to multiple orthogonal polynomials, numerical algorithms, random matrices, and in all other branches of mathematical physics and applied mathematics where the Hermite–Padé approximation problem is relevant.

1.3. The Hirota equation. The standard form of Hirota’s discrete Kadomtsev–Petviashvili (KP) system of equations [52, 66] reads as follows

\[ \tau_{(i)} \tau_{(jk)} - \tau_{(jj)} \tau_{(ik)} + \tau_{(k)} \tau_{(ij)} = 0, \quad 1 \leq i < j < k; \]

here \( \tau \) is unknown function of discrete variables \( (n_1, n_2, n_3, \ldots) \), \( n_k \in \mathbb{Z} \), with values in a field; usually the real or complex numbers, but other possibilities like the finite fields were also studied in the literature [15]. In the above and in all the paper we use the short-hand notation with indices in brackets meaning shifts in discrete variables, for example

\[ \tau_{(\pm i)}(n_1, \ldots, n_i, \ldots) = \tau(n_1, \ldots, n_i \pm 1, \ldots); \]

accordingly, \( \tau_{(ij)} \) means increasing by 1 both arguments \( n_i \) and \( n_j \).

**Remark.** Initially the Hirota system was considered for \( m = 3 \) discrete variables only, which results in a single equation. An important feature of the equations is that the number of discrete variables can be greater than three and such augmentation does not lead to any restriction on the solution space, i.e. the additional variables can be considered as parameters of commuting symmetries of the original equation. Such a multidimensional consistency, which was observed also for other systems like for example the discrete Darboux equations [40, 43], has been placed as the central concept of the modern theory of discrete integrable systems in [69, 5].

**Remark.** The Hirota system has actually more involved (affine Weyl group of type \( A \)) symmetry structure [35] than that described above.

To apply techniques of the integrable systems theory to construct solutions of the Hirota system it is important to represent it as compatibility condition of a linear system, whose standard form [39] reads as follows

\[ \psi_{(i)} - \psi_{(j)} = \frac{\tau_{(ij)}}{\tau_{(i)} \tau_{(j)}} \psi, \quad 1 \leq i < j, \]

where the so called wave function \( \psi \) takes values in a vector space \( V \). Equivalently one can consider the adjoint linear problem

\[ \psi^*_{(j)} - \psi^*_{(i)} = \frac{\tau_{(ij)}}{\tau_{(i)} \tau_{(j)}} \psi^*_{(ij)}, \quad 1 \leq i < j, \]

where the adjoint wave function \( \psi^* \) takes values in the dual space \( V^* \); this point of view is important in construction of the Darboux transformations [71] of the system.

**Remark.** Notice that the Hirota system is invariant with respect to reversal of directions of all discrete variables, and upon the direction reversal the linear and adjoint problems are exchanged.

There exists [78] a duality between the linear problems and the Hirota equation itself. An easy calculation shows that the vector-valued functions

\[ \phi = \tau \psi, \quad \phi^* = \tau \psi^*, \]

satisfy the following (so called bilinear) form of the linear problem and of its adjoint, where we still keep the assumption that \( i < j \)

\[ \tau_{(j)} \phi_{(i)} - \tau_{(i)} \phi_{(j)} = \tau_{(ij)} \phi, \]

\[ \phi^*_{(j)} \tau_{(i)} - \phi^*_{(i)} \tau_{(j)} = \phi_{(ij)} \tau. \]

**Corollary 1.1.** The above duality implies that scalar components \( \phi_\ell \) (or \( \phi^*_\ell \)) of the new wave function (or of its adjoint) satisfy the Hirota system \( (1.1) \) as well.
its columns are divided into $m$ depending on the coefficients of $fZ(1.11)$ identity Padé form of degree $1.4$. Hermite–Padé approximants. The classical Hermite–Padé problem and its solution can be stated as follows $31$. Given $m$ elements $(f_1, \ldots, f_m)$ of the algebra $\mathbb{k}[x]$ of formal series in variable $x$ with coefficients in the field $\mathbb{k}$,

$$f_i(x) = \sum_{j=0}^{\infty} f_i^j x^j,$$

and given an element $n = (n_1, \ldots, n_m)$ of $\mathbb{Z}_{\geq 1}^m$, where we also write $|n| = n_1 + \cdots + n_m$, a Hermite–Padé form of degree $n$ is every system of polynomials $(Y_1, \ldots, Y_m)$ in $\mathbb{k}[x]$, not all equal to zero, with corresponding degrees $\deg Y_i \leq n_i$, $i = 1, \ldots, m$ (degree of the zero polynomial by definition equals $-1$), and such that

$$Y_1(x)f_1(x) + \cdots + Y_m(x)f_m(x) = x^{|n|+m-1}\Gamma(x)$$

for a series $\Gamma \in \mathbb{k}[[x]]$ with non-negative powers of $x$.

Define the matrix $M(n)$ of $(|n| + m - 1)$ rows and $(|n| + m)$ columns

$$M(n) = \begin{pmatrix} f_0^1 & 0 & f_0^m & 0 \\ \vdots & \ddots & \vdots \\ f_0^{|n|+m-2} & \cdots & f_0^{|n|+m-1-2} \\ f_1^1 & \cdots & f_1^m \\ \vdots & \ddots & \vdots \\ f_1^{|n|+m-2} & \cdots & f_1^{|n|+m-1-2} \end{pmatrix}$$

its columns are divided into $m$ (possibly empty) groups, the $i$th group is composed out of $n_i + 1$ columns depending on the coefficients of $f_i(x)$ only. By supplementing $M(n)$ at the bottom by the line

$$(f_1, x f_1, \ldots, x^{n_1}f_1, \ldots, f_m, x f_m, \ldots, x^{n_m}f_m)$$

and calculating the determinant of the resulting square matrix in two ways we obtain the following identity

$$Z_1(x)f_1(x) + \cdots + Z_m(x)f_m(x) = x^{|n|+m-1}\sum_{j=0}^{\infty} \Delta^{(j-1)} x^j,$$
where each $Z_k \in \mathbb{k}[x]$ is a polynomial of degree not exceeding $n_k$, $k = 1, \ldots, m$, given explicitly as the determinant
\[
(1.12) \quad Z_k(x) = \begin{vmatrix}
 f_0^1 & 0 & f_0^2 & 0 & \cdots & f_0^m & 0 \\
 f_1^1 & \ddots & f_1^2 & \ddots & \ddots & \ddots & \ddots \\
 \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
 f_0^{1+m-2} & \cdots & f_0^{1+m-n_k-2} & \cdots & f_0^{1+m-n_k-2} & \cdots & f_0^{m-1} \\
 f_0^{1+m-1} & \cdots & f_0^{1+m-n_k-1} & \cdots & f_0^{1+m-n_k-1} & \cdots & f_0^m 
\end{vmatrix}
\]
of the matrix $\mathcal{M}(n)$ supplemented at the bottom by the line
\[
(1.13) \quad X_k = (0, \ldots, 0, \ldots, 1, x, \ldots, x^{n_k}, \ldots, 0, \ldots, 0),
\]
consisting of zeros except for the $k$th block of the form $1, x, \ldots, x^{n_k}$. Moreover $\Delta^{(j)}(n)$ is the determinant of the matrix $\mathcal{M}(n)$ supplemented by the line
\[
(1.14) \quad b_{|n|+m+j} = \left( f_{|n|+m+j+1}^1, \ldots, f_{|n|+m+j+n_k}^1, \ldots, f_{|n|+m+j+1}^m, \ldots, f_{|n|+m+j+n_k}^m \right),
\]
as the last row; in particular, the coefficient at $x^{n+m-1}$ of $Z_1(x)f_1(x) + \ldots + Z_m(x)f_m(x)$ equals
\[
(1.15) \quad \Delta(n) = \Delta^{(-1)}(n) = \begin{vmatrix}
 f_0^1 & 0 & f_0^2 & 0 & \cdots & f_0^m & 0 \\
 f_1^1 & \ddots & f_1^2 & \ddots & \ddots & \ddots & \ddots \\
 \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
 f_0^{1+m-2} & \cdots & f_0^{1+m-n_k-2} & \cdots & f_0^{1+m-n_k-2} & \cdots & f_0^m \\
 f_0^{1+m-1} & \cdots & f_0^{1+m-n_k-1} & \cdots & f_0^{1+m-n_k-1} & \cdots & f_0^m 
\end{vmatrix}
\]
The above system of polynomials $(Z_1, \ldots, Z_m)$ is called the canonical Hermite–Padé form of degree $n$.

The polynomials $Z_k, k = 1, \ldots, m$, depend not only of the variable $x$, but also on the full set of discrete variables (like the determinants $\Delta(n)$) so we have $Z_k(n, x) = Z_k(n_1, \ldots, n_m, x)$. We will however often skip the variables if it does not lead to ambiguity. We denote also shifts in the discrete variables as in equation (1.2).

Because the leading term of the polynomial $Z_k$ reads
\[
(1.16) \quad Z_k(n, x) = (-1)^{(n_k+\cdots+n_m)-m-k} \Delta^{(-k)}(n)x^{n_k} + \ldots,
\]
therefore if for all $n$ the determinant $\Delta(n)$ does not vanish then the polynomials $Z_k$ are of the maximal order. Such a system of series $(f_1, \ldots, f_m)$ is called perfect [64], which we assume in the sequel.

**Remark.** In our paper we consider only the so called type I approximants of the system $(f_1, \ldots, f_m)$. For closely related type II and mixed type approximants see, for example [64]. Similar terminology applies to the corresponding types of multiple orthogonal polynomials, for details see [53] [84].

2. Linear and nonlinear equations behind the Hermite–Padé approximation problem

In this Section we study integrable equations satisfied by the polynomials $Z_k$ and the function $\Delta$. After discussing first the generic case we consider then equations in two discrete variables only, which are well known from the theory of Padé approximants. They will be needed to formulate initial-boundary value problem for the full set equations in arbitrary number of discrete variables. They will also motivate our interest in providing their counterparts in the Hermite–Padé case.

**Remark.** We will need the following determinantal identity, which within the integrable systems community known as the Jacobi identity [53] or Dodgson condensation rule, but within the Padé approximation community known as the Sylvester identity [12], who generalized works of Jacobi.

Let $A$ be a square matrix, chose two rows with indices $i_1 < i_2$ and two columns with indices $j_1 < j_2$. Let $A^{i_1,j_1,j_2}$ denote the matrix with row $i$ and column $j$ deleted. Also let $A^{i_1,j_1,j_2}$ denote the matrix $A$ with
rows $i_1, i_2$ and columns $j_1, j_2$ deleted, then
\[ \det A \det A^{i_1i_2j_1j_2} = \det A^{i_1j_1} \det A^{i_2j_2} = \det A^{i_2j_1} \det A^{i_1j_2}. \]

2.1. Equations in all discrete variables. Application of the Sylvester identity to the determinant $Z_{(i,j), \ell}$, $\ell=1, \ldots, m$, with two bottom rows and the last columns of the $i$th and $j$th blocks gives \[^{32}\]
\[ Z_{(i,j), \ell} \Delta = Z_{(j), \ell} \Delta_{(i)} - Z_{(i), \ell} \Delta_{(j)}, \quad i < j, \quad \ell = 1, \ldots, m. \]  

By comparing the above system with the symmetric form of the adjoint linear problem \[^{17}\] we identify $\Delta$ with the $\tau$-function and the vector $(Z_1, \ldots, Z_m)$ as the adjoint wave function $\phi^*$. By eliminating either $Z_\ell$ or $\Delta$ from equations \[^{27}\] for three pairs of indices $i < j$, $i < k$ and $j < k$, exactly like in the proof of Corollary \[^{12}\] we obtain the well known equations.

**Proposition 2.1.** The basic determinant $\Delta$ and the canonical Hermite–Padé forms $Z_\ell$ satisfy the standard bilinear Hirota equations
\[
\begin{align*}
\Delta_{(ij)}\Delta_{(k)} - \Delta_{(j)}\Delta_{(ik)} + \Delta_{(ik)}\Delta_{(jk)} &= 0, & 1 \leq i < j < k \leq m, \\
Z_{(i,j), \ell}Z_{(j), \ell} - Z_{(i,k), \ell}Z_{(k), \ell} + Z_{(i,k), \ell}Z_{(i,j), \ell} &= 0, & \ell = 1, \ldots, m. 
\end{align*}
\]

**Remark.** To make the paper self-contained we sketch yet another proof of the Proposition using determinant identities. Let us consider the determinant of the matrix $M_{(i,j,k)}(n)$,

Remark. Equation (2.1) can be also obtained by using the uniqueness (up to a scalar factor) of the solution of the Hermite–Padé approximation problem \[^{76}\]. Such a reasoning is typical for analytic techniques of the soliton theory such as the finite-gap integration technique \[^{55}\] or the non-local $\delta$ dressing method \[^{1}^{22}\] and its descendants (like the Riemann–Hilbert or the inverse spectral transform...
(2.1) and (2.9) suggests that an equation analogous to (2.10) should be satisfied also by
derived later in [12] by using determinantal identities. The ∆ ↔ (2.10) ∆
the corresponding analog of the Frobenius identity (2.8)
Hermite–Padé table. Instead of filling the table level by level one can reach the element by moving along
Remark. The above identity (and its extensions [76]) can be used to obtain a particular element of the
Below we demonstrate validity of the equation by using determinantal identities.

2.2. Equations on the initial planes. To formulate the initial boundary value problem we fix two
indices i < j, and in this Section we consider the special case when n_k = −1 for all indices k ̸= i, j.
For such initial planes the matrix $\mathcal{M}(-1, \ldots, n_i, \ldots, n_j, \ldots, -1)$ consists of two blocks only — those
indexed by i and j. Correspondingly, by equation (1.12) we have $Z_\ell(-1, \ldots, n_i, \ldots, n_j, \ldots, -1, x) \equiv 0$
for $\ell ̸= i, j$. Without loss of generality one could fix $\ell = 1$ and $j = 2$, therefore we are left with the Padé
problem for the quotient of two power series in the formalism of bigradients [35].

Application of the Sylvester identity for the two bottom rows and the first column of the block i and
the last column of the block j of the determinants $Z_{i(ij)}$ and $Z_{j(ij)}$ (as other polynomials vanish there)
gives on the initial planes
\begin{equation}
Z_\ell(ij) \Delta(-_j) = xZ_\ell\Delta(ij) - Z_\ell(i)\Delta, \quad \ell = 1, \ldots, m.
\end{equation}
Doing the same but for last column of the block i and the first column of the block j we obtain
\begin{equation}
Z_\ell(ij) \Delta(-_i) = -xZ_\ell\Delta(jj) + Z_\ell(j)\Delta, \quad \ell = 1, \ldots, m.
\end{equation}
Equations (2.4), (2.5) and (2.1) are part of the well known Frobenius identities for the Padé problem.
The remaining ones, for example
\begin{align}
Z_\ell^2 &= Z_\ell(ij)Z_\ell(-_i) + Z_\ell(jj)Z_\ell(-_j), \\
xZ_\ell\Delta &= Z_\ell(ij)\Delta(-_i) + Z_\ell(jj)\Delta(-_j), \\
\Delta^2 &= \Delta(i)\Delta(-_i) + \Delta(j)\Delta(-_j),
\end{align}
can be obtained from them.

Remark. Equation (2.8) within the theory of integrable systems was derived in [51] as the discrete-time
form of the Toda chain equations [83]. The Padé problem provides only special solutions of the equation.
Such solutions are supported in the first quadrant of the two dimensional integer lattice. In theory of
integrable systems also other types of solutions are known, for example the finite chain, periodic or
quasi-periodic solutions, the multisoliton solutions.

The above formulae imply also the “missing identity of Frobenius” by Wynn [85] for the ratio $R(x) = Z_i(x)/Z_j(x) \in \mathbb{k}(x)$ in the field of rational functions over k. We will discuss the identity in Section 3.2

together with its geometric interpretation [42].

2.3. The Paszkowski constraint. In [76] it was shown by Paszkowski, using analyticity and uniqueness
properties of the solution of the Hermite–Padé problem, that the canonical Hermite–Padé form satisfies
the following equation
\begin{equation}
xZ_\ell\Delta = Z_\ell(1)\Delta(-_1) + \cdots + Z_\ell(m)\Delta(-_m), \quad \ell = 1, \ldots, m,
\end{equation}
the corresponding generalization of the Frobenius identity (2.7). In Section 4 we will consider the
admissibility of the above Paszkowski condition in the wider context of integrable reductions of the
Hirota system and its linear problem.

Remark. Below we demonstrate validity of the equation by using determinantal identities.

Remark. The above identity (and its extensions [76]) can be used to obtain a particular element of the
Hermite–Padé table. Instead of filling the table level by level one can reach the element by moving along
a specific path, which speeds up the calculation.

From the leading term of the main approximation condition (1.11) in equation (2.9) one can find [75],
the corresponding analog of the Frobenius identity (2.8)
\begin{equation}
\Delta^2 = \Delta(1)\Delta(-_1) + \cdots + \Delta(m)\Delta(-_m),
\end{equation}
derived later in [12] by using determinantal identities. The $\Delta \leftrightarrow Z_\ell$ symmetry of the linear problems
(2.1) and (2.9) suggests that an equation analogous to (2.10) should be satisfied also by $Z_\ell$. 
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Proposition 2.2. The components $Z_\ell$ of the canonical Hermite–Padé form satisfy the quadratic equation
\begin{equation}
Z_\ell^2 = Z_{\ell(1)}Z_{\ell(-1)} + \cdots + Z_{\ell(m)}Z_{\ell(-m)}, \quad \ell = 1, \ldots, m,
\end{equation}
which is the analog of the Frobenius identity (2.6).

Proof. We follow the idea of [12] applied there in derivation of equation (2.10). We will use notation introduced in Section 1.4, where
\begin{equation}
Z_\ell = \left| \begin{array}{c} X_\ell \\ b_N \end{array} \right|, \quad \Delta = \left| \begin{array}{c} M \\ b_N \end{array} \right|, \quad N = |n| + m - 1.
\end{equation}
As a warming-up let us first derive in this way equation (2.9), as promised. Consider the determinant
\[ D_\ell = \begin{vmatrix} M & 0_{N+1} \\ b_N & x X_\ell \\ 0_{N+1} & M \end{vmatrix} = (-1)^N x \Delta Z_\ell, \]
where $0_{N+1}$ is a row vector with $N+1$ zeros and $0_{N+1}$ is $N \times (N+1)$ array of zeros. The equality follows by first using elementary row operations to convert the upper right block to a block of zeros, then moving $(N+2)$-th row to the bottom, and finally by applying the generalized Laplace expansion with respect to the first $(N+1)$ columns.

By elementary column operations we can create zeros in all of the top $(N+2)$ entries in every one of the columns in the right half of $D_\ell$ except for the last ones in each of $m$ blocks. In the generalized Laplace expansion with respect to first $N+2$ rows the non-vanishing terms arise from determinants formed by the rows and the first $N+1$ columns supplemented by the last ones in each of the blocks. After transpositions, which produce the correct sign, such a determinant formed from $k$-th block gives the polynomial $Z_\ell(k)$, while the corresponding multiplier being the determinant of order $N$ gives $\Delta(-k)$, what results in
\[ D_\ell = (-1)^N (Z_{\ell(1)}\Delta(-1) + \cdots + Z_{\ell(m)}\Delta(-m)). \]
Let us proceed to the proof of the main identity (2.11). Denote by $M'$ the matrix $M$ with the last row $b_{N-1}$ removed, and consider the following determinant
\begin{equation}
(-1)^{N-1}Z_\ell^2 = \begin{vmatrix} M & 0_{N+1} \\ b_N & x X_\ell \\ 0_N & M' \end{vmatrix} = (-1)^{N-1} (Z_{\ell(1)}Z_{\ell(-1)} + \cdots + Z_{\ell(m)}Z_{\ell(-m)}).
\end{equation}
The left equality follows again from converting the upper right block to a block of zeros, but then moving $(N+2)$-th row to the penultimate one. To get the right equality we apply the column operations as before, but first we exchange the rows $(N+1)$ and $(N+2)$.

Remark. To complete presentation of the analogs of the basic Frobenius identities we add to the list equations
\begin{equation}
x Z_\ell \Delta_{(i)} = Z_{\ell(i)} \Delta + \sum_{j=1}^m \text{sgn}(j-i) Z_{\ell(jj)} \Delta_{(-j)}, \quad i, \ell = 1, \ldots, m,
\end{equation}
which generalize the Frobenius identities (2.4)-(2.5). The Reader can check that the additional linear problems (2.14) can be also obtained using the analytic properties of the polynomials $Z_\ell$ and assumption about the uniqueness of the solution. We will also derive the equations in more general context in Section 4.
3. Geometry of the Hermite–Padé approximation

3.1. The collinearity condition and the local geometric construction. According to the geometric meaning [34] of the Hirota system let us interpret the canonical Hermite–Padé form of degree \( n \) as homogeneous coordinates

\[
P(n, x) = [Z_1(n, x) : \ldots : Z_m(n, x)]
\]

of the point \( P(n, x) \) in \((m - 1)\) dimensional projective space over the field of rational functions \( k(x) \).

Remark. Actually, in the context of Hermite–Padé approximation it also makes sense to consider the field of Laurent series \( \sum_{i \geq i_0} a_i x^i \) with indices of the coefficients bounded from below, which contains \( k(x) \) as a proper subfield.

Equations (2.1) of the linear system mean that the point \( P(n, x) \) and its \( m \) backward neighbours \( P_{(-i)}(n, x) = P(n_1, \ldots, n_i - 1, \ldots, n_m, x), i = 1, \ldots, m, \) are collinear; let us denote the line by \( L(n, x) \).

The local construction step is based on the observation that the collinearity constraints imply that any five out of the six points \( P_i, P_j, P_k, P_{ij}, P_{ik}, P_{jk} \) determine the sixth one. The points and four corresponding lines \( L_{ij}, L_{ik}, L_{jk}, L_{ijk} \) form the so called Veblen configuration (here as usual all the three indices \( i, j, k \) are distinct), see Figure 1.

![Figure 1. Local geometric basic construction step of the projective solution to the Hermite–Padé problem](image)

Notice that the construction involves three dimensions of the discrete parameters. For \( m > 3 \) there is not unique way to construct the points but due to the multidimensional consistency of the Hirota system all the ways give the same result [34]. Geometrically, the consistency is equivalent to the Desargues theorem of projective geometry and its multidimensional generalizations [35].

3.2. The generalized Wynn recurrence. The homogeneous coordinates of a point in projective space are not given uniquely. We can uniquely represent the points \( P(n) \) of the projective \((m - 1)\) dimensional space in terms of non-homogeneous coordinates \( (R_1(n, x), \ldots, R_{m-1}(n, x)) \), where \( R_i(n, x) = Z_{i+1}(n, x)/Z_1(n, x) \in k(x), i = 1, \ldots, m - 1, \) are rational functions. Recall that a fixed system of non-homogeneous coordinates in projective space does not cover the whole space. The corresponding hyperplane at infinity, where the above non-homogeneous coordinate system cannot be used, is given by \( Z_1 = 0 \). In such a case one can change the system to another one by using other non-zero polynomial \( Z_j, j \neq 1, \) as the denominator.

In [34] it was shown (for arbitrary field, including the non-commutative case as well) that the resulting non-homogeneous coordinates satisfy the discrete Schwarzian Kadomtsev–Petviashvili (dSKP) equation; see also [20, 21]. To make the paper self-contained let us recall the result and its proof (given here in turn for the adjoint linear problem). We will give also another geometric interpretation of the equation in terms of the so called quadrangular set of points [35] which is valid for arbitrary field; see also [57] for the complex field interpretation in the context of the Menelaus theorem and of the Clifford configuration of circles in inversive geometry.
Proof. Equation (2.1) implies that the ratio
\[ \frac{(R_{ij} - R_{(ij)})(R_{(jk)} - R_{(k)})}{(R_{(ij)} - R_{(i)})(R_{(jk)} - R_{(j)})} \] satisfies the dSKP equation

\[ (3.2) \quad \frac{(R_{ij} - R_{(ij)})(R_{(jk)} - R_{(k)})}{(R_{(ij)} - R_{(i)})(R_{(jk)} - R_{(j)})} = 1. \]

Proposition 3.1. Given two non-trivial scalar solutions \( Z \) and \( \tilde{Z} \) of the linear system (2.1) then for any triple \( i < j < k \) of indices the rational function \( R = Z/\tilde{Z} \in \mathbb{k}(x) \) satisfies the dSKP equation

\[ (3.3) \quad \frac{\tilde{Z}_{(i)}\Delta_{(i)}(R_{ij} - R_{(i)})}{\tilde{Z}_{ij}\Delta_{ij}(R_{ij} - R_{(ij)})} = 1, \quad i < j, \]

which when multiplied by its versions for pairs \( j < k \) and \( i < k \)

\[ (3.4) \quad \tilde{Z}_{(k)}\Delta_{(k)}(R_{jk} - R_{(k)}) \equiv \tilde{Z}_{(j)}\Delta_{(j)}(R_{jk} - R_{(j)}), \quad j < k, \]

\[ (3.5) \quad \tilde{Z}_{(i)}\Delta_{(i)}(R_{ik} - R_{(i)}) \equiv \tilde{Z}_{(k)}\Delta_{(k)}(R_{ik} - R_{(k)}), \quad i < k, \]
gives the dSKP equations.

Remark. Equation (3.2) can be solved for any of six constituent functions, in particular

\[ (3.6) \quad R_{(jk)} = \frac{R_{(k)}(R_{ij} - R_{(ij)})(R_{ik} - R_{(i)})(R_{(ij)} - R_{(i)})(R_{ik} - R_{(i)})(R_{ik} - R_{(k)})}{(R_{(ij)} - R_{(i)})(R_{(jk)} - R_{(j)}) - (R_{(ij)} - R_{(i)})(R_{(ik)} - R_{(k)})}. \]

In [88] it was shown that the above equation can be interpreted as a relation between six points of the projective line (here over the field \( \mathbb{k}(x) \) of rational functions) and is equivalent to the following construction of \( R_{(jk)} \) once the points \( R_{(i)}, R_{(j)}, R_{(k)}, R_{(ij)} \) and \( R_{(ij)} \) are given (see Figure 2):

- select any point \( A \) outside the base line,
- on the line \( \langle A, R_{(ij)} \rangle \) select any point \( B \) different from \( A \) and \( R_{(ij)} \),
- define point \( C \) as the intersection of lines \( \langle A, R_{(i)} \rangle \) and \( \langle B, R_{(k)} \rangle \),
- define point \( D \) as the intersection of lines \( \langle C, R_{(i)} \rangle \) and \( \langle A, R_{(ij)} \rangle \),
- point \( R_{(jk)} \) is the intersection of the line \( \langle B, D \rangle \) with the base line.

Equation (3.2) can be called the generalized Wynn recurrence, see equation (3.9) for the standard Wynn identity. Such an interpretation will be important in discussion of the geometric initial boundary value problem. Recall from Section 2.2 that on the initial plane indexed by the pair \( i < j \) all other discrete parameters \( n_k = -1, k \neq i, j \). The rational function

\[ (3.7) \quad R(n_i, n_j, x) = \frac{Z_i(-1, \ldots, n_i, \ldots, n_j, \ldots, -1, x)}{Z_j(-1, \ldots, n_i, \ldots, n_j, \ldots, -1, x)} \]
is a solution of the classical Padé problem for the series \( f(x) = -f_i(x)/f_j(x) \)

\[ (3.8) \quad R(n_i, n_j, x) = f(x) + O(x^{n_i + n_j + 1}). \]

Notice that under such identification \( n_i \) is the degree of the denominator while \( n_j \) is the degree of the numerator. It is well known [12] that such a rational function satisfies the Wynn identity [85]

\[ (3.9) \quad (R_{ij} - R)^{-1} + (R_{(i)} - R)^{-1} = (R_{(ij)} - R)^{-1} + (R_{(i)} - R)^{-1}, \]

with the boundary data \( R(n_i, -1, x) \equiv 0, R(-1, n_j, x) \equiv \infty \) for \( n_i, n_j \geq 0 \), and \( R(0, n_j) = [f]_{n_j} \) is the polynomial approximation of \( f \) up to order \( n_j \).
Interpreted as a relation between five points of the projective (base) line over the field of rational functions the recurrence gives the following construction \[32\] of \( R_{(j)} \) once the points \( R_{(-i)}, R_{(-j)}, R \) and \( R_{(i)} \) are given (see Figure 3):

\[\text{Figure 3. Geometric meaning of the Wynn recurrence}\]

- select any point \( A \) outside the base line,
- on the line \( \langle A, R \rangle \) select any point \( B \) different from \( A \) and \( R \),
- define point \( C \) as the intersection of lines \( \langle A, R_{(-i)} \rangle \) and \( \langle B, R_{(-j)} \rangle \),
- define point \( D \) as the intersection of lines \( \langle C, R \rangle \) and \( \langle A, R_{(i)} \rangle \),
- point \( R_{(c)} \) is the intersection of the line \( \langle B, D \rangle \) with the base line.

**Remark.** Formally, the standard Wynn recurrence \[3.9\] can be obtained \[32\] from equation \[3.2\] in three discrete variables \( n_i, n_j \) and \( n_k \) by symmetry reduction \( R_{(i)} = R_{(k)} \) (and reindexing the variables); compare Figures 2 and 3. The same formal procedure holds \[14\] also for reduction from the Hirota equation \[2.8\] to the discrete-time Toda chain equation \[2.8\].

### 3.3. The incidence geometric construction from the initial data.

Notice that when \( n_j = -1 \) then formula \[1.12\] implies that the corresponding homogeneous coordinate \( Z_j \) equals to zero. Therefore for fixed index \( i \), and \( n_j = -1 \) for \( j \neq i \), then for all \( n_i \geq 0 \) we have that \( P(-1, \ldots, n_i, \ldots, -1) \) is the same point, which we denote by \( P_i \). Similarly, for \( i \neq j \) all points \( P(-1, \ldots, n_i, \ldots, n_j, \ldots, -1) \), with \( n_i, n_j \geq 0 \) and \( n_k = -1 \) for \( k \neq i, j \) belong to the line \( L_{ij} = \langle P_i, P_j \rangle \). We say that the points \( P(n) \), with \(|n| + m - 1 = N\) form \( N \)th level of the construction. Notice that knowledge of level \( N \) points implies knowledge of lines \( L(n) \) with \(|n| + m = N\).

As the initial data let us take points

\[3.10\]

\[P(n_1, 0, -1, \ldots, -1) \in L_{12}, \ldots, P(n_1, -1, \ldots, -1, 0) \in L_{1m}, \quad n_1 \geq 0.\]

The points \( P(n_1, -1, \ldots, n_j, \ldots, -1) \in L_{1j} \) also belong the same lines, and can be obtained by the Wynn recurrence using equation \[3.9\] or the geometric construction visualized on Figure 3. The points with three discrete variables non-negative can be obtained subsequently by the Veblen configuration construction using equation \[3.2\] and Figure 1.

Let us present details of the construction in the basic case \( m = 3 \). We start with three points \( P_1 = [1 : 0 : 0], P_2 = [0 : 1 : 0], P_3 = [0 : 0 : 1] \) and the corresponding three lines \( L_{12} = \langle P_1, P_2 \rangle, L_{13} = \langle P_1, P_3 \rangle \) and \( L_{23} = \langle P_2, P_3 \rangle \). We visualize the mechanism on example of the first three levels, see the corresponding diagrams in Figure 3, each level is divided into rows depending on the value of the first variable. Then we present the induction step into the level \( N + 1 \).

**Level 1:**
Read: \( P(0, 0, -1) \in L_{12}, P(0, -1, 0) \in L_{13}; \)
\( L(0, 0, 0) = \langle P(0, 0, -1), P(0, -1, 0) \rangle, \)

Row 1:
\( P(-1, 0, 0) = L(0, 0, 0) \cap L_{23}. \)

**Level 2:**
Read: \( P(1, 0, -1) \in L_{12}, P(1, -1, 0) \in L_{13}; \)
\( L(1, 0, 0) = \langle P(1, 0, -1), P(1, -1, 0) \rangle, \)
At the next step select point $B$ recurrence (see Figure 3), it is convenient to select for the construction as point $A$.

**Remark.** In order to find the point $P(n_1, n_2 + 1, -1)$ using the geometric construction behind the Wynn recurrence (see Figure 4), it is convenient to select for the construction as point $A = P(n_1, n_2 - 1, 0)$. At the next step select point $B = P(n_1 - 1, n_2, 0)$ on the line $L(n_1, n_2, 0) = \langle P(n_1, n_2, -1), A \rangle$. Such a choice gives point $C = P(n_1 - 1, n_2 - 1, 0)$. The corresponding point $D = D(n_1, n_2 + 1, -1)$ cannot be
The compatibility condition of the linear equations

\[ \text{Theorem 4.2.} \]

...meaning depends on the class of solutions we are interested in. In the context of integrable systems the parameter \( \phi \) supplemented by the (eigenvalue) equation \( \tau \) (4.6) 

...and of the non-autonomous generalization of equation (1.10) \( \tau \)(4.7) \( \tau_1(1) + \cdots + \tau_m(-m) = F(|n|)\tau^2 \), where \( F \) is a function of the single variable \( |n| = n_1 + \cdots + n_m \).

4. INTEGRABILITY OF THE HIROTA EQUATIONS WITH THE PASZKOWSKI CONSTRAINT

...nonlinear integrable equations are obtained as compatibility conditions of the corresponding system of linear equations. Moreover, admissible reductions of a given nonlinear integrable equation should arise from additional constraints imposed on the level of the linear system. Motivated by equations satisfied by the Hermite–Padé approximants we expect that the \( \phi^* - \tau \) form of the Paszkowski constraint (2.9) combined with the linear system (1.7) satisfied by \( \phi^* \) should result in additional, apart from the Hirota system (1.1), nonlinear difference equation of the form (2.10) satisfied by the \( \tau \)-function. Moreover, by Proposition 2.2 we may foresee in such a case an additional equation satisfied by components \( \phi_i^* \) of the wave function.

Let us start from the basic (adjoint) linear system (1.7) together with its compatibility condition (1.1). The following Lemma, can be verified by direct calculation.

**Lemma 4.1.** Define functions

\begin{align}
C &= \tau^2 - \tau_{(1)}\tau_{(-1)} - \cdots - \tau_{(m)}\tau_{(-m)}, \\
D_\ell &= x\phi^{*\ell}\tau - \phi^{*\ell}_{(1)}\tau_{(-1)} - \cdots - \phi^{*\ell}_{(m)}\tau_{(-m)}, \quad \ell = 1, \ldots, m, \\
E_\ell &= \phi^{*\ell}_x - \phi^{*\ell}_{(1)}\phi^{*\ell}_{(-1)} - \cdots - \phi^{*\ell}_{(m)}\phi^{*\ell}_{(-m)},
\end{align}

then under assumption of the linear problem (1.7) only

\[ \tau^2 E_{\ell(i)} - \tau\phi^{*\ell}_{(i)}D_{\ell(i)} - \phi^{*\ell}_{(i)}C - \tau_{(i)}\phi^{*\ell}_{(i)}D_{\ell}. \]

**Remark.** In checking the Lemma it is useful to derive first the following simpler identity

\[ \phi^{*\ell}_{(i)}C - \tau_{(i)}D_{\ell} \leftrightarrow \tau \left( -x\phi^{*\ell}_{(i)}\tau + \phi^{*\ell}_{(i)}\tau + \sum_{j=1}^{m} \text{sgn}(j - i)\phi^{*\ell}_{(i)}\tau_{(-j)} \right). \]

**Remark.** In the context of integrable systems the parameter \( x \) is called the spectral parameter. Its precise meaning depends on the class of solutions we are interested in.

**Theorem 4.2.** The compatibility condition of the linear equations (1.7) in \( m \geq 3 \) discrete variables \( \phi^{*\ell}_{(i)}\tau - \phi^{*\ell}_{(i)}\tau = \phi^{*\ell}_{(i)}\tau \), supplemented by the (eigenvalue) equation

\[ \phi^{*\ell}_{(1)}\tau_{(-1)} + \cdots + \phi^{*\ell}_{(m)}\tau_{(-m)} = x\phi^{*\ell}\tau, \]

is the system composed of the Hirota equations (1.1) 

\[ \tau_{(i)}\tau_{(j)k} - \tau_{(j)k}\tau_{(ik)} + \tau_{(k)}\tau_{(ij)} = 0, \quad 1 \leq i < j < k \leq m \]

and of the non-autonomous generalization of equation (2.10)

\[ \tau_{(1)}\tau_{(-1)} + \cdots + \tau_{(m)}\tau_{(-m)} = F(|n|)\tau^2, \]

where \( F \) is a function of the single variable \( |n| = n_1 + \cdots + n_m \).
Proof. In deriving the compatibility condition for equations (1.7) and (4.6) one can start from initial data \( \phi^*_{(i)}, i = 1, \ldots, m \), and using the equations arrive to \( \phi^*_{(i)}, i = 1, \ldots, m \). Then one can check if \( \phi^* \) calculated from equation (4.6) coincides with that calculated using (1.7). Notice that the Hirota equations (1.1) follow from the compatibility of the linear system (1.7) only.

Assuming \( D_t = 0 \) in equations (4.5) we get

\[
(4.8) \quad x \tau \tau_{(i)} \phi^* = \phi^*_{(i)} S + \tau \sum_{k=1}^{m} \text{sgn}(k-i) \phi^*_{(ik)} \tau(-k),
\]

where

\[
(4.9) \quad S = \tau(1) \tau(-1) + \cdots + \tau(m) \tau(-m).
\]

Shifting equation (4.8) backward in the distinguished direction \( i \), and using the linear problem (1.7), we are in principle in a position of finding all \( \phi^*_{(i)}, i = 1, \ldots, m \) in terms of the initial data and then checking the compatibility.

Let us consider index \( j > i \), shift backward equation (4.8) in \( j \)th direction and multiply it by \( \tau_{(i-j)/\tau(-(j)} \). Then subtract the result from equation (4.8) shifted back in \( i \)th direction and multiplied by \( \tau_{(-j)/\tau(-i)} \). This gives equations

\[
x \tau(\tau_{(-j)} \phi^*_{(-i)} - \tau_{(-i)} \phi^*_{(-j)}) = \tau_{(-i)} \tau_{(-j)} \phi^* \left( \frac{S}{\tau^2}(-i) - \frac{S}{\tau^2}(-j) \right) + \sum_{k<i,j} \phi^*_{(k)} \left( \tau_{(-j)} \tau_{(-i-k)} - \tau_{(-i)} \tau_{(-j-k)} \right) + \phi^*_{(i)} \tau_{(-i-j)} + \sum_{i<k<j} \phi^*_{(k)} \left( \tau_{(-j)} \tau_{(-i-k)} + \tau_{(-i)} \tau_{(-j-k)} \right) + \phi^*_{(j)} \tau_{(-i-j)} + \sum_{i<j<k} \phi^*_{(k)} \left( \tau_{(-j)} \tau_{(-i-k)} - \tau_{(-i)} \tau_{(-j-k)} \right),
\]

which because of the linear problem (1.7) and the Hirota system (1.1) reduce to

\[
x \tau \tau_{(-i-j)} \phi^* = \tau_{(-i)} \tau_{(-j)} \phi^* \left( \frac{S}{\tau^2}(-i) - \frac{S}{\tau^2}(-j) \right) + \tau_{(-i-j)} \sum_{k=1}^{m} \tau_{(-k)} \phi^*_{(k)}.
\]

Finally, equation (4.8) implies that the compatibility condition takes the following simple form

\[
\left( \frac{S}{\tau^2} \right)(-i) = \left( \frac{S}{\tau^2} \right)(-j), \quad i, j = 1, \ldots, m,
\]

i.e. \( S/\tau^2 \) is a function depending on the sum \( |n| = n_1 + \cdots + n_m \) of all variables. \( \square \)

**Corollary 4.3.** Generically, when the function \( F \), given in equation (1.7), does not vanish, then the gauge function \( G \) defined by

\[
(4.10) \quad G(k) = \prod_{i=1}^{k} F(k-i),
\]

can be used to define the rescaled \( \tau \)-function \( \tilde{\tau} \)

\[
(4.11) \quad \tilde{\tau}(n) = \frac{\tau(n)}{G(|n|)},
\]

which satisfies the Hirota system (1.1) with the original form of equation (2.10)

\[
\tilde{\tau}(1) \tilde{\tau}(-1) + \cdots + \tilde{\tau}(m) \tilde{\tau}(-m) = \tilde{\tau}^2.
\]

**Corollary 4.4.** By Corollary 4.1 and Lemma 4.1 the components \( \phi^*_{(l)} \) of the adjoint wave function satisfy equations

\[
(4.12) \quad \phi^*_{(i)(j)} \phi^*_{(jk)} - \phi^*_{(i)(jk)} \phi^*_{(j)} = 0, \quad 1 \leq i < j < k \leq m
\]

\[
(4.13) \quad \phi^*_{(l)} \phi^*_{(l-1)} + \cdots + \phi^*_{(m)} = F(|n| - 1) \phi^*_{l}.
\]
Remark. In [10] the following system (equations (3.32) and (3.33) of that paper) consisting of the Hirota(–Miwa) equations
\begin{equation}
\tau_{n+\epsilon_i+\epsilon_j}^{t+1} - \tau_{n+\epsilon_i}^{t+1} - \tau_{n+\epsilon_j}^{t+1} + \tau_{n+\epsilon_i+\epsilon_j}^{t+1} \tau_{n+\epsilon_i+\epsilon_j}^{t+1} = 0, \quad i \neq j,
\end{equation}
supplemented by the constraint
\begin{equation}
\tau_{t}^{t+1} \tau_{t}^{t-1} = (\tau_{t}^{t})^2 + \sum_{k=1}^{r} \tau_{t}^{t} \tau_{t+1}^{t+1} \tau_{t+1}^{t+1}.
\end{equation}
is obtained within the context of multiple orthogonal polynomials; here \(\vec{n} = (n_1, \ldots, n_r)\) and \(\vec{e}_i, i = 1, \ldots, r\), is the \(i\)th vector of the standard basis. The above equations constitute bilinear form for the so-called discrete multiple Toda lattice, obtained by generalization of the orthogonal polynomial approach to the discrete Toda lattice. Under identification (abusing slightly the notation)
\begin{equation}
\tau_{n}^{t} = i^{n_1^2 + \cdots + n_r^2} \tau(n_1, \ldots, n_r, n_{r+1}),
\end{equation}
where
\begin{equation}
n_{r+1} = -(t + n_1 + \cdots + n_r), \quad m = r + 1,
\end{equation}
one obtains equations the Hirota system supplemented by the Paszkowski constraint studied in the present paper.

The discrete linear system (the Lax set) considered in [10] is obtained from the Christoffel and Geronimus transformations of multiple orthogonal polynomials, which give the discrete-time evolution. Both equations (4.14) and (4.15) involve variation of the time variable, which seems to be essential in the integrability construction presented there.

5. Conclusion

Although the Hermite–Padé approximants had been introduced by Hermite in his proof of transcendency of the Euler constant \(e\) they have found applications not only in number theory, but also in the theory of multiple orthogonal polynomials, random matrices or numerical analysis. Our result, which incorporates the theory of Hermite–Padé approximants into the theory of integrable systems explains the appearance of various ingredients of the integrable systems theory in all the branches of mathematical physics and applied mathematics where the Hermite–Padé approximation problem is relevant.

It is interesting therefore to notice that Hirota’s discrete KP equation, which is considered as the most important discrete integrable equation, appeared almost at the same time in the theory of integrable systems (for \(m = 3\) and in the theory of Hermite–Padé approximants (for arbitrary \(m \geq 3\)). It turns out that in the application to the Hermite–Padé approximants the Hirota system should be supplemented by the Paszkowski constraint, which provides an integrable reduction of the system. We have not found any mention of his papers in research articles devoted to relation of the Hermite–Padé approximants, orthogonal polynomials or random matrices to integrability.

One can think about application of techniques from the integrability theory (finite gap integration, non-commutative generalizations, etc.) to study corresponding versions of the Hermite–Padé approximants. On the other hand in the numerical analysis there are known other nonlinear methods [27] which generalize the approximants and deserve a closer look from the point of view of integrable systems.
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