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Deep convolutional neural networks have been demonstrated to be effective for single-image super-resolution in recent years. On the one hand, residual connections and dense connections have been used widely to ease forward information and backward gradient flows to boost performance. However, current methods use residual connections and dense connections separately in most network layers in a sub-optimal way. On the other hand, although various networks and methods have been designed to improve computation efficiency, save parameters, or utilize training data of multiple scale factors for each other to boost performance, they either do super-resolution in high-resolution space to have a high computation cost or cannot share parameters between models of different scale factors to save parameters and inference time. To tackle these challenges, we propose an efficient single-image super-resolution network using dual path connections with multiple scale learning (EMSRDPN). By introducing dual path connections inspired by Dual path Networks into EMSRDPN, it uses residual connections and dense connections in an integrated way in most network layers. Dual path connections have the benefits of both reusing common features of residual connections and exploring new features of dense connections to learn a good representation for single-image super-resolution. To utilize the feature correlation of multiple scale factors, EMSRDPN shares all network units in low-resolution space between different scale factors to learn shared features and only uses a separate reconstruction unit for each scale factor, which can utilize training data of multiple scale factors to help each other to boost performance, meanwhile, which can save parameters and support shared inference for multiple scale factors to improve efficiency. Experiments show EMSRDPN achieves better performance and comparable or even better parameter and inference efficiency over state-of-the-art methods. Code will be available at https://github.com/yangbincheng/EMSRDPN.
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1 INTRODUCTION

Single-image super-resolution (SISR) [13] is the task of recovering one high-resolution (HR) image from one low-resolution (LR) image. It has tremendous applications such as medical imaging [43], satellite imaging [32], surveillance [64] and object recognition [41], which require a lot of image details to help post-processing. It is an ill-posed problem that has no unique solution, because the LR image can be produced from many different HR images. Due to lacking of the prior knowledge of the HR image, it is difficult to recover the HR image from one single LR image.

Many methods have been proposed to tackle this difficult problem, which can be classed into three categories: interpolation-based methods [2, 30, 59], model-based methods [11, 57], and example-based learning methods [5, 9, 12, 15, 44, 54, 62]. Because of the ineffectiveness of interpolation methods for large scale factors and the computation complexity of optimization processes in the prior dependent model-based methods, example-based learning methods have attracted huge attention to learn a direct mapping from LR image to HR image these years. Especially deep CNN-based methods have been demonstrated to be able to learn the mapping from LR image to HR image effectively.

Since the pioneer work of Dong et al. [9] first uses a CNN (SRCNN) to solve the SISR problem, a lot of deep networks have been proposed to tackle this problem. On the one hand, residual and dense connections are used widely to ease the forward information and backward gradient flows of current deep CNN-based methods, which have shown great progress in the reconstruction quality of SISR task. VDSR [23], DRCN [24], RED [36], DRRN [45], LapSRN [26], SRGAN/SRResNet [28], EDSR/MSDR [34], RCAN [60], and SAN [7] use residual connections global-wise, block-wise, or layer-wise, SRDenseNet [49], MemNet [46], and RDN [62] also use dense connections between layers in one block or between different blocks in a network. Although the success of residual and dense connections in SISR networks, they mostly utilize the residual and dense connections separately in most network layers, in this manner, which leverage residual and dense connections in a sub-optimal way. On the other hand, how to improve computation efficiency, save parameters, or use training data of multiple scale factors for each other to boost performance is also well studied. Some networks, such as VDSR [23], DRCN [24], DRRN [45], and MemNet [46], use interpolated LR image as input while sharing all the parameters between different scale factors to leverage training data of multiple scale factors for each other, but they cannot do super resolution of multiple scale factors in one pass because of different interpolated inputs for different scale factors and have high computation and memory cost, because they do super resolution in interpolated HR space. Other networks such as EDSR [34], RDN [62], and RCAN [60] use LR image as input directly to train separate models for different scale factors to save computation and memory cost, and use transfer learning to fine-tune large scale factor models from a specific small scale factor model to leverage training data of the specific small scale factor for large scale factors, but they cannot share parameters between different scale factors and must do super resolution for different scale factors separately using different models, meanwhile they cannot fully leverage training data of multiple scale factors for each other, especially training data of large scale factors for small scale factors.

To overcome these drawbacks, we propose a novel network design named as EMSRDPN by introducing dual path connections and multiple scale training and inference into a very deep convolutional neural network. Through dual path connections, EMSRDPN uses residual and dense connections in an integrated way in most convolutional layers to leverage both residual connections to reuse common features and dense connections to explore new features to learn a good representation for SISR. Meanwhile, by sharing most parameters between different scale factors to use training data of different scale factors for each other to utilize feature correlation during training and amortize most parameters and computation between different scale factors during
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![Fig. 1. Zoomed visual results of “img011” from Urban100 dataset for ×4. Our method reconstructs more high-frequency details and less artifacts.](image)

![Fig. 2. Network architecture of EMSRDPN for scale factors ×2, ×3, and ×4.](image)

Inference, EMSRDPN has benefits of both achieving better performance as shown in Figure 1 and improving parameter efficiency and inference time of network.

EMSRDPN includes four parts as shown in Figure 2, the first part is the feature extraction block (FEB), which extracts low level features from downsampled LR image, the second part is multiple stacked dual path blocks (DPBs) to learn rich hierarchical features from the low level features, each DPB is made of several cascading dual path units (DPUs) and one transition unit, the third part is hierarchical feature integration block (HFIB), which fuses rich hierarchical feature maps output by all the DPBs and FEB both making information forward-propagation direct and alleviating gradient vanishing/exploding problem, the last part is multiple parallel reconstruction blocks (RBs) for different scale factors, respectively. FEB, DPBs and HFIB are shared between different scale factors. EMSRDPN is a multi-task super-resolution learning and inference network for multiple scale factors, which can use training data of super-resolution tasks of different scale factors to utilize feature correlation to help each other to improve performance while saving number of parameters and inference time of the model. The key component of network is the dual path unit, which integrates residual connection and dense connections in one layer seamlessly. As pointed
by Chen et al. [6], this design can both exploit common features and explore new features to learn rich hierarchical features from low level features, which is beneficial to learn a good representation for SISR. To build a deep network, we add a transition unit in every dual path block to fuse residual and dense features to keep computational cost and memory consumption under control.

A preliminary version of this work was presented as a conference paper [52], the model in which is named as SRDPN. We incorporate additional improvements in significant ways in current work:

- We propose more efficient DPUs to utilize dual path connections to learn a good representation for SISR, and improve network architecture to do SISR in LR space to save computation and memory cost, these two improvements benefit the efficiency of network and form a base for multiple scale learning.
- We propose a multiple scale training and inference architecture of network to utilize the feature correlation between multiple scale factors by sharing most of network parameters between different scale factors to make use of training data of multiple scale factors for each other during training and amortize parameters and computation between different scale factors during inference, which has benefits of both achieving better performance and improving parameter efficiency and inference time of network. The improved model in this work is named as EMSRDPN.
- Extensive experiments on standard benchmark datasets demonstrate the effectiveness of our EMSRDPN model, which achieves better performance and comparable or even better parameter efficiency and inference time compared to state-of-the-art methods.

2 RELATED WORK

A lot of methods [2, 5, 11, 12, 15, 30, 44, 47, 48, 50, 53–55, 57–59] have been proposed to solve the classic SISR problem for decades. We focus on recent CNN-based methods for SISR in this section. We first introduce development of CNN-based methods for SISR. Second, we discuss current use of residual and dense connections in CNN-based methods, their limitation and our motivation. Third, we discuss multiple scale training and inference strategies of current CNN-based methods, their limitations and our motivation.

2.1 CNN-based Methods for SISR

The pioneer work of Dong et al. [9] first uses a CNN (SRCNN) to solve the SISR problem, which processes interpolated LR image and learns feature extraction, feature mapping and HR image reconstruction jointly. Furthermore, Dong et al. [10] improve SRCNN by designing a deeper network architecture (FSRCNN), which directly processes LR image and uses a deconvolution layer to do upscaling. To improve the computation efficiency further, Shi et al. [42] introduce an efficient sub-pixel convolution layer to do HR image reconstruction (ESPCN). From a human perception view, Johnson et al. [22] propose a perceptual loss function based on IMAGENET [8] pre-trained features. To use one model to handle SISR for different scale factors, Kim et al. [23] propose a 20-layer convolution network (VDSR) to leverage large context regions, and use residual learning and adjustable gradient clipping to ease training process. Moreover, to improve the model parameter efficiency, they also propose a deeply recursive convolutional network (DRCN) [24] using recursive supervision and skip connections. Afterwards, Tai et al. [45] adopt both global and local residual leaning into recursive network (DRRN) to mitigating training difficulty of network while reducing the model complexity. Also to implement a single model that can process multiple scale factors, Lai et al. [26] propose a laplacian pyramid super-resolution network (LapSRN) to progressively reconstruct sub-bands of the HR image, it can produce HR images of different scale factors in one pass. To leverage relations between SISR tasks of different scale factors, Lim et al. [34] first
propose enhanced deep residual networks (EDSR) for SISR, which remove unnecessary blocks in residual networks and adopt residual scaling, then they use transfer learning from small scale factor models to large scale factor models. Moreover, to exploit inter-task correlation of different scale factors, they design a multi-scale architecture (MDSR) based on EDSR, which uses the common network trunk and different network heads and tails for SISR tasks of different scale factors. From different points of view, Hui et al. [19] design an information distillation network (IDN) to reduce computation cost and memory consumption, Haris et al. [16] propose a deep convolutional neural network (DBPN) to implement iterative back projection algorithm [21], Li et al. [29] design a multi-scale residual network (MSRN) to detect features at different scales and combine them to boost performance, and Qiu et al. propose a novel embedded block residual network (EBRN) [40], which uses different modules to restore information of different frequencies.

Some networks focus on using residual connections and dense connections to boost performance. Mao et al. [36] use a symmetric convolution-deconvolution architecture (RED) and skip connections to recursively learn the residual of HR image and LR image. Then Ledig et al. [28] first use adversarial learning to generate HR image (SRGAN) based on a residual network based generator network (SRResNet), which uses residual blocks and global residual learning to reconstruct HR image. However, Tong et al. [49] introduce dense connections to a very deep network for SISR (SRDenseNet), both enabling an effective way to combine features and alleviating the gradient vanishing/exploding problem. Moreover, Tai et al. [46] propose a persist memory network (MemNet) design to leverage long-term and short-term memories, which uses dense connections among big blocks in a global way. Afterwards, Zhang et al. [62] propose residual dense network (RDN) to better exploit multi-level features in the network, which uses dense connections among the layers in local blocks and residual connections in blocks and globally. And Anwar et al. [3] propose densely connected residual blocks and an attention network (DRLN) to utilize residual connection, dense connection and attention for SISR.

Attention mechanisms and non-local operations have also been introduced into deep CNN-based methods to improve performance further. Zhang et al. further introduce attention mechanism in convolutional network (RCAN) [60] to solve SISR, which uses skip connections in multiple levels. After that, Dai et al. propose a second-order attention network (SAN) [7] with residual connections for more powerful feature expression and feature correlation learning. Then Zhang et al. propose kernel attention network [56] for SISR by dynamically selecting appropriate kernel size to adjust receipt field size. Niu et al. [39] propose HAN to model the holistic interdependencies among layers, channels and positions, Li et al. propose a lightweight dense connection distillation network [31] by incorporating contrast-aware channel attention. Since Liu et al. [35] first introduce non-local operations into a recurrent neural network (NLRN) to capture feature correlation and improve parameter efficiency for image restoration, Zhang et al. [61] propose RNAN to use local and non-local attention blocks to capture long-range dependency and attend to challenging parts and Mei et al. [38] combine non-local operation and sparse representation into deep networks (NLSN) to boost performance and efficiency.

2.2 Residual and Dense Connections Used in SISR Networks

Skip connections, especially residual connections and dense connections, are adopted widely to make use of hierarchical features and ease training of very deep networks. On the one hand, VDSR [23], DRCN [24], DRRN [45], MemNet [46], EDSR [34], LapSRN [26], DBPN [16], RED [36], SRResNet [28], RDN [62], RCAN [60], and SAN [7] all use residual connections to ease forward information flow and backward gradient flow of networks to boost performance. On the other hand, MemNet [46], DBPN [16], SRDenseNet [49], and RDN [62] also use dense connections to
leverage multi-level features and alleviate the gradient vanishing/exploding problem to improve performance.

Although residual connections and dense connections have been used to boost the SR performance of deep CNN-based methods effectively, the current methods only use residual connections and dense connections in a separate way in most network layers. To learn a good representation for single-image super-resolution by using residual connections and dense connections in a better way, we introduce dual path connections inspired by Chen et al. [6] into a very deep neural network, which has the benefits of both residual connections to reuse common features and dense connections to explore new features to learn good features.

2.3 Multiple scale Training and Inference for SISR Networks

Since VDSR [23] first uses the interpolated LR image as input to the network to leverage training data of multiple scale factors for each other and share model parameters between different scale factors, DRCN [24], DRRN [45], and MemNet [46] all follow this strategy. Although this kind of strategy has the benefits of both exploiting correlation between SISR task of different scale factors to boost performance and sharing one model for different scale factors to improve parameter efficiency, it has two limitations. First, this strategy does super resolution in the HR space, which has high computation and memory cost. Second, it cannot do multi-scale super resolution, because the interpolated inputs to the network for different scale factors will be different, leading to multiple passes of inference for different scale factors. On the other hand, EDSR [34], RDN [62] and RCAN [60] use transfer learning to fine-tune model parameters of large scale factors from model parameters of a specific small scale factor. Although this kind of strategy somehow utilizes the knowledge of small scale factor task to boost the performance of large scale factor tasks, it has some limitations. First, the training data of different scale factors cannot be utilized for each other, especially training data of large scale factors for small scale factors. Second, the parameters thereafter models cannot be shared between different scale factors impacting the parameter efficiency, because the parameters are different for different scale factors after fine-tuning. At last, this strategy cannot do multi-scale super resolution either, because different scale factors have different parameters and models although the inputs to different models can be the same. Besides these two main kind of strategies, a variety of EDSR [34] model named MDSR [34] utilizes shared parameters of network trunk between different scale factors and uses training data of different scale factors to help each other, but it has limitation. Although the parameters of network trunk are shared, MDSR has different pre-processing and upsampling modules for different scale factors, leading to which cannot do multi-scale super resolution, because there will be different input feature maps to shared network trunk after pre-processing by different pre-processing modules during inference. LapSRN [26] and MS-LapSRN [27] also use training data of different scale factors to help each other and share parameters between different scale factors, their strategy is different from ours, which need more inference stages therefore more parameter, computation and memory budgets for large scale factors.

To overcome these drawbacks and utilize feature correlation between multiple scale factors, we propose a multiple scale training and inference architecture of network that shares most network parameters and uses only different parameters in network tails for different scale factors, which have benefits of shared parameters and shared inference in most of network to boost efficiency and using training data of different scale factors to train shared features to boost performance.

3 METHOD

In this section, we describe network architecture and components of EMSRDPPN in detail.
3.1 Network Architecture

The proposed EMSRDPN, as shown in Figure 2, consists of four parts: a FEB, multiple stacked DPBs, a HFIB, and finally multiple parallel RBs for different scale factors. Let us denote $x$ as the input and $\hat{y}_s$ as the output of the network for scale factor $s$, which is arbitrary one of the different scale factors of network without loss of generality. First, we use two convolution layers in FEB to extract low-level features from network input $x$,

$$B_0 = f_{\text{FEB}}(x),$$

where $f_{\text{FEB}}$ denotes function of FEB, $B_0$ denotes the extracted features to be sent to the first DPB and $x$ denotes downsampled LR image which will be upscaled. Second, we use multiple stacked DPBs to learn rich hierarchical features from low level features. Suppose $D$ blocks are stacked, we have

$$B_d = f_{\text{DPB},d}(f_{\text{DPB},d-1}(\cdots(f_{\text{DPB},1}(B_0))\cdots)),$$

where $f_{\text{DPB},d}$ denotes the function of $d$th DPB, $B_d$ denote the output feature maps of the $d$th DPB. Afterwards, we integrate rich hierarchical feature maps output by all the DPBs and FEB using HFIB,

$$H = f_{\text{HFIB}}(B_{-1}, [B_1, B_2, \ldots, B_D]),$$

where $B_{-1}$ denotes the output of first convolution layer of FEB, $f_{\text{HFIB}}$ denotes the function of HFIB and $H$ denotes the output of HFIB. Finally, we use integrated features output by HFIB as input to RB specific to scale factor $s$ to reconstruct the HR image $y_s$,

$$\hat{y}_s = g_s(x) = f_{\text{RB},s}(H).$$

where $f_{\text{RB},s}$ denotes the function of the RB for scale factor $s$ and $g_s$ denotes the function of EMSRDPN for scale factor $s$, respectively. (In this article, either $[B_1, B_2, \ldots, B_D]$ denotes the concatenation of feature maps along feature dimension when used on the right-hand side of formulae or as the arguments of functions, or $[B_1, B_2, \ldots, B_D]$ denotes the split of feature maps along feature dimension when used on the left-hand side of formulae.)

Given a set of training image pairs $\{x_{s,k}, y_{s,k}\}_{k=1}^M, s \in S$ for a set of scale factors $S$, the network is used to minimize the following Mean Absolute Error (MAE) loss for every scale factor $s \in S$ alternately:

$$L(\Theta_s) = \frac{1}{M} \sum_{k=1}^M \|y_{s,k}^{(k)} - \hat{y}_s^{(k)}\|_1,$$

where $\Theta_s$ is the parameters of EMSRDPN for scale factor $s$, which includes shared parameters in FEB, DPBs, HFIB for all the different scale factors and private parameters in RB corresponding to scale factor $s$. Note that we have only one HR image and different LR images for different scale factors during training using standard training datasets, but we can infer multiple SR images from one LR image during testing.

In the following subsections, we will describe FEB, dual path block (DPB), HFIB, and RB in detail.

3.2 Feature Extraction Block

The FEB uses two $3 \times 3$ convolution layers to extract low level features from the LR image $x$. To be consistent with DPBs, we also take its output as two parts, the residual part and the dense part,

$$B_{-1} = W_{\text{F}}^1(x),$$

$$f_{\text{FEB}}(x) = B_0 = W_{\text{F}}^2(B_{-1}),$$

$$[R_{1}^{0}, D_{1}^{0}] = B_0,$$
where $W^1_F$ and $W^2_F$ denote the weights of the first and second convolution layer in FEB (we omit bias for simplicity in this section and following sections). $B_{-1}$ denotes the output of first convolution layer in FEB, $B_0$ denotes the output of second convolution layer in FEB, $R_0^d$ and $D_0^d$ denote the residual part and the dense part of output $B_0$ after splitting along feature dimension, which will be the input to the first DPB.

### 3.3 Dual path Block

As shown in Figure 3, each DPB is composed of several cascading DPUs and one transition unit (TU). Let us assume our network has $D$ DPBs and each DPB has $C$ DPUs. The input feature maps of $d$th DPB is the output feature maps of $(d-1)$th DPB or the output feature maps of FEB when $d = 1$. Let us denote $R_c^d$ and $D_c^d$ as the residual part and the dense part of output feature maps of $c$th DPU in $d$th DPB or the residual part and the dense part of output feature maps of TU in $(d-1)$th DPB when $c = 0, d \neq 1$ or the residual part and the dense part of output feature maps of FEB when $c = 0, d = 1$.

#### 3.3.1 Dual path Unit

DPU is shown in Figure 4. Each DPU takes its input feature maps as two parts, the residual part and the dense part. The input of first DPU in $d$th DPB is the output of transition unit in $(d-1)$th DPB or the output of FEB when $d = 1$, which is denoted as $R_0^d$ and $D_0^d$. The input of $c$th DPU except the first DPU in $d$th DPB is the output of $(c-1)$th DPU in $d$th DPB.

Each DPU first concatenates the residual part and the dense part of its input feature maps, then does non-linear transform to the concatenated input feature maps, because we adopt the “pre-activation” design of residual network [17], at last it uses a bottleneck design, which includes a $1 \times 1$ convolution layer followed by a $3 \times 3$ convolution layer to learn a residual function and new dense features while keeping the computation and memory budget low,

$$C_c^d = W_c^d \left( \sigma \left( T_c^d \left( \sigma \left( [R_{c-1}^d, D_{c-1}^d] \right) \right) \right) \right),$$

(9)
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where $T^c_d$ and $W^c_d$ denote the weights of the $1 \times 1$ convolution layer and $3 \times 3$ convolution layer of $c$th DPU in $d$th DPB, $\sigma$ denotes nonlinear function, $C^c_d$ denotes the output of the $3 \times 3$ convolution layer in this DPU. Next it splits the output into two parts, a residual function to be added to the residual part of input and new dense features to be concatenated to the dense part of input,

$$[F^c_d, G^c_d] = C^c_d,$$  \hspace{1cm} (10)

where $F^c_d$ denotes the residual function to be added to the residual part of input feature maps and $G^c_d$ denotes newly produced dense features to be concatenated to the dense part of input feature maps. Finally, it add the residual function to the residual part of input feature maps to form “residual path,”

$$R^c_d = R^{c-1}_d + F^c_d,$$  \hspace{1cm} (11)

and concatenate the newly learned dense features to the dense part of the input feature maps to form “dense path,”

$$D^c_d = [D^{c-1}_d, G^c_d].$$  \hspace{1cm} (12)

These two paths of feature maps are used as input to the next DPU in current DPB or as input to the TU in current DPB when this DPU is the last DPU in current DPB. Batch normalization layer is removed according to Lim et al. [34] and non-linearity transform is changed to ReLU to improve computation and memory efficiency in this work compared to SRDPN.

### 3.3.2 Transition Unit

Because the dense path of each DPU in every DPB will concatenate dense part of its output to dense part of its input feature maps, which is all the dense parts of outputs of previous DPU and dense part of input of the first DPU in current DPB. Assuming the input feature maps to first DPU has $G_r$ residual path features and $G_d$ dense path features, and the grow rate of dense path of each DPU is $G$, after the $C$th DPU of $d$th DPB, we have $G_r$ residual path features and $(G_d + C \times G)$ dense path features, which are the input of $(d + 1)$ DPB. To build deeper EMSRDPN and make computation complexity and memory consumption under control, we add a transition unit in the tail of each DPB to transform all the $(G_r + G_d + C \times G)$ output features of current DPB to $(G_r + G_d)$ features to be the input to the first DPU of next DPB. Each transition unit also takes its input feature maps as two parts, the residual part and the dense part, which are output by the last DPU in current DPB. The structure of TU is shown in Figure 5, the function of TU in $d$th DPB is formulated as follows:

$$f_{DPB,d}(B_{d-1}) = B_d = W^T_d([R^c_{d-1}, D^c_{d-1}]),$$  \hspace{1cm} (13)

$$[R^0_{d+1}, D^0_{d+1}] = B_d.$$  \hspace{1cm} (14)
where $W_d^T$ denotes the weights of $1 \times 1$ convolutional layer in TU, $B_d$ denotes the output of convolution layer in TU, $R_{d+1}^0$ and $D_{d+1}^0$ denote the residual part and dense part of output feature maps of TU after splitting along feature dimension, which are the input of first DPU in next DPB. The output of $d$th DPB is the output of the TU in $d$th DPB.

### 3.4 Hierarchical Feature Integration Block

In hierarchical feature integration block, we first concatenate outputs of all the DPBs to use rich hierarchical features learned by multiple stacked DPBs,

$$ F = [B_1, B_2, \ldots, B_D], $$

then use a $1 \times 1$ convolution layer to transform the feature space to low dimensionality to reduce computation cost and memory consumption, and finally use a $3 \times 3$ convolution layer to learn a global residual function to be added to the output of the first convolution layer in FEB of network (denoted as $B_{-1}$) to improve forward information and backward gradient flows further following the strategy of Zhang et al. [62],

$$ H = f_{HFIB}(B_{-1}, F) = W_H^2(W_H^1(F)) + B_{-1}, $$

where $W_H^1$ and $W_H^2$ denote the weights of $1 \times 1$ convolution layer and $3 \times 3$ convolution layer in HFIB, respectively, $H$ denotes the output of HFIB.

### 3.5 Reconstruction Block

To use training data of multiple scale factors for each other to utilize feature correlation to boost performance and improve parameter efficiency and inference time of the proposed model further, we use multiple parallel RBs for different scale factors, respectively, and shared FEB, DPBs, and HFIB for different scale factors in EMSRDPN, which can produce HR images of different scale factors in one pass. The number of and corresponding scale factors of RBs can be configured flexibly according to availability of training data and requirements of applications. In the RB for a specific scale factor $s$, we use the output of HFIB shared by different scale factors as the input to an efficient sub-pixel convolution layer proposed by Shi et al. [42] followed by a $3 \times 3$ convolution layer to reconstruct the HR image for scale factor $s$,

$$ \hat{y}_s = f_{RB_s}(H) = W_{Rs}^2(W_{Rs}^1(H)), $$

where $W_{Rs}^1$ and $W_{Rs}^2$ denote the weights of efficient sub-pixel convolution layer and $3 \times 3$ convolution layer in RB for scale factor $s$, respectively.

### 4 EXPERIMENTS

In this section, we first discuss training and testing data sets and metrics for performance evaluation. Next, we describe implementation details of the proposed EMSRDPN. Then, we study effects to reconstruction performance of different number of scale factors for training. Furthermore, we compare the performance of EMSRDPN with the state-of-the-art CNN-based SISR methods. Finally, we investigate the model complexity and inference time of EMSRDPN.

### 4.1 Datasets and Evaluation Metrics

Following the setting in previous methods [16, 63], we use DIV2K [1] and Flickr2K [33] as the training sets, five standard benchmark data sets, Set5 [4], Set14 [55], BSD100 [37], Urban100 [18], and Manga109 [14], are used for performance evaluation. Because some methods only use DIV2K [1] as the training set, we also train a model denoted as EMSRDPN-D using only DIV2K [1] for
reference and comparison. DIV2K and Flickr2K datasets provide corresponding HR images and LR images, which are downsampled based on bicubic interpolation. We do two kinds of data augmentation during training: (1) Rotate the images of 90, 180, 270 degrees; (2) Flip the images vertically. We use peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) as evaluation metrics. We train the network using all three RGB channels and test the network from Y channel of YCbCr color space of images following the strategy of most state-of-the-art methods.

4.2 Implementation Details

We construct a network with \((D = 16)\) DPBs and each DPB has \((C = 4)\) DPUs. The width of residual path of network is set to \((G_r = 64)\), the width of basic dense path of network is set to \((G_d = 64)\), which is the width of dense part of TU and FEB, and the grow rate for the dense path of network is set to \((G = 64)\), which is the width of dense part of DPU. The width of output feature maps of convolutional layers in FEB and RBs is set to \((G_r + G_d)\), except that the output of the last \(3 \times 3\) convolutional layers in RBs is multiple reconstructed HR color images corresponding to different scale factors. All layers use \(3 \times 3\) convolutional kernels except transition layers in DPUs, TUs and HFIB, which use \(1 \times 1\) convolutional kernels to fuse features and reduce computation and memory cost. Compared to SRDPN, rectifier linear unit \([51]\) is used as non-linear function of our network and batch normalization \([20]\) is removed before non-linearity. Mini-batch size is set to 16 due to memory limit. We use \(48 \times 48\) LR image patches and corresponding HR image patches for \(\times 2, \times 3, \times 4,\) and \(\times 8\) scale factors to train our models. At each iteration of training EMSRDPN, we randomly sample a scale factor uniformly to sample mini-batch training pairs of this scale factor to update shared parameters in FEB, DPBs, HFIB and private parameters in RB for the sampled scale factor. For a sampled specific scale factor, we first uniformly sample an image pair from all pairs of corresponding HR and LR images, then uniformly sample a training patch pair from the sampled image pair. Adam optimizer \([25]\) is used to learn the network weights, learning rate is initialized to \(1 \times 10^{-4}\). We train our network for about \(1 \times 10^6\) iterations on average for each scale factor in set of all training scale factors, the learning rate is step-decayed by 2 after about number of training scale factors times \(2 \times 10^5\) of iterations for multiple scale training. We implement our method using PyTorch framework, train our models using NVIDIA Tesla V100 GPUs and test our models using NVIDIA TITAN Xp GPUs.

4.3 Ablation Study

4.3.1 Effects of Multiple scale Learning. In this subsection, we study the effects to performance of multiple scale training and the benefits to efficiency of multiple scale inference of our EMSRDPN model. We design three groups of experiments to study the effects to performance indices of number of training scale factors. First, we train four models each with only one RB tail for a different specific scale factor in set of scale factors \(\times 2, \times 3, \times 4,\) and \(\times 8\), denoted as EMSRDPN-2, EMSRDPN-3, EMSRDPN-4, and EMSRDPN-8. Second, we start with a single scale model of scale factor \(\times 2\), add one more scale factor each time according to the order of \(\times 3, \times 4, \times 8\) to train model of two scale factors, three scale factors and four scale factors, denoted as EMSRDPN-2, EMSRDPN-23, EMSRDPN-234, and EMSRDPN-2348. Third, we start with a single scale model of scale factor \(\times 8\), add one more scale factor each time according to the order of \(\times 4, \times 3, \times 2\) to train models of two scale factors, three scale factors and four scale factors, denoted as EMSRDPN-8, EMSRDPN-48, EMSRDPN-348, and EMSRDPN-2348. The same models in different groups are trained only once.

The performance comparison are shown in Table 1 and Figure 6. We have two observations. First, \(\times 3, \times 4, \times 8\) all benefit from multiple scale training, the performance is increasing with the number of training scale factors. Second, \(\times 2\) benefits from multiple scale training up to three training scale factors, including EMSRDPN-23, EMSRDPN-234 models, but the performance indices
Table 1. Average PSNR/SSIM Metrics for Scale Factors ×2, ×3, ×4, ×8 of EMSRDPN Using Different Number of Training Scale Factors

| Method       | Scale | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM |
|--------------|-------|------|------|------|------|------|------|------|------|------|------|
| EMSRDPN-2    | ×2    | 38.24 | 0.9658 | 33.96 | 0.9211 | 32.39 | 0.9115 | 32.95 | 0.9407 | 39.38 | 0.9801 |
| EMSRDPN-23   | ×2    | 38.28 | 0.9660 | 34.33 | 0.9186 | 32.42 | 0.9122 | 33.34 | 0.9439 | 39.53 | 0.9832 |
| EMSRDPN-234  | ×2    | 38.22 | 0.9659 | 34.28 | 0.9190 | 32.80 | 0.9210 | 33.25 | 0.9436 | 39.66 | 0.9835 |
| EMSRDPN-2348 | ×3    | 34.67 | 0.9374 | 30.68 | 0.8614 | 29.26 | 0.8276 | 28.95 | 0.8762 | 34.29 | 0.9526 |
| EMSRDPN-23   | ×3    | 34.69 | 0.9376 | 30.61 | 0.8624 | 29.30 | 0.8276 | 29.01 | 0.8790 | 34.52 | 0.9536 |
| EMSRDPN-234  | ×3    | 34.77 | 0.9381 | 30.68 | 0.8634 | 29.33 | 0.8284 | 29.16 | 0.8816 | 34.62 | 0.9541 |
| EMSRDPN-2348 | ×3    | 34.80 | 0.9380 | 30.71 | 0.8637 | 29.31 | 0.8282 | 29.17 | 0.8818 | 34.41 | 0.9541 |
| EMSRDPN-348  | ×3    | 34.80 | 0.9381 | 30.76 | 0.8650 | 29.32 | 0.8283 | 29.12 | 0.8810 | 34.62 | 0.9541 |
| EMSRDPN-4    | ×4    | 32.56 | 0.9090 | 28.91 | 0.8559 | 27.78 | 0.7681 | 26.88 | 0.8220 | 31.36 | 0.9121 |
| EMSRDPN-48   | ×4    | 32.62 | 0.9095 | 28.96 | 0.8567 | 27.80 | 0.7683 | 26.99 | 0.8246 | 31.45 | 0.9132 |
| EMSRDPN-348  | ×4    | 32.62 | 0.9095 | 28.93 | 0.8569 | 27.72 | 0.7687 | 26.99 | 0.8253 | 31.55 | 0.9135 |
| EMSRDPN-2348 | ×4    | 32.94 | 0.9095 | 29.05 | 0.8665 | 27.72 | 0.7682 | 26.96 | 0.8240 | 31.51 | 0.9137 |

Best is highlighted, and second best is underlined.

Fig. 6. Illustration of effects to reconstruction performance of number of training scale factors. (a) Performance trend of models in group 2 for ×2. (b) Performance trend of models in group 2 for ×3. (c) Performance trend of models in group 3 for ×4. (d) Performance trend of models in group 3 for ×8.

drop a little for the model of four training scale factors, i.e., EMSRDPN-2348. We argue that it is because patterns of LR images of large scale factor of ×8 are much different from patterns of LR images of small scale factor of ×2, which deteriorates the feature correlation of these two scale factors. According to these observations and analysis, we choose EMSRDPN-2348 as our final model.
Table 2. Parameters and Inference Overhead for a 256 × 256 Image of EMSRDPN Using Different Number of Training Scale Factors

| Method     | Params | Total Memory (MB) | Total Flops (T) |
|------------|--------|-------------------|-----------------|
| EMSRDPN-2  | 13,311,875 | 10627 | 0.87 |
| EMSRDPN-3  | 13,969,795 | 10951 | 0.92 |
| EMSRDPN-4  | 13,822,211 | 11660 | 1.03 |
| EMSRDPN-8  | 14,412,547 | 15792 | 1.66 |
| EMSRDPN-2348 | 17,522,188 | 17926 | 1.98 |

SSI: Single Scale Inference, MSI: Multiple Scale Inference.

Table 3. Average PSNR/SSIM Metrics for Scale Factor ×4 of EMSRDPN-Res-4, EMSRDPN-Dense-4, and EMSRDPN-4

| Method                | Scale | Set5 PSNR | Set5 SSIM | Set14 PSNR | Set14 SSIM | B100 PSNR | B100 SSIM | Urban100 PSNR | Urban100 SSIM | Manga109 PSNR | Manga109 SSIM |
|-----------------------|-------|-----------|-----------|-------------|-------------|-----------|-----------|---------------|---------------|---------------|---------------|
| EMSRDPN-Res-4         | ×4    | 32.52     | 0.9082    | 28.89       | 0.8050      | 27.74     | 0.7045    | 26.71         | 0.8179        | 31.17         | 0.9213        |
| EMSRDPN-Dense-4       | ×4    | 32.52     | 0.9084    | 28.87       | 0.8049      | 27.74     | 0.7045    | 26.76         | 0.8186        | 31.28         | 0.9215        |
| EMSRDPN-4             | ×4    | 32.50     | 0.9083    | 28.88       | 0.8048      | 27.74     | 0.7045    | 26.78         | 0.8188        | 31.28         | 0.9215        |

Best is highlighted, and second best is underlined.

Table 4. Network Configuration and Inference Overhead for a 256 × 256 Image of EMSRDPN-Res-4, EMSRDPN-Dense-4, and EMSRDPN-4

| Method       | G_r   | G_d   | G   | G_r + G_d | D   | C      | Total Memory (MB) | Total Flops (T) |
|--------------|-------|-------|-----|-----------|-----|--------|--------------------|-----------------|
| EMSRDPN-Res-4 | 125   | 5     | 130 | 130       | 16  | 0      | 13,915,803         | 11660 |
| EMSRDPN-Dense-4 | 0    | 122   | 122 | 122       | 16  | 4      | 13,718,671         | 12578 |
| EMSRDPN-4     | 64    | 64    | 128 | 128       | 16  | 4      | 13,822,211         | 11660 |

SSI: Single Scale Inference, MSI: Multiple Scale Inference.

abbreviated as EMSRDPN to compare to state-of-the-art SISR methods to achieve a good tradeoff between reconstruction performance and parameter and inference efficiency.

We also investigate the benefits to efficiency of multiple scale inference of our EMSRDPN model. As shown in Table 2, the multiple scale inference capability of our EMSRDPN model can amortize the parameters, memory consumption and computation flops between multiple scale factors. Our EMSRDPN model only add marginal parameters compared to a single scale model such as EMSRDPN-8, and only add marginal memory consumption and marginal computation flops to do inference of four scale factors compared to do inference of a single scale factor such as ×8 using EMSRDPN-8. The overhead of multiple scale inference of our EMSRDPN model is only fourth of overhead of multiple scale inference using single scale models.

4.3.2 Effects of Dual path Connections. In this subsection, we study the effects of dual path connections proposed in our EMSRDPN model. Because residual connections and dense connections are special cases of the proposed dual path connections, we can simply set G_d and G to 0 to form a model with a residual net structure or set G_r to 0 to form a model with a dense net structure. In this way, we can study the effects of dual path structure compared to pure residual net structure and dense net structure by limiting the models of three structures to have similar number of parameters and similar number of network units thereof network depth. In this ablation study, we only train models of different structures for ×4 scale factor. Table 4 shows the network configuration of models of three structures, we use EMSRDPN-Res-4 to denote the model with only a residual net structure and EMSRDPN-Dense-4 to denote the model with only a dense net structure. Table 3 shows the performance comparisons for models of three structures. Table 4 also includes the total memory and total flops of models with different structures during inference to compare memory and computation overheads.

As shown in Table 3, EMSRDPN-4 has comparable even better performance compared to EMSRDPN-Res-4 and EMSRDPN-Dense-4. As shown in Table 4, the memory consumption of
Table 5. Average PSNR/SSIM Metrics for Scale Factors ×2, ×3, ×4, ×8 of Compared Methods

| Method      | Scale | Bicubic | SRCNN [9] | FSRCNN [10] | VDSR [21] | LapSVM [28] | MemNet [46] | EMSRDPN-D | EMSRDPN | EMSRDPN++ |
|-------------|-------|---------|-----------|-------------|-----------|-------------|-------------|-----------|----------|-----------|
|              | ×2    | 24.87   | 30.24     | 33.95       | 33.85     | 33.78       | 33.52       | 33.73     | 33.75   | 33.85     |
|              | ×3    | 24.87   | 30.24     | 33.95       | 33.85     | 33.78       | 33.52       | 33.73     | 33.75   | 33.85     |
|              | ×4    | 24.87   | 30.24     | 33.95       | 33.85     | 33.78       | 33.52       | 33.73     | 33.75   | 33.85     |
|              | ×8    | 24.87   | 30.24     | 33.95       | 33.85     | 33.78       | 33.52       | 33.73     | 33.75   | 33.85     |

Best is highlighted, and second best is underlined.

EMSRDPN-4 is less than EMSRDPN-Dense-4 and the computation flops of EMSRDPN-4 are less than EMSRDPN-Res-4. These observations demonstrate dual path structure can achieve a good trade-off between performance, memory consumption and computation overhead.

4.4 Comparisons with State-of-the-art Methods

In this subsection, we compare our method with SRCNN [9], FSRCNN [10], VDSR [23], LapSRN [26], MemNet [46], EDSR [34], SRMDNF [58], D-DBPN [16], RDN [62], RCAN [60], MSRN [29], ACM Trans. Multimedia Comput. Commun. Appl., Vol. 19, No. 5, Article 115. Pub. date: February 2023.
Efficient Single-image Super-resolution Using Dual path Connections

Fig. 7. Visual comparison for ×4 on B100 and Manga109 datasets.

NLRN [35], SAN [7], HAN [39], and NLSN [38] to validate the effectiveness of EMSRDPN. Following the literature, self-ensemble strategy [34] is also adopted to improve EMSRDPN and self-ensembled EMSRDPN is denoted as EMSRDPN+. Table 5 shows the PSNR and the SSIM metrics on five benchmark datasets. Our method achieves comparable even better performance over state-of-the-art methods on almost all combinations of benchmark datasets and scale factors.

ACM Trans. Multimedia Comput. Commun. Appl., Vol. 19, No. 3, Article 115. Pub. date: February 2023.
Fig. 8. Visual comparison for ×8 on Urban100 and Manga109 datasets.
Figures 7 and 8 show visual comparisons. As shown in image 78004 from B100 and images img028 and img092 from Urban100, our method reconstructs more textures, less blurring and ring effects of images than other state-of-the-art methods. As shown in images OLLunch and MisutenaidaDaisy from Manga109, our method reconstructs clearer edges and less artifacts of images than other state-of-the-art methods. Visual comparisons show our method reconstructs more high-frequency details such as edges and textures of images and has less artifacts.

4.5 Model Complexity and Inference Time

In this subsection, we compare number of parameters and inference time of our EMSRDPN model with state-of-the-art methods. For single scale inference such as $\times 4$ as shown in Figure 9(a), our method has more parameters or inference time than LapSRN [26], MDSR [34], MSRN [29], and DBPN [16], but it has much better reconstruction performance, meanwhile, our method has comparable even much less parameters and inference time than other state-of-the-art methods except that it has better reconstruction performance than these state-of-the-art methods. The efficiency of our method is much obvious especially for multiple scale inference such as $\times 2$, $\times 3$, and $\times 4$ as shown in Figure 9(b), our method has comparable parameters and inference time to MDSR [34] and MSRN [29] and much less parameters and inference time than other state-of-the-art methods, but it has much better reconstruction performance than MDSR [34] and MSRN [29] and better reconstruction performance than other state-of-the-art methods. It is worth noting that the additional multiple scale inference time of $\times 2$, $\times 3$, and $\times 4$ is only marginal compared to the single scale inference time of $\times 4$, because the most computation can be shared between different scale factors during inference, which is consistent with results in Table 2 and Section 4.3.1. The statistics of number of parameters and inference time in this subsection and reconstruction performance in previous subsection show that our method can achieve a good trade-off between number of parameters, inference time and reconstruction performance.

5 CONCLUSION AND FUTURE WORK

In this work, we propose an efficient single-image super-resolution network using dual path connections with multiple scale learning named EMSRDPN to boost reconstruction performance, save
parameters, and improve computation efficiency for SISR. First, we introduce efficient dual path connections into a very deep convolutional neural network, which have the benefits of both residual connections to reuse common features and dense connections to explore new features to learn a good representation for SISR. Second, based on the improved network architecture to do SISR in LR space to save computation and memory cost, we propose a multiple scale training and inference architecture of network by sharing most network parameters between different scale factors to make use of training data of multiple scale factors for each other to utilize feature correlation during training and amortize most parameters and computation between multiple scale factors during inference, which has benefits of both achieving better performance and improving parameter efficiency and inference time of network. Experiments show that our new model achieves better performance, and improved visual effects can be seen in the results compared to state-of-the-art methods. Meanwhile, our method has comparable or even better parameter efficiency and inference time compared to state-of-the-art methods. We believe the proposed multiple scale training and inference strategy is generally applicable to various network designs to boost performance and efficiency of SISR, and dual path connections could also be useful to multimedia tasks other than SISR.
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