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Abstract—Recently, passive behavioral biometrics (e.g., gesture or footstep) have become promising complements to conventional user identification methods (e.g., face or fingerprint) under special situations, yet existing sensing technologies require lengthy measurement traces and cannot identify multiple users at the same time. To this end, we propose PURE as a passive multi-person identification system leveraging deep learning enabled footstep separation and recognition. PURE passively identifies a user by deciphering the unique “footprints” in its footstep. Different from existing gait-enabled recognition systems incurring a long sensing delay to acquire many footsteps, PURE can recognize a person by as few as only one step, substantially cutting the identification latency. To make PURE adaptive to walking pace variations, environmental dynamics, and even unseen targets, we apply an adversarial learning technique to improve its domain generalisability and identification accuracy. Finally, PURE can defend itself against replay attack, enabled by the richness of footstep and spatial awareness. We implement a PURE prototype using commodity hardware and evaluate it in typical indoor settings. Evaluation results demonstrate a cross-domain identification accuracy of over 90%.

Index Terms—User identification, source separation, footstep recognition, adversarial learning.

1 INTRODUCTION

User identification technology is an indispensable element for building smart indoor applications, such as elderly and child care, personalized custom service, and surveillance in sensitive zones. As one example, a smart home recognizing its elderly host (also his/her walking direction) may predict his/her intentions and switch on home appliances (e.g., lights or TVs) accordingly. Taking supermarket as another example, identifying customer identities and hence retrieving the relevant shopping histories may enable a salesman (or simply an advertising system) to make more appropriate recommendations and thus more likely to cut a deal. Existing solutions for user identification, ranging from conventional computer vision [1]–[4] and biometrics [5]–[7] to the emerging WiFi sensing [8]–[11], have shown promising results for several important applications.

However, the inherent limitations of existing solutions have prevented them from being widely applicable. In particular, computer vision techniques require a good lighting condition and line-of-sight (LoS), while they may raise critical privacy concerns. Biometrics often demand wearable instruments or users’ active involvements, hence causing potential discomfort and inconvenience. WiFi sensing approaches leveraging gait profile or breathing pattern appear to be viable, but they often fail to work in practice due to the severe interference from WiFi’s main function of communications and other co-spectrum devices. Recent developments on passive behavioral biometrics [12], [13] (e.g., footstep-enabled identification [14], [15]) can be promising alternatives to the aforementioned solutions as they incur no privacy issues and have less interference due to their limited sensing range. However, these approaches often require special sensing hardware [12], [13], [15] or multiple long-time footstep measurements [14]. Besides, they can only handle one user each time, rendering them less appealing for practical applications where multiple users may appear at the same time.

In this paper, we revisit the footstep-enabled passive behavioral biometrics, and we propose PURE (Passive mUlti-peRson idEntification) to achieve a lightweight user identification, exploiting both commodity sensing devices and up-to-date deep learning techniques. PURE is built on a key observation that footsteps carry “footprints” unique to individuals and thus can be leveraged for effective user identification. These footprints can be passively captured by commodity acoustic sensing hardware, totally removing the need for active user involvements. PURE aims to extract such footprint information from as few as a single step, thus enabling a much faster identification than existing gait-oriented systems. In addition, PURE targets simultaneous multi-user identification, robustness against various background interference, as well as immunity to replay attack.

Implementing the above ideas into a practical system entails several technical challenges. First of all, background noise and interferences (especially voices) may overwhelm footsteps, significantly affecting the system performance. Both detecting and extracting footsteps under such strong interference can be a formidable task. Second, footstep variations, caused by factors such as different walking paces,
can lead to distinctive features hence affect the identification performance. In addition, footstep can carry environment-dependent information (e.g., floor material). Such domain conditions are largely irrelevant to individuals’ unique footprints, and can thus seriously degrade the identification performance if not sufficiently removed. Last but not least, replay attack that records someone’s footstep and cheats an identification system later by playing the recorded sounds could be a major hurdle for practical adoption in certain applications.

In PURE, we tackle these challenges via a series of delicate designs. In the presence of continuous voice signals, we explore the rhythmic patterns in the time-frequency (TF) representation to detect footsteps and employ a blind source separation algorithm with the \textit{a priori} knowledge to extract footsteps. To exclude feature variations caused by environment-dependent information and walking pace discrepancy for user identification, we train the user identifier (a predictor) via an adversarial domain adaptation scheme to improve its generalizability. Finally, we leverage the following fact to thwart replay attack: the replayed sounds exhibit static spatial characters (e.g., Angle-of-Arrival) and reveal inconsistency between walking speed and step frequency. To summarize, this paper makes the following contributions:

- We propose PURE, an acoustic passive multi-person identification system with little infrastructure cost.
- We innovatively employ an adversarial learning scheme to combat feature variations introduced by environment-independent information or heterogeneous walking paces, thus improving the system generalizability and identification performance.
- We leverage the dynamic and smoothly changing spatial characters extracted from both structure-borne and air-borne footsteps to thwart the challenging replay attack.
- We implement PURE prototype using commodity hardware and extensively evaluate its performance under various practical settings; the results demonstrate a cross-domain identification accuracy up to 90%.

The rest of this paper is organized as followed: Sec. 2 discusses footstep basics. In Sec. 3 we elaborate on the details of system design. Sec. 4 reports extensive performance evaluation results. We present a literature review in Sec. 5 and finally conclude the paper in Sec. 6.

2 BACKGROUND AND MOTIVAION

We first explain the basic theories about footstep, then we further provide rationales for our later designs via a few preliminary measurement studies.

2.1 Basic Acoustics of Footstep

When a foot touches the ground, it causes minor vibrations at the impact point and radiates energy via both the air and solid medium behind the surface. The acoustic pressure radiated from this impact point can be characterized by Rayleigh’s surface integral [16]:

\[ p(r, \theta, t) = \frac{-2\rho}{\pi md} \int_{\rho} \int_{R} R \sum_{j} \sum_{k} (-1)^{k} \sin \left[ j\pi \left( \frac{1}{2} + \frac{R}{a} \right) \right] \times \frac{dF}{dt} (t - d/c) \cos (\omega_{jk} (t - d/c)) \ dR \ d\theta, \]  

where \((r, \theta)\) describes the position relative to the impact point with respect to the floor plane, \(\rho\) is the mass density that characterizes the medium properties, \(c\) is the speed of acoustic signals in a certain medium, \(\omega\) is the frequency, \(a\) is a constant, \(d\) is the length of the leg, \(F\) is the impact force being zero at all time except during the impact period, and \(\ast\) denotes convolution. The acoustic pressure, generated by the impact event, mostly radiates through two common mediums. The one propagating through piston-like and non-dispersive air channel (we refer to as \textit{air-borne} hereafter) has a constant speed (e.g., a speed of 340 m/s at a temperature of 25°C [16]) and the corresponding waveform remains identical along the propagating path as far as there are no multipath reverberations. The other one traversing in solid medium, known as blending wave (we refer to as \textit{structure-borne} hereafter), exhibits a dispersive phenomenon where the propagation speed \(c_f\) (ranging from 2000 m/s to 3000 m/s) of a specific signal component is a function of its frequency \(f\):

\[ c_f = \sqrt{\frac{4}{E}} \rho f^2 \left[ 12 \rho (1 - v_p^2) \right]^{-1}, \]

where \(E\), \(\rho\), \(h\) are constants that characterize the property of a medium: \(E\) quantifies the elastic property, \(\rho\) is the mass density that indicates the stiffness, \(h\) is the thickness, and \(v_p\) is the phase velocity. Eqn. (2) implies that when detecting structure-borne footsteps from different distances relative to the impact point, the corresponding waveform can be different due to the frequency-dependent propagation speeds.

2.2 Richness of Footstep Acoustic Profile

Eqn. (1) and (2) together show that footstep contains both air-borne and structure-borne signals and they involve a rich set of frequency components, carrying unique identity information. For example, both a person’s weight (impact force) and walking style (duration of impact) are closely related to the generated acoustic pressures. To verify the above intuition, we record footsteps from five persons under the same circumstance and inspect the corresponding Mel-Frequency Cepstrals (MFC) [17]. The MFC features depicted in Fig. 2 clearly show distinctive visual clues and thus imply the possibility of using footsteps for person identification. We then carry out measurements under different environments and Fig. 2(a) plots the embedded features. One may observe that the low-dimensional features among different users show clear boundaries, demonstrating the possibility of effective identification using footsteps. We also conduct a simple user study by playing several recording of footsteps produced by different persons; all audiences participating in our user study indeed claim that they can tell perceivable differences among these recordings. The distinctiveness of acoustic features in footsteps from different persons lays the foundation for our footstep enabled user identification system. However, the footstep features of the same person
can be affected by domain conditions such as varying walking paces as demonstrated by Fig. 2(b). These feature distinctions, introduced by domain conditions (including, e.g., environment heterogeneity and walking pace variations), can be particularly detrimental to the identification accuracy and thus should be excluded.

2.3 Differences between Structure- and Air-borne Footsteps

The structure-borne and air-borne components of footsteps have a sharp difference in their propagation speeds, as already discussed in Sec. 2.1; this offers us an opportunity to physically separate them. For instance, when the sampling rate is 192 kHz and we detect the footsteps at a distance of 2 m, a clean set of structure-borne signals (due to propagation difference) lasts for $\frac{1}{340} - \frac{1}{3000} \approx 5.4$ ms, an equivalent of 1000 samples. As clear shown by the measurements illustrated in Fig. 3, the structure-borne component indeed arrives ahead of the air-borne one. Separating these two components allows us to examine their respective natures. As the air-borne component appears to have more complicated waveforms, we conjecture that it may be more suitable for the identification purpose than its structure-borne counterpart. To verify the above hypothesis, we have conducted measurements on the five persons in several environments using commodity microphones. We then utilize a Gaussian Mixture Model (GMM) [18] to identify those persons based on either structure-borne or air-borne components. The identification accuracy comparison under different Signal-to-Noise-Ratio (SNR) is shown in Fig. 4(a), which confirms the advantage of adopting the air-borne component for achieving a higher identification accuracy. Also, the experiments reveal that using traditional GMM method for identification is practically not feasible since the required SNR is over 60dB.

2.4 The Edge of Structure-borne Footstep

Although structure-borne footstep is less representative than its air-borne counterpart for identifying persons, it has a unique property, namely acoustic dispersion, as shown by Eqn. (2). The dispersion phenomenon indicates that the structure-borne waveform is modulated by distance, suggesting the possibility of using it for ranging. Our measurements in Fig. 4(b) showcasing clear boundaries between feature embeddings of structure-borne footsteps from different locations, further demonstrate the feasibility of using structure-borne footsteps for ranging. This range information, together with the angle of signal arrival, may give us an edge over attackers who replay footstep recordings, because the smoothly changing spatial characters of human footsteps cannot be fully imitated.
Footstep extraction

defined by clear boundaries between different acoustic noises.

Since many transient noises can also exhibit detection. The RMS of a sequence \( \text{RMS}(x) = \frac{1}{L} \sum_{i=1}^{L} \sqrt{x_1^2 + x_2^2 + \cdots + x_L^2} \). If the detected energy \( \text{RMS} \) is above a certain threshold, a footstep may be captured. Since many transient noises can also exhibit high energy, a simple energy-based detection method would not be sufficient. To this end, we further utilize a Gaussian Mixture Model (GMM) \([18]\) based audio classifier to recognize footsteps. We train this GMM classifier against common background noises and it almost achieves an oracle performance: as shown in Fig. 6 different acoustic signals can be clearly identified.

3.2 Footstep Extraction under Continuous Interference

To extract footstep overwhelmed by continuous strong interference such as voice signals, we further utilize a Flexible Audio Source Separation Toolbox (FASST) \([22]\). This procedure is often suspended for the sake of efficiency; it is only invoked when footsteps are heavily interfered. To leverage FASST, we use the rhythmic pattern of footsteps in frequency domain to detect the ongoing walking pace. More specifically, we utilize auto-correlation of STFT magnitude to detect the presence of footsteps. The reason for not directly using auto-correlation in time-domain is that the repetitive features in time-domain waveform are likely to be under noise floor due to their relatively low volume.

Suppose \( \mathbf{V}, \mathbf{V} \in \mathbb{R}^{P \times Q} \) denotes the STFT power spectrum where \( P, Q \) are the dimensions of time and frequency, respectively, we first calculate the auto-correlation of \( \mathbf{V} \) along the time frames to obtain \( \mathbf{B} \), the operation of which can enhance the rhythmic pattern of footsteps:

\[
B(i,j) = \frac{1}{P-j+1} \sum_{k=1}^{P-j+1} \mathbf{V}(i,k)\mathbf{V}(i,k+j-1).
\]

We then take the average of \( \mathbf{B} \) over the frequency dimension and normalize the result with its first term, \( b(j) = \frac{1}{Q} \sum_{i=1}^{Q} b(i,j) \). The walking rhythmic features can then be inspected in \( b = \lfloor b(j) \rfloor \), which we denote as the Averaged Spectrogram Auto-Correlation Coefficient (ASACC). We further check whether the periodicity exhibited in \( b \) lies in a reasonable range as the frequency of normal walking pace is usually within \([0.8, 2]\)Hz \([23]\). Ideally, we can utilize \( b \) to obtain a soft binary mask for \( \mathbf{V} \) and then extract the footsteps in the same vein as the proposal in \([24]\).

However, as explain by \([22]\), the mask-based approaches, even with ground truth labels, are inferior to the local instantaneous Gaussian mixture models in source separation. Therefore, we still resort to FASST for better separation performance. Our measurements in Fig. 7 further verify the above intuition as correlation in time domain shown in Fig. 7(a) exhibit no rhythmic features while the rhythm is evident in frequency domain as shown in Fig. 7(b). To further remove the residual noises in the separated signals, we apply a trained time-domain denoising network in \([25]\) for footstep enhancement.

3.3 Domain Adapted Identification

As we have mentioned in Sec. 2.1, the domain conditions, including walking speed variations and environment dynamics, can be particularly detrimental to our identification system. To preclude these domain information hence improve identification accuracy, we adopt domain adversarial adaptation. We formulate the identification problem as a classification problem: given a specific footstep \( x \in X \), we aim...
to learn a maximum likelihood estimator $\mathcal{G} : X \rightarrow I$, where $X$ and $I$ represent the spaces of input (STFT of footstep waveform) and user identity, respectively. In reality, an footstep $x$ is sampled from a joint distribution $P(x, u, d, v, e)$, where $u \in U$ that characterizes footstep diversity, $d \in D$ denotes distance information, $v \in V$ represents walking pace, and $e \in E$ describe specific properties incurred by environment dynamics. We denote $d, v, e$ potentially harmful to our identification purpose as domain conditions. Apparently, only features characterizing the joint distribution $P(x, u)$ are desirable for our identification purpose but features induced by domain conditions $d, v, e$ should be eliminated. To this end, we use a deep neural network $G(x)$ to approximate $\mathcal{G}(x)$ and adopt an adversarial learning [23] to train $G$ so as to preclude the impact from $d, v, e$.

Our ID-Net is made up of three parts, namely feature extractor, identity predictor, and domain discriminator, as shown in Fig. 8. The feature extractor $f = G_f(x, \theta_f)$, parameterized by $\theta_f$, compresses an STFF of footstep waveform $x$ into $f \in \mathbb{R}^Q$, a lower-dimensional feature vector. With $f$, the identity predictor aims to recognize the user behind the footstep, while the goal of domain discriminator is to identify different domains. The input to the domain discriminator is $f$ weighted by a latent vector extracted from the identity predictor. The goal of ID-Net is to extract a domain independent representation $f$ so as to i) achieve high-accuracy user identification and ii) deceive the domain discriminator to misidentify domains. It is this domain independent $f$ (involving only identity-specific features) that allows a cross-domain generalization of ID-Net.

The identity predictor $\hat{P}_u = G_u(f, \theta_u)$ outputs a probability matrix, whose element $\hat{p}_{ij}^{(u)}$ represents the probability of the $i$-th footstep belonging to the $j$-th user. The loss function for training the parameter $\theta_u$ is categorical cross-entropy:

$$\mathcal{L}_u = -|I|^{-1} \sum_{i=1}^{|I|} \sum_{j=1}^{N_u} \log \left( \hat{p}_{ij}^{(u)} \right),$$

where $N_u$ denotes the number of users. To further force the identity predictor to learn features sufficiently discriminative and generalizable to identify unseen users, we introduce a center loss [3] in training the identity predictor:

$$\mathcal{L}_C = 0.5 \sum_{i=1}^{|I|} \| f_i - c_{z_i} \|_2^2,$$

where $c_{z_i} \in \mathbb{R}^Q$ is the center for the $z_i$-th class deep features, $f_i \in \mathbb{R}^Q$ is the $i$-th deep feature, and the summation is performed over the input set $I$. We update $c_{z_i}$ in a mini-batch (with size $m$) manner where the gradient of $\mathcal{L}_C$ with respect to $f_i$ is calculated as $f_i - c_{z_i}$, with $c_j = c_j + \frac{\sum_{i=1}^{|I|} f_i \delta(z_i=j)}{1+\sum_{i=1}^{|I|} \delta(z_i=j)}$, $\delta(z_i=j)$ is an indicator function whose value is 1 if $z_i = j$; otherwise 0. We combine the center loss $\mathcal{L}_C$ with the categorical cross-entropy loss $\mathcal{L}_u$ to train the identity predictor as $\mathcal{L}_u = \mathcal{L}_u + \lambda \mathcal{L}_C$, where $\lambda$ is a scalar that balances the two losses. This loss function enables ID-Net’s identity predictor to maximize inter-class margins and minimize intra-class distances, thereby improving its generalizability.

The loss for training the domain discriminator $G_d(f, \theta_d)$ is also categorical cross-entropy:

$$\mathcal{L}_d = -|I|^{-1} \sum_{i=1}^{|I|} \sum_{j=1}^{|N_d|} \log \left( \delta_{i,j} \right),$$

where $\delta_{i,j}$ is the output probability for the $i$-th footstep originating from the $j$-th domain and $N_d$ denotes the number of domains. The overall training process aims to minimize both $\mathcal{L}_u$ and $\mathcal{L}_d$ by tuning their respective network parameters $\theta_u$ and $\theta_d$. In the meantime, $\theta_f$ is tuned to minimize $\mathcal{L}_C$ but maximize $\mathcal{L}_d$ (via gradient reversal). This procedure forces $f$ to retain only user-specific properties but discard those induced by domains, allowing ID-Net to handle footstep samples taken from unseen domains.

### 3.4 Thwarting Replay Attack via Spatial Clues

As a user identification system, PURE may be adopted in applications where security is a concern (e.g., assisting authentication and surveillance). Under these circumstances, PURE needs to be resilient to potential attacks, among which replay attack is the most lethal one. Similar to all other acoustic-related identification methods (e.g., speaker recognition [27]), footsteps can be overheard (and recorded) by a microphone and then be replayed to attack the system in the sense of faking a certain user. Fortunately, footsteps contain dynamic and smoothly changing spatial cues induced by user movements. On the contrary, a recording clip of footsteps often exhibit only static spatial characters or may otherwise suggest abnormal trajectories, so it should be readily recognizable upon fully extracting the spatial clues contained in footsteps.

To thwart replay attacks, we propose to leverage two pieces of spatial information, namely Time-of-Arrival (ToA) and Angle-of-Arrival (AoA), to filter out replayed footsteps. In particular, ToA is extracted from the structure-borne footstep and AoA is obtained from the air-borne counterpart. The key rationale is that footsteps from a lively walking
person exhibit two traits: i) the moving speed suggested by ToA is bounded, as one should not move too fast indoors (it is also suspicious for a real person to move too fast in a security-concerned area) and ii) the moving trajectory implied by ToA should be naturally irregular, i.e., no person may move along a straight line. On the contrary, an replayed footstep clip always violate at least one of these two criteria, as explained next, regardless of whether the attack is aware of our countermeasure or not.

We formulate the defense against replay attack as a Hypothesis Test [29], in which we define significance thresholds to judge whether a footstep can be accepted as an authentic one or rejected as a replayed one. In our implementation, two thresholds are defined: i) we use Spearman coefficient $\pi$ to quantify the correlation between walking speeds $v$ and step frequency $f$, as replayed footsteps often exhibit rather low correlation while those of authentic footsteps are high. ii) we exploit the maximum difference between any detected AoA $\gamma_{\text{diff}}$ to check the motion states: the AoAs should exhibit variance instead of being static. To be more specific, if $\pi \geq \bar{\pi}$ and $\gamma_{\text{diff}} \geq \bar{\gamma}_{\text{diff}}$ are both satisfied, we accept the footsteps; otherwise, we reject them, where $\bar{\pi} = 0.8$ and $\bar{\gamma}_{\text{diff}} = 10^\circ$ are empirically set based on measurements.

We apply beamforming techniques [30] to extract AoAs from footstep, but obtaining ToA, or equivalently range, is non-trivial. Intuitively, a range-sensitive acoustic fingerprinting strategy based on Sec. 2.1 can be used, but such fingerprints can be interfered by domain conditions. Therefore, we again resort to adversarial learning to preclude domain conditions. Thus the identity predictor is replaced by a range estimator (for separation) are implemented using C++. The deep learning modules, namely the denoising network, ID-Net, and R-Net, are implemented using Tensorflow [31]. For the denoising network, we follow the routines in [29], which allows PURE to achieve a salient denoising performance and also a low runtime complexity.

ID-Net takes STFT magnitude of dimension $32 \times 16$ as its input, representing a footstep that lasts around 30 ms. The feature extractor has two convolution layers each followed by a batch normalization layer and ReLU activation layer. The first one has 32 filters with a $5 \times 3$ kernel and the second one has 64 filters with a $3 \times 2$ kernel. After that, we flatten the output of the last convolution layer, add a dropout layer with drop probability of 0.65, and project it into a 16-dimensional feature vector. The identity predictor and domain discriminator both have only one fully connected layer with 16 neurons and adopt a sigmoid activation function. Their respective outputs depend on the number of users and domains involved in the training set.

For the R-Net, the input is a footstep waveform with 500 samples. The feature extractor in R-Net has a 1D convolution layer, followed by a pooling layer, and a fully-connected layer. The corresponding filter size is 64, 16, and 16, respectively. A dropout layer with a probability of 0.5 is inserted before the fully-connected layer. The range estimator, together with the domain discriminator has only one hidden layer, and both has a filter size of 16. To gather training data for R-Net, we first deploy a centimeter-level
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Fig. 9: Emulated scenario to compare (a) walking speed $v$ vs. step frequency $f$ (representing $\pi$) and (b) AoA vs. range changes (suggesting $\gamma_{\text{diff}}$) between live and replayed footsteps.
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Fig. 10: Implementation with a microphone array (a) and corresponding experiment setting for evaluations (b).
localization system using Decwave UWB-based sensors [32]. We tie one sensor on a user’s foot when he/she walks so as to obtain ground truth locations, i.e., ToA and AoA labels. Also, we attach an IMU sensor on the user’s leg to help triggering the microphone array, so that it may correctly capture a footstep.

We synthesize a training data set for the denoising network with clean footsteps from [33], [34] and speech from TED talks [35]. The noise is extracted from Diverse Environments Multichannel Acoustic Noise Database (DEMAND) [36]. We also collect footsteps under common floors (wood, stone) and circumstances (hall, indoor office, home appliance). We configure the signal SNR in a range of 5 dB, 10 dB, 20 dB, and 30 dB during training. We also utilize the footsteps from source separation to train the network in gaining the ability of minimizing residual interference signals.

### 4.2 Performance Evaluation

We present extensive experiments in this section. We start with evaluating the source separation algorithm, followed by the denoising network. Then we seriously verify the identification accuracy. Finally, we report performance of defending against the replay attack. The experimental statistics, unless otherwise noted, are all obtained by repeating the same experiment 1,000 times.

#### 4.2.1 Source Separation Performance

As we mentioned in Sec. 3.2, the source separation module is activated if we detect rhythmic features in STFT spectrogram. Therefore, before source separation, we first evaluate the performance of this detection algorithm. Recall that we utilize the ASACC $b$, calculated by Eqn. 3 for footstep detection, as the strongest energy of footsteps lies in the low frequency range, we thus only use the first three bins. As shown in Fig. 11, only footsteps that exhibit rhythmic features can generate periodic peaks in ASACC of Fig. 11(a), whereas voice signals hold no such properties in Fig. 11(b).

And when footsteps are mixed with voice, using ASACC can still identify this rhythmic feature as shown in Fig. 11(c). The detailed steps of this detection algorithm proceed as follows. After obtaining $b$, we estimate the beating frequency $k$ in $b$ via Discrete Fourier Transform. If the magnitude $m_k$ of bin $k$ in spectrum goes beyond the average of its subsequent 20 bins by a certain threshold (10 in our case), namely $m_k > \frac{1}{20} \sum_{i=k}^{k+20} m_i + 10$, we accept that current audio signals contain footsteps; otherwise, no footstep is detected and source separation is deactivated. This detection method allows us to achieve a 100% footstep detection even when the magnitude of voice is higher than footstep.

To inspect the source separation performance, we first use clean footsteps blended with voice signals under different configurations as inputs and then check the quality of separated signals. Specifically, we synthesize mixtures of footstep and voice under different Source to Interference Ratio (SIR) [37] as inputs and evaluate the performance using SIR and Source to Distortion Ratio (SDR) [37]. These two evaluation matrices, namely SIR and SDR, are widely used to quantify source separation performance where $\text{SIR} = 10 \log \frac{\|s_{tgt}\|_2^2}{\|e\|_2^2}$, $\text{SDR} = 10 \log \frac{\|s_{tgt} - e_{tgt}\|_2^2}{\|e\|_2^2}$, with $s_{tgt}$, $e_{tgt}$, $e_{nie}$ and $e_{atf}$ being respectively the target signal, interference signal, noise signal, and signal artifacts. The higher the value of these matrices, the better the target signal quality is. Both SIR and SDR in this experiment are calculated given footsteps as the primary signals, as opposed to common speech enhancement tasks where voices are the major concerns.

The results are shown in Fig. 12. From Fig. 12(a), we can see that the SDR after source separation remains almost constant under different SIRs. This simply implies that the source separation algorithm introduces little distortion to the original footsteps, which is notably important for our later identification performance. As a matter of fact, we can barely perceive any distortion when playing the separated footsteps, except some residual voices. It is observable that after source separation in Fig. 12(b), SIR is significantly boosted, indicating a success removal of voice interference.

We finally showcase waveforms and STFT spectrogram of footsteps after source separation, compared with the mixed and original recorded ones, in Fig. 13(a) and Fig. 13(b) respectively. In this experiments, the maximum voice magnitude is identical to that of footsteps, under

fig. 11

(a) ASACC calculated from (a) clean footsteps, (b) voice, and (c) a mixture of clean footsteps and voice.

fig. 12

(a) SIR before separation vs SDR after separation.
(b) SIR before separation vs SIR after separation.
Fig. 13: Time domain waveform (a) and STFT spectrogram (b) of mixed, original, and separated footsteps.

Fig. 14: SNR (a) and SDR (b) before and after denoising.

which case, a user mostly notice voice but ignores footsteps hence interference is strong. Though under severe interference, the separated footsteps waveform is already rather clean as we can see from both Fig. 13(a) and Fig. 13(b) minor distortions and residuals may exist, but none of them introduce perceivable artifacts.

4.2.2 Denoising Performance

The denoising network is used to filter out interference from the background subtraction and get rid of residual signals from the source separation. To evaluate the denoising performance, we synthesize mixtures of real-life recorded footsteps and voices under different SNRs and SDRs, generating a total of 1400 sound clips whose duration is within 20 s. Then we check the respective SNR and SDR after denoising.

Our measurements in Fig. 14(a) reveal a maximum SNR gain around 30 dB (depending on the background noise type). The SNR gain can be noticeable when the SNR of input noisy signals is relatively low, e.g., below 20 dB. However, the network introduces little distortion to its inputs when SNR is high. The same goes for SDR as shown in Fig. 14(b). But this little distortion introduces no perceivable difference to the inputs. Meanwhile, we can deactivate the denoising module when SNR or SDR is high so as to prevent the possible distortion since the SNR or SDR can be roughly calculated. We finally showcase our denoising network in residual removal in Fig. 15. Both time domain waveform (Fig. 15(a)) and Frequency domain spectrogram (Fig. 15(b)) indicate the success of residual noise removal. The noise removal effect can be visualized by the less signal magnitude variations in time domain waveform and the less “blurred image” in spectrogram.

4.2.3 Identification Performance

We conduct extensive measurements to evaluate the identification performance utilizing real-life recorded footsteps from six users. In our first study, we utilize data samples from the same domain (the same environment and walking speed) but only vary the user identity. In this study, we deactivate center loss and apply no adversarial learning for ID-Net. The results shown in Fig. 16(a) reveal that even under a SNR of -12.5 dB, ID-Net still achieves 87% accuracy, demonstrating the feasibility of applying footprint for user identification. It should be noted that we only utilize one step for identification, if we incorporate multiple footsteps and use a majority voting strategy, the accuracy can be boosted to $1 - C_2^2 \times (1 - 0.90)^2 \times 0.9 - C_2^2(1 - 0.9)^3 = 97.2\%$.

We then check the identification accuracy under different levels of voice interference (SIR). The results in Fig. 16(b) show that even under severe interference (SIR = 0), ID-Net can still achieve an accuracy up to 87.13%. And if adding noise and thereby reducing the SNR for footsteps, the accuracy would drop to 60%, indicating ID-Net’s vulnerability to strong background interference. This also emphasizes the need for source separation and denoising, as the former can deliver SIR gain and the latter provides SNR gain, thereby promoting the identification accuracy.

We next extensively explore the identification accuracy after source separation and denoising. The results shown in Fig. 17 reveal that source separation can achieve a maximum accuracy gain of 59.9% while denoising network can boost the performance by an average of 5%. We then explore the impact of sampling rate on the final identification performance and Fig. 17 shows the results. It can be observed that improving the sampling rate can contribute to better identification performance. The performance gain is marginal when SNR is sufficiently high (> 20 dB), if the sampling rate hits 48 kHz. Since a higher sampling rate requires more computational power but achieves little performance improvement, we therefore adopt 16 kHz in our system.

We next conduct an ablation study on the effectiveness of center loss, the impact of which on the classified features can be visualized in Fig. 18. It is observable that center loss can effectively maximize the inter-class boundaries and minimize intra-class distances. This ability could not only enhance the identification performance but also improve the generalizability of ID-Net. Applying center loss sometimes can push the identification accuracy to almost 100%.

We test the identification performance under different domains including speed, distance, and environment variations in the following experiments. Specifically, our footsteps are captured under: 1) three levels of walking speed; 2) two levels of walking distance; 3) two levels of environment. The results in Fig. 16(a) reveal that even under severe interference (SIR = 0), ID-Net can still achieve an accuracy up to 87.13%. And if adding noise and thereby reducing the SNR for footsteps, the accuracy would drop to 60%, indicating ID-Net’s vulnerability to strong background interference. This also emphasizes the need for source separation and denoising, as the former can deliver SIR gain and the latter provides SNR gain, thereby promoting the identification accuracy.

We next extensively explore the identification accuracy after source separation and denoising. The results shown in Fig. 17 reveal that source separation can achieve a maximum accuracy gain of 59.9% while denoising network can boost the performance by an average of 5%. We then explore the impact of sampling rate on the final identification performance and Fig. 17 shows the results. It can be observed that improving the sampling rate can contribute to better identification performance. The performance gain is marginal when SNR is sufficiently high (> 20 dB), if the sampling rate hits 48 kHz. Since a higher sampling rate requires more computational power but achieves little performance improvement, we therefore adopt 16 kHz in our system.

We next conduct an ablation study on the effectiveness of center loss, the impact of which on the classified features can be visualized in Fig. 18. It is observable that center loss can effectively maximize the inter-class boundaries and minimize intra-class distances. This ability could not only enhance the identification performance but also improve the generalizability of ID-Net. Applying center loss sometimes can push the identification accuracy to almost 100%.

We test the identification performance under different domains including speed, distance, and environment variations in the following experiments. Specifically, our footsteps are captured under: 1) three levels of walking speed; 2) two levels of walking distance; 3) two levels of environment. The results in Fig. 16(a) reveal that even under severe interference (SIR = 0), ID-Net can still achieve an accuracy up to 87.13%. And if adding noise and thereby reducing the SNR for footsteps, the accuracy would drop to 60%, indicating ID-Net’s vulnerability to strong background interference. This also emphasizes the need for source separation and denoising, as the former can deliver SIR gain and the latter provides SNR gain, thereby promoting the identification accuracy.
speed, namely 0.2 m/s, 0.5 m/s, and 1 m/s, 2) different distances ranging from 0 to 3 m, 3) heterogeneous environments including common indoor office, home appliance, hall, corridor, etc that exhibit different ground materials and background interference.

We first show the impact of domains on the identification performance when we deactivate center loss and domain predictor. The results are displayed in Table 1 and they tells us that domain conditions can have a notable impact on the identification accuracy. To read the statistics in Table 1, each row and column indicate the number of domains involved in the training data. For instance, (row, column) = (Speed, Distance) = 57.2% means when the training data involves speed and distance variations, the identification accuracy is 57.2%. According to Eqn. (1), distance should not impose any negative impacts on the final results. But when data only contains distance variations, the identification accuracy is only 76.42%. We believe that this is caused by 1) SNR degradation due to propagation loss and 2) structural differences from place to place that cause heterogeneous features. Speed variations, equivalently leading to different impact forces, sabotage the identification accuracy to only 62.01%. And environment dynamics, introducing different medium properties, undermine the identification accuracy most.

We next explore the identification accuracy under domain adaptation. Particularly, we evaluate the identification accuracy under different number of domains and number of footsteps. The average results from 100 trials are shown in Table 2 and “2/3” means we incorporate three steps to identify each user and we accept the result if the same identity appears twice. It can be observable that domain adaptation can significantly improve identification accuracy, pushing the resulting accuracy from a minimal of 9% (without domain adaptation) to 81.75%. And if incorporating multiple footsteps, the accuracy can be further improved to 90.73%.

We finally explore the identification accuracy under multiple user scenarios. We first explore the identification accuracy under the case when each footstep is interfered by only one another footstep. We check the identification accuracy when the footsteps are overlapped at different percentages, the results of which are displayed in Fig. 19(a). As the figure tells, the identification accuracy drops monotonically if the percentage of overlapped region increases. However, the accuracy is still around 50% if two steps are

---

**TABLE 1: Accuracy without domain adaptation.**

| Accuracy (%) | Distance | Speed | Environment |
|--------------|----------|-------|-------------|
| Distance     | 76.4     | 57.2  | 9.11        |
| Speed        | 57.2     | 62.01 | 14.31       |
| Environment  | 9.11     | 14.31 | 12.04       |

---

**TABLE 2: Accuracy with domain adaptation.**

| Accuracy (%) | Domain | 2 D. | 2 D. | 3 D. |
|--------------|--------|------|------|------|
| One footstep | 1      | 88.6 | 84.92| 81.75|
| 2/3          | 1      | 95.92| 90.33| 88.16|
| 3/5          | 1      | 96.53| 94.47| 90.73|

---

Fig. 16: Identification accuracy at various SNRs and SIRs.

Fig. 17: (a) Identification accuracy improved after each processing step. (b) Improving the sampling rate can boost the identification accuracy at low SNR.

Fig. 18: Low-dimensional feature visualization without (a) and with (b) center loss. It clearly shows the power of center loss in maximizing inter-class boundaries while minimizing intra-class distances.

Fig. 19: Identification accuracy when one footstep is mixed with partial another footstep components (a). Such a collision can reduce the identification accuracy. Identification accuracy drops when the number of users increases (b). As collision rate increases when more users are involved, the accuracy drops.
totally overlapped. This simply implies that ID-Net can still recognize these two footsteps but is unable to distinguish them. We then evaluate the performance when multiple persons randomly walk in an indoor meeting room where we place the microphone array in the center. The results in Fig. 19(b) show that an identification accuracy around 80% can still be achieved even when there are three users. As the number of user increases, the collision between different footsteps happens more frequently hence worse performance.

4.2.4 Defend Against Replay Attack

PURE leverages R-Net to extract spatial information, including range and AoA, from multiple consecutive footsteps to defend against replay attack. In this section, we first present the performance of R-Net in spatial information extraction and then inspect the defending performance based on these signatures. We run over 1000 trials in an indoor office $6.8 \times 4.2$ m$^2$ where we place the microphone array in the center.

Fig. 20 shows the ranging and AoA estimation performance. In Fig. 20(a) we verify the ranging performance of R-Net under three cases to demonstrate its capability in domain adaptation. First, we utilize training data (70% of all data) from all the identities and domains to train R-Net, and then we verify the ranging performance using test data (the remaining 30%), which we refer to as Test with Domain Adaptation (Test w/DA). Second, we randomly remove one identity from the training data and after training, we apply inference on this particular identity, referred as Test new samples with Domain Adaptation (Test new samples w/DA). Third, we cut the domain predictor from R-Net and we then verify the ranging performance using test data (the remaining 30%), which we refer to as Test new samples without Domain Adaptation (Test new samples w/o DA). The results in Fig. 20(a) exhibit an median error of around 0.3 m, even testing on samples that come from other domains and never participate in the training process. And if without domain adaptation, the median ranging errors would reach up to 1 m. The comparison of afore-mentioned results clearly demonstrates the salient performance of R-Net in domain adaptation, as well as in ranging. Fig. 20(b) shows AoA estimation errors are below 10$. These salient performance lays the foundation of our defending mechanism against replay attack.

We have checked our defending mechanism under several replay attack scenarios including different walking trajectories and hacking positions. Our measurements reveal that if the trajectories contain complex shapes such as “L” or circle shape segments, the detected $\pi$ could easily violates the threshold $\bar{\pi}$ so that we achieve 100% success in defending these attacks. When there involves only straight line trajectories, the variance of detected AoA revealed by replayed attacks never exceeds the preset 10$^\circ$ threshold while live footsteps reveal a minimum variation around 32.8$^\circ$ due to location swing caused by the alternation between left and right legs. In conclusion, PURE can successfully defend against replay attack.

5 Related Work

In this section, we survey the literature on user identification. Whereas common identification techniques have a broad categories, ranging from traditional computer vision, fingerprint sensing, and iris scan, they are rather irrelevant to our proposal. Therefore, we shall not review these common techniques but focus only on solutions that leverage emergent sensing techniques and adopt behavioral biometrics for user identification.

The proposals of [8]–[11] exploit the gait information to identify users during their walking. The basic idea behind these systems is that the particular walking cycle of each user can be sampled by WiFi signals. However, they may not be able to adapt to environment dynamics, and even walking direction variations can severely affect the identification accuracy. Meanwhile, they often fail to work in practice due to the severe interference from WiFi’s main function of communications and other co-spectrum devices.

FootprintID [14] is a structural vibration based identification system. It employs Gephone [38] to sense the structural vibration caused by a footstep. For identification, it again relies on the gait patterns extracted from multiple structural vibration measurements; the reported identification accuracy for 10 people may reach up to 96%. However, this promising solution still leaves many open issues, including sensor location variation, multiple pedestrians interference, footwear variation. Other similar behavioral biometrics enabled identification system can be found in [39]–[41], as well as [13] where accelerometer and camera are used together as sensors.

To summarize, existing technologies driven by behavioral biometrics often require multiple measurements hence long latency identification experience. On the contrary, PURE solves this problem elegantly by requiring as few as only one step. While PURE can be deemed as a type of behavioral biometrics, it is actually quite related to voiceprint recognition [42], [43]; it can be deemed as a “footstep-print” enabled identification system. PURE is similar to those acoustic fingerprint based systems [42], [43] but PURE is totally passive and thus can provide better user experience. The most similar work to PURE is the one from [15] where footstep patterns rather than gaits are used for identification. But this proposal requires an excessive number of piezoelectric sensors to capture footstep signals while PURE utilizes only commodity microphone, significantly reducing the deployment cost and rendering itself widely applicable for indoor scenarios.
6 Conclusion

In this paper, we have explored the possibility of exploiting footsteps for passive user identification. We have proposed PURE as a multi-person identification system driven by a pipeline of signal processing and deep learning techniques. PURE demands as few as a single footstep to enable user identification and is immune to replay attacks. PURE is even feasible to work under continuous voice interference, thanks to a novel source separation and denoising network. To have PURE working across different domains, we have exploited domain adversarial adaptation scheme with a center loss. Since PURE outperforms existing passive identification systems up to 90%. Since PURE achieves a cross-domain identification accuracy extensively evaluated its performance; the results confirm that PURE demands as few as a single footstep to enable user identification. We have proposed PURE as a multi-person identification system driven by a pipeline of signal processing and deep learning techniques. In this paper, we have explored the possibility of exploiting footsteps for passive user identification. We have proposed PURE as a multi-person identification system driven by a pipeline of signal processing and deep learning techniques. 
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