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Abstract—Autonomous exploration of unknown environments is fundamentally a problem of decision making under uncertainty where the agent must account for uncertainty in sensor measurements, localization, action execution, as well as many other factors. For large-scale exploration applications, autonomous systems must overcome the challenges of sequentially deciding which areas of the environment are valuable to explore while safely evaluating the risks associated with obstacles and hazardous terrain. In this work, we propose a risk-aware meta-level decision making framework to balance the tradeoffs associated with local and global exploration. Meta-level decision making builds upon classical hierarchical coverage planners by switching between local and global policies with the overall objective of selecting the policy that is most likely to maximize reward in a stochastic environment. We use information about the environment history, traversability risk, and kinodynamic constraints to reason about the probability of successful policy execution to switch between local and global policies. We have validated our solution in both simulation and on a variety of large-scale real world hardware tests. Our results show that by balancing local and global exploration we are able to significantly explore large-scale environments more efficiently.

I. INTRODUCTION

A key challenge in deploying artificially intelligent systems in real-world environments is sequential decision-making under uncertainty, particularly when dealing with large-scale tasks that necessitate a delicate balance between exploration and exploitation. This uncertainty can manifest in numerous ways, such as localization errors, hazard identification, communication delays, motion execution, and noisy sensor measurements [1]. In tasks that involve thorough exploration of unknown environments, an autonomous agent must account for resource limitations, the unpredictability of the task area, and the necessity to promptly and efficiently react to emergent risks [2, 3]. Consequently, quantifying uncertainty and integrating it into strategic planning is of vital importance.

Consider an autonomous agent, as illustrated in Figure 1, assigned to explore a large and uncharted environment. Constraints such as finite energy supply and noisy sensor observations affect the agent’s ability to completely cover the area. Thus, prioritization and risk evaluation become essential components of the task, along with the continuous challenges that arise from real-world deployment.

There are two primary challenges in this context: the planning of coverage paths across a large scale, and the risk-aware planning that accommodates the hazards present in the environment. These challenges require an intelligent system that can accommodate these two extremes using limited computational resources. A common strategy is to divide and conquer, where a large problem is reduced to smaller, more manageable sub-problems. While this approach helps make the problem computationally tractable, it often leads to suboptimal solutions due to the nature of the problem division.

To navigate these challenges, we introduce a methodology that leverages spatial and temporal approximations to facilitate planning with an online, real-time solver. We decompose the agent’s belief space into two key components: the global and local Information Roadmap (IRM). This dual representation is necessary to handle the expansive spatial and temporal scope of the task, shown in Figure 1. We then use Receding Horizon Planning (RHP) over this hierarchical structure in real-time, and use meta-level decision making to balance local risk-resilience and global reward-seeking objectives.

Previous work has shown the effectiveness of hierarchical planning in exploring vast unknown environments [4–9]. However, traditional divide-and-conquer methods may result in inefficiencies due to problem bifurcation and lack of environmental knowledge. These inefficiencies are addressed in our proposed methodology. We select a coverage policy (either local or global) based on its maximum expected discounted return, weighted by the probability of successful execution.
By estimating the success probability and reward for successful plan execution, our method aims to select the most rewarded coverage policy at any given point in time. This allows for flexible exploration and ensures maximum coverage while considering traversal risk. For instance, in a scenario where a robot explores a long narrow corridor leading to a dead-end, our method provides the ability to recompute and select a more valuable policy, whether local or global, once the dead-end is discovered. This adaptability is a key feature of our approach.

Our results demonstrate that in environments with complex terrain, this risk-aware meta-level decision making approach enables the autonomous agent to identify alternative paths and avoid risky regions, resulting in more efficient exploration. We rely on the hierarchical coverage planner formulation used by Kim et al. [4], and the high-level interaction of the different planning structures is shown in Figure 2.

The contributions of our work are threefold.

1) We formulate a meta-level decision making problem for hierarchical coverage planning.
2) We introduce a risk-aware meta-level decision making algorithm that reasons about the expected discounted reward and probability of successful policy execution to adaptively switch between local and global policies.
3) We demonstrate our algorithm on physical multi-robot teams during large-scale exploration missions. We have deployed our solution in a variety of environments ranging from the Los Angeles Subway Station to the Kentucky Underground Limestone Mines. The proposed solution also served as the decision making system for switching between the local and global policies for team CoSTAR’s entry in the Final Circuit of the DARPA Subterranean Challenge [3].

The remaining sections of this paper are structured as follows. Section 2 discusses related work. Section 3 formalizes the hierarchical coverage planning problem. Section 4 introduces the risk-aware meta-level decision-making algorithm. Section 5 presents the results from our deployment on physical robotic systems. We show that our proposed meta-level decision-making methodology, by using risk-aware information to guide policy switching, allows for more efficient and higher quality exploration in large-scale environments.

II. RELATED WORK

The related literature encompasses themes of meta-level control, meta-learning, and meta-reasoning aimed at enhancing decision-making for specific goals [15, 16], vital for complex autonomous systems [17]. Meta-level control optimizes performance by strategic activity selection [18], balancing computation and solution quality, known as meta-reasoning [19–22].

Hierarchical Reinforcement Learning: In hierarchical reinforcement learning, autonomous agents benefit from high-level policy switching between low-level policies for safety and efficiency [23–30]. Others achieved better outcomes with hierarchical structures for autonomous driving behavior [31], or multiobjective approaches for vehicle engine control [32]. These methods focus on offline policy switching, contrasting with our focus on online policies for exploring unknown environments [4].

Coverage Planning: Coverage planning uses approximate POMDP solvers for extended temporal and spatial scenarios. Integration of policy search under Gaussian beliefs [33, 34] and expansions using the POMCP solver [35] have been applied. Frontier-based exploration [36], risk-aware navigation [37], and superior hierarchical POMCP frameworks [38] demonstrate the effectiveness of hierarchical planners in large-scale exploration [4], highlighting the benefits of a global-local approach.

Our work, set in the context of these existing studies, centers on risk-aware considerations for online planning. Specifically, our approach benefits from the capability to assess the advantages of switching between local and global policies using risk-aware information, an aspect not addressed by earlier works.

III. PROBLEM FORMULATION

The coverage planning problem formulation is based on that of Kim et al. [4]. Our risk-aware meta-level decision making contribution builds upon this formulation.

A. Hierarchical Coverage Planning

In unknown space coverage domains, we do not have strong priors about the parts of the world that have not yet been observed. Hence, knowledge about the coverage and risk state of the world at runtime is incomplete and often inaccurate. Thus, in such domains, Receding Horizon Planning (RHP) has been widely adopted [39].

Global and Local Policies: We decompose the policy into local and global coverage policies: \(\pi^L\) and \(\pi^G\), which are solved for over the local and global graphs \(G^L\) and \(G^G\) respectively. The local and global policies \(\pi^L_{t:t+T^L}(b^f)\) and \(\pi^G_{t:t+T^G}(b^g)\) are therefore given by

\[
\pi^G_{t:t+T^G}(b^g) = \arg\max_{\pi^G \in \Pi^G_{t:t+T^G}} \mathbb{E} \sum_{t' = t}^{t+T^G} \gamma^{t'-t} r^G(b^g_{t'}, \pi^G(b^g_t))
\]
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respectively where $\gamma \in (0, 1] $ is a discount factor for the future rewards, $\Pi_{0:T}$ is the space of possible policies, and $v(b, a) = \int_\mathcal{X} R(s, a) b(s) ds$ denotes the expected reward of taking action $a$ at belief $b$. The discounted utility function is defined as the expected reward of following policy $\pi^{a_t}$, starting from belief $b$:

$$U(b_t; \pi^{a_t}) = \mathbb{E} \sum_{t'=t}^{t+T} \gamma^{t'-t} v(b_{t'}, \pi^{a_t}(b_{t'})).$$

The overall policy $\pi \in \Pi$ is constructed by combining the local and global policies. The way in which we combine the local and global policies, or equivalently, how we switch between them, is the key focus of our work.

B. Hierarchical Coverage Policy Execution

Once we have solved for a coverage policy, we must translate that high-level policy into action execution commands for the robot to follow. During the coverage plan execution phase, low-level motion planning uses high-fidelity risk information to safely guide the robot’s actions. In this work, we consider a hierarchical motion planning framework, which has been widely adopted in many autonomous navigation applications [10, 40, 41].

To execute a particular policy, the local and global coverage policies are passed to lower-level motion controllers as shown in Figure 2. First, the obstacle-aware planner takes in the high-level policy and plans a path $x_{A^*}$ using the $A^*$ algorithm [12]. This provides a higher resolution path that follows the goals set by the local or global policies. Then $x_{A^*}$ is used as a reference by the kinodynamic planner which plans a path $x_{\text{kino}}$ accounting for the kinodynamic constraints of the robot. Further information on the kinodynamic planner is provided by Fan et al. [10, 14].

IV. RISK-AWARE META-LEVEL DECISION MAKING

Our contribution is focused on switching between the local and global policies using risk-aware information. The objective in risk-aware unknown environment exploration is to cover, or explore, as much of the environment as possible while minimizing action costs and avoiding risky policies that could jeopardize the safety of the robot. The challenge lies in balancing between exploring a local area, which will provide some immediate coverage reward, or relocating to a different global frontier, which could provide more coverage reward in the future while also requiring more travel time.

Risk-aware Information: By reasoning about the probability of successful policy execution, we are able to balance safety and performance in a principled manner. Incorporating this probability is one of the key aspects of our risk-aware solution. Our decision problem can therefore be stated as:

$$\max_{\pi^{a_t} \in \{\pi^{a_t}_{t} : t \leq t \leq T\}} \hat{P}(\pi^{a_t}) U(b_t; \pi^{a_t}).$$

A. Probability of Successful Policy Execution

As previously mentioned, one of the key challenges with hierarchical coverage planning is fusing the divided information between different levels to allow for more well informed decision making. We achieve this fusion of information by reasoning about the probability that a policy is able to be successfully executed. To do so, we leverage information across all layers of the hierarchical structure shown in Figure 2. Specifically, we use the history of the local and global graphs, traversability risk, and kinodynamic feasibility to determine the probability of successful execution with respect to each of these components $P_G(\pi)$, $P_W(\pi)$, and $P_{\text{kino}}(\pi)$ respectively. An exact expression for each of these terms is problem specific and will be provided in further detail below; however, the relationship between these terms is a general idea that is widely applicable to a variety of problems. The overall probability of successful policy execution is then given by the proportionality:

$$\hat{P}(\pi) \propto P_G(\pi) P_W(\pi) P_{\text{kino}}(\pi).$$

Because our goal is to maximize Equation 4, we drop proportionality constants because they will not affect the maximum.

Environment History: The probability of successful policy execution based on the history of the local and global graphs $P_G(\pi)$ captures the interaction between the uncertainty in the world representation and the ability to find successful policies over these representations. The local and global graphs $G^l$ and $G^g$ can vary from one planning step to the next based on new sensor information. As a result the local and global policies will change from one iteration to the next and a policy that was previously successful may no longer be feasible. Capturing this history provides a level of confidence in our respective policies over time which leads to

Fig. 3: Example of global to local switching from a real world mission during the DARPA Subterranean Challenge. The first row displays the front view from cameras on the robot. The second row shows the local IRM (discretized grid), local coverage planner path (cyan line), and the direction of the robot (shaded yellow sector). The bottom row shows the global IRM (edges are green, frontiers are yellow, and previous robot locations are brown), the global goal (red arrow), and the direction of the robot (shaded yellow sector). The four columns represent four different time instances.

In other words, we are selecting the policy at time $t$ that has the greatest coverage reward if the policy is successful, multiplied by the probability that the policy is able to be successfully executed.
the probability of successful execution based on the history of the environment.

**Traversability Risk:** The probability of successful policy execution based on the current traversability risk of the environment $P_W(\pi)$ is perhaps the most intuitive component of the overall $P$ proportionality. Riskier environments will have a lower probability of successful execution since more complex terrain naturally includes greater uncertainty in the outcome of specific action executions. Further detail on how we estimate this probability is provided in the next subsection.

**Kinodynamic Constraints:** The probability of successful policy execution based on the robot’s kinodynamic constraints $P_{\text{kino}}(\pi)$ captures the feasibility of execution based on the dynamics of the robot. For example, a policy may set a goal that is incompatible with the dynamic constraints of the robot (i.e. the robot is not physically capable of moving along the requested path).

### B. Practical Execution Probability Implementation

While the general idea of Equation 5 is applicable to a variety of robotic applications, we provide a more concrete definition here for the specific problem of risk-aware exploration. While there is no closed form analytical expression for this probability, we can still make use of the fact that the probability that a path can be successfully executed is correlated with many aspects of the environment. For example, a possible metric to quantify the environment history is the consistency of policy generation (i.e. the number of previous policies found within a given time window), which we denote $h$. In hazardous environments, it is more challenging to find potential policies and therefore $h$ will be lower. That is, $P_G(\pi) \propto h$. Similarly, the traversability risk accumulated by following a particular policy is given by

$$J(\pi^a) = \sum_{i=1}^{T_{\pi}} \rho_i, T \leq 1/J(\pi)$$

where $\rho_{ij}$ represents the traversability risk associated with traversing from node $n_i$ to node $n_j$ along edge $e_{ij}$ when following either the local or global policy chosen by action $a_t$ (recall that a local or global policy is made up of actions which correspond to edge traversals in the IRM graph structure and a particular policy will have $T_{\pi}$ nodes corresponding to $T_{\pi} - 1$ edges to visit based on the respective horizon). The probability of successful policy execution based on the current traversability risk of the environment can therefore be represented as $P_{W_i}(\pi) \propto 1/J(\pi)$.

**Traversability Model:** We use a traversability risk assessment model to determine $\rho_{ij}$ which is based on the tail risk assessment using the Conditional Value-at-Risk (CVaR) that previous work has shown to perform well [10]. It is important to note here that our sequential decision making relies on the traversability risk assessment of the environment which has been the focus of extensive previous work [10, 11]. We leverage this work to achieve risk-aware decision-making based on the history of the environment.

---

**Fig. 4:** Example highlighting the motivation for local to global switching from a real world test conducted in the LA Subway. This test was run without meta-level decision making onboard to demonstrate the necessity of using the algorithm. Initially, the robot is in an open space as shown in the center and right images of row 1. The robot then enters a cluttered environment that has high reward (since it has not been covered yet) and very high traversability risk (row 2). Obstacles are shown in black, areas of high traversability risk are shown in red, and white indicates open space. By replaying this data with meta-level decision making running, we can see that at this point the algorithm would recommend switching to a global frontier rather than continuing with the risky local plan; however, since the algorithm was not running, the robot continues to explore the constrained environment. The green and red diamonds indicate the points in time where these events would have occurred if the algorithm had been running in real time on the robot. The robot’s local plan is indicated by the cyan line.
Algorithm 1: Risk-aware meta-level decision making

Result: An action that selects a coverage policy

for \( a_t \in \{ a^\ell, a^g \} \) do

| solve for \( \pi^\ell, \pi^g, U(b_t; \pi^{a_t}) \) [Eq. 1, 2, 3]  |
| \( P(\pi^{a_t}) \leftarrow h(J(\pi^{a_t}) \sum_{x \in \mathcal{X}_{kino}} D(x_{kino}, x_{A^*})) \) [Eq 8] |
| \( a_t \leftarrow \arg \max_{a_t} P(\pi^{a_t})U(b_t; \pi^{a_t}) \) |

if \( J(\pi^{a_t}) > J_{max} \)  
| \( D(x_{kino}, x_{A^*}) > D_{max} \) |

| if \( a_t = a^g \)  
| return \( a^g \) |
| else  
| return \( a^\ell \) |

end

end

Algorithm 1: Risk-aware meta-level decision making

making; but traversability risk assessment is not the focus of this contribution.

Kinodynamic Discrepancy: The discrepancy between the \( A^* \) path \( x_{A^*} \) and the kinodynamic path \( x_{kino} \) provides a metric of kinodynamic feasibility. A path that has lower discrepancy is more kinodynamically feasible. Similarly, a large discrepancy indicates that the high-level policy is setting a goal for the robot that may require aggressive motion. This discrepancy could also indicate that there is some undetected anomaly such as a rock underneath the robot or some other general system failure. We define \( D \) as the discrepancy between the kinodynamic path \( x_{kino} \) and the \( A^* \) path \( x_{A^*} \):

\[
D(x_{kino}, x_{A^*}) = \sum_{i=1}^{N} |x_{i,A^*} - x_{i,kino}|,
\]

where \( N \) is the length in nodes of each path. We then have that \( P_{kino}(\pi) \propto \frac{1}{J_{kino}(x_{kino}, x_{A^*})} \). Combining these factors gives:

\[
P(\pi) \propto h \cdot \frac{1}{J(\pi)} \cdot \frac{1}{D(x_{kino}, x_{A^*})}.
\]

Algorithm: The overall implementation is provided in Algorithm 1. We can see that as the traversal risk \( J \) increases, the probability of successful execution decreases. Similarly, if the kinodynamic path differs significantly from the requested path (\( D \) increases), then the probability of successful execution will decrease. These factors allow us to achieve real time risk-aware meta-level decision making.

V. RESULTS

There are two main scenarios where meta-level decision making stands out in hierarchical coverage planning. The first situation occurs when the local coverage policy is more valuable than the global coverage policy, prompting a switch from global to local planning, and the second situation occurs when switching from local to global planning is more valuable.

Global to Local: A common implementation for global coverage planning is that once a global frontier is selected, the robot navigates to the frontier and must come within a certain distance of that frontier node before it can switch back to local coverage planning. However, this implementation is an overly conservative constraint. A more efficient implementation is to allow for the global frontier to be overridden and switch to the local planner on the way to the global frontier. Allowing the robot to follow the risk-informed local coverage planner is often preferred in order to explore the uncovered areas closer to the robot. Doing so prevents the robot from traveling a greater distance to a global frontier and then returning to the previous local area to explore the uncovered area that was there originally. An example of this scenario from a real world exploration mission is shown in Figure 3.

Local to Global: The second situation occurs when switching from the local to global policy is more valuable. Hierarchical coverage planners typically give preference to the local coverage planner when a local path is available. However, there are certain situations where the tradeoff between local and global exploration provides us with a global frontier that is more valuable than the current local policy. An example of this scenario, shown in Figure 4, comes from a real world test conducted at the Los Angeles Subway Station.

Simulation Setup: To allow for better analysis between consecutive runs, we tested our coverage planning solution extensively in simulated environments, including simulated subway, maze, and cave environments (Figure 5). The subway station consists of large interconnected, polygonal rooms with smooth floors, devoid of obstacles. The maze and cave are both unstructured environments with complex terrain (rocks, steep slopes, and sharp drop-offs) and topology (narrow passages, sharp bends, dead-ends, and open spaces).

The results from multiple simulation runs with and without the meta-level decision making considerations are shown in Figure 5. Note that we are comparing to a hierarchical coverage planner, like that described by Kim et al. [4], which achieves state of the art performance. These results show that in environments with complex terrain (like that of the simulated cave), meta-level decision making allows the robot to find alternative routes when it otherwise might get stuck (similar to the example shown in Figure 4).

Baseline Algorithms: We compared our meta-level decision making framework against a local coverage planner baseline (next-best-view method), a global coverage planner baseline (frontier-based method), and a hierarchical coverage planner (HCP) like that of Kim et al. [4]. The results from these baseline comparisons are summarized in Table I for...
the simulated maze and subway environments.

1) Next-Best-View (NBV): NBV samples viewpoints in a neighborhood of the robot, and then plans a deterministic path to each viewpoint [39]. The policy search space is the set of viewpoint paths. NBV selects the policy with the maximum reward based on action cost and information gain from the world representation.

2) Hierarchical Frontier-based Exploration (HFE): Frontier based exploration methods construct a global representation of the world, where frontiers encode approximate local information gain. The policy search space is the set of frontiers. Exploration combines a one-step look-ahead frontier selection with the creation of new frontiers until all frontiers have been explored.

**Real World Tests:** Finally, in addition to the simulated tests and the two real-world examples presented in Figures 3 and 4, we also extensively validated our solution on large-scale hardware tests in a variety of subterranean environments shown in Figure 6. The main field testing environments were the Kentucky Underground Limestone Mine and the Los Angeles Subway Station. Results from three different real world tests that we ran on both Husky and Spot platforms are shown in Figure 6. These three environments are very similar to the simulated subway, cave, and maze domains and demonstrate the capabilities of the onboard autonomy for exploring large unknown environments.

**VI. CONCLUSION**

Our contribution is focused on maximizing the environment coverage during exploration using hierarchical planning structures. Specifically, we introduce a method that is able to adaptively switch between local and global policies in real time by estimating the probability of policy success and the reward for successful policy execution. By reasoning about the probability of successful policy execution we are able to leverage risk-aware information about the environment to incorporate greater synergy into the interactions of the local and global policies within the hierarchical planning structure. These methods have all been tested extensively in simulation and on real world physical robots. They outperform existing solutions by covering up to 1.5 times more area in certain environments.

Future work to expand the overall framework of meta-level decision making includes developing communication-aware exploration strategies. These strategies serve a similar purpose to the local and global policy switching, except the communication-focused override sets a goal that brings the robot back into the communication range of the base station and other robots. A robot that is out of communication range for too long does not contribute to the overall mission. Another promising area of future work is rare event simulation. The cases in which meta-level decision making proves valuable are often situations where the robot would get stuck if it were not accounting for these tradeoffs. Finding these rare events can be very time consuming when working with simulation and hardware and therefore this work would greatly benefit from the use of adaptive stress testing. By collecting isolated and repeatable test cases, the meta-level decision making solution can be further improved on a diverse set of rare events leading to greater overall efficiency and safety.
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**TABLE 1**

| Method | Simulated Maze | Simulated Subway Station |
|--------|----------------|--------------------------|
|        | Rate (m²/min)  | Coverage (m²)           | Rate (m²/min)  | Coverage (m²) |
| MLDM   | 191.1          | 3021                     | 170.5          | 3410          |
| HCP    | 165.8          | 3315                     | 167.4          | 3347          |
| NBV    | 41.4           | 827                      | 125.6          | 2511          |
| HFE    | 71.8           | 1436                     | 156.7          | 3133          |
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