An Improved Grey Wolf Optimizer Based on Differential Evolution and OTSU Algorithm
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Abstract: Aimed at solving the problems of poor stability and easily falling into the local optimal solution in the grey wolf optimizer (GWO) algorithm, an improved GWO algorithm based on the differential evolution (DE) algorithm and the OTSU algorithm is proposed (DE-OTSU-GWO). The multithreshold OTSU, Tsallis entropy, and DE algorithm are combined with the GWO algorithm. The multithreshold OTSU algorithm is used to calculate the fitness of the initial population. The population is updated using the GWO algorithm and the DE algorithm through the Tsallis entropy algorithm for crossover steps. Multithreshold OTSU calculates the fitness in the initial population and makes the initial stage basically stable. Tsallis entropy calculates the fitness quickly. The DE algorithm can solve the local optimal solution of GWO. The performance of the DE-OTSU-GWO algorithm was tested using a CEC2005 benchmark function (23 test functions). Compared with existing particle swarm optimizer (PSO) and GWO algorithms, the experimental results showed that the DE-OTSU-GWO algorithm is more stable and accurate in solving functions. In addition, compared with other algorithms, a convergence behavior analysis proved the high quality of the DE-OTSU-GWO algorithm. In the results of classical agricultural image recognition problems, compared with GWO, PSO, DE-GWO, and 2D-OTSU-FA, the DE-OTSU-GWO algorithm had accuracy in straw image recognition and is applicable to practical problems. The OTSU algorithm improves the accuracy of the overall algorithm while increasing the running time. After adding the DE algorithm, the time complexity will increase, but the solution time can be shortened. Compared with GWO, DE-GWO, PSO, and 2D-OTSU-FA, the DE-OTSU-GWO algorithm has better results in segmentation assessment.
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1. Introduction

Image segmentation is an important part of image processing in practice [1–5], as well as a key image analysis technique [6–10]. The threshold image segmentation method divides pixels into several classes by setting the threshold value to realize the separation of the object and the background in the image. Threshold segmentation based on a histogram is the most widely used image segmentation method. The histogram is used for analysis. A better threshold is selected according to the relationship between the peaks and troughs of the histogram [11–13].

Shannon, Otsu, and Kapur are the most common methods. Shannon entropy is used to determine the amount of information contained in a random data source [14]. The OTSU algorithm is an automatic
method to determine the threshold using the maximum interclass variance [15]. Kapur entropy is the pixel grey value with the maximum entropy of the whole image [16]. Two-dimensional OTSU algorithm by Liu and Li integrates the average grey value of neighborhood pixels on the basis of one-dimensional OTSU [17].

Heuristic algorithm is proposed relative to the optimization algorithm, in which genetic algorithm (GA) [18], particle swarm optimizer (PSO) [19], and grey wolf optimizer algorithm (GWO) [20] are applied in various research fields.

Zahara et al. proposed a hybrid optimization scheme for multiple thresholding by the criteria of OTSU, Gaussian function, and PSO algorithms [21]. Cui et al. proposed a threshold segmentation algorithm based on 2D grey histogram and PSO for fire image segmentation [22]. An improved two-dimensional OTSU algorithm based on PSO was proposed to find the optimal threshold for lung parenchyma segmentation and extraction by Helen et al. [23]. The multithresholding based on modified PSO (MMPSO) method by Hamdaoui et al. was a PSO algorithm based on the new fitness function and OTSU method or multilevel thresholding [24]. Khairuzzaman et al. used Kapur entropy and OTSU combined with GWO algorithm to apply the multithreshold problem [25]. Ibrahim et al. proposed a multilevel threshold optimization method based on GWO. These principles included chaotic logistic map, the opposition-based learning (OBL), differential evolution (DE) algorithm, and the disruption operator (DO) [26]. Bohat et al. proposed the WOA-TH, GWO-TH, and PSO TH algorithm [27]. Zhou et al. proposed a method combining two-dimensional OTSU image threshold segmentation and improved firefly algorithm [28].

This paper proposes an improved GWO algorithm. There is an improved GWO algorithm for initial population selection and threshold selection. By combining the GWO algorithm with the three principles, multithreshold OTSU, Tsallis entropy, and differential evolution (DE) algorithms, an improved GWO algorithm based on the DE algorithm and the OTSU algorithm is proposed (DE-OTSU-GWO). Each principle has its own function. Multithreshold OTSU calculates the fitness in the initial population and makes the initial stage basically stable. Tsallis entropy quickly calculates the fitness. Differential evolution can solve the local optimal solution of the GWO algorithm.

Compared with existing PSO and GWO algorithms, the experimental results show the stability, accuracy, and convergence of the DE-OTSU-GWO algorithm. In addition, when compared with other algorithms, a convergence behavior analysis proves the high quality of the DE-OTSU-GWO algorithm.

The rest of the paper is organized as follows. Section 2 describes an improved GWO based on the DE and OTSU algorithms. Section 3 presents the experimental results and analysis. Section 4 details an experiment and discusses the best method for straw coverage detection. The last section summarizes this article.

2. Materials and Methods

2.1. Multithreshold OTSU

The original OTSU method is a better threshold selection algorithm in image segmentation. This method is simple and is not affected by the brightness and contrast of the image. However, the original OTSU method is a single-threshold segmentation method. After using the algorithm to divide the image into two classes, the target within the two classes can no longer be distinguished. It is possible to distinguish other targets between the two classes; therefore, we need to further divide these two classes. The multithreshold OTSU method is used to segment different classes. Assuming there are m classes to be distinguished in an image X, there are m – 1 thresholds \(k_1, \ldots, k_{m-1}\), which are used to divide image X into m classes. These classes are represented as \(C_0 = [0, 1, \ldots, k_1], \ldots, C_m = [k_m + 1, k_m + 2, \ldots, L-1]\). The interclass variance [29,30] is as follows. (The use of the formula symbol in this section is shown in Table 1).

\[
\sigma = \omega_0(\mu_0 - \mu_T)^2 + \cdots + \omega_n(\mu_n - \mu_T)^2 + \cdots + \omega_{m-1}(\mu_{m-1} - \mu_T)^2
\] (1)
\[ \omega_0 = \sum_{i=0}^{k_i} P_i, \omega_n = \sum_{i=k_n+1}^{k_{n+1}} P_i, \omega_{m-1} = \sum_{i=k_{m-1}+1}^{L-1} P_i \]  

(2)

\[ \mu_0 = \sum_{i=0}^{k_i} i P_i, \mu_n = \sum_{i=k_n+1}^{k_{n+1}} i P_i, \mu_{m-1} = \sum_{i=k_{m-1}+1}^{L-1} i P_i \]  

(3)

\[ N = \sum_{i=0}^{L-1} N_i \]  

(4)

\[ \mu_T = \sum_{i=0}^{L-1} i P_i \]  

(5)

A set of thresholds that maximize the \( \sigma_{BC} \) is the desired threshold.

### Table 1. The implication of the formula symbol in Section 2.

| Symbol | Implication | Symbol | Implication |
|--------|-------------|--------|-------------|
| \( N \) | total number of pixels in the greyscale image | \( r_1, r_2, \) and \( r_3 \) | mutually different random integers chosen from 1 to N |
| \( n \) | the number of pixels in the same greyscale pixel \( i \) | \( \text{randb}(j) \) | random value, \( \in [0,1] \) |
| \( \omega_i \) | the probability of the same greyscale pixel \( i \) | \( \text{CR} \) | crossover constant, \( \in [0,1] \) |
| \( \mu \) | the pixel mean | \( \text{rnbr}(t) \) | a randomly chosen index |
| \( q \) | selected by using the histogram mean value of the segmentation image. | \( D \) | determines \( z_i(t+1) \) has at least one parameter from the target individual \( y_i(t+1) \) |
| \( V \) | threshold | \( \rightarrow D \) | the distance between the wolves and the optimal threshold |
| \( d \) | the grey level in the range of 0–99 | \( t \) | current iteration |
| \( m \) | the grey level in the range of 100–149 | \( \rightarrow A \) and \( \rightarrow C \) | coefficient vectors |
| \( l \) | the grey level in the range of 150–255 | \( \vec{X_p} \) | the position vector of the prey |
| \( y \) | mutant vector | \( \vec{X} \) | the position vector of the wolf |
| \( x \) | target vector | \( \vec{a} \) | linearly decreased from 2 to 0 over the course of iterations |
| \( F \) | \( F \in [0,2], \) real and constant factor controls the amplification of the differential variation \((x_{2}(t) - x_{3}(t))\). | \( \rightarrow r_1 \) and \( \rightarrow r_2 \) | random vectors in [0,1] |

#### 2.2. Tsallis Entropy

An entropy criterion is selected to determine the threshold in threshold segmentation. Compared with Shannon entropy threshold segmentation, Tsallis entropy can be extended to nongeneralized systems.

For an image with \( G \) grey levels, \( p_i \) is the probability of the greyscale \( i \) appearing in the image. Tsallis entropy \( S_q \) for each distribution is as follows:

\[ S_q = \frac{1 - \sum_{i=1}^{G} (p_i)^q}{q-1} \]  

(6)

In the case of single-threshold segmentation, let threshold \( z \) divide the image into two classes: target part A and background part B. The grey probability of these two parts is as follows:

\[
\begin{align*}
    w_A &= \sum_{i=1}^{z} p_i \\
    w_B &= \sum_{i=z+1}^{G} p_i 
\end{align*}
\]  

(7)
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\[ w_A + w_B = 1 \]  

Tsallis entropy of two parts is as follows:

\[ S_A^q(t) = \left[ 1 - \sum_{i=1}^{z} \left( \frac{p_i}{w_A} \right)^q \right]^{\frac{1}{q-1}} \]  

\[ S_B^q(t) = \left[ 1 - \sum_{i=z+1}^{G-1} \left( \frac{p_i}{w_B} \right)^q \right]^{\frac{1}{q-1}} \]  

The total Tsallis entropy is as follows:

\[ S^{A+B} = S_A^q(z) + S_B^q(z) + (1-q)S_A^q(z)S_B^q(z) \]  

Set \( E_1 = \sum_{i=0}^{z} \left( \frac{V_i}{V} \right)^q \), and extend it from a single threshold to multilevel thresholds with thresholds \( R \). Tsallis entropy \( S_q([t_1, t_2 \cdots t_R]) \) \[31\] is as follows:

\[ S_q([t_1, t_2 \cdots t_R]) = \frac{1}{1-q} E_1 E_2 \cdots E_{R-1} \]  

\[ q = \begin{cases} 
0.05 + 0.5^V & G \in I \\
0.15 + 0.5^V & G \in M \\
0.01 + 0.2 \times |V - 2| / V & G \in D
\end{cases} \]  

2.3. Differential Evolution

Differential evolution (DE) algorithm is a global optimal random search based on population iteration. Like the other genetic algorithms (GAs), DE algorithm begins with an initial population vector containing many target individuals. The current generation evolves through a repeating evolutionary process to the next generation until the termination condition is reached. DE algorithm includes mutation, crossover, and selection operations \[32\].

The mutation operation generates a new parameter vector by adding the weighted difference between two population vectors to a third vector, as follows:

\[ y_i(t+1) = x_{r1}(t) + F \cdot (x_{r2}(t) - x_{r3}(t)) \]  

The crossover operation increases the diversity of the perturbed parameter vectors. The trial vector is as follows:

\[ z_i(t+1) = (z_{i1}(t+1), z_{i2}(t+1), \cdots, z_{iD}(t+1)) \]  

The crossover operation is as follows:

\[ z_{ij}(t+1) = \begin{cases} 
y_{ij}, & \text{if } (\text{randb}(j) \leq CR) \text{ or } j = \text{rnbr}(i) \\
x_{ij}, & \text{if } (\text{randb}(j) > CR) \text{ and } j \neq \text{rnbr}(i)
\end{cases} \]  

\[ j = 1, 2, \cdots, D \]  

The selection operation is compared to the target vector using the greedy criterion, as follows:

\[ x_i(t+1) = \begin{cases} 
z_i(t+1), & f[z_i(t+1)] < f[x(t)] \\
x(t), & f[z_i(t+1)] \geq f[x(t)]
\end{cases} \]
2.4. Grey Wolf Optimizer

The grey wolf optimizer (GWO) algorithm simulates the hierarchy and hunting behavior of grey wolves. Grey wolves have a very strict social dominance hierarchy: 

Alpha (α) is the leader and is the best in terms of managing the pack; however, it is not the strongest member of the pack. This suggests that organization and discipline are more important than strength.

Beta (β) obeys alpha and can command other lower-level wolves. In addition, beta transmits alpha commands and provides feedback to alpha.

Delta (δ) obeys alpha and beta. Omega rules over his inferiors.

Omega (ω) is balanced within the population and is subject to all other dominant wolves.

The main stages of grey wolf hunting are as follows: encircling, hunting, and attacking.

The behavior process of encircling prey is as follows:

\[
\begin{align*}
\vec{D} &= \left| \vec{C} \cdot \vec{X}_p(t) - \vec{X}(t) \right| \tag{19} \\
\vec{X}(t+1) &= \vec{X}_p(t) - \vec{A} \cdot \vec{D} \tag{20} \\
\vec{A} &= 2 \vec{a} \cdot \vec{r}_1 - \vec{a} \tag{21} \\
\vec{C} &= 2 \vec{r}_2 \tag{22}
\end{align*}
\]

The hunting process is usually guided by alpha. Beta and delta might occasionally participate in hunting. According to the best search agent location, other search agents (including omega) should update their positions. Note the following formulas:

\[
\begin{align*}
\vec{D}_\alpha &= \vec{C}_1 \cdot \vec{X}_\alpha \\
\vec{D}_\beta &= \vec{C}_2 \cdot \vec{X}_\beta \\
\vec{D}_\delta &= \vec{C}_3 \cdot \vec{X}_\delta \\
\begin{align*}
\vec{X}_1 &= \vec{X}_\alpha - \vec{A}_1 \cdot \vec{D}_\alpha \\
\vec{X}_2 &= \vec{X}_\beta - \vec{A}_2 \cdot \vec{D}_\beta \\
\vec{X}_3 &= \vec{X}_\delta - \vec{A}_3 \cdot \vec{D}_\delta
\end{align*} \tag{23}
\end{align*}
\]

\[
\vec{X}(t+1) = \left(\vec{X}_1 + \vec{X}_2 + \vec{X}_3\right)/3 \tag{24}
\]

The attacking is the final stage. When the prey stops moving, the grey wolves attack to end the hunting process. The GWO algorithm obtains the optimal threshold. The process model building is mainly realized by the decreasing of value \(\vec{a}\) [20].

However, the threshold value may fall into the local optimal solution with the operators after the GWO algorithm finishes the iteration.

2.5. The Proposed Method

A flowchart of the proposed algorithm is shown in Figure 1. The pseudo-code of the proposed algorithm is shown in Figure 2. The multithreshold OTSU algorithm is used to calculate the fitness of the initial population. The population is updated using the GWO algorithm and the DE algorithm through the Tsallis entropy algorithm for crossover steps. The OTSU algorithm is stable and not affected by the image brightness and contrast. The Tsallis entropy algorithm can increase the flexibility
and adaptability of the algorithm. The DE algorithm prevents the threshold of the GWO algorithm from falling into the local optimal solution. GWO is used as a global search method with good search domain detection capabilities. Each stage of the proposed algorithm is described in detail below.

**Figure 1.** The flowchart of DE-OTSU-GWO algorithm.

**Figure 2.** The pseudo-code of DE-OTSU-GWO algorithm.

---

**Initial Stage**
- Initialize the grey wolf population $X_i (i = 1, 2, \cdots, n)$
- Initialize $\alpha$, $A$, and $C$

**Calculate the fitness of each search agent by Multi-threshold OTSU algorithm**
- $X_g$ is the best search agent
- $X_f$ is the second best search agent
- $X_b$ is the third best search agent

**while** ($t < \text{Max number of iterations}$)

**for** each search agent

- Update the position of the current search agent by Gray Wolf Optimization algorithm (GWO)

**end for**

**end while**

Update $\alpha$, $A$, and $C$

Produce a new search agent

Calculate the fitness of the new search agent by the Tsallis algorithm

Selection the better fitness by selection of the DE algorithm

Update $X_g$, $X_f$, and $X_b$

$t = t + 1$
2.5.1. Initial Stage

After initializing the grey wolf population \( X \) and defining the parameters, calculate the fitness of each search agent by the multithreshold OTSU algorithm.

If there are \( m \) classes to be distinguished in wolves \( X = 0, 1, \cdots, L - 1 \), then there are \( m - 1 \) thresholds. \( k_1, \cdots, k_j, \cdots, k_{m-1} \) is used to classify \( X \) into \( m \) groups of wolves. The variance between classes is as follows:

\[
\sigma = \sum_{i=0}^{M} \omega_i (\mu_i - \mu_T)^2 \tag{26}
\]

\[
\omega_j = \sum_{i=k_j+1}^{k_{j+1}} \frac{n_i}{N} \tag{27}
\]

\[
\mu_j = \frac{\sum_{i=k_j+1}^{k_{j+1}} i P_i}{\omega_j} \tag{28}
\]

\[
N = \sum_{i=0}^{L-1} N_i; \mu_T = \sum_{i=0}^{L-1} i P_i = \sum_{j=0}^{m} \omega_j \mu_j = \sum_{j=0}^{m} \omega_j \tag{29}
\]

The fitness of wolves, namely, the threshold value \( X_1, X_2, \cdots, X_n \), is as follows:

\[
\begin{align*}
X_1 &= \mu_0 + \frac{\mu_1}{2} \\
X_2 &= \mu_1 + \frac{\mu_2}{2} \\
\vdots \\
X_n &= \mu_{n-1} + \frac{\mu_n}{2}
\end{align*} \tag{30}
\]

The multithreshold OTSU algorithm improves the selection of fitness screening, and the overall fitness becomes more accurate and stable.

2.5.2. Updating Stage

This stage is used to update the fitness and \( \overrightarrow{X_\alpha}, \overrightarrow{X_\beta}, \text{ and } \overrightarrow{X_\delta} \) position for the next stage.

2.5.3. Calculating Stage

In this stage, the solutions are updated in two steps. In the first step, the GWO algorithm and DE algorithm are computed separately. In the second step, the crossover and selection are used. These two steps are discussed in detail below.

The distance \( \overrightarrow{D_\alpha}, \overrightarrow{D_\beta}, \text{ and } \overrightarrow{D_\delta} \) between the wolves and the optimal threshold is calculated though the GWO algorithm. The position vectors of the wolf \( \overrightarrow{X_\alpha}, \overrightarrow{X_\beta}, \text{ and } \overrightarrow{X_\delta} \) are determined. Next, the position vector \( \overrightarrow{X} \) is updated.

The mutation population \( y_i(t + 1) \) is generated by a mutation operation of the DE algorithm.

2.5.4. Crossing and Selecting Stages

According to the mutation population obtained, all search agents perform crossover operation. Next, produce a new search agent that combines the GWO algorithm and DE algorithm. Then, select the better item from the fitness of the updating stage and the fitness of this stage that the new search agent produced.
3. Results and Discussion

In this section, we use a set of unconstrained benchmark functions. There are 23 benchmark functions (7 groups of unimodal benchmark functions, 6 groups of multipeak benchmark functions, and 10 groups of fixed-dimension multipeak benchmark functions) in CEC 2005 test functions [33]. These test functions were selected to compare our results with those of the current meta-heuristic. The test functions will replace the algorithm that calculates fitness. These benchmark functions are shown in Tables 2–4, where Dim represents the dimension of the function, Range is the boundary of the search space of the function, and \( f_{\text{min}} \) is the optimal value. Figure 3 shows the 2D version of the benchmark functions used in Tables 2–4.

### Table 2. Unimodal benchmark functions.

| Function | Dim | Range | \( f_{\text{min}} \) |
|----------|-----|-------|---------------------|
| \( f_1(x) = \sum_{i=1}^{n} x_i^2 \) | 30  | \([-100, 100]\) | 0                   |
| \( f_2(x) = \sum_{i=1}^{n} |x_i| + \prod_{i=1}^{n} |x_i| \) | 30  | \([-10, 10]\)      | 0                   |
| \( f_3(x) = \sum_{i=1}^{n} \left( \frac{1}{n} \sum_{j=1}^{n} x_j \right)^2 \) | 30  | \([-100, 100]\)  | 0                   |
| \( f_4(x) = \max_{1 \leq i \leq n} |x_i| \) | 30  | \([-100, 100]\)  | 0                   |
| \( f_5(x) = \sum_{i=1}^{n-1} [100(x_{i+1} - x_i)^2 + (x_i - 1)^2] \) | 30  | \([-30, 30]\)    | 0                   |
| \( f_6(x) = \sum_{i=1}^{n} (|x_i + 0.5|)^2 \) | 30  | \([-100, 100]\)  | 0                   |
| \( f_7(x) = \sum_{i=1}^{n} x_i^4 + \text{random}[0, 1] \) | 30  | \([-1.28, 1.28]\) | 0                   |

### Table 3. Multimodal benchmark functions.

| Function | Dim | Range | \( f_{\text{min}} \) |
|----------|-----|-------|---------------------|
| \( f_8(x) = \sum_{i=1}^{n} -x_i \sin\left(\sqrt{n}x_i\right) \) | 30  | \([-500, 500]\)  | \(-418.9829 \times 5\) |
| \( f_9(x) = \sum_{i=1}^{n} x_i^2 - 10 \cos(2\pi x_i) + 10 \) | 30  | \([-5.12, 5.12]\) | 0                   |
| \( f_{10}(x) = -20 \exp\left(-0.2 \sqrt{\sum_{i=1}^{n} x_i^2} - \exp\left(\frac{1}{n} \sum_{i=1}^{n} \cos(2\pi x_i)\right) + 20 + e\right) \) | 30  | \([-32, 32]\)     | 0                   |
| \( f_{11}(x) = \prod_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos\left(\frac{x_i}{\pi}\right) + 1 \) | 30  | \([-600, 600]\)   | 0                   |
| \( f_{12}(x) = \frac{1}{2} \left(10 \sin(\pi y_1) + \sum_{i=1}^{n-1} (y_{i+1} - 1)^2 \left[1 + 10 \sin^2(\pi y_{i+1})\right] + (y_n - 1)^2\right) \) + \( \sum_{i=1}^{n} u(x_i, 10, 100, 4) \) | 30  | \([-50, 50]\)     | 0                   |
| \( y_i = 1 + \frac{i-1}{n-1} \) | 30  | \([-50, 50]\)     | 0                   |
| \( u(x, a, k, m) = \begin{cases} k(x - a)^{w}, & x > a \\ 0, & -a < x < a \\ k(-x - a)^{w}, & x < -a \end{cases} \) | 30  | \([-50, 50]\)     | 0                   |
| \( f_{13}(x) = 0.1 \left(\sin^2(3\pi x_1) + \sum_{i=1}^{n} (x_i - 1)^2 \left[1 + \sin^2(3\pi x_i + 1)\right] + (x_n - 1)^2 \left[1 + \sin^2(2\pi x_n)\right]\right) \) + \( \sum_{i=1}^{n} u(x_i, 5, 100, 4) \) | 30  | \([-50, 50]\)     | 0                   |

All of the comparison algorithms uniformly set 30 search agents and carry out 500 iterations. The algorithm was run 30 times on each benchmark function. The average value indicates the accuracy of the search results, and the standard deviation indicates the stability of the results. To verify the results, the DE-OTSU-GWO algorithm was compared with the PSO and GWO algorithms.

All experiments were performed using MATLAB R2010a installed over Windows10 (64 bit), and it ran on CPU Intel(R) Core(TM) i5-8250 cpu@1.60 GHz 1.80 GHz, 8 GB RAM.
Figure 3. Cont.
This shows that the search agents of the PSO and GWO algorithms tend to search a wide range of promising areas of the search space and dig out the best areas. In the DE−OTSU−GWO algorithm, there is mutation in the initial stage, and the mutation gradually decreases with the progress of iteration.

3.1. Exploitation Analysis

According to Table 5, the DE−OTSU−GWO algorithm for unimodal benchmark functions f2, f3, f5, and f6 performs better than the other algorithms. The search results are closer to the real optimal solution. These results demonstrate the superior performance of DE−OTSU−GWO in finding optimal solutions.

For the multimodal benchmark functions, the DE−OTSU−GWO algorithm is for the most part superior to the other algorithms. For f11, f12, and f13, the DE−OTSU−GWO algorithm performed superior optimization.

For the fixed−dimension multimodal benchmark functions f14, f15, and f21, the DE−OTSU−GWO algorithm had better results. In addition, the GWO algorithm performed well in f20, f22, and f23.

3.2. Convergence Behavior Analysis

During the initial step optimization, the movement of the search agent should change the mutation. This helps the meta−heuristic to explore the search space broadly. To observe the convergence of the DE−OTSU−GWO algorithm, Figure 4 depicts the changes in the iterative process of the three algorithms and describes the search history of the search agent (A final value close to $f_{\text{min}}$ is preferable). This shows that the search agents of the PSO and GWO algorithms tend to search a wide range of promising areas of the search space and dig out the best areas. In the DE−OTSU−GWO algorithm, there is mutation in the initial stage, and the mutation gradually decreases with the progress of iteration.

Table 4. Fixed−dimension multimodal benchmark functions.

| Function | Dim | Range | $f_{\text{min}}$ |
|----------|-----|-------|-----------------|
| $f_{14}(x) = \left( \frac{1}{25} + \sum_{j=1}^{25} \frac{1}{j+1} (x-a_{ij})^2 \right)^{-1}$ | 2 | $[-65.536, 65.536]$ | 1 |
| $f_{15}(x) = \sum_{i=1}^{11} \left[ \frac{x_i^2}{b_i^2} \right] - 3.2 \left( \sum_{i=1}^{11} \frac{x_i^2}{b_i^2} \right)$ | 4 | $[-5, 5]$ | 0.00030 |
| $f_{16}(x) = 4x_1^2 - 2.1414x_1^4 + \frac{1}{3}x_1^6 + x_1x_2 - 4x_2^2 + 4x_2^4$ | 2 | $[-5, 5]$ | -1.0316 |
| $f_{17}(x) = \left( x_2^2 - \frac{8}{\pi} x_2^4 + \frac{2}{3} x_2 - 6 \right) + 10 \left( 1 - \frac{1}{8} \sin \pi x_1 + 10 \right)$ | 2 | $[-5, 5]$ | 0.398 |
| $f_{18}(x) = \left( 1 + \left( x_1 + x_2 + 1 \right)^2 \left( 19 - 14x_1 + 3x_1^2 - 14x_2 + 6x_1x_2 + 3x_2^2 \right) \right) \times \left[ 30 + \left( 2x_1 - 3x_2 \right)^2 \times \left( 18 - 32x_1 + 12x_1^2 + 48x_2 - 36x_1x_2 + 27x_2^2 \right) \right]$ | 2 | $[-2, 2]$ | 3 |
| $f_{19}(x) = -\sum_{i=1}^{4} c_i \exp \left( -\sum_{j=1}^{3} d_{ij}(x_j - p_{ij})^2 \right)$ | 3 | $[1, 3]$ | -3.86 |
| $f_{20}(x) = -\sum_{i=1}^{3} c_i \exp \left( -\sum_{j=1}^{6} d_{ij}(x_j - p_{ij})^2 \right)$ | 6 | $[0, 1]$ | -3.32 |
| $f_{21}(x) = -\sum_{i=1}^{5} \left( (x-a_i)(x-a_i)^T + c_i \right)^{-1}$ | 4 | $[0, 10]$ | -10.1532 |
| $f_{22}(x) = -\sum_{i=1}^{7} \left( (x-a_i)(x-a_i)^T + c_i \right)^{-1}$ | 4 | $[0, 10]$ | -10.4028 |
| $f_{23}(x) = -\sum_{i=1}^{10} \left( (x-a_i)(x-a_i)^T + c_i \right)^{-1}$ | 4 | $[0, 10]$ | -10.5363 |

Figure 3. The 2D version of the benchmark functions.
| Function | PSO ave | PSO med | PSO std | GWO ave | GWO med | GWO std | DE–OTSU–GWO ave | DE–OTSU–GWO med | DE–OTSU–GWO std |
|----------|---------|---------|---------|---------|---------|---------|----------------|----------------|----------------|
| f1       | 0.00034179 | 0.00015696 | 0.00054922 | 2.74 × 10⁻²⁷ | 1.9308 × 10⁻²⁷ | 2.6618 × 10⁻²⁷ | 1.3065 × 10⁻⁵ | 1.3538 × 10⁻⁵ | 4.539 × 10⁻⁶ |
| f2       | 0.0384 | 0.017672 | 0.055094 | 1.043 × 10⁻¹⁶ | 7.9276 × 10⁻¹⁷ | 1.2587 × 10⁻¹⁶ | 2.1282 × 10⁻¹⁵ | 1.4798 × 10⁻¹⁵ | 1.9842 × 10⁻⁵ |
| f3       | 81.652 | 79.282 | 28.821 | 1.2101 × 10⁻⁵ | 2.1353 × 10⁻⁶ | 2.3906 × 10⁻⁵ | 1.3798 × 10⁻⁷ | 1.0576 × 10⁻⁷ | 1.2604 × 10⁻⁷ |
| f4       | 1.281 | 1.2317 | 0.23011 | 5.0967 × 10⁻⁷ | 4.1311 × 10⁻⁷ | 3.4732 × 10⁻⁷ | 0.01146 | 0.011297 | 0.00999014 |
| f5       | 98.352 | 51.154 | 148.3 | 27.065 | 27.136 | 0.87726 | 3.0273 × 10⁻⁹ | 2.568 × 10⁻⁹ | 2.5212 × 10⁻⁹ |
| f6       | 0.00032457 | 0.00011474 | 0.00052146 | 0.69298 | 0.62248 | 0.46351 | 1.4027 × 10⁻⁵ | 1.4258 × 10⁻⁵ | 4.3652 × 10⁻⁶ |
| f7       | 0.14798 | 0.12878 | 0.066657 | 0.0019162 | 0.0016079 | 0.001255 | 0.0063675 | 0.006098 | 0.0030864 |
| f8       | -4872.5 | -4891.6 | 1294.5 | -5618.3 | -5493.7 | 687.88 | -0.011864 | -0.0020361 | 0.032861 |
| f9       | 55.818 | 52.032 | 19.276 | 7.9394 | 7.4066 | 5.6057 | 0.001677 | 0.0015733 | 0.00060123 |
| f10      | 0.56307 | 0.028379 | 0.70541 | 1.096 × 10⁻¹³ | 1.1102 × 10⁻¹³ | 1.976 × 10⁻¹⁴ | 0.047898 | 0.048185 | 0.0016436 |
| f11      | 0.0029875 | 1.3547 × 10⁻⁵ | 0.0048848 | 0.011232 | 0 | 0.018121 | 0.0011458 | 0.0013222 | 0.00055128 |
| f12      | 0.020735 | 1.0158 × 10⁻⁶ | 0.04371 | 0.048689 | 0.039151 | 0.033712 | 1.3743 × 10⁻⁹ | 1.4841 × 10⁻⁹ | 9.7887 × 10⁻¹⁰ |
| f13      | 0.0044589 | 0.00010942 | 0.0056995 | 0.56637 | 0.51769 | 0.16733 | 7.5439 × 10⁻¹⁰ | 6.7505 × 10⁻¹⁰ | 2.7477 × 10⁻⁹ |
| f14      | 3.7608 | 2.9821 | 2.4011 | 5.4993 | 2.9821 | 4.6023 | 0.0020051 | 0.002 | 1.6061 × 10⁻⁵ |
| f15      | 0.00088809 | 0.00087916 | 0.00014276 | 0.0064112 | 0.0049569 | 0.0096281 | 0.00025924 | 0.00072 × 10⁻⁵ | 0.00037229 |
| f16      | -1.0316 | -1.0316 | 2.3406 × 10⁻¹⁶ | -1.0316 | -1.0316 | 2.3406 × 10⁻¹⁶ | -0.10192 | 0.00025285 | 0.33025 |
| f17      | 0.39789 | 0.39789 | 0 | 0.39789 | 0.39789 | 0 | 0.0033433 | 0.0030691 | 0.0013365 |
| f18      | 3 | 3 | 0 | 3 | 3 | 4.8305 × 10⁻⁵ | 0.00030702 | 5.3307 × 10⁻⁶ | 0.00049218 |
| f19      | -3.8628 | -3.8628 | 0 | -3.0048 | -3.0048 | 0 | -34.967 | -33.787 | 3.8845 |
| f20      | -3.2388 | -3.2031 | 0.057434 | -3.2716 | -3.322 | 0.085927 | -80.425 | -80.222 | 19.343 |
| f21      | -7.4023 | -10.153 | 3.6168 | -8.631 | -10.15 | 2.4471 | -9.1856 | -9.4124 | 0.64816 |
| f22      | -8.2076 | -10.403 | 3.5444 | -10.401 | -10.401 | 0.0013776 | -9.902 | -9.8623 | 0.33796 |
| f23      | -7.3126 | -7.856 | 3.4833 | -10.535 | -10.535 | 0.0010646 | -8.7415 | -8.9417 | 0.50689 |
Figure 4. The changes in the iterative process of the three algorithms.
In summary, compared with the GWO and PSO algorithms, the DE–OTSU–GWO algorithm is more stable and accurate in solving benchmark functions. To further investigate the effect of the proposed algorithm, the next section discusses the practical problem of classical agricultural image recognition. Compared with the existing algorithm, the validity of the algorithm is verified.

4. DE–OTSU–GWO Algorithm for Classical Agricultural Image Recognition Problems

The problem studied in this section is called the detection of straw coverage. Straw is one of the important biomasses in agricultural production systems. Straw mulching is an effective measure used to increase soil fertility and crop yield and promote the sustainable development of cultivated land. Straw coverage is an important index to measure conservation tillage technology. Research on the method of detecting straw coverage quickly can improve the efficiency and accuracy of straw coverage detection. This is important for straw coverage experiments.

At present, straw coverage detection research is common. However, due to the constraints of the shooting environment, detection conditions, external interference, and other factors, the research of straw coverage based on machine vision is still in the experimental picture processing stage. The method is difficult to apply to actual field work. The methods of identifying straw and soil of similar colors caused by different coverage degrees and of calculating the actual area of farmland synchronously are seldom studied.

In this part, the DE–OTSU–GWO algorithm is compared with four other algorithms (PSO, GWO, DE–GWO [34], and 2D–OTSU–FA [28]) to detect and segment the straw coverage image.

For the image of straw, the INSPIre2 unmanned aerial vehicle (DJI) was equipped with an X5S camera. The key technical methods of straw coverage rate detection are studied by means of image processing to calculate the straw coverage rate and actual coverage area. The straw, land, and incineration parts of the straw images are yellow, light brown, brown, and dark brown. These colors are very similar to each other.

To test the effectiveness of the algorithm, the segmentation effects of PSO, GWO, DE–GWO, DE–OTSU–GWO, and 2D–OTSU–FA were compared. To calculate the straw coverage, it is necessary to divide the straw part and the other parts. The five algorithms are all calculation units of three thresholds. Part 1 and part 2 are the straw part, and part 3 and part 4 are the other parts.

Figure 5 shows the original straw image with a height of 100 m. The overall pixel value is 15,681,600.

![Original straw image with the height of 100 m.](image)

The segmentation results of five algorithms are listed in Table 6.

| Algorithms       | The Threshold Value | Pixe Values of Part 1 | Pixel Values of Part 2 | Pixel Values of Part 3 | Pixel Values of Part 4 | Straw Pixel Value | Other Pixel Values |
|------------------|---------------------|-----------------------|------------------------|------------------------|------------------------|------------------|-------------------|
| DE–OTSU–GWO      | 86/133/178          | 2,170,336             | 3,476,676              | 4,661,703              | 5,372,885              | 5,647,012        | 10,038,588        |
| GWO              | 61/115/169          | 2,760,445             | 4,767,392              | 4,938,550              | 3,215,213              | 7,527,837        | 8,153,763         |
| DE–GWO           | 58/123/176          | 2,298,200             | 4,509,371              | 5,970,221              | 2,903,808              | 6,807,571        | 8,874,029         |
| PSO              | 74/135/192          | 269,978               | 4,596,620              | 7,654,152              | 3,160,850              | 4,866,598        | 100,815,002       |
| 2D–OTSU–FA       | 84/121/193          | 1,280,279             | 5,736,297              | 3,567,160              | 5,097,864              | 7,016,576        | 86,650,024        |
Figure 6 shows the image segmentation of the five algorithms. It can be seen that GWO, DE–GWO, and 2D–OTSU–FA misjudged the road as straw. Compared with the PSO algorithm, the DE–OTSU–GWO algorithm has a better segmentation effect.

|                | DE-OTSU-GWO | GWO   | DE-GWO | PSO   | 2D-OTSU-FA |
|----------------|-------------|-------|--------|-------|------------|
| Part 1         |             |       |        |       |            |
| Part 2         |             |       |        |       |            |
| Part 3         |             |       |        |       |            |
| Part 4         |             |       |        |       |            |
| The straw part |             |       |        |       |            |
| The other parts|             |       |        |       |            |

**Figure 6.** Image segmentation of five algorithms with the height of 100 m.

Figure 7 is a small image taken from an image with a height of 30 m. The white box is the location of the detailed diagram in Figure 8. The overall pixel value is 112,810.

**Figure 7.** Original straw image with the height of 30 m.
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**Figure 8.** Image segmentation of five algorithms with the height of 30 m.

The segmentation results of the five algorithms are listed in Table 7. Figure 8 shows the image segmentation of the five algorithms. It can be seen that GWO, DE–GWO, PSO, and 2D–OTSU–FA can also divide the straw part, however, the four algorithms misjudge the land as straw. The DE–OTSU–GWO has a better segmentation effect in comparison with the other four algorithms.
Table 7. The segmentation results of five algorithms.

| Algorithms           | The Threshold Value | Pixel Values of Part 1 | Pixel Values of Part 2 | Pixel Values of Part 3 | Pixel Values of Part 4 | Straw Pixel Value | Other Pixel Values |
|----------------------|---------------------|------------------------|------------------------|------------------------|------------------------|------------------|--------------------|
| DE–OTSU–GWO         | 123/161/228         | 969                    | 8384                   | 20,927                 | 82,530                 | 9353             | 103,457            |
| GWO                 | 71/140/199          | 2974                   | 14,653                 | 61,276                 | 33,907                 | 17,627           | 95,183             |
| DE–GWO             | 49/145/189          | 4144                   | 10,983                 | 75,835                 | 21,848                 | 15,127           | 97,683             |
| OTSU                | 71/148/206          | 2296                   | 11,483                 | 64,488                 | 34,543                 | 13,779           | 99,031             |
| 2D–OTSU–FA          | 97/145/192          | 3886                   | 11,241                 | 43,542                 | 54,141                 | 15,127           | 97,683             |

The sensitivity generated by the integration of each algorithm can be seen from the influence of the algorithm on the whole. The sensitivity $C$ is as follows:

$$C = \left| \frac{F(x + y) - F(x)}{F(x + y)} \right|$$  \hspace{1cm} (31)

If $C$ is large, then $F(x)$ is stable. If $C$ is small, then $F(x)$ is sensitive.

Table 8 lists the analysis results for the DE–OTSU–GWO algorithm. For the first and the third thresholds, OTSO–GWO is sensitive compared with GWO and DE–GWO, and the difference is obvious. In the second threshold, DE–GWO is sensitive compared with OTSU–GWO, but the difference is insignificant. $T(n)$ is time complexity. The size of the loop $n$ of the algorithm is different, therefore, $T(n)$ cannot directly represent the time consumption. After adding the DE algorithm, although the time complexity increases by $O(18n^4)$, it reduces the time to solve the local optimal solution of the GWO algorithm. The OTSU algorithm needs to traverse each grey value and classify it; the overall time is increased. For example, when the DE–OTSU–GWO algorithm processes Figure 7 as configured in Section 3, the processing time is within the acceptable range.

Table 8. Results of DE–OTSU–GWO algorithm analysis.

| Algorithms           | The Threshold Value | Relative Value | $T(n)$                      | Time Consumption |
|----------------------|---------------------|----------------|-----------------------------|------------------|
| DE–OTSU–GWO         | 123/161/228         | --             | $O(18n^4 + 2n^3 + 10n^2 + 6n)$ | 2.743333         |
| GWO                 | 71/140/199          | 0.42/0.13/0.127 | $O(4n^3)$                   | 1.931997         |
| DE–GWO             | 49/145/189          | 0.61/0.199/0.171 | $O(18n^4 + 11n^3 + 2n^2)$   | 0.220224         |
| OTSU–GWO           | 72/142/202          | 0.41/0.12/0.114 | $O(4n^3 + 8n^2)$            | 3.654632         |

Figure 9 shows the manual segmentation of straw using Adobe Photoshop software.

Figure 9. Manual segmentation of straw.

A number of parameters can be used to assess the segmentation. In this paper, the global consistency error (GCE) [35], random index (RI) [36], and variation of information (VI) [37] are used to compare the segmentation results. If GCE and VI are high, then there is a significant difference in segmentation. If GEC and VI are low, then there is a slight difference. RI means the opposite of GCE.
and VI [38]. GCE, RI, and VI are shown below. (The use of the formula symbol in this section is shown in Table 9.)

\[
E(S_1, S_2, p_q) = \left| \frac{R(S_1, p_q) \setminus R(S_2, p_q)}{R(S_1, p_q)} \right| 
\]

(32)

\[
GCE(S_1, S_2) = \frac{1}{n} \min \left\{ \sum_i E(S_1, S_2, p_q), \sum_i E(S_2, S_1, p_q) \right\} 
\]

(33)

\[
RI(S_1, S_2) = 1 - \left[ \frac{1}{2} \left\{ \sum_i (\sum_j n_{ij})^2 + \sum_j (\sum_i n_{ij})^2 \right\} - \sum \sum n_{ij} \right] \left( \frac{N}{2} \right) 
\]

(34)

\[
VI(C_1, C_2) = [H(C_1) - I(C_1, C_2)] + [H(C_2) - I(C_1, C_2)] 
\]

(35)

Table 9. The implication of the formula symbol in Section 4.

| Symbol | Implication |
|--------|-------------|
| F(x)   | The threshold of algorithm x |
| n      | Scale of problem |
| T(n)   | Time frequency |
| S_1 and S_2 | Segmentation |
| p_q    | a region in segmentation S with p_q |
| n      | the number of pixels |

Table 10 lists the assessment results of segmentation. The manual segmentation image is regarded as the gold standard image. Compared with GWO, DE–GWO, PSO, and 2D–OTSU–FA, the DE–OTSU–GWO algorithm has better results in the detection of RI, GCE, and VI. This indicates that the segmentation results of the DE–OTSU–GWO algorithm are close to the results of manual detection. According to the data in Tables 8 and 10, it can be seen that the OTSU algorithm is improved compared with the other four algorithms in terms of accuracy, although it increases in time. The combination of DE and GWO can solve the local optimal solution problem and reduce time consumption.

Table 10. The assessment results of segmentation.

| Algorithms         | The Threshold Value | RI    | GCE   | VI    |
|--------------------|--------------------|-------|-------|-------|
| DE–OTSU–GWO        | 123/161/228        | 0.9493| 0.0518| 0.3095|
| GWO                | 71/140/199         | 0.8930| 0.0633| 0.3950|
| DE–GWO             | 49/145/189         | 0.9176| 0.0609| 0.3627|
| PSO                | 71/148/206         | 0.9328| 0.0596| 0.3448|
| 2D–OTSU–FA         | 97/145/192         | 0.8885| 0.0680| 0.4043|

5. Conclusions

There have been a number of improved grey wolf optimizer (GWO) algorithms in recent years, including an improved GWO algorithm for initial population selection and threshold selection. This paper proposed an improved GWO algorithm based on the differential evolution (DE) algorithm and the OTSU algorithm. The GWO algorithm combines multithreshold OTSU, Tsallis entropy, and DE algorithms. Multithreshold OTSU calculates the fitness in the initial population and makes the initial
stage basically stable, and not affected by image brightness and contrast. Tsallis entropy quickly calculates the fitness. The DE algorithm can solve the local optimal solution of the GWO algorithm.

The performance of the DE–OTSU–GWO algorithm was tested using a CEC2005 benchmark function (23 test functions). Compared with existing PSO and GWO algorithms, the experimental results showed that the DE–OTSU–GWO algorithm is more stable and accurate in solving benchmark functions. In addition, compared with other algorithms, a convergence behavior analysis proved the high quality of the DE–OTSU–GWO algorithm.

In the results of classical agricultural image recognition problems, compared with GWO, PSO, DE–GWO, and 2D–OTSU–FA, the DE–OTSU–GWO algorithm had accuracy in straw image recognition and is applicable to practical problems. In the sensitivity detection of each algorithm, for the first and the third thresholds, the OTSO–GWO is sensitive compared with GWO and DE–GWO, and the difference is obvious. In the second threshold, the DE–GWO is sensitive compared with OTSU–GWO, but the difference is insignificant. In terms of time complexity, after adding the DE algorithm, the time complexity increases by $O(18n^4)$. However, the OTSU algorithm needs to traverse each grey value and classify it, so the overall time is increased. Adding the DE algorithm can solve the local optimal solution of GWO and the time will be reduced. Compared with GWO, DE–GWO, PSO, and 2D–OTSU–FA, the DE–OTSU–GWO algorithm has better results in the detection of RI, GCE, and VI. The segmentation results of the DE–OTSU–GWO algorithm are close to the results of manual detection.
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