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Abstract

Recently, text-guided image manipulation has received increasing attention in the research field of multimedia processing and computer vision due to its high flexibility and controllability. Its goal is to semantically manipulate parts of an input reference image according to the text descriptions. However, most of the existing works have the following problems: (1) text-irrelevant content cannot always be maintained but randomly changed, (2) the performance of image manipulation still needs to be further improved, (3) only can manipulate descriptive attributes. To solve these problems, we propose a novel image manipulation method that interactively edits an image using complex text instructions. It allows users to not only improve the accuracy of image manipulation but also achieve complex tasks such as enlarging, dwindling, removing objects and replacing the background with the input image. To make these tasks possible, we apply three strategies. First, the given image is divided into text-relevant content and text-irrelevant content. Only the text-relevant content is manipulated and the text-irrelevant content can be maintained. Second, a super-resolution method is used to enlarge the manipulation region to further improve the operability and to help manipulate the object itself. Third, a user interface is introduced for editing the segmentation map interactively to re-modify the generated image according to the user’s desires. Extensive experiments on the Caltech-UCSD Birds-200-2011 (CUB) dataset and Microsoft Common Objects in Context (MS COCO) datasets demonstrate our proposed method can enable interactive, flexible, and accurate image manipulation in real-time. Through qualitative and quantitative evaluations, we show that the proposed model outperforms other state-of-the-art methods.
1. Introduction

Image manipulation aims to modify some aspects of a given image, and the manipulation content includes low-level color or texture to high-level semantics to match the user’s preference. It has a wide range of applications in education, image editing, and video game development. In recent years, with the rise of artificial intelligence, automated image manipulation research, including image inpainting[28][15], image colorization[1], style transfer[11][17], and domain or attribute transformation [5], has gained widespread attention and made significant progress. Despite achieving stunning results, most studies focus on specific problems and require specialized knowledge, resulting in poor practicality. To address this issue, by using text information that is closely related to people’s lives to manipulate the content of the corresponding image region, text-guided image manipulation implements a user-friendly way of image manipulation.

With the rapid development of GAN [8] technology, text-guided image manipulation has achieved encouraging results. SISGAN [7] and TAGAN [18] have achieved decent image manipulation results using a GAN-based encoder-decoder structure and a text-adaptive network, respectively. However, the image results generated by these methods didn’t perform well in detail synthesis. In contrast, ManiGAN [14] achieves better detail manipulation and makes the final image manipulation result more realistic. Nevertheless, on the one hand, ManiGAN will not only modify the text-relevant content during the manipulation process but also modify the text-irrelevant content, which is not expected. On the other hand, its overall manipulation performance still has room for further improvement. In summary, these existing text-guided image manipulation methods mainly suffer from the following problems: (1) the content not related to the text description is randomly changed, (2) the performance of image manipulation still needs to be further improved, (3) only can manipulate descriptive attributes, lacking specific actions such as removing, enlarging, or dwindling an object. The root of these problems is that it is difficult to accurately recognize the target content.

To solve these problems, we divide the image manipulation task into three phases: pre-processing phase, manipulation phase, and combination phase. In the pre-processing phase, we propose a segmentation network to obtain the segmentation map (as shown in Fig. 2). The white area in the segmentation map represents the content that needs to be manipulated, and the black area represents the content that does not need to be modified. Based on the segmentation map, the text-relevant content and the text-irrelevant content can be accurately determined. In the manipulation phase, the text-relevant content is manipulated according to the semantic information of the input text, and the text-irrelevant content remains unchanged. In the combination phase, the content of the text-relevant region after manipulation is fused with the text-irrelevant region that keeps the content unchanged to form the final image manipulation result. The whole process is first to determine the text-relevant content and the text-irrelevant content, then only modify the text-relevant content, and then put the modified result back to the original position.

The above process can solve the first problem mentioned earlier. At the same time, since only the text-relevant content is modified and the text-irrelevant content is retained, the manipulation network can pay more attention to the modification of the text-relevant content, thereby further improving the quality of manipulation. In addition, since the text-irrelevant content is inherently high-quality, the image manipulation results after fusion will have higher quality due to the high quality of text-relevant content and text-irrelevant content. This solves the aforementioned second problem. However, there are still two issues in the above process. One is that it cannot be guaranteed that the pre-processing phase can obtain an accurate segmentation map. If the segmentation map is inaccurate, the quality of the final manipulation result will be poor. Another is that for the third problem, the above process cannot be solved. For these two issues, we propose a user-interactive segmentation map editing method and use a super-resolution network to solve them. The user-interactive segmentation map editing method allows the user to manually edit the segmentation map to obtain more accurate segmentation map results to ensure the high quality of the final manipulation results. The super-resolution network is used before the image manipulation phase. It can enlarge and dwindle the text-relevant content so that the ways of our image manipulation are more flexible and diverse. In addition to the above content, to further improve the practicability of our manipulation method and the flexibility of manipulation results, we allow the user to input two original images, select the text-relevant content from one, and retain the text-irrelevant content from the other. However, since the shapes of the text-relevant regions of the two images are mostly different, this leads to holes in the combination stage. Therefore, we adopt the image inpainting methods [30][26] to fill these holes to synthesize high-quality image manipulation results.

Our contributions are as follows:

- We propose a novel and effective text-guided image manipulation method. By accurately detecting and manipulating text-relevant content, we achieve better image manipulation results.

- In order to improve the detection accuracy of the text-relevant region and the user-friendly of the whole method, we propose a user-interactive segmentation map editing method, which allows users to manually edit the detected segmentation map to achieve a more
accurate detection effect to make the final image manipulation result more conform to the user’s expectations.

• To make the proposed method more flexible and diverse, we introduce a super-resolution network and an image inpainting network to achieve richer manipulation operation forms such as enlarge, dwindle, background replacement, and so on.

• Experiments on the CUB [27] and MS COCO [16] datasets demonstrate the effectiveness and superiority of our proposed method.

2. Related Works

Text-to-Image Synthesis. The success of text-to-image synthesis by generative adversarial networks (GAN) [8] attracted a lot of attention. Reed et al. [21] pioneered the end-to-end text-to-image research base on GAN. Following that, the Generative Adversarial What-Where Network (GAWWN) [22] was shown to synthesize content at specified locations, resulting in superior quality images. Moreover, StackGAN [31] and StackGAN++ [32] architecture aim to generate realistic images using multi-stage structures with generators and discriminators at each stage. Based on this, various improvements have been made with the aim of improving realism [29] [35] [34], semantics [20] and diversity [3][6].

Text-guided Image Manipulation aims to use text to modify text-relevant content in the input image and maintain text-irrelevant content. Dong et al.[7] proposed an encoder-decoder architecture to edit an image according to a given text. Then, TAGAN [18] aimed to preserve the text-relevant content by introducing a text-adaptive discriminator, which can give the generator finer training feedback, to achieve better manipulation results. More recently proposed ManiGAN [14] introduced the multi-stage structures with generators and discriminators at each stage for high-quality manipulation results. In addition, StyleCLIP [19] achieved the style transfer effect of images based on text-driven. However, this work is more applied to style transfer of facial content, which leads to its general practicability. Besides, the common problem with the aforementioned methods is that they do not work well in preserving text-irrelevant content. To solve this problem, Tomoki et al. [9] proposed the approach to introducing a segmentation function to reduce the loss of text-irrelevant content. This work is close to our proposed method. However, this method can only reduce the modification degree of the background as much as possible and cannot avoid the modification of the background content. Different from [9], we design an enhanced architecture that divided an image into text-relevant content and text-irrelevant content and achieved zero loss for text-irrelevant content. Furthermore, we achieve challenging tasks such as enlarging, dwindling, and removing an object, which other existing methods can not do. Additionally, the proposed method introduces an interface that can edit the segmentation interactively so that our method has excellent flexibility and practicality.

3. Methods

As shown in Fig. 2, the inputs of the proposed system are an input image $I$ and a text instruction $S$. The target is to edit the content associated with $S$, preserve the content not associated with $S$, and generate a corresponding image $I'$. Firstly, the segmentation network is applied to divide the input image into two regions: text-relevant content $I_{tr}$ and text-irrelevant content $I_{tr'}$. Secondly, we input text-relevant content in the super-resolution network [33] to obtain the refined text-relevant content $I_{tr,SR}$. Then, we
adopt the ManiGAN [14] as the basic framework to edit the refined text-relevant content according to the text instruction. Finally, the output image \( I' \) is obtained by combining the edited text-relevant and the original text-irrelevant content into the combination network. Moreover, in order to more accurately detect the content of text-relevant regions, we propose a user interface that allows users to edit the segmentation map detected before so that the final manipulation result is more conform to the user’s expectation. Fig. 2 shows our entire system divided into three phases: pre-processing phase, manipulation phase, and combination phase. Next, we introduce the specific content of each phase one by one.

### 3.1. Pre-processing phase

**Segmentation network.** Existing works are not able to recognize the target object in the text description, causing current text-guided image manipulation methods to suffer problems such as randomly changing the content of the text-irrelevant region. To solve this issue, we introduce a segmentation network. This network allows linking the text with the corresponding region information in the image. It takes the input image \( I \) and the text instruction \( S \) as the input, then links text-region information by performing two tasks simultaneously. The first task is to obtain the segmentation mask \( M_{seg} \). We detect all objects with re-trained Deeplabv3 [4] from scratch on the CUB and COCO datasets, respectively, to achieve this task. The second task is to acquire the candidate class label \( W \) of objects, we employ pre-trained YOLOv4 [2] to achieve this task. When finishing the above two tasks, the cosine similarity between the words in the obtained candidate class label \( W \) and the noun words in the text instructions \( S \) is calculated to obtain the class information \( c \) of the most relevant object.

\[
c = \max(\text{Similarity}(W, S)) \tag{1}
\]

The region corresponds to text-relevant class \( c \) is selected from \( W \) and then multiplied with \( M_{seg} \) to obtain the text-relevant mask \( M_{tr} \).

\[
M_{tr} = M_{seg} * W(c) \tag{2}
\]

We mask the input image \( I \) by using text-relevant mask \( M_{tr} \) to obtain the text-relevant and text-irrelevant content:

\[
I_{tr}, I_{ti} = \text{Mask}(M_{tr}, I) \tag{3}
\]

**Super-Resolution network.** When the text-relevant content is in a small region or when modifying the detailed information (e.g., eyes), the existing works are unable to achieve sufficient accurate positioning detection resulting in a poor manipulation effect. Besides, the existing methods can only modify the manipulation at the pixel level and cannot achieve manipulation effects such as object enlarging and dwindling. To solve the above issues, we adopt the super-resolution network. First, we crop the object region that needs to be manipulated in the text-relevant content. Then, it is up-sampled by an image super-resolution network (pre-trained BSRGAN [33]) to obtain the super-resolution text-relevant content \( I_{tr,SR} \). The super-resolution network can zoom in on the small region and detailed information to provide more effective information for the subsequent manipulation phase and achieve better manipulation results. Besides, it allows enlarging and dwindling of the object so as to achieve more manipulation effects. Furthermore, this network is first used to make the object in the largest size that would fit in the image. And then, in the manipulation phase, the size of the object is modified by receiving text instructions and matched to that size to generate the object content.

### 3.2. Manipulation phase

In the manipulation phase, we refer to the affine combination module (ACM) and the detail correction module (DCM) in ManiGAN[14]. Unlike ManiGAN, we propose a novel Text-Relevant DCM (TRDCM) to replace DCM. The contents of ACM and TRDCM in our method are as follows.

**ACM.** Different from ACM in ManiGAN, ACM in our method processes the features by the super-resolution network. Since the features of the super-resolution network belong to the text-relevant region, our manipulation results can more conform to the semantic information of the text and do not change the content of the text-irrelevant region content. In contrast, ManiGAN’s ACM processes the features of the entire image, which leads to the problem that the content of the text-irrelevant region also changes.

**TRDCM.** We do not introduce the user interface during the training processing, so our TRDCM content is consistent with ManiGAN’s DCM. However, our TRDCM is quite different from ManiGAN due to the introduction of user interaction in the testing. Its basic structure is shown on the left side of Fig. 3. Specifically, it includes four inputs: (1) the last hidden feature \( h_{last} \) from the ACM, (2) the text features \( t \), (3) the super-resolution text-relevant content \( I_{tr,SR} \), and (4) the pre-trained YOLOv4 results.
Figure 4. The qualitative comparison of the proposed ours(auto seg.) and related works on the CUB dataset. Existing methods lack details (e.g., eyes, patterns, etc.), and fail to preserve the text-irrelevant content. In contrast, by adopting semantic map information and the super-resolution method, this method successfully keeps text-irrelevant content and generates better text-relevant content.

and, (4) the segmentation map $I_{seg}$ from the pre-processing network. The text features consist of the word-visual vector $t_v$ and the word-instruction vector $t_i$ encoded by a pre-trained RNN [29]. First, the word-visual vector $t_v$ is input to the spatial and channel-wise attention [13] to create the attention features, which are then combined with $h_{last}$ to obtain the intermediate feature $a$. Secondly, to obtain the detail visual vector $v$ as the same size as $a$, we upsample the image feature encoded $I_{tr,SR}$ by the pre-trained VGG-16 [24]. Then, by using the ACM, $v$ and $a$ fused to produce the feature $\tilde{a}$. we refine $\tilde{a}$ with residual block according to [14] to obtain the image feature which edit the descriptive information $I_{tr,SR}$ Finally, we concatenate the image feature $I_{tr,SR}$ with word-instruction vector $t_i$ to produce the final modified text-relevant image $I_{tr}$. Since the text-relevant content obtained after the super-resolution network processing is the largest size, during the generation process in TRDCM, the segmentation map is used to guide the generation of text-relevant region content. If the word “remove” appears, we will remove the content of the corresponding region according to the current input segmentation map.

3.3. Combination phase

Combine network. We introduce this network (Fig. 3) to combine the edited text-relevant content and the original text-irrelevant content to synthesize a plausible image. It takes three required inputs and one optional input. (1) the edited text-relevant content $I_{tr}$, from the manipulation phase, (2) the original text-irrelevant content $I_{ti}$, (3) the segmentation map $I_{seg}$ from the pre-processing phase, (option) the reference background image $I_{back}$. First, according to [30], $I_{ti}$ is inpainted based on the segmentation map to remove the text-relevant content to obtain the inpainted text-irrelevant content $I_{ti,inpaint}$. In the background change task, the reference background image $I_{back}$ is input to Deeplabv3 [4] to obtain the pure background image $I_{back,pure}$ and segmentation map $I_{back,seg}$. Then, based on the segmentation map, the inpainted background image $I_{back,inpaint}$ can be obtained. And then, to obtain the output image $I'$, based on the segmentation map $I_{seg}$ obtained by the manipulation network, we combine the modified text-relevant content $I_{tr}$ and the inpainted text-irrelevant content $I_{ti,inpaint}$, or the inpainted background image $I_{back,inpaint}$.
Figure 5. The qualitative comparison of the proposed ours (auto seg.) and related works on the COCO dataset. We can see that ManiGAN manipulates all regions of the image. In contrast, our model is capable of editing images only for a specific object so that it can generate better results.

for the background change task. Finally, we introduce a function to absorb the color differences in these contents that are caused by processing them separately. Specifically, the outline of the segmentation map $I'_{seg}$ is extracted to make the mask. By masking this outline for the combined image, we produce the image without the contour region. By inpainting the image without the contour region based on [26], the color difference can be eliminated.

3.4. Interactive user interface

As shown in Fig. 9, for some cases, the output segmentation map automatically generated by the network is not perfect. To solve this issue, we adopt the user interface to edit the segmentation map in real-time. With the user interface, when the initial image manipulation does not work well, accurate image manipulation can be performed by revising the segmentation result. As shown in Fig. 10, the editing can be done recursively, and it can be corrected and redone many times.

3.5. Loss function and Training

The above parts that need to be trained only include the manipulation phase, and the baseline used in the training process is ManiGAN [14]. The pre-processing phase, combination phase, and user interface proposed by our are to solve the problem that the existing methods cannot accurately manipulate the required objects and simultaneously achieve more manipulation operations so that the entire model has better applicability.

In the training process, the overall structure is based on GAN. Following ManiGAN [14], it includes a main module and a TRDCM, where the main module includes three ACM, corresponding to three generators and three discriminators. The TRDCM module includes a generator and a discriminator. The main module and TRDCM are trained individually.

**Generator objective.** Based on [14][13], the generator loss $L_G$ consists of an adversarial loss $L_{adv}$, a perceptual loss $L_{per}$, a text-image matching loss $L_{DAMSM}$, and a regularization loss $L_{reg}$. We show the definition:

$$L_{reg} = 1 - \frac{1}{CHW} ||I'_{tr} - I_{tr}||$$  \hspace{1cm} (4)

$$L_G = L_{adv} + L_{per} + 1 - L_{cor}(I'_{tr}, S) + L_{DAMSM}(I', S) + L_{reg}$$  \hspace{1cm} (5)

where $C$, $H$, and $W$ are the number of color channels, the height and width of the input image $I_{tr}$, respectively.

**Discriminator objective.** Based on [14], the discriminator loss $L_D$ consists of an adversarial loss $L_{adv}$ and the text-image correlation loss $L_{cor}$. The discriminator loss $L_D$ is defined as follows:

$$L_D = L_{adv} + 1 - L_{cor}(I_{tr}, S) + L_{cor}(I_{tr}, S')$$  \hspace{1cm} (6)

where $S'$ is a randomly chosen mismatched textual description from the dataset.

4. Experiments

We evaluate our method on the CUB and COCO datasets. The CUB dataset [27] contains 11,788 bird images of 200 categories. 8,855 and 2,933 images are used
for training and testing, respectively. The COCO dataset [16] contains 123,287 wide range of genre images. 82,783 and 40,504 images are used for training and testing, respectively. Using a user interface does not ensure reproducibility and results in unbiased evaluations. For fair evaluation, we compare our model (auto seg.) with state-of-the-art models in qualitative and quantitative performance. Our model (auto seg.) means a model that performs image manipulation using a segmentation map automatically detected by the segmentation network, without the user interface to allow segmentation editing. Based on the Adam optimizer[12], we train the main module 600 epochs on the CUB dataset and 120 epochs on the COCO dataset, and train the TRDCM module 100 epochs for both datasets.

### 4.1. Comparison with state-of-the-art approaches

**Quantitative comparison.** In the quantitative experiment, we evaluate the IS [23], NIMA [25], and FID [10] on randomly selected images from the CUB and COCO datasets with a randomly chosen text description. Following the ManiGAN, 30,000 images are generated for quantitative evaluation. The results are shown in Table 1. On the CUB and COCO datasets, our method (auto seg.) outperforms on almost all metrics to compare state-of-the-art models, except for the NIMA on the COCO dataset. In the IS, this means that our segmentation network produces highly discriminative images by considering the text-relevant and text-irrelevant content. Furthermore, the NIMA of our method is also high, indicating that our method achieves generating high-quality manipulated images. Furthermore, the excellent FID results indicate that our results have the best fidelity.

**Qualitative comparison.** Fig. 4 and Fig. 5 show the comparison between the previous models and ours (auto seg.). The comparison results indicate that our model is able to manipulate the image to match the text description. Moreover, the edited results produced by previous models sometimes are less satisfactory, such as the text-relevant content is not edited and the text-irrelevant content is changed. In contrast, because the text-relevant and text-irrelevant region is separated by segmentation, only the text-relevant content is edited in our results. A comparison of the details of each image shows that our method is able to preserve the details. Specifically, for the background image, our method is able to retain detailed information such as the name of the book and the surface information of the tree. Moreover, previous models often fail to maintain complex information and fail to manipulate the target objects. This problem can be solved by our model because our model is capable of recognizing the target objects automatically, and then only the recognized region is manipulated. Furthermore, previous models only can accurately manipulate large objects. In contrast, ours can accurately manipulate both large objects and small objects due to the use of a super-resolution network.

### 4.2. Component Analysis

**Improvement from super-resolution.** To better understand what has the benefit of our super-resolution network, we visualize the generated images without the super-resolution in Fig. 6. In the model without super-resolution, detailed information about the bird is missing, while in the model with super-resolution are made detailed information is retained, such as textures and colors. It implies that super-resolution helps retain detailed information in the image. As shown in Table 1, compared with w/o super-resolution, our
method with super-resolution performs better, which proves the effectiveness of adding the super-resolution network.

Furthermore, this architecture can also be used to resize the objects in the input image. As shown in Fig. 7, the size of the object can now be changed to any size. Whether making a small object larger or making a large object smaller, both processes can be achieved in our model. It’s noted that the above operations are not possible to achieve in existing models due to the limitation of only being able to modify the entire image at once.

**Improvement from Inpaint network.** During the combination phase, holes appear when objects dwindle and background replacement operations are performed. To fill in the hole information and make the final manipulation result more realistic, we employ two image inpainting networks [30][26]. The networks are specifically used for content repair at two levels. The first one [30] is to repair the hole information left in the original image after segmenting the text-relevant content. As shown in Fig. 8, due to effective content repair, our method is able to synthesize satisfactory results when encountering the operations of object enlarging, dwindling, and background replacement. The second [26] is to fix the color difference phenomenon. We find that when the object is divided, manipulated, and put back to its original position, there will be color differences. As shown in Fig. 8, there are some tiny holes in the combination junction, which makes the overall smoothness of the result poor. To this issue, we use [26] to repair these tiny holes so that the result has good smoothness.

**Improvement from editing segmentation.** Without the user interface to edit segmentation, there are two cases where the text-irrelevant content has penetrated text-relevant content and vice versa. As shown in Fig. 9, in both cases mentioned above, the image is edited more correctly after the correction than before. This indicates that the user interface makes it possible to improve the accuracy of image manipulation. In addition, Fig. 1 shows an example the image has more than one bird in the image, but the text only describes one bird. In existing works, two birds are forced to change when the edit to match the text description. However, by using a user interface that interactively modifies the segmentation, we can focus on the specific bird to edit. Fig. 10 shows the improvement of accuracy to modify the segmentation map recursively. In our model, it is possible to modify the segmentation map again even after making the segmentation fail. Therefore, if the generated image does not match the user’s desires, we can generate a more accurate image by redoing it many times.

**5. Conclusion**

In this paper, we propose a novel image manipulation method that interactively edits an image using complex text instructions. By introducing semantic segmentation, it segments the text-relevant and text-irrelevant content of the input image so that the model can only modify the text-relevant content and maintain the text-irrelevant content. Furthermore, we introduce a super-resolution network and an inpainting network to achieve more operations (such as object enlarging and dwindling, background replacement, etc.) and generate more realistic manipulation results. Moreover, we propose a user interface that can edit the segmentation map interactively so that the user can obtain satisfactory manipulation results. Experimental results show that our method outperforms the state-of-the-art models both quantitatively and qualitatively, and also demonstrate that our work has good application value.
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