BLANT: Basic Local Alignment of Network Topology, Part 1: Seeding local alignments with unambiguous 8-node graphlets
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Abstract—BLAST is a standard tool in bioinformatics for creating local sequence alignments using a “seed-and-extend” approach. Here we introduce an analogous seed-and-extend algorithm that produces local network alignments: BLANT, for Basic Local Alignment of Network Topology. This paper introduces BLANT-seed: given an input graph, BLANT-seed uses network topology alone to create a limited, high-specificity index of k-node induced subgraphs called k-graphlets (analogous to BLAST’s k-mers). The index is constructed so that, if significant common network topology exists between two graphs, their indexes are likely to overlap. BLANT-seed then queries the indexes of two networks to generate a list of common k-graphlets which, when paired, form a seed pair. Our companion paper (submitted elsewhere) describes BLANT-extend, which “grows” these seeds to larger local alignments, again using only topological information.

Index Terms—network alignment; network topology; network analysis; protein function prediction; biological networks; temporal networks

I. INTRODUCTION

Network alignment is the task of finding topologically similar network regions over a database of networks with applications in a wide variety of fields [1]. These include bioinformatics [2], linguistics [3], neuroscience [4], social networks [5], and image recognition [6]. Being a generalization of subgraph isomorphism, it is NP-hard [7], so many heuristic algorithms exist to approximately solve it. In this paper we consider only the case of aligning two networks.

Network alignment can be either local or global [8]. Global network alignment aims to find a 1-to-1 mapping from the nodes of the smaller network to the nodes of the larger one. In contrast, local network alignment aims to find highly similar regions across the networks, and allows each node to appear in more than one such local alignment.

Both of these problems have been studied extensively, and a key characteristic of any network alignment algorithm is whether it uses information beyond the graph’s topology. On one end of the spectrum, the alignment algorithm may heavily rely on domain-specific node annotations like usernames in a social network [9] or nucleotide sequences in a biological network [10]. On the other end of the spectrum, there are alignment algorithms [11]–[13] which align solely using topological information. These algorithms remove the significant cost of gathering domain-specific knowledge for each node and can generalize to networks in any domain. Additionally, such algorithms may discover unique insights hidden in the topology of the graph itself [14], [15].

However, the topology-only algorithms listed above are all global alignment algorithms. To the best of our knowledge, there do not currently exist any local alignment algorithms which use only topological information†. BLANT-seed + BLANT-extend seeks to fill this gap in the state-of-the-art.

BLANT-seed focuses heavily on k-graphlets, which are induced subgraphs of k nodes. A pair of isomorphic graphlets forms a seed, and BLANT-seed is capable of outputting seeds of up to k = 15 nodes. A few other seed identification methods exist (such as ODV similarity [17]), but BLANT-seed is unique in its ability to discover seeds of more than one node pair. This is significant because BLANT-extend [18] demonstrates that graphlet-seeds are significantly more effective than simple node pairs when expanding into large, high-quality alignments. In fact, BLANT-extend was able to extend our graphlet-seeds into two 100% isomorphic subgraphs of 280 nodes each between two networks with about 15,000 nodes and 300,000 edges. Fig. 1 shows a high-level overview of the BLANT-seed + BLANT-extend pipeline.

BLANT started out [19], [20] as a random sampling algorithm to approximate the global distribution of graphlets in a large network, allowing a high-quality fast approximation to the far more expensive exhaustive enumeration offered by codes like ORCA [21] and Jessy [22]. We will refer to this sampling algorithm as BLANT-sample. After significant effort spent experimenting with BLANT-sample’s randomly

†Although our earlier work, GRAAL [16], is topology-only and also used a seed-and-extend approach, we do not consider it here because, based on letting it run initially for several days on the IID networks—see below—its own estimate of its runtime was upwards of 2200 hours, and we chose not to wait 3 months for the output.
Fig. 1. BLANT-seed produces small, perfect local alignments we will also call seeds, while BLANT-extend extends these into larger local alignments that are not required to be perfect. Collectively, the BLANT-seed + BLANT-extend pipeline is referred to as “BLANT”.

sampled graphlets, we came to a crucial realization: random samples are exceedingly unlikely to find any graphlets from similar regions of the graph due to the exponential number of graphlets, and are thus exceedingly unlikely to discover good local alignments.

BLANT-seed, however, uses an innovative and counter-intuitive deterministic approach of creating an index on each network. The indexes are then mined for topologically identical graphlets across networks, which form seeds. Determinism is key, because if the networks actually have similarity, then running the same deterministic algorithm on each of them is more likely to result in sampling similar slices of the exponential search space, creating two indexes which are likely to lead to high quality alignments.

Our main contributions are the following:

1) Collectively, BLANT-seed and BLANT-extend constitute the first local aligner which produces excellent results using topology alone, and we accomplish this on large and realistic networks.
2) We develop the first algorithm which is capable of identifying seeds of more than one node. Specifically, BLANT-seed can find seeds of up to $k = 15$ nodes with perfect topological similarity and high functional similarity.
3) We demonstrate the counter-intuitive power of determinism in effectively indexing large network databases.

II. BACKGROUND

Our algorithm name—BLANT—is a clear ripoff of BLAST—the ubiquitous Basic Local Alignment Search Tool [23]. This homage is justified, since both BLAST and BLANT are seed-and-extend approaches with many principled similarities. To see the analogy, we first review how BLAST works.

BLAST is an algorithm for quickly finding local alignments in genomic (or proteomic) sequences. BLAST works by first creating a comprehensive index of all $k$-letter sequences called “$k$-mers” that appear in the corpus of the sequence to be searched and/or aligned. By storing every $k$-mer and its location, BLAST can “line up” the regions around two identical $k$-mers, and then check to see if this local alignment “extends” further beyond the $k$-mers. Below we show a hypothetical alignment between two distant regions of sequence, both of which contain the boldfaced $k$-mer (isolated for clarity):

$$ACTAGATCCACCTCTAG\ GAGACCGT\ GTTCTCAGAGGTG$$

$$ACTAGATACACGTCTAG\ GAGACCGT\ GTTCTCAGAGGTG$$

In the case above, even though the sequences contain minor differences (highlighted with italics), the boldfaced identical $k$-mers form a seed that can be used to attempt extending the match in both directions beyond the endpoints of the common $k$-mer. BLAST is extremely fast at performing the above operations, which is the reason BLAST has become the near-ubiquitous tool for aligning sequences that contain billions of letters. BLAST automatically chooses the appropriate value of $k$ to create $k$-mer seeds in a particular search and alignment task, and uses a sophisticated extend algorithm to create full seed-and-extend local alignments.

BLAST uses an analogous seed-and-extend approach but for networks: given an undirected network $G$ and a value of $k$, BLANT-seed (the algorithm in this paper) samples connected, induced $k$-node subgraphs called $k$-graphlets [24]. Since the number of $k$-graphlets in a graph of $n$ nodes is exponential in both $k$ and $n$, BLANT-seed cannot exhaustively enumerate all $k$-graphlets, but instead deterministically samples them. If one is interested in the overall distribution of graphlets across a network, BLANT-sample [19], [20] can randomly sample millions of graphlets per second to estimate this distribution. While this is useful, BLANT-seed takes the opposite approach: a deterministic expansion that, with care, produces graphlet seeds appropriate for expansion by BLANT-extend [18].

Starting with a given seed of two identical $k$-graphlets, the algorithm in our companion paper, BLANT-extend [18], attempts to extend the local alignment beyond the boundaries of the seed. While the $k$-graphlets of the seed must be identical—just like BLAST’s $k$-mers—BLANT-extend allows for non-exact topological matching as it expands the local alignment beyond the seed.

A. Graphlets, Orbits, and Ambiguity

Graphlets are defined as “small” induced subgraphs of a network; they were originally exhaustively enumerated up to $k = 5$ nodes [24], then $k = 6$ nodes [25], [26], though BLANT now exhaustively enumerates all graphlets with up to $k = 8$
nodes. Fig. 2 shows the complete list of unique \( k \)-graphlets for \( k = 3, 4 \). BLANT automates the process up to \( k = 8 \), in which there are \( n_k = 12,346 \) unique graphlets containing a total of 79,264 orbits. Each \( k \)-graphlet is assigned a unique graphlet ID from 0 to \( n_k - 1 \) inclusive.

An orbit is a set of nodes that are topologically identical within a graphlet; i.e., they can be swapped without changing the graphlet. In Fig. 2, nodes are shaded based on their orbit. For example, the first 4-node graphlet in Fig. 2 is the path of length 3, which has two orbits: the two middle nodes together form one orbit, while the two end-nodes form another.

When it comes time to extend a graphlet-based seed, multiple nodes with the same orbit are problematic as they can be swapped without changing the graphlet. This introduces an ambiguity that would severely complicate the process of extending the seed. To avoid having BLANT-extend deal with the resulting combinatorial explosion, we eliminate all such graphlets at the BLANT-seed stage. We define an unambiguous graphlet as a graphlet in which every orbit has only one node. Unfortunately, the traditional set of graphlets containing at most \( k = 5 \) nodes have no unambiguous graphlets; the smallest value of \( k \) for which unambiguous graphlets exist is \( k = 6 \), and Fig. 3 provides a few examples.

**B. Alignments, and Types of Alignment Similarity**

We define an alignment as a 1-to-1 mapping from nodes in one network to nodes in another network. The number of nodes being mapped can range anywhere from one to the number of nodes in the smaller network.

Topological similarity refers to how close the aligned (sub)graphs are to being isomorphic; common measures include EC [16] and \( S^3 \) [27], both of which count the number of aligned edges as a fraction of some maximum. Functional similarity refers to what the nodes and edges are, or what they do, in the real world. In the most extreme case of high functional similarity, two nodes could be considered “correctly aligned” if they are virtually identical in the appropriate context. For example, in social networks, two nodes in different social networks are identical if they refer to the same person; in Protein-Protein Interaction (PPI) networks, two proteins are considered identical if they are orthologs (related by a common ancestor). Node Correctness (NC) is commonly used as a stringent measure of post-hoc alignment quality: it is the fraction of output aligned node pairs that are correctly aligned.

The reader should note the difference between “information” and “similarity”. Our algorithm uses only topological information but is evaluated based on topological and functional similarity.
The basic idea of this algorithm is to recursively build graphlets by deterministically expanding from some root node. To ensure that every node has a chance to be in the index, this expansion is performed \( n \) times, once with each node in the network serving as the root. The algorithm builds graphlets in a DFS-like fashion, creating a list of nodes it will search in each recursive step. It iterates through the list of nodes, adding each one individually to its working set of nodes and recursing from there before backtracking and adding the next node to the working set. In order to deterministically create this list, the algorithm selects neighboring nodes with the highest values according to a deterministic heuristic function.

The graphlet IDs, orbit IDs, and (un)ambiguous determination are all extracted from standard output files from the current version of BLANT-sample [19], [20], which is itself based on [28].

**A. Heuristic Function**

The index creation algorithm relies on a heuristic function, \( f(v) \), which deterministically assigns a numerical value to each node \( v \) in the network. This value must be topologically meaningful, or else the deterministic algorithm will not be able to exploit topological similarity between the networks. For now \( f(v) = \text{degree}(v) \) works well enough; we leave more sophisticated orderings to future work.

The heuristic function does not need to be injective. If there are multiple nodes of the same heuristic value, the algorithm will expand to all such nodes in order to maintain determinism. However, it is important to not have too many nodes of the same heuristic value, as this may result in unacceptably large runtimes.

**B. Augmenting Graphlet ID with the Root Node’s Orbit**

Augmenting the graphlet ID with the orbit of the root node is a simple but effective technique that improves our results with no downside. Instead of only outputting the graphlet ID for a given graphlet, we create an augmented string which consists of the graphlet ID and the numerical orbit of the root node we expanded from to create that graphlet. This comes into play in our seed mining algorithm, which creates alignments based on key equality.

**C. Time Complexity**

The algorithm performs a limited, recursive DFS-like search starting from each of the \( n \) nodes of the network. At each recursive step, we visit all nodes with the top \( D \) values of \( f \), visiting at most \( M \) nodes. Since the recursion depth is at most \( k - 1 \), the time complexity for a search starting at one node is \( O(M^{k-1}) \), giving the overall algorithm a time complexity of \( O(nM^{k-1}) \). Assuming that the heuristic function contains relatively few ties—which is true when we are looking at the high end of degrees—\( M \) will be approximately equal to \( D \). In §V-E we show \( D = 2 \) runs in a reasonable amount of time with our datasets.

**IV. INDEX-POWERED SEED MINING ALGORITHM**

There are two steps: indexing, and seed creation. This section is about seed mining, and is depicted in purple in Fig. 4.

Algorithm 2 takes in the indexes of any number of networks and mines a limited list of perfect \( k \)-graphlet alignments between them. Each local alignment is called a seed and consists of a set of identical \( k \)-graphlets that appear across the networks. Note that, though the seeding process can find local alignments between any set of networks, for simplicity in this paper we restrict ourselves to aligning two networks at a time.

If graphlet pairs are desired, the algorithm ends here. If node pairs are desired, a simple voting algorithm—“how many graphlet pairs claim that these two nodes are aligned?”—is used to extract them from the graphlet pairs.

**A. Volume and Accuracy of Seeds**

The Volume of a set \( S \) of \( k \)-graphlet seed pairs is \(|S|\). Assuming we know a priori some set of “correct” aligned pairs (e.g., orthologs in biological networks, or the same person across two social networks), then the Accuracy of \( S \) refers to
Algorithm 2 Seed Mining Algorithm

function FINDSEEDS(File $F_1$, File $F_2$, $C$, $P$) // $F_1$ and $F_2$ are the output files of Alg. 1 $I = \text{PatchIndex}(F_1, C, P)$ $J = \text{PatchIndex}(F_2, C, P)$ $K = I.\text{keys} \cup J.\text{keys}$ for $k$ in $K$ do if $|I_k| = 1$ and $|J_k| = 1$ then $S = S \cup \{(I_{k_0}, J_{k_0})\}$ end if end for return $S$

def function PATCHINDEX($F$, $C$, $P$) for $g$ in $F$ do for $h$ in nearest $P$ graphlets to $g$ do $CC = \#$ of common nodes between $g$ and $h$ if $CC \ge C$ then // Note: + below is string concatenation $key = id(g) + id(h) + CC+$ extra edges $p = g.\text{nodes} \cup h.\text{nodes}$ $I_{key} = I_{key} \cup \{p\}$ end if end if end for return $I$

def function EXTRACTNODEPAIRS(Seeds $S$) for $n$, $m$ in $S$ do increment $vote_{nm}$ end for for $n$ in $vote$ do $ fav_n = \text{highest count nodes in} \, vote_n$ end for return node pairs which favorite each other

end function

the number of $k$-graphlet seeds in which some or all of $k$ of the aligned nodes are correct. Given a set $T$ of unique $k = 1$ seed pairs (i.e., node pairs), its volume is $|T|$, and its accuracy is the percentage of node pairs that are correct (cf. §V-C).

B. Index Key Specificity

A crucial step in solving in any graph alignment algorithm is pruning the search space. Index key specificity is based on the observation that larger alignments are more likely to be constructed if the graphlet IDs in the seeds are rare. Say the graphlet ID $g$ appears $n_1$ times in the first index and $n_2$ times in the second index. Assuming each of the nodes in a graphlet has a single counterpart (which is generally true), the maximum possible number of correct alignments is $\min(n_1, n_2)$. Without another method to disambiguate these graphlet pairs, we must output all $n_1n_2$ pairs, capping our perfect alignment rate at $\min(n_1, n_2)/(n_1n_2)$. We have found empirically that it is best to impose the most stringent constraint: $n_1 = n_2 = 1$.

C. Patching Graphlets

As we only align graphlets with identical keys and when both keys are unique in their index, the performance of the algorithm depends on the number of keys indexed per network, as well as on the uniqueness of $k$-graphlets in a network. Just as with BLAST, larger values of $k$ increase the chance of having unique $k$-mers, but there is a tradeoff. Large $k$-mers and $k$-graphlets as sequencing errors or missing edges are more likely to appear. While BLAST automatically determines a good choice for this trade-off, the optimal value of $k$ for graphlets in our application is not yet known. However, we have found empirically that “patching” overlapping graphlets in the index into larger graphlets improves our results.

Natively, BLANT-sample can only sample graphlets up to $k = 8$ nodes. As shown in Table I, there are only 3034 unambiguous graphlets on 8 nodes, which turns out not to be enough in practice. To solve this, we “patch” together graphlets from the index which have common nodes in order to create a “patched index” of larger graphlets that have a higher likelihood of being unique.

| $k$ | 3 | 4 | 5 | 6 | 7 | 8 |
|-----|---|---|---|---|---|---|
| #   | 0 | 0 | 0 | 26 | 274 | 3034 |

Fig. 5 shows an example of two graphlets being patched together. After patching, a new “patch ID” must be created that encodes the shape of the larger graphlet. Although this ID is not completely unique (all ID’s refer to a single shape but multiple ID’s may refer to the same shape), we have found that it is unique enough so that collisions are rare. Additionally, we have found that canonizing this ID using a tool like NAUTY [29] slightly decreases accuracy—a surprising result whose study we leave for future work.

Conveniently, our index creation algorithm provides the perfect way to find graphlets to patch together: because the algorithm performs DFS, graphlets with many nodes in common will be close to each other in the output file. Thus, we simply go through each line of the output file and compare the graphlet with the $P$ lines below it (cf. Fig. 6). In addition to saving time, this method also increases accuracy as we are only patching graphlets which were discovered close to each other in the deterministic run. This result is demonstrated in §V-E.

The second patching parameter, $C$, denotes the minimum number of nodes the graphlets must have in common to be patched. Smaller values of $C$ lead to larger graphlets, but the
trade-off is that the patched graphlet will be less related to the graphlets in the index. The effects of $C$ are investigated in §V-E.

**D. Time Complexity**

In order to create the patched indexes, the algorithm loops through the entire output file of both networks and tries to patch each graphlet against all graphlets within $P$ lines. If we denote $L$ as the number of lines in the larger file, the time complexity of this step is $O(LP)$. After creating patched indexes, the algorithm loops through the union of keys in both indexes and performs $O(1)$ work on each. To see this, notice how the algorithm checks the number of index entries for the key in both indexes and only outputs a patched graphlet (an $O(1)$ procedure) if both numbers are 1. Additionally, since the total number of keys is bounded by $2L$, the total time complexity is $O(LP + 2L)$, which is just $O(LP)$.

**V. EXPERIMENTS**

In this section, we fix our parameters and measure the performance of our algorithm on a variety of real-world graphs from different domains. We discuss an issue we have identified regarding low volumes and explore possible improvements. Finally, we demonstrate the significance of our findings by comparing our seeds against seeds found from optimizing a common and effective measure of topological similarity.

All experiments are performed on a cluster of 96 identical machines (the “circinus” cluster) in the Department of Computer Science at U.C. Irvine. Each host runs Linux CentOS, has 96GB of RAM and a 24-core Intel X5680 CPU running at 3.33GHz. Despite the large number of cores, the speed of a single core is comparable to that of a low-end laptop. BLANTseed is part of the larger BLANT package available on Github. The index creation algorithm (Algorithm 1) is part of BLANT and is written in C, though the seed creation (Algorithm 2) is in Python.

As both our algorithm and the baseline method are deterministic, we perform one trial for each experiment.

**A. Datasets**

We evaluate our algorithm on three different groups of networks, listed in Table II. First, we use the protein-protein interaction (PPI) networks of yeast from [30], which is a classic dataset amongst network alignment algorithms. This dataset consists of six networks which each allow edges (interactions) from an experiment at different confidence levels, with the percentage in the name (0 to 25% in 5% increments) indicate what fraction from the lower-confidence edge set is included.

Next, we use the rat and mouse PPI networks from the Integrated Interactions Database [31]. The IID networks are, by far, the largest PPI networks available. Although they are partly synthetic, they are currently the best available approximation to “real” PPI networks that (a) are nontrivial in size, and (b) share what is believed to be about the same amount of topological similarity as we expect in the (currently unknown) true networks.

Finally, we use all but two of the temporal networks from the Stanford Network Analysis Project database, SNAP [32–37]. We ignore CommResistance because it is too small (fewer than 10 nodes per network). We ignore ActMOOC because they have two different types of nodes: users and activities. Each temporal network consists of a list of edges, each with a timestamp. To generate a network, we collect all edges between a start time and an end time, in what we call a “temporal window”. We create four windows total, and each window contains the same number of edges. The first window begins with the earliest edge in the network. The second window begins by shifting the start time until we have “lost” 1% of the edges. The third and fourth windows use 3% and 5% shifting. The end times are determined by collecting edges until we have hit the set amount.

3We determine this fixed number of edges by starting from the beginning of the temporal network and adding edges one by one until we either hit 20,000 nodes, 400,000 edges, an edge/node ratio of 20:1, or we run out of edges. We created windows based on nodes/edges instead of times because the distribution of edges over time was far from linear in many networks. This allows us to create networks at comparable sizes and densities as the IID networks.


Finally, our topological accuracy is always 100% for any edge-based measure such as EC [16] or $S^3$ [27] because—like BLAST’s seeds that contain only perfect $k$-mer matches—our seed algorithm produces only perfect alignments between $k$-graphlets.

Since our goal is to find seeds, we value precision (accuracy) far more than recall (volume). This philosophy pervades the design of our algorithm as we only allow unambiguous graphlets, unique keys, and perfect topological matches. That said, a volume of zero would not be useful, and so we strive to increase volume only if it does not significantly harm accuracy. Thus, our full set of evaluation metrics is:

- **Seed Volume (Seed Vol.):** the number of seeds produced.
- **Mean Seed Size:** their average size.
- **Total Node Pairs:** total number of node pairs across all seed pairs.
- **Extracted Volume (Extr. Vol.):** the number of extracted node pairs.
- **Extracted Node Correctness (Extr. NC):** fraction of extracted node pairs that are correct.
- **Seed Set Correctness:** weighted node correctness by (1).
- **Topological Similarity:** 100% in all our cases, but useful for comparison with other methods.

### D. Fixed Parameters

The parameters $k$ and $D$ in Algorithm 1 were straightforward to select. As mentioned in §IV-C, we want graphlets that are larger than $k = 8$, so much so that we go through the effort of patching them together. Thus, we completely ignore generating $k = 7$ and $k = 6$ indexes. Selecting a value of $D$ was also easy: for smaller networks, we tried $D > 2$ but $D = 2$ was optimal; and on larger networks $D > 2$ resulted in unacceptably long runtime (cf. §V-J).

### E. Patching Parameters Experiment Setup

In this section, we investigate the effects of the patching parameters $P$ (proximity in output file) and $C$ (minimum number of common nodes). We perform a factorial design experiment with both parameters and measure volume and accuracy. We slightly modify each parameter to better isolate the effects of individual values: instead of patching graphlets that are within $P$ lines and have at least $C$ nodes in common, we patch graphlets that are exactly $P'$ lines apart and have exactly $C'$ nodes in common.

We experimented with only a subset of networks to avoid over-fitting. For the IID networks, we chose mouse-rat and human-mouse as the two least synthetic pairs. Out of the five pairs of yeast networks, we chose yeast0-yeast05 because, as the pair with highest similarity, it maximizes the raw numbers in our results and reduces variance. Finally, for the temporal networks, we chose every other network in alphabetical order: AskUbuntu, BitcoinOTC, EmailEUCore, RedditHyperlinks, and SuperUser, using the 0% and 1% pair for each network.

As our main goal in creating seeds is achieving high accuracy, we mainly focus on how Extracted Node Correctness varies with these parameters in Fig. 7. We only analyze how
Extracted Volume changes to provide context when necessary, in Fig. 8.

F. Patching Parameter Selections

For the three network pairs in Fig. 7, (Yeast 0%, 5%), (Bitcoin-OTC-0%, 1%), and (Reddit 0%, 1%), we can see that the accuracy decreases as \( P' \) increases while the accuracy does not change much for different values of \( C' \). Fig. 8 shows that these same trends hold for (IID mouse, rat), (AskUbuntu 0%, 1%), and (SuperUser 0%, 1%) when we restrict our focus to higher volume regions of the network. In contrast, \( P'-C' \) combinations which produce low volumes will naturally have a high variance in accuracy, and we can see a clearer trend by ignoring these low volume combinations (cf. Fig. 8).

Conceptually, the behaviour with respect to index file line difference makes sense: increasing \( P' \) increases the distance between patched graphlets in the index file, which puts them further “away” from each other in our deterministic network traversal; if the networks have any topological differences at all, then each step in our algorithm has some chance of hitting such a “difference”, so more steps means a greater chance of hitting differences, which destroys our ability to find the associated seeds. The tradeoff for \( C' \) is less clear, since the effects are inconsistent across networks. A higher \( C' \) value means more nodes in common, which means the graphlets were found in more similar contexts by the deterministic algorithm. However, a lower \( C' \) value means a larger patched graphlet, making the shape more unique.

By analyzing the effects of \( P' \) and \( C' \), the best values of \( C \) and \( P \) may be selected. Accuracy is more important than volume when finding seeds, as a single high quality graphlet-seed appears sufficient for BLANT-extend to create a large, high quality alignment [18]. Generally speaking, the Extr. NC does not change much as \( C' \) changes when zooming in on high volume cells, so we select \( C = 1 \)—allowing any # of nodes (except 0) to overlap.

\( P \) can be adjusted based on the desired volume/accuracy tradeoff. As mentioned above, we care about accuracy more than volume, but we can’t ignore volume entirely because more seeds gives more chances at one being suitable for extension. Thus, we choose \( P = 2 \)—corresponding to \( P' \in \{1, 2\} \)—a value which does not ignore volume completely but mostly focuses on high accuracy, especially in network pairs like IID mouse and rat, where accuracy decreases rapidly as \( P' \) increases.

G. Results

Using the parameters described above, we tested BLANT-seed on all network pairs having the same type\(^5\). Fig. 9 plots accuracy vs. volume with volume being measured by Total Node Pairs \((k = 1)\) and accuracy by Seed Set Correctness, for each of the three network types.

\(^5\)We align yeast 0% to 5%-25%. We align all 55 pairs of all 11 IID networks. We align each 0% temporal network to the 1%, 3%, and 5% networks, never aligning two different temporal networks.
Fig. 8. Figures showing how Extracted Volume vary over the C’ and P’ for three network pairs. Interleaved are graphs highlighting the Extracted Node Correctness of these pairs in high volume regions.

| IID Mouse and IID Rat | Modified # of nodes in common (C’) |
|----------------------|-------------------------------------|
| Extr. Vol | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 1 | 0 | 0 | 9 | 114 | 668 | 915 | 207 |
| Mod. 2 | 0 | 0 | 9 | 118 | 531 | 642 | 216 |
| Patch 4 | 0 | 0 | 12 | 109 | 504 | 628 | 226 |
| Prox. 8 | 0 | 0 | 28 | 130 | 307 | 257 | 51 |
| (P’) 15 | 0 | 0 | 29 | 128 | 164 | 55 | 11 |
| 20 | 0 | 0 | 29 | 138 | 136 | 44 | 11 |
| 30 | 0 | 0 | 36 | 123 | 135 | 37 | 10 |

| IID Mouse and IID Rat | Modified # of nodes in common (C’) |
|----------------------|-------------------------------------|
| Extr. NC | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 1 | 0.45 | 0.204 | 0.404 | 0.783 | 0.737 |
| Mod. 2 | 0.36 | 0.202 | 0.328 | 0.683 | 0.675 |
| Patch 4 | 0.333 | 0.111 | 0.207 | 0.483 | 0.596 |
| Prox. 8 | 0.2 | 0.065 | 0.09 | 0.251 | 0.333 |
| (P’) 15 | 0.714 | 0.179 | 0.048 | 0.046 | 0.07 | 0.256 |
| 20 | 0.158 | 0.049 | 0.038 | 0.056 | 0.324 |
| 30 | 0.137 | 0.044 | 0.038 | 0.049 | 0.278 |

| AskUbuntu 0% and 1% | Modified # of nodes in common (C’) |
|----------------------|-------------------------------------|
| Extr. Vol | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 1 | 0 | 2 | 42 | 45 | 13 | 33 | 17 |
| Mod. 2 | 32 | 16 | 53 | 80 | 35 | 35 | 25 |
| Patch 4 | 40 | 42 | 44 | 39 | 1 | 24 | 12 |
| Prox. 8 | 39 | 17 | 39 | 26 | 26 | 11 | 16 |
| (P’) 15 | 15 | 37 | 30 | 31 | 5 | 9 | 11 |
| 20 | 21 | 11 | 45 | 8 | 15 | 11 | 9 |
| 30 | 36 | 45 | 40 | 16 | 18 | 10 | 0 |

| AskUbuntu 0% and 1% | Modified # of nodes in common (C’) |
|----------------------|-------------------------------------|
| Extr. NC | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 1 | 0.061 | 0.117 | 0.296 | 0.183 | 0.429 | 0.321 |
| Mod. 2 | 0.571 | 0.205 | 0.144 | 0.332 | 0.507 | 0.493 | 0.532 |
| Patch 4 | 0.482 | 0.203 | 0.093 | 0.206 | 0.028 | 0.632 | 0.343 |
| Prox. 8 | 0.322 | 0.09 | 0.068 | 0.147 | 0.456 | 0.524 | 0.593 |
| (P’) 15 | 0.128 | 0.161 | 0.05 | 0.138 | 0.132 | 0.9 | 0.611 |
| 20 | 0.135 | 0.067 | 0.071 | 0.038 | 0.294 | 0.333 | 1 |
| 30 | 0.234 | 0.23 | 0.061 | 0.049 | 0.367 | 0.5 | 0 |

| SuperUser 0% and 1% | Modified # of nodes in common (C’) |
|----------------------|-------------------------------------|
| Extr. Vol | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 1 | 15 | 29 | 50 | 63 | 164 | 127 | 71 |
| Mod. 2 | 0 | 0 | 31 | 153 | 230 | 376 | 248 |
| Patch 4 | 25 | 54 | 153 | 345 | 462 | 357 | 183 |
| Prox. 8 | 52 | 52 | 155 | 360 | 339 | 328 | 79 |
| (P’) 15 | 28 | 65 | 136 | 301 | 310 | 241 | 40 |
| 20 | 0 | 47 | 141 | 232 | 246 | 180 | 28 |
| 30 | 24 | 57 | 107 | 253 | 214 | 112 | 11 |

| SuperUser 0% and 1% | Modified # of nodes in common (C’) |
|----------------------|-------------------------------------|
| Extr. NC | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 1 | 0.883 | 0.708 | 0.872 | 0.876 | 0.703 |
| Mod. 2 | 1 | 0.975 | 0.744 | 0.756 | 0.629 | 0.497 |
| Patch 4 | 1 | 0.922 | 0.583 | 0.545 | 0.504 | 0.561 |
| Prox. 8 | 0.945 | 0.981 | 0.558 | 0.405 | 0.319 | 0.4 | 0.299 |
| (P’) 15 | 0.824 | 0.867 | 0.498 | 0.254 | 0.235 | 0.294 | 0.285 |
| 20 | 0.856 | 0.415 | 0.185 | 0.162 | 0.202 | 0.326 |
| 30 | 0.814 | 0.373 | 0.198 | 0.146 | 0.153 | 0.239 |

Fig. 9. Accuracy vs. volume for Synthetic Yeast (top), IID (middle), and temporal networks (bottom). Note that IID and temporal volumes are log scale, yeast is linear. Yeast networks are labeled by the percentage of low-confidence edges being aligned with the “all-confident” (i.e., 0% low confidence) network. The temporal data is partitioned by shift level. The circles on the IID plot are “clusters” (see text).
On all graphs, there tends to be a positive correlation between volume and accuracy. Combined with the labels in the yeast graph and the colored points in the temporal graphs, we conclude that BLANT-seed achieves both higher volume and accuracy on networks with higher similarity. Even though the IID networks do not have a numerical similarity definition, we speculate that the volume and accuracy likely correlate with some true underlying measure of similarity.

Yeast shows the most stable results out of the three network types, as we did not need to graph its volume on a log scale. We achieve high accuracy and high volume (relative to the size of the network) for networks up to 25% confidence level. This result is pleasing as yeast is one of the most common benchmarks in network alignment literature.

The IID networks seem to separate into four main clusters. In cluster 1, we achieve enormous volume (10K Total Node Pairs is about 1,000 $k \approx 10$ graphlet seeds) with high node correctness—about 0.8 on average. Cluster 2 shows fairly good volume (Total Node Pairs $\approx 1000$) and fairly good accuracy (40%, roughly on par with ODV seeds—discussed below—as our median is above their median, see §V-I).

In cluster 3, we achieve a large volume but low accuracy. This is potentially a problem, but we observe that ODV seeds achieve low node correctness on many IID networks as well (cf. Fig. 12), demonstrating the difficulty of aligning some of these network pairs. Finally, cluster 4 shows both low volume and low accuracy. We are pleased that we achieve high performance on over half of network pairs, and improving the latter two clusters will require further study.

The temporal networks seemed to be grouped in two clusters in the top right and bottom left. Nearly all “1% shift” points fall into the upper right and two 5% networks still perform well. As with IID, we notice that ODV seeds also have low node correctness on many networks, demonstrating the difficulty of aligning these networks with the current state-of-the-art. As with IID, further study is warranted.

We omit figures of topological similarity, because our algorithm outputs only topologically perfect alignments by design.

H. Initial Exploration into Sudden Volume Drops

Of course, our algorithm is not without its weaknesses, and the main one is the sudden drop in volume and accuracy it experiences as networks become less similar, leading to the clusters we see in Fig. 9. We leave this problem to future study, but we have found some promising leads. First, Fig. 10 shows that the volume is correlated with the EC (Edge Commonality, or fraction of aligned edges) of the 10 highest-degree nodes among the IID network pairs (but not temporal or yeast), which makes sense since our deterministic algorithm expands to neighbors of highest degree at each step. We hypothesize that this pattern holds among the IID networks because they have a very low diameter, causing nearly all expansions to reach the hub nodes within $k = 8$ steps.

We tried many techniques in order to “slow” the algorithm from reaching hubs too quickly. One of these is the “stairs” algorithm, which simply skips the top $k - 1 - p$ degree values at each expansion step in Algorithm 1, where $p$ is the number of nodes we currently have. We have found that this algorithm can achieve 10x more Total Node Pairs while maintaining accuracy on most networks with $< 100$ Total Node Pairs (cf. Fig. 11, volume shown on log scale). This method performs worse as a whole on our dataset, however, so we have elected not to use it. While the $< 100$ threshold is arbitrary, it shows that our algorithm has the potential to achieve our goal of $> 1000$ Total Node Pairs on any type of network with less than 5% shift.

I. Comparison with Baselines

We use a pipeline of ODV seeds + AlignMCL for comparison with BLANT-seed + BLANT-extend. We will compare the first parts of these pipelines to each other in this paper, leaving the full comparison for our companion paper BLANT-extend. AlignMCL wants, as input, the set of orthologous pairs of nodes, which in the topological context converted to the top $n_{min}$ node pairs in ODV similarity ($n_{min}$ being the number of nodes in the smaller network) [8]. Since [8] used these parameters to conclude that AlignMCL was the best available topology-only local aligner, we adopt this list as well (though we offer a caveat in our Discussion below).

In addition to the work in [8], we found that ODV similarity alone provided poor results on large networks because it computed similarities of 1.0 for many leaf nodes (degree 1 nodes). We tried two methods to deal with this. First, we weigh node pairs with higher degree more with the $\alpha$ parameter described in [16]'s Supplementary Info, using their recommended value of $\alpha = 0.8$. Next, we present a new method which simply ignores all leaf nodes.

Before showing quantitative results, we list the major qualitative differences among these two seeding algorithms. First,
Fig. 11. We selected network pairs which produced < 100 Total Node Pairs to investigate how to increase their volumes. The “stairs” algorithm produces significantly higher volumes (top figure, volume on a log scale) while mostly maintaining accuracy (bottom figure). Note that both figures use the same network ordering along the horizontal axis.

our main technical achievement is that BLANT-seed outputs graphlet pairs, not just node pairs; our companion paper [18] shows that graphlet seeds with \( k > 1 \) are much more effectively extended than the \( k = 1 \) seeds—ie., node pairs. On top of this, our graphlet pairs have perfect topological similarity, a metric which does not exist for node pairs.

Seed volume is another qualitative difference. Since every pair of nodes has an ODV similarity, the number of ODV similarities from networks with \( n_1 \) and \( n_2 \) nodes is \( n_1 n_2 \), which is far more than the number of orthologs—which must be less than \( n_{min} = \min(n_1, n_2) \). Since there is no obvious cutoff threshold for ODV similarities, [8] reasonably chose to use the top \( n_{min} \) ODV similarities as “orthologs”. We, on the other hand, strongly prefer accuracy in our graphlet seeds; the demand for high accuracy sometimes allows huge volumes, but in some circumstances severely restricts it.

We believe it is a strength that our mechanism is able to automatically restrict volume in an attempt to get higher accuracy; a sorted list of ODV similarities has no such mechanism, and so using the top \( n_{min} \) of them seems the only fair comparison—though we discuss alternatives in our Discussion section.

With these qualitative differences in mind, the only axis on which we can compare the seeding components of these two pipelines is node correctness. To better represent our overall node correctness, we use Extr. NC rather than Seed NC as it outputs node pairs uniquely. As before, we partition our results by network type.

Fig. 12 shows that our node correctness significantly out-performs ODV seeds on all networks, even after we improved the ODV method as described above. While this does not demonstrate superiority over ODV seeds due to the above qualitative differences, it does show that we achieve strong node correctness values, on top of our perfect topological similarity.

J. Runtime

With runtime, our goal is to be able to run the algorithm in a reasonable amount of time on a standard laptop. This measure is fuzzy as runtime is not a primary concern of ours, but we speculate that a researcher (the likely user of our algorithm) would feel that “a few hours” is a reasonable one-time cost to index a network. We are happy to report that our index creation runtimes fit comfortably in this range, as shown in Table III. After creating the index, the researcher only needs to run our linear-time seed mining algorithm, which takes less than a minute on all network pairs despite being written in Python.

Additionally, we note that our algorithm may be easily parallelized to greatly reduce runtime.

VI. Discussion

To the best of our knowledge, we are the first to present a topology-only seed-identification algorithm which discovers pairs of graphlets, not just pairs of nodes. On top of that, we have demonstrated that our topologically perfect alignments of up to \( k = 15 \) nodes also have superior node correctness values compared to ODV node pairs, a popular topology-only seeding method. While our algorithm does have inconsistent volume, we have discovered a few promising directions to solve this issue.

We have achieved these seeding results by utilizing a key innovation: a deterministically generated graphlet index of the
network. The use of determinism is crucial as it exploits the actual similarity—if present—among the set of networks in a way that exponentially reduces the search space.

The NC comparison presented in Fig. 12 depends strongly on the volume of the two methods. While our volume is not determined beforehand but is instead a consequence of our algorithm, the volume of ODV similarities is predetermined at $n_{\text{min}}$—the number of nodes in the smaller network. In some cases, our volume—call it $\nu$—is much smaller than $n_{\text{min}}$; in this case one could argue that we should look at the NC of the top-$\nu$ ODV similarities. Predictably, the NC of a list of sorted ODV similarities increases closer to the top, and so if we use our volume as the number of top-ODV-similarities to take, the resulting NC values are comparable—and in some cases exceed—ours. However, in the absence of an independent method of choosing a threshold on ODV similarities—and since AlignMCL demands a list of $n_{\text{min}}$ pairs—we believe the fairest comparison is to use our volume for our NC, and $n_{\text{min}}$ for the ODV similarity set.

Finally, our seeds have also been validated “in the field” in that BLANT-extend can discover 280-node, topologically perfect alignments between the two large networks of IID mouse and rat that have high Resnik semantic similarity.
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