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Abstract

Oscillating neutrino beams exhibit quantum coherence over distances of thousands of kilometers. Their unambiguously quantum nature suggests an appealing test system for direct quantum simulation. Such techniques may enable presently analytically intractable calculations involving multi-neutrino entanglements, such as collective neutrino oscillations in supernovae, but only once oscillation phenomenology is properly re-expressed in the language of quantum circuits. Here we resolve outstanding conceptual issues regarding encoding of arbitrarily mixed neutrino flavor states in the Hilbert space of an n-qubit quantum computer. We introduce algorithms to encode mixing and oscillation of any number of flavor-mixed neutrinos, both with and without CP-violation, with an efficient number of prescriptive input parameters in terms of sub-rotations of the PMNS matrix in standard form. Examples encoded for an IBM-Q quantum computer are shown to converge to analytic predictions both with and without CP-violation.
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I. INTRODUCTION

Since first theorized in 1930 by Pauli [1], neutrinos have played a truly fundamental role in understanding the structure of the Standard Model of particle physics [2]. Initially introduced to solve the problem of energy non-conservation in beta decay, the neutrino was initially assumed to be massless, a postulate that remains consistent with kinematic measurements even to this day for the lightest neutrino mass state [3]. The discovery of neutrino oscillations [4], however, demonstrated both a nonzero mass for at least two of the three neutrino states, and also that neutrino production via weak interactions produces quantum superpositions of these mass basis states. Taking inspiration from the Cabibbo–Kobayashi–Maskawa (CKM) matrix used to describe quark mixing, Pontecorvo, Maki, Nakagawa and Sakata proposed that a basis misalignment between a neutrino’s flavor and mass eigenstates and subsequent evolution in time could be described using what would become known as the Pontecorvo-Maki-Nakagawa-Sakata matrix ($U_{PMNS}$) [5],

$$ |\nu_\alpha\rangle = U_{PMNS} |m_i\rangle, $$

with $\alpha = e, \mu, \tau$ labeling neutrino flavor and $i = 0, 1, 2$ enumerating the neutrino mass states. In models with a fourth, sterile neutrino [6], an additional mass state $i = 3$ is added, along with a corresponding sterile flavor state $\alpha = s$. Given a PMNS matrix, the probability for neutrino oscillations from flavor $\alpha$ to $\beta$ is described (in vacuum) by,

$$ P_{\alpha \rightarrow \beta} = \left| \sum_i U_{\alpha i}^* U_{\beta i} e^{-\frac{m_i^2 L}{2E}} \right|^2. $$

With $L$ the baseline of neutrino propagation, $E$ the neutrino energy, and $m_i$ the mass of the $i$th neutrino mass state. Since $U_{PMNS}$ is a three dimensional unitary matrix, following arbitrary phase choices of the neutrino flavor and mass fields, it can be parametrized in the following conventional way in terms of three “mixing angles” $\theta_{13}, \theta_{23}$ and $\theta_{12}$, and one CP-violating phase $\delta_{CP}$ for non-Majorana neutrinos, as

$$ U_{PMNS} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & c_{23} & s_{23} \\ 0 & -s_{23} & c_{23} \end{bmatrix} \begin{bmatrix} c_{13} & 0 & s_{13} e^{-i\delta_{CP}} \\ 0 & 1 & 0 \\ -s_{13} e^{i\delta_{CP}} & 0 & c_{13} \end{bmatrix} \begin{bmatrix} c_{12} & s_{12} & 0 \\ -s_{12} & c_{12} & 0 \\ 0 & 0 & 1 \end{bmatrix}. $$

(3)
where here $c_{ij}$ and $s_{ij}$ refer to the cosine and sine, respectively, of $\theta_{ij}$. This can be conveniently written as,

$$U_{PMNS} = R^{23}(\theta_{23})R^{13}(\theta_{13}, \delta_{CP})R^{12}(\theta_{12}),$$

where $R^{ij}(\theta, \delta)$ represents a rotation in the $ij$ plane with angle $\theta$ and a phase rotation $\delta$. We have used notation such that $R^{ij}(\theta) \equiv R^{ij}(\theta, 0)$.

Direct quantum simulation of neutrino oscillations was first introduced in Ref. [7] as an example of a simple and illustrative problem amenable to application on few-qubit publicly available quantum computers. Quantum simulation, as popularized by Feynman [8] and others [9, 10], involves encoding the dynamics of a system under study in the Hilbert space of a quantum processor in order to solve for its time evolution with application of an appropriately encoded time evolution operator. In future highly entangled quantum computers, this may offer opportunities for efficient evaluation of calculations that are classically intractable. Circuits and algorithms have been proposed or implemented to model processes in chemistry [11], biology [12], neural networks [13], pharmacology [14], quantum gravity [15], quantum chaos [16] and quantum chromodynamics [17].

Neutrino oscillations in vacuum are a fairly simple quantum system and simple closed-form analytic solutions to their time evolution are easy to obtain. In other conditions neutrino oscillations become much more difficult to model. Two examples where the calculation of neutrino time evolution becomes far more complex include the propagation of high energy neutrinos in matter [18, 19] and the evolution of high neutrino density ensembles in supernova explosion exhibiting collective oscillation effects [20, 21]. The latter has very recently been the subject of attempts at quantum simulation [22, 23], though only in a simplified two-flavor basis. In such a basis, one qubit maps directly onto one neutrino via the association $|\nu_e\rangle \rightarrow |0\rangle$ and $|\nu_X\rangle \rightarrow |1\rangle$, where $X$ is a composite flavor representing a generic non-electron neutrino.

An important technical contribution of Ref. [7] was the demonstration of an encoding of the three-neutrino Hilbert space onto two qubits, which required a non-trivial mapping of the PMNS mixing matrix, in addition to the much simpler mapping of the mass-basis Hamiltonian, onto this space via the available quantum gates of the IBM-Q system. IBM-Q is a publicly available universal gate quantum computer [24] to which quantum circuit calculations can be submitted via web interface [25].

Since it represents a simple rotation in two dimensions, the PMNS matrix for a two-flavor
neutrino system has a nearly trivial form,

\[ q_0 : U_3(2\theta_{12}, 0, 0) \]

where \( \theta_{12} \) represents the mixing angle between the electron and muon neutrino flavors. The U3 gate is defined as,

\[ U_3(\theta, \phi, \lambda) = \begin{bmatrix} \cos(\theta/2) & -\sin(\theta/2)e^{i\lambda} \\ \sin(\theta/2)e^{i\phi} \cos(\theta/2) & e^{i(\phi+\lambda)} \end{bmatrix} \]

For the 3-flavor system, construction of the PMNS matrix is more involved. In Ref. [7] this was accomplished for the special case of \( \delta_{CP} = 0 \) by first constructing a system of six U3 gates and 2 CNOT operators, as,

\[ q_0 : U_3(\alpha, 0, 0) \oplus U_3(\gamma, 0, 0) \oplus U_3(\epsilon, 0, 0) \]
\[ q_1 : U_3(\beta, 0, 0) \oplus U_3(\delta, 0, 0) \oplus U_3(\zeta, 0, 0) \]

where the basis is defined as \( |00\rangle \) the electron neutrino, \( |01\rangle \) the muon neutrino, \( |10\rangle \) the tau neutrino and \( |11\rangle \) an unphysical sterile neutrino. The free parameters were then obtained by fitting to mixing angles obtained from world neutrino oscillation data [26] using gradient descent minimization. While analytic connection between the gate parameters and conventional neutrino mixing angles was not made in that work, direct substitution can be used to obtain relations between the circuit parameters and the entries of the PMNS matrix, yielding,

\[ \frac{s_{12}c_{13}}{2\cos(\delta/2)} = (5) \]

\[ -\sin(\beta/2) \cos(\zeta/2) \cos[(\alpha + \gamma + \epsilon)/2] - \cos(\beta/2) \sin(\zeta/2) \cos[(\epsilon + \alpha - \gamma)]; \]

\[ \frac{-s_{12}c_{23} - c_{12}s_{23}s_{13}}{2\sin(\delta/2)} = (6) \]

\[ \sin(\beta/2) \sin(\zeta/2) \sin[(\epsilon + \gamma - \alpha)/2] - \cos(\beta/2) \cos(\zeta/2) \sin[(\epsilon - \alpha - \gamma)]; \]

\[ \frac{c_{12}c_{23} - s_{12}s_{23}s_{13} + 1}{2\cos(\delta/2)} = (7) \]

\[ -\sin(\beta/2) \sin(\zeta/2) \cos[(\alpha + \gamma + \epsilon)/2] + \cos(\beta/2) \cos(\zeta/2) \cos[(\epsilon + \alpha - \gamma)], \]

from which appropriate values for the circuit parameters can be established, given known values of the PMNS matrix elements. However, the approach of Ref. [7], which was co-authored
by one of us, left important aspects of this problem incompletely solved. In particular: 1) The form of the circuit was obtained by trial and error, following attempts to map to the PMNS operator after parameter fitting. Any physical insight about its form in terms of neutrino mixing angles has therefore been lost. 2) The parametrization is clearly not minimal since six free parameters are used to generate a real operator which is known to be expressible in terms of three parameters; 3) The circuit cannot accommodate a non-zero value for the CP-violating phase; 4) There is not an obvious way to extend this approach to higher dimensionality or to efficient encoding of multi-neutrino states.

In this paper we resolve all of these issues. We derive a new circuit to encode the three dimensional PMNS matrix that uses a minimal set of free parameters and does not require any numerical fitting to fix their values. Our new approach provides an intuitive mapping between the three-neutrino and two-qubit Hilbert spaces, and also allows for simple incorporation of the CP violating phase. We then extend this method to construction of arbitrarily high dimensional PMNS operators. A four dimensional extension on two qubits is straightforwardly derived. Performance of these circuits is tested on IBM-Q and accuracy comparable with the circuits of Ref [7] are recovered.

II. NOTATION AND STANDARD GATES

In this work we will make repeated use of general controlled and anti-controlled U3 gates. Our notation will be such that an operator that is controlled on qubit $i$ and applies operator $U3$ to target qubits $abc$ will be represented as $CU_{abc}^i$, and an anti-controlled operator that is anti-controlled on qubit $i$ and applies operator $U3$ to target qubits $abc$ will be represented as $CU_3^{ai}$. An operator that is controlled on qubit $i$ and acts on all other qubits will be represented $CU_{[\ldots]}^i$.

The Hilbert space will be described either in terms of qubit values running from $|000\ldots\rangle$ to $|111\ldots\rangle$ with the most significant bit on the left, or in terms of basis states numbered from $|1\rangle$ to $|2^N\rangle$. The qubit representation related to the state number representation by subtracting 1 and converting to binary.

As an example, in the two qubit system the basis can be expressed as either $[|00\rangle, |01\rangle, |10\rangle, |11\rangle]$ or $[|1\rangle, |2\rangle, |3\rangle, |4\rangle]$, and the following are the complete set of controlled and anticontrolled
$U^3$ gates,

$$CU_3^1(\theta, \phi, \lambda) = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \cos(\theta/2) & 0 & -\sin(\theta/2)e^{i\lambda} \\
0 & 0 & 1 & 0 \\
0 & \sin(\theta/2)e^{i\phi} & 0 & \cos(\theta/2)e^{i(\phi+\lambda)}
\end{bmatrix};$$ (8)

$$CU_3^0(\theta, \phi, \lambda) = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \cos(\theta/2) & -\sin(\theta/2)e^{i\lambda} \\
0 & 0 & \sin(\theta/2)e^{i\phi} & \cos(\theta/2)e^{i(\phi+\lambda)}
\end{bmatrix};$$ (9)

$$C'U_3^1(\theta, \phi, \lambda) = \begin{bmatrix}
\cos(\theta/2) & 0 & -\sin(\theta/2)e^{i\lambda} & 0 \\
0 & 1 & 0 & 0 \\
0 & \sin(\theta/2)e^{i\phi} & 0 & \cos(\theta/2)e^{i(\phi+\lambda)} \\
0 & 0 & 0 & 1
\end{bmatrix};$$ (10)

$$C'U_3^0(\theta, \phi, \lambda) = \begin{bmatrix}
\cos(\theta/2) & -\sin(\theta/2)e^{i\lambda} & 0 & 0 \\
\sin(\theta/2)e^{i\phi} & \cos(\theta/2)e^{i(\phi+\lambda)} & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1
\end{bmatrix}.$$ (11)

Note that the controlled and anticontrolled operators are related to one another by the transformation,

$$q_0: \quad q_1: \quad \overbrace{U_3(\theta, \delta, -\delta)} \quad = \quad q_0: \quad \overbrace{X} \quad \overbrace{q_1: \quad \overbrace{U_3(\theta, \delta, -\delta)}} \quad \overbrace{X}.$$ (12)

so that, even though our algorithms make liberal use of anticontrol bits to simplify notation, they can still be straightforwardly implemented on quantum architectures such as IBM-Q which do not feature anticontrolled gates in their default tool set.

### III. THREE- AND FOUR-DIMENSIONAL PMNS MATRICES ON A TWO-QUBIT HILBERT SPACE

Our approach to intuitive construction of the PMNS operator from physical arguments will be to start with the standard parameterization of Eq. 3 and seek expressions for each of
the sub-rotations with quantum circuits. The protocol we develop will then be generalized to systems of arbitrarily high dimensionality.

For each case we will begin with one chosen “base sub-rotation,” by convention $R_{12}^{12}(\theta, \delta)$, though any other choice would work equally well. By inspection of the two-qubit anti-controlled U3 operator in the neutrino Hilbert space we observe that this operator can be represented as,

$$R_{12}^{12}(\theta, \delta) = \mathcal{C}U_3^0(-2\theta, \delta, -\delta), \quad (13)$$

or in circuit notation,

$$q_0: \quad U_3(-2\theta, \delta, -\delta) \quad q_1: \quad U_3\phi$$

(14)

With this base rotation in hand, we note that any other can be found by applying a suitable basis transformation, in particular a matrix permutation operation. We denote a permutation that swaps the rows $i, j$ in a $2^n + 1$ dimensional Hilbert space on $n$ qubits as $(i|j; n)$. If each $(i|j; n)$ can be found in terms of available quantum gates, any sub-rotation can be obtained from the base sub-rotation via,

$$R_{ij}^{ij}(\theta, \delta) = (i|1; n)(j|2; n)R_{12}^{12}(\theta, \delta)(i|1; n)^{-1}(j|2; n)^{-1}$$

$$= (i|1; n)(j|2; n)R_{12}^{12}(\theta, \delta)(i|1; n)(j|2; n). \quad (15)$$

Finding the full set of required sub-rotations is then reduced to the problem of finding and applying appropriate permutation matrices to the base sub-rotation. In two qubit systems the required permutations can be obtained by inspection of the matrix form of the operator on the computational Hilbert space. For example, to find the $R_{13}^{13}$ matrix we require the $(23; 2)$ permutation, which we can identify by inspection as the 2-qubit SWAP operation,

$$R_{13}^{13}(\theta, \delta) = \mathcal{C}U_3^0(-2\theta, \delta, -\delta), \quad (13)$$

$$q_0: \quad U_3(-2\theta, \delta, -\delta) \quad q_1: \quad U_3\phi$$

(14)

As the circuit representation of $R_{13}^{13}$ is obtained, as,

$$R_{13}^{13}(\theta, \delta) = (\text{SWAP})R_{12}^{12}(\theta, \delta)(\text{SWAP}). \quad (17)$$
FIG. 1. The full set of sub-rotations needed to realize the PMNS matrix in three- and four-neutrino systems on a two-qubit quantum computer, generated via permutations of the $R_{12}$ base sub-rotation.

or in circuit notation,

$$q_0 : \quad q_1 : \quad U_3 (-2\theta, \delta, -\delta)$$

(18)

In this manner all the sub-rotations required for the two-qubit system can be obtained. The full set required for simulating three- and four-neutrino systems on a two-qubit quantum computer are given in Fig. [1].
For a computation involving only the three known active neutrinos, only $R_{12}(\theta_{12}, \delta = 0)$, $R_{23}(\theta_{23}, \delta = 0)$ and $R_{13}(\theta_{13}, \delta_{CP})$ are required. Connecting together these circuit elements and performing some simple cancellations and gate manipulations, we arrive at the three dimensional PMNS matrix, using Eq. 4

\begin{equation}
q_0 : \quad U_3(-2\theta_{13}, \delta_{CP}, -\delta_{CP})
\end{equation}

\begin{equation}
q_1 : \quad U_3(-2\theta_{12}, 0, 0) \quad U_3(2\theta_{23}, 0, 0)
\end{equation}

In a system with a fourth, sterile neutrino state participating in oscillations, a similar circuit can be generated via,

\begin{equation}
\text{PMNS}_{4 \times 4} = R^{34}(\theta_{34})R^{24}(\theta_{24}, \delta_{24})R^{14}(\theta_{14}, \delta_{14})R^{23}(\theta_{23})R^{13}(\theta_{13}, \delta_{CP})R^{12}(\theta_{12}).
\end{equation}

We test predictions of the oscillation circuit formed from such two-qubit PMNS constructions on both a quantum simulator and a quantum computer in the subsequent section.

IV. EVALUATION OF THREE-NEUTRINO OSCILLATIONS WITH AND WITHOUT CP VIOLATION ON THE IBM-Q SYSTEM

The PMNS circuit developed in the previous section was encoded into an IBM-Q quantum processor using the Qiskit language as a component of a three-flavor oscillations circuit as described in Ref. [7]. The probabilities for neutrino oscillations were calculated using a quantum simulator and found to be in agreement with theoretical expectations within available numerical precision. Results of simulations of the original circuit from Ref. [7] built from two CNOT and six U3 gates with six fitted free parameters, and this circuit based on three anti-controlled unitary operations and two CNOT gates with three physical parameters, are effectively indistinguishable. These simulation results are shown as circles and crosses on Fig. 2 and on both plots they fall exactly on the theoretical oscillation probability predictions. This validates our approach to re-creating the PMNS operation in a physically motivated way, and in an ideal universal quantum computer we would expect perfect reproduction of neutrino mixing phenomenology in the computational Hilbert space.

The circuit was then evaluated on a quantum processor, using two qubits of the IBM-Q Santiago 5-qubit machine and 8192 evaluations (the maximum number available on the
FIG. 2. Calculations on the IBM-Q QASM simulator and IBM-Q Santiago quantum computer using the 3-flavor PMNS circuits discussed in this work, without CP violation. Left shows results of the original empirical circuit of Ref. [7] reproduced on the new processor; Right shows results of the new physically motivated circuit developed in this work.

A method was developed and presented in the Appendix of Ref. [7] to statistically correct for qubit readout errors by evaluating the oscillation probability at $L/E=0$ where no oscillation is expected, and using this to extract effective error rates on each qubit. This protocol was applied using the measured single-qubit error rates at $L/E = 0$ of 12.5% and 19.6% respectively. Repeated evaluation of the zero-distance oscillation probabilities demonstrated stable error rates within a few percent. The extracted oscillation probabilities agree qualitatively well with data for both new and old PMNS representations. Results from the two circuits are shown in Figs. 2, left and right, respectively.

While strong qualitative agreement with the results of the simulator is observed, notably both circuits slightly under-perform the accuracy demonstrated in Ref. [7]. We note that the IBM-Q Santiago computer reports somewhat higher levels of noise and yields larger bit-flip probabilities used in statistical error correction than the 5 qubit IBM-Q Yorktown used for the original evaluation. We suspect this to be the cause of the slight observed performance reduction. Since IBM-Q Yorktown has been retired we were not able to validate the hypothesis.

The new PMNS circuit developed in this work advances beyond previous capabilities by...
FIG. 3. Comparison of neutrino oscillation probability calculated with maximal positive and negative CP violation in absence of matter effects using the quantum algorithm developed in this work. The baseline has been chosen to be 1300 km, representative of the DUNE experiment, and neutrino masses and mixing angles match those in Ref. [26] allowing for the incorporation of neutrino CP violation. To demonstrate proper treatment of CP-violating neutrino oscillations we have simulated the oscillation probability from muon to electron neutrinos over a baseline of 1300 km on the IBM-Q simulator, for maximal positive, zero, and maximal negative CP violation. These conditions are chosen to reflect a simplified configuration of the DUNE experiment [27, 28], though notably calculation here does not include the phenomenologically important effects of neutral current interactions with matter during transport. Strong agreement between simulation outputs and calculations are observed for all energies and all values of $\delta_{CP}$.

The effect of CP-violation is a small correction to the neutrino oscillation probability at these energies and baselines, and is experimentally observable primarily in the $\nu_\mu \rightarrow \nu_e$ channel which has a small amplitude (especially compared with the near maximal oscillation amplitude in the $\nu_\mu \rightarrow \nu_\tau$ channel, as tested above). Since investigation of CP violation in
vacuum neutrino oscillations requires probing $\sim 2\%$ changes on $\sim 5\%$ oscillation effects, which is beyond the precision of the IBM-Q system for 3-flavor oscillations shown in Fig. 4, it is unfortunately beyond the precision of the existing IBM-Q machines to accurately perform useful quantum calculations of CP violating oscillations, given what is known about the neutrino mixing matrix. Nevertheless, validity of the algorithm can be robustly established using the IBM-Q quantum simulator. The results of this calculation compared against theoretical three-flavor CP violating neutrino oscillation probabilities is shown in Fig. 3. Given a quantum computer with suitably low noise, this circuit will provide an accurate calculation of neutrino oscillations in three flavors with non-zero $\delta_{CP}$, as required.

V. $2^N$ DIMENSIONAL PMNS MATRICES ON AN N-QUBIT HILBERT SPACE

Assuming all permutations are available, any base sub-rotation can be used to seed the process of constructing all sub-rotations needed for the PMNS matrix. Using the general methods of Ref. 29 it is possible to build an n-qubit version of $R_{12}$ iteratively from the two-qubit version, providing a generalized N-dimensional $R^{12}(\theta_{12}, \delta)$ base sub-rotation to use in construction of higher dimensional PMNS sub-matrices,

$$R^{12}(\theta, \delta) = X^{\otimes n} CU_3^{0,1,2,...,n-3}(\theta, -\delta, \delta) CX^{0,1,2,...,n-3}_{n-2} CU_3^{n-2}(\theta, -\delta, \delta) \times$$

$$CX^{0,1,2,...,n-3}_{n-2} CU_3^{n-2}(\theta, -\delta, \delta) X^{\otimes n},$$

this circuit involves a general multi-controlled unitary gate $CU_3^{0,1,2,...,n-2}(\theta, \delta, -\delta)$ which may not be available on all quantum architectures. In the event that such a gate is unavailable, this gate itself can be obtained iteratively from the single-controlled $U3$ gate via the relation,

$$CU_3^{0,1,2,...,n-3}(\theta, -\delta, \delta) =$$

$$CU_3^{0,1,2,...,n-4}(\theta, -\delta, \delta) CX^{0,1,2,...,n-4}_{n-3} CU_3^{n-2}(-\theta, -\delta, \delta) \times$$

$$CX^{0,1,2,...,n-4}_{n-3} CU_3^{n-2}(\theta, -\delta, \delta).$$

For the subset of rotations where no CP violating phase is needed, or in systems with CP conservation, the following simplified construction will be more efficient in terms of gate
multiplicity,

\[ R^{12}(\theta, 0) = [X^{\otimes n-1} \otimes U3(-\theta/2, 0, 0)] C X_{n-1}^{[\ldots]} [I^{\otimes n-1} \otimes U3(\theta, 0, 0)] \times C X_{n-1}^{[\ldots]} [X^{\otimes n-1} \otimes U3(-\theta/2, 0, 0)]. \] (23)

The equivalence of this circuit with Eq. 21 is proven in Appendix A.

To extend the protocol demonstrated earlier to \( n \) qubits, we require the permutation operators \((ij, n)\) for all \( i, j \) in terms of quantum circuits on the \( n \) qubit system. For this purpose, it suffices to obtain circuits for each permutation \((i, i + 1; n)\) for each \( i \leq 2^n - 1 \). The remaining circuits can be obtained by repeated application of the expression,

\[ (iq; n)(rj; n)(qr; n)(rj; n)(iq; n) = (ij; n). \] (24)

We introduce controlled and anti-controlled permutation operations, which are \( n \)-qubit controlled unitary operations, with control qubit \( m \) acting on the remaining \( N - 1 \) qubits, as,

\[ C(ij; n - 1)^{m}_{[\ldots]} \ C'(ij; n - 1)^{m}_{[\ldots]} . \] (25)

Our protocol will be to construct these \( n \)-dimensional controlled operations in terms similar controlled operations of lower dimensionality, leading to an iterative recipe for obtaining the group of permutation circuits \((ij, n)\) on an \( n \)-qubit space.

We will find the permutations of dimension \( 2^n \) in three classes, distinguished by their action on the first qubit,

\[ I : \quad (ij; n)|i; n\rangle = |0\rangle \otimes |j; n - 1\rangle \],

\[ (ij; n)|j; n\rangle = |0\rangle \otimes |i; n - 1\rangle ; \]

\[ II : (i + 2^{n-1}, j + 2^{n-1}; n)|i + 2^{n-1}; n\rangle = |1\rangle \otimes |j; n - 1\rangle , \]

\[ (i + 2^{n-1}, j + 2^{n-1}; n)|j + 2^{n-1}; n\rangle = |1\rangle \otimes |i; n - 1\rangle \] (27)

\[ III : \quad \text{Neither I or II.} \] (28)

By examination, we see that the permutation operators \((i, i + 1; n)\) for \( i < 2^{n-1} \) are in Class I, and for \( i > 2^{n-1} \) are in Class II. This leaves only one such permutation operator in Class III, which is \((2^{n-1}, 2^{n-1} + 1; n)\).
Consideration of the action of the relevant controlled and anti-controlled unitary operations allows us to identify the elements in Class I and Class II as anti-controlled and controlled lower-dimensional permutation operators, respectively, as,

\[ I : (i, i + 1; n) = C(i, i + 1; n - 1)^0_{[n]} \quad i < 2^{n-1} \] (29)

\[ II : (i, i + 1; n) = C(i - 2^{n-1}, i - 2^{n-1} + 1; n - 1)^0_{[n]} i > 2^{n-1} \] (30)

The permutation still to be found exchanges basis states \(|0111\ldots\rangle\) with \(|1000\ldots\rangle\). We can obtain this final permutation by noting that,

\[ C(2^{n-2}, 2^{n-2} + 1; n - 1)^{n-1}_{[n]} = (2^{n-1} 2^{n-1} + 2; n). \] (31)

and then applying Eq. 24 to obtain,

\[ III : (2^{n-1}, 2^{n-1} + 1; n) = (2^{n-1} + 1, 2^{n-1} + 2; n) \times C(2^{n-2}, 2^{n-2} + 1; n - 1)^{n-1}_{[n]} (2^{n-1} + 1, 2^{n-1} + 2; n). \] (32)

Thus all permutation operators emerge as controlled or anti-controlled versions of lower dimensional operations.

The iterative recipe is completed by finding the permutation operations on one qubit. Only one permutation operation exists on the one-qubit system, which is \((0, 1; 1)\). This operation switches \(|0\rangle\) for \(|1\rangle\), so we identify it as the simple single-qubit X gate,

\[ (1, 2; 1) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} = X. \] (33)

All higher dimensional permutation circuits can be generated from multi-controlled X gates.

As an example, to generate the two-qubit PMNS matrix we must find three distinct permutation operations, \((1, 2; 2)\) in Class I, \((2, 3; 2)\) in Class III, and \((3, 4; 2)\) in Class II. These are given according to the above recipe by,

\[ (1, 2; 2) = CX_0^0, \] (34)

\[ (2, 3; 2) = CX_0^0 CX_1^0 CX_1^0, \] (35)

\[ (3, 4; 2) = CX_1^0. \] (36)

The remaining permutations needed to generate all PMNS matrix elements are given by Eq. 24. It can be verified that these sub-rotation circuits so constructed can be simplified into the two-qubit circuits demonstrated in Sec. III, as shown in Appendix B.
A. Controlling a composite operator:

B. Switching an anti-controlled operation for a controlled operation:

FIG. 4. Basic manipulations required to generate n-dimensional mixing circuit in terms of only multi-controlled X and single-qubit U3 gates. A: composite controlled operations; B: negation of an anti-control qubit.

For higher dimensional systems, this recipe will require controlled versions of multi-qubit operations; these are generated in the standard way, by controlling each gate in series, per Fig. 4 top. All anti-control operations can also be substituted for control operations by application of pairs of X gates to the control qubit, as shown in Fig. 4 bottom. Thus the result of this procedure for generating all possible permutation operations is a set of quantum n-qubit circuits involving only multi-controlled X gates.

With all permutations obtained, the PMNS matrix operation is assembled using Eq. 15 with the n-qubit base sub-rotation $R_{12}$ of Eq. 21 and the appropriate permutation operations to generate each $R_{ij}$, which are combined in series to yield the full PMNS matrix. Finally, with the PMNS sub-circuit generated for (up to) $2^n$ physical neutrinos, the neutrino oscillation simulation circuit can then be constructed as in Ref. [7], using single qubit U1 gates to apply time evolution in the mass basis between two applications of the PMNS operation. This completes the construction of a quantum algorithm for direct quantum simulation of oscillations between arbitrary numbers of mixed, massive neutrinos.
VI. CONCLUSIONS

We have obtained a complete protocol for quantum simulation of oscillations between $2^n$ arbitrarily mixed neutrinos with arbitrary masses, including CP-violation, on an n-qubit quantum computer.

Construction of the $2^n$ dimensional PMNS operation on $n$ qubits proceeds iteratively, yielding a circuit constructed from elementary single qubit U3 operations and multi-controlled X gates. Each sub-rotation of the PMNS matrix $R_{ij}(\theta_{ij}, \delta_{ij})$ in the standard parameterization is obtained by applying permutation operations to a base sub-rotation $R_{12}(\theta_{ij}, \delta_{ij})$. These sub-rotations applied in series yield the PMNS sub-circuit. Neutrino time evolution can then be implemented as in Ref. [7] in the mass basis, using single-qubit U1 gates. Quantum simulations of the three-neutrino oscillation system both with and without CP violation is used as a validation of the approach, reproducing the expected theoretical oscillation probabilities on publicly available IBM-Q quantum computers.

The protocol we have presented improves substantially upon the empirical approach used Ref. [7] in several important ways. The number of free parameters in the circuit equals the number of physical mixing parameters; CP violation is incorporated; and the protocol can be applied to systems of arbitrarily high dimensionality. Finally, the form of the circuit used is determined by rigorous mathematical and physical reasoning rather than trial-and-error, as in the previous work. This improved mathematical rigor coupled with substantially expanded physical realm of applicability represents an important step forward in mapping the calculation of neutrino oscillation probabilities onto a problem well posed for solution on a quantum processor.

Finally, we note that the general approach to the problem of simulation of neutrino oscillations on $2^n$ qubits may be applied to a wide variety of other quantum problems. The process of decomposing the system into a basis of energy Eigenstates via a unitary operation, which can be without loss of generality expressed in terms of a series of sub-rotations, time evolving them in the energy basis, and then rotating back to the physically observable basis, is a completely generic way to implement time evolution of any quantum system. While neutrino oscillations have been our test case for this work, arbitrary quantum systems may be similarly treated, using the protocol presented.
APPENDIX A: PROOF OF THE $\delta_{\text{CP}} = 0$ SIMPLIFIED BASE SUB-ROTATION
FROM THE GENERAL CASE

In this appendix we prove that Eq. [23] is equivalent to Eq. [21] with $\delta = 0$. First we note that Eq. [23] can be written as,

$$ R^{12}(\theta, 0) = X^{\otimes n}[I^{\otimes n-1} \otimes U3(\theta/2, 0, 0)X]CX_{n-1}^{0,1,2...,n-2}[I^{\otimes n-1} \otimes U3(\theta, 0, 0)X] \times (37) $$

or equivalently,

$$ = X^{\otimes n}[I^{\otimes n-1} \otimes U3(\theta/2, 0, 0)][I^{\otimes n-1} \otimes X]CX_{n-1}^{0,1,2...,n-2}[I^{\otimes n-1} \otimes U3(\theta, 0, 0)] \times (38) $$

$$ \times [I^{\otimes n-1} \otimes X]CX_{n-1}^{0,1,2...,n-2}[I^{\otimes n-1} \otimes U3(\theta/2, 0, 0)]X^{\otimes n}. $$

We can decompose this into a product of sub-rotations and permutations, as follows,

$$ = (1, 2^n)(2, 2^n - 1)...(2^{n-1}, 2^{n-1} + 1)R^{12}(\theta/4, 0)R^{34}(\theta/4, 0)...R^{2n-1,2n}(\theta/4, 0) \times (39) $$

$$ (12)(34)...(2^n - 1, 2^n)(2^n - 1, 2^n)R^{12}(\theta/2, 0)R^{34}(\theta/2, 0)...R^{2n-1,2n}(\theta/2, 0) \times $$

$$ (12)(34)...(2^n - 1, 2^n)(2^n - 1, 2^n)R^{12}(\theta/4, 0)R^{34}(\theta/4, 0)...R^{2n-1,2n}(\theta/4, 0) \times $$

$$ (1, 2^n)(2, 2^n - 1)...(2^{n-1}, 2^{n-1} + 1). $$

Making the obvious cancellations and noting that $(ij) R^{ij}(\theta, 0)(ij) = R^{ij}(\theta, 0) = R^{ij}(\theta, 0)$ on the middle sub-rotations, we have,

$$ = (1, 2^n)(2, 2^n - 1)...(2^{n-1}, 2^{n-1} + 1)R^{12}(\theta/4, 0)R^{34}(\theta/4, 0)...R^{2n-1,2n}(\theta/4, 0) \times (40) $$

$$ R^{12}(\theta/2, 0)R^{34}(\theta/2, 0)...R^{2n-1,2n}(\theta/2, 0)R^{12}(\theta/4, 0)R^{34}(\theta/4, 0)... \times $$

$$ R^{2n-1,2n}(\theta/4, 0)(1, 2^n)(2, 2^n - 1)...(2^{n-1}, 2^{n-1} + 1). $$

Combining sub-rotations,

$$ (1, 2^n)(2, 2^n - 1)...(2^{n-1}, 2^{n-1} + 1)R^{2n-1,2n}(\theta, 0)(1, 2^n)(2, 2^n - 1)...(2^{n-1}, 2^{n-1} + 1) = (41) $$

$$ (1, 2^n)(2, 2^n - 1)R^{2n-1,2n}(\theta, 0)(1, 2^n)(2, 2^n - 1) = R^{21}(\theta, 0) = R^{12}(\theta, 0). $$

Which is equivalent to Eq. [21] as was to be proven.
APPENDIX B: EXTRACTION OF TWO-QUBIT CIRCUITS FROM THE $n$-QUBIT RECIPE

Using the protocol developed and the equations for our generators, we can reproduce the sub-rotations presented in section III. As $R^{12}(\theta, \delta)$ is our base sub-rotation, we need only obtain the the other 5. For $R^{23}$ we have,

$$R^{23}(\theta, \delta) = (12)(23)R^{12}(\theta, \delta)(23)(12). \quad (42)$$

Noting that the $(23; \mathbf{2})$ we obtained above is equivalent to the SWAP gate, this gives us,

$$q_0: \quad \quad \quad q_1: \quad U_3(-2\theta, \delta, -\delta) \quad (43)$$

For $R^{13}$ we have,

$$R^{13}(\theta, \delta) = (23)R^{12}(\theta, \delta)(23). \quad (44)$$

Hence $R^{13}$ is,

$$q_0: \quad \quad \quad q_1: \quad U_3(-2\theta, \delta, -\delta) \quad (45)$$

Next $R^{14}$,

$$R^{14}(\theta, \delta) = (34)(23)R^{12}(\theta, \delta)(23)(34). \quad (46)$$

Writing $(23)$ in terms of CNOT gates and taking advantage of the cancellation with $(34)$ this affords us, we obtain,

$$q_0: \quad \quad \quad q_1: \quad U_3(-2\theta, \delta, -\delta) \quad (47)$$

Noting that the CNOT gates on either side of $R^{12}$ commute with it, $R^{14}$ simplifies to,

$$q_0: \quad \quad \quad q_1: \quad U_3(-2\theta, \delta, -\delta) \quad (48)$$

$R^{24}$ is:

$$R^{24}(\theta, \delta) = (12)(34)(23)R^{12}(\theta, \delta)(23)(34)(12), \quad (49)$$
which is equal to,

\[ q_0 : \quad \quad \quad q_1 : \quad U_3(-2\theta, \delta, -\delta) \quad \quad \quad \]

The combination of the control and anti-control bits on this circuit reduces \( R^{24} \) to,

\[ q_0 : \quad \quad \quad q_1 : \quad X \quad \quad \quad U_3(-2\theta, \delta, -\delta) \quad \quad \quad X \]

Finally for \( R^{34} \),

\[ R^{34}(\theta, \delta) = (23)(12)(34)(23)R^{12}(\theta, \delta)(23)(34)(12)(23). \]

Writing the SWAP gate again as a combination of CNOT gates and using this to cancel out the \( (34)'s \), we obtain,

\[ q_0 : \quad \quad \quad q_1 : \quad X \quad X \quad \quad \quad U_3(-2\theta, \delta, -\delta) \quad \quad \quad X \]

Taking advantage of combinations of control and anti-control bits, noting that we can move X gates across control or anti-control bits by flipping them to their opposites, and observing that X gates can be moved across the target bits of CNOT gates with impunity, this \( R^{34} \) to,

\[ q_0 : \quad \quad \quad q_1 : \quad X \quad U_3(-2\theta, \delta, -\delta) \quad X \]

completing the set of two-qubit sub-rotations.

**ACKNOWLEDGEMENTS**

We acknowledge the use of IBM Quantum services for this work. The views expressed are those of the authors, and do not reflect the official policy or position of IBM or the IBM Quantum team. We thank Carlos Argüelles, Raquel Castillo Fernandez, Jonathan
Asaadi, Krishan Mistry and Grant Parker for their comments on the manuscript and valuable insights. BJPJ is supported by the Department of Energy under Early Career Award number DE-SC0019054 and the National Science Foundation under award number 1913607.

[1] L. M. Brown, The idea of the neutrino, Physics Today 31 (9) (1978) 23.
[2] F. Reines, C. L. COWANjun, The neutrino, Nature 178 (4531) (1956) 446–449.
[3] M. Aker, K. Altenmüller, M. Arenz, M. Babutzka, J. Barrett, S. Bauer, M. Beck, A. Beglarian, J. Behrens, T. Bergmann, et al., Improved upper limit on the neutrino mass from a direct kinematic method by katrin, Physical review letters 123 (22) (2019) 221802.
[4] C. Giunti, C. W. Kim, Fundamentals of neutrino physics and astrophysics, Oxford university press, 2007.
[5] Z. Maki, M. Nakagawa, S. Sakata, Remarks on the unified model of elementary particles, Progress of Theoretical Physics 28 (5) (1962) 870–880.
[6] J. Kopp, P. A. N. Machado, M. Maltoni, T. Schwetz, Sterile Neutrino Oscillations: The Global Picture, JHEP 05 (2013) 050. arXiv:1303.3011 doi:10.1007/JHEP05(2013)050
[7] C. Argüelles, B. Jones, Neutrino oscillations in a quantum processor, Physical Review Research 1 (3) (2019) 033176.
[8] R. P. Feynman, Simulating physics with computers, in: Feynman and computation, CRC Press, 2018, pp. 133–153.
[9] Y. Manin, Computable and uncomputable, Sovetskoye Radio, Moscow 128 (1980).
[10] P. Benioff, The computer as a physical system: A microscopic quantum mechanical hamiltonian model of computers as represented by turing machines, Journal of statistical physics 22 (5) (1980) 563–591.
[11] I. Kassal, J. D. Whitfield, A. Perdomo-Ortiz, M.-H. Yung, A. Aspuru-Guzik, Simulating chemistry using quantum computers, Annual review of physical chemistry 62 (2011) 185–207.
[12] A. Warshel, Z. Chu, Nature of the surface crossing process in bacteriorhodopsin: computer simulations of the quantum dynamics of the primary photochemical event, The Journal of Physical Chemistry B 105 (40) (2001) 9857–9871.
[13] M. Schuld, I. Sinayskiy, F. Petruccione, Simulating a perceptron on a quantum computer, Physics Letters A 379 (7) (2015) 660–663.
[14] V. K. Mulligan, H. Melo, H. I. Merritt, S. Slocum, B. D. Weitzner, A. M. Watkins, P. D. Renfrew, C. Pelissier, P. S. Arora, R. Bonneau, Designing peptides on a quantum computer, bioRxiv (2020) 752485.

[15] J. Mielczarek, Spin foam vertex amplitudes on quantum computer—preliminary results, Universe 5 (8) (2019) 179.

[16] R. Schack, Using a quantum computer to investigate quantum chaos, Physical Review A 57 (3) (1998) 1634.

[17] Y. Atas, J. Zhang, R. Lewis, A. Jahanpour, J. F. Haase, C. A. Muschik, Su (2) hadrons on a quantum computer, arXiv preprint arXiv:2102.08920 (2021).

[18] A. Y. Smirnov, The msw effect and matter effects in neutrino oscillations, Physica Scripta 2005 (T121) (2005) 57.

[19] C. A. A. Delgado, J. Salvado, C. N. Weaver, A simple quantum integro-differential solver (squids), Computer Physics Communications 196 (2015) 569–591.

[20] H. Duan, G. M. Fuller, Y.-Z. Qian, Collective neutrino oscillations, Annual Review of Nuclear and Particle Science 60 (2010) 569–594.

[21] H. Duan, G. M. Fuller, Y.-Z. Qian, Collective neutrino flavor transformation in supernovae, Physical Review D 74 (12) (2006) 123004.

[22] K. Yeter-Aydeniz, S. Bangar, G. Siopsis, R. C. Pooser, Collective neutrino oscillations on a quantum computer, arXiv preprint arXiv:2104.03273 (2021).

[23] B. Hall, A. Raggero, A. Baroni, J. Carlson, Simulation of collective neutrino oscillations on a quantum computer, arXiv preprint arXiv:2102.12556 (2021).

[24] A. C. Santos, The ibm quantum computer and the ibm quantum experience, arXiv preprint arXiv:1610.06980 (2016).

[25] IBM Corporation. [Ibm quantum] (2021).

URL https://quantum-computing.ibm.com

[26] P. D. Group, P. Zyla, R. Barnett, J. Beringer, O. Dahl, D. Dwyer, D. Groom, C.-J. Lin, K. Lugovsky, E. Pianori, et al., Review of particle physics, Progress of Theoretical and Experimental Physics 2020 (8) (2020) 083C01.

[27] B. Abi, R. Acciarri, M. A. Acero, G. Adamov, D. Adams, M. Adinolfi, Z. Ahmad, J. Ahmed, T. Alion, S. A. Monsalve, et al., Deep underground neutrino experiment (dune), far detector technical design report, volume ii: Dune physics, arXiv preprint arXiv:2002.03005 (2020).
[28] S. S. Chatterjee, P. Pasquini, J. Valle, Probing atmospheric mixing and leptonic cp violation in current and future long baseline oscillation experiments, Physics Letters B 771 (2017) 524–531.

[29] A. Barenco, C. H. Bennett, R. Cleve, D. P. DiVincenzo, N. Margolus, P. Shor, T. Sleator, J. A. Smolin, H. Weinfurter, Elementary gates for quantum computation, Physical review A 52 (5) (1995) 3457.