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Abstract—We study internet of things (IoT) systems supported by cell-free (CF) massive MIMO (mMIMO) with optimal linear channel estimation. For the uplink, we consider optimal linear mMIMO receiver and obtain an uplink SINR approximation involving only large-scale fading coefficients using random matrix (RM) theory. Using this approximation we design several max-min power control algorithms that incorporate power and rate weighting coefficients to achieve a target rate with high energy efficiency. For the downlink, we consider maximum ratio (MR) beamforming. Instead of solving a complex quasi-concave problem for downlink power control, we employ a neural network (NN) technique to obtain comparable power control with around 30 times reduction in computation time. For large networks we proposed a different NN based power control algorithm. This algorithm is sub-optimal, but its big advantage is that it is scalable.

Index Terms—IoT, Cell-free, Massive MIMO, Optimal

I. INTRODUCTION

Realization of internet of things (IoT) brings several new challenges, which include massive connectivity and very low device power budget requirements. In this paper, we propose to use Cell Free (CF) Massive multiple-input and multiple-output (mMIMO) to meet these challenges. A CF mMIMO system consists of many service antennas scattering throughout the entire intended coverage area. To allow active users identification, distinct, and therefore non-orthogonal, pilots are assigned to users, and linear minimum mean square error (LMMSE) is used for channel estimation. In the uplink (UL), we study the performance of optimal linear receiver, i.e., MMSE receiver. Other options like message passing based receivers [1] can also be considered. In the downlink (DL), we study the performance of maximum ratio (MR) beamforming. Our contributions can be summarized as follows. We derive an accurate, yet simple UL signal-to-noise-plus-interference ratio (SINR) approximation based on random matrix (RM) theory. We then obtain efficient and low complexity max-min power control algorithms based on this SINR approximation. Furthermore, we develop a target rate UL power control algorithm that vastly improves the device energy efficiency. In the DL, max-min power control for CF mMIMO has too large complexity. To reduce the complexity, we adopt a neural network (NN) approach. By predicting normalized transmit power for every access point (AP) under optimal max-min power control, DL max-min power control is converted from a high complexity quasi-concave problem to a low-complexity convex optimization problem. With the aid of NN prediction, we further develop a scalable power control algorithm that can work for very large areas with reasonably low complexity. Detail simulations are performed to validate our results.

II. SYSTEM MODEL

We consider an IoT system supported by CF mMIMO. We assume that $M$ APs and $K$ things are uniformly distributed in a serving area. At any given time, $K$ active things are randomly selected for service ($K >> K$ and $M >> K$). We assume that active things are enumerated by $1, ..., K$. We also assume that orthogonal frequency-division multiplexing (OFDM) modulation is used and in what follows consider only one OFDM tone. In a given OFDM tone the channel coefficient $g_{mk}$ between $m$-th AP and $k$-th thing is

$$g_{mk} = \sqrt{\beta_{mk} h_{mk}}, m = 1, \ldots, M, k = 1, \ldots, K,$$  

(1)

where $\beta_{mk}$ are the large-scale fading coefficients, which include path loss and shadow fading, and $h_{mk}$ are small scale fading coefficients that are modeled as i.i.d. $CN(0,1)$ random variables. All $K$ users are assigned with distinct pilots, which allow APs to identify active users. Since typically $K$ is very large these pilots are unavoidably non-orthogonal. For example, the techniques from [2] and [3] may be used for this. During the pilot transmission, pilots $\psi_k \in \mathbb{C}^{1 \times 1}$, $||\psi_k||_2 = 1$, are synchronously transmitted by active things. The signal received by the $m$-th AP is

$$y_m = \sqrt{\tau p_p} \Psi g_{[m]} + w_m,$$  

(2)

where $\rho_p$ is the normalized signal-to-noise ratio (SNR) of each pilot symbol, $g_{[m]} = [g_{m1}, g_{m2}, \ldots, g_{mK}]^T \in \mathbb{C}^{K \times 1}$, $\Psi = [\psi_1 \psi_2 \ldots \psi_K] \in \mathbb{C}^{T \times K}$, and $w_m \in \mathbb{C}^{T \times 1}$ is the noise vector at $m$-th AP with i.i.d. $CN(0,1)$ entries.

APs use LMMSE channel estimation of $\hat{g}_{[m]}$ and get

$$\hat{g}_{[m]} = \sqrt{T \rho_p} \hat{B}_m \Psi^H (\tau p_p \Psi B_m \Psi^H + I_r)^{-1} y_m,$$

$$\hat{g}_{mk} = \sqrt{T \rho_p} \hat{B}_{mk} \psi_k^H (\tau p_p \Psi B_m \Psi^H + I_r)^{-1} y_m,$$  

(3)

where $B_m = \text{diag}([\beta_{m1}, \beta_{m2}, \ldots, \beta_{mK}])$. Then the variance of the estimated channel coefficient $g_{mk}$ is equal to

$$\gamma_{mk} \triangleq \mathbb{E} ||\hat{g}_{mk}||^2 = \sqrt{T \rho_p} \beta_{mk} \psi_k^H a_{mk},$$  

(4)
where \( a_{mk} = \sqrt{p_0} \beta_{mk} (\rho_0 \Psi_m \psi^H + I_r)^{-1} \psi_k \). We denote by \( \hat{g}_{mk} \) the channel coefficient estimation error. Note that \( \hat{g}_{mk} \) is uncorrelated with \( \hat{w} \) by estimates.

Denote by \( \hat{g}' \) as the symbol transmitted by \( k \). We consider UL with MMSE MIMO receiver.

Based on (5) and (7), the UL SINR expression for \( k \)-th data symbol is given as:

\[
\begin{align*}
\text{SINR}_k^u (\eta) & = \frac{\rho_u \eta_k v_k^H \hat{g}_k \hat{g}_k^H v_k}{v_k^H (\rho_u \sum_{k' \neq k} \eta_{k'} \hat{g}_k \hat{g}_k^H + D) v_k},
\end{align*}
\]

where \( D = \rho_u \sum_{k' = 1}^{K} \eta_{k'} (\hat{B}_{k'} - \hat{\Gamma}_{k'}) + I_M \).

B. Random Matrix Approximation of SINR

Using results of RM theory from \( [4, 5] \), we obtain the following approximation of SINR:

\[
\text{SINR}^{u, \text{AP}}_k (\eta) = \frac{\rho_u \eta_k \text{tr} \hat{\Gamma}_k \text{T}}{M},
\]

where \( \text{T} = (\rho_u M \sum_{k' = 1}^{K} \eta_{k'} \Gamma_{k'} + \frac{D}{M})^{-1} \).

\[
epsilon_{k'} = \lim_{t \to \infty} \epsilon_{k'}^{(t)} \text{ with } \epsilon_{k'}^{(0)} = M, \forall k'.
\]

\[
\epsilon_{k'}^{(t)} = \rho u \eta_k \text{tr} \hat{\Gamma}_k (\rho_u M \sum_{j = 1}^{K} \eta_j \Gamma_j + \frac{D}{M})^{-1}, \forall k'.
\]

The sketch of our derivations is the following. We first define \( \Lambda = \rho_u \sum_{k = 1}^{K} \eta_k \hat{g}_k \hat{g}_k^H + D \), \( \hat{A}_j = \rho_u \sum_{k' \neq k} \eta_{k'} \hat{g}_k \hat{g}_k^H + D \). Using matrix inversion lemma \( [6, \text{lemma 2.2}] \), the term \( \rho_u \eta_k \hat{g}_k \hat{g}_k^H \Lambda^{-1} \hat{g}_k \) in (11) is given as:

\[
\rho_u \eta_k \hat{g}_k \hat{g}_k^H \Lambda^{-1} \hat{g}_k \Rightarrow \frac{\rho_u \eta_k \hat{g}_k \hat{g}_k^H \Lambda^{-1} \hat{g}_k}{1 + \rho_u \eta_k \hat{g}_k \hat{g}_k^H \Lambda^{-1} \hat{g}_k},
\]

(16)

Then using \( [5, \text{lemma 4}] \) for \( \rho_u \eta_k \hat{g}_k \hat{g}_k^H \Lambda^{-1} \hat{g}_k \), we obtain:

\[
\rho_u \eta_k \hat{g}_k \hat{g}_k^H \Lambda^{-1} \hat{g}_k - \rho_u \eta_k \text{tr} \hat{\Gamma}_k \Lambda^{-1} \Rightarrow 0.
\]

By further applying \( [5, \text{lemma 6}] \) to \( \rho_u \eta_k \text{tr} \hat{\Gamma}_k \Lambda^{-1} \), we obtain:

\[
\rho_u \eta_k \text{tr} \hat{\Gamma}_k \Lambda^{-1} \Rightarrow 0.
\]

Applying \( [4, \text{Theorem 1}] \) to \( \rho_u \eta_k \text{tr} \hat{\Gamma}_k \Lambda^{-1} \), we then obtain:

\[
\rho_u \eta_k \text{tr} \hat{\Gamma}_k \Lambda^{-1} - \rho_u \eta_k \text{tr} \hat{\Gamma}_k \text{T} \Rightarrow 0.
\]

Theorem 1: \( [7] \) For \( \hat{g}_{mk} \) and \( \hat{g}_{ml} \) defined in (3) we have

\[
\text{Cov}[\hat{g}_{mk}, \hat{g}_{ml}] \Rightarrow 0 \text{ for } k, l = 1, ..., K \text{ and } k \neq l.
\]

IV. Uplink Power Control

We first consider an iterative max-min power control algorithm based on exact SINR given in (11). In the algorithm, a rate weighting vector \( \mathbf{u} = [u_1, u_2, ..., u_K]^T \in \mathbb{R}^K_+ \) is used. Vector \( \mathbf{u} \) can be used to drop some things under poor serving condition by assigning very small weights to these things. We also use a power weighting vector \( \mathbf{v} = [v_1, v_2, ..., v_K]^T \in \mathbb{R}^K_+ \). So, the weighted normalized maximum transmit power of \( k \)-th thing is defined as \( \rho_u^k \triangleq \rho_u v_k \). We define matrix \( \mathbf{J}_k, k = 1, 2, ..., K \), as:

\[
\mathbf{J}_k = \hat{g}_k \hat{g}_k^H + \hat{B}_k - \hat{\Gamma}_k.
\]

The algorithm is given in Algorithm 1. The convergence proof is omitted due to page limit.
Algorithm 1 Max-min Power Control - Exact SINR

1: Initialize vector $u$ and $\nu$ with predefined setting. Initialize $\eta^{(0)}_k = 1, \forall k$, and $d^{(0)}_k, \forall k$ as

$$d^{(0)}_k = \rho_{u,k}^H (\sum_{k'=1}^K \rho_{u,k',k'}^{(0)} J_{k'} + I_M)^{-1} \mathbf{g}_k.$$  

(22)

Set $n = 0$ and choose a tolerance $\epsilon > 0$.

2: Compute $\alpha = \min_k (d^{(n)}_k / u_{k'})$, $k' = 1, ..., K$ and update $d^{(n+1)}_k, \forall k$, as below

$$d^{(n+1)}_k = \rho_u^2 \mathbf{g}_k^H (\sum_{k'=1}^K \rho_{u,k,k'}^{(n)} J_{k'} + I_M)^{-1} \mathbf{g}_k.$$  

(23)

3: Stop if $|d^{(n+1)}_k - d^{(n)}_k| \leq \epsilon, k = 1, ..., K$, and the power control coefficients, $\eta_k, \forall k$ are given by

$$\eta_k = \frac{\min_k (d_k / u_{k'})}{d_k / u_{k'}}, k' = 1, ..., K.$$  

(24)

Otherwise, set $n = n + 1$ and go to step 2.

Remark: if all the things are required to achieve the same rate, $u_k = 1/\sqrt{K}, \forall k$.

The disadvantage of the above algorithm is its high complexity (see below), and that it involves small-scale channel coefficients $h_{mk}$ and therefore requires frequent power updates, which can be very undesirable for low cost and low power sensors. For this reason we propose Algorithm 2 based on our RM Approximation. This algorithm involves only large-scale fading coefficients, and therefore power control coefficients can be updated in a much slower rate. The convergence proof is omitted due to page limit.

In IoT systems things will use energy harvesting and/or infrequently replaced batteries. Thus, high energy efficiency is very important. We define the energy efficiency of an UL IoT system by

$$E_u = \frac{\sum_{k=1}^K R_k^u}{P_u \sum_{k=1}^K \eta_k},$$

(25)

where $R_k^u$ is the UL achievable rate for $k$-th thing, $P_u$ is the maximum transmit power for each thing in data transmission.

For achieving high energy efficiency we propose power control algorithms in which each thing achieves a target rate with high energy efficiency. We propose Algorithm 3 based on exact SINR (11) and Algorithm 4 based on RM approximation. Algorithm 4 is presented below. Note that $u_g$ and $u_p$ in step 4 of Algorithm 4 are rate weighting coefficients assigned to good and poor things, respectively. Poor things are things whose data rates under full power transmission are less than the predefined target rate. Details of Algorithm 3 and the convergence proofs for Algorithm 3 and 4 are omitted due to page limits, but can be found in [7].

To compare the complexity of these algorithms we first note that in Algorithm 1 the computation of (11) involves inversion of an $M \times M$ non-sparse matrix whose complexity is $\sim O(M^3)$. On the other hand, matrix $\mathbf{T}$ is a diagonal matrix, so the computation complexity of (27) in Algorithms 2 and 4 is $\sim O(MK)$.

Algorithm 2 Max-min Power Control - RM SINR

1: Initialize $u, \nu$ as predetermined, $\eta^{(0)}_k = 1, \forall k$, $\mathbf{D}^{(0)} = \sum_{k'=1}^K \rho_{u,k,k'}^{(0)} \mathbf{g}_k', \mathbf{T}^{(0)} = (1/M \sum_{k'=1}^K \eta^{(0)}_k \rho_{u,k,k'} \mathbf{g}_k') + \mathbf{D}^{(0)}$. Initialize $e^{(0)}_k, \forall k'$. Compute $e^{(0)}_k = \rho_{u,k}^{(0)} \eta^{(0)}_k / M - 1$ where $e^{(0)}_k, \forall k'$ are computed by (14) and (26) below

$$e^{(0)}_k = \rho_{u,k}^{(0)} \eta^{(0)}_k / M - 1.$$  

(26)

Set $n = 0$ and choose a tolerance $\epsilon > 0$.

2: Compute $\alpha = \min_k e^{(n)}_k \rho_u \Gamma_k^{(n)} / u_{k'}, k' = 1, ..., K$, Update $\mathbf{T}^{(n+1)}$ as

$$\mathbf{T}^{(n+1)} = \frac{\alpha}{\sum_{k'=1}^K \rho_u \Gamma_k^{(n)} / u_{k'}} (\mathbf{B}_k' - \xi_k' \Gamma_k' + 1 + \xi_k')^{-1} + \mathbf{I}_M.$$  

(27)

where $\xi_k' = \rho_u \omega_k / M$.

3: Stop if $||\mathbf{T}^{(n+1)} - \mathbf{T}^{(n)}|| \leq \epsilon$. Set $\mathbf{T} = \mathbf{T}^{(n+1)}$ and the power control coefficients, $\eta_k, \forall k$ are given by

$$\eta_k = \frac{\min_k \rho_u \Gamma_k \mathbf{T} / u_{k'}}{\rho_u \Gamma_k \mathbf{T} / u_{k'}}, k' = 1, ..., K.$$  

(28)

Otherwise, set $n = n + 1$ and go to step 2.

Algorithm 4 Target Rate Power Control - RM SINR

1: Initialize $\nu, \eta^{(0)}_k, \forall k$, $\mathbf{D}^{(0)}$ and $\mathbf{T}^{(0)}$ as in step 1 of Algorithm 2. With a target SINR denoted as $S_t$, compute $\alpha = S_t M / \rho_u$. Set $n = 0$ and choose a tolerance $\epsilon > 0$.

2: Update $\mathbf{T}^{(n+1)}$ using (27) where $\rho_u, \forall k'$ are substituted by $\rho_{u_g}$. If $0 \leq \eta_k \leq 1, \forall k$, Algorithm 4 ends. Otherwise, initialize $\eta^{(0)}_k, \forall k$, $\mathbf{D}^{(0)}$ and $\mathbf{T}^{(0)}$ as in step 1 of Algorithm 2. Assign the value of each element of vector $u$ by $u_g$ or $u_p$ according to the per-thing rate under full power case. Set $n = 0, \alpha = \alpha / u_g$, and go to step 5.

5: Update $\mathbf{T}^{(n+1)}$ using (27) where $\xi_k' = S_t u_g / \mathbf{T}$.

6: Stop if $||\mathbf{T}^{(n+1)} - \mathbf{T}^{(0)}|| \leq \epsilon$. Set $\mathbf{T} = \mathbf{T}^{(n+1)}$, and compute $\eta_k = \alpha u_k / \rho_u \Gamma_k \mathbf{T}, \forall k$. Otherwise, set $n = n + 1$ and go to step 5.

V. UPLINK SIMULATION RESULTS

We consider networks where $M$ APs and $K$ things are uniformly distributed in a $D \times D$ m$^2$ square serving area, which is wrapped around to avoid boundary effects. We use
\[\beta_{mk} = PL_{mk}SF_{mk}, \text{with } SF_{mk} = 10^{\frac{\sigma_{sh} z_{mk}}{10}}, \quad (29)\]

where \(PL_{mk}\) is the path loss and \(SF_{mk}\) is the shadow fading with \(z_{mk} \sim N(0, 1)\). The path loss is generated as in [8] where a three-slope model [9] and the Hata-Cost 231 propagation model [10] are used. Shadow fading coefficients are generated as in [11]. We use \(B = 20\) MHz bandwidth and \(f = 1.9\) GHz carrier frequency. As a performance measure, we use achievable rate defined by

\[U^u_{k,\text{MMSE}} = B((\tau_c - \tau)/(2\tau_c))R^u_{k,\text{MMSE}}, \quad (30)\]

\[R^u_{k,\text{MMSE}} = E\left[\log_2 \left(1 + \text{SINR}^u_{k,\text{MMSE}}\right)\right], \quad (31)\]

where \(\tau_c\) is the length of coherence interval measured in OFDM symbols, the expectation in (31) is over small-scale fading. The rate of \(k\)-th thing obtained via the RM Approximation is given by \(R^u_{k,\text{AP}} = \log_2(1 + \text{SINR}^u_{k,\text{AP}})\).

Fig. 1 demonstrates that the RM Approximation of per-thing rate is quite accurate for both correlated and i.i.d. shadow fading.

In Fig. 2, ‘Subopt’ denotes the sub-optimal channel estimation used in [8]. We see that LMMSE channel estimation gives a visible gain over the sub-optimal channel estimation, and that MMSE MIMO receiver gives 7-fold improvement over MR MIMO receiver for both i.i.d and correlated shadow fading cases. At the same time we do not observe any significant gain from the transmit power optimization.

However, Fig. 3 demonstrates that transmit power optimization gives a very significant, up to 17 times, energy efficiency improvement. It also shows that the RM approximation is reasonably accurate in the case of optimized power coefficients.

VI. DOWNLINK TRANSMISSION

We consider DL transmission with LMMSE channel estimation and MR MIMO precoding. The received signal by the \(k\)-th thing is

\[y^d_k = \sqrt{\rho_d} \sum_{m=1}^{M} \sqrt{\eta_{mk}} g^*_{mk} g_{mk} s_k + w_k, \quad (32)\]

where \(\eta_{mk}, m = 1, ..., M, k = 1, ..., K\) are DL power control coefficients and \(w_k \sim CN(0, 1)\) is the noise component at \(k\)-th thing. The closed-form SINR expression (33) was derived in [12] and [13].

In [12] and [13] the authors formulated a quasi-convex max-min SINR power control optimization problem, which can be solved by a bisection search. However, this approach has too high complexity if the number of APs is large. Hence a simpler power control algorithm is required. It was observed in [14] that if we magically knew optimal normalized transmit power \(p_m\) as of \(m\)-th AP, which is equal to \(\sum_{k=1}^{K} \eta_{mk} \gamma_{mk}\), then the power
\[
\text{SINR}_k^{\text{IoT}} = \frac{\rho_d (\sum_{m=1}^M \sqrt{\eta_{mk}\gamma_{mk}})^2}{1 + \rho_d \sum_{m=1}^M \sqrt{\eta_{mk}\gamma_{mk}} + \rho_d \sum_{k' \neq k} \sqrt{\eta_{mk'}\gamma_{mk'}a_{mk'}}[\beta_{mk}]^2 + \tau \rho_p \left( \sum_{m=1}^M \sqrt{\eta_{mk}\gamma_{mk}}\psi_k^H a_{mk'}^2 + \sum_{m=1}^M \eta_{mk} \sum_{j=1}^K \beta_{mk}\beta_{mk}' \psi_j^H a_{mk'}^2 \right)}.
\]

(33)

optimization problem can be formulated as

\[
\max_{\eta} \min_{m} \text{SINR}_k^{\text{opt}}(\eta) = \frac{\rho_d (\sum_{m=1}^M \sqrt{\eta_{mk}\gamma_{mk}})^2}{1 + \rho_d \sum_{m=1}^M \eta_{mk}\gamma_{mk}}
\]

s.t. \(\sum_{k'=1}^{K} \eta_{mk'}\gamma_{mk'} = p_{m}^{\text{opt}}\), \(\eta_{mk'} \geq 0, m = 1, ..., M, k' = 1, ..., K\).

which is a convex problem [14] and has significant smaller complexity.

A. Power Control using Neural Network

It is observed in [14] that there is an exponential relationship between \(\beta_{m}^{\text{max}}\) and \(p_{m}^{\text{opt}}\), where \(\beta_{m}^{\text{max}} = \max_{k=1,..,K} \beta_{mk}\). An exponential regression can then be implemented to predict \(p_{m}^{\text{opt}}, \forall m\). We denote the outputs of the exponential regression as \(p_{m}(\beta_{m}^{\text{max}}), \forall m\) and these outputs can be substituted into (34) to solve the convex problem.

Based on these observations, low complexity power control can be implemented as follows. First, \(p_{m}\)'s, \(\forall m\) are approximated using exponential regression based on \(\beta_{m}^{\text{max}}, \forall m\) as in [14]. The outputs, \(p_{m}(\beta_{m}^{\text{max}}), \forall m\) are then used in (34). Lastly, the obtained power control coefficients are regarded as the solution for IoT systems.

However, the performance achieved using \(p_{m}(\beta_{m}^{\text{max}})\) is not close enough to the optimal performance achieved by \(p_{m}^{\text{opt}}\) and the generality of this method is limited. The relationship between \(\beta_{m}^{\text{max}}\) and \(p_{m}^{\text{opt}}\) obtained for one network often cannot be applied to other networks. Moreover, for some networks no exponential relationship can be found between \(p_{m}^{\text{opt}}\) and \(\beta_{m}^{\text{max}}\).

For this reason we propose to use NN to find \(p_{m}^{\text{NN}}\) that would approximate \(p_{m}^{\text{opt}}\), \(\forall m\). A regression based NN shown in Fig. 4 is used to generate \(p_{m}^{\text{NN}}, \forall m\) using known \(\{\beta_{mk}\}\). We used Levenberg-Marquardt (LM) training algorithm [15], [16] for this NN. With on the order of 10^4 training samples, the training time is less than 1 hour in a typical laptop. It is also noted that the NN trained with LM algorithm has similar performance as the NN trained with higher complexity algorithms such as Bayesian Regularization. The experiments below are based on the same simulation settings as in Section [\text{V}].

Experiment 1 We fix the numbers of APs and things, and train a NN for several areas. Next we reuse this NN for finding \(p_{m}^{\text{NN}}\) for an area that was not used for training. In particular, we used the squares with areas 0.016, 0.063, 0.25, 0.56, 1.4 km^2 for training our NN. We next reuse it for the squares with areas 0.72 and 2.25 km^2, and plug in \(p_{m}^{\text{NN}}\) into (34). Results are shown in Fig. 5 where \(P_{t}\) is the maximum transmit power of each AP. We see that the performance achieved with NN is quite close to the performance of the optimal power control.

B. Scalable Power Control with High Energy Efficiency

For real life IoT networks, which involve a large number of APs, even the convex problem (34) becomes too complex. Thus, a scalable power control algorithm with very low complexity is required. In order to find such an algorithm we define the density of a network by

\[
\text{Density} = \frac{\text{Number of APs}}{\text{Serving Area}}.
\]

(35)

Next we train NN for small areas with a given density and use obtained transmit powers \(p_{m}^{\text{NN}}, \forall m\) for large areas with the same density. Further, instead of solving a convex optimization problem, we use uniform power control where the power control coefficients are given by

\[
\eta_{m} = \frac{p_{m}^{\text{NN}}}{\sum_{k=1}^{K} \eta_{mk}}, \eta_{mk}, \forall k.
\]

(36)

It is important to note that \(p_{m}^{\text{NN}}, \forall m\) can be efficiently obtained and (36) has almost zero online complexity. Therefore this algorithm is scalable for large networks.

Experiment 2 In this experiment, we fix the area density and train NN with a small number of APs and things. We then use this NN to produce \(p_{m}^{\text{NN}}\) for a large area with the same density, but possibly larger numbers of APs and things. In Fig. 6 we use small \(M\) and \(K\) in order to compare our results with the true max-min optimal power control based on (33) (Max-min Opt). The vertical appearance of “Max-min Opt” in Fig. 6 is because it effectively equalizes data rates for all users. Due to small area and wrap-around geometry, the difference between different realizations is very small. We also present rates when we use (36) with maximal \(p_{m}\) (Uniform Full), optimal \(p_{m}^{\text{opt}}\) (Uniform Opt), and NN produced \(p_{m}^{\text{NN}}\). We see that \(p_{m}^{\text{NN}}\) and \(p_{m}^{\text{opt}}\) produce basically identical results, though the complexity of finding \(p_{m}^{\text{NN}}\) is much smaller. The gap between the rates obtained with maximal \(p_{m}\) and \(p_{m}^{\text{NN}}\) is not very large, however situation is different if we compare their energy efficiencies (see Fig. 7 below).

In Fig. 7 we use a large area with \(M = 4096\) and \(K = 1024\) (keeping the same area density). We see that \(p_{m}^{\text{NN}}\) provide very large energy gain, which is very important for IoT applications. Note that the energy efficiency defined for DL is \(E_d = \sum_{k=1}^{K} R_k^d / \sum_{m=1}^{M} P_m\) where \(P_m\) can be \(P_d\) or \(p_{m}^{\text{NN}}P_d\).

VII. CONCLUSION

In this work we proposed IoT supported by CF mMIMO with optimal components - LMMSE channel estimation and MMSE MIMO receiver. We derived a random matrix approximation for sensor’s UL SINR and use it for efficient and low complexity power control algorithms that give large energy efficiency gains,
which is very important for low powered sensors. For DL transmission we proposed an NN based scalable algorithm for transmit power control. This algorithm, though sub-optimal, has almost zero online complexity and provides multifold gain in energy efficiency compared with full power transmission approach.
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