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Abstract—We consider the interaction among agents engaging in a driving task and model it as a general-sum game. This class of games exhibits a plurality of different equilibria posing the issue of equilibrium selection. While selecting the most efficient equilibrium (in terms of social cost) is often impractical from a computational standpoint, in this work we study the (in)efficiency of any equilibrium players might agree to play. More specifically, we bound the equilibrium inefficiency by modeling driving games as particular type of congestion games over spatio-temporal resources. We obtain novel guarantees that refine existing bounds on the Price of Anarchy (PoA) as a function of problem-dependent game parameters. For instance, the relative trade-off between proximity costs and personal objectives such as comfort and progress.

Although the obtained guarantees concern open-loop trajectories, we observe efficient equilibria even when agents employ closed-loop policies trained via decentralized multi-agent reinforcement learning.

Index Terms—Autonomous agents, game theory, motion and path planning, optimization and optimal control.

I. INTRODUCTION

WHILE autonomous vehicles begin to be deployed around the world, it became evident that they often still miss the magic touch to seamlessly integrate with other road users [1]. This has sparked a noticeable research interest toward the interactive nature of the driving task [1], [2], [3]. To this end, game-theoretical notions have been integrated in motion planning algorithms [4], in learning policies [5], [6] and, more in general, when explicitly reasoning about others’ reactive behavior [7].

Arguably, the hardness of driving interactions is to coordinate on a certain equilibrium [1] — who goes first when resources are contended. Under mild assumptions, it has been shown that there actually exist certain equilibria that shall be preferred in terms of social efficiency [8] or in terms of cost sharing [9]. At the same time, big strides forward have been made for game-theoretical planners that have local guarantees of convergence [5], [9], [10]. Combining these two aspects, our work is motivated by the following question: How inefficient can an equilibrium be compared to another? An answer would have several implications ranging from the problem of equilibrium selection [11] to the importance of global vs local, centralized vs decentralised solutions.

We consider the class of urban driving games and study their efficiency, i.e., the cost of their equilibria with respect to the social optimum. Under minor modeling assumptions, we show that it is possible to derive analytical bounds for their inefficiency. The resulting bound is a function of the relative importance between personal objectives (e.g., a comfort cost that depends only on the agent’s trajectory) and joint ones (e.g., a proximity cost that depends on the joint trajectories of the players). In addition, it depends on a problem-dependent parameter which represents the agent’s sensitivity to the number of nearby vehicles. A satisfactory bound implies that the agents can be self-interested without having to estimate others’ degree of cooperativeness [12]; and that there is no need for global coordination since decentralized and local solutions would still achieve a satisfactory overall cost for the system.
A. Related Work

Many works in the last years modeled driving interactions as a general-sum game [8], [13]. And most—if not all—of the devised solution methods provide guarantees only for local convergence to Nash Equilibria; examples range from iterative quadratic approximations [10], augmented Lagrangian methods [9] and “Newtonesque” methods [14]. Since there exists both a continuum of solutions but also qualitatively different class of solutions (in the sense of topologically different solutions [1, Sec. 3.3]), one cannot ignore the problem of equilibrium selection. For some methods the (local) choice is embedded in the method, converging for example to Generalized Nash Equilibria [9]. In other mixed contexts the choice is dictated by human drivers. In [15] for instance, autonomous vehicles keep a belief over the possible equilibria in a bid to favor the ones preferred by others. Differently from these works, we study the inefficiency that any equilibrium could have.

The study of games’ inefficiency finds a considerable body of literature since the pioneering work in [16]. Efficiency guarantees are often expressed in terms of Price of Anarchy (PoA) which quantifies the ratio between the social cost of the worst-performing equilibrium with that of the socially optimal outcome. PoA bounds have been derived for specific classes of games such as congestion games [17], [18], utility games [19], [20], and smooth games [21], exploiting various structures. However, to the best of our knowledge, PoA in the urban driving setting have not been studied in the literature. In this work, we formulate driving games as a particular type of congestion games and employ the PoA bounding techniques of [18]. However, differently from [18] we generalize and refine the obtained guarantees exploiting the specific driving games’ cost structure which consists of joint but also personal objectives.

B. Contribution

We consider the problem of bounding the inefficiency of equilibria that emerge in driving games, quantified via the notion of PoA. To this end,

- We formally show that driving games can be naturally modeled as a particular type of congestion games, where the agents compete for spatio-temporal resources. This allows us to leverage existing PoA bounds for congestion games and apply them to our class of driving games.
- We further refine the efficiency guarantees by exploiting the specific cost structure of driving games. We derive a novel and improved efficiency bound which depends on the relative importance between personal and joint costs. The obtained results can be of broader interest since they apply to general congestion games with added personal costs and, to the best of our knowledge, they constitute the first PoA bounds for driving games.
- We conduct an experimental case study to evaluate the inefficiency of several driving scenarios. We compute equilibrium driving policies via multi-agent reinforcement learning and utilize a systematic approach to empirically approximate the associated PoAs. Conforming with our intuition, the computed equilibria display a high efficiency in all the considered scenarios and the resulting PoAs are within the derived, albeit conservative, bounds.

II. PRELIMINARIES

A. Urban Driving Games

We consider the class of (urban) driving games akin to [8]. They are a particular subclass of general-sum games with few peculiarities. Most importantly, the cost-structure in a driving game allows to distinguish between joint and personal costs. Joint costs depend on the state and actions of all the players, e.g., proximity. Personal costs instead, depend only on the states and actions of a specific player, e.g., a comfort objective penalizing large accelerations. Furthermore, the resulting game often enjoys the favorable structure of being a potential game [22], [23], which in turn, guarantees convergence of better-response schemes and, in some cases [8], social efficiency of global minima.

For the provided analytic results we consider open-loop strategies, where the players commit to the whole trajectory. More formally, we consider a driving game defined by the tuple \( G = (A, \{ (\Gamma_i, J_i) \}_{i \in A}) \), where \( A \) is a finite set of players, \( \Gamma_i \) is a finite set of dynamically feasible trajectories, and \( J_i \) is the cost function for a player. In the remaining, we denote without subindices the joint quantities, while the subindex specifies if a quantity is peculiar to a subset of the players; e.g., \(-i\) “reads all but Player \( i \)”. Thus, we denote the trajectory choice of Player \( i \) as \( \gamma_i \in \Gamma_i \), whereas \( \gamma \in \prod_{i \in A} \Gamma_i \) denotes the joint trajectories of all players.

In a driving game, the cost structure \( J_i \) of each player penalizes – as a first priority objective – colliding trajectories. Second, whenever game outcomes are not colliding, it typically penalizes distances from neighbouring players (i.e., a proximity cost) and other personal objectives (i.e., comfort, acceleration, time, etc.). This principle has been modeled with a lexicographic ordered cost in [8], and with optimization constraints in other works [9], [24].

In this work, we restrict the possible coupling costs among the players to the ones involving distance. Therefore, the overall cost for a player has the form \( J_i(\gamma) = J_i^{\text{prox}}(\gamma) + J_i^{\text{set}}(\gamma) \) where the first term is a proximity cost—collisions at the limit—and the second term is a personal cost. We further specify the allowed proximity costs to have two properties:

i) To be integrable over the trajectory;

ii) To be monotonically increasing as the distance decreases.

More formally, given a pair of players’ trajectories \( \gamma_i \) and \( \gamma_j \), we define \( \delta(\gamma_i, \gamma_j, t) \) as the spatial distance between \( \gamma_i \) and \( \gamma_j \) at time \( t \). Then, the proximity costs \( J_i^{\text{prox}} \) must satisfy the following necessary property.

Property 1: For any player \( i \) and others’ trajectories \( \gamma_i \), consider any pair of feasible trajectories \( \gamma_i', \gamma_i'' \in \Gamma_i \). Then, if \( \delta(\gamma_i', \gamma_j, t) \leq \delta(\gamma_i, \gamma_j, t), \forall t \), it must hold

\[
J_i^{\text{prox}}(\gamma_i', \gamma_i'') \geq J_i^{\text{prox}}(\gamma_i, \gamma_i''), \forall j \in A.
\]

Intuitively, Property 1 ensures that for a unidirectional deviation of player \( i \), the proximity cost of every player (including \( i \)) increases as player \( i \) chooses trajectories that are spatially closer to all the others. Note that if player \( i \) gets closer to some but farther to other players, this is not necessarily true. Overall, Property 1 encompasses many possible choices of proximity costs such as

\[
J_i^{\text{prox}}(\gamma) = -\sum_{j \neq i} \delta(\gamma_i, \gamma_j, t)\alpha, \text{ for a given degree coefficient } \alpha > 0, \text{ or of the kind } J_i^{\text{prox}}(\gamma) = \sum_{j \neq i} \frac{1}{\delta(\gamma_i, \gamma_j, t)}.\]

Additionally, Property 1 is still valid whenever only distances
within a certain thresholds are penalized as e.g. in
\[
J_i^{\text{prox}}(\gamma) = \sum_{t=0}^{T-1} \sum_{j \neq i} \begin{cases} (\delta_s - \delta(\gamma_i, \gamma_j, t))^\alpha & \text{if } \delta(\gamma_i, \gamma_j, t) < \delta_s, \\ 0 & \text{otherwise}, \end{cases}
\]
where \(\alpha > 1\), \(\delta_s\) is a safety distance, and \(T\) is the time horizon.

\[J_i(\gamma) \leq J_i(\gamma_i^*, \gamma_{-i}).\] (2)

We denote the set of NE outcomes as \(\Gamma_{\text{NE}} \subseteq \Gamma\).

Different approaches have been proposed for computing NE trajectories, e.g., [9], [10], [14]. Unfortunately, however, the fact that NE can be computed does not tell us anything about their quality (i.e., their efficiency). A common way to quantify the efficiency of a game outcome is by measuring its social cost:

Definition 3 (Social Cost): The social cost \(C(\gamma)\) associated with a specific outcome \(\gamma\) of a game is defined as the sum over all the individual player costs:

\[C(\gamma) := \sum_{i \in A} J_i(\gamma).\] (3)

A game is more efficient if it results in a lower social cost. In the context of urban driving, efficient outcomes are usually represented by trajectories allowing the players to reach their goals, at a safe distance, and with minimal total consumption, e.g., of time, acceleration, fuel, etc.

Because the players are self-interested, they aim at minimizing their individual costs \(J_i\) rather than \(C\) causing inefficiency for the game. To measure the game inefficiency we adopt the widely used notion of PoA [16].

Definition 4 (Price of Anarchy): The Price of Anarchy (PoA) is the ratio between the highest social cost at a NE and the lowest social cost overall:

\[\text{PoA} = \frac{\max_{\gamma \in \Gamma_{\text{NE}}} C(\gamma)}{\min_{\gamma \in \Gamma} C(\gamma)} \in [1, \infty).\] (4)

In general, providing PoA bounds is a hard task since these must clearly depend on the specific game and players’ costs structure. In the following, we show that driving games can be naturally modeled as a particular type of congestion games and suitable PoA bounds can be derived inheriting – and refining – existing guarantees for such specific games’ structure.

III. DRIVING GAMES AS CONGESTION GAMES

Inspired by the robotics literature, we look at the class of driving games as agents competing for common resources – in this case, portions of the road at specific time instances. In this spirit, we show that the games presented in Section II can be (re)modeled as congestion games which preserve the same key properties, allowing us to derive inefficiency bounds.

Congestion games were first introduced in [25] as games where the agents’ strategy corresponds to selecting a subset of the available resources. The use of each resource is penalized by a monotonic load function such that, the more players select that resource, the more cost they incur. Hence, the total cost for a player results in the sum over the load costs of the selected resources. We refer to [26] for a more pedagogical presentation.

A. Congestion Game Formulation

In the driving setting at hand, we consider the finite set of resources given by a discretization of the road in both space (i.e. a 2D grid) and time. We denote the set of spatio temporal resources as \(\mathcal{R}\). Then, each trajectory \(\gamma_i\) can be mapped to a corresponding strategy \(\gamma_i^{\text{sp}} \subseteq \mathcal{R}\) by its spatio-temporal occupancy. Since we consider deterministic trajectories, each agent either uses a resource or it does not. In other words, the load an agent can put on a resource is binary. Hence, the resulting load on resource \(r\) is defined as \(L_r(\gamma_i^{\text{sp}}) = \sum_{r \in \gamma_i^{\text{sp}}} 1 \in \mathbb{N}\), where \(1\) is the indicator function. Each resource then has a specific load-dependent cost function \(J_r: \mathbb{N} \rightarrow \mathbb{R}\). For the purpose of this work, we restrict \(J_r\) to be a polynomial with non-negative coefficients. The cost which an agent incurs is then constructed as:

\[J_i^{\text{sp}}(\gamma_i^{\text{sp}}) = \sum_{r \in \gamma_i^{\text{sp}}} J_r(L_r(\gamma_i^{\text{sp}})).\]

Intuitively, to minimize the above congestion cost, agents are encouraged to choose non-overlapping trajectories and thus the above formulation models – as a first approximation – driving games’ preferences. However, it is a very crude approximation since it does not discriminate among non-overlapping trajectories and thus cannot fully model proximity costs. In the following, we show that augmenting the resource set along a new dimension that we name “proximity dimension” allows us to model various proximity costs that respect Property 1. The inclusion of the personal costs is instead straightforward (see end of this section) as already shown in the literature [27].

Proximity levels: On top of the discretization in space and time \(\{0, \ldots, T - 1\}\), we further consider a proximity dimension \(h \in \{0, \ldots, H - 1\} := [H]\) so that a “copy” of the spatio-temporal resources exists for each proximity level \(h\), as shown in Fig. 2. Intuitively, the trajectory of an agent progressively inflates its occupancy along this dimension, such that, at the larger proximity levels, resources can overlap even if the trajectories do not physically overlap. This allows to model proximity costs. More precisely, consider any given time \(t\). Then, the spatial resources occupied at each proximity level are determined in
the following manner: At the first level \((h = 0)\), the trajectory \(\gamma_i\) uses only the resources associated to its physical occupancy (we denote them as \([\gamma_i^{c_0}(t)]_0\)). Then, for each successive level \(h\), \(\gamma_i\) uses the spatial resources that are within a neighborhood (i.e., a ball) of a given radius \(p_h\) around the agent’s position \(\gamma_i(t)\). We denote such resources as \([\gamma_i^{c_h}(t)]_h\) and assume for simplicity that \(p_h > p_{h-1}\). Hence, by letting \(J_h(\cdot)\) represent the polynomial cost functions associated to resources of proximity level \(h\), the agents’ proximity cost can be written as:

\[
J^{c_h}_i(\gamma^c_h) = \sum_{t=0}^{T-1} \sum_{h=0}^{H-1} \sum_{\gamma^c_i(0) \in H} J_h(t, \gamma^c_i(0)). \tag{5}
\]

In Fig. 2, an illustrative example is shown with two additional proximity levels (i.e., \(H = 3\)). According to this formulation, resources at higher levels of proximity can overlap even when players are driving at a certain distance allowing for penalization of unsafe driving maneuvers. Moreover, the use of different level-specific polynomial costs \(J_h\) allows to adjust the relative importance among proximity levels \(h\), to get much higher costs for lower levels of proximity. This allows us to model – via the congestion game’s costs of \(\gamma^c(\gamma^c_h)\) – different types of proximity costs similar to the ones presented in (1). We illustrate such expressiveness in the following numerical examples, where we consider polynomials \(J_h\) with different coefficients and maximum degree \(d\).

**Example 5:** We consider two cars at distance \(\delta\) from each other. For simplicity, we consider a fixed time step and we are only interested in how their cost \(J^{c_h}_i\) changes as a function of their distance. We take three proximity levels \((H = 3)\) but for interpretability, we represent all of them in the same grid and color the respective used resources with different shades, as depicted in Fig. 3 (left plot). The space is discretized with \(0.5 \times 0.5\) m grid cells and neighborhoods are Euclidean balls with radii \(p_0 = 1.5\) m, \(p_1 = 3.5\) m, and \(p_2 = 6\) m, respectively. We consider polynomial resource costs of the form \(J_h(\cdot) := a_h \cdot r^d\), where \(x\) is the total load and \(a_h\) and \(d\) are parameters that we set as follows. We fix \(d_h = 2, \forall h\) and consider three configurations for the weights \(\{a_0, a_1, a_2\}\) to set the relative importance between proximity levels: \(\{1.0, 1.0, 1.0\}\), \(\{9.4, A, 2\}\), and \(\{1, 1, 1, 0.2\}\), respectively. This leads to the three congestion game cost curves \(J^{c_1}_i, J^{c_2}_i\), and \(J^{c_3}_i\) depicted in Fig. 3 (right plot). As visible, the more (relative) weight is given to low proximity levels (i.e., configurations \(J^{c_2}_i\) and \(J^{c_3}_i\)) the steeper the cost decreases with \(\delta\). Hence, the choice of weights \(\{a_h\}_{h=1}^3\) can model different types of proximity costs allowing to control such steepness. For comparison, we also compare the obtained costs with common choices of proximity costs discussed in Section II (which are analytical functions of \(\delta\)): \(J^{prox1}_i\), \(J^{prox2}_i\), \(J^{prox3}_i\) which are computed as in (1) with \(\delta_a = 12.5\) and \(\alpha = 2\), and \(J^{prox3}_i(\delta) = \delta^{-1}\).

In the next example, we illustrate the role of the polynomial degrees \(d_h\). Indeed, it can be verified that the the normalized costs of Fig. 3 are not influenced by the degree \(d_h\) (since with only two agents higher degrees would result only in a higher offset and constant scaling factor). This is not the case when there are more than two agents – as illustrated in the next example – where \(d_h\) controls the sensitivity with respect to the number of other agents that co-occupy the same resource.

**Example 6:** Consider the same setup of Example 5 where now more than 2 cars are on the road as displayed in Fig. 4 (left plot). We are interested in computing the cost \(J^{c_h}_i\) of player \(i\) (which represents the car in position \((0, 0)\)) as a function of the number of other cars driving nearby. Hence, we consider the driving scenarios in which only \(1, 2, 3\), or \(4\) of the other cars are present in the game. Similar to Example 5, we use polynomial load functions \(J_h(x) := a_h \cdot x^d\). Now, we fix \(\{a_0, a_1, a_2\} = \{9.4, A, 2\}\) and consider three cost configurations defined by degrees \(d = 1, d = 2\) and \(d = 3\), respectively. The corresponding costs, as a function of the number of other cars are plotted in Fig. 4 (right plot), removing constant offsets. As visible, the higher the polynomial degree \(d\) the steeper the cost as a function of nearby cars. Hence, the polynomial degree \(d\) controls how much player \(i\) is sensible to the number of neighbouring players. We note that this is an extra degree of freedom that follows from our congestion game modeling and is not present, e.g., in the proximity costs of (1). Indeed, in (1) (as well as in most considered driving game formulations [8]) the proximity cost of player \(i\) grows linearly with the number of other players (i.e., \(d = 1\)).

Examples 5 and 6 show that the congestion game cost formulation of (5) can naturally model a wide spectrum of proximity costs, with different degrees of freedom, thus serving as a good model for driving preferences. In addition, we more formally show that such cost formulation satisfy the driving games’ Property 1 defined in the previous section.

**Proposition 7:** The congestion game cost \(J^{c_h}_i\) defined in (5) satisfies Property 1.

**Proof:** Fix strategies \(\gamma_{i-}^t\) and consider trajectories \(\gamma_t^i\) and \(\gamma_t^{i'}\) for player \(i\). Then, at each time \(t\) and proximity level \(h\) there
is a one-to-one mapping between the resources \( r \in [\gamma_{SE}(t)]_h \) and the ones in \([\gamma_{SE}(t)]_h\), since the latter are simply obtained by translating the occupancy of player \( i \) from position \( \gamma_i(t) \) to \( \gamma_{SE}(t) \). Let \( \pi_i^* : [\gamma_{SE}(t)]_h \rightarrow R \) be such a mapping. Assume now that \( \delta(\gamma_i, \gamma_{SE}, t) \leq \delta(\gamma_i, \gamma_j, t), \forall j \neq i, \forall t \). Then, at each time \( t \) and neighborhood \( h \), trajectory \( \gamma_i^* \) utilizes resources that have more overlap with other players, compared to when trajectory \( \gamma_i \) is used. That is, \( \forall t, h \in [H], \forall \gamma_i \in [\gamma_{SE}(t)]_h, \forall \gamma_j \in [\gamma_{SE}(t)]_h \), \( \pi_i^*(\gamma_i^*) \geq \pi_i^*(\gamma_j) \). Moreover, \( \forall t, h \in [H], \forall \gamma_i \in [\gamma_{SE}(t)]_h \), \( \pi_i^*(\gamma_{SE}(t)) \geq \pi_i^*(\gamma_j) \). For player \( i \) this implies that \( J_{i,SE}(\pi_i^*(\gamma_{SE}(t)), \gamma_{SE}) = \sum_{t=0}^{T-1} \sum_{h=0}^{H-1} \sum_{r \in [\gamma_{SE}(t)]_h} J_h(l_r(\pi_i^*(\gamma_{SE}(t)), \gamma_{SE})) = \sum_{t=0}^{T-1} \sum_{h=0}^{H-1} \sum_{r \in [\gamma_{SE}(t)]_h} J_h(l_r(\pi_i(\gamma_{SE}(t)), \gamma_{SE})) = J_{i,SE}(\pi_i(\gamma_{SE}(t)), \gamma_{SE}) \), where the last inequality follows since \( l_r(\pi_i(\gamma_{SE}(t)), \gamma_{SE}) \geq l_r(\pi_i^*(\gamma_{SE}(t)), \gamma_{SE}) \) and the load functions \( J_h \) have non-negative coefficients. Moreover, for any other player \( j \neq i \) it holds \( J_{i,SE}(\pi_i(\gamma_{SE}(t)), \gamma_{SE}) - J_{j,SE}(\pi_i(\gamma_{SE}(t)), \gamma_{SE}) = \sum_{t=0}^{T-1} \sum_{h=0}^{H-1} \sum_{r \in [\gamma_{SE}(t)]_h} J_h(l_r(\pi_i(\gamma_{SE}(t)), \gamma_{SE})) - J_h(l_r(\pi_i^*(\gamma_{SE}(t)), \gamma_{SE})) \geq 0 \), due to monotonicity of \( J_h \)

**Personal cost:** Following similar works on congestion games [27], we add the personal cost term to the overall cost for player \( i \) choosing strategy \( \gamma_i: \)

\[
J_i(\gamma) = J_{i,SE}(\gamma_{SE}) + J_{i,per}(\gamma_i). \tag{6}
\]

We make no assumption on \( J_{i,per} \) besides that should exclusively depend on player \( i \)’s trajectory \( \gamma_i \) (i.e., acceleration, comfort, etc.). First, note that it was shown that such a game retains its exact potential game status by adding the sum of the personal costs to the potential of the congestion game [27, Th. 3]. Moreover, as we formally show in the next section, the personal cost can only have a positive influence on the inefficiency bounds of the game.

**IV. INEFFICIENCY BOUNDS**

In this section we present the inefficiency bounds that follow from our congestion game modeling of driving games. First, we recall existing PoA bounds for congestion games with polynomial load cost functions [18]. We then show that these bounds can be refined thanks to the particular cost structure of driving games.

The following theorem follows from [18] bounding the PoA as a function of the degree of the polynomial load functions.

**Fact 8:** [18, Th. 4.1] For a congestion game with polynomial resource load function with non-negative coefficients and degree at most \( d \in \mathbb{N} \), holds

\[
\text{PoA} \leq \frac{(k + 1)^{2d+1} - k^{d+1}(k + 2)^d}{(k + 1)^{2d+1} - (k + 1)^{d+1} - k^{d+1}}. \tag{7}
\]

where \( k := \lfloor \Phi_d \rfloor \) and \( \Phi_d \) is the positive real solution to \((x + 1)^d = x^{d+1}\).

Following our congestion game modeling, Fact 8 provides a first (and crude) inefficiency guarantee which shows that the driving game becomes less and less efficient the higher is the maximum polynomial degree \( d \). As discussed in Example 6, degree \( d \) represents the agents’ sensitiveness to nearby cars, a factor which – intuitively – can lead to suboptimal equilibria.

We expect however, that in practical scenarios \( d \) should be rather small (current proximity costs such as (1) are linear in the number of players, implicitly assuming \( d = 1 \)) since the the actual number of neighbouring cars should have a limited impact on the drivers’ risk.

### A. Refining the Inefficiency Bounds for Driving Games

While Theorem 8 provides a range of PoA guarantees depending on the degree \( d \) of the driving game, we will see that these are quite conservative bounds since they depend only on the agents’ proximity cost \( J_{i,SE} \) and neglect the personal agents’ preferences. Indeed, we intuitively expect that in the limit where the proximity costs \( J_{i,SE} \) become negligible compared to the personal ones \( J_{i,per} \), the agents’ costs become more and more “decoupled” (since the \( J_{i,SE} \) only depends on \( \gamma_i \)) and thus the game PoA should tend to 1. This is not captured by the guarantees obtained so far and serves as main motivation for the results presented next.

To exploit the relative importance between personal and proximity costs, we define the following main quantity.

**Definition 9:** Let \( \Gamma_{NE} \) be the set of all NE and \( \Gamma^* = \text{arg} \min_{\gamma \in \Gamma} C(\gamma) \) be the set of social optima strategies. We define \( \alpha^* \in \mathbb{R}_+ \) to be the largest constant such that for all agents \( i \) and strategies \( \gamma \in \Gamma_{NE} \cup \Gamma^* \),

\[
J_{i,per}(\gamma_i) \geq \alpha^* \cdot J_{i,SE}(\gamma_{SE}). \tag{8}
\]

Note that \( \alpha^* \geq 0 \) since we have assumed positive costs without loss of generality. In general, computing \( \alpha^* \) would require iterating over the game outcomes. However, it is also not hard to imagine situations where \( \alpha^* > 0 \). For instance, this is the case when \( J_{i,per} \) is lower bounded by \( J_{i,SE} \) (e.g., capturing total acceleration or fuel consumption) and \( J_{i,SE} \) is upper bounded by \( J_i \). In such a case, \( \alpha^* \geq J_{i,per}/J_i > 0 \). Moreover, note that condition (8) needs to hold only for equilibria and socially optimal policies, which is reasonable to assume that are not colluding and thus \( J_{i,SE} \) would be small. In general, \( \alpha^* \) is a (conservative) measure of the relative importance between personal and proximity costs. In the next theorem, we show that \( \alpha^* \) can be used to obtain and characterize refined PoA guarantees.

**Theorem 10:** Consider driving games modeled as congestion games according to Section III, with polynomial resource load function with non-negative coefficients and degree at most \( d \in \mathbb{N} \). Moreover, consider \( \alpha^* \) as per Definition 9. Then, PoA is upper bounded by

\[
\frac{(k + 1)^{2d+1} - k^{d+1}(k + 2)^d + \alpha^* ((k + 1)^{d+1} - k^{d+1})}{1 + \alpha^* ((k + 1)^{d+1} - k^{d+1}) - (k + 2)^d + (k + 1)^d}. \tag{9}
\]

Where \( k := \lfloor \Psi_{d,\alpha^*} \rfloor \) and \( \Psi_{d,\alpha^*} \) is the positive real solution to \( x^{d+1} + \alpha^* x^{d+2} = (x + 1)^d + \alpha^* \).

It can be verified that the bound (9) above is strictly smaller than the one of Theorem 8 for all \( \alpha^* > 0 \) and, as expected, tends to 1 as \( \alpha^* \rightarrow \infty \). We visualize such refined guarantees in Fig. 5 for different degrees \( d \) and as a function of \( \alpha^* \). Notice that when \( \alpha^* = 0 \) we retrieve the original upper bounds from Theorem 8.

We outline the main steps to prove Theorem 10 below, while its full proof can be found in [28].
B. Proof Outline for Theorem 10

The overall proof follows the same methodology as the proof of [18, Th. 7] but the intermediate steps have to be carefully adjusted to: 1) include agents’ personal costs and 2) exploit the lower bounding constant \( \alpha^* \) of Definition 9. In what follows, we leave out the “cg”-superscript in the strategies \( \gamma \) in favor of a simpler notation. Moreover, we let \( \mathcal{P}_d \) be the set of polynomials up to degree \( d \).

The obtained PoA guarantees utilize the fact that congestion games are \((\lambda, \mu)-smooth\) (in the sense of [21]), i.e., there exist \( \lambda > 0, \mu < 1 \) such that for every pair \( \gamma', \gamma \) of outcomes,

\[
\sum_{i \in A} J_i(\gamma'_i, \gamma_{-i}) \leq \lambda C(\gamma') + \mu C(\gamma). \tag{10}
\]

According to [21], this directly implies that their PoA is upper-bounded by \( \frac{\lambda + \mu}{1 - \mu + \alpha^*} \). Moreover, as also noted in [21], since we consider PoA of pure NE, it is sufficient that smoothness (10) holds only for \( \gamma' \in \Gamma_{\text{NE}} \) and \( \gamma \in \Gamma^* \). We will make use of such weaker condition to exploit the factor \( \alpha^* \) of Definition 9.

We can use the above facts to prove the following lemma.

**Lemma 11:** Let \( \alpha^* \) defined in Definition 9. Then, the PoA of our congestion driving game formulation is upper bounded by:

\[
\min_{\hat{\lambda} \geq 1, \hat{\mu} \geq 0} \frac{\hat{\lambda} + \alpha^*}{1 - \hat{\mu} + \alpha^*}
\]

subject to the smoothness condition (10) for \( \gamma' \in \Gamma_{\text{NE}} \) and \( \gamma \in \Gamma^* \) which, by plugging the driving games’ strategies becomes:

\[
\sum_i J_i^{cg}(\gamma'_i, \gamma_{-i}) + \sum_i J_i^{pe}(\gamma'_i) \leq \lambda \cdot \left( \sum_i J_i^{cg}(\gamma) \right)
+ \sum_i J_i^{pe}(\gamma'_i) + \mu \cdot \left( \sum_i J_i^{cg}(\gamma) + \sum_i J_i^{pe}(\gamma_i) \right). \tag{12}
\]

Let us now constrain on \( \lambda \geq 1 \) (note that this yields a potentially higher – yet valid – PoA upper-bound). Then, by using Definition 9 and rearranging the terms, condition (12) is satisfied whenever

\[
\sum_i J_i^{cg}(\gamma'_i, \gamma_{-i}) \leq \lambda + \alpha^*(\lambda - 1) \cdot \sum_i J_i^{cg}(\gamma')
+ (1 + \alpha^*) \mu \cdot \sum_i J_i^{cg}(\gamma), \tag{13}
\]

where we have defined auxiliary smoothness constants \( \hat{\lambda} \geq 1 \) and \( \hat{\mu} \in (0, 1 + \alpha^*) \). Moreover, since \( \sum_i J_i^{cg}(\gamma) = \sum_i \sum_{r \in R} \mathbb{1}_{r \in \gamma_i} J_i^r(\gamma_i) = \sum_{r \in R} \mathbb{1}_r(\gamma) \cdot J_r(\gamma), \) and a deviation by a single player means that the load on resource \( r \) increases at most by 1, a sufficient condition for (13) to hold is:

\[
l_r(\gamma') \cdot J_r(l_r(\gamma') + 1) \leq \hat{\lambda} \cdot l_r(\gamma') \cdot J_r(l_r(\gamma'))
+ \hat{\mu} \cdot l_r(\gamma') \cdot J_r(l_r(\gamma)), \quad \forall r \in R.
\]

Since \( \frac{\lambda + \alpha^*}{1 - \mu + \alpha^*} \) and \( l_r(\gamma') \) and \( l_r(\gamma) \) are both in \( \mathbb{N}_0 \), finding a PoA upper bound for our driving game can be formulated as finding a solution to (11).

The remaining part of the proof utilizes a series of intermediate lemmas which can be obtained adapting the ones from [18]; we refer to [28] for their full claims and proofs. First, define \( \text{Prob} \) to be the relaxed version of Problem (11) without the constraint \( \hat{\lambda} \geq 1 \). Then:

1) \( \text{Prob} \) has the same solution as

\[
\inf_{\hat{\mu} \in (0, 1 + \alpha^*)} \left\{ \max_{x \in \mathbb{N}_0} \left\{ \frac{\hat{\lambda} + \alpha^*}{1 - \hat{\mu} + \alpha^*} \right\} \right\}, \tag{14}
\]

with \( \hat{\lambda}^* = (x + 1)^d - \hat{\mu} \cdot x^{d+1} \).

2) The optimal values of \( \hat{\mu} \) and \( x \) that solve (14) are \( \hat{\mu}^* = \frac{(k + 2)^d - (k + 1)^d}{(k + 1)^d - 1}, \) and \( x^* = \frac{k}{(k + 1)^d - 1} \), respectively, where \( \Psi_d, \alpha^* \) is the positive real solution to \( x^{d+1} + \alpha^* x^{d+1} = (x + 1)^d + \alpha^* \).

Moreover, the following fact (proven at the end of this section) shows that the optimal values \( (\hat{\lambda}^*, \hat{\mu}^*) \) above are also the optimal solution of Problem (11) since \( \hat{\lambda}^* \geq 1 \).

**Fact 12:** The solution \( (\hat{\lambda}^*, \hat{\mu}^*) \) of \( \text{Prob} \) satisfies \( \hat{\lambda}^* \geq 1 \).

Finally, Theorem 10 is proven by plugging \( \hat{\lambda}^* \) and \( \hat{\mu}^* \) into the objective of (14). We are only left with proving Fact 12.

**Proof of Fact 12.** Combining the expressions of \( \hat{\lambda}^* \) and \( \hat{\mu}^* \) from points 1) and 2) above, it holds \( \hat{\lambda}^* \geq 1 \) whenever

\[
\frac{(k + 1)^d - 1}{k^{d+1}} \geq 1 + \frac{(k + 2)^d - (k + 1)^d}{(k + 1)^d - 1}, \quad \forall d
\]

\[
\frac{(k + 1)^d - 1}{(k + 1)^d - 1} \geq 1 + \frac{(k + 2)^d - (k + 1)^d}{(k + 1)^d - 1}, \quad \forall d > 0
\]

which is satisfied since \( f(x) = x^{d+1}/[(x + 1)^d - 1] \) is monotone for all \( x > 0, d > 0 \).
V. EXPERIMENTS

In this section, we present an experimental case study to empirically assess – both qualitatively and quantitatively – the possible efficiency gap of various driving scenarios. Moreover, we are interested in whether the positive efficiency results derived in Section IV for open-loop trajectories extend to the more realistic case of feedback strategies (i.e., policies) for the agents. While an analytic bound of the PoA in the feedback case is more involved and it is for now delegated to future works, our experiments suggest that equilibrium policies have a social cost comparable to the socially optimum one.

Approximating the PoA: We learn feedback policies for the agents using Multi-Agent Reinforcement Learning (MARL) [29]. Since the goal is to compute PoAs, we consider both centralized training paradigms (≈social optimum) as well as decentralized ones (self-interested agents, ≈equilibria). In the first case, we train a joint policy that receives as input the stacked observations of all the agents and outputs the action commands for all of them. To compute other NE policies instead, we train individual policies for each agent mapping its observations to a corresponding control input. We can consider the learned policies to represent approximate NEs thanks to the recent results for potential games and gradient-based learning methods, e.g. by [30], [31]. To approximate the value of the worst NE required by the PoA, we run many decentralized trainings to find NE policies that are qualitatively different in the homotopic sense and select the one that performs the worst. In Table I we indicate with “# of comput. policies” the number of training runs that converged to stable policies (either centralized or decentralized). We highlight that the centralized training paradigm requires significantly more computation, since the joint policy action space grows exponentially with the number of agents. Moreover, it may be infeasible in real-life scenarios since it requires coordination and communication among the agents. Nevertheless, we consider it here as an ideal benchmark to reach socially optimal outcomes and thus obtain approximate PoAs.

A. Experimental Setup

All the experiments were conducted in the Scalable Multi-Agent Reinforcement Learning Training School (SMARTS) framework [29]. We benchmark two scenarios (intersection and merging) with a varying number of players (2 – 4).

Observation and Action Spaces: Each agent observes a stacked vector comprising its own state and the one of all neighboring vehicles within a 50 m radius. Each state includes the position relative to the goal, the distance to the center of the current lane, the speed, the steering angle, and a list of heading errors. Moreover, it also includes the stacked states of the two most recent time steps. The action space of each agent consists of four high level actions at each time step: \{Keep, Lane, Slow Down, Change Lane Left, Change Lane Right\}. The low-level control is handled by the lane following controller implemented in SMARTS [29].

Cost/Reward Function: The rewards of the individual agents are comprised of proximity costs and personal objectives. The proximity costs penalize, for each time step, the agents’ distance to nearby cars and are computed as in (1). Moreover, to ensure that the agents remain on the road and that they do not crash, we associate one-time negative rewards to these events. The personal objectives consist of a constant cost for each time step the agent takes to complete the mission which encourages faster completion, together with a comfort cost penalizing quadratically high accelerations. Moreover, agents receive a one-time positive reward for reaching the defined destination. Finally, we experienced that adding a small reward at each time step when the agent decreases the overall distance to the goal, fostered faster convergence of the learned policies.

Training: The training of the agents’ policies is carried out using Proximal Policy Optimization (PPO) algorithm both centralized and decentralized, with Adam optimizer.

B. Results and Discussion

For each driving scenario and training run, we inspect convergence (in terms of social cost) and take the corresponding agents’ policies to represent an equilibrium (in case of decentralized training) or a social local optimum (when using centralized training). PoA is computed using the worst-performing equilibrium policy and the socially optimal one observed. Because policies are stochastic, PoA is computed as the average over 200 evaluations of such policies.

Interestingly, we observe that from multiple decentralized training runs we obtain different “driving cultures” for the agents. Two concrete examples are shown in Fig. 6 for the intersection scenario, where different training runs delivered different orders in which the vehicles learn to give each other the right of way. For the merging scenario, two different policies are visualized in Fig. 1. These qualitatively different equilibria can
be formally described at the topological level with braid’s theory and homotopic classes (see for an overview the topological models section in [1]). More quantitatively, in Table I we report the number of observed NEs for the considered scenarios and number of players, together with their corresponding observed PoAs. Even though the observed PoAs underestimate of the real ones (which are not feasible to compute as they require computing all possible NEs), all observed equilibria are quite efficient according to our observed outcomes and display a PoA < 1.5. This suggests that agents in driving games can reach very efficient NE policies in a decentralized fashion via independent learning, without employing centralized and/or complex communication protocols. In other words, the trained centralized policy leads to marginal improvements in terms of social cost, albeit requiring a significantly higher computational complexity (scales exponentially with the number of agents) as well as agents’ coordination and communication. We further notice that the observed PoAs are lower than their bounds of Section III. Besides the mismatch between theory and experiments, this is also expected since PoA guarantees are indeed robust. They apply to any game in such a class, and to any equilibrium and therefore can be overly conservative in practice (see, e.g. [20], [21]).

VI. CONCLUSIONS AND OUTLOOK

We have considered the problem of bounding the inefficiency of equilibria in driving games. To this end, we showed that such games can be formulated as a particular type of congestion games and that this allows obtaining rigorous novel PoA bounds as a function of game-dependent parameters. Finally, we considered various driving scenarios and reported empirical evidence on the efficiency of equilibrium policies computed via decentralized MARL.

The obtained PoA bounds are the first of their kind in the robotics literature and they open-up interesting related research questions. First, there is still quite a gap between our theoretical and experimental setup, yet the reported evidence suggests that PoA bounds could perhaps be derived for such more complex case. Second, in line with our theoretical bounds of Section IV, it would be interesting to observe how the empirical PoAs change as a function of game-dependent parameters, albeit this requires significant computational resources. Finally, it would be meaningful to study whether the obtained PoA bounds are tight; this has been shown for general congestion games [18], but it is not obvious if this applies to our specific driving setup too.

REFERENCES

[1] W. Wang, L. Wang, C. Zhang, C. Liu, and L. Sun, “Social interactions for autonomous driving: A review and perspectives,” Found. Trends® Robot., to be published, doi: 10.1561/2300000078.
[2] S. V. Albrecht and P. Stone, “Autonomous agents modelling other agents: A comprehensive survey and open problems,” Artif. Intell., vol. 258, pp. 125–195, 2019.
[3] L. Crosato, H. P. H. Shum, E. S. L. Ho, and C. Wei, “Interaction-aware decision-making for automated vehicles using social value orientation,” IEEE Trans. Intell. Veh., pp. 1–11, Jul. 2022, doi: 10.1109/TIV.2022.3189836.
[4] B. Di and A. Lamperski, “Local first-order algorithms for constrained nonlinear dynamic games,” in Proc. Amer. Control Conf., 2020, pp. 5358–5363.
[5] D. Sadigh, S. Sastry, S. A. Seshia, and A. D. Dragan, “Planning for autonomous cars that leverage effects on human actions,” in Proc. Robotics: Sci. Syst., 2016, pp. 1–9.
[6] L. Peters, D. Fridovich-Keil, L. Ferranti, C. Stachniss, J. Alonso-Mora, and F. Laine, “Learning mixed strategies in trajectory games,” Robot. Sci. Syst., to be published, doi: 10.48550/arXiv.2205.00291.
[7] E. Stefansson, J. F. Fisac, D. Sadigh, S. S. Sastry, and K. H. Johansson, “Human-robot interaction for truck platooning using hierarchical dynamic games,” in Proc. 18th Eur. Control Conf., 2019, pp. 3165–3172.
[8] A. Zanardi, E. Mion, M. Bruschetta, S. Bolognani, A. Censi, and E. Frazzoli, “Urban driving games with lexicographic preferences and socially efficient Nash equilibria,” IEEE Robot. Automat. Lett., vol. 6, no. 3, pp. 4978–4985, Jul. 2021.
[9] S. L. Cleac’h, M. Schwager, and Z. Manchester, “ALGAMES: A fast augmented Lagrangian solver for constrained dynamic games,” Auton. Robots, vol. 46, no. 1, pp. 201–215, 2022.
[10] D. Fridovich-Keil, E. Ratner, L. Peters, A. D. Dragan, and C. J. Tomlin, “Efficient iterative linear-quadratic approximations for nonlinear multi-player general-M-dimensional games,” IEEE Int. Conf. Robot. Automat., 2020, pp. 1475–1481.
[11] J. Harsanyi and R. Selten, A General Theory of Equilibrium Selection in Games. Cambridge, MA, USA: MIT Press, 1988.
[12] W. Schwarting, A. Pierson, J. Alonso-Mora, S. Karaman, and D. Rus, “Social behavior for autonomous vehicles,” in Proc. Nat. Acad. Sci., 2019, vol. 116, no. 50, pp. 24972–5.
[13] B. Toghi, R. Valiente, D. Sadigh, R. Pedarsani, and Y. F. Fallah, “Social coordination and altruism in autonomous driving,” IEEE Trans. Intell. Transp. Syst., vol. 23, no. 12, pp. 24791–24804, Dec. 2022.
[14] B. Di and A. Lamperski, “Newton’s method and differential dynamic programming for unconstrained nonlinear dynamic games,” in Proc. IEEE Conf. Decis. Control, 2019, pp. 4073–4078.
[15] L. Peters, D. Fridovich-Keil, C. J. Tomlin, and Z. N. Sunberg, “Inference-based strategy alignment for general-sum differential games,” Proc. 19th Int. Conf. Auton. Agents MultiAgent Syst., 2020, pp. 1037–1045.
[16] E. Koutsoupias and C. Papadimitriou, “Worst-case equilibria,” Comput. Sci. Rev., vol. 3, no. 2, pp. 65–69, 2009.
[17] T. Roughgarden and E. Tardos, “How bad is selfish routing?,” J. ACM, vol. 49, no. 2, pp. 236–259, 2002.
[18] S. Aaland, D. Dumrauf, M. Gaingir, B. Monien, and F. Schoppmann, “Exact price of anarchy for polynomial congestion games,” SIAM J. Comput., vol. 40, no. 5, pp. 1211–1233, 2011.
[19] A. Vetta, “Nash equilibria in competitive societies, with applications to facility location, traffic routing and auctions,” in Proc. IEEE 43rd Annu. Symp. Found. Comput. Sci., 2002, pp. 416–425.
[20] P. G. Sessa, M. Kamgarpour, and A. Krause, “Bounding inefficiency of equilibria in continuous actions games using submodularity and curvature,” Proc. - 22nd Int. Conf. Artif. Intell. Statist., 2019, pp. 2017–2027.
[21] T. Roughgarden, “Intrinsic robustness of the price of anarchy,” in Proc. 41st Annu. Symp. Theory Comput., May–Jun. 2009.
[22] T. Kavuncu, A. Yaraneri, and N. Mehr, “Potential iLQR: A potential-minimizing controller for planning multi-agent interactive trajectories,” in Proc. Robotics: Sci. Syst. XVII.: Robot. Sci. Found., 2021.
[23] M. Liu, I. Kolmanovsky, H. E. Tseng, S. Huang, D. Filev, and A. Girard, “Potential game based decision-making frameworks for autonomous driving,” 2022, arXiv:2201.06157.
[24] A. Dreves and M. Gerds, “A generalized Nash equilibrium approach for optimal control problems of autonomous cars,” Optimal Control Appl. Methods, vol. 39, no. 1, pp. 326–342, 2018.
[25] R. W. Rosenthal, “A class of games possessing pure-strategy Nash equilibria,” Int. J. Game Theory, vol. 2, no. 1, pp. 65–67, 1973.
[26] J. P. Hespanha, Noncooperative Game Theory: An Introduction for Engineers and Computer Scientists. Princeton, NJ, USA: Princeton Univ. Press, 2017.
[27] S. T. Le, Y. Wu, and X. M. Sun, “Congestion games with player-specific utility functions and its application to NFV networks,” IEEE Trans. Automat. Sci. Eng., vol. 16, no. 4, pp. 1870–1881, Oct. 2019.
[28] A. Zanardi, P. G. Sessa, N. Käslin, S. Bolognani, A. Censi, and E. Frazzoli, “How bad is selfish driving? Bounding the inefficiency of equilibria in traffic driving games,” 2022, arXiv:2210.13064.
[29] M. Zhou et al., “SMARTS: Scalable multi-agent reinforcement learning training school for autonomous driving,” Proc. 4th Conf. Robot Learn., 2020, pp. 264–285.
[30] W. Mao, L. F. Yang, K. Zhang, and T. Basar, “On improving model-free algorithms for decentralized multi-agent reinforcement learning,” Proc. 39th Int. Conf. Mach. Learn., 2022, vol. 162, pp. 15097–15104.
[31] D. Ding, C.-Y. Wei, K. Zhang, and M. R. Jovanović, “Independency policy gradient for large-scale Markov potential games: Sharper rates, function approximation, and game-agnostic convergence,” Proc. 39th Int. Conf. Mach. Learn., 2022, pp. 5166–5220.