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1. INTRODUCTION

The Euler equations of incompressible hydrodynamics and their viscous counterparts, the Navier-Stokes equations, arise as the lowest order models in a hierarchy of fluids models known as differential-type fluids or Rivlin-Ericksen fluids developed in [38] forty-five years ago. A first order correction to these equations is provided by the second-grade fluids model [35], written in Euclidean space $\mathbb{R}^n$ as the following system:

$$
\partial_t (1 - \alpha^2 \Delta) u - \nu \Delta u + \text{curl}(1 - \alpha^2 \Delta) u \times u = -\text{grad} \, p,
$$

$$
\text{div} \, u = 0,
$$

(1.1)
where $u(t, x)$ is the velocity vector field, $p(t, x)$ is the scalar pressure, and $\alpha, \nu$ are positive constants. Formally, as $\alpha \to 0$, the Navier-Stokes equations are recovered.

Although the system (1.1) has been widely studied in the mathematics literature (see [13], [12], [24], [15], [38], [35], and the many references therein), its complicated nonlinearity, mixed temporal-spatial differential operators, and incompressibility constraint have caused difficulties for traditional analytic techniques, and the following fundamental problems have remained open: Lagrangian boundary conditions, local existence and uniqueness of smooth-in-time solutions for the inviscid ($\nu = 0$) problem in dimension three, viscosity independent time intervals of existence, and the regular limit of zero viscosity in fluid domains with boundary. In this paper, we shall state three main theorems which solve these problems. Our method is geometric, and relies heavily on properties of certain nonlinear operators between sections of infinite-dimensional Hilbert bundles over new subgroups of the volume-preserving diffeomorphism group.

We have been motivated to study the equation (1.1) because of the remarkable fact that the recently developed averaged Euler equation or Euler-$\alpha$ equation (see, for example, [25], [26], [39], [29], [30]), which was introduced as an LES\(^1\)-type mathematical model for incompressible fluid flow, is mathematically identical to the second-grade fluids equation with zero viscosity; with viscosity present (1.1) is known as the averaged Navier-Stokes equation. This coincidence is completely surprising because the parameter $\alpha$ in the Rivlin-Ericksen hierarchy represents a material parameter measuring the elastic response of the fluid, while this parameter in the averaged Euler-formulation denotes a spatial length scale. In yet another striking coincidence, the equation (1.1) exactly coincides with the vortex blob numerical algorithm introduced by Chorin in [11] with a particular choice of smoothing function. Irregardless of the context in which (1.2) is considered, solutions of this equation with sufficiently small $\alpha$ are able to qualitatively reproduce the behaviour of the large scale flow (spatial scales larger than $\alpha$) for high-Reynolds number incompressible fluids, while filtering or averaging over the small-scales [34] [10]. As a result this model is better suited for numerical simulations of complex fluid flow and turbulence [22]. We study the analytic and geometric properties of this fluid motion.

We first generalize the system of equations (1.1) from $\mathbb{R}^n$ to the setting of a $C^\infty$ compact oriented $n$-dimensional Riemannian manifold with $C^\infty$ boundary, $(M, g)$. Letting $\nabla$ denote the Levi-Civita covariant derivative, (1.1) becomes

$$\frac{\partial}{\partial t}(1 - \alpha^2 \triangle_r)u - \nu \triangle_r u + \nabla u(1 - \alpha^2 \triangle_r)u - \alpha^2 (\nabla u)^t \cdot \triangle_r u = -\text{grad } p,$$

$$\text{div } u = 0, \quad u(0) = u_0,$$

$$\alpha > 0, \quad \triangle_r = -(d\delta + \delta d) + 2\text{Ric}, \quad (1.2)$$

together with one of the following three boundary conditions:

(a) Dirichlet or no-slip: $u = 0$ on $\partial M$,
(b) Neumann or free-slip: $g(u, n) = 0$ and $(\nabla_n u)^\text{tan} + S_n(u) = 0$ on $\partial M$,
(c) mixed: $u = 0$ on $\Gamma_1$, and $g(u, n) = 0$, $(\nabla_n u)^\text{tan} + S_n(u) = 0$ on $\Gamma_2$, where $\partial M = \Gamma_1 \cup \Gamma_2$, $\Gamma_1 = \partial M/\Gamma_2$, and the sets $\Gamma_1, \Gamma_2$ are disjoint.

On a Riemannian manifold, there is always more than one choice for the correct “Laplacian” on vector fields or 1-forms. Our Laplacian $\triangle_r$ is the operator $L = -2\text{Def}^*\text{Def}$ acting on

---

\(^1\)LES stands for Large Eddy Simulation and constitutes a class of models that average over the small scales of the fluid which cannot be resolved computationally.
divergence-free vector fields (or coexact 1-forms), where the (rate of) deformation tensor is given by
\[ \text{Def}(u) = \frac{1}{2}(\nabla u + \nabla u^t) = \frac{1}{2} \mathcal{L}_u g, \quad \mathcal{L} = \text{Lie derivative}, \]
and \( \text{Def}^* \) is the \( L^2 \) formal adjoint of \( \text{Def} \). Other possible choices are the Hodge Laplacian \( \Delta = (d\delta + \delta d) \) or the rough Laplacian \( \Delta = \text{Tr}\nabla\nabla \), but the boundary conditions (a)-(c) insist upon our choice \( \mathcal{L} \). Note that
\[ (\nabla_n u)^\text{tan} + S_n(u) = [\text{Def}(u) \cdot n]^\text{tan} \]
for vector fields \( u \) which are tangential to \( \partial M \).

**Further Notation.** For each \( x \in \partial M \), the \( g \)-orthogonal bundle splitting \( T_x M = T_x \partial M \oplus N_x \) induces the Whitney sum
\[ TM|_{\partial M} = T\partial M \oplus_g N, \]
where \( N \) is the normal bundle, \( N = \cup_{x \in \partial M} N_x \downarrow \partial M \).

Letting \( \pi : E \to M \) be a vector bundle over \( M \) (or over \( \partial M \)), we denote the \( H^s \) sections of \( E \) by \( H^s(E) \) and for all \( \eta \in D^s \), we set \( H^s_\eta(E) := \{ U \in H^s(M,E) \mid \pi \circ U = \eta \} \).

For any vector bundle \( E \) over a base manifold \( M \), we shall often make use of the notation \( E_m \downarrow M \) to denote \( E \), where \( E_m \) is the fiber over \( m \in M \).

We use \( R \) to denote the Riemannian curvature operator of \( \nabla \). The Ricci curvature as a bilinear form is given by
\[ \text{Ric}(x,y) = \text{Tr} \ g(\text{Ric}(x),y), \]
with the associated linear operator \( \text{Ric} : T_x M \to T_x M \) given by \( g(\text{Ric}(x),y) = \text{Ric}(x,y) \).

If \( \eta \in H^s(M,M) \), then the tangent mapping \( T\eta \) is in \( H^{s-1}(M,T^* M \otimes \eta^*(T M)) \). If \( w \in T_x M \), then in a local chart, \( T\eta(x) \cdot w = (\eta(x), D\eta(x) \cdot w) \) where \( D \) is the matrix of partial derivatives of \( \eta \) with respect to the coordinate chart.

We shall use the symbol \( \mathcal{L} \) to denote the Lie derivative, \( d \) for the exterior derivative on \( \Lambda^k(M) \), the differential \( k \)-forms on \( M \), and \( \delta \) for its formal adjoint with respect to the \( L^2 \) pairing. For a vector field \( u \) on \( M \), \( \nabla u^t \) shall denote the transpose of \( \nabla u \) with respect to \( g \).

The Hodge Laplacian on differential \( k \)-forms is \( \Delta = -(d\delta + \delta d) \), and
\[ \Delta_r = \Delta + 2\text{Ric}. \]

When we wish to explicitly convert between vector fields and 1-forms, we shall use the musical maps \( \flat : TM \to T^* M \) and \( \sharp : T^* M \to TM \); for example, if \( u \) is a vector field on \( M \), then \( u^\flat \) is the associated 1-form.

### 2. Main Results

We prove the existence of smooth-in-time classical solutions to (1.2) by transforming the Eulerian equation given above into a Cauchy problem for the Lagrangian flow map on any one of three subgroups of \( D^s_\mu \), the topological group consisting of Hilbert \( H^s \)-class volume-preserving diffeomorphism of \( M \) with \( H^s \) inverses. Our first theorem proves the existence of these subgroups.

**Theorem 1.** We take \( s > \frac{n}{2} + 1 \). For \( \eta \in D^s_\mu \), let \( T\eta \) denote its tangent map, i.e., the Frechet derivative of \( \eta \) thought of as bundle map. Let \( n \) denote the outward-pointing normal
field along the boundary $\partial M$, and let $S_{n}: T\partial M \to T\partial M$ denote the Weingarten map so that
\[ g(S_{n}(u), v) = H_{n}(u, v) = -g(\nabla u, n), \quad u, v \in H^{s-\frac{1}{2}}(T\partial M), \]
where $H_{n}$ is the second fundamental form of $\partial M \subset M$. Define the sets
\[ \mathcal{D}_{s,N} = \{ \eta \in \mathcal{D}_{s} \mid T\eta|_{\partial M} \cdot n \in H^{s-3/2}_{\eta}(N), \text{ for all } n \in H^{s-1/2}(N) \}, \]
\[ \mathcal{D}_{s,D} = \{ \eta \in \mathcal{D}_{s} \mid \eta|_{\partial M} = e \}, \]
and
\[ \mathcal{D}_{s,mix} = \{ \eta \in \mathcal{D}_{s} \mid \eta \text{ leaves } \Gamma_{1} \text{ invariant, } \eta|_{\Gamma_{1}} = e, \]
\[ T\eta|_{\Gamma_{2}} \cdot n \in H^{s-3/2}(N|\Gamma_{2}), \text{ for all } n \in H^{s-1/2}(N|\Gamma_{2}) \}, \]
where we suppose that $M, \partial M$ are $C^{\infty}$, that $\Gamma_{1}$ and $\Gamma_{2}$ are two disjoint subsets of $\partial M$ such that if $m_{0} \in \Gamma_{i}$ ($i = 1, 2$), a local chart $U$ (in $\overline{M}$) about $m_{0}$ can be chosen so that $\overline{U} \cap \partial M \subset \Gamma_{i}$; furthermore, we assume that $\Gamma_{1} = \partial M/\Gamma_{2}$ and that $\partial M = \Gamma_{1} \cup \Gamma_{2}$.

Then $\mathcal{D}_{s,D}, \mathcal{D}_{s,N},$ and $\mathcal{D}_{s,mix}$ are all $C^{\infty}$ subgroups of $\mathcal{D}_{s}$, and the tangent space at the identity of these groups is given by
\[ T_{e}\mathcal{D}_{s,N} = \{ u \in T_{e}\mathcal{D}_{s} \mid (\nabla u|_{\partial M})^{\tan} + S_{n}(u) = 0 \in H^{s-3/2}(T\partial M) \text{ for all } n \in H^{s-1/2}(N) \}, \]
\[ T_{e}\mathcal{D}_{s,D} = \{ u \in T_{e}\mathcal{D}_{s} \mid u|_{\partial M} = 0 \}, \]
and
\[ T_{e}\mathcal{D}_{s,mix} = \{ u \in T_{e}\mathcal{D}_{s} \mid (\nabla u|_{\partial M})^{\tan} + S_{n}(u) = 0 \in H^{s-\frac{3}{2}}(T\Gamma_{2}) \text{ for all } n \in H^{s-\frac{1}{2}}(N|\Gamma_{2}) \text{ and } u|_{\Gamma_{1}} = 0 \}. \]

We also form the corresponding sets $\mathcal{D}_{s,N}^{t}, \mathcal{D}_{s,D}^{t},$ and $\mathcal{D}_{s,mix}^{t}$ which do not have the volume-preserving constraint imposed. These sets are $C^{\infty}$ subgroups of the full diffeomorphism group $\mathcal{D}_{s}$, and have the analogous tangent spaces at the identity without the divergence-free constraint.

We call the groups $\mathcal{D}_{s,D}, \mathcal{D}_{s,N},$ and $\mathcal{D}_{s,mix}$, the Dirichlet, Neumann, and mixed volume-preserving diffeomorphism groups. Theorem 2 allows us to do smooth calculus on these spaces. We can thus transform the rather complicated evolution equation (1.2) to a simpler Cauchy problem for the Lagrangian flow on these spaces. In this article, we shall prove results for the case of the group $\mathcal{D}_{s,D}$, as the no-slip conditions have been of most interest in the literature. We are able to prove the following result.

**Theorem 2.** Set $s > (n/2) + 1$, and let $\langle \cdot, \cdot \rangle$ denote the right invariant metric on $\mathcal{D}_{s,D}$ given at the identity by
\[ \langle X, Y \rangle_{e} = \langle X, Y \rangle_{L^{2}} + \alpha^{2} \langle E_{X g}, E_{Y g} \rangle_{L^{2}}. \]

\(^{2}\)By setting $\partial M = \emptyset$, all of our results hold for boundaryless compact oriented $n$ dimensional Riemannian manifolds.
For \( u_0 \in T_\epsilon \mathcal{D}_\mu^s \), there exist intervals \( I = (-T, T) \) and \( \bar{I} = [0, T) \), depending on \( |u_0|_s \), and a unique geodesic \( \dot{\eta} \) of \( \langle \cdot, \cdot \rangle \) with initial data \( \eta(0) = e \) and \( \dot{\eta}(0) = u_0 \) such that

\[
\dot{\eta} \text{ is in } C^\infty(I, T\mathcal{D}_\mu^s)
\]

and has \( C^\infty \) dependence on the initial velocity \( u_0 \).

The geodesic \( \eta \) is the Lagrangian flow of the time-dependent vector field \( u(t, x) \) given by

\[
\partial_t \eta(t, x) = u(t, \eta(t, x)),
\]

and

\[
u \in C^0(I, V^s_\mu) \cap C^1(I, V^{s-1}_\mu)
\]

uniquely solves (1.2) with \( \nu = 0 \), and depends continuously on \( u_0 \).

Furthermore, if for \( r \geq 1 \), we set \( V^r_\mu = \{ u \in H^s(TM) \cap H^1_0(TM) \mid \text{div} \ u = 0 \} \), then

\[
u' \in C^0(I, V^s_\mu) \cap C^1(I, V^{s-1}_\mu)
\]

is the unique solution of (1.2) for \( \nu > 0 \), depends continuously on \( u_0 \), and \( T \) is independent of the viscosity \( \nu \).

This is the first analytic result for solutions of (1.2) with or without viscosity that gives smooth evolution curves and smooth dependence on initial data (c.f., [13], [12] and [24]).

**Corollary 1.** In the case that the dimension of \( M \) is equal to two, \( T = \infty \) and does not depend on \( \nu \).

**Proof.** When \( u \) is thought of as a 1-form field on \( M \), (1.2) may be reexpressed as

\[
\partial_t (1 - \alpha^2 \Delta_r) u + \mathcal{L}_u (1 - \alpha^2 \Delta_r) u = -d\hat{p}.
\]

Taking the exterior derivative of this equation and setting \( q(t, x) = d(1 - \alpha^2 \Delta_r) u(t, x) \) yields the vorticity equation

\[
\partial_t q + \mathcal{L}_u q = 0.
\]

On two-dimensional manifolds, we may identify the 2-form \( q \) with its scalar density, in which case the above equation takes the particularly simple form

\[
\partial_t q(t, x) + g(u(t, x), \text{grad } q(t, x)) = 0,
\]

\[
\text{div } u = 0, \quad u = 0 \text{ on } \partial M,
\]

\[
q(0) = d(1 - \alpha^2 \Delta_r) u_0,
\]

with the corresponding weak form

\[
\int_\mathbb{R} \int_M (q(t, x) \cdot \partial_t \phi(t, x) + g(q(t, x) u(t, x), \text{grad } \phi(t, x))) \mu(x) dt = 0 \tag{2.1}
\]

for all \( \phi \in C^\infty(\mathbb{R} \times M) \). Equation (2.1) is equivalent to the pointwise conservation of vorticity along the Lagrangian trajectory

\[
q_t \circ \eta_t = q_0; \tag{2.3}
\]

this is, of course, just the coadjoint action of \( \mathcal{D}_\mu^s \) acting on \( T_\epsilon \mathcal{D}_\mu^s \) by right composition.
Theorem 2 gives a time interval $[-T, T]$ of existence of solutions to (2.1) for $u_0 \in V^3$. This, in turn, gives the existence of a weak solution $q$ in $L^2(TM)$. The conservation law (2.3) yields the Casimirs

$$\int_M q^n \mu, \ n = N.$$ 

Thus, we have that $\|q(t, \cdot)\|_{L^2(M)}$ is a conserved quantity, and by standard elliptic estimates we have that $\|u(t, \cdot)\|_{H^3(TM)} \leq K$ for all $t$. Thus, the $H^3$-norm of $u(t, \cdot)$ does not blow up, so $T = \infty$.

The usual bootstrap argument now yields the result for $u_0 \in V^s, s > 3$.

This corollary is certainly not sharp, but rather demonstrates the ease with which one obtains global-in-time solutions for (1.2) in 2D for smooth enough initial data; the proof of global existence for 2D Euler is much more difficult, because one must rely on $L^\infty$ control of vorticity and very careful $L^p$ estimates relying on quasi-Lipschitz inequalities.

For (2.2), unique global solutions exist even for point-vortex initial data in the space of Radon measures [36]. Thus, one can solve a point-vortex ODE and generate a unique global PDE solution. This is not known to be the case for the point-vortex ODE associated with the 2D Euler equation, for which the least regular initial data that gives weak solutions is a vortex sheet (see [14]).

As a consequence of $T$ being independent of the viscosity $\nu$ for solutions to (1.2), we immediately obtain the following:

**Corollary 2.** For $s > (n/2) + 1$, solutions $u^\nu$ of (1.2) converge regularly to the inviscid solutions $u$ as $\nu \to 0$. Furthermore, letting $u^\nu = \partial_t \eta^\nu \circ \eta^{-1}$, the viscous Lagrangian flow $\eta^\nu$ converges regularly in the $H^s$ topology to the geodesic flow $\eta$ of the right invariant metric $\langle \cdot, \cdot \rangle$.

This result states that we can generate smooth-in-time solutions to (1.2) with $\nu = 0$ by obtaining a sequence of viscous solutions with $\nu$ tending to zero. Locally Lipschitz solutions were generated in [29], so this result provides a significant improvement. Thus, our result proves that the flow of the averaged Navier-Stokes equation converges to the flow of the averaged Euler equation even in the presence of boundaries. This is in agreement with the scaling arguments of Barenblatt-Chorin (see, for example, the second paragraph of [6]).

We remark that traditional techniques, employed in [13, 12], have crucially relied on viscosity to obtain existence of classical solutions. The critical estimates in those papers have $1/\nu$ bounds, which prevent a limit of zero viscosity result.

The viscous term in (1.2) is given by $-\nu \Delta u$, and is derived from a rather deep constitutive theory for simple materials [35]. It is possible, however, to study this system on domains without boundary, with stronger forms of viscosity. For example, on the three-dimensional torus, the article [21] uses the dissipative term $-\nu \Delta(1 - \alpha^2 \Delta)u$ instead, which is strong enough to guarantee global-in-time existence and uniqueness. Following the product formula approach developed in [17], we can prove a regular limit of zero viscosity for this type of dissipation as well. For the following, which is Theorem 13.1 in [17], we assume that $M$ has no boundary.

**Proposition 1.** Let $B : T\mathcal{D}_\mu^s \to T^2\mathcal{D}_\mu^s$ be the $C^\infty$ geodesic spray of the metric $\langle \cdot, \cdot \rangle_1$. For each $s > (n/2) + 1$ and $\sigma \geq 2$, let $T : T_e\mathcal{D}_\mu^s \to T_e\mathcal{D}_\mu^{s-\sigma}$ be a bounded linear map that generates
a strongly-continuous semi-group $F_t : T_eD^s_{\mu} \to T_eD^s_{\mu}$, $t \geq 0$, and satisfies $\|F_t\|_s \leq e^{\beta t}$ for some $\beta > 0$ and some $s$. Extend $F_t$ to $TD^s_{\mu}$ by

$$\tilde{F}_t(X_\eta) = TR_\eta \cdot F_t \cdot TR_{\eta^{-1}}(X_\eta)$$

for $X_\eta \in T_\eta D^s_{\mu}$, and let $\tilde{T}$ be the vector field $\tilde{T} : TD^s_{\mu} \to T^2D^s_{\mu,0}$ associated to the flow $\tilde{F}_t$.

Then $B + \nu \tilde{T}$ generates a unique local uniformly Lipschitz flow on $TD^s_{\mu}$ for $\nu \geq 0$, and the integral curves $\eta'(t)$ with $\eta'(0) = e$ extend for a fixed time $\tau > 0$ independent of $\nu$ and are unique. Further,

$$\lim_{\nu \to 0} \eta'(t) = \eta^0(t)$$

for each $t$, $0 \leq t < \tau$, the limit being in the $H^s$ topology, $s > (n/2) + 1 + 2\sigma$. In particular, this holds for $\sigma = 2$, and $\mathcal{T} = -\Delta_r$.

By inverting $(1 - \alpha^2 \Delta_r)$ in (1.2) we see that the dissipation is exactly of the form $-\nu \Delta_r u$, and that this operator with Dirichlet boundary data generates a strongly continuous semigroup. Setting the nonlinear operator $B$ to equal the geodesic spray of (1.2), which is $C^\infty$ by Theorem 2 we have proven the following:

**Corollary 3.** For $s > \frac{n}{2} + 5$ and boundaryless manifolds $M$, solutions to

$$\begin{align*}
\partial_t(1 - \alpha^2 \Delta_r)u - \nu(1 - \alpha^2 \Delta_r)\Delta_r u + \nabla u(1 - \alpha^2 \Delta_r)u - \alpha^2(\nabla u)^t \cdot \Delta_r u &= -\text{grad } p, \\
\text{div } u &= 0, \quad u(0) = u_0,
\end{align*}$$

converge regularly in $H^s$ to solutions of the inviscid equation with $\nu = 0$.

Theorem 2 also provides interesting geometric corollaries. We define the Riemannian exponential map $\text{Exp}_e : T_eD^s_{\mu,D} \to D^s_{\mu,D}$ of the right invariant metric $\langle \cdot, \cdot \rangle$ by $\text{Exp}_e(tu) = \eta(t)$, where $t > 0$ is sufficiently small, and $\eta(t)$ is the geodesic curve on $D^s_{\mu,D}$ emanating from $e$ with initial velocity $u$. Because the above theorem guarantees that geodesics of $\langle \cdot, \cdot \rangle$ have $C^\infty$ dependence on initial data, $\text{Exp}_e$ is well defined, satisfies $\text{Exp}_e(0) = e$, and so by the inverse function theorem we obtain

**Corollary 4.** For $s > (n/2) + 1$, the Riemannian exponential map $\text{Exp}_e : T_eD^s_{\mu,D} \to D^s_{\mu,D}$ is a local diffeomorphism, and two elements $\eta_1$ and $\eta_2$ of $D^s_{\mu,D}$ that are in a sufficiently small neighborhood of $e$ can be connected by a unique geodesic of $\langle \cdot, \cdot \rangle$ in $D^s_{\mu,D}$.

Note that for the $L^2$ right invariant metric on $D^s_{\mu}$ whose geodesic flow gives solutions to the Euler equations, the analogous local result was obtained by Ebin-Marsden [17], but Shnirelman [40] has shown that this local result does not hold globally. Namely, when $M$ is the unit cube in $\mathbb{R}^3$, he proved the existence of fluid configurations which cannot be connected to the identity by an energy minimizing curve. This has motivated the construction of generalized flows; Brenier [7] has recently constructed Young measure-valued flows that are both Lagrangian and Eulerian in character, and which give weak solutions to the Euler equations in the sense of connecting any two fluid configurations (again on the unit cube in $\mathbb{R}^3$). The construction of such weak solutions for the weak form of (1.2), given on the flat three-torus $\mathbb{T}^3$, by

$$\int_0^T \int_{\mathbb{T}^3} \{ -u \cdot \partial_t \phi - u \otimes u : \nabla \phi$$
\[ + \alpha^2 \left[ \nabla u \cdot \nabla u^t + \nabla u \cdot \nabla u - \nabla u^t \cdot \nabla u \right] : \nabla (1 - \alpha^2 \Delta)^{-1} \phi \] 

for all \( \phi \in C^\infty([0, T] \times \mathbb{T}^3) \) with \( \text{div} \phi = 0 \), is the subject of ongoing research. In this setting, one generates weak solutions whose distributional derivatives are Young measures.

The last corollary of Theorem 2 which we shall state concerns the behavior of the exponential map. Note that while the group exponential map is only \( C^0 \) and does not cover a neighborhood of the identity, the Riemannian exponential map on \( D_{\mu, D}^s \) is smooth by Theorem 3, so that in conjunction with the fact that the right multiplication map is \( C^\infty \), the topological group \( D_{\mu, D}^s \) looks very much like a Lie group. As a consequence of the smoothness of \( \exp \) and the proof of Theorem 12.1 in [7], geodesics of \( \langle \cdot, \cdot \rangle \), which are the solutions of \( (1.2) \) with \( \nu = 0 \), instantly inherit the regularity of the initial data. Thus,

**Corollary 5.** For \( s > \frac{n}{2} + 1 \), let \( \eta(t) \) be a geodesic of the right invariant metric \( \langle \cdot, \cdot \rangle \) on \( D_{\mu, D}^s \), i.e. \( \eta(t) = t \eta \) and \( \mu, \nu \) is the unique solution of \( (1.2) \) with \( \nu = 0 \). If \( \eta(0) \in D_{\mu, D}^s \) and \( \eta(t) \in T_{\eta(0)} D_{\mu, D}^{s+k} \) for \( 0 \leq k \leq \infty \), then \( \eta(t) \) is \( H^{s+k} \) for all \( t \in I \).

Our final theorem is geometric and concerns the existence of the weak Levi-Civita covariant derivative on \( D_{\mu, D}^s \) of the the weak right invariant metric \( \langle \cdot, \cdot \rangle \), as well as its Riemannian curvature operator.

Because the metric \( \langle \cdot, \cdot \rangle \) is equivalent to an \( H^1 \) metric by Korn’s inequality, it induces a weak topology relative to the strong \( H^s \) topology, \( s > \frac{n}{2} + 1 \), of \( D_{\mu, D}^s \). In general, there does not exist a weak covariant derivative operator associated to a weak metric, nor a bounded Riemannian curvature operator. Thanks to Theorem 3, however, these structures do indeed exist.

**Theorem 3.** Extending \( X, Y, Z, \eta \in T_{\eta} D_{\mu, D}^s, \eta \in D_{\mu, D}^s \), to smooth vector fields \( X, Y, Z \) on \( D_{\mu, D}^s \), there exists a right invariant unique Levi-Civita covariant derivative \( \nabla \) of \( \langle \cdot, \cdot \rangle \) on \( D_{\mu, D}^s \) given by

\[
\nabla_X Y(\eta) = \left\{ \mathcal{P} \circ \left[ \partial \eta(\eta) + \nabla \eta^{-1}ight] \right\} \eta,
\]

where \( \mathcal{P} \) and \( \mathcal{R} \) are given by polarization of the operators \( \mathcal{U} \) and \( \mathcal{R} \), respectively, defined by

\[
\mathcal{U}(u) = \alpha^2 (1 - \alpha^2 \mathcal{L})^{-1} \left\{ \text{div} \left[ \nabla u \cdot \nabla u^t + \nabla u \cdot \nabla u - \nabla u^t \cdot \nabla u \right] + \text{grad} \text{Tr}(\nabla u \cdot \nabla u) \right\}
\]

\[
\mathcal{R}(u) = \alpha^2 (1 - \alpha^2 \mathcal{L})^{-1} \left\{ \text{Tr} \left[ \nabla (R(u, \cdot)) u + R(u, \cdot) \nabla u + R(\nabla u, \cdot) u \right]
\right.
\]

\[
+ \text{grad} \text{Ric}(u, u) - (\nabla u \text{Ric}) \cdot u + \nabla u^t \cdot \text{Ric}(u) \}
\]

and where for \( r \geq 1 \), \( \mathcal{P}_e : H^r(TM) \cap H_0^1(TM) \rightarrow V_\mu^r \) is the \( \langle \cdot, \cdot \rangle_e \)-orthogonal projection given by

\[
\mathcal{P}_e(F) = v
\]

where \( v \in V_\mu^r \) is the unique solution of the Stokes problem

\[
(1 - \mathcal{L})v + \text{grad} p = (1 - \mathcal{L})F, \quad \text{div} v = 0, \quad v = 0 \text{ on } \partial M.
\]
For right-invariant vector fields $X, Y$ on $D_{\mu,D}^s$ which are completely determined by there value at the identity $X_e, Y_e$,

$$\tilde{\nabla}X Y(e) = \mathcal{P}_e \circ \left[ \nabla_{X_e} Y_e + \frac{1}{2} (\mathfrak{h}(X_e, Y_e) + \mathfrak{R}(X_e, Y_e)) \right].$$

Finally, define the weak Riemannian curvature tensor

$$\tilde{R}_\eta : [T_\eta D_{\mu,D}^s]^3 \to T_\eta D_{\mu,D}^s$$

by

$$\tilde{R}_\eta(X_\eta, Y_\eta)Z_\eta = \left( \tilde{\nabla}_Y \tilde{\nabla}_X Z \right)_\eta - \left( \tilde{\nabla}_X \tilde{\nabla}_Y Z \right)_\eta + \left( \tilde{\nabla}_{[X,Y]} Z \right)_\eta, \; \eta \in D_{\mu,D}^s.$$

Then for $s > (n/2) + 2$, $\tilde{R}$ is right invariant and continuous in the $H^s$ topology.

Since the weak curvature operator $\tilde{R}$ is bounded in $H^s$ for $s > \frac{n}{2} + 2$, the fundamental existence and uniqueness theorem for ordinary differential equations provides us with the following:

**Corollary 6.** For $s > (n/2) + 2$ and $y, \dot{y} \in T_\eta D_{\mu,D}^s$, there exists a unique $H^s$ vector field $Y(t)$ along a geodesic curve $\eta$ of $\langle \cdot, \cdot \rangle$ which is solution to the Jacobi equation

$$\tilde{\nabla}_\eta \tilde{\nabla}_\eta Y + \tilde{R}_\eta(\dot{\eta}, Y)\dot{\eta} = 0, \; Y(0) = y, \; \tilde{\nabla}_\eta Y(0) = \dot{y}.$$

Because the geodesic flow $\eta$ of the right invariant metric $\langle \cdot, \cdot \rangle$ on $D_{\mu,D}^s$ is the solution of (1.2) with $\nu = 0$, and since Jacobi’s equation is the linearization of the geodesic flow, Corollary 8 proves existence and uniqueness of (1.2), linearized about a solution $u = \partial_\eta \eta \circ \eta^{-1}$.

We are thus able to follow Arnold [4], and study the Lagrangian stability of our solutions, by studying the curvature of our infinite-dimensional group. Positive curvature indicates stable motion, while negative curvature implies exponential divergence of trajectories.

Since this system, thought of as the averaged Euler equation, averages over the small-scale fluid motion, one might hope that solutions of (1.2) might have nicer stability properties than solutions to the Euler equations. Geometrically, this implies that as $\alpha$ is increased away from zero, the sectional curvatures which are negative for Euler flow flip sign and become positive. Indeed, this seems to be the case; we give a simple example.

We consider periodic two-dimensional motion, so the configuration space is the group of volume-preserving diffeomorphisms of the two-torus $\mathbb{T}^2$. Consider the parallel sinusoidal steady flow given by the stream function $\xi = \cos(k, x)$ and let $\psi$ be any other vector of the tangent space at $e$, i.e., $\psi = \sum x_i e_i$, where $x_{-l} = \bar{x}_l$. Then, a corollary of this theorem states that the curvature of the group $D_{\mu}(T^2)$ in any two-dimensional plane containing the direction $\xi$ is non-positive and is given by

$$K_{\xi\psi} = \frac{S}{4} \sum_l a_{kl}^2 |x_l + x_{l+2k}|^2,$$

where $a_{kl} = \frac{(k \times l)^2}{|k + l|}$, $k \times l = k_1 l_2 - k_2 l_1$ is the (oriented) area of the parallelogram spanned by $k$ and $l$, and $S$ is the area of the torus. Then, a corollary of this theorem states that the curvature in the plane defined by the stream functions $\xi = \cos(k, x)$ and $\psi = \cos(l, x)$ is

$$K_{\xi\psi} = -(k^2 + l^2) \sin^2 \beta \sin^2 \gamma / 4S,$$
where $\beta$ is the angle between $k$ and $l$, and $\gamma$ is the angle between $k+l$ and $k-l$. Recall that these are the curvatures with respect to the right invariant $L^2$ metric.

Now using the right invariant metric $\langle\cdot,\cdot\rangle$ on $D^*_{\mu}(T^2)$, one can prove the following result: \footnote{This result was obtained together with Sergey Pekarsky.} Let $\tilde{K}(\xi,\psi)$ denote the sectional curvature on $D^*_{\mu}(T^2)$ with the right invariant metric $\langle\cdot,\cdot\rangle$, where $\xi = \cos(k,x)$ and $\psi = \cos(l,x)$. For $|\varepsilon|$ sufficiently small, let $l = k + \varepsilon$. Then for any $k$, there exists $0 < \alpha_0(k) < 1$, such that for all $\alpha > \alpha_0(k)$, $\tilde{K}(\xi,\psi) > 0$.

### 3. Review of the Hilbert manifold of maps and diffeomorphism groups

Let us briefly recall some facts concerning the geometry of the manifold of maps between two Riemannian manifolds. We refer the reader to [37], [18], and [19] for a comprehensive treatment of this subject. Let $(M,g)$ be a $C^\infty$ compact oriented $n$-dimensional Riemannian manifold with boundary, and let $(N,h)$ denote a $p$-dimensional compact oriented boundaryless Riemannian manifold. By Sobolev’s embedding theorem, when $s > n/2 + k$, the set of Sobolev mappings $H^s(M,N)$ is a subset of $C^k(M,N)$ with continuous inclusion, and so for $s > n/2$, an $H^s$-map of $M$ into $N$ is pointwise well-defined. Mappings in the space $H^s(M,N)$ are those whose first $s$ distributional derivatives are square integrable in any system of charts covering the two manifolds.

For $s > n/2$, the space $H^s(M,N)$ is a $C^\infty$ differentiable Hilbert manifold. Let $\exp: TN \to N$ be the exponential mapping associated with $h$. Then for each $\phi \in H^s(M,N)$, the map $\omega_{\exp} : T_\phi H^s(M,N) \to H^s(M,N)$ is used to provide a differentiable structure which is independent of the chosen metric, where $\omega_{\exp}(v) = \exp\circ v$, and $T_\phi H^s(M,N) = \{u \in H^s(M,TN) \mid \pi \circ u = \phi\}$, where $\pi : TN \to N$.

When $\partial M \neq \emptyset$, the set $H^s(M,M)$ is not a smooth manifold. We can, however, embed $\tilde{M}$ into its double $\tilde{M}$, a compact boundaryless manifold of the same dimension, extending the metric $g$ to $\tilde{M}$. Using the above construction, we form the $C^\infty$ manifold $H^s(M,\tilde{M})$. Then for $s > (n/2) + 1$, the set

$$D^s = \{\eta \in H^s(M,\tilde{M}) \mid \eta \text{ is bijective, } \eta^{-1} \in H^s(M,\tilde{M}), \eta \text{ leaves } \partial M \text{ invariant}\}$$

is an open subset of $H^s(M,\tilde{M})$. By choosing a metric on $\tilde{M}$ for which $\partial M$ is a totally geodesic submanifold, the above construction provides $D^s$ with a $C^\infty$ differentiable structure (see [17] for details). For each $\eta \in D^s$, the tangent space at $\eta$ is given by

$$T_\eta D^s = \{u \in H^s(M,TM) \mid \pi \circ u = \eta, \ g(u \circ \eta^{-1},n) = 0 \text{ on } \partial M\}$$

and the vector space $T_\eta D^s$ consists of the $H^s$ class vector fields on $M$ which are tangent to $\partial M$.

Let $\mu$ denote the Riemannian volume form on $M$, and let

$$D^s_\mu := \{\eta \in D^s \mid \eta^*(\mu) = \mu\}$$

be the subset of $D^s$ whose elements preserve $\mu$. As proven in [17], the set $D^s_\mu$ is a $C^\infty$ subgroup of $D^s$ for $s > (n/2)+1$. We call $D^s_\mu$ the group of volume preserving diffeomorphisms of class $H^s$. The tangent space at $\eta \in D^s_\mu$ is given by

$$T_\eta D^s_\mu = \{u \in H^s(M,TM) \mid \pi \circ u = \eta, \ g(u \circ \eta^{-1},n) = 0 \text{ on } \partial M\}.$$
\[ \text{div}(u \circ \eta^{-1}) = 0 \],

so that the vector space \( T_e \mathcal{D}_\mu^s \) consists of divergence-free \( H^s \) class vector fields on \( M \) that are tangent to \( \partial M \).

We have the following standard composition lemma:

**Lemma 1** (\( \omega \) and \( \alpha \) lemmas). For \( \eta \in \mathcal{D}^s \), right multiplication

\[ R_\eta : \mathcal{D}^s \to \mathcal{D}^s \ (H^s \to H^s), \ \zeta \mapsto \zeta \circ \eta, \ is \ C^\infty, \]

and for \( \eta \in \mathcal{D}^{s+r} \), left multiplication

\[ L_\eta : \mathcal{D}^s \to \mathcal{D}^s \ (H^s \to H^s), \ \zeta \mapsto \eta \circ \zeta, \ is \ C^r. \]

Finally, the inverse map \((\eta \mapsto \eta^{-1}) : \mathcal{D}^s \to \mathcal{D}^s\) is only \( C^0 \) and not even locally Lipschitz continuous. Thus, \( \mathcal{D}^s \) and \( \mathcal{D}^s_\mu \) are not Lie groups, but are \( C^\infty \) topological groups with \( C^\infty \) right translation.

4. **Proof of Theorem**

4.1. **The Neumann group** \( \mathcal{D}^s_{\mu,N} \). We begin by first establishing the result for \( \mathcal{D}^s_{\mu,N} \). We split the proof into three steps.

**Step 1. Bundles over** \( \mathcal{D}^s_\mu \) **and the transversal mapping theorem.**

Recall that a smooth map between Hilbert manifolds \( f : M_1 \to M_2 \) is transversal to a submanifold \( M_3 \) of \( M_2 \) if for all \( m \in f^{-1}(M_3) \), \( T f(m)(T_m M_1 + T_f(m)M_3) = T f(m)M_2 \).

The transversal mapping theorem asserts that \( f^{-1}(M_3) \) is a submanifold of \( M_1 \) if \( f \) is transversal to \( M_3 \).

Let us define the following infinite dimensional vector bundles over \( \mathcal{D}^s_\mu \):

\[ \mathcal{F} = H^{s-3/2}_{\eta}(TM|\partial M) \downarrow \mathcal{D}^s_\mu, \]
\[ \mathcal{E} = H^{s-3/2}_{\eta}(T\partial M) \downarrow \mathcal{D}^s_\mu, \]
\[ \mathcal{G} = \left[ H^{s-3/2}_{\eta}(TM|\partial M)^* \otimes H^{s-3/2}_{\eta}(T\partial M) \right] \downarrow \mathcal{D}^s_\mu. \]

For \( x \in \partial M \), let \( \Pi_x : T_x M \to T_x \partial M \) be the \( g \)-orthogonal projector, and define the section \( \Pi : \mathcal{D}^s_\mu \to \mathcal{G} \) pointwise by \( \Pi(\eta)(x) = \Pi_{\eta(x)} \), so that for all \( \eta \in \mathcal{D}^s_\mu \), \( \Pi(\eta) : H^{s-3/2}_{\eta}(TM|\partial M) \to H^{s-3/2}_{\eta}(T\partial M) \).

For \( n \in H^{s-1/2}(N) \), define the section of \( \mathcal{F} \), \( h_n : \mathcal{D}^s_\mu \to \mathcal{G} \), by

\[ h_n(\eta) = T_{\eta|\partial M} : n. \]

Finally, let \( f_n : \mathcal{D}^s_\mu \to \mathcal{E} \) denote the section of \( \mathcal{E} \) which is given by

\[ f_n = \Pi \circ h_n. \]

Then, the set \( \mathcal{D}^s_{\mu,N} \) is the inverse image of \( f_n \) acting on the zero section of \( \mathcal{E} \).

**Lemma 2.** The map \( f_n : \mathcal{D}^s \to \mathcal{E} \) is \( C^\infty \).

**Proof.** This follows from Lemma [], the trace theorem, and the fact that \( \Pi \) is smooth, as \( g \) and \( \partial M \) are \( C^\infty \).
Hence, by the transversal mapping theorem, to show that $\mathcal{D}^s_{\mu,N}$ is a $C^\infty$ subgroup of $\mathcal{D}^s_{\mu}$, we shall prove that $f_n$ is a surjection; this will provide $\mathcal{D}^s_{\mu,N}$ with smooth differentiable structure. That $\mathcal{D}^s_{\mu,N}$ is a $C^\infty$ subgroup then follows from the fact that $\mathcal{D}^s_{\mu,N}$ is trivially closed under right composition.

**Step 2. The covariant derivative of $f_n$.**

We use the symbol $\nabla$ to denote the weak Levi-Civita covariant derivative on sections of $\mathcal{F}$ and $\mathcal{G}$ (as obtained in Lemma 3). Following the methodology of Lemma 3, we compute that for all $\eta \in \mathcal{D}^s_{\mu}$ and $u \in T_\eta \mathcal{D}^s_{\mu}$, $\nabla_u h_\eta(\eta) \in \mathcal{F}_\eta = H^{s-3/2}(TM|\partial M)$ is given by

$$\nabla_u h_\eta(\eta) = \nabla_u u,$$

where $\nabla$ denotes the Levi-Civita covariant derivative in $\eta^*(TM)$.

Next, we compute the covariant derivative of the section $\Pi$ of $\mathcal{G}$. We shall denote the metric tensor $g$ evaluated at the point $\eta(x)$ by $g_\eta(x)$. Using the fact that $g$ is covariantly constant, and letting $(\cdot)^{\tan}$ denote the tangential component of a mapping $v : \partial M \to TM|\partial M$, we have that

$$g_\eta(x) \left( \left[ \nabla_u \Pi_\eta(x) \right] \cdot v(x), z(x) \right) = -g_\eta(x) \left( \left[ (\nabla_u v(x))^{\tan}, z(x) \right) \right)$$

$$-g_\eta(x) \left( \left[ (\nabla_u z(x))^{\tan}, v(x) \right) \right) - u \left[ g_\eta(x) \left( (v^{\tan}(x), z^{\tan}(x)) \right) \right]$$

(4.1)

where we use the notation: $u[f] = df \cdot u$ for any function $f \in C^1(M)$. It is clear that the operator $\nabla_u \Pi_\eta$ is self-adjoint with respect to $g$. By definition of the $g$-orthogonal projector $\Pi_\eta(x)$, we see that for all $x \in \partial M$,

$$g_\eta(x) \left( \Pi_\eta(x) \cdot w(x), \nu(x) \right) = 0, \quad \forall \ w \in \mathcal{F}_\eta, \nu \in H^{s-3/2}(N),$$

so that setting the map $v$ in equation (4.1) equal to the mapping $\nu$, and noting that the covariant derivative $\nabla$ on $\mathcal{G}$ is the functorial lift of $\nabla$, we obtain the formula

$$\nabla_u \Pi_\eta(x) \right) \left( \nu \right) = -\left( \nabla_u \nu \right)^{\tan} = S_\nu(u).$$

It follows that for all $\eta \in f_n^{-1}(0)$,

$$\nabla_u f_n(\eta) = \nabla_u \Pi_\eta \cdot h(\eta) + \Pi_\eta \nabla_u h(\eta)$$

$$= S_\nu(u) + (\nabla_n u)^{\tan} \in \mathcal{E}_\eta,$$

where $\nu = T_\eta|_{\partial M} \cdot n \in H^{s-3/2}(N)$.

**Step 3. $f_n$ is a surjection.**

It remains to show that for all $\eta \in f_n^{-1}(0)$, $\nabla f_n(\eta) : T_\eta \mathcal{D}^s_{\mu} \to \mathcal{E}_\eta$ is onto. Because right translation on $\mathcal{D}^s_{\mu}$ is a smooth operation, it suffices to find $u \in T_\epsilon \mathcal{D}^s_{\mu}$ such that $\nabla_u f_n(\epsilon) = w$ for any $w \in H^{s-3/2}(T\partial M)$. To do so, we shall solve the following elliptic boundary value problem: Find $(u, p) \in T_\epsilon \mathcal{D}^s_{\mu} \times H^{s-1}(M)/\mathbb{R}$ such that

$$(1 - \Delta_r)u + \text{grad} \ p = F, \quad \text{div} \ u = 0 \text{ in } M,$$

$$g(u, n) = 0, \quad \left( \nabla_n u \right)^{\tan} + S_n(u) = w \text{ on } \partial M,$$

(4.2)

where $F \in H^{s-2}(TM), w \in H^{s-3/2}(T\partial M), n \in H^{s-1/2}(N)$. 

We first define the space
\[ H^1_A(TM) = \{ v \in H^1(TM) | \text{div } v = 0 \text{ and } g(u, n) = 0 \text{ on } \partial M \}, \]
and establish the existence of a unique weak solution \( u \in H^1_A(TM) \) to (4.2). Let \( B : H^1_A(TM) \times H^1_A(TM) \to \mathbb{R} \) be the bilinear form given by
\[ B(u, v) = \int_M [g(u, v) + 2g(\text{Def } u, \text{Def } v)] \mu. \]

B is symmetric and by Korn’s inequality, which states that \( |u|_1 \leq C|\text{Def } u|_0 + C|u|_0 \) (see, for example, [12, Corollary 12.3]), there exists \( \beta > 0 \) such that \( \beta|u|_1 \leq B(u, u) \); hence, \( B \) is coercive with respect to \( H^1_A(TM) \). Let \( \mathfrak{F} : H^1_A(TM) \to \mathbb{R} \) be given by \( \mathfrak{F}(v) = \int_M g(F, v)\mu + \int_{\partial M} g(w, v)\mu_\partial. \) By the trace theorem, \( |\int_{\partial M} g(w, v)|_0 \leq C|w|_{L^2(\partial M)} \) \( |v|_1 \), so that together with the Cauchy-Schwartz inequality and the embedding \( H^1 \hookrightarrow L^2 \), we see that \( \mathfrak{F} \in H^1_A(TM)^* \). Hence, by the Lax-Milgram theorem, there exists a unique \( u \in H^1_A(TM) \) satisfying \( B(u, v) = \mathfrak{F}(v) \) for all \( v \in H^1_A(TM) \). This, in turn, uniquely determines \( p \in L^2(M)/\mathbb{R} \), as the solution of \( B(u, v) - \mathfrak{F}(v) = \int_M p \cdot \text{div } v \mu \) for all \( v \in H^1(TM) \) that satisfy \( g(u, n) = 0 \) on \( \partial M \). We have thus obtained a unique weak solution \( (u, p) \in H^1_A(TM) \times L^2(M)/\mathbb{R} \) of the boundary value problem (4.2).

Now, since
\[ 2\text{Def}^t\text{Def } u = -2\text{DivDef } u = -\Delta u - 2\text{Ric}(u), \]
we see that if \( u \in H^2(TM) \cap H^1_A(TM) \) satisfies
\[ B(u, v) = \mathfrak{F}(v), \quad \forall \ v \in H^1_A(TM), \]
then \( u \) is a solution of (4.2). We shall use an elliptic regularity argument to prove that \( u \) is in fact a classical \( H^s \) solution of (4.2).

Let \((U, \phi)\) coordinate chart on \( M \), and \( \chi \in C^\infty_0(U) \). Since \((1 - \Delta_x)\chi u = \chi((1 - \Delta_x)u) + [(1 - \Delta_x), \chi]u \), and since \([1 - \Delta_x], \chi \) is a first-order differential operator, our elliptic regularization of \( u \) can be localized to the chart \( U \). We can assume that \( U \) intersects \( \partial M \), for otherwise, standard interior regularity estimates can be applied. Let \( x^i \) denote the coordinates on \( U \) and set \( \partial_i = \partial/\partial x^i \). We may express the Hodge Laplacian \( \Delta \) on \( U \) as
\[ \Delta u = \Delta_{\text{loc}} + Y(u), \]
where \( \Delta_{\text{loc}} = g^{ij}(x)\partial_i \partial_j u \), and \( Y \) is a first order differential operator.

We consider the boundary value problem in \( U \) given by
\[ (1 - \Delta_{\text{loc}})u + \text{grad } p = F, \quad \text{div } u = \rho \text{ in } U, \]
\[ B_0(u) = 0, B_1(u) = w \text{ on } \partial U, \]
where \( B_0(u) = g(u, n) \), \( B_1(u) = 2[(Du + Du^t) \cdot n]|_{\text{tan}}, \) and \( Du \cdot n = \partial_i u^j g^{kl} n^k \). Applying induction to the usual differencequotient argument (see, for example, [12]) yields the elliptic estimate
\[ |u|_s + |p|_{s-1} \leq C \left( |F|_{s-2} + |\rho|_{s-1} + |B_0(u)|_{s-1/2} + |B_1(u)|_{s-3/2} \right). \]

Hence, the operator \( \mathcal{Z} : H^s \cap H^1_A(TU) \to H^{s-2}(TU) \oplus H^{s-1}(U) \oplus H^{s-1/2}(T\partial U) \oplus H^{s-3/2}(T\partial U) \) given by
\[ \mathcal{Z}u = ((1 - \Delta_{\text{loc}})u, \text{div } u, B_0(u), B_1(u)) = (F, \rho, 0, w) \]
has closed range, and since its adjoint has a trivial kernel, \( \overline{\mathcal{L}} \) is an isomorphism (see also \cite{31} for an alternative proof that \( \overline{\mathcal{L}} \) is an isomorphism).

A simple computation verifies that along \( \partial M \),

\[
2[\text{Def } u \cdot n]^\tan = (\nabla_n u)^\tan + S_n(u) \quad \forall u \in H^1_\lambda(TM),
\]

so that on \( \partial U \), \([\text{Def } u \cdot n]^\tan\) differs from \( B_1(u) \) by a linear combination of \( C^\infty \) Christoffel maps, and we shall denote this difference by \( \Gamma(u) \). Hence, the operator \( \mathcal{L} : H^s \cap H^1_\lambda(TM) \to H^{s-2}(TU) \oplus H^{s-1}(U) \oplus H^{s-1/2}(T\partial U) \oplus H^{s-3/2}(T\partial U) \) given by

\[
\mathcal{L} u = ((1 - \triangle_r) u, \text{div } u, B_0(u), (\nabla_n u)^\tan + S_n(u))
\]

differs from \( \overline{\mathcal{L}} u \) by the operator \( \mathcal{K} u = (Y(u) + \text{Ric}(u), 0, 0, \Gamma(u)) \) which is compact by Rellich’s theorem. Therefore, \( \mathcal{L} \) has index 0 and trivial kernel, and is thus an isomorphism, which concludes that \( D^s_{\mu, N} \) is a \( C^\infty \) subgroup of \( D^s_{\mu} \).

With an almost trivial modification, \( D^s_{N} \) is a \( C^\infty \) subgroup of \( D^s \). To see this, we redefine the vector bundles \( \mathcal{E}, \mathcal{F}, \mathcal{G} \) to have \( D^s \) as base manifold rather than \( D^s_{\mu} \), and we redefine the space \( H^1_\lambda(TM) \), removing the divergence-free constraint. In this case,

\[
2\text{Def}^* \text{Def } u = -2\text{DivDef } u = -((\triangle + 2\text{Ric} + \text{grad div}) u),
\]

so to establish that \( f_n \) is a surjection, we solve the following boundary value problem: For \( F \in H^{s-2}(TM), w \in H^{s-3/2}(T\partial M) \) and \( n \in H^{s-1/2}(N) \), find \( u \in T_c D^s \) satisfying

\[
[1 - (\triangle + \text{grad div})] u = F \quad \text{in } M
\]

\[
\text{g}(u, n) = 0, \quad (\nabla_n u)^\tan + S_n(u) = w \quad \text{on } \partial M.
\]  \hfill (4.3)

A weak solution in \( H^1_\lambda(TM) \) is obtained using the Lax-Milgram theorem just as in Step 3 above. Up to a compact operator, this is precisely the elliptic system studied in (\cite{20}), wherein existence and uniqueness of classical \( H^s \) solutions is established. Since modification of an elliptic operator by lower-order terms does not change its index, we have existence of \( u \in T_c D^s_{\mu} \) solving (4.3), and this completes the argument for the subgroup \( D^s_{N} \).

4.2. The mixed group \( D^s_{\mu, \text{mix}} \). We shall follow the three step proof above, keeping the same notation.

**Step 1. Bundles over \( D^s_{\mu} \) and the inverse function theorem.**

We modify the vector bundles \( \mathcal{F}, \mathcal{E}, \) and \( \mathcal{G} \) as follows:

\[
\mathcal{F} = H^{s-\frac{2}{3}}(TM|\Gamma_2) \downarrow D^s_{\mu},
\]

\[
\mathcal{E} = H^{s-\frac{2}{3}}(T\Gamma_2) \downarrow D^s_{\mu},
\]

\[
\mathcal{G} = \left[ H^{s-\frac{2}{3}}(TM|\Gamma_2)^* \otimes H^{s-\frac{2}{3}}(T\Gamma_2) \right] \downarrow D^s_{\mu}.
\]

For \( n \in H^{s-1/2}(N|\Gamma_2) \), define \( \tilde{f}_n : D^s_{\mu} \to D^{s-1/2}(\Gamma_1) \times \mathcal{E} \) by

\[
\tilde{f}_n(\eta) = [\eta|_{\Gamma_1}, f_n(\eta)] = [\eta|_{\Gamma_1}, \Pi(\eta) \circ (T\eta|_{\Gamma_2} \cdot n)].
\]

The trace theorem together with Lemma \( \Box 2 \) ensures that \( \tilde{f}_n \) is \( C^\infty \). Since \( D^s_{\mu, \text{mix}} = \tilde{f}_n^{-1}(e, 0) \), we must prove that \( \tilde{f}_n \) is a surjection, in order to show that \( D^s_{\mu, \text{mix}} \) is a submanifold of \( D^s_{\mu} \).

Again, it is clear that the set \( D^s_{\mu, \text{mix}} \) is closed under right composition.
Step 2. Computing the tangent map of $\bar{f}_n$.

Step 2 of the case $\mathcal{D}^{s}_{\mu,N}$ shows that for any $u \in T_\eta \mathcal{D}^{s}_{\mu}$,

$$\nabla u f_n = S_\nu(u) + (\nabla_n u)^{\tan} \in \mathcal{E}_\eta, \quad \nu = T\eta|\Gamma_2 \cdot n \in H^{s-3/2}_\eta (N|\Gamma_2).$$

Now $\nabla u f_n$ is the vertical component of $T f_n \cdot u$, the $\mathcal{E}$-valued image of $u$ under the tangent mapping $T f_n$. Letting $\mathcal{H} \subset T\mathcal{E}$ denote the connection associated with the Levi-Civita covariant derivative $\nabla$ (see Step 1 above), we have the local decomposition $T f_n \cdot u = \nabla u f_n - \omega_\mathcal{H}(u) \cdot f_n$, where $\omega_\mathcal{H}$ is the local connection 1-form on $\mathcal{E}$ associated with the horizontal distribution $\mathcal{H}$. Then,

$$T\bar{f}_n(\eta) \cdot u = (u|\Gamma_1, \nabla u f_n(\eta) - \omega_\mathcal{H}(u) \cdot f_n(\eta)), \quad u \in T_\eta \mathcal{D}^{s}_{\mu}.$$

Step 3. $\bar{f}_n$ is a surjection.

It suffices to prove that for all $(\psi, w) \in H^{s-1/2}(TM|\Gamma_1) \times \mathcal{E}_c$, there exists $u \in T_\epsilon \mathcal{D}^{s}_{\mu}$ such that

$$u = \psi \text{ on } \Gamma_1$$

$$(\nabla_n u)^{\tan} + S_n(u) = w \text{ on } \Gamma_2,$$

and to do so, we shall follow Step 3 for the case of $\mathcal{D}^{s}_{\mu,N}$, and obtain $u$ as the solution of

$$(1 - \Delta_r) u + \text{grad } p = F, \quad \text{div } u = 0, \text{ in } M,$$

$$u = \psi \text{ on } \Gamma_1,$$

$$g(u, n) = 0, \quad (\nabla_n u)^{\tan} + S_n(u) = w \text{ on } \Gamma_2. \quad (4.4)$$

It suffices to consider the homogeneous boundary condition $u = 0$ on $\Gamma_1$.

To obtain a weak solution to (4.4), we define

$$H^{1}_A(TM) = \{v \in H^{1}(TM) | \text{div } v = 0, \quad g(u, n) = 0 \text{ on } \Gamma_2 \text{ and } u = 0 \text{ on } \Gamma_1\},$$

and again consider the bilinear form $B : H^{1}_A(TM) \times H^{1}_A(TM) \to \mathbb{R}$ given by

$$B(u, v) = \int_M [g(u, v) + 2\bar{g}(\text{Def } u, \text{Def } v)] \mu.$$
Just as we proved that $D^s_N$ is a subgroup of $D^s$ by a minor modification of the argument for the case $D^s_{\mu,N}$, we easily obtain that $D^s_{\mu,\text{mix}}$ is also a $C^\infty$ subgroup of $D^s$.

4.3. The subgroup $D^s_{\mu,D}$. This case was studied by Ebin-Marsden [17] using a different approach. By setting $\Gamma_2 = \emptyset$ above, we immediately prove that $D^s_{\mu,D}$ is a $C^\infty$ subgroup of $D^s_{\mu}$ and that $D^s_D$ is a $C^\infty$ subgroup of $D^s$, with the appropriate tangent spaces at the identity.

This concludes the proof of Theorem 1.

4.4. The group exponential map. Let $G^s$ denote either of the groups $D^s_{\mu,D}$, $D^s_{\mu,N}$, or $D^s_{\mu,\text{mix}}$, and similarly, let $G^s_{\mu}$ denote either of the groups $D^s_{\mu,D}$, $D^s_{\mu,N}$, or $D^s_{\mu,\text{mix}}$.

**Corollary 7.** Let $V \in T_e G^s$, and let $\eta_t$ be its flow, $(d/dt)\eta_t = V \circ \eta_t$. Then, for $s > (n/2) + 2$, $\eta_t$ is a one parameter subgroup of $G^s$, and the group exponential map $\text{Exp}: T_e G^s \to G^s$ given by $V \mapsto \eta_1$ is continuous but not continuously differentiable, while the curve $t \mapsto \eta_t$ is $C^1$. This holds for $G^s_{\mu}$ as well.

**Proof.** The result follows from ([17], Theorems 3.1 and 6.3).

4.5. Further remarks on diffeomorphism subgroups. The existence of the above $C^\infty$ subgroups follows from the existence, uniqueness, and regularity of solutions to certain elliptic boundary value problems.

This methodology allows to prove directly that for $s > (n/2) + 1$, $D^s_{\mu,\text{mix}}$ is a $C^\infty$ subgroup of $D^s$.

We need only modify the map $\tilde{f}_n$ given in Step 3 above as follows: For $n \in H^{s-1/2}(N|\Gamma_2)$ and $\mu$ the Riemannian volume form on $M$, define $\tilde{f}_{n,\mu}: D^s_{\mu} \to \Lambda^3(M) \times D^{s-1/2}(\Gamma_1) \times E$ by

$$\tilde{f}_{n,\mu}(\eta) = [\eta^*(\mu), \eta|_{\Gamma_1}, \Pi(\eta) \circ (T\eta|_{\Gamma_2} \cdot n)].$$

Again $\tilde{f}_{n,\mu}$ is $C^\infty$, and following the notation of Step 2, we easily compute that

$$T\tilde{f}_{n,\mu}(\eta) \cdot u = (\text{div} (u \circ \eta^{-1}), u|_{\Gamma_1}, \nabla_u f_n(\eta) - \omega_H(u) \cdot f_n(\eta)), \quad u \in T_{\eta} D^s_{\mu}.$$

Finally, the modification to Step 3 consists of obtaining a solution $u \in T_e D^s_{\mu}$ satisfying the boundary value problem

$$(1 - \triangle_r) u + \text{grad} p = F, \quad \text{div} u = q, \quad \text{in } M,$$

$$u = \psi \text{ on } \Gamma_1,$$

$$g(u,n) = 0, \quad (\nabla_n u)^{\tan} + S_n(u) = w \text{ on } \Gamma_2.$$  

Only minor modifications need be made to our previous proofs, so we leave this for the interested reader.

Of course, setting $\Gamma_2 = \emptyset$ proves the theorem when $D^s_{\mu,\text{mix}}$ is replaced by $D^s_{\mu,D}$, while setting $\Gamma_1 = \emptyset$ proves the theorem in the case that $D^s_{\mu,\text{mix}}$ is replaced by $D^s_{\mu,N}$.  


5. The Stokes decomposition for manifolds with boundary

In this section we recall well-known results about the Hodge decomposition for manifolds with boundary (see [16] and [33] for proofs), and define a new Stokes decomposition based on the solution to the Stokes problem, whose summands are \langle \cdot, \cdot \rangle_{\epsilon}\text{-orthogonal}.

Let \((M, g)\) be a \(C^\infty\) compact, oriented Riemannian \(n\)-dimensional manifold with \(C^\infty\) boundary \(\partial M\), and let \(i : \partial M \to M\) be the inclusion map. Then for a smooth vector field \(X\) on \(M\) and \(n\), the outward-pointing normal vector field on \(\partial M\), \(i^*(X \hookrightarrow \mu) = g(X, n)\mu_\theta\) where \(\mu\) is the Riemannian volume form, and \(\mu_\theta\) is the volume form on \(\partial M\) coming from the induced Riemannian metric.

By the trace theorem, \(i^*\alpha\) is well-defined on \(\partial M\) for \(\alpha \in H^s(\Lambda^k(M))\) when \(s \geq 1\); hence, for such \(s\), \(\alpha \in H^s(\Lambda^k(M))\) is tangent (\(|\cdot|\)) to \(\partial M\) if and only if \(n \hookrightarrow \alpha = 0\), and normal (\(\perp\)) to \(\partial M\) if and only if \(n^\perp \wedge \alpha = 0\).

When \(\partial M = \emptyset\), \((d\alpha, \beta)_{L^2} = (\alpha, d\beta)_{L^2}\), where \((\phi, \psi)_{L^2} = \int_M \phi \wedge *\psi\) (here, \(* : \Lambda^k(M) \to \Lambda^{n-k}(M)\) denotes the Hodge star operator), and we have the standard Hodge decomposition

\[
H^s(\Lambda^k) = d(H^{s+1}(\Lambda^{k-1})) \oplus \delta(H^{s+1}(\Lambda^{k+1})) \oplus \mathcal{H}^{s,k},
\]

where \(\mathcal{H}^{s,k} = \{\alpha \in H^s(\Lambda^k(M))|d\alpha = 0\text{ and }\delta\alpha = 0\}\) are the Harmonic fields.

When \(\partial M \neq \emptyset\), we have that

\[
(d\alpha, \beta)_{L^2} - (\alpha, d\beta)_{L^2} = \int_{\partial M} (n^\perp \wedge \alpha, \beta)\mu_\theta
\]

and

\[
(\delta\alpha, \beta)_{L^2} - (\alpha, d\beta)_{L^2} = -\int_{\partial M} (n \hookrightarrow \alpha, \beta)\mu_\theta.
\]

This shows that if \(\delta\alpha = 0\), then \(\alpha \parallel \partial M\) iff \((\alpha, d\beta)_{L^2} = 0\) for all \(\beta\), in which case the notion of \(\alpha \parallel \partial M\) is well-defined even if \(\alpha\) is only of class \(L^2\). Similarly, if \(d\alpha = 0\), then \(\alpha \perp \partial M\) iff \((\alpha, d\beta) = 0\) for all \(\beta\). We define

\[
H^s_t(\Lambda^k) = \{\alpha \in H^s(\Lambda^k(M))|\alpha \parallel \partial M\},
\]

\[
H^s_n(\Lambda^k) = \{\alpha \in H^s(\Lambda^k(M))|\alpha \perp \partial M\},
\]

\[
\mathcal{H}^{s,k}_t = \{\alpha \in \mathcal{H}^s|\alpha \parallel \partial M\},
\]

\[
\mathcal{C}^{s,k}_t = \{\alpha \in H^s(\Lambda^k(M))|\delta\alpha = 0\text{ and }\alpha \parallel \partial M\}.
\]

Then for \(s \geq 0\), we have the Hodge decompositions

\[
H^s(\Lambda^k) = d(H^{s+1}(\Lambda^{k-1})) \oplus \delta(H^{s+1}(\Lambda^{k+1})) \oplus \mathcal{H}^{s,k},
\]

\[
H^s(\Lambda^k) = d(H^{s+1}(\Lambda^{k-1})) \oplus \mathcal{C}^{s,k}_t,
\]

from which we can define the \(L^2\) orthogonal projection onto \(\ker(\delta)\).

Consider the Hodge Laplacian \(-\Delta = \delta d + d\delta\) with domain

\[
\{\alpha \in H^2(\Lambda^k(M))|n \hookrightarrow \alpha = 0\text{ and }n \hookrightarrow d\alpha = 0\},
\]

and let \(\mathcal{P}_t\) denote the \(L^2\) orthogonal projection onto \(\mathcal{H}^{s,k}_t\). We call

\[
P_\epsilon : H^s(\Lambda^k) \to H^s_t(\Lambda^k)
\]

\[
P_\epsilon(\omega) = \mathcal{P}_t\omega + \delta d(-\Delta)^{-1}(\omega - \mathcal{P}_t\omega)
\]
the $L^2$ Hodge projection.

We shall now restrict our attention to $H^s(\Lambda^1(M))$ and identifying 1-forms with vector fields thru the metric $g$ on $M$. Letting $X^s_i = \{ u \in H^s(TM) \mid \text{div } u = 0, v \parallel \partial M \}$, we may equivalently express the Hodge decomposition as

$$H^s(TM) = \text{grad}H^{s+1}(M) \oplus X^s_i,$$

so that for all $u \in H^s(TM)$, $u = v + \text{grad } p$, where $v \in X^s_i$ and $p : M \to \mathbb{R}$ is obtained as the solution of Neumann problem

$$\triangle p = \text{div } u \quad \text{in } M$$

$$g(\text{grad } p, n) = g(u, n) \quad \text{on } \partial M.$$ 

Thus, a convenient and equivalent formula for the $L^2$ Hodge projection is

$$P_e : H^s(TM) \to X^s_i, \quad P_e(u) = u - \text{grad } p.$$

For each $\eta \in D^s_{\mu}$, we define the projector

$$P_\eta : T_\eta \mathcal{D}^s \to T_\eta D^s_{\mu},$$

$$P_\eta(X) = (P_e(X \circ \eta^{-1})) \circ \eta.$$ 

Thus $\mathcal{P} : T \mathcal{D}^s \to T \mathcal{D}^s_{\mu}$, given on each fiber by $P_\eta$, is a bundle map covering the identity and is $C^\infty$ by Appendix A of [17].

Next, we define a new projector based on the elliptic Stokes problem. Let $\mathcal{G}^s$ denote $D^s_{\mu}$, $D^s_{\mu,D}$, or $D^s_{\mu,mix}$, and similarly, let $\mathcal{G}^s_{\mu}$ denote $D^s_{\mu,D}$, $D^s_{\mu,N}$, or $D^s_{\mu,mix}$.

For $r \geq 1$, let $\mathcal{V}^r$ denote the $H^r$ vector fields on $M$ which satisfy the boundary conditions prescribed to elements of $T_\mu \mathcal{G}^s$, and set $\mathcal{V}^r_{\mu} = \{ u \in \mathcal{V}^r \mid \text{div } u = 0 \}$. If $1 \leq r < 2$, then elements of $\mathcal{V}^r$ and $\mathcal{V}^r_{\mu}$ only satisfy the essential boundary conditions ($u = 0$ on $\partial M$ if $\mathcal{G}^s = D^s_{\mu,D}$, $g(u, n) = 0$ on $\partial M$ if $\mathcal{G}_{\mu}^s = D^s_{\mu,N}$, or $u = 0$ on $\Gamma_1$ and $g(u, n) = 0$ on $\Gamma_2$ if $\mathcal{G}_{\mu}^s = D^s_{\mu,mix}$) because vector fields in $\mathcal{V}^r$ for $r < 2$ do not possess sufficient regularity for the trace map to detect derivatives on the boundary.

We set $\mathcal{L} = -2\text{Def}^r\text{Def}$, and consider the positive self-adjoint unbounded operator $(1 - \mathcal{L})$ on $L^2(TM)$ with domain $D(1 - \mathcal{L}) = \mathcal{V}^2$.

**Proposition 2.** For $r \geq 1$ we have the following well defined decomposition

$$\mathcal{V}^r = \mathcal{V}^r_{\mu} \oplus (1 - \mathcal{L})^{-1}\text{grad}H^{r-1}(M).$$

Thus, if $F \in \mathcal{V}^r$, then there exists $(v, p) \in \mathcal{V}^r_{\mu} \times H^{r-1}(M)/\mathbb{R}$ such that

$$F = v + (1 - \mathcal{L})^{-1}\text{grad } p$$

and the pair $(v, p)$ are solutions of the Stokes problem

$$(1 - \mathcal{L})v + \text{grad } p = (1 - \mathcal{L})F,$$

$$\text{div } v = 0,$$

$v$ satisfies boundary conditions prescribed to elements of $\mathcal{V}^r$. 

The summands in (5.1) are $\langle \cdot, \cdot \rangle_{\mathcal{E}}$-orthogonal. Now, define the Stokes projector

$$\mathcal{P}_e : \mathcal{V}^r \to \mathcal{V}^r_{\mu},$$

$$\mathcal{P}_e(F) = F - (1 - \mathcal{L})^{-1}\text{grad } p.$$
Then, for \( s > (n/2) + 1 \), \( \overline{\mathcal{F}} : T\mathcal{G}^s \to T\mathcal{G}_{\mu}^s \), given on each fiber by

\[
\overline{\mathcal{F}}_\eta : T\eta\mathcal{G}^s \to T\eta\mathcal{G}_{\mu}^s,
\]

\( \overline{\mathcal{F}}_\eta(X_\eta) = [\mathcal{P}_e(X_\eta \circ \eta^{-1})] \circ \eta, \)

is a \( C^\infty \) bundle map covering the identity.

**Proof.** Acting on divergence-free vector-fields, \( \mathcal{L} = \triangle_r \). Thus, the proof that \( \mathcal{D}_{\mu,mix}^s \) is a \( C^\infty \) subgroup of \( \mathcal{D}_\mu^s \) shows that the Stokes problem (5.2) has a unique solution \( (v,p) \in \mathcal{V}_\mu^s \times H^{r-1}(M)/\mathbb{R} \) for any \( F \in \mathcal{V}^r \), \( r \geq 1 \).

It is easy to verify that the summands in (5.1) are \( \langle \cdot, \cdot \rangle_e \)-orthogonal, so it only remains to show that \( \mathcal{P} \) is smooth. For \( F_\eta \in T\eta\mathcal{G}^s \), let \( F = F_\eta \circ \eta^{-1} \), and let \( (v,p) \) solve (5.2). By (5.3), it suffices to prove that

\[
[(1 - \mathcal{L})^{-1}\operatorname{grad} p] \circ \eta = [(1 - \mathcal{L})^{-1}\operatorname{grad}\triangle^{-1}\operatorname{div}(1 - \mathcal{L})(v - F)] \circ \eta
\]

is smooth. Letting \( V_\eta = v \circ \eta \in T\eta\mathcal{G}_{\mu}^s \), we have the equivalent expression for

\[
[(1 - \mathcal{L})^{-1}\operatorname{grad} p] \circ \eta
\]

given by

\[
(1 - \mathcal{L})^{-1} \circ \operatorname{grad} \circ \triangle^{-1} \circ \operatorname{div} \circ (1 - \mathcal{L})(V_\eta - F_\eta)
\]

which is a \( C^\infty \) bundle map by Proposition 6 together with Lemmas 3 and 4. \( \square \)

6. A NEW RIGHT INvariant METRIC on \( \mathcal{D}_{\mu,D}^s, \mathcal{D}_{\mu,N}^s, \mathcal{D}_{\mu,mix}^s \) AND ITS GEODESICS

Recall that a weak Riemannian metric on a Hilbert manifold \( \mathcal{M} \) is given by a map \( \gamma \) which assigns to each \( m \in \mathcal{M} \), a continuous positive-definite symmetric bilinear form \( \gamma(m) \in T^*_m \mathcal{M} \otimes T^*_m \mathcal{M} \), which is \( C^\infty \) with respect to \( m \in \mathcal{M} \). The metric \( \gamma \) is termed weak, because it defines a topology which is weaker than the original topology on \( \mathcal{M} \) (and hence on \( T_m \mathcal{M} \)).

In general, the geodesic flow of a weak metric does not exist. A simple example is given by the lack of a well-defined exponential map for the usual \( L^2 \) metric on \( \mathcal{D}_\mu^s \) when \( \partial \mathcal{M} \) is not empty. Nevertheless, the seminal paper of Ebin-Marsden [17] proves that it is indeed possible to define a weak right invariant \( L^2 \) metric on \( \mathcal{D}_\mu^s \) for manifolds with boundary, and that this weak metric induces a (weak) Levi-Civita covariant derivative and geodesic flow. As we have described, the geodesic flow of the invariant \( L^2 \) metric on \( \mathcal{D}_\mu^s \) generates solutions to the Euler equations of ideal hydrodynamics; we shall introduce a new weak invariant metric on \( \mathcal{D}_\mu^s \) which, remarkably, also generates geodesic flow that solves the equations of ideal non-Newtonian second-grade fluids as well as the averaged Euler or Euler-\( \alpha \) equations.

Let \( \mathcal{G}_{\mu}^s \) denote either \( \mathcal{D}_{\mu,D}^s, \mathcal{D}_{\mu,N}^s, \) or \( \mathcal{D}_{\mu,mix}^s \), and let \( \bar{g} \) denote the induced inner-product on the fibers of \( [T^*\mathcal{M} \otimes T^*\mathcal{M}]^{\otimes 2} \).

**Proposition 3.** Define the bilinear form \( \langle \cdot, \cdot \rangle_e \) on \( T_e\mathcal{G}_{\mu}^s \) as follows: for \( X,Y \in T_e\mathcal{G}_{\mu}^s \) and \( \alpha > 0 \), set

\[
\langle X,Y \rangle_e = \int_M \left( g_x(X(x),Y(x)) + \frac{\alpha^2}{2} \bar{g}_x(\mathcal{L}_X g(x),\mathcal{L}_Y g(x)) \right) \mu(x),
\]

and define a bilinear form on each fiber of \( T\mathcal{G}_{\mu}^s \) by right translation so that for \( X_\eta,Y_\eta \in T_\eta\mathcal{G}_{\mu}^s \),

\[
\langle X_\eta,Y_\eta \rangle_\eta = \langle X_\eta \circ \eta^{-1},Y_\eta \circ \eta^{-1} \rangle_e.
\]
Then \( \langle \cdot, \cdot \rangle \), given on each fiber by \( \langle \cdot, \cdot \rangle_\eta \), is a right invariant weak Riemannian metric on \( \mathfrak{g}_\mu^s \).

**Proof.** That \( \langle \cdot, \cdot \rangle \) is \( C^\infty \) on \( \mathfrak{g}_\mu^s \) follows from Lemma 1. That \( \langle \cdot, \cdot \rangle_\eta \) is a positive-definite symmetric bilinear form is proven as follows:

\[
2 \text{Def} u = \mathcal{L}_u g = \nabla u + \nabla u^t,
\]

so for any of the boundary conditions prescribed on elements of \( T_e \mathfrak{g}_\mu^s \), we have that

\[
0 \leq 2 \text{Def}^* \text{Def} u = -\left( \Delta + 2 \text{Ric} \right) u,
\]

so that integrating by parts (and noting that the boundary terms vanish), we may express \( \langle \cdot, \cdot \rangle_\varepsilon \) in the equivalent form

\[
\langle X, Y \rangle_\varepsilon = \int_M g_x \left( (1 - \Delta_r) X(x), Y(x) \right) \mu(x).
\]

Since \( (1 - \Delta_r) \) is a self-adjoint positive operator (on \( L^2 \) vector fields that are divergence-free), this shows that \( \langle \cdot, \cdot \rangle \) is a well defined \( C^\infty \) weak invariant Riemannian metric on \( \mathfrak{g}_\mu^s \).

The metric \( \langle \cdot, \cdot \rangle \) is invariant under the action of \( \mathfrak{g}_\mu^s \), so the subgroups of the volume preserving diffeomorphism group that we have constructed play the role of both configuration space as well as symmetry group (this is the massive particle relabeling symmetry of hydrodynamics). In order to formally establish the equations of geodesic motion of the invariant metric \( \langle \cdot, \cdot \rangle \) on \( \mathfrak{g}_\mu^s \) we shall make use of the Euler-Poincaré reduction theorem. The reader unfamiliar with this symmetry reduction procedure is referred to Appendix A for a brief discussion.

**Proposition 4.** Let the pair \( (\mathfrak{g}_\mu^s, \langle \cdot, \cdot \rangle) \) denote either \( \mathcal{D}_{\mu,D}^s \), \( \mathcal{D}_{\mu,N}^s \), or \( \mathcal{D}_{\mu,mix}^s \) together with the right invariant Riemannian metric defined in (6.1). Then, a curve \( \dot{\eta}(t) \in T \mathfrak{g}_\mu^s \) is a geodesic of \( \langle \cdot, \cdot \rangle \) if and only if its projection onto the fiber over the identity given by \( u(t) = \eta(t) \circ \eta(t)^{-1} \in T_e \mathfrak{g}_\mu^s \) is a solution of

\[
\begin{align*}
(1 - \alpha^2 \Delta_r) \partial_t u + \nabla u (1 - \alpha^2 \Delta_r) u - \alpha^2 \nabla u^t \cdot \Delta_r u &= -\text{grad} \ p, \\
\text{div} u &= 0, \\
u(0) &= u_0,
\end{align*}
\]

(6.2)

together with the boundary conditions

\[
\begin{align*}
\{ \\
\text{on } \partial M \text{ if } \mathfrak{g}_\mu^s = \mathcal{D}_{\mu,D}^s, \\
g(u, n) = 0, \\
(\nabla_n u)^{\text{tan}} + S_n(u) = 0
\end{align*}
\]

\[
\begin{align*}
\{ \\
\text{on } \partial M \text{ if } \mathfrak{g}_\mu^s = \mathcal{D}_{\mu,N}^s, \\
\text{on } \Gamma_1 \text{ if } \mathfrak{g}_\mu^s = \mathcal{D}_{\mu,mix}^s
\end{align*}
\]

where \( \text{grad} \ p \) is completely determined by the Stokes projector \( \mathcal{P}_e \).
Proof. From part (d) of Proposition 3, the reduced Lagrangian is given by \( \langle \cdot, \cdot \rangle_e \), so that \( \bar{\eta}(t) \) is a geodesic of \( \langle \cdot, \cdot \rangle \) on \( \mathcal{G}_\mu^s \) if \( u(t) = \bar{\eta}(t) \circ \eta(t)^{-1} \) is a fixed point of the reduced action function (on an arbitrary interval \( (a, b) \)) \( s : T_e \mathcal{G}_\mu^s \to \mathbb{R} \) given by
\[
s(u) = \frac{1}{2} \int_a^b \langle u(t), u(t) \rangle_e \, dt.
\]

Let \( \epsilon \mapsto \eta^\epsilon \) be a smooth curve in \( \mathcal{G}_\mu^s \) such that \( \eta^0 = \eta \) and \( (d/de)\eta^\epsilon|_{\epsilon=0} = \delta \eta \in T_\eta \mathcal{G}_\mu^s \); the map \( t \mapsto \delta \eta(t) \) is the variation of the curve \( \eta(t) \) on the interval \( (a, b) \) and \( \delta \eta(a) = \delta \eta(b) = 0 \). The curve \( \epsilon \mapsto \eta^\epsilon \) induces a curve \( \epsilon \mapsto u^\epsilon \) in the single fiber \( T_e \mathcal{G}_\mu^s \) such that \( u^0 = u \) and \( (d/de)u^\epsilon|_{\epsilon=0} = \delta u \). The Euler-Poincaré reduction theorem gives the relation
\[
\delta u = \partial_t (\delta \eta \circ \eta^{-1}) + [\delta \eta \circ \eta^{-1}, u]_e.
\]

Computing the first variation of the action \( s \), we have that
\[
ds(u) \cdot \delta u = \int_a^b \int_M (g(u, \delta u) + 2\alpha^2 \bar{g}(\text{Def} u, \text{Def} \delta u)) \mu dt
\]
\[
= \int_a^b \int_M g((1 - \alpha^2 \Delta_r)u, \delta u)\mu + \alpha^2 \int_{\partial M} g((\nabla_n u)^{\text{tan}} + S_n(u), \delta u)\mu \rangle dt.
\]
Since \( u \) and \( \delta u \) satisfy the boundary conditions prescribed to elements of \( T_e \mathcal{G}_\mu^s \), the boundary term in the above equation vanishes, leaving only
\[
ds(u) \cdot \delta u = \int_a^b \int_M g((1 - \alpha^2 \Delta_r)u, \partial_t (\delta \eta \circ \eta^{-1}) + [\delta \eta \circ \eta^{-1}, u]_e) \mu dt.
\]
Using the formula \( [x, y]_e = \nabla_y x - \nabla_x y \) and integrating by parts, we obtain
\[
ds(u) \cdot \delta u = \int_a^b \int_M g((1 - \alpha^2 \Delta_r)\partial_t u + \nabla u(1 - \alpha^2 \Delta_r)u - \alpha^2 \nabla u^t \cdot \Delta_r u, \delta \eta \circ \eta^{-1}) \mu dt
\]
\[
= \int_a^b \langle \partial_t u + (1 - \alpha^2 \mathcal{L})^{-1} [\nabla u(1 - \alpha^2 \Delta_r)u - \alpha^2 \nabla u^t \cdot \Delta_r u], \delta \eta \circ \eta^{-1} \rangle_e dt,
\]
where again \( \mathcal{L} = -2\text{Def}^*\text{Def} \). Since right translation is an isomorphism, \( \delta \eta \circ \eta^{-1} \in T_\eta \mathcal{G}_\mu^s \) is arbitrary, so \( u \) is a fixed point of \( s \) iff
\[
\partial_t u + \mathcal{P}_e ((1 - \alpha^2 \mathcal{L})^{-1} [\nabla u(1 - \alpha^2 \Delta)u - \alpha^2 \nabla u^t \cdot \Delta u]) = 0,
\]
and this is precisely (3.2), as \( (1 - \alpha^2 \mathcal{L})\partial_t u = (1 - \alpha^2 \Delta_r)\partial_t u \) since \( \text{div} \partial_t u = 0 \). \( \square \)

In the next section, we prove Theorem 3 by establishing existence and uniqueness of geodesics of the invariant metric. The following simple lemma will play a fundamental role.

Lemma 3. For \( s > (n/2) + 1 \), let \( u, v \in T_e \mathcal{D}_\mu^s \), and consider the unbounded self-adjoint operator \( (1 - \mathcal{L}) \) on \( L^2 \) with domain \( D(1 - \mathcal{L}) = H^2(TM) \cap H^1_0(TM) \). Then
\[
(1 - \mathcal{L}) \nabla u v = \nabla u(1 - \Delta) v - \text{div} [\nabla v \cdot \nabla u^t + \nabla v \cdot \nabla u] - \text{grad} \text{Tr} [\nabla u \cdot \nabla v]
+ \langle \nabla u \text{Ric} \cdot v - \text{grad} \text{Ric}(u, v) - \text{Tr}[\nabla (R(u, \cdot) v)] + R(u, \cdot) \nabla v].
\]
Proof. First notice that for \( s > (n/2) + 1 \), \( \nabla_u v \) is an \( H^{s-1} \) vector field on \( M \) whose trace vanishes on \( \partial M \); thus, it makes sense for the operator \( (1 - \mathcal{L}) \) to act on \( \nabla_u v \).

Recall that \( \mathcal{L} = -(\Delta + 2\text{Ric} + \text{grad div}) \), so we begin by computing the commutator of \([-\Delta, \nabla_u]\). Let \( \{e_i\} \) be a local orthonormal frame, and write the Hodge Laplacian \( \Delta = -(d\delta + \delta d) \) acting on 1-forms (identified with vector fields) as \( \Delta = \nabla_{e_i} \nabla_{e_i} + \text{Ric} \), so that

\[
\triangle \nabla_u v = \nabla_{e_i} \nabla_{e_i} (\nabla_u v) - \text{Ric}(\nabla_u v).
\]

Using the definition of the Riemannian curvature operator, we compute that

\[
\nabla_{e_i} \nabla_{e_i} \nabla_u v = \nabla_{e_i} (R(u, e_i)v) + \nabla_{e_i} (\nabla_{[e_i, u]} v) + \nabla_{e_i} \nabla_u \nabla_{e_i} v
\]

\[
= \nabla_u \nabla_{e_i} \nabla_{e_i} v + \nabla_{e_i} (\nabla_{[e_i, u]} v) + \nabla_{[e_i, u]} \nabla_{e_i} v
\]

\[
+ \nabla_{e_i} (R(u, e_i)v) + R(u, e_i) \nabla_{e_i} v + \nabla_u \text{Ric}(v) - \nabla_u (\text{Ric}(v)).
\]

Expressing \( u \) as \( u^i e_j \), we see that \( [e_i, u] = e_i [u^j] e_j \); hence, one may easily verify that

\[
\nabla_{[e_i, u]} \nabla_{e_i} v = \text{div}[\nabla v \cdot \nabla u],
\]

\[
\nabla_{e_i} (\nabla_{[e_i, u]} v) = \text{div}[\nabla v \cdot \nabla u^i],
\]

so that

\[
-\triangle \nabla_u v = -\nabla_u \Delta v - \text{div} [\nabla v \cdot \nabla u^i + \nabla v \cdot \nabla u] - (\nabla_u \text{Ric}) \cdot v
\]

\[
- \text{Tr} [\nabla(R(u, \cdot) v) + R(u, \cdot) \nabla v].
\]

Using the fact that \( \text{div} \nabla_u v = \text{Tr}(\nabla u \cdot \nabla v) + \text{Ric}(u, v) \), and combining terms involving the Ricci curvature gives the result. \( \square \)

We remark that if we embed \( M \) into its double \( \tilde{M} \), smoothly extending \( g \), and let \( (1 - \hat{\mathcal{L}}) \) denote the operator \( (1 - 2\text{Def}'\text{Def}) \) on \( \tilde{M} \), then it makes sense for \( R \circ (1 - \hat{\mathcal{L}}) \circ E \) to formally act on an arbitrary vector fields on \( \tilde{M} \). Here, \( R \) denotes restriction and \( E \) denotes extension; see the proof of Theorem 2 for a more detailed construction of such an operator. It follows that the above lemma also holds for the groups \( \mathcal{D}^s_{\mu, N} \) and \( \mathcal{D}^s_{\mu, \text{mix}} \) when the operator \( (1 - \mathcal{L}) \) acting vector fields which vanish on \( \partial M \) is replaced by \( R \circ (1 - \hat{\mathcal{L}}) \circ E \).

7. Proof of Theorem 2

Let us denote the covariant material time derivative by \( (\nabla/\text{d}t) \). For the remainder of this section we shall, for convenience, set \( \alpha = 1 \). The unbounded, self-adjoint operator \( (1 - \mathcal{L}) = (1 - 2\text{Def}'\text{Def}) \) on \( L^2(TM) \) has domain \( H^2(TM) \cap H^1_0(TM) \).

Proposition 5. For \( s > (n/2) + 1 \), let \( \eta(t) \) be a curve in \( \mathcal{D}^s_{\mu, D} \), and set \( u(t) = \eta \circ \eta(t)^{-1} \). Then \( u \) is a solution of the initial-boundary value problem (7.2) with Dirichlet boundary conditions \( u = 0 \) on \( \partial M \) if and only if

\[
\mathcal{P}_\eta \circ \left[ \frac{\nabla \eta}{\text{d}t} + [-\nu(1 - \mathcal{L})^{-1} \triangle_r u + \mathcal{U}(u) + \mathcal{R}(u)] \circ \eta \right] = 0,
\]

where

\[
\mathcal{U}(u) = (1 - \mathcal{L})^{-1} \{ \text{div} [\nabla u \cdot \nabla u^i + \nabla u \cdot \nabla u^i - \nabla u^i \cdot \nabla u] + \text{grad} \text{Tr}(\nabla u \cdot \nabla u) \}
\]

\[
\mathcal{R}(u) = (1 - \mathcal{L})^{-1} \{ \text{Tr} [\nabla (R(u, \cdot) u) + R(u, \cdot) \nabla u + R(\nabla u, \cdot) u]
\]

\[
+ \text{grad} \text{Ric}(u, u) - (\nabla_u \text{Ric}) \cdot u + \nabla u^i \cdot \text{Ric}(u) \},
\]
and \( \overline{P}_\eta : T_\eta D_D^s \to T_\eta D^s_{\mu,D} \) is the Stokes projector.

**Proof.** We first set \( \nu = 0 \). Covariantly differentiating \( \dot{\eta} = u \circ \eta \) yields

\[
\frac{\nabla \dot{\eta}}{dt} \circ \eta^{-1} = \partial_t u + \nabla u.
\]

Using Lemma \( \mathcal{L} \), we obtain that

\[
(1 - L) \left( \frac{\nabla \dot{\eta}}{dt} \circ \eta^{-1} \right) = (1 - \Delta_r) \partial_t u + (1 - L) \nabla u \]

\[
= (1 - \Delta_r) \partial_t u + \nabla_u (1 - \Delta_r) u - \text{div} [\nabla u \cdot \nabla u + \nabla u \cdot \nabla u] - \text{grad} \text{Tr}(\nabla u \cdot \nabla u) - \text{grad} \text{Ric}(u, u)
\]

\[
- \text{Tr}[\nabla(R(u, \cdot) u) + R(u, \cdot) \nabla u] + (\nabla_u \text{Ric}) \cdot u.
\]

Now \( \nabla u^t \cdot \Delta u = \text{div}[\nabla u^t \cdot \nabla u] + \text{grad} \phi - \text{Tr}R(\nabla u, \cdot) u - \nabla u^t \cdot \text{Ric}(u) \), for some \( \phi : M \to \mathbb{R} \); hence,

\[
(1 - \Delta_r) \partial_t u + \nabla_u (1 - \Delta_r) u - \nabla u^t \cdot \Delta u = -\text{grad} \tilde{p}
\]

if and only if

\[
\frac{\nabla \dot{\eta}}{dt} \circ \eta^{-1} + \mathcal{U}(u) + \mathcal{R}(u) = -(1 - L)^{-1} \text{grad} \tilde{p},
\]

for some \( \tilde{p} : M \to \mathbb{R} \), and by Proposition \( \mathcal{L} \) this is precisely equation (7.1) with \( \nu = 0 \). Adding the term \( \mathcal{U}_\eta \circ -\nu(1 - L)^{-1} \Delta_r u \circ \eta \) to (7.1) produces the equation (1.2). \( \square \)

We can now proceed with the proof of the theorem. We first consider the inviscid case first with the viscosity \( \nu = 0 \).

By Proposition \( \mathcal{L} \), the geodesic flow of the invariant metric \( \langle \cdot, \cdot \rangle \) is the solution of

\[
\frac{\nabla \dot{\eta}}{dt} \circ \eta^{-1} = \mathcal{S}_\eta(\dot{\eta}) := (1 - \mathcal{P}_\eta) \frac{\nabla \dot{\eta}}{dt} - \mathcal{P}_\eta \circ (\mathcal{U}_\eta + \mathcal{R}_\eta) \dot{\eta},
\]

where \( \mathcal{S} \) is the bundle map covering the identity given on each fiber by \( \mathcal{S}_\eta \), and

\[
\mathcal{U}_\eta(X_{\eta}) = [\mathcal{U}(X_{\eta} \circ \eta^{-1})] \circ \eta, \quad \mathcal{R}_\eta(X_{\eta}) = [\mathcal{R}(X_{\eta} \circ \eta^{-1})] \circ \eta \quad \forall \ X_{\eta} \in T_\eta \mathcal{G}_{\mu}^s.
\]

Now the second tangent bundle \( T^2 D^s_D^{\mu} \) is identified with \( H^s \) maps \( \mathcal{Y} : M \to T^2 M \) which cover some \( X_{\eta} \in T_\eta D^s_{\mu,D} \). The second-order vector field \( \dot{\eta} : M \to T^2 M \) is just such a map, covering \( \dot{\eta} \in T_\eta D^s_{\mu,D} \).

Using a local representation, we may express the material time derivative above as the system

\[
\dot{\eta} = V_{\eta},
\]

\[
\ddot{\eta} = \frac{dV_{\eta}}{dt} = \mathcal{B}(\eta, \dot{\eta}) = -\Gamma_\eta(\dot{\eta}, \dot{\eta}) + \mathcal{S}_\eta(\dot{\eta}),
\]

\[
\eta(0) = e,
\]

\[
V_{\eta}(0) = u_0,
\]

since \( \nabla \dot{\eta}/dt = \dot{\eta} + \Gamma_\eta(\dot{\eta}, \dot{\eta}) \), where \( \Gamma_\eta(\dot{\eta}, \dot{\eta}) \) is the Christoffel map, given in a local coordinate chart on \( M \) by \( \Gamma_{\eta}(x)(\dot{\eta}, \dot{\eta}) = \Gamma^i_{jk}(x)(\dot{\eta} \circ \eta^{-1})^j(\dot{\eta} \circ \eta^{-1})^k \). \( \mathcal{B}(\eta, \dot{\eta}) \) is the principal part of the geodesic spray of \( \langle \cdot, \cdot \rangle \) on \( D^s_{\mu,D} \); hence, with \( \mathcal{U} \) denoting a local open neighborhood of
\( \eta \in \mathcal{D}_{\mu,D}^s \), to establish the first assertion we shall prove that \( \mathcal{B} \) maps \( \mathcal{U} \times H_{\eta}^s(TM) \) into \( H_{\eta}^s(TM) \), and that \( \mathcal{B} \) is \( C^\infty \). The result then follows by application of the fundamental theorem of ordinary differential equations on Hilbert manifolds (see \[27\], Theorem 2.6), and the existing time-reversal symmetry \( t \mapsto -t \).

As the Christoffel map is a \( C^\infty \) map of \( \mathcal{U} \times H_{\eta}^s(TM) \) into \( H_{\eta}^s(TM) \) (since \( g \) is \( C^\infty \) and \( H^s \) is a multiplicative algebra), we must show that \( \mathcal{S}_{\eta} \) is \( C^\infty \). Since \( \overline{\mathcal{P}}_{\eta} : T_{\eta}\mathcal{D}^s_{\mu,D} \to T_{\eta}\mathcal{D}^s_{\mu,D} \) is \( C^\infty \) by Proposition \[3\], to show that \( \mathcal{P}_{\eta} \circ \overline{\mathcal{U}}_{\eta} : T_{\eta}\mathcal{D}^s_{\mu,D} \to T_{\eta}\mathcal{D}^s_{\mu,D} \) is \( C^\infty \) it suffices to prove that

\[
(1 - \mathcal{L})^{-1}_{\eta} \circ \text{div}_{\eta} \circ [\nabla(\eta \circ \eta^{-1}) \circ \eta \cdot \nabla(\hat{\eta} \circ \eta^{-1}) \circ \eta] : T_{\eta}\mathcal{D}^s_{\mu,D} \to T_{\eta}\mathcal{D}^1_{D}
\]

and

\[
(1 - \mathcal{L})^{-1}_{\eta} \circ \text{grad}_{\eta} \circ \text{Tr}[\nabla(\eta \circ \eta^{-1}) \circ \eta \cdot \nabla(\hat{\eta} \circ \eta^{-1}) \circ \eta] : T_{\eta}\mathcal{D}^s_{\mu,D} \to T_{\eta}\mathcal{D}^1_{D}
\]

are \( C^\infty \) bundle maps. But this follows from Lemmas \[3\] and \[6\] together with Proposition \[3\]. Since \( R \) and \( \text{Ric} \) are \( C^\infty \) on \( M \), a similar argument shows that \( \mathcal{P}_{\eta} \circ \overline{\mathcal{K}}_{\eta} : T_{\eta}\mathcal{D}^s_{\mu,D} \to T_{\eta}\mathcal{D}^s_{\mu,D} \) is \( C^\infty \) as well.

We next prove that \( (1 - \overline{\mathcal{P}}_{\eta}) \circ (\nabla \hat{\eta}/dt) \) is \( C^\infty \). Since \( \partial_t u \in T_{\xi}\mathcal{D}^s_{\mu,D} \),

\[
\overline{\mathcal{P}}_{\eta} \circ \nabla \hat{\eta}/dt = [\partial_t u + \mathcal{P}_c(\nabla u)] \circ \eta,
\]

so that

\[
(1 - \overline{\mathcal{P}}_{\eta}) \circ (\nabla \hat{\eta}/dt) = -(1 - \mathcal{L})^{-1}\text{grad} p \circ \eta,
\]

where \( p \) depends on \( u \) and the pair \((v,p)\) is a solution of the Stokes problem

\[
(1 - \mathcal{L}) v + \text{grad} p = (1 - \mathcal{L}) \nabla u
\]

\[
\text{div} \ v = 0
\]

\[
v = 0 \text{ on } \partial M.
\]

Since \( s > (n/2) + 1 \), \( (1 - \mathcal{L}) \nabla u \) is in \( H^{s-3}(TM) \); the argument in Step 3 of the proof of Theorem \[2\] then gives a unique solution \((v,p) \in \mathcal{V}_{\mu,D}^{s-1} \times H^{r-2}(M)/\mathbb{R} \). If \(-1 < s - 3 < 0\), then the pair \((v,p)\) is interpreted as a weak solution.

A priori, \((1 - \mathcal{L})^{-1}\text{grad} p\) is only in \( H^{s-1} \), but we shall show that, in fact, \((1 - \mathcal{L})^{-1}\text{grad} p\) is actually of class \( H^s \). We have that

\[
(1 - \mathcal{L})^{-1}\text{grad} p = (1 - \mathcal{L})^{-1}\text{grad} \triangle^{-1} \text{div}(1 - \mathcal{L})(v - \nabla u).
\]

We embed \( M \) into its double \( \tilde{M} \), extending \( g \) to \( \tilde{M} \), and choose a \( C^\infty \) extension of \( u \) to \( \tilde{M} \). For any vector bundle \( \mathcal{E} \) over \( M \), let

\[
E : H^s(\mathcal{E} \downarrow M) \to H^s(\mathcal{E} \downarrow \tilde{M}), \quad E(\xi)|_M = \xi
\]

de note the linear extension operator, and let \( R \) denote the corresponding restriction operator. Let \( \hat{\mathcal{L}} \) denote \( R \circ \mathcal{L} \circ E \); then it makes sense to form the commutator of the operators \( \text{div} \) with \( \hat{\mathcal{L}} \), and the operator

\[
[\text{div}, \hat{\mathcal{L}}] : H^r(TM) \to H^{r-2}(TM)
\]

is continuous. Notice that as \( \mathcal{L} \) is a local operator, if \( w = 0 \) on \( M \), then \( \hat{\mathcal{L}} w = 0 \) by the property of the extension operator given above. Since \( \text{div} v = 0 \),

\[
-(1 - \mathcal{L})^{-1}\text{grad} \triangle^{-1} \text{div} \mathcal{L} v = -(1 - \mathcal{L})^{-1}\text{grad} \triangle^{-1}[\text{div}, \hat{\mathcal{L}}] v,
\]
which is in $H^s(TM) \cap H^1_0(TM)$, since
\[-(1 - \mathcal{L})^{-1}\text{grad}\triangle^{-1}[\text{div}, \tilde{\mathcal{L}}] : H^{s-1}(TM) \cap H^1_0(TM) \to H^s(TM) \cap H^1_0(TM)\]
is a compact operator.

The identical argument shows that $-(1 - \mathcal{L})^{-1}\text{grad}\triangle^{-1}[\text{div}, \tilde{\mathcal{L}}]\nabla_u u$ is in $H^s(TM) \cap H^1_0(TM)$, since $\nabla_u u$ is in $H^{s-1}(TM) \cap H^1_0(TM)$. Since $\text{div}\nabla_u u = \text{Tr}(\nabla u \cdot \nabla u) + \text{Ric}(u, u)$ is an $H^{s-1}$ vector field on $M$, and since
\[-(1 - \mathcal{L})^{-1}\text{grad}\triangle^{-1}\tilde{\mathcal{L}} : H^{s-1}(TM) \to H^s(TM) \cap H^1_0(TM)\]
compactly, we see that
\[-(1 - \mathcal{L})^{-1}\text{grad}\triangle^{-1}\text{div}\mathcal{L}\nabla_u u\]
is in fact of class $H^s$. Regularity up to the boundary immediately follows from the fact that $\nabla_u u = 0$ on $\partial M$. Thus $(1 - \mathcal{L})^{-1}\text{grad} p$ is in $H^s$, and from Section \[\text{Proposition} \] it follows that $[(1 - \mathcal{L})^{-1}\text{grad} p] \circ \eta$ is in $H^s_\eta(TM)$.

The fact that $u$ is the unique solution of (1.2) with $\nu = 0$ is the statement of Proposition \[\text{Proposition} \]. That $u$ is in $C^0(I, \mathcal{V}^s_\mu) \cap C^1(I, \mathcal{V}^{s-1}_\mu)$ and depends continuously on the initial data $u_0$ follows from the fact that the inversion map $(\eta \mapsto \eta^{-1}) : \mathcal{D}^s \to \mathcal{D}^s$ is only $C^0$, but is $C^1$ when considered as a map from $\mathcal{D}^s$ into $\mathcal{D}^{s-1}$.

This proves the theorem for the case $\nu = 0$.

Next, we consider the viscous case $\nu > 0$. We need only show that the viscous term, thought of as a bundle map, $\hat{\eta} \mapsto \mathcal{P}_{\hat{\eta}}((1 - \mathcal{L})^{-1}\triangle_r(\hat{\eta} \circ \eta^{-1})) \circ \eta : T_{\eta}\mathcal{D}^s_{\mu,D} \to T_{\eta}\mathcal{D}^s_{\mu,D}$ is a $C^\infty$ bundle map. But this map is the same as $\mathcal{P}_{\eta} \circ (1 - \mathcal{L})^{-1}_{\eta} \circ (\overline{\triangle_r})_{\eta}$, which is a $C^\infty$ bundle map by Proposition \[\text{Proposition} \] and Proposition \[\text{Proposition} \].

The viscosity destroys the time-reversal symmetry, so the solution is now defined on $\tilde{I}$. This concludes the proof of Theorem \[\text{Proposition} \].

8. Proof of Theorem \[\text{Proposition} \]

The existence of the unique Levi-Civita covariant derivative of the right invariant metric $\langle \cdot, \cdot \rangle$ on $\mathcal{D}^s_{\mu,D}$ is an immediate consequence of the smoothness of the geodesic flow of $\langle \cdot, \cdot \rangle$ provided by Theorem \[\text{Proposition} \]. The formulas for $\tilde{\nabla}$ then follow from the fundamental theorem of Riemannian geometry.

As to the properties of the curvature operator, right invariance of $\tilde{R}$ follows from the right invariance of $\nabla$. Next we prove that $\tilde{R}$ is bounded in $H^s$ for $s > \frac{n}{2} + 2$.

Extend $X_\eta, Y_\eta, Z_\eta \in T_\eta \mathcal{D}^s_{\mu,D}$ to smooth right invariant vector fields $x^r, y^r, z^r$ on $\mathcal{D}^s_{\mu,D}$ and let $x = x^r(e), y = y^r(e)$, and $z = z^r(e)$. Let
\[M_{xy} = (1 - \mathcal{P}_e) \circ \nabla x y + (1/2)\mathcal{P}_e \circ (\mathcal{U}(x, y) + \mathcal{R}(x, y)).\]

As the proof of Theorem \[\text{Proposition} \] shows, $M$ has the following property:

If $x$ and $y$ are $H^s$ divergence-free vector fields on $M$, and $s$ is sufficiently large that $H^{s-1}(TM)$ forms a multiplicative algebra, then there exists a positive constant $c$, such that $|M_{xy}^s| \leq c|x|^s|y|^s$.

Now, since $\tilde{\nabla}$ is right invariant, we have that
\[
\tilde{R}(X_\eta, Y_\eta)z^s_\eta = \left(\tilde{\nabla}_{y^r} \tilde{\nabla}_{x^r} z^r\right)_\eta - \left(\tilde{\nabla}_{x^r} \tilde{\nabla}_{y^r} z^r\right)_\eta + \left(\tilde{\nabla}_{[x^r, y^r]} z^r\right)_\eta
\]
which we denote by \( \Lambda \). There exists a unique Levi-Civita covariant derivative associated with this weak differential operator between sections of two vector bundles. Let us denote the map \( T \eta \) by \( T \eta \). Continuity of \( (x, y, z) \mapsto (\{\nabla_x, M_y\} z + \{M_x, \nabla_y\} z) \circ \eta \) in \( H^s \) follows from the fact that the commutator terms are both order-zero differential operators, together with the property of the multiplicative algebra.

\[ |M_{[x,y]}z|_{s-1} \leq c |x,y|_{s-1} |z|_{s-1} \leq c |x|_s |y|_s |z|_s. \]

Finally, continuity of \( (x, y, z) \mapsto (\{\nabla_x, M_y\} z + \{M_x, \nabla_y\} z) \circ \eta \) in \( H^s \) follows from the fact that the commutator terms are both order-zero differential operators, together with the property of the multiplicative algebra.

9. Smoothness of differential bundle maps over the identity

Let \( \mathfrak{G}^s \) denote either \( \mathcal{D}^s_{\partial}, \mathcal{D}^s_N, \) or \( \mathcal{D}^s_{\text{mix}}. \) Suppose \( L : H^s(E) \to H^{s-1}(F) \) is an order \( l \) differential operator between sections of two vector bundles \( E \) and \( F \) over \( M. \) The purpose of this appendix is to carefully explain why \( R_\eta \circ L \circ R_{\eta^{-1}} : H^s(M, E) \downarrow \mathfrak{G}^s \to H^{s-1}(M, F) \downarrow \mathfrak{G}^s \) is smooth, even though the map \( \eta \mapsto \eta^{-1} : \mathfrak{G}^s \to \mathfrak{G}^s \) is only \( C^0. \) That \( R_\eta \circ L \circ R_{\eta^{-1}} \) is \( C^\infty \) follows from the special structure of exact sequences covering the identity map.

A sequence of vector bundle maps over the identity \( E \xrightarrow{\eta} F \xrightarrow{\eta} G \) is exact at \( F \) if range(\( f \)) = ker(\( g \)); split fiber exact if ker(\( f \)), range(\( f \)) = ker(\( g \)), and range(\( g \)) split in \( E, F, \) and \( G, \) respectively; and bundle exact if additionally ker(\( f \)), range(\( f \)) = ker(\( g \)), and range(\( g \)) are subbundles. It is standard ([2], Proposition 3.4.20) that a split fiber exact sequence is bundle exact, so that if \( E, F, \) and \( G \) are Hilbert vector bundles, and the sequence is exact at \( F, \) then ker(\( f \)), range(\( f \)) = ker(\( g \)), and range(\( g \)) are subbundles.

Let \( M \) denote the double of \( M, \) and set \( H^s(\Lambda^k) = H^s(\Lambda^k(\tilde{M})), \) the \( H^s \) class sections of \( \Lambda^k(\tilde{M}). \) Let \( H^s_\eta(\Lambda^k) \) denote the \( H^s \) class maps of \( M \) into \( \Lambda^k(\tilde{M}) \) which cover \( \eta. \)

**Lemma 4.** For \( s > (n/2) + 1, \) the map \( (\eta \mapsto T \eta) : \mathcal{D}^s \to [H^s(TM)^* \otimes H^{s-1}_\eta(TM)] \downarrow \mathcal{D}^s \) is \( C^\infty. \)

**Proof.** For each \( x \in M, \) the metric \( g \) induces a natural inner-product, say \( \tilde{g}, \) on elements of \( T_x^* M \otimes T_{\eta(x)} M, \) and hence a weak \( L^2 \) metric on \( H^s(TM)^* \otimes H^{s-1}_\eta(TM) \) given by \( \int_M \tilde{g}(\cdot, \cdot) \mu. \) There exists a unique Levi-Civita covariant derivative associated with this weak \( L^2 \) metric which we denote by \( \nabla. \) The covariant derivative \( \nabla \) is induced by the connector \( K \) which is the functorial lift of the connector \( K \) uniquely associated with the metric \( \tilde{g} \) thru the fundamental theorem of Riemannian geometry (see Theorem 9.1 in [17]).

Let us denote the map \( \eta \mapsto T \eta \) by \( s, \) i.e., \( s(\eta) = T \eta. \) Continuity of \( s \) is immediate. Thus, we shall show that \( s \) is of class \( C^1. \) Let \( \epsilon \mapsto \eta^\epsilon \) be a smooth curve in \( \mathcal{D}^s \) such that \( \eta^0 = \eta \).
and \((d/de)\epsilon=0.\eta'=V_ι \in T_ι \mathcal{D}^s\); then, \(\nabla_{V_ι} s(\eta) \in H^s(TM)^* \otimes H^s_ι^{-1}(TM)\) is computed as

\[
\nabla_{V_ι} s(\eta) = \left. \frac{d}{de} \right|_{e=0} s(\eta') = \left. \frac{d}{de} \right|_{e=0} T_ι \eta' = \nabla_{V_ι}
\]

where \(\nabla\) denotes the unique Levi-Civita covariant derivative in the pull-back bundle \(\eta^*(TM)\) associated to the metric \(g\) on \(M\). Specifically, for \(W \in T_ι M\) and \(V_ι \in \eta^*(TM)\), \(\nabla_W V_ι(x)\) has the local expression

\[
\nabla_W V_ι(x) = TV_ι(x) \cdot (T_η(x) \cdot W(x)) + \Gamma_ι(x) (V_ι(x), T_η(x) \cdot W(x))
\]

where \(\Gamma_ι(x)\) denotes the Christoffel symbol of the metric \(g\) evaluated at the point \(\eta(x) \in M\).

We compute the operator norm of \(\nabla s(\eta) \in \text{Hom}(H^s_ι(TM), H^s(TM)^* \otimes H^s_ι^{-1}(TM))\) which we shall denote by \(|\cdot|_{\text{op}}\). We have that

\[
|\nabla s(\eta)|_{\text{op}} = \sup_{V_ι \in H^s_ι(V_ι)} |\nabla V_ι|_{H^s(TM)^* \otimes H^s_ι^{-1}(TM)}
\]

\[
= \sup_{V_ι \in H^s_ι} \sup_{|W|_s=1} |\nabla W V_ι|_{s-1}
\]

\[
\leq \sup_{V_ι \in H^s_ι} \sup_{|W|_s=1} |\nabla V|_{s-1} |W|_s
\]

\[
< C(g, |\eta|_{s-1}) < \infty.
\]

Computing the supremum of \(|\nabla s(\eta)|_{\text{op}}\) in a neighborhood of \(\eta\) yields the \(C^1\) topology; as the supremum is finite, we have established that \(s\) is a \(C^1\) map.

To see that \(s\) is of class \(C^2\), we compute in a local chart

\[
\left. \frac{d}{de} \right|_{e=0} \nabla_{\eta^e} = TV_ι(x) \cdot \nabla_W V_ι(x) + \Gamma_ι(x) (V_ι(x), T_η(x) \cdot W(x))
\]

\[
+ \Gamma_ι(x) (V_ι(x), \nabla_W V_ι(x)).
\]

Since \(T_η\) is in the multiplicative algebra \(H^{s-1}\), and \(\Gamma \in C^\infty\), the same argument as above shows that \(s\) is \(C^2\). In particular, we see that the \(k\)th derivative of \(s\) is a rational combination of \(\eta, T_η, \nabla V_ι\) and derivatives of \(\Gamma\), which combined with our argument showing that \(s\) is \(C^1\) together with the fact that multiplication of \(H^{s-1}\) maps is smooth, shows that \(s\) is \(C^k\) for any integer \(k \geq 0\), and hence that \(s\) is \(C^\infty\).

Define \(\overline{d} : H^s_ι(\Lambda^k) \downarrow \mathcal{G}^s \rightarrow H^{s-1}_ι(\Lambda^{k+1}) \downarrow \mathcal{G}^s\) to be the bundle map covering the identity given by

\[
\overline{d}_ι(\alpha_ι) = [d(\alpha_ι \circ \eta^{-1})] \circ \eta \quad \forall \alpha_ι \in H^s_ι(\Lambda^k).
\]

Similarly, define \(\delta : H^s_ι(\Lambda^k) \downarrow \mathcal{G}^s \rightarrow H^{s-1}_ι(\Lambda^{k-1}) \downarrow \mathcal{G}^s\) by \(\delta_ι = [d(\eta^{-1} \circ \alpha_ι)] \circ \eta\). Lemma A.2 of [5] states that these bundle maps are smooth. We give the following proof. First note that, as \(d\) is an antiderivation satisfying

\[
d(\alpha \wedge \beta) = d\alpha \wedge \beta + (-1)^k \alpha \wedge d\beta \quad \forall \alpha \in \Lambda^k,
\]

it suffices to give the proof for \(k = 1\), in which case \(d\alpha = \nabla \alpha - (\nabla \alpha)^T\), where \(\nabla\) is the Levi-Civita covariant derivative on \(T^*M\). Using the chain rule, we see that \(\overline{d}_ι = [\nabla \circ T_η^{-1} - (\nabla \circ T_η^{-1})^T] \circ \eta\). Now \(T_η^{-1}\) is of class \(H^{s-1}\) whenever \(\eta\) is an \(H^s\) class diffeomorphism, so the proof of Lemma [5] shows that \(\overline{d}\) is \(C^\infty\). The fact that \(\delta\) is \(C^\infty\) follows from a similar argument. We also have the following
Lemma 5. For \( s > (n/2) + 1 \), if \( X_\eta, Y_\eta \in H^s_\eta(TM) \), then
\[
\overline{\text{div}}_\eta \circ \left[ \nabla(X_\eta \circ \eta^{-1}) \circ \eta \cdot \nabla(Y_\eta \circ \eta^{-1}) \circ \eta \right] \in H^{s-2}_\eta(TM).
\]

Proof. We identify \( X_\eta, Y_\eta \in H^s_\eta(TM) \) with \( \alpha_\eta, \beta_\eta \in H^s_\eta(\Lambda^1) \), respectively. It then suffices to prove that \( \overline{\alpha_\eta} \circ (\overline{\alpha_\eta} \cdot \overline{\beta_\eta}) \) is in \( H^{s-2}_\eta(\Lambda^1) \), and hence that \( \overline{\alpha_\eta} \circ \overline{\beta_\eta} \) is in \( H^{s-1}_\eta(\Lambda^1) \) (since \( \overline{\delta} \) is \( C^\infty \)). But this follows since \( H^{s-1} \) is a multiplicative algebra, and \( \overline{\delta} \) is a \( C^\infty \) bundle map. \( \square \)

A similar argument yields

Lemma 6. For \( s > (n/2) + 1 \), if \( X_\eta, Y_\eta \in H^s_\eta(TM) \), then
\[
\text{grad}_\eta \circ \text{Tr}[\nabla(X_\eta \circ \eta^{-1}) \circ \eta \cdot \nabla(Y_\eta \circ \eta^{-1}) \circ \eta] \in H^{s-2}_\eta(TM).
\]

We shall need Lemma A.3 in \( [17] \) which we state as follows:

Lemma 7. Let \( \pi : E \to M \) be a vector bundle, let \( J \) be a finite dimensional subspace of \( H^s(E) \) consisting of \( C^\infty \) elements, and let \( \overline{\Psi} : H^s(E) \to J \) be a continuous orthogonal projector onto \( J \). Then \( \overline{J} = J_\eta \downarrow D^s \) is a subbundle of \( H^r_\eta(M,E) \downarrow D^s \) for \( r \leq s \), where
\[
J_\eta = \{ f \in H^r(M,E) \mid f \in R_\eta J \}.
\]
Furthermore, \( \overline{\Psi} : H^r_\eta \downarrow D^s \to \overline{J} \), given by \( \overline{\Psi}_\eta = R_\eta \circ \overline{\Psi} \circ R_{\eta-1} \) is a \( C^\infty \) bundle map.

For the remainder of this appendix, \( \overline{\alpha} \) shall denote the bundle map given by \( \overline{\alpha}_\eta(\alpha_\eta) = [\alpha(\alpha_\eta \circ \eta^{-1})] \circ \eta \) for any linear operator \( A \) acting on \( H^s(\Lambda^k) \). We shall use the notation \( \overline{W} \) to denote the bundle \( W_\eta \downarrow D^s \) for any vector space \( W \). For example, \( H^r(\Lambda^k) \) shall denote \( H^s_\eta(\Lambda^k) \downarrow D^s \).

Again, for \( r \geq 1 \), let \( \overline{V}^r \) denote the \( H^r \) vector fields on \( M \) which satisfy the boundary conditions prescribed to elements of \( T_\eta \overline{G}^s \), and let \( \overline{V}_\eta = \{ u \circ \eta : u \in \overline{V}^r \} \).

Proposition 6. Let \( L = -2\text{Def}^*\text{Def} \) and define \( \overline{L} \) by \( \overline{L}_\eta = TR_\eta \circ L \circ TR_\eta^{-1} \). Then, for \( s > (n/2) + 1 \), and \( r \geq 1 \), the bundle maps
\[
\overline{1-L} : \overline{V}^r \downarrow \overline{G}^s \to H^{r-2}_\eta(TM) \downarrow \overline{G}^s,
\]
\[
\overline{1-L}^{-1} : H^{r-2}_\eta(TM) \downarrow \overline{G}^s \to \overline{V}^r \downarrow \overline{G}^s
\]
are \( C^\infty \).

Proof. By the \( L^2 \) orthogonal Hodge decomposition,
\[
H^s(\Lambda^k) = d(H^{s+1}(\Lambda^{k-1})) \oplus \delta(H^{s+1}(\Lambda^{k+1})) \oplus H^s_{\text{fields}},
\]
where \( H^s_{\text{fields}} = \{ \alpha \in H^s(\Lambda^k) \mid d\alpha = 0 \text{ and } \delta\alpha = 0 \} \) denotes the Harmonic fields.

Hence,
\[
[ker(d)]^\perp = \delta(H^{s+1}(\Lambda^{k+1})) \text{ and } [ker(\delta)]^\perp = d(H^{s+1}(\Lambda^{k-1})). \tag{9.1}
\]

Let \( \pi \) denote the \( L^2 \) orthogonal projection of \( H^{s-1}(\Lambda^{k+1}) \) onto \( H^s_{\text{fields}} \), and let \( p = \pi|_{d(H^s(\Lambda^k))} \) denote the restriction of \( \pi \) to \( d(H^s(\Lambda^k)) \), so \( p : d(H^s(\Lambda^k)) \to H^s_{\text{fields}} \). Since \( H^s_{\text{fields}} \) is a finite dimensional subspace of \( H^{s-1}(\Lambda^{k+1}) \) consisting of \( C^\infty \) elements, Lemma
Now we find that $\text{ker}(\delta)$ and $\text{im}(\delta)$ are subbundles.\footnote{That $\text{ker}(d)$ and $\text{im}(d)$ are subbundles is the statement of Lemma A.4 in \cite{[17]}; we have supplied a short proof simply to correct some typographical errors and provide some needed clarification.}

Next, let $p_3 : \ker(\delta) = \delta(H^{s+1}(\Lambda^{k+1}) \subset H^{s-1}(\Lambda^{k-1}) \rightarrow \mathcal{H}_{\text{fields}}^{s-1,k+1}$ be the restricted orthogonal projector. Then by the same argument $p_3$ is a smooth bundle map and $\text{im}(1-p_3)$ is a subbundle. Hence, we may form the exact sequence

$$H^s(\Lambda^k) \downarrow D^s \xrightarrow{\delta} \text{im}(1-p_3) \xrightarrow{\delta} H^{s-2}(\Lambda^{k-2}) \downarrow D^s,$$

and thus obtain that $\ker(\delta)$ and $\text{im}(\delta)$ are subbundles.

Using (3.1), we may restrict the domain and range to ensure that the maps $d : \delta(H^{s+1}(\Lambda^{k+1})) \rightarrow d(H^{s}(\Lambda^{k}))$ and $\delta : d(H^{s+1}(\Lambda^{k-1})) \rightarrow \delta(H^{s}(\Lambda^{k}))$ are isomorphisms.

To find the inverse of $d$ between these vector spaces, first let $\omega = \delta \beta$. Then

$$d\omega = d\delta \beta \implies \delta d\omega = \delta (d\delta \beta) = (d\delta + \delta d)(\delta \beta) = -\Delta \delta \beta = -\Delta \omega,$$

therefore, $\omega = (-\Delta)^{-1} \delta d\omega = \delta(-\Delta)^{-1} d\omega$, so that $(-\Delta)^{-1}$ is the inverse of $d$. Similarly, we find that $d(-\Delta)^{-1}$ is the inverse of $\delta$.

Next, let $p_3 : \ker(\delta) = \delta(H^{s+1}(\Lambda^{k+1}) \oplus \mathcal{H}_{\text{fields}}^{s,k} \rightarrow \mathcal{H}_{\text{fields}}^{s,k}$ so $(1-p_3) : \ker(\delta) \rightarrow \delta(H^{s+1}(\Lambda^{k+1})).$

Now $p_3$ is a smooth bundle map by Lemma \ref{LemmaA.4}, and since $\ker(\delta)$ is a subbundle, we may form the exact sequence

$$\ker(\delta) \xrightarrow{p_3} \mathcal{H}_{\text{fields}}^{s,k} \xrightarrow{0} 0.$$

Thus, the $\text{im}(p_3)$ is a subbundle from which it follows that $\text{im}(1-p_3) = \delta(H^{s+1}(\Lambda^{k+1}))$ is a subbundle, so that it makes sense to define

$$\overline{d} : \delta(H^{s+1}(\Lambda^{k+1})) \rightarrow \text{im}(\delta)$$

as smooth bundle isomorphism. A similar argument allows us to define

$$\overline{\delta} : d(H^{s+1}(\Lambda^{k-1})) \rightarrow \text{im}(\delta)$$

as smooth bundle isomorphism.

We have shown that the bundle map $\delta(-\Delta)^{-1}$ covering the identity is the inverse of $\overline{d}$ which is smooth; hence, by the inverse function theorem, the bundle map $\overline{\delta}(-\Delta)^{-1}$ is also smooth. On the other hand, $\overline{d}(-\Delta)^{-1} \overline{\delta}$ is the inverse of $\overline{\delta}$, and by the same argument is smooth. Since $\overline{d}$ and $\overline{\delta}$ are $C^\infty$, then $(-\Delta)^{-1}$ is $C^\infty$ on $\text{im}(\overline{d}) \oplus \text{im}(\overline{\delta})$, and hence $-\Delta$ is $C^\infty$ on $\mathcal{H}_{\text{fields}}^{s,k}$ again by the inverse function theorem.

Thus far, we have been working with sections of differential $k$-forms over the boundaryless manifold $\tilde{M}$. We shall now restrict our attention to $H^s$ class sections of $\Lambda^1(\tilde{M})$. Letting $\nu$ denote the outward-pointing normal vector field on $\partial M$, for $r \geq 2$, we define the closed subspace of $H^r(\Lambda^1(M))$ by

$$H^r_\Delta = \{ \alpha \in H^r(\Lambda(M)) \mid n_\Delta \alpha = 0, (\nabla_\nu \alpha)^{\text{tan}} + S_\nu(\alpha) = 0 \text{ on } \Gamma_2, \text{ and } \alpha = 0 \text{ on } \Gamma_1 \},$$

where $\nabla_\nu$ denotes the covariant differentiation along the normal vector field $\nu$ and $S_\nu$ denotes the second fundamental form of $\partial M$. The map $\delta_2 : H^r_\Delta \rightarrow H^{r-1}(\Lambda^{k-1})$ induced by $\delta_1 : \mathcal{H}_{\text{fields}}^{s,k} \rightarrow H^{s-1}(\Lambda^{k-1})$ is then defined by $\delta_2(\alpha) = \delta_1(\alpha)$ for $\alpha \in H^r_\Delta$.
and for $2 > r > 1$, set
\[ H_A^r = \{ \alpha \in H^r(\Lambda(M)) \mid n_\perp \alpha = 0 \text{ on } \Gamma_2, \text{ and } \alpha = 0 \text{ on } \Gamma_1 \}. \]

Note that the restriction operator to these subspaces is a continuous linear map. $\mathcal{L}$ is a self-adjoint linear unbounded nonnegative operator on $L^2$ with $D(\mathcal{L}) = H^2_A$, and $\mathcal{L} : H^2_A \to \text{im}(d) \oplus \text{im}(\delta)$ is an isomorphism. It follows that $(1 - \mathcal{L}) : H^2_A \to H^1(\Lambda(M))$ is an isomorphism. Since
\[ \mathcal{L} = -\left( \Delta + 2\text{Ric} + d\delta \right), \]

and since we have proven that $\overline{\nabla}_\eta, \overline{\delta}_\eta, \text{ and } \overline{\text{Ric}}_\eta$ are $C^\infty$ bundle maps, it follows that
\[ (1 - \mathcal{L}) : (H^r_A)_\eta \downarrow \mathfrak{G}^s \to H^{r-2}(TM) \downarrow \mathfrak{G}^s \]

is a $C^\infty$ bundle isomorphism covering the identity, so that by the inverse function theorem,
\[ (1 - \mathcal{L})^{-1} : H^{r-2}(TM) \downarrow \mathfrak{G}^s \to (H^r_A)_\eta \downarrow \mathfrak{G}^s \]

is $C^\infty$ as well.

This proves the theorem in the case that $\mathfrak{G}^s = \mathcal{D}^s_{mix}$. In the case that $\mathfrak{G}^s = \mathcal{D}^s_N$, simply set $\Gamma_1 = \emptyset$, and for $\mathfrak{G}^s = \mathcal{D}^s_D$, set $\Gamma_2 = \emptyset$ in the definition of $H^r_A$.

\[
10. \text{ Other Models of Fluid Motion}
\]

10.1. **Third-grade fluid equations.** Set $A = \mathcal{L}_u g$ and $\alpha_1 = \alpha^2$. Let $\alpha_2 \geq 0$ and $\beta > 0$ be positive constants. The equations of a third-grade incompressible fluid on a compact Riemannian manifold with boundary are given by
\[
\partial_t (1 - \alpha_1 \Delta_r) u - \nu \Delta_r u + \nabla_u (1 - \alpha_1 \Delta_r) u - \alpha_1 (\nabla u)^t \cdot \Delta_r u \\
- (\alpha_1 + \alpha_2) (A \cdot \Delta_r u + 2\text{div} \nabla u \cdot \nabla u^t) - \beta \text{div} \left[ \text{Tr}(A \cdot A^t) A \right] = -\text{grad} \, p,
\]

(10.1)

or together with the incompressibility condition $\text{div} \, u = 0$, the Dirichlet boundary condition $u = 0$ on $\partial M$, and initial data $u(0) = u_0$. This system of equations was derived (for bounded subsets of $\mathbb{R}^n$) by Rivlin and Ericksen [13]; equation (10.1) generalizes the theory to Riemannian manifolds.

For the purpose of proving well-posedness, we set all of the constants equal to one. It is then clear that the third-grade equations differ from equation (12.2) by the terms $A \Delta_r u + \text{div} \left[ \nabla u \cdot \nabla u^t - \text{Tr}(A \cdot A^t) A \right]$. We can once again transfer the complicated study of the initial-boundary value problem for (10.1) to the problem of studying an ordinary differential equation on $T\mathcal{D}^s_{\mu,D}$. The problem of well-posedness for this system of equations in Euclidean space has been studied previously in [3] and [8].

**Proposition 7.** For $s > (n/2) + 2$, let $\eta(t)$ be a curve in $\mathcal{D}^s_{\mu,D}$, and set $u(t) = \eta \circ \eta(t)^{-1}$. Then $u$ is a solution of the initial-boundary value problem (10.1) with Dirichlet boundary conditions $u = 0$ on $\partial M$ if and only if
\[
\overline{\mathcal{U}}_\eta \circ \left[ \frac{\nabla \eta}{dt} + [-(1 - \mathcal{L})^{-1} \Delta_r u + \mathcal{T}(u) + \mathcal{U}(u) + \mathcal{R}(u)] \circ \eta \right] = 0,
\]

(10.2)

where $\mathcal{U}$ and $\mathcal{R}$ are defined in Proposition [3],

\[
\mathcal{T}(u) = (1 - \mathcal{L})^{-1} \left[ A \Delta_r u + \text{div} \left( \nabla u \cdot \nabla u^t - \text{Tr}(A \cdot A^t) A \right) \right],
\]

and $\overline{\mathcal{U}}_\eta : T_\eta \mathcal{D}^s_D \to T_\eta \mathcal{D}^s_{D,\mu}$ is the Stokes projector.
Proof. The proof follows trivially from Propositions 3.

Theorem 4. For \( s > (n/2) + 2 \), and \( u_0 \in T\varepsilon D_{\mu,D}^s \), there exists \( T > 0 \) depending on \( |u_0| \) and independent of \( \nu \), and a unique curve \( \dot{\eta} \) in \( T\varepsilon D_{\mu,D}^s \) satisfying (10.4) with \( \eta(0) = e \) and \( \dot{\eta}(0) = u_0 \) such that

\[
\dot{\eta} \in C^\infty([0,T), T\varepsilon D_{\mu,D}^s)
\]

has \( C^\infty \) dependence on \( u_0 \).

For \( r \geq 1 \), let \( \mathcal{V}_r^\xi = \{ u \in H^s(TM) \cap H^1_{\mu}(TM) \mid \text{div } u = 0 \} \). Then \( u = \dot{\eta} \circ \eta^{-1} \) is a unique solution of the initial value problem (10.4), and

\[
u \in C^0([0,T), \mathcal{V}_r^\xi) \cap C^1([0,T), \mathcal{V}_r^{\xi-1})
\]

has \( C^0 \) dependence on \( u_0 \).

Proof. From Proposition 4, it is clear that the proof is identical to the proof of Theorem 2 once we show that \( \dot{\eta} \mapsto [\mathcal{F}(\dot{\eta} \circ \eta^{-1}) \circ \eta : T\varepsilon D_{\mu,D}^s \rightarrow T\varepsilon D_{\mu,D}^s \) is a \( C^\infty \) bundle map. The result follows from the fact that for \( s > (n/2) + 2 \), \( H^s\varepsilon^{-2} \) is a multiplicative algebra, so that the terms \( A \cdot \Delta_r u \) and \( \text{div}(\text{Tr}(A \cdot A\varepsilon A)) \) are of class \( H^{s-2} \) whenever \( u \in H^s \). This observation together with the results of Section 3 complete the proof.

10.2. A shallow water equation. For \( s > 3/2 \) the set \( D^s([0,1]) \) is the Hilbert group of Dirichlet diffeomorphisms, and \( T\varepsilon D^s([0,1]) = H^s(0,1) \cap H^1_{\mu}(0,1) \).

Consider the right invariant metric \( \langle \cdot, \cdot \rangle \) on \( D^s([0,1]) \), given at the identity \( e \) by

\[
\langle X,Y \rangle_e = \int_0^1 (X(x)Y(x) + X^\varepsilon(x)Y^\varepsilon(x)) \, dx.
\]

As computed in 32 for the group \( D^s(S^1) \), formal application of the Euler-Poincaré Theorem 3 shows that if \( u(t) = \dot{\eta}(t) \circ \eta(t)^{-1} \), then \( \dot{\eta} \) is a geodesic of \( \langle \cdot, \cdot \rangle \) on \( D^s([0,1]) \) if and only if \( u(t) \) is a solution of

\[
\begin{align*}
\dot{u}_t - u_{txx} + 3uu_x - 2u_xu_{xx} - uu_{xxx} &= 0, \\
u(0) &= 0, u(1) = 0, \\
u(0) &= u_0.
\end{align*}
\]

(10.3)

This equation was derived in 9 (see also 23). In 39, we proved local well-posedness for the PDE (10.3) in the case that periodic boundary conditions are imposed for all initial data \( u_0 \) in \( H^s(S^1) \), \( s > 3/2 \). Our method relied on proving that the geodesic spray of the metric \( \langle \cdot, \cdot \rangle \) on \( D^s(S^1) \) is smooth. We may do the same same for on \( D^s([0,1]) \).

Theorem 5. For \( s > 3/2 \), and \( u_0 \in H^s(0,1) \cap H^1_{\mu}(0,1) \), there exists an open interval \( I = (-T,T) \), depending on \( u_0 \), and a unique geodesic \( \dot{\eta} \) of \( \langle \cdot, \cdot \rangle \) satisfying the ordinary differential equation

\[
\dot{\eta} = B(\eta, \dot{\eta}) = -(1 - \Delta_x^2)^{-1}\Delta_x(u^2 + u_x^2/2 \rangle \circ \eta,
\]

\[
\eta(0) = e,
\]

\[
\dot{\eta}(0) = u_0,
\]

such that

\[
(\eta, \dot{\eta}) \in C^\infty(I, D^s([0,1]) \times H^s(0,1) \cap H^1_{\mu}(0,1))
\]
has $C^\infty$ dependence on $u_0$.

Furthermore, $u = \dot{\eta} \circ \eta^{-1}$ is a unique solution of the initial value problem \((\ref{eq:initial-value-problem}),\) and

\[
\begin{aligned}
&u \in C(I, H^s(0,1) \cap H^1_0(0,1)) \cap C^1(I, H^{s-1}(0,1) \cap H^1_0(0,1)) \text{ if } s \geq 2, \\
&u \in C(I, H^s(0,1) \cap H^1(0,1)) \cap C^1(I, H^{s-1}(0,1)) \quad \text{ if } 2 > s > 3/2,
\end{aligned}
\]

and has $C^0$ dependence on $u_0$.

Proof. For $s > 3/2$, $TD^s([0,1]) = \mathcal{D}^s([0,1]) \times H^s(0,1) \cap H^1_0(0,1)$; thus to prove that $\dot{\eta}$ is a smooth curve in $TD^s([0,1])$, we need only copy the proof of Theorem \ref{thm:main-result} and show that $\mathcal{B}$ is a smooth map into the second tangent bundle $T^2\mathcal{D}^s([0,1])$. We leave the trivial details to the reader.

Having smoothness of the geodesic spray allows us to define the Levi-Civita covariant derivative associated to $\langle \cdot, \cdot \rangle$.

Proposition 8. Extending $X_\eta, Y_\eta \in T_\eta \mathcal{D}^s([0,1])$ to smooth vector fields $X, Y$ on $\mathcal{D}^s([0,1])$, there exists a right invariant unique Levi-Civita covariant derivative $\tilde{\nabla}$ of $\langle \cdot, \cdot \rangle$ on $\mathcal{D}^s([0,1])$ given by

\[
\tilde{\nabla}_X Y(\eta) = \left\{ \partial_\xi(Y_\eta \circ \eta^{-1}) + \partial_\eta(Y_\eta \circ \eta^{-1}) \cdot (X_\eta \circ \eta^{-1}) + \Upsilon(X_\eta \circ \eta^{-1}, Y_\eta \circ \eta^{-1}) \right\} \circ \eta,
\]

where for all $u, v \in H^s(0,1) \cap H^1_0(0,1)$,

\[
\Upsilon(u, v) = (1 - \partial_\eta^2)^{-1} \partial_\eta(uv + u_v x_v/2).
\]

For right-invariant vector fields $X, Y$ on $\mathcal{D}^s([0,1])$ which are completely determined by their value at the identity $X_e, Y_e$,

\[
\tilde{\nabla}_X Y(e) = \partial_x(Y_e) \cdot X_e + \Upsilon(X_e, Y_e).
\]

Again, extending $X_\eta, Y_\eta, Z_\eta \in T_\eta \mathcal{D}^s([0,1])$ to smooth vector fields $X, Y, Z$ on $\mathcal{D}^s([0,1])$, we define the weak Riemannian curvature tensor $\tilde{R}$ of the weak $H^1$ invariant metric $\langle \cdot, \cdot \rangle$ on $\mathcal{D}^s([0,1])$ to be the trilinear map

\[
\tilde{R}_\eta : [T_\eta \mathcal{D}^s([0,1])]^3 \to T_\eta \mathcal{D}^s([0,1])
\]

given by

\[
\tilde{R}_\eta(X_\eta, Y_\eta)Z_\eta = \left( \tilde{\nabla}_Y \tilde{\nabla}_X Z \right)_\eta - \left( \tilde{\nabla}_X \tilde{\nabla}_Y Z \right)_\eta + \left( \tilde{\nabla}_{[X, Y]} Z \right)_\eta, \quad \eta \in \mathcal{D}^s([0,1]).
\]

Using Milnor’s Lie-theoretic formula for the sectional curvature at the identity of an invariant metric on a Lie group, Misiolek \cite{misiolek1997} formally computed the sectional curvature of $\tilde{\nabla}$ at the identity; however the problem of showing that the weak curvature operator $\tilde{R}$ is bounded in the strong $H^s$ topology was left open. We now establish this result.

Theorem 6. The weak curvature operator $\tilde{R}$ of the covariant derivative $\tilde{\nabla}$ on $\mathcal{D}^s([0,1])$ is right invariant and continuous in the $H^s$ topology for $s > (n/2) + 2$. 
Proof. Again, right invariance of $\tilde{R}$ follows from the right invariance of $\tilde{\nabla}$.

Extend $X_\eta, Y_\eta, Z_\eta \in T_\eta D^s([0,1])$ to smooth right invariant vector fields $x^r, y^r, z^r$ on $D^s([0,1])$ and let $x = x^r(e), y = y^r(e)$, and $z = z^r(e)$. Let $M_{x,y} = \Upsilon(x,y)$. Then

$$\tilde{R}_\eta(X_\eta, Y_\eta)z_\eta = \left[ (M_y M_x - M_x M_y + M_{[x,y]}) z \right] \circ \eta + \left[ \{\nabla_x, M_y\} z + \{M_x, \nabla_y\} z \right] \circ \eta,$$

where $\{\cdot, \cdot\}$ denotes the commutator of operators, and $\nabla_x w = (\partial_x w) \cdot x$. Since $\Upsilon(x,y)$ is in $H^s$ for $x$ and $y$ in $H^s$, the remainder of the proof follows exactly the proof of Theorem 3.

As should be clear from the above proofs, all of our results in this section also hold for the case of periodic boundary conditions.
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Appendix A. The Euler-Poincaré Variational Principle

The reduction of geodesic flow on $D^s_\mu$ (or any of its subgroups) onto the single fiber of $TD^s_\mu$ over the identity $e$ is an example of the Euler-Poincaré theorem (see [28]) which we shall now state in the setting of a topological group $G$ which is a smooth manifold and admits smooth right translation. For any element $\eta$ of the group, we shall denote by $TR_\eta$ the right translation map on $TG$, so that for example, when $G$ is either $D^s_{\mu,D}$, $D^s_{\mu,N}$, or $D^s_{\mu,mix}$, then $TR_\eta^{-1} := \eta \circ \eta^{-1}$.

Proposition 9 (Euler-Poincaré). Let $G$ be a topological group which admits smooth manifold structure with smooth right translation, and let $L : TG \to \mathbb{R}$ be a right invariant Lagrangian. Let $g$ denote the fiber $T_e G$, and let $l : g \to \mathbb{R}$ be the restriction of $L$ to $g$. For a curve $\eta(t)$ in $G$, let $u(t) = TR_{\eta(t)}^{-1} \eta(t)$. Then the following are equivalent:

- **a** the curve $\eta(t)$ satisfies the Euler-Lagrange equations on $G$;
- **b** the curve $\eta(t)$ is an extremum of the action function

$$S(\eta) = \int L(\eta(t), \dot{\eta}(t))dt,$$

for variations $\delta \eta$ with fixed endpoints;
- **c** the curve $u(t)$ solves the Euler-Poincaré equations

$$\frac{d}{dt} \frac{\delta l}{\delta u} = -ad_u^* \frac{\delta l}{\delta u},$$

where the coadjoint action $ad_u^*$ is defined by

$$\langle ad_u^* v, w \rangle = \langle v, [u, w]_R \rangle,$$

for $u, v, w$ in $g$, and where $\langle \cdot, \cdot \rangle$ is the metric on $g$ and $[\cdot, \cdot]_R$ is the right bracket;
the curve $u(t)$ is an extremum of the reduced action function

$$s(u) = \int l(u(t)) dt,$$

for variations of the form

$$\delta u = \dot{w} + [w, u],$$

(A.1)

where $w = TR_{\eta^{-1}} \delta \eta$ vanishes at the endpoints.

See Chapter 13 in [28] for a detailed development of the theory of Lagrangian reduction as well as a proof of the Euler-Poincaré theorem.
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