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Abstract: Academic text recommendation, as a kind of text recommendation, has a wide range of application prospects. Predicting texts of interest to scholars in different fields based on anonymous sessions is a challenging problem. However, the existing session-based method only considers the sequential information, and pays more attention to capture the session purpose. The relationship between adjacent items in the session is not noticed. Specifically in the field of session-based text recommendation, the most important semantic relationship of text is not fully utilized. Based on the graph neural network and attention mechanism, this paper proposes a session-based text recommendation model (TXT-SR) incorporating the semantic relations, which is applied to the academic field. TXT-SR makes full use of the tightness of semantic connections between adjacent texts. We have conducted experiments on two real-life academic datasets from CiteULike. Experimental results show that TXT-SR has better effectiveness than existing session-based recommendation methods.
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1. Introduction

With the rapid development of smart devices, people are enjoying the convenience brought by Internet big data. However, they are also driving a blowout growth of data traffic which is called information overloading [1,2]. Therefore, how to help users dig out the things that users are most interested in is a major research hotspot at present. As the recommendation system was proposed [3], it becomes a key technology to effectively solve this problem. Among them, Session-based Recommender Systems (SRSs) occupy a large proportion. They usually utilize the sequence of user actions in the browser’s current sessions to predict their next actions (click on an item). Session-based text recommendation is a type of session-based recommendation. For example, a news recommendation system can quickly recommend interesting news for readers, and an academic text recommendation system can help academic researchers to obtain academic articles of interest more quickly.

Deep neural networks have recently been verified to be very effective in modeling sequence data. Hidasi et al. [4] applied Recurrent Neural Networks (RNN) with Gated Recurrent Units (GRU) for session-based recommendation. Tan et al. [5] further improved this model by data augmentation and taking the shift of user behavior distributed in the input data into consideration. Li et al. [6] proposed an RNN-based encoder–decoder model (NARM), which combines main purpose and sequential behavior to get the session representation. Similar to NARM, Liu et al. [7] purposed the STAMP model which additionally emphasizes the user’s current interest reflected in the last click. Wu et al. [8] applied Graph Neural Networks (GNNs) to capture complex transitions of items in the session. However, these existing session-based methods mainly take into account the user’s sequential behavior and pay more attention to capturing the user’s purpose in the current session. The internal relationship between items in the session is not emphasized. Specifically in the field of text recommendation, the most important inherent semantic
relationship of text is not fully utilized. To tackle this problem, this paper proposes a session-based text recommendation model (TXT-SR) adopting graph neural network and attention mechanism. First, the model uses graph neural network to capture the sequential information and the complex transitions of items. Second, the model integrates the semantic relationship between adjacent texts into the graph neural network, so that it can better maintain the purpose of the session in the training and transmission of sessions (especially in long sessions). Finally, the attention mechanism is used to better obtain the global purpose of the session.

The main contributions of this work are summarized as follows.

- We propose an innovative TXT-SR model which is an application scenario in the text field. This model not only considers the complex transformation characteristics of the items in the text session, but also takes into account the textual semantic relationship between the texts. This is an innovation that applies session-based recommendations to a new field.
- We can represent a session directly only by nodes involved in that session, without relying on the assumption that there exists a distinct latent representation of the user for each session.
- The proposed model is evaluated on two real-world datasets. Extensive experimental results show that TXT-SR outperforms the state-of-art methods and the textual semantic relation plays an important role.

The rest of this paper is organized as follows. Section 2 discusses the related work. Section 3 introduces the workflow of the proposed TXT-SR method. Section 4 gives the experimental analysis. Section 5 gives the conclusion of this paper.

2. Related Work

2.1. Conventional Recommendation Method

There are two kinds of conventional recommendation methods: one is the general recommendation method, and the other is the sequence recommendation method. The general recommendation method can be divided into content-based recommendations (CB) and collaborative recommendations (CF) [9]. Content-based recommendation refers to discovering the relevance of the item based on content, and then recommending similar items to the user based on the user’s previous preference records. Recommendations based on collaborative filtering are divided into User-based Collaborative Filtering (UserCF) [10] and Item-based Collaborative Filtering (ItemCF) [11]. UserCF looks for neighbors with the same preferences as the target user and generates recommendations to the target user based on the preferences of the target user’s neighbors. However, ItemCF is the evaluation of items. ItemCF finds the similarity between items and recommends similar items to the user [12]. Linden et al. [13] proposed the application of online shopping. Sarwar et al. [11] analyzed various item-based recommendation algorithms. However, what is difficult for collaborative filtering is to deal with the “cold start” problem. When we do not have any data for new users, we cannot recommend items for them. In addition to the collaborative filtering algorithm, there is also a matrix factorization algorithm. Among its specific methods, Singular Value Decomposition (SVD) [14,15] is the most common. This method essentially extracts the eigenvalues from the matrix, which reduces the dimensions to better capture the expression of users and item preferences. The advantage of this method is that it can solve the matrix sparsity problem, but the cost is that storing the decomposed matrix requires a lot of memory.

Sequence recommendation algorithms are generally based on Markov chains [16], using serialized data and the last click behavior of a given user. Zimdars et al. [17] proposed a serialized recommendation model based on Markov chain and explored how to extract serialized patterns through probabilistic decision tree models to learn the user’s next behavior state. The method proposed by Shani et al. [18] is called Markov Process (MDP), which aims to make recommendations in a session-based manner. The simplest MDP can be attributed to a first-order Markov chain. The next recommendation made for the user
can be simply calculated by the transition probability between items. For this kind of algorithm, it has to calculate the probability of each item being transferred to other items, and iterative calculations are carried out continuously, so the required state space will be very large.

2.2. Deep Learning-Based Recommendation Method

With the development of deep learning [19], increasingly more scholars began to set about the application of deep learning methods in the recommendation field [20–23]. According to the work of Bobadilla et al. [24], for the Matrix Factorization method, the linear dot product cannot catch the complex nonlinear relations existing among the set of hidden factors. However, neural models do not have this restriction. For another example, in order to deal with different recommendation scenarios, such as the research of Sulikowski et al. [25] on how to design a recommending interface, the multilayer perceptron could perform an accurate prediction.

The emphasis of the session-based recommendation problem lies in how to use the user’s short-term interactive information data to predict the content that the user may be interested. Writing on how to observe user behavior, Sulikowski et al. [26] utilized a tool called ECPM, which was implemented as an extension for the FireFox browser to gather a rich set of e-customer behavior data. Later, Sulikowski et al. [27] again proposed two methods to observe user behavior: eye-tracking and document object model (DOM) implicit event tracking in the browser. Because the collected information has complex information and the Recurrent Neural Network (RNN) [28] is suitable for modeling sequential data, increasingly more recommendation systems are starting to build on it [29–32]. Typically, Hidasi et al. [4] proposed the GRU4REC model. Tan et al. [5], on this basis, use “data enhancement” and “popularity sampling” methods to improve the performance, finally achieving satisfactory prediction results. However, the RNN model also has two shortcomings: the first point is that sessions are usually anonymous and numerous, and the user behavior involved in session clicks is usually limited. Therefore, it is difficult to accurately estimate the representation of each user from each session to generate effective recommended content. The second point is the use of RNN to carry out the modeling, which cannot get the user’s accurate representation and ignores the complex conversion characteristics between items.

As the use of the attention mechanism can better learn the relative importance of different segments of the target sequence, there has been increasing attention to this issue [33–35]. Jing et al. [6] proposed an RNN-based NARM model, which uses the last hidden state of the RNN as the sequence behavior and the attention mechanism to capture the main purpose by the previous click. Liu et al. [7] also considered the direct correlation between each historical click and the last click, and assigned dynamic weights to each item. STAMP emphasizes the user’s current interest reflected in the last click, clarifies the importance of the last click, and integrates it into the recommendation system. Compared with the RNN model, the attention mechanism model can obtain the global and local connections together, and will not be limited by the sequence length for capturing long-term dependencies. The result of each step does not depend on the previous step, and can be made into a parallel mode. In addition, it has fewer parameters and lower model complexity.

In recent years, graph neural networks have become more popular in the fields of business recommendation networks [36], knowledge graphs [37], gesture recognition [38], and recommendation systems [8]. This is because, for the complex data organization in which dependencies between more than one object or activity occur, graphs can represent more accurately. Graph Convolutional Network (GCN) provides a new idea for the processing of graph structure data and combines the convolutional neural network commonly used in images in deep learning to graph data. According to it, Ullah et al. [39] enhanced two of the existing graph convolutional network models by proposing four enhancements. The Gated Graph Neural Network (GGNN) [40,41] is an improvement of GNN, which uses gated
recurrent units to calculate gradients by back-propagation through time (BPTT). In the recommendation field, Wu et al. [8] proposed a recommendation model based on GGNN. The model uses a certain method to describe the nodes. After continuous node status updates, it obtains a state that includes neighbor node information and graph topological structure characteristics, finally outputting these nodes through a specific method to obtain the desired result.

3. The Proposed Method

In this section, we will introduce the recommendation method of text based on graph neural network. Figure 1 shows the overall framework of the proposed TXT-SR method.

![Figure 1. The framework of the proposed TXT-SR method.](image)

First, the user’s reading order can be regarded as a session, which is represented by a graph. In the graph, each node represents a single academic text, and each edge represents the reading order. After representing each text semantically, assign a weight to the graph edges. This weight is regarded as the semantic similarity of adjacent texts in the session, which can supplement the graph to a large extent. Inspired by the work of Jing et al. [6], we consider the whole feature representation of session to be composed of recent purposes
and long-term purposes. We take both of them into account. Recent purpose is represented by the trained vector of the session’s last-click text. Long-term purpose is obtained by the attention mechanism, which aggregates all trained vector of each text. Finally, we combine these two purposes to gain the feature representation of a session and utilize it to compute the recommendation scores for each candidate academic text.

The details are as follows:

3.1. Notations

Let \( V = \{v_1, v_2, \ldots, v_m\} \) be the set of all unique texts involved in all the sessions and \( s = [v_{s,1}, v_{s,2}, \ldots, v_{s,n}] \) be a session sequence, where \( v_{s,i} \in V \) represents the \( i \)-th clicked text in the \( s \) and the sequence of \( v_{s,i} \) represents the reading order. The goal of this recommendation is to predict the next click, i.e., for the session \( s \), the task is to predict \( v_{s,n+1} \). By utilizing the session-based text recommendation, for a certain session \( s \), we calculate probabilities \( \hat{y} \) for all optional texts. According to \( \hat{y} \), we choose the items with top-K value as the candidate. We define the set of common definitions required to understand this paper in Table 1.

**Table 1.** Commonly used notations.

| Notations | Descriptions |
|-----------|--------------|
| \( G \)   | A graph.     |
| \( V \)   | The set of nodes in a graph. |
| \( v_i \) | A node \( v_i \in V \). |
| \( E \)   | The set of edges in a graph. |
| \( v_{s,i} \) | the \( i \)-th clicked text in the \( s \). |
| \( v \in \mathbb{R}^d \) | The features vector set of nodes. |
| \( d \)   | The dimension of node features. |
| \( s_l \) | The recent purpose of the session. |
| \( s_g \) | The long-term purpose of the session. |
| \( s_h \) | The features vector of the whole session. |
| \( \hat{y} \) | The probabilities for optional texts. |
| \( \hat{z}_i \) | The score for each candidate text option. |

3.2. Using Graph Neural Networks to Learn the Text Feature Representation

Each session sequence \( s \) can be modeled as a directed graph \( G_s = (V_s, E_s) \), in which each node represents a text \( v_{s,i} \in V \). Each edge of the directed graph \( (v_{s,i-1}, v_{s,i}) \) represents that a user continues to read text \( v_{s,i} \) after \( v_{s,i-1} \). For example, a reader browses the text in the order of \( v_1, v_2, v_3, v_4, v_5 \), so we can model this order as a session \( s \), here \( s = [v_1, v_2, v_3, v_4, v_5] \). Then, it can be transformed into the following Figure 2 according to graph theory.

![Figure 2. Converted directed graph.](image-url)

As the text has inherent semantic information, this point should be paid more attention when making text recommendation. In past GNN-related work, more consideration in the graph modeling process has been given to whether there is a edge between two nodes. When updating the state of a node, more consideration is also given to the neighboring
node’s own influences. The role of the edge is ignored to a large extent. However, a node may have many adjacent nodes, but not all adjacent nodes have the same impact on it. The degree of these effects can be reflected by the weight of the edge.

Therefore, in our work, in addition to the sequential information of the text reading recorded in each browsing sequence, we can also consider the semantic relationship between adjacent texts in the model, which is reflected in the assignment of each edge with weights. Thus, the information of the graph neural network can be further improved, rather than simply 0 or 1. Specifically, we should pay more attention to two similar texts in two adjacent positions, because they are more likely to be related to the theme of the session. On the contrary, the corresponding degree we focus on should be appropriately reduced. In actual work, we normalize the edges’ weight.

Here, we use the “SIF” method proposed by Arora et al. [42] to carry out the work of sentence embedding. For example, for the paragraph, the specific method is to perform the embedding work for each sentence of the text separately, and finally calculate their average value as the feature of the entire text. On this basis, by calculating the cosine similarity of the embedding vectors of the two adjacent texts, the similarity can be obtained, which will be fully embedded in the graph. According to this, we can improve Figure 2 to Figure 3.

\[
\begin{align*}
\mathbf{v}_1 & \rightarrow 0.2 \quad \mathbf{v}_2 \rightarrow 0.8 \quad \mathbf{v}_3 \rightarrow 0.5 \quad \mathbf{v}_5 \\
& \quad \downarrow 0.6 \quad \downarrow 0.6 \\
& \quad \mathbf{v}_4
\end{align*}
\]

Figure 3. Converted weighted directed graph.

After supplementing the graph information, we use the method of gated GNN [40] to improve GNN, which uses the recurrent neural network mechanism for propagation. The training iteration process is as follows.

First, according to the graph information in Figure 3, we can build the out-degree and in-degree matrix of the corresponding graph, as shown in Figure 4.

\[
\begin{align*}
\text{Out-degree matrix} & \quad \begin{bmatrix}
1 & 0 & 0.2 & 0 & 0 \\
2 & 0 & 0 & 0.8 & 0 \\
3 & 0 & 0 & 0 & 0.6 & 0.5 \\
4 & 0 & 0 & 0.6 & 0 & 0 \\
5 & 0 & 0 & 0 & 0 & 0
\end{bmatrix} \\
\text{In-degree matrix} \quad & \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
2 & 0.2 & 0 & 0 & 0 \\
3 & 0 & 0.8 & 0 & 0.6 & 0 \\
4 & 0 & 0 & 0.6 & 0 & 0 \\
5 & 0 & 0 & 0.5 & 0 & 0
\end{bmatrix}
\end{align*}
\]

Figure 4. Out-degree and in-degree matrix.

Second, inspired by the method proposed by Wu et al. [8], the input formula of the model is determined by the in-and-out matrix of the graph as

\[
\begin{align*}
d_{s,j}^t &= A_{s,j}[v_1^{t-1}, \ldots, v_n^{t-1}]^T H + b \\
z_{s,j}^t &= \sigma(W_{s}d_{s,j}^t + U_{s}v_{i}^{t-1}) \\
v_{s,j}^t &= \sigma(W_{r}d_{s,j}^t + U_{r}v_{i}^{t-1})
\end{align*}
\]
\[ v_t^i = \tanh(W_o^t a_{s,j} + U_o^t (v_{s,j} \odot v_t^{i-1})) \]

where

\[ v_t^i = (1 - z_{s,j}^t) \odot v_t^{i-1} + z_{s,j}^t \odot \tilde{v}_t^j \]

- \( v_t^i \) is the embedding vector corresponding to the \( i \)-th text in the reading sequence at time \( t \) during the training process. This vector changes continuously with the model training and is a \( d \)-dimensional vector.
- \( A_s \in \mathbb{R}^{n \times 2n} \) is the relationship matrix, which determines how the nodes in the graph are related to each other. \( n \) represents the number of different items in the sequence. This matrix will not change during the training process. \( A_s \) can be disassembled into \( [A_s^{(out)}, A_s^{(in)}] \), corresponding to the in-out matrix, respectively.
- \( A_s \in \mathbb{R}^{1 \times 2n} \) are two columns related to node \( v_{s,i} \) in \( A_s \), and it is \( 1 \times 2n \). For example, \( A_{s,3} \), corresponding to node 3 is equal to \([0, 0, 0, 0.6, 0.5, 0, 0.8, 0, 0.6, 0]^T \), as shown in Figure 5.

**Figure 5.** Example of \( A_{s,3} \).

- The function of \( a_{s,i}^t \) is to extract the latent vector of the domain at time \( t - 1 \). \( a_{s,i}^t \) is the input of graph neural network.
- \( H \) is the weight vector of \( d \times 2d \), which can be decomposed into \([H_{in}, H_{out}] \).
- \( z_{s,j}^t \) and \( r_{s,j}^t \) represent the reset and update gates, respectively.

Finally, we can learn the vector of each text \( v_i \) in the session represents \( v_t^i (1 < i < n) \) at time \( t \).

### 3.3. Using Attention Mechanism to Learn the Session Feature Representation

To accurately obtain the representation of a session, we adopt the soft-attention mechanism. By sending all the session graphs into gated graph neural network, the embedding vector of all nodes can be obtained. We divide the feature vector \( s_t \in \mathbb{R}^d \) of the entire session into recent purpose \( s_l \) and long-term purpose \( s_g \) to consider. For the recent purpose \( s_l \), we can simply define this of the session \([v_{s,1}, v_{s,2}, \ldots, v_{s,n}] \) as the last-clicked text vector \( v_{s,n} \), namely, \( s_l = v_n \). For long-term purpose \( s_g \), we combine the embedding vectors of all nodes to calculate with the attention mechanism. The specific formula is as follows:

\[ a_i = q^\top \sigma(W_1 v_n + W_2 v_l + c) \]

\[ s_g = \sum_{i=1}^{n} a_i v_i \]
Among them, \( q \in \mathbb{R}^d \) and \( W^1, W^2 \in \mathbb{R}^{d \times d} \) are all trainable. With the training iteration, the weight \( a_i \) of each node’s embedding vector is controlled. Finally, the weighted summation of the word embedding vector corresponding to each node is performed to obtain the final long-term purpose feature vector \( s_g \).

By taking linear transformation over the concatenation of the local and long-term embedding vectors, we can get the feature representation of the session:

\[
s_h = W_3[s_1; s_g]
\]

where \( W_3 \) represents a matrix of \( d \) by \( 2d \) dimensions.

### 3.4. Obtaining Recommendation Results

After obtaining the feature representation of each session, we can calculate the score \( \hat{z}_l \) for each candidate text option \( v_i \):

\[
\hat{z}_l = s_h^\top v_i
\]

After passing the score through a softmax activation function, the predicted output of the model is obtained:

\[
\hat{y} = \text{softmax}(\hat{z})
\]

The loss function uses a common cross function:

\[
L(\hat{y}) = -\sum_{i=1}^{m} y_i \log(\hat{y}_i) + (1 - y_i) \log(1 - \hat{y}_i)
\]

Algorithm 1 shows the pseudocode of our proposed session-based text recommendation model (TXT-SR).

**Algorithm 1** Pseudocode of the TXT-SR algorithm.

**Input:** One browsing session sequence \( s = [v_{s,1}, v_{s,2}, \cdots v_{s,n}] \)

**Output:** Candidate top-K texts

1. construct a directed graph within the session \( s, \mathcal{G}_s = (\mathcal{V}_s, \mathcal{E}_s) \);
2. for each text \( v_{s,j} \) in \( s \) do
3. embed every text \( v_{s,j} \);
4. end for
5. calculate the similarity of adjacent items in the graph;
6. obtain the vectors \( v \in \mathbb{R}^d \) of all items via graph neural networks;
7. define the recent purpose \( s_l \) as the last-clicked text \( v_{s,n} \);
8. generate long-term purpose \( s_g \) by adopting the attention mechanism;
9. concatenate the recent and long-term embedding vectors to get the session feature representation \( s_h \) by taking linear transformation;
10. calculate the score \( \hat{z}_l \) for each candidate text option \( v_i \) by multiplying its embedding \( v_i \) by session representation \( s_h \);
11. select the text corresponding to the top-K values in the candidate options;

### 4. Experiments and Analysis

#### 4.1. Datasets

In order to demonstrate the effectiveness of the proposed recommendation approach, two real-life academic datasets from CiteULike (http://www.citeulike.org, accessed on 15 April 2021), where users can create their own collections of articles, are used. Each article has a title and abstract (the other information about the articles, such as the authors, publications, and keywords, is not used in this paper). The first dataset, citeulike-a (the dataset can be downloaded from: https://github.com/js05212/citeulike-a, accessed on 15 April 2021), is from in [43], and there are 5551 users and 16,980 articles with 204,986 ob-
served user–item pairs, in which the average sequence length is 37. Users with fewer than 3 articles are not included in the dataset. The second dataset citeulike-t (The dataset can been downloaded from: https://github.com/js05212/citeulike-t, accessed on 15 April 2021), was collected by the authors of [44]. There are 7947 users and 25,975 articles with 134,860 observed user–item pairs. In this dataset, the average sequence length is 17. Users with fewer than 3 articles are not included in the dataset. The content information of the articles is the concatenation of the titles and abstracts. We performed cross-validation by assigning 10% of the randomly chosen train set as the validation set. The statistics of datasets is summarized in Table 2.

Following the work in [5], we use a sequence splitting preprocess that for an input session \( s = [s_1, s_2, \ldots, s_N] \), we generate the sequences and corresponding labels \( ([s_1], s_2), ([s_1, s_2], s_3) \ldots ([s_1, s_2, \ldots, s_{N-1}], s_N) \) for training and testing on both datasets, which proves to be effective.

### Table 2. Statistics of the experiment datasets.

| Statistics          | citeulike-a | citeulike-t |
|---------------------|-------------|-------------|
| Clicks              | 204,986     | 134,860     |
| Training sessions   | 199,436     | 127,409     |
| Test sessions       | 35,446      | 16,821      |
| Academic texts      | 16,980      | 25,975      |

#### 4.2. Evaluation Metrics

In terms of evaluation metrics, we use two measurements of recall at N and mean reciprocal ranking at N, which are widely used in the sequential recommendation.

- **Recall@N**: It calculates the proportion of the top-N retrieved positive samples. The specific formula is
  \[
  \text{Recall@N} = \frac{\text{Number of correctly recommended papers in top N}}{\text{Number of recommended papers}}
  \]

- **MRR@20**: It refers to the average value of the inverse of the ranking of the desired items. If the ranking exceeds \( N \), it is set to 0. The specific formula is
  \[
  \text{MRR} = \frac{1}{N} \sum_{i=1}^{\lfloor N \rfloor} \frac{1}{\text{rank}_i}
  \]

  where \( \lfloor N \rfloor \) is the number of recommended items, and \( \text{rank}_i \) is the \( i \)-th recommended item of the actual ranking in the recommended items required.

#### 4.3. Parameter Setup

We set the corresponding item embedding vector dimension (200) and the mini-batch size (512). All parameters are initialized with a Gaussian distribution with a mean value of 0 and a standard deviation of 0.1. The Adam optimizer with the learning rate of 0.001 is adopted. Attenuation is set to 1.0 after every 5 epochs. The L2 penalty regularization parameter is set to \( 10^{-5} \).

#### 4.4. Baselines

We compared TXT-SR with the below nine baselines.

- **POP** exploits the frequency of items in the training set. It always recommends items that appear most often in the training set.
- **S-POP** is similar to POP; S-POP also exploits the frequency, but it recommends items that appear most often in the current sequence.
- **Item-KNN** [11] uses content information to compute the cosine similarity between items.
• **BPR-MF** is a model representing a group of models with matrix factorization (MF) and Bayesian personalized ranking loss (BPR). By introducing the ranking loss, BPR-MF shows a better performance than a typical MF in the recommendation.

• **GRU4Rec** ([https://github.com/hidasib/GRU4Rec](https://github.com/hidasib/GRU4Rec), accessed on 15 April 2021) [4] is a sequential model with GRUs for the recommendation. This model adopts a session parallel batch and a loss function such as CrossEntropy, TOP1, or BPR.

• **GRU4Rec+** [5] is the improvement of the application of RNN in the field of session-based recommendation. It uses a data enhancement technology and changes the data distribution of the input data to improve the performance.

• **NARM** ([https://github.com/lijingsdu/sessionRec_NARM](https://github.com/lijingsdu/sessionRec_NARM), accessed on 15 April 2021)[6] is a model based on GRU4REC with an attention to consider the long-term dependency. Besides, it adopts an efficient bilinear loss function to improve the performance with fewer parameters.

• **STAMP** ([https://github.com/uestcnlp/STAMP](https://github.com/uestcnlp/STAMP), accessed on 15 April 2021) [7] employs attention layers to replace all RNN encoders in previous work by fully relying on the self-attention of the last item in the current session to capture the user’s short-term interest.

• **SR-GNN** ([https://github.com/CRIPAC-DIG/SR-GNN](https://github.com/CRIPAC-DIG/SR-GNN), accessed on 15 April 2021) [8] employs a gated GNN layer to obtain item embeddings, followed by a self-attention of the last item as STAMP [7] to compute the session level embeddings for session-based recommendation.

Table 3 shows the performance of the baselines and TXT-SR with two measurements of recall at N and mean reciprocal ranking at N. We varied N by 5 and 20.

| Method      | citeulike-a |          |          | citeulike-t |          |          |
|-------------|-------------|----------|----------|-------------|----------|----------|
|             | Recall@5    | Recall@20| MRR@5    | Recall@5    | Recall@20| MRR@5    |
| POP         | 1.46        | 5.81     | 0.89     | 1.42        | 1.28     | 4.33     |
| S-POP       | 1.54        | 6.36     | 0.98     | 1.54        | 1.65     | 5.07     |
| Item-KNN    | 0.00        | 6.91     | 0.00     | 3.76        | 0.00     | 5.76     |
| BPR-MF      | 0.49        | 3.72     | 0.29     | 0.93        | 1.69     | 4.23     |
| GRU4Rec     | 7.32        | 22.23    | 5.28     | 7.30        | 7.13     | 21.17    |
| GRU4Rec+    | 7.63        | 23.84    | 5.59     | 7.63        | 7.46     | 21.81    |
| NARM        | 8.13        | 29.98    | 5.47     | 7.48        | 7.90     | 22.35    |
| STAMP       | 7.95        | 21.96    | 4.97     | 6.89        | 7.38     | 21.92    |
| SR-GNN      | 8.67        | 24.12    | 5.51     | 7.59        | 8.03     | 22.68    |
| TXT-SR      | 8.98        | 25.89    | 6.21     | 8.17        | 8.28     | 24.29    |

Obviously, our proposed TXT-SR has achieved the best performance. The first four methods are obviously not competitive, which is sufficient to prove that traditional methods are no longer suitable for session-based recommendation. As the GRU4REC model only considers the user’s sequence performance, it ignores the possible “mutation” behavior of the user’s interest. The NARM model has achieved good performance in the test, not only because it uses a GRU unit to model sequence behavior, but also because it takes the main purpose of the user into account. Therefore, it can be seen that the main purpose of the recommendation system is still very important. Although the performance of STAMP is not as good as NARM, it emphasizes the distinction between current interest and general interest by taking into account the importance of the last click. The result of the graph neural network model without incorporating textual semantic relations is seemingly improved thanks to the powerful ability to capture more complex relationships between items in the sequence. However, the improvement effect is very limited. On the basis of the previous network model and ideas, we incorporate textual semantic relations in the graph neural network, which not only take the complex transformation relationship between items into
consideration, but also consider the closeness of this relationship. The improvement in effectiveness is relatively obvious.

4.5. Impact of Whether to Incorporate Textual Semantics

The purpose of this section is to prove that the introduction of different semantic weights will have a beneficial impact on the effect of the model. We use different methods to calculate the similarity:

- **TXT-SR-N**: Not using textual semantics, whose effect is equivalent to SR-GNN [8].
- **TXT-SR-C**: Replacing the weight of the edge in the constructed session graph with the cosine similarity of the adjacent vectors converted previously, which is our proposed model just to highlight the difference.
- **TXT-SR-P**: Like TXT-SR-C, the part being replaced with is Pearson correlation coefficient.
- **TXT-SR-J**: Regarding each text as a unique set of the bag-of-words, then calculating Jaccard coefficient to replace the weight of the edge.

Experimental results are illustrated in Figures 6 and 7 for citeulike-a and citeulike-t, respectively. In the two figures, we regard the experimental result of the session whose length is less than 10 as the result of the point on the abscissa 10, and the result of the point on the abscissa of 20 for the length between 10 and 20, and so on. In the two datasets, for the part of the session length that is less than 100, citeulike-a accounts for 93% and citeulike-t accounts for 91%. Therefore, we only take the session whose length is less than 100 into consideration.

We have the following observations from the results: (1) From the overall effect point of view, it can be observed that the performance of these three methods that use textual semantics (TXT-SR-C, TXT-SR-P, and TXT-SR-J) is better than that of TXT-SR-N, which can highlight the importance of textual semantics in the field of text recommendation. (2) Due to the increased difficulty of capturing user’s purpose caused by the excessively long session, recommendation effect with a shorter session length is definitely better than those with a longer length. (3) We can clearly find that the improvement effect is not very obvious when the length is still short. As the length increases, the improvement brought by the three models of using semantics is more obvious than that of TXT-SR-N. As the graph neural network needs to use the information of the constructed graph in the continuous training and iteration process, specifically such information is the in-and-out matrix of the graph. This matrix, which is predefined, will be used to completely guarantee the information of the graph. The richer and more complete the information is, the more efficient it is to maintain the information during the training process. After integrating the textual semantic relationship between items, we replace the weights of the edges of the graph with the similarity of the text. Then, in the training and transmission of a long conversation, the rich matrix information can better maintain the purpose of the whole session. (4) The effects of TXT-SR-C, TXT-SR-P, and TXT-SR-J are different. It can be seen that the effects of TXT-SR-C and TXT-SR-P are better than TXT-SR-J. This is because the Jaccard coefficient only cares about the same words contained in two adjacent articles. The deeper semantic relations are not taken into consideration. TXT-SR-C and TXT-SR-P benefit from the powerful representation ability of embedding work. In addition, although the effects of TXT-SR-C and TXT-SR-P are very close, the performance of TXT-SR-C is still better than TXT-SR-P, indicating that TXT-SR-C is more capable of calculating semantic similarity. This may be because the Pearson Correlation Coefficient is between $-1$ and $1$, which brings more uncertainty when propagating training in the network.
4.6. Impact of Using Different Session Embeddings

In this part, we discuss the influence of using different session embedding approaches: (1) only using the last-click item embedding (TXT-SR-L), (2) long-term purpose embedding by using average embedding (TXT-SR-AVG), and (3) long-term purpose embedding with the attention mechanism (TXT-SR-ATT).

As shown in Figure 8, TXT-SR achieves the best results on two datasets, which indicates the importance of definitely incorporating recent session interests with the long-term preference. The performance of TXT-AVG is not as good as TXT-SR-ATT. This may be caused by some noisy behavior, which obviously should have different levels of priority. Besides, it is shown that attention mechanisms are helpful in extracting the significant behavior from the session data to construct the long-term preference. Although the performance of TXT-SR-L is no match for TXT-SR, it is better than TXT-SR-AVG and close to TXT-SR-ATT, which shows that recent purpose is also very important, and its importance is not inferior to long-term purpose.
5. Conclusions

The research on session-based text recommendation has important practical significance. This paper mainly proposes how to integrate the textual semantic relationship into the session-based recommendation system. Due to the advantage that the graph neural network can efficiently reflect the complex relationship between items through nodes, edges, and its own topological structure, the weight of the edge can be used to record the closeness between adjacent items, which is reflected in this paper as the semantic similarity between adjacent texts. Therefore, during training and transmission, this model can continuously carry out the calculation work of updating parameters according to the rich matrix information, so as to better preserve the relationship information between each other, which also effectively avoids the incomplete utilization of information in the traditional recommendation method. We conducted experiments on two real-life datasets from CiteULike. The experimental results show that the effect of incorporating textual semantic relations is very obvious whether it is on Recall or MRR, especially on long sessions. In addition to be applied to recommend academic text, this model can also be suitable for other text recommendations with session sequential information. As the innovation of this paper is to integrate semantic relations into graph neural networks, we can do more exploration on how to effectively extract semantic relations. For example, one limitation of this article is that experiments use the method of calculating the cosine similarity of the text embedding vector to extract semantic relations. In addition, we can attempt to adopt the DSSM model proposed by Huang et al. [45] to calculate text similarity, or the CNN-DSSM and LSTM-DSSM, which are derived from DSSM. The specific effect requires more experiments to know. This article only proposes the idea of incorporating semantic methods.
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