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Abstract—We study the problem of ellipsoidal bounding of convex set-valued data, where the convex set is obtained by the $p$-sum of finitely many ellipsoids, for any real $p \geq 1$. The notion of $p$-sum appears in the Brunn-Minkowski-Firey theory in convex analysis, and generalizes several well-known set-valued operations such as the Minkowski sum of the summand convex sets (here, ellipsoids). We derive an outer ellipsoidal parameterization for the $p$-sum of a given set of ellipsoids, and compute the tightest such parameterization for two optimality criteria: minimum trace and minimum volume. For such optimal parameterizations, several known results in the system-control literature are recovered as special cases of our general formula. For the minimum volume criterion, our analysis leads to certain fixed point recursion which is proved to be contractive, and found to converge fast in practice. We apply these results to compute the forward reach sets for a linear control system subject to different convex set-valued uncertainty models for the initial condition and control, generated by varying $p \in [1, \infty]$. Our numerical results show that the proposed fixed point algorithm offers more than two orders of magnitude speed-up in computational time for $p = 1$, compared to the existing semidefinite programming approach without significant effect on the numerical accuracy. For $p > 1$, the reach set computation results reported here are novel. Our results are expected to be useful in real-time safety critical applications such as decision making for collision avoidance of autonomous vehicles, where the computational time-scale for reach set calculation needs to be much smaller than the vehicular dynamics time-scale.
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I. INTRODUCTION

Computing an ellipsoid that contains given set-valued data, is central to many applications such as guaranteeing collision avoidance in robotics [1], [2], robust estimation [4], [7], system identification [8], [9], and control [11], [12]. To reduce conservatism, one requires such an ellipsoid to be “smallest” according to some optimality criterion, among all ellipsoids containing the data. Typical examples of optimality criteria are “minimum volume” and “minimum sum of the squared semi-axes”. A common situation arising in practice is the following: the set-valued data itself is described as set operations (e.g. union, intersection, or Minkowski sum) on other ellipsoids. In this paper, we consider computing the smallest ellipsoid that contains the so-called $p$-sum of finitely many ellipsoids, where $p \in [1, \infty]$.

As a set operation, the $p$-sum of convex sets returns a new convex set, which loosely speaking, is a combination of the input convex sets. The notion of $p$-sum was introduced by Firey [13] to generalize the Minkowski sum of convex bodies, and was studied in detail by Lutwak [14], [15], who termed the resulting development as Brunn-Minkowski-Firey theory (also known as $L_p$ Brunn-Minkowski theory, see e.g., [16] Ch. 9.1). In this paper, we derive an outer ellipsoidal parameterization that is guaranteed to contain the $p$-sum of given ellipsoids, and then compute the smallest such outer ellipsoid.

Since the $p$-sum subsumes well-known set operations like the Minkowski sum as special case, we recover known results in the systems-control literature [17]–[20] about the minimum trace and minimum volume outer ellipsoids of such sets, by specializing our optimal parameterization of the $p$-sum of ellipsoids. Furthermore, based on our analytical results, we propose a fixed point recursion to compute the minimum volume outer ellipsoid of the $p$-sum for any real $p \in [1, \infty]$, that has fast convergence. The proposed algorithm not only enables computation for the novel convex uncertainty models (for $p > 1$), it also entails orders of magnitude faster runtime compared to the existing semidefinite programming approach for the $p = 1$ case. Thus, the contribution of this paper is twofold: (i) generalizing several existing results in the literature on outer ellipsoidal parameterization (Section III) of a convex set obtained as set operations on given ellipsoids, and analyzing its optimality (Section IV); (ii) deriving numerical algorithms (Section V) to compute the minimum volume outer ellipsoid containing the $p$-sum of ellipsoids.

To illustrate the numerical algorithms derived in this paper, we compute (Section VI) the smallest outer ellipsoidal approximations for the (forward) reach sets of a discrete-time linear control system subject to set-valued uncertainties in its initial conditions and control. When the initial condition and control sets are ellipsoidal, they model weighted norm bounded uncertainties, and at each time, we are led to compute the smallest outer ellipsoid for the Minkowski sum ($p = 1$ case). It is found that by specializing the proposed algorithms for $p = 1$, we can lower the computational runtime by more than two orders of magnitude compared to the current state-of-the-art, which is to reformulate and solve the same via semidefinite programming. For $p > 1$, the initial conditions and controls belong to $p$-sums of ellipsoidal sets, which are convex but not ellipsoidal, in general. In this case too, the proposed algorithms enable computing the smallest outer ellipsoids for the reach sets.

†The Minkowski sum of two compact convex sets $\mathcal{X}, \mathcal{Y} \subset \mathbb{R}^d$ is the set $\mathcal{X} + \mathcal{Y} := \{x + y \mid x \in \mathcal{X}, y \in \mathcal{Y}\} \subset \mathbb{R}^d$. 
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II. Preliminaries

1) Convex Geometry: The support function \( h_K(\cdot) \) of a compact convex set \( K \subset \mathbb{R}^d \), is

\[
h_K(y) := \sup \{ \langle x, y \rangle \mid x \in K, \ y \in \mathbb{R}^d \}, \tag{1}
\]
where \( \langle \cdot, \cdot \rangle \) denotes the standard Euclidean inner product. The function \( h_K : K \to \mathbb{R} \), and can be viewed geometrically as the (signed) perpendicular distance from the origin to the supporting hyperplane of \( K \), which has the outer normal vector \( y \). Thus, the support function returns negative value if and only if the normal vector \( y \) points into the open halfspace containing the origin. The support function \( h_K(\cdot) \) can also be seen as (see e.g., [21, Theorem 13.2]) the Legendre-Fenchel conjugate of the indicator function of the set \( K \), and thus uniquely determines the set \( K \).

The following properties of the support function are well-known:

(i) convexity: \( h_K(y) \) is a convex function in \( y \in \mathbb{R}^d \),
(ii) positive homogeneity: \( h_K(\alpha y) = \alpha h_K(y) \) for \( \alpha > 0 \),
(iii) sub-additivity: \( h_K(y+z) \leq h_K(y)+h_K(z) \) for \( y, z \in \mathbb{R}^d \),
(iv) inclusion: given compact convex sets \( K_1 \) and \( K_2 \), the inclusion \( K_1 \subseteq K_2 \) holds if and only if \( h_{K_1}(y) \leq h_{K_2}(y) \) for all \( y \in \mathbb{R}^d \),
(v) affine transformation: \( h_{AK+b}(y) = h_K(A^\top y) + \langle b, y \rangle \), for \( A \in \mathbb{R}^{d \times d} \), \( b \in \mathbb{R}^d \), \( y \in \mathbb{R}^d \).

Definition 1. \( p \)-Sum of convex sets: Given compact convex sets \( K_1, K_2 \subset \mathbb{R}^d \), their \( p \)-sum \([13]\) is a new compact convex set \( K \subset \mathbb{R}^d \) defined via its support function

\[
h_K(y) = \left(h_{K_1}(y) + h_{K_2}(y)\right)^{\frac{1}{p}}, \quad 1 \leq p \leq \infty, \tag{2}
\]
and we write \( K := K_1 +_p K_2 \).

Special cases of the \( p \)-sum are encountered frequently in practice. For example, when \( p = 1 \), the set \( K = K_1 +_1 K_2 \) is the Minkowski sum of \( K_1 \) and \( K_2 \), and

\[
h_{K_1+_1 K_2}(\cdot) = h_{K_1}(\cdot) + h_{K_2}(\cdot).
\]

When \( p = \infty \), the set \( K = K_1 +_\infty K_2 \) is the convex hull of the union of \( K_1 \) and \( K_2 \), and

\[
h_{K_1+_\infty K_2}(\cdot) = \max \{h_{K_1}(\cdot), h_{K_2}(\cdot)\}.
\]

For \( 1 \leq p < q \leq \infty \), we have the inclusion (See Fig. 1):

\[
K_1 \cup K_2 \subseteq K_1 +_q K_2 \subseteq \ldots \subseteq K_1 +_q K_2 \subseteq K_1 +_p K_2 \subseteq \ldots \subseteq K_1 +_1 K_2, \tag{3}
\]
which follows from the support function inequality

\[
h_{K_1+_p K_2}(\cdot) \leq h_{K_1+_q K_2}(\cdot), \quad 1 \leq p < q \leq \infty.
\]

From Definition 1 it is easy to see that the \( p \)-sum is commutative and associative, that is,

\[
K_1 +_p K_2 = K_2 +_p K_1, \tag{4a}
\]
\[
(K_1 +_p K_2) +_p K_3 = K_1 +_p (K_2 +_p K_3), \tag{4b}
\]
where the compact sets \( K_1, K_2, K_3 \) are convex. Furthermore, linear transformation is distributive over \( p \)-sum, i.e.,

\[
A(K_1 +_p K_2) = AK_1 +_p AK_2, \quad A \in \mathbb{R}^{d \times d}, \tag{5}
\]

which is immediate from the aforesaid property (v) and equation (2). We remark that it is often convenient to express \( h_K(\cdot) \) as function of the unit vector \( y/\|y\|_2 \) in \( \mathbb{R}^d \) (see Fig. 2).

Remark 1. At first glance, it might seem odd that the Minkowski sum is defined pointwise as \( X +_1 Y := \{x+y \mid x \in X, y \in Y\} \), which remains well-defined for \( X, Y \) compact (not necessarily convex), but the \( p \)-sum in Definition 1 is given via support functions and requires the summand sets to be convex. Indeed, a pointwise definition for the \( p \)-sum was proposed in [22] for compact summand sets \( X, Y \), given by \( X+_p Y := \{(1-\mu)^{1/p} x + \mu^{1/p} y \mid x \in X, y \in Y, 0 \leq \mu \leq 1\} \), where \( p' \) denotes the Hölder conjugate of \( p \), i.e., \( \frac{1}{p} + \frac{1}{p'} = 1 \). This pointwise definition was shown to reduce to Definition 1 provided the compact summands \( X, Y \) are also convex.

2) Ellipsoids: Let \( S^d_+ \) be the cone of \( d \times d \) symmetric positive definite matrices. For an ellipsoid with center \( q \in \mathbb{R}^d \) and shape matrix \( Q \in S^d_+ \), denoted by

\[
E(q, Q) := \{x \in \mathbb{R}^d \mid \langle x-q, Q^{-1}(x-q) \rangle \leq 1\}, \tag{6}
\]

which reduces to

\[
h_{E(q, Q)}(y) = \langle q, y \rangle + \sqrt{\langle Qy, y \rangle}. \tag{6}
\]

Furthermore, the volume of the ellipsoid \( E(q, Q) \) is given by

\[
\text{vol}(E(q, Q)) = \frac{\text{vol}(B^d_1)}{\sqrt{\det(Q^{-1})}} = \frac{\pi^{d/2}}{\Gamma(\frac{d}{2} + 1)} \sqrt{\det(Q)}, \tag{7}
\]

where \( B^d_1 \) denotes the \( d \)-dimensional unit ball, and \( \Gamma(\cdot) \) denotes the Gamma function.
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An alternative ellipsoidal parameterization can be obtained via a matrix-vector-scalar triple \( (A,b,c) \) encoding the quadratic form, i.e., \( \mathcal{E}(A,b,c) := \{ x \in \mathbb{R}^d : x^\top Ax + 2x^\top b + c \leq 0 \} \). The following relations among \( (A,b,c) \) and \( (q,Q) \) parameterizations for ellipsoid will be useful in the later part of this paper:

\[
A = Q^{-1}, \quad b = -Q^{-1}q, \quad c = q^\top Q^{-1}q - 1, \quad (8a) \\
Q = A^{-1}, \quad q = -Qb. \quad (8b)
\]

III. PARAMETERIZED OUTER ELLIPSOID

Given two ellipsoids \( \mathcal{E}(q_1, Q_1), \mathcal{E}(q_2, Q_2) \subset \mathbb{R}^d \), consider their \( p \)-sum

\[
\mathcal{E}(q_1, Q_1) +_p \mathcal{E}(q_2, Q_2), \quad 1 \leq p \leq \infty, \quad (9)
\]

which is convex but not an ellipsoid in general (see Fig. 1 and 2). We want to determine an ellipsoid \( \mathcal{E}(q, Q) \subset \mathbb{R}^d \), as function of the input ellipsoids, that is guaranteed to contain the \( p \)-sum (9). For this to happen, we must have (from 2 and property (iv) in Section II.1)

\[
(h^p_{\mathcal{E}(q_1, Q_1)}(y))^2 \geq \sum_{i=1,2} (y^\top q_i + \sqrt{y^\top Q_i y})^p, \quad (10)
\]

for all \( y \in \mathbb{R}^d \). In the rest of this paper, we make the following assumption.

**Assumption 1.** The center vectors for the summand ellipsoids in a \( p \)-sum are assumed to be zero, i.e., \( q_1 = q_2 = 0 \).

Under Assumption (1), and \( p = 2 \), it follows from (6) and (9) that (9) is an ellipsoid \( \mathcal{E}(0, Q_1) +_p \mathcal{E}(0, Q_2) \).

For \( p \neq 2 \), the convex set (9) is again not an ellipsoid in general, but we can parameterize an outer ellipsoid \( \mathcal{E}(0, Q) \supseteq \mathcal{E}(0, Q_1) +_p \mathcal{E}(0, Q_2) \) as follows.

For \( \alpha, \gamma > 1 \), let

\[
Q := \alpha Q_1 + \gamma Q_2, \quad \text{and} \quad g_i^2 := y^\top Q_i y \geq 0, \quad i = 1,2. \quad (11)
\]

For the time being, we think of \( \alpha, \gamma > 1 \) as free parameters. We will see that it is possible to re-parameterize \( Q \) in terms of a single parameter \( \beta > 0 \), by expressing both \( \alpha \) and \( \gamma \) as appropriate functions of \( \beta \), while guaranteeing the inclusion of the \( p \)-sum in \( \mathcal{E}(0, Q) \).

With the standing assumptions \( q_1 = q_2 = 0 \), we can re-write (10) as

\[
(\alpha g_1^2 + \gamma g_2^2) \frac{y^\top y}{2} \geq g_1^2 + g_2^2, \\
\Rightarrow (\alpha g_1^2 + \gamma g_2^2)^p \geq g_1^{2p} + g_2^{2p} + 2g_1^p g_2^p. \quad (12)
\]

To proceed further, we need the following Lemma.

**Lemma 1.** A convex function \( f() \) with \( f(0) = 0 \) is superadditive on \([0, \infty)\), i.e., \( f(x + y) \geq f(x) + f(y) \) for all \( x, y \geq 0 \).

**Proof.** For \( 0 \leq \lambda \leq 1, \) by convexity

\[
f(\lambda x) = f(\lambda x + (1 - \lambda)0) \leq \lambda f(x) + (1 - \lambda)f(0) = \lambda f(x).
\]

Therefore, we get

\[
f(x) = f\left(\frac{x}{x + y}(x + y)\right) \leq \frac{x}{x + y} f(x + y),
\]

and

\[
f(y) = f\left(\frac{y}{x + y}(x + y)\right) \leq \frac{y}{x + y} f(x + y),
\]

and adding the last two inequalities yield \( f(x) + f(y) \leq f(x + y) \). \( \square \)

In Theorem 1 below, we use Lemma 1 to derive an explicit parameterization of the shape matrix \( Q(\beta) \in \mathbb{S}^d_+, \beta > 0, \) that guarantees an outer ellipsoidal parameterization containing the \( p \)-sum

\[
\mathcal{E}(0, Q_1) +_p \mathcal{E}(0, Q_2).
\]

**Theorem 1.** Given a scalar \( \beta > 0 \), and a pair of matrices \( Q_1, Q_2 \in \mathbb{S}_d^+ \), let

\[
Q(\beta) = \left(1 + \frac{1}{\beta}\right) \frac{1}{2} Q_1 + \left(1 + \beta\right) \frac{1}{2} Q_2, \quad p \in [1, \infty) \setminus \{2\}. \quad (13)
\]

Then \( \mathcal{E}(0, Q(\beta)) \supseteq \mathcal{E}(0, Q_1) +_p \mathcal{E}(0, Q_2) \).

**Proof.** Since \( f(x) := x^p \) is convex on \([0, \infty)\) for \( 1 \leq p < \infty \), Lemma 1 yields

\[
(\alpha g_1^2 + \gamma g_2^2)^p \geq \alpha^p g_1^{2p} + \gamma^p g_2^{2p} + \xi, \quad \text{where} \ \xi \geq 0. \quad (14)
\]

...
Combining (12) and (14), we obtain
\[(\alpha^p - 1) (g_1^p)^2 + (\gamma^p - 1) (g_2^p)^2 - 2g_1^p g_2^p + \xi \geq 0. \tag{15}\]
Since \(\alpha > 1\), we have \(\alpha^p > 1\) for \(p \geq 1\). Therefore, multiplying both sides of (15) by \((\alpha^p - 1)\), and then adding and subtracting \((g_2^p)^2\), we get
\[
((\alpha^p - 1) g_1^p - g_2^p)^2 + ((\alpha^p - 1) (\gamma^p - 1) - 1) (g_2^p)^2 + (\alpha^p - 1) \xi \geq 0. \tag{16}\]
A sufficient condition to satisfy the inequality (16) is to choose \(\alpha, \gamma > 1\) such that
\[(\alpha^p - 1) (\gamma^p - 1) \geq 1.\]
Letting \(\alpha^p - 1 := \beta^{-1}\) and \(\gamma^p - 1 = \beta, \beta > 0\), and using (11), we arrive at (13). \(\square\)

Remark 2. The parameterization (13) generalizes the outer ellipsoidal parameterization containing the Minkowski sum \((p = 1\) case), well-known in the systems-control literature (see e.g., [17] p. 104, [18], [19]). For this special case \(p = 1\), a discussion about equivalent parameterizations can be found in [23] Section II.A.

IV. OPTIMAL PARAMETERIZATION

To reduce conservatism, it is desired that the parameterized outer ellipsoid \(E(0, Q(\beta))\) in Theorem 1 containing the \(p\)-sum, be as tight as possible. One way to promote “tightness” is by minimizing the sum of the squared semi-axes lengths of \(E(0, Q(\beta))\), which amounts to minimizing trace \((Q(\beta))\) over \(\beta > 0\). Another possible way to promote “tightness” is by minimizing the volume of \(E(0, Q(\beta))\), which, thanks to [7], amounts to minimizing \(\log \det (Q(\beta))\). We next analyze these optimality criteria.

A. Minimum Trace Outer Ellipsoid

We consider the optimization problem
\[
\begin{align*}
\text{minimize} & \quad \text{trace} (Q(\beta)), \\
& \quad \beta > 0
\end{align*}
\tag{17}\]
where \(Q(\beta)\) is given by (13), and let
\[
\beta_{\text{tr}}^* := \text{arg min} \text{trace} (Q(\beta)).
\]
Setting \(\frac{\partial}{\partial \beta} \text{trace} (Q(\beta)) = 0\), and using the linearity of trace operator, straightforward calculation yields
\[
\beta_{\text{tr}}^* = \left( \frac{\text{trace} (Q_1)}{\text{trace} (Q_2)} \right)^{\frac{1}{p-1}}, \quad p \in [1, \infty) \setminus \{2\}, \tag{18}\]
and
\[
\frac{\partial^2}{\partial \beta^2} \text{trace} (Q(\beta)) \bigg|_{\beta = \beta_{\text{tr}}^*} = \frac{1}{p} \left( \frac{1}{p + 1} \right) \left( \beta_{\text{tr}}^* \right)^{\frac{1}{p} - 2} \left( \beta_{\text{tr}}^* + 1 \right)^{\frac{1}{p} - 1} \text{trace} (Q_1) > 0.
\]
The formula (18) generalizes the previously known formula for \(p = 1\) case (minimum trace ellipsoid containing the Minkowski sum of two given ellipsoids) reported in [19], Appendix A.2] and in [17] Lemma 2.5.2(a).

B. Minimum Volume Outer Ellipsoid

Now we consider the optimization problem
\[
\begin{align*}
\text{minimize} & \quad \log \det (Q(\beta)), \\
& \quad \beta > 0
\end{align*}
\tag{19}\]
where \(Q(\beta)\) is given by (13), and let
\[
\beta_{\text{vol}}^* := \text{arg min} \log \det (Q(\beta)). \tag{20}\]
To simplify the first order condition of optimality \(\frac{\partial}{\partial \beta} \log \det (Q(\beta)) = 0\), we notice that the matrix \(R := Q_1^{-1} Q_2\) is diagonalizable in [23] Section III.A, Lemma 1, and denote its spectral decomposition as \(R := S \Lambda S^{-1}\). Further, let the eigenvalues of \(R\) be \(\{\lambda_i\}_{i=1}^d\), which are all positive (see the discussion following Proposition 1 in [23]). Then direct calculation gives
\[
\begin{align*}
\frac{\partial}{\partial \beta} \log \det (Q(\beta)) &= \text{trace} \left( \left( Q(\beta) \right)^{-1} \frac{\partial}{\partial \beta} Q(\beta) \right) \\
&= -\frac{1}{p \beta (1 + \beta)} \text{trace} \left( \left( I + \beta^{-\frac{1}{p}} R \right)^{-1} \left( I - \beta^{3\frac{1}{p}} R \right) \right) \\
&= -\frac{1}{p \beta (1 + \beta)} \text{trace} \left( \left( I + \beta^{-\frac{1}{p}} \Lambda \right)^{-1} \left( I - \beta^{3\frac{1}{p}} \Lambda \right) \right), \tag{21}\end{align*}
\]
wherein the last step follows from substituting \(I = SS^{-1}, R = SAS^{-1}\), and using the invariance of trace of matrix product under cyclic permutation.

Therefore, from (21), the first order optimality condition \(\frac{\partial}{\partial \beta} \log \det (Q(\beta)) = 0\) is equivalent to the following nonlinear algebraic equation:
\[
\sum_{i=1}^d \frac{1 - \beta^{3\frac{1}{p}} \lambda_i}{1 + \beta^{\frac{3}{p}} \lambda_i} = 0, \quad p \in [1, \infty) \setminus \{2\}, \tag{22}\]

To be solved for \(\beta > 0\), with known parameters \(\lambda_i > 0, \quad i = 1, \ldots, d\). If (22) admits unique positive root (which seems non-obvious, and will be proved next), then it would indeed correspond to the argmin in (20) since
\[
\frac{\partial^2}{\partial \beta^2} \log \det (Q(\beta)) \bigg|_{\beta > 0} = \frac{1}{p \beta (1 + \beta)} \sum_{i=1}^d \frac{(2 - \frac{1}{p}) \beta^{2\frac{1}{p}} \lambda_i^2 + (3 - \frac{1}{p}) \beta^{\frac{2}{p}} + \frac{1}{p} \beta^{3\frac{1}{p} - 1} \lambda_i}{(1 + \beta \lambda_i)^2} > 0, \quad \text{for} \quad p \in [1, \infty) \setminus \{2\}. \tag{23}\]

In the following Theorem, we establish the uniqueness of the positive root.

Theorem 2. Given \(\lambda_i > 0, \quad i = 1, \ldots, d\), equation (22) in variable \(\beta\) admits unique positive root.

Proof. We start by rewriting (22) as
\[
\sum_{i=1}^d \left( \beta^{3\frac{1}{p}} - \frac{1}{\lambda_i} \right) \prod_{j=1\atop j \neq i}^d \left( \beta^{\frac{1}{p}} + \frac{1}{\lambda_j} \right) = 0. \tag{24}\]
V. Algorithms and Applications

A. Computing the Minimum Volume Outer Ellipsoid

Thanks to the parameterization (13), computing the minimum volume outer ellipsoid (MVOE) for the \( p \)-sum \( \mathcal{E}(0, Q_1) +_p \mathcal{E}(0, Q_2) \), is reduced to computing \( \beta^*_{\text{vol}} \) introduced in the previous Section. Motivated by the observation that the first order optimality criterion (22) can be rearranged as

\[
\beta^{3-\frac{1}{p}} \sum_{i=1}^{d} \frac{\lambda_i}{1 + \beta^{\frac{1}{p}} \lambda_i} = \frac{1}{1 + \beta^{\frac{1}{p}} \lambda_i},
\]

we consider the fixed point recursion

\[
\beta_{n+1} = g(\beta_n) := \left( \sum_{i=1}^{d} \frac{1}{1 + \beta^{\frac{1}{p}} \lambda_i} \right) \frac{p}{e^{\frac{p}{p-1}}},
\]

where \( n = 0, 1, 2, \ldots \), and \( p \in [1, \infty) \setminus \{2\} \). Furthermore, \( g : \mathbb{R}_+ \to \mathbb{R}_+ \), i.e., the map \( g \) is cone preserving. In the following Theorem, we show that the fixed point recursion (27) converges to a unique positive root (Fig. 3), and is in fact contractive in the Hilbert metric [25, Ch. 2]. Thus, the recursion (27) is indeed an efficient numerical algorithm to compute \( \beta^*_{\text{vol}} \). The recursion (27) and the contraction proof below subsume our previous result [23, Section IV.B] for the \( p = 1 \) case (computing MVOE for the Minkowski sum).

**Theorem 3.** Starting from any initial guess \( \beta_0 \in \mathbb{R}_+ \), the recursion (27) with fixed \( p \in [1, \infty) \setminus \{2\} \), converges to a unique fixed point \( \beta^*_{\text{vol}} \in \mathbb{R}_+ \), i.e.,

\[
\lim_{n \to \infty} g^n(\beta_0) = \beta^*_{\text{vol}}.
\]

**Proof.** For \( \lambda, x > 0 \), consider the positive functions \( f_i := 1/(1 + \lambda_i x^{1/p}) \), where \( i = 1, \ldots, d, p \in [1, \infty) \setminus \{2\} \), and let

\[
\phi(x) := x^p e^{-x}, \quad \text{and} \quad \psi(x) := \frac{\sum f_i}{\sum f_i},
\]

Clearly, \( \phi(x) \) and \( \psi(x) \) are both concave and increasing in \( \mathbb{R}_+ \), and therefore [26, p. 84] so is \( g(\beta_n) = \phi(\psi(\beta_n)) \) as a function of \( \beta_n, n = 0, 1, 2, \ldots \). Consequently (see e.g., the first step in the proof of Theorem 2.1.11 in [27]) the map \( g \) is contractive in Hilbert metric on the cone \( \mathbb{R}_+ \). By Banach contraction mapping theorem, \( g \) admits unique fixed point \( \beta^*_{\text{vol}} \in \mathbb{R}_+ \), and

\[
\lim_{n \to \infty} g^n(\beta_0) = \beta^*_{\text{vol}}.
\]

The rate-of-convergence for (27) is fast in practice, see Fig. 4. Next, we show how the \( p \)-sum computation may arise in the reachability analysis for linear systems.

B. Application to Reachability Analysis for Linear Systems

Consider a discrete-time linear time-invariant (LTI) system

\[
x(t+1) = Fx(t) + Gu(t), \quad x \in \mathbb{R}^n, \quad u \in \mathbb{R}^n,
\]

with set-valued uncertainties in initial condition \( x(0) \in \mathcal{X}_0 \subset \mathbb{R}^n \), and control \( u(t) \in \mathcal{U}(t) \subset \mathbb{R}^n \). For \( t = 0, 1, 2, \ldots \), we would like to compute a tight outer ellipsoidal approximation...
the general idea of using support functions as in (29a). This follows from the support function

\[ \mathcal{X}(t) = F^t \mathcal{E}(0, Q_0) + \sum_{k=0}^{t-1} F^{t-k-1} G \mathcal{E}(0, U(t)) . \]  

which can be seen as the sampled version of the continuous-time system \( \dot{x}_1 = x_2 + u_1, \dot{x}_2 = u_2 \), with sampling period \( h > 0 \). To illustrate the proposed algorithms, we will compute the reach sets of (31) for various convex uncertainty models of the form (29) for \( \mathcal{X}_0 \) and \( \mathcal{U}(t) \). For this numerical example, we set the nominal initial condition \( x_0 = 0 \), and nominal control \( u_c(t) \equiv 0 \).

A. The case \( m = n = 1 \)

For \( m = n = 1 \) in (29), both \( \mathcal{X}_0 \) and \( \mathcal{U}(t) \) are ellipsoidal, and hence the reach set \( \mathcal{X}(t) \) for (31), is the Minkowski sum of \( (t+1) \) ellipsoids. Consequently, we are led to compute the MTOE and MVOE of the Minkowski sum \( \mathcal{X}(t) \).

\[ \mathcal{X}(t) = F^t \mathcal{E}(0, Q_0) + \sum_{k=0}^{t-1} F^{t-k-1} G \mathcal{E}(0, U(t)) . \]

Notice that the MTOE admits analytical solution (18), applied pair-wise to the \( (t+1) \) summand ellipsoids in (32), with \( p = 1 \). For this case, the current state-of-the-art for MVOE computation is to reformulate the same as a semidefinite programming (SDP) problem via the \( \mathcal{S} \)-procedure (see e.g., [35] Ch. 3.7.4). Specifically, given \( (t+1) \) ellipsoids \( \mathcal{E}(q_i, Q_i) \) or equivalently \( \mathcal{E}(A_i, b_i, c_i) \) in \( \mathbb{R}^{n_e} \), \( i = 1, \ldots, t+1 \), to compute the MVOE containing their Minkowski sum \( \mathcal{E}(q_i, Q_i) + \cdots + \mathcal{E}(q_{t+1}, Q_{t+1}) \), one solves the SDP problem:

\[ \text{minimize } \log \det A_0^{-1} \]  

subject to

\[ A_0 > 0, \]  

\[ \tau_i \geq 0, \quad i = 1, \ldots, t+1, \]  

\[ E_0 \tilde{A}_i b_i \leq \sum_{i=1}^{t+1} \tau_i \tilde{A}_i b_i c_i \equiv 0, \]  

where \( E_0 \) is the binary matrix of size \( n_e \times (t+1)n_e \) that selects the \( i \)-th vector, \( i = 1, \ldots, t+1 \), from the vertical stacking of \( (t+1) \) vectors, each of size \( n_e \times 1 \); and

\[ E_0 := \sum_{i=1}^{t+1} E_i, \quad \tilde{A}_i := E_i \tilde{A} E_i, \quad \tilde{b}_i := E_i b_i, \quad i = 1, \ldots, t+1. \]

\[ \text{The symbol } \Sigma \text{ in } (32) \text{ stands for the } 1 \text{-sum.} \]
For dynamics (31), the MTOEs and MVOEs of the reach sets \(X(t)\) given by (32) with parameters (35), are shown for \(t = 1, \ldots, 10\), along with the \((t+1)\) summand ellipses in the Minkowski sum (32) for each \(t\). The MTOEs admit analytical solution (18). We compute the MVOEs via three different methods: SDP computation (33)-(34), a root bracketing technique proposed in [23, Section IV.A], and recursion (27).

The argmin pair \((A_0^*, b_0^*)\) associated with the SDP (33)-(34), results the optimal ellipsoid

\[ E_{SDP}^{MVOE} := E(q_{SDP}, Q_{SDP}), \]

where, using (3b), \(Q_{SDP} := (A_0^*)^{-1} \) and \(q_{SDP} := -Q_{SDP}b_0^* \).

Our intent is to compare \(E_{SDP}^{MVOE}\) with \(E_{proposed}^{MVOE}\), where

\[ E_{proposed}^{MVOE} := E(q_1 + \ldots + q_{t+1}, Q(\beta_{vol}^*)), \]

and the parametric form of \(Q(\beta_{vol}^*)\) is given by (13) with \(p = 1\), applied pairwise to the given set of shape matrices \(\{Q_1, \ldots, Q_{t+1}\}\). The numerical value of \(\beta_{vol}^*\) is computed from the fixed point recursion (27) with \(p = 1\), solved pairwise from the set \(\{Q_1, \ldots, Q_{t+1}\}\).

We will see that the MVOE algorithms proposed herein help in reducing computational time, compared to the SDP approach, without sacrificing accuracy. For comparing numerical performance, we implemented both the SDP (via \texttt{cvx} [36]) and our proposed algorithms in MATLAB 2016b, on 2.6 GHz Intel Core i5 processor with 8 GB memory.

For the dynamics (31), we set \(h = 0.3\), and

\[ Q_0 = I_2, \quad U(t) = \left(1 + \cos^2(t)\right) \text{diag}([10, 0.1]), \quad (35) \]

and for each \(t = 1, 2, \ldots\), compute the MTOE and MVOE of the reach set (32). For MVOE computation, we use three different methods: using the SDP (33)-(34), using a root-bracketing algorithm proposed in [23, Section IV.A] to solve (24), and by using the fixed point recursion (27) proposed herein. In Fig. 5 the corresponding MTOEs and MVOEs, as well as the summand ellipses in the Minkowski sum (32) are shown for \(t = 1, \ldots, 10\). In this paper, we do not emphasize the root bracketing method for MVOE computation given in [23, Section IV.A] since that is a custom method for \(n_x = 2\), while the SDP (33)-(34) and the fixed point recursion (27) are valid in any dimensions.

To assess the quality of the outer ellipsoidal approximations shown in Fig. 5 we compare the volumes (in our two-dimensional example, areas) of the MVOEs computed via the three different methods in Table I. The columns in Table I correspond to different time steps while the rows correspond to the three different methods mentioned above. From Table I notice that the MVOE volumes are not monotone in time for any given method (see e.g., the columns for \(t = 7\) and \(t = 8\)).
since the shape matrices \( U(t) \) in (35) are periodic. We notice that the volumes listed in the second and third row in Table I are in close agreement, while they are slightly conservative compared to the same in the first row, which are computed by solving the SDP (33)-(34). Furthermore, the relative numerical error seems to grow (albeit slowly) with \( t \) (with increasing number of summand ellipsoids).

By looking at the computational accuracy comparisons from Table I, it may seem that the SDP approach is superior to the algorithms proposed herein. However, the corresponding computational runtimes plotted in Fig. 6 reveal that solving the fixed point recursion \((27)\) entails orders of magnitude speed-up compared to solving the SDP. Given that the growing interests in reach set computation among practitioners are stemming from real-time safety critical applications (e.g., decision making for collision avoidance in a traffic of autonomous and semi-autonomous cars or drones), the issue of computational runtime becomes significant. Such applications indeed require computing the reach set over a short physical time horizon (typically a moving horizon of few seconds length); the MVOE computational time-scale, then, needs to be much smaller than the dynamics time-scale. The results in Fig. 6 show that the proposed algorithms can be useful in such context as they offer significant computational speed-up without much conservatism.

**B. The Case \( m, n > 1 \)**

We now consider the case \( m, n > 1 \) in \((29)\) with \( m \neq n \), and compute the MVOEs and MTOEs for the reach set \( \mathcal{X}(t) \) of (31) with \( h = 0.3 \), as before. Specifically, in \((29)\), we fix \( m = 2, n = 3 \), \( p_1 = 2.5 \), and \( p_2 = 1.5 \). In words, the set of uncertain initial conditions \( X_0 \) is modeled as a 2.5-sum of two ellipsoids, i.e., \( X_0 = E(0, Q_{01}) + 2.5 \cdot E(0, Q_{02}); \) the control uncertainty set \( U(t) \) is modeled as a 1.5-sum of three (time-varying) ellipsoids, i.e., \( U(t) = E(0, U_{1}(t)) + 1.5 \cdot E(0, U_{1}(t)) + 1.5 \cdot E(0, U_{3}(t)) \). The shape matrices for the set of uncertain initial conditions are randomly generated positive definite matrices:

\[
Q_{01} = \begin{pmatrix} 2.2259 & 0.1992 \\ 0.1992 & 2.4357 \end{pmatrix}, \quad Q_{02} = \begin{pmatrix} 2.3111 & 0.6768 \\ 0.6768 & 2.1848 \end{pmatrix}. \tag{36}
\]

The shape matrices for the set of uncertain controls are chosen as

\[
U_j(t) = \left(1 + \cos^2(jt)\right) \text{diag}([10, 0.1]), \quad j = 1, 2, 3. \tag{37}
\]

Then, the reach set \( \mathcal{X}(t) \) for (31) at any time \( t > 0 \), equals

\[
F^t \left\{ E(0, Q_{10}) + 2.5 \cdot E(0, Q_{20}) \right\} + 1 \sum_{k=0}^{t-1} F^{t-k-1} G \left\{ E(0, U_{1}(t)) + 1.5 \cdot E(0, U_{2}(t)) + 1.5 \cdot E(0, U_{3}(t)) \right\}. \tag{38}
\]

![Fig. 6: Comparison of the computational times for MVOE calculations in Fig. 5 and Table I](image)

The MVOE computational times for the proposed fixed point recursion method (\(--\), third row in Table I) are orders of magnitude faster than the same for the SDP computation (\(--\), first row in Table I). A root bracketing technique to solve (24) proposed in [23, Section IV.A] requires more computational time (\(--\), second row in Table I) than iterating the recursion \((27)\), but is faster than solving the SDP \((33)-(34)\).
which, due to (5), is the 1-sum of $(t+1)$ convex sets, one of them being the 2.5-sum of two ellipsoids, and the remaining $t$ of them each being the 1.5-sum of three ellipsoids.

Unlike the case in Section VI-A where the SDP approach is known in the literature for computing an MVOE of the 1-sum, and served as a baseline algorithm to compare the performance of our proposed algorithms, to the best of our knowledge, no such algorithm is known for the general $p$-sum case. Our proposed algorithms are generic enough to enable the MVOE/MTOE computation in this case. Specifically, at each time $t$, we first compute the MVOEs (resp. MTOEs) for each of the $(t+1)$ summand convex sets in (38) by solving (27) (resp. (18)) pairwise, and then compute the MVOE (resp. MTOE) of the 1-sum of the resulting MVOEs (resp. resulting MTOEs) using the same. In Fig. 7, we show the MVOEs and MTOEs thus computed, for the reach set (38) at $t = 1, \ldots, 10$.

The volumes (in our two dimensional numerical example, areas) of the MVOEs shown in Fig. 7, are listed in Table II. The corresponding computational times are shown in Fig. 8.

Notice that the MVOE computational times reported in Fig. 8 are about two orders of magnitude slower than the same reported in Fig. 6. This is expected since the results in Fig. 8 correspond to computing MVOEs of the 1-sums while the same in Fig. 8 correspond to computing MVOEs of the mixed $p$-sums (in our example, 1-sums, 1.5 sums and 2.5 sums) at any given time $t > 0$, and is indeed consistent with the observation made in Fig. 4 that the rate-of-convergence of recursion (27) decreases with increasing $p \geq 1$. Nevertheless, the computational times shown in Fig. 8 are still smaller than the computational times for the SDP approach in the 1-sum case shown in Fig. 5.

C. Quality of Approximation

It is natural to investigate the quality of approximations for the MTOEs and MVOEs reported herein with respect to the actual reach sets, in terms of the “shapes” of the true and approximating sets. For example, it would be undesirable if the MTOE/MVOE computation promotes “skinny ellipsoids” which are too elongated along some directions and too compressed along others, when the same may not hold for the actual reach sets. This motivates us to compute the (two-sided)
In terms of the support functions:

$$\delta_H(t) = \sup_{s \in S^{n_x-1}} \left| h_{\hat{E}}(t)(s) - h_{\mathcal{X}(t)}(s) \right|,$$  

where $S^{n_x-1}$ denotes the Euclidean unit sphere embedded in $\mathbb{R}^{n_x}$. Thanks to property (iv) in Section II.1, the absolute value in (40) can be dropped. Furthermore, suppose that both $\mathcal{X}(t)$ and $\hat{E}(t)$ are centered at origin, as in Section VI; in particular, $\hat{E}(t) = \mathcal{E}\left(0, \hat{Q}(t)\right)$. Using (2), (6), (29) and (30), we can then rewrite (40) as

$$\delta_H(t) = \sup_{s \in S^{n_x-1}} \left( \frac{1}{2} \left( \sum_{i=1}^{m} \left( s^\top \hat{Q}(t) s \right)^2 + \frac{1}{2} \left( \sum_{s_i \in S^{n_x-1}} \left( s^\top \hat{Q}(t) s \right)^2 \right) \right) \right)^{\frac{1}{4}}$$

In words, $\delta_H(t)$ is the two-sided Hausdorff distance between the reach set of (28) and its outer ellipsoidal approximation at time $t$, provided $\lambda_0$ is the $p_1$-sum of $m$ centered ellipsoids, and $\lambda(t)$ is the $p_2$-sum of $n$ time-varying centered ellipsoids, where $p_1, p_2 \geq 1$.

To illustrate the use of (41), let us consider $m = n = 1$ as in Section VI.A. In this case, (41) can be expressed succinctly as

$$\delta_H(t) = \sup_{s \in S^{n_x-1}} \left\| \hat{Q}^2(t)s \right\|_2 - \sum_{k=0}^{t-1} \left\| M_k^2(t) s \right\|_2,$$  

where $M_k := F^{t-k-1}GU(t)G^\top F^{t-k-1} \in S^{n_x}_+$ for $k = 0, 1, \ldots, t-1$, and $M_t := F^\top Q(t) F^\top \in S^{n_x}_+$. From (42), a simple upper bound for $\delta_H(t)$ follows.

**Proposition 1. (Upper bound for $\delta_H(t)$ when $m = n = 1$)**

$$\delta_H(t) \leq \left\| \hat{Q}^2(t) - \sum_{k=0}^{t} M_k^2(t) \right\|_2.$$

**Proof.** For $s \in S^{n_x-1}$, by the (repeated use of) reverse triangle inequality, we have

$$\left\| \hat{Q}^2(t)s - \sum_{k=0}^{t} M_k^2(t)s \right\|_2 \leq \left\| \hat{Q}^2(t) - \sum_{k=0}^{t} M_k^2(t) \right\|_2 \leq \left\| \hat{Q}^2(t) - \sum_{k=0}^{t} M_k^2(t) \right\|_2.$$
where the last step follows from the sub-multiplicative property of the matrix 2-norm. Since this holds for any \( s \in S_{n+1} \), the same holds for the optimal \( s \) in (42). Hence the result. \( \square \)

We can use the bound derived in Proposition 1 as a conservative numerical estimate for \( \delta_H(t) \). In Fig. 9 we use the data from Section VI-A to plot the upper bound (43) for the Hausdorff distance between the reach set of (28) and its MVOE approximations. The plot shows that the MVOEs computed using the proposed algorithms result in a lower upper bound than the MVOEs computed using the standard SDP approach. This indicates that the proposed MVOEs approximate the reach set quite well compared to the SDP approach, even though their volumes are slightly larger than the SDP MVOEs, as noted in Table I.

VII. Conclusions

Computing a tight ellipsoidal outer approximation of convex set-valued data is necessary in many systems-control problems such as reachability analysis, especially when the convex set is described as set operations on other ellipsoids. Depending on the set operation, isolated results and algorithms are known in the literature to compute the minimum trace and minimum volume outer ellipsoidal approximations. In this paper, we unify such results by considering the \( p \)-sum of ellipsoids, which for different \( p \in [1, \infty] \), generate different convex sets from the summand ellipsoids. Our analytical results lead to efficient numerical algorithms, which are illustrated by the reach set computation for a discrete-time linear control system.

A specific direction of future study is to extend the reach set computation for hybrid systems, by computing the intersection of the guard sets with \( p \)-sum of ellipsoids. We hope that the models and methodologies presented here, will help to expand the ellipsoidal calculus tools [17], [18], [20], [32], [41] for systems-control applications, and motivate further studies to leverage the reported computational benefits in real-time applications.
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