FROM PREDICTION MARKETS TO INTERPRETABLE COLLECTIVE INTELLIGENCE
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ABSTRACT. We outline how to create a mechanism that provides an optimal way to elicit, from an arbitrary group of experts, the probability of the truth of an arbitrary logical proposition together with collective information that has an explicit form and interprets this probability. Namely, we provide strong arguments for the possibility of the development of a self-resolving prediction market with play money that incentivizes direct information exchange between experts. Such a system could, in particular, motivate simultaneously many experts to collectively solve scientific or medical problems in a very efficient manner. We also note that in our considerations, experts are not assumed to be Bayesian.

1. INTRODUCTION

Suppose we have a proposition that may be either true or false. Our goal is to provide strong arguments for the possibility of the creation of a system that can elicit, from an arbitrary group of experts, the probability of the truth of the proposition together with the relevant collective information in a comprehensible form. This information will fully substantiate (interpret) the group probability. More precisely, we outline a way to create a self-resolving prediction market with play money that, in addition, incentivizes direct information exchange between experts. This simultaneously solves the following three problems:

• information exchange in an ordinary prediction market may be broken;
• all information aggregated by an ordinary market is encoded in the final price, which is a non-interpretable value between 0 and 1;
• we can resolve an ordinary market and distribute gains and losses only after it becomes publicly known whether the proposition in question is true or false.
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Since the proposed system overcomes these limitations, it could incentivize experts from all over the world to brainstorm scientific or medical problems in a very efficient manner.

We say that a prediction market is self-resolving if it distributes final gains and losses relying on its internal state and does not need verifiable ground truth for that. We borrow this term from [1, 2], where similar markets are experimentally studied in another context. Another example of self-resolving markets is described in [3]. Different approaches to the situation where ground truth is non-verifiable, are developed, for example, in [4] or in [5]. We note that in addition to the admissibility of non-verifiable ground truth, our proposed system could enhance the dynamic mutual learning of experts through price (a core property of prediction markets) into a direct exchange of knowledge of arbitrary nature.

Note that even conventional prediction markets have proved to be useful in science and medicine, for example, for making diagnosis in complex medical cases [6], for forecasting the spread of infectious diseases [7], or even for solving some general scientific problems [8]. We could meet the same challenges with our system, while taking full advantage of the self-resolvability and interpretability properties. In fact, these properties remove any restrictions on the range of problems that can be addressed with the system.

We could even try the following general approach. For any problem, we could put into the system a logical proposition that the problem will be solved after collecting information in the system (surely, we need to describe exactly what we mean by “will be solved”). The system will incentivize experts to share reasoned arguments about what obstacles might be in solving the problem, or what might help to overcome known difficulties and to solve it anyway. The final result will be an aggregated information concerning the problem, together with the probability that it will be solved, given this information.

Later, we will provide some preliminaries on regular prediction markets. If the reader is already familiar with this concept, the following preliminary intuition about the system we propose may be also helpful.

- We consider a binary prediction market and offer experts to trade as if it were related to a certain proposition $\omega$ that may be either true or false.
- At the same time, we make it public that final gains and losses will actually be distributed in accordance with a binary random generator with the probability parameter equal to the final price in the market.
- We assume that the final price cannot be distorted by trading actions of any individual expert, but can be changed due to the actions of many experts. We will discuss how to achieve such a property in practice.
- One of the possible strategies for an expert is the following. If an expert sees that his or her individual probability of truth of $\omega$ does not coincide with the current price, then he or she can make a transaction as if the market were resolved in accordance with $\omega$, and after that share his or her information that explains why the current price is not fair with respect to the probability of $\omega$. The purpose of information sharing is to change others’ beliefs on $\omega$ and, as a consequence, to favorably alter the final price, which will be the random generator parameter.
- It can be seen that such strategies form a natural Nash equilibrium. In particular, this fact leads experts to follow our initial suggestion to behave as if the market were regular and related to $\omega$. 

In Section 3, we will provide a formal theoretical model that incorporates this intuition, and discuss its implementability. We note in advance that our models do not assume that experts are Bayesian, i.e. their beliefs do not need to be conditional probabilities.

2. Preliminaries

First, we present our basic notation, which is partially borrowed from [9] and is convenient for our non-Bayesian setting.

- Suppose there is a proposition that may be revealed to be either true or false. This means that we have a propositional variable \( \omega \). By \( E \equiv \{1, \ldots, N\} \) we denote a population of experts whose collective belief and information about \( \omega \) we would like to obtain. Our object of study is the pair \( (\omega, E) \).
- The notions of the truth and falsity of propositions can be formalized in terms of assignments to propositional variables. Let \( A \) be a set of propositional variables. Then the notation \( \alpha \oplus A \) means that \( \alpha \) is an assignment to \( A \), i.e. \( \alpha \) is a function from \( A \) to \( \Omega \equiv \{0, 1\} \). An assignment is also called a world. In particular, for the one-element set \( \{\omega\} \) we have two assignments: the world \( \omega \rightarrow 1 \) where \( \omega \) is true, and the world \( \omega \rightarrow 0 \) where \( \omega \) is false.
- We tell that worlds \( \alpha \oplus A \) and \( \beta \oplus B \) are consistent (and write \( \alpha \sim \beta \)) if they assign the same values to the variables in \( A \cap B \): \( \alpha|_{A \cap B} = \beta|_{A \cap B} \).

2.1. Experts’ probabilities.

**Assumption 2.1.** There exists a finite set \( \Gamma \) such that for each expert \( n \in E \), his or her probability of \( \omega \rightarrow 1 \) is a number \( \pi_n(\omega) \in [0, 1] \) that is completely determined by a certain subset \( \Gamma_n \subseteq \Gamma \), i.e. \( \pi_n(\omega) = \pi(\omega | \Gamma_n) \), where \( \pi(\omega | \cdot) \) is a fixed set function from \( 2^E \) to \( [0, 1] \). We call the elements of \( \Gamma \) signals and call each set \( \Gamma_n \) the knowledge of the expert \( n \). The experts’ probabilities of \( \omega \rightarrow 0 \) are determined in the same way by the set function \( 1 - \pi(\omega | \cdot) \). We also assume that \( \Gamma = \bigcup_{n \in E} \Gamma_n \).

In some cases it will be convenient for us to rely on the additional assumption that the elements of \( \Gamma \) are propositional variables with certain values already assigned to them: there is collective information \( \gamma_E \oplus \Gamma \) generated by the real world, and each expert \( n \in E \) knows the corresponding part \( \gamma_n \oplus \Gamma_n \) of it determined by the relation \( \gamma_n \sim \gamma_E \) (or, what is the same, by the identity \( \gamma_n = \gamma_E|_{\Gamma_n} \)).

We may interpret \( \Gamma \) as a set containing at least every signal that is

- relevant to \( \omega \),
- is known to at least one of the experts,
- and is not known to all the experts at once.

In other words, there are only irrelevant or public signals outside of \( \Gamma \). This somewhat vague interpretation becomes completely formalized if we consider Assumption 2.1 as a consequence of basic axioms that can be found in Appendix A: see Assumptions A.1–A.3 together with Proposition A.1.

We emphasize that the functional \( \pi(\omega | \cdot) \) is not a conditional probability. However it may (but does not have to) be generated by a Bayesian model. Indeed, let \( \Delta \equiv \{\omega\} \cup \Gamma \). Consider the set \( \mathcal{A} \) of all possible assignments \( \delta \oplus \Delta \) as a sample space. Let \( P \) be a probability measure over \( 2^\mathcal{A} \). Any assignment \( \delta' \oplus \Delta' \) to any subset \( \Delta' \subseteq \Delta \) can be associated with the event \( \{\delta \in \mathcal{A} | \delta \sim \delta'\} \in 2^\mathcal{A} \). This applies to the assignment \( \omega \rightarrow 1 \) as well as to any assignment \( \gamma' \oplus \Gamma' \) for any \( \Gamma' \subseteq \Gamma \) (in
particular, to $\gamma_E |_{\Gamma'}$ and to $\gamma_E$ itself). Relying on such associating and additionally assuming that $P(\gamma_E) \neq 0$, we could introduce our functional by the formula

$$\pi(\omega | \Gamma') = P(\omega \mapsto 1 \mid \gamma_E |_{\Gamma'})$$

for any $\Gamma' \subseteq \Gamma$.

2.2. Prediction markets. Suppose each expert $n \in E$ possesses a certain amount of units that are valuable for him or her (real money or some play money). We use the following terminology (see, e.g., [10]).

**Definition 2.1.** A contract on $\omega \mapsto 1$ is the obligation that can be sold by one expert to another and that binds a seller to pay a buyer 1 unit once it is revealed that $\omega$ is true.

We can associate with $\omega$ a prediction market where the experts would be trading contracts on $\omega \mapsto 1$ with each other. The potential ability of the price in a prediction market to aggregate experts’ information and to converge to a collective probability of $\omega \mapsto 1$ has been the subject of many empirical and theoretical studies. Below we provide a brief description of a classical Bayesian model, and many further details can be found in Appendix B.

But before the formal model, we informally describe an important example that is a slight variation of an example from [11] and shows how experts’ information and beliefs may vary during the trade even if the initial beliefs are identical. Suppose there is an event with three mutually exclusive outcomes $x$, $y$, and $z$. Let $\omega$ be the proposition that $x$ has been realized. Suppose a random half of the experts know that $y$ has not been realized and the other half know that $z$ has not been realized. All the experts also know that a random half of them know about $y$ and the other half know about $z$. If the experts reckon with the principle of indifference, they will have identical initial probabilities $\pi_0^n(\omega) = 1/2$, $n \in E$. In this situation, any static probability aggregation scheme yields nothing better than $1/2$. On the other hand, if the experts generate a prediction market and are sophisticated enough to judge about others’ probabilities by watching others’ behavior in this market, then their beliefs will change toward 1.

The discrete model of prediction market from [12] is one way to formally describe how the price and beliefs cease to fluctuate in a single consensus point, in particular in the $xyz$-example. Here we provide those part of that model that is a direct consequence of the classical results of [13] that, in its turn, extend the line of research started in [14] (see also Appendix B.1 for further discussion of that model).

First, assume that we are in the Bayesian setting as it is described at the end of Section 2.1: there is a probability measure $P$ over $2^A$, where $A$ is the set of all assignments to $\Delta = \{\omega\} \cup \Gamma$. Additionally assume that the sets $\Gamma_n$ are pairwise disjoint and that each of them consists of a single signal. Of course, in this situation we can use a more conventional notation. Namely, following [12] (see also the survey [15]), we consider the information structure

$$\Omega \times S = \Omega \times S_1 \times \cdots \times S_N,$$

and bit arrays $(\omega, s) = (\omega, s_1, \ldots, s_N) \in \Omega \times S$. This is the same as to consider a set $\Delta$ consisting of $N+1$ propositional variables, with all possible assignments $\delta \in \Delta$.

**Assumption 2.2** (the model of Feigenbaum et al.).

(i) A vector $r = (r_1, \ldots, r_N) \in S$ is the real state of the world ($\gamma_E$ in our notation), and each expert $n \in E = \{1, \ldots, N\}$ privy to one bit $r_n \in S_n$ of information.
(ii) The experts’ probabilities of $\omega = 1$ (of $\omega \mapsto 1$ in our notation) are conditional probabilities generated by a probability measure $P$ over $\mathcal{2}^{\Omega \times S}$ such that $P(s = r) \neq 0$ (the world $r$ is not unexpected).

(iii) There is a prediction market that proceeds in rounds. The clearing price is publicly revealed after each round, and it turns out to be the mean of the experts’ beliefs before the round.

(iv) Such means are the only information channel between the experts.

(v) All of the above is common knowledge (including the structure $\Omega \times S$ and the measure $P$).

By $\pi^k_n$ and $q^c_k$ we denote the experts’ beliefs before the $k$-th round and the clearing price after it, respectively. We can write (iii) as

$$q^c_k = \text{Mean} \{\pi^k_n\}_{n \in E}.$$  \hspace{1cm} (2)

We note that (2) means that the price $q^c_k$ combines information exchange with averaging, which is more than can be said for the price in a real prediction market (see Appendix C).

By $I^k$ we denote the public information accumulated by the market for the first $k - 1$ rounds:

\[ I^1 \equiv \{s \in S \mid P(\Omega \times \{s\}) \neq 0\}, \quad I^{k+1} \equiv \{s \in I^k \mid q^c_k(s) = q^c_k\}, \]

where $q^c_k(s)$ are the prices in a world $s$ (in particular, $q^c_k = q^c_k(r)$). The information of an expert $n$ before the $k$-th round is

\[ I^k_n \equiv \{s \in I^k \mid s_n = r_n\}, \]

and we have $\pi^k_n = P(\omega = 1 \mid s \in I^k_n)$. We note that events $\{(w, s) \in \Omega \times S \mid s \in I^k_n\}$ for $k > 1$ may be irreducible to the partial assignments $\gamma_{E|v}$ arising in (1), and, therefore, after the first round the corresponding probabilities $\pi^k_n$ may not always be described within the non-Bayesian context.

Since $I^1 \supseteq I^2 \supseteq \cdots$, there exists a moment $k_\infty$ when the information stops accumulating:

\[ I^{k_\infty} = I^{k_\infty+1} = \cdots. \]

In [12], the authors notice that the results of [13] immediately imply that at $k_\infty$ each expert’s belief $\pi^k_n$ turns out to be independent of his or her own private information and all the beliefs stabilize at one point. Namely, we have the following proposition.

**Proposition 2.1.** For all $n \in E$ we have

$$\pi^{k_\infty}_n = q^c_{k_\infty} = P(\omega = 1 \mid s \in I^{k_\infty}).$$  \hspace{1cm} (3)

Now we can formalize the $xyz$-example as follows.

**Example 2.1.** Suppose $S = S_1 \times S_2$ and $r = (0, 0)$, and set

\[ p_x \equiv P(\omega = 1, s_1 = 0, s_2 = 0), \]

\[ p_y \equiv P(\omega = 0, s_1 = 1, s_2 = 0), \]

\[ p_z \equiv P(\omega = 0, s_1 = 0, s_2 = 1). \]

If $p_x = p_y = p_z = \frac{1}{3}$, then we have $k_\infty = 2$, $I^2 = \{r\}$, and $q^c_2 = 1$.

Finally, we can state the obvious fact that nothing changes when some experts are ignorant.
Fact 2.1. Consider a situation where the dimension \( d \) of \( S \) is strictly less than \( N \): \( d \) experts privy to \( d \) bits of \( r \in S \) as in (i) from Assumption 2.2, while remaining \( N - d \) experts know no bits at all. We suppose (ii)–(v) from Assumption 2.2 remain fulfilled for all \( N \) experts: in particular, both \( N \) and \( d \) are assumed to be common knowledge. Under these conditions, relation (3) remains valid and we can shorten (3) by dropping the second identity: it becomes a part of the first.

3. Main results

In fact, there is empirical evidence that prediction market prices are indeed able to aggregate information, but may fail to do so if they are the only information channel between the experts: see, for example, the study [8], which is also discussed in detail in Appendix B.6. The same study shows that direct information exchange could greatly improve the reliability of prediction markets, but does not offer a way to automatically induce such exchange. In addition to the possibility of broken information exchange through prices, there are the following two problems. First, we must reliably know the value of \( \omega \) in order to resolve our market and to distribute gains and losses. This severely restricts the applicability of prediction markets. Second, consider an external ignorant observer who does not know the nature of experts’ information (in terms of the model discussed in Section 2.2, he or she does not know the probability space \((\Omega \times S, 2^{\Omega \times S}, P)\)). Then he or she sees prices, but cannot obtain the information that generates them: results are not interpretable.

Below we present a theoretical non-Bayesian model that incorporates the idea that all these problems can (and should) be solved simultaneously. After that we discuss the possibility of its practical implementation.

3.1. Theoretical model of collective intelligence. First, we need a binary random generator that takes a parameter \( p \in [0, 1] \) and returns either 1 with probability \( p \) or 0 with probability \( 1 - p \). Here \( p \) is a probability just in the sense that it is a parameter of our random generator, which can be of a physical or algorithmic nature. Concerning algorithmic randomness, see the survey [16, Section 2.6] with references to Knuth, Kolmogorov, Martin-Löf, von Mises, et al. Regardless of the implementation details, we formalize the generator as the parametric family \( \omega[p] \) of propositional variables which correspond to the following propositions: if we call the generator with parameter \( p \), then it will return 1. We also note that there are two assignments over each one-element set \( \{\omega[p]\} \).

Now we are ready to present our model and its consequences. We emphasize that what follows is not the desired mechanism itself, but only its simplified model that incorporates the main properties of the system in question. The implementability of the system is discussed in Section 3.2.

Assumption 3.1 (a theoretical model of an interpretable self-resolving market).

(i) We are within Assumptions 2.1, and there is a non-empty set \( e_1 \subseteq E \) of experts with only public or irrelevant knowledge: if \( n \in e_1 \), then

\[
\Gamma_n = \Gamma^1 \equiv \emptyset.
\]

Initially, we have a prediction market where only the experts from \( e_1 \) participate.

(ii) At the beginning of each round \( k \), the current participants from \( e_k \) trade for a period of time and come to a price \( q_k \) known to all the experts.
(iii) After that, a new expert $n_k \in E \setminus e_k$ may join to $e_k$ by making a transaction at the price $q_k^c$: he or she may choose whether to buy or to sell contracts. After that, the expert may either share all his or her private information with the other experts in $E$, or remain completely silent (see also the discussion below). The next round begins with $e_{k+1} = e_k \cup \{n_k\}$, and the public information is updated either as $\Gamma_k^{k+1} = \Gamma_k \cup \Gamma_{n_k}$ or as $\Gamma_k^{k+1} = \Gamma_k$.

The individual information of each $n \in E$ is determined as $\Gamma^k_n \equiv \Gamma_k \cup \Gamma_n$.

(iv) Since $E$ is finite, there exists a final round $k_\infty$ when no one wishes to join $e_{k_\infty}$. After $k_\infty$, we resolve the market (distribute gains and losses) in accordance with $\omega[q^c_{k_\infty}]$: each contract brings 1 unit in the world $\omega[q^c_{k_\infty}] \to 1$ and nothing in the world $\omega[q^c_{k_\infty}] \to 0$. If in a round $k$ an expert $n \in E$ believes that he or she exactly knows the value that $q^c_{k_\infty}$ will take, then he or she treats this value as the probability of $\omega[q^c_{k_\infty}] \to 1$. Hereinafter, we denote such a probability as $\pi_n(\omega[q^c_{k_\infty}])$ (see (v) and (vi)).

(v) All the experts are myopic and risk neutral in the following sense.

- Any expert $n \in E$ does not consider the situation where someone outside $e_k \cup \{n\}$ participates in the market. If someone else joins $e_k$, this attitude is instantly carried over to $e_{k+1} \cup \{n\}$, and so forth.

- If the expert $n_k$ joins to $e_k$ and has a certain probability $\pi_{n_k}(\omega[q^c_{k_\infty}])$, then his or her expected profit on the joining transaction is strictly greater than zero:

$$\pm \left(\pi_{n_k}(\omega[q^c_{k_\infty}]) - q_k^c\right)s^\pm > 0. \tag{4}$$

Here the sign $\pm$ depends on whether $n_k$ has bought or sold contracts, and $s^\pm$ is their quantity.

- If there is an expert $n \in E \setminus e_k$ that can achieve (4), then the round $k$ cannot be the last.

(vi) If during stage (ii) of a round $k$, all the experts $n \in e_k$ have probabilities $\pi_n(\omega[q^c_{k_\infty}])$ and they coincide with each other and do not vary with time, then $q^c_k$ will coincide with them.

We provide arguments for our assumptions to be quite natural and weak.

First, we note that the model does not specify the order in which experts enter the market, but only assumes that trading cannot stop if there is an expert who believes that he or she can make a profitable transaction.

Concerning (ii) and (vi), the model makes no assumptions on the details of the way the experts trade (in particular, on the matching mechanism), but only the assumption that experts whose beliefs are constant and identical to one and the same value, generate the price equal to that value.

Concerning (iii), we will see below that the purpose of sharing information is to change others’ beliefs and, as a consequence, to profitably change $q^c_{k_\infty}$. In order to achieve this goal in reality, an expert should confirm the truth of the information provided. For example, if the source information is a result of the expert’s study, he or she may provide its verified copy: a publication in a peer-reviewed journal. In the above model we identify the expert’s information with its verified copy that is transmitted to others. Transmitting unverifiable information is identified with

---

1Hereinafter, the word “believes” means “takes for granted in the further logical inference”. If we would like to be even more formal, we can consider our experts as a calculus with an input (see [16, Section 1.3.1]).
silence. This is a deliberate modeling simplification: here we only show that under certain conditions, fully and accurately disclosing an expert’s true information is at least preferable for him or her to being totally silent. In Appendix C.5, we discuss the real situation in its entirety.

Concerning (v), we note that the myopia assumption is natural in a context where an expert \( n \) knows nothing about those who are outside \( e_k \cup \{n\} \) (even about their existence). Certain forms of myopia and risk neutrality are also featured in [12, 15].

**Definition 3.1.** We say that the market in Assumption 3.1 is **efficient** if the following holds for all the rounds \( k = 1, \ldots, k_\infty \).

- (eff1) Each expert \( n \in e_k \) has shared all his or her information.
- (eff2) All the experts rely in their trading on their mental probabilities of \( \omega \mapsto 1 \). Namely, we have that during stage (ii), the experts \( n \in e_k \) have the probabilities \( \pi_n(\omega[q_{k_\infty}]) \) and they coincide with the corresponding probabilities \( \pi(\omega | \Gamma^k) \).
- (eff3) The joining transactions are also regulated by the experts’ probabilities of \( \omega \mapsto 1 \):
  - if there is \( n \in E \setminus e_k \) with \( \pi_n(\omega | \Gamma^k) \neq q_{k_\infty}^c \), then \( k \neq k_\infty \);
  - an expert \( n \in E \setminus e_k \) with \( \pi_n(\omega | \Gamma^k) = q_{k_\infty}^c \) does not wish to join \( e_k \).

If the market in question is efficient, then it is in a certain form of a Nash equilibrium. Namely, we have the following result.

**Theorem 3.1.** Suppose during all the rounds \( k = 1, \ldots, k_\infty \), an expert \( m \in E \) believes

- (m1) that all the other experts \( n \in E \setminus \{m\} \) satisfy (eff1) and (eff2);
- (m2) that he or she cannot resist the concerted actions of others in the sense that the set \( e_k \setminus \{m\} \) is not empty and (vi) is true even when substituting \( e_k \setminus \{m\} \) for \( e_k \).

Then the expert \( m \) satisfies (eff1), (eff2), and (eff3) during all the rounds.

**Proof.** Suppose the expert \( m \) silently joins \( e_k \). Due to (m1), he or she believes that during stage (ii) of the round \( k + 1 \), the probabilities \( \pi_n(\omega[q_{k_\infty}]) \) coincide with \( \pi(\omega | \Gamma^{k+1}) \) for \( n \in e^{k+1} \setminus \{m\} \), where

\[
\Gamma^{k+1}_n = \Gamma^k_n = \Gamma^k.
\]

Due to (m2) and the myopia described in the first item of (v), the expert \( m \) believes

\[
q_{k_\infty}^c = q_{k+1}^c = \pi(\omega | \Gamma^{k+1}) = \pi(\omega | \Gamma^k) = q_{k}^c.
\]

Therefore, we obtain that when the expert \( m \) enters the market, he or she has

\[
\pi_m(\omega[q_{k_\infty}]) = q_{k}^c,
\]
and thus the expected profit on his or her joining transaction is zero. This contradicts the second item of (v), and thus \( m \) satisfies (eff1).

Suppose the expert \( m \) belongs to \( e_k \) and is at stage (ii) of the round \( k \). We have just proved that he or she has shared his or her information and believes

\[
\Gamma^k_m = \Gamma^k_n = \Gamma^k, \quad n \in e_k.
\]

The myopia of \( m \), together with assumptions (m1) and (m2), implies that \( m \) believes

\[
q_{k_\infty}^c = q_{k}^c = \pi(\omega | \Gamma^k) = \pi(\omega | \Gamma^k_m).
\]
Namely, he or she has

$$\pi_m(\omega[q_{k\infty}^l]) = \pi(\omega \mid \Gamma^k)$$

and satisfies (eff2).

If the expert \(m\) satisfies the condition of the first item of (eff3) and joins to \(e_k\), then he or she will have \(\Gamma^k_m = \Gamma^k\). As we have just proved, the expert \(m\) will have

$$\pi m(\omega[q_{k\infty}^l]) = \pi(\omega \mid \Gamma^k) = \pi(\omega \mid \Gamma^k) \neq q_k^l.$$ 

Then by the third item of (v), the round \(k\) cannot be the last.

First, we note that item (m2) concerns a robustness property that is fulfilled if, for example, the price can be calculated as the median of beliefs. This can be seen as a model of the real situation discussed in Appendix C.5, where we rely (instead of the price) on the so-called market-driven median of experts’ beliefs.

Second, we note that it may be expected that the described equilibrium will naturally arise if we publicly offer the experts to trade as though the market will be resolved in accordance with \(\omega\), and to share their information in order for the system to be able to model this.

Finally, we obviously have the following analogue of (3).

**Fact 3.1.** If the market in Assumption 3.1 is efficient, then

$$\pi(\omega \mid \Gamma^k_n) = q_{k\infty} = \pi(\omega \mid \Gamma^k), \quad n \in \mathcal{E}. \quad (6)$$

This means that for each \(n \in \mathcal{E}\), the information \(\Gamma_n\) is either a part of \(\Gamma^k\), or the expert \(n\) does not understand how \(\Gamma_n \setminus \Gamma^k\) may affect \(\pi(\omega \mid \Gamma^k)\). It is also important (!) that the information \(\Gamma^k\) has been directly revealed by experts, does not require computing skills to be elicited, and is fully accessible to any external observer.

Since the subset \(e_1 \subseteq \mathcal{E}\) of experts with \(\Gamma_n = \emptyset\) is not empty, we can make a remark similar to Fact 2.1.

**Fact 3.2.** We can shorten (6) by dropping the second identity: it is a part of the first.

In the \(x,y,z\)-example, the experts have certain information about each other, and there are no ignorant experts with only common signals. These two facts do not allow us to incorporate this example directly into the setting of Assumption 3.1. But making appropriate adjustments, we come to the following situation.

**Example 3.1.** Suppose \(x, y,\) and \(z\) are mutually exclusive and exhaustive outcomes and this fact is known to all the experts in \(\mathcal{E}\). Let \(\omega, Y,\) and \(Z\) be propositional variables corresponding respectively to the propositions that \(x, y,\) or \(z\) has been realized. Suppose \(Y\) and \(Z\) are false. Formally, we have

$$\Gamma = \bigcup_{n \in \mathcal{E}} \Gamma_n = \{Y, Z\}, \quad \gamma_E(Y) = \gamma_E(Z) = 0,$$

$$\pi(\omega \mid \emptyset) = \frac{1}{2}, \quad \pi(\omega \mid \{Y\}) = \pi(\omega \mid \{Z\}) = \frac{1}{2}, \quad \pi(\omega \mid \Gamma) = 1.$$
We also assume that for any \( n \in E \), the set \( \Gamma_n \) is \( \varnothing \) or \( \{Y\} \) or \( \{Z\} \). If the mechanism described in Assumption 3.1 arises (in particular, \( e_1 \neq \varnothing \)) and it is efficient, then we will have \( k_\infty = 3 \), \( \Gamma^3 = \Gamma \), and \( q_5^c = 1 \).

Indeed, during the first round ignorant experts generate the price \( q_1^c = \frac{1}{3} \), and one of the experts with \( \Gamma_n = \{Y\} \) or \( \Gamma_n = \{Z\} \) has to enter the market and to share his or her information. Therefore, the second round results in \( q_2^c = \frac{1}{2} \), there exists an expert \( n \in E \setminus e_2 \) with \( \Gamma_2^n = \Gamma \), and one of such experts has to enter the market and to share the remaining information. Thus, we have \( \Gamma^3 = \Gamma \) and the third round ends with \( q_3^c = 1 \).

3.2. Implementability. Here we very briefly describe how the ideas presented in Section 3.1 can be implemented in reality. In particular, we discuss how to achieve the robustness property (m2) from Theorem 3.1. The detailed description can be found in Appendix C (see also Appendix B, which introduces some necessary notation).

- First, we can describe, relying on the detailed data collected from sports prediction markets, a data-driven model of how real experts behave in regular continuous prediction markets (see details in Appendices C.1–C.4). We can show that an algorithm based on that model can be applied to the data in order to get a value that effectively predicts the consensus probability. Such an estimate can play the role of a price that cannot be affected by trading actions of an individual expert. The assumptions of that continuous model have been themselves derived from the data, but at the same time they make perfect sense in terms of modern economic theory.

- We can present (see Appendix C.5) not fully mathematically rigorous but quite detailed arguments showing that using our data-driven model of a regular prediction market and the corresponding algorithm for robust estimation of consensus probability mentioned above, we can transfer to reality the principles contained in our theoretical model of a self-resolving market. Thus, we can make a strong case that it is possible to create the desired system.

Now we provide some additional insight into the mentioned data-driven model of a regular continuous prediction market and the corresponding algorithm for estimating the consensus probability. In order to combine information exchange in a prediction market and averaging of experts’ probabilities, we introduce (see Appendices B.2–B.4) the notion of the market-driven median \( \mu(\omega, E) \) of experts’ opinions. For each expert \( n \in E \), it takes into account the entire history \( \pi^t_n \) of how his or her mental probability has varied during his or her trading and learning (accumulation of information) in a continuous prediction market. It also assigns certain weights to all values \( \pi^t_n \) in accordance with the trading activity of each expert \( n \) from \( E \) at each time \( t \). In the definition of the market-driven median \( \mu(\omega, E) \) time \( t \) runs a large hypothetical interval \([t_0, t_\infty]\) during which trading can potentially continue. However, it turns out (see Appendices C.1–C.4) that it does not require much time to effectively estimate \( \mu(\omega, E) \); under certain model assumptions, we can derive from market data an estimate \( \hat{\mu}_t \) that stabilizes much faster than the clearing price \( q_t^c \). We can also show that within these assumptions the data are consistent with the hypothesis that \( \hat{\mu}_t, q_t^c, \) and all \( \pi^t_n \) converge to one and the same value as \( t \to t_\infty \) (cf. (3) given Fact 2.1).

The mentioned model assumptions are themselves derived from the data, and the key one concerns the utility function of the experts in question. It turns out to be
non-standard and only locally satisfying the classical von Neumann–Morgenstern axioms. Let lotteries be finite probability distributions over \( \mathbb{R} \): they assign probabilities to experts’ possessions. In particular, experts’ trading actions lead to various lotteries. Consider an expert with a budget \( b \) and consider all the lotteries \( L \) with \( m_L < b < M_L \) together with the inaction lottery \( L_b \) with \( m_{L_b} = M_{L_b} = b \). Here \( m_L \) and \( M_L \) are the minimum and maximum possible possessions of the expert due to \( L \). Thus, we exclude from consideration all the lotteries where win is possible and loss is impossible or vice versa. We introduce the lottery dependent utility function
\[
u(x \mid \lambda, b, L) \equiv \frac{1 - \exp\left(-\frac{\lambda(x - m_L)}{m_L - m_L}\right)}{1 - \exp\left(-\frac{\lambda(b - m_L)}{M_L - m_L}\right)}, \quad \lambda \in \mathbb{R}, \quad x \in [m_L, M_L]. \tag{7}
\]
We also pass to the limit and set \( u(b \mid \lambda, b, L_b) = 1 \). When the expert relies on this function to compare the lotteries under consideration, we say that he or she is subject to the double relativity principle: the scale of the possible results \( x \) is considered relatively to its minimum \( m_L \) and maximum \( M_L \), and the scale of utility is considered relatively to the expert’s status quo in the denominator of \( (7) \). We note that such functions do not fit into the existent theories of lottery dependent utilities (such as \([17, 18, 19]\)). We detail how function \( (7) \) describes experts’ behavior in Appendix C and continue to discuss it (together with appropriate axioms) in Appendix D.
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Here we detail what we mean by experts’ probabilities and information. There are many ways to assign personal probabilities to individuals: see the survey [20] or the book [21] with references to de Finetti, Ramsey, Savage, et al. Here we present a construction that is different from these theories and is more suitable for our goal of combining experts’ information as well as separating probabilities from our unconventional utilities (7). In other words, we are inspired by the viewpoint of [9] rather than the one reflected in [22]. However we do not regard our construction as a philosophical system, but only as a preliminary model convenient for further considerations.

First, we give its brief description. We simply postulate that for any expert \( n \in E \) there exists a unique value in \([0,1]\) that is considered in our models as the expert \( n \)'s probability of \( \omega \mapsto 1 \). We do not fix what each expert means by his or her probability: this is determined, together with the probability itself, by objective signals the expert has received during the lifetime. Namely, we introduce a system of axioms that implies Assumption 2.1, i.e. that all these probabilities are values of a functional over \( 2^{\Gamma} \), where \( \Gamma \) is a finite set of objective signals, each of which is known to one or more experts in \( E \). These signals are units of raw information that have
been generated directly by external events in the experts’ empirical experience. Below we formalize each signal as a propositional variable with a value already assigned to it. In fact, we can formalize signals as abstract elements of a set: we need propositional logic notation only to show (see Section 2.1) the relation between our construction and the classical Bayesian model of knowledge, which appears in various forms, e.g., in [23, 24, 14, 12, 15, 25].

In addition to the existence of a set \( \Gamma \) and a functional over \( 2^\Gamma \), our axioms imply that if a signal is known to an expert in \( E \) and lies outside \( \Gamma \), then it is either known to all the experts in \( E \) at once, or irrelevant to \( \omega \) at all.

A.1. Objective beliefs. We fix a current time \( t_0 \) and attribute to it all the objects introduced below until Section B.2.

**Assumption A.1** (existence axiom). We assume that for each expert \( n \in E \), there exists a unique value \( \pi_n(\omega) \in [0, 1] \) that is known to \( n \) and is referred to as the expert \( n \)'s mental probability of \( \omega \rightarrow 1 \). The expert \( n \)'s probability of \( \omega \rightarrow 0 \) exists in the same sense and equals \( 1 - \pi_n(\omega) \).

We also refer to the values \( \pi_n(\omega) \) as beliefs. We provide Assumptions A.2 and A.3, which are partially inspired by [9] and incorporates the idea of the objectivity of beliefs. Informally, we would like to say that there exists a finite collection of objectively true signals such that an expert’s mental probability of \( \omega \rightarrow 1 \) is determined by those of them that are known to him or her. The informal concept of “an objectively true signal” suggests some dualism and independence from an expert. We formalize this concept as a propositional variable with a value already assigned to it: this value can be either 0 or 1 and cannot be different for different experts.

**Assumption A.2** (signals objectivity axiom). With each expert \( n \in E \), we can associate a finite set \( \Gamma_n \) of propositional variables with an assignment \( \gamma_n @ \Gamma_n \). We assume that \( \gamma_n \sim \gamma_m \) for every \( n, m \in E \). We set \( \Gamma \equiv \bigcup_{n \in E} \Gamma_n \) and denote by \( \gamma_E @ \Gamma \) a unique assignment such that \( \gamma_E \sim \gamma_n \) for all \( n \in E \). For any \( \Gamma' \subseteq \Gamma \), we can recombine any expert \( n \in E \) with the knowledge \( \gamma_E \mid \Gamma' \) and obtain a new mental probability \( \pi_n(\omega \mid \Gamma') \). Namely, Assumption A.1 is assumed to remain true for the modified expert \( n \). In particular, we have \( \pi_n(\omega) = \pi_n(\omega \mid \Gamma_n) \).

Assumption A.2 does not suggest the uniqueness of objects introduced in it. Suppose we have some \( \tilde{\Gamma} \) constructed in accordance with Assumption A.2. Then any \( \tilde{\Gamma} \subseteq \tilde{\Gamma} \) can be endowed with the structure inherited from \( \tilde{\Gamma} \): we can set

\[
\tilde{\Gamma}_n \equiv \tilde{\Gamma}_n \cap \tilde{\Gamma} \quad \text{and} \quad \tilde{\gamma}_n \equiv \tilde{\gamma}_n \mid \tilde{\Gamma}_n
\]

and define an expert \( n \) recombined with \( \Gamma' \subseteq \tilde{\Gamma} \) within \( \tilde{\Gamma} \) as \( n \) recombined with

\[
\Gamma'' \equiv (\tilde{\Gamma}_n \setminus \tilde{\Gamma}) \cup \Gamma'
\]

within \( \tilde{\Gamma} \). We have \( \tilde{\pi}_n(\omega \mid \Gamma') = \tilde{\pi}_n(\omega \mid \Gamma'') \). For any \( \tilde{\Gamma} \) and \( \tilde{\Gamma} \) connected in such a way, we write \( \tilde{\Gamma} \subseteq \tilde{\Gamma} \).

**Assumption A.3** (beliefs objectivity axiom). The mechanisms \( \pi_n(\omega \mid \cdot) \) in Assumption A.2 may differ from each other only because of a finite number of the experts’ signals that are not included in \( \gamma_E @ \Gamma \). Namely, we can choose \( \Gamma \) with
the following property. For any \( \Gamma \) satisfying Assumption A.2 and such that \( \Gamma \supseteq \Gamma \), the corresponding mechanisms \( \pi_n(\omega \mid \cdot) \) do not depend on \( n \): \( \pi_n(\omega \mid \cdot) = \pi(\omega \mid \cdot) \). In particular, we have a single mechanism \( \pi(\omega \mid \cdot) \) over \( \Gamma \) itself.

The variables in \( \Gamma \) with assigned values represent very basic objective signals without any derivations. In other words, the knowledge \( \gamma_\epsilon \circ \Gamma \) is ontological, not epistemological. We have a finite number of signals that binary encode the experts’ empirical experience consisting of outer events. These “raw” signals determine the experts’ knowledge on \( \omega \) as well as how they derive their probabilities from this knowledge. In particular, we may assume that the presence or absence of certain ontological signals in an expert’s experience determine his or her epistemological language as well as his or her type of rationality or irrationality (e.g., Bayesian rationality as in [23, 24], or rationality based on the maximum entropy principle as in [9, 26], or irrationality as in [27, 28], and so forth). The ontological nature of the signals justifies the assumption that they may be considered separately from the experts. Assumption A.3 means that by “scooping out” such signals, we can come to a situation where all the experts are coherent and any signal outside \( \Gamma \) is common to them or is irrelevant to \( \omega \). This statement acquires a precise meaning due to the following proposition.

**Proposition A.1.** If \( \bar{\Gamma} \) satisfies Assumption A.2 and \( \Gamma_0 \subseteq \bar{\Gamma} \), then the following statements are equivalent.

- (st1) For any \( \Gamma \) such that \( \Gamma_0 \subseteq \Gamma \subseteq \bar{\Gamma} \), the mechanisms \( \tilde{\pi}_n(\omega \mid \cdot) \) do not depend on \( n \).
- (st2) The mechanisms \( \tilde{\pi}_n(\omega \mid \cdot) = \tilde{\pi}(\omega \mid \cdot) \) do not depend on \( n \), and for any \( R \in \bar{\Gamma} \setminus \Gamma_0 \), we have
  
  either \( R \in \bigcap_{n \in E} \bar{\Gamma}_n \)

  or \( \tilde{\pi}(\omega \mid \Gamma' \cup \{ R \}) = \tilde{\pi}(\omega \mid \Gamma') \) for any \( \Gamma' \subseteq \bar{\Gamma} \). \((8)\)

**Proof.** Suppose (st1) is fulfilled and there exists \( R \in \bar{\Gamma} \setminus \Gamma_0 \) such that \( R \notin \bar{\Gamma}_m \) for some \( m \in E \) and (8) is not fulfilled for some \( \Gamma' \subseteq \bar{\Gamma} \). We also know that there exists an expert \( n \in E \) such that \( R \in \bar{\Gamma}_n \). If \( \bar{\Gamma} = \bar{\Gamma} \setminus \{ R \} \), then \( \Gamma' \subseteq \bar{\Gamma} \) and \( \tilde{\pi}_m(\omega \mid \Gamma') \neq \tilde{\pi}_n(\omega \mid \Gamma') \). We come to a contradiction. The proof of the reverse implication is even simpler, and we leave it to the reader. \( \square \)

Since we assume that \( \Gamma \) satisfies Assumptions A.2 and A.3, Proposition A.1 implies that the value of \( \tilde{\pi}(\omega \mid \bar{\Gamma}) \) is one and the same for all \( \bar{\Gamma} \supseteq \Gamma \) and we arrive at the following definition.

**Definition A.1.** We call \( p(\omega, E) \equiv \pi(\omega \mid \Gamma) \) the collective probability.

---

**Appendix B. Extension of Section 2.2**

**B.1. Bayesian discrete model continued.** As we have indicated, the first result of Feigenbaum et al. [12, 15] presented in Proposition 2.1 is not their main contribution: it is a direct consequence of the classical study [13]. Here we provide the second (and main) result of [12]. First, following [12] we assume that the experts believe they can completely restore \( \omega \) from \( s \in S \).
Assumption B.1 (Feigenbaum et al’s model continued). We have
\[ P(\omega = g(s)) = 1, \]
where \( g : S \to \{0, 1\} \) is a given Boolean function.

The main result of [12] is the following fact that complements Proposition 2.1 and generalizes Example 2.1.

**Theorem B.1.** Under additional Assumption B.1, a necessary and sufficient condition on \( g \) that guarantees the identity
\[ q^e_{k_\infty} = g(r) \tag{9} \]
for any \( P \) and any \( r \in I^1 \) is the following. There must exist weights \( w_0, \ldots, w_N \in \mathbb{R} \) such that
\[ g(s) = 1 \iff w_0 + \sum_{n=1}^{N} w_n s_n \geq 1. \tag{10} \]

For our part, we note that the existence of functions not satisfying (10) is not a problem in itself: the measure \( P \) must, in addition, satisfy rather special conditions in order for identity (9) to be violated. For example, if \( E \) consists of two experts and \( g \) is the XOR function, then we have the following proposition (it would also be desirable to obtain its extension to the general case).

**Proposition B.1.** Let \( S = S_1 \times S_2 \) and \( g(s) = s_1 \oplus s_2 \). If we have
\[ P(s_n = 1) = \frac{1}{2}, \quad n = 1, 2, \tag{11} \]
then \( k_\infty = 1 \). Otherwise, we have (9).

**Proof.** We denote \( P_{ij} \overset{\text{def}}{=} P(s = (i, j)) \). Under the condition
\[ P_{ij} + P_{ij'} \neq 0 \quad \text{for} \quad (i, j) \neq (i', j'), \tag{12} \]
we have
\[ (11) \ \text{holds} \iff \begin{cases} P_{10} = P_{01}; \\ P_{00} = P_{11}; \end{cases} \iff \begin{cases} P_{10} P_{00} = P_{01} P_{11}; \\ P_{01} P_{00} = P_{10} P_{11}; \end{cases} \iff \begin{cases} P(s_2 = 1 \mid s_1 = 0) = P(s_2 = 0 \mid s_1 = 1); \\ P(s_1 = 0 \mid s_2 = 1) = P(s_1 = 1 \mid s_2 = 0); \end{cases} \iff P(g(s) = 1 \mid s_n = 0) = P(g(s) = 1 \mid s_n = 1), \quad n = 1, 2. \]

This implies that if (11) and (12) hold, then \( k_\infty = 1 \), and that if (11) does not hold and (12) holds, then (9) holds. If (11) holds and (12) does not, then \( P_{10} + P_{01} = 0 \) or \( P_{11} + P_{00} = 0 \), because the other four relations in (12) follow from (11), and we have \( k_\infty = 1 \). Any violation of (12) implies (9), and we have that if (11) and (12) does not hold, then (9) holds. \( \square \)

B.2. Continuous prediction markets. In a real prediction market, trading goes on continuously in real time and experts’ behavior may be complex.
The following method for elicitation of experts’ probabilities goes back to de Finetti [29] and may give some insight into how prediction markets work in reality. We ask an expert $n \in E$: what is the maximum price of one contract on $\omega \mapsto 1$ at which he or she would agree to buy $S$ contracts? It is easy to see that the expert’s answer tends to $\pi_n(\omega)$ as $S \to 0$, provided his or her preferences are determined by $\pi_n(\omega)$ and a von Neumann–Morgenstern utility function (see, e.g., the discussion in [30]). On the other hand, the impact of utilities (7) does not depend on $S$ and cannot be eliminated from the answer to de Finetti’s question in such a way. Nevertheless, in Section C we will see how this impact vanishes during trading in a prediction market.

Now we give the following formal definition, which describes a prediction market in reality.

**Definition B.1.** A prediction market for $\omega$ is a sequence of orders $o_t = (s, q, n)$ where $t$ runs over a finite subset of $[t_0, +\infty)$. Each order means that at time $t$, an expert $n \in E$ claims that he or she is ready to buy (for orders with $+$) or to sell (for orders with $-$) $s > 0$ contracts on $\omega \mapsto 1$ by a price $q \in (0, 1)$.

We assume that orders are matched with each other in real time by natural rules, i.e., that our prediction market is arranged as a continuous double auction (CDA). We skip the details of these rules, but note that at a moment $t > t_0$ we will see a situation shown in Table 1. Here

| Demand | Supply |
|--------|--------|
| $S_t^+(q_1)$ | $\geq 0$ |
| $\vdots$ | $\vdots$ |
| $S_t^+(q_j)$ | $\geq 0$ |
| $S_t^+(q_{j+1})$ | $\geq S_t^-(q_{j+1})$ |
| $\vdots$ | $\vdots$ |
| $S_t^+(q_{i^-})$ | $> S_t^-(q_{i^-})$ |
| $S_t^+(q_{i^+})$ | $< S_t^-(q_{i^+})$ |
| $\vdots$ | $\vdots$ |
| $0$ | $\leq \vdots$ |
| $\vdots$ | $\vdots$ |
| $0$ | $\leq \vdots$ |

are all the prices with non-zero total demand $S_t^+(q)$ or total supply $S_t^-(q)$ of contracts at time $t$. For any of these prices, the number of concluded transactions and the number of contracts available for immediate selling or buying, are

$$\min (S_t^+(q), S_t^-(q)) \quad \text{and} \quad |S_t^+(q) - S_t^-(q)|,$$

respectively. An expert may withdraw any portion of his or her offer that has not been matched yet. The bid price $q_{i^-}$ is the best price for immediate selling at time $t$: it is the highest price where demand is greater than supply. The ask price $q_{i^+}$ is the best price for immediate buying at time $t$: it is the lowest price where supply is greater than demand. By $q_t^c$ we denote the current clearing price: the price of the last concluded transaction.

**B.3. Beliefs in a continuous prediction market.** As a basis for further considerations in Section C, we consider a purely hypothetical, but imaginable experiment where all the experts in $E$ participate in a time-unlimited prediction market and where they are isolated from external signals (i.e., they receive information only from each other, e.g., via the market). The isolation of $E$ can be formalized as the constancy of the collective probability in the course of the experiment.
Assumption B.2 (continuous prediction market pre-model). There is the possibility of an experiment satisfying the following conditions.

(i) At the moment $t_0$, all the experts in $E$ are given the opportunity to participate in a CDA-type prediction market for $\omega$, and they know about that.

(ii) At each moment $t \geq t_0$ of the experiment, we get into Assumptions A.2 and A.3: there are raw information $\gamma_{t_0}^\omega$ @ $\Gamma_t$, the experts’ probabilities $\pi_n^t(\omega)$, and a single mechanism $\pi^t(\omega | \cdot)$ over $\Gamma_t$ that generates them. We assume that if $t_1 < t_2$, then $\Gamma_{t_1}^n \subseteq \Gamma_{t_2}^n$ and $\pi^{t_1}(\omega | \Gamma') = \pi^{t_2}(\omega | \Gamma')$ for any $n \in E$ and any $\Gamma' \subseteq \Gamma_t$.

(iii) The collective probabilities do not vary throughout the experiment:

\[ \pi^t(\omega | \Gamma_t) = \pi^{t_0}(\omega | \Gamma^{t_0}) = p(\omega, E). \]

(iv) There is a moment $t_{\infty} > t_0$ when the last transaction is concluded: no orders are matched with each other during $(t_{\infty}, t_{\infty} + \Delta]$, where $\Delta$ is a sufficiently large pre-announced timeout. We complete the experiment at $t_{\infty} + \Delta$ and, after that, distribute awards once we know the value of $\omega$.

We refer to the market from Assumption B.2 as the unlimited market.

Definition B.2. We call the price $q(\omega, E) \triangleq q_{t_{\infty}}^-$ of the last concluded transaction in the unlimited market the ultimate price.

B.4. Trading as weighted voting. It is worth noting that here we only introduce a convenient terminology and do not establish any relations with the voting theory, which is a part of the social choice theory.

Consider the total risks

\[ V^+_t(q) \triangleq qS^+_t(q) \quad \text{and} \quad V^-_t(q) \triangleq (1 - q)S^-_t(q) \]

for prices $q \in (0, 1)$ and times $t > t_0$ (see Table 1). We call units constituting these quantities votes for $\omega \mapsto 1$ and votes for $\omega \mapsto 0$, respectively. Due to discrete nature of any operations with real or play money in any real or imaginable market, we can normalize $V^+_t(q)$ and $V^-_t(q)$ in such a way that they will become integers and each vote will correspond to a single expert who has placed it. Let $V_t$ be the set of size $\sum_{q \in (0, 1)} (V^+_t(q) + V^-_t(q))$ of all the votes at time $t$. We note that since the experts may withdraw non-matched votes, it is possible that $V_{t_1} \nsubseteq V_{t_2}$ for $t_1 < t_2$.

Suppose we are in the setting of the unlimited market from Assumption B.2. Let $t \in [t_0, t_{\infty}]$. We can assign to each vote $v \in V_t$ the belief $\pi_v = \pi^t_n(\omega)$ with which the corresponding expert $n \in E$ has placed it at time $\tau \in [t_0, t]$.

Definition B.3. We call $\mu(\omega, E) \triangleq \text{Median}\{\pi_v\}_{v \in V_{t_{\infty}}} \text{ the market-driven median} \text{ of beliefs}.$

The market-driven median weighs the experts’ beliefs and takes into account information exchange between them. We can demonstrate that it is a better choice than the mean of $\pi_v$. Suppose there is an expert who has understood that $\omega$ is true and, therefore, is ready to spend his or her entire budget on contracts on the truth of $\omega$, buying them at any price $q < 1$. If he or she buys contracts at a price $q > 0.5$ from another expert, then such a transaction will generate $V^+$ votes associated with the probability $\pi_1 = 1$ and $V^- < V^+$ votes associated with the probability $\pi_2 < 1$. Therefore, the median of the corresponding probabilities $\pi_v$ will be equal to 1, while the mean will not.
B.5. **Conjecture conjecture.** Here we formulate a conjecture that is a continuous counterpart of both

- relation (3), which can be reduced to its first identity (see Fact 2.1),
- identity (9) in Theorem B.1 of Feigenbaum et al.

**Conjecture B.1.** For any \( n \in E \), we have

\[
\pi_n^{t=\infty}(\omega) = \mu(\omega, E) = q(\omega, E) = p(\omega, E).
\]

We announce that in Section C we build a model that allows us to elicit estimates \( \hat{\mu}_t \) of \( \mu(\omega, E) \) from real market data accumulated during intervals \([t_0, t]\). Inter alia, the model has a parameter \( \sigma_t \) that measures how beliefs \( \pi_v, v \in V_t \), fluctuate on \([t_0, t]\). The estimates \( \hat{\mu}_t \) quickly stabilize (become almost constant), while the estimates \( \hat{\sigma}_t \) decrease. We note that the announced model implicitly implies that if we consider \( \pi_v \) for \( v \in V_t \), as time series, then \( \pi_v \) and \( q^c_t \) will stop fluctuating simultaneously at the same level \( \mu(\omega, E) = q(\omega, E) \). We may assume that after this moment, the experts will have identical beliefs that will remain stable under information exchange. As in the discrete setting, the question of the coincidence between this stable shared belief and \( p(\omega, E) \) requires a separate discussion (see, e.g., the next section B.6).

It is also worth noting the following. Let \( f \) stand for various static aggregation schemes that take as arguments only the initial probabilities \( \{\pi_n(\omega)\}_{n \in E} \) (without involving external weights or information exchange between the experts). There is an extensive literature on the choice of \( f \) in various situations. See, e.g., the survey [31] or the recent article [25]. We make general comments on the comparison of \( \hat{\mu}_t, q^c_t \), and static schemes \( f \) as ways to approximate \( p(\omega, E) \). The prices \( q^c_t \) oscillate because of the fluctuations of \( \pi_v \), while the estimates \( \hat{\mu}_t \) remove, like any averaging, these fluctuations. On the other hand, unlike static averages \( f \), the estimates \( \hat{\mu}_t \) take into account information exchange between the experts: they may work in situations like the \( xyz \)-example (see Section 2.2), where any \( f \) returns nothing better than 1/2. Thus, the estimates \( \hat{\mu}_t \) combine the advantages of \( q^c_t \) and \( f \). See also the studies [32, 33, 34], which propose alternative approaches to aggregating opinions.

B.6. **Empirical evidence for \( p = q \).** There is a crude (but supported by a vast amount of data) argument in favor of the hypothesis

\[
p(\omega, E) = q(\omega, E).
\]

Namely, there are many studies revealing the fact that last observed prices in prediction markets are well-calibrated (but with certain reservations; see, e.g., [35]). We refer to the articles [36, 37, 38] that confirm this fact both for prediction markets with real money and with play money. However the calibration is only indirectly related to the hypothesis in question: even if we reasonably suppose that \( p \) and \( q \) are both well-calibrated (i.e. that \( q \) is not worse than the last observed price and \( p \) is not worse than \( q \)), this will not imply the identity between them. Concerning calibration and refinement (a more subtle measure of forecast accuracy), see [39] or an exposition in [21, Section 10.4].

---

\(^2\)We also note that \( f \) do not provide a way to operationally elicit its arguments \( \{\pi_n^0(\omega)\}_{n \in E} \) from the experts, while the model for calculating \( \hat{\mu}_t \) solves the problem of operationalization as well.
In order to provide a direct empirical verification of the hypothesis, we need to be able to directly calculate \( p(\omega, E) \). This is partially possible only in a controlled experiment where we regulate (to some extent) the initial information of each expert. An interesting example is the study [8] (see also the classic studies [11, 40]), where the authors also support the idea of utilizing play-money prediction markets in the life sciences. Their experiment simulates the search for an answer to a scientific question (in what order three genes activate each other). There are differences from our setting: experts trade contracts of six types that correspond to six mutually exclusive outcomes \( \Omega = \{\omega_1, \ldots, \omega_6\} \), an automated market maker is used (see [41]), and new external information is revealed to experts in the course of trading (that means that the collective probabilities vary). Nevertheless, these differences do not reduce the importance of the discussed experiment to us. We briefly describe the situations that have been modeled in the course of it.

**Public setting:** The initial information on \( \Omega \) is public from the outset. We note that even in an experiment where the information is under control, it is impossible to make all \( \gamma_n \in \Gamma_n \) identical. In addition to direct information on \( \Omega \), each \( \gamma_n \) contains personal signals that determine how the corresponding expert processes such information. This explains why in [8], the prices have oscillated even in the public setting. Nevertheless, in such a setting the prices have become close to the collective probabilities that means that prediction markets at least do not “lose” public information.

**Private setting:** The information of each expert is private and is transmitted to others through the prices only. Six experimental markets have been organized in the private setting. In half of the cases, the markets have succeeded to aggregate information: the results do not contradict hypothesis (13). In three remaining markets the prices have not converged to the collective probabilities: better approximations have been obtained by deriving theoretical beliefs from the initial private information of each expert and by averaging them. It is reasonable to assume that estimates of the corresponding market-driven medians could give better results, provided we could elicit them from the market data.

**Mixed setting:** The information of each expert is initially private, but becomes public after a while (direct information exchange is simulated). All six corresponding markets have succeeded to aggregate information in such a setting. The results are almost the same as in the public setting.

Thus, we have empirical evidence that prediction market prices are able to aggregate information, but may fail to do so if they are the only information channel between the experts. As might be expected, direct information exchange can greatly improve the reliability of prediction markets.

**Appendix C. Extension of Section 3.2**

Here we present the data-driven continuous model of regular prediction markets that has been repeatedly mentioned above, and show that within its framework, our data [42] do not contradict Conjecture B.1. We also show that there exist estimates \( \hat{\mu}_t \) of \( \mu(\omega, E) \) that converge rapidly and remain stable under trading actions of experts. We discuss how these facts can be exploited in order to create a real continuous self-resolving prediction mechanism with direct information exchange.
C.1. Data. Our goal is the creation of a collective intelligence based on play-money prediction markets and intended for use in science, medicine, and engineering. Nevertheless, for the construction and verification of our continuous model we need the extensive and detailed data [42] collected from CDA-type real-money prediction markets related to sporting events. The resulting model seems fairly general and independent of whether \((\omega, E)\) relates to sports or to science. Eventually we come to the consideration of a continuous self-resolving prediction market with play money.

The data concern 24 soccer games of 2013–2014. Several markets are considered for each game, and each market contains several mutually exclusive outcomes. If there are more than 2 outcomes in a market, then compound matching is possible and we cannot, generally speaking, reduce the situation to separate markets associated with separate propositional variables. But we have collected data for each outcome of each market separately. Such data contain the dynamics of demand and supply of contracts on the occurrence of the outcome (together with the volumes of concluded transactions). There may be transactions that have been concluded due to compound matching, but this is not reflected in the data and is not important for our model. Thus, the data for each outcome of each market fit into the pattern from Table 1, and it is possible to treat them as data of a separate market for a separate propositional variable (we can merge data if there are exactly 2 complementary outcomes in a market).

Let \(\omega\) represent one of 576 outcomes from one of 96 markets related to one of 24 soccer games mentioned above. Let \([t_0, T]\) be the interval\(^3\) where the corresponding market has existed. Then the data for \(\omega\) can be represented as a collection of time series \(V_i^\pm(q)\) of volumes in dollars that have the same meaning as in Section B.4. Here \(q\) runs over the finite (but quite dense) grid \(Q \subset (0, 1)\) of all prices available for trading, and \(t\) runs over an observation interval \([t_1, t_2] \subset [t_0, T]\) (where the changes of market state have been checked with frequency of approximately 1 second and \(T - t_2 < 20\) sec.). We note that for each \(t \in [t_1, t_2]\), the corresponding aggregated data represent the whole interval \([t_0, t]\), not only \([t_1, t]\): we have started by obtaining \(V_i^\pm(q)\) and, after that, have scanned subsequent changes.

Repository [42] contains our PostgreSQL data and R scripts as well as the R workspace CI.RData where all the scripts and some data for two soccer events (see the data frames data12 and data13) have been preloaded (see also [43, 44]). Other

---

\(^3\)At the pre-announced time \(T\) all non-matched votes have been returned to the owners, and very shortly after that the corresponding soccer game have started (together with a so-called live market).
data can be loaded using the functions `GetData` or `GetDataFromCSV`. All calls given in this article should be made from `CI.RData`. For example, the following call returns the data in the $S^2$-form for an outcome of a French soccer event.

```
AggData(dat = data13, # 08 March 2014, Guingamp vs. Evian TG
         outcome = 1, # Guingamp win outcome
         time = 30*60) # t = t_1 + 30 min.
```

The result is partially shown in Table 2. It is fully consistent with Table 1.

**C.2. Continuous model assumptions: probabilities.** Suppose there is a prediction market for $\omega$ that exists during a pre-announced interval $[t_0, T]$, generates volumes $V_t(q)$, and yields a sample $e \subseteq E$ of all the experts who add some orders to it during $[t_0, T]$. The first two model assumptions concern the experts’ probabilities and connect the model with the pre-model described in Assumption B.2.

**Assumption C.1** (connection with the pre-model). For the market just introduced, conditions (i)–(iii) from Assumption B.2 hold for $t \in [t_0, T]$ and for $e$ substituted for $E$.

We refer to the market that is introduced above and satisfies Assumption C.1, as the **regular market**.

In the regular market, we can, as in Section B.4, consider $\pi_v$ where $v$ runs over the sets $V_t$ of normalized votes. The next assumption postulates (inter alia) that in spite of a limited time and number of participants, the regular market is representative for the unlimited market from Assumption B.2 with respect to $\mu(\omega, E)$. Let $f_{\mu,\sigma}$ and $F_{\mu,\sigma}$ be the density and cumulative distribution functions of $N(\mu, \sigma^2)$, and let $\delta_x$ be the delta measure concentrated at $x$.

**Assumption C.2** (beliefs normality and representativeness). Let $t \in [t_0, T]$. We assume that votes $v \in V_t$ have been generated by separate orders and that the values $\{\pi_v\}_{v \in V_t}$ are i.i.d. with distribution $N_{[0,1]}(\mu, \sigma^2)$. It is a modifications of the normal distribution with all the values outside the unit interval reset to the points 0 and 1, i.e. with the density functions

$$
\delta_0(x) F_{\mu,\sigma_1}(0) + \mathbb{1}_{(0,1)}(x) f_{\mu,\sigma_1}(x) + \delta_1(x) (1 - F_{\mu,\sigma_1}(1)).
$$

We assume that $\mu$ does not depend on $t$ and represents the market-driven median that would generated by the unlimited market if it was started instead of the regular market at the same point $t_0$:

$$
\mu(\omega, E) = \begin{cases} 
0, & \mu \leq 0; \\
\mu, & 0 \leq \mu \leq 1; \\
1, & \mu \geq 1.
\end{cases}
$$

The sample $e$ is what we initially have or what we can control. What a population $E$ it represents is a matter of common sense and situation, not mathematics. At least, we must have reason to believe that $p(\omega, E) = p(\omega, e)$. In particular, we may set $E \equiv e$. If we talk about our data [42], they have been collected from the largest platform with sports CDA markets. Its numerous users represent most of the countries, and we may assume that $E$ is the population of all the people except some insiders.\footnote{We assume that coaches or team members do not participate in the trade.}
Next, we note that in fact, Assumption C.2 generates a collection of models: for each interval \([t_0, t]\), we have its own averaged dispersion \(\sigma_t\) of beliefs. Each such model concerns the aggregated data \(V_t(\omega)\) that include no time-related information on how these volumes have been produced during \([t_0, t]\). In fact, we do not introduce here a stochastic process that accurately models the dynamics of \(\pi_\omega\), but rather make a certain ergodicity assumption: loosely speaking, there exist \(\sigma_t\) such that the quantities

\[
\left| \frac{1}{|V_t|} \sum_{\omega \in V_t} 1_{[0,1]}(\pi_\omega) - F_{\mu,\sigma_t}(\theta) \right|, \quad \theta \in [0,1],
\]
ecome small as \(t\) increases (cf. [45, Section V.3.4, Problem 3]).

Concerning the distributions \(N(\mu, \sigma_t^2)\), we note that they have the desired property that the values 0 and 1 are not excluded from consideration. See also [46, Figure 5], which empirically justifies our choice of distribution.

C.3. Continuous model assumptions: utilities. Here we rely on the lottery-dependent utility function \(u(x \mid \lambda, b, L)\) that incorporates the double relativity principle and is defined by formula (7). We continue to discuss such functions in Section D.3.

**Assumption C.3 (experts’ utilities).** Let \(o_\tau = (s, q, n)^\pm, \tau \in [t_0, T]\), be any order in the regular market. By \(b_\tau^n\) we denote the budget of the expert \(n\) that he or she has had immediately before placement of \(o_\tau\). We assume that in addition to \(\pi^n_\omega(\omega)\), the expert \(n\) associates with \(o_\tau\) some values

\[
\rho(o_\tau) \in (0,1) \quad \text{and} \quad 1 - \rho(o_\tau) \in [0,1)
\]

that play, in accordance with inequality (14) below, the role of probabilities of the events “\(o_\tau\) will be completely matched” and “\(o_\tau\) will remain completely unmatched”, respectively. The alternative “\(o_\tau\) will be partially matched” is not considered at all. We consider the lottery \(L\) that corresponds to the possible variations of the possession \(b_\tau^n\) due to the order \(o_\tau\). We assume that placing \(o_\tau\), the expert \(n\) believes (in terms of the double relativity) that \(L\) is better than inaction. Namely, if \(o_\tau\) is a buy order, then either \(\pi^n_\omega(\omega) = 1\) or

\[
\rho(o_\tau) U(o_\tau) + (1 - \rho(o_\tau)) u(b^n_\tau \mid \lambda^n_\tau, b^n_\tau, L) > 1,
\]

where \(U(o_\tau)\) is the expected utility of the order \(o_\tau\) as though it has been completely matched:

\[
U(o_\tau) = \pi^n_\omega(\omega) u(M_L \mid \lambda^n_\tau, b^n_\tau, L) + (1 - \pi^n_\omega(\omega)) u(m_L \mid \lambda^n_\tau, b^n_\tau, L),
\]

where

\[
\pi^n_\omega(\omega) \in (0,1), \quad M_L = b^n_\tau + (1 - q)s, \quad m_L = b^n_\tau - qs, \quad \text{and} \quad \lambda^n_\tau \in \mathbb{R}.
\]

For a sell order, we swap \(q\) with \(1 - q\) and \(\pi^n_\omega(\omega)\) with \(1 - \pi^n_\omega(\omega)\).

We make some comments on this assumption. First, the quantity \(b^n_\tau\) is the result that the expert \(n\) has expected, before placement of \(o_\tau\), from the market in the worst-case scenario. In other words, \(b^n_\tau\) is the amount available for trading at time \(\tau\). The expert \(n\) may be already involved in a lottery at time \(\tau\) due to previous orders, but we assume that he or she thinks locally and decides whether to leave the amount \(b^n_\tau\) untouched or to use a part of it in a new lottery (which is considered separately). We will see below that nothing depends on the values \(b^n_\tau\) at all.
Second, the assumption that the expert \( n \) does not believe the order \( o_\tau \) may be partially matched is consistent with the fact that in Assumption C.2 we represent the market as a flaw of small “unit” orders.

By combining formula (7) for \( u(x \mid \lambda, b, L) \) with relations (14) and (15) and by making simple equivalent transformations, we reach the following consequence.

**Proposition C.1.** Let \( t \in [t_0, T] \), and let \( v \in \mathcal{V}_t \) be one of the votes constituting \( \mathcal{V}^+_t(q) \) for some \( q \in (0, 1) \). Consider the order \( o_\tau = (s, q, n)^+ \) that have generated \( v \) at time \( \tau \in [t_0, t] \). We have

\[
U(o_\tau) = U^+(\pi^n_\tau(\omega), q, \lambda^n_\tau) \equiv \frac{\pi^n_\tau(\omega)}{\theta^+_\lambda^n_\tau(q)}, \quad \text{where} \quad \theta^+_\lambda^n_\tau(q) \equiv \frac{1 - \exp(-\lambda^n_\tau q)}{1 - \exp(-\lambda^n_\tau)},
\]

and \( o_\tau \) satisfies Assumption C.3 if and only if

\[
\pi_v = \pi^n_\tau(\omega) > \theta^+_\lambda^n_\tau(q). \tag{17}
\]

If \( v \) is one of \( \mathcal{V}^-_t(q) \) votes and \( o_\tau = (s, q, n)^- \) is the corresponding order, then we have

\[
U(o_\tau) = U^-(\pi^n_\tau(\omega), q, \lambda^n_\tau) \equiv \frac{1 - \pi^n_\tau(\omega)}{1 - \theta^-\lambda^n_\tau(q)}, \quad \text{where} \quad \theta^-\lambda^n_\tau(q) \equiv \frac{1 - \exp(\lambda^n_\tau q)}{1 - \exp(\lambda^n_\tau)},
\]

and \( o_\tau \) satisfies Assumption C.3 if and only if

\[
\pi_v < \theta^-\lambda^n_\tau(q). \tag{19}
\]

Note that in Proposition C.1, nothing depends on \( s, b^n \), or \( \rho(o_\tau) \).

Hereinafter, we use some non-standard but convenient notation for certain limit relations. By the symbol \( \searrow \) we denote the relation “decreases to”. Formally speaking, “\( y \searrow b \) as \( x \searrow a \)” means that \( y \) is an increasing function of \( x \) and \( \lim_{x \searrow a} y = b \).

**Assumption C.4** (connecting all together). Suppose Assumptions C.2 and C.3 hold for our regular market. Fix \( t \in [t_0, T] \) and suppose \( \tau \) runs over \([t_0, t]\). We consider all the orders \( o_\tau \) that have generated the votes in \( \mathcal{V}_t \). In Assumption C.3, we take the identical parameters \( \lambda^n_\tau = \lambda_t < 0 \) for all such \( o_\tau \). In addition, we assume that there is a fixed relation between \( \lambda_t \) and the parameters \( \mu \) and \( \sigma_t \) (see Assumption C.2), provided \( \mu \in (0, 1) \). Namely, we have \( \lambda_t = \text{lm}(\mu, \sigma_t) \), where

\[
\text{lm}: (0, 1) \times (0, +\infty) \to (-\infty, 0)
\]

is a certain function such that

\[
|\text{lm}(\mu, \sigma)| \searrow 0 \quad \text{as} \quad \sigma \searrow 0. \tag{20}
\]

Similar to the situation with \( \sigma_t \), for each time \( t \) we have a specific parameter \( \lambda_t \) applied to the whole interval \([t_0, t]\). Subsequently, we use a specific function \( \text{lm}(\cdot, \cdot) \) that is derived from certain conditions of economic equilibrium inspired by [10, 46]. It is constructed for not too large \( \sigma_t \), but this does not prevent its use in any practical situation. Details are provided in Section D.2.

We have the following simple fact.

**Fact C.1.** Under Assumption C.4, we have \( \theta^+_\lambda(q) < q < \theta^-\lambda(q) \) and

\[
|q - \theta^+_\lambda(q)| \searrow 0 \quad \text{as} \quad \sigma_t \searrow 0.
\]
We can give the following interpretation of this fact. The less the dispersion of beliefs is, the less each expert \( n \) expects that he or she does not know something that others do and that his or her probability can be refined. High confidence in his or her probability causes \( n \) to be less deviating from it and to be less inclined to trade at unfavorable prices: to buy at \( q > \pi_T^\tau(\omega) \) or to sell at \( q < \pi_T^\tau(\omega) \). An extreme example is where all the experts reliably know that \( \omega \) represents a fair coin toss, and have no reason to be risk-seekers.

This can also be treated as follows. A possible gain or loss in a lottery connected with \( \omega \) makes the outcomes \( \omega \mapsto 1 \) and \( \omega \mapsto 0 \) positive or negative for an expert \( n \) who measures this lottery. This fact leads to optimism bias [47]. In other words, the expert \( n \)'s mental probabilities of winning and losing the lottery does not coincide with his or her probabilities \( \pi_T^\tau(\omega) \) and \( 1 - \pi_T^\tau(\omega) \) of the underlying outcomes. In this interpretation, Fact C.1 implies that less ambiguity leads to less optimism bias. For classical von Neumann–Morgenstern utilities, a similar relation between optimism/pessimism, risk seeking/aversion, and ambiguity is formalized in [48] (see also the experimental study [49]).

The optimistic behavior discussed above does not contradict ambiguity aversion [50], which is another well known behavioral characteristic of decision makers. Namely, an expert can always choose to wait until his or her comparative ignorance [51], causing the feeling of ambiguity, decreases. This is not the same as to choose inaction and to leave the market: we do not even measure the waiting alternative in terms of utility. The expert’s optimism also decreases, but at some point a certain lottery may become preferable to further waiting. We will see further that \( \sigma_t \) decreases over time together with the overall comparative ignorance. The tendency for experts to wait is confirmed by the fact that the intensity of trading increases over time.
C.4. Continuous model meets real data. Suppose $\omega$ represents one of the outcomes described in Section C.1 and the volumes $V^\pm_t(q)$ represent the corresponding real data in [42]. Let $t$ be from the observation interval $[t_1, t_2]$. We can calculate the probability of the event that $\pi_v$ satisfy inequalities (17) and (19) where $v$ runs over $V_t$ and all $\lambda^+_n$ coincide with single $\lambda$. We interpret the logarithm of this probability as a log-likelihood function:

$$
\log L(\mu, \sigma \mid \lambda) \overset{\text{def}}{=} \sum_{q \in Q} \left( V^+_t(q) \log \left( 1 - F_{\mu, \sigma}(\theta^+_N(q)) \right) + V^-_t(q) \log F_{\mu, \sigma}(\theta^-_N(q)) \right). 
$$

(21)

Certain issues concerning the validity of applying the function $\log L$ are discussed in Section D.1. It turns out that we can choose $\hat{\lambda}_t < 0$ for which a numerical optimization of $\log L$ over $\mu$ and $\sigma$ gives estimates $\hat{\mu}_t$ and $\hat{\sigma}_t$ such that $\hat{\lambda}_t = \ln(\hat{\mu}_t, \hat{\sigma}_t)$. Details of the corresponding algorithm can be found in Section D.2. Now we employ this approach to data13 from CI.RData (see [42] and Section C.1) and show how the estimates in question vary over time. We make the following calls.

```r
gr <- GetGraphOperTime(dat = data13, outcome = 1, voldlt = 1000)
PlotMuSgm(gr) # requires ggplot2 and grid.
```

The result is shown in Figure 1, where all the graphs are presented in the operational time $\nu$ that corresponds to the total volume of votes:

$$
t = t(\nu) \overset{\text{def}}{=} \min\{\tau \in [t_1, t_2] \mid |V_\tau| \geq \nu\}.
$$

The numbers under the graphs are the volume in thousands of dollars. The price $q^c_t$ oscillates somewhere between $q^+_{t_1}$ and $q^-_{t_1}$, while $q^+_{t_2}$ oscillate themselves throughout $[t_1, t_2]$. At the same time, the estimate $\hat{\mu}_t$ quickly converges and remains extremely stable in spite of huge volumes of offers. The estimate $\hat{\sigma}_t$ measures the average variability of beliefs during $[t_0, t]$. In Figure 1, it begins to decrease after $\hat{\mu}_t$ has stabilized (after the dashed line).

Suppose $0 < \mu(\omega, E) < 1$ and consider a price $q > \mu$. Suppose we are within Assumption C.4 (which includes Assumptions C.2 and C.3), and suppose we begin to reduce $\sigma_t$. Then, due to Fact C.1, after a certain point we will have $\mu < \theta^+_N(q) < q$, and $q - \theta^+_N$ will continue to shrink (together with the density of the distribution of beliefs around $\mu$). Therefore, according to (17), we will observe an unlimited decrease in the probability of occurrence of beliefs that could generate buy orders for $q$. Again, due to Fact C.1 and (19), the same is true for sell orders for any price $q < \mu$. Thus, informally speaking, a range of prices where concluded transactions are probable will shrink around $\mu$. This reasoning, together with the constancy of $\hat{\mu}_t$ and a developing decrease in $\hat{\sigma}_t$ observed in Figure 1, leads to the following conclusion.

**Conclusion 1.** Consider the regular market, which is introduced at the beginning of Section C.2 and satisfies Assumption C.1. There exists its reasonable model (by which we mean Assumption C.4) such that our data, interpreted through this model, do not contradict the following hypothesis. In the unlimited market, which is introduced in Assumption B.2 and is partially implemented by the regular market, the beliefs $\pi^+_n(\omega)$ would approaches $\mu$, transactions would conclude at prices
increasingly close to $\mu$, and we would finally have
\[ \pi_n^\infty(\omega) = \mu(\omega, E) = q(\omega, E), \quad n \in E. \tag{22} \]

**Conclusion 2.** The model under discussion gives an algorithm that allows us to derive, from our data, the estimate $\hat{\mu}_t$ of $\mu(\omega, E)$ that becomes extremely stable after a certain point. It is reasonable to assume that if in the regular market the estimate $\hat{\mu}_T$ is public at $T$, then we will have
\[ \pi_T^n(\omega) = \hat{\mu}_T, \quad n \in e. \tag{23} \]

Fact 2.1 implies that identities (22) and (23) can be considered as an analogue of relation (3). We also note that the additional identity $\pi_n^\infty(\omega) = p(\omega, E)$ does not contradict theoretical and empirical considerations presented in Sections B.1 and B.6. In Section D.1, we show that the data does not contradict the continuous model itself, and in Sections D.2 and D.3, we describe how this model has been chosen.

**C.5. Interpretable collective intelligence: continuous considerations.** Consider the regular market that is described at the beginning of Section C.2 and is assumed to satisfy Assumption C.1. Suppose there is a pre-announced algorithm $A$ for eliciting $\hat{\mu}_t$ from $V_{t+}(q)$, and $\hat{\mu}_T$ is public at $T$. We introduce the following modifications of the market.

- (md1) Each participant $n \in e$ gets one and the same volume $b_n = b$ of play money that can be employed in this market (and only in it): the experts are assumed to have an equal opportunity to affect the market by trading.
- (md2) We resolve the market in accordance with $\omega[\hat{\mu}_T]$.

In addition to Assumption C.1, we make an assumption that is a variety of the temporal coherence property. An expert is temporal coherent if he or she cannot predict whether his or her belief will increase or decrease on average (see also the discussion in [21, pp. 23–26]). In the Bayesian setting, this means that his or her learning scheme forms a martingale. In our pre-Bayesian language, temporal coherence between $t$ and $T$ can be postulated as follows.

**Assumption C.5** (temporal coherence). For $n \in e$ and $t \in [t_0, T]$, we have
\[ \pi_n^t(\omega[\pi_n^T(\omega)]) = \pi_n^t(\omega), \]
where the existence of the left expression is postulated as in Assumption A.1 with $\omega[\pi_n^T(\omega)]$ instead of $\omega$.

We refer to the market in question, which is modified in accordance with (md1) and (md2) and satisfies Assumptions C.1 and C.5, as the collective intelligence.

**Definition C.1.** The collective intelligence is $\mu$-efficient if each expert $n \in e$ satisfies the following conditions.

- ($\mu_1$) At each time $t \in [t_0, T]$, there exists $\delta \in [0, T - t]$ such that the expert $n$ believes that if he or she publicly generates, during an interval $[t, t + \delta]$, certain signals $\alpha_n^t \in A_n^t$ (i.e. makes $A_n^t$ a part of $\bigcap_{n \in e} \Gamma_{t+\delta}$), then this will lead to the identity $\pi_n^T(\omega) = \hat{\mu}_T$ whatever orders the expert $n$ will place during $[t, T]$.
- ($\mu_2$) If $n$ places an order $\alpha_t$, then he or she believes that he or she will indeed publicly generate $\alpha_n^t \in A_n^t$ during $(t, t + \delta]$. 


We make some comments concerning \((\mu_1)\) and \((\mu_2)\). First, we emphasize that the signals \(\alpha_t^n @ A_t^n\) do not depend on the expert \(n\)'s planned voting actions: \(n\) is going to transmit these signals to others directly. Second, we clarify that \(\delta\) depends on \(t\) and \(n\): the interval \([t+\delta, T]\) must be long enough for the collective intelligence to manage to process the new information. Third, we note that Assumption C.5 implies that if \(n\) satisfies \((\mu_1)\) and believes that he or she will generate \(\alpha_t^n @ A_t^n\) during \((t, t+\delta]\), then

\[
\pi_t^n(\omega|\hat{\mu}_T] = \pi_t^n(\omega[\pi_T^n(\omega)]) = \pi_t^n(\omega).
\] (24)

We come to the following statement.

**Fact C.2.** If an expert satisfies \((\mu_1)\) and \((\mu_2)\), then in the voting he or she relies on his or her mental probability of \(\omega \rightarrow 1\): when \(n \in e\) places an order \(\alpha_t\), the probability \(\pi_t^n(\omega|\hat{\mu}_T]\) exists and coincides with \(\pi_t^n(\omega)\).

Finally, substituting \(T\) for \(t\) in \((\mu_1)\), we immediately come to the following fact, which may, due to Fact 3.2, be viewed as an analogue of Fact 3.1.

**Fact C.3.** The property of \(\mu\)-efficiency includes property (23).

We present heuristic arguments that \(\mu\)-efficiency is some sort of equilibrium in a sense close to Theorem 3.1. We note that for further studies, the experimental verification and the practical implementation of our ideas seem to be much more preferable and realistic than a complete formalization of the considerations below. We also need to adapt to each other an automated market maker and our algorithm for eliciting \(\hat{\mu}_t\) (see also Section D.1).

Consider an individual expert \(m \in e\) and make the following assumption.

**Assumption C.6.** During \([t_0, T]\), the expert \(m\) believes

(i) that the others experts \(n \in e \setminus \{m\}\) satisfy \((\mu_1)\) and \((\mu_2)\);

(ii) that Conclusion 2 is true for the original regular market without modifications \((md1)\) and \((md2)\), but with public \(\hat{\mu}_T\) calculated by \(\mathfrak{A}\).

Section C.4 and further details in Section D justify the existence of a suitable algorithm that induces (ii) and can be taken as \(\mathfrak{A}\).

Due to Fact C.2, the expert \(m\) believes that the others rely on \(\pi_t^n(\omega)\) in their trading. From his or her point of view, the collective intelligence looks like a normal market where constraints on experts' ability to transmit information through trading are compensated by direct information exchange. Concerning the constraints just mentioned, in the private setting of the experiment [8] (see also Section B.6) we can presumably see that critical information may be poorly transmitted through an ordinary market with \((md1)\). We may assume that this effect strengthens as the number of experts without this information increases. Suppose the expert \(m\) indeed believes he or she cannot distort the others' probabilities by voting. Since \(m\) regards the collective intelligence as the regular market with an active channel for direct information exchange, and believes that in the regular market the algorithm \(\mathfrak{A}\) would give the estimate \(\hat{\mu}_t\) remaining stable under the order flaw after a certain point, the following assumption is justified.

**Inference 1.** At each time \(t \in [t_0, T]\), the expert \(m\) believes that he or she cannot affect \(\hat{\mu}_T\) by his or her voting actions alone.
The expert $m$ also believes that $A$ gives relation (23) in the regular market. Therefore, since $m$ treats the collective intelligence as the regular market with the main information channel separated from the market itself, we may assume that if the expert $m$ timely adds, like the others, his or her information to this channel, then he or she will believe that $\pi^T_m(\omega) = \hat{\mu}$ regardless of his or her voting actions. Namely, we can make the following assumption.

**Inference 2.** Statement ($\mu$1) is true for $m$ at the beginning of the voting. It remains true during $[t_0, T]$, provided $m$ participates in direct information exchange in accordance with ($\mu$2) so that the significance of the information $\alpha^t_m @ A^t_m$, intended for sharing, decreases over time (together with the time required for processing this information by the collective intelligence).

The main logic leading to ($\mu$2) for $m$ is contained in the theoretical model from Section 3.1. In the general context under consideration, we also provide certain non-rigorous arguments that such behavior is justified. Let $m$ satisfy ($\mu$1) at time $t \in [t_0, T]$, and let $A^t_m \neq \emptyset$. Suppose there is a price $q = q^\ast = q^\gamma$ that is generated, for example, by an automated market maker and at which buy and sell orders can be placed at time $t$. This is a deliberate simplification: a real market maker always has a bid/ask spread for non-zero orders (see also the discussion at the very end of Section D.1). Suppose the expert $m$ considers $q$ coherent with the current public information: $m$ believes that $\hat{\mu}$ would be equal to $q$ if he or she remained silent and if, in addition, it turned out that $A^t_n = \emptyset$ for $n \in e \setminus \{m\}$. Assume that

$$\eta \overset{\text{def}}{=} \pi^t_m(\omega) - q \neq 0.$$  

For definiteness, suppose $\eta > 0$. By virtue of (24), if $m$ is going to share $\alpha^t_m @ A^t_m$, then

$$\pi^t_m(\omega[\hat{\mu}_T]) = q + \eta. \tag{25}$$

By $\hat{\mu}^\xi_T$ we denote the result that $A$ will return at $T$ if $m$ remains silent during $[t, T]$. Suppose the expert $m$ anticipates that a part of his or her information is known to others and will be used by them. Namely, suppose the following generalization of relation (5) holds:

$$\pi^t_m(\omega[\hat{\mu}^\xi_T]) = q + \xi, \tag{26}$$

where $\xi \in [0, \eta]$. We may expect that if $m$ did not consider his or her information to be significant or if $m$ believed that other experts know it all, then he or she could set $A^t_m = \emptyset$. This justifies the assumptions $\eta \neq 0$ and $\xi \neq \eta$.

We compare the following five alternatives: the expert $m$

- does nothing,
- places a buy/sell order at $q$ and remains silent,
- places a buy/sell order at $q$ and publicly generates $\alpha^t_m @ A^t_m$.

Recalling the double relativity principle together with relations (16) and (18), and using (25) and (26), we can infer that in order to choose the best alternative, we need to select the maximum among the following five values:

$$1, \ U^\pm(q + \xi, q, \lambda^t_m), \quad \text{and} \quad U^\pm(q + \eta, q, \lambda^t_m),$$

where by analogy with Assumption C.4, we suppose $\lambda^t_m < 0$. Each of these values is not greater than one of the following two of them, with the limits obtained by (16)
and (18):
\[
\begin{align*}
U^- (q + \xi, q, \lambda_m) & \sim \psi_q (\xi) \\
U^+ (q + \eta, q, \lambda_m) & \sim \varphi_q (\eta)
\end{align*}
\]
where \( \psi_q (\xi) \equiv 1 - \frac{\xi}{1 - q} \leq 1 \) and \( \varphi_q (\eta) \equiv 1 + \frac{\eta}{q} > 1 \). In both situations where the significance \( |\eta| \) of the information \( \alpha_m^T \otimes A_m^T \) is sufficiently large or the degree \( |\lambda_m| \) of risk seeking is sufficiently small, the expert \( m \) chooses to vote for \( \omega \rightarrow 1 \) and to share his or her information. His or her anxiety \( |\xi| \) about others’ knowledge enhances the effect. If \( \eta < 0 \), then by analogical reasoning, we can draw a similar inference with respect to \( \omega \rightarrow 0 \).

It is interesting to note the following facts. If we interpret \( q \) as the probability of \( \omega [\hat{\mu}_T] \rightarrow 1 \) based on the current public information, then the positive quantity
\[\log_2 \varphi_q (\eta) = \log_2 \frac{\pi_m (\omega [\hat{\mu}_T])}{q} > 0\]
can be interpreted exactly as subjective Kharkevich’s value of the information \( \alpha_m^T \otimes A_m^T \) for the expert \( m \) with respect to the goal to make a profit from a buy order at \( q \). If \( \xi > 0 \), then the negative quantity
\[\log_2 \psi_q (\xi) = \log_2 \frac{1 - \pi_m (\omega [\hat{\mu}_T])}{1 - q} < 0 \]
is subjective Kharkevich’s value of the part of the expert \( m \)’s information known to others, with respect to the goal to make a profit from a sell order at \( q \). The value of information with respect to a certain goal was defined by Kharkevich in [52]. That definition and its discussion can be found, for example, in the survey [53].

Further, we still believe that \( |\lambda_m^T| \) is associated with the expert \( m \)’s expectations about others’ information unknown to him or her, and that this value vanishes together with the dispersion of beliefs (see the discussion following Fact C.1). In other words, \( |\lambda_m^T| \) is associated with the comparative ignorance of \( m \) with respect to other experts. In the case of relatively small \( \eta > 0 \) and relatively large \( |\lambda_m^T| \), it may happen that the value of \( U^- \) in (27) is greater than the corresponding value of \( U^+ \).

On the assumption that \( m \) still wants to pursue his or her information advantage, this may imply that \( m \) does not consider the present moment suitable for voting at all. Namely, \( m \) may choose a sixth alternative: to wait until his or her comparative ignorance, together with \( |\lambda_m^T| \), decreases. This option does not contradict the above considerations: the functions \( U^\pm \) can describe preferences only within the same level \( \lambda_m^T \) of risk seeking, and the alternatives “to do nothing” and “to wait and act” are not the same. If the expert \( m \)’s comparative ignorance decreases and the significance of his or her information does not, then there will come a point when placing a buy order together with information sharing will become more attractive than silent voting in the opposite direction. The expert \( m \) could find this moment suitable for taking his or her information advantage. The waiting time may be long only if the information has little significance and processing it requires little time. The case \( \eta < 0 \) can be treated similarly. We note that the above considerations are in line with the results of [51], which show that comparative ignorance may lead to ambiguity aversion behavior. Further, we may expect that if \( m \) shares his or her information or it leaks out through other experts while \( m \) waits, then its significance will decrease and, due to Inference 2, Statement (\( \mu 1 \)) will remain true for \( m \). We come to the following inference.
Inference 3. There is no contradiction in supposing that if the expert $m$ satisfies Assumption C.6, then (\(\mu_1\)) and (\(\mu_2\)) will be true for $m$.

We make some additional remarks. We have suggested that during \([t_0, T]\), the expert $m$ believes that others believe him or her. For this, $m$ have to credibly transmit his or her knowledge. In fact, we may expect that unsupported information or arguments will have little effect on $\hat{\mu}_t$. In particular, this implies that opportunities for manipulative behavior are limited. Moreover, when a manipulation has an effect on the price, it becomes profitable for everyone (including the manipulator) to reliably negate the manipulative information if possible. If $m$ uses manipulative information to initiate local fluctuations of the price and expects that it will eventually be reliably negated, then (\(\mu_1\)) and (\(\mu_2\)) remain true. Another reason for non-manipulative behavior and mutual trust among experts could be that, in practice, transmitting manipulative information may involve falsification of scientific research or serious medical consequences. We also note that there is an extensive literature on manipulation in normal prediction markets; see, for example, [54, 55].

Further, we note that $m$ may have information that he or she believes to be initially shared among substantial part of the experts in $e$. For example, in the experiment [8] described in Section B.6, such information may consist of signals that develop skills in Bayesian inference. Such background knowledge may not be reflected in $\alpha_{m}^t \otimes A_{m}^t$, but we may expect that it will be aggregated by $\hat{\mu}_t$ (as in the regular market) due to a significant cumulative impact of the knowledgeable experts. In other words, we may expect that the collective intelligence will combine two mechanisms: the principle outlined in Section 3.1 will lead to the exchange of critical information between experts, and the mechanism [12] described in Section 2.2 will be responsible for accumulating basic background knowledge. To be more specific, we note that in the \(xyz\)-example described in Section 2.2 and formalized there as Example 2.1, each piece of information is shared among half of the experts and each expert initially has some guess of the others’ knowledge. This looks rather like an extreme example of background knowledge. On the other hand, the \(xyz\)-example modified as Example 3.1 illustrates how few informed experts can share critical information with numerous ignorant agents. Finally, we come to the following conclusion.

Conclusion 3. There is no contradiction in supposing that if we publicly offer the experts to share their information and to vote as though orders will be resolved in accordance with $\omega$, then the collective intelligence will be $\mu$-efficient. In particular, we may expect that (23) will be true. Here, $\hat{\mu}_T$ may be interpreted as a probability of $\omega \rightarrow 1$ that is generated by the information shared by the experts during \([t_0, T]\) and combined with their cumulative basic background knowledge that determines how they interpret this information.

We have achieved the goal of showing the implementability of the system in question.

Appendix D. Further details

Here we return to the consideration of our data-driven model of conventional CDA markets. We discuss important details and suggest directions for future research.
D.1. **Concerning market dynamics.** We begin with the fact that there are sporting outcomes in [42] that do not give as good a picture as we see in Figure 1. First, after the corresponding estimate \( \hat{\mu}_t \) has stabilized, it may be shifted one more time: the announcement of the starting lineups may break condition (iii) inherited by Assumption C.1 from Assumption B.2. Second, in some cases we can see a picture that is even more severely distorted. The latter is caused by the fact that applying the function \( \log L \) defined by (21), we rely on an additional implicit assumption that the censoring mechanism in \( \log L \) is non-informative. This assumption actually requires a further detailed analysis: its violation may cause the corresponding estimate to be biased (see, e.g., the survey [56]). Below we refine our model by relaxing the assumption of non-informativeness and introducing a new assumption concerning additional information that can be elicited from experts’ decisions. We show that the refined model is in good agreement with the data [42], and use it to explain the market dynamics.

First, we present a relaxed version of the aforementioned implicit assumption that the censoring mechanism \( \theta_{\pm}^{\lambda}(q) \) in (21) adds no information to inequalities (17) and (19). Instead, we only assume that if we know a price an expert has chosen, but do not know whether the corresponding order is a buy or sell order, then we have no additional information about the random variable that has generated the expert’s belief.

**Assumption D.1** (a refinement of Assumption C.2). Let \( t \in [t_0, T] \). Fix an arbitrary price \( q \in (0, 1) \). Let \( v \) runs over the votes constituting \( V_t^+(q) \) and \( V_t^-(q) \). We assume that regardless of the choice of \( q \), the corresponding beliefs \( \pi_v \) are i.i.d. with distribution \( \mathcal{N}_{[0,1]}(\mu, \sigma_t^2) \), where \( \mu \) and \( \sigma_t \) are the same as in Assumption C.2.

This assumption can be interpreted as a simplified formalization of the following argument. An expert choose a price largely on the basis of the current market state, and after that he or she decides, on the basis of his or her belief, whether the order will be a buy or sell order.

The next assumption formalizes the fact that if we know the price an expert has chosen, then his or her choice between a buy and sell order contains additional information about his or her belief.

**Assumption D.2** (a refinement of Assumption C.3). Let \( v \) be one of the votes that has been placed by an expert \( n \in e \) at time \( \tau \in [t_0, T] \) at some price \( q \in (0, 1) \). Consider two possible orders that may have generated \( v \):

\[
o^+_\tau \overset{\text{def}}{=} \left( \frac{1}{q}, q, n \right) \quad \text{and} \quad o^-_\tau \overset{\text{def}}{=} \left( \frac{1}{1-q}, q, n \right).
\]

If \( n \) has chosen \( o^+_\tau \), then

\[
\rho(a^+_\tau) U^+(\pi_v, q, \lambda^+_n) + (1 - \rho(a^+_\tau)) \geq \rho(a^+_\tau) U^-(\pi_v, q, \lambda^-_n) + (1 - \rho(a^+_\tau)) \quad (28)
\]

for certain values \( \rho(a^+_\tau) \in [0, 1] \).

The meaning of this assumption becomes clear if we recall that

- according to Assumption C.2, each vote has been generated by a separate order;
- according to Assumption C.3, each expert believes that each of his or her new orders will be either completely matched or completely unmatched;
- we always have \( u(b \mid \lambda, b, L) = 1 \);
- \( U^\pm \) are functions for calculating the expected utility of fully matched orders.
If just before $\tau$ we have $S^+_{\tau}(q) < S^\tau_{\tau}(q)$, then we should set $\rho(\omega^\tau) = 1$ (because our assumptions imply that if a new order is at least partially matched, then the expert who has placed it has no option but to believe that it will be fully matched). In other cases, $\rho(\omega^\tau)$ may depend on the difference $S^+_{\tau}(q) - S^\tau_{\tau}(q)$, on the remaining time $T - \tau$, on the price $q$, etc. We simplify the situation applying the same averaging approach that we have employed to introduce $\sigma_t$ and $\lambda_t$: we spread, over each interval $[t_0, t]$, certain invariable probabilities of unmatched votes being matched.

**Assumption D.3** (averaging of $\rho$). Fix $t \in [t_0, T]$. If $v \in \mathcal{V}_t$, then the corresponding matching probabilities in Assumption D.2 can be calculated as follows:

$$
\rho(\omega^\tau) = \begin{cases} 
\rho(q^t), & S^+_{\tau}(q) \geq S^\tau_{\tau}(q); \\
1, & S^+_{\tau}(q) < S^\tau_{\tau}(q),
\end{cases} 
$$

(29)

where $\rho^t_+ \text{ and } \rho^-_t$ are respectively increasing and decreasing functions from $(0, 1)$ to $(0, 1)$.

Suppose we are under the described model with given parameters $\mu$, $\sigma_t$, and $\lambda_t = \ln\mu(\mu, \sigma_t)$. Fix a price $q \in (0, 1)$ and suppose we have, just before $\tau \in [t_0, t]$, the corresponding volumes $V^+_{\tau}(q)$. Suppose we are going to add to them a new vote $v$ with $\pi_v$ generated by $N[\mu, \sigma^2_t]$. If $\pi_v \geq \theta^\tau_{\lambda_t}(q)$, then we have

$$
U^-(\pi_v, q, \lambda_t) \leq 1 < U^+(\pi_v, q, \lambda_t)
$$

(see Proposition C.1) and the same is true for the convex combinations of these expressions and 1 in inequalities (28). Thus, we have to add the vote $v$ to the votes for $\omega \rightarrow 1$ and set $V^+_{\tau}(q) = V^+_{\tau}(q) + 1$. Similarly, if $\pi_v \leq \theta^\tau_{\lambda_t}(q)$, then we have to add $v$ to the votes for $\omega \rightarrow 0$ and set $V^+_{\tau}(q) = V^+_{\tau}(q) + 1$. Next, if

$$
\pi_v \in (\theta^\tau_+_{\lambda_t}(q), \theta^\tau^-_{\lambda_t}(q)),
$$

(30)

then both $U^\pm(\pi_v, q, \lambda_t)$ are greater than 1 and according to (28) and (29) there is an incentive to use $v$ for maintaining the balance between supply and demand. For example, if $S^+_{\tau}(q) < S^\tau_{\tau}(q)$ and $\rho^t_+(q)$ is sufficiently small, then we have to increase $V^+_{\tau}(q)$.

We refer to intervals (30) as equilibrium zones. If $q$ is not too far from $\mu$ and the probability measure $F_{\mu, \sigma_t}(\theta^\tau_+_{\lambda_t}(q)) - F_{\mu, \sigma_t}(\theta^\tau^-_{\lambda_t}(q))$ of the corresponding equilibrium zone is sufficiently large, then a situation will arise where the Markov chain $S^+_{\tau}(q) - S^\tau_{\tau}(q)$ does not stray too far from zero and repeatedly vanishes as the operational time $V^+_{\tau}(q) + V^-_{\tau}(q)$ increases. A mathematically rigorous description and proof of this effect may be a subject of future research. Here we demonstrate it with an example by using stochastic simulation. In the following calls made in CI.RData from [42], we set $\mu = 0.261$, $\sigma_t = 0.003$, and place 5000 votes at the price $q = 0.247$ with $\rho^t_+(q) = 0.01$ and $\rho^t_-(q) = 0.999$ in accordance with our model.

```r
sdHist <- GetDemSuppForq(q = 0.247, mu = 0.261, sgm = 0.003, 
    rhoPls = 0.01, rhoMns = 0.999, 
    nVotes = 5000, seed = 2022)
PlotDemSuppDiff(sdHist)  # requires ggplot2
```

The result is presented in Figure 2: the non-equilibrium state tends to occur, but cannot persist for long. This case is borderline: if we slightly increase $\mu - q$ or $\rho^t_+(q)$, then the observed tendency toward equilibrium will be immediately
broken. On the other hand, the closer \( q \) is to \( \mu \), the more freedom we have in choosing \( \rho_0^\pm(q) \) so that the tendency toward equilibrium remains.

Thus, we can model a range of prices around \( \mu \) where the differences between demand and supply repeatedly vanish. In light of this fact, it is interesting to discuss the dynamics of prices in real CDA markets. We recall that \( Q \) is a grid of prices available for trading in such a market. The varying set \([q^-_\tau, q^+_\tau] \cap Q\) consists exactly of the prices that can accept both buy and sell orders, and traders use these prices for offers in the first place. When one of the boundary inequalities \( S^+_\tau(q^\pm_\tau) < S^-_\tau(q^\pm_\tau) \) turns into equality, the interval \([q^-_\tau, q^+_\tau]\) extends in the corresponding direction. Conversely, this interval narrows when an equality \( S^+_\tau(q) = S^-_\tau(q) \) breaks for some price \( q \in (q^-_\tau, q^+_\tau) \), which becomes its new boundary. Thus, the intense dynamics of \( q^\pm_\tau \) can be explained by the presence of a range of prices with the above-described tendency toward equilibrium.

Using stochastic simulation, we now demonstrate that our model can reproduce real data with reasonable accuracy. Again, more detailed analysis may be a subject of further research. We consider the table data12 preloaded into \texttt{CI.RData}, which contains the trading history for a certain soccer event. Suppose \( \omega \) represents the draw outcome of this event and \( t \) is the first moment when the corresponding total volume \( \sum_{q \in Q} (V^+_t(q) + V^-_t(q)) \) becomes greater than 15000 dollars. We choose certain parameters \( \mu \) and \( \sigma_t \) together with certain functions \( \rho_0^\pm \). For each \( q \in Q \), we generate \([V^+_t(q) + V^-_t(q)]\) votes in accordance with our model with the chosen parameters and compare the results with the real volumes \( V^+_t(q) \). The chosen parameters are visualized in Figure 3: we see a part of the corresponding density function as well as the functions \( \rho_0^\pm \) that have the form

\[
\rho_0^\pm(q) = \expit(k_t^\pm \logit(q) - d_t^\pm), \quad k_t^\pm, d_t^\pm \in \mathbb{R},
\]

where \( \logit: (0, 1) \to \mathbb{R} \) and \( \expit: \mathbb{R} \to (0, 1) \) are the standard logit and sigmoid functions defined by the formulas

\[
\logit(q) \overset{\text{def}}{=} \log \frac{q}{1-q} \quad \text{and} \quad \expit(x) \overset{\text{def}}{=} \frac{1}{1 + e^{-x}}.
\]
Concerning the results of generating data, they can be obtained by making the call

```r
# reproduces first 15000 votes (dollars) at the draw outcome in
# UEFA Champions League, 23 July 2013, Hafnarfjordur vs. Ekranas
ModelExample()
```

from `CI.RData` and the main body of them is presented in Table 3: we see a similarity between the real and generated data, which dramatically increases when we smooth out fluctuations by summing some volumes over neighboring prices.

We note that the parameters presented in Figure 3 have been adjusted manually. The algorithm we apply in Section C.4 and describe in Section D.2 does not take the additional model assumptions into account, and this may have a significant impact on the results, provided transaction prices are far from \( \frac{1}{2} \). In future research we need to adapt the algorithm in accordance with the extended model. This may be easier in the setting where prices are provided by an automated market maker and matching probabilities equal 1. More specifically, consider the self-resolving scenario and suppose there is an automated market maker that provides, at each time \( t \in [t_0, T] \), two prices \( q^+_t \) and \( q^-_t \) for placing, with immediate matching, one vote for or against \( \omega \rightarrow 1 \), respectively. We may expect that the greater an expert’s information advantage is, the sooner taking this advantage will become more preferable for him or her than waiting for the reduction of his or her comparative ignorance. This means that the significance of the information being shared will decrease with time. Thus, we may expect \( \pi_v \) to exhibit damped oscillations in the manner similar to what we have observed in conventional prediction markets. This leads us to believe that we can rely on almost the same model assumptions. Namely, we can stay with the normality assumption C.2 and describe, in the same manner as in Assumptions C.3 and D.2, the choice between

- inaction,
Table 3. Results of generating data.

| $q$       | $V^+$  | $V^-$ | $V^+$  | $V^-$ |
|-----------|--------|--------|--------|--------|
| 0.2222    | 13.4   | 0.9    | 14     | 0      |
| 0.2326    | 243.7  | 0.0    | 243    | 0      |
| 0.2381    | 50.1   | 0.0    | 50     | 0      |
| 0.2439    | 282.2  | 0.0    | 268    | 14     |
| 0.2500    | 571.8  | 280.3  | 638    | 214    |
| 0.2532    | 574.2  | 1146.0 | 504    | 331    |
| 0.2564    | 1075.9 | 1065.3 | 1013   | 1128   |
| 0.2597    | 1236.4 | 2389.4 | 1240   | 2385   |
| 0.2632    | 801.4  | 2300.0 | 819    | 2282   |
| 0.2667    | 271.5  | 978.7  | 335    | 915    |
| 0.2703    | 75.7   | 434.3  | 137    | 373    |
| 0.2740    | 86.6   | 1453.0 | 43     | 496    |
| 0.2778    | 0.0    | 245.6  | 25     | 597    |
| 0.2817    | 83.4   | 393.7  | 42     | 435    |
| 0.2857    | 0.0    | 13.2   | 0.0    | 13     |
| 0.2985    | 0.0    | 360.8  | 0.0    | 360    |
| 0.3125    | 0.0    | 337.8  | 0.0    | 337    |
| 0.3226    | 2.5    | 5.3    | 0.0    | 7      |
| 0.3279    | 0.0    | 69.1   | 0.0    | 69     |

- placing one vote for $\omega \rightarrow 1$ at $q_t^+$,
- placing one vote for $\omega \rightarrow 0$ at $q_t^-$,

while both matching probabilities are equal to 1. It is also possible to adapt the function $\log L$ accordingly. Concerning the market maker implementation, we refer to the article [57] which describes a customizable and dynamically controllable market maker. We believe that we can customize such a market maker so that the estimate $\hat{\mu}_t$ will quickly converge to the parameter $\mu$ within our model (in particular, it will be possible to verify this by using stochastic simulation). This will lead us to the implementation of the collective intelligence described in Section C.5.

D.2. Concerning economic equilibrium. In the papers [10, 58, 46, 59], the authors compare the equilibrium price and a central tendency of the distribution of traders’ beliefs in a prediction market. We also provide an equation that postulates that $\mu$ is the equilibrium price in a certain strong sense. This equation produces the function $\text{ld}(\cdot, \cdot)$ being utilized in all our calculations.

In the previous section, we see that our model gives a range of equilibrium prices where the differences $S_t^+(q) - S_t^-(q)$ exhibit bounded oscillations near 0, or, what is the same, the ratios $S_t^+(q)/S_t^-(q)$ exhibit damped oscillations near 1. The latter may be interpreted to mean that for each such $q$ the frequencies of votes for $\omega \rightarrow 1$ and votes for $\omega \rightarrow 0$ are in the ratio of $q$ to $1 - q$. We now choose the "most equilibrium" price and postulate that it coincides with $\mu$. Namely, we write an equation that can be interpreted as follows. For the price $\mu$, the frequencies of
votes that can only be for \( \omega \mapsto 1 \), and votes that can only be for \( \omega \mapsto 0 \), have to be in the ratio of \( \mu \) to \( 1 - \mu \). In accordance with Assumptions C.3, D.2, and Proposition C.1, \( v \) cannot be placed at a price \( q \) as a vote for \( \omega \mapsto 1 \) iff \( \pi_v \leq \theta^-_\lambda_\mu(q) \), and it cannot be vote for \( \omega \mapsto 0 \) iff \( \pi_v \geq \theta^-_\lambda_\mu(q) \). In the following proposition, we assume the existence of a common parameter \( \lambda < 0 \), write our strong equilibrium equation, and derive the function \( \text{lmd}(\cdot, \cdot) \) from it.

**Proposition D.1.** Consider the function

\[
R(\lambda \mid \mu, \sigma) \triangleq \frac{1 - \mu}{\mu} \frac{1 - F_{\mu,\sigma}(\theta^-_\lambda(\mu))}{F_{\mu,\sigma}(\theta^+_\lambda(\mu))},
\]

where \( \lambda < 0 \), \( 0 < \mu < 1 \), and \( \sigma > 0 \). Fix \( \mu \neq \frac{1}{2} \). There exists \( d_\mu > 0 \) such that for any fixed \( \sigma \in (0, d_\mu) \), the equation

\[
\log R(\lambda \mid \mu, \sigma) = 0 \tag{31}
\]

has a unique negative solution, which we denote by \( \text{lmd}(\mu, \sigma) \). It satisfies (20).

**Proof.** We suppose \( \mu < \frac{1}{2} \). The considerations for \( \mu > \frac{1}{2} \) are symmetrical. Denote

\[
G_{\mu,\sigma}(x) \triangleq \frac{f_{\mu,\sigma}(x)}{F_{\mu,\sigma}(x)}.
\]

The proofs of the following three relations are simple and we omit them:

- \( \partial_x G_{\mu,\sigma}(x) < 0 \); \hspace{1cm} (32)
- \( |\partial_{\lambda} \theta^+_\lambda(\mu)| < |\partial_{\lambda} \theta^-_\lambda(\mu)| \) for \( \mu < \frac{1}{2} \); \hspace{1cm} (33)
- \( a < \mu < b, \quad b - \mu > \mu - a \implies \frac{1 - F_{\mu,\sigma}(b)}{F_{\mu,\sigma}(a)} \searrow 0 \) as \( \sigma \searrow 0 \). \hspace{1cm} (34)

Since

\[
R(0 \mid \mu, \sigma) = \frac{1 - \mu}{\mu} > 1 \quad \text{and} \quad \lim_{\lambda \to -\infty} R(\lambda \mid \mu, \sigma) = \frac{1 - \mu}{\mu} \frac{1 - F_{\mu,\sigma}(1)}{F_{\mu,\sigma}(0)},
\]

relation (34) implies that equation (31) has at least one solution, provided \( \sigma \) is not too large. Relation (33) implies that

\[
\theta^-_\lambda(\mu) - \mu > \mu - \theta^+_\lambda(\mu). \tag{35}
\]

Differentiating \( \log R \) and combining (32), (33), and (35), we obtain

\[
\partial_{\lambda} \log R(\lambda \mid \mu, \sigma) = -\partial_{\lambda} \theta^+_\lambda(\mu) G_{\mu,\sigma}(\theta^+_\lambda(\mu)) - \partial_{\lambda} \theta^-_\lambda(\mu) G_{\mu,\sigma}(2\mu - \theta^-_\lambda(\mu)) > 0.
\]

Thus, a solution of (31) is unique. Finally, (34) and (35) imply (20). \[ \square \]

Analyzing the functions \( \log R \) and \( \text{lmd}(\cdot, \cdot) \) numerically and graphically (without rigorous analytical proofs), we may additionally infer that

- the closer \( \mu \) is to \( \frac{1}{2} \), the greater \( d_\mu \) can be chosen;
- at least we have \( d_\mu > \min(\mu, 1 - \mu) \);
- there exists a finite limit

\[
\lim_{\mu \to \frac{1}{2}} \text{lmd}(\mu, \sigma) < 0,
\]

which can be taken as \( \text{lmd}(\frac{1}{2}, \sigma) \).
We also note that in Assumption C.3 we describe only how the experts compare trading actions with the inaction, and in fact it suffices in order for equation (31) to be meaningful. In Assumption D.2, we additionally postulate how the experts compare buying and selling, and this more detailed (but more restrictive) model allows us to consider an alternative equilibrium equation that can be interpreted as follows. If the price $\mu$ accepts all orders with immediate matching, then the frequencies of votes for $\omega_7 \rightarrow 1$ and votes for $\omega_7 \rightarrow 0$ will be in the ratio of $\mu$ to $1 - \mu$. Namely, we can consider the equation

$$\frac{1 - \mu}{\mu} \frac{1 - F_{\mu,\sigma}(\pi_{\mu,\lambda})}{F_{\mu,\sigma}(\pi_{\mu,\lambda})} = 1,$$

where $\pi_{\mu,\lambda}$ is a unique solution of the equation

$$U^+(\pi, \mu, \lambda) = U^-(\pi, \mu, \lambda).$$

The analysis of equation (36) is another subject of future research.

Now we discuss the details of the algorithm we apply in Section C.4. We define

$$\hat{\mu}(\lambda), \hat{\sigma}(\lambda) \overset{\text{def}}{=} \arg \max_{(\mu, \sigma)} \log L(\mu, \sigma | \lambda) \quad (37)$$

and consider the equation

$$\lambda = \text{lmd}(\hat{\mu}(\lambda), \hat{\sigma}(\lambda)), \quad \lambda < 0. \quad (38)$$

We can observe that when we increase $|\lambda|$, the value $\hat{\sigma}(\lambda)$ decreases together with the absolute value of the right side of (38). Thus, the left and right sides of equation (38) vary in different directions and its solution $\hat{\lambda}_t$ is a balance point where they coincide. Finally, we set

$$\hat{\mu}_t = \hat{\mu}(\hat{\lambda}_t) \quad \text{and} \quad \hat{\sigma}_t = \hat{\sigma}(\hat{\lambda}_t).$$

In order to compute $\text{lmd}(\mu, \sigma)$ as a solution of (31), to compute (37), and to solve (38), we use Nelder–Mead method [60] of optimization.

D.3. Concerning utilities. We now describe how the double relativity principle has been deduced from the data. This provides further justification for our choice of utility.

First, we have begun with the assumption that each expert in $e$ places $b_n$ votes by means of a single order, where $b_n = b$ are the same for all the experts, and without loss of generality we have set $b = 1$. Second, we have assumed that having been completely matched, each such order is at least better than inaction in terms of the standard exponential utility

$$u(x | \alpha) = -\frac{e^{-\alpha x}}{\alpha}.$$  

Third, we have assumed that the voters for $\omega \rightarrow 1$ have one and the same risk attitude $\alpha = \alpha^+$, while the voters for $\omega \rightarrow 0$ have $\alpha = \alpha^-$. Under those preliminary assumptions, we have considered our data for various sporting outcomes $\omega$. We have deduced that for each $t$ from the corresponding observation interval $[t_1, t_2]$ and for each $q \in Q$, we have $V_t^+(q)$ inequalities

$$\pi_v > \frac{1 - \exp(-\alpha^+)}{1 - \exp\left(-\frac{\alpha^+}{q}\right)} \quad (40)$$
and $V_i^-(q)$ inequalities

$$\pi_v < \frac{1 - \exp \frac{\alpha - q}{1 - q}}{1 - \exp \frac{\alpha}{1 - q}}.$$  

(41)

Assuming the normality of $\pi_v$ and applying the log-likelihood function with the censoring mechanism given by (40) and (41), we have obtained estimates $\hat{\mu}_t(\alpha^+, \alpha^-)$ related to various $\omega$. We have observed that in order for $\hat{\mu}_t^2(\alpha^+, \alpha^-)$ to look like the central value of fluctuations of $q_{c_t}$, we need to choose $\alpha^\pm$ such that $\alpha^+ < 0$ and $\alpha^- \approx q_{c_t}^2(1 - q_{c_t}^2)$. But the prices $q \in Q$ with major volumes $V_i^-(q)$ are similar to each other, and $q_{c_t}^2$ is among them and may be considered as their rough average. This has prompted us to substitute $\alpha^+ = \lambda q$ and $\alpha^- = \lambda(1 - q)$, 

(42)

where $\lambda$ is a negative value. We note at once that such substitution transforms the expressions in (40) and (41) to $\theta^+_{\lambda}(q)$ and $\theta^-_{\lambda}(q)$, respectively.

We can explicitly derive the double relativity principle from (42). Let $\mathcal{L}$ be the set of all lotteries. For a lottery $L$ generated by a matched vote, we have either $M_L - m_L = \frac{1}{q}$ if the vote is for $\omega \rightarrow 1$, or $M_L - m_L = \frac{1}{1 - q}$ if the vote is for $\omega \rightarrow 0$. Taking this into account, we can see that comparing a matched order with the inaction by means of function (39) with parameters (42) fits into a scheme where an individual with a budget $b$ compares lotteries within each of the sets

$$\mathcal{L}(m, M) = \{L \in \mathcal{L} \mid m_L = m, M_L = M\} \cup \{L_b\}, \quad m < b < M,$$

by means of the corresponding utility function

$$u(x \mid \lambda, m, M) = -\exp\left(-\lambda \frac{x - m}{M - m}\right), \quad \lambda \in \mathbb{R}, \quad x \in [m, M].$$

Thus, we have derived the first relativity from the data. This suffices to describe how an individual compares lotteries with his or her inaction $L_b$, and to obtain the formulas for $\theta^\pm_{\lambda}(q)$ together with the log-likelihood function (21) and equation (31).

We now note that the inaction $L_b$ is a single element of the intersection of the sets $\mathcal{L}(m, M)$, $m < b < M$, and its expected utility takes different values $u(b \mid \lambda, m, M)$ in different sets $\mathcal{L}(m, M)$. In order to solve this problem, we have applied affine transformations to the functions $u(\cdot \mid \lambda, m, M)$ so that they become equal at $b$ and the order within each set $\mathcal{L}(m, M)$ remains the same. This has led us to the second relativity and to the unified utility function (7), which is increasing for any $\lambda \in \mathbb{R}$ and describes how an individual compares any two lotteries in

$$\mathcal{L}_b \equiv \bigcup_{m < b < M} \mathcal{L}(m, M).$$

These lotteries may be from different sets $\mathcal{L}(m, M)$ and, in particular, we have got the opportunity to formulate the refined assumption D.2 (together with equation (36) which needs further investigation). Thus, the second relativity, which has a theoretical origin, is indirectly supported by the results of Section D.1 (see Table 3).

Finally, we note that function $u(x \mid \lambda, b, L)$ satisfies the von Neumann–Morgenstern axioms within each of the convex sets $\mathcal{L}(m, M)$, $m < b < M$. A complete axiomatization of the double relativity principle may be a subject of future research. In this regard, we note that the theory built in [18] has certain similarities with our
constructions: it takes into account security factors $m_L$ and potential factors $M_L$ of lotteries $L \in \mathcal{L}$. Nevertheless, our function $u(x \mid \lambda, b, L)$ does not fit into the axioms of [18], which, in particular, do not highlight the role of the status quo lottery $L_b$. On the other hand, the notion of the status quo bias is also studied in the literature (see, e.g., [61, 62]). It may be interesting to establish how our constructions are connected with those studies as well as with the prospect theory [63].