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Abstract—In this paper we focus on the problem of completion of multidimensional arrays (also referred to as tensors) from limited sampling. Our approach is based on a recently proposed tensor-Singular Value Decomposition (t-SVD) [1]. Using this factorization one can derive notion of tensor rank, referred to as the tensor tubal rank, which has optimality properties similar to that of matrix rank derived from SVD. As shown in [2] some multidimensional data, such as panning video sequences exhibit low tensor tubal rank and we look at the problem of completing such data under random sampling of the data cube. We show that by solving a convex optimization problem, which minimizes the tensor nuclear norm obtained as the convex relaxation of tensor tubal rank, one can guarantee recovery with overwhelming probability as long as samples in proportion to the degrees of freedom in t-SVD are observed. In this sense our results are order-wise optimal. The conditions under which this result holds are very similar to the incoherency conditions for the matrix completion, albeit we define incoherency under the algebraic set-up of t-SVD. We show the performance of the algorithm on some real data sets and compare it with other existing approaches based on tensor flattening and Tucker decomposition.

Index Terms—Tensor completion, sampling and recovery, convex optimization

1 INTRODUCTION

Data in the form of multidimensional array of numbers, also referred to as tensors, arises naturally in a number of scenarios. Recovery of tensors under limited number of measurements is an important problem, which arises in a variety of applications, such as recommendation systems [4], dimensionality reduction [5], multi-class learning [6], data mining [7], [8] and computer vision [9], [2].

The strategies for sampling and recovery of tensors rest heavily on the framework used to reveal an algebraic structure in the data, namely a low-rank factorization. For example for the widely studied case of matrix (an order-2 tensor) completion, a random sampling strategy, which is incoherent with respect to the left and right singular vectors in the SVD, have shown to be nearly optimal in terms of sampling complexity. Moreover it is shown that a computationally feasible method based on minimizing the nuclear norm (as a convex surrogate for low rank) is sufficient for recovery [10], [11]. For tensors of order higher than 2, the fundamental algebraic factorization namely CANDECOMP/PARAFAC(CP) [12], which decomposes a tensor as a sum of rank-1 factors can be used. However there are known computational and ill-posedness issues with CP [13]. Other kinds of decompositions such as Tucker, Hierarchical-Tucker (H-Tucker) and Tensor Train (TT) [14] are also shown to reveal the algebraic structure in the data with the notion of rank extended to the notion of a multi-rank, expressed as a vector of ranks of the factors in the contracted representation using matrix product states. Approaches based on Tucker decomposition work by unfolding the tensor in various ways, subsequently employing the theory and methods for matrix completion, see for example [15], [16].

In this paper we consider sampling and recovery for 3rd order tensors using the tensor-SVD (t-SVD) proposed in [1] as a rank-revealing factorization and exploited in [2] for problem of video recovery from missing pixels. In this paper we derive theoretical performance bounds for recovery under the setting of [2]. t-SVD is essentially based on a group theoretic approach where the multidimensional structure is unraveled by constructing group-rings along the tensor fibers [17]. The advantage of such an approach over the existing approaches is that the resulting algebra and analysis is very close to that of matrix algebra and analysis. In particular, our work has been greatly inspired by [11] and it turns out the main tool namely the Non-commutative Bernstein Inequality (NBI) is also helpful in deriving our results. We prove that we can perfectly recover a tensor of size $n_1 \times n_2 \times n_3$ with rank $r$ under t-SVD, also referred to as the tubal-rank (see Section 2), by solving a convex optimization problem, given $\tilde{O}\left(rn_1n_2\log((n_1 + n_2)n_3)\right)$ samples. In order to highlight our contributions we now go over related work on tensor completion using different tensor factorizations and contrast our findings with existing literature.

1. This terminology comes from representation of multilinear functionals on the outer product of finite dimensional vector spaces as an indexed array of numbers, [3].

2. In this paper, in interest of clarity of exposition, we restrict ourselves to group rings constructed out of cyclic groups, resulting in an algebra of circulants [18]. Nevertheless, the results presented here hold true for the general group-ring construction and the algorithms are also directly applicable.
TABLE 1: A summary of existing tensor completion methods

| Format       | Sampling Method  | Samples needed for exact recovery (3rd-order tensor of size $n \times n \times n$) | Incoherent condition |
|--------------|------------------|--------------------------------------------------------------------------------|----------------------|
| CP[19]       | Gaussian measures| $O(rn^2r)$ for CP rank $r$                                                    | N/A                  |
| CP[20]       | Random sampling  | $O(n^{3/2}r^2\log^3(n))$ for CP rank $r$ on symmetric tensors                 | Incoherent condition of symmetric tensors with orthogonal decomposition |
| Tucker[19]   | Gaussian measures| $O(rn^2r)$ for Tucker rank $(r,r,r)$                                          | N/A                  |
| Tucker[15]   | Random downsample| $O(rn^2\log^2(n))$ for Tucker rank $(r,r,r)$                                 | Matrix incoherent condition on all mode-$n$ unfoldings                  |
| CP[21]       | Adaptive Sampling| $O(nr\log(r))$ for CP rank $r$                                                | Standard incoherent condition with orthogonal decomposition            |
| t-SVD(this paper) | Random sampling | $O(rn^2\log^2(n))$ for Tensor tubal-rank $r$                                | Tensor incoherent condition                                           |

1.1 Related Work

Apart from t-SVD, there are mainly two types of low-rank tensor completion methods considered in the literature, methods that are based on the CP format, and those that are based on the Tucker decomposition. The sampling methods include random downsampling, Gaussian measurements and adaptive sampling. We summarize these results in Table I. Below we will provide details for each of these methods.

1.1.1 Tensor Completion Based on CP decomposition

The CP decomposition of a tensor $X \in \mathbb{R}^{I_1 \times I_2 \times ... \times I_N}$ of order $N$ is given by,

$$X = \sum_{\ell=1}^{L} x^{(1)}_\ell \circ x^{(2)}_\ell \circ ... \circ x^{(N)}_\ell, ~ x^{(n)}_\ell \in \mathbb{R}^{I_n},$$

(1)

where $\circ$ denotes the vector outer product [12]. The smallest $L$ in such that Equation (1) holds is called the CP rank of $X$.

Suppose we sample $X$ at the set of indices in a set $\Omega$. Let $P_\Omega$ the orthogonal projection onto $\Omega$. Then [22] tries to complete the tensor by solving the following optimization problem,

$$\min_{X} \| P_\Omega(X - \sum_{\ell=1}^{L} x^{(1)}_\ell \circ x^{(2)}_\ell \circ ... \circ x^{(N)}_\ell) \|_2^2 + \lambda \sum_{\ell=1}^{L} \sum_{n=1}^{N} \| x^{(n)}_\ell \|_2^2,$$

(2)

where $\lambda \geq 0$ is the regularization parameter. However, this approach has several drawbacks. The optimization problem is non-convex and hence only local minima can be guaranteed. Further, for practical problems it is often computationally difficult to determine the CP rank or the best low rank CP approximation of a tensor data beforehand.

Recently in [20] the authors show that they can recover an $n \times n \times n$ symmetric tensor with CP rank $r$ exactly from $O(n^{3/2}r^2\log^4 n)$ randomly sampled entries under standard incoherence conditions on the factors. A tensor $X \in \mathbb{R}^{n\times n\times n}$ is called symmetric in the CP format if its CP decomposition has the format $X = \sum_{\ell=1}^{L} \sigma_\ell (u_\ell \circ u_\ell \circ u_\ell)$, where $u_\ell \in \mathbb{R}^n$ with $\|u_\ell\| = 1$. They proved that their methods yield global convergence. Although the authors stressed that their results generalize easily to handle non-symmetric tensors and high-order tensors, there is no explicit result supporting this claim and it is unclear how to extend the result to general tensors.

1.1.2 Tensor Completion Based on Tucker Decomposition

Liu et al. [23] proposed tensor completion based on minimizing tensor $n$-rank in Tucker Decomposition format, which is the matrix rank of mode-$n$ matricization of a tensor. Specifically, using the matrix nuclear norm instead of matrix rank, they are trying to solve the convex problem as follows:

$$\min_{X} \| \sum_{i=1}^{n} \alpha_i \|X_{(i)}\|_*$$

subject to $P_\Omega(X) = P_\Omega(Y)$

(3)

where $X_{(i)}$ is the mode-$n$ matricization of $X$ and $\alpha_i$ are prespecified constants satisfying $\alpha_i \geq 0$ and $\sum_{i=1}^{n} \alpha_i = 1$. It also has several drawbacks. There is no specific way on how to choose weights $\alpha_i$ and normally one just chooses one best matricization according to the results, which turns to a matrix completion problem. It is not applicable to higher-order tensors since no one knows how to assign each $\alpha_i$. Also there is no theoretical guarantees of how many number of samples are required for exact recovery.

There are some modified versions of this problem. [24] changed the above complexity term to the convex envelop of cardinality function of singular value vectors, which is proved to be a tighter convex relaxation of the tensor $n$-rank compared to the above approach. The approach uses the Alternating Direction Method of Multipliers (ADMM) for global convergence guarantees.

Huang et al. [15] solved the following convex program, which can be regarded as the combination of the matrix completion and the matrix Robust Principal Component Analysis (RPCA), when extended to the case of tensors,

$$\min_{X, E} \sum_{i=1}^{K} \alpha_i \|X_{(i)}\|_* + \|E\|_1 + \frac{\tau}{2} \|X\|_F^2 + \frac{\tau}{2} \|E\|_F^2$$

(4)

s.t. $P_\Omega(X + E) = \mathcal{B}$
They outlined the Tensor Incoherent Conditions (TIC) of exact recovery of tensors using (4) with \( \alpha_i = \sqrt{n_i^{(1)}} \), where \( n_i^{(1)} = \max\{n_i, \prod_j n_j \} \). It is essentially a direct extension of matrix completion since for each mode, the incoherence condition of the tensor they applied the matrix incoherence condition and get a bound for each mode. The number of samples needed for exact recovery also have the same form as matrix completion result. A drawback of this approach is that the tensor needs to satisfy the TIC in the unfoldings of every mode.

In [19] Mu et al. proposed a different method for tensor completion for a tensor with low Tucker rank under Gaussian measurements instead of random sampling. The core idea is to reshape a multi-dimensional tensor \( \mathbf{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3 \times \ldots \times n_K} \) into a matrix \( \mathbf{X}_{(j)} \in \mathbb{R}^{n_1 \times n_2 \times n_3 \times \ldots \times n_K} \) and apply matrix completion on it. It can be shown easily if \( \mathbf{X} \) is a low-rank tensor (in either CP or Tucker sense), \( \mathbf{X}_{(j)} \) will be a low-rank matrix. They showed if \( \mathbf{X}_0 \) has CP rank \( r \), then \( m \geq C_r n_1^{[K/2]} \) will be sufficient to recover the original tensor. If \( \mathbf{X}_0 \) has Tucker rank \( (r, r, \ldots, r) \), then \( m \geq C_r n_1^{[K/2]} \) is sufficient. As we will show later on, if a third order tensor \( \mathbf{X} \) is of CP rank \( r \), then its tensor tubal rank is also at most \( r \). In this sense it means for any third order tensor with low CP rank, we can recover it from random samples using this t-SVD structure. Further our technique can be extended to higher-order tensors very easily. Given an \( n_1 \times n_2 \times \ldots \times n_K \) tensor one can reshape it to form a third-order tensor of size \((n_1 n_2 \ldots n_k) \times (n_{k+1} \ldots n_{K-1}) \times n_K \) and then use our framework for 3-D tensor completion. If \( n_k = n \) for all \( K \) dimensions then it follows from our main results that \( O(n_1^{[K/2]} r \log(n_1^{[K/2]}) \) measurements are sufficient enough for recovery.

1.1.3 Tensor Completion via Adaptive Sampling

Krishnamurthy and Singh [21] develop a tensor completion approach based on the adaptive sampling. The key idea is to predict the tensor singular subspace given the sampled sub-tensor, and recursively update the subspace if a newly sampled sub-tensor lies out of it. They proved that \( O(n_1^{3/2} \log r) \) adaptively chosen samples are sufficient for exact recovery when the tensor is of CP rank \( r \). This approach extends the matrix completion method to the tensor case and yield a tighter bound with only column incoherence conditions.

1.2 Organization of the paper

This paper is organized as follows. Section 2 introduces some notations and preliminaries of tensors, where we defined several algebraic structures of third-order tensors. In Section 3 we derive the main result on tensor completion and give out the provable bound using t-SVD. We provide the full proof in Section 4 and we report empirical and numerical results in Section 5. Finally we outline implications of the work and future research in Section 6.
matrix-matrix multiplication, except for the operation between numbers is replaced by circular convolution between the tubes.

**Definition 2.3. (Identity tensor)** The identity tensor \( I \in \mathbb{R}^{n_1 \times n_1 \times n_3} \) is defined to be a tensor whose first frontal slice \( I^{(1)} \) is the \( n_1 \times n_1 \) identity matrix and all other frontal slices \( I^{(i)} \), \( i = 2, \ldots, n_3 \) are zero.

**Definition 2.4. (Orthogonal tensor)** A tensor \( \Omega \in \mathbb{R}^{n \times n \times n} \) is orthogonal if it satisfies
\[
\Omega^T \cdot \Omega = \Omega \cdot \Omega^T = I \tag{6}
\]

**Definition 2.5. (Block diagonal form of third-order tensor)** Let \( \overline{A} \) denote the block-diagonal matrix of the tensor \( A^T \) in the Fourier domain, i.e.,
\[
\overline{A} \triangleq \text{blockdiag}(\hat{A}) = \left[ \begin{array}{c}
\hat{A}^{(1)} \\
\hat{A}^{(2)} \\
\vdots \\
\hat{A}^{(n_3)}
\end{array} \right] \in \mathbb{C}^{n_1 n_3 \times n_2 n_3} \tag{7}
\]

It is easy to verify that the block diagonal matrix of \( \overline{A}^T \) is equal to the transpose of the block diagonal matrix of \( A \):
\[
\overline{A}^T = \overline{A}^T \tag{8}
\]

**Remark 2.1.** The following fact will be used throughout the paper. For any tensor \( A \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) and \( B \in \mathbb{R}^{n_2 \times n_4 \times n_5} \), we have
\[
A \ast B = C \iff \overline{A} \overline{B} = \overline{C}
\]

The t-product allows us to define a tensor Singular Value Decomposition (t-SVD). We need one more definition to state the decomposition.

**Definition 2.6. (f-diagonal tensor)** A tensor \( A \) is called f-diagonal if each frontal slice \( A^{(i)} \) is a diagonal matrix.

**Definition 2.7. (Tensor Singular Value Decomposition: t-SVD)** For \( M \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), the t-SVD of \( M \) is given by
\[
M = U \ast S \ast \mathcal{V}^\top \tag{9}
\]

where \( U \) and \( \mathcal{V} \) are orthogonal tensors of size \( n_1 \times n_1 \times n_3 \) and \( n_2 \times n_2 \times n_3 \) respectively, \( S \) is a rectangular f-diagonal tensor of size \( n_1 \times n_2 \times n_3 \), and the entries in \( S \) are called the singular values of \( M \). * denotes the t-product here.

One can obtain this decomposition by computing matrix SVDs in the Fourier domain, see Algorithm 1, where the algorithm is given for a general order \( N \) tensor, obtained by recursively applying the Fourier transform over successive dimensions [26]. Figure 2 illustrates the decomposition for the 3-D case.

Based on t-SVD one can define several notions of rank.

**Definition 2.8. (Tensor multi rank and tubal rank)** The tensor multi rank of a tensor \( A \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) is a vector \( \vec{r} \in \mathbb{R}^{n_3 \times 1} \) with the ith element equals to the rank of ith frontal slice of \( A \) in Fourier domain. The tensor tubal rank \( r \) of \( A \) is defined to be the number of non-zero singular tubes of \( S \), where \( S \) comes from the t-SVD of \( A : A = U \ast S \ast \mathcal{V}^\top \). An alternative definition of tubal rank is that it is the largest rank of all the frontal slices of \( A \), which means \( r = \max \{ \vec{r} \} \).

If we say a third order tensor \( A \) is of full rank, it means \( r = \min \{ n_1, n_2 \} \).

**Remark 2.2.** It is usually sufficient to compute the reduced version of t-SVD using the tensor tubal-rank. It’s faster and more economical for storage. In details, suppose \( M \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) has tensor tubal-rank \( r \), then the reduced t-SVD of \( M \) is given by
\[
M = U \ast S \ast \mathcal{V}^\top \tag{10}
\]

where \( U \in \mathbb{R}^{r \times n_1 \times n_3} \) and \( \mathcal{V} \in \mathbb{R}^{r \times n_2 \times n_3} \) satisfying \( U^\top \ast U = I, \mathcal{V}^\top \ast \mathcal{V} = I \). \( S \) is a f-diagonal tensor of size \( r \times r \times n_3 \). This reduced version of t-SVD will be used throughout the paper unless otherwise noted.

**Remark 2.3.** (Relation to CP decomposition) Suppose a tensor \( A \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) has CP rank \( r \) and its CP decomposition is given by
\[
A = \sum_{i=1}^{r} a_i^{(1)} \circ a_i^{(2)} \circ a_i^{(3)}
\]

where \( a_i^{(k)} \in \mathbb{R}^{n_k}, k = 1, 2, 3 \). Then we can see that the tensor \( \hat{A} \) which is obtained by taking the FFT along the third dimension of \( A \), has the CP decomposition as follows,
\[
\hat{A} = \sum_{i=1}^{r} a_i^{(1)} \circ a_i^{(2)} \circ a_i^{(3)}
\]
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**Fig. 2:** The t-SVD of an \( n_1 \times n_2 \times n_3 \) tensor.
where \( \hat{a}_i^{(3)} = \text{FFT}(a_i^{(3)}), i = 1, 2, ..., r \). So \( \hat{A} \) also has CP rank \( r \), and each frontal slice of \( \hat{A} \) is the sum of \( r \) rank-1 matrices, so the rank of each frontal slice is at most \( r \). This means if a tensor is of CP rank \( r \), then its tensor tubal rank is at most \( r \).

**Definition 2.9. (Inverse of tensor)** The inverse of a tensor \( A \in \mathbb{R}^{n \times n \times n} \) is written as \( A^{-1} \) satisfying

\[
A^{-1} \ast A = A \ast A^{-1} = I
\]

where \( I \) is the identity tensor of size \( n \times n \times n \).

**Definition 2.10. (Tensor operator)** Tensor operators are denoted by Calligraphic letters. Suppose \( \mathcal{L} : \mathbb{R}^{n_1 \times n_2 \times n_3} \rightarrow \mathbb{R}^{n_4 \times n_2 \times n_3} \) is a tensor operator mapping an \( n_1 \times n_2 \times n_3 \) tensor \( A \) to an \( n_4 \times n_2 \times n_3 \) tensor \( B \) via the t-product as follows:

\[
A = \mathcal{L}(B) = L \ast B
\]

where \( L \) is an \( n_4 \times n_1 \times n_3 \) tensor. Then it is equivalent to the following equation, which lies in the Fourier domain of (12):

\[
\hat{A} = \hat{L} \hat{B}
\]

where \( \hat{A} \in \mathbb{C}^{n_1 n_3 \times n_2 n_3}, \hat{L} \in \mathbb{C}^{n_4 n_3 \times n_1 n_3}, \hat{B} \in \mathbb{C}^{n_4 n_2 \times n_2 n_3} \) which are block diagonal matrices.

**Remark 2.4.** For a tensor operator via t-product defined in (12), we are able to transform it into the equivalent form in Fourier domain (13). On the other hand we can also transform an operator in Fourier domain back to the original domain as needed.

**Definition 2.11. (Inner product of tensors)** If \( A \) and \( B \) are third-order tensors of same size \( n_1 \times n_2 \times n_3 \), then the inner product between \( A \) and \( B \) is defined as the following.

\[
\langle A, B \rangle = \frac{1}{n_3} \text{trace}(B^T \mathcal{A}) \in \mathbb{R}
\]

where \( 1/n_3 \) comes from the normalization constant of the FFT. The reason that this inner product produces a real-valued result comes from the conjugate symmetric property of the FFT.

**Definition 2.12. (Standard tensor basis and the corresponding decomposition)** We introduce 2 standard tensor basis here. The first one is called column basis \( \mathcal{E}_i \) of size \( n \times 1 \times n_3 \) with only one entry equating 1 and the rest equalling zero. However, the nonzero entry 1 will only appear at the first frontal slice of \( \mathcal{E}_i \). Naturally its transpose \( \mathcal{E}_i^\top \) is called row basis. The other standard tensor basis is called tube basis \( \mathcal{E}_{ijk} \) of size \( 1 \times 1 \times n_3 \) with one entry equating to 1 and rest equalling to 0. Figure 3 illustrates these 2 basis.

And one can obtain a unit tensor \( \mathcal{E} \) with the only non-zero entry \( \mathcal{E}_{ijk} \) equating to 1 via the following:

\[
\mathcal{E} = \mathcal{E}_i \ast \mathcal{E}_k \ast \mathcal{E}_j^\top
\]

Given any third order tensor \( X \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), we have the following decomposition

\[
X = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{k=1}^{n_3} \langle \mathcal{E}_i \ast \mathcal{E}_k \ast \mathcal{E}_j^\top, X \rangle \mathcal{E}_i \ast \mathcal{E}_k \ast \mathcal{E}_j^\top
\]

The proof to such a decomposition is straightforward since \( \langle \mathcal{E}_i \ast \mathcal{E}_k \ast \mathcal{E}_j^\top, X \rangle \) will give out the exact value of \( X_{ijk} \).

Variety of novel norms defined on tensors will be defined in the following. These norms will be used throughout the proof of our main theorem.

**Definition 2.13. (\( \ell_2 \)-norm of tensor column)** Let \( \mathcal{X} \) be an \( n_1 \times 1 \times n_3 \) tensor column, we define an \( \ell_2 \)-norm on it as follows:

\[
\| \mathcal{X} \|_{\ell_2} = \sqrt{\sum_{i=1}^{n_1} \sum_{k=1}^{n_3} x_{i1k}^2}
\]

Moreover, we have the following relationship between the \( \ell_2 \)-norm of \( \mathcal{X} \) and its FFT along the third dimension \( \hat{\mathcal{X}} \),

\[
\| \mathcal{X} \|_{\ell_2} = \frac{1}{\sqrt{n_3}} \| \hat{\mathcal{X}} \|_{\ell_2}
\]

where \( 1/n_3 \) is the normalization constant.

**Definition 2.14. (Tensor Frobenius norm)** The induced Frobenius norm from the inner product defined above is given by,

\[
\| A \|_F = \langle A, A \rangle^{1/2} = \frac{1}{\sqrt{n_3}} \| \hat{A} \|_F = \sqrt{\sum_i \sum_j \sum_k A_{ijk}^2}
\]

**Definition 2.15. (Tensor nuclear norm)** The tensor nuclear norm of a tensor \( A \) is defined in [27], denoted as \( \| A \|_{TNN} \), is the sum of singular values of all the frontal slices.
of $A$, and is proved to be the tightest convex relaxation to $l$-1 norm of the tensor multi-rank $[2]$. In fact,

$$\|A\|_{TNN} = \|A\|_* \tag{18}$$

**Definition 2.16. (Tensor spectral norm)** The tensor spectral norm $\|A\|$ of a third-order tensor $A$ is defined as the largest singular value of $A$. Moreover,

$$\|A\| = \|\hat{A}\| \tag{19}$$

i.e. the tensor spectral norm of $A$ equals to the matrix spectral norm of $\hat{A}$.

**Definition 2.17. (Tensor operator norm)** Suppose $L$ is a tensor operator, then the operator norm of $L$ is defined as follows:

$$\|L\|_o_p = \sup_{X: \|X\|_F \leq 1} \|L(X)\|_F \tag{20}$$

which is consistent with matrix case. Spectral norm is equivalent to the operator norm if the tensor operator $L$ can be represented as a tensor $L$ t-product $X : L(X) = L \ast X$. Then $\|L\|_o_p = \|L\|_\infty$.

**Definition 2.18. (Tensor infinity norm)** The tensor infinity norm $\|A\|_\infty$ is defined as follows:

$$\|A\|_\infty = \max_{i,j,k} |A_{ijk}| \tag{21}$$

which is the entry with the largest absolute value of $A$.

### 3 MAIN RESULT

#### 3.1 Tensor Completion with Random Sampling

In this section we will formally define the tensor completion problem with random sampling. For a given third-order tensor $M \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ of tubal-rank $r$, and suppose there are $m$ entries of $M$ are sampled according to the Bernoulli model, which means each entry in the tensor is sampled with probability $p$ independent of others. The task of tensor completion problem is to recover $M$ from the observed entries.

In this paper we follow the approach taken in $[3]$ which solves the following convex optimization problem for tensor completion.

$$\min_X \|X\|_{TNN} \tag{22}$$

subject to $X_{ijk} = M_{ijk}$, $(i, j, k) \in \Omega$

where $\Omega$ is the set of observed entries. We will analyze the sufficient conditions under which the optimal solution to (22) is equal to $M$.

One definition is required before we state the main result. Similarly to the matrix completion case, recovery is hopeless if most of the entries are equal to zero $[10]$. For tensor completion, the fact is that if tensor $M$ only has a few entries which are not equal to zero and let $U \ast S \ast V^T = M$ be the reduced t-SVD of $M$, then the singular tensors $U$ and $V$ will be highly concentrated. So borrowing the idea of $[10]$, the tensor columns, $U(:, i, :)\}$ and $V(:, i, :)\}$, $i = 1, 2, ..., r$ need to be sufficiently spread, which means it should be uncorrelated with the standard tensor basis. This idea motivates the following standard tensor incoherent condition for tensors:

**Definition 3.1. (Standard Tensor Incoherent Condition)**

Let the reduced t-SVD of a tensor $M$ is $U \ast S \ast V^T$. $M$ is said to satisfy the standard tensor incoherent condition, if there exists $\mu_0 > 0$ such that

$$\max_{i=1,...,n_1} \|U^T \ast \hat{e}_i\|_2 \leq \sqrt{\frac{\mu_0 r}{n_1}}, \tag{23}$$

$$\max_{j=1,...,n_2} \|V^T \ast \hat{e}_j\|_2 \leq \sqrt{\frac{\mu_0 r}{n_2}},$$

where $\hat{e}_i$ is the $n_1 \times 1 \times n_3$ column basis with $\hat{e}_{i11} = 1$ and $\hat{e}_j$ is the $n_2 \times 1 \times n_3$ column basis with $\hat{e}_{j11} = 1$.

Note that the smallest $\mu_0 = 1$ achieved by the case when each tensor column $\hat{u}_i = U(:, i, :)\}$ has entries with magnitude $1/\sqrt{n_1 n_3}$, or each tensor column $\hat{v}_j = V(:, i, :)\}$ has entries with magnitude $1/\sqrt{n_2 n_3}$. The largest possible value of $\mu_0$ is $\min(n_1, n_2)/r$ when one of the tensor columns of $U$ is equal to the standard tensor column basis $\hat{e}_i$. With low $\mu_0$, each entry of $M$ is supposed to carry approximately same amount of information.

In $[10]$ for matrix completion case, another joint incoherence condition is needed, which is to bound the maximum entry of $UV^T$, where $U$ and $V$ are from the SVD of matrix $M = USV^T$. However, this joint incoherence condition is regarded unintuitive and restrictive $[28]$ successfully remove this joint incoherence by using the $\ell_{\infty, 2}$ norm to get a similar bound in the dual certificate step. In our tensor completion case, we apply this idea on tensors and successfully avoid the joint incoherence condition.

Now we will state our main result.

**Theorem 3.1.** Suppose $M$ is an $n_1 \times n_2 \times n_3$ tensor and its reduced t-SVD is given by $M = U \ast S \ast V^T$ where $U \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, $S \in \mathbb{R}^{r \times n_1 \times n_3}$ and $V \in \mathbb{R}^{n_2 \times n_3 \times n_3}$. Suppose $M$ satisfies the standard tensor incoherent condition (23) with parameter $\mu_0 > 0$. Then there exists constants $c_0, c_1, c_2 > 0$ such that if

$$p \geq c_0 \frac{\mu_0 r \log(n_1 + n_3)}{\min\{n_1, n_2\}} \tag{24}$$

Then $M$ is the unique minimizer to (22) with probability at least $1 - c_1((1 + n_3/n_3))^{-c_2}$.

The sampling model we use here is the Bernoulli model. There are some other widely used models include sampling with or without replacement. For matrix completion the recovery guarantees for different models are consistent, with only a change of the constant factors $[29], [30]$. We believe a similar result holds for tensors, and the analysis is in progress.

Note that we borrowed some idea of the matrix completion in our proof of Theorem 3.1. However, the technique of the proof is not as straightforward as the matrix completion case. First of all, we are sampling in
the original domain, but the tensor nuclear norm (TNN) is defined in the Fourier domain. In fact, let $\mathcal{P}_\Omega(\mathcal{Z})$ denotes the same size tensor as $\mathcal{Z}$ with $\mathcal{P}_\Omega(\mathcal{Z})_{ijk} = \mathcal{Z}_{ijk}$ if $(i, j, k) \in \Omega$ and zero otherwise. Then (22) can be rewritten as
\[
\min_{\mathcal{X}} \|\mathcal{X}\|_{TNN} \\
\text{subject to } \mathcal{P}(\mathcal{X}) = \mathcal{P}(\mathcal{M}).
\]
And it is equivalent to the following
\[
\min_{\mathcal{X}} \|\mathcal{X}\|_* \\
\text{subject to } \mathcal{F}\mathcal{F}^{-1}(\mathcal{X}) = \mathcal{F}\mathcal{F}^{-1}(\mathcal{M}),
\]
where $\mathcal{F}$ is a mapping which maps a third order tensor $\mathcal{Z}$ to $\mathcal{Z}$, and $\mathcal{F}^{-1}$ is its inverse transform. Now the above problem is a matrix completion problem under linear constraint and it is completely defined in the Fourier domain. However, instead of deriving the provable recovery conditions for the random linear operator $\mathcal{F}\mathcal{F}^{-1}$ slice-wise in the Fourier domain, in this paper we will closely follow the analysis in [11, 28] and implicitly tackle the recovery guarantees for the random sampling operator.

It is important to note that under the random sampling of the tensor, the problem does not reduce to slice-wise matrix completion under random sampling in the Fourier domain since the measurements are coupled. However this is indeed the case for random tubal sampling [31], which does separate into individual matrix completion, with random sampling in the Fourier domain as we describe next.

3.2 Tensor Completion with Random Tubal Sampling

Another way to sample the tensor is to perform random or adaptive tubal sampling as considered in an upcoming paper [31] for fingerprinting application. Here we will comment on the random tubal sampling. Instead of randomly sample entries of a third-order tensor $\mathcal{M}$ as above, one can randomly sample tensor tubes along the third dimension. One can use the following optimization algorithm for recovering the tensor
\[
\min_{\mathcal{X}} \|\mathcal{X}\|_{TNN} \\
\text{subject to } \mathcal{X}_{ijk} = \mathcal{M}_{ijk}, (i, j) \in \Omega, k = 1, 2, ..., n_3,
\]
where $\Omega$ is the set of observed tubes. It is easy to see that solving this optimization problem is equivalent to solving $n_3$ matrix completion problems in the Fourier domain.
\[
\min_{\mathcal{X}_{(k)}} \|\mathcal{X}_{(k)}\|_* \\
\text{subject to } \mathcal{X}_{(k)} = \mathcal{M}_{(k)}, (i, j) \in \Omega
\]
for $k = 1, 2, ..., n_3$. Therefore tensor completion problem with tubal sampling is essentially the matrix completion from random samplings of each slice in the Fourier domain. Then we can directly use the result of matrix completion here.

Suppose there are $p$ third-dimensional tubes of $\mathcal{M} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ are sampled according to the Bernoulli model, which means each tube in the tensor is sampled with probability $p$ independent of the other tubes. Then we have the following theorem, which also appears in [31].

**Theorem 3.2.** Let $\mathcal{M}$ be an $n_1 \times n_2 \times n_3$ tensor and its reduced $t$-SVD is given by $\mathcal{M} = \mathcal{U} * \mathcal{S} * \mathcal{V}$ where $\mathcal{U} \in \mathbb{R}^{n_1 \times r \times n_3}$, $\mathcal{S} \in \mathbb{R}^{r \times r \times n_3}$ and $\mathcal{V} \in \mathbb{R}^{n_2 \times r \times n_3}$. Suppose each frontal slice $\mathcal{M}^{(i)}$ satisfies the matrix weak incoherent condition [27] with parameter $\mu_0 > 0$. Then there exists constants $c_0, c_1, c_2 > 0$ such that

\[
p \geq c_0 \mu_0^r \log^2(n_1 + n_2) + c_2.
\]

Then $\mathcal{M}$ is the unique minimizer to (22) with probability at least $1 - c_1 n_3/(n_1 + n_2)^{c_2}$.

**A comment on the incoherencey conditions for tubal sampling:** In Theorem 3.2 each slice $\mathcal{M}^{(k)}$ in the Fourier domain needs to satisfy matrix weak incoherence condition [28] with parameter $\mu_0$. That is for all $k \in \{1, 2, ..., n_3\}$,
\[
\max_{i=1, 2, ..., n_1} \|\mathcal{U}_{(k)} e_i\|^2 \leq \sqrt{\frac{\mu_0 r}{n_1}},
\]
\[
\max_{j=1, 2, ..., n_2} \|\mathcal{V}_{(k)} e_j\|^2 \leq \sqrt{\frac{\mu_0 r}{n_2}},
\]
where $e_i$ denotes the $i$-th standard basis in $\mathbb{R}^{n_1}$. Note that similarly to our tensor case $1 \leq \mu_0 \leq \min\{n_1, n_2\}/r$.

However, the matrix incoherence condition of Equation (27) is not equivalent to the standard tensor incoherence conditions of Equations (23). In fact from Equations (27) we have
\[
\max_{i=1, 2, ..., n_1} \|\mathcal{U}_{(k)} e_i\|^2 \leq \frac{\sqrt{\mu_0 r}}{n_1}.
\]
\[
\max_{i=1, 2, ..., n_1} \sum_{k=1}^{n_3} \|\mathcal{U}_{(k)} e_i\|^2 \leq \frac{n_3 \mu_0 r}{n_1},
\]
\[
\max_{i=1, 2, ..., n_1} \|\mathcal{U}^T (:, i, :)\|^2 \leq \frac{n_3 \mu_0 r}{n_1},
\]
\[
\max_{j=1, 2, ..., n_2} \|\mathcal{V}^T \hat{e}_j\|^2 \leq \frac{\mu_0 r}{n_2},
\]
which is exactly the standard tensor incoherence condition. Now we can conclude our standard tensor incoherence condition from the matrix weak incoherence condition, but not vice versa since [29] does not imply [28]. So the standard tensor incoherence condition is much weaker and in the following section we will use this condition to prove our main theorem.
4 PROOF OF THE MAIN RESULTS

In this section we prove the Theorem 3.1. The main idea is to use the convex analysis to verify that $\mathcal{M}$ is the unique minimum tensor nuclear norm solution to (22).

To simplify the notation, without loss of generality, we assume $n_1 = n_2 = n$ and we don’t put any assumption on $n_3$. For the case $n_1 \neq n_2$ it is proved in the exact same manner.

Before continuing, some notations which are used in the proof need to be mentioned. Define a random variable $\delta_{ijk} = 1_{(i,j,k) \in \Omega}$ where $1_{(i)}$ is the indicator function. Define a projection $\mathcal{R}_\Omega: \mathbb{R}^{n \times n \times n} \rightarrow \mathbb{R}^{n \times n \times n}$ as follows.

$$\mathcal{R}_\Omega(\mathcal{Z}) = \sum_{i,j,k}^1 \frac{1}{p} \delta_{ijk} \mathcal{Z}_{ijk} \mathcal{E}_i \mathcal{E}_j \mathcal{E}_k$$ ........................................ (30)

Define another two projections $\mathcal{P}_T$ and $\mathcal{P}_{T\perp}$ as follows,

$$\mathcal{P}_T(\mathcal{Z}) = \mathcal{U} \mathcal{U}^\top \mathcal{Z} + \mathcal{Z} \mathcal{V} \mathcal{V}^\top - \mathcal{U} \mathcal{U}^\top \mathcal{Z} \mathcal{V} \mathcal{V}^\top$$
$$\mathcal{P}_{T\perp}(\mathcal{Z}) = \mathcal{Z} - \mathcal{P}_T(\mathcal{Z}) = (\mathcal{I} - \mathcal{U} \mathcal{U}^\top) \mathcal{Z} \mathcal{V} \mathcal{V}^\top$$

where $\mathcal{I}$ is the identity tensor of size $n \times n \times n_3$. Notice that for any $\mathcal{A}, \mathcal{B} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, we have $\langle \mathcal{P}_T(\mathcal{A}), \mathcal{P}_{T\perp}(\mathcal{B}) \rangle = 0$. It is straightforward to verify from the definition in the Fourier domain.

Similarly to the matrix completion case, we construct a tensor dual certificate $\mathcal{Y}$ and show it satisfies certain conditions. We define a $\ell_{\infty,2^*}$-norm for tensors. It returns the largest $\ell_2$-norm of the tensor row or tensor column of a third-order tensor.

$$\|\mathcal{Z}\|_{\infty,2^*} := \max \left\{ \max_i \sqrt{\sum_{b,k} \mathcal{Z}_{ibk}^2}, \max_j \sqrt{\sum_{a,k} \mathcal{Z}_{ajk}^2} \right\}$$

The following proposition and lemma directly support the proof of the main theorem and will be proved in the appendix.

Proposition 4.1. Suppose $p$ satisfies (24), then tensor $\mathcal{M}$ is the unique minimizer to (22) if the following conditions hold.

1. $\|\mathcal{P}_T \mathcal{R}_\Omega \mathcal{P}_T - \mathcal{P}_{T\perp}\|_{op} \leq \frac{1}{2}$

2. There exists a tensor $\mathcal{Y}$ such that $\mathcal{P}_\Omega(\mathcal{Y}) = \mathcal{Y}$ and

(a) $\|\mathcal{P}_T(\mathcal{Y}) - \mathcal{U} \mathcal{V}^\top\|_F \leq \frac{1}{4nm^2}$
(b) $\|\mathcal{P}_{T\perp}(\mathcal{Y})\| \leq \frac{1}{2}$

Lemma 4.1. Suppose $\|\mathcal{P}_T \mathcal{R}_\Omega \mathcal{P}_T - \mathcal{P}_{T\perp}\|_{op} \leq \frac{1}{2}$. Then for any $\mathcal{Z}$ such that $\mathcal{P}_{T\perp}(\mathcal{Z}) = 0$, we have

$$\frac{1}{2} \|\mathcal{P}_{T\perp}(\mathcal{Z})\|_{TTN} > \frac{1}{4nm^3} \|\mathcal{P}_T(\mathcal{Z})\|_F$$ ........................................ (31)

with very high probability.

Proof of Theorem 3.1. We now proceed our proof of the main theorem.

Proof. The main idea is we want to prove under these conditions, for any $\mathcal{Z}$ supported in $\Omega^c$, $\|\mathcal{M} + \mathcal{Z}\|_{TTN} > \|\mathcal{M}\|_{TTN}$. The following 3 facts are used in the main proof.

Fact 4.1. $\|\mathcal{A}\|_{TTN} = n_3 \sup_{\|\mathcal{B}\|_{TTN} \leq 1} \langle \mathcal{A}, \mathcal{B} \rangle$, where $\mathcal{A}, \mathcal{B} \in \mathbb{R}^{n \times n \times n_3}$. Specifically, if the t-SVD of $\mathcal{A}$ is given by $\mathcal{A} = \mathcal{U} \mathcal{S} \mathcal{V}^\top$, then let $\mathcal{B} = \mathcal{U} \mathcal{V}$. Obviously $\|\mathcal{B}\| \leq 1$ and we have $n_3 \langle \mathcal{A}, \mathcal{B} \rangle = \text{trace}(\mathcal{S}) = \|\mathcal{A}\|_{TTN}$.

Recall that for matrix case, we have $\|\mathcal{A}\|_* = \sup_{\|\mathcal{B}\| \leq 1} \langle \mathcal{A}, \mathcal{B} \rangle$, where $\mathcal{A}, \mathcal{B} \in \mathbb{R}^{n \times n}$. Then the fact is coming from

$$\|\mathcal{A}\|_{TTN} = \|\mathcal{A}\|_* = \sup_{\|\mathcal{B}\| \leq 1} \langle \mathcal{A}, \mathcal{B} \rangle = n_3 \sup_{\|\mathcal{B}\| \leq 1} \langle \mathcal{A}, \mathcal{B} \rangle$$

Define the t-SVD of $\mathcal{P}_{T\perp}(\mathcal{Z})$ to be $\mathcal{P}_{T\perp}(\mathcal{Z}) = \mathcal{U}_{\perp} \mathcal{S}_{\perp} \mathcal{V}_{\perp}^\top$, where $\mathcal{Z} \in \mathbb{R}^{n \times n \times n_3}$ such that $\mathcal{P}_{T\perp}(\mathcal{Z}) = 0$. Then use the fact above we have

$$\|\mathcal{P}_{T\perp}(\mathcal{Z})\|_{TTN} = n_3 \langle \mathcal{U}_{\perp} \mathcal{V}_{\perp}^\top, \mathcal{P}_{T\perp}(\mathcal{Z}) \rangle$$ ........................................ (32)

Fact 4.2. $\|\mathcal{M}\|_{TTN} = n_3 (\mathcal{U} \mathcal{V}^\top + \mathcal{U}_{\perp} \mathcal{V}_{\perp}^\top, \mathcal{M})$

Since $\mathcal{P}_T(\mathcal{U}) = \mathcal{U}$ and $\mathcal{P}_{T\perp}(\mathcal{U}_{\perp}) = \mathcal{U}_{\perp}$, we have $\mathcal{U} \mathcal{U}^\top = 0$ and similarly $\mathcal{V} \mathcal{V}^\top = 0$ by definition.

Then the fact can be verified by the following

$$n_3 (\mathcal{U} \mathcal{V}^\top, \mathcal{M}) = n_3 (\mathcal{U} \mathcal{V}^\top + \mathcal{U}_{\perp} \mathcal{V}_{\perp}^\top, \mathcal{M}) = \text{trace}((\mathcal{U} \mathcal{V}^\top + \mathcal{U}_{\perp} \mathcal{V}_{\perp}^\top) \mathcal{U} \mathcal{S} \mathcal{V}^\top)$$
$$= \text{trace}(\mathcal{S}) = \|\mathcal{M}\|_{TTN}$$

Fact 4.3. $\|\mathcal{U} \mathcal{V}^\top + \mathcal{U}_{\perp} \mathcal{V}_{\perp}^\top\| = 1$

Consider a matrix $\mathcal{Q}$ such that

$$\mathcal{Q} = \bar{\mathcal{U}} \bar{\mathcal{V}}^\top + \mathcal{U}_{\perp} \mathcal{V}_{\perp}^\top = [ \bar{\mathcal{U}} \mathbf{0} ] \cdot [ \mathcal{V}_{\perp}^\top ]$$

Since $\bar{\mathcal{U}}^\top \mathcal{U}_{\perp} = 0$ and $\mathcal{V}_{\perp}^\top \mathcal{V}_{\perp} = 0$, the above expression is the matrix singular value decomposition of $\mathcal{Q}$, so we have

$$\|\mathcal{U} \mathcal{V}^\top + \mathcal{U}_{\perp} \mathcal{V}_{\perp}^\top\| = \|\bar{\mathcal{U}} \mathcal{V}^\top + \mathcal{U}_{\perp} \mathcal{V}_{\perp}^\top\| = \|\mathcal{Q}\| = 1$$
Now using the above facts, given any $Z \in \mathbb{R}^{n \times n \times n_3}$ such that $P_{\Omega}(Z) = 0$, we have
\[
\| M + Z \|_{TNN} \\
\geq n_3(\mathbf{u} \ast V^\top + U_\perp \ast V_\perp^\top, M + Z) \\
= \| M \|_{TNN} + n_3(\mathbf{u} \ast V^\top + U_\perp \ast V_\perp^\top, Z) \\
= \| M \|_{TNN} + n_3(\mathbf{u} \ast V^\top, P_T(Z)) \\
+ n_3(U_\perp \ast V_\perp^\top, P_{T\perp}(Z)) \\
= \| M \|_{TNN} + n_3(\mathbf{u} \ast V^\top, P_T(Z)) \\
+ n_3(U_\perp \ast V_\perp^\top, P_{T\perp}(Z)) \\
- n_3(Y, Z) \\
= \| M \|_{TNN} + n_3(\mathbf{u} \ast V^\top - P_T(Y), P_T(Z)) \\
+ n_3(U_\perp \ast V_\perp^\top - P_{T\perp}(Y), P_{T\perp}(Z)) \\
= \| M \|_{TNN} + \langle \mathbf{u} \ast V^\top - P_T(Y), P_T(Z) \rangle \\
+ \| P_{T\perp}(Z) \|_{TNN} - \langle P_{T\perp}(Y), P_{T\perp}(Z) \rangle \\
\geq \| M \|_{TNN} - \| \mathbf{u} \ast V^\top - P_T(Y) \|_F \| P_T(Z) \|_F \\
+ \| P_{T\perp}(Z) \|_{TNN} - \| P_{T\perp}(Y) \|_F \| P_{T\perp}(Z) \|_F \\
\geq \| M \|_{TNN} - \frac{1}{4n_3} \| P_T(Z) \|_F + \frac{1}{2} \| P_{T\perp}(Z) \|_{TNN} \\
\geq \| M \|_{TNN}
\] (33)

where (33) uses the Fact 4.1 in (34) is a tensor dual certificate supported in $\Omega$ such that $P_{\Omega}(Y) = Y$. So it is easy to show $\langle Z, Y \rangle = 0$ using the standard basis decomposition; (35) uses equation (32); And (36) is based on the following two facts for any same size matrices $A$ and $B$:
\[
\langle A, B \rangle \leq \| A \|_F \| B \|_F \\
\langle A, B \rangle \leq \| A \|_F \| B \|_*$
and (37) uses the Condition 2 of Proposition 4.1.

Therefore, for any $X \neq M$ obeying $P_{\Omega}(X - M) = 0$, we have $\| X \|_{TNN} > \| M \|_{TNN}$, hence $M$ is the unique minimizer of (22), end of proof.

5 Numerical Experiments

To demonstrate our results, we conducted some numerical experiments to recover a 3-rd order tensor of different size $n_1 \times n_2 \times n_3$ and tubal-ranks $r$, from $m$ observed entries. For each episode we generated a $n_1 \times n_2 \times n_3$ random tensor with i.i.d. Gaussian entries, performed a t-SVD of it, kept the first $r$ singular tubes and got $M$. We sampled $m$ entries of $M$ uniformly at random and try to recover $M$ using [22]. We call the solution $X_0$. If the relative square error (RSE): $\| X_0 - M \|_F / \| M \|_F \leq 10^{-3}$, then we say the recovery is correct. We repeated our experiments 20 times and the results are shown in Figure 4. In the left figure, the color of each cell reflects the empirical recovery rate ranging from 0 to 1. White cell means exact recovery in all the experiments and black cell means all the experiments failed. The right figure is the RSE plot of one typical run of the simulation. For each cell the value reflects the RSE of the recovery under the corresponding sampling rate and tubal rank. Black denotes 1 and white denotes 0.

![Fig. 4: (a) $40 \times 40 \times 30$ tensor. (b) $30 \times 30 \times 20$ tensor.](image)

For practical application we tested 5 algorithms for video data completion from randomly missing entries. The first method is performing matrix completion [32] on each frame of the tensor, the second approach is the Low Rank Tensor Completion (LRTC) algorithm in [9], the third one is the tensor completion in Tucker format by Riemannian optimization [33], the fourth approach is our tensor completion with random sampling via t-SVD, and the last approach is tensor completion with tubal sampling [31] as explained in Section 3. The size of the video is $144 \times 256 \times 80$ and we randomly sampled 50% entries from the video. Note that for the first 4 approaches we used the same sampling model, but for the last approach, which is tensor completion with tubal sampling, we sampled 50% tubes of the original video. The result is shown in Figure 5. We compared relative square error (RSE) of each approach in our simulation and the result is in Table 2 which shows that both our approach yields a better performance over the other 4 methods in the experiment.
6 Conclusion

In this paper we have shown that under the certain Tensor Standard Incoherent condition, one can perfectly recover a tensor with low tubal-rank, and establish a theoretical bound for exact completion. We compared different tensor completion approaches in experiment and showed that our method yields a better performance over the others on some real data sets.

Our results indicate that for tensors of moderate order, t-SVD can provide a computationally as well as theoretically sound analysis framework. Moreover, in this framework the tools and methods developed to deal with prediction and learning problems for matrices using vector space methods can be adapted to obtain reliable performance guarantees.
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and \( \|X_k\| \leq M \) almost surely for all \( k \). Then for any \( \tau > 0 \),
\[
P\left( \sum_{k=1}^{L} X_k > \tau \right) \leq (d_1 + d_2) \exp \left( -\frac{\tau^2}{2} \frac{1}{\sum_{k=1}^{L} \sigma_k^2 + M/3} \right)
\] (38)

This theorem is a corollary of an Chernoff bound for finite dimension operators developed by [34]. An extension of this theorem [33] states that if
\[
\max \left\{ \left\| \sum_{k=1}^{L} X_k X_k^\top \right\|, \left\| \sum_{k=1}^{L} X_k^\top X_k \right\| \right\} \leq \sigma^2
\] (39)
and let
\[
\tau = \sqrt{4c\sigma^2 \log(d_1 + d_2) + cM \log(d_1 + d_2)}
\]
for any \( c > 0 \). Then (38) becomes
\[
P\left( \sum_{k=1}^{L} X_k \geq \tau \right) \leq (d_1 + d_2)^{-(c-1)}
\] (40)

The following fact is very useful and will be used frequently in this section.

Fact A.1. \( \|P_T(\hat{\xi}_i \ast \hat{\xi}_k \ast \hat{\epsilon}_j)\|_F^2 \leq \frac{2\mu r}{n} \)

Proof of Proposition 4.1 Condition 1.

Proof. First note that
\[
E[P_T R_{ij} P_T] = P_T(E[R_{ij}]) P_T = P_T,
\] (41)
which gives
\[
E[P_T R_{ij} P_T - P_T] = 0
\]
and
\[
E[P_T R_{ij} P_T - P_T] = 0
\] (42)

Our goal is to prove the operator \( P_T R_{ij} P_T \) is not far away from its expected value \( P_T \) in the spectral norm using the Noncommutative Bernstein Inequality.

Given any tensor \( \mathcal{Z} \) of size \( n \times n \times n_3 \), we can decompose \( P_T(\mathcal{Z}) \) as the following
\[
P_T(\mathcal{Z}) = \sum_{i,j,k} (P_T(\mathcal{Z}_i \ast \hat{\xi}_k \ast \hat{\epsilon}_j \ast \hat{\xi}_i \ast \hat{\xi}_k \ast \hat{\epsilon}_j) \ast \hat{\xi}_i \ast \hat{\xi}_k \ast \hat{\epsilon}_j)
\]
\[
= \sum_{i,j,k} (P_T(\mathcal{Z}_i \ast \hat{\xi}_k \ast \hat{\epsilon}_j \ast \hat{\xi}_i \ast \hat{\xi}_k \ast \hat{\epsilon}_j)) \ast \hat{\xi}_i \ast \hat{\xi}_k \ast \hat{\epsilon}_j
\]
This gives
\[
R_{ij} P_T(\mathcal{Z}) = \sum_{i,j,k} \frac{1}{p} \delta_{ikj} (\mathcal{Z}_i \ast \hat{\xi}_k \ast \hat{\epsilon}_j \ast \hat{\xi}_i \ast \hat{\xi}_k \ast \hat{\epsilon}_j)
\]
\[
= \sum_{i,j,k} \frac{1}{p} \delta_{ikj} (\mathcal{Z}_i \ast \hat{\xi}_k \ast \hat{\epsilon}_j \ast \hat{\xi}_i \ast \hat{\xi}_k \ast \hat{\epsilon}_j)
\]
and
\[
P_T R_{ij} P_T(\mathcal{Z})
\]
and this implies
\[ \mathcal{P}_T \mathcal{R}_0 \mathcal{P}_T(\mathbf{z}) = \sum_{i,j,k} \frac{1}{p} \delta_{ijk} \langle \mathbf{z}, \mathcal{P}_T(\mathbf{e}_i \hat{\mathbf{e}}_k \mathbf{e}_j^\top) \rangle \mathcal{P}_T(\mathbf{e}_i \hat{\mathbf{e}}_k \mathbf{e}_j^\top) \]

Define the operator \( \mathcal{T}_{ijk} \) which maps \( \mathbf{z} \) to \( \frac{1}{p} \delta_{ijk} \langle \mathbf{z}, \mathcal{P}_T(\mathbf{e}_i \hat{\mathbf{e}}_k \mathbf{e}_j^\top) \rangle \mathcal{P}_T(\mathbf{e}_i \hat{\mathbf{e}}_k \mathbf{e}_j^\top) \). Observe that \( \| \mathcal{T}_{ijk} \|_{op} = \| \mathcal{T}_{ijk} \| = \frac{1}{p} \| \mathcal{P}_T(\mathbf{e}_i \hat{\mathbf{e}}_k \mathbf{e}_j^\top) \|_F^2 \) and \( \| \mathcal{P}_T \|_{op} = \| \mathcal{P}_T \| \leq 1 \). Then we have
\[
\| \mathcal{T}_{ijk} - \frac{1}{n^2 n_3} \mathcal{P}_T \|_{op} = \| \mathcal{T}_{ijk} - \frac{1}{n^2 n_3} \mathcal{P}_T \| \\
\leq \max \left\{ \frac{1}{p} \| \mathcal{P}_T(\mathbf{e}_i \hat{\mathbf{e}}_k \mathbf{e}_j^\top) \|_F^2, \frac{1}{n^2 n_3} \right\} \\
\leq 2 \mu_{\mathcal{T}} \mu_{\mathcal{P}} n \frac{1}{n^2 n_3} 
\]
where the first inequality uses the fact that if \( A \) and \( B \) are positive semidefinite matrices, then \( \| A - B \| \leq \max \{ \| A \| , \| B \| \} \).

On the other hand, observe that from (41) we have
\[
\mathbb{E}[\mathcal{T}_{ijk}] = \frac{1}{n^2 n_3} \mathcal{P}_T. \]
So
\[
\left\| \mathbb{E}[\mathcal{T}_{ijk} - \frac{1}{n^2 n_3} \mathcal{P}_T]^2 \right\| = \left\| \mathbb{E}[\mathcal{T}_{ijk} - \frac{1}{n^2 n_3} \mathcal{P}_T]^2 \right\| \\
\leq \left\| \frac{1}{p} \| \mathcal{P}_T(\mathbf{e}_i \hat{\mathbf{e}}_k \mathbf{e}_j^\top) \|_F^2 \mathcal{T}_{ijk} - \frac{1}{n^2 n_3} \mathcal{P}_T \mathbb{E}[\mathcal{T}_{ijk}] \right\| \\
+ \frac{1}{n^2 n_3} \mathcal{P}_T \| \\
\leq \frac{1}{p} \| \mathcal{P}_T(\mathbf{e}_i \hat{\mathbf{e}}_k \mathbf{e}_j^\top) \|_F^2 \frac{1}{n^2 n_3} \mathcal{P}_T - \frac{1}{n^4 n_3} \mathcal{P}_T \| \\
\leq \frac{1}{p} \frac{2 \mu_{\mathcal{T}}}{n \frac{1}{n^2 n_3}} \| \mathcal{P}_T \|
\]

Now let
\[
\tau = \sqrt{\frac{14 \beta \mu_{\mathcal{R}} \log(n n_3)}{3 np}} \leq \frac{1}{2}
\]
with some constant \( \beta > 1 \). The inequality holds given \( p \) satisfying (24) with \( c_0 \) large enough. Use Theorem A.1 we have,
\[
\mathbb{P} \left[ \| \mathcal{P}_T \mathcal{R}_0 \mathcal{P}_T(\mathbf{z}) - \mathcal{P}_T \|_{op} > \tau \right] = \mathbb{P} \left[ \| \mathcal{T}_{ijk} - \frac{1}{n^2 n_3} \mathcal{P}_T \|_{op} > \tau \right] \leq 2m n_3 \exp \left( \frac{14 \beta \mu_{\mathcal{R}} \log(n n_3)}{2 \mu_{\mathcal{P}} n \frac{1}{n^2 n_3}} \right) \\
\leq 2(n n_3)^{1-\beta}
\]

Then we have
\[
\mathbb{P} \left[ \| \mathcal{P}_T \mathcal{R}_0 \mathcal{P}_T - \mathcal{P}_T \|_{op} \leq \frac{1}{2} \right] \geq \mathbb{P} \left[ \| \mathcal{P}_T \mathcal{R}_0 \mathcal{P}_T - \mathcal{P}_T \|_{op} \leq \tau \right] \geq 1 - 2(n n_3)^{1-\beta},
\]
which finishes the proof. \( \square \)

**APPENDIX B**

**PROOF OF LEMMA 4.1**

**Proof.** Given any \( \mathbf{z} \) such that \( \mathcal{P}_T(\mathbf{z}) = 0 \) and \( \| \mathcal{P}_T \mathcal{R}_0 \mathcal{P}_T - \mathcal{P}_T \|_{op} \geq 1/2 \), we have
\[
\langle \mathbf{z}, \mathcal{P}_T \mathcal{R}_0 \mathcal{P}_T(\mathbf{z}) - \mathcal{P}_T(\mathbf{z}) \rangle \geq -\frac{1}{2} \| \mathbf{z} \|_F
\]
which gives
\[
\langle \mathbf{z}, \mathcal{P}_T \mathcal{R}_0 \mathcal{P}_T(\mathbf{z}) - \mathcal{P}_T(\mathbf{z}) \rangle \geq -\frac{1}{2} \| \mathbf{z} \|_F
\]

Note that
\[
\langle \mathbf{z}, \mathcal{P}_T \mathcal{R}_0 \mathcal{P}_T(\mathbf{z}) \rangle = \frac{1}{\sqrt{n_3}} \langle \mathbf{z}, \mathcal{P}_T \mathcal{R}_0 \mathcal{P}_T(\mathbf{z}) \rangle_F
\]
\[
= \frac{1}{\sqrt{n_3}} \| \mathcal{R}_0 \mathcal{P}_T(\mathbf{z}) \|_F^2
\]
\[
= \sqrt{n_3} \| \mathcal{R}_0 \mathcal{P}_T(\mathbf{z}) \|_F^2
\]
\[
= \sqrt{n_3} \| \mathcal{R}_0 \mathcal{P}_T(\mathbf{z}) \|_F^2
\]
\[
= \sqrt{n_3} \| \mathcal{R}_0 \mathcal{P}_T(\mathbf{z}) \|_F^2
\]
\[
\leq \sqrt{n_3} \| \mathcal{P}_T(\mathbf{z}) \|_F^2
\]
Thus
\[
\left\| \mathcal{P}_T(\mathbf{z}) \right\|_F^2
\]
\[
= \frac{p^2}{\sqrt{n_3}} \langle \mathbf{z}, \mathcal{P}_T \mathcal{R}_0 \mathcal{P}_T(\mathbf{z}) \rangle
\]
\[
= \frac{p^2}{\sqrt{n_3}} \left( -\frac{1}{2} \| \mathbf{z} \|_F + \langle \mathbf{z}, \mathcal{P}_T(\mathbf{z}) \rangle \right)
\]
\[
= \frac{p^2}{\sqrt{n_3}} \left( \frac{1}{\sqrt{n_3}} \langle \mathbf{z}, \mathcal{P}_T(\mathbf{z}) \rangle - \frac{1}{2} \| \mathbf{z} \|_F \right)
\]
\[
= \frac{p^2}{n_3} \| \mathcal{P}_T(\mathbf{z}) \|_F^2 - \frac{p^2}{2 \sqrt{n_3}} \| \mathbf{z} \|_F^2
\]
\[
\geq \left( p^2 - \frac{p^2}{2 \sqrt{n_3}} \right) \| \mathcal{P}_T(\mathbf{z}) \|_F^2 - \frac{p^2}{2 \sqrt{n_3}} \| \mathcal{P}_T(\mathbf{z}) \|_F^2
\]
Then we have
\[
\| \mathcal{P}_T(\mathbf{z}) \|_F^2 \geq \frac{p^2}{2 \sqrt{n_3}} - \frac{p^2}{2 \sqrt{n_3}} \| \mathcal{P}_T(\mathbf{z}) \|_F^2
\]
\[
= \frac{1}{4 \sqrt{n_3}} \| \mathcal{P}_T(\mathbf{z}) \|_F^2
\]
It follows that
\[
\| \mathcal{P}_T(\mathbf{z}) \|_{TNN} = \| \mathcal{P}_T(\mathbf{z}) \|_F
\]
\[
\geq \| \mathcal{P}_T(\mathbf{z}) \|_F
\]
\[
\geq \frac{1}{2 \sqrt{n_3}} \| \mathcal{P}_T(\mathbf{z}) \|_F
\]
which finishes the proof.

APPENDIX C
PROOF OF PROPOSITION 4.1 CONDITION 2
To finish the proof some more lemmas are needed. NOTE: The proofs of these Lemmas are provided in the Supplementary Materials for review purposes.

The following lemma states that \( \Omega_i(\Z) \) is closed to \( \Z \) in tensor spectral norm. And the difference is bounded using both \( \ell_\infty \) norm and the \( \ell_{\infty,2^\ast} \) norm.

Lemma C.1. If \( p \) satisfies the condition in Theorem 3.1 and \( \Z \in \R^{n \times n \times n_3} \). Then for any constant \( c > 0 \), we have

\[
\| \Omega_i(\Z) - \Z \| \leq c \left( \frac{\log(n n_3)}{p} \| \Z \|_\infty + \sqrt{\frac{\log(n n_3)}{p} \| \Z \|_{\infty,2^\ast}} \right) 
\]

(43)

holds with probability at least \( 1 - (2n n_3)^{(c - 1)} \).

The lemma below bounds the \( \ell_{\infty,2^\ast} \) distance between \( \Omega_i(\Z) \) and \( \Omega_i(\Z) \).

Lemma C.2. If \( p \) satisfies the condition in Theorem 3.1 for some \( c_2 > 0 \), and \( \Z \in \R^{n \times n \times n_3} \). Then

\[
\| \Omega_i(\Z) - \Omega_i(\Z) \|_{\infty,2^\ast} \leq \frac{1}{2} \| \Z \|_{\infty,2^\ast} + \frac{\sqrt{n}}{\mu_0} \| \Z \|_\infty
\]

with probability at least \( 1 - 2n (c_2 - 2)n_3^{(c_2 - 1)} \).

Using Lemma C.1, we have the following Lemma.

Lemma C.3. If \( p \) satisfies the condition in Theorem 3.1 for some \( c_3 > 0 \), and \( \Z \in \R^{n \times n \times n_3} \). Then

\[
\| \Omega_i(\Z) - \Omega_i(\Z) \|_{\infty,2^\ast} \leq \frac{1}{2} \| \Z \|_\infty 
\]

(44)

with probability at least \( 1 - 2n (c_3 - 2)n_3^{(c_3 - 1)} \).

Using these Lemmas we can now prove the Proposition 4.1 Condition 2.

Proof. (a) We will first construct a tensor helper \( \Y \) and then show it satisfies both conditions here. We will use an approach called Golfing Scheme introduced by Gross [36] and we will follow the idea in [11][28] where the strategy is to construct \( \Y \) iteratively. Let \( \Omega \) be a union of smaller sets \( \Omega_i \) such that \( \Omega = \cup_{i=1}^{t_0} \Omega_i \). For each \( t \), define

\[
P[(i, j, k) \in \Omega_i] = q := 1 - (1 - p)^{1/t_0}
\]

and it is easy to verify that it’s equivalent to our original \( \Omega \). Define \( \R_{\Omega_i} \) similarly to \( \R_i \) as follows

\[
\R_{\Omega_i}(\Z) = \sum_{i,j,k} 1_{(i,j,k) \in \Omega_i} \Z_{i,j,k} \hat{e}_i \hat{e}_j \hat{e}_k \hat{e}_j^\top
\]

set \( W_0 = 0 \) and for \( t = 1, 2, ..., t_0 \)

\[
W_t = W_{t-1} + \R_{\Omega_i}(\Z) \left( \U \V^\top - \Omega(\Z_{t-1}) \right)
\]

(45)

and the helper tensor \( \Y = W_{t_0} \). By this construction we can see \( \Omega_i(\Y) = \Y \).

For \( t = 0, 1, ..., t_0 \), set \( \D_t = \U \V^\top - \Omega(\Z_{t-1}) \). Then we have

\[
\D_0 = \U \V^\top 
\]

and

\[
\D_t = (\P_T - \P_T \Omega_i(\Z)) \left( \D_{t-1} \right)
\]

(46)

Note that \( \Omega_i \) is independent of \( \D_t \), we have

\[
\| \D_t \|_F \leq \| \P_T - \P_T \Omega_i(\Z) \| \| \D_{t-1} \| \leq \frac{1}{2} \| \D_{t-1} \|_F
\]

since \( q \geq p/t_0 \geq c_1 \mu_0 \log(n n_3) / n \), from Proposition 4.1 condition (1) we have

\[
\| \P_T(\Y) - \U \V^\top \|_F 
\]

\[
= \| \D_t \|
\]

\[
\leq \left( \frac{1}{2} \right)^{t_0} \| \U \V^\top \|_F
\]

\[
\leq \frac{1}{4(n n_3)^2} \sqrt{r}
\]

\[
\leq \frac{1}{4n n_3}
\]

(b) From (45) we know that \( \Y = W_{t_0} = \sum_{i=1}^{t_0} \left( \R_{\Omega_i}(\Z) \right) \). so use Lemma C.1 we obtain for some constant \( c > 0 \),

\[
\| \P_T(\Y) - \U \V^\top \|_F 
\]

\[
= \sum_{i=1}^{t_0} \| \R_{\Omega_i}(\Z) \|_F
\]

\[
\leq c \sum_{t=1}^{t_0} \left( \frac{\log(n n_3)}{q} \right) \| \D_{t-1} \|_\infty,2^\ast
\]

\[
\leq c \sum_{i=1}^{t_0} \left( \frac{n}{\mu_0} \| \D_{t-1} \|_\infty + \frac{n}{\mu_0} \| \D_{t-1} \|_{\infty,2^\ast} \right)
\]

where we could bound term \( \| \D_{t-1} \|_\infty \) using Lemma C.3 as follows,

\[
\| \D_{t-1} \|_\infty 
\]

\[
= \| \P_T - \P_T \Omega_i(\Z) \|_\infty 
\]

\[
\leq \left( \frac{1}{2} \right)^{t_0} \| \U \V^\top \|_\infty 
\]

(47)
by the standard incoherent condition. We also have
\[ \| \mathbf{U} \ast \mathbf{V}^\top \|_{\infty, 2} \]
\[ = \max_{i,j} \left\{ \| \mathbf{U} \ast \mathbf{v}^\top, \| \mathbf{e}^\top \ast \mathbf{U} \|_{2} \right\} \]
\[ \leq \sqrt{\frac{\mu_0 r}{n}} \]
and thus
\[ \| P_T^\perp (Y) \| \leq \frac{8c}{\sqrt{c_0}} \leq \frac{1}{2} \]
given \( c_0 \) large enough.

\[ \frac{1}{2} \left( \frac{1}{2} \right)^{t-1} \sqrt{\frac{n}{\mu_0 r}} \| \mathbf{U} \ast \mathbf{V}^\top \|_{\infty} \]
\[ + \left( \frac{1}{2} \right)^{t-1} \| \mathbf{U} \ast \mathbf{V}^\top \|_{\infty, 2} \]

First let’s bound \( \| \mathbf{U} \ast \mathbf{V}^\top \|_{\infty} \). We have
\[ \| \mathbf{U} \ast \mathbf{V}^\top \|_{\infty} = \max_{i,j,k} \left( \mathbf{U}(i, :, :) \ast \mathbf{v}^\top (j, :) \right)_k \]
\[ = \max_{i,j} \| \mathbf{U}(i, :, :) \ast \mathbf{v}^\top (j, :) \|_{\infty} \]

Note the fact that for two tensor tubes \( \mathbf{t}, \mathbf{c} \in \mathbb{R}^{1 \times 1 \times n_3} \), use the Cauchy-Schwarz inequality we get
\[ \| \mathbf{t} \ast \mathbf{c} \|_{\infty} \leq \| \mathbf{t} \|_{2} \| \mathbf{c} \|_{2} \]

Then let \( \hat{\mathbf{u}}_t = \mathbf{U}(i, t, :) \), \( \hat{\mathbf{v}}^\top = \mathbf{V}^\top (t, :) \), we can further write \( \| \mathbf{U} \ast \mathbf{V}^\top \|_{\infty} \) as follows
\[ \| \mathbf{U} \ast \mathbf{V}^\top \|_{\infty} = \max_{i,j} \left\{ \sum_{t=1}^{r} \| \hat{\mathbf{u}}_t \ast \hat{\mathbf{v}}_t^\top \|_{\infty} \right\} \]
\[ \leq \max_{i,j} \sum_{t=1}^{r} \| \hat{\mathbf{u}}_t \ast \hat{\mathbf{v}}_t^\top \|_{\infty} \]
\[ \leq \max_{i,j} \sum_{t=1}^{r} \| \hat{\mathbf{u}}_t \|_{2} \| \hat{\mathbf{v}}_t^\top \|_{2} \]
\[ \leq \max_{i,j} \sum_{t=1}^{r} \left( \frac{1}{2} \left( \| \hat{\mathbf{u}}_t \|_{2}^2 + \| \hat{\mathbf{v}}_t^\top \|_{2}^2 \right) \right) \]
\[ = \max_{i,j} \left\{ \frac{1}{2} \| \hat{\mathbf{e}}_i^\top \ast \mathbf{u} \|_{2}^2 + \frac{1}{2} \| \mathbf{V}^\top \ast \hat{\mathbf{e}}_j \|_{2}^2 \right\} \]
\[ \leq \frac{\mu_0 r}{n} \]
Supplementary Proofs

Proof of Lemma C.1

Proof. Let

$$\mathcal{R}_{ij}(\mathbf{Z}) - \mathbf{Z} = \sum_{i,j,k} \mathbf{e}_{(ijk)}$$

where $\mathbf{e}_{(ijk)}$ are independent tensors. Then we have

$$\mathbf{e}_{(ijk)} = \sum_{i,j,k} \left( \frac{1}{p} \delta_{ijk} - 1 \right) \mathbf{Z}_{ijk} \mathbf{e}_i \mathbf{e}_k \mathbf{e}_j^T$$

Notice that $\mathbb{E} \left[ \mathbf{e}_{(ijk)} \right] = 0$ and $\| \mathbf{e}_{(ijk)} \| \leq \frac{1}{p} \| \mathbf{Z} \|_\infty$.

Moreover,

$$\mathbb{E} \left[ \sum_{i,j,k} \mathbf{e}_{(ijk)}^T \mathbf{e}_{(ijk)} \right] = \sum_{i,j,k} \mathbf{Z}_{ijk} \mathbf{e}_i \mathbf{e}_k \mathbf{e}_j^T \mathbf{e}_j^T$$

$$\leq \frac{1}{p} \| \mathbf{Z} \|_\infty^2$$

since $\mathbf{e}_j \mathbf{e}_j^T$ will return a zero tensor except for $(j,j,1)$th entry equaling 1, we have

$$\mathbb{E} \left[ \sum_{i,j,k} \mathbf{e}_{(ijk)}^T \mathbf{e}_{(ijk)} \right] = \frac{1}{p} \max_j \sum_{i,k} \mathbf{Z}_{ijk}$$

$$\leq \frac{1}{p} \| \mathbf{Z} \|_{\infty,2}^2$$

And $\mathbb{E} \left[ \sum_{i,j,k} \mathbf{e}_{(ijk)}^T \mathbf{e}_{(ijk)} \right]$ is bounded similarly. Then use the extension of Theorem A.1, for any $c' > 0$ we have

$$\| \mathcal{R}_{ij}(\mathbf{Z}) - \mathbf{Z} \| = \| \mathcal{R}_{ij}(\mathbf{Z}) - \mathbf{Z} \|_2$$

$$\leq \sum_{i,j,k} \left( \frac{4c'}{p} \| \mathbf{Z} \|_{\infty,2}^2 \log(2nn_3) + \frac{c'}{p} \| \mathbf{Z} \|_\infty \log(2nn_3) \right)$$

$$\leq \frac{c}{p} \left( \log(nn_3) \| \mathbf{Z} \|_\infty + \frac{\log(nn_3)}{p} \| \mathbf{Z} \|_{\infty,2} \right)$$

holds with probability at least $1 - \left( \frac{2nn_3}{c'} \right)^{-c}$ for any $c \geq \max \{ c', 2\sqrt{c'} \}$.

Proof of Lemma C.2

Proof. Consider any $b$th tensor column of $\mathcal{P}_T \mathcal{R}_{ij}(\mathbf{Z}) - \mathcal{P}_T(\mathbf{Z})$:

$$(\mathcal{P}_T \mathcal{R}_{ij}(\mathbf{Z}) - \mathcal{P}_T(\mathbf{Z})) \ast \mathbf{e}_b$$

$$= \sum_{i,j,k} \left( \frac{1}{p} \delta_{ijk} - 1 \right) \mathbf{Z}_{ijk} \mathbf{e}_i \mathbf{e}_k \mathbf{e}_j^T \ast \mathbf{e}_b$$

$$:= \sum_{i,j,k} \tilde{\mathbf{a}}_{ijk}$$

where $\tilde{\mathbf{a}}_{ijk} \in \mathbb{R}^{n \times 1 \times n_3}$ are zero-mean independent tensor columns. Let $\tilde{\mathbf{a}}_{ijk} \in \mathbb{R}^{n_3 \times 1}$ be the vectorized column vector of $\tilde{\mathbf{a}}_{ijk}$. Then the $\ell_2$ norm of the vector $\tilde{\mathbf{a}}_{ijk}$ is bounded by the following

$$\| \tilde{\mathbf{a}}_{ijk} \|_{2^*} = \| \tilde{\mathbf{a}}_{ijk} \|$$

$$\leq \frac{1}{p} \| \mathbf{Z} \|_{\infty,1} \| \mathbf{Z} \|_{\infty,2}$$

$$\leq \frac{1}{p} \left( \frac{2\mu r}{n} \| \mathbf{Z} \|_\infty \right)$$

$$\leq \frac{1}{c_0} \log(nn_3) \sqrt{\frac{2\mu r}{\mu r}} \| \mathbf{Z} \|_\infty$$

for some constant $c_0 > 0$ given $p$ satisfying [24]. We also have

$$\mathbb{E} \left[ \sum_{i,j,k} \tilde{\mathbf{a}}_{ijk}^T \tilde{\mathbf{a}}_{ijk} \right] = \mathbb{E} \sum_{i,j,k} \| \tilde{\mathbf{a}}_{ijk} \|_{2^*}^2$$

$$\leq \frac{1}{p} \| \mathbf{Z} \|_{\infty,2}^2$$

$$(\mathcal{P}_T \mathcal{R}_{ij}(\mathbf{Z}) - \mathcal{P}_T(\mathbf{Z})) \ast \mathbf{e}_b$$

$$\leq \| \mathbf{U} \ast \mathbf{U}^T \mathbf{e}_i \mathbf{e}_k \mathbf{e}_j^T \ast \mathbf{e}_b$$

$$= \left( \mathbf{J} - \mathbf{U} \ast \mathbf{U}^T \right) \mathbf{e}_i \mathbf{e}_k \mathbf{e}_j^T \ast \mathbf{e}_b$$

$$\leq \sqrt{\frac{\mu r}{n}} \{ \mathbf{e}_j^T \ast \mathbf{e}_b \}_{2^*} + \| \mathbf{J} - \mathbf{U} \ast \mathbf{U}^T \| \mathbf{e}_i \mathbf{e}_k \| \mathbf{e}_j^T \ast \mathbf{e}_b \| \mathbf{V} \ast \mathbf{V}^T \mathbf{e}_b \|_{2^*}$$

$$\leq \sqrt{\frac{\mu r}{n}} \| \mathbf{e}_j^T \ast \mathbf{e}_b \|_{2^*} + \| \mathbf{J} - \mathbf{U} \ast \mathbf{U}^T \| \mathbf{e}_i \mathbf{e}_k \| \mathbf{e}_j^T \mathbf{V} \ast \mathbf{V}^T \mathbf{e}_b \|_{2^*}$$

Use the definition of $\mathcal{P}_T$ and the incoherent condition, we can write

$$\| \mathcal{P}_T(\mathbf{e}_i \mathbf{e}_k \mathbf{e}_j^T) \ast \mathbf{e}_b \|_{2^*}$$

$$\leq \| \mathbf{U} \ast \mathbf{U}^T \mathbf{e}_i \mathbf{e}_k \mathbf{e}_j^T \ast \mathbf{e}_b$$

$$= \left( \mathbf{J} - \mathbf{U} \ast \mathbf{U}^T \right) \mathbf{e}_i \mathbf{e}_k \mathbf{e}_j^T \ast \mathbf{e}_b$$

$$\leq \sqrt{\frac{\mu r}{n}} \{ \mathbf{e}_j^T \ast \mathbf{e}_b \}_{2^*} + \| \mathbf{J} - \mathbf{U} \ast \mathbf{U}^T \| \mathbf{e}_i \mathbf{e}_k \| \mathbf{e}_j^T \mathbf{V} \ast \mathbf{V}^T \mathbf{e}_b \|_{2^*}$$

$$\leq \sqrt{\frac{\mu r}{n}} \| \mathbf{e}_j^T \ast \mathbf{e}_b \|_{2^*} + \| \mathbf{J} - \mathbf{U} \ast \mathbf{U}^T \| \mathbf{e}_i \mathbf{e}_k \| \mathbf{e}_j^T \mathbf{V} \ast \mathbf{V}^T \mathbf{e}_b \|_{2^*}$$
where \( J \) is the identity tensor. Thus,

\[
\begin{align*}
\mathbb{E} \left[ \sum_{i,j,k} \tilde{a}_{ijk}^T \tilde{a}_{ijk} \right] \\
\leq & \frac{2}{p} \sum_{i,j,k} Z_{ijk}^2 \frac{\mu_0 r}{n} \| \tilde{e}_j^T \tilde{e}_b \|_2^2, \\
+ & \frac{2}{p} \sum_{i,j,k} Z_{ijk}^2 \left\| \tilde{e}_j^T \mathbf{V} \mathbf{V}^T \tilde{e}_b \right\|_2^2, \\
= & \frac{2\mu_0 r}{pm} \sum_{i,k} Z_{ik}^2, \\
+ & \frac{2}{p} \sum_{j} \left\| \tilde{e}_j^T \mathbf{V} \mathbf{V}^T \tilde{e}_b \right\|_2^2 \sum_{i,k} Z_{ijk}^2, \\
\leq & \frac{2\mu_0 r}{pm} \| Z \|_{\infty,2}^2, \\
+ & \frac{2}{p} \left\| \mathbf{V} \mathbf{V}^T \tilde{e}_b \right\|_2^2 \| Z \|_{\infty,2}^2, \\
\leq & \frac{4\mu_0 r}{pm} \| Z \|_{\infty,2}^2, \\
\leq & \frac{4}{c_0 \log(nm_3)},
\end{align*}
\]

where (48) is because \( \tilde{e}_j^T \tilde{e}_b = 0 \) if \( j \neq b \). In the same fashion \( \mathbb{E} \left[ \sum_{i,j,k} \tilde{a}_{ijk} \tilde{a}_{ijk} \right] \) is bounded by the exact same quantity. Since the spectral norm of the vector \( \tilde{a}_{ijk} \) is equal to its \( \ell_2 \) norm, then use the extension of Theorem A.1 we have for any \( c_1 > 0 \), we have

\[
\| \mathbf{P}_T \mathbf{R}_1 (\mathbf{Z}) - \mathbf{P}_T (\mathbf{Z}) \|_2 \leq \frac{1}{2} \| Z \|_{\infty,2} + \frac{1}{2} \sqrt{\frac{n}{\mu_0 r}} \| Z \|_\infty
\]

holds with probability at least \( 1 - (nm_3)^{-c_2 - 1} \) for \( c_2 \) large enough.

We can also do the same to the tensor rows \( \tilde{e}_a^T (\mathbf{P}_T \mathbf{R}_1 (\mathbf{Z}) - \mathbf{P}_T (\mathbf{Z})) \) and get the same bound. Then using a union bound over all the tensor columns and tensor rows, the result holds with probability at least \( 1 - 2n^2 n_3^{-c_2 - 1} \). With \( c_2 \) large enough the probability goes to zero which finishes the proof.

**Proof of Lemma C.3**

**Proof.** Observe that

\[
\mathbf{P}_T \mathbf{R}_3 (\mathbf{P}_T (\mathbf{Z}) = \sum_{i,j,k} \delta_{ijk} Z_{ijk} \mathbf{P}_T (\tilde{e}_i \tilde{e}_k \tilde{e}_j^T)
\]

so we have that any \((a,b,c)\)th entry of \( \mathbf{P}_T \mathbf{R}_3 (\mathbf{P}_T (\mathbf{Z}) - \mathbf{P}_T (\mathbf{Z})) \) is given by

\[
\langle \mathbf{P}_T \mathbf{R}_3 (\mathbf{P}_T (\mathbf{Z}) - \mathbf{P}_T (\mathbf{Z}), \tilde{e}_a \tilde{e}_c \tilde{e}_b^T \rangle = \sum_{i,j,k} \delta_{ijk} \langle \mathbf{P}_T (\tilde{e}_i \tilde{e}_k \tilde{e}_j^T), \tilde{e}_a \tilde{e}_c \tilde{e}_b^T \rangle
\]

We also have

\[
\mathbb{E} \left[ \sum_{i,j,k} \mathbf{H}_{ijk}^2 \right] = \frac{1}{p} \| Z \|_{\infty,2}^2 \sum_{i,j,k} \langle \mathbf{P}_T (\tilde{e}_i \tilde{e}_k \tilde{e}_j^T), \tilde{e}_a \tilde{e}_c \tilde{e}_b^T \rangle^2 \leq \frac{1}{p} \| Z \|_{\infty,2}^2 \| \mathbf{P}_T (\tilde{e}_a \tilde{e}_c \tilde{e}_b^T) \|_2^4
\]

Then use Theorem A.1, we have

\[
\mathbf{P} \left[ \langle \mathbf{P}_T \mathbf{R}_3 (\mathbf{P}_T (\mathbf{Z}) - \mathbf{P}_T (\mathbf{Z}), \tilde{e}_a \tilde{e}_c \tilde{e}_b^T \rangle_{abc} \geq \frac{1}{2} \| Z \|_{\infty} \right]
\]

\[
\leq 2 \exp \left( \frac{-\| Z \|_{\infty}^4 / 4}{2 \mu_0 r \| Z \|_{\infty}^2 + \frac{\mu_0 r}{np} \| Z \|_{\infty}^2} \right)
\]

\[
\leq 2(nm_3)^{-c_3}
\]

for some \( c_3 = 3c_0 / 28 \) large enough given \( p \) satisfying (24). Then using the union bound on every \((a,b,c)\)th entry we have \( \| \langle \mathbf{P}_T \mathbf{R}_3 (\mathbf{P}_T (\mathbf{Z}) - \mathbf{P}_T (\mathbf{Z}), \tilde{e}_a \tilde{e}_c \tilde{e}_b^T \rangle \|_{\infty} \leq \frac{1}{2} \| Z \|_{\infty} \) holds with probability at least \( 1 - 2n^{-c_3 - 2} n_3^{-c_3 - 1} \).