Abstract. It is well known that the equation \( x'(t) = Ax(t) + f(t), \) where \( A \) is a square matrix, has a unique bounded solution \( x \) for any bounded continuous free term \( f \), provided the coefficient \( A \) has no eigenvalues on the imaginary axis. This solution can be represented in the form

\[
x(t) = \int_{-\infty}^{\infty} G(t-s)x(s) \, ds.
\]

The kernel \( G \) is called Green’s function. In the paper, a representation of Green’s function in the form of the Newton interpolating polynomial is used for approximate calculation of \( G \). An estimate of the sensitivity of the problem is given.

Introduction

An approximate computation of analytic functions \( f \) of matrices is an important problem in modern numerical mathematics [8, 10, 12, 13, 15]. The class of specific functions \( f \) that are usually discussed is not very large. These are the exponential function, the cosine and the sine (and some of their modifications), the square root and other non-integer powers, the logarithm, and the sign function. In this paper, we want to call attention to the function \( g_t \) arising in calculating Green’s function (see formula (4)) for the problem of bounded on the axis solutions of the differential equation \( y'(t) - Ay(t) = f(t) \).

If the eigenvalues of \( A \) are arranged in a special order, then the Newton interpolating polynomial of \( g_t \) takes a simple form (Theorem 12). It allows us to reduce the problem of calculating \( g_t(A) \) to the substitution of \( A \) into the interpolating polynomial of the functions \( \tilde{\exp}^{\pm t} \), which degree is a half of the degree of \( g_t \).

The norm of the differential of Green’s function with respect to \( A \) is called the condition number. It shows how inaccuracies in \( A \) influence on \( g_t(A) \). We derive an estimate of the condition number from above (Corollary 16).

In Sections 1, 2, and 3 preliminaries are collected. In Section 4, we recall the definition of Green’s function and some its properties and describe its representation in the form of the Newton interpolating polynomial. In Section 5 we discuss the sensitivity of the problem under consideration. In Section 6 we present our algorithm. The algorithm is convenient for symbolic calculations. In Section 7 we describe some numerical experiments.

1. Matrix functions

Let \( A \) be a complex \( N \times N \)-matrix. Let \( 1 \) be the identity matrix. The polynomial

\[
p_A(\lambda) = \det(\lambda 1 - A)
\]
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is called the characteristic polynomial of the matrix $A$. Let $\lambda_1, \ldots, \lambda_M$ be the complete set of the roots of the characteristic polynomial $p_A$, and $n_1, \ldots, n_M$ be their multiplicities; thus $n_1 + \cdots + n_M = N$. It is well known that $\lambda_1, \ldots, \lambda_M$ are eigenvalues of $A$. The numbers $n_k$ are called (algebraic) multiplicities of the eigenvalues $\lambda_k$. The set $\sigma(A) = \{\lambda_1, \ldots, \lambda_M\}$ is called the spectrum of $A$.

Let $U \subseteq \mathbb{C}$ be an open set that contains the spectrum $\sigma(A)$. Let $f : U \to \mathbb{C}$ be an analytic function. The function $f$ of the matrix $A$ is defined \cite[ch. V, §1], \cite[p. 17] by the formula

$$f(A) = \frac{1}{2\pi i} \int_\Gamma f(\lambda) (\lambda 1 - A)^{-1} \, d\lambda,$$

where the contour $\Gamma$ surrounds the spectrum $\sigma(A)$.

**Proposition 1** (\cite[Theorem 5.2.5]{14}). The mapping $f \mapsto f(A)$ preserves algebraic operations, i.e.,

$$(f + g)(A) = f(A) + g(A),$$

$$(\alpha f)(A) = \alpha f(A),$$

$$(fg)(A) = f(A)g(A),$$

where $f + g$, $\alpha f$ and $fg$ are defined pointwise.

**Proposition 2** (see, e.g., \cite[Proposition 2.3]{8}). Let functions $f$ and $g$ be analytic in a neighbourhood of the spectrum $\sigma(A)$ and

$$f^{(j)}(\lambda_k) = g^{(j)}(\lambda_k), \quad k = 1, \ldots, M; \quad j = 0, 1, \ldots, n_k - 1.$$ 

Then

$$f(A) = g(A).$$

## 2. Divided differences

Let $\mu_1, \mu_2, \ldots, \mu_N$ be given complex numbers (some of them may coincide with others) called points of interpolation. Let a complex-valued function $f$ be defined and analytic in a neighbourhood of these points. Divided differences of the function $f$ with respect to the points $\mu_1, \mu_2, \ldots, \mu_N$ are defined (see, e.g., \cite, \cite) by the recurrent relations

$$f[\mu_i] = f(\mu_i),$$

$$f[\mu_i, \mu_{i+1}] = \frac{f(\mu_{i+1}) - f(\mu_i)}{\mu_{i+1} - \mu_i},$$

$$f[\mu_i, \ldots, \mu_{i+m}] = \frac{f(\mu_{i+1}, \ldots, \mu_{i+m}) - f(\mu_i, \ldots, \mu_{i+m-1})}{\mu_{i+m} - \mu_i}. \quad (1)$$

In these formulas, if the denominator vanishes, then the quotient is understood as the derivative with respect to one of the arguments of the previous divided difference (this agreement can be derived by continuity from Corollary \cite).

**Proposition 3** (\cite[ch. 1, formula (54)]{3}). Let the function $f$ be analytic in a neighbourhood of the points of interpolation $\mu_1, \mu_2, \ldots, \mu_N$. Then divided differences possess the representation

$$f[\mu_1, \ldots, \mu_N] = \frac{1}{2\pi i} \int_\Gamma \frac{f(z)}{\Omega(z)} \, dz,$$
where the contour Ω encapsulates all the points of interpolation and

\[ \Omega(z) = \prod_{k=1}^{N} (z - \mu_k). \]

**Corollary 4.** Divided differences are differentiable functions of their arguments.

*Proof.* The statement follows from Proposition 3. □

**Corollary 5.** Divided differences \( f[\mu_1, \ldots, \mu_N] \) are symmetric functions, i.e., they do not depend on the order of their arguments \( \mu_1, \ldots, \mu_N \).

*Proof.* The statement follows from Proposition 3. □

**Proposition 6** ([5], ch. 1, formula (48)). Let the points of interpolation \( \mu_j \) be distinct. Then divided differences possess the representation

\[ f[\mu_1, \ldots, \mu_N] = \sum_{j=1}^{N} \frac{f(\mu_j)}{\prod_{k=1}^{N} (\mu_j - \mu_k)}. \]

*Proof.* The statement follows from Proposition 3. □

### 3. The Newton interpolating polynomial

The set \( \lambda_1, \ldots, \lambda_M \subseteq \mathbb{C} \) of interpolation points together with the set \( n_1, \ldots, n_M \subseteq \mathbb{N} \) of their multiplicities is called multiple interpolation data. We set \( N = n_1 + \cdots + n_M \).

Let \( U \subseteq \mathbb{C} \) be an open neighbourhood of the set \( \lambda_1, \ldots, \lambda_M \) of the points of interpolation and \( f : U \to \mathbb{C} \) be an analytic function. An interpolating polynomial of \( f \) that corresponds to the multiple interpolation data is a polynomial \( p \) of degree \( N-1 \) satisfying the equalities

\[ p^{(j)}(\lambda_k) = g^{(j)}(\lambda_k), \quad k = 1, \ldots, M; \quad j = 0, 1, \ldots, n_k - 1. \]

**Proposition 7.** Let \( A \) be a complex \( N \times N \)-matrix. Let \( p \) be an interpolating polynomial of \( f \) that corresponds to the points \( \lambda_1, \ldots, \lambda_M \) of the spectra of the matrix \( A \) counted according to their multiplicities \( n_1, \ldots, n_M \). Then

\[ p(A) = f(A). \]

*Proof.* The statement immediately follows from Proposition 3. □

**Remark 1.** Propositions 3 and 7 remain valid if one assumes that \( n_1, \ldots, n_M \) are the maximal sizes of the corresponding Jordan blocks. Formally, this assumption decreases the degree \( N-1 \) of the interpolating polynomial. But in approximate calculations, it does not help. In fact, the property of coincidence of eigenvalues and the sizes of Jordan blocks are numerically unstable. Thus in practice, one can hardly meet Jordan blocks of the size more than \( 1 \times 1 \).

**Proposition 8** ([5], p. 20). For any analytic function \( f \), the interpolation polynomial exists and unique. Let \( \mu_1, \ldots, \mu_N \) be the points of multiple interpolation data \( \lambda_1, \ldots, \lambda_M \), listed in an arbitrary order and repeated as many times as their multiplicities \( n_1, \ldots, n_M \). Then the interpolating polynomial possesses the representation

\[ p(z) = f[\mu_1] + f[\mu_1, \mu_2](z - \mu_1) + f[\mu_1, \mu_2, \mu_3](z - \mu_1)(z - \mu_2) + f[\mu_1, \mu_2, \mu_3, \mu_4](z - \mu_1)(z - \mu_2)(z - \mu_3) + \ldots\]

\[ + f[\mu_1, \mu_2, \ldots, \mu_N](z - \mu_1)(z - \mu_2) \ldots (z - \mu_{N-1}). \quad (2) \]

where \( \mu_1, \ldots, \mu_N \) remain valid if one assumes that \( 1 \leq \mu_1, \ldots, \mu_N \leq N \).
4. Green’s function

In this Section, we recall the definition and prove some properties of Green’s function. Let $A$ be a complex $N \times N$-matrix. We consider the differential equation

$$x'(t) = Ax(t) + f(t), \quad t \in \mathbb{R}.$$  

(3)

We are interested in bounded solutions problem, i.e. seeking bounded solution $x : \mathbb{R} \to \mathbb{C}^N$ under the assumption that the free term $f : \mathbb{R} \to \mathbb{C}^N$ is a bounded function. The bounded solutions problem has its origin in the work of Perron [27]. Its different modifications can be found in [2, 6, 11, 19, 26]. See also references therein.

Suppose that $\sigma(A)$ does not intersect the imaginary axis. In this case the functions

$$\exp_t^+(\lambda) = \begin{cases} e^{\lambda t}, & \text{if } \Re \lambda < 0, \\ 0, & \text{if } \Re \lambda > 0, \end{cases}$$

$$\exp_t^-(\lambda) = \begin{cases} 0, & \text{if } \Re \lambda < 0, \\ e^{\lambda t}, & \text{if } \Re \lambda > 0, \end{cases}$$

$$g_t(\lambda) = \begin{cases} -\exp_t^-(\lambda), & \text{if } t < 0, \\ \exp_t^+(\lambda), & \text{if } t > 0 \end{cases}$$

are analytic in a neighbourhood of the spectrum $\sigma(A)$. We set

$$G(t) = g_t(A), \quad t \neq 0.$$  

(4)

The function $G$ is called Green’s function of the boundary solutions problem for equation (3).

The following proposition is well known.

**Proposition 9.** Green’s function possesses the properties:

1. $P^+ = G(+0)$ and $P^- = G(-0)$ are projectors, i.e. they satisfy the identity $P^2 = P$.
2. $P^+ - P^- = 1$.
3. $G(t_1) G(t_2) = G(t_1 + t_2)$.
4. $G(t_1) G(t_2) = 0$ for $t_1 t_2 < 0$.
5. $\frac{d}{dt} G(t) = AG(t)$ for $t \neq 0$.

**Proof.** The statement follows from Proposition 1 and the identities

$$g_{\pm 0}^2(\lambda) = g_{\pm 0}(\lambda),$$

$$g_{+0}(\lambda) - g_{-0}(\lambda) = 1,$$

$$g_{t_1}(\lambda) g_{t_2}(\lambda) = g_{t_1 + t_2}(\lambda) \text{ for } t_1 t_2 > 0,$$

$$g_{t_1}(\lambda) g_{t_2}(\lambda) = 0 \text{ for } t_1 t_2 < 0,$$

$$\frac{d}{dt} g_t(\lambda) = \lambda g_t(\lambda).$$

The main property of Green’s function is described in the following theorem.
Theorem 10 ([1], Theorem 4.1, p. 81). Equation (3) has a unique bounded on $\mathbb{R}$ continuously differentiable solution $x$ for any bounded continuous function $f$ if and only if the spectrum $\sigma(A)$ does not intersect the imaginary axis. This solution possesses the representation

$$x(t) = \int_{-\infty}^{\infty} G(t-s) f(s) ds,$$

where $G$ is Green’s function (4) of equation (3).

Remark 2. We note that knowing an estimate of the function $t \mapsto \|G(t)\|$ is an important information in the freezing method for equations with slowly varying coefficients [5, §10.2], [11, §7.4], [24, ch. 10, §3], [1, 3, 22, 23, 28, 29, 31]. See also references therein.

Below we assume that $A$ is a fixed complex $N \times N$-matrix and its spectrum does not intersect the imaginary axis. We denote by $\mu_1, \ldots, \mu_k$ the roots of the characteristic polynomial that lie in the open right half-plane $\text{Re} \mu > 0$ counted according to their multiplicities; and we denote by $\nu_1, \ldots, \nu_m$ the roots of the characteristic polynomial that lie in the open left half-plane $\text{Re} \nu < 0$ counted according to their multiplicities. Thus, $k + m = N$.

Proposition 11. Let an analytic function $f$ be identically zero in the open right half-plane $\text{Re} \mu > 0$ (an example of such a function is the function $\exp_t^+$). Then

$$f[\mu_1, \ldots, \mu_k; \nu_1, \ldots, \nu_m] = \tilde{f}[\nu_1, \ldots, \nu_m],$$

where

$$\tilde{f}(z) = \frac{f(z)}{\prod_{i=1}^{k} (z - \mu_i)}.$$

Proof. Suppose that all multiplicities equal 1. By Proposition 4

$$f[\mu_1, \ldots, \mu_k; \nu_1, \ldots, \nu_m] = \sum_{q=1}^{m} \frac{f(\nu_q)}{\prod_{i=1}^{k} (\nu_q - \mu_i) \prod_{j=1}^{m} (\nu_q - \nu_j)} = \sum_{q=1}^{m} \frac{f(\nu_q)}{\prod_{j=1}^{m} (\nu_q - \nu_j)} = \tilde{f}[\nu_1, \ldots, \nu_m].$$

Since divided differences continuously depend on their arguments (Corollary 4), the case of multiple points of interpolation is obtained by a passage to the limit. □

Theorem 12. Let us arrange the roots of the characteristic polynomial in the following order:

$$\mu_1, \ldots, \mu_k; \nu_1, \ldots, \nu_m. \quad (5)$$

Then the Newton interpolating polynomial $p_t^+$ of the function $\exp_t^+$ takes the form

$$p_t^+(z) = (z - \mu_1) \ldots (z - \mu_k) q_t^+(z), \quad (6)$$

where

$$q_t^+(z) = \exp_t^+[\nu_1] + \ldots + \exp_t^+[\nu_1, \ldots, \nu_m](z - \nu_1) \ldots (z - \nu_{m-1}).$$
is the interpolating polynomial of the function

\[ \exp^+_t(z) = \frac{\exp^+_t(z)}{\prod_{i=1}^{k}(z - \mu_i)} \]

with respect to the points \( \nu_1, \ldots, \nu_m \). The interpolating polynomial \( p^+_t \) of the function \( \exp^+_t \) can be represented in the form

\[ p^+_t(z) = (z - \nu_1) \cdots (z - \nu_m)q^+_t(z), \quad (7) \]

where

\[ q^+_t(z) = \exp^+_t[\mu_1] + \cdots + \exp^+_t[\mu_1, \ldots, \mu_k](z - \mu_1) \cdots (z - \mu_{k-1}) \]

is the interpolating polynomial of the function

\[ \exp^+_t(z) = \frac{\exp^+_t(z)}{\prod_{j=1}^{m}(z - \nu_j)} \]

with respect to the points \( \mu_1, \ldots, \mu_k \).

**Proof.** We observe that \( \exp^+_t(\mu_i) = 0, i = 1, \ldots, k \). Therefore

\[ \exp^+_t[\mu_1] = \cdots = \exp^+_t[\mu_1, \ldots, \mu_k] = 0. \]

Now from Proposition 8 it follows that

\[ p^+_t(z) = \exp^+_t[\mu_1, \ldots, \mu_k; \nu_1](z - \mu_1) \cdots (z - \mu_k) + \cdots + \exp^+_t[\mu_1, \ldots, \mu_k; \nu_1, \ldots, \nu_m](z - \mu_1) \cdots (z - \mu_k)(z - \nu_1) \cdots (z - \nu_{m-1}). \]

It remains to apply Proposition 8. \( \square \)

We set

\[ \pi^+(\lambda) = \begin{cases} 1, & \text{if } \Re \lambda < 0, \\ 0, & \text{if } \Re \lambda > 0, \end{cases} \quad \pi^-(\lambda) = \begin{cases} 0, & \text{if } \Re \lambda < 0, \\ -1, & \text{if } \Re \lambda > 0. \end{cases} \]

Clearly, \( \pi^+ = \exp^+_{g+} = g_+ \) and \( \pi^- = \exp^-_{g-} = g_- \). Thus \( P^+ = \pi^+(A) \) and \( P^- = \pi^-(A) \) are the spectral projectors that correspond to the subsets \( \{ \mu_1, \ldots, \mu_k \} \subseteq \sigma(A) \) and \( \{ \nu_1, \ldots, \nu_m \} \subseteq \sigma(A) \), respectively. Cf. Proposition 8.

In passing, we note the following corollary.

**Corollary 13.** Let us arrange the roots of the characteristic polynomial in order (8). Then the Newton interpolating polynomial \( s^+ \) of the function \( \pi^+ \) takes the form

\[ s^+(z) = (z - \mu_1) \cdots (z - \mu_k)r^+(z), \]

where

\[ r^+(z) = \tilde{\pi}^+[\nu_1] + \cdots + \tilde{\pi}^+[\nu_1, \ldots, \nu_m](z - \nu_1) \cdots (z - \nu_{m-1}) \]

is the interpolating polynomial of the function

\[ \tilde{\pi}^+(z) = \frac{1}{\prod_{i=1}^{k}(z - \mu_i)} \]

with respect to the points \( \nu_1, \ldots, \nu_m \). The interpolating polynomial \( s^- \) of the function \( \pi^- \) can be represented in the form

\[ s^-(z) = (z - \nu_1) \cdots (z - \nu_m)r^-(z), \]

where

\[ r^-(z) = \tilde{\pi}^-[\mu_1] + \cdots + \tilde{\pi}^-[\mu_1, \ldots, \mu_k](z - \mu_1) \cdots (z - \mu_{k-1}) \]
is the interpolating polynomial of the function
\[ \tilde{\pi}(z) = \frac{1}{\prod_{j=1}^{m} (z - \nu_j)} \]
with respect to the points \( \mu_1, \ldots, \mu_k \).

5. Sensitivity

Let \( X \) be a Banach space. We denote by \( \mathcal{B}(X) \) the algebra of all bounded linear operators \( A : X \to X \). If \( X = \mathbb{C}^N \), we identify \( \mathcal{B}(X) \) with the algebra of \( N \times N \)-matrices.

Let \( t \neq 0 \) be fixed. The (Fréchet) differential of the mapping \( A \mapsto g_t(A) \) is defined \([1], \text{ch. 8}\) as a linear mapping \( \text{dg}_t(\cdot, A) : \mathcal{B}(\mathbb{C}^N) \to \mathcal{B}(\mathbb{C}^N) \) depending on the matrix parameter \( A \) that possesses the property
\[
g_t(A + \Delta A) - g_t(A) = \text{dg}_t(\Delta A, A) + o(\|\Delta A\|). \tag{8}\]
The mapping \( \text{dg}_t(\cdot, A) \) characterizes \([12, \text{Theorem 3.1}] \) the influence on \( g_t(A) \) of small perturbations in \( A \). Such errors are unavoidable in the sense that they can not be diminished, regardless of which method is used to compute \( G(t) = g_t(A) \). The main characteristic of the magnitude of such errors is the number \( \varepsilon(g_t, A) = \|\text{dg}_t(\cdot, A)\| \). It is called the condition number of the function \( g_t \) at the point \( A \).

**Proposition 14** \([12, \text{Theorem 3.9}], [71, \text{Theorems 67 and 71}] \). Let the spectrum of the matrix \( A \) do not intersect the imaginary axis. Then
\[
\text{dg}_t(\Delta A, A) = \frac{1}{2\pi i} \int_\Gamma g_t(\lambda)(\lambda I - A)^{-1} \Delta A (\lambda I - A)^{-1} d\lambda
\]
\[
= \frac{1}{(2\pi i)^2} \int_{\Gamma_1} \int_{\Gamma_2} g_t[\lambda, \mu](\lambda I - A)^{-1} \Delta A (\mu I - A)^{-1} d\mu d\lambda,
\]
where the contours \( \Gamma, \Gamma_1, \) and \( \Gamma_2 \) surround the spectrum of \( A \). The spectrum of the mapping \( \text{dg}_t(\cdot, A) \) is the set
\[
\sigma[\text{dg}_t(\cdot, A)] = \{ g_t[\lambda, \mu] : \lambda, \mu \in \sigma(A) \}. \tag{9}\]

We note that
\[
g_t[\lambda, \mu] = \begin{cases} 
\exp_t^+ [\lambda, \mu], & \text{if } t > 0, \\
\exp_t^- [\lambda, \mu], & \text{if } t < 0,
\end{cases}
\]
where
\[
\exp_t^+ [\lambda, \mu] = \begin{cases} 
e^{-t} - e^{t \mu} \lambda^{-\mu}, & \text{if } \Re \lambda < 0 \text{ and } \Re \mu < 0, \\
e^{t \mu}, & \text{if } \Re \lambda < 0 \text{ and } \lambda = \mu, \\
\lambda^{-\mu}, & \text{if } \Re \lambda < 0 \text{ and } \Re \mu > 0, \\
e^{t \mu}, & \text{if } \Re \lambda > 0 \text{ and } \Re \mu < 0, \\
0, & \text{if } \Re \lambda > 0 \text{ and } \Re \mu > 0,
\end{cases}
\]
\[
\exp_t^- [\lambda, \mu] = \begin{cases} 
e^{-t} - e^{-t \mu} \lambda^{-\mu}, & \text{if } \Re \lambda < 0 \text{ and } \Re \mu < 0, \\
e^{t \mu}, & \text{if } \Re \lambda < 0 \text{ and } \Re \mu > 0, \\
\lambda^{-\mu}, & \text{if } \Re \lambda > 0 \text{ and } \Re \mu < 0, \\
e^{t \mu}, & \text{if } \Re \lambda > 0 \text{ and } \Re \mu > 0, \\
te^{t \mu}, & \text{if } \Re \lambda > 0 \text{ and } \lambda = \mu.
\end{cases}
\]
The following theorem is an analogue of the representation for the differential of the matrix exponential found in [17, formula (1.8)], see also [4, ch. 10, § 14], [12, formula (10.15)], [18, example 2], [30].

**Theorem 15.** The following representation holds:

\[ dg_t(\Delta A, A) = \int_{-\infty}^{\infty} g_s(A) \Delta A g_{t-s}(A) \, ds. \]

**Proof.** By Proposition 14 (see also [21, Theorem 32]) it is enough to establish the identity

\[ g_t[\lambda, \mu] = \int_{-\infty}^{\infty} g_s(\lambda) g_{t-s}(\mu) \, ds. \]

By the definition, we have

\[ g_t(\lambda) = \begin{cases} 0, & \text{if } t < 0, \\ e^{\lambda t}, & \text{if } t > 0, \end{cases} \quad \text{for } \lambda < 0, \]

\[ g_t(\lambda) = \begin{cases} -e^{\lambda t}, & \text{if } t < 0, \\ 0, & \text{if } t > 0 \end{cases} \quad \text{for } \lambda > 0. \]

We consider several cases. Suppose that \( t > 0. \)

Suppose that \( \Re \lambda < 0 \) and \( \Re \mu < 0, \lambda \neq \mu. \) Then we have

\[ \int_{-\infty}^{\infty} g_s(\lambda) g_{t-s}(\mu) \, ds = \int_{(0,\infty) \cap (-\infty, t)} e^{\lambda s} e^{\mu(t-s)} \, ds = \frac{e^{\lambda t} - e^{\mu t}}{\lambda - \mu} = \exp_t^+[\lambda, \mu]. \]

Similarly, for \( \Re \lambda < 0 \) and \( \Re \mu < 0, \lambda = \mu, \) we have

\[ \int_{-\infty}^{\infty} g_s(\lambda) g_{t-s}(\mu) \, ds = \int_{(0,\infty) \cap (-\infty, t)} e^{\lambda s} e^{\lambda(t-s)} \, ds = t e^{\lambda t} = \exp_t^+[\lambda, \lambda]. \]

Suppose that \( \Re \lambda < 0 \) and \( \Re \mu > 0. \) Then we have

\[ \int_{-\infty}^{\infty} g_s(\lambda) g_{t-s}(\mu) \, ds = \int_{(0,\infty) \cap (t, \infty)} e^{\lambda s} (-e^{\mu(t-s)}) \, ds = \frac{e^{\lambda t}}{\lambda - \mu} = \exp_t^+[\lambda, \mu]. \]

Suppose that \( \Re \lambda > 0 \) and \( \Re \mu < 0. \) Then we have

\[ \int_{-\infty}^{\infty} g_s(\lambda) g_{t-s}(\mu) \, ds = \int_{(-\infty, 0) \cap (-\infty, t)} (-e^{\lambda s}) e^{\mu(t-s)} \, ds = -\frac{e^{\mu t}}{\lambda - \mu} = \exp_t^+[\lambda, \mu]. \]

Suppose that \( \Re \lambda > 0 \) and \( \Re \mu > 0. \) Then we have

\[ \int_{-\infty}^{\infty} g_s(\lambda) g_{t-s}(\mu) \, ds = \int_{(-\infty, 0) \cap (t, \infty)} (-e^{\lambda s}) (-e^{\mu(t-s)}) \, ds = 0 = \exp_t^+[\lambda, \mu]. \]

The case \( t < 0 \) is considered analogously. \( \square \)

**Corollary 16.** The following estimates hold:

\[ \|dg_t(\cdot, A)\| \leq \int_{-\infty}^{\infty} \|g_s(A)\| \cdot \|g_{t-s}(A)\| \, ds, \]

\[ \int_{-\infty}^{\infty} \|dg_t(\cdot, A)\| \, dt \leq \left( \int_{-\infty}^{\infty} \|g_s(A)\| \, ds \right)^2. \]
Proof. From Theorem 15 we have
\[ \|dg_t(\Delta A, A)\| \leq \int_{-\infty}^{\infty} \|g_s(A)\| \cdot \|\Delta A\| \cdot \|g_{t-s}(A)\| \, ds, \]
which implies (10). The second inequality follows from the first one and the properties of convolution. □

6. The algorithm

In this Section we describe an algorithm based on Theorem 12 for computing Green’s function of bounded solutions problem. The algorithm is especially convenient for symbolic calculations.

0. Given a complex square matrix \( A \). Let its size be \( N \times N \). If \( N \) is small (\( N \leq 10 \)), Green’s function can be calculated symbolically, i.e. presented as an expression that depends on \( t \). If \( N \) is large, we choose a point \( t \neq 0 \) and perform the following calculations for the specific value of \( t \). If \( N \) is large, but Green’s function is needed in the form of an expression depending on \( t \), we calculate \( G(t) \) at several points \( t \) and then use an interpolation.

1. We calculate eigenvalues \( \lambda_1, \ldots, \lambda_N \) of the matrix \( A \) counted according to their multiplicities. For example, it can be done by means of the Schur algorithm (see, e.g., [10, ch. 7]). (We note that the employment of the Schur triangular form may accelerate the subsequent substitution of the matrix \( A \) into polynomials.)

2. We divide eigenvalues into two groups: \( \mu_1, \ldots, \mu_k \) lie in the open right half-plane \( \text{Re} \mu > 0 \) and \( \nu_1, \ldots, \nu_m \) lie in the open left half-plane \( \text{Re} \nu < 0 \). At the same time, we verify if any eigenvalue lies on the imaginary axis.

3. We calculate divided differences of the functions
\[ \overline{\exp}_t^+(z) = \frac{\exp_t^+(z)}{\prod_{i=1}^{k}(z-\mu_i)} = \frac{e^{zt}}{\prod_{i=1}^{k}(z-\mu_i)}, \quad t > 0, \text{Re} z < 0, \]
\[ \overline{\exp}_t^-(z) = \frac{\exp_t^-(z)}{\prod_{j=1}^{m}(z-\nu_j)} = \frac{e^{zt}}{\prod_{j=1}^{m}(z-\nu_j)}, \quad t < 0, \text{Re} z > 0. \]
If one renumbers \( \mu_1, \ldots, \mu_k \) so that \( \text{Re} \mu_1 \geq \text{Re} \mu_2 \geq \cdots \geq \text{Re} \mu_k \) and renumbers \( \nu_1, \ldots, \nu_m \) so that \( \text{Re} \nu_1 \leq \text{Re} \nu_2 \leq \cdots \leq \text{Re} \nu_m \), then the first divided differences are significantly reduced.

4. According to Proposition 4 and Theorem 12 we calculate Green’s function \( G \) by the formulas
\[ G(t) = p_t^+(A), \quad t > 0, \]
\[ G(t) = -p_t^-(A), \quad t < 0, \]
where \( p_t^+ \) and \( p_t^- \) are defined by formulas (11) and (12). It is convenient to calculate \( p_t^\pm(A) \) by the rules
\[ p_t^+(A) = R_1 \prod_{i=1}^{k}(A-\mu_i1), \]
\[ p_t^-(A) = S_1 \prod_{j=1}^{m}(A-\nu_j1), \]
where $R_1 = q^+_t(A)$ and $S_1 = q^-_t(A)$ are calculated according to the Horner algorithm:

\[
R_m = \exp_t[\nu_1, \ldots, \nu_m]1,
\]

\[
R_{j-1} = (A - \nu_{j-1}1)R_j + \exp_t[\nu_1, \ldots, \nu_{j-1}]1, \quad j = m, m - 1, \ldots, 2;
\]

\[
S_k = \exp_t[\nu_1, \ldots, \nu_m]1,
\]

\[
S_{i-1} = (A - \mu_{i-1}1)S_i + \exp_t[\mu_1, \ldots, \mu_{i-1}]1, \quad i = k, k - 1, \ldots, 2.
\]

We stress that the products $\prod_{i=1}^k (A - \mu_i1)$ and $\prod_{j=1}^m (A - \nu_j1)$ do not contain $t$. Therefore it is enough to calculate them only once.

5. As a verification of the plausibility of the results obtained, we propose to verify the identities from Proposition [9].

**Remark 3.** If there are close eigenvalues, large rounding errors can occur, see the discussion of this phenomenon in [25]. In such a case, the method of calculating divided differences proposed in [20] can be applied.

**Remark 4.** One can propose a similar algorithm based on Corollary [13] for the calculation of the spectral projectors $P^\pm$.

7. **Numerical experiments**

For numerical experiments we took matrices $A$ consisting of random (uniformly distributed) complex numbers from the rectangle $[-1, 1] \times [-i, i] \subset \mathbb{C}$. Numerical experiments showed that the Algorithm is reliable for $N \leq 40$. If $N > 50$, the relative errors are about 20%. The condition number is usually less than $10^3$.

As noted above, if $N \leq 10$, it is possible to obtain Green’s function in symbolic form, i.e. as an expression depending on $t$. In this case, the identities from Proposition [9] were fulfilled with the accuracy $10^{-10}$.

We present results of two numerical experiments on fig. [1, 2]. The eigenvalues of $dg_t(\cdot, A)$ were calculated according to formula (9). We took the Euclidian norm in $\mathbb{C}^N$ and associated norms in $\mathcal{B}(\mathbb{C}^N)$ and $\mathcal{B}(\mathcal{B}(\mathbb{C}^N))$; we calculated the norm of a matrix as its largest singular number. Estimates of the norms of $dg_t(\cdot, A)$ were calculated by formula (10).
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