A Prediction Model of Water In Situ Data Change under the Influence of Environmental Variables in Remote Sensing Validation
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Abstract: Validation is an essential process to evaluate the quality of waterbody remote sensing products, and the reliability and effective application of the in situ data of waterbody parameters are an important part of validation. Based on the in situ data of chlorophyll-a (Chl-a), total suspended solids (TSS) and other environmental variables (EVs) measured at the fixed station in Taihu Lake, we attempt to develop a prediction model to determine whether the in situ measurement has enough representativeness for validating waterbody remote sensing products. Key EVs that affect the changes of Chl-a and TSS are firstly identified by using correlation analysis, which participate in modeling as variables. In addition, three multi-parameter modeling approaches are selected to simulate the daily changes of Chl-a and TSS under different EVs configurations. The results indicate that the highest prediction accuracy can be achieved through the generalized regression neural network (GRNN) based model. In the all-valid dataset, the testing absolute average relative errors (AEs) of GRNN-based Chl-a and TSS prediction model are 11.4% and 11.3%, respectively, and in the sunny-day dataset, the testing AEs are 8.6% and 8.2%, respectively. Meanwhile, the application example proves that the prediction model in this paper can be effectively used to screen the in situ data and determine the time window for satellite-ground data matching.
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1. Introduction

Affected by anthropogenic activities, especially in industrial areas, water pollution and other water environmental issues have become increasingly prominent, attracting more and more attention [1]. Conventional methods for water quality evaluation depend on costly, time and labor-intensive on-site sampling and data collection [2]. Satellite remote sensing can provide large-scale and long-term observational data, which provide the possibility to dynamically measure and monitor water environment. Chlorophyll-a concentration (Chl-a) and total suspended solids concentration (TSS) generated from remote sensing satellite data are two typical remote sensing products (RSPs), among which Chl-a is an important indicator for red tide monitoring and water eutrophication monitoring [3,4], and TSS is related to water transparency, total primary production, and fluxes of heavy metals and micro-pollutants [1,5]. Furthermore, these two RSPs are the basis of other more advanced products such as net primary productivity (NPP) and water quality [6]. However, the quality of RSPs has been questioned by many researchers, which also restricts their development and application [7]. Therefore, it is very important to evaluate and verify the quality and accuracy of RSPs, which is also called validation. The validation in remote sensing refers to analyzing the accuracy and uncertainty of RSPs by using relative truth values that can represent the characteristics of ground targets [8,9].
Over the past few decades, researchers all over the world have carried out much related work in remote sensing validation. The National Aeronautics and Space Administration (NASA) proposed the Earth Observation System (EOS) project after launching moderate resolution imaging spectroradiometer (MODIS) sensors, which firstly developed remote sensing validation systematically and laid the foundation for validation of RSPs [10]. In the early twentieth century, European Space Agency (ESA) launched the Validation of Land European Remote Sensing Instruments (VALERI) program, which acquired multi-scale and long-term earth observation data within Europe. These data have been widely used in the validation of terrestrial RSPs of MODIS, medium resolution imaging spectrometer (MERIS), and other sensors [11]. Based on these projects, the Committee Earth Observation Satellite (CEOS) set up the Land Product Validation (LPV) working group. The LPV group creatively raised cross-validation between RSPs of different sensors, which plays a guiding role in the global validation work [12,13]. In addition, there are many research institutions in different countries that have carried out validation-related work and made outstanding contributions, such as Canada’s Boreal Ecosystem Research and Monitoring Sites (BERMS), the Large Scale Biosphere-Atmosphere Experiment in Amazonia (LBA), etc. [14,15]. From 2007 to 2010, a number of Chinese institutions jointly carried out the Watershed Airborne Telemetry Experimental Research (WATER) project in Heihe river basin, laying the basis for the development of RSPs’ validation in China [16,17].

The validation of waterbody RSPs usually adopts direct-validation, that is, the product data retrieved by satellites are directly compared with the in situ data [18], and the accuracy of in situ data is of significance [9]. Not only the reliability of validation, but also the in situ data accuracy determines the model’s calibration reliability to retrieve the optically active components (OACs). In recent years, to ensure the accuracy of in situ data, many researchers have carried out a lot of work in in situ data measurement, such as designing sampling schemes and deploying wireless sensor networks to obtain long-term observation data, etc. [19–21]. However, most researches focus on land surface. Different from land, the high cost of equipment and complex water environment make it very difficult to deploy wireless sensor observation networks on water surface [22]. Usually, sampling observation with boat by experimenters is still the most commonly used method to obtain in situ data of waterbodies [23,24].

Generally, validation of RSPs requires real-time synchronized observing of ground data [25]. In fact, ground measurement takes more time, while satellite transit is almost instantaneous. Moreover, the number of samples should not be less than the necessary minimum sample size for statistical reliability [25], and the representativeness of the in situ data will be better with more samples measured in the experimental area. According to our experimental experience, waterbody sampling and measuring are extremely time-consuming. It usually takes about 5 min to measure waterbody parameters of one sampling site, and the sailing of the experimental ship between different sites also kills a lot of time. Therefore, the measurements of multiple sampling sites cannot be all completed in a short time before and after the satellite transits. Usually, to obtain high-quality in situ data at each sampling site, the measurements of waterbody parameters should be performed under clear skies, with no wind or low winds [26]. However, due to the long observing time, environmental factors such as temperature, wind speed, wind direction, humidity, and atmospheric pressure keep changing, leading to variations of waterbody parameters even at the same sampling site.

The fluctuation of in situ waterbody parameters during the measuring time will bring errors to validation. How to effectively use the in situ data within the measurement time is also an important issue in validation. In the current work of waterbody RSPs validation, the error is mainly controlled by limiting the spatiotemporal match-up window of satellite–ground data. Using the resolution of a $3 \times 3$ pixel box and $\pm 3$ h as the match-up window, Sun et al. validated Chl-a products of MODIS Aqua by using the in situ data collected in the Yellow Sea and the East China Sea in the spring and autumn of 2003 [27]. Zhao et al. verified the remote sensing reflectance and Chl-a products of the sea-viewing wide field-
of-view sensor (SeaWiFS), MODIS, and MERIS in the South China Sea with the strict spatiotemporal match-up data [28]. The results showed that when the match-up criteria were relaxed, the assessment results degraded systematically. Bailey et al. also clearly indicated that the time lag between the satellite and in situ data should not exceed ±3 h [25]. Palmer assumed that the Chl-a of ±3 h would not change significantly. Based on this, the long-term observing in situ data of Lake Balaton was used to validate MERIS satellite data, demonstrating that MERIS satellite data is effective in retrieving Chl-a accurately [29]. In addition, some validation activities for algorithm models also limit sampling within a certain time window, such as the validation of Kd(490) and Chl-a estimation algorithm, to ensure that the time interval between satellite and in situ data will not be too long [30,31]. Although the spatiotemporal match-up window reduces the error of waterbody RSPs validation to some extent, these empirical methods do not solve the reliability problem of in situ data.

In order to cope with the uncertainty in validation caused by the changes of in situ data during the sampling period, we attempt to develop a prediction model of Chl-a and TSS based on the in situ measurement for determining whether the in situ measurement has enough representativeness or not for validating waterbody RSPs. We investigated the influences of complex environmental factors on the Chl-a and TSS variations at the temporal scale, tried to use numerical simulation methods to simulate the temporal pattern of Chl-a and TSS changes, and established a predictive analysis model. This prediction model is used to evaluate the reliability of in situ waterbody parameters and to provide a reference for the selection of in situ data and the matching of satellite–ground data.

2. Data and Preprocessing

2.1. Experimental Area and Instruments

Taihu Lake is a typical large-scale eutrophic shallow lake in China (30°55’040”–31°33’58”N, 119°52’32”–120°36’10”E). It has a mean depth of 1.9 m and Chl-a and TSS in the lake have obvious seasonal variations [32–34]. This obvious seasonal change has led to a very wide range of waterbody parameters and also contributed to the generalization of research results. The experimental measuring instruments are placed near the water quality monitoring platform (31.216667°N, 120.283333°E) of Taihu Lake, and the location and instruments are shown in Figure 1. The layout of these instruments strictly abides by the corresponding national standard. The waterbody spectrometer is installed on the platform, the buoy system equipped with a multi-variables water quality meter, and a portable weather station is fixed beside the platform, and the multi-variables water quality meter is set to collect data from a 30 cm water depth. These instruments have been calibrated in the laboratory of Ocean University of China before installation to ensure their measurement accuracy. At the same time, these instruments are recalibrated every three months to ensure the stability of long-term measurements. In addition, all the observation data will be uploaded to the server every day and be checked by professionals.

All of the above instruments adopt automatic observation mode, in which the waterbody spectrometer observes every 30 min from 10:00 to 15:00 of local time and takes a photo reflecting the weather conditions. The multiple parameter water quality meter and the portable weather station observe every 30 min throughout the day, and each observation is the average of five readings. The measured data includes WT (water temperature, °C), SpC (specific conductivity, µS/cm), Cond (conductivity, µS/cm), Sal (salinity, ppm), Chl-a (µg/L), PC (phycocyanin, µg/L), FDOM (fluorescent dissolved organic matter, ppb QSE), TSS (mg/L), AWD (average wind direction, °), AWS (average wind speed, m/s), AT (air temperature, °C), AH (air humidity, %), and AP (atmospheric pressure, hPa).
2.2. Data Preprocessing

From May 2019 to May 2020, a total of 3740 observed data were obtained between 10:00 a.m. and 15:00 p.m., local time. Data preprocessing was completed in three steps.

(1) Firstly, the original data were screened to eliminate the invalid data caused by instrument calibration, damage, and maintenance, such as the data with Chl-a ≤ 0 and TSS equal to −9999. A total of 2166 effective measured data were collected after elimination.

(2) Secondly, considering that some EVs (such as Sal, PC, FDOM, AWD, and AP) do not satisfy the normal distribution, we introduced the adjusted boxplot to eliminate the outliers, which take into account the medcouple (MC), a robust measure of skewness for a skewed distribution [35]. These outliers may be caused by other uncontrollable factors such as occlusion of floating objects or fishing boats passing by. After processing, a total of 1692 available Chl-a data were collected, accounting for 78.1% of the effective measured data. Because there are more outliers in TSS data during measurement, the available TSS data amounted to 1627, accounting for 75.1%. The available Chl-a data and TSS data both form the all-valid dataset. According to statistics, the range of Chl-a in all-valid dataset is between 0.46 μg/L and 8.19 μg/L, and the range of TSS is between 5.8 mg/L and 80.1 mg/L.

(3) Finally, the data of sunny days were selected based on the photos taken by the waterbody spectrometer. A total of 403 Chl-a data and 382 TSS data were collected, forming the sunny-day dataset. According to statistics, Chl-a in the sunny-day dataset ranges from 0.62 μg/L to 6.15 μg/L, and TSS ranges from 16.3 mg/L to 80.0 mg/L.

3. Method

3.1. Correlation Analysis

The changes of Chl-a and TSS are closely related to environmental variables (EVs). In this paper, the Spearman rank correlation coefficient (ρ, rho) was used to examine relationships among Chl-a, TSS, and EVs. The expression of ρ is shown in Formula (1), where \( d_i \) represent the difference between the ranks of corresponding two variables, and \( n \) is the number of observations. The two variables are independent of each other when \( ρ \)
equals to 0, and $\rho > 0$ indicates the variables are positively correlated, while $\rho < 0$ means negatively correlated. Usually, $|\rho| \leq 0.2$ means very weak or negligible correlation, and $|\rho| > 0.2$ means that the correlation between two variables need to be considered [36].

$$\rho = 1 - \frac{6 \sum d_i^2}{n(n^2 - 1)}$$

(1)

### 3.2. Multi-Variables Modeling Method

To comprehensively analyze the effects of various EVs on Chl-a and TSS, three multi-variables modeling methods including multiple linear regression (MLR), back propagation neural network (BPNN), and generalized regression neural network (GRNN) were used as modeling functions in this paper. Among them, MLR is a statistical technique that uses the optimal linear combination of several explanatory variables to predict the outcome of a dependent variable [37]. MLR is simple and efficient, which can effectively use the information of multiple related variables to achieve high prediction accuracy. However, MLR requires a high correlation between independent variables and dependent variables, and its performance is not as good as BPNN in nonlinear problems. BPNN is one of the basic neural networks, it has excellent performance in dealing with multivariate and nonlinear relationships. Up to now, BPNN has been widely used in the retrieval of remote sensing parameters [38–41]. However, two shortcomings of BPNN restrict its application: (1) Convergence is slow during training, and (2) BPNN is too sensitive to the initial network weights, and different initial weights help the model converge to different local minimums [42]. Compared to BPNN, GRNN, which is a special radial basis neural network, has superior positioning ability and convergence speed, and can converge to the global minimum [42]. Many studies in the remote sensing field can be accomplished with GRNN, such as the estimation of soil moisture, leaf area index, and mapping particulate matter (PM$_{2.5}$, particulate matters with aerodynamic diameters less than 2.5 µm) distribution [43–45]. However, one of the disadvantages of GRNN is the growth of the hidden layer size, which would make it computationally expensive [46]. All the methods have its own advantages and disadvantages; we carried out modeling with three methods and selected the best models to predict the daily changes of in situ Chl-a and TSS.

### 3.3. Multi-Parameters Forecasting Model

In order to assess the stability of the in situ Chl-a and TSS, we tried to explore the changing rules of Chl-a and TSS on a daily time scale. In fact, the changes of EVs are continuous, and the waterbody parameters also show the characteristic of continuous changes under the influence of EVs. Therefore, in this paper, the in situ data measured every 30 min from 10:00 to 15:00 was used to train and fit the daily change patterns of Chl-a and TSS, and models were established to predict their changes. Chl-a and TSS predicted by the models can be expressed by following equations.

$$\text{Chl-a}_{tm} = f(\text{Chl-a}_{t0}, \Delta t, x_{1t}, x_{2t}, \ldots, x_{mt})$$

(2)

$$\text{TSS}_{tm} = f(\text{TSS}_{t0}, \Delta t, y_{1t}, y_{2t}, \ldots, y_{nt})$$

(3)

$$\Delta t = t - t_0, \text{ and } -5h \leq \Delta t \leq 5 h$$

(4)

where $t_0$ represents the observation moment between 10:00 to 15:00, and $t$ represents the moment needs to be predicted in the same time range, but it can not be equal to $t_0$. $\Delta t$ represents the interval between the observation time and prediction time. Chl-a$_{t0}$ and TSS$_{t0}$ are the in situ Chl-a and TSS at the observation time $t_0$, while Chl-a$_{tm}$ and TSS$_{tm}$ are the predicted Chl-a and TSS at other time $t$. $x_{1t}, x_{2t}, \ldots, x_{mt}, y_{1t}, y_{2t}, \ldots, y_{nt}$ are the EVs at time $t$ that cause changes in Chl-a and TSS, respectively, $m$ and $n$ are the number of variables, and $f$ represents a function, which can be MLR, BPNN, or GRNN.

On this basis, we first calculated the time interval $\Delta t$ between any two observation moments in the same day, that are $t$ and $t_0$. Then many combinations of two
different observation times of the same day were used for forming the data vectors \([\text{Chl-a}_0, \Delta t, x_{1t}, x_{2t}, \ldots, x_{mt}, \text{Chl-a}_t]\) and \([\text{TSS}_0, \Delta t, y_{1t}, y_{2t}, \ldots, y_{nt}, \text{TSS}_t]\), where \(\text{Chl-a}_t\) and \(\text{TSS}_t\) are the measured Chl-a and TSS at time \(t\).

3.4. Evaluation Index of Model Accuracy

In addition, coefficient of determination \(R^2\), root mean square error (RMSE) and absolute average relative error (AE) are chosen as the indicators to evaluate the accuracy of the models. The calculation methods are as shown in the following formulas.

\[
R^2 = \frac{\sum (X_m - \bar{X}_m) (X_r - \bar{X}_r)}{\sqrt{\sum (X_m - \bar{X}_m)^2 \sum (X_r - \bar{X}_r)^2}}
\]

(5)

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (X_m(i) - X_r(i))^2}{N}}
\]

(6)

\[
\text{AE} = \frac{|X_m - X_r|}{|X_r|}
\]

(7)

where \(N\) is the number of data, \(X_m\) is the predicted results, and \(X_r\) is the in situ data.

3.5. Impact Factor Screening

In order to describe the relationship between Chl-a, TSS, and EVs, we firstly analyzed the correlation of Chl-a, TSS, and other variables, and selected the variables with higher correlations. Secondly, in order to reduce the redundancy of modeling variables and avoid the problem of multiple-collinearity, we conducted correlation analysis among the selected EVs. If the \(\rho\) of two variables is greater than 0.5, they cannot both be selected as modeling variables, and only the variables that have higher \(\rho\) with Chl-a or TSS can be selected.

4. Results

4.1. Correlation Analysis

4.1.1. Variable Correlation Analysis

The correlation between Chl-a, TSS, and other EVs were analyzed, and \(\rho\) was used to characterize the correlation, as shown in Table 1. Taking \(|\rho| > 0.2\) as the criterion, WT, SpC, Cond, Sal, FDOM, AWS, AT, and AP are correlated with Chl-a, and WT has the highest \(\rho\). The absolute value of \(\rho\) between the remaining variables and Chl-a are less than 0.2, which are weak correlation factors. Furthermore, WT, Cond, AWS, and AT are positively correlated with Chl-a, while SpC, Sal, FDOM, and AP are negatively correlated with Chl-a. According to Table 1, the EVs correlated with TSS are WT, Cond, FDOM, AWD, AWS, and AT. Among them, AWD and AWS are positively correlated with TSS, while WT, Cond, FDOM, and AT are negatively correlated with TSS. Besides them, the \(|\rho|\) of other variables and TSS are less than 0.2, which are not significant factors.

| \(\rho\) of Chl-a and others | WT | SpC | Cond | Sal | PC | FDOM |
|-----------------------------|----|-----|------|-----|----|------|
| TSS                        | 0.49 | -0.39 | 0.48 | -0.34 | 0.08 | -0.25 |
| AT                         | 0.08 | -0.10 | 0.33 | 0.47 | -0.08 | 0.14 |

| \(\rho\) of TSS and others | WT | SpC | Cond | Sal | Chl-a | PC |
|---------------------------|----|-----|------|-----|-------|----|
| TSS                       | -0.25 | -0.01 | -0.27 | -0.03 | 0.09 | 0.08 |
| AT                        | -0.29 | 0.25 | 0.37 | -0.25 | 0.06 | 0.14 |

Table 1. Correlation analysis of the available variables WT, SpC, Cond, Sal, PC, FDOM, AWD, AWS, AT, AH, and AP in all-valid dataset.
4.1.2. Correlation Analysis Among EVs

To reduce the redundancy of modeling variables, correlation analysis using \( \rho \) was performed among WT, SpC, Cond, Sal, FDOM, AWD, AWS, AT, and AP that correlated with Chl-a and TSS. From Table 2 we can see, WT, Cond, and AT are closely correlated with each other, and \( \rho \) values are all greater than 0.8. SpC is closely correlated with Sal, and their \( \rho \) equals to 0.98. AWD and AWS are weakly correlated with other EVs, all the \( \rho \) values are less than 0.2.

Table 2. Correlation analysis among selected variables WT, SpC, Cond, Sal, FDOM, AWD, AWS, AT, and AP in all-valid dataset, and several key correlation coefficients are shown in bold in the table.

|      | WT   | SpC  | Cond | Sal   | FDOM | AWD  | AWS  | AT   | AP   |
|------|------|------|------|-------|------|------|------|------|------|
| WT   | 1.00 |      |      |       |      |      |      |      |      |
| SpC  | -0.32| 1.00 |      |       |      |      |      |      |      |
| Cond | 0.90 | -0.31| 1.00 |       |      |      |      |      |      |
| Sal  | -0.55| 0.98 | -0.18| 1.00  |      |      |      |      |      |
| FDOM | -0.18| 0.08 | -0.16| 0.09  | 1.00 |      |      |      |      |
| AWD  | -0.12| 0.13 | -0.08| 0.10  | -0.06| 1.00 |      |      |      |
| AWS  | 0.11 | 0.07 | 0.03 | 0.01  | -0.17| -0.02| 1.00 |      |      |
| AT   | 0.96 | -0.40| 0.89 | -0.44| -0.16| -0.14| 0.07 | 1.00 |      |
| AP   | -0.33| 0.24 | -0.32| 0.32  | 0.53 | 0.11 | -0.11| -0.25| 1.00 |

4.1.3. Environment Variable Filtering

According to the results of correlation analysis, the \( \rho \) between WT and Chl-a is the highest, which is 0.49. Actually, WT is related to light intensity and closely related to the growth of phytoplankton, so WT is one of the indispensable variables that affects changes of Chl-a [47]. Although AT and Cond are also correlated with Chl-a, these two variables have a strong correlation with WT, respectively, so AT and Cond are discarded during model construction in this paper. In addition, both AP and AWS are correlated with Chl-a, \( \rho \) is -0.43 and 0.33, respectively, and the \( \rho \) with other variables is less than 0.5, so both of them were selected as modeling variables. Finally, SpC is more closely correlated with Chl-a compared to Sal, \( \rho \) of which is -0.39 and -0.34, respectively, and the \( \rho \) between SpC and Sal is 0.98; therefore, we only chose SpC as one of modeling variables. FDOM is consisted of humic-like components, tryptophan-like components, autochthonous tyrosine-like components, etc. [47]. The main source of FDOM in the lake is from microbes and algae, and its distribution has high spatial heterogeneity in lakes [48]. Although FDOM is correlated with Chl-a, it was not considered as the input variable for the modeling due to its high spatial heterogeneity. In summary, WT, SpC, AWS, and AP were selected as the modeling variables to build the Chl-a prediction model.

For TSS, AWS has the highest correlation with TSS, the \( \rho \) equals to 0.37. The suspension of solid particles is inseparable from wind speed in the lake, especially in the shallow lake like Taihu, so AWS is an effective modeling variable. Secondly, the \( \rho \) between Cond and TSS, AWD, and TSS are -0.27 and 0.25, respectively. Additionally, Cond and AWD are weakly correlated with AWS, and \( \rho \) is only 0.03 and -0.02, respectively, so Cond and AWD can be used as modeling variables. WT and AT are correlated with TSS, but the correlation coefficients with the selected variable Cond are greater than 0.5, so they were excluded in this paper. Finally, considering the spatial heterogeneity, FDOM still did not participate in modeling. In summary, AWS, Cond, and AWD were selected as the modeling variables to build TSS prediction model.

4.2. Modeling Results in All-Valid Dataset

4.2.1. Model Results of Chl-a

In order to build the Chl-a prediction model, the selected WT, SpC, AWS, AP variables, and preprocessed Chl-a data were used to form data vectors according to the vector structure mentioned in 3.3, and the all-valid Chl-a dataset was built based on these data
vectors. There are 1692 Chl-a records available after preprocessing, forming 15,113 data vectors in the dataset. Before modeling, we first counted the observation dates of all the data vectors, and then selected the data from the random 85% of the dates as the training dataset, and the remaining 15% as the testing dataset, to ensure that the testing dataset is perfectly separated from the training dataset. Both the training dataset and the testing dataset were used to build and verify the prediction models with MLR, BPNN, and GRNN method. The expression of the models and the accuracy evaluation results are shown in Table 3.

Table 3. Accuracy evaluation of multi-parameters forecasting models for all-valid Chl-a.

| Method | Model Expression | Accuracy | \( R^2 \) | RMSE | AE  |
|--------|------------------|----------|----------|------|-----|
| **MLR** | Chl-a<sub>tm</sub> = 0.82 * Chl-a<sub>t0</sub> + 0.0126 * Δt + 0.0154 * WT + 0.0002 * SpC + 0.0265 * AWS + 0.0023 * AP − 2.9163 | Train (12,653) | 0.78 | 0.48 | 17.2% |
|        |                  | Test (2460) | 0.72 | 0.63 | 18.9% |
| **BPNN** | Chl-a<sub>tm</sub> = BPNN(Chl-a<sub>t0</sub>, Δt, WT, SpC, AWS, AP) | Train (12,653) | 0.88 | 0.36 | 13.2% |
|        |                  | Test (2460) | 0.81 | 0.54 | 15.6% |
| **GRNN** | Chl-a<sub>tm</sub> = GRNN(Chl-a<sub>t0</sub>, Δt, WT, SpC, AWS, AP) | Train (12,653) | 0.98 | 0.18 | 8.2% |
|        |                  | Test (2460) | 0.85 | 0.41 | 11.4% |

The accuracy evaluation results in Table 3 show that, except for the \( R^2 \) of MLR-based model are 0.78 and 0.72, respectively, which are lower than 0.8, \( R^2 \) of two neural network-based models are more than 0.8, the RMSE of three models are all less than 0.7, and all the AE are less than 20%. When comparing the accuracy of the three models, \( R^2 \), RMSE, and AE in Table 3 all show that the model's accuracy is improving gradually from MLR to BPNN and to GRNN. The most accurate of the three models is the GRNN-based prediction model; its modeling and testing AE are 8.2% and 11.4%, respectively. Considering the requirement of traditional RSPs validation issues, we assumed that AE less than 10% is the target accuracy of this paper. On this basis, the accuracy of the GRNN-based model is close to the target accuracy, which proves that the four environmental variables WT, SpC, AWS, and AP selected in Section 4.1 are very representative; the forecasting models based on them can predict the daily change of Chl-a well.

In addition, the coefficient of Chl-a<sub>t0</sub> is as high as 0.82 in MLR-based model, which can be attributed to two aspects. First, Chl-a<sub>t0</sub> and Chl-a<sub>tm</sub> are of the same value ranges, so the coefficient of Chl-a<sub>t0</sub> is closer to 1, while the coefficients of other variables, such as WT, SpC, and AWS, are smaller. Second, larger coefficient shows that Chl-a<sub>t0</sub> has a greater contribution to the model, the measured Chl-a at time t0 is critical to predicting the changes of Chl-a at other moments of the same day.

4.2.2. Modeling Results of TSS

Regarding TSS, the selected AWS, Cond, AWD variables, and the 1627 pieces of available TSS were used to build data vectors according to the vector structure in 3.3. A total of 11,943 data vectors were collected to form the all-valid TSS dataset. Similarly, the data measured in the random 85% of the dates (10,078) were used for modeling, and the remaining 15% (1865) were used to test the accuracy of the models. The evaluation indexes in 3.4 were used to measure the accuracy of models, and the results are shown in Table 4.
Table 4. Accuracy evaluation of multi-parameters forecasting models for all-valid TSS.

| Method | Model Expression | Accuracy | \( R^2 \) | RMSE | AE |
|--------|-------------------|----------|-----------|------|----|
| MLR    | \( TSS_{tm} = 0.90 \times TSS_{t0} - 0.5367 \times \Delta t - 0.0106 \times \text{Cond} + 0.0016 \times \text{AWD} + 0.5157 \times \text{AWS} + 5.4838 \) | Train (10,078) | 0.88 | 7.82 | 17.2% |
|        |                   | Test (1865) | 0.86 | 8.67 | 17.3% |
| BPNN   | \( TSS_{tm} = \text{BPNN}(TSS_{t0}, \Delta t, \text{Cond}, \text{AWD}, \text{AWS}) \) | Train (10,078) | 0.93 | 6.52 | 14.4% |
|        |                   | Test (1865) | 0.89 | 6.86 | 14.6% |
| GRNN   | \( TSS_{tm} = \text{GRNN}(TSS_{t0}, \Delta t, \text{Cond}, \text{AWD}, \text{AWS}) \) | Train (10,078) | 0.96 | 4.27 | 8.9% |
|        |                   | Test (1865) | 0.90 | 6.20 | 11.3% |

In Table 4, the accuracy evaluation results of three TSS models show that all \( R^2 \) are higher than 0.85, RMSE are less than 9, AE are lower than 20%. The accuracy indicators prove that the method of multi-parameters forecasting model in this paper is suitable to TSS, and the three selected EVs, namely, Cond, AWS, and AWD are very representative. In addition, the equation coefficient of TSS\(_{t0}\) in MLR model expression is up to 0.90, indicating that the dominant factor for the change of TSS at the same point is TSS\(_{t0}\). Similarly, the accuracy of BPNN-based model is higher than that of MLR-based, the accuracy of GRNN-based model is the highest, and AEs of GRNN-based model are 8.9% and 11.3%, respectively. According to the statistical results, the range of TSS in all-valid dataset is between 5.8 and 80.1 mg/L. For the TSS that varies within a large threshold range, a model with AE close to 10% is sufficient to predict the daily change of TSS.

4.3. Modeling Results in Sunny-Day Dataset

In Section 4.2, all-valid data with a one-year observation time span was used for modeling and testing, covering variables measured under various complex weather conditions. The models based on these data have good performance, which proves that the multi-parameter forecasting model method in this paper is effective. In fact, in order to obtain sufficient in situ data and high-quality satellite images, the validation experiments of waterbody RSPs usually choose sunny days with clear sky or few clouds. Therefore, the sunny-day dataset collected in Section 2.2 were used to conduct further analysis, and the results are as follows.

4.3.1. Environment Variable Filtering

Similarly, we carried out correlation analysis on the sunny-day data in order to select the EVs that have good correlation with Chl-a and TSS. The correlation analysis results are shown in Table 5. Taking \(|\rho| > 0.2\) as the criterion, Table 5 shows that the variables correlated with Chl-a are WT, PC, AWS, AT, and AP, and the variables correlated with TSS are WT, Cond, PC, FDOM, AWS, and AT. Among them, PC is a pigment–protein complex from the light-harvesting phycobiliprotein family and is found in cyanobacteria, Rhodophyceae, and Cryptophyceae. Like FDOM, PC is related to the distribution of phytoplankton, and has high spatial heterogeneity in Taihu Lake [49]. Therefore, both of FDOM and PC are not suitable to be selected as modeling variables. Correlation analysis was then conducted among WT, Cond, AWS, AT, and AP, and the correlation coefficients are shown in Table 6.

Comprehensively considering the correlation between Chl-a/TSS and EVs, and also the correlation among EVs, three variables, namely, AWS, AP, and AT were selected to participate in the construction of Chl-a prediction model, and AWS, AT, and Cond were selected as modeling variables to build TSS prediction model.
Table 5. Correlation analysis of the available variables WT, SpC, Cond, Sal, PC, FDOM, AWD, AWS, AT, AH, and AP in sunny-day dataset.

| ρ of Chl-a and others | WT  | SpC  | Cond | Sal  | PC   | FDOM |
|-----------------------|-----|------|------|------|------|------|
| TSS                   | 0.30| -0.07| 0.13 | -0.09| 0.44 | -0.19|
| AWD                   |     |      |      |      |      |      |
| AWS                   |     |      |      |      |      |      |
| AT                    |     |      |      |      |      |      |
| AH                    |     |      |      |      |      |      |
| AP                    |     |      |      |      |      |      |

| ρ of TSS and others   | WT  | SpC  | Cond | Sal  | Chl-a | PC   |
|-----------------------|-----|------|------|------|-------|------|
| FDOM                  | -0.26| -0.08| -0.21| -0.04| 0.24  | 0.51 |
| AWD                   |    | -0.07| 0.38 | -0.31| -0.14 | 0.17 |
| AWS                   |    |      |      |      |      |      |
| AT                    |    |      |      |      |      |      |
| AH                    |    |      |      |      |      |      |
| AP                    |    |      |      |      |      |      |

Table 6. Correlation analysis among selected variables WT, Cond, AWS, AT, and AP in sunny-day dataset, and several key correlation coefficients are shown in bold in the table.

|       | WT   | Cond | AWS | AT  | AP  |
|-------|------|------|-----|-----|-----|
| WT    | 1.00 |      |     |     |     |
| Cond  | 0.63 | 1.00 |     |     |     |
| AWS   | 0.23 | 0.06 | 1.00|     |     |
| AT    | 0.86 | 0.24 | 0.20| 1.00|     |
| AP    | -0.29| -0.26| -0.28| -0.24| 1.00|

4.3.2. Modeling Results

After preprocessing, a total of 3499 data vectors were built based on 403 records of valid sunny-day Chl-a dataset. The data vectors from the separated 85% of the dates, namely 2963 records of data, were randomly selected as the training set, and the remaining 536 records of data as the testing set. A total of 3246 data vectors were formed using 382 records of valid TSS data in the sunny-day dataset. Similarly, the data of the 85% dates were selected as modeling set, and the remaining 497 pieces were used as testing set. The accuracy evaluation results of Chl-a and TSS models are shown in Figures 2 and 3, respectively.

Figure 2. Accuracy evaluation of multi-parameters forecasting models for sunny-day Chl-a based on (a) MLR, (b) BPNN, and (c) GRNN.
Figure 2. Accuracy evaluation of multi-parameters forecasting models for sunny-day TSS based on (a) MLR, (b) BPNN, and (c) GRNN.

From Figure 2, we can see the testing RMSE for MLR, BPNN, and GRNN-based Chl-a prediction models by using sunny-day Chl-a data are 0.51, 0.37 and 0.29, while the RMSE listed in Table 3 for three prediction models constructed using all-valid Chl-a data are 0.63, 0.54, and 0.41. The testing AEs for three Chl-a prediction models by using sunny-day data are 17.8%, 13.4%, and 8.6%, while the AEs listed in Table 3 for three prediction models constructed using all-valid Chl-a data are 18.9%, 15.6%, and 11.4%. So we can say that the performance of the MLR, BPNN, and GRNN-based models built with the sunny-day dataset are much better than those models base on the all-valid dataset. The same conclusion is satisfied with TSS prediction models.

GRNN-based forecasting models for Chl-a and TSS have the highest accuracy no matter what kinds of data are used to construct them. From Figures 2 and 3, it can be seen that the in situ data and prediction data by using a GRNN-based model have more tight positive correlation than other models. RMSE of GRNN-based prediction models of Chl-a and TSS are 0.29 and 4.85, which is significantly lower than other models. In addition, the AEs of GRNN-based prediction models of Chl-a and TSS are only 8.6% and 8.2%; both are less than 10%, which can effectively predict the changes of Chl-a and TSS.

In addition, we performed statistical analysis on the residuals of the GRNN-based model built in the sunny-day dataset. The result shows that the mean values of the residuals of the GRNN-based Chl-a and TSS models were −0.0016 and −0.0131, respectively, both of which are close to zero, and the residuals of the two models basically satisfied the normal distribution, which proves that the models in this paper are reliable.4.4. Time Dependence of the Accuracy of GRNN-Based Prediction Model.

In order to evaluate the time dependence of the accuracy of GRNN-based prediction model, we divided the data vectors according to the standards of $|\Delta t| \leq 1$ h, 1 h < $|\Delta t|$ ≤ 2 h, 2 h < $|\Delta t|$ ≤ 3 h, 3 h < $|\Delta t|$ ≤ 4 h, and 4 h < $|\Delta t|$ ≤ 5 h, and preformed modeling analysis. The testing accuracy of the model is shown in Table 7, where Num. represents the amount of data.

It can be seen from the results in the table that for the all-valid and the sunny-day datasets, as $|\Delta t|$ increases, the values of the three accuracy indicators of $R^2$, RMSE, and AE gradually increase, and the accuracy of the model gradually declines. When $|\Delta t|$ ≤ 1 h, the Chl-a and TSS prediction models built with two datasets all have the highest accuracy. When $|\Delta t|$ is between 1 and 3 h, the accuracy of the model basically meets our expectations and can accurately predict Chl-a and TSS. However, when $|\Delta t|$ is greater than 3 h, the accuracy of the model may not be sufficient to support effective prediction of Chl-a and TSS changes. It is worth noting that the amount of data used for modeling and testing is different when the values of $|\Delta t|$ are in different time ranges, which requires us to accumulate more data to further study the time dependence of the prediction model.
Table 7. The testing accuracy of GRNN-based model built according to different $|\Delta t|$ in the all-valid and the sunny-day datasets

| $|\Delta t|$ | 1 h < $|\Delta t|$ ≤ 2 h | 2 h < $|\Delta t|$ ≤ 3 h | 3 h < $|\Delta t|$ ≤ 4 h | 4 h < $|\Delta t|$ ≤ 5 h |
|-------------|----------------|----------------|----------------|----------------|
| Parameter   | Chl-a | TSS | Chl-a | TSS | Chl-a | TSS | Chl-a | TSS | Chl-a | TSS |
| All-valid   |       |     |       |     |       |     |       |     |       |     |
| Num.        | 5354  | 4217| 4141  | 3233| 2967  | 2382| 1849  | 1460| 802   | 651 |
| $R^2$       | 0.94  | 0.95| 0.93  | 0.94| 0.90  | 0.92| 0.87  | 0.86| 0.85  | 0.85 |
| RMSE        | 0.23  | 4.61| 0.29  | 4.97| 0.31  | 5.56| 0.34  | 5.82| 0.40  | 6.01 |
| AE          | 7.4%  | 8.2%| 9.3%  | 9.1%| 9.9%  | 10.4%| 10.3% | 11.5%| 11.9% | 12.3%|
| Sunny-day   |       |     |       |     |       |     |       |     |       |     |
| Num.        | 1249  | 1133| 965   | 894 | 675   | 657 | 417   | 394 | 193   | 168 |
| $R^2$       | 0.97  | 0.95| 0.96  | 0.82| 0.93  | 0.90| 0.89  | 0.89| 0.88  | 0.86 |
| RMSE        | 0.20  | 4.28| 0.22  | 4.69| 0.26  | 4.87| 0.29  | 5.75| 0.30  | 5.96 |
| AE          | 5.9%  | 6.3%| 7.2%  | 7.1%| 8.1%  | 7.7%| 8.5%  | 8.3%| 9.1%  | 8.7% |

4.4. Model Prediction Results

Figure 4 shows the prediction results of Chl-a using a GRNN-based model constructed under sunny weather conditions. In order to explore the applicability of this model in a different concentration range, the measured Chl-a around 1.5 (Line 1), 2.5 (Line 2), and 3.5 $\mu$g/L (Line 3) were selected as the baselines to predict the value in other moments. In this figure, in situ Chl-a are represented by black lines, and the predicted Chl-a are represented by colored dots. There are 11 observing moments between 10:00 and 15:00, the in situ Chl-a at each moment can be used as baseline to predict Chl-a at the other 10 moments. For example, if we want to predict the Chl-a at 11:00, we can take the Chl-a measured at 10:30 as the baseline, use the EVs at 11:00 as the input variables and set $\Delta t$ as 0.5. In the legend, the different colors of dot indicate the prediction results based on in situ Chl-a measured at different moments, such as the yellow dot indicating the prediction Chl-a based on the Chl-a measured at 11:00. In addition, the picture in the upper right corner of Figure 4 is one set of prediction results in Line 1, which is predicted based on the Chl-a measured at 13:00.
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Figure 4. Prediction of Chl-a by GRNN-based multi-parameters forecasting model in sunny-day dataset. Lines 1, 2, and 3 show predicted Chl-a at different concentration ranges, respectively.
From it, we can see the predicted results of Chl-a (colored dots) were closely distributed around the observation lines created by in situ Chl-a value. As shown like Line 1 in Figure 4, if the fluctuation of the predicted Chl-a value is within an acceptable range, all in situ Chl-a measured at this sampling point from 10:00 to 15:00 can meet the requirements of the satellite validation on the ground true value. If the forecast results show that Chl-a has a large daily change, like Line 2 and 3 in Figure 4, we need to screen the in situ data when validating the RSPs. For example, we can strictly control the temporal match-up window of satellite–ground data in accordance with the requirements of the validation, such as the relative change of the in situ data should be less than 10%.

Figure 5 shows the prediction results of TSS using GRNN-based model constructed under sunny weather condition. In Figure 5, Line 1 and Line 2 show the predicted TSS at different value ranges, where TSS of Line 1 changes from 65 to 50 mg/L, Line 2 changes from 47 to 35 mg/L. The picture in the upper right corner of Figure 5 is one set of prediction results in Line 2, which is predicted based on the TSS measured at 15:00. It can be seen from Figure 5 that the GRNN-based multi-parameters forecasting model in this paper still predicts and tracks the changes of TSS well. Although some of the predicted values deviated relatively largely from the actual values, such as the predicted TSS of 10:30 and 11:00 in Line 1, this is acceptable, because the value of TSS itself is much larger and their AEs are less than 10%, which are within our tolerance range. In addition, Figure 5 shows that the daily changes of TSS are relatively large. Before validation, it is more necessary to predict the change of the in situ TSS, select the in situ TSS that meets the requirements, and find a suitable time window for the matching of satellite–ground data.
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**Figure 5.** Prediction of TSS by GRNN-based multi-parameters forecasting model in a sunny-day dataset. Lines 1 and 2 show predicted TSS at different concentration ranges, respectively.

## 5. Discussion

### 5.1. Environmental Variables Affecting Chl-a and TSS

Through correlation analysis, the EVs that are closely correlated with Chl-a and TSS are used as variables to build a multi-parameter forecasting model. In fact, the effects of EVs on Chl-a and TSS are quite complex. The relationship between EVs and Chl-a/TSS are...
analyzed in this section, so as to better serve our model construction and lay a foundation for the subsequent research work.

5.1.1. Chl-a and Environmental Variables

According to the analysis in the all-valid dataset, WT, AWS, AT, and AP are correlated with Chl-a. Among them, WT and AT are determined by the light intensity on the water surface and are closely correlated with Chl-a. The increase of WT and AT can affect Chl-a by accelerating the rate of enzyme reaction, enhancing metabolism, and other processes of photosynthesis, so there will be a positive correlation between temperature and Chl-a [50]. According to correlation result, AWS shows a positive relationship with Chl-a. Actually, wind speed has a complicated influence on the changes of Chl-a [51]. On the one hand, wind and waves can cause resuspension of sediments in lakes. Shallow lakes like Taihu Lake are more susceptible to wind-induced waves and currents and easy to occur resuspension [52]. Resuspension will bring sedimentary particles rich in nutrients (nitrogen and phosphorus) into the water, causing the release of nutrients [53], thereby promoting the growth of phytoplankton, and corresponding Chl-a will increase. On the other hand, the change of wind speed will cause the drift of phytoplankton such as cyanobacteria, and the drift speed of cyanobacteria is increasing when AWS increases [54]. The change of AP may affect the exchange of CO$_2$ at the water–air surface, thereby influencing the growth of phytoplankton, and the correlation analysis result shows that AP is negatively correlated with Chl-a. In fact, the daily change of AP is quite weak when the weather condition is stable. In this paper, AP is introduced as one of modeling variables to reflect the impact of AP on changes of Chl-a on long time scales, such as seasonal changes.

5.1.2. TSS and Environmental Variables

According to the analysis in the all-valid dataset, Cond, AWS, AWD, and AT are correlated with TSS. Among them, the correlation between TSS and AWS is the most significant. For shallow lakes, wind and waves will not only accelerate the moving and mixing of lake water, but also lead to the resuspension of lake sediments, both of which will increase TSS. Therefore, there is a significant positive correlation between TSS and AWS [52]. Wind direction is related to the accumulation of phytoplankton and suspended particles, and mainly determines the spatial distribution of TSS in the lake. In different season, affected by different wind directions, the distribution of TSS is different in Taihu Lake [55]. According to the correlation analysis results, AWD and TSS show a positive correlation, but $\rho$ is only 0.25, which is weaker than AWS. More data and researches are needed for analyzing the specific impact of AWD on TSS. In addition, Cond is a physical quantity used to characterize the conductivity of water, which will increase when there are more soluble particles such as inorganic acids, alkalis, salts, or organic conductors in water [56]. Early researches showed that conductivity is positively correlated with ion such as sulphate and nutrient such as nitrate [57]. The correlation analysis in this paper showed that Cond is negatively correlated with TSS. We believe this can be attributed to the subtle relationship between the contents of soluble and insoluble particles. Actually, the relationship between AT and TSS is indirect, changes in temperature first cause changes of phytoplankton growth. The primary production of phytoplankton generates organic particulate matter, and the suspension of organic particulate matter will increase the content of suspended solids in water [52]. TSS in this paper refers to the total suspended solids concentration in waterbodies; an increase in any one of the phytoplankton or particulate organic matter leads to an increase in TSS.

5.2. Application of Multi-Parameter Forecasting Model in Validation

Using long-term observation data from the site in Taihu Lake, this paper provides a model to predict the changes of Chl-a and TSS. Based on the long-term observation data of any lake site, a prediction model similar to this paper can be established. In the prediction models of Chl-a and TSS, the modeling variables are mainly composed
of Chl-a(t0), TSS(t0), the key related EVs, and the time interval Δt, and the selection of key EVs is most important when building the model. Although EVs such as FDOM and PC are also moderately correlated with Chl-a/TSS, they should not be considered when selecting modeling variables due to their high spatial heterogeneity in lakes [58,59]. Using the established model, we can predict the changes of the measured data in validation experiments, thereby completing the data screening and satellite–ground data matching.

5.2.1. Predicting the Changes of Chl-a and TSS

In this paper, EVs such as WT, Cond, AWS, AT, etc., used in the prediction model are all collected by buoy with a relatively fixed position. However, in actual validation experiments, the in situ data are measured by the experimental ship sailing among different sampling points, which means that the time for measuring EVs at each sampling point is different. How to use a multi-parameter forecasting model to predict the changes of in situ data in actual validation experiments is an important question.

In the validation for high- and medium-resolution satellite RSPs, the experimental areas are generally open and calm lakes and reservoirs, and the distance between sampling points is about 200–1000 m. For waterbodies, especially in open lakes, the changes of most EVs in the spatial dimension are much weaker than in the time dimension [60,61]. In this case, it is unlikely to form a small climatic field, and there will be little difference in the flow and diffusion of waterbodies between sampling points. Therefore, we can say the waterbody physical parameters such as WT, Sal, Cond, and SpC and the atmospheric environmental parameters like AT, AH, AWD, AWS, and AP measured at different sampling points are similar, and there will be very little spatial heterogeneity. Based on the above analysis, we can make the following assumptions: (1) these EVs measured at arbitrary sampling points in the experimental area can effectively represent the EVs of the whole area; (2) due to the different measuring times, these EVs measured at different sampling points can form continuous EVs of the whole experimental area. Based on these assumptions, the EVs like WT, Cond, AWS, AT, and AP, measured at different sampling points at time t, can represent the EVs of the whole experimental area and be used as input variables to predict the changes of in situ Chl-a and TSS data of a certain sampling point within the experimental area. Based on these assumptions, the EVs measured at different sampling points at time t can be used to predict the changes of Chl-a and TSS data of a certain sampling point within the experimental area.

In the validation for low-resolution satellites such as MODIS and MERIS, due to the large satellite footprint, the spacing between sampling points generally exceeds 2 km, and most of the measurements are carried out in sea and ocean. The excessive distance of sampling points and complex water environment will lead to a large difference in EVs among different points. Therefore, EVs observed at different points cannot represent the EVs of the whole experimental area. We suggest measuring EVs at all sampling points during the observed time period, so as to predict the changes of Chl-a and TSS in situ data over time on large spatial scales.

5.2.2. An Example for Screening In Situ Data

Many satellites are set to transit around 12:00 of local time, so we took the changes of in situ data measured at 12:00 as examples. In order to ensure the validating accuracy of RSPs, we assumed that the relative variations of in situ Chl-a and TSS should not exceed 10%. Figure 6 is a result of using a multi-parameter forecasting model in the sunny-day dataset to screen in situ data. In situ Chl-a and TSS measured at 12:00 are 3.42 and 50.49 mg/L, respectively. Taking them as baselines and draw boundaries with a relative change of ±10%, which are indicated by four red lines in Figure 6.
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Figure 6. An example of in situ data screening using the multi-parameters forecasting model of Chl-a and TSS, where the black dots represent in situ Chl-a and TSS, and the blue dots refer to the predicted Chl-a and TSS based in situ Chl-a and TSS, respectively. In addition, the red lines represent the boundary of ±10% relative change, which are drawn based on in situ Chl-a and TSS measured at 12:00 (marked with green circles in the figure).

The blue dots in Figure 6a are the prediction results, which show the in situ Chl-a changes under the influence of different EVs. The corresponding EVs of that day were checked, and we found that the variations of AT and AP contributed to the increasing of Chl-a. From 10:00 to 15:00, AT was slightly increasing from 10.3 to 12.8 °C, and AP was slightly decreasing from 1018 to 1012 hpa. According to Figure 6a, the predicted values of Chl-a between 10:00 and 14:00 are within the boundary, while the Chl-a predicted at 14:30 and 15:00 exceed the boundary. Therefore, for this sampling point, the in situ Chl-a measured at 12:00 can meet the validation requirements of satellites transiting from 10:00 to 14:00, but cannot be used to verify the satellites transiting from 14:30 to 15:00.

Similarly, TSS also changes under the influence of EVs, and the changes in TSS are more dramatic. We checked the modeling EVs and found that both AWS and Cond had great changes in the morning on that day and kept small fluctuations in the afternoon. Among them, in the morning, AWS decreased from the highest 9.5 to 6 m/s and then maintained between 5 and 6 m/s in the afternoon, Cond increased from 380 to 440 μS/cm, and then maintained 430–440 μS/cm, which both explain the changes in TSS. In Figure 6b, it can be seen that the time window is 12:00–15:00 when the relative change of in situ TSS is less than 10%, which means that the in situ TSS measured at 12:00 at this sampling point can be used to verify the satellite transiting from 12:00 to 15:00, but cannot be used to validate satellites transiting before 12:00.

Correspondingly, the changes of the in situ data measured at each sampling point can be predicted. We can screen the in situ data that satisfy the relative changing criterion based on the prediction results and use it to verify the satellite that transit at a certain time. It is also possible to identify the applicable time ranges of in situ data, and to optimize the temporal window for satellite–ground data matching. The quality of in situ data can be controlled by filtering the data according to the relative changing requirements, so that the accuracy of satellite data and products can be verified more reasonably.

6. Conclusions

The reliability of in situ data is very important for the validation of remote sensing products. Under the complex environmental conditions, the constant changes of waterbody parameters over time challenge the traditional satellite–ground data matching method. In this paper, the long-term in situ data from the fixed observing site in Taihu Lake is
used to analyze the environmental factors that affect the changes of Chl-a and TSS. Using the key influencing factors of each parameter obtained from the analysis, a model was constructed to predict the changes of Chl-a and TSS. At the same time, the accuracy of the model was evaluated by using the in situ data. The results show that the model based on GRNN simulation method has the highest accuracy. The prediction results of this model can intuitively show the changes of Chl-a and TSS between 10:00 and 15:00. The model in this paper is intended to provide a method for the screening of in situ data in validation of waterbody RSPs, which should not be regarded as a universal model for using EVs to fit the in situ data. By predicting the changes of Chl-a and TSS, the model can be well used for screening in situ data and providing a reference for the matching of satellite–ground data.

By establishing the prediction model, we have initially solved the reliability problem of the satellite–ground synchronization data in the validation of waterbody RSPs. However, there are some issues that require further research. First of all, due to factors such as the cost of the experimental instruments and the buoy system, we only collected in situ data from one site, so that the range of Chl-a and TSS may be not enough to represent the entire Taihu Lake. The model may lack representativeness in a large spatial range, and it may be insufficient to apply for the validation of low-resolution satellites. On the other hand, limited by the amount of data, some variables do not completely satisfy the normal distribution, and the influence of some environmental factors on the changes of Chl-a and TSS may not be sufficiently analyzed. In the future, we hope to set up more observing sites, accumulate the in situ data for a longer period of time, and analyze the relationship between EVs and Chl-a/TSS more deeply, so as to improve our model and increase the accuracy of prediction.
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