Abstract

We study the relative entropy between the empirical estimate of a discrete distribution and the true underlying distribution. If the minimum value of the probability mass function exceeds an \( \alpha > 0 \) (i.e. when the true underlying distribution is bounded sufficiently away from the boundary of the simplex), we prove an upper bound on the moment generating function of the centered relative entropy that matches (up to logarithmic factors in the alphabet size and \( \alpha \)) the optimal asymptotic rates, subsequently leading to a sharp concentration inequality for the centered relative entropy. As a corollary of this result we also obtain confidence intervals and moment bounds for the centered relative entropy that are sharp up to logarithmic factors in the alphabet size and \( \alpha \).

1 Introduction

Let \( p := (p_1, \ldots, p_k) \in \Delta^{k-1} \) be a distribution on \( k \) alphabets, where \( \Delta^{k-1} \) denotes the \( k-1 \) dimensional simplex for some \( k \in \mathbb{N} \setminus \{1\} \). Consider \( X_1, \ldots, X_k \sim \text{Multinomial}(n,p) \) for \( n \in \mathbb{N} \). Define

\[
\hat{p}_{n,k} = (\hat{p}_1, \ldots, \hat{p}_k) := \left( \frac{X_1}{n}, \ldots, \frac{X_k}{n} \right)
\]

as the empirical estimate of the distribution \( p \). Observe that \( \hat{p}_{n,k} \) corresponds to the empirical estimate of \( p \) constructed using \( n \) i.i.d. samples from \( p \). In this paper, we study the concentration of the Kullback–Leibler (KL) divergence (also known as the relative entropy) between \( \hat{p}_{n,k} \) and \( p \),

\[
D(\hat{p}_{n,k} \| p) := \sum_{i=1}^{k} \hat{p}_i \log \frac{\hat{p}_i}{p_i}
\]

around its mean. More concretely, for any \( \epsilon > 0 \) we aim to obtain concentration inequalities of the form

\[
P\left( \left| D(\hat{p}_{n,k} \| p) - \mathbb{E}[D(\hat{p}_{n,k} \| p)] \right| \geq \epsilon \right) \leq \rho_{n,k}(\epsilon)
\]

for a function \( \rho_{n,k}(\cdot) \), for any distribution \( p \). For ease of exposition, we will state the results after re-scaling: let \( Z_{n,k,p} := 2n D(\hat{p}_{n,k} \| p) \). \( Z_{n,k,p} \) has much operational significance since it is the log-likelihood ratio statistic for hypothesis testing when the underlying distribution is a \( k \)-alphabet multinomial. The Neyman–Pearson lemma [1] states that for a fixed significance level, the likelihood
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$\chi$ is "locally" alphabets $Z$ concentration inequality for the centered version. In this work, we take the first steps in deriving exponential concentration inequalities for $Z_{n,k,p}$ satisfies strong concentration properties similar to $\chi^2$ of $\chi$ from the edges of the simplex (moments of $Z$ inequality). This naturally leads to the question of characterizing the dependence of higher-order moments of $Z_{n,k,p}$ due to $\theta$ divergence. The classic Sanov theorem \[1.1\] Prior Work

Multiple works have posed the concentration of $Z_{n,k,p} - E[Z_{n,k,p}]$ as an open problem \[7, 8, 10\], since the techniques used to prove concentration of the uncentered $Z_{n,k,p}$ do not apply directly to the centered version. In this work, we take the first steps in deriving exponential concentration inequalities for $Z_{n,k,p} - E[Z_{n,k,p}]$. Our main result is a near-optimal (up to logarithmic factors) concentration inequality for the $Z_{n,k,p}$ around its mean for distributions that are bounded away from the edges of the simplex (Theorem 1).

1.1 Prior Work

Most of the prior related work has focused on studying concentration inequalities for the non-centered KL divergence. The classic Sanov theorem \[11, Theorem 11.4.1\] establishes

$$
\mathbb{P} \left( Z_{n,k,p} \geq t \right) \leq \left( \frac{n + k - 1}{k - 1} \right) e^{-t/2}
$$

\[6\]

1We use $a \gtrsim b$ to mean that $a \geq Cb$ for some fixed absolute constant $C > 0$. Similarly, we use $a \lesssim b$ when $b \gtrsim a$. 

\[b\]
using the method of types [12] and shows that this is optimal in the sense that for a fixed \( k, \epsilon > 0 \)
\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(Z_{n,k,p} \geq 2ne) = \epsilon.
\] (7)
The main result in Mardia et al. [7, Theorem 3] greatly improved the dependence of the right hand side of (6) on the alphabet size \( k \). They also established an \( O(k) \) bound on the variance of \( Z_{n,k,p} \). Agrawal [8] established that
\[
\mathbb{P}(Z_{n,k,p} \geq t) \leq \left( \frac{et}{2(k-1)} \right)^{k-1} e^{-t/2},
\] (8)
which is sharper than the bound of [7] in certain regimes of \( k \) and \( n \). The bound (8) was further refined for \( k > 2 \) by a careful analysis of the moment generating function (MGF) of \( Z_{n,k,p} \) in [13]. Antos and Kontoyiannis [14] used the bounded differences inequality to prove that for \( p = \text{Uniform}[k] \) (the uniform distribution over \( k \) alphabets), \( \|Z_{n,k,p} - \mathbb{E}[Z_{n,k,p}]\|_\psi \lesssim \sqrt{n} \log n \), where \( \| \cdot \|_\psi \) denotes the sub-Gaussian norm [15]. This gives the right rates (up to log factors) when \( n \lesssim k \) but gets worse as \( n \) increases, and hence does not explain the asymptotic convergence of \( Z_{n,k,p} \) in (3). Our approach is built on the approach of [8], as we also use the chain rule of KL divergence (on the MGF) to reduce the alphabet size of the problem. However, employing this method for the centered \( Z_{n,k,p} \) requires non-trivial extensions. More details on our approach and the differences from [8] are provided in Section 1.3.

1.2 Our Results

Our main result is to show that \( Z_{n,k,p} \) satisfies a strong concentration property around its mean. In particular, we show that \( Z_{n,k,p} - \mathbb{E}[Z_{n,k,p}] \) belongs to the family of sub-Gamma distributions [9] (see Section 2 for more background) with certain parameters. For a random variable \( X \), we use \( \psi_X(\cdot) \) to denote the logarithm of its MGF, i.e., \( \psi_X(t) := \log(\mathbb{E}[e^{tX}]) \). We also define for any \( \alpha > 0 \),
\[
\Delta_{\alpha} := \{ p \in \Delta^{k-1} : \min_{i \in \{1, \ldots, k\}} p_i \geq \alpha \}.
\]
We can then state our main result.

**Theorem 1.** There exists positive constants \( C, c \) such that for any \( n \in \mathbb{N}, k \geq 2, p \in \Delta_{\alpha}^{k-1} \) for an arbitrary \( \alpha > 0 \), the following holds\(^2\)
\[
\psi_{Z_{n,k,p} - \mathbb{E}[Z_{n,k,p}]}(t) \leq Ck \log^4 \left( \frac{k}{\alpha} \right) t^2, \quad \text{for all } |t| \leq \frac{1}{c}.
\] (9)

**Remark 1.** Unlike the results of [7] or [8], our main theorem involves the term \( \alpha = \min\{p_1, \ldots, p_k\} \). In particular, we prove a bound on the MGF only for \( p \in \Delta_{\alpha}^{k-1} \)—i.e. for all distributions bounded away from the edges of the simplex. Such a term has appeared before in the literature. For example, [9, Theorem 12.13] (see also [16, 17]) provides a concentration inequality for Pearson’s \( \chi^2 \) statistic that involves \( \min_i p_i \geq \alpha \). Another example is [18, Theorem 10], which characterizes the asymptotics of the minmax error in estimating a multinomial distribution from its samples under any \( f \)-divergence loss. Nevertheless, a concentration inequality such as (9) (without involving any \( \alpha \) term) should hold for distributions with \( \min_i p_i \) arbitrarily close to 0 for \( n \geq n_0 \), where \( n_0 \) is large enough (note that \( n_0 \) may depend on \( k, p \), and \( \alpha \)). This is because we have \( Z_{n,k,p} \overset{d}{\to} \chi_{k-1}^2 \) for any such \( p \) (i.e. this is a distribution-free result); see [8, Theorem III.3] for more details. We leave the task of establishing such a result with an explicit dependence on \( n_0 \) for future work.

\(^2\text{Note that } \alpha \text{ may depend on } n \text{ and } k.\)
Theorem 1 is given in Section 3.1 and a brief overview of the proof is given in Section 1.3. Using the standard arguments for the concentration of sub-Gamma distributions (see Section 2 for more details), we directly obtain the following corollaries:

**Corollary 1 (Confidence Interval).** Under the condition of Theorem 1, we have the following for all $\delta \geq 0$: with probability $1 - \delta$,

$$|Z_{n,k,p} - \mathbb{E}[Z_{n,k,p}]| \lesssim \sqrt{k \log^4 \left( \frac{k}{\alpha} \right) \log \left( \frac{1}{\delta} \right) + \log \left( \frac{1}{\delta} \right)}.$$  \hspace{1cm} (10)

In particular, we can take $\rho_{n,t}$ in (2) to be $2 \exp \left( - \min \left( \frac{v^2}{\delta^2}, \frac{v}{\delta} \right) \right)$, where $v \lesssim k \log^4(k/\alpha)$ and $c \lesssim 1$.

For a random variable $X$ and positive integer $m$, we use $\|X\|_m$ to denote $(\mathbb{E}|X|^m)^{1/m}$.

**Corollary 2 (Moment Bounds).** Under the condition of Theorem 1, we have the following for all $m \in \mathbb{N}$:

$$\|Z_{n,k,p} - \mathbb{E}[Z_{n,k,p}]\|_m \lesssim \sqrt{km \log^4 \left( \frac{k}{\alpha} \right) + m}.$$  \hspace{1cm} (11)

Finally, we show the tight rates (up to constants) for the raw moments of the random variable $Z_{n,k,p}$. The rates in [8, Theorem III.2] are incorrectly claimed to be optimal; it is claimed that $\|Z_{n,k,p}\|_m = \Theta(km)$, whereas the right rate of $\|X_k^2\|_m$ is $\Theta(k + m)$. To see this, note that $\mathbb{E}[X_k^2] = 2^m \Gamma(m + k/2)/\Gamma(k/2)$, where $\Gamma(\cdot)$ is the gamma function (see, for example, [19]). The upper bound follows by noting $\Gamma(m + k/2)/\Gamma(k/2) \leq (m + k)^m$, and the lower bound follows by noting that $(\Gamma(m + k/2)/\Gamma(k/2))^{1/m} \geq \max(k^m, \Gamma(m)))^{1/m} \geq \max(k, m) \geq k + m$. However, [8, Theorem III.2] proves a much weaker bound: $\|Z_{n,k,p}\|_m \lesssim mk$. Nonetheless, the main result of Agrawal can establish the optimal bound on the raw moments and we do so in the following Proposition.

**Proposition 1 (Raw moment bounds).** For any $k \geq 2$, $n \geq 1$, $m \geq 1$ and $p \in \Delta^{k-1}$, we have the following: $\|Z_{n,k,p}\|_m \lesssim k + m$.

The proof of Proposition 1 is given in Section 3.2. At a high level, [8, Theorem III.2] achieves the rate of $O(km)$ for the $m$-th moment by showing that the sub-exponential norm of $Z_{n,k,p}$ is $O(k)$. On the other hand, we control the sub-exponential norm of a truncated and translated version of $Z_{n,k,p}$ to get the tight rates in Proposition 1.

### 1.3 Our Techniques

We give an overview of our techniques here. We crucially use the chain rule of relative entropy to reduce the $k$–alphabet size problem to a problem with smaller alphabet size. This strategy has been successfully used by [7] (for the moments) and [8] (for the MGF) to control the right tails of $Z_{n,k,p}$. Using the chain rule and the fact that $(X_1, \ldots, X_{k-1})|X_k \sim \text{Multinomial}(n - X_k, p')$ where $p' = \left( \frac{p_1}{1-p_k}, \ldots, \frac{p_{k-1}}{1-p_k} \right)$, we can write the following:

$$Z_{n,k,p} = Z_{n,2,p_k} + Z_{n-X_k,k-1,p'},$$  \hspace{1cm} (12)

where $Z_{n,2,p_k}$ is the (scaled) binary relative entropy between $\tilde{p}_k$ and $p_k$, and $Z_{n-X_k,k-1,p'}$ is the (scaled) relative entropy between $p'$ and $(\frac{X_1}{n-X_1}, \ldots, \frac{X_{k-1}}{n-X_1})$; see Section 2.2 for more details. We
begin by briefly discussing the technique of [8] that we build on. At a high level, [8] proceeds by noting the following decomposition:

$$E[e^{tZ_{n,k,p}}] = E[E[e^{tZ_{n,k,p}} | X_k]] = E[e^{tZ_{n,2,pk}} E[e^{tZ_{n-k,1,p'} | X_k}]],$$

(13)

and subsequently notes that the problem of bounding the MGF of $Z_{n,k,p}$ can be solved by bounding the MGFs of $Z_{n,2,pk}$ and $Z_{n-k,1,p'}$. Thus, they reduce the alphabet size of the problem from $k$ to $k-1$. Applying this reasoning inductively, they finally transform the problem to bounding the MGF of $Z_{n,2,p}$ for all $p \in [0,1]$.

However, this approach hits a natural roadblock for the centered MGF. Using (12), we see that $Z_{n,k,p} - E[Z_{n,k,p}] = Z_{n,2,p} + Z_{n-k,1,p'} - E[Z_{n-k,1,p'}]$. Now conditioning on $X_k$ and using an argument similar to (13), we have the following

$$E[e^{t(Z_{n,k,p} - E[Z_{n,k,p}])}] = E[e^{t(Z_{n,2,pk} - E[Z_{n,2,pk}])} E[e^{t(Z_{n-k,1,p'} - E[Z_{n-k,1,p'}]) | X_k}]].$$

(14)

The induction hypothesis will bound the MGF (conditioned on $X_k$) of $Z_{n-k,1,p'} - E[Z_{n-k,1,p'} | X_k]$, which is different from the expression in (14) because $E[Z_{n-k,1,p'}] \neq E[Z_{n-k,1,p'} | X_k]$. Thus we cannot naively use the same next steps as Agrawal—we would need to introduce the $E[Z_{n-k,1,p'} | X_k]$ term somewhere to effectively use induction.

Defining $g_{k,p}(n) := nE[D(\hat{p}_n,k||p)]$ for $n \in \mathbb{N}$, we note that $g_{k-1,p'}(n-k) = E[Z_{n-k,1,p'} | X_k]$. In order to use the induction hypothesis, we begin by the following decomposition:

$$E\left[e^{t(Z_{n,k,p} - E[Z_{n,k,p}])}\right] = E\left[e^{t(Z_{n,2,pk} - E[Z_{n,2,pk}])} \cdot e^{2t(g_{k-1,p'}(n-k) - E[g_{k-1,p'}(n-k)])} \cdot \left[\frac{e^{t(Z_{n-k,1,p'} - E[Z_{n-k,1,p'}])}}{X_k}\right]\right],$$

(15)

where we use that $E[Z_{n-k,1,p'}] = E[g_{k-1,p'}(n-k)]$ by the tower property of conditional expectation. Although this allows us to use the induction hypothesis (conditioned on $X_k$) on $E[Z_{n-k,1,p'} - E[Z_{n-k,1,p'} | X_k]]$, this leads to a new challenge: we need to control the deviation of $g_{k-1,p'}(n-k)$ around its mean. In order to get the right dependence on $k$ in Theorem 1, we need to show that the MGF of centered $g_{k-1,p'}(n-k)$ does not scale polynomially with $k$. Suppressing the subscripts in notation of $g$ for brevity, we need to show that $\psi_g(n-k) - E[g(n-k)](t) \leq vt^2$, where $v \lesssim \text{polylog}(k/\alpha)$. As a sanity check, we expect this to be true after large enough $n$ (which may depend on $k$ and $p$) because we know that for a fixed $k$ and $p$, $g_{k,p}(n) = E[Z_{n,k,p}]/2 \rightarrow (k-1)/2$ as $n \rightarrow \infty$ (see (3)). Thus after a large enough $n$, we expect $g_{k,p}(n-k)$ to be bounded on an interval of constant length, and hence satisfy a subgaussian-style bound.

The technical bulk of our paper is dedicated to showing that $g_{k,p}(\cdot)$ satisfies the required bounds whenever $n \gtrsim k$ (see Lemmas 3 and 4). In order to prove these results, we crucially use the connection between $g(\cdot)$ and Bernstein polynomials; see Section 2.2 for more details.

### 1.4 Notation and Organization

In Section 2, we introduce important concepts and recall some new and old preliminary results. Section 3 is devoted to proving the main results. Section 4 proves a few concentration inequalities for random variables, that have been used in the main proof. Finally we provide a few concluding remarks in Section 5.

**Notation:** All logarithms are to the base $e$. We use $d(p\|q)$ for $p,q \in [0,1]$ to denote the binary
KL-divergence, so \(d(p\|q) := p \log \frac{p}{q} + (1-p) \log \frac{(1-p)}{(1-q)}\). For two random variables \(X\) and \(Y\), \(X \perp \perp Y\) denotes the independence of \(X\) and \(Y\).

## 2 Mathematical Preliminaries

In this section, we introduce concepts and preliminary results that will be required further ahead.

### 2.1 Sub-Gamma random variables

We review the basic theory of sub-Gamma random variables, following [9].

**Definition 1.** A random variable \(X\) is said to be sub-Gamma with variance factor \(\nu\) and scale parameter \(c\), denoted by \(X \in \Gamma(\nu, c)\), if

\[
\psi_X(t) \leq \nu t^2 / 2(1 - ct) \quad \text{for} \quad |t| \leq 1/c.
\]

\(16\)

**Remark 2.** Note that Definition 1 implicitly imposes that if \(X \in \Gamma(\nu, c)\) with finite \(\nu\) and \(c > 0\), then \(X\) has mean zero. This follows by noting that the convexity of \(\exp(tx)\) and Jensen inequality imply that \(\psi_X(t) \geq t \mathbb{E}[X]\), violating the condition in \((16)\) for some small (in magnitude) \(t\) if \(\mathbb{E}[X] \neq 0\).

Note that since \(\chi_{k-1}^2\) is a Gamma random variable with shape parameter \(k - 1\) and scale parameter \(2\), we have that \(\chi_{k-1}^2 - \mathbb{E}[\chi_{k-1}^2] \in \Gamma(2(k-1), 2)\). Therefore, in order to match the asymptotics one is required to prove that \(Z_{n,k,p} - \mathbb{E}[Z_{n,k,p}] \in \Gamma(\nu, c)\) with \(\nu \lesssim k\) and \(c \lesssim 1\). The definition of sub-Gamma random variables also readily leads to properties regarding the moments and the concentration which we mention in the following proposition.

**Proposition 2** (Theorem 2.3 of [9]). If \(X \in \Gamma(\nu, c)\), then

\[
\mathbb{P}(|X| > \sqrt{2\nu t + ct}) \leq 2e^{-t},
\]

\(17\)

and for all integers \(q \geq 1\)

\[
\mathbb{E}[X^{2q}] \leq q!(8\nu)^q + (2q)!(4c)^{2q}, \quad \text{and} \quad \|X\|_q \lesssim \sqrt{q\nu} + qc.
\]

\(18\)

The usual characterization of sub-Gamma random variables in terms of its tails and moments (i.e., the converse of Proposition 2) in the literature requires the random variable to be centered (see, for example, [9, Theorem 2.3]). We next provide a characterization where \(X\) need not be centered\(^3\). Thus, we extend the centering lemma [15, Lemma 2.6.8] to sub-Gamma random variables.

**Proposition 3** (Centering and characterization of sub-Gamma). Let \(X\) be a random variable and let \(A, B \geq 0\).

1. Suppose for every integer \(q \geq 1\), \(X\) satisfies

\[
\mathbb{E}[X^{2q}] \leq q!A^q + (2q)!(4c)^{2q}.
\]

\(19\)

Then, \(X - \mathbb{E}[X] \in \Gamma(24A + 36B^2, 6B)\).

\(^3\)We note that a similar result appears in [20, Lemma 1], but there seems to be a gap in the provided proof; the proof applies [9, Theorem 2.3], a result for centered random variable, on a random variable that is not centered.
2. Suppose for every $\delta > 0$

$$|X| \leq \sqrt{2A} + B + \sqrt{2A \log(1/\delta)} + B \log(1/\delta) \tag{20}$$

holds with probability at least $1 - \delta$. Then $X - \mathbb{E}[X] \in \Gamma(1536A + 864B^2, 144B)$.

The proof of Proposition 3 is deferred to Appendix A.

**Remark 3** (Centering $Z_{n,k,p}$). A natural idea in light of Proposition 3 is to obtain concentration results for $Z_{n,k,p} - \mathbb{E}[Z_{n,k,p}]$ using the moment bounds on $Z_{n,k,p}$ in Proposition 1 and the centering lemma of Proposition 3. Since $\mathbb{E}[Z_{n,k,p}]^2q \leq (Ck + C(2q))^2q$ for an absolute constant $C$, we can see that this allows us to establish that $Z_{n,k,p} - \mathbb{E}[Z_{n,k,p}] \in \Gamma(\nu, c)$ where $\nu \lesssim k^2$ and $c \lesssim k$ which does not give us the right rates.

### 2.2 Relative Entropy and Bernstein Polynomials

We recall the chain rule of entropy below:

**Proposition 4** (Chain Rule). We have

$$D(\hat{p}_{n,k} \parallel p) = d(\hat{p}_k \parallel p_k) + (1 - \hat{p}_k)D\left(\frac{X_1}{n - X_k}, \ldots, \frac{X_{k-1}}{n - X_k} \parallel \left(\frac{p_1}{1 - p_k}, \ldots, \frac{p_{k-1}}{1 - p_k}\right)\right), \tag{21}$$

where the second term is considered to be 0 if $X_k = n$.

**Remark 4.** Note that $(X_1, \ldots, X_{k-1}) \mid X_k \sim \text{Multinomial}(n - X_k, p')$ where $p' = \left(\frac{p_1}{1 - p_k}, \ldots, \frac{p_{k-1}}{1 - p_k}\right)$. We can then multiply both sides of (21) with $2n$ to restate Proposition 4 with slight abuse of notation as

$$Z_{n,k,p} = Z_{n,2,p_k} + Z_{n-X_k,k-1,p'} \tag{22}$$

(recall that $Z_{n,2,p_k}$ depends on $X_k$).

We now recall the result in [8] that shows sharp concentration for the case of binary alphabet size.

**Proposition 5** (Theorem III.2 in [8]). We have $\mathbb{E} \left[\exp \{Z_{n,2,p}/4\}\right] \leq 2$, and so for all integers $m$, $\|Z_{n,2,p}\|_m \leq 20m$.

**Remark 5.** The constant in the latter part of Proposition 5 can be derived from [21, Theorem 3.14] or [9].

As mentioned in Section 1.3, we need to handle the tails of the random variable $\mathbb{E}[Z_{n-X_k,k-1,p'} \mid X_k]$ to perform induction. This requires us to define and analyze the following terms, which appear in our proof.

**Definition 2.** Define

$$f_{k,p}(n) := \mathbb{E}[D(\hat{p}_{n,k} \parallel p)] \text{ for } n \in \mathbb{N}$$
$$g_{k,p}(n) := n \mathbb{E}[D(\hat{p}_{n,k} \parallel p)] = nf_{k,p}(n) \text{ for } n \in \mathbb{N}$$
$$\phi(x) := x \log(1/x) \text{ for } 0 < x \leq 1, \phi(0) = 0.$$
**Remark 6.** From Definition 2, we see that \( \mathbb{E}[Z_{n-k-1,p'}|X_k] = g_{k-1,p'}(n-X_k) \).

As mentioned previously, the function \( g \) plays an important role in the main proof—in particular, obtaining sharp upper and lower bounds on the function \( g_{k,p}(n) \) becomes important. To this end, we use its relationship with Bernstein polynomials. The Bernstein polynomial approximation of a continuous function \( h : [0,1] \rightarrow \mathbb{R} \) is defined as

\[
B_n(h,x) := \sum_{k=0}^{n} h(k/n) \binom{n}{k} x^k (1-x)^{n-k}.
\]  

Therefore, we see that for \( N \sim \text{Binomial}(n,x) \), \( B_n(h,x) = \mathbb{E}[h(N/n)] \).

We now recall the following relation between the expected value of relative entropy and Bernstein polynomials [22, 23].

**Proposition 6.** Let \( \phi(x) := x \log(1/x) \) for \( x \in (0,1], \phi(0) = 0 \). We then have

\[
g_{k,p}(n) = \sum_{i=1}^{k} n \left( \phi(p_i) - B_n(\phi,p_i) \right).
\]

Finally, we also state the following properties of \( f_{k,p}(n) \) which will be also useful further on [23, 24].

**Proposition 7 (Properties of \( f_{k,p}(n) \)).** For any distribution \( p \in \Delta^{k-1} \) and \( n \in \mathbb{N} \), we have

1. \( f_{k,p}(n) \leq \frac{k-1}{n} \).
2. \( f_{k,p}(n) \leq f_{k,p}(n+1) \) for \( n \in \mathbb{N} \).

For completeness, we give the proofs of Propositions 6 and 7 in Appendix A.

## 3 Proof of Main Results

In this section we prove the main results and defer the proof of intermediate lemmas to Section 4.

### 3.1 MGF and Centered Moments

We begin by recalling the assertion of Theorem 1:

Let \( p \in \Delta^{k-1}_\alpha \) for an \( \alpha > 0 \). Then for all \( n \in \mathbb{N} \),

\[
\psi_{Z_{n,k,p}-\mathbb{E}[Z_{n,k,p}]}(t) \leq Ck \log^4\left(\frac{k}{\alpha}\right) t^2, \text{ for all } |t| \leq \frac{1}{c}
\]  

where \( C, c \) are absolute positive constants.

**Proof of Theorem 1.** We proceed by induction on the alphabet size \( k \).

**Base Case:** We proceed by first establishing that when \( k = 2 \), then \( Z_{n,2,p} - \mathbb{E}[Z_{n,2,p}] \) is a sub-Gamma random variable. This is proved in the following lemma, the proof of which is deferred to Section 4.

**Lemma 1 (Concentration of centered binary divergence).** For absolute constants \( C_2 \) and \( c_2 > 0 \)

\[
\sup_{p \in [0,1]} \psi_{Z_{n,2,p}-\mathbb{E}[Z_{n,2,p}]}(t) \leq C_2 t^2, \text{ for all } |t| \leq \frac{1}{c_2}.
\]  
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Using Lemma 1, we have the following:
\[
\sup_{p \in [0,1]} \psi_{Z_{n,2,p}-\mathbb{E}[Z_{n,2,p}]}(t) \leq C_2 t^2 \leq C t^2
\]
for all \( |t| \leq c^{-1} \) by choosing absolute constants \( C \geq C_2 \) and \( c \geq c_2 \).

**Induction step:** Assume the theorem holds for alphabet size \( k - 1 \), i.e., for all \( n \in \mathbb{N} \)
\[
\sup_{p \in \Delta_{k-2}} \psi_{Z_{n,k-1,p}-\mathbb{E}[Z_{n,k-1,p}]}(t) \leq C(k-1) \log^4 \left( \frac{k-1}{\alpha} \right) t^2
\]
for all \( |t| \leq c^{-1} \).

**Proof for alphabet size \( k \):** We will now establish the result for alphabet size \( k \geq 3 \).
Since we have to show (24) for all \( n \in \mathbb{N} \), we will split \( n \) into three ranges and use different arguments in each range.

**Range 1:** First, consider \( n \leq 4096(k-1) \log^2(k-1) \). We use the bounded differences inequality and obtain the following lemma, the proof of which is relegated to Appendix B.

**Lemma 2** (Bounded differences inequality for \( Z_{n,k,p} \)). For all \( t \in \mathbb{R} \), we have
\[
\sup_{p \in \Delta_{k-1}} \psi_{Z_{n,k,p}-\mathbb{E}[Z_{n,k,p}]}(t) \leq 27n \log^2 \left( \frac{n}{\alpha} \right) t^2. \tag{26}
\]

Therefore, when \( n \) is in Range 1, we use Lemma 2 to claim
\[
\psi_{Z_{n,k,p}-\mathbb{E}[Z_{n,k,p}]}(t) \leq 27n \log^2 \left( \frac{n}{\alpha} \right) t^2
\leq 27 \times 4096 \times 9(k-1) \log^4 \left( \frac{k-1}{\alpha} \right) t^2 \tag{27}
\leq Ck \log^4 \left( \frac{k}{\alpha} \right) t^2 \tag{28}
\]
for all \( t \in \mathbb{R} \) and large enough absolute constant \( C \), where (27) uses that \( 4096k \log^2 k \leq k^9 \) for all \( k \geq 3 \). Therefore, when \( n \leq 4096(k-1) \log^2(k-1) \), we have proved the induction step.

**Above range 1:** Now let \( n > 4096(k-1) \log^2(k-1) \). Assume without loss of generality that \( p = (p_1, \ldots, p_k) \in \Delta_{k-1} \) with \( p_1 \geq \ldots \geq p_k \geq \alpha > 0 \), and let \( |t| \leq c^{-1} \). Define
\[
p' := \left( \frac{p_1}{1-p_k}, \ldots, \frac{p_{k-1}}{1-p_k} \right) \in \Delta_{k-2} \tag{29}
\]
where we observe that \( \frac{p_i}{1-p_k} \geq \alpha \) for \( 1 \leq i \leq k-1 \). Let \( X_1, \ldots, X_k \sim \text{Multinomial}(n,p) \). From Proposition 4, we have
\[
Z_{n,k,p} = Z_{n,2,p_k} + Z_{n-X_k,k-1,p'}
\]
where the second term is 0 if \( X_k = n \). Then,
\[
Z_{n,k,p} - \mathbb{E}[Z_{n,k,p}]
= Z_{n,2,p_k} - \mathbb{E}[Z_{n,2,p_k}] + Z_{n-X_k,k-1,p'} - \mathbb{E}[Z_{n-X_k,k-1,p'}]
= Z_{n,2,p_k} - \mathbb{E}[Z_{n,2,p_k}] + Z_{n-X_k,k-1,p'} - \mathbb{E}[Z_{n-X_k,k-1,p'}|X_k] + \mathbb{E}[Z_{n-X_k,k-1,p'}|X_k] - \mathbb{E}[Z_{n-X_k,k-1,p'}]
\]
and by noting that $E[Z_{n-X_k,k-1,p'}|X_k] = 2g_{k-1,p'}(n - X_k)$, we have

$$Z_{n,k,p} - E[Z_{n,k,p}] = Z_{n,2,p_k} - E[Z_{n,2,p_k}] + Z_{n-X_k,k-1,p'} - E[Z_{n-X_k,k-1,p'}|X_k] + 2g_{k-1,p'}(n - X_k) - E[2g_{k-1,p'}(n - X_k)].$$

(30)

Now, by the tower property of expectation, we have

$$E[\exp\{t(Z_{n,k,p} - E[Z_{n,k,p}])\}] = E\left[\exp\left\{t(Z_{n,k,p} - E[Z_{n,k,p}])\right\}\bigg| X_k\right]$$

and noticing that $Z_{n,2,p_k} - E[Z_{n,2,p_k}]$ and $g_{k-1,p'}(n - X_k) - E[g_{k-1,p'}(n - X_k)]$ are both functions of $X_k$, we have

$$E[\exp\{t(Z_{n,k,p} - E[Z_{n,k,p}])\}] = E\left[\exp\{t(Z_{n,2,p_k} - E[Z_{n,2,p_k}])\}\cdot\exp\{t(Z_{n-X_k,k-1,p'} - E[Z_{n-X_k,k-1,p'}|X_k])\}\bigg| X_k\right]$$

$$\cdot\exp\{2t \left(g_{k-1,p'}(n - X_k) - E[g_{k-1,p'}(n - X_k)]\right)\bigg| X_k\right]\right].$$

(32)

and further using the Hölder inequality

$$(E[\exp\{t(Z_{n,k,p} - E[Z_{n,k,p}])\}]^3\leq E[\exp\{3t(Z_{n,2,p_k} - E[Z_{n,2,p_k}])\}]\left[\left(E\left[\exp\{t(Z_{n-X_k,k-1,p'} - E[Z_{n-X_k,k-1,p'}|X_k])\} X_k\right]\right]^3\right]$$

$$E\left[\exp\left\{6t \left(g_{k-1,p'}(n - X_k) - E[g_{k-1,p'}(n - X_k)]\right)\bigg| X_k\right]\right].$$

(33)

Now, by the base case we have for $3|t| \leq 3c^{-1} \leq c^{-1}$,

$$E[\exp\{3t(Z_{n,2,p_k} - E[Z_{n,2,p_k}])\}] \leq \exp\{9C_2t^2\}$$

(34)

and by the induction hypothesis for $|t| \leq c^{-1}$

$$\left(E\left[\exp\left\{t(Z_{n-X_k,k-1,p'} - E[Z_{n-X_k,k-1,p'}|X_k])\right\} X_k\right]\right)^3 \leq \exp\left\{3C(k-1)\log^4\left(\frac{k-1}{\alpha}\right)t^2\right\}. \quad (35)$$

In particular, (35) holds almost surely for any $X_k$ since the induction hypothesis holds for all natural numbers (and the left hand side is zero when $X_k = n$). Now, using (34) and (35) in (33) we get

$$\psi_{Z_{n,k,p}-E[Z_{n,k,p}]}(t) \leq 3C_2t^2 + 3C(k-1)\log^4\left(\frac{k-1}{\alpha}\right)t^2 + \frac{1}{3}\psi_{g_{k-1,p'}(n-X_k)-E[g_{k-1,p'}(n-X_k)]}(6t).$$

(36)

_range 2_ We will now consider the range $4096(k-1)\log^2(k-1) \leq n < \frac{128(k-1)^2}{\alpha^2\sqrt{\alpha}}$. We will use the following result saying that when $n \geq 4096(k-1)\log^2(k-1)$, then $g_{k-1,p'}$ satisfies the required concentration around its mean.

Note that $\alpha = \min\{p_1, \ldots, p_k\} \leq 1/k$, so $\frac{128(k-1)^2}{\alpha^2\sqrt{\alpha}} \geq 128(k-1)^2k^2\sqrt{k} \geq 4096(k-1)\log^2(k-1)$ for all $k \geq 3$. 

|
Lemma 3 (Concentration of $g_{k,p}(Y)$, Range 2). Let $Y \sim \text{Binomial}(n,r)$ where $r \geq 1 - \frac{1}{k} \geq \frac{1}{2}$ and $n \geq 4096k \log^2 k$. Then we have for all $p \in \Delta^{k-1}$

$$
\psi_{g_{k,p}(Y) - \mathbb{E}[g_{k,p}(Y)]}(t) \leq (C_g \log^2 n) t^2, \text{ for all } |t| \leq \frac{1}{c_g}
$$

where $C_g \leq 1536 \times 2048, c_g \leq 288$.

The proof of Lemma 3 is deferred to Section 4. As $n < \frac{128(k-1)^2}{\alpha^2 \sqrt{\alpha}}$, Lemma 3 implies the following bound for $g_{k-1,p'}$:

$$
\psi_{g_{k-1,p'}(n-X_k) - \mathbb{E}[g_{k-1,p'}(n-X_k)]}(6t) \leq 36C_g \log^2 \left( \frac{128(k-1)^2}{\alpha^2 \sqrt{\alpha}} \right) t^2 \leq 288C_g \log^2 \left( \frac{k-1}{\alpha} \right) t^2 \tag{37}
$$

and therefore from (36) we have whenever $4096(k-1) \log^2 (k-1) < n \leq \frac{128(k-1)^2}{\alpha^2 \sqrt{\alpha}}$ that

$$
\psi_{Z_{n,k,p} - \mathbb{E}[Z_{n,k,p}]}(t) \leq 3C_2 t^2 + C(k-1) \log^4 \left( \frac{k-1}{\alpha} \right) t^2 + 288C_g \log^2 \left( \frac{k-1}{\alpha} \right) t^2

\leq Ck \log^4 \left( \frac{k}{\alpha} \right) \tag{38}
$$

for $|t| \leq c^{-1}$, where (38) holds for any absolute constant $C \geq 3C_2 + 288C_g$. Therefore the induction hypothesis is proved for this range of $n$.

Range 3: We finally consider the case when $n \geq \frac{128(k-1)^2}{\alpha^2 \sqrt{\alpha}}$. The variance term in Lemma 3 scales with $\log n$, which diverges as $n \to \infty$. We now state the following lemma that uses a different argument to get rid of this dependence on $\log n$ when $n \gtrsim k^2/\alpha^{5/2}$.

Lemma 4 (Concentration of $g_{k,p}(Y)$, Range 3). There exists a constant $C'_g > 0$ such that if $n \geq \frac{128(k-1)^2}{\alpha^2 \sqrt{\alpha}}$ and $Y \sim \text{Binomial}(n,r)$ with $r \geq 1 - \frac{1}{k} \geq \frac{1}{2}$, then for all $t \in \mathbb{R}$ and $p \in \Delta^{k-1}$

$$
\psi_{g_{k,p}(Y) - \mathbb{E}[g_{k,p}(Y)]}(t) \leq C'_g t^2. \tag{39}
$$

The proof of Lemma 4 is provided in Section 4. Using Lemma 4, we have the following bound on $g_{k-1,p'}$:

$$
\psi_{g_{k-1,p'}(n-X_k) - \mathbb{E}[g_{k-1,p'}(n-X_k)]}(6t) \leq 36C'_g t^2
$$

for all $6|t| \leq 6c^{-1} \leq c'_g^{-1}$ (by choosing $c \geq 6c'_g$). And therefore from (36) we have whenever $n \geq \frac{128(k-1)^2}{\alpha^2 \sqrt{\alpha}}$ that

$$
\psi_{Z_{n,k,p} - \mathbb{E}[Z_{n,k,p}]}(t) \leq 3C_2 t^2 + C(k-1) \log^4 \left( \frac{k-1}{\alpha} \right) t^2 + 36C'_g t^2

\leq Ck \log^4 \left( \frac{k}{\alpha} \right) t^2 \tag{40}
$$

where we choose an absolute constant $C$ large enough to satisfy $C \geq 3C_2 + 36C'_g$ establishing the theorem in this case as well.

Remark 7 (Bound on $C$ and $c$). In light of the proof, we can see that taking $c = \max\{3c_2, 6c_g, 6c'_g\} \lesssim 1$ and $C = \max\{3C_2 + 288C_g, 3C_2 + 36C'_g\} \lesssim 1$ suffices.
Once Theorem 1 is established, Corollaries 1 and 2 follow from Proposition 2.

3.2 Raw Moments

Finally, we prove that the raw moments of $Z_{n,k,p}$ matches the asymptotic limit (up to constants) with finite samples.

**Proposition 1 (Raw moment bounds).** For any $k \geq 2$, $n \geq 1$, $m \geq 1$ and $p \in \Delta^{k-1}$, we have the following: $\|Z_{n,k,p}\|_m \lesssim k + m$.

**Proof.** We begin with the following restatement of the result of [8, Theorem I.2].

**Claim 1 ([8]).** There is an absolute constant $C$ such that for all $\delta \geq 0$, with probability at least $1 - \delta$, $Z_{n,k,p} \leq C(k + \log(\frac{1}{\delta}))$.

For completeness, we provide the proof of Claim 1 in Appendix B. Using Claim 1, we can show our bound as follows. Let $Y = (Z_{n,k,p} - Ck) +$. By Claim 1, we have that with probability $1 - \delta$, $|Y| \leq C\log(\frac{1}{\delta})$. Thus applying Proposition 3, we have that $\|Y - \mathbb{E}[Y]\|_q \lesssim q$. Using the fact that $0 \leq Y \leq Z_{n,k,p}$, we have that $0 \leq \mathbb{E}[Y] \leq \mathbb{E}[Z_{n,k,p}] = 2g_{k,p}(n) \leq 2k$ (Proposition 7). Finally, using the triangle inequality for $L_q$ norms, we have the following:

$$
\|Z_{n,k,p}\|_m = \|Y + (Ck - Z_{n,k,p})_+\|_m \\
\leq \|Y\|_m + \|(Ck - Z_{n,k,p})_+\|_m \\
\leq \|Y - \mathbb{E}[Y]\|_m + \|\mathbb{E}[Y]\|_m + \|Ck\|_m \\
\lesssim m + k.
$$

This completes the proof. □

4 Proofs of Intermediate Lemmas

In this Section, we establish the concentration of several random variables, which were required to establish our main result. To begin with, we have the following result about the centered binary KL divergence that follows from a combination of the main result of [8] and our centering lemma.

**Lemma 1 (Concentration of centered binary divergence).** For absolute constants $C_2$ and $c_2 > 0$

$$
\sup_{p \in [0,1]} \psi_{Z_{n,2,p} - \mathbb{E}[Z_{n,2,p}]}(t) \leq C_2t^2, \text{ for all } |t| \leq \frac{1}{c_2}. \tag{25}
$$

**Proof.** From Proposition 5, we have $\mathbb{E}[Z_{n,2,p}]^{2q} \leq 2q^{2q}(20)^{2q} \leq 2q!(20)^{2q}$ for any $q \geq 1$. Therefore we can invoke Proposition 3 with $A = 0, B = 20$ to establish that $Z_{n,2,p} - \mathbb{E}[Z_{n,2,p}] \in \Gamma(\nu, c)$ with $\nu \leq 14400, c \leq 240$. The lemma then follows with $C_2 \leq 14400, c_2 \leq 240$. □

4.1 Concentration of $g$: Range 2

Recall that in Section 3, Range 2 of $n$ corresponded to $4096(k - 1)\log^2(k - 1) \leq n < \frac{128(k-1)^2}{\alpha^2\sqrt{\alpha}}$. We aim to establish concentration properties of $g_{k,p}(Y)$ where $Y \sim \text{Binomial}(n, r)$ for a particular
$r \in [0, 1]$ and $n$ within this range. As a first step towards this, we establish a bound on the discrete gradient of $f_{k,p}(\cdot)$ in the next lemma (proof relegated to Appendix B).

**Lemma 5** (Discrete gradient of $f_{k,p}(\cdot)$). For any $n \geq 4$, $k \in \mathbb{N}$ and $p \in \Delta^{k-1}$ we have that

$$0 \leq f_{k,p}(n) - f_{k,p}(n+1) \leq \frac{\sqrt{k} \log n}{n^{3/2}} + \frac{8k \log^2 n}{n^2}.$$ 

Using the discrete gradient of $f_{k,p}(n)$, we can establish the following result.

**Lemma 3** (Concentration of $g_{k,p}(Y)$, Range 2). Let $Y \sim \text{Binomial}(n, r)$ where $r \geq 1 - \frac{1}{k} \geq \frac{1}{2}$ and $n \geq 4096k \log^2 k$. Then we have for all $p \in \Delta^{k-1}$

$$\psi_{g_{k,p}(Y)} - \mathbb{E}[g_{k,p}(Y)](t) \leq (C_g \log^2 n)t^2,$$

for all $|t| \leq \frac{1}{C_g}$

where $C_g \leq 1536 \times 2048, C_g \leq 288$.

**Proof.** Extending the definitions of $f_{k,p}(\cdot), g_{k,p}(\cdot)$ to all $x \geq 0$, we define

$$f_{k,p}(0) = 0, \quad f_{k,p}(x) = f_{k,p}([x]), \quad g_{k,p}(0) = 0, \quad g_{k,p}(x) = g_{k,p}([x]).$$ (41)

We point out that (41) ensures that $f_{k,p}(x) = [x]g_{k,p}([x])$ for all $x \geq 0$.

Now, consider for $Y \sim \text{Binomial}(n, r)$

$$|g_{k,p}(Y) - g_{k,p}(nr)| = |Y f_{k,p}(Y) - [nr]f_{k,p}([nr])|$$

$$= |Y f_{k,p}(Y) - [nr]f_{k,p}(Y) + [nr]f_{k,p}(Y) - [nr]f_{k,p}([nr])|$$

$$\leq |Y - [nr]|f_{k,p}(Y) + [nr]|f_{k,p}(Y) - f_{k,p}([nr])|$$

$$\leq (|Y - nr| + 1)f_{k,p}(Y) + n|f_{k,p}(Y) - f_{k,p}([nr])|. \quad (42)$$

Now, we have by the Chernoff bound (see for example [9, Exercise 2.12])

$$|Y - nr| \leq \sqrt{2nr(1 - r) \log \frac{2}{\delta}} \leq \sqrt{\frac{2n}{k} \log \frac{2}{\delta}} \quad (43)$$

with probability $\geq 1 - \delta$.

Consider now $0 < \delta \leq 1$ such that $\log \frac{2}{\delta} \leq k$. Then, $\sqrt{\frac{2n}{k} \log \frac{2}{\delta}} \leq \sqrt{2n}$ and consequently, with probability greater than $1 - \delta$, we have

$$Y \geq nr - \sqrt{2n} \geq \frac{n}{2} - \sqrt{2n} \geq \frac{n}{4},$$

where the final inequality holds for any $n \geq 32$. Now, if $Y \geq \frac{n}{4} \geq 1$, we have

$$n|f_{k,p}(Y) - f_{k,p}([nr])| = n \sum_{i=\max\{Y, [nr]\}}^{\min\{Y, [nr]\}} (f_{k,p}(i) - f_{k,p}(i+1)) \quad (44)$$

$$\leq n \sum_{i=\max\{Y, [nr]\}}^{\min\{Y, [nr]\}} \left( \frac{\sqrt{k} \log i}{i^{3/2}} + \frac{8k \log^2 i}{i^2} \right) \quad (45)$$
\[
\begin{align*}
&\leq (|Y - |nr|| + 1) \left( \frac{8\sqrt{k} \log n}{n^{1/2}} + \frac{128k \log^2 n}{n} \right) \\
&\leq (|Y - nr| + 2) \frac{16\sqrt{k} \log n}{\sqrt{n}}
\end{align*}
\] (46)

where (44) follows since \( f_{k,p}(i) \geq f_{k,p}(i + 1) \) for \( i \in \mathbb{N} \) (Proposition 4) and a telescoping sum, (45) follows from Lemma 5, (46) follows by noting \( i \mapsto \frac{\sqrt{k} \log i}{\sqrt{i^3/2}} + \frac{8k \log^2 i}{i^2} \) is decreasing for \( i \geq 3 \) and \( \min(Y, \lfloor r \rfloor) \geq n/4 \geq 3 \), and (47) follows since \( \frac{n}{256 \log^2 n} \geq k \) ensuring that the first term in (47) is larger. Therefore, in the event that \( |Y - nr| \leq \sqrt{\frac{2k \log 2}{\delta}} \) for \( \delta \) such that \( \log 2 \delta \leq k \), we have from (42)

\[
|g_{k,p}(Y) - g_{k}(nr)| \leq (|Y - nr| + 1)f_{k,p}(Y) + 16(|Y - nr| + 2)\frac{\sqrt{k} \log n}{n}
\]

\[
\leq (|Y - nr| + 2) \left( \frac{4k}{n} + \sqrt{\frac{256k \log^2 n}{n}} \right)
\]

\[
\leq 32 \left( \sqrt{\frac{2n \log 2}{k}} + 2 \right) \sqrt{\frac{k \log^2 n}{n}}
\]

\[
\leq \sqrt{2048 \log^2 n \left( \log \frac{1}{\delta} + 1 \right) + 1}
\]

\[
\leq \sqrt{2048 \log^2 n \log \frac{1}{\delta} + 32 \log n + 1}
\] (51)

where (48) uses that in the given event \( Y \geq n/4 \) (and thus \( f_{k,p}(Y) \leq f_{k,p}(n/4) \)), (49) and (50) use that \( n \) is large enough to ensure \( \frac{n}{4096 \log^2 n} \geq k \), and (51) uses the fact that for \( a, b > 0 \),

\[
\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}.
\]

We have therefore established that for all \( 0 < \delta \leq 1 \) such \( \log \frac{2}{\delta} \leq k \), we have

\[
|g_{k,p}(Y) - g_{k,p}(nr)| \leq \sqrt{2048 \log^2 n \log \frac{1}{\delta} + 32 \log n + 1} \text{ with probability } \geq 1 - \delta.
\] (52)

Now consider all \( \delta \) such that \( \log \frac{2}{\delta} \geq k \). In this case, since \( g_{k,p}(Y) \in [0,k] \), we have

\[
|g_{k,p}(Y) - g_{k,p}(nr)| \leq \log \frac{2}{\delta} \leq 1 + \log \frac{1}{\delta}.
\] (53)

Putting together (52) and (53) we have established that for all \( 0 < \delta \leq 1 \),

\[
|g_{k,p}(Y) - g_{k,p}(nr)| \leq \sqrt{2048 \log^2 n} + 1 + \sqrt{2048 \log^2 n \log \frac{1}{\delta} + \log \frac{1}{\delta}} \text{ w.p. } \geq 1 - \delta
\] (54)

and therefore \( g_{k,p}(Y) - g_{k,p}(nr) \) satisfies (20) in Proposition 2 with \( A = 1024 \log^2 n \) and \( B = 1 \), implying that \( g_{k,p}(Y) - \mathbb{E}[g_{k,p}(Y)] \in \Gamma(1536A + 864B^2, 144B) \), leading to the assertion. \( \square \)
4.2 Concentration of $g$: Range 3

When $n \geq \frac{128(k-1)^2}{\sigma^2 \sqrt{\alpha}}$ (i.e. $n$ is in Range 3 corresponding to the notation in Section 3), we can establish a sharper version of Lemma 3. Intuitively, since $g_{k,p}(n) \to \frac{k-1}{n}$, we expect that for a large enough $n$, $|g_{k,p}(n) - \frac{k-1}{n}|$ is small. The next proposition quantifies this intuition.

**Proposition 8** (Bound on $g_{k,p}(n)$). Let $n \geq \frac{16k^2}{\sigma^2 \sqrt{\alpha}}$ and $p \in \Delta_{\alpha}^{k-1}$. Then, $|g_{k,p}(n) - \frac{k-1}{n}| \leq 1$.

**Proof.** Define for $x \in \{0\} \cup \left[\frac{1}{n}, 1\right]$ 

$$R_i(x) = x \log \frac{x}{p_i} - (x - p_i) - \frac{(x - p_i)^2}{2p_i}. \quad (55)$$

We then have $R_i(0) = \frac{p_i}{2}$. When $\frac{1}{n} \leq x \leq \frac{p_i}{2}$, we use the Taylor theorem to assert 

$$\phi(x) = \phi(p_i) + \phi'(p_i)(x - p_i) + \frac{\phi''(p_i)}{2}(x - p_i)^2 + \frac{\phi'''(c)}{6}(x - p_i)^3$$

where $c \in [x, p_i]$. Recalling that $\phi(p_i) = p_i \log \frac{1}{p_i}, \phi'(p_i) = \log \frac{1}{p_i} - 1, \phi''(p_i) = -1/p_i$ and $\phi'''(c) = 1/c^2$ we can rewrite (56) as 

$$x \log \frac{1}{x} = p_i \log \frac{1}{p_i} + (x - p_i) \log \frac{1}{p_i} - (x - p_i) - \frac{(x - p_i)^2}{2p_i} + \frac{1}{6c^2}(x - p_i)^3$$

$$= x \log \frac{1}{p_i} - (x - p_i) - \frac{(x - p_i)^2}{2p_i} + \frac{1}{6c^2}(x - p_i)^3$$

and rearranging we get 

$$R_i(x) = x \log \frac{x}{p_i} - (x - p_i) - \frac{(x - p_i)^2}{2p_i} = -\frac{1}{6c^2}(x - p_i)^3$$

for a $c \in [x, p_i]$. Now, if $1/n \leq x \leq p_i/2$, we have $|R_i(x)| \leq \frac{p_i^2}{2} |x - p_i|^3 \leq \frac{6}{2}$. Furthermore, if $x \geq p_i/2$, we have $c \geq p_i/2$, and therefore $|R_i(x)| \leq \frac{2}{3}p_i^2 |x - p_i|^3$. We have therefore established that 

$$|R_i(x)| \leq \begin{cases} 
\frac{p_i}{2} & \text{for } x = 0 \\
\frac{n^2}{6} & \text{for } 1/n \leq x \leq p_i/2 \\
\frac{2}{3}p_i^2 |x - p_i|^3 & \text{for } x > p_i/2 
\end{cases}$$

Now, by definition of $R_i(x)$, we have 

$$\sum_{i=1}^{k} \frac{\hat{p}_i}{p_i} \log \frac{\hat{p}_i}{p_i} - (\hat{p}_i - p_i) - \frac{(\hat{p}_i - p_i)^2}{2p_i} = \sum_{i=1}^{k} R_i(\hat{p}_i).$$

Taking expectation on both sides yields 

$$\frac{g_{k,p}(n)}{n} - \frac{k-1}{2n} = \sum_{i=1}^{k} \mathbb{E}[R_i(\hat{p}_i)]$$

The conclusion follows by summing over $i$. 

\[15\]
and by the triangle inequality,

\[
\left| \frac{g_{k,p}(n)}{n} - \frac{k - 1}{2n} \right| \leq \sum_{i=1}^{k} \mathbb{E}|R_i(\hat{p}_i)|. \tag{57}
\]

Now, using the upper bounds on \(R_i(x)\) we have

\[
\mathbb{E}[|R_i(\hat{p}_i)|] \leq \frac{p_i}{2} \mathbb{E} \left[ 1_{\hat{p}_i = 0} \right] + \frac{n^2}{6} \mathbb{E} \left[ 1_{\frac{1}{n} \leq \hat{p}_i \leq \frac{n}{2}} \right] + \frac{2}{3p_i^2} \mathbb{E} \left[ |p_i - \hat{p}_i|^2 1_{\hat{p}_i \geq \frac{p_i}{2}} \right] \leq \frac{n^2}{6} \mathbb{P}(\hat{p}_i \leq p_i/2) + \frac{2}{3p_i^2} \mathbb{E}|\hat{p}_i - p_i|^3. \tag{58}
\]

Now we have by the Chernoff Bound [25, Theorem 4.5]

\[
\mathbb{P}(\hat{p}_i \leq p_i/2) = \mathbb{P}(\hat{p}_i \leq p_i - p_i/2) \leq \exp \left( -np_i/8 \right) \leq \exp \left( -n\alpha/8 \right) \tag{59}
\]

and by moments of the binomial distribution [26]

\[
\mathbb{E}|\hat{p}_i - p_i|^3 \leq \left( \mathbb{E}|\hat{p}_i - p_i|^4 \right)^{3/4} \leq \left( \frac{3p_i(1 - p_i)}{n^2} \right)^{3/4} \leq \frac{3p_i^{3/4}}{n\sqrt{n}}. \tag{60}
\]

Using (59) and (60) in (58) yields

\[
\mathbb{E}[|R_i(\hat{p}_i)|] \leq \frac{n^2}{6} \exp(-n\alpha/8) + \frac{2}{p_i^{5/4}} \frac{1}{n\sqrt{n}} \leq \frac{n^2}{6} \exp(-n\alpha/8) + \frac{2}{\alpha^{5/4}} \frac{1}{n\sqrt{n}} \tag{61}
\]

and since for \(n \geq \frac{16k^2}{\alpha^2 \sqrt{\alpha}}\) we have \(\frac{n^2}{6} \exp(-n\alpha/8) \leq \frac{2}{\alpha^{5/4}} \frac{1}{n\sqrt{n}}\), we have

\[
\mathbb{E}[|R_i(\hat{p}_i)|] \leq \frac{4}{\alpha^{5/4}} \frac{1}{n\sqrt{n}}.
\]

Using this in (57) and multiplying by \(n\), we get

\[
\left| g_{k,p}(n) - \frac{k - 1}{2} \right| \leq \frac{4k}{\alpha^{5/4} \sqrt{n}} \leq 1
\]

for \(n \geq \frac{16k^2}{\alpha^2 \sqrt{\alpha}}\).

Now, using Proposition 8, we see that \(g_{k,p}(n)\) is fairly constant for large enough \(n\). Therefore, using the fact that bounded random variables are sub-Gaussian, we can establish the following concentration inequality.

**Lemma 4** (Concentration of \(g_{k,p}(Y)\), Range 3). There exists a constant \(C'_g > 0\) such that if \(n \geq \frac{48k^2}{\alpha^2 \sqrt{\alpha}}\) and \(Y \sim \text{Binomial}(n,r)\) with \(r \geq 1 - \frac{1}{k} \geq \frac{1}{2}\), then for all \(t \in \mathbb{R}\) and \(p \in \Delta_{k-1}^n\)

\[
\psi_{g_{k,p}(Y)-\mathbb{E}[g_{k,p}(Y)]}(t) \leq C'_g t^2.
\]
Proof. We claim that
\[
P \left( \left| g_{k,p}(Y) - \frac{k-1}{2} \right| > t \right) \leq 2e^{-t^2/4} \tag{62}
\]
for all \( t \geq 0 \). To establish this we consider three cases. First, whenever \( t \leq 1, 2e^{-t^2/4} > 1 \) and therefore (62) is trivially true.

When \( 1 < t \leq k \), we know that if \( Y \geq \frac{n}{3} = \frac{16k^2}{\alpha^2 \sqrt{\alpha}} \), then we have \( |g_{k,p}(Y) - \frac{k-1}{2}| \leq 1 \) from Proposition 8. Thus, for any \( t \geq 1 \) we can bound
\[
P \left( \left| g_{k,p}(Y) - \frac{k-1}{2} \right| > t \right) \leq \mathbb{P}(Y \leq \frac{n}{3}) \leq e^{-n/36}
\]
from the Chernoff bound and that \( r \geq 1 - \frac{1}{k} \geq \frac{1}{2} \). Moreover, \( e^{-n/36} \leq e^{-t^2/4} \) since \( t \leq k \leq \sqrt{n/3} \), and therefore (62) holds.

Finally, whenever \( t \geq k \), since \( 0 \leq g_{k,p}(Y) \leq k \), we have \( \left| g_{k,p}(Y) - \frac{k-1}{2} \right| \leq k \) with probability 1. Therefore in this case \( \mathbb{P} \left( \left| g_{k,p}(Y) - \frac{k-1}{2} \right| > t \right) = 0 \leq 2e^{-t^2/4} \) and (62) holds in this case too. The result then follows by using the centering lemma [15, Lemma 2.6.8].

5 Concluding Remarks

In this work we studied concentration inequalities for the centered relative entropy between the empirical distribution and the true (multinomial) distribution of alphabet size \( k \) and minimum probability \( \alpha > 0 \). We showed that the centered relative entropy is sub-Gamma with variance parameter \( \nu \lesssim k \log_4 \left( \frac{k}{\alpha} \right) \) and shape parameter \( c \lesssim 1 \). This matches the \( \chi^2_{k-1} \) asymptotics up to the \( \log^4 \left( \frac{k}{\alpha} \right) \) factor. Two remaining problems thus readily present themselves: firstly, removing any dependence on \( \alpha \) in the logarithmic term in the variance factor (as the convergence in distribution to \( \chi^2_{k-1} \) holds for arbitrary \( \alpha > 0 \)); and secondly the more stringent question of establishing that \( \nu \lesssim k \) (i.e. removing the extraneous logarithmic factor altogether).

A Proofs Omitted From Section 2

Proposition 3 (Centering and characterization of sub-Gamma). Let \( X \) be a random variable and let \( A, B \geq 0 \).

1. Suppose for every integer \( q \geq 1 \), \( X \) satisfies
\[
\mathbb{E}[X^{2q}] \leq q!A^q + (2q)!B^{2q}.
\]
Then, \( X - \mathbb{E}[X] \in \Gamma(24A + 36B^2, 6B) \).

2. Suppose for every \( \delta > 0 \)
\[
|X| \leq \sqrt{2A} + B + \sqrt{2A \log(1/\delta)} + B \log(1/\delta)
\]
holds with probability at least \( 1 - \delta \). Then \( X - \mathbb{E}[X] \in \Gamma(1536A + 864B^2, 144B) \).

Proof. We will follow the same strategy as [9, Theorem 2.3] on \( X - \mathbb{E}[X] \). First of all, note that by
the Jensen inequality and the condition (19)

$$|\mathbb{E}[X]| \leq \mathbb{E}|X| \leq \sqrt{\mathbb{E}X^2} \leq \sqrt{A + 2B^2}. \quad (63)$$

Consider now the first assertion. We have

$$(\mathbb{E}[X])^{2q} \leq (A + 2B^2)^q \leq 2^{q-1}(A^q + 2^qB^{2q}) \leq (2A)^q + (2B)^{2q}, \quad (64)$$

where the first inequality follows from (63) and the second follows by the convexity of $x \mapsto x^q$ since $q \geq 1$. Next, we observe

$$\mathbb{E}[(X - \mathbb{E}[X])^{2q}] \leq 2^{2q-1}(\mathbb{E}[X^{2q}] + (\mathbb{E}[X])^{2q}) \quad (65)$$

$$\leq 2^{2q}(q!A^q + (2q)!B^{2q} + (2A)^q + (2B)^{2q}) \quad (66)$$

$$\leq q!(6A)^q + (2q)!(3B)^{2q} \quad (67)$$

where (65) follows by the Jensen inequality, (66) follows by (64) and (67) follows since $q!(4A)^q + (2A)^q \leq q!(6A)^q, (2q)!B^{2q} + (2B)^{2q} \leq (2q)!(3B)^{2q}$. We can now see that $X - \mathbb{E}[X]$ is a centered random variable that satisfies the conditions of [9, Theorem 2.3] with $A' = 6A, B' = 3B$. Thus $Z \in \Gamma(4(A' + B^2), 2B') = \Gamma(24A + 36B^2, 6B)$.

We will now focus on the second condition and calculate the moments of $|X|$. From (20), we see that $\mathbb{P}(|X| - \sqrt{2A} - B) \geq \sqrt{2A}t + Bt) \leq \exp(-t)$ for all $t > 0$. Using the same analysis as in the proof of [9, Theorem 2.3], we get that for all integers $q \geq 1$,

$$\mathbb{E} \left[ \left( |X| - \sqrt{2A} - B \right)^+ \right]^{2q} \leq q!(8A)^q + (2q)!(4B)^{2q}. \quad (68)$$

Next since $|X| \leq \left( |X| - \sqrt{2A} - B \right)^+ + \sqrt{2A} + B$ using similar arguments as in (65)–(67) we have,

$$\mathbb{E}X^{2q} \leq 2^{2q}\mathbb{E} \left[ \left( |X| - \sqrt{2A} - B \right)^+ \right]^{2q} + 2^{2q}(\sqrt{2A} + B)^{2q}$$

$$\leq q!(32A)^q + (2q)!(8B^2)^q + 4^{2q}(2A)^q + 4^{2q}B^{2q}$$

$$\leq q!(64A)^q + (2q)!(24B)^{2q}. \quad (69)$$

We have now reduced the problem to the first case and by the result therein we have $X - \mathbb{E}[X] \in \Gamma(1536A + 864B^2, 144B). \quad \square$

**Proposition 6.** Let $\phi(x) := x \log(1/x)$ for $x \in (0, 1], \phi(0) = 0$. We then have

$$g_{k,p}(n) = \sum_{i=1}^{k} n \left( \phi(p_i) - B_n(\phi, p_i) \right).$$

Proof.

$$g_{k,p}(n) = n\mathbb{E}[D(\hat{p}_{n,k}||p)]$$

$$= n\mathbb{E} \left[ \sum_{i=1}^{k} \hat{p}_i \log \frac{\hat{p}_i}{p_i} \right]$$
\[
E \left[ \hat{p}_i \log \frac{1}{p_i} \right] = \frac{1}{2n} \left| h(Z_1, \ldots, Z_i, \ldots, Z_n) - h(Z_1, \ldots, Z'_i, \ldots, Z_n) \right|
\]

\[
= \left| \phi \left( \hat{p}_j - \frac{1}{n} \right) - \phi(\hat{p}_j) \right|
\]

\[
\leq \phi \left( \hat{p}_j - \frac{1}{n} \right) + \phi(\hat{p}_j) + \log \left( \frac{\hat{p}_j + 1}{p_j} \right)
\]

Since \( n\hat{p}_i \sim \text{Binomial}(n, p_i) \), we note that

\[
E \left[ \hat{p}_i \log \frac{1}{p_i} \right] = \frac{1}{2n} \sum_{k=0}^{n} \phi(k/n) p_i^k (1 - p_i)^{n-k} = B_n(\phi, p_i).
\]

Substituting (69) into (68) we obtain the assertion. \( \square \)

**Proposition 7 (Properties of \( f_{k,p}(n) \)).** For any distribution \( p \in \Delta^{k-1} \) and \( n \in \mathbb{N} \), we have

1. \( f_{k,p}(n) \leq \frac{k!}{n^k} \).
2. \( f_{k,p}(n) \leq f_{k,p}(n+1) \) for \( n \in \mathbb{N} \).

**Proof.** For the first assertion, we have \( D(\hat{p}_{k,p}\|p) \leq \log(1 + \chi^2(\hat{p}_{k,p}\|p)) \leq \chi^2(\hat{p}_{k,p}\|p) \), where the first inequality follows from e.g. [5, Chapter 7] and second inequality follows since \( \log(1 + x) \leq x \) for \( x \geq 0 \); this was proved in [24] (see also [27]). The second assertion follows since from Proposition 6 \( f_{k,p}(n) - f_{k,p}(n+1) = \sum_{i=1}^{k} (B_{n+1}(\phi, p_i) - B_n(\phi, p_i)) \), and we have \( B_{n+1}(\phi, p_i) \geq B_n(\phi, p_i) \) for all \( 0 \leq p_i \leq 1 \) (from [23, Lemma 4.3] and concavity of \( \phi(\cdot) \)). \( \square \)

**B Proofs Omitted From Sections 3 and 4**

**Lemma 2 (Bounded differences inequality for \( Z_{n,k,p} \)).** For all \( t \in \mathbb{R} \), we have

\[
\sup_{p \in \Delta^{k-1}_n} \psi_{Z_{n,k,p}}(Z_{n,k,p})(t) \leq 27n \log^2 \left( \frac{n}{\alpha} \right) t^2.
\]

**Proof.** We can see that \( Z_{n,k,p} = 2nD(\hat{p}_{n,k}\|p) \) is a function of \( Z_1, \ldots, Z_n \), all i.i.d., where \( \mathbb{P}(Z_1 = j) = p_j \). Denoting this function by \( h(\cdot) \), we have

\[
2nD(\hat{p}_{n,k}\|p) = h(Z_1, \ldots, Z_n) = 2n \sum_{i=1}^{k} \hat{p}_i \log \frac{\hat{p}_i}{p_i}.
\]

Let \( Z_i = j \in [k] \), and let \( Z'_i = j' \in [k] \). We then have

\[
\frac{1}{2n} \left| h(Z_1, \ldots, Z_i, \ldots, Z_n) - h(Z_1, \ldots, Z'_i, \ldots, Z_n) \right|
\]

\[
= \left| \hat{p}_j \log \frac{\hat{p}_j}{p_j} + \hat{p}_{j'} \log \frac{\hat{p}_{j'}}{p_{j'}} - \left( \hat{p}_j - \frac{1}{n} \right) \log \left( \frac{\hat{p}_j + 1}{p_j} \right) - \left( \hat{p}_{j'} + \frac{1}{n} \right) \log \left( \frac{\hat{p}_{j'} + 1}{p_{j'}} \right) \right|
\]

\[
\leq \phi \left( \hat{p}_j - \frac{1}{n} \right) + \phi(\hat{p}_j) + \phi(\hat{p}_{j'}) + \phi \left( \hat{p}_{j'} + \frac{1}{n} \right) + \frac{1}{n} \log \frac{1}{p_j} - \frac{1}{n} \log \frac{1}{p_{j'}}
\]

\[
 \leq \phi \left( \hat{p}_j - \frac{1}{n} \right) + \phi(\hat{p}_j) + \phi(\hat{p}_{j'}) + \phi \left( \hat{p}_{j'} + \frac{1}{n} \right) + \frac{2}{n} \log \frac{1}{\alpha}
\]

(71)
where (70) follows by recalling that \( \phi(x) = x \log \frac{1}{x} \) and (71) follows from the triangle inequality and the fact that \( p_j, p_j' \geq \alpha \). Now, for all integers \( 2 \leq l \leq n \) we have, by concavity of \( \phi(\cdot) \) that

\[
\left| \phi \left( \frac{l}{n} \right) - \phi \left( \frac{l-1}{n} \right) \right| \leq \log \frac{n}{e(l-1)} \cdot \frac{1}{n} \leq \frac{\log n}{n}
\]

and also \( \phi \left( \frac{1}{n} \right) - \phi(0) = \frac{\log n}{n} \). Using this and the fact that \( \tilde{p}_j, \tilde{p}_j' + \frac{1}{n} \in \left\{ \frac{1}{n}, \ldots, \frac{n}{n} \right\} \) in (71) we have

\[
\frac{1}{2n} \left| h(Z_1, \ldots, Z_i, \ldots, Z_n) - h(Z_1, \ldots, Z_i', \ldots, Z_n) \right| \leq \frac{2 \log(n/\alpha)}{n}.
\]

Now using the bounded differences inequality [9, Theorem 6.2] we have

\[
P \left( |Z_{n,k,p} - \mathbb{E}[Z_{n,k,p}]| > t \right) \leq 2 \exp \left( -\frac{t^2}{8n \log^2(n/\alpha)} \right).
\]

This implies that (see, for example, [21, Theorem 3.10] or [9]) whenever \( p \in \Delta_n^{k-1} \), for all \( t \) we have

\[
\psi_{Z_{n,k,p} - \mathbb{E}[Z_{n,k,p}]}(t) \leq 27n \log^2 \left( \frac{n}{\alpha} \right) t^2.
\]

**Lemma 5** (Discrete gradient of \( f_{k,p}(\cdot) \)). For any \( n \geq 4 \), \( k \in \mathbb{N} \) and \( p \in \Delta_n^{k-1} \) we have that

\[
0 \leq f_{k,p}(n) - f_{k,p}(n+1) \leq \frac{\sqrt{k \log n}}{n^{3/2}} + \frac{8k \log^2 n}{n^2}.
\]

*Proof.* From Proposition 7, we have \( f_{k,p}(n) \geq f_{k,p}(n+1) \) for all \( n \). To prove the upper bound, we recall

\[
f_{k,p}(n) - f_{k,p}(n+1) = \sum_{i=1}^{k} (B_{n+1}(\phi, p_i) - B_n(\phi, p_i)).
\]

Fix an index \( i \in [k] \). Let \( N_i \sim \text{Bin}(n, p_i) \) and \( Y_i \sim \text{Ber}(p_i) \) be two independent random variables. By definition, we have \( B_n(\phi, p_i) = \mathbb{E} \left[ \phi \left( \frac{N_i + Y_i}{n+1} \right) \right] \) and \( B_{n+1}(\phi, p_i) = \mathbb{E} \left[ \phi \left( \frac{N_i + Y_i}{n+1} \right) \right] \). Moreover, since \( \phi(x) = x \log(1/x) \) is concave on \([0, 1]\), we have for \( x, y \in (0, 1) \) that \( \phi(x) - \phi(y) \leq \phi'(y)(x - y) = \log(1/(ey))(x - y) \). Therefore,

\[
B_{n+1}(\phi, p_i) - B_n(\phi, p_i) = \mathbb{E} \left[ \phi \left( \frac{N_i + Y_i}{n+1} \right) - \phi \left( \frac{N_i}{n} \right) \right]
\]

\[
= \mathbb{E} \left[ \mathbb{1}_{N_i \geq 1} \left( \phi \left( \frac{N_i + Y_i}{n+1} \right) - \phi \left( \frac{N_i}{n} \right) \right) \right] + \mathbb{E} \left[ \mathbb{1}_{N_i = 0} \left( \phi \left( \frac{N_i + Y_i}{n+1} \right) - \phi \left( \frac{N_i}{n} \right) \right) \right]
\]

\[
= \mathbb{E} \left[ \mathbb{1}_{N_i \geq 1} \left( \phi \left( \frac{N_i + Y_i}{n+1} \right) - \phi \left( \frac{N_i}{n} \right) \right) \right] + (1 - p_i)^n \mathbb{E} \left[ \phi \left( \frac{Y_i}{n+1} \right) \right]
\]

\[
\leq \mathbb{E} \left[ \mathbb{1}_{N_i \geq 1} \log \left( \frac{n}{eN_i} \right) \left( \frac{N_i + Y_i}{n+1} - \frac{N_i}{n} \right) \right] + (1 - p_i)^n \phi \left( \frac{p_i}{n+1} \right)
\]

where (73) uses the fact that \( N_i \perp Y_i \) and \( \mathbb{P}(N_i = 0) = (1 - p_i)^n \), and (74) follows from concavity.
of $\phi(\cdot)$ and the Jensen inequality. We will now focus on the first expression in (74). We have

$$
\mathbb{E} \left[ \mathbb{I}_{N_i \geq 1} \log \left( \frac{n}{eN_i} \right) \left( \frac{N_i + Y_i}{n + 1} - \frac{N_i}{n} \right) \right] = \mathbb{E} \left[ \mathbb{I}_{N_i \geq 1} \log \left( \frac{n}{eN_i} \right) \left( \frac{nY_i - N_i}{n(n + 1)} \right) \right]
$$

$$
= \mathbb{E} \left[ \mathbb{I}_{N_i \geq 1} \log \left( \frac{n}{eN_i} \right) \left( \frac{np_i - N_i}{n(n + 1)} \right) \right]
$$

$$
\leq \log(n) \mathbb{E} \left[ \mathbb{I}_{N_i \geq 1} \left( \frac{np_i - N_i}{n(n + 1)} \right) \right]
$$

$$
\leq \frac{\log n}{n^2} \sqrt{\mathbb{E} \left[ |np_i - N_i|^2 \right]}
$$

$$
= \frac{\log n}{n^2} \sqrt{np_i(1 - p_i)}
$$

(75)

where (75) follows since $N_i \perp Y_i$, (76) uses that $N_i \geq 1$, (77) uses the Jensen inequality and (78) uses the fact that variance of $N_i$ is $np_i(1 - p_i)$. Summing up (78) from 1 through $k$ we have

$$
\sum_{i=1}^{k} \mathbb{E} \left[ \mathbb{I}_{N_i \geq 1} \log \left( \frac{n}{eN_i} \right) \left( \frac{N_i + Y_i}{n + 1} - \frac{N_i}{n} \right) \right] \leq \frac{\log n}{n^{3/2}} \sum_{i=1}^{k} \sqrt{p_i(1 - p_i)}
$$

$$
\leq \frac{\log n}{n^{3/2}} \sqrt{k - 1}
$$

(79)

where we use the Cauchy–Schwartz inequality. Focusing now on the second term in (74) and defining $p^* = \frac{2\log n}{n}$ we have

$$
\sum_{i=1}^{k} (1 - p_i)^n \phi \left( \frac{p_i}{n + 1} \right) \leq \sum_{i=1}^{k} e^{-np_i} \phi \left( \frac{p_i}{n + 1} \right)
$$

$$
= \sum_{i:p_i \geq p^*} e^{-np_i} \phi \left( \frac{p_i}{n + 1} \right) + \sum_{i:p_i < p^*} e^{-np_i} \phi \left( \frac{p_i}{n + 1} \right)
$$

$$
\leq \sum_{i:p_i \geq p^*} \frac{1}{n^2} + \sum_{i:p_i < p^*} \phi \left( \frac{p_i}{n + 1} \right)
$$

$$
\leq \frac{k}{n^2} + k \phi \left( \frac{p^*}{n + 1} \right)
$$

$$
\leq \frac{k}{n^2} + \frac{4k \log^2 n}{n^2}
$$

$$
\leq \frac{8k \log^2 n}{n^2}
$$

(84)

where (80) uses that $(1 - x)^n \leq e^{-nx}$; (81) uses the fact that $\phi(x) \leq 1$ for $x \in [0, 1]$, $e^{-np_i}$ is always decreasing in $p_i$ and is $\leq 1$; (82) follows since $\phi(\cdot)$ is increasing in $\left[0, \frac{p^*}{n + 1}\right]$ (as $\frac{p^*}{n + 1} = \frac{2\log n}{n(n + 1)} \leq \frac{1}{2}$); and (83) follows by substituting $p^* = \frac{2\log n}{n}$ and some algebra. Finally, (79) and (84) along with (74) and (72) yield the assertion.

Claim 1 ([8]). There is an absolute constant $C$ such that for all $\delta \geq 0$, with probability at least $1 - \delta$, $Z_{n,k,p} \leq C \left( k + \log \left( \frac{1}{\delta} \right) \right)$.
Proof. The result in [8] implies the following: for all $t \geq 2(k - 1)$

$$P\{Z \geq t\} \leq \exp(-t/2) \left(\frac{et}{2(k - 1)}\right)^{k-1} = \exp\left(-\frac{t}{2} + k \log\left(\frac{et}{2(k - 1)}\right)\right)$$

$$\leq \exp\left(-\frac{t}{2} + k + k \log\left(\frac{t}{k}\right)\right),$$

where the last expression uses that $2(k - 1) \geq k$. Let $t = 2xk + 2x \log(1/\delta) + 2 \log(1/\delta) + 2k$ for $x \geq 100$ and $\gamma = \log(1/\delta)/k$. We have that the expression in (85) is bounded above by:

$$\exp\left(-\frac{t}{2} + k + k \log\left(\frac{t}{k}\right)\right) = \delta \exp\left(-\left((x - \log 2)k + x \log(1/\delta) - k \log ((1 + x) + (x + 1)\gamma)\right)\right)$$

$$\leq \delta \exp\left(-0.5xk + x \log(1/\delta) - k \log (2xk + 2x\gamma)\right)$$

$$= \delta \exp\left(-k \left(0.5x - \log(2x) + x\gamma - \log (1 + \gamma)\right)\right).$$

We will now show that $A(\gamma, x) \geq 0$ for $\gamma \geq 0$ whenever $x \geq 100$. Using that $0.25x \geq \log(2x)$ and $x \geq 1$ and $\log(1 + \gamma) \leq \gamma$, we have that

$$A(\gamma, x) = 0.5x - \log(2x) + x\gamma - \log (1 + \gamma) \geq 0.25x + \gamma - \log(1 + \gamma) \geq 0. \geq 0.25x \geq 0.$$

Taking $x = 100$, we thus have that with probability $1 - \delta$, $Z \leq t = 2(x + 1)k + 2(x + 1) \log(1/\delta) \leq 4xk + 4x \log(1/\delta)$, completing the proof with $C = 400$. \hfill \blacksquare
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