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1 Introduction

Law: Important goals of law are to maintain order in our social life and to help resolve conflicts. For example, law aims to prevent undesirable behavior using criminal law and tort law, and creates ways to conduct business by using contract law. Law is also a way to create norms. Law influences social norms since people regard law as a source of information that helps them to decide how to behave. Law varies in its content from place to place and from time to time. After World War II, the world changed its attitude to human rights. Rights like autonomy, privacy, and freedom of speech became more central. Law protects liberties and rights.

Ethics and Morality: We will not distinguish between morality and ethics. “At its simplest, ethics is a system of moral principles” [81]. Ethics provides us with a moral map that we can use to find our way through difficult issues. “Our concepts of ethics have been derived from religions, philosophies and cultures” [81]. Ethics tells us how to behave in the absence of directions in the law. Both ethics and law are a source of information regarding norms and both help people in decision-making. Making an ethical decision can be a complex task that involves knowing the relevant field (profession) and considering other fields such as law, psychology, sociology, and politics.

Ethical Codes: Nowadays many organizations have Code of Ethics and Professional Conduct. An ethical code expresses the organization vision and values. An ethical code may not provide specific answers to an ethical dilemma, but it provides helpful guidance to resolve difficult ethical situations. Professional organizations also have ethical codes. For example, The Association of Computer Machinery (ACM) has a code “designed to inspire and guide the ethical conduct of all computing professionals” [66]. Different disciplines (e.g., medicine, engineering) differ in their code of ethics, but they also have many common values, norms and ideas (e.g., safety, public good, professionalism, responsibility, fairness, human dignity). Different disciplines may emphasize different values (e.g., bioethics may emphasize autonomy and consent, while military ethics may emphasize courage, determination, and loyalty).

Ethics and Law: In philosophy of law, there was a debate whether law must be based on moral values and whether law that is immoral can be regarded as law (e.g., the debate between Ronald Dworkin and H.L.A. Hart). After World War II, there were claims that there can be a conflict between the obligation to obey the law and the obligation to act morally. Should one consider as “law” all the rules that were formally valid by the Nazi legal system, regardless of their amoral content, or not. In a democratic society where laws are generally taken to be legitimate, something being legal is usually also moral.

New technologies, Ethics and Law: The Web, Internet and new technologies, such as intelligent systems and cognitive robots using Artificial Intelligence (AI), help humanity but they also affect human behaviors, induce social and cultural changes, and create new moral and legal problems. For instance, problems related to safety, privacy, fairness and human dignity.

There is a need to update many areas of law (e.g., privacy laws, product liability laws). Most of today’s product liability laws are based on the impact of technologies invented many years ago. These will need to evolve to address new technologies and AI. Ethical issues created by new technologies should not just be the focus of computer professionals. They should concern everybody.

Computer Ethics Education: Educating computer professionals in ethics was not common several years ago, but recently due to the advancements in AI, ethics gained popularity. The ACM Code of Ethics and Professional Conduct [66] was updated in 2018 to
respond to the changes in the computing profession since 1992. In the 90s, the code focused on professionalism and quality. In the new code, public good is a major concern. The new code addresses AI and states: “Extraordinary care should be taken to identify and mitigate potential risks in machine learning systems”.

This paper suggests what should be taught in a course Computers, Ethics, Law, and Public Policy, that is intended for persons involved with AI, new technologies, computer science, information science, and engineering. It suggests teaching ethics and law using examples and case studies demonstrating ethical and legal decision-making. This paper is based on my experiences in teaching ethics and law to computer science students and to students studying security and international policy.

The structure of this paper: Section 2 describes the promise and danger of AI. Section 3 addresses ethical and legal problems of autonomous systems, cars and weapons. It deals with issues relevant to algorithmic decision-making. Section 4 is about Social Media, Fake News and Journalism. Section 5 deals with Big Data and Privacy. Section 6 describes justifications and initiatives for ethics and legal education. Section 7 on “Law: What to Teach?” suggests what legal subjects to teach, in relation to ethics, such as human rights, privacy and freedom of speech. Section 8 on “Ethics: What to Teach?” suggests teaching ethical theories, code of ethics, and ethical dilemmas. Section 9 discusses regulation. Section 10 deals with programming ethics and laws. Section 11 concludes with a summary.

2 AI: The Promise and the Danger

For many years, the field of AI had limited success. It took many years to develop good expert systems, but they had limited capabilities and addressed specific areas. However, since 2012 dramatic changes occurred because of advancements in Machine Learning (ML) and in particular Deep Learning (DL). The developments in ML allowed rapid progress in a variety of domains including speech recognition and image classification. Stanford researchers recently created a facial recognition analysis program that can detect sexual orientation [9]. The start-up Faception says its ML technology can spot character traits in a person's face. Such applications raise ethical and legal questions (e.g., discrimination). Computer professionals, policy makers, and actually everybody should be aware of ethical and societal implications of computer applications.

3 Autonomous Systems

AlphaGo Zero is the first computer program to defeat a world champion at the ancient Chinese game of Go. It learns to play simply by playing games against itself, starting from a completely random play [47]. Scientists had thought it would take many more years to get to that stage. Scholars are worried how to ensure that computers do not acquire a mind of their own, threatening human existence. It is unknown how quickly we can develop human level Machine Intelligence. Machines equipped with AI now make decisions without direct human input. Soon AI may be able to control machines such as automobiles and weapons. Autonomous weapons and cars will affect human safety, privacy, human dignity, and autonomy. They raise new legal and ethical challenges. For instance, who will be held accountable when fully autonomous systems produce unwanted results.

3.1 Autonomous Weapon Systems

The military interest is to increase the autonomy of weapon systems in order to have greater military capability, minimize risks, and reduce costs. Weapon systems with significant autonomy already exist; however, they are not capable of understanding complex and dynamic situations, and perform complex decision-making performed by humans.

There are different views on whether in the future “fully autonomous weapon systems” with AI will be in use. There is recognition of the importance of maintaining human control, although it is not so clear what would constitute ‘meaningful human control’. The UK policy is that “operation of weapon systems will always be under human control” [2]. Many countries have not yet developed their policy on this or have not discussed it openly. When discussing the ethical and legal problems of using autonomous weapons, international humanitarian law (IHL) should be addressed. Presently programming a machine to make qualitative judgments requires applying “the IHL rules of distinction, proportionality and precautions in attack” [2].

Two central principles from the Just War tradition are the principle of discrimination (distinction) of military objectives and combatants from non-combatants, and the principle of proportionality of means, where acts of war should not yield damage disproportionate to the ends that justifies their use. There are views that current technology is not capable of acting with proportionality and discrimination, and it is unlikely to be possible in the near future. As AI in military robots advances, the meaning of warfare may change and the existing international laws might not be suitable and new laws will be needed.

AI researchers called for a ban on offensive autonomous weapons beyond meaningful human control [14]. A campaign to stop killer robots argued that robots and AI lack moral capability and decisions of significant moral weight ought to remain humans [18]. According to present laws, “states, military commanders, manufacturers and programmers may be held accountable for unlawful ‘acts’ of autonomous weapon systems under a number of distinct legal regimes: state responsibility for violations of IHL and international human rights law; international criminal law; manufacturers or product liability; and corporate criminal liability” [2]. Developing autonomous weapon system raises questions of accountability, responsibility, compliance with IHL rules, ethical challenges, and the human right to dignity.
3.2 Autonomous Vehicles (AV)

Self-driving cars will reduce fatal road accidents and the number of cars and parking lots. It will have many impacts on society, economy, mobility, the environment, and more. For instance, positive economical impacts of AV are “the reduction in the transportation costs and the reduction in the value of travel time” [38]. “Society will only take advantage of self-driving vehicles if they behave cooperatively … both vehicle-to-infrastructure and vehicle-to-vehicle communications will play an essential role” [38]. Self-driving cars will have to deal with potentially life-threatening situations and make moral decisions. Such decisions can be described as an application of the trolley problem. The trolley problem can be regarded as an abstraction of many dilemmas involving AI systems. I recommend teaching the trolley problem while looking at the MIT Media Lab Moral Machine experiments.

Since automated driving will not be able to avoid all accidents on roads, there is a need to devise laws and rules for what to do in various cases. Presently, liability in the case of an accident is a controversial topic, in which ethics and economic interests play a role. According to the U.S. National Highway Traffic Safety Administration, states should consider how to allocate liability among owners, operators, passengers, manufacturers, and others when a crash occurs. According to the German Ethics Commission for automated and connected driving, the protection of individuals takes precedence over all other utilitarian considerations. “The licensing of automated systems is not justifiable unless it promises to produce at least a diminution in harm compared with human driving” [11]. Anytime a driverless car makes a decision, it has to make a trade-off between safety and usefulness. Car manufacturers expect regulators to determine what reasonable decision-making is. Ethics and regulation will determine when fully AVs come to the market. Data management is another important issue that requires an ethical consideration. In particular, handling cyber attacks and protecting user privacy.

3.3 Algorithmic Decision Making

Automated decision-making algorithms are now in use, and they have the potential for significant societal impact. For instance, COMPAS was used to decide whether defendants awaiting trial are too dangerous to be released on bail. “The investigative news organization ProPublica claimed that COMPAS is biased against black defendants” [22]. The company that created the tool released a report questioning ProPublica’s analysis. Scholars reported algorithmic discrimination and the need for improved transparency and algorithmic fairness. The IEEE Standards Association launched the IEEE Global Initiative on Ethics for Autonomous and Intelligence Systems [58] aimed at improving fairness of algorithmic decision-making systems.

AI systems are often presented as being ‘black boxes’ [39] that are very complex and difficult to explain. People are less likely to trust machines whose inner workings they do not understand. The black box problem makes it difficult for regulatory bodies to determine whether a particular system processes data fairly and securely. Scholars suggested introducing ethical considerations into algorithms, opening algorithmic black boxes [5, 39], regulating algorithms, and Fairness, Accountability, and Transparency (FAT) in algorithmic decision-making.

Making code and data public may not help a user to understand an algorithm and its effects. Scholars suggested to monitor the outputs of codes to ensure they do not discriminate or cause harm (auditing mechanisms [62]). Another suggestion is to ensure that algorithmic decisions can be explained. “The idea of a ‘right to explanation’ of algorithmic decisions is debated in Europe. That right would entitle individuals to obtain an explanation if an algorithm decides about them (e.g., refusal of loan application)” [62]. According to [13] “without being able to explain decisions taken by autonomous systems, it is difficult to justify them: it would seem inconceivable to accept what cannot be justified in areas as crucial to the life of an individual as access to credit, employment, accommodation, justice and health”. Hinton claims that explainable AI is problematic. “People have no idea how they do that … Neural nets have a similar problem”, and you should regulate AI algorithms based on how they perform [32].

Algorithmic fairness is very important, but to define fairness and to design fair algorithms is difficult. Fairness can be a data problem. Learning algorithms that will learn from biased data will create biased results. Data should be unbiased, but in some cases, it is complicated to determine if data is biased.

Responsibility is very important, because in spite of our best efforts, things will go wrong at times. Who should be responsible for decisions made by an algorithm? Who will be responsible to take any necessary actions? Developers should take steps to check and validate the accuracy of the algorithm and the data it uses.

4 Social Media, Fake News and Journalism

Web sites already influence us. From a cognitive psychological perspective, media affect our minds. Targeted social media advertising based on user profiling has emerged as an effective way of reaching individuals. In the case of political advertising, this may present a democratic and ethical challenge, and policy and regulation questions. “Social media are systematically exploited to manipulate and alter public opinion” [21].

According to [24] “There is worldwide concern over false news and the possibility that it can influence political, economic, and social well-being” and “Falsehood diffused significantly farther, faster, deeper, and more broadly than the truth in all categories of information”. To ensure that false content is not amplified across platforms, scholars claim that there is a need for some “regular auditing of what the platforms are doing” [26] and “a new system of safeguards” [26]. Nowadays, news organizations such as AP, Reuters, and others are generating thousands of automated stories
5 Big Data and Privacy

Corporations and governments are collecting, analyzing, and sharing detailed information about individuals over long periods. Novel methods for big data analysis are yielding deeper understandings of individuals’ characteristics, behavior, and relationships. These developments can advance science, benefit individuals and our society, but they are also “privacy risks that multiply as large quantities of personal data are collected over longer periods of time” [25]. ML operating on big data produces results that may violate the privacy of individuals, and can have discriminatory outcomes. “Existing regulatory requirements and privacy practices in common use are not sufficient to address the risks associated with long-term, large-scale data activities” [25]. Notice and consent or deidentification are not enough [25].

5.1 Internet of Things (IoT) and Ethics

With the expected increase of using the Internet of Things (IoT) more and more data will be collected. According to [19] AI based on big data and combined with IoT might eventually govern core functions of society and it is necessary to apply the principles of rule of law, democracy and human rights in AI. With IoT, trust is a major issue. When everything is connected to the Internet, it is hard to trust that information is only shared with those declared. Scholars suggested that people should know about their rights, and that they should be able to control their information and accesses. With IoT, “Informed consent, privacy, information security, physical safety, and trust is foundational” [18].

5.2 Privacy: What to Teach?

The Computer Science Curricula 2013 (CS2013) [20] recommends teaching philosophical foundations of privacy rights, legal foundations of privacy protection, privacy implications of wide spread data collection and technology-based solutions for privacy protection [20, 12]. I recommend teaching the approach of Warren and Brandeis [44] on privacy as a “right to be let alone”, and the approach of Alan Furman Westin seeing privacy as “the claim of individuals, groups, or institutions to determine for themselves when, how, and to what extent information about them is communicated to others” [45]. I recommend pointing out constitutions and bills of rights addressing privacy, for instance, the European Convention on Human Rights (ECHR).

There are many laws dealing with privacy, and different states understand privacy differently. The EU General Data Protection Regulation (GDPR) [10] is probably the best privacy regulation, but it is quite complex. I suggest discussing mainly principles and concepts that are in the GDPR, such as: (1) Lawfulness, fairness and transparency (2) Purpose limitations (3) Data minimization (4) Accuracy (5) Storage limitation (6) Integrity and confidentiality. GDPR includes important rights for data subjects that should be addressed, e.g., the right to be forgotten, the right to object to profiling, the right to data portability, and the right to be informed about the collection and use of personal data. I recommend addressing Privacy by Design (PbD) [3]. The idea is to integrate technical privacy principles in system design.

6 Ethics and Law Education

The curricula of many engineering schools includes humanities and social science subjects to broaden the scope of education of students. Many firms realized that a company has to be concerned with corporate social responsibility (CSR) and business schools are teaching Business Ethics and CSR. New technologies, present new ethical, legal, societal, and public policy issues. Students who will become computer professionals or policy makers should be able to practice their profession in a way that integrates legal and ethical concerns into their work. Recommendations of ethics and law studies to computer students appear in various publications [12, 15, 20, 77]. According to the Computer Science Curricula 2013 (CS2013) “Graduates should recognize the social, legal, ethical, and cultural issues inherent in the discipline of computing” [20].

6.1 Why to Teach Ethics?

Following are several justifications to teach ethics: (1) People perform moral evaluations regularly. Studying ethics can improve our decision making and “improve how we live” [1]. By being moral, we enrich our lives and the lives of those around us. (2) Ethics provides tools that help make better decisions for the benefit of a person and society. (3) Some professions, such as medicine and the law, have traditional codes of ethics, and ethics is part of the professional education. This should be the case also for AI and computer professionals. (4) “Being ethical is simply good business” [55]. (5) Employers are not looking only for technical skills but they prefer to hire persons with good soft skills that include work ethics and responsibility. (6) “Ethics has become a major consideration for young people in their selection of work and career” [55]. (7) Many cases of unethical behavior suggest that ethics education is important. (8) Law develops slower than new technologies and may not provide solutions to ethical dilemmas. (9) Acts can be legal, but not appropriate from an ethical point of view.

Academic institutions are launching new courses on computer ethics and cyberethics. According to Tavani [40] cyberethics is the study of moral, legal, and social issues involving cyber technology. Cyber technology comprises computing and communication systems. Harvard and MIT are offering a course
on AI ethics. Some are integrating ethics across their computing curricula. “The idea is to train the next generation of technologists and policymakers to consider the ramifications of innovations - like autonomous weapons or self-driving cars - before those products go on sale” [16]. The course “The Ethics and Governance of Artificial Intelligence” [17] includes concepts such as: Governance, Explainability, Accountability, Transparency, Discrimination, Fairness, Algorithmic Bias, Autonomy, Agency, and Liability, which are important to teach. According to WIPO [34] legal and ethical concerns linked to AI “include the transparency, verifiability and accountability of AI, the right to privacy, the right to equal treatment and avoidance of bias, and the mitigation of negative impacts on employment”.

The ethics of data focuses on ethical problems posed by the collection and analysis of large datasets. Recently scholars advocate that ethics be part of the data science curriculum [46, 59]. Data science ethics should address the quality of data and evidence, data accuracy and validity. Data scientists need to address security, privacy and anonymity of data.

6.2 Why to Teach Law?
Basic legal knowledge is important for many reasons, including: (1) Legal cases provide good examples on ethical decision-making. (2) It helps to understand the limitations of law and the need to act responsibly. (3) Basic legal education enables computer professionals to interact with law professionals and regulators. (4) Certain areas of law are relevant to computer professionals (e.g., privacy and intellectual property). (5) To understand the relationship between law and ethics.

7 Law: What to Teach?
For students to engage fully in the study of any subject they need to find it interesting. There are various alternatives of what subjects of law to teach. Security professionals might be more interested in cyber war and crime, while computer professionals might be more interested in privacy and intellectual property (IP).

CS2013 [20] suggests teaching Intellectual Property, Privacy and Civil Liberties, and Professional Ethics. The Computer Engineering Curricula 2016 [15] recommends teaching computer engineers contract law, intellectual property, privacy and secrecy. Quinn in “Ethics for the Information Age” [28] besides dealing with ethics has chapters on Intellectual Property, Information Privacy, Privacy and the Government, and Computer Reliability. Spinello in [27] analyzes moral dilemmas and social problems arising in cyberspace, and looks at content control, free speech, intellectual property, privacy and security, and social networking.

In courses I taught on ethics and law, I choose: (1) Teaching law by case examples and choosing examples that will interest the students; (2) Concentrate on principles (3) Teach legal subjects that relate to ethics, such as subjects related to human rights and civil liberties, privacy, the need to balance rights (e.g., freedom of speech vs. defamation) and proportionality; (4) Use legal case examples that refer to ethical dilemmas; and (5) Introduce students to law fundamentals, which include the difficulties in legislation, problems of law interpretation, and problems that arise from law being local while cyber and technology are global.

8 Ethics: What and How to Teach?
Nowadays ethics is being concerned mainly with what is morally good or bad, right or wrong. Ethical rules and principles differ from one culture or society to another, and have changed from one generation to the next. Therefore, there is place to address various schools and philosophies of ethics. Having a basic understanding of the major ethical theories will help us in decision-making.

In the western philosophy, the following approaches are well known, and I recommend addressing them: (1) Ethics of consequences including utilitarianism proposed by Jeremy Bentham and John Stuart Mill [51], act utilitarianism and rule utilitarianism. (2) Ethics of Duty (Deontological ethics), including formulations by Immanuel Kant [50]. (3) Virtue Ethics focuses on virtues (behaviors) that will allow a person to achieve well being. Most known is the ethics of Aristotle [52] that asks what is the character or personality of an ethical person. (4) Justice as in ideas of John Rawls [53, 76], and Social Contract Ethical Perspectives. (5) Principlism, that focuses on the principles of autonomy, beneficence, nonmaleience, and justice [54], and nowadays are the most fundamental ethical principles in medical practice, patient care and treatment.

Burton [23] advocates that ethics should be part of the AI curricula, and that in order to understand and discuss the ethical issues around AI, it is necessary to be familiar with, at a minimum, deontological ethics, utilitarianism and virtue ethics. There are scholars claiming that ethical thinking would be better developed when ethics education is embedded throughout the entire curricula, not just in stand-alone courses. There are ethical dilemmas that do not have optimal solutions and different ethical theories will lead to different solutions. “Consider, for example, a utilitarian doctor who harvests one healthy (but lonely and unhappy) person’s organs to save five other people. Those five people could go on to experience and create more happiness combined than that one person ever could alone. Although this action is morally problematic, utilitarianism would seem to justify it if it best maximizes utility” [48]. However, there are ethical theories that forbid taking someone’s life.

It is important to look at ethical codes of organizations, firms, and professions. They provide practical guidelines. Mere knowledge of the relevant professional code can be acquired by simple rote learning but the goal of ethics education is far more than that. Ethic codes are important, but to be effective, training, practice, and examples are needed. Lafollette [1] theorizes that ethics is like most everything else that we strive to be good at; it requires practice and effort.

8.1 Values, Principles, and Rules
A code of ethics of a profession needs to include a description of the profession, principles, and rules. When teaching either ethics
or law, it is important to point out the difference between principles and rules while demonstrating them.

Rules provide solutions to very particular situations, while principles are more general and they set standards. For instance, the principle of equal access to justice is part of many legal systems, and it expressed by particular rules.

An ethical decision process involves going from a set of cultural norms, values, and beliefs to principles and from principles to rules, policies and procedures. For example, as part of the human dignity value, conclude the principle of transparency, stating that entities should always take steps to be transparent about their use of data. This principle can be translated into rules and procedures. Principles and rules are used to form a code of ethics.

An effective legal or ethical system must build also on principles and cannot be constructed entirely on a rulebook that provides answers to ethical dilemmas or to legal questions. Professional codes of ethics, for instance, the ACM and IEEE, include both rules and principles. I suggest discussing the four principles of healthcare ethics: Autonomy, Beneficence, Nonmaleficence, and Justice [54]. Autonomy is about the right to decide what happen or does not happen to us. It is about an informed consent, which is fundamental in bioethics [49]. Informed consent appears also in privacy laws such as the GDPR [10]. Justice is about fairness and equality. Beneficence is about “Doing good” and acting in the best interests of others. Nonmaleficence is about “Do no harm”, which is an important principle in the ACM code of ethics. Each profession has particular values and norms. For example, military ethics emphasizes human dignity, loyalty to the country, respecting the rule of law, courage, responsibility, reliability, friendship, dedication, discipline, and personal example [56].

In the late 1940s, Norbert Wiener created the field of “computer ethics”. He viewed “The Principle of Freedom”, “The Principle of Equality” and “The Principle of Benevolence” as “great principles” upon which society should be built [43]. The World Commission on the Ethics of Scientific Knowledge and Technology (COMEST) of UNESCO proposed a technology-based ethical framework on robotics ethics [6], which includes principles and values of: (1) human dignity; (2) autonomy; (3) privacy; (4) “Do not harm”; (5) responsibility; (6) beneficence; and (7) justice. Microsoft outlined ten principles to approach AI [7] which clearly state that AI must prevent bias. Google’s CEO Sundar Pichai [8] has outlined principles that will guide Google. Among them are: avoid creating or reinforcing unfair bias, be built and tested for safety, be accountable to people, and incorporate privacy design principles. Yi Zeng [29] Lists 27 proposals of AI principles. The proposals address concepts, such as, dignity, human rights, equality, fairness, justice, bias, discrimination, transparency, privacy, data protection, security, safety, validation, accountability and responsibility. Such concepts should be addressed in an ethics and law course.

8.2 Teaching Strategies

Ethics does not always provide a right answer to moral problems. For many ethical issues there is not a “right” answer. Teaching ethics should involve discussing ethical dilemmas and how to make ethical decisions. Discussion is important for increasing understanding and for seeing multiple viewpoints.

When evaluating ethical thinking one should check if the thinking involves recognizing ethical issues, recognizing ethical responsibilities, suggesting ways to deal with a dilemma, justifying an ethical stand, and proposing a policy regarding an ethical question.

There is a debate about the optimal balance between the theoretical ethics (philosophy) and practical instruction (cases) [78]. Burton [23] suggests teaching by presenting case studies, discussing ethical issues and analyzing them using utilitarianism, deontological, and virtue theories. Stanford University course CS 181: Computers, Ethics, and Public Policy [63] uses case studies in four principal areas: (1) Risk and professional responsibility (e.g., Therac 25 case). (2) Surveillance and privacy (e.g. NSA Surveillance). (3) Gender, race, and participation (e.g., Employment discrimination). (4) Hacking and information.

Mepham [74, 75] suggests a practicable framework for ethical analysis using an “ethical matrix” that includes “a set of relevant prima facie principles, and a list of the agents that have ‘interests’” [74, 75]. The list of agents will depend on the nature of the issue to be analyzed. Ethical decision-making can use a methodology similar to the one used by the National Association of Social Workers [30]: (1) Determine the ethical dilemma. (2) Identify the key values and principles involved. (3) Rank the values or principles that are most relevant to the dilemma. (4) Develop an action plan that is consistent with the ethical priorities that have been determined as central to the dilemma. (5) Implement your plan, utilizing the most appropriate practice skills. (6) Evaluate the consequences for those involved.

Another strategy that can be used is Brey’s method [41, 40]: (1) Identify a practice or a technological feature that is controversial from a moral perspective. Determine whether there are any specific guidelines (professional codes) that can help resolve the issue. (2) Analyze the ethical issue by clarifying concepts and situating it in a context. (3) Deliberate on the ethical issue by applying one or more ethical theories and justifying the position you reached by using logic and critical thinking. Brey [41] suggests addressing four key values as starting points for studies in computer ethics: justice, autonomy, democracy and privacy.

Beaton [80] suggests several teaching methods including holding a trial, holding a debate, and presentations by a group of students. “The benefit of holding a trial is that students must do research and be prepared not only to defend what they consider to be their cases’ strengths, but to also be prepared to tear apart what they
think the other team will argue. Thus they get a dual perspective of the issue being addressed” [80].

9 Ethics and Regulation

Scholars “are debating where legal-regulatory frameworks are needed and when, if ever, ethical or technical approaches suffice” [62]. Although many firms have ethical codes, there are cases where firms acted not only unethically but also illegally. The recent case of Volkswagen regarding compliance with emission control standards highlights the critical importance of oversight, an ethical culture, and a compliance system. In the fallout of Enron, laws like Sarbanes Oxley were formed for the purpose of protecting the public and the business from fraud or errors.

The solution to reducing car accidents was not ethics training for drivers, but public policy and laws addressing the safety of cars, the legal duty to put on seatbelts, the safety of roads, licensing of drivers, drunk-driving laws, and the like. Targeted advertising on the Internet is very profitable and it is unlikely companies will abandon this business model because of ethical reasons. The solution is in regulations such as the GDPR.

The Information Technology (IT) industry has successfully lobbied for decades against any attempt to regulate IT claiming, “regulation stifles innovation.” Regulation that uses strict rules can impede innovation, might limit technology, and interfere with the development process. However, regulation is sometimes necessary, especially to ensure safety. According to AI now 2018 [5] “There is an obvious need for accountability and oversight in the industry, and so far the move toward ethics is not meeting this need. This is likely in part due to the market-driven incentives”. Arguments that are now being presented against legislation for AI have been presented against legislation for data protection (GDPR) [19]. Those arguments include that the law is not able to develop as fast as technology, the law is not precise enough to regulate complex technology, and that the law is not providing sufficient legal certainty now and is not sufficiently open to provide flexibility for the future. Scholars claim that such arguments are a way of saying what corporations have always said: we want no obligations by law as with laws we could be held accountable through enforcement. Business has no problem with the fact that any ethics code lacks democratic legitimacy and cannot be enforced. The law has democratic legitimacy and it can be enforced, even against powerful mega corporations.

Creating new laws sometimes takes many years because of difficulties to understand the problems, priorities, and political disagreements. Regulating intelligent autonomous systems is also difficult because (1) it is difficult to know how future intelligent systems will work and (2) technology is global, while regulation is usually local. There is a need for global regulation of AI, but past efforts at global regulation of other matters indicate that it is very difficult. Since regulation has its problems, it is also important to educate people to be responsible and behave ethically.

10 Programming Ethics and Laws

A major obstacle to automating ethical decisions is the disagreement on ethical principles among moral philosophers [33]. “Ethical issues vary according to culture, religion, and beliefs” [60]. Human ethical decisions are affected by emotions, social upbringing, maturity, gut instinct, and philosophical worldviews [36] and this is impossible to reduce to fixed codes. Such ability is built up by years of parenting, socialization, and involvement in cultures, societies, and communities.

Some scholars suggested that autonomous systems should only be deployed in situations where there is a consensus on the relevant ethical issues [57]. According to [35], when ground truth ethical principles are not available, we must use “an approximation as agreed upon by society”. For self-driving cars, surveys such as the Moral Machine can help to come up with a social consensus. How self-driving cars should be programmed to handle situations in which harm is likely either to passengers or to others outside the car? A possible strategy, following the ideas in [4], is to use technical ways to avoid a dilemma while obeying legal constraints, and if not possible then deciding based on learning from preferences of voters (e.g., using preference data collected from millions of people through the Moral Machine website).

It is questionable if ML can arrive at ethical or legal rules. This is a too difficult task for current ML technology. In addition, if we want legal or ethical rules to be used by machines, humans still want to control the deciding of what the rules should be. In the near future, most likely autonomous system will use rules created by people or rules controlled and verified by people. These rules will be specific for particular situations. Intel developed a model called Responsibility-Sensitive-Safety (RSS) [31]. RSS is designed to achieve three goals: (1) the interpretation of the law should be sound in the sense that it complies with how humans interpret the law (2) the interpretation should lead to a useful driving policy (3) the interpretation should be efficiently verifiable [31]. RSS is constructed by formalizing the following five “common sense” rules: (1) Do not hit someone from behind. (2) Do not cut-in recklessly. (3) Right-of-way is given, not taken. (4) Be careful of areas with limited visibility. (5) If you can avoid an accident without causing another one, you must do it. Each of these general rules (principles) needs to be programmed for different scenarios, involving mathematical computations.

“Ethical principles are typically stated with varying degrees of vagueness and are hard to translate into precise system and algorithm design” [60].

It was suggested to include ethical modules in software. They should be transparent and “it should be possible to verify that it
respects the values it reasons about, particularly … where safety is concerned” [37]. What presently can be done is devising specific rules for specific situations using limited information and techniques involving calculations, probabilities, and formal logic. This is far from ethical decisions by humans. The decisions made by algorithms will have to be tested and verified using techniques such as simulation, testing and formal verification, taking into consideration many possible real world scenarios.

11 Summary

This paper explained the importance of teaching ethics and law fundamentals to computer professionals and decision makers that includes legal aspects, ethical aspects, and professional responsibility. Future jobs for computing graduates will require not only technical knowledge, but also ethical and legal awareness. We described relevant topics and challenges computer professionals and decision makers should address. New technologies will require developing ethics and law.
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