Abstract

The hydrogen atom theory in developed in de Sitter spaces of constant and negative curvature on the base of the Klein–Fock–Gordon wave equation in static coordinates. After separation of the variables in both models, the problem reduces to the Heun type second order differential equation with four singular points. Qualitative examination shows that the energy spectrum for the hydrogen atom in de Sitter space should be quasi-stationary, and the hydrogen atom becomes principally unstable. We have calculated approximate expression for energy levels within quasi-classical method; also the probability of decay of the hydrogen atom has been estimated. Similar analysis shows that in anti de Sitter model, the hydrogen atom should be stable in the sense of the quantum mechanics, approximate formulas for energy level have been found also within semiclassical approach. Extension to the case of a spin 1/2 particle in both de Sitter models is given, at these there arise complicated differential equations with 8 singular points.
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1 Introduction

To de Sitter geometrical models are given steady attention in the context of developing quantum theory in a curved space-time – for instance, see in [1, 2]. In particular, the problem of description of the particles with different spins on these curved backgrounds has a long history – see [3]–[41]. In the present paper we will examine influence of de Sitter’s geometries on quantum-mechanical description of the ”hydrogen atom” on the base of Klein–Fock–Gordon (KFG) equation – see preliminary analysis of this system in [42]. Both cases, de Sitter $dS$ and anti de Sitter are considered. Also briefly we consider the model of the hydrogen atom on the base of the Dirac equation in $dS$ model.

In $dS$ space, qualitative analysis of expression for classical squared radial momentum $p_r^2(r)$ is performed. Equation $p_r^2 = 0$ reduces to 4-th order polynomial, location of its roots says that the
situation of three positive and one negative roots is possible, which corresponds to a particle moving in a potential well, and there exist the one domains forbidden for classical motion and then one domain permitted for classical motion. In other word, de Sitter geometry acts effectively so that the ”hydrogen atom” turns to be an unstable system in a quantum-mechanical sense. Corresponding radial quantum-mechanical equation reduces to general Heun type, with four singular points. Some preliminary study of possible solutions of this equation is performed. Approximate expressions for the roots of 4-th order polynomial have been found, with the help of which we have calculated approximate expressions for energy levels within WKB-method; probability of decay of the hydrogen atom has been estimated.

Similar treatment is given to the case of anti de Sitter model. Equation \[ p_r^2 = 0 \] reduces to 4-th order polynomial as well. The character of location of its roots says that the case of two positive and to negative roots is possible, which corresponds to a particle in a pure potential well without any tunneling effect. In other words, this means that in the AdS-model, the hydrogen atom is stable quantum-mechanical system. Corresponding radial quantum-mechanical equation reduces to the general Heun type [43], with four singular points. Some preliminary study of possible solutions of the corresponding equation is performed. Approximate expressions for the roots of 4-th order polynomial have been found, with the help of which we have calculated approximate expressions for energy levels within WKB-method.

When treating the hydrogen atom with the help of the Dirac equation, final differential radial differential equations arising after separating the variables turn out to be much more complicated than in the scalar theory – the task reduces to a differential equation with 8 singular points.\footnote{Note that the problem of Dirac equation with Coulomb potential in hyperbolic Lobachevsky and spherical Riemann models reduces to differential equations with 5 singular points – see in [44].} However qualitatively the physical situations should be similar to these arising in scalar models. In particular, the hydrogen atom in dS space should not be a stable quantum system, whereas in AdS space it is stable.

### 2 Separation of the variables in dS-space

First, let us establish the form of the electric field created by a point charge in de Sitter space model (we employ the known static metrics; note that in these coordinates any nonrelativistic Schrödinger-like equation does not exist at all, so only relativistic description based on either scalar KFG-equation or Dirac equation are possible)

\[
dS^2 = (1 - \frac{r^2}{\rho^2})dt^2 - (1 - \frac{r^2}{\rho^2})^{-1}dr^2 - r^2(d\theta^2 + \sin^2 \theta d\phi^2). \tag{1}
\]

The origin of the coordinate system coincides with the point of the point charge location. Maxwell equations provide us with the following solution

\[
\frac{1}{\sqrt{-g}} \frac{\partial}{\partial x^\alpha} \sqrt{-g} F^{\alpha \beta} = -4\pi J^\alpha, \quad A^\alpha = (\frac{e}{r}, 0, 0, 0).
\]

Now, consider the scalar equation

\[
[ (ih\nabla_\alpha + \frac{e}{c} A_\alpha)(ih\nabla^\alpha + \frac{e}{c} A^\alpha) - M^2 c^2 ] \Phi = 0
\]
in $dS$-space (1) with 4-potential (2). After separation of the variables with the help of the substitution $\Phi = e^{-i\epsilon t/\hbar}Y_{lm}(\theta\phi)f(r)$:

$$\frac{d}{dr} \frac{d}{dr} r^2 g^{11} \frac{df}{dr} + \left[ \frac{g^{00}(\epsilon + eA_0)^2 - M^2 c^4}{c^2\hbar^2} - \frac{l(l+1)}{r^2} \right] f = 0,$$

we arrive at the radial equation

$$\frac{d^2}{dr^2} f + \frac{2(1 - 2r^2/\rho^2)}{r(1 - r^2/\rho^2)} \frac{df}{dr} f + \left[ \frac{(\epsilon + e^2/r)^2}{c^2\hbar^2} - \frac{1}{(1 - r^2/\rho^2)^2} - \frac{M^2 c^2}{r^2} + \frac{l(l+1)}{1 - r^2/\rho^2} \right] f = 0.$$  \hspace{1cm} (3)

Corresponding Hamilton–Jakobi equation reads

$$g^{00} \left( \frac{\partial S}{\partial x^0} - \frac{e}{c} A_0 \right)^2 + g^{rr} \left( \frac{\partial S}{\partial r} \right)^2 + g^{\theta\theta} \left( \frac{\partial S}{\partial \theta} \right)^2 + g^{\phi\phi} \left( \frac{\partial S}{\partial \phi} \right)^2 - M^2 c^2 = 0.$$  \hspace{1cm} (4)

Because the trajectory should be flat, one can fix the coordinate $\theta = \pi/2$, the the action function is to be searched in the form

$$S(t, r, \phi) = -\epsilon t + L\phi + \int p(r)dr,$$

so eq. (4) gives an expression for the squared radial momentum

$$p^2_r = \frac{(\epsilon + e^2/r)^2}{c^2} - \frac{1}{(1 - r^2/\rho^2)^2} - \frac{(M^2 c^2 + L^2/2)}{1 - r^2/\rho^2}.$$  \hspace{1cm} (5)

Thus, the classical problem of a particle in the Coulomb field reduces to the integral $\int p_r dr$, where $p_r$ is given by (5), whereas the quantum-mechanical problem reduces to the differential equation (3).

### 3 Qualitative treatment

Let us study the above expression for the squared radial momentum. It is convenient to consider both the flat Minkowski and the curved de Sitter models.

In Minkowski space, $p^2_r$ for a free particle vanishes at two points:

$$p^2_r = \left( \frac{\epsilon^2}{c^2} - M^2 c^2 - \frac{L^2}{r^2} \right) \Rightarrow r_0 = \pm \sqrt{\frac{L^2}{c^2 m^2 c^4}}.$$  \hspace{1cm} (6)

Classical motion is possible only in the domain where $p^2_r > 0$, and at $\epsilon > mc^2$ such a domain does exist.

Consider in the similar manner a free particle in $dS$-space:

$$p^2_r = \frac{\epsilon^2}{c^2(1 - r^2/\rho^2)^2} - \frac{(M^2 c^2 + L^2/2)}{1 - r^2/\rho^2};$$

at the origin ($r \sim 0$) and at the horizon ($r \sim \rho$), the momentum behaves respectively as follows

$$p^2_r(r \sim 0) \sim -L^2/r^2, \quad p^2_r(r \sim \rho) \sim \frac{\epsilon^2}{c^2(1 - r^2/\rho^2)^2} \rightarrow \infty.$$
Find the points of vanishing momentum:

\[ r^4 + r^2 \rho^2 \frac{\epsilon^2 - M^2 c^4}{c^2} + \frac{L^2}{\rho^2} - L^2 \rho^2 \frac{\epsilon^2 - M^2 c^4}{c^2} = 0, \]

since the roots of the 4-th order equation are

\[ r_0 = \pm \rho \sqrt{-A \pm \sqrt{A^2 + \frac{L^2}{M^2 c^2 \rho^2}}}, \quad A = \frac{\epsilon^2 - M^2 c^4}{M^2 c^4} + \frac{L^2}{M^2 c^2 \rho^2}. \quad (7) \]

Two roots are conjugate, and two are real-valued, one is negative, another is positive. We conclude that the character of the classical motion of a free particle in de Sitter space is much the same as in the flat Minkowski space.

Now, let us turn to the particle in the Coulomb potential on the background of the flat Minkowski space

\[ p_r^2 = \left( \frac{\epsilon + e^2}{c^2} \right)^2 - \left( M^2 c^2 + \frac{L^2}{r^2} \right); \quad (8) \]

behavior of the momentum in singular points is given by

\[ p_r^2(r \sim 0) \sim -\frac{L^2 - e^4/c^2}{r^2}, \quad p_r^2(r \sim \infty) \sim \frac{\epsilon^2 - M^2 c^4}{c^2}. \]

The turning points of \( p_r \) are given by

\[ r_0 = \frac{c^2}{\epsilon^2 - m^2 c^4} \left[ \frac{\epsilon^2}{c^2} \pm \sqrt{\frac{\epsilon^4}{c^4} + \frac{L^2 - e^4/c^2}{c^2}} \right]. \quad (9) \]

When \( L^2 - e^4/c^2 > 0 \) and \( \epsilon < Mc^2 \), with an additional requirement that the term under the square root be positive

\[ \epsilon > Mc^2 \sqrt{1 - \frac{e^4/c^2}{L^2}}, \quad (10) \]

according to (9) we get two positive roots and two negative (nonphysical) ones; The graph of \( p_r^2 \) schematically looks as shown below

![Fig. 1. Coulomb problem in Minkowski space](image-url)
Let us compare this with the case of de Sitter space:

\[ p_r^2 = \left(\frac{\epsilon + e^2/r}{c^2}\right)^2 \frac{1}{(1 - \frac{r^2}{\rho^2})^2} - \left(M^2 c^2 + \frac{L^2}{r^2}\right) \frac{1}{1 - \frac{r^2}{\rho^2}} = \]

\[ = \frac{1}{r^2(1 - \frac{r^2}{\rho^2})^2} \left[ \frac{M^2 c^2}{\rho^2} r^4 + \frac{e^2}{c^2} - M^2 c^2 + \frac{L^2}{\rho^2} r^2 + \frac{2e^2 \epsilon}{r^2} + \left(\frac{e^4}{c^2} - L^2\right) \right] = \]

\[ = \frac{1}{r^2(1 - \frac{r^2}{\rho^2})^2} \frac{M^2 c^2}{\rho^2} (r - r_1)(r - r_2)(r - r_3)(r - r_4). \quad (11) \]

At the horizon \((r \to \rho)\) and at the origin \((r \to 0)\) it behaves as

\[ p_r^2(r \to \rho) \sim \frac{1}{c^2(1 - \frac{r^2}{\rho^2})^2} \Rightarrow +\infty, \quad p_r^2(r \to 0) \sim -\frac{L^2 - e^4/c^2}{r^2}; \quad (12) \]

schematically the graph of \(p_r^2\) looks as (location of the rots \(r_1, \ldots, r_4\) will be studied later in Section 3)

\[ \text{Fig. 2. Coulomb problem in } dS \text{ space} \]

This means that we face here with a nonstable quantum-mechanical system. We should expect similar behavior when considering the same problem in \(dS\) model but on the base of the Dirac equation.

Let us discuss in more detail behavior of \(p_r\) at the horizon \(r \to \rho\). To this end, let us find the radial velocity measured in the proper time

\[ p_r = Mc \frac{dr}{dS}, \quad dS = (1 - \frac{r^2}{\rho^2})c d\tau, \quad V_r^2 = \left(\frac{dr}{d\tau}\right)^2 = \frac{p_r^2}{M^2 c^2} (1 - \frac{r^2}{\rho^2})^2; \quad (13) \]

that is

\[ V_r = c \sqrt{\frac{(\epsilon + e^2/r)^2}{M^2 c^4} - (1 + \frac{L^2}{M^2 c^2 r^2}) (1 - \frac{r^2}{\rho^2})}. \quad (3.5b) \]

Correspondingly, at the horizon we have

\[ V_r = c \sqrt{\frac{(\epsilon + e^2/\rho)^2}{M^2 c^2}} \Rightarrow | \epsilon + \frac{e^2}{\rho} | < M^2 c^2; \quad (14) \]
we assume that \( V_r \) cannot be greater the speed of the light \( c \).

There exist another argumentation, more appropriate in the context of the quantum-mechanics. Indeed, because the coordinate \( r \), entering the wave equation, has no direct metrical sense, one can use instead of it any other. To find such a more convenient variable, let us require that the radial momentum in that new variable be finite at \( r \to \rho \). However, \( p_r = \frac{\partial S}{\partial r} \); therefore one should perform the following change of the radial variable

\[
p_r^2 \sim \frac{(\epsilon + e^2/\rho)^2}{c^2} \frac{1}{(1 - \frac{r^2}{\rho^2})^2}, \quad r \implies r^* \quad \frac{d}{dr} = \frac{1}{1 - \frac{r^2}{\rho^2}} \frac{d}{dr^*}.
\]  

This results in

\[
p_{r^*} = \frac{d}{dr^*}S = (1 - \frac{r^2}{\rho^2}) \frac{dS}{dr} = (1 - \frac{r^2}{\rho^2})p_r \implies p_{r^*} \to \frac{(\epsilon + e^2/\rho)^2}{c^2}.
\]

Relationship between \( r \) and \( r^* \) is given by

\[
\frac{dr^*}{1 - \frac{r^2}{\rho^2}} \implies r^* = \frac{\rho}{2} \ln \frac{1 + r/\rho}{1 - r/\rho}
\]  

Correspondingly, the graph of \( p_{r^*}^2 \) looks as

![Graph of p_{r^*}^2](image)

**Fig. 3. Coulomb problem in dS space, the coordinate \( r^* \)**

This picture is much more understandable from physical point of view as representing a non-stable quantum-mechanical hydrogen atom model in de Sitter space.

## 4 The turning points of the radial momentum

To work with the squared radial momentum

\[
p_r^2 = \frac{(\epsilon + e^2/r)^2}{c^2} \frac{1}{(1 - r^2/\rho^2)^2} - (M^2c^2 + \frac{L^2}{r^2}) \frac{1}{1 - r^2/\rho^2}.
\]  

it will be convenient to use the following dimensionless quantities

\[
\frac{p_r^2}{M^2c^2} \implies p^2, \quad \frac{r}{\rho} \implies r, \quad \frac{L^2}{M^2c^2\rho^2} \implies L^2, \quad \frac{\epsilon^2}{\rho M^2c^2} = q;
\]
so \( p^2(r) \) reads

\[
p^2(r) = (\epsilon + \frac{q}{r})^2 \frac{1}{(1 - r^2)^2} - (1 + \frac{L^2}{r^2}) \left( \frac{1}{1 - r^2} \right).
\]

(18)

Physical domain for the variable \( r \) is the interval \( r \in [0, +1) \). On the boundaries, \( p^2(r) \) behaves as

\[
r \rightarrow 0, \quad p^2(r) \sim -\frac{L^2 - q^2}{r^2}, \quad (L^2 - q^2) > 0;
\]

\[
r \rightarrow +1 - 0, \quad p^2(r) = +\frac{\epsilon + q}{(1 - r^2)^2}.
\]

(19)

Possible turning point coincide with the roots of the equation \( p^2 = 0 \), which are the roots of 4-th order polynomial

\[
r^4 + Ar^2 + Br + C = 0,
\]

\[
A = \epsilon^2 + L^2 - 1, \quad B = +2\epsilon q, \quad C = -(L^2 - q^2).
\]

(20)

A cubic resolvent of this 4-th order equation is

\[
z^3 + 2Az^2 + (A^2 - 4C)z - B^2 = 0.
\]

(4.6)

In new variable \( z = y - \frac{2A}{3} \), it take on a reduced form

\[
y^3 + Py + Q = 0,
\]

\[
P = -\left( \frac{A^2}{3} + 4C \right), \quad Q = -\frac{2}{27}A^3 + \frac{8}{3}AC - B^2.
\]

(21)

Solutions \( y_i \) of the cubic equation ar given by Cardano formulas:

\[
y = \alpha + \beta,
\]

where

\[
\alpha = \sqrt[3]{\frac{Q}{2} + \sqrt{\left( \frac{Q}{2} \right)^2 + \left( \frac{P}{3} \right)^3}}, \quad \beta = \sqrt[3]{-\frac{Q}{2} - \sqrt{\left( \frac{Q}{2} \right)^2 + \left( \frac{P}{3} \right)^3}};
\]

(22)

the cubic roots \( \alpha \) and \( \beta \) are to correlate, so that

\[
\alpha \beta = -\frac{P}{3}
\]

Instead of (22), one can employ slightly different representation for these solutions

\[
y_1 = \alpha + \beta, \quad y_{2,3} = -\frac{\alpha + \beta}{2} \pm i\frac{\alpha - \beta}{2} \sqrt{3}.
\]

(23)

From the roots \( y_i \) we can obtains the root \( z_i \) of eq. (21):

\[
z_1 = y_1 - \frac{2A}{3}, \quad z_2 = y_2 - \frac{2A}{3}, \quad z_3 = y_3 - \frac{2A}{3}.
\]

(24)
Four roots of eq. (20) can be found by Euler formulas:

\[
\begin{align*}
    r_1 &= \frac{1}{2}(\sqrt{z_0} + \sqrt{z_1} + \sqrt{z_2}) , \\
    r_2 &= \frac{1}{2}(\sqrt{z_0} - \sqrt{z_1} - \sqrt{z_2}) , \\
    r_3 &= \frac{1}{2}(-\sqrt{z_0} + \sqrt{z_1} - \sqrt{z_2}) , \\
    r_4 &= \frac{1}{2}(-\sqrt{z_0} - \sqrt{z_1} + \sqrt{z_2}) ,
\end{align*}
\]  

(25)

where the roots \(\sqrt{z_0}, \sqrt{z_1}, \sqrt{z_2}\) are to satisfy the following constrain

\[
\sqrt{z_0} \sqrt{z_1} \sqrt{z_2} = -Q .
\]

(26)

The explicit form of the roots (25) is hardly convenient in practical use. By this reason, let us examine qualitatively the possible location of these roots. Starting with the identity

\[
r^4 + Ar^2 + Br + C = \left[ (r - r_1)(r - r_2) \right] \left[ (r - r_3)(r - r_4) \right] =
\]

\[
= r^4 - (r_1 + r_2 + r_3 + r_4)r^3 + (r_1r_2 + r_1r_3 + r_1r_4 + r_2r_3 + r_2r_4 + r_3r_4)r^2 -
\]

\[
-(r_1r_2r_3 + r_1r_2r_4 + r_1r_3r_4 + r_2r_3r_4)r + r_1r_2r_3r_4
\]

we derive

\[
\begin{align*}
    r_1 + r_2 + r_3 + r_4 &= 0 , \\
    A &= r_1r_2 + r_1r_3 + r_1r_4 + r_2r_3 + r_2r_4 + r_3r_4 , \\
    B &= -(r_1r_2r_3 + r_1r_2r_4 + r_1r_3r_4 + r_2r_3r_4) , \\
    C &= r_1r_2r_3r_4 ;
\end{align*}
\]

(27)

recall that

\[
A = \epsilon^2 + L^2 - 1 , \quad B = +2\epsilon q > 0 , \quad C = -(L^2 - q^2) < 0 .
\]

At ones, we conclude that three next variants,

\[
\begin{align*}
    (r_1, r_2, r_3, r_4) &\sim (-, -, +, +) , \\
    (r_1, r_2, r_3, r_4) &\sim (-, -, -, -) , \\
    (r_1, r_2, r_3, r_4) &\sim (+, +, +, +) ,
\end{align*}
\]

cannot be realized in virtue of (ref4.10b). Assuming two real-valued roots, and two conjugate ones, we get the variant

\[
(r_1, r_2, r_3, r_4) \sim (+, -, z, z^*) ,
\]

it has no physical sense. Relationship

\[
r_1r_2r_3r_4 = C < 0
\]

(28)

says that assuming all four roots be real, then only two variant are possible:

\[
(r_1, r_2, r_3, r_4) \sim (-, -, +, +) , \quad (r_1, r_2, r_3, r_4) \sim (+, +, +, -).
\]

(29)

The first possibility in (29) is not interesting physically. To the second one there corresponds the graph in Fig. 3.
5 Reducing the radial equation to the Heun type

In dimensionless quantities

\[ x = \frac{r}{\rho}, \quad \frac{\varepsilon \rho}{c \hbar} = E, \quad \frac{c^2}{c \hbar} = \alpha, \quad \frac{M^2 c^2 \rho^2}{\hbar^2} \Rightarrow M^2, \quad (30) \]

the radial equation takes the form

\[
\left[ \frac{d^2}{dx^2} + \frac{2(1 - 2x^2)}{x(1 - x^2)} \frac{d}{dx} + (E + \frac{\alpha}{x})^2 - \frac{1}{(1 - x^2)} (M^2 + \frac{l(l + 1)}{x^2}) \frac{1}{1 - x^2} \right] f = 0, \quad (31)
\]

or differently

\[
\frac{d^2 f}{dx^2} + \left[ \frac{2}{x} + \frac{1}{x - 1} + \frac{1}{x + 1} \right] \frac{df}{dx} + \left[ \frac{\alpha^2 - l(l + 1)}{x^2} + \frac{1}{4} \frac{(E + \alpha)^2}{(x - 1)^2} + \frac{1}{4} \frac{(E - \alpha)^2}{(x + 1)^2} + \right.
\]

\[
+ \frac{2E \alpha}{x} - \frac{1}{4} \frac{(E + 2\alpha)^2 - \alpha^2 - 2[M^2 + l(l + 1)]}{x - 1}
\]

\[
+ \left. \frac{1}{4} \frac{(E - 2\alpha)^2 - \alpha^2 - 2[M^2 + l(l + 1)]}{x + 1} \right] f = 0. \quad (32)
\]

Near singular points, solutions of eq. (32) behave in accordance with the relations below:

\[ x = 0, \quad \frac{d^2 f}{dx^2} + \frac{2}{x} \frac{df}{dx} + \frac{\alpha^2 - l(l + 1)}{x^2} f = 0, \]

\[ f = x^A, \quad A = -\frac{1}{2} \pm \sqrt{(l + 1/2)^2 - \alpha^2}; \]

\[ x = 1, \quad \frac{d^2 f}{dx^2} + \frac{1}{x - 1} \frac{df}{dx} + \frac{1}{4} \frac{(E + \alpha)^2}{(x - 1)^2} f = 0, \]

\[ f = (x - 1)^B, \quad B = \pm \frac{i}{2} (E + \alpha); \]

\[ x = -1, \quad \frac{d^2 f}{dx^2} + \frac{1}{x + 1} \frac{df}{dx} + \frac{1}{4} \frac{(E - \alpha)^2}{(x + 1)^2} f = 0, \]

\[ f = (x + 1)^C, \quad C = \pm \frac{i}{2} (E - \alpha). \quad (33)\]

Making the substitution \( f = x^A (1 - x)^B (1 + x)^C F \), from (32) we get

\[
\frac{d^2 f}{dx^2} + \left[ \frac{2A + 2}{x} + \frac{2B + 1}{x - 1} + \frac{2C + 1}{x + 1} \right] \frac{df}{dx} +
\]

\[
+ \left[ \frac{A(A + 1) + \alpha^2 - l(l + 1)}{x^2} + \frac{4B^2 + (E + \alpha)^2}{4(x - 1)^2} + \frac{4C^2 + (E - \alpha)^2}{4(x + 1)^2} + \right.
\]

\[
+ \frac{2A + 3B + 3C + 2(AB + AC + BC)}{(x - 1)(x + 1)} \frac{M^2 - E^2/2 - 3\alpha^2/2 + l(l + 1)}{x - 1} \frac{E^2/2 - 3\alpha^2/2 + l(l + 1)}{(x - 1)(x + 1)}, \]

\[ (x - 1)(x + 1) \]

\[ (x - 1)(x + 1) \]
\[- \frac{2(E \alpha - B + C - AB + AC)}{x(x - 1)(x + 1)} \] \( f = 0 \).  

(34)

At restrictions

\[ A = -\frac{1}{2} \pm \sqrt{(l + 1/2)^2 - \alpha^2}, \quad B = \pm \frac{i}{2} (E + \alpha), \quad C = \pm \frac{i}{2} (E - \alpha) \]

eq. (34) becomes simpler

\[
\frac{d^2 f}{dx^2} + \left[ \frac{2A + 2}{x} + \frac{2B + 1}{x - 1} + \frac{2C + 1}{x + 1} \right] \frac{df}{dx} + \\
\left[ \frac{2A + 3B + 3C + 2(AB + AC + BC) + M^2 - E^2/2 - 3\alpha^2/2 + l(l + 1)}{x(x - 1)(x + 1)} \right] f = 0.
\]

(35)

This equation can be identified with the general Heun equation for \( G(-1; q, \lambda, \beta, \gamma, \delta; z) \)

\[
\frac{d^2 G}{dx^2} + \left[ \frac{\gamma}{x} + \frac{\delta}{x - 1} + \frac{\epsilon}{x + 1} \right] \frac{dG}{dx} + \frac{\lambda \beta x - q}{x(x - 1)(x + 1)} G = 0;
\]

(36)

relations determining its parameters are

\[ \epsilon = \lambda + \beta - \gamma - \delta + 1, \quad \gamma = 2(A + 1), \quad \delta = 2B + 1, \]

\[ q = 2(E \alpha - B + C - AB + AC), \]

\[ \lambda + \beta = 3 + 2(A + B + C), \]

\[ \lambda \beta = 2A + 3B + 3C + 2(AB + AC + BC) + M^2 - \frac{E^2}{2} - \frac{3\alpha^2}{2} + l(l + 1). \]

From two last relations we get

\[ \lambda = \frac{3}{2} + A + B + C + \sqrt{\frac{9}{4} + A^2 + B^2 + C^2 + A + \frac{3\alpha^2}{2} + \frac{E^2}{2} - M^2 - l(l + 1)}, \]

\[ \beta = \frac{3}{2} + A + B + C - \sqrt{\frac{9}{4} + A^2 + B^2 + C^2 + A + \frac{3\alpha^2}{2} + \frac{E^2}{2} - M^2 - l(l + 1)}; \]

the Heun function is symmetrical in \( \alpha, \beta \). Next, allowing for the identity

\[ A^2 + A + \alpha^2 - l(l + 1) = 0, \]

one can simplify expressions for \( \alpha \) and \( \beta \):

\[ \lambda = \frac{3}{2} + A + B + C + \sqrt{B^2 + C^2 + \frac{E^2 + \alpha^2}{2} - M^2 + \frac{9}{4}}, \]

\[ \beta = \frac{3}{2} + A + B + C - \sqrt{B^2 + C^2 + \frac{E^2 + \alpha^2}{2} - M^2 + \frac{9}{4}}. \]

(37)
To have solutions vanishing in the origin \( r = 0 \), one takes

\[
A = -\frac{1}{2} + \sqrt{(l + 1/2)^2 - \alpha^2}.
\] (38)

The singular point \( x = +1 \) is physical, because it represents the de Sitter horizon. The point \( x = -1 \) does not belong to physical domain – the interval \( x \in [0, +1) \).

Depending on the choice signs in expressions for \( B, C \) we have four possibilities:

\[
\begin{align*}
(+) & \quad B = +\frac{i}{2} (E + \alpha), \quad C = +\frac{i}{2} (E - \alpha), \quad B + C = +iE, \quad B^2 + C^2 = -\frac{E^2 + \alpha^2}{2}; \\
(-, -) & \quad B = -\frac{i}{2} (E + \alpha), \quad C = -\frac{i}{2} (E - \alpha), \quad B + C = -iE, \quad B^2 + C^2 = -\frac{E^2 + \alpha^2}{2}; \\
(+) & \quad B = +\frac{i}{2} (E + \alpha), \quad C = -\frac{i}{2} (E - \alpha), \quad B + C = +i\alpha, \quad B^2 + C^2 = -\frac{E^2 + \alpha^2}{2}; \\
(-, +) & \quad B = -\frac{i}{2} (E + \alpha), \quad C = +\frac{i}{2} (E - \alpha), \quad B + C = -i\alpha, \quad B^2 + C^2 = -\frac{E^2 + \alpha^2}{2}.
\end{align*}
\] (39)

Note that for all four cases we have one the same identity

\[
B^2 + C^2 + \frac{E^2 + \alpha^2}{2} = -\frac{E^2 + \alpha^2}{2} + \frac{E^2 + \alpha^2}{2} = 0;
\]

therefore expressions (37) for \( \alpha, \beta \) becomes yet simpler

\[
\lambda = \frac{3}{2} + A + B + C + \sqrt{-M^2 + \frac{9}{4}}, \quad \beta = \frac{3}{2} + A + B + C - \sqrt{-M^2 + \frac{9}{4}}.
\] (40)

Taking into account identities

\[
\begin{align*}
(+) & \quad C - B = -i\alpha, \quad (-, -) \quad C - B = +i\alpha, \\
(+) & \quad C - B = -iE, \quad (-, +) \quad C - B = +iE,
\end{align*}
\]

we readily find expressions for parameters \( q, \alpha, \beta \) for each type of solutions:

\[
\begin{align*}
(+) & \quad q = 2\alpha \left[ E - i(A + 1) \right], \quad (-, -) \quad q = 2\alpha \left[ E + i(A + 1) \right], \\
(+) & \quad q = 2E \left[ \alpha - i(A + 1) \right], \quad (-, +) \quad q = 2E \left[ \alpha + i(A + 1) \right],
\end{align*}
\] (41)

\[
\begin{align*}
(+) & \quad \lambda, \beta = \frac{1}{2} + A + 1 + iE \pm i \sqrt{M^2 - \frac{9}{4}}, \\
(-, -) & \quad \lambda, \beta = \frac{1}{2} + A + 1 - iE \pm i \sqrt{M^2 - \frac{9}{4}}, \\
(+) & \quad \lambda, \beta = \frac{1}{2} + A + 1 + i\alpha \pm i \sqrt{M^2 - \frac{9}{4}}, \\
(-, +) & \quad \lambda, \beta = \frac{1}{2} + A + 1 - i\alpha \pm i \sqrt{M^2 - \frac{9}{4}}.
\end{align*}
\] (42)
Note that by physical reasons we can assume inequality $M^2 \to (M^2 \rho^2 c^2 / \hbar^2) \gg 1$.

In conclusion of this section let us discuss one speculative possibility to get complex values for energy. Indeed, let impose the following quantization rule: $\lambda = -n$, which results complex values for energy:

$$(+, +) \quad E = +i \left( \frac{3}{2} n + A \right) - \sqrt{M^2 - \frac{9}{4}};$$

$$(-, -) \quad E = -i \left( \frac{3}{2} n + A \right) + \sqrt{M^2 - \frac{9}{4}}. \quad (43)$$

In turn, further these formulas lead to

$$(+, +) \quad e^{-ict/\hbar} = e^{i(ct/\rho) + (3/2 + n + A) + i\sqrt{M^2 - 9/4}}$$

$$(-, -) \quad e^{-ict/\hbar} = e^{i(ct/\rho) - (3/2 + n + A) - i\sqrt{M^2 - 9/4}}. \quad (45)$$

It seems that more physical is the variant $(-, -)$. The question on physical meaning of the produced formulas related to complex values for energy remains open.

### 6 Approximate roots $r_1, \ldots, r_4$ of equation $p_t^2 = 0$

Let us find approximate expressions for the roots $r_1, \ldots, r_4$ of equation

$$\frac{M^2 c^2 \rho^2}{\rho^2} r^4 + \left(\frac{\epsilon^2}{c^2} - M^2 c^2 + \frac{L^2}{\rho^2}\right) r^2 + \frac{2 \epsilon^2 c^2}{c^2} r + \left(\frac{\epsilon^4}{c^2} - L^2\right) = 0. \quad (47)$$

We will use expansions in small parameter $\rho^{-1}$:

$$r_{1,2} = a_0 + \frac{a_1}{\rho} + \frac{a_2}{\rho^2} + \ldots, \quad r_{3,4} = \rho \left( b_0 + \frac{b_1}{\rho} + \frac{b_2}{\rho^2} + \ldots \right); \quad (48)$$

First, we study $r_{1,2} \sim (a_0 + a_1 \rho^{-1})$, then eq. (47) gives

$$\frac{M^2 c^2}{\rho^2} \left[ a_0^4 + 4a_0^3 \frac{a_1}{\rho} + 6a_0^2 \frac{a_1^2}{\rho^2} + 4a_0 \frac{a_1^3}{\rho^3} + \frac{a_1^4}{\rho^4} \right] +$$

$$+ \left(\frac{\epsilon^2}{c^2} - M^2 c^2 + \frac{L^2}{\rho^2}\right) a_0^4 + 2a_0 a_1 \frac{a_1}{\rho^2} + \frac{a_1^2}{\rho^4} a_2^2 + 2 \frac{\epsilon^2 c^2}{c^2} a_0 + \frac{a_1}{\rho} + \left(\frac{\epsilon^4}{c^2} - L^2\right) = 0.$$

We are interested in first two terms of the order $\rho^0$ and $\rho^{-1}$:

$$\rho^0 : \quad \left(\frac{\epsilon^2}{c^2} - M^2 c^2\right) a_0^2 + \frac{2 \epsilon^2 c^2}{c^2} a_0 + \left(\frac{\epsilon^4}{c^2} - L^2\right) = 0,$$

$$\rho^{-1} : \quad 2a_0 a_1 \left(\frac{\epsilon^2}{c^2} - M^2 c^2\right) + \frac{2 \epsilon^2 c^2}{c^2} a_1 = 0 \implies a_1 = 0. \quad (49)$$

As $a_1 = 0$, let us find next term $a_2$. With notation

$$r_i = r_{0i} + \frac{\Delta_i}{\rho^2}, \quad i = 1, 2,$$
we get

\[ \Delta_i = -r_{0i}^2 (L^2 + M^2 e^2 r_{0i}^2) \left[ \frac{2\epsilon^2 c^2}{c^2} + 2r_{0i} \left( \frac{\epsilon^2}{c^2} - M^2 c^2 \right) \right]^{-1} ; \]  

(50)

let us write down expressions for \( r_{0i} \) as well:

\[ r_{01} = \frac{c^2}{m^2 c^4 - e^2} \left[ \frac{e^2 \epsilon}{c^2} + m \sqrt{\frac{e^4 c^2}{c^4} - \left( \frac{L^2}{c^2} - \frac{e^2}{c^2} \right) M^2 c^2 - \epsilon^2} \right] > 0 , \]

\[ r_{02} = \frac{c^2}{m^2 c^4 - e^2} \left[ \frac{e^2 \epsilon}{c^2} - \sqrt{\frac{e^4 c^2}{c^4} - \left( \frac{L^2}{c^2} - \frac{e^2}{c^2} \right) M^2 c^2 - \epsilon^2} \right] > 0 . \]  

(51)

Starting from expansions

\[ r_{3,4} = \rho \left( b_0 + \frac{b_1}{\rho} \right) , \]

we get

\[ \rho^2 M^2 c^2 \left( b_0^4 + 4b_0^3 b_1 \frac{b_1}{\rho} + 6b_0^2 b_1^2 \frac{b_1}{\rho^2} + 4b_0 b_1^3 \frac{b_1}{\rho^3} + \frac{b_1^4}{\rho^4} + \right) + \]

\[ + \rho^2 \left( \frac{e^2 c^2}{c^2} - M^2 c^2 + \frac{L^2}{\rho^2} \right) \left( b_0^4 + 2b_0 \frac{b_1}{\rho} + \frac{b_1^2}{\rho^2} \right) + \frac{2e^2 \epsilon}{c^2} \rho \left( b_0 + \frac{b_1}{\rho} \right) + \left( \frac{e^4}{c^2} - L^2 \right) = 0 ; \]

from this it follows

\[ M^2 c^4 b_0^4 + (e^2 - M^2 c^4) b_0^2 = 0 , \]

\[ 4b_0^3 b_1 M^2 c^4 + (e^2 - M^2 c^4) 2b_0 b_1 + 2 e^2 \epsilon b_1 = 0 ; \]  

(52)

that is

\[ r_3 = \rho (b_{03} + \frac{b_1}{\rho}) , \quad r_4 = \rho (b_{04} + \frac{b_1}{\rho}) , \]

\[ b_{03} = + \sqrt{1 - \frac{\epsilon^2}{m^2 c^4}} > 0 , \quad b_{04} = - \sqrt{1 - \frac{\epsilon^2}{m^2 c^4}} < 0 , \]

\[ b_1 = - \frac{\epsilon^2 \epsilon}{M^2 c^4 - \epsilon^2} \]  

(53)

It should be noted that (at the large curvature radius \( \rho \)) the domain between \( r_1 \) and \( r_2 \) lays far from \( r_3 > 0 \) and \( r_4 < 0 \).

7 WKB-analysis

Let us study the problem within WKB-method, starting from

\[ p_r^2 = \frac{1}{r^2(1 - r^2)^2} \frac{M^2 c^2}{\rho^2} (r - r_1)(r - r_2)(r - r_3)(r - r_4) . \]
Allowing for (53) we obtain approximate form for \( p_r \) in the domain \( r << \rho \) where the potential well is located:

\[
P_r \sim mc \sqrt{(r-r_1)(r-r_2)} \left( \frac{\epsilon^2}{m^2c^4} - 1 \right)^{1/2} \left( 1 + \frac{A \rho^2}{\rho^2} \right),
\]

\( A = 1 - \frac{1}{2(1 - \epsilon^2/m^2c^4)} \).

WKB quantization rule is

\[
\int L_P \, dr = 2\pi \hbar (n + 1/2).
\]

From this, taking \( P_r \) according to (54) and choosing the path of integration surrounding the turning points \( r_1 \) and \( r_2 \), we reduce the problem to calculating residues in two points

\[
\sum_{0, \infty} \text{res} \ P_r = i\hbar (n + 1/2).
\]

Taking into account such residues in 0 and \( r = \infty \):

\[
\text{res}_{r=0} \ P_r = \sqrt{\frac{\epsilon^2}{c^2} - m^2c^2} r_1 r_2.
\]

\[
\text{res}_{r=\infty} = (y = \frac{1}{r}) = -\sqrt{\frac{\epsilon^2}{c^2} - m^2c^2} \text{res}_{y=0} \frac{1}{2} \sqrt{(1 - yr_1)(1 - yr_2)} \left( 1 + \frac{A}{\rho^2} \right) y = \frac{1}{2} \sqrt{\frac{\epsilon^2}{c^2} - m^2c^2} \left[ (r_1 + r_2) - \frac{A}{\rho^2} r_1 r_2 (r_1 + r_2) \right].
\]

we arrive at the formula

\[
\sqrt{\frac{\epsilon^2}{c^2} - m^2c^2} \left[ (\sqrt{r_1 r_2} + \frac{r_1 + r_2}{2}) - \frac{A}{\rho^2} r_1 r_2 \frac{r_1 + r_2}{2} \right] = i\hbar (n + 1/2).
\]

Allowing for relations

\[
r_1 = r_{01} + \frac{\Delta_1}{\rho^2}, \quad r_2 = r_{02} + \frac{\Delta_2}{\rho^2},
\]

\[
r_{01} + r_{02} = \frac{2\epsilon^2}{m^2c^4 - \epsilon^2}, \quad r_{01} r_{02} = (L^2 - \frac{\epsilon^4}{c^2}) \frac{\epsilon^2}{m^2c^4 - \epsilon^2}, \quad \Delta_1 = -\frac{r_{01}^2 (L^2 + m^2c^2 r_{01}^2)}{2\epsilon^2 c^2 + 2r_{01} (\epsilon^2 c^2 - m^2c^2)}, \quad \Delta_2 = -\frac{r_{02}^2 (L^2 + m^2c^2 r_{02}^2)}{2\epsilon^2 c^2 + 2r_{02} (\epsilon^2 c^2 - m^2c^2)},
\]

we produce

\[
\sqrt{r_1 r_2} + \frac{r_1 r_2}{2} = \sqrt{r_{01} r_{02}} + \frac{r_{01} r_{02}}{2} + \frac{1}{\rho^2} \left( \frac{\Delta_1 + \Delta_2}{2} + \frac{1}{2} \Delta_1 \sqrt{\frac{r_{01}}{r_{01}}} + \frac{1}{2} \Delta_2 \sqrt{\frac{r_{02}}{r_{02}}} \right).
\]
Correspondingly, eq. (57) takes the form
\[
\sqrt{\frac{e^2}{c^2} - m^2c^2} \left[ \sqrt{\frac{r_{01}r_{02}}{r_{01}}} - \frac{r_{01}r_{02}}{2ρ^2} + \frac{1}{2ρ^2} \left( \frac{Δ_1 + Δ_2}{2} + r_{01}r_{02}(r_{01} + r_{02}) \right) \right] = \hbar(n + 1/2) .
\] (58)

Resolving energy \( ǫ \) in a series of \( ρ^{-2} \):
\[
Δ = \left( \frac{m^2c^4 - ϵ_0^2}{4e^2m^2c^4} \right)^2 \left[ Δ_1 + Δ_2 + Δ_1 \sqrt{\frac{r_{02}}{r_{01}}} + Δ_2 \sqrt{\frac{r_{01}}{r_{02}}} - Ar_{01}r_{02}(r_{01} + r_{02}) \right] .
\] (59)

From this, it follows an approximate formula for energy levels in de Sitter space
\[
ε = ε_0 + \frac{Δ}{ρ^2} , \quad ε_0 = mc^2 \left[ 1 + \frac{e^4/c^2}{[h(n + 1/2) + √h^2(l + 1/2)^2 - e^4/c^2])^2} \right]^{-1/2} ,
\] (60)

where
\[
Δ = \left( \frac{m^2c^4 - ϵ_0^2}{4e^2m^2c^4} \right)^2 \left[ Δ_1 + Δ_2 + Δ_1 \sqrt{\frac{r_{02}}{r_{01}}} + Δ_2 \sqrt{\frac{r_{01}}{r_{02}}} - Ar_{01}r_{02}(r_{01} + r_{02}) \right] .
\]

In accordance with behavior of the function \( P^2 \), the particle can go from the domain between \( r_1 \) \( r_2 \) to the domain near the horizon \( r \sim ρ \) due to the quantum-mechanical tunneling effect. Probability of this process is given by the formula
\[
W = \exp \left( -\frac{2}{h} ∫_{r_2}^{r_3} √{-P^2_r} \, dr \right) ,
\] (61)

from whence we can obtain a rough estimation \( W \sim e^{-2ρ/λ} \), where \( λ \) stands for the Compton wave length.

8 The hydrogen atom in AdS space and the Heun functions

Now, let us consider the Coulomb problem in AdS space
\[
dS^2 = (1 + r^2/ρ^2)dt^2 - (1 + r^2/ρ^2)^{-1}dr^2 - r^2(dθ^2 + sin^2θdφ^2)
\] (62)
In scalar wave equation with the potential \( A_0 = (\vec{r}, 0, 0, 0) \), the variables are separated by substitution \( \Phi = e^{-i\epsilon t/\hbar} Y_{lm}(\theta \phi) f(r) \), and the radial equation takes the form

\[
\frac{d^2 f}{dr^2} + \frac{2(1 + 2r^2/\rho^2)}{r(1 + r^2/\rho^2)} \frac{df}{dr} + \left[ \frac{(\epsilon + e^2/r)^2}{c^2 \hbar^2} - \frac{1}{(1 + r^2/\rho^2)^2} - \frac{M^2 c^2}{\hbar^2} - \frac{l(l+1)}{r^2} \right] \frac{1}{1 + r^2/\rho^2} f = 0. \tag{63}
\]

In dimensionless form

\[
x = \frac{ir}{\rho}, \quad \frac{\epsilon \rho}{c \hbar} = E, \quad \frac{e^2}{c \hbar} = \alpha, \quad \frac{M^2 c^2 \rho^2}{\hbar^2} \implies M^2,
\]

eq. (63) will read

\[
\left[ \frac{d^2 f}{dx^2} + \frac{2(1 - 2x^2)}{x(1 - x^2)} \frac{df}{dx} - \left( E + \frac{i\alpha}{x} \right)^2 \frac{1}{(1 - x^2)^2} + \frac{M^2 - l(l+1)}{x^2} \frac{1}{1 - x^2} \right] f = 0, \tag{64}
\]

or

\[
\frac{d^2 f}{dx^2} + \left[ \frac{2}{x} + \frac{1}{x - 1} + \frac{1}{x + 1} \right] \frac{df}{dx} + \left[ \frac{\alpha^2 - l(l+1)}{x^2} - \frac{1}{4} \frac{(E + i\alpha)^2}{(x - 1)^2} - \frac{1}{4} \frac{(E - i\alpha)^2}{(x + 1)^2} - \frac{2Ei\alpha}{x} \right.
\]

\[
\left. + \frac{1}{4} \frac{(E - 2i\alpha)^2 - \alpha^2 + 2[M^2 - l(l+1)]}{x + 1} \right] f = 0. \tag{65}
\]

Near singular points, solutions behave as follows:

\[
x = 0, \quad \frac{d^2 f}{dx^2} + \frac{2}{x} \frac{df}{dx} + \frac{\alpha^2 - l(l+1)}{x^2} f = 0,
\]

\( f = x^A, \quad A = -\frac{1}{2} \pm \sqrt{(l + 1/2)^2 - \alpha^2}; \)

\[
x = 1, \quad \frac{d^2 f}{dx^2} + \frac{1}{x - 1} \frac{df}{dx} \frac{1}{4} \frac{(E + i\alpha)^2}{(x - 1)^2} f = 0,
\]

\( f = (x - 1)^B, \quad B = \pm \frac{1}{2} (E + i\alpha); \)

\[
x = -1, \quad \frac{d^2 f}{dx^2} + \frac{1}{x + 1} \frac{df}{dx} \frac{1}{4} \frac{(E - i\alpha)^2}{(x + 1)^2} f = 0,
\]

\( f = (x + 1)^C, \quad C = \pm \frac{1}{2} (E - i\alpha). \)
Correspondingly, we should use the substitution \( f = x^A (x - 1)^B (x + 1)^C \); eq. (65) gives

\[
\frac{d^2 f}{dx^2} + \left[ \frac{2A + 2}{x} + \frac{2B + 1}{x - 1} + \frac{2C + 1}{x + 1} \right] \frac{df}{dx} + \\
\frac{A(A + 1) + \alpha^2 - l(l + 1)}{x^2} + \frac{1}{4} \frac{4B^2 + (E + \alpha)^2}{(x - 1)^2} + \frac{1}{4} \frac{4C^2 + (E - \alpha)^2}{(x + 1)^2} + \\
2A + 3B + 3C + 2(AB + AC + BC) - M^2 + E^2/2 - 3\alpha^2/2 + l(l + 1) + \\
\frac{2(iE\alpha + B - C + AB - AC)}{x(x - 1)(x + 1)} \right] f = 0.
\] (66)

At restrictions on \( A, B, C \) as shown

\[ A = \frac{1}{2} \pm \sqrt{(l + 1/2)^2 - \alpha^2}, \quad B = \frac{1}{2}(E + i\alpha), \quad C = \frac{1}{2}(E - i\alpha) \]

eq. (66) becomes simpler

\[
\frac{d^2 f}{dx^2} + \left[ \frac{2A + 2}{x} + \frac{2B + 1}{x - 1} + \frac{2C + 1}{x + 1} \right] \frac{df}{dx} + \\
\frac{2A + 3B + 3C + 2(AB + AC + BC) - M^2 + E^2/2 - 3\alpha^2/2 + l(l + 1)}{x(x - 1)(x + 1)} + \\
\frac{2(iE\alpha + B - C + AB - AC)}{x(x - 1)(x + 1)} \right] f = 0.
\] (67)

This can be identified with the generalized Heun equation for \( G(-1; q, \lambda, \beta, \gamma, \delta, x) \)

\[
\frac{d^2 G}{dx^2} + \left[ \frac{\gamma}{x} + \frac{\delta}{x - 1} + \frac{\epsilon}{x + 1} \right] \frac{dG}{dx} + \frac{\lambda\beta x - q}{x(x - 1)(x + 1)} G = 0;
\] (68)

its parameters are to be determined from relations

\[
\epsilon = \lambda + \beta - \gamma - \delta + 1, \quad \gamma = 2A + 2, \quad \delta = 2B + 1, \\
q = -2(iE\alpha + B - C + AB - AC), \\
\lambda + \beta = 3 + 2(A + B + C), \\
\lambda\beta = 2A + 3B + 3C + 2(AB + AC + BC) - M^2 + \frac{E^2}{2} - \frac{3\alpha^2}{2} + l(l + 1).
\]

From two last relations we get \( \lambda \) and \( \beta \):

\[
\lambda = \frac{3}{2} + A + B + C + \sqrt{\frac{9}{4} + A^2 + B^2 + C^2 + A + \frac{3\alpha^2}{2} - \frac{E^2}{2} + M^2 - l(l + 1)}, \\
\beta = \frac{3}{2} + A + B + C - \sqrt{\frac{9}{4} + A^2 + B^2 + C^2 + A + \frac{3\alpha^2}{2} - \frac{E^2}{2} + M^2 - l(l + 1)}.
\]
Allowing for the identity $A^2 + A + \alpha^2 - l(l + 1) = 0$, they can be read simpler

$$\lambda = \frac{3}{2} + A + B + C + \sqrt{B^2 + C^2 + \frac{\alpha^2 - E^2}{2} + M^2 + \frac{9}{4}},$$

$$\beta = \frac{3}{2} + A + B + C - \sqrt{B^2 + C^2 + \frac{\alpha^2 - E^2}{2} + M^2 + \frac{9}{4}}. \quad (69)$$

To have solutions finite at the origin, we should use the positive value of $A$:

$$A = -\frac{1}{2} + \sqrt{(l + 1/2)^2 - \alpha^2} > 0. \quad (70)$$

recall that physical domain for radial variable here is the interval $x \in (0, +i\infty)$. Depending on the signs in $B$ and $C$, we have four different possibilities:

$$(+,-), \quad B = +\frac{1}{2} (E + i\alpha), \quad C = +\frac{1}{2} (E - i\alpha), \quad B + C = +E, \quad B^2 + C^2 = \frac{E^2 - \alpha^2}{2};$$

$$(-,-), \quad B = -\frac{1}{2} (E + i\alpha), \quad C = -\frac{1}{2} (E - i\alpha), \quad B + C = -E, \quad B^2 + C^2 = \frac{E^2 - \alpha^2}{2};$$

$$(+,-), \quad B = +\frac{1}{2} (E + i\alpha), \quad C = -\frac{1}{2} (E - i\alpha), \quad B + C = +i\alpha, \quad B^2 + C^2 = \frac{E^2 - \alpha^2}{2};$$

$$(-,+), \quad B = -\frac{1}{2} (E + i\alpha), \quad C = +\frac{1}{2} (E - i\alpha), \quad B + C = -i\alpha, \quad B^2 + C^2 = \frac{E^2 - \alpha^2}{2}. \quad (71)$$

Because in all four cases we have one the same identity $B^2 + C^2 + \frac{\alpha^2 - E^2}{2} = 0$, expressions $(69)$ for $\lambda$ and $\beta$ simplify

$$\lambda = \frac{3}{2} + A + B + C + \sqrt{M^2 + \frac{9}{4}}, \quad \beta = \frac{3}{2} + A + B + C - \sqrt{M^2 + \frac{9}{4}}. \quad (72)$$

Therefore, we easily derive

$$(+,+) \quad \lambda, \beta = \frac{3}{2} + A + E \pm \sqrt{M^2 + \frac{9}{4}};$$

$$(-,-) \quad \lambda, \beta = \frac{3}{2} + A - E \pm \sqrt{M^2 + \frac{9}{4}}; \quad (73)$$

$$(+,-) \quad \lambda, \beta = \frac{3}{2} + A + i\alpha \pm \sqrt{M^2 + \frac{9}{4}};$$

$$(-,+) \quad \lambda, \beta = \frac{3}{2} + A - i\alpha \pm \sqrt{M^2 + \frac{9}{4}}. \quad (74)$$

Similarly, simpler can be written the parameter $q = -2 [i\alpha E + (B - C)(A + 1) ]$:

$$(+,+) \quad q = -2i\alpha [ E + (A + 1) ], \quad (-,-) \quad q = -2i\alpha [ E - (A + 1) ],$$
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\( q = -2E \left[ i\alpha + (A + 1) \right], \quad (-,+) \quad q = -2E \left[ i\alpha - (A + 1) \right]. \) 

(75)

The quantization rule for energy levels, \( \lambda = -n \), gives

\( (-,-) \quad E_n = (n + A + \frac{3}{2}) + \sqrt{M^2 + 9/4}, \) 

\( (1,+) \quad E_n = (n + A + \frac{3}{2}) - \sqrt{M^2 + 9/4}, \) 

(76)

(77)

In absence of the Coulomb potential (\( \alpha = 0 \)) the task can be solved in hypergeometric functions. In this case, we have more simple radial equation

\[
\frac{d^2 f}{dx^2} + \left[ \frac{2}{x} + \frac{1}{x-1} + \frac{1}{x+1} \right] \frac{df}{dx} + \left[ -\frac{l(l+1)}{x^2} - \frac{1}{4} \frac{E^2}{(x-1)^2} - \frac{1}{4} \frac{E^2}{(x+1)^2} \right]
\]

\[
+ \frac{1}{4} \frac{E^2 - 2(M^2 - l(l+1))}{x-1} + \frac{1}{4} \frac{-E^2 + 2(M^2 - l(l+1))}{x+1} \right] f = 0. \] 

(78)

In the new variable \( y = x^2 \) we will obtain

\[
\frac{d^2 f}{dy^2} + \left[ \frac{3/2}{y} + \frac{1}{y-1} \right] \frac{df}{dy} + \left[ -\frac{1}{4} \frac{l(l+1)}{y^2} - \frac{1}{4} \frac{E^2}{(y-1)^2} \right]
\]

\[
+ \frac{1}{4} \frac{E^2 - M^2 + l(l+1)}{y-1} + \frac{1}{4} \frac{-E^2 + M^2 - l(l+1)}{y} \right] f = 0. \] 

(79)

After using the substitution \( f = y^A(y-1)^B F(y) \) we arrive at

\[
\frac{d^2 f}{dy^2} + \left[ \frac{2A + 3/2}{y} + \frac{2B + 1}{y-1} \right] \frac{df}{dy} + \left[ \frac{1}{4} \frac{2A(2A+1) - l(l+1)}{y^2} + \frac{1}{4} \frac{4B^2 - E^2}{(y-1)^2} \right]
\]

\[
+ \frac{1}{4} \frac{4A + 6B + 8AB + E^2 - M^2 + l(l+1)}{(y-1)y} \right] f = 0. \] 

(80)

At restrictions on \( A, B \) as shown

\( A = +l/2, -(l+1)/2, \quad B = +E/2, -E/2 \)

eq. \( (78) \) will simplify

\[
\frac{d^2 f}{dy^2} + \left[ \frac{2A + 3/2}{y} + \frac{2B + 1}{y-1} \right] \frac{df}{dy} + \frac{1}{4} \frac{4A + 6B + 8AB + E^2 - M^2 + l(l+1)}{(y-1)y} f = 0 \] 

(81)

which is the hypergeometric equation with parameters

\[ \alpha = \frac{3}{4} + A + B - \frac{1}{4} \sqrt{16(A^2 + B^2) + 8A + 9 - 4E^2 + 4M^2 - 4l(l+1)}, \]
\[ \beta = \frac{3}{4} + A + B + \frac{1}{4} \sqrt{16(A^2 + B^2) + 8A + 9 - 4E^2 + 4M^2 - 4l(l+1)}, \]
\[ \gamma = 2A + \frac{3}{2}. \]

Let \( A = +l/2, \ B = -E/2, \) this can provide us with solutions finite at the origin and at the infinity, \( y = 0, +\infty; \) then
\[ \alpha = \frac{1}{2} \left( \frac{3}{2} + l - E - \sqrt{9/4 + M^2} \right), \quad \beta = \frac{1}{2} \left( \frac{3}{2} + l - E + \sqrt{9/4 + M^2} \right). \] (82)

There are possible two possibilities to get polynomial solutions:

(a) \( \alpha = -n \quad \Rightarrow \quad E = 2n + l + 3/2 - \sqrt{9/4 + M^2} \)

(b) \( \beta = -n \quad \Rightarrow \quad E = 2n + l + 3/2 + \sqrt{9/4 + M^2} \) (83)

The complete radial function will vanish at the infinity if
\[ y \to \infty, \quad f = y^A(y-1)^BF(y) \to 0, \quad \text{when} \quad A + B + n < 0; \]
this takes correspondingly the form

(a) \( \frac{l}{2} - \frac{E}{2} + n < 0 \quad \Rightarrow \quad +\sqrt{9/4 + M^2} < \frac{3}{2}; \)

(b) \( \frac{l}{2} - \frac{E}{2} + n < 0 \quad \Rightarrow \quad -\sqrt{9/4 + M^2} < \frac{3}{2}. \) (84)

Evidently, that only the case (b) is realizable. Thus, in AdS space the energy spectrum is discrete and is given by
\[ E = 2n + l + 3/2 + \sqrt{9/4 + M^2}, \quad n = 0, 1, 2, ... \] (85)

Evidently, the last spectrum correlates with (77).

9 Qualitative study of the problem in AdS

To work with the momentum
\[ p_r^2 = \frac{(\epsilon + e^2/r)^2}{c^2} \frac{1}{(1 + r^2/p^2)^2} - (M^2c^2 + \frac{L^2}{r^2}) \frac{1}{1 + r^2/p^2}. \]

it is convenient to use dimensionless quantities
\[ \frac{p_r^2}{M^2c^2} \Rightarrow p_r^2, \quad \frac{r}{\rho} \Rightarrow r, \quad \frac{L^2}{M^2c^2\rho^2} \Rightarrow L^2, \quad \frac{e^2}{\rho \, Mc^2} = q; \]
so that
\[ p_r^2(r) = (\epsilon + \frac{q}{r})^2 \frac{1}{(1 + r^2)^2} - (1 + \frac{L^2}{r^2}) \frac{1}{1 + r^2}. \] (86)
In the origin and the infinity behavior is as shown
\[ r \to 0, \quad p^2(r) \sim -\frac{L^2 - q^2}{r^2} < 0, \]
\[ r \to +\infty, \quad p^2(r) = -\frac{1}{r^2} \to 0; \]
therefore both these domain are forbidden for classical motion.

Let us examine the location of the turning points.\(^/\)
\[ p^2 = 0 \quad \implies \quad (\epsilon r + q)^2 = (r^2 + L^2)(1 + r^2), \]
that is
\[ r^4 - r^2(\epsilon^2 - L^2 - 1) - 2\epsilon q r + (L^2 - q^2) = 0. \quad (87) \]

Taking into account the evident identity
\[ r^4 + Ar^2 + Br + C = [(r - r_1)(r - r_2)](r - r_3)(r - r_4) = \]
\[ = r^4 - (r_1 + r_2 + r_3 + r_4)r^3 + (r_1r_2 + r_1r_3 + r_1r_4 + r_2r_3 + r_2r_4 + r_3r_4)r^2 - \]
\[ -(r_1r_2r_3 + r_1r_2r_4 + r_1r_3r_4 + r_2r_3r_4)r + r_1r_2r_3r_4; \]
we derive identities
\[ r_1 + r_2 + r_3 + r_4 = 0, \quad A = r_1r_2 + r_1r_3 + r_1r_4 + r_2r_3 + r_2r_4 + r_3r_4, \]
\[ B = -(r_1r_2r_3 + r_1r_2r_4 + r_1r_3r_4 + r_2r_3r_4), \quad C = r_1r_2r_3r_4 > 0, \quad (88) \]
where
\[ A = -\left(\epsilon^2 - L^2 - 1\right), \quad B = -2\epsilon q, \quad C = (L^2 - q^2). \quad (9.10c) \]
The relation \( r_1r_2r_3r_4 = C > 0 \) says that assuming all four roots real-valued, then there are forbidden variants below:
\[ (r_1, r_2, r_3, r_4) \sim (-, -, -, +), \quad (r_1, r_2, r_3, r_4) \sim (+, +, +, -). \]
In turn, variants
\[ (r_1, r_2, r_3, r_4) \sim (-, -, -, -), \quad (r_1, r_2, r_3, r_4) \sim (+, +, +, +), \]
are not forbidden as well because of the the identity \( r_1 + r_2 + r_3 + r_4 = 0 \) – see \[SS\]. So we conclude that there exists only one possibility of the real roots location
\[ (r_1, r_2, r_3, r_4) \sim (-, -, +, +), \quad r_4 > r_3 > 0; \quad (89) \]
where \( r_4, r_3 \) stand for physical turning points.

Note that eqs. \[SS\] can be presented in the form
\[ r_1 + r_2 = -(r_3 + r_4), \quad r_1r_2 = \frac{C}{r_3r_4} > 0 \]
\[ A - r_3r_4 = r_1r_2 + (r_1 + r_2)(r_3 + r_4), \]
\[ r_1 + r_2 = -\frac{B + r_1r_2(r_3 + r_4)}{r_3r_4}. \quad (90) \]
Two first equation in (90) can be solved under \( r_1, r_2 \) (we assume that \( r_1 < r_2 < 0 \)):

\[
\begin{align*}
  r_1 &= -\frac{r_3 + r_4}{2} - \sqrt{\frac{1}{4} (r_3 + r_4)^2 - \frac{C}{r_3 r_4}}, \\
  r_2 &= -\frac{r_3 + r_4}{2} + \sqrt{\frac{1}{4} (r_3 + r_4)^2 - \frac{C}{r_3 r_4}}.
\end{align*}
\]

(91)

When the expression under the square root in (91) is positive,

\[
\frac{1}{4} (r_3 + r_4)^2 - \frac{C}{r_3 r_4} \geq 0,
\]

then the roots \( r_1, r_2 \) are real and negative.

When

\[
\frac{1}{4} (r_3 + r_4)^2 - \frac{C}{r_3 r_4} \leq 0,
\]

then the roots \( r_1, r_2 \) are complex and conjugate. To the last possibility there correspond the following roots

\[
(r_1, r_2, r_3, r_4) \sim (z, z^*, +, +), \quad \text{Re} \ z < 0.
\]

Thus, qualitative study shows that in \( \text{AdS} \) space we can expect for the Coulomb problem the situation of a complicated potential well with normal (real) energy spectrum, so the hydrogen atom seems to be a stable system in the sense of the quantum-mechanical sense.

10 WKB-treatment in \( \text{AdS} \) space

Let us make use of formal method of analytical continuation

\[
dS = \Rightarrow \text{AdS} \quad \rho = i\rho;
\]

(92)

this gives possibility to get replies without repeating much the same calculation.

So, approximate roots \( r_1, r_2 \) of the equation \( P^2(r) = 0 \) will read

\[
 r_i = r_{0i} - \frac{\Delta_i}{\rho^2}, \quad i = 1, 2,
\]

(93)

where

\[
 r_{01} = \frac{c^2}{m^2c^4 - \epsilon^2} \left[ \frac{e^2 \epsilon}{c^2} + m \sqrt{\frac{e^4 \epsilon^2}{c^4} - (L^2 - \frac{e^4}{c^2}) \frac{M^2 c^2 - \epsilon^2}{c^2}} \right] > 0,
\]

\[
 r_{02} = \frac{c^2}{m^2c^4 - \epsilon^2} \left[ \frac{e^2 \epsilon}{c^2} - \sqrt{\frac{e^4 \epsilon^2}{c^4} - (L^2 - \frac{e^4}{c^2}) \frac{M^2 c^2 - \epsilon^2}{c^2}} \right] > 0,
\]

\[
 \Delta_i = -r_{0i}^2 (L^2 + M^2 c^2 r_{0i}^2) \left[ \frac{2e^2 \epsilon}{c^2} + 2r_{0i}(\frac{e^2}{c^2} - M^2 c^2) \right]^{-1}.
\]

Approximate roots \( r_3, r_4 \) will be

\[
r_3 = i\rho(b_{03} + \frac{b_1}{i\rho}), \quad r_4 = i\rho(b_{04} + \frac{b_1}{i\rho}),
\]

(94)
where
\[ b_{03} = +\sqrt{1 - \frac{\epsilon^2}{m^2c^4}} > 0, \quad b_{04} = -\sqrt{1 - \frac{\epsilon^2}{m^2c^4}} < 0, \]
\[ b_1 = -\frac{e^2\epsilon}{M^2c^4 - \epsilon^2}. \]

Approximate form of \( P_r \) in the region \( r \ll \rho \) (where the potential well is located) is
\[ P_r \sim mc\sqrt{(r - r_1)((r - r_2)} - 1)^{1/2} \left( 1 - A \frac{r^2}{\rho^2} \right), \tag{95} \]

where
\[ A = 1 - \frac{1}{2(1 - \epsilon^2/m^2c^4)}. \]

Quantization condition has the form
\[ \int_L P_r dr = 2\pi\hbar(n + 1/2). \]

Choosing the contour of integration \( L \) to surround the points \( r_1 \) and \( r_2 \), we reduce the problem to finding residues
\[ \sum_{0,\infty} \text{res} \ P_r = i\hbar(n + 1/2). \]

Allowing for these two residues
\[ \text{res}_{r=0} P_r = \sqrt{\left( \frac{\epsilon^2}{c^2} - m^2c^2 \right)r_1r_2}, \]
\[ \text{res}_{r=\infty} P_r = \frac{1}{2}\sqrt{\frac{\epsilon^2}{c^2} - m^2c^2} \left[ \frac{(r_1 + r_2) + A}{\rho^2} r_1r_2(r_1 + r_2) \right], \tag{96} \]

we arrive at
\[ \sqrt{\frac{\epsilon^2}{c^2} - m^2c^2} \left[ \sqrt{r_{12}^2 + \frac{r_1 + r_2}{2}} + A \frac{r_1r_2}{\rho^2} \frac{r_1 + r_2}{2} \right] = i\hbar(n + 1/2). \]

From whence it follows an approximate form of the energy spectrum in AdS space:
\[ \epsilon = \epsilon_0 - \frac{\Delta}{\rho^2}, \quad \epsilon_0 = mc^2 \left[ 1 + \frac{e^4/c^2}{[\hbar(n + 1/2) + \sqrt{\hbar^2(l + 1/2)^2 - e^4/c^2]}} \right]^{-1/2}, \tag{97} \]
\[ \Delta = \frac{(m^2e^4 - \epsilon^2)^2}{4e^2m^2c^4} \left[ \Delta_1 + \Delta_2 + \Delta_1 \sqrt{\frac{r_{02}}{r_{01}}} + \Delta_2 \sqrt{\frac{r_{01}}{r_{02}}} + Ar_{01}r_{02}(r_{01} + r_{02}) \right]. \]
11 Spin 1/2 particle in the Coulomb field in dS space

Let start with the Dirac free wave equation (the notation according [47] is used)

\[
[i \gamma^c (e^a_c) \partial_\alpha + \frac{1}{2} \sigma^{ab} \gamma_{abc} - m] \Psi = 0 ; \tag{98}
\]

in static coordinates and tetrad of the Sitter space it takes the form

\[
[ i \frac{\gamma^0}{\sqrt{\Phi}} \partial_t + i \sqrt{\Phi} \gamma^3 \partial_r + \frac{\gamma^1 \sigma^{31} + \gamma^2 j^{32}}{r} + \frac{\Phi'}{2 \Phi} \gamma^0 \sigma^{03} ] + \frac{1}{r} \Sigma_{\theta,\phi} - M ] \Psi(x) = 0 , \quad \phi = 1 - r^2 ,
\]

\[
\Sigma_{\theta,\phi} = i \gamma^1 \partial_{\theta} + \gamma^2 \frac{i \partial + i \sigma^{12} \cos \theta}{\sin \theta} \quad . \tag{99}
\]

Below the spinor basis will be used

\[
\gamma^0 = \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix} , \quad \gamma^j = \begin{bmatrix} 0 & -\sigma_j \\ \sigma_j & 0 \end{bmatrix} , \quad i \sigma^{12} = \begin{bmatrix} \sigma_3 & 0 \\ 0 & \sigma_3 \end{bmatrix} .
\]

Allowing for

\[ \gamma^1 \sigma^{31} + \gamma^2 j^{32} = \gamma^3 , \quad \gamma^0 \sigma^{03} = \gamma^3 / 2 , \]

eq. (99) reads

\[
[ i \frac{\gamma^0}{\sqrt{\Phi}} \partial_t + i \sqrt{\Phi} \gamma^3 ( \partial_r + \frac{1}{r} \frac{\Phi'}{\Phi} ) + \frac{1}{r} \Sigma_{\theta,\phi} - M ] \Psi(x) = 0 . \tag{100}
\]

One can simplify the problem with the help of substitution \( \Psi(x) = r^{-1} \Phi^{-1/4} F(x) \), then

\[
[ i \frac{\gamma^0}{\sqrt{\Phi}} \partial_t + i \sqrt{\Phi} \gamma^3 \partial_r + \frac{1}{r} \Sigma_{\theta,\phi} - M ] F(x) = 0 . \tag{101}
\]

Spherical waves are constructed through the substitution (see in [47])

\[
\Psi_{\epsilon jm}(x) = e^{-i \epsilon t} \frac{r}{f_1(r)} D_{-1/2} \begin{vmatrix} f_1(r) & D_{-1/2} \\ f_2(r) & D_{+1/2} \\ f_3(r) & D_{-1/2} \\ f_4(r) & D_{+1/2} \end{vmatrix} . \tag{102}
\]

With the use of the recursive relations [45]

\[
\partial_\theta D_{+1/2} = a D_{-1/2} - b D_{+3/2} ,
\]

\[
- \frac{m - 1/2 \cos \theta}{\sin \theta} D_{+1/2} = -a D_{-1/2} - b D_{+3/2} ,
\]

\[
\partial_\theta D_{-1/2} = b D_{-3/2} - a D_{+1/2} ,
\]

\[
- \frac{m + 1/2 \cos \theta}{\sin \theta} D_{-1/2} = -b D_{-3/2} - a D_{+1/2} ,
\]
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where $a = (j + 1)/2$, $b = (1/2) \sqrt{(j - 1/2)(j + 3/2)}$, we get

$$\sum_{\theta, \phi} \Psi_{\epsilon jm}(x) = i \nu \frac{e^{-i \epsilon t}}{r} \begin{vmatrix} -f_4(r) & D_{-1/2} \\ + f_3(r) & D_{+1/2} \\ + f_2(r) & D_{-1/2} \\ - f_1(r) & D_{+1/2} \end{vmatrix}, \quad \nu = (j + 1/2). \quad (103)$$

Then we arrive at the radial system

$$\begin{align*}
\frac{\epsilon}{\sqrt{\Phi}} f_3 - i \sqrt{\Phi} \frac{d}{dr} f_3 - \frac{\nu}{r} f_4 - M f_1 &= 0, \\
\frac{\epsilon}{\sqrt{\Phi}} f_4 + i \sqrt{\Phi} \frac{d}{dr} f_4 + i \frac{\nu}{r} f_3 - M f_2 &= 0, \\
\frac{\epsilon}{\sqrt{\Phi}} f_1 + i \sqrt{\Phi} \frac{d}{dr} f_1 + i \frac{\nu}{r} f_2 - M f_3 &= 0, \\
\frac{\epsilon}{\sqrt{\Phi}} f_2 - i \sqrt{\Phi} \frac{d}{dr} f_2 - i \frac{\nu}{r} f_1 - M f_4 &= 0. \quad (104)
\end{align*}$$

To simplify the system, let us diagonalize $P$-operator [47]. In Cartesian basis, $\Pi_C = i \gamma^0 \otimes \hat{P}$, after transition to spherical tetrad gives

$$\Pi_{sph.} = \begin{vmatrix} 0 & 0 & 0 & -1 \\ 0 & 0 & -1 & 0 \\ 0 & -1 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{vmatrix} \otimes \hat{P}. \quad (105)$$

From the equation $\Pi_{sph.} \Psi_{jm} = \Pi \Psi_{jm}$ it follows that $\Pi = \delta (-1)^j + 1$, $\delta = \pm 1$ and

$$f_4 = \delta f_1, \quad f_3 = \delta f_2, \quad \Psi(x)_{\epsilon jm} = \epsilon^{-i \epsilon t} \begin{vmatrix} f_1(r) & D_{-1/2} \\ f_2(r) & D_{+1/2} \\
\delta f_2(r) & D_{-1/2} \\ - \delta f_1(r) & D_{+1/2} \end{vmatrix}. \quad (106)$$

Allowing for (106), we simplify the system (104) as

$$\begin{align*}
(\sqrt{\Phi} \frac{d}{dr} + \frac{\nu}{r}) f + (\frac{\epsilon}{\sqrt{\Phi}} + \delta M) g &= 0, \\
(\sqrt{\Phi} \frac{d}{dr} - \frac{\nu}{r}) g - (\frac{\epsilon}{\sqrt{\Phi}} - \delta M) f &= 0; \quad (107)
\end{align*}$$

where new functions $f = (f_1 + f_2)/\sqrt{2}$, $g = (f_1 - f_2)/i \sqrt{2}$ are used instead of $f_1$ and $f_2$. For definiteness, let us consider eqs. (107) at $\delta = +1$ (formally the second case $\delta = -1$ corresponds to the change $M \Rightarrow -M$):

$$\begin{align*}
(\sqrt{\Phi} \frac{d}{dr} + \frac{\nu}{r}) f + (\frac{\epsilon}{\sqrt{\Phi}} + M) g &= 0, \\
(\sqrt{\Phi} \frac{d}{dr} - \frac{\nu}{r}) g - (\frac{\epsilon}{\sqrt{\Phi}} - M) f &= 0. \quad (108)
\end{align*}$$

To take into account the presence of external Coulomb field it suffices to make one formal change

$$\epsilon \quad \Rightarrow \quad \epsilon + \frac{\epsilon^2}{r};$$

---
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in this way we get the system

\[
\begin{align*}
(\sqrt{1-r^2} r') + \frac{\nu}{r} f + \frac{1}{\sqrt{1-r^2}} (\epsilon + \frac{e^2}{r}) + M g &= 0 , \\
(\sqrt{1-r^2} r') - \frac{\nu}{r} g - \frac{1}{\sqrt{1-r^2}} (\epsilon + \frac{e^2}{r}) - M f &= 0 .
\end{align*}
\] (109)

In the variable \( r = \sin \rho \), these equation look shorter

\[
\begin{align*}
\left( \frac{d}{d\rho} + \frac{\nu}{\sin \rho} \right) f + \frac{1}{\cos \rho} (\epsilon + \frac{e^2}{\sin \rho}) g &= 0 , \\
\left( \frac{d}{d\rho} - \frac{\nu}{\sin \rho} \right) g - \frac{1}{\cos \rho} (\epsilon + \frac{e^2}{\sin \rho}) f &= 0 .
\end{align*}
\] (110)

Summing and subtracting two last equations, we get

\[
\begin{align*}
\frac{d}{d\rho} (f + g) + \frac{\nu}{\sin \rho} (f - g) - \frac{1}{\cos \rho} (\epsilon + \frac{e^2}{\sin \rho}) (f - g) + M (f + g) &= 0 , \\
\frac{d}{d\rho} (f - g) + \frac{\nu}{\sin \rho} (f + g) + \frac{1}{\cos \rho} (\epsilon + \frac{e^2}{\sin \rho}) (f + g) - M (f - g) &= 0 .
\end{align*}
\] (111)

Introducing two new functions

\[
f + g = e^{-i\rho/2} (F + G) , \quad f - g = e^{+i\rho/2} (F - G) ,
\] (112)

one transforms (111) into

\[
\begin{align*}
\frac{d}{d\rho} e^{-i\rho/2} (F + G) + \frac{\nu}{\sin \rho} e^{+i\rho/2} (F - G) \\
- \frac{1}{\cos \rho} (\epsilon + \frac{e^2}{\sin \rho}) e^{+i\rho/2} (F - G) + M e^{-i\rho/2} (F + G) &= 0 , \\
\frac{d}{d\rho} e^{+i\rho/2} (F - G) + \frac{\nu}{\sin \rho} e^{-i\rho/2} (F + G) \\
+ \frac{1}{\cos \rho} (\epsilon + \frac{e^2}{\sin \rho}) e^{-i\rho/2} (F + G) - M e^{+i\rho/2} (F - G) &= 0 ,
\end{align*}
\]
or

\[
\begin{align*}
\frac{d}{d\rho} (F + G) - \frac{i}{2} (F + G) + \frac{\nu}{\sin \rho} (\cos \rho + i \sin \rho) (F - G) \\
- \frac{1}{\cos \rho} (\epsilon + \frac{e^2}{\sin \rho}) (\cos \rho + i \sin \rho) (F - G) + M (F + G) &= 0 , \\
\frac{d}{d\rho} (F - G) + \frac{i}{2} (F - G) + \frac{\nu}{\sin \rho} (\cos \rho - i \sin \rho) (F + G) \\
+ \frac{1}{\cos \rho} (\epsilon + \frac{e^2}{\sin \rho}) (\cos \rho - i \sin \rho) (F + G) - M (F - G) &= 0 .
\end{align*}
\]
Again, summing and subtracting two last equations, we arrive at
\[
\left( \frac{d}{d\rho} + \nu \frac{\cos \rho}{\sin \rho} - i \frac{\sin \rho}{\cos \rho} (\epsilon + \frac{e^2}{\sin \rho}) \right) F + \left( \epsilon + \frac{e^2}{\sin \rho} + M - i\nu - \frac{i}{2} \right) G = 0 ,
\]
\[
\left( \frac{d}{d\rho} - \nu \frac{\cos \rho}{\sin \rho} + i \frac{\sin \rho}{\cos \rho} (\epsilon + \frac{e^2}{\sin \rho}) \right) G + \left( -\epsilon - \frac{e^2}{\sin \rho} + M + i\nu - \frac{i}{2} \right) F = 0 .
\]  
(113)

To have coefficients as rational functions, one should use a new variable:
\[
y = \tan \frac{\rho}{2}, \quad r = \sin \rho = \frac{2y}{1 + y^2}, \quad yY = 1 ,
\]
\[
y = 1 + \sqrt{1 - r^2}, \quad Y = 1 - \sqrt{1 - r^2}, \quad y \in (1, +\infty), \quad Y \in (0, 1) ,
\]
the above system takes the form
\[
\left[ (1 + y^2) \frac{d}{dy} - \nu y + \frac{\nu}{y} - i(2\epsilon + 2e^2) \right] F + \left( e^2y + \frac{e^2}{y} + 2\epsilon + 2M - 2i\nu - i \right) G = 0 ,
\]
\[
\left[ (1 + y^2) \frac{d}{dy} + \nu y - \frac{\nu}{y} + i(2\epsilon + 2e^2) \right] G - \left( e^2y + \frac{e^2}{y} + 2\epsilon - 2M - 2i\nu + i \right) F = 0 .
\]  
(114)

Introducing the notations
\[
\left( e^2y + \frac{e^2}{y} + 2\epsilon + 2M - 2i\nu - i \right) = \frac{e^2}{y} (y - y_1)(y - y_2) ,
\]
\[
y_1 = - \frac{(\epsilon + M - i\nu - i/2) + \sqrt{(\epsilon + M - i\nu - i/2)^2 + e^4}}{e^2},
\]
\[
y_2 = - \frac{(\epsilon + M - i\nu - i/2) - \sqrt{(\epsilon + M - i\nu - i/2)^2 + e^4}}{e^2},
\]  
(115)

and
\[
\left( e^2y + \frac{e^2}{y} + 2\epsilon - 2M - 2i\nu + i \right) = \frac{e^2}{y} (y - Y_1)(y - Y_2) ,
\]
\[
y_1 = - \frac{(\epsilon - M - i\nu + i/2) + \sqrt{(\epsilon - M - i\nu + i/2)^2 + e^4}}{e^2},
\]
\[
Y_2 = - \frac{(\epsilon - M - i\nu + i/2) - \sqrt{(\epsilon - M - i\nu + i/2)^2 + e^4}}{e^2},
\]  
(116)

we rewrite the system (114) shorter
\[
\left[ (1 + y^2) \frac{d}{dy} - \nu y + \frac{\nu}{1 - y} + \frac{a}{1 + y} + \frac{b}{2} \right] F + \frac{e^2}{y} (y - y_1)(y - y_2) G = 0 ,
\]
\[
\left[ (1 + y^2) \frac{d}{dy} + \nu y - \frac{\nu}{1 - y} - \frac{a}{1 + y} - \frac{b}{2} \right] G - \frac{e^2}{y} (y - Y_1)(y - Y_2) F = 0 ,
\]  
(117)
where

\[ a = i(2\epsilon + 2e^2), \quad b = i(2\epsilon - 2e^2). \]

Second order differential equation \( F(y) \) will contain singular points \( 0, \infty, \pm 1, \pm i, y_1, y_2 \).
Spin 1/2 particle in the Coulomb field in $AdS$ space

Let start with the Dirac free wave equation

$$[ i \gamma^c (e^a_c) \partial_\alpha + \frac{1}{2} \sigma^{ab} \gamma_{abc} ) - m ] \Psi = 0 ; \quad (118) $$

in static coordinates and tetrad of the anti Sitter space it takes the form

$$[ i \frac{\gamma^0}{\sqrt{\Phi}} \partial_t + i \sqrt{\Phi} \gamma^3 ( \partial_r + \frac{1}{r} \Phi' ) + \frac{1}{r} \Sigma_{\theta,\phi} - M ] \Psi(x) = 0 , \quad \Phi = 1 + r^2 , \quad \Sigma_{\theta,\phi} = i \gamma^1 \partial_\theta + \gamma^2 \frac{i\partial + i\sigma^{12} \cos \theta}{\sin \theta} . \quad (119)$$

Below the spinor basis will be used, eq. (119) reads

$$[ i \frac{\gamma^0}{\sqrt{\Phi}} \partial_t + i \sqrt{\Phi} \gamma^3 ( \partial_r + \frac{1}{r} \Phi' ) + \frac{1}{r} \Sigma_{\theta,\phi} - M ] F(x) = 0 . \quad (120)$$

One can simplify the problem with the help of substitution $\Psi(x) = r^{-1} \Phi^{-1/4} F(x)$, then

$$[ i \frac{\gamma^0}{\sqrt{\Phi}} \partial_t + i \sqrt{\Phi} \gamma^3 ( \partial_r + \frac{1}{r} \Sigma_{\theta,\phi} - M ) F(x) = 0 . \quad (121)$$

Spherical waves are constructed through the substitution (see in [47])

$$\Psi_{\epsilon jm}(x) = \frac{e^{-i\epsilon t}}{r} \left| \begin{array}{c} f_1(r) D_{-1/2} \\ f_2(r) D_{+1/2} \\ f_3(r) D_{-1/2} \\ f_4(r) D_{+1/2} \end{array} \right| . \quad (122)$$

Then we arrive at the radial system

$$\frac{\epsilon}{\sqrt{\Phi}} f_3 - i \sqrt{\Phi} \frac{d}{dr} f_3 - \frac{\nu}{r} f_4 - M f_4 = 0 , \quad \frac{\epsilon}{\sqrt{\Phi}} f_4 + i \sqrt{\Phi} \frac{d}{dr} f_4 + \frac{\nu}{r} f_3 - M f_3 = 0 , \quad \frac{\epsilon}{\sqrt{\Phi}} f_1 + i \sqrt{\Phi} \frac{d}{dr} f_1 + \frac{\nu}{r} f_2 - M f_2 = 0 , \quad \frac{\epsilon}{\sqrt{\Phi}} f_2 - i \sqrt{\Phi} \frac{d}{dr} f_2 - \frac{\nu}{r} f_1 - M f_1 = 0 . \quad (123)$$

To simplify the system, let us diagonalize $P$-operator [47], then $\delta = \pm 1$ and

$$f_4 = \delta f_1 , \quad f_3 = \delta f_2 , \quad \Psi(x)_{\epsilon jm\delta} = \frac{e^{-i\epsilon t}}{r} \left| \begin{array}{c} f_1(r) D_{-1/2} \\ f_2(r) D_{+1/2} \\ \delta f_2(r) D_{-1/2} \\ \delta f_1(r) D_{+1/2} \end{array} \right| . \quad (124)$$

Allowing for (124), we simplify the system (123) as

$$(\sqrt{\Phi} \frac{d}{dr} \frac{\nu}{r} ) f + (\frac{\epsilon}{\sqrt{\Phi}} + \delta M ) g = 0 ,$$

$$(\sqrt{\Phi} \frac{d}{dr} - \frac{\nu}{r} ) g - (\frac{\epsilon}{\sqrt{\Phi}} - \delta M ) f = 0 ; \quad (125)$$
where new functions \( f = (f_1 + f_2)/\sqrt{2} \), \( g = (f_1 - f_2)/i\sqrt{2} \) are used instead of \( f_1 \) and \( f_2 \). For definiteness, let us consider eqs. (125) at \( \delta = +1 \) (formally the second case \( \delta = -1 \) corresponds to the change \( M \Rightarrow -M \)):

\[
\begin{align*}
(\sqrt{\Phi} \frac{d}{dr} + \frac{\nu}{r}) f + (\frac{e}{\sqrt{\Phi}} + M) g &= 0, \\
(\sqrt{\Phi} \frac{d}{dr} - \frac{\nu}{r}) g - (\frac{e}{\sqrt{\Phi}} - M) f &= 0.
\end{align*}
\]

(126)

To take into account the presence of external Coulomb field it suffices to make one formal change \( \epsilon \Rightarrow \epsilon + \frac{e^2}{r} \); in this way we get the system

\[
\begin{align*}
(\sqrt{1 + \frac{r^2}{d^2}} \frac{d}{dr} + \frac{\nu}{r}) f + (\frac{1}{\sqrt{1 + r^2}}(\epsilon + \frac{e^2}{r}) + M) g &= 0, \\
(\sqrt{1 + \frac{r^2}{d^2}} \frac{d}{dr} - \frac{\nu}{r}) g - (\frac{1}{\sqrt{1 + r^2}}(\epsilon + \frac{e^2}{r}) - M) f &= 0.
\end{align*}
\]

(127)

In the variable \( r = \sinh \rho \), these equation look shorter

\[
\begin{align*}
(\frac{d}{d\rho} + \frac{\nu}{\sinh \rho}) f + \left(\frac{1}{\cosh \rho}(\epsilon + \frac{e^2}{\sinh \rho}) + M\right) g &= 0, \\
(\frac{d}{d\rho} - \frac{\nu}{\sinh \rho}) g - \left(\frac{1}{\cosh \rho}(\epsilon + \frac{e^2}{\sinh \rho}) - M\right) f &= 0.
\end{align*}
\]

(128)

Summing and subtracting two last equations, we get

\[
\begin{align*}
\frac{d}{d\rho}(f + g) + \frac{\nu}{\sinh \rho}(f - g) - \frac{1}{\cosh \rho}(\epsilon + \frac{e^2}{\sinh \rho})(f - g) + M(f + g) &= 0, \\
\frac{d}{d\rho}(f - g) + \frac{\nu}{\sinh \rho}(f + g) + \frac{1}{\cosh \rho}(\epsilon + \frac{e^2}{\sinh \rho})(f + g) - M(f - g) &= 0.
\end{align*}
\]

(129)

Introducing two new functions

\[
\begin{align*}
   f + g = e^{-\rho/2}(F + G), & \quad f - g = e^{+\rho/2}(F - G),
\end{align*}
\]

(130)

one transforms (129) into

\[
\begin{align*}
\frac{d}{d\rho}e^{-\rho/2}(F + G) + \frac{\nu}{\sinh \rho}e^{+\rho/2}(F - G) \\
- \frac{1}{\cosh \rho}(\epsilon + \frac{e^2}{\sinh \rho})e^{+\rho/2}(F - G) + Me^{-\rho/2}(F + G) &= 0, \\
\frac{d}{d\rho}e^{+\rho/2}(F - G) + \frac{\nu}{\sinh \rho}e^{-\rho/2}(F + G) \\
+ \frac{1}{\cosh \rho}(\epsilon + \frac{e^2}{\sinh \rho})e^{-\rho/2}(F + G) - Me^{+\rho/2}(F - G) &= 0,
\end{align*}
\]
\[
\frac{d}{d\rho}(F + G) - \frac{1}{2}(F + G) + \frac{\nu}{\sinh \rho} (\cosh \rho + \sinh \rho)(F - G) - \frac{1}{\cosh \rho}(\epsilon + \frac{e^2}{\sinh \rho})(\cosh \rho + \sinh \rho)(F - G) + M(F + G) = 0 ,
\]
\[
\frac{d}{d\rho}(F - G) + \frac{1}{2}(F - G) + \frac{\nu}{\sinh \rho} (\cosh \rho - \sinh \rho)(F + G) + \frac{1}{\cosh \rho}(\epsilon + \frac{e^2}{\sinh \rho})(\cosh \rho - \sinh \rho)(F + G) - M(F - G) = 0 .
\]

Again, summing and subtracting two last equations, we arrive at
\[
\left(\frac{d}{d\rho} + \nu \frac{\cosh \rho}{\sinh \rho} - \sinh \rho \left(\epsilon + \frac{e^2}{\sinh \rho}\right)\right) F + \left(\epsilon + \frac{e^2}{\sinh \rho} + M - \nu - \frac{1}{2}\right) G = 0 ,
\]
\[
\left(\frac{d}{d\rho} - \nu \frac{\cosh \rho}{\sinh \rho} + \sinh \rho \left(\epsilon + \frac{e^2}{\sinh \rho}\right)\right) G + \left(-\epsilon - \frac{e^2}{\sinh \rho} + M + \nu - \frac{1}{2}\right) F = 0 .
\] (131)

To have coefficients as rational functions, one should use a new variable:
\[
y = \tanh \frac{\rho}{2} , \quad r = \sinh \rho = \frac{2y}{1 - y^2} , \quad yY = -1 ,
\]
\[
y = \frac{-1 + \sqrt{1 + r^2}}{r} , \quad Y = \frac{-1 - \sqrt{1 + r^2}}{r} ,
\]

the above system takes the form
\[
\left[(1 - y^2) \frac{d}{dy} + \nu y + \frac{\nu}{y} - \frac{4(\epsilon y + e^2)}{1 + y^2} + 2e^2\right] F +
\]
\[
\left[\left(-e^2 y + \frac{e^2}{y} + 2\epsilon + 2M - 2\nu - 1\right) G = 0 ,
\right.
\]
\[
\left[\left((1 - y^2) \frac{d}{dy} - \nu y - \frac{\nu}{y} + \frac{4(\epsilon y + e^2)}{1 + y^2} - 2e^2\right] G +
\right.
\]
\[
\left[\left(e^2 y - \frac{e^2}{y} - 2\epsilon + 2M + 2\nu - 1\right) F = 0 .
\] (132)

Introducing the notations
\[
\left(-e^2 y + \frac{e^2}{y} + 2\epsilon + 2M - 2\nu - 1\right) = \frac{e^2}{y}(y - y_1)(y - y_2) ,
\]
\[
y_1 = \frac{(\epsilon + M - \nu - 1/2) + \sqrt{(\epsilon + M - \nu - 1/2)^2 + e^4}}{e^2}
\]
\[
y_2 = \frac{(\epsilon + M - \nu - 1/2) - \sqrt{(\epsilon + M - \nu - 1/2)^2 + e^4}}{e^2}
\] (133)
and

\[
\left( e^2 y - \frac{e^2}{y} - 2\epsilon + 2M + 2\nu - 1 \right) = \frac{e^2}{y} (y - Y_1)(y - Y_2),
\]

\[
Y_1 = \frac{(\epsilon - M - \nu + 1/2) + \sqrt{(\epsilon - M - \nu + 1/2)^2 + e^4}}{e^2}
\]

\[
Y_2 = \frac{(\epsilon - M - \nu + 1/2) - \sqrt{(\epsilon - M - \nu + 1/2)^2 + e^4}}{e^2},
\]

we rewrite the system (132) shorter

\[
\begin{align*}
\left[ (1 - y^2) \frac{d}{dy} + \nu y + \frac{\nu}{y} - \frac{4(\epsilon y + e^2)}{1 + y^2} + 2e^2 \right] F + \frac{e^2}{y} (y - y_1)(y - y_2) & G = 0, \\
\left[ (1 - y^2) \frac{d}{dy} - \nu y - \frac{\nu}{y} + \frac{4(\epsilon y + e^2)}{1 + y^2} - 2e^2 \right] G + \frac{e^2}{y} (y - Y_1)(y - Y_2) & F = 0.
\end{align*}
\]

Second order differential equation \( F(y) \) will contain singular points \( 0, \infty, \pm 1, \pm i, y_1, y_2 \).

13 Conclusion

The hydrogen atom theory in developed in de Sitter spaces of constant and negative curvature on the base of the Klein–Fock–Gordon wave equation in static coordinates. After separation of the variables in both models, the problem reduces to the Heun type second order differential equation with four singular points. Qualitative examination shows that the energy spectrum for the hydrogen atom in de Sitter space should be quasi-stationary, and the hydrogen atom becomes principally unstable. We have calculated approximate expression for energy levels within semiclassical method; also the probability of decay of the hydrogen atom has been estimated. Similar analysis shows that in anti de Sitter model, the hydrogen atom should be stable in the sense of the quantum mechanics, approximate formulas for energy level have been found also within semi-classical approach. Extension to the case of a spin 1/2 particle is given.
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