Classification of Blood Volume Decompensation State via Machine Learning Analysis of Multi-Modal Wearable-Compatible Physiological Signals
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Abstract: This paper presents a novel computational algorithm to estimate blood volume decompensation state based on machine learning (ML) analysis of multi-modal wearable-compatible physiological signals. To the best of our knowledge, our algorithm may be the first of its kind which can not only discriminate normovolemia from hypovolemia but also classify hypovolemia into absolute hypovolemia and relative hypovolemia. We realized our blood volume classification algorithm by (i) extracting a multitude of features from multi-modal physiological signals including the electrocardiogram (ECG), the seismocardiogram (SCG), the ballistocardiogram (BCG), and the photoplethysmogram (PPG), (ii) constructing two ML classifiers using the features, one to classify normovolemia vs. hypovolemia and the other to classify hypovolemia into absolute hypovolemia and relative hypovolemia, and (iii) sequentially integrating the two to enable multi-class classification (normovolemia, absolute hypovolemia, and relative hypovolemia). We developed the blood volume decompensation state classification algorithm using the experimental data collected from six animals undergoing normovolemia, relative hypovolemia, and absolute hypovolemia challenges. Leave-one-subject-out analysis showed that our classification algorithm achieved an F1 score and accuracy of (i) 0.93 and 0.89 in classifying normovolemia vs. hypovolemia, (ii) 0.88 and 0.89 in classifying hypovolemia into absolute hypovolemia and relative hypovolemia, and (iii) 0.77 and 0.81 in classifying the overall blood volume decompensation state. The analysis of the features embedded in the ML classifiers indicated that many features are physiologically plausible, and that multi-modal SCG-BCG fusion may play an important role in achieving good blood volume classification efficacy. Our work may complement existing computational algorithms to estimate blood volume compensatory reserve as a potential decision-support tool to provide guidance on context-sensitive hypovolemia therapeutic strategy.
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1. Introduction

Hypovolemia is a state of low blood volume and can be classified into absolute hypovolemia and relative hypovolemia [1]. Absolute hypovolemia is associated with the absolute deficit in circulating blood volume for normal blood vessel capacitance (e.g., hemorrhage, dehydration, and vomiting), while relative hypovolemia is associated with abnormally large vessel capacitance for normal blood volume (e.g., sepsis, vasoplegia, and heat stress). Hypovolemia is responsible for the majority of shock etiology and shock-induced mortality.
in the Emergency Department: in a study, absolute hypovolemia and relative hypovolemia combined accounted for 82% of shock (absolute hypovolemia 31% and relative hypovolemia 51%) and >73% of 7-day shock-induced mortality [2]. In general, absolute hypovolemia and relative hypovolemia are associated with distinct treatment strategies: absolute hypovolemia can be treated primarily by volume replenishment whereas relative hypovolemia is treated primarily by vasoactive drugs (although in practice both treatments may often be used together to maximize treatment efficacy). Hence, there is a clear need for early diagnosis of hypovolemia and its classification into absolute hypovolemia and relative hypovolemia in order to provide context-sensitive treatments.

Traditionally, vital signs such as blood pressure, urinary output, and heart rate have been employed as indicators of hypovolemia. To list a few, postural hypotension with the resulting dizziness and tachycardia were shown to be useful diagnostics of blood loss, whereas supine hypotension and tachycardia had no diagnostic value [3,4]. Urinary output is widely used as a therapeutic endpoint for diagnosing and resuscitating low blood volume states in burn injury patients [5]. However, overall sensitivity of these vital signs is low [3,4]. In addition, postural challenges may not be well suited to critically ill hypovolemia patients, which further weakens the utility of the vital sign-based hypovolemia indicators.

With the increasing body of work suggesting that vital signs alone are not effective in diagnosing hypovolemia [6], novel surrogate measures of hypovolemia have been investigated. These include serum lactate level and its clearance [4,7], dynamic indices such as systolic pressure variability and pulse pressure variability [8], and peripheral tissue perfusion parameters [9] to list a few. In some studies, vital signs and laboratory values were integrated into a hypovolemia screening tool [10–12]. More recently, notable advances in signal processing and machine learning (ML) have fostered the application of these techniques in hypovolemia diagnosis. Representative examples include discrete Fourier transform-based analysis of arterial blood pressure waveform [13], fast Fourier transform-based analysis of central venous blood pressure waveform [14], ML analysis of arterial blood pressure waveform in its entirety (known as “Compensatory Reserve Index”) [15], support vector machine analysis of compressed arterial blood pressure waveform via principal components analysis [16], ML analysis of photoplethysmogram (PPG) signal features derived from time-frequency analysis [17], deep learning analysis of electronic medical records, vital signs, and laboratory values [18,19], and natural language processing-aided voting ensemble ML analysis of pulse pressure and unstructured clinical notes [20].

Despite the long-standing effort, existing hypovolemia diagnosis measures and techniques have a few practical limitations. First, gold standard vital signs measurements (e.g., catheter-based arterial and venous blood pressure) and laboratory values for accurate computation of vital signs and dynamic indices are not always available, especially in austere environments and low-resource settings, presenting significant challenges in the continuous assessment of hypovolemia based on rudimentary vital signs and dynamic indices. Second, dynamic indices are effective only in mechanically ventilated patients but not in spontaneously breathing patients [21], which limits their applicability outside the intensive care settings. Third, prior effort to exploit multi-modal physiological signals in the context of hypovolemia diagnosis appears to be very much limited, despite the ongoing success in the development of various medical devices that can acquire multi-modal physiological signals [22,23]. Fourth, and perhaps most importantly, the vast majority of existing work has focused predominantly on the discrimination of either absolute hypovolemia (specifically, hemorrhage) or relative hypovolemia (specifically, sepsis) aspect of hypovolemia from normovolemia, while the capability for classifying hypovolemia into absolute hypovolemia and relative hypovolemia (which is important in making appropriate treatment decisions) has been largely neglected. Accordingly, the efficacy of existing methods in breaking hypovolemia down into absolute hypovolemia and relative hypovolemia is not known.

This paper intends to bridge the above gaps in hypovolemia diagnosis by (i) exploiting multi-modal wearable-compatible physiological signals to enable ubiquitous assessment of
blood volume decompensation state even outside of intensive care settings and (ii) developing a novel computational algorithm to discriminate both absolute hypovolemia and relative hypovolemia from normovolemia. To the best of our knowledge, our algorithm is the first of its kind capable of discriminating normovolemia from hypovolemia as well as classifying hypovolemia into absolute hypovolemia and relative hypovolemia. In this way, it has the potential to help clinicians deliver context-sensitive treatments to hypovolemic patients. We realized our blood volume classification algorithm by (i) extracting a multitude of features indicative of blood volume decompensation state from multi-modal physiological signals including the electrocardiogram (ECG), the seismocardiogram (SCG), the ballistocardiogram (BCG), and the PPG, (ii) constructing two ML classifiers using the features, one based on random forest to classify normovolemia vs. hypovolemia and the other based on logistic regression to classify hypovolemia into absolute hypovolemia and relative hypovolemia, and (iii) sequentially integrating the two to enable multi-class classification (normovolemia, absolute hypovolemia, and relative hypovolemia). We developed and validated the blood volume decompensation state classification algorithm using the experimental data collected from six animals undergoing normovolemia, relative hypovolemia, and absolute hypovolemia challenges.

This paper is organized as follows. Section 2 presents a brief description of experimental data and details of the blood volume decompensation state classifier development. Section 3 presents results, which are discussed and interpreted in Section 4. Section 5 summarizes the paper with conclusions and lessons learned.

2. Materials and Methods

2.1. Experimental Data

Experiments were performed in six Yorkshire swine (age: 114–150 days, weight: 52–71 kg) under the approval of the IACUC at the Georgia Institute of Technology (A100276), Translational Testing and Training Labs, Inc. (GT48P), and the Department of Navy Bureau of Medicine and Surgery. Full details of the experimental protocol are described in our prior work [24,25]. In brief, each animal was anesthetized and subject to a baseline period. Then, the animals underwent a relative hypovolemia period and then an absolute hypovolemia period (Figure 1). In relative hypovolemia, the animals received increasing doses of nitroglycerin until reaching one of two safety thresholds: (i) cardiovascular collapse defined as a 20% sustained drop in mean blood pressure or (ii) the maximum dosage of nitroglycerin, 500 mcg/min. In absolute hypovolemia, the animals were hemorrhaged through an arterial line at increments of 7% total blood volume (estimated by the Evans Blue dye technique) until reaching cardiovascular collapse. Each hemorrhage was paused for 5–10 min to allow the animals’ cardiovascular responses to stabilize. After the protocol, the animals were euthanized either by lethal injection of potassium chloride or exsanguination.

![Figure 1. Experimental protocol consisting of a baseline (i.e., normovolemic (NV)) period followed by a relative hypovolemic (RH) period and an absolute hypovolemic (AH) period.](image)

During the experiment, physiological signals including the ECG, the SCG, the BCG, and the PPG were measured at a 2 kHz sampling rate. These physiological signals can be measured simultaneously to yield features indicative of blood volume state (see Sections 2.2 and 4.2 for details). The ECG was measured using electrodes placed in Lead II configuration and interfaced to a wired amplifier module (ECG100C, Biopac Systems, Goleta, CA, USA; ±10 V analog output with 0.1 μV rms noise in 0.5 Hz–35 Hz range). The SCG (anterior-posterior direction) and the BCG (superior-inferior direction) were measured using a 3-axis accelerometer (ADXL354, Analog Devices, Norwood, MA, USA; ±4 g range with 200 mV/g
sensitivity, 20 µg/√Hz noise density, and 0.15 mg/°C temperature offset) placed on the mid-sternum and interfaced to a wired transducer interface module (HLT100C, Biopac Systems, Goleta, CA, USA). The PPG was measured using a trans-reflectance PPG sensor (TSD270A, Biopac Systems, Goleta, CA, USA) placed over a femoral artery and interfaced to a veterinary pulse oximeter module (OXY200, Biopac Systems, Goleta, CA, USA; 10 V analog output with 660 nm (red) and 910 nm (infrared) wavelengths). All the modules were interfaced with a data acquisition system (MP160, Biopac Systems, Goleta, CA, USA) with dedicated software (AcqKnowledge, Biopac Systems, Goleta, CA, USA). Note that all the physiological signals employed in this work are highly compatible with wearable sensing, as demonstrated in our prior work on patch [26] and wristwatch [27] devices.

2.2. Data Processing and Feature Extraction

The physiological signals were filtered using a finite impulse response zero-phase digital band-pass filter with a Kaiser window. The cut-off frequencies used were 0.5–40 Hz for the ECG, 1.0–40 Hz for the SCG and the BCG, and 0.5–10 Hz for the PPG, which were chosen based on the best practices reported in the literature [28,29]. Then, the R waves in the ECG were detected as local peaks. Subsequently, the signals were gated into individual cardiac beats using the ECG R wave as reference. Finally, the BCG was rotated to be perfectly perpendicular to the gravitational direction so that it maximally aligned with the superior-inferior direction.

A total of 46 features were extracted from the fiducial points derived from multiple physiological signals considered in this work [24,30] (Figure 2):

1. Heart rate and heart rate variability based on three different methods [31] were calculated, including (i) time-domain method HRV$_T$, (ii) Poincare method HRV$_P$, and (iii) frequency-domain method HRV$_F$. These constituted 4 features (HRV$_T$, HRV$_P$, HRV$_F$, and heart rate).

2. Cardiac timing intervals including pre-ejection period (PEP, as the time interval between the R wave in the ECG and (i) the AO [32] point in the SCG as well as (ii) the H, I, J, K, and L waves in the BCG; thus 6 in total) and left ventricular ejection time (LVET, as the time interval between the AO point and the AC point [32] in the SCG) as well as their ratios (PEP/LVET; 6 based on 6 PEPs) were calculated. These constituted 13 features.

3. PPG amplitude ($A_{PPG}$, as the vertical difference between the diastolic trough and systolic peak) was calculated as a measure of peripheral vasoconstriction/vasodilation. This constituted one feature.

4. Various time intervals and amplitudes based on the fiducial points in the BCG were calculated: H, I, J, K, and L wave amplitudes, a total of 10 wave-to-wave time intervals and amplitudes (H-I, I-J, J-K, I-K, and K-L), and the variability associated with all these time intervals and amplitudes (as the standard deviation of the 100 causal beats preceding the cardiac beat of interest) were calculated (except the I-K interval and amplitude since I-K amplitude showed a very large coefficient of variation). These constituted 28 features.

All the features were normalized by their respective average values in the baseline state (i.e., normovolemia in Figure 1) on an individual basis. Then, all the normalized features were scaled using a standard scaler before developing and evaluating the blood volume decompensation state classifiers. Note that the scaler was determined solely based on the training dataset and then employed to transform the test dataset.
To realize a multi-class classifier that can discriminate normovolemia and hypovolemia as well as classify hypovolemia into absolute hypovolemia and relative hypovolemia, two binary ML classifiers were developed based on the features extracted in Section 2.2 and then combined. The 1st-stage classifier determines if a subject is in normovolemia or hypovolemia, while the 2nd-stage classifier determines if the subject is in absolute hypovolemia or relative hypovolemia in case the outcome of the 1st-stage classifier is hypovolemia (Figure 3). A post-processing step based on moving-average smoothing was employed in both stages to ensure robust classification by eliminating isolated misclassification instances (Figure 3). To make an efficient use of the limited data with a relatively small sample size ($N = 6$), we used the leave-one-subject-out cross-validation analysis in developing and validating the blood volume decompensation state classifiers.

2.3. Classification of Blood Volume Decompensation State

Using the features described in Section 2.2, we performed preliminary feature selection using the wrapper method [33]. We selected optimal sets of features associated with the three ML classifiers considered in this work: (i) logistic regression, (ii) random forest, and (iii) support vector machine. In our experimental data, the number of hypovolemia samples was approximately 10 times larger than the number of normovolemia samples due to
the much longer duration associated with hypovolemia than normovolemia (Figure 1), while hypovolemia consisted of absolute hypovolemia samples and relative hypovolemia samples at an approximate ratio of 3:1. To minimize the adverse impact of imbalance in classes on optimal feature selection, we used two remedies: (i) we applied resampled data to the wrapper method, and (ii) we used and optimized performance metric suited to the data characteristics associated with each classification stage in leave-one-subject-out cross-validation analysis, namely, F1 score for 1st-stage classifier and accuracy for 2nd-stage classifier. In selecting features to classify normovolemia and hypovolemia, we down-sampled hypovolemia samples because normovolemia samples from the baseline period were associated with stable and homogeneous physiological states (Figure 1) and over-sampling them may not provide rich data for feature selection. In selecting features to classify absolute hypovolemia and relative hypovolemia, we did not perform resampling because all the animals underwent heterogeneous physiological changes during both absolute hypovolemia and relative hypovolemia periods and the samples were just modestly imbalanced (Figure 1).

We optimized the features and hyper-parameters associated with each of the three ML classifiers sequentially as follows. First, we optimized the features for each ML classifier with an initial set of hyper-parameters using the wrapper method. In the case of the logistic regression classifier, we employed the $L_2$ regularization to effectively minimize the requisite features for classification during its training. In the case of the random forest classifier, we built a random forest consisting of 100 estimators. We selected the maximum tree depth of 12 and the minimum requisite samples of 2 at the split nodes and 1 at the leaf nodes by minimizing the Gini impurity. During its training, we generated decision trees in the random forest by bagging and maximized the aggregated vote from multiple decision trees in the random forest. In the case of the support vector machine, we used a support vector machine with radial basis functions as kernels. During its training, we used the unity regularization parameter and the inverse of the product of the number of features and the variance of the training dataset as the kernel coefficient. Second, we optimized the hyper-parameters of the three ML classifiers, each equipped with its respective optimal features, using the random search hyper-parameter optimization method [34] via leave-one-subject-out cross-validation analysis.

The final multi-class classifier was realized by combining the best 1st-stage and 2nd-stage classifiers in cascade (Figure 3). The 1st-stage and 2nd-stage classifiers were followed by a 500-point moving average smoother and a 50-point moving average smoother, respectively, that filters the time series sequence of classification outcomes and removes isolated misclassification instances as outliers. For the 1st-stage classifier, normovolemia samples were labeled as “0” and hypovolemia samples were labeled as “1”. Hence, a sample input to the 1st-stage classifier was classified as normovolemia if the classifier output after smoothing was <0.5 and as hypovolemia otherwise. For the 2nd-stage classifier, relative hypovolemia samples were labeled as “0” and absolute hypovolemia samples were labeled as “1”. Hence, a sample inputted to the 2nd-stage classifier was classified as relative hypovolemia if the classifier output after smoothing was <0.5 and as absolute hypovolemia otherwise. Note that the classification threshold of 0.5 is a naïve choice and may be optimized to maximize the classifier performance, although such a refinement was not considered in this work given its primary interest in demonstrating the initial proof-of-concept of the proposed approach.

2.3.2. ML-Based Blood Volume Decompensation State Classifier: Evaluation

The efficacy of the multi-class blood volume decompensation state classifier developed in Section 2.3.1 was evaluated using the leave-one-subject-out cross-validation analysis. For each animal, we developed a final multi-class classifier as described in Section 2.3.1 using the data pertaining to the remaining five animals. Then, the entire time series data of the animal was inputted to the final multi-class classifier on a beat-by-beat basis for classification into normovolemia vs. hypovolemia and then hypovolemia into absolute
hypovolemia vs. relative hypovolemia. The classification efficacy was evaluated in terms of (i) accuracy, precision, recall, and F1 score pertaining to the 1st-stage classifier and the 2nd-stage classifier, respectively, and (ii) overall accuracy and F1 macro score pertaining to the multi-class classifier.

We had a particular interest in demonstrating (i) the superiority of our ML classifier to conventional vital sign-based techniques and (ii) the advantages associated with the use of multi-modal SCG-BCG fusion in blood volume decompensation state classification. Hence, we developed three multi-class ML classifiers for comparison purposes: (i) a classifier solely based on vital signs (heart rate, three heart rate variability measures, and blood pressure (systolic, diastolic, and mean)), (ii) a classifier incorporating the features based on the fiducial points in ECG, SCG, and PPG (but not BCG), and (iii) a classifier incorporating the features based on the fiducial points in ECG, BCG, and PPG (but not SCG). We developed and evaluated these competing classifiers exactly in the same way as our final multi-class classifier.

We performed feature importance analysis on our final multi-class classifier to interpret and gauge the relevance of the features selected to classify normovolemia vs. hypovolemia as well as to classify hypovolemia into absolute hypovolemia vs. relative hypovolemia. We in particular leveraged our prior work on a mathematical model-based analysis of the BCG [35–37] as well as work of others [38,39] to garner useful insights on the relevance of the selected features in classifying the blood volume decompensation state.

3. Results

Tables 1 and 2 present animal-by-animal and aggregated (in terms of mean and standard deviation) 1st-stage (normovolemia vs. hypovolemia) classification performance and 2nd-stage (hypovolemia into absolute hypovolemia vs. relative hypovolemia) classification performance associated with all the three candidate ML classifiers considered in this work (each pertaining to the optimal sets of features and hyper-parameters selected as described in Section 2.3.1). Table 3 shows animal-by-animal and aggregated (in terms of mean and standard deviation) multi-class classification performance associated with the best multi-class classifier (constructed by combining the best 1st-stage and 2nd-stage classifiers with a post-classification moving-average smoother in both stages as described in Section 2.3.1), while Table 4 shows the corresponding confusion matrix. Figure 4 shows the time series sequences of multi-class blood volume decompensation state classification outcomes associated with all the animals in conjunction with the ground truth. Table 5 compares (a) accuracy and (b) F1 macro scores associated with our final multi-class classifier and three competing ML classifiers (vital signs only, SCG-based features excluded, and BCG-based features excluded; see Section 2.3.2 for details). Figure 5 shows the feature importance associated with the best 1st-stage and 2nd-stage classifiers: Figure 5a shows the feature importance associated with the best 1st-stage classifier (i.e., random forest) in terms of minimum decrease in impurity, while Figure 5b shows the feature importance associated with the best 2nd-stage classifier (i.e., logistic regression) in terms of its coefficients.

Table 1. Performance of 1st-stage classifier based on leave-one-subject-out analysis. Aggregated performance is shown in terms of mean and standard deviation.

| Animal | Accuracy | Precision | Recall | F1 Score |
|--------|----------|-----------|--------|----------|
| 1      | 0.77     | 0.94      | 0.78   | 0.85     |
| 2      | 0.93     | 0.93      | 1.00   | 0.96     |
| 3      | 0.64     | 1.00      | 0.52   | 0.68     |
| 4      | 0.74     | 0.71      | 1.00   | 0.83     |
| 5      | 0.79     | 0.97      | 0.77   | 0.86     |
| 6      | 0.83     | 0.97      | 0.82   | 0.89     |
| Aggregated | 0.78 ± 0.09 | 0.92 ± 0.10 | 0.81 ± 0.16 | 0.85 ± 0.08 |
Table 1. Cont.

| Animal | Accuracy | Precision | Recall | F1 Score |
|--------|----------|-----------|--------|----------|
| 1      | 0.88     | 1.00      | 0.86   | 0.92     |
| 2      | 0.85     | 1.00      | 0.84   | 0.91     |
| 3      | 0.97     | 0.99      | 0.97   | 0.98     |
| 4      | 0.93     | 1.00      | 0.89   | 0.94     |
| 5      | 0.89     | 0.92      | 0.96   | 0.94     |
| 6      | 0.84     | 1.00      | 0.81   | 0.89     |
| Aggregated | 0.89 ± 0.04 | 0.98 ± 0.03 | 0.89 ± 0.06 | 0.93 ± 0.03 |

(c) Support Vector Machine

| Animal | Accuracy | Precision | Recall | F1 Score |
|--------|----------|-----------|--------|----------|
| 1      | 0.80     | 1.00      | 0.76   | 0.86     |
| 2      | 0.88     | 1.00      | 0.86   | 0.93     |
| 3      | 0.78     | 0.86      | 0.83   | 0.85     |
| 4      | 0.86     | 1.00      | 0.79   | 0.88     |
| 5      | 0.96     | 0.98      | 0.97   | 0.97     |
| 6      | 0.73     | 1.00      | 0.67   | 0.80     |
| Aggregated | 0.83 ± 0.07 | 0.97 ± 0.05 | 0.81 ± 0.09 | 0.88 ± 0.05 |

Table 2. Performance of 2nd-stage classifier based on leave-one-subject-out analysis. Aggregated performance is shown in terms of mean and standard deviation.

(a) Logistic Regression

| Animal | Accuracy | Precision | Recall | F1 Score |
|--------|----------|-----------|--------|----------|
| 1      | 0.69     | 1.00      | 0.47   | 0.64     |
| 2      | 0.98     | 0.96      | 0.99   | 0.97     |
| 3      | 0.99     | 1.00      | 0.99   | 0.99     |
| 4      | 0.89     | 1.00      | 0.80   | 0.89     |
| 5      | 0.93     | 0.79      | 0.99   | 0.88     |
| 6      | 0.86     | 0.82      | 1.00   | 0.90     |
| Aggregated | 0.89 ± 0.10 | 0.93 ± 0.09 | 0.87 ± 0.19 | 0.88 ± 0.11 |

(b) Random Forest

| Animal | Accuracy | Precision | Recall | F1 Score |
|--------|----------|-----------|--------|----------|
| 1      | 0.52     | 0.55      | 0.89   | 0.68     |
| 2      | 0.98     | 0.99      | 0.96   | 0.98     |
| 3      | 0.98     | 0.95      | 0.99   | 0.97     |
| 4      | 0.95     | 1.00      | 0.92   | 0.96     |
| 5      | 0.99     | 1.00      | 0.99   | 0.99     |
| 6      | 0.85     | 0.93      | 0.84   | 0.88     |
| Aggregated | 0.88 ± 0.16 | 0.90 ± 0.16 | 0.93 ± 0.05 | 0.91 ± 0.10 |

(c) Support Vector Machine

| Animal | Accuracy | Precision | Recall | F1 Score |
|--------|----------|-----------|--------|----------|
| 1      | 0.49     | 0.53      | 0.83   | 0.66     |
| 2      | 0.99     | 0.97      | 1.00   | 0.99     |
| 3      | 0.92     | 0.85      | 0.99   | 0.91     |
| 4      | 0.86     | 1.00      | 0.75   | 0.85     |
| 5      | 0.99     | 1.00      | 0.99   | 0.99     |
| 6      | 0.77     | 0.97      | 0.66   | 0.78     |
| Aggregated | 0.84 ± 0.17 | 0.89 ± 0.17 | 0.87 ± 0.13 | 0.86 ± 0.11 |
Table 3. Performance of multi-class classifier based on leave-one-subject-out analysis (1st-stage random forest and 2nd-stage logistic regression). Aggregated performance is shown in terms of mean and standard deviation. NV: normovolemia. HV: hypovolemia. AH: absolute hypovolemia. RH: relative hypovolemia.

| Animal | Accuracy | Precision | Recall | F1 Macro Score |
|--------|----------|-----------|--------|----------------|
| 1      | 0.68     | 0.70      | 0.77   | 0.68           |
| 2      | 0.83     | 0.78      | 0.88   | 0.78           |
| 3      | 0.97     | 0.96      | 0.97   | 0.97           |
| 4      | 0.82     | 0.85      | 0.84   | 0.81           |
| 5      | 0.83     | 0.79      | 0.76   | 0.77           |
| 6      | 0.73     | 0.58      | 0.66   | 0.59           |
| Aggregated | 0.81 ± 0.09 | 0.78 ± 0.11 | 0.81 ± 0.09 | 0.77 ± 0.11 |

Table 4. Confusion matrix associated with the multi-class classifier (1st-stage random forest and 2nd-stage logistic regression). Green cells indicate correct classification. Pink cells indicate incorrect classification.

|           | NV (ML) | HV-RH (ML) | HV-AH (ML) |
|-----------|---------|------------|------------|
| NV        | 13,205  | 913        | 385        |
| (15.8%)   | (1.0%)  | (0.4%)     |
| HV-RH     | 7595    | 27,319     | 27,005     |
| (9.1%)    | (32.6%) | (32.2%)    |
| HV-AH     | 950     | 2345       |            |
| (1.1%)    | (2.8%)  |            |

Figure 4. Time series sequences of multi-class blood volume decompensation state (normovolemia-relative hypovolemia-absolute hypovolemia) classification outcomes associated with all the animals in conjunction with the ground truth.
Table 5. Comparison of final multi-class classifier and three competing ML classifiers (vital signs only, SCG-based features excluded, and BCG-based features excluded).

|                  | Final Classifier | No SCG | No BCG | Vital Signs |
|------------------|------------------|--------|--------|-------------|
| Accuracy         | 0.81 ± 0.09      | 0.77 ± 0.08 | 0.69 ± 0.21 | 0.47 ± 0.12 † |
| F1 Macro         | 0.77 ± 0.11      | 0.75 ± 0.09 | 0.68 ± 0.21 | 0.41 ± 0.17 † |

†: \( p < 0.01 \) (paired \( t \)-test).

Figure 4. Time series sequences of multi-class blood volume decompensation state (normovolemia-relative hypovolemia-absolute hypovolemia) classification outcomes associated with all the animals in conjunction with the ground truth.

Table 5. Comparison of final multi-class classifier and three competing ML classifiers (vital signs only, SCG-based features excluded, and BCG-based features excluded).

|                  | Final Classifier | No SCG | No BCG | Vital Signs |
|------------------|------------------|--------|--------|-------------|
| Accuracy         | 0.81 ± 0.09      | 0.77 ± 0.08 | 0.69 ± 0.21 | 0.47 ± 0.12 † |
| F1 Macro         | 0.77 ± 0.11      | 0.75 ± 0.09 | 0.68 ± 0.21 | 0.41 ± 0.17 † |

†: \( p < 0.01 \) (paired \( t \)-test).

Figure 5. Feature importance associated with the best 1st-stage classifier (a) and best 2nd-stage classifier (b). Features are all normalized and thus unitless.

4. Discussion

Detecting hypovolemia and classifying it into absolute hypovolemia and relative hypovolemia is important to enabling context-sensitive treatment of hypovolemia. However, the existing body of work has predominantly focused on the discrimination of either absolute hypovolemia or relative hypovolemia from normovolemia. The specificity of existing absolute hypovolemia detection methods against relative hypovolemia as well as the specificity of existing relative hypovolemia detection methods against absolute hypovolemia are not known. In addition, many existing methods rely on measurements that are not readily available in austere environments. Hence, there is a clear clinical need in enhancing the ability to classify hypovolemia into absolute hypovolemia and relative hypovolemia based on ubiquitously accessible measurements. This work intends to bridge these gaps, perhaps for the first time, by developing an ML-based hypovolemia classification algorithm based on multiple wearable-compatible physiological signals.

4.1. Blood Volume Decompensation State Classification Performance

The ML-based classifiers exhibited adequate performance in discriminating normovolemia vs. hypovolemia (Table 1) as well as in classifying hypovolemia into absolute hypovolemia and relative hypovolemia (Table 2). For 1st-stage classification, random forest exhibited the best performance in terms of both the mean and spread (i.e., standard deviation) associated with all the metrics (Table 1). For 2nd-stage classification, logistic regression exhibited the best performance in terms of both the mean and spread associated with accuracy (which is the metric optimized for 2nd-stage classification) (Table 2). Hence, we used random forest and logistic regression as 1st-stage and 2nd-stage classifiers, respectively. After conducting hyper-parameter optimization, the 2nd-stage logistic
regression hyper-parameters did not change. In contrast, the 1st-stage random forest hyperparameters changed as follows: (i) the number of estimators were chosen to be 672; (ii) the maximum tree depth decreased to 10; (iii) the minimum requisite samples at the split nodes increased to 10; and (iv) the minimum requisite samples at the leaf nodes increased to 2. It is worth noting that both 1st-stage and 2nd-stage classifiers were superior to naïve classifiers that always classify blood volume state to hypovolemia (accuracy: 0.89 vs. 0.80, F1 score: 0.93 vs. 0.89) and classify hypovolemia to absolute hypovolemia (accuracy: 0.89 vs. 0.48, F1 score: 0.88 vs. 0.64), respectively (note that the performance gap associated with 1st-stage classifier is small due to the large bias in the dataset). It is also worth noting that while the separation of normovolemia and hypovolemia required random forest-based nonlinear analysis of features, absolute hypovolemia and relative hypovolemia could be separated both by random forest and logistic regression, suggesting that a reasonably linear hyperplane that separates absolute hypovolemia and relative hypovolemia may be created using the wearable-compatible physiological signals. Remarkably, the features selected by logistic regression and random forest for classifying absolute hypovolemia and relative hypovolemia were quite similar (random forest selected $\text{PEP}_H / \text{LVET}$, $\text{PEP}_I / \text{LVET}$, and $\text{PEP}_J$). The results are also consistent with the confusion matrix, which indicates that separating normovolemia and hypovolemia may be more challenging than separating absolute hypovolemia and relative hypovolemia (Table 4).

The multi-class classifier obtained by integrating the best 1st-stage and 2nd-stage classifiers along with a moving-average smoother at the end of both stages showed 81% accuracy and 77% F1 macro score on the average (Table 3 and Figure 4), which outperformed all the three competing ML classifiers (Table 5). In particular, our multi-class classifier was significantly superior to the one based only on the vital signs (average performance improved by 34% in accuracy and 36% in F1 macro score, $p < 0.01$; Table 5). In addition, it provided a large improvement in average performance relative to the classifier without the BCG-based features (accuracy by 12% and F1 macro score by 9%; Table 5) as well as a small improvement in average performance relative to the classifier without the SCG-based features (accuracy by 4% and F1 macro score by 2%; Table 5). A possible interpretation of these results is that (i) vital signs alone (even with invasive BP) are not sufficient to determine BV decompensation state; (ii) including only the SCG-based features as in our prior work [21,22] may not be not good enough to achieve good performance; and (iii) including both SCG-based and BCG-based features makes it possible to improve the overall performance. Hence, the results clearly demonstrate that ML analysis of multi-modal wearable-compatible physiological signals is a promising approach to continuous BV decompensation state classification, and that SCG-BCG fusion is advantageous in maximizing the classification efficacy.

Although rigorous analysis may not be feasible, we speculate that the results presented in this work are robust against metrological (especially noise) characteristics of the sensors used in this work. In particular, features most susceptible to measurement noise are the amplitudes (and time intervals to a lesser extent) derived from the BCG. Our calculation suggests that the average magnitudes of the BCG amplitude features are >100 times larger than the peak noise anticipated from the accelerometer.

4.2. Feature Importance and Interpretation

Although complete interpretation and verification of the features selected to develop the ML-based blood volume decompensation state classifier was far from trivial, it appeared that many of the important selected features were relevant and adequate according to the existing physical knowledge and prior findings.

Features that played an important role in the 1st-stage classifier included: (i) $\text{PEP}_{AO}$, (ii) BCG K-L and K wave amplitudes, (iii) BCG H-I and K-L wave time intervals, (iv) variability in the BCG H, I, and K-L wave amplitudes as well as I-J time interval, and (v) all the heart rate variability measures (Figure 5a). First, the relevance of $\text{PEP}_{AO}$ may be supported by the physics of cardiac function, which suggests that PEP may increase with hypovolemia
due to the reduction in the cardiac preload [40,41]. Second, the relevance of BCG K-L and K wave amplitudes may be supported by the physical mechanism underlying the genesis of the BCG [35,36]. More specifically, our prior mathematical model-based analysis shows that (i) the J and J-K waves in the conventional displacement BCG are approximately proportional to central aortic pulse pressure and distal aortic pulse pressure, respectively [35] and that (ii) the K and L waves in the acceleration BCG (i.e., the acceleration associated with body movement due to heartbeat, as the one measured in our work) approximately correspond to the J and K waves in the displacement BCG [36]. Assuming that central aortic pulse pressure is approximately proportional to cardiac SV and that distal aortic pulse pressure is in general proportional to its central aortic counterpart, the BCG K and K-L wave amplitudes are likely surrogates of cardiac SV. Hence, the BCG K and K-L wave amplitudes may manifest the influence of hypovolemia on preload. Third, our prior mathematical model-based analysis also shows that the BCG K-L wave interval exhibits inversely proportional relationship to pulse wave velocity [36], despite to a modest extent. Hence, it is speculated that hypovolemia is accompanied by low blood pressure, which in general decreases pulse wave velocity and increases the BCG K-L wave interval. On the other hand, the relationship between hypovolemia and the BCG H-I wave interval is not clear. Fourth, we do not know the exact physical mechanism between hypovolemia and the variability in the BCG features. However, our data analysis shows that the variability in the BCG features appear to increase during hypovolemia. Hence, the selection of the BCG feature variability as meaningful signatures of hypovolemia is not surprising, although deeper mechanistic understanding of how the variability in the BCG features is influenced by hypovolemia remains an open question. Fifth, the relevance of heart rate variability measures may be supported by the extensive body of existing literature reporting that (i) HRV\textsubscript{T} and HRV\textsubscript{F} are surrogates of sympathetic activity during hemorrhage and may be inversely related to central blood volume [42–44] (supporting its relationship to absolute hypovolemia), and that (ii) heart rate variability is correlated with the severity of systemic infection (e.g., sepsis) and may have diagnostic and prognostic value [45,46] (supporting its relationship to relative hypovolemia).

Features that played an important role in the 2nd-stage classifier included: (i) multiple PEP/LVET metrics (PEP\textsubscript{AO}/LVET, PEP\textsubscript{H}/LVET, and PEP\textsubscript{I}/LVET) and (ii) HRV\textsubscript{T} (Figure 5b). On the one hand, the relevance of PEP/LVET metrics may be supported by the physics of cardiac function, which suggests that LVET may decrease with absolute hypovolemia due to the reduction in the cardiac stroke volume (SV) [40,41]. Hence, PEP/LVET increases as cardiac SV decreases, suggesting that an increase in PEP/LVET can be an indicator of absolute hypovolemia (in fact, we experimentally demonstrated the value of PEP/LVET in quantifying absolute hypovolemia in our prior work [24,25]). From this standpoint, the positive regression coefficients between absolute hypovolemia and PEP\textsubscript{AO}/LVET and PEP\textsubscript{H}/LVET are plausible. In contrast, the negative regression coefficient between absolute hypovolemia and PEP\textsubscript{I}/LVET is counterintuitive. We speculate that it may be the consequence of multi-collinearity, considering that PEP\textsubscript{AO}/LVET, PEP\textsubscript{H}/LVET, and PEP\textsubscript{I}/LVET in our data were highly correlated (PEP\textsubscript{AO}/LVET vs. PEP\textsubscript{H}/LVET: 0.82; PEP\textsubscript{AO}/LVET vs. PEP\textsubscript{I}/LVET: 0.75; PEP\textsubscript{H}/LVET vs. PEP\textsubscript{I}/LVET: 0.93). Not surprisingly, simply removing PEP\textsubscript{I}/LVET from the logistic regression classifier in the final classifier did not make any notable impact on the classification performance (accuracy: 0.78 +/- 0.11; F1 macro score: 0.74 +/- 0.12). On the other hand, the relevance of HRV\textsubscript{T} may require further investigation. A prior work observed that HRV\textsubscript{T} increases in absolute hypovolemia [44]. Yet, to our knowledge, there is no prior work investigating how HRV\textsubscript{T} is influenced by relative hypovolemia. Our data analysis shows that HRV\textsubscript{T} lacks consistency in terms of its changes due to absolute hypovolemia and relative hypovolemia. Hence, the role of HRV\textsubscript{T} in separating absolute hypovolemia and relative hypovolemia must be scrutinized in follow-up work.
4.3. Study Limitations and Future Opportunities

This study has a few limitations and implications for future opportunities. First, the sample size was small (N = 6). Hence, despite the promising results obtained in this paper, future work is needed to ascertain the efficacy of the blood volume decompensation state classifier and the robustness of the selected features in larger datasets. Second, the computations for blood volume decompensation state classification were performed offline using reasonably high-quality data obtained from anesthetized animals associated with minimal motion artifacts and sensor noises. To enable its real-world use, online signal processing methods for assessment of physiological signal quality, elimination of motion artifacts and sensor noises (including the variability originating from body postures [47] and measurement instruments [48]), robust detection of fiducial points in the physiological signals, and computation of features must be developed. Third, more extensive effort must be invested before the promise demonstrated in healthy animals in this work can be translated to humans who are possibly associated with diseases and comorbidities.

5. Conclusions

This paper presented a novel ML-based blood volume decompensation state classification algorithm that has the potential for implementation using ultra-convenient wearable devices. We demonstrated that multi-modal physiological signals can be analyzed using ML to yield adequate classification of blood volume decompensation state, that SCG and BCG signals can play meaningful and complementary roles in blood volume decompensation state classification, and that multi-modal physiological signal analysis has clear advantages over conventional vital signs-based techniques to blood volume decompensation state classification. Future work must conduct an extensive evaluation of the blood volume decompensation state classification algorithm in larger datasets as well as research on its real-time implementation.

Author Contributions: J.-O.H. and O.T.I. designed the study. J.P.K. and C.R. conducted experiments and collected data. J.P.K., A.M., Y.R.C., J.D.P., J.S.Z., J.-O.H. and O.T.I. processed and analyzed the data. Y.R.C. and J.-O.H. developed and evaluated the machine learning algorithms. Y.R.C. and J.-O.H. drafted the manuscript. J.P.K., A.M., J.S.Z., C.R., J.D.P., O.T.I. and J.-O.H. reviewed the manuscript. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the United States Office of Naval Research (ONR) under Grant N000141812579.

Institutional Review Board Statement: The animal study protocol was approved by the IACUC at the Georgia Institute of Technology (A100276), Translational Testing and Training Labs, Inc. (GT48P), and the Department of Navy Bureau of Medicine and Surgery.

Data Availability Statement: Data used to evaluate the conclusions in the paper are present in the paper. Additional data related to this paper may be requested from the authors. The data collected and analyzed in the animal study is publicly available on IEEE Dataport at https://ieee-dataport.org/open-access/wearable-and-catheter-based-cardiovascular-signals-during-progressive-exsanguination.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Airapetian, N.; Maizel, J.; Slama, M. Diagnosis of Central Hypovolemia in a Spontaneously Breathing Patient. In Intensive Care Medicine; Vincent, J.L., Ed.; Springer: New York, NY, USA, 2007.
2. Gitz Holler, J.; Jensen, H.K.; Henriksen, D.P.; Rasmussen, L.M.; Mikkelsen, S.; Pedersen, C.; Lassen, A.T. Etiology of Shock in the Emergency Department: A 12-Year Population-Based Cohort Study. Shock 2019, 51, 60–67. [CrossRef] [PubMed]
3. McGee, S.; Abernethy, W.B.; Simel, D.L. Is This Patient Hypovolemic? J. Am. Med. Assoc. 1999, 281, 1022–1029. [CrossRef] [PubMed]
4. Warden, G.D. Burn Shock Resuscitation. World J. Surg. 1992, 16, 16–23. [CrossRef] [PubMed]
5. Sigmann, P. Review: Physical Signs Are Not Useful for Detecting Non-Blood-Loss Hypovolemia. ACP J. Club 1999, 131, 48.
7. Husain, F.A.; Martin, M.J.; Mullenix, P.S.; Steele, S.R.; Elliott, D.C. Serum Lactate and Base Deficit as Predictors of Mortality and Morbidity. *Am. J. Surg.* 2003, 185, 485–491. [CrossRef]
8. Bendeljedel, K.; Romand, J.A. Fluid Responsiveness in Mechanically Ventilated Patients: A Review of Indices Used in Intensive Care. *Intensive Care Med.* 2003, 29, 352–360. [CrossRef] [PubMed]
9. Lee, J.; Kim, J.G.; Mahon, S.; Tromberg, B.J.; Ryan, K.L.; Convertino, V.A.; Rickards, C.A.; Osann, K.; Brenner, M. Tissue Hemoglobin Monitoring of Progressive Central Hypovolemia in Humans using Broadband Diffuse Optical Spectroscopy. *J. Biomed. Opt.* 2008, 13, 064027. [CrossRef]
10. Gyang, E.; Shieh, L.; Forsey, L.; Maggio, P. A Nurse-Driven Screening Tool for the Early Identification of Sepsis in an Intermediate Care Unit Setting. *J. Hosp. Med.* 2015, 10, 97–103. [CrossRef]
11. Kim, H.I.; Park, S. Sepsis: Early Recognition and Optimized Treatment. *Tuberc. Respir. Dis.* 2019, 82, 6–14. [CrossRef]
12. Calvert, J.S.; Price, D.A.; Chettipally, U.K.; Barton, C.W.; Feldman, M.D.; Hoffman, J.L.; Jay, M.; Das, R. A Computational Approach to Early Sepsis Detection. *Comput. Biol. Med.* 2016, 74, 69–73. [CrossRef] [PubMed]
13. Szabó, V.; Halász, G.; Gondos, T. Detecting Hypovolemia in Postoperative Patients using a Discrete Fourier Transform. *Comput. Biol. Med.* 2015, 59, 30–34. [CrossRef] [PubMed]
14. Lefevre, R.J.; Balzer, C.; Baudenbacher, F.J.; Riess, M.L.; Hernandez, A.; Eagle, S.S. Venous Waveform Analysis Correlates with Early Prediction of Sepsis from Clinical Data: The PhysioNet/Computing in Cardiology Challenge 2019. *Crit. Care Med.* 2020, 48, 210–217. [CrossRef]
15. Convertino, V.A.; Grudic, G.; Mulligan, J.; Moulton, S. Estimation of Individual-Specific Progression to Impending Cardiovascular Instability using Arterial Waveforms. *J. Appl. Physiol.* 2013, 115, 1196–1202. [CrossRef] [PubMed]
16. Van der Ster, B.J.P.; Westerhof, B.E.; Stok, W.J.; van Lieshout, J.J. Detecting Central Hypovolemia in Simulated Hypovolemic Shock by Automated Feature Extraction with Principal Component Analysis. *Physiol. Rep.* 2018, 6, e13895. [CrossRef]
17. Keijin, N.; Zimmer, G.; Maluty, Y.; Shelley, K.; Mendelson, Y.; Blehar, D.J.; Darling, C.E.; Chon, K.H. Using Support Vector Machines on Photoplethysmographic Signals to Discriminate between Hypovolemia and Euvolemia. *PloS ONE* 2018, 13, e0195087. [CrossRef]
18. Bedoya, A.D.; Futoma, J.; Clement, M.E.; Corey, K.; Brajer, N.; Lin, A.; Simons, M.G.; Gao, M.; Nichols, M.; Balu, S.; et al. Machine Learning for Early Detection of Sepsis: An Internal and Temporal Validation Study. *JAMIA Open* 2020, 3, 252–260. [CrossRef]
19. Reyna, M.A.; Josef, C.S.; Jeter, R.; Shashikumar, S.P.; Westover, M.B.; Nemati, S.; Clifford, G.D.; Sharma, A. Early Prediction of Sepsis from Clinical Data: The PhysioNet/Computing in Cardiology Challenge 2019. *Crit. Care Med.* 2020, 48, 210–217. [CrossRef]
20. Goh, K.H.; Wang, L.; Yeow, A.Y.K.; Poh, H.; Li, K.; Yeow, J.J.L.; Tan, G.Y.H. Artificial Intelligence in Sepsis Early Prediction and Diagnosis using Unstructured Data in Healthcare. *Nat. Commun.* 2021, 12, 711. [CrossRef]
21. Zöllei, É.; Bartalan, V.; Németh, A.; Csábi, P.; László, I.; Kaszaki, J.; Rudas, L. Non-Invasive Detection of Hypovolemia or Fluid Responsiveness in Spontaneously Breathing Subjects. *BMC Anesthesiol.* 2013, 13, 40. [CrossRef]
22. Sun, Y.; Guo, F.; Kaffashi, F.; Jacono, F.J.; DeGeorgia, M.; Loparo, K.A. INSMART: An integrated system for multimodal data acquisition and analysis in the intensive care unit. *J. Biomed. Inform.* 2020, 106, 103434. [CrossRef] [PubMed]
23. Klum, M.; Urban, M.; Tigges, T.; Pielmus, A.-G.; Feldheiser, A.; Schmitt, T.; Orglmeister, R. Wearable Cardiorespiratory Monitoring Employing a Multimodal Digital Patch Stethoscope: Estimation of ECG, PEP, LVET and Respiration Using a 55 mm Single-Lead ECG and Phonocardiogram. *Sensors* 2020, 20. [CrossRef]
24. Zia, J.; Kimball, J.; Rolfs, C.; Hahn, J.-O.; Inan, O.T. Enabling the Assessment of Trauma-Induced Hemorrhage via Smart Wearable Systems. *Sci. Adv.* 2020, 6, eaab1708. [CrossRef] [PubMed]
25. Kimball, J.P.; Zia, J.S.; An, S.; Rolfs, C.; Hahn, J.O.; Sawka, M.; Inan, O.T. Unifying the Estimation of Blood Volume Decompensation Status in a Porcine Model of Relative and Absolute Hypovolemia via Wearable Sensing. *IEEE J. Biomed. Health Inform.* 2021, 25, 3351–3360. [CrossRef] [PubMed]
26. Chan, M.; Ganti, V.G.; Heller, J.A.; Abdallah, C.A.; Etemadi, M.; Inan, O.T. Enabling Continuous Wearable Reflectance Pulse Oximetry at the Sternum. *Biosensors* 2021, 11, 521. [CrossRef]
27. Ganti, V.G.; Carek, A.M.; Nevius, B.N.; Heller, J.A.; Etemadi, M.; Inan, O.T. Wearable Cuff-Less Blood Pressure Estimation at Home via Pulse Transit Time. *IEEE J. Biomed. Health Inform.* 2020, 25, 1926–1937. [CrossRef]
28. Mukkamala, R.; Hahn, J.O.; Inan, O.T.; Mestha, L.K.; Kim, C.S.; Töreyin, H.; Kyal, S. Toward Ubiquitous Blood Pressure Monitoring via Pulse Transit Time: Theory and Practice. *IEEE Trans. Biomed. Eng.* 2015, 62, 1879–1901. [CrossRef]
29. Shandhi, M.M.H.; Semiz, B.; Hersek, S.; Goller, N.; Ayazi, F.; Inan, O.T. Performance Analysis of Gyroscope and Accelerometer Sensors for Seismocardiography-Based Wearable Pre-Ejection Period Estimation. *IEEE J. Biomed. Health Inform.* 2019, 23, 2365–2374. [CrossRef]
30. Yousefian, P.; Shin, S.; Mousavi, A.S.; Tivay, A.; Kim, C.; Mukkamala, R.; Jang, D.-G.; Ko, B.H.; Lee, J.; Kwon, U.-K.; et al. Pulse Transit Time-Pulse Wave Analysis Fusion Based on Wearable Wrist Ballistocardiogram for Cuff-Less Blood Pressure Trend Tracking. *IEEE Access* 2020, 8, 138077–138087. [CrossRef]
31. Acharya, U.R.; Joseph, K.P.; Kannathal, N.; Lim, C.M.; Suri, J.S. Heart Rate Variability: A Review. *Med. Biol. Eng. Comput.* 2006, 44, 1031–1051. [CrossRef]
32. Inan, O.T.; Migeotte, P.F.; Park, K.S.; Etemadi, M.; Tavakolian, K.; Casanella, R.; Zanetti, J.; Tank, J.; Funtova, I.; Prisk, G.K.; et al. Ballistocardiography and Seismocardiography: A Review of Recent Advances. *IEEE J. Biomed. Health Inform.* 2019, 15, 1414–1427. [CrossRef] [PubMed]
33. Kohavi, R.; John, G.H. The Wrapper Approach. In Feature Extraction, Construction and Selection; Liu, H., Motoda, H., Eds.; Springer: Boston, MA, USA, 1998; pp. 33–50. [CrossRef]

34. Bergstra, J.; Bengio, Y. Random Search for Hyper-Parameter Optimization. J. Mach. Learn. Res. 2012, 13, 281–305.

35. Kim, C.-S.; Ober, S.L.; McMurtry, M.S.; Finegan, B.A.; Inan, O.T.; Mukkamala, R.; Hahn, J.-O. Ballistocardiogram: Mechanism and Potential for Unobtrusive Cardiovascular Health Monitoring. Sci. Rep. 2016, 6, 31297. [CrossRef] [PubMed]

36. Yousefian, P.; Shin, S.; Mousavi, A.S.; Kim, C.-S.; Finegan, B.; McMurtry, M.S.; Mukkamala, R.; Jang, D.-G.; Kwon, U.; Kim, Y.H.; et al. Physiological Association between Limb Ballistocardiogram and Arterial Blood Pressure Waveforms: A Mathematical Model-Based Analysis. Sci. Rep. 2019, 9, 5146. [CrossRef]

37. Yao, Y.; Shin, S.; Mousavi, A.; Kim, C.S.; Xu, L.; Mukkamala, R.; Hahn, J.O. Unobtrusive Estimation of Cardiovascular Parameters with Limb Ballistocardiography. Sensors 2019, 19, 2922. [CrossRef]

38. Ahmed, S.S.; Levinson, G.E.; Schwartz, C.J.; Etringer, P. Systolic Time Intervals as Measures of the Contractile State of the Left Ventricular Myocardium in Man. Circulation 1972, 46, 559–571. [CrossRef]

39. Garrard, C.L.; Weissler, A.M.; Dodge, H.T. The Relationship of Alterations in Systolic Time Intervals to Ejection Fraction in Patients with Cardiac Disease. Circulation 1970, 42, 455–462. [CrossRef]

40. Middleton, P.M.; Chan, G.S.H.; O’Lone, E.; Steel, E.; Carroll, R.; Celler, B.G.; Lovell, N.H. Changes in Left Ventricular Ejection Time and Pulse Transit Time Derived from Finger Photoplethysmogram and Electrocardiogram During Moderate Haemorrhage. Clin. Physiol. Funct. Imaging 2009, 29, 163–169. [CrossRef]

41. Grum, D.F.; Dauchot, P.J. Systolic Time Intervals; List, W., Gravenstein, J.S., Spodick, D.H., Eds.; Springer: Berlin/Heidelberg, Germany, 1980; pp. 218–222. [CrossRef]

42. Hinojosa-Laborde, C.; Rickards, C.A.; Ryan, K.L.; Convertino, V.A. Heart Rate Variability During Simulated Hemorrhage with Lower Body Negative Pressure in High and Low Tolerant Subjects. Front. Physiol. 2011, 2, 85. [CrossRef]

43. Cooke, W.H.; Convertino, V.A. Heart Rate Variability and Spontaneous Baroreflex Sequences: Implications for Autonomic Monitoring During Hemorrhage. J. Trauma Acute Care Surg. 2005, 58, 798–805. [CrossRef]

44. Salomão, E.; Otuski, D.A.; Correa, A.L.; Fantoni, D.T.; Dos Santos, F.; Iriyoyen, M.C.; Auler, J.O.C. Heart Rate Variability Analysis in an Experimental Model of Hemorrhagic Shock and Resuscitation in Pigs. PLoS ONE 2015, 10, e0134387. [CrossRef] [PubMed]

45. Ahmad, S.; Tejuja, A.; Newman, K.D.; Zarychanski, R.; Seely, A.J.E. Clinical Review: A Review and Analysis of Heart Rate Variability and the Diagnosis and Prognosis of Infection. Crit. Care 2009, 13, 232. [CrossRef] [PubMed]

46. Wee, B.Y.H.; Lee, J.H.; Mok, Y.H.; Chong, S.-L. A Narrative Review of Heart Rate and Variability in Sepsis. Ann. Transl. Med. 2020, 8, 768. [CrossRef] [PubMed]

47. Shin, S.; Mousavi, A.; Lyle, S.; Jang, E.; Yousefian, P.; Mukkamala, R.; Jang, D.G.; Kim, Y.H.; Hahn, J.O. Posture-Dependent Variability in Wrist Ballistocardiogram-Photoplethysmogram Pulse Transit Time: Implication to Cuff-Less Blood Pressure Tracking. IEEE Trans. Biomed. Eng. 2022, 69, 347–355. [CrossRef]

48. Yao, Y.; Ghasemi, Z.; Shandhi, M.M.H.; Ashouri, H.; Xu, L.; Mukkamala, R.; Inan, O.T.; Hahn, J.O. Mitigation of Instrument-Dependent Variability in Ballistocardiogram Morphology: Case Study on Force Plate and Customized Weighing Scale. IEEE J. Biomed. Health Inform. 2020, 24, 69–78. [CrossRef]