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Abstract

We present the results of a computer simulation study of the liquid density distribution normal to the interface between liquid Hg and the reconstructed (0001) face of sapphire. The simulations are based on an extension of the self-consistent quantum Monte Carlo scheme previously used to study the structure of the liquid metal-vapor interface. The calculated density distribution is in very good agreement with that inferred from the recent experimental data of Tamam et al (J. Phys. Chem. Lett. 1, 1041-1045 (2010)). We conclude that, to account for the difference in structure between the liquid Hg-vapor and liquid-Hg-reconstructed (0001) Al₂O₃ interfaces, it is not necessary assume there is charge transfer from the Hg to the Al₂O₃. Rather, the available experimental data are adequately reproduced when the van der Waals interactions of the Al and O atoms with Hg atoms and the exclusion of electron density from Al₂O₃ via repulsion of the electrons from the closed shells of the ions in the solid are accounted for.
I. Introduction

Our understanding of the structure of the liquid-vapor interfaces of pure metals and of alloys has advanced considerably in the last few decades, via a combination of theory and simulation [1-19], and grazing incidence x-ray diffraction and x-ray reflectance studies [20-32]. In the most widely applied theoretical description [5-20] the key elements are the construction of a pseudo-potential representation of a multi-component (two-component in the pure metal case), spatially non-uniform, partially disordered distribution of ion cores and valence electrons, and implementation of a self-consistent Monte Carlo simulation procedure using that pseudo-potential representation of the system Hamiltonian to calculate the density distribution and the pair correlation function along the normal and parallel to the liquid-vapor interface of the system. This theoretical analysis generates predictions for the density distribution along the normal to the interface, the in-plane pair distribution function, the magnitude of segregation of solute in the liquid-vapor interfaces of alloys, and the occurrence of two-dimensional crystallization in the segregated layer in the liquid-vapor interface in some dilute alloy systems, e.g. Pb in Ga, all of which in very good agreement with available experimental data.

In contrast with our understanding of the structure of the liquid metal-vapor interface, we have very little understanding of the structures of the liquid-solid interfaces of pure metals and of alloys, since there are few experimental data relevant to the structures of these interfaces and there have been very few theoretical studies that take account of the unique characteristics of the interactions in a liquid metal [33,34]. Specifically, most of these studies have not examined the interplay between the electronic
structure of the liquid metal and the solid surface and the effect of that interplay on the
density distribution of the liquid side of the interface. To date the overwhelming majority
of theoretical studies of the liquid-solid interface have concerned systems with simple
short ranged pair interactions, e.g. hard sphere or van der Waals type potentials [35–39].
Both computer simulation and analytical studies of such systems predict that the density
distribution in the liquid adjacent to the solid surface is stratified for many layers along
the normal to the surface. For the case of a simple fluid in contact with a smooth hard
wall the decay length of the amplitude of the density oscillations is predicted to be
proportional to the ratio of the amplitude of the first peak of the structure factor to the
second derivative of the structure factor evaluated at the first peak [40–46]. When the
simple liquid is in contact with a structured wall, e.g. a particular face of a single crystal,
the gross features of the interfacial structure remain the same but the penetration depth of
the density oscillations and their spacing displays some dependence on the details of the
structure of the contacting solid surface [43,44]. Aside from a few studies of the
influence of hydrogen bonding between the molecules in the liquid and a solid surface,
the possible influence of chemical bonding on the structure of the liquid-solid interfacial
region has not been much studied [see ref. 7].

Studies that utilize pair interactions of the types appropriate for simple liquids are
not useful for the description of the liquid metal-solid interface in that they fail to capture
the possible modification of the interactions between the ion-cores of the liquid metal in
the interfacial region that can be induced by the solid surface. It must be expected that
the electron density distribution in the liquid metal-solid interface will be altered from
that in the liquid metal-vapor interface by virtue of repulsion of electrons from the closed
shells of atoms in the solid surface, the response of the electron density distribution to the electrostatic field of the solid surface, exchange interactions with atoms in the solid surface, and charge transfer between the liquid metal and the solid [33,34]. It is also possible that chemical reactions of the atoms of the liquid metal with the surface will occur and thereby both localize some of the electron density and alter the ion-core distribution in the liquid metal side of the interfacial region [7]. The embedded atom potentials used in some simulation studies [45] do take account of the local electron density, but the electron density distribution is assumed to strictly follow the ion-core density distribution and does not allow for the penetration of the electron density outside the liquid metal. In this paper we examine the structure of a liquid metal-solid interface using an extension of the self-consistent quantum Monte Carlo scheme introduced by Rice and coworkers [5-20]. The self-consistency referred to is with respect to the inhomogeneous electron density and ion-core density distributions as described by the Kohn-Sham equation.

We know of very few experimental studies of the density distribution in the liquid metal-solid interface. We consider first experiments designed to study the density distribution along the normal to the liquid metal-solid interface.

Huisman et al [40] have reported a study of x-ray reflectivity from the Ga-diamond (0001) interface. The measured reflectivity as a function of momentum transfer was interpreted with a model that invokes the existence of Ga dimers distributed throughout the liquid, with the density of the layer adjacent to the (0001) surface of diamond 7% greater than the bulk density. Jiang and Rice [7] reinterpreted the measured Ga-diamond reflectivity data. They first showed that a π-complex between diatomic Ga
and an ethylenic double bond is stable, and noted that the reconstructed diamond surface has chains of carbon atoms with double bonds. Their self-consistent Monte Carlo simulation results lead to an interface structure with Ga dimers bonded to the reconstructed diamond surface in $\pi$-complexes and Ga atoms in the adjacent liquid. The Ga dimers are present only in the layer bonded to the diamond surface.

Reichert et al [44] have reported a study of x-ray reflectivity from the liquid Pb-Si (001) interface. They interpret their measured reflectivity in terms of an interfacial structure 20 - 30 Å thick and 30% denser than bulk liquid Pb, with the further implication that the enhanced density arises from charge transfer from the Pb to the Si in the amount 0.8 electrons per atom. The x-ray reflectivity from the liquid Pb-Al$_2$O$_3$ interface does not reveal any enhancement of the density of the liquid Pb in the interfacial region.

In both the Ga-diamond and Pb-Si experiments the range of momentum transfer explored was insufficient to reach any peak associated with a layered density distribution with spacing close to the Ga-Ga or Pb-Pb nearest neighbor separations. The most recent and most extensive study of the liquid metal-solid interface, reported by Tamam et al [43], examines the liquid Hg-Al$_2$O$_3$ (0001) interface; these experiments do explore momentum transfers large enough to probe the Hg-Hg separation region. Tamam et al interpret their experimental data to show that the layering in the interface is different from that in the liquid Hg-vapor interface. Specifically, they infer that the layering in the liquid Hg-Al$_2$O$_3$ (0001) interface decays into the liquid more rapidly than is the case for the liquid Hg-vapor interface, and that the amplitude of the first peak in the density distribution is smaller than that of the second peak, which is the reverse of the relative peak amplitudes in the liquid Hg-vapor interface. They also conclude that the average density of the
interfacial region is about $10 \pm 5\%$ greater than that of bulk Hg. The latter finding they
attribute to charge transfer of $0.13 \pm 0.05$ electron/atom from the Hg to the Al$_2$O$_3$.

Oh et al [46] have reported a high-resolution transmission electron microscopy
study of the liquid Al-Al$_2$O$_3$ interface. They find the liquid Al in the interface to be
stratified with the layer nearest the Al$_2$O$_3$ less dense than the second layer. As for the
liquid Hg-Al$_2$O$_3$ interface, the amplitude of the first peak in the density distribution is
smaller than that of the second peak, which is the reverse of the relative peak amplitudes
in the simulated liquid Al-vapor interface.

Consider now experiments designed to study the in plane atomic distribution in
the plane of the liquid metal-solid interface. With one exception, these studies deal with
monolayers of metals on crystal substrates. It is not at all clear that the monolayer studies
provide information that is transferable to interpretation of the structure of the bulk
liquid-solid interface. With this caveat in mind, we note that Grey et al [47] have
reported a study of x-ray scattering from the interface between a monolayer of liquid Pb
and the (111) face of crystal Ge; the data imply that the Pb-Pb spacing is significantly
different from that in bulk liquid Pb. Reedijk et al [48, 49] have examined the x-ray
scattering from the interface between a monolayer of liquid Sn and the (111) face of Ge.
They interpret the diffraction pattern to show the coexistence in the monolayer of liquid-
like Sn composed of Sn atoms free to move on the surface and an ordered array of Sn
atoms in three-fold sites of the (111) Ge crystal face. The only publication of which we
are aware that examines the in-plane structure of a bulk liquid metal-solid interface, by
Reichert et al [44], interprets the grazing incidence x-ray diffraction from the Pb-Si
interface as indicating the presence of five-fold local order in the liquid layer adjacent to
the Si surface.

In this paper we report the results of a study of the density distribution along the normal in the liquid Hg-Al₂O₃ (0001) interface using, as already mentioned, an extension of the self-consistent quantum Monte Carlo scheme introduced by Rice and coworkers. Our interest is focused on how and why the structure of the liquid metal-solid interface differs from that of the liquid metal-vapor interface.
II. Theoretical Background

A. System Hamiltonian

The pseudo-potential theory representation of the system Hamiltonian is

\[ H = \sum_{i=1}^{n} \frac{p_i^2}{2m} + V_{ef}(R, n_e(r)) + U_0[\rho_0(r), n_e(r)], \]  

(1)

where \( p_i \) is the momentum of the \( i^{th} \) atom with mass \( m \), and \( V_{ef}(R, n_e(r)) \) is the collection of effective pair potentials, such that

\[ V_{ef}(R, n_e(r)) = \sum_{i=1}^{N} \sum_{j \neq i} \phi_{ef}(|R_i - R_j|, n_e(r)) \]

(2)

with \( \phi_{ef}(|R_i - R_j|, n_e(r)) \) the effective pair potential between atoms \( i \) and \( j \) and

\[ R = |R_i - R_j| \] the distance between atom \( i \) and atom \( j \). The term \( U_0[\rho_0(r), n_e(r)] \) in Eq. (1) is a structure independent contribution to the energy which is dependent on the electron density \( n_e(r) \) and a reference jellium density \( \rho_0(r) \). Specifically, the structure independent energy has the form

\[ U_0[\rho_0(r), n_e(r)] = \frac{3(3\pi^2)^{1/3}}{10} \sigma \int_0^\infty [n_e(r)]^{1/3} dz + \frac{\sigma}{72} \int_0^\infty \left[ \frac{\nabla^2 n_e(r)}{n_e(r)} \right] dz \\
+ \frac{\sigma}{540(3\pi^2)^{2/3}} \int_0^\infty dz [n_e(r)]^{2/3} \left[ \frac{\nabla^2 n_e(r)}{n_e(r)} \right]^2 \\
- \frac{9}{8} \left( \frac{n_e(r)}{n_e(r)} \right)^2 + \frac{1}{3} \left( \frac{n_e(r)}{n_e(r)} \right)^4 \\
- 2\pi \sigma \int_0^\infty dz \int_0^\infty dz' [\rho_0(z) \rho_0(z') - n_e(z) n_e(z')] |z - z'| \\
+ 2\sigma \int_0^\infty n_e(z) \epsilon_{xx} [n_e(z)] dz \\
+ 2\sigma \int_0^\infty \rho_0(z) \epsilon_{ps} [n_e(z)] dz. \]  

(3)
Detailed discussions of the various terms in Eq. (3) can be found in our earlier work and the research literature [8-19, 49-55].

The last term in the equation above is the so called electron-ion pseudo-potential

\[ e_{ps} = \frac{3}{k_F^3} \int_0^{k_F} f(q, q) q^2 dq - \frac{1}{\pi} \sum_{i=1}^2 \int_0^{\infty} dq \left[ \overline{z_i^2} M_i(q)^2 - (z_i^*)^2 F_{ii}(q) \right] \]

\[ - \frac{2\pi}{\Omega} \sum_{i=1}^2 \sum_{j=1}^2 z_i^* z_j^* X_i X_j \lim_{q \to 0} \frac{1 - F_{ij}(q)}{q^2} + \left( \frac{\alpha}{r_s} + \frac{\beta}{r_s} \right) \]

where \( k_F \) is the Fermi wave number, \( f(q, q) \) is the diagonal matrix element of the Fourier transform of the nonlocal bare electron-ion pseudo-potential \( V_{ps}^{ion} (r) \), \( M_i(q) \) is the Fourier transform of the depletion hole distribution, \( X_i \) is the mole fraction of the \( i^{th} \) component and \( r_s \) is the radius of a sphere per unit electron that is determined from

\[ 4\pi r_s^3 / 3 = (n_{e, bulk})^1 \]

where \( n_{e, bulk} \) is the bulk electron density of the liquid.

**B. Electron-ion pseudo-potential**

For the calculations reported in this paper we adopted the non-local energy independent model pseudo-potential proposed by Woo, Wang and Matsuura [56] This potential has been previously used by Rice and coworkers in studies of the structures of the liquid-vapor interfaces of various pure liquid metals and binary alloys. It has the form

\[ V_{ps}^{ion} (r) = \sum_l \left[ \overline{V_l}(r) + (\overline{V_l}(r) - \overline{V_l}(r)) R_{l} \right] \langle R_{l} \rangle \langle l \rangle \langle l \rangle \]

where \( \overline{V_l}(r) \) is a pseudo-potential average over all states other than the first valence state for a given angular momentum \( l \); \( \overline{V_l}(r) \) is calculated in the same way as is \( V_{li}(r) \) except with replacement of the parameter \( B_{li} \) by \( \overline{B_{li}} \). \( \langle R_{l} \rangle \) is the radial component of the wave
function for the state $|l\rangle$, and $|l\rangle$ is a simple projection onto the state with angular momentum $l$. With these definitions the model pseudo-potential takes the form

$$V_{ul}(r) = \begin{cases} \frac{B_{ul} + Z_{l}}{r}, & r \leq R_l \\ \frac{Z_{l}}{r}, & r > R_l \end{cases}$$

(6)

where $B_{ul}$, $Z_{l}$ and $R_{l}$ are parameters; they are usually determined by a pseudo-eigenfunction expansion and perturbation theory. $Z$ is the valence of the ion. The state $|l\rangle$ can be separated into radial and angular parts, such that $\langle x|l\rangle = (A/r) y_{ul}(r) Y_{lm}(\theta, \phi)$, where $A$ is a normalization constant, $Y_{lm}(\theta, \phi)$ is a spherical harmonic function, and $y_{ul}(r)$ is the radial wave function given by

$$y_{ul}(r) = \begin{cases} M_{v, l+1/2}(2\lambda r), & r \leq R_l \\ W_{v, l+1/2}(2\lambda r), & r > R_l \end{cases}$$

(7)

where $M_{v, l+1/2}(2\lambda r)$ and $W_{v, l+1/2}(2\lambda r)$ are, respectively, the regular and irregular Whittaker functions. The parameters of the Whittaker functions are $\lambda_0 = \sqrt{-2E_{ul}}$, $\lambda = \sqrt{-2(E_{ul} + B_{ul})}$, $v_0 = Z_l / \lambda_0$, $v = -Z_l / \lambda$, with $E_{ul}$ the spectroscopic term energy of the state $|l\rangle$. The potential parameters we have used for the calculations reported in this paper are given in Table 1.

**C. Ion-ion pair potential**

The effective ion-ion pair potential is calculated using a local density approximation.
In a homogeneous liquid metal with electronic density \( n_e(\mathbf{r}) \) the pair interaction is calculated from

\[
\phi_{ij}(R, n_e(\mathbf{r})) = \phi_H \left( R; \frac{1}{2} \left[ n_e(\mathbf{r}_i) + n_e(\mathbf{r}_j) \right] \right).
\] (8)

That interaction includes a direct Coulomb repulsion between ions with effective valence charges \( z_i^* \) and \( z_j^* \); an indirect interaction mediated by the conduction electrons, i.e. the band structure energy; the Born-Mayer core-core repulsion \([50]\), \( \phi_{BM}(R) \); and the van der Waals polarization interaction between ion cores, \( \phi_{vw}(R) \).

Specifically, \( \phi_{BM}(R) = Ae^{-BR} \), where A and B are the Born-Mayer potential parameters. Both \( \phi_{BM}(R) \) and \( \phi_{vw}(R) \) are generally much smaller than the other terms contributing to the energy of the liquid metal.

The normalized energy wave-number characteristic function is, as derived by Shaw \([51]\),

\[
F_0(q) = \frac{\Omega^2 q^2}{16\pi^2 z_i^* z_j^*} \left\{ \frac{1 - \varepsilon(q)}{\varepsilon(q)} \left[ n_1 + n_2 \right] + 2g(q)(n_1 + n_2) + \varepsilon(q)g(q)^2 + h(q) \right\} \] (10)

where \( \Omega = \rho_{\text{bulk}}^{-1} \) is the volume per atom, \( \rho_{\text{bulk}} \) is the bulk liquid density, \( \varepsilon(q) \) is the wave-number dependent Hartree dielectric function. The local potential contributions \( n_1 \) and \( n_2 \), arising from the valence charge \( Z \) and the depletion hole charge \( \bar{Z} \), are given by

\[
n_1 = -\frac{2\pi}{\Omega q^2} \left( Z_i + Z_j \right),
\] (11)
\[ v_2 = -\frac{2\pi}{\Omega q^2} (\bar{Z}_i + \bar{Z}_j). \] (12)

The nonlocal screening function \( g(q) \) and the nonlocal bare pseudopotential contribution \( h(q) \) to the second order approximation are given by

\[ g(q) = \frac{4}{\pi^2 q^2 \varepsilon(q)} \int_{k \leq k_F} \frac{f(k, q)}{k^2 - |k + q|^2} dk, \] (13)

\[ h(q) = \frac{4}{\pi^2 q^2} \int_{k \leq k_F} \frac{|f(k, q)|}{k^2 - |k + q|^2} dk, \] (14)

and \( f(k, q) \) is the matrix element of the Fourier transform of the nonlocal bare electron-ion pseudo-potential \( V_{ps}^{ion}(r) \).

The normalized energy wave-number characteristic functions are shown in Fig. 1 for liquid Hg for a few selected densities. The various terms contributing to the surface energies are shown in Fig. 2. The effective ion pair interaction is displayed in Fig. 3 at the experimental liquid Hg density, 0.0407 at./\( \text{Å}^3 \).

**D. Character of the jellium background**

One of the important issues that must be addressed in the pseudo-potential theory is an appropriate selection of the jellium background. It defines a reference atomic density profile in the pseudo-atom Hamiltonian. As in our previous work we chose the functional form [5-6,10-19]

\[ \rho(z, z_0, \beta) = \rho_{\text{bulk}} \left[ 1 + \exp \left( \frac{|z| - z_0}{\beta} \right) \right]^{-1}. \] (15)
Eq. (15) represents the charge distribution of a slab of ions with two surfaces perpendicular to the $z$ axis, where $z_0$ is the position of the Gibbs dividing surface and $\beta$ measures the width of the inhomogeneous region of the profile. This distribution is normalized by setting $\rho_{\text{bulk}} = N/2\sigma z_0$, where $N$ is the total number of atoms in the slab and $\sigma$ is the area of the slab. The parameters $z_0$ and $\beta$ are varied to obtain the best fit to the instantaneous ionic configuration. The electron density obtained by using the effective valence representation may deviate to some extent from the true electron density. The needed correction can be obtained, using the simulated atomic density as the input, by iteratively re-solving the Kohn-Sham equation [57, 58] self-consistently. In the current work, the electron density distribution is obtained from self-consistent solutions to the Kohn-Sham equation as proposed by Eguiluz et al [59-61],

$$
\left[ -\frac{\hbar^2}{8\pi^2 m} \nabla^2 + V_{\text{eff}}(\mathbf{r}) \right] \psi_n(\mathbf{r}) = E_n \psi_n(\mathbf{r}),
$$

where $V_{\text{eff}}(\mathbf{r})$ is an effective potential,

$$
V_{\text{eff}}(\mathbf{r}) = V_{\text{ps}}(\mathbf{r}) + V_{\text{xc}}(\mathbf{r}) + \int d\mathbf{r}' \frac{n_e(\mathbf{r})}{|\mathbf{r} - \mathbf{r}'|}
$$

including the electron-jellium background pseudo-potential interaction $V_{\text{ps}}(\mathbf{r})$, the exchange-correlation potential $V_{\text{xc}}(\mathbf{r})$, and the electrostatic potential. The electron number density is then obtained from

$$
n_e(\mathbf{r}) = \sum_{n=1}^{\infty} f_n |\psi_n(\mathbf{r})|^2,
$$

with $f_n$ the electron occupation number in the quantum state $\psi_n(\mathbf{r})$. 
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In our slab geometry the ion density distributions in the $x$ and $y$ directions are uniform, hence the electronic wave function $\psi_n(r)$ takes the form

$$\psi_n(r) = e^{i(k_x x + k_y y)} \phi_n(z),$$

(19)

where $k_x$ and $k_y$ are the wave numbers in the $x$ and $y$ directions, respectively. The electron density is then a function only of position along the normal to the interface,

$$n_e(\vec{r}) = \sum_{n=1}^{\infty} f_n |\phi_n(z)|^2.$$  

(20)

With the results of this calculation we construct the electron density dependent potential $V_{\text{eff}}(z; n_e(z))$, and iterate the procedure until a self-consistent solution is obtained. We show in Fig. (4) the typical mean valence electron density imposed on a jellium reference density for liquid Hg, calculated as described above.

**E. Al$_2$O$_3$ surface**

The 0001 surface of Al$_2$O$_3$ is reconstructed relative to the atomic positions generated when the bulk crystal is cleaved to expose that surface [62]. A top view and a side view of that surface are displayed in Fig. 5. Noting that the Al and O atoms in the reconstructed surface are almost coplanar, and that the surface is stoichiometric, we argue that charge and dipolar interactions between the liquid Hg and Al$_2$O$_3$ terminated in this plane can be neglected. And, since Al$_2$O$_3$ has a very large band gap we expect that electron transfer from Hg to the solid can be neglected. We then represent the interaction between 0001 terminated Al$_2$O$_3$ and liquid Hg as the sum of van der Waals interactions between Hg, Al and O and a soft repulsion to account for the exclusion of the electron density distribution from the closed shells of the Al and O ions [63-66],
\[ U(R) = -\frac{3}{2} \left( \frac{I_1 + I_2}{I_1 I_2} \right) \frac{\alpha_1 \alpha_2}{(4\pi\epsilon_0)^2} \frac{1}{R^6} + A_{12} e^{-b_{12} R} \]

with \( A_{12} = (A_1 A_2)^{1/2} \), \( b_{12} = (b_1 + b_2)/2 \). And \( I_j \) is the first ionization energy of atom \( j \), \( \alpha_j \) is the polarizability of atom \( j \), \( \epsilon_0 = 8.854 \cdot 10^{-12} \text{C}^2\text{J}^{-1}\text{m}^{-1} \) is permittivity of free space, and \( A_j \) and \( b_j \) are the Born-Mayer potential parameters for atom \( j \). These potential parameters are listed in Table 2. The potential is plotted in Fig. 6.

**III. Simulation methodology**

Our simulations were carried out on a Dell-Linux computer cluster. Since the Hg ions are mobile, we need to calculate a suitable average over all allowed ionic configurations in order to determine the longitudinal and transverse density distributions in liquid Hg and in the liquid Hg-sapphire interface. As discussed in the last section, an initial jellium distribution is used to generate an electronic density distribution from which the ion-electron pseudo-potential and effective ion-ion interaction potentials are calculated. The initial jellium distribution is then used in a Monte Carlo simulation of the inhomogeneous liquid Hg-sapphire interface. Since each Monte Carlo step changes the ion distribution, it also changes the electronic density distribution, hence the ion-electron pseudo-potential and the effective ion-ion interaction; this effect is particularly important in the liquid-sapphire interface region. Accordingly, when the ion distribution is changed, the electron distribution is recalculated, to be consistent with the new ion distribution; this procedure is continued until the Monte Carlo simulation converges.

The simulation system consisted of a slab of 1000 Hg atoms, with dimensions of \( L_0 \times L_0 \times 2L_0 \) in the \((x, y, z)\) directions, in contact with the reconstructed \( \text{Al}_2\text{O}_3 \) (0001)
surfaces, as shown in Fig. 5, in the positive \( z \) and negative \( z \) directions, so that the area of each of the two Hg-sapphire interfaces is \( \sigma = L_0^2 \). The size of the slab, \( L_0 \), was chosen such that the average density of ions in the slab matched the density of liquid Hg at the simulation temperature. The slab holds about 8 layers of Hg with, on average, about 120 Hg atoms in contact with the sapphire wall.

In our simulations, the center of mass of the system was located at the origin of the coordinates \((x = 0, y = 0, z = 0)\). Periodic boundary conditions are applied in the \( x \) and \( y \) directions, and in the \( \pm z \) directions far away from the Hg/sapphire interfaces. The initial ion configuration was generated by placing the particles within the boundaries of the slab, subject to the constraint that no ion-ion separation was less than the ionic diameter.

As in our earlier reported calculations, we have adopted an efficient computational strategy and data management scheme for the calculations. Prior to starting the simulation we compute and tabulate the effective ion-ion interaction potential energies for a series of electron densities ranging from somewhat below to somewhat above the bulk density of liquid Hg. During the simulation the interaction between a particular pair of ions is obtained from a rational functional interpolation for the given electron density using the pre-calculated data bank. The simulations were carried out using the Metropolis scheme \([67]\) and a force bias Monte Carlo algorithm to eliminate the overlaps between ion cores. The trial configurations were generated by randomly displacing a selected ion-core; the magnitude of the ion-core displacement was chosen to lead to convergence to equilibrium with a reasonable overall acceptance ratio for the trial configurations. Each iteration (each pass) in our simulation has 1000 moves, with one
move per Hg ion-core. To ensure sampling the equilibrium configurations of the ion-core, we eliminate several tens of thousands of passes from the initial stages of the simulation when collecting the data for final statistics.

IV. Results

A. The transverse pair correlation function

As in past work we characterize the structure of the liquid-solid interface with the transverse (in-plane) pair correlation function and the longitudinal density distribution. In our calculation the transverse pair correlations function is calculated from a histogram of the separations of all pair of particles in a thin slice of the interfacial region in the normalized correlation function form

\[ g(r) = \frac{2V_T N(r, \Delta r)}{V_s N_T^2} \]

where \( N_T \) is the total number of particles in the slice, \( N(r, \Delta r) \) is the average number of pairs of particles between \( r \) and \((r + \Delta r)\) and in the slice, \( V_T \) is the total volume of all the particles in the slice, and \( V_s \) is the average volume of the intersection of the spherical shell between \( r \) and \((r + \Delta r)\) of the thin slice.

The pair correlation function of bulk liquid Hg has been measured many times. To calibrate the accuracy of our simulations we show in Fig. 7 a comparison of the simulated pair correlation function with the experimentally determined pair correlation function at \( T = 293 \text{K} \) with density 0.0407 at./angstrom\(^3\) [68,69]. The agreement between the simulation data and the experimental data is very good.
B. The longitudinal density distribution

Comparison of the predicted and experimentally inferred longitudinal density distributions in the liquid Hg/sapphire interface provides the most sensitive test of our calculations. The major aspects of the longitudinal density distribution reported by Tamam et al [43] are: (1) The liquid Hg-Al$_2$O$_3$ interface is stratified. This result differentiates this interfacial system from the Ga-diamond and Pb-Si interfacial systems. (2) The layer of Hg in the interface closest to the Al$_2$O$_3$ surface has smaller amplitude than the amplitude of the outermost peak in the stratified liquid Hg-vapor interface. Moreover, the amplitude of the second layer is much greater than that of the first layer, whereas the reverse is the case for the Hg-vapor interface. (3) The average density of the interfacial region is about 10 ± 5% greater than that of bulk Hg. Using an empirical relation between ionization state and atomic radius Tamam et al [43] infer that there is a charge transfer of 0.13 ± 0.05 electron/atom from the Hg to the Al$_2$O$_3$.

We have calculated the longitudinal density distribution of the ions in the liquid Hg-Al$_2$O$_3$ interface from a histogram of the distance between a particle and the center of mass of the slab; the density profiles were averaged from the opposite halves of the slab to obtain the reported density distribution. Fig. 8 shows a normalized longitudinal density profile from calculation after 92000 passes. A comparison to experiment observation along aside the Hg/vapor interface density profiles is given in Fig.9 which shows that the calculated longitudinal density profile agrees well with the experimental density profile.

As in our previous study of the longitudinal density distribution in the liquid-vapor interface of Hg, the temperature dependences of the amplitudes and widths of the
peaks in the longitudinal density distribution are not very sensitive to temperature. Specifically, there is no noticeable difference between the simulation results for 293K and 285K.

**IV. Discussion**

The self-consistent quantum Monte Carlo simulations of the longitudinal density distributions in the liquid Hg-vapor interface and in the liquid-Hg-reconstructed (0001) Al$_2$O$_3$ interface reported in this paper are both in very good agreement with the available experimental data. The simulated longitudinal density distributions reproduce both the general similarities and the general differences between these distributions in the two interfaces. In particular, the layer of the stratified liquid-Hg-reconstructed (0001) Al$_2$O$_3$ interface adjacent to Al$_2$O$_3$ is less dense than is the corresponding layer in the liquid Hg-vapor interface, and second layer of the stratified liquid-Hg-reconstructed (0001) Al$_2$O$_3$ interface is denser than the first layer, which ratio is opposite that found for the liquid Hg-vapor interface. The excess density in the stratified liquid-Hg-reconstructed (0001) Al$_2$O$_3$ interface is well accounted for. All of these results follow from a common treatment of the electronic structure of the liquid metal. The difference between the longitudinal density distributions in the liquid Hg-vapor and liquid-Hg-reconstructed (0001) Al$_2$O$_3$ interfaces arises entirely from the van der Waals interactions of the Al and O atoms with Hg atoms and the exclusion of electron density from Al$_2$O$_3$ via repulsion of the electrons from the closed shells of the ions in the solid. We conclude that, to account for the difference in structure between the liquid Hg-vapor and liquid-Hg-reconstructed (0001) Al$_2$O$_3$ interfaces it is not necessary assume there is charge transfer of 0.13 ± 0.05
electron/atom from the Hg to the Al$_2$O$_3$. Rather, the available experimental data are adequately reproduced when the van der Waals interactions of the Al and O atoms with Hg atoms and the exclusion of electron density from Al$_2$O$_3$ via repulsion of the electrons from the closed shells of the ions in the solid are accounted for.
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**Figure Captions:**

Fig. 1. The normalized energy wave-number characteristic functions at selected densities of liquid Hg, 0.01045, 0.04070, and 0.06792 at./Å³ respectively.

Fig. 2. Contributions to the surface energy as a function of the longitudinal positive ion jellium density parameter: (a) electrostatic energy, exchange-correlation energy, and pseudo-potential energy; (b) kinetic energy and total surface energy.

Fig. 3. The effective ion-ion pair interaction potential in liquid Hg at the experimental bulk density 0.0407 at./Å³.

Fig. 4. Mean valence electron density profile in liquid Hg superposed on the jellium reference density at liquid density 0.0407 at./Å³: (a) $\beta = 0.1$ and (b) $\beta = 2.0$.

Fig. 5. A reconstructed (0001) Al₂O₃ surface with relative atomic positions generated when the bulk crystal is cleaved to expose that surface. The upper panel is a top view and the lower panel is a side view [from Ref. 62]. It is noted that the Al and O atoms in the reconstructed surface are almost coplanar with $d_{\perp} = 0.1\,\text{Å}$.

Fig. 6. The effective potentials between Hg, Al and O atoms at the Hg/sapphire interface. These potentials account for both the van der Waals interactions and the exclusion of the electron density distribution from the closed shells of the Al and O ions.

Fig. 7. Transverse pair correlation function of bulk liquid Hg from the self consistent Monte Carlo simulations at a density of 0.04079 at./Å³ and $T = 293\,\text{K}$, with comparison to the experimental observations reported by Waseda et al [68] and by Boiso et al [69].
Fig. 8. Normalized longitudinal density profiles in the liquid Hg-sapphire interface from the self-consistent Monte Carlo simulations.

Fig. 9. Comparison of the simulated and experimental longitudinal density profiles in the liquid Hg-reconstructed 0001 Al₂O₃ interface, and in the liquid Hg-vapor interface.

Table 1. Ionic pseudo-potential parameters (in units of a.u.) for Hg. \( r_{\text{max}} \) is the maximum value of \( r \) in the radial wave function

| \( l \) | \( E_{\text{hl}} \) | \( R_l \) | \( B_{1l} \) | \( \overline{B}_{1l} \) | \( r_{\text{max}} \) |
|---|---|---|---|---|---|
| 0 | 0.6890786 | 1.8 | 1.180163 | 0.700763 | 35.0 |
| 1 | 0.4545650 | 1.7 | 1.119794 | 0.426535 | 45.0 |
| 2 | 0.2108822 | 3.0 | 0.669270 | 0.638592 | 55.0 |

Table 2. Potential parameters of Hg-sapphire interaction (in units of a.u.): \( A \) and \( b \) are the Born-Mayer potential parameters, \( I \) is the first ionization energy, and \( \alpha (a_0^3) \) is the polarizability.

| \( \alpha \) | \( \text{Hg}^{2+} \) | \( \text{Al}^{3+} \) | \( \text{O}^{2-} \) | \( \text{Hg} \) | \( \text{Al} \) | \( \text{O} \) |
|---|---|---|---|---|---|---|
| 10.53 | 5.23 | 13.56 |
| \( I \) | 1.602 | 0.918 | 2.089 |
| \( A \) | 2230.0 | 157.85 | 78.771 |
| \( b \) | 1.85254 | 1.94681 | 2.00474 |
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