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The coupling of a micro-flow injection sample introduction system to a highly versatile quadrupole ICP-MS (FI-ICP-MS) has been demonstrated to achieve accurate and precise trace element measurements for several iron meteorites. Measurements were made for the trace siderophile elements, Ru, Au, Rh, Pd, Ir, Pt, Ga, Cr, Cu and Re, where results present good agreements for most metals to duplicate samples also measured by a sector-field ICP-MS (ICP-SFMS). A major advantage for trace element measurements by flow-injection ICP-MS is the added flexibility to increase the total dissolved solids (TDS) concentrations of the working solutions above the 2000 μg g⁻¹ ICP-MS limit. The FI-ICP-MS technique used in this study allowed the sample digests to be measured directly, where the TDS concentrations were 2.5 times the above limit. The data generated clearly demonstrate that the micro-flow inputs of the high matrix material never overloaded the plasma or compromised on instrument performance. Without the need for extra dilutions a better detection capability for most elements was found in comparison to those made by the ICP-SFMS, where all method detection limits were below 0.1 μg g⁻¹, apart from Ru and Ga. Furthermore, it was evident from the reduced sample preparation time, together with measurement times of less than 7 minutes per sample, that the FI-ICP-MS analysis was a much more rapid technique. The accuracy of the FI-ICP-MS technique was tested from the measurement of two synthetic iron meteorites. A selection of elements, including Cr, Ga, Ru, Ir and Re, gained absolute error values better than ±5%, where Re, the analyte with the lowest concentration, reported the lowest absolute error, with a value of less than ±1%. Precision, determined from two times the relative standard deviation of repeat measurements of the synthetic solutions (n = 7), gained values less than 10% for all elements.

1. Introduction

For many geochemical research applications the concentration of trace elements, and more often their ratios, either to other similar trace elements or to a major element, are important proxies to improve our understanding of earth system processes. The quantity of trace elements that can be detected and their inter-variability in concentrations, which often span many orders of magnitude, offer a wide spectrum of geochemical information. This data highlights information about the differences in their chemical behaviours and sheds light into the occurrence of many earth system processes. Research has been conducted to interrogate the behaviours of trace elements in many geochemical systems, examples ranging from the measurement of rare earth elements in foraminifera to examine paleoceanographic and climate change, to the use of lithium as a proxy for chemical weathering.

Within such systems and also beyond, many of these elements are contained at levels that are extremely depleted, thus their measurement requires the use of a particularly sensitive analytical technique in order to achieve accurate detection. Inductively coupled plasma-mass spectrometry (ICP-MS); with its capability to measure elemental concentrations over a linear working range that spans over nine orders of magnitude (pg L⁻¹ up to mg L⁻¹), as well as being able to measure multiple elements in a single sweep, has a significant potential to be employed for many trace element applications. This includes the field of Earth Sciences, where its attributes have been harnessed as a powerful tool for high precision geochemical trace element studies. However, a noticeable limitation in the measurement of trace metals by ICP-MS is the concentration of total dissolved solids (TDS) that the instrument can tolerate. If the TDS of the working (or measured) sample solution exceeds 2000 μg g⁻¹, undesirable effects such as plasma suppression and the accumulation of material onto
the cones can lead to analytical drift and contamination problems. Coupled to this, space charge effects also induce further suppression and are a result of an imbalance in the net charge of the ion beam. This is caused by the excessive influx of positively charged matrix ions that produce repulsions, thus spreading and de-focussing the beam inside the mass spectrometer.

In order to minimise these matrix effects and to make it possible to detect trace elements in samples that contain rich sample matrices, experimental processes need to be adopted. The classical approach is to dilute the solutions until the TDS concentrations are at an acceptable level. However, even with the most powerful ICP-MS instrument (e.g. magnetic-sector), if the samples are diluted significantly the trace element concentrations may fall to such low concentrations that they are rendered undetectable. Another approach is to use matrix separation to selectively separate the trace elements of interest from the major element matrix. This methodology has many advantages, as not only are the TDS concentrations reduced to negligible levels but the trace elements of interest can also be pre-concentrated for significantly improved detection. However, it should be noted that chemical separations are time consuming and that the separation method needs to be checked carefully in order that accurate concentrations are obtained. Similar studies have successfully adopted this analytical approach, such as the separation of PGEs and other siderophile elements from geological samples and extraterrestrial materials.

Iron meteorites are an example of a sample material that contain significant TDS concentrations, particularly from the metals Fe, Ni and Co. This makes them a challenging sample material to measure their trace element compositions. However, their trace element concentrations, especially Ge and Ga, plus the more refractory element, Ir, provide significant information about the origins of iron meteorites and how they formed. Up until recent years trace element measurements of iron meteorites were conducted using instrumental-neutron-activation-analysis (INAA) or radiochemical-neutron-activation-analysis (RNAA). All of these studies have provided a significant amount of excellent data that has not only expanded our knowledge of extra-terrestrial materials, but have also established the iron meteorite classification. Although these techniques do not destroy the sample, which is particularly advantageous for precious sample types such as iron meteorites, and can offer excellent precision and accuracy, they can be time consuming, expensive and the measurements require access to a suitable activation nuclear reactor. Another consideration that needs to be addressed when using these techniques includes the safe disposal or storage of the measured materials, as the irradiated samples may remain radioactive for many years after analysis.

In the last few years there has been an emerging trend for the development of studies to measure iron meteorites by solution ICP-MS methods, to exploit its high performance but also to exclude inaccuracies induced by the matrix elements. Although each of the above studies achieved high precision trace element data, several method developments had to be applied. An example is the use of matrix-matched external calibration standards, where it was reported that accurate trace element data was only found if the Fe and Ni concentrations in samples were similar to those contained in the standards. Also, the use of an ion exchange chemistry methodology to remove Fe from the sample solutions has been proven to improve instrument performance. Although a high degree of accuracy was obtained from the eluted solutions, pre-concentration of iron meteorites is ultimately unnecessary, as the concentrations of many trace metals in their solution digests (ca. diluted 100 times from the solid) can be in a measurable range for ICP-MS. Therefore, if the ICP-MS equipment can be modified to accept samples containing high matrix concentrations, the time consuming preparation and measurement methodologies described above can be avoided.

Flow injection analysis can be coupled to ICP-MS to expand its capability to measure rich matrices that have TDS concentrations greater than 2000 μg g⁻¹. The principle of this technique was first developed by Ruzicka and Hansen, 1975, where the approach was applied to many analytical chemistry techniques, primarily to reduce sample consumption, but also to improve sample throughput and sample handling. PerkinElmer pioneered the development of direct flow injection for ICP-MS and launched FIAS (Flow Injection Automation System) in the 1990s, to expand the capabilities of its Elan ICP-MS, especially to improve the accuracy of trace elements in high TDS solutions and to increase through-put of such samples in the laboratory. However, there were limitations in its use, particularly with respect to dispersion of the analyte solution in the line leading to the nebuliser. Recent refinements to this flow injection system by Elemental Scientific have eliminated this problem in the development of the FAST-FIAS and prepFAST-FIAS systems.

In addition to the recent production of the prepFAST-FIAS system by Elemental Scientific, other similar FI-ICP-MS systems have also been employed for the direct measurement of trace elements in high matrix samples. The results presented from each study yielded excellent trace element data, which further strengthens the position of FI-ICP-MS as a powerful trace element analytical technique for challenging sample matrices.

In this study we have measured several iron meteorites, five from group IIIAB (Charcas, Henbury, Boxhole, Cumpsas and Orange River), one from group IIAB (North Chile) and one from group IIIIF (Clark County), for a variety of trace siderophile elements from two different techniques: (1) a flow injection ICP-MS, which incorporated the hybridization of an Elemental Scientific Flow Injection Automation System (prepFAST-FIAS) to a quadrupole ICP-MS (FI-ICP-MS), and measured the samples at TDS concentrations of 5000 μg g⁻¹; and (2) a magnetic-sector ICP-MS (ICP-SFMS) instrument, which consisted of a conventional ICP-MS set-up where the samples were measured at TDS levels below the 2000 μg g⁻¹ limit. The data collected from both systems will be compared, together with values found in the literature. In addition to this, performance criteria including method detection limits, accuracy, precision and robustness (a...
2. Methodology

2.1 Reagents and labware

The iron meteorites were digested in Savillex (Eden Prairie, U.S.A.) PFA digestion vials, which were chosen for their high heating efficiency and after acid-cleaning pre-treatment, their superior trace metal purity. AnalaR grade hydrochloric acid (HCl), purchased from Merck, was purified by sub-boiling distillation and then added to the samples prior to them being placed on the hotplate for digestion. Measurements by ICP-SFMS also required nitric acid (HNO₃), which was also purchased at AnalaR grade (Thermo Fisher) and purified by sub-boiling distillation.

Additionally, the acids were diluted for use as lower molarity diluent reagents for the preparation of blanks and standards. This involved mixing the above high purity acids with 18.2 MΩ cm de-ionised water, to denoted acid to water v/v ratios.

Calibration curves for both instruments were generated from stock standards that were prepared from the following standards for both measurement methods: 1000 μg mL⁻¹ Merck Certipur single element ICP standards and 10 μg mL⁻¹ custom-blend multi-element standards (produced by CPChem Ltd. and distributed by VWR). The calibrants were prepared on the day of the FI-ICP-MS analysis and then subsequently added to the samples prior to them being placed on the hotplate for digestion. Measurements by ICP-SFMS were generated from stock standards that were prepared from the following standards: 1000 μg mL⁻¹ Merck Certipur single element ICP standards and 10 μg mL⁻¹ custom-blend multi-element standards (produced by CPChem Ltd. and distributed by VWR). The calibrants were prepared on the day of the FI-ICP-MS analysis and then subsequently added to the samples prior to them being placed on the hotplate for digestion.

2.2 Sample preparation and digestion

A diamond saw blade was used to cut up the iron meteorite samples into small pieces, where up to 3 g were prepared for measurement per sample in this study. After cleaning, the chips were accurately weighed into the PFA vials and digested in 6 M HCl on a hotplate for 96 hours. The samples were then dried down and re-dissolved in 6 M HCl. After digestion, aliquots corresponding to 150 mg of samples were diluted to 15 mL with de-ionised water, to an HCl concentration of 4% v/v. These solutions were decanted into trace metal clean polypropylene centrifuge tubes for measurement by FI-ICP-MS, where they were diluted two-times in-line with the Elemental Scientific prepFAST and an internal standard added. A second aliquot (for ICP-SFMS) was dried down and re-dissolved in 2% HNO₃ and diluted to obtain a TDS concentration of 100 μg g⁻¹.

2.3 FI-ICP-MS analysis

The sample digests described above (in the 4% HCl matrix) were placed directly for measurement on an Elemental Scientific (Omaha, U.S.A.) SC-4 DX FAST autosampler, having only been diluted 100 times by the preparation process. Hydrochloric acid; used routinely as a matrix acid for the measurement of PGEs by ICP-MS, was selected as the matrix acid due to their high solubility in this reagent. However, a significant issue with the analysis of HCl bearing solutions by ICP-MS are the resulting chlorine-based molecular ions that form in the plasma, which can cause interferences on mass spectra. Although, in this study HCl was successfully adopted for analysis using a flow injection approach, which allowed measurement of the samples without significant impendence of the undesirable interferences. Coupled to the autosampler, an Elemental Scientific (Omaha, U.S.A.) prepFAST M5; comprising five syringes to automate rinsing, dilution, internal standard addition and sample uptake, rapidly transported the sample solutions to an Elemental Scientific P7+ FAST injection valve, which subsequently prepared each diluted working solution inside a 1 mL loop with in-line additions of the Tb and Bi internal standard (to correct for any instrument drift). These solutions were then transferred to a second, P6 FAST valve, which instead of introducing each sample as a continuous flow into the mass spectrometer, to achieve a steady-state signal, was toggled between ‘load’ and ‘inject’ to produce highly accurate timed injections of small sample volumes. The FI-ICP-MS measurements of the iron meteorites in this study incorporated an injection toggle time of 0.25 seconds. During this short period of time the solutions were pumped into the instrument (using an Elemental Scientific MP2 peristaltic pump, set to a speed of 9 and peristaltic pump tubing with an internal diameter of 0.38 mm) at a flow rate of 253 μL min⁻¹, which introduced aliquots of 1.05 μL per injection into the plasma. These micro-volume sample aliquots contained TDS concentrations of 5000 μg g⁻¹, much higher than the 2000 μg g⁻¹ limit. However, due to their small volumes they provided minimal matrix loading onto the plasma and therefore plasma suppression and signal drift was negligible. The system that drives this flow injection process is known as prepFAST FIAS.

The ICP-MS instrument used with this flow injection set-up was a PerkinElmer NexION 350D quadrupole ICP-MS (qICP-MS). Table 1 states the typical instrument operating parameters and components that were used to measure the micro-injections. The Elemental Scientific Pergo was an in-line addition to the nebuliser argon gas flow, to increase the humidity of this gas and thus reduce the likelihood of precipitates forming at the tip of the nebuliser, which could cause an eventual blockage.

Prior to undertaking the measurements the instrument was optimised using a 1 μg L⁻¹ set-up solution to achieve the...
following specifications, as indicated by PerkinElmer: tuning of the torch position and nebuliser gas flow to obtain a maximum sensitivity for In (m/z 115), whilst maintaining CeO/Ce (m/z: 156/140) to be less than 0.025; tuning of the Quadrupole Ion Deflector (QID) lens plate voltages to obtain maximum transmission both with and without helium gas being purged into the cell; and finally a performance test from 5 replicate measurements to ensure the average sensitivities recorded for Be (m/z 9), In (m/z 115) and U (m/z 238) were greater than 2000 cps, 40 000 cps and 30 000 cps, respectively, in addition to the relative standard deviations from the replicates being less than 3%. Additionally, the ratio of Ce"+ (m/z 70)/Ce" (m/z 140) was also measured during the final performance test as a test for double-charged ion formations, which was required to be less than 0.03, and background measurements (from m/z 220), less than 1 cps. A typical measurement method was then developed using the PerkinElmer Syngistix software and is shown in Table S1 (in ESI†). These parameter settings, combined with the prepFAST-FIAS system allowed each sample digest to be measured in under 7 minutes. This includes a 70 second washout time, which was also used for the syringes to reset. During this washout sequence 4% HCl was rinsed around the entire sample introduction system by a vacuum pump at a flow of 1 mL per second. The exception to this was the sample line to the nebuliser, which was flushed with 4% HCl at a flow of 253 μL min⁻¹.

Helium was selected as the cell gas to perform kinetic energy discrimination (KED), which is a powerful tool to reduce polyatomic interferences, especially those molecular ions with a large ionic radius. This gas is commonly used for KED as it is inert, light in mass and can fill the cell with high gas pressure. Bombardment of large molecular ions with the densely packed helium atoms will cause the ions to lose significant energy (over the smaller analyte single ions) and then a bias voltage at the cell exit excludes them from the ion beam. The loss of the polyatomic ions significantly reduces interference on analytes that have the same mass. In this study the KED cell mode was set with two different gas flow settings; a high flow (5.2 mL min⁻¹) to ensure maximum recovery of analytes affected by classic polyatomic interferences, and a low flow (0.5 mL min⁻¹) to maintain higher sensitivity for those analytes that should not suffer from polyatomic interference. Table S1† indicates which cell gas flow was employed for each element.

After the instrument was optimised, several blanks were analysed, using the method conditions stated in Table S1,† to ensure there was a low and steady baseline. This was then followed by an external calibration of ten calibrants, which utilised the multi-dilution feature of the prepFAST to prepare the series in-line from two sets of standard stock solutions.

After the calibration, each sample was measured five times and then a monitor standard (a mid-level calibrant) was tested, to ensure that each analyte signal was not drifting by more than 20% of its theoretical value. This sequence was repeated for each sample in addition to the measurement of a QC standard. Blanks were also measured periodically throughout the run to determine the background memory and to calculate the limit of detection.

### 2.4 ICP-SFMS analysis

Measurements by ICP-SFMS were undertaken with a conventional sample introduction system that continuously delivered much larger solution volumes to the plasma. Separate samples were analysed using this technique, which were dried down and re-suspended in 2% HNO₃ to TDS concentrations of 100 μg g⁻¹ (as described earlier in this section). This was conducted in order to negate chloride-based interferences, which would have a much greater impact in this operation mode.

Although these aliquots were already diluted below the 2000 μg g⁻¹ matrix threshold, they were diluted further by a factor of 10 to produce working solutions with TDS concentrations of 10 μg g⁻¹. During this dilution step 1 ng mL⁻¹ Pr was also added as the internal standard. The prepared samples were then ready for measurement by a Thermo Finnigan Element 2 ICP-SFMS and were subsequently placed onto its coupled Elemental Scientific (Omaha, U.S.A.) SCµ DX autosampler. Table 1 lists the instrumental components used for this analysis, together with the typical operating settings that were adopted to achieve

---

**Table 1** Typical instrument operating conditions for analysis of both instruments

| Parameter                        | PerkinElmer NexION 350D | Thermo Finnigan Element 2 |
|----------------------------------|--------------------------|----------------------------|
| Nebuliser gas flow               | 0.8–1.0 L min⁻¹          | 1.05–1.25 L min⁻¹          |
| Auxiliary gas flow               | 1.2 L min⁻¹              | 0.95 L min⁻¹               |
| Cool gas flow                    | 18 L min⁻¹               | 16 L min⁻¹                 |
| RF power                         | 1600 W                   | 1350 W                     |
| Nebuliser                        | Elemental Scientific PFA-ST | Elemental Scientific Microflow PFA |
| Nebuliser gas humidifier         | Elemental Scientific Pergo | —                          |
| Peristaltic pump                 | Elemental Scientific MP2 | Thermo Finnigan            |
| Peristaltic pump tubing          | Orange-green (0.38 mm id) | Grey-grey (1.30 mm id)     |
| Peristaltic pump speed           | 9                        | (drain use only)           |
| Sample uptake flow rate          | 253 μL min⁻¹             | 8 rpm                      |
| Spray chamber                    | —                        | 100 μL min⁻¹ (self aspiration) |
| Peltier chiller for spray chamber| PerkinElmer quartz demountable | Elemental Scientific quartz cyclonic type |
| Torch                            | PerkinElmer sapphire (1.8 mm id) | Elemental Scientific PC³ |
| Injector                         | PerkinElmer Nickel       | Thermo Finnigan quartz demountable |
| Sample and skimmer cones         | PerkinElmer Nickel       | Thermo Finnigan quartz (1.75 mm id) |
|                                  |                          | Spectron Nickel (skimmer H type) |
a sensitive and steady state signal from this conventional sample introduction system format.

The instrument was optimised in all three resolutions (LR, MR and HR) prior to undertaking the sample measurements, using a 1 μg L⁻¹ tune solution to achieve routine performance criteria indicated by Thermo Scientific. The measurement method (see Table S2 in ESI† for details) was developed using the Thermo Finnigan Element software and exploited the high resolution capability of this magnetic-sector type ICP-MS instrument. The washout times that are quoted in Table S2 are for the samples only and were sufficient for the levels that were introduced into the instrument. However, during the analysis those times increased to a maximum of 480 seconds, after the measurement of the high standard from the calibration standard series, in order to flush-out any significant memory.

The measurement running order was arranged in a similar way to the analysis conducted using the PerkinElmer NexION ICP-MS, except each sample was measured only once. Several blanks were initially measured to ensure that there was a steady baseline, prior to the standard addition calibration. The calibrants for this measurement procedure were prepared in four stages: (1) praseodymium, as the internal standard, was added at the same concentrations as those added to the samples and blanks; (2) aliquots of one sample were added to each of the seven calibrants at concentrations to match the TDS concentrations in the samples (i.e. 10 μg g⁻¹); (3) calibrants were then doped with increasing concentrations of the analytes of interest (at a range from 0 to 10 ng g⁻¹) to cover the likely concentrations in the diluted samples. These analytes were added from either a high concentration stock standard (100 ng g⁻¹), for the more concentrated elements, or a low concentration stock standard (1 ng g⁻¹), for those elements in the pg g⁻¹ range; (4) 2% HNO₃ was added at variable aliquots to dilute each standard to a final volume of 10 mL volume to complete the formation of each calibrate solution.

The samples were then measured in groups of 10 and a new calibration performed after 20 samples. Monitor standards and a quality control were routinely measured throughout the run in a similar fashion and purpose to those measurements made by the FI-ICP-MS, and were sandwiched between the sample groups when a re-calibration wasn’t undertaken.

3. Results and discussion
3.1 Detection limits and signal strength
The method detection limits (MDLs) presented in Table 2 are calculated as three times the standard deviation of a series of instrument blanks (a blank containing the same acid matrix in the samples) and corrected for the sample preparation dilutions (circa 2 × 10⁻² for FI-ICP-MS and circa 1 × 10⁻² for ICP-SFMS). More than ten blanks were measured in both analytical techniques (n = 19 for FI-ICP-MS and n = 13 for ICP-SFMS). The blanks were periodically measured throughout both runs and were bracketed before and after a series of at least five samples or standards.

Preparation blanks were also measured, but their levels were all found to be below detection limit, except for Cu and Pt from FI-ICP-MS, which recorded slight elevations above detection. However, when compared to the working sample concentrations these concentrations were actually very similar to those found from the instrument blank. Also, as the number of replicates of the preparation blanks was constrained by their fixed 15 mL final volume, the number of allowable measurements would have been less than 10. The ability to measure many more blanks from the instrument blanks, and so to capture any deviation in instrument backgrounds, in our view was a better way to measure the detection limit for this study. Additionally, the blank measurements were carefully positioned at timed intervals throughout the analytical runs in order to capture any memory build-up (i.e. straight after a series of standards or samples). Therefore, the detection limit data, in Table 2, will also provide an insight into any contamination build-up, which can be a problem for this suite of elements.

Most qICP-MS instruments, including the PerkinElmer NexION 350, are widely considered to have lower performance characteristics than their high sensitivity and high resolution sector-field counter-parts (e.g. Thermo Finnigan Element 2). However, once coupled with the prepFAST-FIAS, the NexION is able to measure samples with TDS concentrations that exceed the 2000 μg g⁻¹ limit, which opens up the possibility to analyse at significantly lower sample dilutions and therefore benefit from lower method detection limits. In Table 2 the MDLs for the FI-ICP-MS technique are lower for all elements in comparison to those measured by ICP-SFMS, with the exception of Ru, Ga, Pd and Re. In the case of Ga, the formation of 37Cl(16O)₂ and 32S37Cl

| Isotope | Abundance (%) | Potential spectral interferences | MDL FI-ICP-MS (μg g⁻¹) | MDL ICP-SFMS (μg g⁻¹) |
|---------|---------------|---------------------------------|------------------------|-----------------------|
| 52Cr    | 83.8          | 36Ar, 35Cl₁₆O₃⁴H, 40Ar, 37Cl₁₄N⁴H | 0.081                  | 0.088                 |
| 63Cu    | 30.8          | 31P(34O)₂                        | 0.020                  | 0.367                 |
| 65Ga    | 60.1          | 37Cl(24O)₂, 53Cr₁₆O⁴, 32S₃₇Cl   | 0.329                  | 0.068                 |
| 99Ru    | 12.8          | 59Co₅₄Ar, 62Ni₃₇Cl               | 0.117                  | 0.117                 |
| 103Rh   | 100           | 63Cu₄₀Ar, 31P(32Cl)₃            | 0.011                  | 0.078                 |
| 105Pd   | 22.3          | 35Cl₁₄, 63Cu₄₀Ar, 31P(31Cl)₂    | 0.075                  | 0.026                 |
| 181Re   | 37.4          | —                                | 0.002                  | 0.001                 |
| 193Ir   | 62.7          | —                                | 0.017                  | 0.495                 |
| 195Pt   | 33.8          | —                                | 0.003                  | 0.114                 |
| 197Au   | 100           | —                                | 0.051                  | 0.058                 |
are likely candidates to have caused interference on m/z 69, which will account for the high recorded backgrounds and also the raised detection limit for this element, even after the use of He in the cell to achieve reductions in these molecular interferences. Instead of having the samples in a hydrochloric acid matrix, measurements by ICP-SFMS were made in 2% HNO₃. In addition to this the ICP-SFMS was utilised with its high resolution capability to fully separate the analyte signal from the interference, and thus was able to record a much lower MDL for elements such as Ga.

Fig. 1 illustrates the differences found in the detection of the trace elements in the iron meteorites, between the FI-ICP-MS and ICP-SFMS techniques. The chart plots the range and average ratios of the sample concentrations to the method detection limit, which is an indicator for the sensitivity achieved by each method.

From an initial inspection it can be seen that six out of the ten elements (Cr, Cu, Rh, Ir, Pt and Au) have elevated ratios for FI-ICP-MS over ICP-SFMS, which indicates that the signal to background noise is better from measurements by the FI-ICP-MS technique for these elements. Indeed, for Cu, Rh, Ir and Pt the range bars for FI-ICP-MS exceed those reported by ICP-SFMS without any overlap, thus indicating that there is a definite sensitivity advantage by using the FI-ICP-MS approach over ICP-SFMS for these elements. All of the ratios plot with values greater than 10 from measurements by FI-ICP-MS, with the analysis of Au in Henbury, Boxhole and Clark County being the only exceptions, which indicates that most of the data are recorded significantly above detection limit levels.

Values from the ICP-SFMS measurements were only found to better those conducted by FI-ICP-MS for Ga, Pd and Re, which in the case of the former two elements is probably due to the interferences encountered by the FI-ICP-MS (as has just been discussed). Elements that were reported just above detection by ICP-SFMS include Ir and Au. Indeed, in the case of Ir the measurement for Orange River was actually below detection, where the range bar extends down to the minimum value in the graph to indicate this.

From the group of trace elements (Rh, Ir, Pd, Re and Au) all elements, with the exception of Pd and Re report higher ratios by FI-ICP-MS, and as previously discussed Rh and Ir are significantly better. The lowest average ratio from both instruments is found from Au. Although generally found at a higher concentration in iron meteorites than Re, the lower ratio values presented by Au may essentially be a result of its relatively high first ionisation energy (890 kJ mol⁻¹) and the well documented memory problems for this element in the sample introduction system.

From the group of intermediate concentration elements (Cr, Cu, Ga, Ru, Ir and Pt), improved sensitivities were recorded by all from the FI-ICP-MS with the exception of Ga and Ru. Significant advances were made for Ir, Cu and Pt, where average ratios greater than 30 times those made by ICP-SFMS were found for Ir and Pt.

Finally, it is presented in Table 2 that Re, Ir, Pt and Au are not affected by any potential spectral interferences, but as discussed in Section 2.3 were still measured under He KED conditions, rather than no gas (or standard mode). As has been described in Section 2.3, the interference removal capability provided by KED significantly improves the accuracy for many elements, with the only detrimental effect being a reduction in the analyte signal. However, as all of these elements still recorded good detection from the KED mode measurements (as described above and shown in Fig. 1), a sole cell gas mode was selected for
Table 3  Results of the trace element concentrations for the iron meteorites studied (all concentrations in μg g⁻¹)⁶

| Meteorite  | Cr (±2σ)  | Cu (±2σ)  | Ga (±2σ)  | Ru (±2σ)  | Rh (±2σ)  | Pd (±2σ)  | Re (±2σ)  | Ir (±2σ)  | Pt (±2σ)  | Au (±2σ)  |
|------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Bocholé (group IIIAB) |   |   |   |   |   |   |   |   |   |   |
| FI-ICP-MS  | 105 (±20.3) | 165 (±27.0) | 20.7 (±4.35) | 12.2 (±1.58) | 1.72 (±0.19) | 2.29 (±0.28) | 0.75 (±0.11) | 9.73 (±1.22) | 15.8 (±1.67) | 0.48 (±0.037) |
| ICP-SFMS  | 92.9 (±6.98) | 184 (±16.0) | 20.5 (±1.56) | 13.4 (±0.26) | 1.86 (±0.021) | 2.00 (±0.023) | 0.80 (±0.013) | 9.09 (±0.19) | 15.7 (±0.22) | 0.49 (±0.066) |
| Orange River (group IIIAB) |   |   |   |   |   |   |   |   |   |   |
| FI-ICP-MS  | 43.7 (±8.45) | 148 (±24.3) | 23.1 (±4.86) | 4.38 (±0.57) | 1.41 (±0.16) | 3.81 (±0.47) | 0.21 (±0.003) | 0.52 (±0.065) | 6.81 (±0.72) | 1.08 (±0.085) |
| ICP-SFMS  | 40.1 (±3.02) | 156 (±13.6) | 21.6 (±1.64) | 5.73 (±0.11) | 1.47 (±0.016) | 3.06 (±0.035) | 0.037 (±0.001) | <DL — | 6.45 (±0.090) | 0.98 (±0.13) |
| North Chile (group IIAB) |   |   |   |   |   |   |   |   |   |   |
| FI-ICP-MS  | 53.2 (±10.3) | 138 (±22.6) | 69.1 (±14.5) | 20.6 (±2.67) | 2.64 (±0.29) | 1.93 (±0.24) | 0.21 (±0.030) | 4.19 (±0.52) | 27.5 (±2.89) | 0.54 (±0.043) |
| ICP-SFMS  | 46.9 (±3.53) | 142 (±12.4) | 67.2 (±5.11) | 20.3 (±0.40) | 2.74 (±0.031) | 1.77 (±0.020) | 0.22 (±0.004) | 3.56 (±0.076) | 25.7 (±0.36) | 0.35 (±0.047) |
| Henbury (group IIIAB) |   |   |   |   |   |   |   |   |   |   |
| FI-ICP-MS (A) | 130 (±25.1) | 181 (±29.7) | 21.4 (±4.48) | 15.4 (±2.00) | 1.87 (±0.21) | 2.26 (±0.28) | 1.44 (±0.20) | 16.7 (±2.10) | 18.6 (±1.96) | 0.41 (±0.033) |
| FI-ICP-MS (B) | 129 (±24.8) | 179 (±29.2) | 22.0 (±4.62) | 15.5 (±2.01) | 1.84 (±0.20) | 2.27 (±0.28) | 1.41 (±0.20) | 16.5 (±2.06) | 18.4 (±1.94) | 0.41 (±0.032) |
| ICP-SFMS  | 110 (±8.27) | 179 (±15.6) | 20.5 (±1.56) | 15.3 (±0.30) | 1.87 (±0.021) | 1.79 (±0.020) | 1.44 (±0.023) | 14.3 (±0.31) | 17.1 (±0.24) | 0.30 (±0.040) |
| Charcas (group IIIAB) |   |   |   |   |   |   |   |   |   |   |
| FI-ICP-MS  | 80.5 (±15.5) | 167 (±27.3) | 22.3 (±4.68) | 9.59 (±1.24) | 1.67 (±0.18) | 2.72 (±0.33) | 0.15 (±0.021) | 2.68 (±0.34) | 13.0 (±1.37) | 0.58 (±0.046) |
| ICP-SFMS  | 69.9 (±5.26) | 178 (±15.5) | 22.8 (±1.73) | 10.6 (±0.21) | 1.78 (±0.020) | 2.29 (±0.026) | 0.16 (±0.003) | 2.26 (±0.048) | 12.6 (±0.18) | 0.36 (±0.049) |
| Cumpas (group IIIAB) |   |   |   |   |   |   |   |   |   |   |
| FI-ICP-MS  | 30.2 (±5.84) | 170 (±27.9) | 23.8 (±4.99) | 9.08 (±1.17) | 1.71 (±0.19) | 3.08 (±0.38) | 0.24 (±0.034) | 3.79 (±0.47) | 12.9 (±1.35) | 0.70 (±0.055) |
| ICP-SFMS  | 27.0 (±2.03) | 175 (±15.3) | 23.9 (±1.82) | 10.1 (±0.20) | 1.79 (±0.020) | 2.73 (±0.031) | 0.27 (±0.004) | 3.44 (±0.073) | 12.3 (±0.17) | 0.72 (±0.096) |
| Clark County (group IIIF) |   |   |   |   |   |   |   |   |   |   |
| FI-ICP-MS  | 252 (±48.6) | 162 (±26.4) | 8.18 (±1.72) | 8.17 (±1.06) | 1.32 (±0.15) | 2.84 (±0.35) | 0.75 (±0.11) | 9.28 (±1.16) | 11.2 (±1.18) | 0.24 (±0.019) |
| ICP-SFMS  | 231 (±17.3) | 166 (±14.5) | 7.91 (±0.60) | 8.35 (±0.16) | 1.32 (±0.015) | 2.30 (±0.026) | 0.76 (±0.012) | 7.95 (±0.17) | 10.5 (±0.15) | 0.21 (±0.028) |

* All uncertainties are calculated from the repeat measurement of a synthetically prepared monitor standard solution (n = 8 for FI-ICP-MS and n = 6 for ICP-SFMS). <DL indicates below detection limit.
this study. Also, an additional benefit from running only in KED mode was the reduced time required to purge the cell per sample, which ensured that a rapid measurement methodology was maintained.

3.2 Accuracy and precision

3.2.1 Meteorite data analysis. Results obtained from the measurement of the selection of iron meteorites are presented in Table 3. Each value reported from FI-ICP-MS is an average of repeat measurements of a synthetic standard $[n = 8$ for FI-ICP-MS and $n = 6$ for ICP-SFMS)]. Together with the excellent agreement in the Henbury duplicates, this dataset offers significant confidence in support of the preparation method, as in addition to the measurements being conducted at different times, the samples were also prepared on two different occasions. The exception is for Au, which has high variance in values for North Chile and Charcas. As discussed in Section 3.1 this poor agreement may be a result of these values being only marginally above detection.

Table 4 evaluates the repeatability of the measurement of the iron meteorites by the FI-ICP-MS technique. The individual five replicates from the measurement of North Chile are presented, together with a statistical analysis of the replicate data and a comparison to literature values. North Chile was chosen as it is a relatively homogenous meteorite and also has a large quantity of high quality literature data available.

The repeatability is generally very good, where values of the standard deviation are less than 5% for all elements, with the exception of Pd. There is also very good agreement to the literature values for most of the data, especially for Au, Rh, Pd, Ga, Cu and Re, which are all found within 2σ precision. The good comparisons found to the literature are reassuring for this study, especially as most of the cited values were also measured by ICP-MS.

Also, after contrasting data for Au was found from the comparison of the two ICP-MS techniques (as described earlier and shown in Table 3), it is very promising to discover that an excellent agreement was found between the literature data and the FI-ICP-MS measurements for this element (see Table 4).

Indeed, although the concentration of Au found in North Chile from the ICP-SFMS is shown to be nearly 50% lower than the FI-ICP-MS value at 0.35 μg g⁻¹ (see Table 3), the procedure for measurement by this technique and the extra dilutions that ensued, where the samples were diluted by a further two orders of magnitude more than those measured by D'Orazio et al., 2004, make it likely that this measurement is compromised by over-dilution.

Of the elements that do not fall within error of the literature values, Ru and Pt still actually fall within a wider reported literature range, taken from sources cited in D'Orazio et al., 2004. The range is not reported here as, apart from the Cr and Cu data values, it is of value for this study to compare data also obtained from ICP-MS. In addition to this, the variance in the reported trace element concentrations of iron meteorites may reflect their heterogeneous nature and not necessarily poor performance by the analytical technique. Although North Chile is considered to be more homogenous than many counter-part iron meteorites, it still doesn't provide the ideal assessment of accuracy that a certified reference material would provide.

3.2.2 Synthetic meteorite data analysis. In order to assess performance of the FI-ICP-MS technique to measure iron meteorites at low dilutions, three synthetic solutions were prepared at a TDS of approximately 5000 μg g⁻¹, to match those levels in the samples. Contributions of the major matrix metals present in iron meteorites were added into all three solutions, together with doped additions of the trace elements, at a zero addition (no dope), low concentration addition (low dope) and high concentration addition (high dope). The proportions of the major elements are similar to an average iron meteorite, and their concentrations are presented in the upper bold section of Table 5. The concentrations of the doped trace elements,

| Element | FI-ICP-MS | Literature |
|---------|-----------|------------|
| Cr      | 134       | 65.7       |
| Cu      | 20.4      | 17.6       |
| Ga      | 2.64      | 2.50       |
| Ru      | 1.79      | 1.75       |
| Rh      | 0.205     | 0.207      |
| Pd      | 4.00      | 3.20       |
| Re      | 26.5      | 24.2       |
| Ir      | 0.557     | 0.555      |
| Pt      | 0.058     | 0.057      |
| Au      | 27.2      | 27.3       |

Table 4: Replicate data from the FI-ICP-MS measurements of North Chile (all concentrations in μg g⁻¹)\(^\text{a}\)

\(^{a}\) Those data from D’Orazio et al., 2004 (ref. 20) were measured by ICP-MS. Those data from Lovering et al., 1967 (ref. 30) and Moore et al., 1969 (ref. 31) were determined spectrographically.
formed in the ‘low dope’ and ‘high dope’ solutions are also shown in Table 5 within the lower section. Although all of the trace elements were doped into both the ‘high’ and ‘low’ doped solutions, those trace elements that were primarily doped for the high doped solution include the transition elements Cr, Cu and Ga, together with the PGEs; Pt and Ru. Those doped primarily for the low doped solution include Re, Ir, Rh, Au and Pd.

The additions of the matrix and trace elements into these solutions were made from Merck Certipur 1000 ppm ICP standards, with the exception of Fe, which was dissolved and added from an iron-hydrate nitrate solid (Alpha Aesar, Puratronic Iron III Nitrate Hydrate, 99.999%, lot. number 10191822). The added reagents were evaporated to dryness on a hotplate and then redissolved into 4% HCl, to mimic the matrix acid of the samples.

The results gained from the measurement of these solutions are shown in Fig. 2, which presents scatter plots of the recorded concentrations (those that are similar to an average iron meteorite) versus the theoretical values. Table 6 presents the results for each replicate that were measured as part of the investigation, together with statistical data of the precision (2 × RSD%) from the seven replicates) and accuracy for the entire dataset.

In Fig. 2a, linear 1:1 lines with propagated ±5%, ±10% and ±20% absolute error lines are included. Error bars are also shown for each data point, which denote 2σ precision calculated from the seven measurements of each doped solution. Fig. 2a highlights the entire data plot but due to their significant concentrations only the results for the high concentration transition elements (Cu, Cr and Ga) are clearly visible. Each of these elements are found with precision values less than 10% (values shown in Table 6), and for Cr and Ga the average values are well within ±5% absolute error. Copper also has a similar precision to Cr, with a value that is just below 5% (see Table 6), but records a higher uncertainty, which can be seen in Fig. 2, where the average value just plots outside ±10% error. Fig. 2b is

Table 5 Major element and trace element concentrations in the synthetic iron meteorite solutions

| Synthetic solution 1 | Synthetic solution 2 | Synthetic solution 3 |
|----------------------|----------------------|----------------------|
| No dope (just matrix metals) | Low dope | High dope |
| Fe 5000 µg g⁻¹ | 5000 µg g⁻¹ | 5000 µg g⁻¹ |
| Ni 400 µg g⁻¹ | 400 µg g⁻¹ | 400 µg g⁻¹ |
| Co 25 µg g⁻¹ | 25 µg g⁻¹ | 25 µg g⁻¹ |
| P 10 µg g⁻¹ | 10 µg g⁻¹ | 10 µg g⁻¹ |
| S 35 µg g⁻¹ | 35 µg g⁻¹ | 35 µg g⁻¹ |
| Cr — | 5 ng g⁻¹ | 1000 ng g⁻¹ |
| Cu — | 5 ng g⁻¹ | 1000 ng g⁻¹ |
| Ga — | 5 ng g⁻¹ | 1000 ng g⁻¹ |
| Ru — | 10 ng g⁻¹ | 100 ng g⁻¹ |
| Rh — | 10 ng g⁻¹ | 100 ng g⁻¹ |
| Pd — | 10 ng g⁻¹ | 100 ng g⁻¹ |
| Re — | 5 ng g⁻¹ | 100 ng g⁻¹ |
| Ir — | 10 ng g⁻¹ | 100 ng g⁻¹ |
| Pt — | 10 ng g⁻¹ | 100 ng g⁻¹ |
| Au — | 10 ng g⁻¹ | 100 ng g⁻¹ |

Fig. 2 Measured versus theoretical trace element concentrations from the synthetic meteorites (a). Total plot: especially examines intermediate dope transition elements (b). Zoomed image of blue shaded square in (a), to highlight the intermediate dope PGEs (c). Zoomed image of red shaded square in (b), to highlight low dope PGEs and Re.
Table 6 Replicate data from the synthetic meteorite measurements, including precision and accuracy analysis (ng g⁻¹)

|                | Cr   | Cu   | Ga   | Ru   | Rh   | Pd   | Re   | Ir   | Pt   | Au   |
|----------------|------|------|------|------|------|------|------|------|------|------|
| Low spike      |      |      |      |      |      |      |      |      |      |      |
| Replicate 1    | 5.44 | 6.24 | 4.66 | 9.02 | 8.83 | 8.23 | 4.62 | 9.47 | 8.88 | 9.02 |
| Replicate 2    | 4.81 | 4.52 | 3.46 | 9.32 | 8.79 | 8.07 | 4.81 | 9.44 | 8.52 | 8.04 |
| Replicate 3    | 6.10 | 6.03 | 3.91 | 9.89 | 9.17 | 7.92 | 4.83 | 9.32 | 9.02 | 8.27 |
| Replicate 4    | 5.24 | 5.54 | 3.65 | 8.64 | 8.51 | 8.11 | 4.69 | 9.14 | 8.95 | 8.24 |
| Replicate 5    | 4.16 | 6.66 | 3.40 | 8.94 | 8.55 | 7.66 | 4.85 | 9.36 | 8.53 | 8.28 |
| Replicate 6    | 5.94 | 6.15 | 3.93 | 9.32 | 8.87 | 8.49 | 4.59 | 9.51 | 8.55 | 8.76 |
| Replicate 7    | 5.60 | 5.12 | 3.81 | 8.93 | 8.75 | 8.00 | 4.88 | 9.46 | 8.68 | 8.59 |
| Average        | 5.33 | 5.75 | 3.83 | 9.15 | 8.78 | 8.07 | 4.75 | 9.38 | 8.73 | 8.46 |
| Theoretical value | 4.86 | 4.82 | 4.84 | 9.71 | 9.58 | 9.69 | 4.72 | 9.70 | 9.73 | 9.78 |
| 2 × RSD %      | 25.2 | 25.6 | 21.9 | 8.82 | 4.99 | 6.40 | 5.04 | 2.70 | 4.87 | 8.14 |
| Accuracy%      | 9.67 | 19.2 | 20.8 | 5.75 | 8.32 | 16.7 | 0.77 | 3.24 | 10.21 | 13.5 |
| High spike     |      |      |      |      |      |      |      |      |      |      |
| Replicate 1    | 941  | 855  | 920  | 95.1 | 0.95 | 85.1 | 91.8 | 94.1 | 90.1 | 85.2 |
| Replicate 2    | 959  | 861  | 954  | 95.4 | 0.97 | 86.8 | 95.0 | 94.8 | 90.2 | 88.3 |
| Replicate 3    | 929  | 843  | 906  | 87.3 | 0.93 | 85.5 | 91.4 | 93.4 | 87.4 | 84.6 |
| Replicate 4    | 965  | 874  | 970  | 95.5 | 1.19 | 89.5 | 94.6 | 96.6 | 91.9 | 88.9 |
| Replicate 5    | 1000 | 898  | 1005 | 91.1 | 1.00 | 90.1 | 96.5 | 99.7 | 92.5 | 93.0 |
| Replicate 6    | 928  | 834  | 921  | 90.7 | 1.02 | 82.3 | 88.9 | 91.2 | 86.2 | 84.9 |
| Replicate 7    | 933  | 856  | 938  | 91.5 | 0.93 | 87.3 | 91.9 | 95.1 | 88.7 | 86.6 |
| Average        | 951  | 860  | 945  | 92.4 | 1.00 | 86.7 | 92.9 | 95.0 | 89.6 | 87.4 |
| Theoretical value | 969  | 963  | 966  | 96.6 | 97.1 | 96.4 | 94.2 | 98.0 | 96.8 | 97.3 |
| 2 × RSD %      | 5.33 | 4.86 | 7.28 | 6.72 | 10.23| 7.44 | 3.08 | 7.44 | 10.23| 13.5 |
| Accuracy%      | 1.89 | 10.68| 2.16 | 4.38 | 98.97| 10.11| 1.36 | 3.08 | 7.44 | 10.23|

a Values in italic are data recorded in excess of those reported for the synthetic meteorite analysis and also plotted in Fig. 2.

a A zoomed plot from the lower blue region of Fig. 2a, which especially highlights the intermediate PGEs. In the plot Ru and Ir form a pair which present excellent accuracy, where their average values plot within the 5% margin. The replicate data in Table 6 also illustrates the high levels of precision that were achieved for these elements, where all values were found to be less than 10%. Fig. 2c is a zoomed plot from the red region in Fig. 2b and focusses on the low concentration doped PGEs. As Ir shows variable concentrations in iron meteorites it has been duplicated at this level and again shows excellent agreement. Also, its precision value, of 2.70% (see Table 6) is actually better than that recorded from the high doped solution. Additionally, the Re results from both solutions. Additionally, the Re results from both solutions also dictate similar attributes to those reported by Ir, where good performance is exhibited at low concentrations as well as high. Coupled to these findings, and similarly to the results found from many of the other trace siderophiles, Re also presents a good agreement to the literature value from the North Chile meteorite (see Table 4).

A concluding observation from this experiment is an outlier that was found from the data received for Rh from the high doped solution. Although good data was received from the low doped solution, which is the relevant concentration for the measurement of iron meteorites in this study, very poor recoveries and precision were received in the high doped solution. It is unclear why this occurred, but it is likely to be a preparation error rather than an instrumental issue.
However, taking this outlier aside, these measurements have successfully been used to test the accuracy and precision of this technique, and in evaluation promote the capability of this FI-ICP-MS technique to measure elements with very low concentrations in a challenging, high matrix sample type to a high degree of performance.

3.3 Robustness

3.3.1 Intra-run robustness: internal standard signal suppression. The effects caused by excess matrix ions on the plasma performance and the instrument sample introduction system can be monitored from the intensity data recorded from the internal standards. Fig. 3 illustrates scatter plots of the internal standard recoveries gained from: (a) ICP-SFMS and (b) FI-ICP-MS measurements. The plotted data was calculated from the raw cps values and were calculated by the following equation:

\[
\text{Internal standard (IS) recovery} = \frac{\text{Intensity of IS in the sample, standard or blank (cps)}}{\text{Intensity of IS in the first blank (cps)}} \times 100\%
\]

Even though the samples and standards from the ICP-SFMS analysis contained a TDS of only 10 \(\mu\)g \(\text{g}^{-1}\), a clear reduction in the internal standard intensity is seen (see Fig. 3a). As this analysis was calibrated by the method of standard additions, the blanks were the only solutions that were measured with a negligible TDS. Intriguingly, the internal standard intensities from the blanks actually have lower values relative to their neighbouring samples or standards. An important interpretation from this observation, and more especially as the signal does not return to values at or near to 100%, is that the instrument sample introduction system has suffered from significant matrix deposition onto its components. Fig. 3a illustrates this clearly, where the instrument response is shown to decrease by more than 20% over the course of the run. Additionally this highlights the extra impact that iron, as the near sole TDS contributor, has on the instrument system, given that the TDS levels in the samples measured by ICP-SFMS are 200 times lower than the generally accepted TDS limit.

In contrast to the ICP-SFMS profile, the FI-ICP-MS internal standard recovery profile (see Fig. 3b) has a clear definition between the blanks and the high matrix sample solutions. As illustrated by the blue markers in the plot, all of the blank (or standard) measurements, apart from a couple of excursions, have internal standard signals that return back to values recorded from the first blank. This clearly highlights that the instrument system is robust to the sample matrix and that it was never over-loaded with the high TDS concentrations. The divergence in the internal standard recoveries between the samples and the blanks indicates that the sample matrix is causing suppression on the plasma, however each measured element has been carefully paired with an internal standard that best fits with their mass and first ionisation potential, in order that this suppression is normalised effectively. This has been proved from the good accuracy and precision data gained from the tests on the synthetic meteorites, as discussed previously in Section 3.2.2.

The standards used for calibration of the FI-ICP-MS were prepared inline by the Elemental Scientific prepFAST system from two stock solutions and were diluted in only the 4% HCl diluent, together with an addition of the internal standard. The
excellent agreement of the data collated from the FI-ICP-MS and ICP-SFMS measurements (presented in Table 3) highlights the capability of the flow injection system to operate robustly without the need to matrix match standards or to apply matrix ‘conditioning’ to the sample introduction system. This is unlike interpretations made by Wang et al., 2016, who also measured iron meteorites by ICP-MS using external standard calibrations, but instead found that correct matrix-matching of the standards was key to obtaining results of high accuracy.

3.3.2 Inter-run robustness. Long-term reproducibility of QC standards from FI-ICP-MS Table S3 in ESI presents the QC data collected from analyses in November 2017 and February 2018. The QC standard was prepared from a separate standard source to the calibration standards (details found in the method section) and was diluted from stock solutions by the Elemental Scientific prepFAST to 50 ng mL⁻¹ for all of the runs. All of the data present good long-term precision, where relative standard deviation values of less than 5% are found for Rh, Pd, Re, Ir and Pt. The long-term average illustrates excellent accuracy, where all elements are well within 5% of their theoretical values, with the exception of Rh, which is only slightly higher. Although the QC has concentrations for some elements that are higher than those found in the meteorite, for example Au, Rh, Pd and Re, this dataset is useful to present the long-term robustness of the FI-ICP-MS technique for this study.

4. Conclusions

The data compiled from the measurements of the iron meteorites by both FI-ICP-MS and ICP-SFMS provide very good agreement for most elements. Although the agreement is not as strong for Au, which generally has a lower concentration than many of the other elements studied, the FI-ICP-MS replicate data from North Chile present excellent agreement to the literature for this element. This indicates the excellent capability of the FI-ICP-MS technique to detect and measure trace elements with a high degree of accuracy. In addition to this the precision and agreement of all of the other elements from the North Chile replicates to literature values were also very good, where relative standard deviations for most elements were less than 5%.

To the best of our knowledge the measurement of trace elements by ICP-MS has not been conducted before on iron meteorite sample solutions at TDS concentrations that exceed the generally accepted 2000 µg g⁻¹ limit. In this study the FI-ICP-MS technique was tested for its capability to measure the prepared samples at a TDS concentration of 5000 µg g⁻¹. The lower dilutions enabled the FI-ICP-MS to record lower MDLs for all but four elements measured in this study, in comparison to those gained by the highly sensitive ICP-SFMS, and also gain much higher signal to detection limit ratios (for those elements with a lower MDL). In addition to this, data from the measurement of the synthetic iron meteorites confirm the ability of the FI-ICP-MS technique to measure all of the elements studied to a good degree of accuracy and precision, and without the matrix effects described by Wang et al., 2016 (ref. 17) and D’Orazio and Folco, 2003. This further confirms the powerful capability of this technique to measure trace elements accurately and precisely in challenging, high matrix-containing samples.

Also, the robustness of both measurement techniques were investigated thoroughly. Intra-run robustness, plotted from the internal standard recoveries illustrates very different profiles between the analytical techniques. Even though the TDS concentrations were significantly lower than the generally accepted limit for ICP-MS, the profile from the ICP-SFMS analysis shows that the instrument suffered from the negative impacts of analytical drift, caused by contamination build-up in the sample introduction system. In contrast the profile for the FI-ICP-MS results does not present any sign of analytical drift and the consistently high recovery values for the blank solutions indicate that the plasma was never over-loaded. Also, quality control data collated from the FI-ICP-MS technique over four separate sessions, using the same sample introduction components, show a high degree of repeatability. As this ICP-MS instrument never became over-loaded with the high matrix concentrations, these measured values provide confidence that the instrument system can be operated for a number of sessions without the concern of analytical drift.

Finally, the successful development of the flow injection ICP-MS method in this study to measure trace elements at high TDS concentrations in iron meteorites now provides the opportunity to employ this technique for other applications. Indeed, the same technique has also recently, successfully reported multi-elements for a bio-geochemistry study, but its capabilities could also be demonstrated with other sample types for other research or industrial applications, where trace element analyses in high TDS concentrations or challenging sample matrices are required.
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