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ABSTRACT

Existing Deep Learning frameworks exclusively use either Parameter Server (PS) approach or MPI parallelism. In this paper, we discuss the drawbacks of such approaches and propose a generic framework supporting both PS and MPI programming paradigms, co-existing at the same time. The key advantage of the new model is to embed the scaling benefits of MPI parallelism into the loosely coupled PS task model. Apart from providing a practical usage model of MPI in cloud, such framework allows for novel communication avoiding algorithms that do parameter averaging in Stochastic Gradient Descent (SGD) approaches. We show how MPI and PS models can synergistically apply algorithms such as Elastic SGD to improve the rate of convergence against existing approaches. These new algorithms directly help scaling SGD clusterwide. Further, we also optimize the critical component of the framework, namely global aggregation or allreduce using a novel concept of tensor collectives. These treat a group of vectors on a node as a single object allowing for the existing single vector algorithms to be directly applicable. We back our claims with sufficient empirical evidence using large scale ImageNet 1K data. Our framework is built upon MXNET but the design is generic and can be adapted to other popular DL infrastructures.
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1 INTRODUCTION

As Deep Learning (DL) continues its dominance in a multitude of disciplines such as Image Classification, Speech Recognition and Natural Language Processing, the need for DL systems of scale to reduce training times gains utmost importance. With scientists exploring newer and scalable algorithms, innovation in DL infrastructure and frameworks is critical to realize their potential on massively large supercomputers. For example, clusters of GPUs interconnected by high performance networks are being deployed and a major emphasis is on cloud to lower costs [2, 3, 6, 8]. Also, future generation machines such as Sierra and Summit[1] would deploy thousands of nodes featuring IBM Power9 processors with multiple NVIDIA Volta GPUs per node interconnected by fast InfiniBand networks.

Almost all of the existing DL frameworks adopt either a Parameter Server (PS) approach or use MPI parallelism to scale DL algorithms. MXNET [14], TensorFlow [19] use PS. CNTK [4], Caffe [12, 20, 28] use MPI parallelism. The core computation done in these algorithms is a parallel Stochastic Gradient Descent or SGD. In the loosely coupled task model of PS approach, parallel SGD faces issues such as network hot-spots and slow convergence due to parameter staleness at scale. However, it is ubiquitous in cloud computing as it is inherently fault tolerant and elastic. On the other hand, MPI has been proven to deliver performance at scale but lacks a good fault-tolerant support, though ULFM [18] and its implementations [22, 23, 37], are promising steps in this direction. Also, dynamic sizing of MPI jobs poses several constraints [13]. Both represent opposite ends of the programming space and considerable efficiencies can be achieved by using both at the same time.
Further, as number of workers doing parallel SGD increase, the algorithm and the system imposes a restriction on how much scaling is permissible without degrading the performance of the algorithm. For example, one of the important parameter of the SGD is the mini-batch size which cannot be indefinitely increased due to drop in the accuracy [21, 35] and reduced parallel efficiencies due to increasing communication costs [30]. Hence, a very important and pertinent question to ask is are the existing DL frameworks suitable for cluster wide scaling?

A crucial step for performance in SGD is the aggregation of gradient or parameter vectors of the model from each GPU and across the nodes. With the architectures offering new CPU, GPU topologies interconnected by high bandwidth networks such as NVLINK[1] can the existing collective algorithms operating on one vector per worker still apply?

In this paper, we focus on these issues. In particular,

1) We design, implement, evaluate a MXNET based framework supporting both PS and MPI parallelism at the same time by embedding MPI based collective primitives in the computation graph. The central idea is to make an independent MPI_COMM_WORLD job client to the PS. The number of clients is tunable, offering knobs for a smooth transition from PS on one end to pure MPI on the other end. This generic design offers flexibility to work with a variety of algorithms across traditional HPC and cloud based infrastructures.

2) Using large scale ImageNet 1K [47] we demonstrate the key benefits of our approach, namely better scaling by reducing network contention and alleviating parameter staleness. The new model allows this by reducing number of clients and instead scaling each client. Compared to the default PS approach, our method improves the time per epoch by six times and also improves the rate of convergence at the same time.

3) We design a new MPI Elastic SGD algorithm allowing synchronous SGD methods within a MPI communicator and asynchronous lazy update of parameters outside. This allows new opportunities for scaling DL algorithms cluster wide. On the ImageNet we show more than 2X improvement in rate of convergence compared to all the major approaches of parallel SGD.

4) We demonstrate a new class of multi-node tensor collectives. The central idea used in these primitives is to design collective operations around a GPU tensor per worker instead of a single vector per GPU. Using our optimizations, we arrive at validation accuracies over 0.72 for the complete ImageNet 1K training on a IBM Minsky cluster [9].

We now describe the SGD optimization method, the fundamental numerical gradient optimization used in almost all the popular frameworks.

## 2 SGD

In this section, we explain the major issues in parallel and distributed SGD. This motivates the need for appropriate MPI adaptations of these algorithms for scaling.

### 2.1 Mini-Batch SGD

In a mini-batch SGD, the entire data is divided into several mini-batches, collectively known as the “epoch”. The computation iterates over the epoch, one mini-batch at a time. The model parameters at iteration $t$, $w_t$ are updated by an increment $\Delta w$ to get the parameters for the next iteration.

$$w_{t+1} = w_t + \Delta w$$  \hspace{1cm} (1)

$\Delta w$ is computed as $\Delta w = -\eta g$, where $g$ is the gradient, $\eta$ is a hyper parameter called as the learning rate. For the deep learning models, the model parameters and gradients are associated with the different network links across the layers. The gradients are obtained after doing a forward pass and then an auto-differentiation in the backward step. The final gradient, $g$ is the average of all the gradients obtained from the data samples in a mini-batch. Also, since the gradients are obtained as soon as a backward step for a layer is computed, these can be aggregated in parallel with the backward phase of the previous layer for parallel SGD described below.

### 2.2 Parallel SGD

In parallel SGD[39, 44, 46], each worker processes an independent portion of the data set. The many versions of the parallel SGDs differ in the manner gradients and parameters are computed and how the mini-batches are constructed. In parallel synchronous SGD, the mini-batch is divided across all the workers and all workers wait for global average of locally computed gradients, $g$ before computing the next set of parameters, $w_{t+1}$, equation 1. In asynchronous form, each worker gets a separate mini-batch and doesn’t aggregate gradients from other workers. After every iteration, it interacts with a PS only to push the locally computed averaged gradient, $g$ and pull the latest parameters,$w_{t+1}$ for their next mini-batch [31]. Please note that we use PS interchangeably to mean the model and also refer to the parameter servers of the framework.

New algorithms such as Elastic Averaging[48], Federated Averaging [40] allow further decoupling with the PS. In stead of interacting with PS after every iteration, they compute the weights locally and use PS to lazily compute the average of weights $w_t$ rather than gradients for the next mini-batch. For elastic averaging, the PS stores an additional set of model weights called as center variables, $\hat{w}$. The update 2 is done on the server and 3 is done on the client. $\alpha$ is another hyper parameter, like the learning rate of SGD, passed to the algorithm.

$$\hat{w}_{t+1} = \hat{w}_t + \alpha \ast (w_t - \hat{w}_t)$$ \hspace{1cm} (2)

$$w_{t+1} = w_t - \alpha \ast (w_t - \hat{w}_t)$$ \hspace{1cm} (3)
2.3 Issues with Parallel SGD

We now explain the different issues with parallel SGDs.

**Network Contention:** One of the major issues faced with Synchronous SGD is the network hot spot as a single incoming link to a server is shared across multiple workers [27]. As the PS model scales, using multiple servers alleviates the contention at the server side. However, the number of workers still poses a challenge. In Fire-Caffe [33], a hierarchical tree approach is used to aggregate the gradients from the workers. However, these approaches do not utilize all the underlying communication links and are heavily dependent on the network topology of the machine. Instead, MPI solves the problem by deploying state-of-the-art parallel algorithms which can adapt to any underlying topology. Thus, grouping workers into logical MPI cliques as shown in figure 1 significantly resolves contention on PS.

**Parameter Staleness:** As the number of workers increases, asynchronous forms of SGD face the issue of staleness [25, 49], which inhibit a fast rate of convergence. Grouping workers into MPI clients potentially offers two immediate advantages: a) It reduces the variance of the gradient updates by effectively increasing the mini_batch_size [24]. In [42], the number of iterations to converge is halved as the mini_batch_size is doubled. b) reduces total number of workers. Depending on the algorithm and the distribution of data, one or both the factors improve the rate. For example, the MPI elastic averaging algorithms studied in this paper benefit from both. Such models offer potential to scale to a full scale machine comprising of thousands of GPUs.

**Memory Pressure and Batch Size:** One of the main issues in the implementation of DL systems is memory pressure [29, 45], which keeps growing as the number of levels of the network increase. This restricts the choice of batch size of a DL worker to smaller values as the total memory per worker is dictated by the hardware. There are inefficiencies using smaller batch sizes. Grouping workers to larger batches should improve performance as long as the batch sizes falls within algorithmic stipulated limits. Moreover, the new framework also allows the flexibility to decouple dependency between the model mini batch size and memory limits per worker, allowing for a possibility of porting models across different hardware architectures.

We come up with a general framework using MPI and PS that addresses these challenges. The existing approaches have either dealt with one or another but to the best of our knowledge, there is no architecture that addresses all of these in a holistic fashion. We use MXNET to demonstrate the new model but the design proposed is flexible and can be adapted to different architectures. MXNET [14] framework, deployed by Amazon in the cloud, is actively developed providing convenient abstractions at many higher level languages [26, 38].

3 DL USING MXNET

MXNET uses a declarative computation graph to express the different computations of the DL network and an imperative KVStore to allow for parallelization of deep learning models.

3.1 Computation Graph and Execution Model

A declarative model expresses the neural network computation as a graph with all the data flow dependencies. The computation is not immediately executed but rather optimized for efficiency in memory usage and runtime. Internally, a dependency engine tracks all the operations that can be executed in parallel using the data flow graph. The MXNET dependency engine is generic and can schedule any operation, provided it is tagged with explicit read and write dependencies, shown below. An operation like \( a = b + 1 \) can be performed by constructing the following lambda function and pushing to the engine:

\[
\text{Engine.push}(\lambda: a.data=b.data+1, \text{read}=[b.tag], \text{mutate}=[a.tag]).
\]

As we describe in the next section, these lambda functions become key constructs to offload MPI communications and integrate into the data flow graph.

3.2 KVStore based Aggregation

The network parameter and the gradients are expressed as multi-dimensional tensors, implemented as *ndarrays* in MXNET. Being a data parallel model, the data for a worker is further split across all local GPUs. Hence, there are \( N \) such tensors per worker, one per GPU and \( N \) GPUs per worker. As described in 2, parallel SGD needs to aggregate gradients across all the GPUs before taking the next step. A similar global aggregation needs to be done across all the workers for solving a synchronous SGD.

The KVStore API provides access to a distributed \(<key, value>\) at the PS. For every mini-batch, the worker computes relevant local updates about the model and uses the KVStore Push and Pull API to synchronize them to a globally visible set of model variables at PS. Both primitives take a list of keys and list of values. The python snippet in figure 2 illustrates the semantics of the operation. As shown in the figure, three keys are initialized in the KVStore to tensors of a default shape and value (line 2). In the DL algorithm, these keys would correspond to the model weights and initialized to random values using a given distribution. A tensor list is a succinct representation of the tensors across each level, identified by the key and also one from each GPU of the worker(line4). The push operation (line 6) first locally aggregates all the tensors of the same key before pushing to the distributed KVStore. The pull fetches the tensor from the KVStore server corresponding to the given key and copies it to all relevant tensors in tensorlist (line 7). The KVStore API also permits remotely configuring the server to use different SGD optimizations like momentum.
4 KVSTORE-MPI FRAMEWORK

The basic idea to make the MPI and PS model co-exist is to design a hybrid KVStore-MPI framework extending the existing set of KVStore APIs discussed earlier. In this section we discuss the various design issues to realize the model shown in Figure 1 using this new framework.

4.1 MPI+PS System Architecture

4.1.1 Namespaces. Each worker in the integrated model has identities in two independent namespaces: PS and MPI. In order to do aggregation operations across the workers belonging to the same client, the worker invokes the MPI call using its MPI rank. For PS updates, it uses its unique name and rank in the PS namespace. In MXNET, each task is either a scheduler, server or a worker as shown in the figure. In the PS namespace, the scheduler is connected to all the workers and the servers. And each worker is connected to all the servers. MPI Communicators on the other hand are created only among the workers belonging to the same client. We explain how a client is constructed below.

4.1.2 Job Launch. We use IBM’s LSF [10] administered cluster as our underlying core infrastructure. A launcher is executed on the front end node of the cluster and specified the following parameters: #workers, #servers and #clients. The launcher computes the number of workers in each client using this information. It always launches a MXNET scheduler task first as it listens for all the incoming connections from workers and servers. The address of the scheduler and port information is broadcasted to all tasks via the launcher when it spawns them so that connections between the workers and servers can be established. The launcher uses LSF’s bsub command to launch each client as a separate job. In our case, each of these jobs start using mpirun. LSF transparently manages what hosts to pick the job. Further, #servers can be tunable, with #servers equal to zero for pure MPI jobs.

4.2 Embedding MPI in the Computation Graph

Except for creation of KVStore, all the other API calls use C++11 lambda functions to "offload" MPI communication to the dependency engine thread in a manner similar to as shown in section 3. The operations are enqueued in order to avoid deadlocks.

4.2.1 KVStore.create("type"). MPI version of KVStore is constructed by passing appropriate type to the function. Apart from the existing synchronous and asynchronous version supported by MXNET, the additional types would be Synchronous-MPI and Asynchronous-MPI. We provide more details in the following section on how these are used. For MPI, all the workers call MPI_Init() to create their own MPI_COMM_WORLD and become a single MPI
4.2.2 KVStore.push(key, src_tensor_list). In this call, all the workers with rank 0 act as the masters that communicate with the server. In the Push API, tensor allreduce is first used to aggregate the gradients across the workers in its communicator. The master then uses the native MXNET C++11 call, ZPush to push the result to the server. The entire operation is coded as a lambda function and pushed to the engine, along with the necessary read dependencies shown in Figure 4. In [20], the authors also use threaded progress to overlap computation and communication. Their approach is specific to the implementation and doesn’t use dependency tracking.

```cpp
class WorkerGroup
{
public:
    void push_to_servers(auto key, vals) {
        al lreduce (vals.data, vals.len, vals.type, comm);
        if (mpi_rank == 0) ZPush(key, vals.data, vals.len, NULL);
    }
    void pull_from_servers(auto key, vals) {
        if (mpi_rank == 0) ZPull(key, vals.data, vals.len, NULL);
        else bcast(vals.data, vals.len, vals.type, 0, comm));
    }
};
```

5 KVSTORE-MPI DISTRIBUTED ALGORITHMS

In this section, we show python pseudo codes that each worker in a mpi client executes in the new framework for the three main algorithms discussed in section 2.

Synchronous SGD(SGD): In MXNET, each worker is assigned a set of data batches, each with a fixed batch_size which it iterates on. The batch_size is a scheduling unit of MXNET and is different from the mini_batch_size of the algorithm. As shown in figure 6, the executor offloads the declarative computation graph to the engines on line 4. The Push and Pull integrate into this engine by explicitly mentioning the dependencies for scheduling as shown in the previous section. In the default PS, the servers aggregate all the gradients issued by the worker. However, using MPI the gradients are first aggregated in the respective clients before being pushed to the servers. The mini_batch_size for synchronous SGD, is num_workers * batch_size (line 10). For the pure MPI mode, without servers, the Push and Pull calls are replaced by the new PushPull API and optimized using tensor allreduce.

Asynchronous SGD(ASGD): In this method, the MPI Client executes the asynchronous SGD algorithm and updates the parameter values as shown in Figure 7. The specific optimization function is shipped to the server on line 2 along with the scaling associated with the mini_batch_size. In the MPI version, this is equal to num_workers_per_client *
Executor.ValidationAccuracy(test_batch)

SGD.Update(net.params, net.grads, rescale =1/mini_batch_size)

Elastic2. (net.params[key], net.centers[key], rescale =alpha)

Kvstore.Push(key, net.params[key])

Executor.ValidationAccuracy(test_batch)

for epoch in range(num_epochs):
    for batch in train_data:
        Executor. Forward_backward(net.symbol, net.params,
                                  net.grads, batch)
    for key in range(num_tensors):
        Kvstore.Pull(key, net.grads[key])
        SGD.Update(net.params, net.grads,
                   rescale =1/mini_batch_size)
    Executor.ValidationAccuracy(test_batch)

Figure 6

batch_size. The client pushes the locally computed gradients within the communicator and pulls back the new parameter values after the server has finished updating them.

Kvstore.Create("Synchronous−MPI")
Kvstore.set_optimizer(SGD, rescale=1/mini_batch_size)
for epoch in range(num_epochs):
    for batch in train_data:
        Executor. Forward_backward(net.symbol, net.params,
                                  net.grads, batch)
    for key in range(num_tensors):
        Kvstore.Push(key, net.grads[key])
        Kvstore.Pull(key, net.params[key])
    SGD.Update(net.params, net.grads,
               rescale =1/mini_batch_size)
    Executor.ValidationAccuracy(test_batch)

Figure 7

Kvstore.Create("Asynchronous−MPI")
Kvstore.set_optimizer(Elastic1, rescale =alpha)
iter = 0
for epoch in range(num_epochs):
    for batch in train_data:
        Executor. Forward_backward(net.symbol, net.params,
                                  net.grads, batch)
    for key in range(num_tensors):
        if (iter % INTERVAL == 0):
            Kvstore.Push(key, net.params[key])
            Kvstore.Pull(key, net.centers[key])
            Elastic2. (net.params[key], net.centers[key], rescale =alpha)
            SGD.Update(net.params, net.grads, rescale =1/mini_batch_size)
        iter = iter + 1
    Executor.ValidationAccuracy(test_batch)

Figure 8

Asynchronous Elastic SGD(ESGD): As shown in Figure 8, the MPI client computes SGD within its communicator. The model parameters are pushed/pulled from the server after a certain number of iterations using elastic averaging discussed in section 2.2. Elastic1 is done by the server based on equation 2 and it updates the center variables. The second equation 3 is done by the MPI client using Elastic2 updating its local model parameters. It is shown in the steps 2 and 12 respectively in the figure. In our experiments, the INTERVAL is set to 64. The mini_batch_size is equal to num_workers_per_client * batch_size.

6 TENSOR COLLECTIVES

In this section, we describe the design of tensor allreduce that is exclusively used to aggregate gradients from the GPUs across the cluster.

6.1 Tensor Operations

We define a tensor to be a grouping of vectors, one from each GPU such that communication operations within a tensor are extremely fast and are expected to scale well as more vectors are added. This is possible because of the growing bandwidths of NVLINK interconnecting the GPUs and launching cuda kernels directly on the GPUs for doing the operation. For example, the widely used NCCL exclusively uses special kernels to do all the different kinds of operations within the tensor, important being reduce, allreduce, bcast and reduce-scatter. Moreover, for multi-node collectives, thinking about group of vectors as a single unit allows applying several well known collective algorithms that have been used only on one vector at a time.

This is especially true on the IBM Minsky machines. Figure 10 shows the architecture of a Minsky node. Each node consists of two sockets and is directly connected to two NVIDIA P100 Pascal GPUs with independent NVLINK links. The two GPUs are also directly connected to each other using another NVLINK. Essentially, the CPU and the two GPUs in a socket form a 3-clique. Future machines would also allow for a 4-clique configuration where all the compute elements are directly connected to each other using NVLINK. We exploit this property to simultaneously operate on vectors from each GPU, collectively a tensor.

6.2 Bucket Algorithms

One of the popular choice for designing bandwidth optimized large message collectives is to use bucket algorithms. These algorithms use a logical ring which is well known to work in a wide variety of cluster topologies [34, 43]. In these algorithms, an allreduce is implemented by a reduce-scatter followed by allgather. It has been proven that these algorithms reach the lower bound for bandwidths. The total cost of the operation is \((p − 1)\alpha + 2\frac{n−1}{p}n\beta + 2\frac{1}{p}\gamma\). \(\alpha\) is the latency term, \(\beta\) is the bandwidth cost per byte and \(\gamma\) is the compute cost per byte. \(n\) is the total number of bytes used in the operation. For reduce-scatter, the buffer from each process is partitioned into nearly equal parts and after the operation, each process holds a piece of the final reduced sum in its partition.
6.3 Bucket Algorithms on IBM Minsky GPU tensors

On Minsky nodes, the ring connecting every GPU is not optimal. As shown in the figure, data has to be explicitly copied into the GPU from the host memory as network cannot reach the GPU memory via NVLINK. This would add two extra hops and double the time per ring step. Instead, all our rings use only the host memories. As we show in section 7, we obtain very high bandwidths for the tensor reduction and broadcast operations from host memories. Further, the number of hops of the ring is halved as we group the two GPUs from each socket to form a tensor under one worker.

6.3.1 Tensor Allgather. To design this operation, we rewrite the ring algorithm used in OpenMPI [16] to handle CPU and GPU memories. A pair of buffers is used, one for receiving data from the left neighbor and the other to send data to the right neighbor. In addition to sending the data to its neighbor, we also invoke the broadcast operation from the host buffer to the tensor to overlap the two. Our implementation is organized as a generic GPU tensor library of routines on top of MPI. The tensor library can either use NCCL [15] or custom implementations tailored to IBM’s node architecture. For example, to broadcast the tensor on Minsky from host, we invoke two simultaneous cudaMemcpyAsync() calls as the topology allows two different links to the GPUs.

6.3.2 Tensor Reduce-Scatter. This operation uses the standard bucket algorithm used for buffers in the host memory with one main difference. Instead of reducing a partition of the buffer with the incoming data, a partition of the tensor is used as shown in the figure 10. However, the compute cost now becomes \( \frac{p-1}{2} n \gamma_{NV} \) where \( \gamma_{NV} \) is the reduction cost over NVLINK. We further optimize the operation by overlapping this compute cost with the network transfer. Overlapping this operation within a single ring is not possible as the next communication step of the ring depends on the result of the previous reduction. Thus, we design a multi-ring algorithm where the reduction of the next ring is overlapped with the network transfer of the current ring. The complete tensor_allreduce operation is described in figure 9. The buffer is split equally among the rings and allreduce[ring] operates on the portion of the buffer assigned to it. It uses non blocking GpuStart() routines to launch the CUDA kernels simultaneously with network transfers.

7 EVALUATION

In this section, we explain the training efficiencies obtained using the new model of MPI + PS on ImageNet 1K. ImageNet 1K contains about 1.2M images with 1000 classes. The total size of the training data used is 336GB and test data is 13GB. We use the latest network, Residual networks(resnet) [32] using 50 layers for image classification.

![Figure 9](image_url)

We ran our tests on two experimental testbeds. Each worker is a process running on a socket and connected to two GPUs.

**Testbed1**: We use a total of 8 dual-socket power8 nodes with 2 Kepler GPUs attached to each socket. The nodes are connected using InfiniBand ConnectX-4 adapters. Using this testbed, we demonstrate the utility of combining MPI and PS models. The batch size used is 128 per worker, capped by GPU memory constraints. The following modes of parallelization of model are compared:

1) dist-SGD: Uses default PS tasks, all executing synchronous SGD
2) dist-ASGD: Uses default PS tasks, all executing asynchronous SGD
3) dist-ESGD: Uses default PS tasks, all executing asynchronous ESGD
4) mpi-SGD: Uses MPI+PS where gradients are synchronously aggregated first at the MPI Clients and next at the PS.
5) mpi-ASGD: Uses MPI+PS with gradients synchronously aggregated at the MPI Clients but pushed asynchronously to the PS
6) mpi-ESGD: Uses MPI+PS with asynchronous elastic averaging, where the model is computed at the MPI Clients but elastically averaged asynchronously at the PS.

**Testbed2**: Comprises of 32 IBM Minsky Power8 nodes with 4 NVIDIA Pascal GPUs on each node connected with InfiniBand CX5 adapters. On this testbed, we demonstrate the tensor collectives and also show the scaling behavior of ImageNet training using the optimizations proposed.

The following metrics are used to measure the performance of our approaches:
7.1 KVStore-MPI SGD & ASGD

Figure 11 shows the ImageNet validation results vs time. On testbed1, we run 12 DL workers two per node using 6 nodes. The two servers are run on the two remaining nodes. From the figure, mpi-SGD trains significantly faster than dist-SGD and mpi-ASGD faster than dist-ASGD. As observed from the figure 12, using mpi removes the contention, which reduces the time taken for an epoch by the mpi clients vis-a-vis their counterparts. We use two mpi clients with 6 DL workers each interacting with the same two servers. The hot spot is transferred to the mpi client which is better equipped to solve the problem. Also, though the mpi-ASGD is the fastest in the epoch time, it converges slower than mpi-SGD. This is attributed to staleness [49] where the worker uses parameters from older time steps to compute the gradients. Another factor attributing to the fast convergence of mpi-SGD is the increase in mini_batch_size as effectively gradients from 12 workers are averaged which reduces the variance in updates [24, 42]. Thus, MPI can be used effectively with PS models and the design used in the paper can be replicated in data centers considerably lowering the barrier of adoption of MPI into cloud.

7.2 KVStore-MPI ESGD

From the previous section, we saw that mpi-SGD is outperforming the rest. However, the scaling of mpi-SGD is dependent upon the communication bandwidth available for each worker. Even if the problem is weak scaled across nodes keeping batch size the same, the communication cost is expected to increase as the total communication bytes remains the same. After a while, adding extra nodes would offer no benefit [42], as we also see in section 7. The problem is further exacerbated due to the rapid increase in flop count of modern day GPUs [41]. Thus, having communication avoiding algorithms is extremely helpful if we were to scale cluster wide.
ESGD meets this objective. Figure 13 shows the comparison of two ESGD approaches compared to mpi-SGD, mpi-ASGD. The mpi-ESGD approach performs the best compared to the rest. Here, we use two MPI clients doing independent SGD within the communicators but loosely synchronizing with the PS. Using mpi-ESGD family of protocols provides a path to scale to a full machine. This is seen clearly from figure 14 with mpi-ESGD out performing mpi-SGD, reaching 0.67 validation accuracy for a multiple epoch run.

It can also be seen that dist-ESGD, with 12 workers is doing the worst of all, in spite of having the same average epoch time as mpi-ESGD with two clients. This is because using the mpi-ESGD model allows us to restrict the number of workers and yet allow the scaling of each worker so that staleness is minimized and the optimization algorithm can take advantage of larger mini batch sizes. However, not all application domains and data sets favor increasing the batch size [35], where dist-ESGD would help. This motivates the need for a generic framework as done in this study.

7.3 Tensor Allreduce

For doing reductions into host memory, we use either NCCL or IBMGpu, the direct implementation using cuda kernels for doing math. In this approach, the two vectors of the tensor, one on each GPU are split into half and two kernels are launched on the two GPUs to add each in parallel as shown in the figure 10. This allows us to achieve a reduction bandwidth of 30 GB/sec with the final result put back in the host memory. The upper bound would be the write b/w of memory which is 38.4 GB/sec/socket. With NCCL, we achieve 12 GB/sec with one set of communicators and 15 GB/sec with two sets of communicators. NCCL uses only one thread block where as IBMGpu uses all 112 thread blocks with 1024 threads to keep multiple read/write requests in flight. For broadcast, both IBMGpu and NCCL achieve a b/w of 28 GB/sec. We use the GPU reduction and broadcast routines as a building block to evaluate the different design options of doing tensor allreduce and pick the best among them. The different approaches studied are: a) ring-IBMgpu
design discussed in section 7.3 using two rings, b) ring-NCCL using NCCL with one ring as NCCL operations are blocking in nature, c) omp_ring-IBMGpu, where the design is similar to the first two, except that the entire buffer is reduced into the host memory and then the host based bucket algorithm is applied with the final results copied back into the GPU. We use 8 OMP threads for data reductions and d) reg-IBMGpu, where the data is reduced into host memory and then the default MPI_Allreduce is used, followed by a broadcast, with pipelining across the three stages.

As shown in figures 17, 18, 19 the IBMGpu ring is doing the best. Apart from using one thread block, another reason for lower NCCL bandwidth is the use of only one NVLINK while doing reduce. For very large messages, the performance gap diminishes across the three as the memory bandwidth becomes the bottleneck. We also see that on Minsky machines we our perform Baidu’s ring implementation connecting every GPU, figure 20 by a factor of six, for the same number of GPUs. We also run large scale ImageNet runs using resnet-50 on testbed2 with #servers=0, and using mpi-SGD. Our optimizations are nearly twice as fast than using the default, reg-IBMGpu approach, with weak scaling doing the best of all, figure 15. For strong scaling, the batch size is recursively halved where as it remains constant for weak scaling. Figure 16 shows the model convergence with our optimized MPI implementation over MXNET and we observe over 0.72 model accuracy, which is the current state-of-the-art. We use an initial learning rate of 0.5 instead of the default 0.1 because of using a larger batch size.

8 CONCLUSION

In this paper, we described a hybrid MPI + PS model with a flexibility to allow scaling different DL optimization methods. Though the existing framework supports data parallelism, it can be readily extended to model parallelism. For example, in MPI-ESGD, the parameters can be computed using model parallel optimizations. Also, the framework enables a path for MPI to be useful in cloud based scenarios as it inherits all the task based model attributes needed
for fault-tolerance and elasticity. LSF also allows for automatic restart of mpi jobs [11] thus permitting fault recovery. Importantly, by embedding MPI into the python modules, the framework allows the user to focus on the algorithms and not deal with explicit MPI parallelization. In this aspect, it is similar to the existing popular frameworks such as Spark [17, 36], Hadoop [7]. Moreover, using MPI as the communication glue offers portability and performance for distributed DL optimizations across system and hardware architectures. Finally, the tensor collections applied to the Minsky architecture are generic and can be readily applied to other GPU based systems.
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