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In February, 2020, the European Commission published a white paper on artificial intelligence (AI) and an accompanying communication on setting out a European deployment of AI as well as an accompanying communication and report fulfilling a major pledge on setting out a European deployment of AI. The European Commission’s approach, as applied to medical AI, presents some challenges that can be detrimental if not addressed. In particular, we discuss the issues of European values and European data, the update problem of AI systems, and the challenges of new trade-offs such as privacy, cybersecurity, accuracy, and intellectual property rights. We also outline what we view as the most important next steps in the Commission’s iterative process. Although the European Commission has done good work in setting out a European approach for AI, we conclude that this approach will be more difficult to implement in health care. It will require careful balancing of core values, detailed consideration of nuances of health and AI technologies, and a keen eye on the political winds and global competition.

Introduction
On Feb 19, 2020, the European Commission published a much-awaited white paper on artificial intelligence (AI), and an accompanying communication fulfilling a major pledge in setting out a European approach for AI. The paper emphasises the need for the EU to “act as one and define its own way, based on European values, to promote the development and deployment of AI.” For regulation and investment, the white paper presents a dual goal: support the AI uptake and address risks linked to particular uses of AI. The paper regards health as an important application area, and sets the lofty goal for the EU to “become a global leader in innovation in the data economy and its applications.”

The Commission’s progress is commendable. Its views stay true to its European values as part of the strategy to address the increasing competition from the US, Chinese, and soon UK industries. It also identifies some of the unique challenges of AI for regulators and contemplates a regulatory structure that also evolves to fit these characteristics. The Commission recognises the value-laden nature of AI regulation and that Europeans have distinct views about privacy, transparency, fairness, etc. Nevertheless, as applied to medical AI, we argue that there are important challenges in the European Commission’s approach that might be inimical if not fulfilled. We also outline what we view as the most relevant next steps in the Commission’s iterative process.

European values and European data
The Commission emphasises “AI based on European values” and even calls on the EU to “export its values across the world.” This lofty statement of purpose, runs into some immediate questions—if not obstacles. First, several important shared values are embedded in the legal structure of the Union itself and in key existing forms of EU legislation and initiatives. These values include, for example, the European Green Deal, the Charter of Fundamental Rights of the EU, and certain privacy protections captured by the EU General Data Protection Regulation (GDPR). However, the Commission might be too optimistic that the questions raised by medical AI regulation will be resolvable based on well-established shared European norms and values. This approach, of course, reflects only part of the EU vision: that even with European values, there persists “the idea of a national constitutional identity that is reflected in national constitutional values.”

In the context of health care, especially some existing rights, like the fundamental right of non-discrimination, for instance based on race, might not provide clear answers to pressing questions posed by medical AI. For example, is it enough to satisfy the fundamental right of non-discrimination to build AI systems to ignore variables such as race, or is that right violated if the system nonetheless produces disparate impact on various racial groups? What happens if including race as a variable actually produces more racially equitable outcomes? To use another example, how important is opacity in medical AI as opposed to accuracy—that is, should we be willing to accept more black box medical AI paired with rigorous demonstration of its care-improving effects, or should we demand a right to an explanation in all cases even at the expense of innovations that can be shown to improve care? We are not sure one would find high levels of homogeneity within the EU on these and a myriad of other specific questions raised by the regulation of medical AI. Although not only European but also universal values are desirable, especially in the light of the current pandemic, this goal will be even more challenging to achieve.

To put the point another way: many complex regulatory design questions, and more difficult values questions raised by medical AI exist (eg, potential trade-offs between investment and transparency, explainability and accuracy, etc.). The conflicts in values will make agreeing on a new European regulatory framework on trustworthy AI more difficult. Thus, such a process will likely be long and arduous, as we have seen with the GDPR. However,
we understand that such a framework is paramount to make sure that at least a broad consensus exists between the member states on high-risk AI applications and avoid the risk of a fragmented single market. However, with the speed of AI development and the competitive pressures from the US, China, and soon the UK, any GDPR-like process is likely too slow-going, whereas a rushed job might leave gaps that prove just as counterproductive.

However, even if these challenges could be overcome, how exactly does one ensure that values are built-in across cultures and contexts? In medicine, data are the recorded experiences of patients and physicians, but as such, they carry with them the preferences, practices, policies (and biases) of those health-care encounters. There is no reason to believe AI trained on EU health data will produce good results abroad. To use the most obvious example, algorithms trained with data in elite settings, such as leading hospitals, might not recommend appropriate actions, such as treatments in lower-resource settings. Does retraining the AI for low-resource settings compromise European values (such as robust health-care rights) in the eyes of the Commission or is it instead context-sensitive? The opposite problem occurs when AI trained on non-EU data is used in EU settings. A striking example of how such use can lead to values being mismatched is the painful experience of trying to import US electronic health records to Denmark. The Epic system was designed for US physician’s offices and hospital systems mainly to enable them to bill more efficiently. Thus, the system could not be untied from the US medical culture and easily translated to Danish health-care systems that are based on socialised medicine. In the context of AI the results are hard to predict. In some cases, requiring retraining of non-European AI using European data might deprive European citizens of possibly better performing AI systems, for example, if these were trained using larger or more diverse datasets—is that an acceptable quality loss in the name of EU values?

The update problem

For some products—eg, drugs and medical devices—regulators typically review a product before it goes on the market. How can they determine when the updated AI behaves differently enough that a new review is needed? This can be called the “update problem.” The Commission acknowledges the problem—identifying a number of risks, including cybersecurity ones, that might arise through self-learning during usage—but does not wrestle with what to do. One approach would be to lock the algorithm—so that it does not evolve over time and does not use new data to alter its performance—at the moment of review, but this foregoes much of the value of such systems. Consider an algorithm that analyses mammograms and makes recommendations as to breast cancer: if its training data is primarily based on Caucasian women, allowing the algorithm to update as more data from European women of African descent are included would be desirable since breast density differs by race. As Walter Gretzky, the father of the former Canadian ice hockey player Wayne Gretzky, used to say: “Go to where the puck is going, not where it has been.”

Thus, if you are aiming to hit a moving target (say, a rapid testing device for an evolving virus or antimicrobial resistance), it makes no sense to aim at where it was before, you want to aim where it is going. Instead of trying to lock down algorithms, regulators should focus on developing processes to continuously monitor, identify, and manage risks associated with these algorithms.

This approach will involve setting up new systems and processes. For example, continuous stress testing could be carried out using, for example, simulations and robustness analysis. Sentinel, the US Food and Drug Administration’s (FDA’s) monitoring system for medical products, could also be used to non-stop monitor AI systems. However, the performance of AI algorithms is sensitive not only to any changes of the data used as inputs, whenever the technology is used in different contexts but also to many human or organisational factors such as differences in skill levels or cultures across hospitals and regions.

Moreover, implementing such a system in the specific European judicial and political context will not be easy. In a meeting on Common Data Models (CDM) and Real World Data (RWD) uses held at the European Medicines Agency (EMA) in December, 2017, the EMA acknowledged that the Sentinel system provides the FDA with a very high level of control, and noted that although it “cannot answer all questions...any of the areas of weakness relate more to the characteristics of the administrative claims databases themselves rather than to the system”. However, the report also pointed out that the Sentinel system is expensive and that although “Europe is fortunate with its national health-care systems which provide longitudinal ‘cradle to grave’ care and in some members states have provided a wealth of data for research...there is significant heterogeneity across these data sources arising from multiple coding systems, languages, structures, content and governances which complicate the implementation of a CDM across European data.” Comparing the FDA’s Sentinel to the mosaic of European systems and considering new legislative developments, such as the GDPR, the EMA concludes that achieving the same level of reassurance without exerting as much control will be difficult.

In the light of these challenges, how European initiatives to enhance CDM and RWD uses will evolve in the coming years is unclear. Still, the breadth, depth,
and quality of RWD can be expected to increase, and the update problem will obviously require the EMA, the European Commission, and the member states to figure out how to improve CDM and RWD uses to address it. This step will require concrete health sector-specific initiatives and approaches, such as more harmonised European health system infrastructures, that go beyond the laudable principles and ambitions proposed in the February 2020 Commission paper, communication, and report. Even overcoming these important challenges will not be enough, as systems and processes using the harmonised infrastructure and data would still need to be built in order to manage the update problem using, for example, appropriate monitoring and risk management practices.

**The challenges of new trade-offs**

To realise the full potential of AI, strategic decisions have to be made and competing interests and values have to be balanced, which necessarily come along with trade-offs—often relating to privacy, intellectual property rights, accountability, transparency, explainability, performance, bias, and discrimination. For example, the European Commission emphasises in its paper that it sees trustworthiness as a prerequisite for the uptake of AI. For AI systems to be classified as trustworthy, according to the High-Level Expert Group on AI set up by the Commission, seven essential requirements need to be fulfilled: “(1) human agency and oversight, (2) technical robustness and safety, (3) privacy and data governance, (4) transparency, (5) diversity, non-discrimination and fairness, (6) societal and environmental well-being, and (7) accountability.”

But one level deeper, many open questions exist. For example, if transparency includes the explainability of decisions made by AI systems, it probably involves trade-offs regarding cybersecurity, privacy, accuracy, and intellectual property protection and innovation. Similarly, accountability is complex and ill-defined for AI trained on large, interconnected data with often probabilistic algorithms and possibly open-source components. Concepts like fairness might mean different things across different countries and stakeholders; indeed, multiple AI fairness concepts exist with incompatibilities and trade-offs among them. What should be done if a more accurate algorithm has the effect of reinforcing existing deprivations of worse-off groups—is that a reason to move to a less accurate but more solidaristic one? What if the EU trade-offs eventually embedded in European AI products and services are not in line with those of other countries? Will that drag Europe behind in global AI competition or in new and unclear values-based AI trade wars, and if so, is that a necessary evil to standing on principle? The Commission paper has not scratched the surface of these difficult questions, and that fact will be essential for the next steps in AI governance.

**The path ahead**

There is still time for the Commission to refine its AI approach. As this iterated process continues, the Commission must deepen its engagement with the identified issues and further clarify how such a new EU regulatory framework could be implemented quickly and efficiently. Although the current white paper acknowledges the challenges of the update problem, plenty of new processes and rules need to be put in place to ensure appropriate monitoring of AI systems when these evolve—and possibly improve. The support and development of international standards for designing and monitoring AI systems, such as those developed by professional organisations like the Institute of Electrical and Electronics Engineers or the International Organization for Standardization, is a crucial component for regulatory success. The development of regulatory frameworks that consider the complete lifecycle of AI systems, from establishing the quality of all data used for their initial development to managing risks of the systems becoming misaligned with the environments they operate in or becoming exposed to new cybersecurity attacks to their final decommission, might be necessary. As the FDA among others has recognised, this might not yield a one-size-fits-all approach and it might be necessary to assess the maturity of organisations developing AI systems (eg, following good machine learning practices) in determining the correct regulatory balance.

An important characteristic of AI that the Commission needs to consider is AI’s ability to adapt to different users and contexts—much like recommender systems change their recommendations depending on the customer. It is therefore crucial to consider AI not as standalone products, but as complex socio-technical systems with many interacting components. For example, the behaviour of AI systems depends, among others, on (1) third party data (if any) used to train it, some of which might be open to algorithmic choices made by researchers and developers; (2) how users might provide data to the system while using it; (3) how algorithms (some of which might be probabilistic in nature and thus difficult to assess and fully control) are designed to adjust to or to possibly ignore some input data; (4) how people might make decisions given input from the AI—in particular, behavioural effects such as people becoming overconfident or changing their risk attitudes when using AI to make decisions. Without consideration of the entire system, these technologies might hurt rather than improve health-care quality.

The Commission might also need to better separate issues with data versus algorithms—a relevant but fine line to balance. For example, AI systems are the result of tuning possibly thousands of parameters of mathematical equations. The end product is determined, among others, by the data selected to train the algorithms, the specific algorithms used, and trade-offs made by the algorithm developers—eg, balancing accuracy and fairness or...
explainability. Values might be encoded in any of these steps. For example, retraining non-EU AI systems with European data might negatively impact accuracy without necessarily improving fairness if some parameters determining trade-offs between these two are specifically hard coded in the algorithm itself. Algorithms might be fair even if the data used to train them capture human biases—a goal of fairness in machine learning innovations currently being developed.21 Finally, policy makers must consider processes for continuous updating of AI policies, guidelines, and regulations in order to flexibly and efficiently adapt to AI innovations some of which might also solve current challenges, such as so-called federated learning,22,23 multi-task learning,24 or privacy-preserving machine learning,25 or lead to new challenges.

Conclusion
The European Commission has done a good job in setting out a European approach for AI. However, implementing this approach in health care will be more difficult. It will require careful balancing of core values, detailed consideration of nuances of health and AI technologies, and a keen eye on the political winds and global competition.
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