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ABSTRACT:

The socioeconomic data, such as household income, is an important indicator of people’s well-being. However, due to the limited resource in many developing countries such as Thailand, the data obtained from household income surveys are often incomplete. As a result, the annual household survey usually contains a gap at the municipality household level. In this study, we aim to quantify the household income with K-NN imputation models at the sub-district level using satellite imageries and geospatial data as proxies to socioeconomic indicators. We examined the role of satellite and geospatial data in household income estimation, applied the K-NN imputation methods to estimate the missing income data by using various geographical and statistical variables, and quantified how these data improved the accuracy of sub-district household income estimation. Our results illustrated a significant correlation between sub-district household income and geographical data extracted from day-night satellite data, such as night light intensity (r = 0.53), urban density (r = 0.44), residential area (r = 0.68), urban area (r = 0.64), and statistical data as well as household expenditure (r = 0.97). These can be used to improve the socioeconomic indicators’ estimation as well as household income in sub-district level. The income imputation from geographical data perform better result than purely statistical variables. Especially, the night light intensity can infer the wealth of people living in large scale areas, while day-time satellite images can be interpreted for land use and cover also implying socioeconomic status. Such socioeconomic proxy from space provides spatially explicit information in further study.

1. INTRODUCTION

Since 1992, the sustainable development concepts had been adopted by more than 178 countries. Stakeholders in all counties, particularly the policymakers within lower to middle-income countries, are seriously challenged by emerging sustainable development policies, strategies, plans, and their implementations. The development of Thailand’s mega project, the Eastern Economic Corridor (EEC), is framed under the Sustainable Development Goals (SDGs) and required intensive socioeconomic information for the decision making of high-level policymakers.

The socioeconomic data such as household income is an important indicator of people’s well-being to eliminate poverty (SDG-1). However, obtaining household income in developing countries, such as Thailand, has been difficult due to inadequate budgeting and time. Although the annual household survey has been done in most areas, the survey does not always cover the municipal area. This problem often leads to a lack of understanding of the economic and sociological standing of people who live in outbound areas. Consequently, this can lead to a lack of area development, economic growth, and limited facilities. Moreover, the limited socioeconomic data can cause difficulty in implementing the national polices as well as disinterested the vendors to stimulate economic growth.

The EEC area which covers three rural provinces (Rayong, Chonburi, and Chachoengsao) is aimed to improve economic development. Nevertheless, to improve the people’s quality of life and well-being, the implementation of EEC requires intensive socioeconomic information for the decision making of high-level policymakers. On the other hand, the process of acquiring statistical information such as economic activities and socioeconomic status can be prohibitively expensive. The lack of surveyed data becomes an important obstacle in developing the economic policies and growth plan in EEC.

Proxy indicators extracted from remotely sensed and geospatial data can be an effective low-cost alternative to an intensive ground survey in low-income countries (Watmough et al., 2019). The proxy indicators have been used to estimate household income by constructing the prediction models (Benin and Randriamamonjy, 2008). Many pieces of research also incorporate remote sensing, geospatial, and statistic data to identify socioeconomic indicators such as poverty (Blumenstock, 2016; Jean et al., 2016; Watmough et al., 2019). Indeed, the night light data is useful for identifying spatially explicit economic activities and socioeconomic status (Doll, Muller and Elvidge, 2000; Elvidge et al., 2009; Bennett and Smith, 2017; Engstrom, Hersh and Newhouse, 2017; Proville, Zavala-Araiza and Wagner, 2017; Dorji et al., 2019). The remotely sensed and geospatial data can also be used to improve and monitor SDGs (Watmough et al., 2019). Additionally, Heitmann & Buri (2019) have shown that remote sensing and geospatial boosting enhanced accuracy and improved traditional household survey methods.

Regression analysis, both linear and nonlinear, is the common technique that has been used to estimate the unknown income value given the observed information. For example, Dai et al., (2012) applied Ordinary Least Squares (OLS) and other regression matrices to construct an income prediction model with 22 related variables. Their result showed the prediction accuracy
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at 90% in identifying poor and not poor households in Indonesia. Kalogirou & Hatzichristos (2007) provided an income estimation of households in the municipality of Athens in 2001, capturing a strong non-stationary relationship of education and income across the postal code area.

Motivated by these works, this study aims to estimate the sub-district household income by using the statistical, geographical, and the information extracted from satellite data, replacing the traditional survey. Our study focuses on the socioeconomic status of people in the EEC development area in Thailand. Specifically, we examined the role of satellite and geospatial data and how they improve an income imputation at the sub-district level.

2. DATA AND METHODOLOGY

2.1 Data Acquisition and pre-process

In this study, we obtained the sub-district household income from the basic minimum needs survey conducted by the Community Development Department (CDD), Statistical, geographical, and satellite-derived predictors from 2016, was collected from the National Statistical Office (NSO), Department of Public Administration (DOPA), Provincial Electricity Authority (PEA) National Statistical Office (NSO), and the capital city (Bangkok).

2.2 Methodology

In this study, we examined the role of satellite and geospatial data and how they improve a household income at the sub-district level in Thailand. Our study focuses on the socioeconomic status of people in the EEC development area in Thailand. Specifically, we examined the role of satellite and geospatial data and how they improve an income imputation at the sub-district level.

2.2.1 Land use data (Residential, Commercial, Total Urban area)

In this study, the land use map classified from satellite images was provided by GISTDA. The 2016 land-use dataset was updated using virtual interpretation and ground survey method from the 2011 land-use dataset using THEOS (2 meters panchromatic and 15 meters multispectral resolution) and Landsat 8 images. The misclassification rate of GISTDA’s land use data is ≤ 25% at kappa coefficient ≥ 75% and Root Mean Square Error (RMSE)=14.4.

2.2.2 Repeated Flood Area

We downloaded the flood data from http://flood.gistda.or.th/ and obtained the frequent flood map from 2005 to 2016 from GISTDA. The flood map was originally extracted from RADARSAT, Landsat, and THEOS during the yearly flooded season. We cropped the data by EEC area and calculated the flood area (km²) in each sub-district. We also determined the repeated flood area density for each sub-district (km²).

2.2.3 Population density

We calculated the population density by gathering yearly population data from NSO and DOPA at the sub-district level. Then we calculated the area (km²) of each sub-district using a political boundary dataset from DOPA. Finally, dividing the population for each sub-district by area, we obtained the population density in each sub-district.

2.2.4 Road density and Waterpipe density

The GIS data of transportation and pipe network from GISTDA was divided into each sub-district in EEC, we calculated the length and summarized the total length in each sub-district area (unit = km.). We used the sub-district area from Section 2.1.3 in sq.km. to calculate the road and pipe density for each sub-district in EEC.

2.2.5 Near Distance

In this experiment, we determined the distance from important places that may influence the household income such as highway, and the capital city (Bangkok).

2.2.6 Night-time light intensity extraction and validation

The night-time light is highly correlated with various socioeconomic indicators such as an area of light, electricity consumption, and population (Proville, Zavala-Araiza and

Table 1: Source of Statistical and Geographical data used

| Data                               | Source             |
|------------------------------------|--------------------|
| Satellite images (daytime)         | GISTDA             |
| Land use                           | GISTDA             |
| Satellite images (night-time)      | NOAA               |
| Household income and other         | CDD                |
| socioeconomic data                 |                    |
| Demographic data                   | NSO                |
| Electricity Consumption by Sector   | PEA                |

Figure 1. Research flowchart
Wagner, 2017). We studied the Visible Infrared Imaging Radiometer Suite (VIIRS) sensor dataset from NOAA which has been released since May 2012. The dataset consists of monthly and yearly composite images. For this research, we downloaded the yearly composite of a cloud-free dataset for 2016. Hence, to extract the night light intensity value at the sub-district level, we cropped the VIIRS data by study area and calculated by Light intensity using equation 1:

\[ \mu \ln \ln (L_n) = \frac{\sum_{j=1}^{n} \ln (I_j)}{A} \]  

(1)

Where \( I_j \) is the intensity for pixel \( j \), \( A \) is total pixels in the sub-district region, \( \mu \ln \ln (L_n) \) is the light intensity for sub-district \( n \) (Nischal et al., 2015).

In our work, we also obtain the daytime satellite images and land use data to help validate nighttime light intensity extraction. It is found that the daytime light intensity has strong correlation with the nighttime light intensity. For example, nighttime light intensities are correlated with daytime satellite images (Jean et al., 2016). Also, Tan (2016) showed that the lit areas had a significant linear relationship with the urban areas at correlation \( \geq 0.95 \).

The satellite images from SPOT 6 and SPOT 7 with the resolution of 1.5 meters were used to quantify the urban density of 48 sub-districts (20% of sub-district in EEC) and compare with the extracted light intensity values. The result is presented in Section 3.1.

### 2.2 Data Analysis and Variables Selection method

In this study, we examined the role of satellite imageries and geospatial data as proxies to socioeconomic indicators in household income imputation models. The dataset from 2016 was used to examine the role of geographical data in household income prediction at the sub-district level. The 2016 dataset contained 243 records and 22 variables, with 35 records missing of total household income. As the missing records are 14.4%, we then split 10% of complete records for validation of the imputation model and comparison of the performance of predictors.

We argue that the household income at sub-district level could exhibit certain level dependence. The spatial dependence can arise when the observations are collected from points or regions located in space (Lesage and Pace, 2008); therefore, the distribution of the observations will no longer satisfy the property of normal distribution.

The spatial dependence can be represented by the spatial autocorrelation in (2). With the captured spatial dependence, we cannot employ general regression techniques to estimate the sub-district household income. Moran’s I;

\[ I = \frac{n}{\sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} (y_i - \bar{y})(y_j - \bar{y})}{\sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij}} \]  

(2)

where \( n \) = number of household income in the original matrix \( w_{ij} \) = the spatial weight \( W \) of general cross-product statistic of household income at location \( i \) and \( j \), \( y \) = the household income, \( \bar{y} \) = the mean of household income

Furthermore, to understand the relationship between predictive (sub-district household income) and predictors, i.e., household incomes and satellite imageries and geospatial data, we determined the relationship among those variables using Pearson’s correlation coefficient \( r \) to measure the strength of their relationship. The value of \( r \) is ranged from -1 (negative relationship) to 1 (positive relationship). A correlation of 0 means there is no relationship between the two variables. Let \( x \) and \( y \) denote the predictive and predictor variables. The Pearson’s correlation formula present below;

\[ r = \frac{n(\sum x y) - (\sum x)(\sum y)}{\sqrt{[n \sum x^2 - (\sum x)^2][n \sum y^2 - (\sum y)^2]}} \]  

(3)

where; \( r \) = Pearson coefficient, \( n \) = number of the pairs of variables, \( \sum x y \) = sum of products of the pair variables, \( \sum x^2 \) = sum of squared x scores, \( \sum y^2 \) = sum of squared y scores

We also checked for multicollinearity using the Variance Inflation Factor (VIF). VIF measures the multicollinearity among variables in the multiple regression model. The large number of VIF indicated a highly collinear relationship to the other variables which should be considered when constructing the prediction model (Table 3).

\[ VIF = \frac{1}{1-R^2} \]  

(4)

where \( R^2 \) = squared of correlation.

The VIF values range from 1, exceeding 4.0, then there is a problem with multicollinearity (Hair et al., 2010). Multicollinearity occurs when two or more predictors in the model are correlated and provide redundant information about the response.

Following the result of \( r \) and VIF calculations, we group the predictor variables into four different sets including statistical dataset, geographical dataset, Hybrid I dataset, and Hybrid II dataset. The details of each datasets presented in Table 3. The purpose of this process is (1) to determine the performance of statistical and geographical variables, and (2) to examine the role of remote sensing and geospatial data in the household income imputation methods.

### 2.3 Imputation of missing income data

The household survey often has a gap in the municipality area. Because of this reason, we applied the statistical model to impute the missing value from the available data. Multiple Imputation (MI) is adopted in this research. MI is the best prediction model for yearly income (Ryder et al., 2011). MI gave the distribution of household income which results in more smooth effect and response to middle-income groups as well as Thailand income category (Berzofsky et al., 2015). We applied MI with Rapid Miner Software, using K-Nearest Neighbor (K-NN) operator to impute the missing value.

The K-NN imputation method is suitable for mixed types of variables (Liao et al., 2014). The statistical correlation measurement between different data types has been applied to quantify the Euclidean distance among variables. We then construct the correlation matrix from the classical Pearson
correlation as in Figure 2. This correlation was compared and used to select the K nearest neighbors. The linear regression method is constructed for each neighbor to impute the missing values. Then, the missing household income records were imputed based on each set of predictors (neighbors) following Section 2.2. The outcome was presented in Section 3.3 (Figure 8).

2.4 Comparison of the performance of household income predictors

Mean Absolute Error (MAE) was used to summarize and assess the quality of imputation models which generate based on different sets of predictors. MEA is one of model evaluation metrics used with regression models (Sammut and Webb, 2010). It measures the average of errors in each set of predictions by averaging an absolute of difference between prediction and actual value. The MEA equation is shown as below.

$$ MAE = \frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|}{n} \quad (5) $$

where $\sum_{i=1}^{n} |y_i - \hat{y}_i| = \text{sum of absolute differences between prediction and actual observation}$, while $n = \text{number of samples}$.

3. RESULTS AND DISCUSSION

3.1 Light intensity map

To extract the night light intensity value at the sub-district level, we cropped the VIIRS data by study area and calculated by equation (1) at the sub-district boundary (Figure 4). We then compared the light intensity with the source data of light as well as urban density in each sub-district which illustrated in Figure 3 and 4. We found that the sum of light intensity correlates to urban density, water pipe network density, and population density at $r = 0.80, 0.69,$ and $0.66$, respectively.

We validated the light intensity extraction by comparing it with the urban density. The scatter plot of light intensity and urban density for 48 random sub-districts presented in Figure 5. The lit areas provided a strongly linear relationship with urban density at $r = 0.96$. Referring to previous research (Tan, 2016), it proved that accuracy of light intensity extraction process is acceptable.
3.2 Data Analytics and Modelling

3.2.1 Sub-district household income descriptive statistic

The general and spatial statistical methods were used to determine the descriptive statistic of the sub-district household income. The result presents an asymmetric distribution which had a long tail to the right-side (Figure 6). Such right-skewed distribution happens when the mass of households is found clustered toward the bottom of the distribution (Donovan, 2015). The group of relatively high incomes at the top draw up the means that make it go beyond the median of household income.

Additionally, the spatial dependence of the total household income data has been calculated by equation (2). The spatial autocorrelation (Global Moran’s I) of household income data is 0.62. The z-score is less than 1% likelihood of a clustered pattern. Figure 6 (right) presented that the household income is clustered and has strongly spatial dependence effect. The Moran’s I of 0.62 indicated that spatial variables tend to provide a high effect on the sub-district household income. Hence, we prepared the imputation variables from the household yearly survey and geospatial extraction for the imputation model in Section 3.2.2 and 3.2.3.

Table 2 presented the VIF of each variable. In this study, we assign the variables that give VIF more than 10 as the multicollinearity variables. The total population has a very strong multicollinear with a sub-district household income at VIF = 951.23.

From the calculation of r and VIF, the house expenditure is the best variable which provides highest r at 0.97 and low VIF at 5.96. For the geographical data, commercial area and night-time light intensity were significant variables for the household income estimation model. They provided the r value more than 0.5 and VIF lower than 5.0. Especially, the night-time light intensity provided medium correlates to sub-district household income with lower VIF (r = 0.53 and VIF = 2.29), see more information about r and VIF values in Table 2.

Based on the result of correlation and VIF calculation, we separated variables into four groups of predictors including, statistical, geographical, hybrid I, and hybrid II. The statistical1 and geographical2 dataset comprises all variables in each category. The hybrid dataset combines both types of the dataset, hybrid I composes of six variables which give r ≥ |0.4| and VIF ≤ 10. The hybrid II dataset includes nine variables that provide r more than 0.4 and ignoring VIF value. The details of each dataset are shown in Table 2.

| Dataset       | Statistical1 | Geographical2 | Hybrid I | Hybrid II | r   | VIF  |
|---------------|--------------|---------------|----------|-----------|-----|------|
| Quality of life index | ●             |               |          |           | 0.11 | 1.40 |
| Sex ratio     | ●             |               |          |           | 0.14 | 4.73 |
| No. of Labor Force | ●             |               |          |           | 0.23 | 44.04|
| No. of Employment | ●             |               |          |           | 0.26 | 44.18|
| Total Electricity Consumption | ● ● | ●           |          |           | 0.59 | 16.92|
| No. of Household | ●             | ●             | ●        |           | 0.63 | 25.41|
| No. of population | ●             | ●             |          | ●        | 0.72 | 951.23|
| Total Household Expenditure* | ● ● | ●           |          | ●        | 0.97 | 5.96 |
| % Repeated Flood Area | ● ● | ●           |          | ●        | -0.40 | 5.81|
| % Agricultural Area | ● ● | ●           |          | ●        | -0.37 | 4.59|
| Dist. to Capital City | ● ● | ●           |          | ●        | -0.26 | 3.76|
| Dist. to Transportation Hub | ● ● | ●           |          | ●        | -0.14 | 26.57|
| Dist. to Highway | ● ● | ●           |          | ●        | 0.21 | 2.21 |
| Population Density | ● ● | ●           |          | ●        | 0.22 | 5.81 |
| Total Area (km2) | ● ● | ●           |          | ●        | 0.23 | 11.15|

Figure 5. The correlation between night-time light intensity and urban density of 48 sampling sub-districts.

Figure 6. The distribution, spatial autocorrelation (Moran’s I), and clustering map of sub-district household income in 2016.

Figure 7. The correlation coefficient between predictors and sub-district total income.
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3.3 Income imputation model implementation

We then applied the imputation model using the K-NN function in RapidMiner software to estimate the missing household income values. Firstly, we used all variables (both statistical and geographical) to impute the original missing data (35 records). We assumed this result as a reference household income data in Figure 8 (3). Secondly, we randomly remove 10% more from original data (25 records) which is shown as the training data in Figure 8 (2). Thirdly, we imputed the 60 missing household income data using the four different datasets from Section 3.1.2. The imputation results from each difference set of variables were illustrated in Figure 8 (4), (5), (6), and (7).

To answer the research question --- how satellite and geospatial data improved the sub-district household income imputation model; (1) we investigated the variables selection method in Section 3.2. We found that the geographical data was a significant variable for the estimation model as present in Table 2. (2) In this section, we examined the role of remotely sensed images and geospatial data by testing the four different sets of variables in K-NN imputation method. Then, we compare their performance using MAE. The overall performance of each set of predictors were shown in Table 3.

![Table 3. The mean absolute error of imputation models (K-NN approach) based on sets of predictors.](image)

The set of geographical variables were the best predictors for imputing household income using K-NN function. They provided the lowest MAE. This result proved that there is a strong spatial effect in household income at sub-district level. Also, it suggested that the household income imputation model with the geographical variables performs much better than the model that formulates from purely statistical and hybrid variables.

For the next step, we will improve our household income estimation model using the time – series data set from 2011 to 2019. Also, we will integrate night light intensity as a proxy of wealth of people and human activities, as well as utilize day-time satellite images to identify settlement characteristics. Such data can be used to infer socioeconomic status from space.
4. CONCLUSION

The incorporation of remotely sensed, geospatial, and statistical data improves the accuracy of the estimation of total household income at the sub-district level. The night light intensity, land-use area, land use density, were useful to estimate household income at the sub-district level. The improvement from incorporating geospatial and satellite-derived datasets illustrated the potential to bridge the gap from a traditional socio-economic survey in Thailand, especially on household income at the municipal level. This study proves that the night light intensity can be used as a proxy of the wealth of people and human activities in sub-district level. Such data can be used to infer socioeconomic status from space. High-level policy planning, including the EEC development plan, can benefit from a more complete and spatially explicit insight on the socio-economic situation.
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