Unsupervised Domain Adaptation for Acoustic Scene Classification Using Band-Wise Statistics Matching
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Abstract—The performance of machine learning algorithms is known to be negatively affected by possible mismatches between training (source) and test (target) data distributions. In fact, this problem emerges whenever an acoustic scene classification system which has been trained on data recorded by a given device is applied to samples acquired under different acoustic conditions or captured by mismatched recording devices. To address this issue, we propose an unsupervised domain adaptation method that consists of aligning the first- and second-order sample statistics of each frequency band of target-domain acoustic scenes to the ones of the source-domain training dataset. This model-agnostic approach is devised to adapt audio samples from unseen devices before they are fed to a pre-trained classifier, thus avoiding any further learning phase. Using the DCASE 2018 Task 1-B development dataset, we show that the proposed method outperforms the state-of-the-art unsupervised methods found in the literature in terms of both source- and target-domain classification accuracy.

Index Terms—Unsupervised domain adaptation, mismatched recording devices, acoustic scene classification.

I. INTRODUCTION

Acoustic Scene Classification (ASC) is the task of assigning a categorical label to a test audio recording to characterize the environment in which it was captured — for instance “Metro station”, “Park”, “Airport”. In recent years, deep learning (DL) has proven to be an essential and powerful tool to effectively tackle this problem [1]–[4]. However, as a downside, DL-based ASC systems tend to be susceptible to the effects of domain shift, i.e., the well-known performance degradation that affects machine learning algorithms when trained and tested on data drawn from different distributions [5]. Domain adaptation (DA), despite having been extensively investigated in fields such as natural language processing [6], [7], sentiment analysis [8], [9] and computer vision [10], [11], is still a relatively new topic in the context of ASC. Since 2018, the IEEE AASP Challenge on Detection and Classification of Acoustic Scenes and Events (DCASE) have included a subtask specifically designed to encourage DA, namely Task 1-B on “Acoustic Scene Classification with mismatched recording devices.” In this task each recording device is regarded as a separate domain. Nonetheless, the training datasets adopted by the DCASE challenges in 2018 [12] and 2019 [13], although being highly unbalanced in favour of a single recording device, also contain several acoustic scenes that were simultaneously captured using both source (Device A) and target devices (Devices B and C); we refer to such data as parallel data. As a result, most ASC models found in the literature are trained using both source- and target-domain samples and thus are not blind with respect to the target domain prior to the adaptation.

To date, only a few studies (such as [14]–[16]) have applied unsupervised DA techniques to ASC models that were trained solely on source-domain data. In [14] and [15], the authors propose to adapt a pre-trained DL-based ASC model by means of adversarial learning. In particular, [14] follows the Adversarial Discriminative Domain Adaptation framework presented in [17] to adapt the convolutional layers of a pre-trained CNN so to force the feature extractor into yielding domain-invariant data representations. Furthermore, [15] improves over [14] by replacing the adversarial adaptation process with a module based on Wasserstein Generative Adversarial Networks (WGAN) [18]. Meanwhile, the authors of [16] recently proposed a different paradigm: instead of adapting a pre-trained ASC model, DA is enforced directly on the acoustic scenes using a Factorized Hierarchical Variational AutoEncoder (FHVAE). This method aims to disentangle scene-dependent and channel-related characteristics in terms of a pair of latent variables $z_1$ and $z_2$. Afterwards, a “channel conversion” step is performed in the latent space by shifting $z_2$ by a domain-specific factor $\Delta \mu_2$.

The strategy of applying DA on audio data before model training and evaluation is adopted also by the winning submission to DCASE 2019 Task 1-B [19], where the main idea is to equalize the different frequency responses of mismatched recording devices. To this end, a set of spectral coefficients is computed by dividing the spectra of a matched pair of simultaneous recordings from different devices. Coefficients are then averaged over multiple pairs. Finally, spectral correction is applied by multiplying each frequency bin of the short-time Fourier transform of every acoustic scene by the coefficient associated to the corresponding frequency band.

Despite having proven to be quite effective, not only [19] requires several target-domain samples prior to the training phase, but it also makes a further assumption on the availability of parallel audio files. In turn, the adversarial DA methods found in the literature [14], [15] suffer from two critical
limitations. First, they entail a whole new adaptation phase every time a novel target domain is encountered. Second, they require a suitably sized target-domain dataset to train the adaptation module. The technique presented in [16], while being designed to address the latter shortcomings, requires an additional dataset of acoustic scenes (dubbed “Universal domain”) in order to pre-train the FHVAE and thus compute the channel conversion parameter $\Delta \mu_2$. In [16], two additional variants are described: the first one uses source-domain data for the pre-training, while the second employs target-domain data. The latter variant, however, despite being the best performing of the three, violates the requirement of not relying on information from the target devices at training time. Moreover, the classifier is learnt using the reconstructed features decoded by the FHVAE; the adaptation procedure cannot be readily applied to any previously optimized ASC model, as it inevitably entails a training.

In this paper, we present an effective unsupervised DA procedure for ASC that is capable to overcome the limitations of adversarial strategies by performing DA at data level, but without requiring additional data as in [16]. The main idea is to apply a preprocessing technique prior to the test phase in which the first- and second-order sample statistics of each frequency band of test data are matched to the ones of the source-domain training dataset. The proposed approach consists of three main steps. First, just before the training phase, the sample mean and standard deviation for each frequency band across every sample in the source-domain training dataset is computed. Second, at inference time, a band-wise standardization is applied to the target-domain test data so to obtain zero-mean and unit-variance frequency bands throughout the dataset. Third, the standardized dataset is finally adapted using the means and standard deviations computed at Step 1. We show that this procedure can significantly increase the target-domain performance of an ASC system, while having a low computational cost and not substantially affecting the results of source-domain classification.

II. PROPOSED METHOD

Let $x \in \mathbb{R}^{M \times K}$ be the spectrogram of an acoustic scene, where $M$ and $K$ represent the number of time frames and frequency bands, respectively. Let $X^S \in \mathbb{R}^{N_S \times M \times K}$ and $X^T \in \mathbb{R}^{N_T \times M \times K}$ indicate the source- and the target-domain datasets, respectively, where $N_S$ is the number of source spectrograms and $N_T$ the number of target spectrograms. In the following, we assume that $X^S \cap X^T = \emptyset$. Furthermore, we use $n, m, k$ as subscripts to index the tensors $X^S$ and $X^T$ in the 1st, 2nd and 3rd dimension, respectively. Finally, let each domain be characterized by a different distribution, i.e., let $x_i^S \sim X^S$ for $l = 1, \ldots, N_S$ and $x_i^T \sim X^T$ for $l = 1, \ldots, N_T$, where $X^S$ and $X^T$ are the source and target data distributions.

The proposed adaptation procedure comprises three steps. First, we compute $\mu^S_k$ and $\sigma^S_k$ from $X^S$ as in:

$$\mu^S_k = \frac{1}{N_S M} \sum_{n=1}^{N_S} \sum_{m=1}^{M} x^S_{nmk}$$

(1)

$$\sigma^S_k = \sqrt{\frac{1}{N_S M - 1} \sum_{n=1}^{N_S} \sum_{m=1}^{M} (x^S_{nmk} - \mu^S_k)^2}$$

(2)

for $k = 1, \ldots, K$. Intuitively, the values of $\mu^S_k$ and $\sigma^S_k$ are computed as the sample mean and standard deviation of the vector obtained by concatenating every $k$-th row of every spectrogram of $X^S$. Similarly, we compute $\mu^T_k$ and $\sigma^T_k$ for the target-domain dataset, i.e.,

$$\mu^T_k = \frac{1}{N_T M} \sum_{n=1}^{N_T} \sum_{m=1}^{M} x^T_{nmk}$$

(3)

$$\sigma^T_k = \sqrt{\frac{1}{N_T M - 1} \sum_{n=1}^{N_T} \sum_{m=1}^{M} (x^T_{nmk} - \mu^T_k)^2}$$

(4)

for $k = 1, \ldots, K$.

From this, we then standardize $X^T$ by setting

$$Z^T_{nmk} = \frac{(x^T_{nmk} - \mu^T_k)}{\sigma^T_k}$$

(5)

for $n = 1, \ldots, N_T$, $m = 1, \ldots, M$ and $k = 1, \ldots, K$.

In the third step, the first- and second-order statistics of the source domain are finally used to transform the standardized target-domain data as follows:

$$X^T_{nmk} = \sigma^T_k Z^T_{nmk} + \mu^S_k$$

(6)

for $n = 1, \ldots, N_T$, $m = 1, \ldots, M$ and $k = 1, \ldots, K$.

At this point, $\mathbf{X}^T$ has been aligned to the source domain and shares the same band means and variances with $\mathbf{X}^S$. Our hypothesis is that $\mathbf{X}^T = \mathbf{X}^T$ would now be drawn from a distribution $\mathcal{X}^S$ which should be closer to $\mathcal{X}^S$ than $\mathcal{X}^T$, and thus that an ASC model trained on $\mathbf{X}^S$ would achieve higher classification rates when evaluated on the aligned dataset $\mathbf{X}^T$ rather than on the non-adapted $\mathbf{X}^T$.

Notably, the proposed method is model agnostic, does not involve any training and is completely unsupervised, i.e., it does not require target-domain labels at any given time.

III. EVALUATION

A. Training and Evaluation

We evaluate the proposed adaptation procedure using two different ASC models. The first one, used also in [16], is the baseline system of the DCASE 2018 Challenge [12] (denoted as “DCASE model” from now on). The second one, used in [14] and [15], is the so-called “Kaggle model”. The neural network architectures are implemented in PyTorch as described in Tables I and II.

To be consistent with the evaluation setup of the state of the art, the dataset used for the development and evaluation of the proposed approach is the one provided as the development dataset of Task 1-B of the DCASE 2018 Challenge [12]. The dataset contains 10-seconds long WAV files captured in six different large European cities using three different recording devices — namely, devices A, B and C. Each audio item is categorized by one of the ten scene labels: airport, bus,
metro, metro station, park, public square, shopping mall, street pedestrian, street traffic, and tram.

Before being fed to the learning algorithms, the audio data is transformed into time-frequency features. Specifically, we extract log Mel-energies with different parameters depending on the model. For the DCASE model, we use 40 Mel-bands and a 40 ms Hamming window with 50% overlap. For the Kaggle model, we use 64 Mel-bands and a 2048 samples (~46 ms) Hamming window with 50% overlap. We adopt the same training, validation and test folds as in [14]. In particular, the training set consists of 5510 audio clips (only Device A) and the validation set of 612 (only Device A). Furthermore, the test dataset contains 2878 clips recorded by different devices, namely 2518 files from Device A, 180 from Device B, and 180 from Device C. Note that training data from Devices B and C is disregarded.

We optimize the DCASE model for 200 epochs using Adam. The learning rate and the batch size were set to $10^{-4}$ and 16, respectively. For the Kaggle model, to foster evaluation consistency and to show that our method can be effectively decoupled from the model training, we utilize the pre-trained weights made available online\(^1\) by the authors of [14].

To be able to compare the results with prior works, we adopt an evaluation setup similar to the one of the DCASE 2018 Challenge, where the target-domain performance is assessed by averaging the accuracy obtained on Devices B and C. Hence, we evaluate our models on $X_{test}^{(B,C)}$, i.e., the adapted and non-adapted test fold of Devices B and C combined. Moreover, to investigate the effect of the proposed adaptation method when applied to source-domain data, we evaluate our models using both $X_{test}^{(A)}$ and $X_{test}^{(A)}$, i.e., the adapted and non-adapted test fold of Device A, respectively.

### B. Device-Dependent Adaptation

If we assume to have access to the knowledge of which device captured each acoustic scene in the target-domain dataset, i.e., if we assume that test samples are annotated with device labels, we can consider the target devices separately during the adaptation phase. This means that Devices B and C are regarded as target domains in their own right and aligned independently from one another using the statistics of the source-domain training dataset (Device A), i.e.,

\[
X^S := X_{train}^{(A)} \quad X_B^{T} := X_{test}^{(B)} \quad X_C^{T} := X_{test}^{(C)}
\]

where $X_{train}^{(A)}$ represents the training fold composed of $N_S = 5510$ samples from Device A, while $X_{test}^{(B)}$ and $X_{test}^{(C)}$ denote the test folds from Devices B and C, each consisting of $N_T = 180$ spectrograms.

Eventually, the two adapted target-domain datasets are concatenated to form the test dataset

\[
X_{test}^{(B,C)} := \left[ X_{test}^{(B)}, X_{test}^{(C)} \right] \in \mathbb{R}^{2N_T \times M \times K}
\]

and the model evaluation can proceed as usual. In the following, we refer to this approach as “Device-Dependent Adaptation” (DDA).

### C. Device-Independent Adaptation

To account for those cases in which the target-domain device labels are not available, we investigate the performance of the proposed adaptation method when one would consider a single domain comprising the features from both Device B and C. This means that the target domain consists of the concatenated dataset

\[
X_{[B,C]}^{T} := \left[ X_{test}^{(B)}, X_{test}^{(C)} \right] \in \mathbb{R}^{N_T \times M \times K}
\]

where $N_T = 360$ is the number of spectrograms in the target domain. Then, having applied the proposed method to $X_{[B,C]}^{T}$, we can define the adapted target-domain test dataset as

\[
\tilde{X}_{[B,C]}^{T} := X_{test}^{(B,C)}
\]

In the following, we will refer to this approach as “Device-Independent Adaptation” (DIA).

### D. Influence of the Number of Target-Domain Test Samples

The proposed DDA and DIA methods have so far implied that $N_T$ and $N_T$ target-domain samples would be available during the adaptation phase. However, many real-life applications cannot rely on such appropriately sized datasets. In these cases, sample statistics are likely to be unreliable in describing

\[\text{TABLE I} \quad \text{DCASE MODEL}\]

| Input  | 7×7–Conv2D–32–BatchNormalization–ReLU |
|--------|--------------------------------------|
|        | 5×5–MaxPooling2D                     |
|        | Dropout(.3)                          |
|        | 7×7–Conv2D–64–BatchNormalization–ReLU|
|        | 4×100–MaxPooling2D                   |
|        | Dropout(.3)                          |
|        | Dense–100–ReLU–Dropout(.3)           |
| Output | 10–Softmax                            |

\[\text{TABLE II} \quad \text{KAGGLE MODEL}\]

| Input  | 11×11–Conv2D–48–stride(2,3)–padding(5)–ReLU |
|--------|---------------------------------------------|
|        | 3×3–MaxPooling2D–stride(1,2)               |
|        | BatchNormalization                         |
|        | 5×5–Conv2D–128–stride(2,3)–padding(2)–ReLU|
|        | 3×3–MaxPooling2D–stride(2)                |
|        | BatchNormalization                         |
|        | 3×3–Conv2D–192–stride(1)–padding(1)–ReLU  |
|        | 3×3–Conv2D–192–stride(1)–padding(1)–ReLU  |
|        | 3×3–Conv2D–128–stride(1)–ReLU              |
|        | 3×3–MaxPooling2D–stride(1,2)              |
|        | BatchNormalization                         |
|        | Dense–256–ReLU–Dropout(.25)               |
|        | Dense–256–ReLU–Dropout(.25)               |
| Output | 10–Softmax                                |

\[\text{1https://doi.org/10.5281/zenodo.1401995}\]
device-specific characteristics, especially if the sample size is small. To assess how much the DA capabilities of the proposed method are affected by the amount of available data, we simulate the scenario in which only a limited number of target-domain samples are available. For the sake of brevity, we limit ourselves to the evaluation of the Kaggle model.

To this end, random permutations of the target-domain datasets $X_B$, $X_C$ and $X_{B|C}$ are partitioned into segments of $L$ samples. Specifically, $L$ is defined so that it takes values in the set of divisors of the number of spectrograms in the respective target-domain dataset, namely $N_T$ for DDA and $N_T^f$ for DIA. Each segment is then adapted independently of the others using the statistics of $X^S$ and subsequently concatenated to form $\overline{X}_B^f$, $\overline{X}_C^f$ and $\overline{X}_{B|C}^f$. Finally, the test sets are obtained according to (8) and (10) and the evaluation of the DDA and DIA methods can proceed as described in the previous sections. To reduce the influence of the random indexing involved in the segmentation process, we perform said procedure on 50 different permutations of each target dataset. Systems performance is then assessed by means of the average classification accuracy as a function of $L$. Note, however, that each class has an equal probability of being represented within a segment of $L$ samples due to the preliminary random permutations. It is thus likely that multiple different acoustic scenes are contributing to the computation of the sample statistics, yielding a more robust estimate.

**IV. Results and Discussion**

Table III reports the results of the proposed method against the ones of the unsupervised methods in [14], [15] and [16]. Note that, of the three variants presented in [16], only the one that considers Device A as the reference domain used to train the FHVAE and to compute the channel conversion parameter $\Delta \mu_2$ is directly comparable with our method. Indeed, this is the only one not relying on external or target-domain data during the pre-training phase. For completeness, however, the results of the variants which do include such data are reported in brackets.

As can be seen from Table III, our DDA method provides a classification accuracy of 53% (DCASE model) and 51% (Kaggle model) when evaluated on the test fold of Devices B and C. This corresponds to an increase of approximately 6% in target-domain accuracy compared to [16] (47%) and [15] (45%). For what concerns DIA, instead, we can notice that the performance matches the ones of much more complex systems based on FHVAE [16] and WGAN [15]. In particular, the accuracy obtained by DIA is 48% (DCASE model) and 45% (Kaggle model) against the 47% of [16] and 45% of [15]. Moreover, when evaluated on Device A, the non-adapted procedure yields an accuracy of 66% (DCASE model) and 65% (Kaggle model), while the adapted one yields 64% and 66%, i.e., $-2\%$ and $+1\%$, respectively. This slight mismatch is probably due to the sample statistics of training and test data being different and appears to be related to the number of Mel-bands chosen for the feature representations.

In view of the results, it seems that to apply such a bandwise preprocessing procedure across the datasets is beneficial when dealing with mismatched recording devices. A possible interpretation is that, while classic standardization approaches aim at balancing the weights of the features that describe each sample, our method is focusing more on device-specific characteristics which are constant throughout the dataset, rather than on the acoustic content of individual scenes. The result, in practice, is that of an equalization of the frequency response of the recording devices across domains. This would also explain the lower classification accuracy when Devices B and C are combined into a single target-domain dataset before the adaptation (DIA), rather then preprocessed independently (DDA). In the DIA case, indeed, the statistics removed by the standardization are only an average of the device-specific ones and therefore both channels would maintain a larger part of their characteristic response.

In a sense, the effect described here is somewhat reminiscent of the spectral correction presented in [19], where the author finds as many coefficients as frequency bands from a reference device (Device A) which are then used to weight the time-frequency representations of audio data from the other devices. Notably, however, our method does not require pair-wise matchings between audio files recorded simultaneously.

**TABLE III**

Classification accuracy on adapted and non-adapted source-domain (Device A) and target-domain test data (Devices B, C) obtained by both the DCASE and the Kaggle model. Note that two of the three variants of the method presented in [16] are not directly comparable with our approach and therefore they appear here in brackets (second and third row of the Table).

|                      | Non adapted | Adapted  | Non adapted | Adapted  |
|----------------------|-------------|----------|-------------|----------|
|                      | Device A    | Devices B,C | Device A    | Devices B,C |
| [16] $\Delta \mu_2$ derived from Device A | — | — | 0.58 | 0.47 |
| [16] $\Delta \mu_2$ derived from Devices B,C | — | — | (0.58) | (0.51) |
| [16] Universal domain | — | — | (0.58) | (0.50) |
| [14]                    | — | — | 0.65 | 0.20 |
| [15]                    | — | — | 0.65 | 0.21 |

Proposed method:

|                      | DCASE Model | Kaggle Model |
|----------------------|-------------|--------------|
| DIA (Device-Independent Adaptation) | 0.48 | 0.45 |
| DDA (Device-Dependent Adaptation)    | **0.66** | **0.51** |
As mentioned in [16], a desired quality of unsupervised adaptation strategies is not to rely on a large-sized target-domain dataset. In the following, we show that our method is capable of providing satisfactory results even when just a few target-domain samples are available. By looking at Fig. 1, we can readily observe that, as expected, classification accuracy grows monotonically with $L$ and the maximum is achieved for a segment encompassing all the possible acoustic scenes, i.e., $L = N_T$ (DDA) and $L = N'_T$ (DIA). On the one hand, $L = 1$ (corresponding to trying to align every Mel-spectrogram independently of the others) is worse than applying no adaptation at all. On the other hand, the proposed DDA method is already capable of outperforming [15] using segments of $L \geq 10$ samples (i.e., just over one and a half minutes of audio). This is quite remarkable as it suggests that considerable DA can be achieved without the burden of gathering an abundance of target-domain samples, making it feasible for a user to collect the data needed to adapt their own device. However, a more thorough study on the effect of under-representation of certain classes in the test segments is left for future work.

V. CONCLUSIONS AND FUTURE WORK

We proposed an effective approach to unsupervised domain adaptation for acoustic scene classification. Our method, despite its simplicity, is able to outperform the unsupervised methods found in the literature while requiring just over ten test samples to provide state-of-the-art results. Moreover, we showed that our approach is competitive in terms of target-domain classification accuracy even without being given the knowledge of which target device captured which acoustic scene. The adaptation procedure is computationally efficient, model agnostic and does not involve any training. Therefore, our method can be readily applied to any previously optimized ASC model without the need of further adjustments. For future work, we plan to evaluate the proposed method for other audio classification tasks, such as speech and music recognition.
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