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Abstract

The mainstream workflow of image recognition applications is first training one global model on the cloud for a wide range of classes and then serving numerous clients, each with heterogeneous images from a small subset of classes to be recognized. From the cloud-client discrepancies on the range of image classes, the recognition model is desired to have strong adaptiveness, intuitively by concentrating the focus on each individual client’s local dynamic class subset, while incurring negligible overhead. In this work, we propose to plug a new intra-client and inter-image attention (ICIIA) module into existing backbone recognition models, requiring only one-time cloud-based training to be client-adaptive. In particular, given a target image from a certain client, ICIIA introduces multi-head self-attention to retrieve relevant images from the client’s historical unlabeled images, thereby calibrating the focus and the recognition result. Further considering that ICIIA’s overhead is dominated by linear projection, we propose partitioned linear projection with feature shuffling for replacement and allow increasing the number of partitions to dramatically improve efficiency without sacrificing too much accuracy. We finally evaluate ICIIA using 3 different recognition tasks with 9 backbone models over 5 representative datasets. Extensive evaluation results demonstrate the effectiveness and efficiency of ICIIA. Specifically, for ImageNet-1K with the backbone models of MobileNetV3-L and Swin-B, ICIIA can improve the testing accuracy to 83.37% (+8.11%) and 88.86% (+5.28%), while adding only 1.62% and 0.02% of FLOPs, respectively. Source code is available in the supplementary materials.

1. Introduction

Nowadays, many vision models have been deployed to recognize client-side images, such as identifying everything with Google Lens, categorizing images in Google Photos, and taking photos to search for products on Amazon Shopping. Let’s examine the workflow of Google Lens, a mobile camera app with strong image recognition capabilities, in detail. A global recognition model is trained on the cloud using a large scale of labeled images, spanning a wide range of classes, including various species of animals and plants, documents, commodities, etc. Then, the recognition model will serve numerous app users once they take photos in daily life, and each user’s photos tend to involve a few classes. By probing the image recognition scenario from a new cloud-client perspective, we find several important but often neglected characteristics, as illustrated in Fig. 1. (1) The recognition model is optimized for the full set of classes on the cloud, whereas the images to be recognized on each individual client normally come from a small subset of classes. In addition, the class subsets of different clients also differ from each other. Moreover, as a client collects new images over time, the client’s class subset will change dynamically. (2) Different from the cloud with labeled images for training, the images on each client are unlabeled for real-time recognition. It is also practically infeasible to let non-expert users label images and take their annotations as the ground truth. More generally, the missing of labels on the side of clients is an atypical setting of computer vision (CV) scenarios, compared with natural language processing...
(NLP) and recommendation applications, which typically predict user interactive behaviors (e.g., next input word, click or browse) and take practical user feedback as labels.

The above cloud-client discrepancies raise the new requirement of strong adaptiveness on the image recognition model, from the cloud’s global full set of classes to each client’s local subset of classes, across different clients’ heterogeneous class subsets, and over a certain client’s dynamic image dataset. Intuitively, the focus of the recognition model was originally distributed on all the classes. When serving a specific client, if the focus can be concentrated on the client’s class subset and further be dynamically adjusted as more unlabeled images are accumulated, the recognition accuracy can be significantly improved.

To achieve model adaptation effectively and efficiently, there still exist several practical challenges. From model architecture, the design should be model-agnostic and lightweight, which is, however, non-trivial. In particular, the design should be compatible with existing backbone networks for image recognition (e.g., convolutional neural network (CNN), transformer, etc.), thereby inheriting their strong representation abilities and being convenient to be implemented and deployed. In addition, no matter whether the recognition model was originally deployed on the cloud to serve a large scale of clients or offloaded to resource-constrained and heterogeneous clients for local serving, the design would better introduce only a small size of parameters and negligible overhead to guarantee high efficiency (e.g., low response latency). Of course, in the resource-rich context, scaling up the design for better accuracy should still be a non-trivial problem. From learning algorithm, although client-specific fine-tuning is model-agnostic and even does not need extra parameters, the missing of labels and the resource constraints of clients make such type of methods inapplicable to image recognition. Therefore, it is highly desirable, yet challenging, to adapt the model only once on the cloud and circumvent on-client retraining.

In this work, we propose an Intra-Client and Inter-Image Attention (ICIIA) module, which is plugable between the feature extractor and the classifier of an arbitrary backbone model for image recognition. After one-time training on the cloud, ICIIA can well adapt to heterogeneous clients. The key insight behind ICIIA’s strong adaptiveness is that when serving a specific client, given a target image, ICIIA retrieves the relevant images from the client’s historical images and enables the recognition model to concentrate on the local dynamic subset of classes, thereby calibrating the features and the recognition results. In contrast, the conventional mainstream mode is recognizing the images independently, failing to exploit each individual client’s historical unlabeled images. The underlying building block of ICIIA is the celebrated multi-head self-attention mechanism, which was first proposed in NLP [58] and later extended to computer vision [12], and has achieved the state-of-art performance by capturing the intra-sample dependencies among words or image patches. At a totally different level, ICIIA intends to capture the inter-image dependencies for each individual client. In particular, the attention operation is performed over the separate pool of a certain client’s local images to be recognized. Through naturally inputting the personalized images from the client rather than manually inserting additional client-specific parameters, ICIIA can achieve adaptiveness in a desired one-for-all way. Further, as the client accumulates more unlabeled images for attention, the performance of ICIIA will become better. Another key difference from the conventional multi-head self-attention mechanism is in linear projection, which originally needs a large size of parameters and incurs high overhead. ICIIA partitions the input features into several blocks and linearly projects for each block individually. To mitigate the side effect of isolating features in different partitions, ICIIA further shuffles the features across partitions. Through the partitioned linear projection with feature shuffling, ICIIA reduces the parameter size to the reciprocal of the number of partitions, while incurring only a slight drop in accuracy, compared with the conventional linear projection. By varying the number of partitions, ICIIA can well balance efficiency and accuracy.

We summarize our key contributions as follows:

• From a new cloud-client perspective to view the image recognition application, we find the discrepancies and the variations on the range of candidate classes. We further identify the new requirement of one-time model adaptation to all the heterogeneous clients under the practical setting of unlabeled images.

• We propose a plugable ICIIA module upon existing backbone image recognition models. To the best of our knowledge, ICIIA is the first to leverage the attention mechanism to mine intra-client and inter-image dependencies, thereby achieving strong model adaptiveness.

• We further propose partitioned linear projection with feature shuffling to deal with the efficiency problem of the attention layer’s conventional linear projection in serving a large scale of resource-constrained clients.

• We extensively evaluate ICIIA, with several baselines for comparison and variants for ablation study. Evaluation results reveal ICIIA’s effective and efficient adaptation to heterogeneous clients, significant improvements over the original backbone models and tuning methods, and the necessity of each ingredient.

2. Related Work

Model adaptation  Adapting the global model trained on the cloud to serve heterogeneous clients is an important
problem in practice. Rather than the cloud-to-client adaptation considered in this work, existing literature mainly considered task-to-task adaptation, either from upstream to downstream [2, 3, 9, 17, 18, 21, 23, 25, 29, 34, 35, 44, 45, 63] (e.g., from masked auto-encoding to classification), from one domain to another [13, 14, 16, 32, 33, 59, 61, 68] (e.g., from natural images to synthesized images or from daytime scenes to nighttime scenes), or across multiple modalities [6, 24, 41, 51, 55] (e.g., natural language and vision). A few recent work [10, 60, 62] considered cloud-to-client adaptation in e-commerce recommendation or next-word prediction with the local samples naturally labeled by each client, which differs from the label missing setting of our image recognition scenario. Among these existing work, one line resorted to fine-tuning the pre-trained model on the labeled data of each target task and elaborated on downstream recognition models [13, 14, 24, 51] or designing new fine-tuning algorithms [3, 16, 18, 23, 33, 35, 59, 63]. Other works further proposed to modify the backbone model, by inserting learnable task-specific adapters [21, 32, 44, 45, 55] or providing prompts (i.e., a small number of learnable tokens associated with each task) as additional inputs to the NLP models [29, 34] or recently to the CV models [13, 14, 25, 41, 68]. The latter method was also known as “prompt tuning”. Compared with model adaptation to a few target tasks normally with labeled samples, the cloud-to-client recognition model adaptation studied in this work, however, involves a large number of target clients with only unlabeled images, making previous design inapplicable.

Different from cloud-based model training, an emerging federated learning [47] framework enables heterogeneous clients to jointly train a global model without uploading local data. Much related work also focused on the need of adapting the global model to each client, thereby mitigating data heterogeneity [46]. The designs mainly fall into the pattern of letting each client maintain a personalized model with client-specific parameters, by leveraging multi-task learning [53], meta learning [5, 15, 26], hyper-networks [43], knowledge distillation [52, 65, 69], model splitting [36, 42], model pruning [30], or loss function regularization [11, 31]. However, federated learning normally require local training with labeled samples, which are unavailable in the scenario of image recognition.

**Attention mechanism** For NLP and recommendation tasks, each sample is naturally represented by a sequence of words or user behaviors. The attention mechanism has been widely adopted to mine the dependencies within the sequence, such that the model can focus on the related words or behaviors for more accurate prediction [58, 66, 67]. In particular, Vaswani et al. [58] proposed a novel architecture, called transformer, based on multi-head attention with residual connections [19] and layer normalization [1], achieving state-of-the-art performance initially on NLP tasks and later on CV tasks [12, 40]. Motivated by the sequential data format in NLP and recommendation, we regard the images to be recognized on each individual client as a sequence, rather than as separate images like in the mainstream recognition models. We thus introduce the attention mechanism and further deal with the efficiency issue of serving a large number of resource-constraint clients.

### 3. Design and Analysis

#### 3.1. Overall Architecture

As shown in Fig. 2, besides a feature extractor and a classifier in an arbitrary backbone recognition model, all the heterogeneous clients will share the new ICIIA module in our model design. Specifically, for each client, the images to be recognized are first input to the feature extractor. The extracted features are then fed into the ICIIA module. Given a target image, ICIIA essentially mines the intra-client and inter-image dependencies to retrieve the relevant historical images, and calibrates the features to let the classifier fo-
focus on the client’s local data distribution (Sec. 3.2). Such a model architecture design can adapt to each heterogeneous client after one-time training on the cloud and dynamically improves the performance as the client accumulates more unlabeled images for attention. Furthermore, to reduce the overhead, the linear projections in the ICIIA module can be replaced with the proposed partitioned linear projection (Sec. 3.3) with feature shuffling (Sec. 3.4). The overhead analysis regarding the number of parameters and FLOPs is described in Sec. 3.5. Finally, the calibrated features from the ICIIA module are input into the classifier to generate the final recognition result.

3.2. Intra-Client and Inter-Image Attention

The ICIIA module consists of a multi-head self-attention layer [58] and a feed-forward network with residual connections and layer normalization. The multi-head self-attention layer takes the features of both the historical images and the target image from a certain client as the query vector (Q), the key vector (K), and the value vector (V), linearly projects each vector to \( H \) representation subspaces, and computes the scaled dot-product attention scores with \( H \) attention heads. Then, the features of the target image are calibrated using the weighted average of the features of the historical images, where the weights take the attention scores. The calibrated features are once again linearly projected and finally fed into the feed-forward network.

3.3. Partitioned Linear Projection

The original linear projections in the ICIIA module require a large size of parameters, which may become the bottleneck of cloud-based model serving for numerous clients in low latency or deploying the model to resource-constrained clients for real-time local serving. To overcome this bottleneck, we propose a partitioned version of the linear projection and allow the number of partitions to be adjusted according to the efficiency requirement. As shown in Fig. 3a, the input features are first partitioned into \( P \) small blocks, and then a linear projection with a small size of parameters will be created for each individual block. Suppose the input feature dimension is \( D \). As illustrated in Fig. 3b, the original linear projection requires \( H \times D \times D/H = D^2 \) parameters in total. In contrast, the new partitioned projection needs only \( P \times (D/P)^2 = D^2/P \) parameters. Therefore, the partitioned projection can reduce the number of parameters by a factor of \( P \).

3.4. Feature Shuffling

Compared with the original linear projection, the new partitioned projection can improve efficiency, but isolates the features in different partitions, as depicted in Fig. 3c, which may hurt model performance. To mitigate side effect, we insert a feature shuffling layer after each projection layer, mixing the features from different partitions. Such a shuffling layer is implemented using a transpose operation followed by a reshape operation and introduces no additional parameters. By comparing Fig. 3a with Fig. 3c, we can observe that with feature shuffling, each attention head receives features from all the partitions, while without it, each head receives features from only a subset of partitions.

3.5. Overhead Analysis

Suppose \( N \) layers of the ICIIA module is adopted, and the attention scores are computed in a window of \( B \) images. Each layer has 6 partitioned linear projections, including 3 input projections for the query, key, and value vectors, 1 output projection, as well as 2 projections in the feed-forward layer, requiring \( 6D^2/P \) parameters and \( 6BD^2/P \) FLOPs. In addition, the multi-head self-attention operation requires \( B^2D \) FLOPs for computing the attention scores and \( B^2D \) FLOPs for computing the attention outputs. Therefore, the total size of ICIIA-related parameters is \( \#\text{Param.} = 6D^2/P \times N \). The ICIIA-related computation overhead for recognizing one target image given \( B - 1 \) historical images or recognizing \( B \) images in a batch (e.g.,

\[ \text{Overhead = #Param. + } 6BD^2/P \times (B-1) \times N \]

\[ \text{Overhead = #Param. + } 6BD^2/P \times B \times N \]

The parameters and computation overhead of the residual connections and layer normalization are negligible and thus omitted for conciseness.
for the scenario of Google Photos categorizing one client’s many local images is \#FLOPs = \( \frac{6BD^2}{P} + 2B^2D \) \times N.

To give more intuitions about the practical efficiency of ICIIA, we introduce two different configurations: one is the base version with the conventional linear projections (i.e., \( P = 1 \)), called ICIIA-B; and the other is the tiny version with \( P = 256 \) partitions, called ICIIA-T. We take 6 different backbone image recognition models to be evaluated over ImageNet-1K, set the number of ICIIA layers to \( N = 3 \), and set the window size for computing attention scores to \( B = 16 \). Tab. 1 lists the detailed size of parameters and FLOPs in ICIIA-B and ICIIA-T, as well as their relative ratios to those of the backbone. We find that compared with ICIIA-B, ICIIA-T sharply reduces the parameter size and FLOPs via the partitioned linear projection, and meanwhile, introduces quite low overhead compared with the backbone, even for some light-weight networks (e.g., MobileNetV3-L [22]) that can be deployed on mobile devices.

| Dataset       | Task                  | #Clients | #Samples   | #Classes | Classes per Client |
|---------------|-----------------------|----------|------------|----------|--------------------|
| *iNaturalist 2019* [20] | image classification | 2,295    | 193,210    | 1,010    | 45.5               |
| *FEMNIST* [4] | image classification | 3,597    | 817,851    | 62       | 55.0               |
| *CelebA* [38] | multi-label classification | 9,343     | 200,288    | N/A      | N/A                |
| *ImageNet-1K* [8] | image classification | 3,161    | 1,331,167  | 1,000    | 15.2               |
| *UCF101* [54] | action recognition   | 121      | 13,320     | 101      | 22.8               |

Table 2. The datasets for evaluation, the corresponding recognition tasks, as well as the global and client-level statistics of different datasets.

4. Evaluation

4.1. Setup

Datasets and recognition tasks We extensively evaluate ICIIA with 3 different tasks on 5 representative datasets, involving 9 benchmark models.

*iNaturalist 2019* [20] contains images of 1,010 species of plants and animals collected and verified by the users from iNaturalist\(^2\), a citizen science website for naturalists. The task is to recognize the species of the images. We adopt the natural user partition of FedScale [27], allocating each image to the corresponding user who holds the rights, while splitting the user pool into 1,901 users for training and 394 ones for testing. We leave out 20% of the users originally for training now for validation use. We take EfficientNet-B0 [56] as the recognition model.

*FEMNIST* [4] is a dataset for recognizing hand-written digits and characters, and was built by LEAF [4] through naturally partitioning Extended MNIST [7,28] based on the writer. LEAF originally takes 90% and 10% of each writer’s samples for on-client training and testing, respectively. We separate out 20% of the training samples for validation. We adopt the CNN architecture officially provided by LEAF.

*CelebA* [38] contains face images of 10,177 celebrities, each with 40 binary attribute annotations. The task is to recognize the attributes. Since the attributes of being “male” or not and being “young” or not are normally unique and easy to be inferred for a certain user’s images, we remove these 2 attributes and keep the other 38 attributes for recognition. We take LEAF’s [4] natural user partition based on face ID, dividing the user pool into 8,408 users for training and 935 ones for testing. We still leave out 20% of the users originally for training now for validation. For multi-label classification, we replace the final layer of EfficientNet-B0 [56] with multiple linear classifiers, one for each attribute.

*ImageNet-1K* [8] contains 1,331,167 images of 1,000 classes organized under the hierarchy of WordNet [49] with 85 parent categories. We take the official train-test split and

---

\(^2\)\url{www.inaturalist.org}
perform manual dataset splitting for different users, where each user holds roughly 324, 81, and 16 samples from a specific parent category for training, validation, and testing, respectively. We adopt MobileNetV3-L [22], ResNet-152 [19], EfficientNet-B4 [56], Swin-B [37], ConvNeXt-L [39], and EfficientNet-B7 [56].

UCF101 [54] contains 13,320 videos of 101 action classes and 5 general/parent action categories. The manual dataset splitting is similar to that for ImageNet-1K, where the difference is that each user takes roughly 62, 16, and 32 videos from a certain parent category for training, validation, and testing, respectively. Regarding the action recognition model, we take C3D [57].

We also list some statistics of the datasets in Tab. 2. We can observe that no matter by natural partition or manual partition, each client’s local dataset involves a (normally small) subset of all the classes, validating the starting point of the model adaptiveness requirement.

**Baselines and implementation details** We introduce 3 baselines, including the original backbone model, fine-tuning, and prompt tuning, for comparison.

*Original backbone model* takes the mainstream recognition network architectures without the ICIIA module. In addition, the backbone model is optimized over the global training set (i.e., a mixture of all the clients’ training sets). We initialize EfficientNets, the other models over ImageNet-1K, and C3D, by loading the weights pre-trained over ImageNet-1K from efficientnet-pytorch [48], torchvision [50], and pytorch-video-recognition [64], respectively. For iNaturalist 2019, CelebA, and UCF101, we further tune the pre-trained models over the global training set. For FEMNIST, we train the CNN model from scratch.

*Fine-tuning* is to let each client fine-tune the backbone model over its local training dataset and is a classical method for model adaptation. In the experiment, we fine-tune only the last layer of the backbone model (i.e., the classifier(s)) and freeze the other layers, which can function as a static feature extractor. We note that fine-tuning is not applicable to iNaturalist 2019 or CelebA, because the train-test splits of these two datasets are by users, and the users in the training dataset for fine-tuning do not appear in the testing dataset.

*Prompt tuning*, as introduced in Sec. 2, was an enhanced version of fine-tuning and was originally for NLP. We adapt this method to our context by associating each client with a prompt token and feed it as an extra input to the recognition models. We try and optimally set the dimension of the prompt tokens to half of the feature dimension $D/2$.

For the settings of our ICIIA module, we evaluate the two configurations of ICIIA-B and ICIIA-T introduced in Sec. 3.5. We try and take the optimal number of layers for each task (i.e., $N = 1$ for FEMNIST and CelebA, $N = 2$ for iNaturalist 2019 and UCF101, and $N = 3$ for ImageNet-1K); and take $H = 4$ attention heads for all the tasks.

We implement all the models and learning algorithms with PyTorch (torch 1.12.1, torchvision 0.13.1). We use stochastic gradient descent (SGD) as the optimizer. By default, the learning rate is set to 0.01, and the batch size is set to 16. More detailed settings are deferred to Appendix A.

### 4.2. Adaptiveness to Heterogeneous Clients

![Figure 4](image)

**Figure 4.** Adaptation to client #1919 in iNaturalist 2019.

**Calibration from historical recognized images** We first visualize why ICIIA can adapt to each client’s local data distribution in the recognition phase. We pick client #1919 from iNaturalist 2019’s testing set and illustrate how ICIIA-B calibrates the classification from historical images in Fig. 4. We can see that without exploiting any historical image, the original backbone model will misclassify the target image. In contrast, with 3 historical images, ICIIA-B pays the most attention to the second image from the same class (i.e., argia immunda) with the target one, improves the confidence on the target class, and classifies correctly.

![Figure 5](image)

**Figure 5.** Testing accuracy of ICIIA over iNaturalist 2019 by varying the number of historical samples. The dashed lines correspond to the training setting of 15 historical samples.

We also plot how the testing accuracy of ICIIA-B and ICIIA-T changes with the accumulation of historical images in Fig. 5. One key observation is that ICIIA-B and ICIIA-T can quickly adapt to each client’s local distribution
and outperform the original backbone model using only 3 and 5 historical images, respectively. If a client has not accumulated enough historical images yet, it can trivially switch to the original backbone model, avoiding cold start. The second key observation is that as the size of historical images increases, ICIIA-B and ICIIA-T achieve better performance. Further considering the attention is performed on the batches of 16 images (15 historical images + 1 target image) in the training phase, while ICIIA-B and ICIIA-T continues to improve after accumulating 15 historical images in the prediction phase, we can derive that ICIIA has a very strong generalization ability.

Adaptation to cross-client class heterogeneity We next study how the heterogeneity of the image classes on different clients will affect ICIIA. We use ImageNet-1K and vary the client-level dataset splitting. In particular, the first group of clients will now fetch the samples randomly from all the 85 parent categories, while the second group will still fetch from a specific parent category. We view the ratio between the size of the second group and the size of all the clients as a metric of cross-client class heterogeneity. If the ratio is 0, all the clients will fetch samples from all the parent categories, and cross-client class heterogeneity, as well as the cloud-client discrepancy, do not exist. We depict the testing accuracy of ICIIA-B and the three baselines in Fig. 6. We can see that the advantage of ICIIA-B, fine-tuning, and prompt tuning over the original backbone model becomes larger as the level of cross-client class heterogeneity increases, and ICIIA-B performs the best. In the ideal case of no cross-client class heterogeneity, due to the disappearance of the device-cloud discrepancy, all the adaptive methods have no positive effect.

Adaptation of #partitions $P$ We finally evaluate how ICIIA balances model performance and efficiency by taking different numbers of partitions $P$ in partitioned linear projection. Fig. 7 shows the evaluation results over iNaturalist 2019 and ImageNet-1K, where the number of ICIIA layers $N$ varies to demonstrate robustness. From Fig. 7, we can see that as $P$ increases, the parameter size is reduced to $1/P$ of ICIIA-B’s size, and the testing accuracy of ICIIA will decrease. However, even when $P$ reaches 256 (i.e., ICIIA-T), the testing accuracy of ICIIA-T is still higher than that of the original backbone model. The advantage and the robustness of ICIIA are more evident over ImageNet-1K.

4.3. Comparison with Baselines

We compare ICIIA with the baselines and report the testing accuracy in Tab. 3. We can observe consistent and significant improvements of ICIIA over all the baselines on all the datasets and recognition models. (1) By comparing ICIIA-B with the original backbone model, we can draw that ICIIA indeed improves model performance by exploiting each client’s class heterogeneity from the local samples to be recognized; (2) by comparing ICIIA-B with fine-tuning and prompt tuning, we can derive that the intra-client inter-image attention mechanism has the strongest adaptiveness, even without on-client retraining; and (3) by comparing ICIIA-T with ICIIA-B and the baselines, we can draw that although ICIIA-T compromises model accuracy for efficiency, it still significantly outperforms the baselines.
### Table 3. ICIIA vs. the baselines in terms of testing accuracy. The improvement over the original backbone model is shown in parentheses. The results are averaged over three repeats, each repeat randomly initializing the model parameters excluding the pre-trained weights. The standard errors of the mean are all below 0.24%.

| Dataset          | Backbone   | Original | Fine-Tuning | Prompt Tuning | ICIIA-B | ICIIA-T |
|------------------|------------|----------|-------------|---------------|---------|---------|
| iNaturalist 2019 | EfficientNet-B0 [56] | 61.82%   | N/A         | N/A           | 66.70% (+4.88%) | 64.03% (+2.21%) |
| FEMNIST [4]      | CNN [4]    | 88.48%   | 90.03%      | 88.47%        | 91.94% (+3.46%) | 91.38% (+2.89%) |
| CelebA [38]     | EfficientNet-B0 [56] | 90.84%   | N/A         | N/A           | 91.70% (+0.85%) | 91.58% (+0.74%) |
| ImageNet-1K [8] | EfficientNet-B4 [56] | 83.03%   | 83.65%      | 87.54%        | 88.31% (+5.28%) | 88.35% (+5.32%) |
|                  | MobileNetV3-L [23] | 75.26%   | 79.06%      | 83.93%        | 84.01% (+8.75%) | 83.37% (+8.11%) |
|                  | ResNet-152 [19]  | 82.31%   | 83.54%      | 86.85%        | 88.16% (+5.84%) | 87.90% (+5.58%) |
|                  | EfficientNet-B4 [56] | 83.03%   | 83.65%      | 87.54%        | 88.31% (+5.28%) | 88.35% (+5.32%) |
|                  | Swin-B [37]    | 83.58%   | 84.45%      | 87.00%        | 89.23% (+5.65%) | 88.86% (+5.28%) |
|                  | ConvNeXt-L [39] | 84.42%   | 84.84%      | 87.59%        | 89.31% (+4.89%) | 89.14% (+4.72%) |
|                  | EfficientNet-B7 [56] | 84.58%   | 84.98%      | 88.71%        | 89.36% (+4.78%) | 89.37% (+4.79%) |
| UCF101 [54]     | C3D [57]    | 79.94%   | 79.96%      | 80.01%        | 81.09% (+1.15%) | 80.87% (+0.93%) |

### 4.4. Ablation Study

| Dataset          | ICIIA-B   | ICIIA-T   | ICIIA-T   |
|------------------|-----------|-----------|-----------|
| iNaturalist 2019 | -4.78%    | -0.30%    | -0.20%    |
| ImageNet-1K      | -6.50%    | -3.62%    | -0.28%    |

Table 4. Drop of testing accuracy after removing different ingredients of ICIIA.

**Impact of intra-client and inter-image attention** We remove the intra-client and inter-image attention operation of ICIIA-B and reserve all the linear projections in both the original multi-head self-attention and feed-forward layers. As shown in the first column of Tab. 4, the testing accuracy sharply drops by 4.78% on iNaturalist 2019 and by 6.50% on ImageNet-1K, which validates the necessity of intra-client and inter-image attention.

**Impact of partitioned linear projection** We remove the partitioned linear projections of ICIIA-T and reserve only the intra-client and inter-image attention operation. From the second column of Tab. 4, we can see that the testing accuracy slightly drops on iNaturalist 2019, but dramatically drops by 3.62% on ImageNet-1K, validating the necessity of partitioned linear projections.

**Impact of feature shuffling** We remove the feature shuffling operation from ICIIA-T to ablate its impact. We can see from the third column of Tab. 4 that the testing accuracy slightly drops. We also evaluate ICIIA with and without feature shuffling by varying the number of partitions $P$ in Fig. 8. We can see that the drop of accuracy generally becomes larger for a larger $P$. These results validate the necessity of feature shuffling, especially together with a large number of partitioned projections.

### 5. Conclusion

In this work, we study the ubiquitous image recognition applications from a new cloud-client perspective. We have proposed a pluggable ICIIA module to adapt the backbone recognition model from the cloud’s full set of classes to each individual client’s local dynamic subset of classes, simply after one-time cloud-based training. ICIIA captures intra-client and inter-image dependencies with multi-head self-attention and further improves efficiency by partitioned linear projection along with feature shuffling. We have extensively evaluated ICIIA, revealing effectiveness, efficiency, and superiority.
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A. Supplementary Notes on the Evaluation

For pretraining the original backbone model, we consistently set the batch size to 32 and the weight decay to 0.0005. Regarding the learning rate, we have tried different recipes and chosen the one which achieves the highest accuracy on the validation set for each dataset:

**iNaturalist 2019**  We use a momentum factor of 0.9 and set the initial learning rate to 0.01 for the last layer and 0.001 for the other layers, and let it decay by 0.1 every 10 epochs.

**CelebA**  We set a constant learning rate of 0.01 with a momentum factor of 0.9.

**FEMNIST and UCF101**  We set a constant learning rate of 0.01 without momentum.

For the proposed ICIIA and the two baselines of fine-tuning and prompt tuning, we consistently set the batch size to 16, which is the best choice among 2, 4, 8, 16, and 32, and set the learning rate to a constant value of 0.01. A special case is **CelebA**, where the number of samples per client is small, often below the default value of 16, and we make each client one batch. Regarding the number of attention heads $H$ in ICIIA, we have tried the values of 1, 2, 4 and 8, and choose $H = 4$ which achieves the highest accuracy on the validation dataset. For the dimension of the prompt tokens in prompt tuning, we have tried, $D/4, D/2, D, 2D$ and $4D$, and choose $D/2$ which achieves the highest accuracy on the validation dataset.

We conduct evaluation on machines with operating system Ubuntu 18.04.3, CUDA version 11.4, python version 3.7.13, and two NVIDIA GeForce RTX 2080Ti GPUs. For each run, we train the model for at most 100 epochs, stop early if the accuracy on the validation dataset has not improved for 10 epochs, and adopt the model with the highest accuracy on the validation dataset. Each run takes roughly ten hours to complete. For each result that requires random weight initialization, we repeat with three random seeds and report the average accuracy on the testing dataset.

Source code and the detailed instructions to reproduce the results are available in our supplementary materials.