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Abstract

We present the first direct measurement of the proper motion of pulsar J1124–5916 in the young, oxygen-rich supernova remnant G292.0+1.8. Using deep Chandra ACIS-I observations from 2006 to 2016, we measure a positional change of 0″.021 ± 0″.005 over the ~10 yr baseline, or ~0″.002 yr⁻¹. At a distance of 6.2 ± 0.9 kpc, this corresponds to a kick velocity in the plane of the sky of 612 ± 152 km s⁻¹. We compare this direct measurement against the velocity inferred from estimates based on the center of mass of the ejecta. Additionally, we use this new proper-motion measurement to compare the motion of the neutron star to the center of expansion of the optically emitting ejecta. We derive an age estimate for the supernova remnant of ≳2000 yr. The high measured kick velocity is in line with recent studies of high proper motion neutron stars in other Galactic supernova remnants and consistent with a hydrodynamic origin to the neutron star kick.

Unified Astronomy Thesaurus concepts: Pulsars (1306); Stellar kinematics (1608)

1. Introduction

Neutron stars (NSs) are formed during the core-collapse supernovae (CCSNe) of stars with zero-age main-sequence masses of ≥8 M☉. Observations of NSs and pulsars indicate high space velocities with v3D ≈ 300–400 km s⁻¹ (Hobbs et al. 2005; Igoshev 2020). There are currently believed to be two possible mechanisms that can accelerate NSs to these high velocities at birth: anisotropic neutrino emission (e.g., Woosley 1987; Socrates et al. 2005; Fryer & Kasenko 2006) and hydrodynamic kicks (e.g., Janka & Mueller 1994; Burrows & Hayes 1996).

In the case of anisotropic neutrino emission, an anisotropy of only ~1% would be sufficient to impart a kick velocity of several hundred kilometers per second (e.g., Socrates et al. 2005), though Wangwathanarat et al. (2013) argue that an anisotropy of this size is difficult to achieve without invoking strong assumptions about the proto-NS. In particular, exotic theories concerning neutrino interactions, strong magnetic fields (B > 10¹⁵ G) in the proto-NS, or turbulence in the neutrinosphere of the NS are required (Wangwathanarat et al. 2010). In contrast, recent 2D and 3D models for neutrino-driven CCSNe suggest that NS kicks of ≳1500 km s⁻¹ are achievable solely through bulk hydrodynamic kicks (e.g., Nakamura et al. 2019). By way of momentum conservation, the NS is imparted a momentum in the direction opposite to that of asymmetrically ejected stellar debris. On short timescales (t ~ 1 s) both hydrodynamic and gravitational forces work to impart momentum to the NS (Wangwathanarat et al. 2010, 2013), while on longer timescales additional momentum is imparted by gravity from high-velocity ejecta (the gravitational “tugboat” effect; Wangwathanarat et al. 2013).

Recent studies by Holland-Ashford et al. (2017) and Katsuda et al. (2018) investigated, by independent means, the relationship between NS kick velocity and direction and the location of iron-group and intermediate-mass elements in the shocked SN ejecta of several Galactic supernova remnants (SNRs). In both instances, the authors concluded that the measured or inferred kick velocities of the NSs in their sample were brought about by asymmetric explosions. In both papers, NS proper motions were incorporated either from a direct measurement of the proper motion or by measuring the offset of the NS from the geometric center of expansion (center of mass). However, in two cases, Cas A and G292.0+1.8, the authors note that they compute the proper motion based off of the offset of the NS from the optically determined center of expansion (Holland-Ashford et al. 2017). For G292.0+1.8, both papers assume a kick velocity of ~450 km s⁻¹ (Winkler et al. 2009).

G292.0+1.8 (hereafter G292) is a young (tSNR ~ 3000 yr old; Winkler et al. 2009) oxygen-rich SNR. The remnant is bright in X-ray emission from shocked ejecta and exhibits a prominent blue of shocked circumstellar material across the middle. A pulsar (J1124–5916) and bright pulsar wind nebula are associated with this remnant. The SNR is located at a distance of ~6 kpc and has an angular diameter of ~8′ (Gaensler & Wallace 2003). The SNR is thought to be the remnant of a Type IIL/Ib SN (Chevalier 2005), with initial progenitor mass estimates of 13–30 M☉ (Bhalerao et al. 2019). X-ray studies of shocked circumstellar material suggest that it is still expanding into the red supergiant wind (Lee et al. 2010). The mass-loss rate during the red supergiant phase is estimated to be (2–5) × 10⁻⁵ M☉ yr⁻¹, with 15–40 M☉ of circumstellar material shock heated to X-ray temperatures (Lee et al. 2010). A recent analysis by Jacovich et al. (2021) placed tighter constraints on the progenitor properties, suggesting an initial mass of ≲20 M☉, though the estimated mass-loss rate from Lee et al. (2010) is broadly consistent with values from Jacovich et al. (2021) for a 20 M☉ progenitor. Bhalerao et al. (2019) performed a fairly complete census of the X-ray-emitting material and derived a total ejecta mass of ~6 M☉. Finally, Temim et al., 2022 recently presented hydrodynamical models for the interaction between the PWN and supernova ejecta. They inferred that, based on the dynamics of the interaction, there is very little cold, unshocked ejecta left in G292, and...
concluded that the progenitor had a relatively low mass, in the range of 12–16 $M_\odot$.

Here we report on the first direct measurement of the proper motion of J1124–5916 in G292. Combining deep multiepoch Chandra observations registered against known sources from Gaia DR3, we are able to correct the astrometry to an accuracy of 50 milliarcseconds (mas). In Sections 2 and 3, we present the Chandra observations and our registration technique. In Section 4, we present the proper-motion measurement. In Section 5, we discuss our results and attempt to place the measured proper motion of J1124–5916 in the context of other NSs.

### 2. Data and Reduction

G292 has been observed several times over the course of the Chandra mission. Here we make use of two large programs from 2006 and 2016. Our goal is to match faint point sources detected in the Chandra observations against known sources from Gaia DR3. In order to minimize any cumulative error that we might incur when adding several shorter Chandra observations performed at different roll angles and exposure times, we limited ourselves to the longest observations from each program, all performed at a similar roll angle, in order to minimize any systematic error. The observations are listed in Table 1, where we also list relevant observation information and the $\Delta t$ between the individual exposure and the Gaia DR3 reference epoch of 2016.0 (denoted as $\Delta t_{2016.0}$).

#### 2.1. Relevant Software and Archives

Using the CIAO tool chandra_repro\(^1\) and CALDB 4.9.5, we reprocessed each observation to generate new L2 event lists. MARX\(^2\) and SAOTrace\(^3\) were used for simulating the point-spread function (PSF) of point sources. The positions of the point sources, as determined by the CIAO tool wavdetect, were fitted using the PSF image with Sherpa, following the CIAO thread that discusses how to account for PSF effects in 2D image fitting.\(^4\) To correct for time-dependent changes to the quantum efficiency and exposure time differences among observations event by event, we used the CIAO tool eff2evt, by setting the option detsubsysmod to the start time of the observation, and the start time of the reference observation, ObsID 19892. Finally, we used the Gaia Archive\(^5\) to search for optical counterparts to detected X-ray sources. The matched optical point sources are used as a reference frame to register all the observations.

#### 2.2. Position of X-Ray Point Sources

To determine the position of the X-ray sources, we use a PSF-fitting method based on the CIAO thread on 2D image fitting described in the previous section. We include more details specific to our analysis in the discussion below. We first create an image of the source to be modeled from a $31^\circ5 \times 31^\circ5$ box region, which we refer to as the “data image.” We then use SAOTrace to simulate the PSF at the off-axis position appropriate for each point source of interest with a power-law spectrum with an index of 2.94 consistent with the average spectral properties of the sources used for registration. We scale the source flux by a factor of 5000 to reduce the statistical noise. This simulation is used to create an image of a point source at this position in the focal plane. We convolve this PSF model image with a Gaussian plus a constant. The convolution with a Gaussian smoothes the statistical fluctuations in the simulated data, ensures that the values are strictly positive, and allows for interpolation between pixels to noninteger values. This smoothing is necessary to prevent the possible source positions from being quantized to the original grid of values determined by the detector coordinate system. The constant term accounts for the background in the real data. We refer to this image as the “model image.” We then fit the model image to the data image (both binned to 1/4 sky pixels). The center, amplitude, and sigma of the Gaussian function and the constant value are free to vary in the fit. We employed the C-statistic (Cush 1979) to determine the best-fit value of the parameters. The fitted center of the Gaussian function $(x, y)$ is the position of the point source in image coordinates. The coordinates are transformed to sky coordinates using the world coordinate system (WCS) transformations. The $1\sigma$ confidence intervals are determined using the sherpa conf\(^6\) routine, which finds the root of the C-stat function versus $x$ or $y$: $c(x) - (c_{\min} + 1) = 0$ or $c(y) - (c_{\min} + 1) = 0$. The root of the C-stat function versus $x$ or $y$ is determined using Muller’s method. An approximate root $x_k$ is generated for each iteration $k$ and the iteration is halted when $x_{k+1} - x_k < 0.01$; $x_{k+1}$ is then the root of $c(x) - (c_{\min} + 1) = 0$. The sigma of the Gaussian must remain small in our fits in order to avoid broadening the model image significantly beyond the resolution of the Chandra PSF. The fitted values of $\sigma$ were never larger than 0.035 in our fits. The point sources were all at off-axis angles $\gtrsim 4^\circ$. The Chandra 90% encircled energy is $2^\circ$ at an off-axis angle of 40. The additional broadening due to our Gaussian smoothing is small or negligible compared to the scale of the Chandra PSF.

The measured error in an X-ray source’s position depends on at least the number of counts in the source and the size and shape of the PSF, which depend primarily on the off-axis angle of the source and roll angle of the telescope. In Table 2, we list the number of counts, off-axis angle, and positional errors for each of the X-ray sources. We investigated this relationship by conducting simulations where we modeled sources with 5–400 counts and at off-axis angles from $1^\circ$ to $6^\circ$. The results of the simulations are shown in Figure 1. The data follow a roughly power-law relationship between measured position error and surface brightness and off-axis angle, until the surface brightness decreases below

### Table 1: Observation List

| ObsID | Start Date | Exposure (ks) | Roll Angle | $\Delta t_{2016.0}$ (yr) |
|-------|------------|--------------|------------|-------------------------|
| 6677  | 2006-10-16 | 159.13       | 140.19     | 9.21                    |
| 6679  | 2006-10-03 | 153.95       | 156.69     | 9.24                    |
| 8221  | 2006-10-20 | 64.96        | 140.19     | 9.20                    |
| 19892 | 2016-10-05 | 49.48        | 150.19     | -0.76                   |
| 19899 | 2016-10-18 | 42.57        | 144.19     | -0.80                   |

1. https://cxc.harvard.edu/ciao/ahelp/chandra_repro.html
2. https://space.mit.edu/cxc/mars/
3. https://cxc.harvard.edu/cal/Hrma/SAOTrace.html
4. https://cxc.harvard.edu/sherpa/threads/2dpsf/
5. https://gea.esac.esa.int/archive/
6. https://cxc.harvard.edu/sherpa/ahelp/conf.html
Table 2

Point Source and the Pulsar Counts (C), Off-axis Angles (θ), and the Fitted Positional Errors σP of the Point Sources

| Source ID | C (6677) | σP (6677) | C (6679) | σP (6679) | C (8221) | σP (8221) | C (19892) | σP (19892) | C (19899) | σP (19899) |
|-----------|----------|-----------|----------|-----------|----------|-----------|-----------|-----------|----------|-----------|
| 1         | 1263     | 7.0°      | 0.0°4    | 1201      | 6.9°     | 0.0°4     | 529       | 7.1°      | 0.0°6     | 388       | 6.8°      | 0.0°7     | 398       | 6.8°      | 0.0°6     |
| 2         | 1485     | 8.6°      | 0.0°5    | 1126      | 8.5°     | 0.0°5     | 465       | 8.7°      | 0.0°8     | 643       | 8.3°      | 0.0°6     | 599       | 8.4°      | 0.0°9     |
| 3         | 197      | 4.4°      | 0.0°10   | 92        | 4.6°     | 0.0°17    | 51        | 4.5°      | 0.0°21    | 20        | 4.8°      | 0.0°21    | 18        | 4.7°      | 0.0°27    |
| 4         | 304      | 5.2°      | 0.0°7    | 148       | 5.4°     | 0.0°9     | 86        | 4.4°      | 0.0°10    | 25        | 4.7°      | 0.0°26    | 23        | 4.6°      | 0.0°19    |
| 5         | 441      | 4.7°      | 0.0°5    | 517       | 4.6°     | 0.0°5     | 163       | 4.7°      | 0.0°14    | 102       | 4.5°      | 0.0°10    | 147       | 4.5°      | 0.0°10    |
| 6         | 795      | 7.7°      | 0.0°5    | 1119      | 7.6°     | 0.0°5     | 314       | 7.7°      | 0.0°9     | 106       | 7.7°      | 0.0°16    | 191       | 7.7°      | 0.0°10    |
| 7         | 376      | 7.7°      | 0.0°8    | 433       | 7.5°     | 0.0°6     | 163       | 7.7°      | 0.0°19    | 64        | 7.5°      | 0.0°17    | 71        | 7.5°      | 0.0°17    |
| 9         | 391      | 4.0°      | 0.0°8    | 306       | 4.0°     | 0.0°16    | 122       | 4.0°      | 0.0°28    | 64        | 3.9°      | 0.0°26    | 69        | 3.9°      | 0.0°30    |
| J1124–5916b | 4804   | 0.6°      | 0.0°5    | 4698      | 0.6°     | 0.0°       | 1961      | 0.5°      | 1436      | 0.7°      | 1273      | 0.7°      | 1273      | 0.7°      |

Notes.

a The point source’s number of counts is from energy band 0.5–7.0 keV.
b The pulsar’s number of counts is from energy band 1.2–7.0 keV.

Figure 1. The ratio of counts to 90% enclosed area of the simulated point sources vs. the fitted positional error. The cyan line is the fitted power-law model using the least absolute deviation (LAD) method. The red dashed line indicates a positional error of $0.0\text{°}3$. Those point sources with a positional error larger than $0.0\text{°}3$ indicate that the relationship between positional error, surface brightness, and off-axis angle is not well described by a power-law model beyond $0.0\text{°}3$. For high-precision source registration, these sources would be excluded, as nonlinear effects appear to influence the measured positional error.

~5 counts arcsec$^{-2}$ and the off-axis angle increases above 4’. Sources with the highest surface brightness and smallest off-axis angles have the smallest positional errors. At lower surface brightness values and larger off-axis angles, the power-law relationship begins to break down and the positional errors increase significantly (Figure 1). We interpret this to mean that for a point source with lower counts and/or higher off-axis angle our method will result in a larger error in the measured position.

We use the results of the simulations shown in Figure 1 to develop criteria to inform us on the suitability of sources for image registration in the 2006 and 2016 observations. The 2006 observations ObsID 6677 and ObsID 6679 are ~3 times longer than the 2016 observations (Table 1). Additionally, the continued accumulation of the ACIS contaminant will reduce the relative number of counts in any one source between 2006 and 2016. Therefore, we apply different criteria for source acceptance between the 2006 and 2016 observations. For the purposes of registration at high precision, we exclude point sources with measured positional errors larger than $0.0\text{°}1$ in the 2006 observations ObsID 6677 and ObsID 6679. For the 2006 observation ObsID 8211, we exclude point sources with measured positional errors larger than $0.0\text{°}15$. In order to include enough sources for proper registration of the 2016 observations, we exclude those sources that have measured positional errors greater than $0.0\text{°}2$.

2.3. Optical Counterparts

As noted in Section 2.1, we used wavdetect to detect X-ray point sources for all four observations. We only use those point sources that are detected in all four observations and that meet our criteria laid out at the end of Section 2.2. For each X-ray point source, we searched Gaia DR3 to find an optical counterpart within $1.5\text{°}$ radius of the X-ray source. We identified nine optical point sources that match our detected X-ray sources (Figure 2).

Table 3 lists the matched Gaia point sources, together with coordinates and proper motions. The R.A. and decl. columns are the values for epoch 2016.0. We precessed the R.A. and decl. values of the Gaia sources using the proper motions to the epoch of the start date of each X-ray observation. Accordingly, the error of the R.A. and decl. will be corrected using the error of the proper motion and the time baseline between 2016 and the start dates of the observations as listed in Table 1. The
nine point sources with optical counterparts are shown in Figures 3–7, where we plot the Gaia DR3 positions and the X-ray point-source fitted positions. The corrected coordinates of an optical point source are

\[
(\alpha, \delta) = \left(\alpha_{2016}, \delta_{2016}\right) + \left(v_\alpha \cdot \cos(\delta_{2016})\right) \Delta t.
\]

Here \((\alpha, \delta)\) are the corrected R.A. and decl. values and \((\alpha_{2016}, \delta_{2016})\) are the coordinates of the optical point sources at epoch 2016.0; \(v_\alpha, v_\delta\) are the proper motions in R.A. and decl., respectively. The corrected error of R.A. and decl. value is

\[
\begin{pmatrix}
\sigma_\alpha^2 \\
\sigma_\delta^2
\end{pmatrix}
= \begin{pmatrix}
\sigma_{\alpha_{2016}}^2 \\
\sigma_{\delta_{2016}}^2 \\
\sigma_{v_\alpha}^2 \\
\sigma_{v_\delta}^2
\end{pmatrix} + \begin{pmatrix}
\sigma_{\alpha_{2016}}^2 \\
\sigma_{\delta_{2016}}^2 \\
\sigma_{v_\alpha}^2 \\
\sigma_{v_\delta}^2
\end{pmatrix} \Delta t^2.
\]

In Equation (2), \((\sigma_\alpha, \sigma_\delta)\) are the corrected errors of R.A. and decl., \((\sigma_{\alpha_{2016}}, \sigma_{\delta_{2016}})\) are the errors of the optical point sources at epoch 2016.0, and \((\sigma_{v_\alpha}, \sigma_{v_\delta})\) are the errors of proper motion in R.A. and decl.

### 3. Registration Method

Using point sources from each X-ray observation, we can register the observation by shifting the positions of the point sources, \((x, y)\), to match positions of the corresponding Gaia point sources, \((x_0, y_0)\). The shifted positions are

\[
\begin{pmatrix}
x' \\
y'
\end{pmatrix}
= \begin{pmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix}
+ \begin{pmatrix}
t_1 \\
t_2
\end{pmatrix}.
\]

The parameters \(a_{11}, a_{12}, a_{21}, a_{22}\) account for the scale factor and rotation angle, while \(t_1, t_2\) account for the translation in the \(x\)- and \(y\)-directions. To match the positions of the point sources to those in the reference observation, \((x_0, y_0)\), we minimize a loss function that is weighted by the position
Figure 4. The Gaia point-source position (blue plus signs) at the epoch of the start time of ObsID 6679. White plus signs indicate the X-ray source positions based on the PSF fit method. The red numbers in the upper left corners identify the sources used in the registration of this obsid, while white numbers indicate that the source was not included in the registration process.

Figure 5. The Gaia point-source position (blue plus signs) at the epoch of the start time of ObsID 8221. White plus signs indicate the X-ray source positions based on the PSF fit method. The red numbers in the upper left corners identify the sources used in the registration of this obsid, while white numbers indicate that the source was not included in the registration process.
Figure 6. The Gaia point-source position (blue plus signs) at the epoch of the start time of ObsID 19892. White plus signs indicate the X-ray source positions based on the PSF fit method. The red numbers in the upper left corners identify the sources used in the registration of this obsid, while white numbers indicate that the source was not included in the registration process.

Figure 7. The Gaia point-source position (blue plus signs) at the epoch of the start time of ObsID 19899. White plus signs indicate the X-ray source positions based on the PSF fit method. The red numbers in the upper left corners identify the sources used in the registration of this obsid, while white numbers indicate that the source was not included in the registration process.
The registration error of each X-ray observation to the Gaia point sources is shown in Table 4. The registration error of the X-ray point sources at positions \( r_d \) is calculated by varying the value of \( a \) or \( t \) values. The loss function, \( D \), is a sum of softened \( L_1 \) (absolute value) functions. The softened \( L_1 \) varies quadratically near the minimum but asymptotically approaches a linear variation with distance from the minimum. This is provided by the \texttt{scipy.optimize.least_squares} method to determine this difference in two dimensions. However, in this case we use the 2006 observation as our template image, instead of a ray-trace of the PSF. The 1\( \sigma \) errors of the center \((\sigma_x, \sigma_y)\) are calculated by varying the value of \( x \) or \( y \) along a grid of values while the values of all the other thawed parameters are allowed to float to new best-fit values. The measured shifts and inferred transverse velocities are listed in Table 5. In Figure 8 we plot the difference images between the 2006 and 2016 observations; the resulting measurements are presented in Table 5. Also shown in Figure 8 are vectors indicating the measured direction of motion of J1124–5916, with lengths that are proportional to the measured shift in the pulsar centroid.

As indicated in Table 5, the mean measured positional shift of J1124–5916 is \( 0^\prime.208 \pm 0^\prime.010 \). At a distance of 6.2 kpc to G292.0+1.8, this corresponds to a mean transverse velocity of 612 km s\(^{-1}\) ± 30 km s\(^{-1}\). Considering the registration errors of the observations to the Gaia point sources, there is a systematic error that should be added to the proper-motion result. To combine the statistical uncertainty and the systematic error, we adopt the multiple imputation method to calculate the total error (Lee et al. 2011). Because the spread in the time deltas between our observations spans the narrow range of 9.96–10.05 yr, it is reasonable to assume that the proper motion does not change within the precision of our measurement over that time period. We have six measurements of the proper motion. The average value of the six measurements is reported as the estimated proper motion. The statistical uncertainty is the average of each individual measurement. The systematic error is from the registration error and is estimated from the variance of the six measurements. The total error is the combined statistical uncertainty and the systematic error, according to Equations (4)–(6) in Lee et al. (2011). Therefore, the proper-motion velocity with the total error is 612 ± 152 km s\(^{-1}\).

### 5. Discussion

As mentioned in Section 4, we measure a proper motion of 612 km s\(^{-1}\) assuming a distance of 6.2 kpc. In Figure 9 we plot our measured kick velocity for the NS in G292 against the

---

**Table 4**

| ObsID | 6677 | 6679 | 8221 | 19892 | 19899 |
|-------|------|------|------|-------|-------|
| \( n \) | 7 | 7 | 5 | 5 | 6 |
| \( r^a \) | 0\(^{\circ}\)050 | 0\(^{\circ}\)035 | 0\(^{\circ}\)043 | 0\(^{\circ}\)056 | 0\(^{\circ}\)078 |

**Note.**

\(^a\) Registration error.

X-ray point sources. After registering the images with the new WCS, for each observation we extracted a 14\(^{\prime\prime}\)76 \( \times \) 14\(^{\prime\prime}\)76 box region around the pulsar. We used the pulsar image from observation ObsID 6677 as the “template” image and the pulsar image from a later observation, for instance, ObsID 19892, as the data image. In Sherpa the template image was convolved with a 2D symmetric Gaussian function plus a constant value to make a model image. The Gaussian function is used to reduce the Poisson error among the adjacent pixels, and the constant value is added to account for the difference of the sky background plus diffuse pulsar wind emission level. Even though the pulsar is embedded in a wind nebula and there is shocked ejecta and circumstellar material along the line of sight, it is nevertheless reasonable to assume that the sky background is homogeneous over the small extraction region.

In the model image, the center, amplitude, and sigma of the Gaussian function and the constant value are free to vary. The C-statistic is again used as the fit statistic. The difference between the fitted center of the Gaussian function \((x, y)\) and that of the center of the pulsar image for which the proper motion is being computed is the absolute shift in the position between the epochs. As in Section 2.2, we use the sherpa \texttt{conf} routine to determine this difference in two dimensions. However, in this case we use the 2006 observation as our template image, instead of a ray-trace of the PSF. The 1\( \sigma \) errors of the center \((\sigma_x, \sigma_y)\) are calculated by varying the value of \( x \) or \( y \) along a grid of values while the values of all the other thawed parameters are allowed to float to new best-fit values. The measured shifts and inferred transverse velocities are listed in Table 5. In Figure 8 we plot the difference images between the 2006 and 2016 observations; the resulting measurements are presented in Table 5. Also shown in Figure 8 are vectors indicating the measured direction of motion of J1124–5916, with lengths that are proportional to the measured shift in the pulsar centroid.

As indicated in Table 5, the mean measured positional shift of J1124–5916 is \( 0^\prime.208 \pm 0^\prime.010 \). At a distance of 6.2 kpc to G292.0+1.8, this corresponds to a mean transverse velocity of 612 km s\(^{-1}\) ± 30 km s\(^{-1}\). Considering the registration errors of the observations to the Gaia point sources, there is a systematic error that should be added to the proper-motion result. To combine the statistical uncertainty and the systematic error, we adopt the multiple imputation method to calculate the total error (Lee et al. 2011). Because the spread in the time deltas between our observations spans the narrow range of 9.96–10.05 yr, it is reasonable to assume that the proper motion does not change within the precision of our measurement over that time period. We have six measurements of the proper motion. The average value of the six measurements is reported as the estimated proper motion. The statistical uncertainty is the average of each individual measurement. The systematic error is from the registration error and is estimated from the variance of the six measurements. The total error is the combined statistical uncertainty and the systematic error, according to Equations (4)–(6) in Lee et al. (2011). Therefore, the proper-motion velocity with the total error is 612 ± 152 km s\(^{-1}\).

---

### 4. Proper Motion of the Pulsar

To measure the proper motion of the pulsar, we employed a similar method to that used to determine the positions of the
distribution of Galactic NSs presented in Hobbs et al. (2005). We include recent results presented by Mayer & Becker (2021) for a sample of central compact objects (CCOs) in SNRs and the recent measurement of the pulsar proper motion in MSH 15–56 (Temim et al. 2017).

As seen in Figure 9, the proper motion of the NS in G292 lies at the higher end of the distribution of kick velocities for Galactic NSs and has a transverse kick velocity similar to the pulsar located in MSH 15–56 (Temim et al. 2017). Wong-wathanarat et al. (2013) noted that some neutrino-driven SN models can impart kick velocities in excess of 600 km s$^{-1}$ within the first few seconds of core collapse, but that study only considered 20 models, with a limited range of progenitor masses. Interestingly, Figure 8 of Wong-wathanarat et al. (2013) suggests that the 20 $M_\odot$ progenitor model did not impart a large kick velocity on the NS. The progenitor mass for G292 is poorly constrained, with an estimate between 13 and 30 $M_\odot$ (Blaher et al. 2019), though a recent study by Jacovich et al. (2021) suggests a progenitor mass of $\sim 22$ $M_\odot$. In this sense and in light of this new result, additional high-fidelity simulations may be required in order to connect the measured kick velocity back to SN explosion models.

We also consider whether the kick velocity arises from anisotropic neutrino emission. Burrows et al. (2007) parameterized the degree of anisotropy as $\sin(i)$ and derived an expression for the kick velocity as

$$V_k \sim 1000 \left( \frac{E_{SN}}{10^{51} \text{erg}} \right) \sin(i) \text{ km s}^{-1}. \quad (7)$$

For our measured value of 612 km s$^{-1}$ we require an explosion energy of $\sim 10^{51}$ erg and a high degree of anisotropy is required ($\sin(i) \sim 1$). In studying the X-ray properties of the SNR shock, Lee et al. (2010) assumed an explosion energy of (0.5–1.0) $\times 10^{51}$ erg. The models of Jacovich et al. (2021) were tuned to match the $^{56}$Ni yields of 1D explosion models, with explosion energies of $\sim 8 \times 10^{50}$ erg, which is bracketed by the assumed energies in Lee et al. (2010). In order to match the blast wave kinematics, a lower explosion energy requires a lower ejecta mass. The cradle-to-grave models of Jacovich et al. (2021) give an ejecta mass of $\sim 10$ $M_\odot$, while those of Lee et al. (2010) range from $\sim 5$ to 20 $M_\odot$. 20 $M_\odot$ of ejecta seems unlikely, ruling out an explosion energy of $10^{51}$ erg, unless the density of the circumstellar environment was considerably higher than what was assumed in Lee et al. (2010). In light of this, we choose explosion energies of (0.5–0.8) $\times 10^{51}$ erg. This gives an asymmetry parameter $\sin(i) \gtrsim 0.8$. This degree of anisotropy is considerably higher than what is found for the NS in Puppis A (e.g., $\sin(i) \sim 0.7$; Becker et al. 2012), suggesting that the lower explosion energies required to explain the X-ray properties are only feasible if the explosion that imparted the high kick velocity on the G292 NS was highly asymmetric.

We are now in a position to compare the measured proper motion to the center of expansion as determined from optical observations (Winkler et al. 2009) and from the distribution of intermediate-mass elements in the shocked ejecta (Holland-Ashford et al. 2017; Katsuda et al. 2018). In Figure 10 we project the motion of the NS back 3000 yr, using our mean proper motion of 0.021 yr$^{-1}$. We also mark the geometric center of expansion and the center of mass for intermediate-mass elements as measured by Katsuda et al. (2018). Using the range of position errors, we find good agreement with our direction of motion and the center of expansion measured from proper motions of optical knots (Winkler et al. 2009).

G292 is quoted as being 2990 ± 60 yr old (Winkler et al. 2009). As seen in Figure 10, our mean proper motion implies an age much closer to 2000 yr old, suggesting that G292 might be the remnant of a historical SN. Unfortunately, the low decl. of G292 means that a historical companion to G292 would be below the horizon to Europe, China, and the Middle East (Clark & Stephenson 1976). The closest historical SN is that of AD 185, but a reconstruction of the historical record places all candidate SNRs for that event in the range of 310$^\circ$–320$^\circ$ in Galactic longitude (Stephenson & Green 2002).

Lastly, we briefly comment on the kick direction with respect to the apparent rotation of the pulsar. In Figure 11, we show a zoomed-in image of the pulsar wind nebula, with the direction of pulsar motion indicated. Park et al. (2007) first noted in a deep Chandra observation of G292.0+1.8 the torus and jet structure in the pulsar wind nebula in high detail, with the jet appearing to be aligned along the north–south axis (see inset of Figure 1; Park et al. 2007). The nearly north–south alignment of the jet is misaligned from the kick direction by $\sim 45^\circ$. This observed misalignment is consistent with recent results that demonstrated a seemingly random distribution of spin–kick alignments in 3D simulations of CCSNe (Janka et al. 2022), though at odds with observations of spin–kick alignment in other systems (e.g., Ng & Romani 2007; Noutsos et al. 2012; Yao et al. 2021).

### 6. Conclusions

We measure a position shift of the pulsar in SNR G292.2 +1.8 of 0.021 ± 0.005 over a 10 yr observation baseline. At a distance of $\sim 6.2$ kpc, this corresponds to a transverse velocity of 612 ± 152 km s$^{-1}$. The measured velocity of the pulsar is $\sim 30\%$ higher than the $\sim 450$ km s$^{-1}$ that was determined by comparing the position of the pulsar to that of the optical center of expansion inferred from kinematic fits to the motion of O-rich ejecta knots, which also give an age of $\lesssim 3000$ yr (Winkler et al. 2009).
We compute the degree of neutrino anisotropy that is required to impart a kick velocity of 600 km s\(^{-1}\) and find that an extreme degree of anisotropy is required to explain the high velocity, unless the explosion energy was considerably higher than what is typically assumed. A high explosion energy is inconsistent with other observables in G292. We therefore conclude that the NS kick in G292 has a hydrodynamic origin.

Lastly, our new measured velocity suggests an age \(\sim\) two-thirds of what is typically assumed. For a 2000 yr old SNR, we explore the possibility that G292 is the result of a historical SN. However, a literature search notes that the Galactic longitude of G292 is below the horizon for most Northern Hemisphere civilizations that might have observed it. The closest candidate is SN AD 185, which is still located several degrees in Galactic...
latitude and longitude from G292. There is no record in the literature of an SN being observed in the Southern Hemisphere in the direction of G292.

T.J.G., D.J.P., and P.P.P. acknowledge support under NASA contract NAS8-03060. X.L. acknowledges support from CXC grants SP8-19002X and GO9-20068X and NASA grant 80NSSC18K0988.

**Facilities:** Chandra, Gaia.

**Software:** CIAO (v4.13; Fruscione et al. 2006), MARX (v5.5.1; Davis et al. 2012), SAOTrace (v2.05; Jerius et al. 2004), Sherpa (Freeman et al. 2001; Doe et al. 2007; Burke et al. 2020), ASTROPY (Astropy Collaboration et al. 2013, 2018).

**Appendix**

**A Determination of the Systematic Error on Registration with Gaia Sources**

In order estimate the systematic error on the registration of our Chandra data with the Gaia sources and to provide a sanity check on our method, we compared one observation from one epoch (either 2006 or 2016) to another observation from the same epoch and searched for a shift in position. We generated a difference image of the pulsar using the registered observations ObsID.
6677 and 6679, which are observed within 1 week of each other, and therefore the pulsar should have no shift in position.

The top left panel of Figure 12 shows the difference image of the pulsar by subtracting the image of ObsID 6679 from the image of ObsID 6677. It seems there is a slight shift in the southeast-to-northwest direction. Applying our proper-motion measurement method, we measured a 0.064 ± 0.025 shift, listed in Table 6. This value is consistent with the registration error of ObsID 6677 and 6679 reported in Section 2. The red arrow shows the direction of the measured shift. In order to highlight the shift, the length of the arrow has been artificially increased by a factor of 10. The bottom left panel of Figure 12 shows the difference image after correcting the measured shift of 0.064.

The random distribution of white and black pixels in the difference image indicates that there is no obvious shift compared to the distribution in Figure 8, which shows a clear shift in the pulsar position. This analysis is repeated for ObsID 6677 and 8221 and ObsID 19892 and 19899, and the results are shown in the middle and right panels of Figure 12 and in Table 6.

Table 6

| ObsID | Δx (mas) | Δy (mas) | ΔR (mas) | Position angle (deg) |
|-------|----------|----------|----------|---------------------|
| 6677–6679 | 45 ± 21 | −52 ± 21 | −27 ± 21 | −45 ± 29 |
| 6677–8221 | 45 ± 14 | 20 ± 14 | 38 ± 15 | 69 ± 27 |
| 19892–19899 | 64 ± 25 | 56 ± 25 | 47 ± 26 | 55 ± 32 |

The measured shift between ObsID 6677 and 8221 is 0.056 ± 0.025, and the measured shift between ObsID 19892 and 19899 is 0.047 ± 0.026, also consistent with our estimate of the registration error. The statistical fluctuations in the 2016 data are larger given the shorter exposure times of those observations.

According to this analysis, the systematic error in the registration of the Chandra data with the Gaia sources is 0.047–0.064, which is comparable to our estimate of the uncertainty in the Gaia registration of 0.035–0.078 listed in Table 4. Both of these uncertainties are significantly smaller than the measured positional change of the pulsar of 0.21.

**ORCID iDs**

Xi Long @ https://orcid.org/0000-0003-3350-1832
Daniel J. Patnaude @ https://orcid.org/0000-0002-7507-8115
Paul P. Plucinsky @ https://orcid.org/0000-0003-1415-5823
Terrance J. Gaetz @ https://orcid.org/0000-0002-5115-1533
References

Astropy Collaboration, Price-Whelan, A. M., Sipőcz, B. M., et al. 2018, AJ, 156, 123
Astropy Collaboration, Robitaille, T. P., Tollerud, E. J., et al. 2013, A&A, 558, A33
Becker, W., Prinz, T., Winkler, P. F., & Petre, R. 2012, ApJ, 755, 141
Bhalerao, J., Park, S., Schenck, A., Post, S., & Hughes, J. P. 2019, ApJ, 872, 31
Burke, D., Laurino, O., Wmclaugh, A., et al. 2020, sherpa/sherpa: Sherpa 4.12.1, Zenodo, doi:10.5281/zenodo.3944985
Burrows, A., & Hayes, J. 1996, PhRvL, 76, 352
Burrows, A., Livne, E., Dessart, L., Ott, C. D., & Murphy, J. 2007, ApJ, 655, 416
Cash, W. 1979, ApJ, 228, 939
Chevalier, R. A. 2005, ApJ, 619, 839
Clark, D. H., & Stephenson, F. R. 1976, QJRAS, 17, 290
Davis, J. E., Bautz, M. W., Dewey, D., et al. 2012, Proc. SPIE, 8443, 84431A
Doe, S., Nguyen, D., Stawarz, C., et al. 2007, in ASP Conf. Ser. 376, Astronomical Data Analysis Software and Systems XVI, ed. R. A. Shaw, F. Hill, & D. J. Bell (San Francisco, CA: ASP), 543
Fryer, C. L., & Kasen, D. 2006, ApJS, 163, 335
Gaensler, B. M., & Wallace, B. J. 2003, ApJ, 594, 326
Halpern, J. P., & Gotthelf, E. V. 2015, ApJ, 812, 61
Hobbs, G., Lorimer, D. R., Lyne, A. G., & Kramer, M. 2005, MNRAS, 360, 974
Holland-Ashford, T., Lopez, L. A., Auchettl, K., Temim, T., & Ramirez-Ruiz, E. 2017, ApJ, 844, 84
Igoshev, A. P. 2020, MNRAS, 494, 3663
Jacovich, T., Patnaude, D., Slane, P., et al. 2021, ApJ, 914, 41
Janka, H. T., & Mueller, E. 1994, A&A, 290, 496
Janka, H.-T., Wongwathanarat, A., & Kramer, M. 2022, ApJ, 926, 9
Jeriis, D. H., Cohen, L., Edgar, R. J., et al. 2004, Proc. SPIE, 5165, 402
Katsuda, S., Morii, M., Janka, H.-T., et al. 2018, ApJ, 856, 18
Lee, L., Kashyap, V. L., van Dyk, D. A., et al. 2011, ApJ, 731, 126
Lee, J.-J., Park, S., Hughes, J. P., et al. 2010, ApJ, 711, 861
Mayer, M., Becker, W., Patnaude, D., Winkler, P. F., & Kraft, R. 2020, ApJ, 899, 138
Mayer, M. G. F., & Becker, W. 2021, A&A, 651, A40
Mignani, R. P., de Luca, A., Zaggia, S., et al. 2007, A&A, 473, 883
Mignani, R. P., De Luca, A., Zharikov, S., et al. 2019, MNRAS, 486, 5716
Nakamura, K., Takikawa, T., & Kotake, K. 2019, PASJ, 71, 98
Ng, C. Y., & Romani, R. W. 2007, ApJ, 660, 1357
Noutsos, A., Kramer, M., Carr, P., & Johnston, S. 2012, MNRAS, 423, 2736
Park, S., Hughes, J. P., Slane, P. O., et al. 2007, ApJL, 670, L121
Socrates, A., Blaes, O., Hungerford, A., & Fryer, C. L. 2005, ApJ, 632, 531
Stefan, F. R., & Green, D. A. 2002, Historical Supernovae and their Remnants (5) (Oxford: Oxford Univ. Press)
Temim, T., Slane, P., Plucinsky, P. P., et al. 2017, ApJ, 851, 128
Temim, T., Slane, P., Raymond, J. C., et al. 2022, arXiv:2205.01798
Winkler, P. F., Twelker, K., Reith, C. N., & Long, K. S. 2009, ApJ, 692, 1489
Wongwathanarat, A., Janka, H.-T., & Müller, E. 2010, ApJL, 725, L106
Wongwathanarat, A., Janka, H. T., & Müller, E. 2013, A&A, 552, A126
Woosley, S. E. 1987, The Birth of Neutron Stars, 125 (Cambridge: Cambridge Univ. Press), 255
Yao, J., Zhu, W., Manchester, R. N., et al. 2021, NatAs, 5, 788