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Abstract—Batteries have been identified as one most likely small UAS (sUAS) components to fail in flight. sUAS safety will therefore be improved with redundant or backup batteries. This paper presents a prognostics-informed Markov Decision Process (MDP) model for managing multi-battery reconfiguration for sUAS missions. Typical lithium polymer (Lipo) battery properties are experimentally characterized and used in Monte Carlo simulations to establish battery dynamics in sUAS flights of varying duration. Case studies illustrate the trade off between simulations to establish battery dynamics in sUAS flights of varying duration. Case studies illustrate the trade off between varying duration. Case studies illustrate the trade off between varying duration. Case studies illustrate the trade off between varying duration. Case studies illustrate the trade off between varying duration. Case studies illustrate the trade off between varying duration. Case studies illustrate the trade off between varying duration. Case studies illustrate the trade off between varying duration.
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I. INTRODUCTION

Multicopters are a popular platform for emerging low-altitude small unmanned aircraft system (sUAS) missions such as inspection, surveillance, and package delivery [1]–[3]. However, risk to an overflown population can be nontrivial due to uncertainty in actuator and battery performance, external disturbances, lost link, and more. In a survey conducted of 1500 companies using drones in the UK [4] the average sUAS failure rate is $10^{-3}$ per flight hour. Multicopter battery and motor failures are particularly problematic because energy and thrust margins are limited.

Prognostics methods provide tools for predicting failure scenarios and sending key health updates enabling updates to ensure an sUAS can safely reach its destination. This paper presents an experimentally-derived battery model for standard lithium-polymer (Lipo) multicopter batteries and uses this model in a Markov Decision Process (MDP) based battery management framework. This work assumes a multicopter sUAS carries multiple battery packs because a single pack does not offer backup should a failure (e.g., internal short, failed cell) occur.

This paper offers the following contributions:

- An experimentally-validated sUAS battery model is presented and embedded in sUAS Monte Carlo simulations.
- An MDP for sUAS battery management is proposed.
- Case studies examine battery and MDP performance over a variety of different health and mission length scenarios.

The remainder of the paper is organized as follows. A literature review is followed by a problem statement in Section II. Section III presents a parameter identification process and an experimentally-derived sUAS battery model. A motor current draw model and battery management MDP are also defined. Section IV describes Monte Carlo simulations used to determine MDP state transition probabilities. Results and conclusions are presented in Sections V and VI respectively.

II. LITERATURE REVIEW

Prognostics algorithms are critical for sUAS safety assurance. In [5], the author presents a methodology for health management in an electric unmanned air vehicle (UAV). The probability of subsystems failure is quantified by combining failure mode, effects, and critical analysis using a qualitative Bayesian approach. A distributed diagnosis algorithm detects and diagnoses a failed power train subsystem and instantiates a prognoser to determine remaining useful life (RUL) of the faulty system. A model-based prognosis algorithm is proposed [6] to determine remaining flight time for an electric UAV. The authors use an Extended Kalman Filter (EKF) to estimate lithium polymer battery state of charge (SoC). A polynomial function is used to estimate SoC until the low voltage threshold is reached to determine flight endurance, assuming no sudden variation in SoC. In [7], the authors use an Unscented Kalman Filter (UKF) to determine battery SoC. Assuming the remaining flight plan was known, the UKF was used to simulate the flight plan energy demand into the future until an critical SoC threshold was reached. These approaches have applied model-based methods for prognostics. In [8] the authors use a data-driven strategy to determine RUL and predict battery end of discharge (EOD) time dynamically. Machine learning algorithms such as Gradient Boost Trees (GBT), Bayesian Neural Network and Non-Homogeneous Hidden Semi Markov Model (NHHSMM) have been proposed. Ref. [9] recommends NHHSMM and GBT over Bayesian Neural Networks due to potential model constraint violations and difficulty closing the distance between upper and lower RUL estimate bounds with the neural network approach.

Prognostics information alone is not very helpful unless used in an active system for preventative maintenance or contingency management. Ref. [9] proposes the Prognostics-
based Decision Making (PDM) architecture consisting of four main elements: a diagnoser (DX), decision maker (DM), vehicle simulation(VS) and the vehicle itself. The prognostics problem is formulated as a constraint satisfaction problem (CSP) and solved using backtracking search and particle filtering. In this framework, mission waypoints are defined a-priori; waypoints are assumed reachable even in the presence of faults. A similar prognostics architecture is proposed in [10] and implemented on an unmanned ground vehicle. In [11] the authors proposed a mission planning strategy for sUAS multicopters that incorporates battery State of Charge (SoC) and State of Health (SoH) to generate updated mission plans. The planning problem is formulated as an optimization problem to minimize total energy consumed by the multicopter, subject to nonlinear constraints defined by UAV dynamics, brushless motor dynamics and battery dynamics. In reference [12] and follow-on work [13] the authors present an Automated Contingency Planner enhanced by prognostic information. Online optimization determines a minimum cost reconfiguration for the system and components. A receding horizon planner is utilized in [14] to incorporate the constraints determined from prognostics information.

Ref. [15] utilizes prognostics outputs in battery reconfiguration using a constraint satisfaction algorithm. A survey of battery reconfiguration techniques is presented in [16]. In [17], the authors present a novel method for in-flight battery swap. A primary battery is consistently carried onboard a long-endurance host drone, and a smaller drone carrying a secondary battery sporadically attaches to the primary or host drone. Once docked, the host drone switches from primary to secondary battery, and once the secondary battery depletes, the smaller “recharging” drone undocks from the host drone.

In [18] the authors propose an algorithm to optimally charge electric vehicles. Hidden Markov Models (HMMs) are obtained from fitting data collected from stochastic usage patterns for a single vehicle. Dynamic programming is used to determine optimal charge policies. There is no mention of battery health in this work. Life-cycle assessment for Lipo batteries using a Markov Decision Process (MDP) is proposed in [19]. Optimal policies obtained from solving the MDP act as a condition-based decision-maker to either recycle, inspect, or reuse a battery.

Our proposed method’s innovations relative to state-of-the-art are in the specification and evaluation of a prognostics-informed MDP for battery management in multi-battery sUAS.

III. PROBLEM STATEMENT

Battery failures are one of the top three causes of sUAS failure. Series-parallel battery pack capacity fade and elevated impedance typically cause imbalance resulting in permanent battery pack degradation [20]. Ref. [21] recommends battery failures be mitigated by employing batteries in parallel. This paper proposes a battery reconfiguration Markov Decision Process (MDP) for a series-parallel battery pack as shown in Figure 1. This MDP considers battery pack degradation conditions and remaining flight time in recommending battery use and switching decisions. The proposed battery MDP architecture is shown in Figure 2. The MDP reconfiguration concept was first proposed in the context of a mission planning hierarchical MDP (hMDP) in [22]. This paper presents the battery and MDP models, simulations, and case study results associated with the battery MDP component of the previously-proposed hMDP architecture. As shown in the figure, the battery MDP outputs an optimal battery usage action based on remaining flight time, expected motor current draw, and each battery’s End of Discharge (EoD) time. Accurate models of battery cell and pack charge and discharge dynamics, mission execution including expected motor current draw and remaining flight time, and battery health must be developed. The MDP action and state-space must be decomposed to the extent possible to minimize computational overhead and facilitate explainability. Rewards must reflect user and mission preferences, and state transition probabilities must be obtained from realistic Monte Carlo simulations.

Fig. 1: The sUAS series-parallel battery pack system modeled in this work.

Fig. 2: Battery reconfiguration Markov Decision Process (MDP) Model.
A. Enhanced Self-Correcting Battery Model

The Lipo battery can be modelled as a voltage source (Open Circuit Voltage) that has a resistance and one or more sub-circuits of resistance and capacitor in parallel with hysteresis as shown in Figure 3. This model is referred to as the Enhanced Self-Correcting System (ECS) Model. The discrete state space ECS model formulation [23] using multiple parallel resistor-capacitor pair current can be written as:

\[
i_r[k+1] = \begin{bmatrix} F_1 & 0 & \cdots & 0 \\ 0 & F_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & F_N \end{bmatrix} i_r[k] + \begin{bmatrix} 1 - F_1 \\ 1 - F_2 \\ \vdots \\ 1 - F_N \end{bmatrix} i[k]
\]

where \( i_r \) is the current through the sub-circuit of the parallel resistor-capacitor and \( F_j = \ exp\left(\frac{\Delta t}{R_j C_j}\right) \). Let \( A_H[k] = exp\left(-\frac{\eta[i[k]]\gamma\Delta t}{Q}\right) \). The state-space equation for the ECS model is given by:

\[
\begin{bmatrix} z[k+1] \\ i_r[k+1] \\ h[k+1] \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & A_{RC} & 0 \\ 0 & 0 & A_H[k] \end{bmatrix} \begin{bmatrix} z[k] \\ i_r[k] \\ h[k] \end{bmatrix} + \begin{bmatrix} \frac{-\eta[i[k]]\Delta t}{Q} \\ 0 \\ (A_H[k] - 1) \end{bmatrix} \begin{bmatrix} i[k] \\ sgn(i[k]) \end{bmatrix}
\]

where \( \eta \) = charge efficiency, \( i[k] \) = current through the circuit, \( \gamma \) = a positive constant, \( Q = \) total charge capacity (ampere-seconds), \( z[k] = \) State of Charge (SOC), and \( h[k] = \) dynamic hysteresis. The battery voltage output equation is given by:

\[
v[k] = OCV(z[k]) + M_0 s[k] + M h[k] + \sum R_j i_r[k] - R_0 i[k]
\]

where, \( OCV(z[k]) \) = Open Circuit Voltage as function of time, \( M, M_0 = \) Constants, \( s[k] = \) Instantaneous hysteresis.

1) Battery Model Parameter Identification : To use the ECS model defined by equations (1), (2) and (3) parameters including the OCV vs SOC relation, \( \gamma, \eta, Q, R_j, R_0 \) must be identified. The experimental setup to determine these parameters is described in this section. For all experiments, a 3s standard sUAS Lipo battery was used.

The Lipo battery parameter identification experimental setup is shown in Figure 4. An Arduino UNO was used for data collection. Each of the cell voltages was measured by 16-bit ADC converters connected to analog optoisolators. A load of 4Ω was attached across the battery terminal to draw a maximum current of 3 Amp (1C). Output current was sensed with a low-cost current sensor during the discharged cycle. A relay was also added in series with the resistance to turn the resistive load on and off. For the battery charge cycle, a standard Lipo charger, a Venom Pro Duo 80W battery balance-charger product, was used.

For this experiment, voltage and current measurements over the full charge and discharge cycles of the Lipo battery were collected over time. The battery was discharged to 3.3VDC per cell per the manufacturer’s recommendation and charged using the Venom balance-charger. A sample time history of collected data is shown in Figure 5. Because the low-cost battery cells have some manufacturing variability, not all cells reached the set critical voltage limit at the same time; the cells typically differ by a few mV. Data was collected at a single room temperature with battery surface temperature variation ±2°C. The setup can be placed in a temperature-controlled environment to obtain a relationship between parameters and temperature, but this was beyond the scope of our experiments. Our simple setup does not replace manufacturer battery testing systems but does provide an economical option for battery parameter identification and model validation.

The detailed procedure we applied for parameter identifi-
Fig. 5: Time series plot of single cell battery voltage, current and surface temperature(°C) sensed during a 1C discharge of a 3s battery pack. The blue highlighted segment of cell voltage and current is used for further analysis.

Fig. 6: Battery voltage variation with State of Charge (SOC) during the charge/discharge cycle for a single cell.

tion can be found in [23]. The relation between SOC and charge/discharge voltage for each of the cells can be identified, as shown in Figure 6. After obtaining the charge/discharge relation to SOC we can obtain the OCV relation to SOC. Similar to the approach taken in [24], OCV was obtained by taking an average of the charge and discharge curve.

The identified parameters are tabulated in Table I. Additional data was collected to validate the identified model. Battery cell response to a pulsed discharge is shown in Figure 7. Error was observed on the order of mV, which we deemed acceptable for our simulations.

For simulations the current draw through each branch of the parallel battery pack is shown in Figure 1 and is determined by the following equations:

$$V_k = \frac{\sum_{j=1}^{N_p} V_{OCV,k}^{j} - i_k}{\sum_{j=1}^{N_p} R_k^{j}}$$  \hspace{1cm} (4)

$$i_k^j = \frac{V_{OCV,k}^{j} - V_k}{R_k^j}$$  \hspace{1cm} (5)

$$V_{OCV,k}^j = V_{OCV,k}^1 + V_{OCV,k}^2 + V_{OCV,k}^3$$  \hspace{1cm} (6)

$$R_k^j = R_0^{1,j} + R_0^{2,j} + R_0^{3,j}$$  \hspace{1cm} (7)

where $V_k$ = bus voltage, $N_p$ = number of cells in parallel, and $j$ = branch.

2) Battery Degradation Model: Degradation effects on Lipo battery parameters experiencing different aging mechanisms in lithium-ion cathode material are described in [25]. Battery aging results in power fade, capacity fade, and other degradation effects. Temperature effects on parameters in the ECS cell model are presented in [26] and are manifested as increased internal resistance. Service limits for sUAS batteries are defined in [27] as a pack that has lost 20% of its rated capacity. Battery degradation models aim to determine which parameters and range of values to vary during simulation to estimate degraded battery performance. Degraded battery parameters are provided in Table II. This list of parameters is not exhaustive but provides a useful baseline. Our simulations assume degradation/fault information will be available for our MDP since existing Battery Management Systems can flag faults [28].

TABLE I: Identified parameters for a 3s Lipo battery.

| Parameter          | Cell1 | Cell2 | Cell3 |
|--------------------|-------|-------|-------|
| $R_0$ (mΩ)         | 6     | 5.5   | 5.5   |
| $R_1$ (mΩ)         | 9.9   | 8.8   | 8.7   |
| $C_1$ (kF)         | 51.5  | 52.5  | 60.5  |
| $Q$ (Ah)           | 3.0271| 3.0271| 3.0271|
| $T$                | 300   | 200   | 300   |
| $M(10^{-3})$       | 17.8  | 31.2  | 18.4  |
| $M0(10^{-3})$      | 5.1   | 5.3   | 5.2   |
| $\eta_{Charge}$    | 0.973 | 0.973 | 0.973 |
| $\eta_{Discharge}$ | 1     | 1     | 1     |

TABLE II: Battery degraded health parameter values.

| Type                | Description                           |
|---------------------|---------------------------------------|
| Capacity Fade       | $0.8 \times Q$                        |
| Power Fade          | $2 \times R_0$                        |
| Temperature effect  | $R_{0,i} = 1.5 \times R_0$ at $T < 50^\circ F$ |
B. Motor Current Draw Model

This section described the model used to determine the current draw from sUAS brushless DC motors (BLDC). Given our hexacopter case studies, rotors are numbered from 1-6 and are located at a distance $L$ from the sUAS center of gravity. A hexacopter’s total motor thrust magnitude $T$ and torque magnitude $\tau_i$ about each body axis are related to six motor speeds as described by the following equations \cite{29}:

\[
\left( \begin{array}{c}
\omega_1 \\
\omega_2 \\
\omega_3 \\
\omega_4 \\
\omega_5 \\
\omega_6 \\
\end{array} \right) = \left( \begin{array}{cccccc}
C_T & -LCT & C_T & -LCT & C_T & -LCT \\
\frac{1}{\sqrt{A_C}C_T} & -\frac{1}{\sqrt{A_C}C_T} & \frac{1}{\sqrt{A_C}C_T} & -\frac{1}{\sqrt{A_C}C_T} & \frac{1}{\sqrt{A_C}C_T} & -\frac{1}{\sqrt{A_C}C_T} \\
0 & C_Q & 0 & C_Q & 0 & C_Q \\
\end{array} \right) \left( \begin{array}{c}
T \\
\tau_1 \\
\tau_2 \\
\tau_3 \\
\tau_4 \\
\tau_5 \\
\end{array} \right)
\]

where $\omega_i$ = motor angular speed, $L$ = arm length (m), $C_T =$ thrust coefficient, $C_Q =$ torque coefficient, $\dagger =$ pseudoinverse. A dynamometer was used to collect data for full throttle cycle of a BLDC reference motor. Least-squares curve fitting was performed to determine the current drawn by a motor for a given angular speed in our hexacopter experiments. Figure 8 shows the curve fit equation.

![Fig. 8: Motor current variation as a function of motor speed (RPM).](image)

C. Battery MDP Model Formulation

Battery reconfiguration is modelled as a stationary infinite-horizon Markov Decision Process \cite{30} with the assumption that the system is fully observable. An MDP is defined by tuple $\langle T, S, A_s, p(s, a), r(s, a) \rangle$, where $T$ is decision epoch, $S$ is the finite set of system states, $A_s$ is allowable actions for states $s \in S$, $p(s, a)$ is state transition probability tensor and $r(s, a)$ is the reward for executing action $a \in A_s$ in state $s \in S$. The MDP computes actions that maximize expected value for each state based on the Bellman equation. Classic algorithms such as Value Iteration or Policy Iteration can be used to determine optimal MDP policy $\pi^*$.

1) MDP State Definition: Battery MDP states describing cell voltage, mission success status, and battery switch positions are defined per Table III as state vector $[I, B_i S_w, B_i S_{1,2,3}, B_i C_{0,1}, B_2 S_w, B_2 S_{1,2,3}, B_2 C_{0,1}]$ and a singleton FAILURE state. $B_i S_{1,2,3}$ is dependent on an inequality relation of EOD and RFD. When the battery is in $B_i S_{1,2}$ there is sufficient energy to complete the mission. However, when the battery reaches $B_i S_3$ the battery will deplete before the mission ends. The element $B_i C_{0,1}$ indicates cell voltage and informs the decision-maker to take appropriate action so that the battery voltage does not reach a disabling limit. $B_i S_w$ provides information on which battery of series-parallel battery pack is in use. The elements of battery MDP state are computed from the minimum (worst-case) value of any cell in each series battery pack. The $I_{\text{max}}$ value for state $I$ is determined from the maximum permissible battery current draw per manufacturer data. The special state $\text{FAILURE}$ occurs when cell voltage dips below the lowest Lipo voltage limit, i.e. 3.3VDC. In low voltage conditions, electronic speed controllers (ESC) used to drive BLDC motors will shut down resulting in a loss of thrust and subsequent sUAS uncontrollable descent.

Battery health state is captured in the discrete MDP state values listed in Table IV. Because we do not model battery health transition dynamics in this work we assume conditions are known or accurately measured and remain constant over each flight simulation.

\begin{table}[h]
\centering
\caption{Battery MDP state definition.}
\begin{tabular}{|c|c|}
\hline
\textbf{States,$i$-(1,2)} & \textbf{Criteria} \\
\hline
$B_i S_1$ & EOD > RFD + $t_{sf}$ \\
$B_i S_2$ & RFD > EOD > RFD+$t_{sf}$ \\
$B_i S_3$ & EOD < RFD \\
$B_i C_{0,1}$ & Cell Voltage ≥ Critical Voltage Value (3.4VDC) \\
$B_i C_1$ & Cell Voltage < Critical Voltage Value \\
$B_i S_w$ & Battery Switch Position ic. ON or OFF \\
$\text{FAILURE}$ & Cell voltage ≤ 3.3VDC and is unusable \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Battery health state values.}
\begin{tabular}{|c|c|}
\hline
\textbf{Condition,$i$-(1,2)} & \textbf{Criteria} \\
\hline
$B_i F_1$ & Healthy battery \\
$B_i F_2$ & Medium health battery \\
$B_i F_3$ & Unhealthy battery \\
$T, \text{Temperature}$ & $T_H : T > 50^\circ F, T_L : T < 50^\circ F$ \\
\hline
\end{tabular}
\end{table}

2) Battery MDP Action Definitions: Battery MDP actions are defined in Table V for the series-parallel battery pack shown in Figure 1.

\begin{table}[h]
\centering
\caption{Battery management MDP action definitions.}
\begin{tabular}{|c|c|}
\hline
\textbf{Actions} & \textbf{Description} \\
\hline
$\text{Use Batt} 1$ & $S_{w1}$ is ON, $S_{w2}$ is OFF \\
$\text{Use Batt} 2$ & $S_{w1}$ is OFF, $S_{w2}$ is ON \\
$\text{Use Batt} 3$ & $S_{w1}$ is ON, $S_{w2}$ is ON \\
\hline
\end{tabular}
\end{table}

\footnotesize{\textsuperscript{3}https://www.rbenchmark.com/pages/series-1580-thrust-stand-dynamometer}
Monte Carlo (MC) simulations are used to determine the battery MDP state transition probabilities. The list of parameters varied for MC simulations is presented in Table VI. The range for initial cell voltages and motor speeds are based on past flight tests [29] conducted with a hexacopter.

**TABLE VI: Parameters varied for Monte Carlo simulations.**

| Parameter                  | Range                                |
|----------------------------|--------------------------------------|
| Action                     | UseBatt1, UseBatt2, UseBoth          |
| Safety Margin, $i$         | $[5, 10]$                            |
| Initial Cell Voltage, $V_{DC}$ | $[4.05, 4.12]V DC$                   |
| Hexacopter Velocity, $v_{hex}$ | $[1.9] m/s$                        |
| Wind Speed, $w$            | $[1.3] m/s$                         |
| Wind Direction, $\theta$  | $[0, \pi] rad$                      |
| Wind Gust$w_{gx}^\dagger$  | [Low Light, Low Moderate, Medium Light, Medium Moderate] |
| Cell Health, $B_i, F_*$    | $[F_1, F_2, F_3]$                   |

\(\dagger = \text{Dryden wind model [31]}

Data flow through Monte Carlo system simulations is shown in Figure 10. The first step is randomly assigning MC parameters from the prescribed ranges and generating a representative flight plan for a package drop mission. For trajectory tracking, a Discrete Linear Quadratic Regulator (DLQR) state feedback controller is implemented with 200Hz update rate. Closed-loop control forces and torques are fed into the motor model to determine current, scaling by battery bus voltage, and any motor thrust saturation condition. Motor current draw is considered the dominant source for battery voltage drop. Hotel load i.e., current draw from an onboard computer, communication system, and sensors, is considered relatively small. Current drawn is used to determine battery EOD time. The same system diagram is used to determine state transition probabilities and simulate MDP policy execution in this work. The battery MDP policy executor responsible for battery management actions runs at 1Hz.

An example of state transition probabilities obtained from 5000 MC simulations is shown in Figure 11. We assume each commanded battery switch action works with 100% reliability in this work. Further, we assume a battery switch occurs instantaneously such that there is no intermediate change in any other MDP state features, i.e. temperature, current, health, or battery state.

### VI. Results

A series of case studies were performed to determine the performance of series-parallel battery pack usage with the MDP policy benchmarked against a fixed battery usage rule. Case studies are summarized in Table VII.

In studies 1 and 2, battery pack EOD time is twice the flight time, so all mission simulations were successful. 3D trajectory tracking of the simulated hexacopter is shown in Figure 12. The hexacopter climbs to a known altitude, translates to its destination, hovers for a specified time to simulate package drop, then returns to the start location. Since no integrator term was added to the controller, there is an offset between
In case study 3, three scenarios were considered based on battery health: \((B_1 F_1, B_2 F_2)\), \((B_1 F_1, B_2 F_3)\), \((B_1 F_3, B_2 F_3)\).

Results from scenario one i.e. \((B_1 F_1, B_2 F_2)\) are presented in Figure 14. Battery current consumed is plotted in Figure 14a. A slight difference in current drawn from the two battery branches exists until 100\(\sec\) into the flight due to an initial difference in internal resistance. Once there is an unequal voltage drop, the current draw equalizes. The EOD for both the batteries is shown in Figure 14b. The thick black line defines remaining flight time, and the vertical dashed-dotted line represents end of mission. Since both the batteries are healthy, the mission is completed successfully.

Results from scenario two i.e.\((B_1 F_1, B_2 F_3)\) of case study 3 are plotted in Figure 15. Due to difference in health of the parallel batteries there is a significant difference in current drawn from the battery branches as seen in Figure 15a. Current draw in parallel cells is modeled per [32]. Individual battery pack variations are shown in Figure 15b. Inspection of EODs at \(\sim 810\sec\) shows that the sUAS fails to complete the mission due to imbalance in branch currents. Even though Batt 1 is healthy, its EOD value is always below the Remaining

---

**Table VII: sUAS battery case study summary.**

| No. | Flight Time (sec) | Action | Battery Health |
|-----|------------------|--------|----------------|
| 1   | EOD Batt 1       | UseBoth| \(B_1 F_1, B_2 F_2\) |
| 2   | EOD Batt 1       | \(\pi^*\) | \(B_1 F_1, B_2 F_2\) |
| 3   | EOD Batt Batt    | UseBoth| \(B_1 F_1, B_2 F_2\) |
| 4   | EOD Batt Batt    | \(\pi^*\) | \(B_1 F_1, B_2 F_2\) |

Reference and actual trajectory. The controller could have been tuned to provide better performance; however, noise is an important and practical element of the simulations. Force, torque and motor current time responses are plotted in Figure 15. White noise is introduced into the system so data appears noisy to emulate non-ideal real world conditions.
flight the original flight plan can still be impossible to achieve. Battery prognostics results must therefore be shared with a flight planner capable of updating the flight plan in real-time to assure the sUAS lands before battery energy is fully expended.
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Fig. 17: Analysis of simulated trajectory tracking data for Case Study 4, Scenario 1 where \( Batt_1 \) has one cell with capacity fade and \( Batt_2 \) is healthy.
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