Resonance triplet at \( E_\alpha = 4.5 \text{ MeV} \) in the \( ^{40}\text{Ca}(\alpha, \gamma)^{44}\text{Ti} \) reaction
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The \( ^{40}\text{Ca}(\alpha, \gamma)^{44}\text{Ti} \) reaction is believed to be the main production channel for the radioactive nuclide \( ^{44}\text{Ti} \) in core-collapse supernovae. Radiation from decaying \( ^{44}\text{Ti} \) has been observed so far for two supernova remnants, and precise knowledge of the \( ^{44}\text{Ti} \) production rate may help improve supernova models. The \( ^{40}\text{Ca}(\alpha, \gamma)^{44}\text{Ti} \) astrophysical reaction rate is determined by a number of narrow resonances. Here, the resonance triplet at \( E_\alpha = 4497, 4510, \) and 4523 keV is studied both by activation, using an underground laboratory for the \( \gamma \) counting, and by in-beam \( \gamma \) spectrometry. The target properties are determined by elastic recoil detection analysis and by nuclear reactions. The strengths of the three resonances are determined to be \( \omega \gamma = (0.92 \pm 0.20), (6.2 \pm 0.5), \) and \((1.32 \pm 0.24) \) eV, respectively, a factor of 2 more precise than before. The strengths of this resonance triplet may be used in future works as a point of reference. In addition, the present new data directly affect the astrophysical reaction rate at relatively high temperatures (above 3.5 GK).
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I. INTRODUCTION

A. Astrophysics of \( ^{44}\text{Ti} \)

Core-collapse supernovae and their precursors, massive stars, are believed to be the sites of the weak astrophysical s-process and probably also the astrophysical r-process, significantly contributing to the production of the chemical elements heavier than iron [1]. Computer simulations have made progress in recent years in the description of these cataclysmic events [2]. However, much remains to be done, both from the observational and from the modeling point of view [3]. While modern observatories have enabled the detection of far-away supernovae, for detailed studies one has to rely on objects that are located in the Milky Way.

Radioactive isotopes may offer particularly rich insight [1]. One such case is the radionuclide \( ^{44}\text{Ti} \), which decays by electron capture to \( ^{44}\text{Sc} \). It has a half-life of just \( 58.9 \pm 0.3 \) years [4], which may be somewhat increased in the ionized supernova environment [5]. Even still, \( ^{44}\text{Ti} \) is emitted by young supernova remnants and thus it offers a rare glimpse of nucleosynthesis in action.

Using satellite-based \( \gamma \)-ray observatories, \( ^{44}\text{Ti} \) has been detected in the Cassiopeia A supernova remnant, first by COMPTEL through the 1157-keV \( \gamma \) ray of its daughter \( ^{44}\text{Sc} \) [6], then also through the 68- and 78-keV \( \gamma \) rays of \( ^{44}\text{Ti} \) itself, by the BeppoSAX [7] and INTEGRAL [8] satellites. By combining these three independent measurements, the flux from \( ^{44}\text{Ti} \) emissions in this line of sight has been determined with 12% uncertainty [8].

Very recently, the indirect conclusion that the decay of \( ^{44}\text{Ti} \) powers the late light curve of the remnant of supernova 1987A [9] and illuminates its ejecta [10] has been directly confirmed by the observation of the 68- and 78-keV \( ^{44}\text{Ti} \) \( \gamma \) rays, again with INTEGRAL [11].

Surprisingly, the two supernova remnants Cas A and SN1987A are the only cases with a confirmed detection of \( ^{44}\text{Ti} \), and in both cases the inferred amount of ejected \( ^{44}\text{Ti} \) somewhat exceeds expectations from core-collapse supernova models. This leads to the question of whether \( ^{44}\text{Ti} \) ejection is actually the exception rather than the rule for core-collapse supernovae [12]. However, before such far-reaching conclusions can be drawn, it is necessary to precisely understand the nuclear physics of \( ^{44}\text{Ti} \) production. Nuclear reaction network calculations [13,14] have shown that \( ^{44}\text{Ti} \) production is dominated by the \( ^{40}\text{Ca}(\alpha, \gamma)^{44}\text{Ti} \) reaction.

B. Review of previous experiments

The 4.5-MeV resonance triplet (Fig. 1) in the \( ^{40}\text{Ca}(\alpha, \gamma)^{44}\text{Ti} \) reaction \( (Q = 5.127 \text{ MeV}) \) was first studied by in-beam \( \gamma \) spectroscopy using NaI(Tl) and Ge(Li) detectors [15]. In a later work from the same group the individual resonance strengths were measured with 20% uncertainty by Dixon et al. [16]. These initial experiments were mainly motivated by nuclear structure questions.

When \( ^{44}\text{Ti} \) production in core-collapse supernovae moved to the foreground of considerations, a new series of
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In a subsequent experiment by Hoffman et al., the \( ^{40}\text{Ca}(\alpha,\gamma)^{44}\text{Ti} \) yield was measured in direct kinematics, using infinitely thick CaO solid targets [19]. The integral yield was determined over a wide energy range, both by in-beam \( \gamma \) spectroscopy and by activation, and was found to be significantly below theoretical expectations. As a consequence, the overall astrophysical reaction rate derived by Hoffman et al. was even lower than that of Vockenhuber et al. Due to the large target thickness, no individual resonance strengths could be resolved.

Very recently, Robertson et al. [20] studied the excitation function again over a wide energy range, using solid CaO targets and in-beam \( \gamma \) spectroscopy with a 4\( \pi \) NaI(Tl) summing crystal. Individual resonance strengths were derived from the whole excitation function using a fitting routine with the resonance energies and strengths as free parameters. The result for the 4.5-MeV resonance triplet was somewhat higher, but consistent within error bars with the other previous works.

C. Aim of the present work

Despite the wealth of available data (Sec. IB) and also some theoretical efforts [21], no consistent picture has emerged on this crucial nuclear reaction. The aim of the present work is to clarify some of these discrepancies by providing a precise normalization value that is accessible with relative ease to the experimentalist and at the same time addresses the higher part of the astrophysically relevant energy range.

To this end, the resonance triplet at \( E_\gamma = 4.5 \) MeV in the \( ^{40}\text{Ca}(\alpha,\gamma)^{44}\text{Ti} \) nuclear reaction (Fig. 1) is studied in a precision experiment, both by activation and by in-beam \( \gamma \)-ray spectroscopy. We aim to extend this study to several lower-energy resonances in the future.

II. EXPERIMENT

The irradiations have been carried out at the 3-MV Tandetron of Helmholtz-Zentrum Dresden-Rossendorf (HZDR) [22]. The accelerator provided a beam of \( E_\alpha = 4.5 \) MeV \( ^4\text{He}^{++} \) ions with an intensity of 2.0–2.6 \( \mu\text{A} \) (1.0–1.3 particle \( \mu\text{A} \)) on target.

A. Setup used for the irradiations

The beam from the accelerator is bent by 30\( ^\circ \), transported through a drift tube including electrostatic quadrupoles and horizontal and vertical deflector units, and then enters the target chamber (Fig. 2).

At the entrance of the target chamber, the beam spot is limited by a water-cooled collimator with a circular opening of 5 mm in diameter. The current on the collimator is 10–30% of the target current. The beam then passes through a 30-mm-diameter copper tube that extends up to 2 mm from the target surface and is biased to \(-100 \) V in order to force secondary electrons back to the target. The beam current was measured with a precision current integrator, and the charge pulses were recorded both in the list mode data acquisition system and by an analog scaler unit. An uncertainty of 1% is estimated for the resulting beam intensity.

The target consists of calcium hydroxide deposited on a 0.22-mm-thick tantalum backing (Sec. II C). The tantalum
backing was directly cooled by deionized water, ensuring a constant temperature during the irradiations. The beam line and the target chamber were kept under high vacuum during the irradiations. Near the target, a pressure of (2–7) × 10⁻⁷ mbar was measured.

### B. Detection of in-beam γ rays

The prompt γ rays emitted during the irradiations were detected by two escape-suppressed high-purity germanium (HPGe) detectors of 100% and 60% relative efficiency that were placed at 55° and 90° with respect to the beam axis, respectively. The escape suppression was achieved by veto detectors of 3-cm-thick bismuth germanate (BGO) crystals. The veto signals were time-stamped and logged in the list mode data acquisition system, so that vetoed and unvetoed histograms could be extracted in the offline analysis.

The signals from the two HPGe detectors were split and passed to two independent data acquisition chains. In the first chain, the preamplifier outputs were directly passed to the 100-MHz, 14-bit CAEN N1728B analog-to-digital converter (ADC). The trigger was generated inside the unit, using a digital trigger algorithm. Triggers that fell within the integration window of the preceding event were counted but not used for event generation. Inside the unit, the pulse shapes were digitized, integrated, and time-stamped using a moving window deconvolution algorithm. The difference between the total trigger count and the number of converted events was used to estimate the dead time of the system. The second data acquisition chain recorded histograms of the amplified and escape-suppressed HPGe systems in an Ortec 919E ADC unit with Gedcke-Hale dead-time correction. Dead-time corrections of up to 7% for the helium beam runs and up to 24% for the hydrogen beam runs had to be considered.

The absolute γ-ray detection efficiency was determined using ¹³⁷Cs, ⁶⁰Co, and ⁸⁸Y activity standards provided by Physikalisch-Technische Bundesanstalt (PTB) with a 1σ activity uncertainty of 0.5%. The efficiency curve was then extended to high energy (Fig. 3) based on a calibration run performed previously in the same setup, using the $E_γ = 992$-keV resonance of $^{27}$Al($p,γ$)²⁸Si. The ratio of emission rates of the 1779- and 10764-keV γ rays is well known [23], and the $^{27}$Al($p,γ$)²⁸Si data were used in a relative manner. For the case of the 90° detector, also a correction for the angular distribution [24] had to be included. The previously determined branching ratios and angular distributions for several other $^{27}$Al($p,γ$)²⁸Si γ rays [24] were also used. The resulting uncertainty for the efficiency is estimated to be 3% for 5.8–9.3 MeV (Fig. 3), the energy region of the primary γ rays from the $^{40}$Ca($α,γ$)⁴⁴Ti reaction.

### C. Target preparation and handling

The targets have been evaporated from highly pure¹ CaCO₃ on top of 0.22-mm-thick circular tantalum disks of 27 mm in diameter. The material was not isotopically enriched, in order to limit its fluorine contamination. When heated, CaCO₃ loses CO₂ and forms CaO, which may later turn into Ca(OH)₂ when reacting with ambient water vapor. A typical target thickness of $36 \mu g/cm^2$ was reached. After production, the targets were stored under inert gas in order to exclude any water vapor and transported to the experimental site.

The targets were exposed to regular air for about 10 min during the mounting and dismounting procedure. After mounting, the chamber was promptly evacuated to $10^{-7}$ mbar. After dismounting, the targets were again stored in an airtight chamber filled with dry nitrogen.

After the irradiation was concluded, the activated samples were inserted into a double holding ring structure that allowed safe handling without touching the surface. The activated targets were then brought to the Felsenkeller underground γ-counting facility, where their activity was determined (Sec. II H).

---

¹Merck 99.95 supapur.
D. Stopping power and effective stopping power

In order to correctly determine the resonance strength for the $^{40}$Ca($\alpha$,$\gamma$)$^{44}$Ti reaction, the effective stopping power $\varepsilon_{\text{eff}}(E)$ must be known. This parameter dominates the systematic uncertainty and therefore warrants a detailed discussion. According to Bragg’s rule, $\varepsilon_{\text{eff}}(E)$ is given by the stopping power of helium ions per $^{40}$Ca nucleus in the target:

$$\varepsilon_{\text{eff}}(E) = \frac{1}{\eta_{40}} \left[ \varepsilon_{{\text{Ca}}}(E) + x \varepsilon_{{\text{He}}}(E) + y \varepsilon_{{\text{H}}}(E) \right]. \tag{1}$$

For the purpose of this relation, the target is assumed to be of stoichiometry $\text{Ca}O_x$. $\varepsilon_{{\text{Ca}}}(E)$ is the stopping power of helium ions in calcium, $\varepsilon_{{\text{He}}}(E)$ is that in solid oxygen, and $\varepsilon_{{\text{H}}}(E)$ is that in solid hydrogen. The isotopic ratio of $^{40}$Ca in natural calcium is $\eta_{40} = (96.94 \pm 0.03)\%$. The bandwidth of abundances observed in natural materials [25] is used as a very conservative error bar for $\eta_{40}$.

The stopping powers $\varepsilon_{{\text{O}}}(E)$ and $\varepsilon_{{\text{H}}}(E)$ of helium ions in oxygen and hydrogen are experimentally well known and show a scatter of 2.0% and 3.3%, respectively, with respect to the general fit curve of SRIM [26]. There are no experimental data on helium ion stopping in calcium, so the general SRIM uncertainty of 3.5% for helium ions [26] is adopted here as the uncertainty for $\varepsilon_{{\text{Ca}}}(E)$. For hydrogen ions, the stopping powers are known with 2.9% (oxygen), 2.8% (hydrogen), and 2.1% (calcium) uncertainty, respectively [26]. An independent evaluation of several different stopping power codes found a mean deviation between SRIM [26] results and proton beam stopping data of $(-0.6 \pm 3.8)\%$ for 17 solid elements where a complete comparison was possible [27]. For helium ions, the analogous comparison gave a $(-0.1 \pm 3.3)\%$ deviation [27]. Henceforth, the widely accepted SRIM [26] data and error bars are used for the present purposes. Some deviations from Bragg’s rule have been observed for compounds containing oxygen and hydrogen, in particular near the Bragg peak. The present energies are higher, so these effects are mitigated here but still need to be included. By using the so-called core and bond approach [28] for stoichiometric Ca(OH)$_2$, due to the two O–H bonds, correction factors of 0.983 and 0.997 are found for $\varepsilon_{{\text{Ca}}}(1.8 \text{ MeV})$ and $\varepsilon_{{\text{Ca}}}(4.5 \text{ MeV})$, respectively.

Two different methods have been used in order to determine the stoichiometric ratio $x$ for three different targets produced during the same process: the elastic recoil detection (ERD) technique for target #30 (Sec. II E), and nuclear reactions for targets #31 and #32 (Sec. II F).

E. Elastic recoil detection analysis

For one target (#30) that was produced during the same process as the targets used for the irradiations, a complete ERD analysis was performed (Fig. 4). This sample was bombarded with 50-MeV kinetic energy copper ions from the 6-MV Tandetron accelerator of HZDR at 15° grazing angle. The resulting recoils were detected in a Bragg-type ionization chamber (for boron and heavier ions) or a passivated implanted planar silicon (PIPS) detector preceded by a 18-µm aluminum foil (for hydrogen ions), in a setup described previously [29].

The copper beam energy was sufficient to separate most of the calcium counts from the kinematic locus of the elastically backscattered copper ions. After gating for calcium or oxygen, the data were then projected onto the energy axis and analyzed using the NDF software version 9.3g [30]. No gating was necessary for the PIPS spectrum, which was dominated by hydrogen ions, because the scattered copper ions and most recoils are stopped by the foil.

As a result of the ERD analysis, three layers have been obtained. The first one of 120-nm thickness (210 nm seen on the energy axis) from the ERD data. The copper beam energy was sufficient to separate most of the calcium counts from the kinematic locus of the elastically backscattered copper ions. After gating for calcium or oxygen, the data were then projected onto the energy axis and analyzed using the NDF software version 9.3g [30]. No gating was necessary for the PIPS spectrum, which was dominated by hydrogen ions, because the scattered copper ions and most recoils are stopped by the foil.
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As a result of the ERD analysis, three layers have been obtained. The first one of 120-nm thickness (210 nm seen on the energy axis) from the ERD data. The copper beam energy was sufficient to separate most of the calcium counts from the kinematic locus of the elastically backscattered copper ions. After gating for calcium or oxygen, the data were then projected onto the energy axis and analyzed using the NDF software version 9.3g [30]. No gating was necessary for the PIPS spectrum, which was dominated by hydrogen ions, because the scattered copper ions and most recoils are stopped by the foil.Various other configurations were tested in the fit software; however, a reasonable fit was only reached for a target description consistent with the above numbers for the layer containing calcium. The depth resolution of the hydrogen profile is poor due to energy straggling in the foil before the PIPS detector. Nonetheless, target descriptions where the hydrogen was contained only in the tantalum backing could be ruled out by the energetic position of the hydrogen peak. The O:Ca ratio was found to be consistent with 2 at all depths where calcium was observed.

Finally, from the average of $x$ and $y$ a stoichiometric ratio of $1:(1.88 \pm 0.21)$ for $\text{Ca}(\text{OH})_2$ is adopted here, resulting in a total areal density of $(7.8 \pm 0.4) \times 10^{17}$ at/cm$^2$ oxygen atoms (at 55° orientation) from the ERD data.
F. Target analysis by using nuclear reactions

The stoichiometric ratio was determined by nuclear reactions for targets #31 and #32. The amount of oxygen in the target was determined from the yield of the DC $\gamma$ capture lines, observed at $E_p = 1.85$ MeV (near $E_\gamma = 1843$ keV; see the spectrum in Fig. 5). The cross section of this process is known to 6% precision in the relevant energy range [31], and the angular distribution for this transition has been measured previously in two independent experiments with consistent results [32,33].

Two other $\gamma$ rays are emitted from the $^{16}$O($p,\gamma$)$^{17}$F reaction as well, and these are also observed here. However, the DC $\rightarrow$ GS line (near $E_\gamma = 2338$ keV) is weak, and the angular distribution for the $495 \rightarrow$ GS $\gamma$-ray transition is not known from experiment. The isotopic enrichment of $^{16}$O in natural oxygen (99.76%) is stable in all natural compounds on the level of 0.02% [25], so $^{16}$O is a proper tracer for all stable isotopes of oxygen. The areal density of oxygen atoms, in units of $10^{15}$ at/cm$^2$, is found by this procedure to be $8.9 \pm 1.1$ for target #31 and $8.8 \pm 1.1$ for target #32, consistent with the ERD result for target #30 (Sec. II E).

In order to determine the stoichiometric ratio $x$ without using the ERD result, not only the amount of oxygen atoms but also the beam energy loss inside the target, i.e., the energetic target thickness, must be known. This quantity was determined in different ways.

First, based on the line shape of the two $^{16}$O($p,\gamma$)$^{17}$F direct capture $\gamma$ rays, a proton beam energy loss of $7.62 \pm 0.19$ (7.7 ± 0.5) keV was determined for target #31 (#32), respectively.

Second, the energetic thickness of targets #31 and #32 was determined from a scan of the $E_p = 1.842$-MeV resonance in the $^{40}$Ca($p,\gamma$)$^{41}$Sc reaction. This narrow resonance emits $\gamma$ rays of an energy of 2.882 MeV with 99.9% branching ratio [34]. The determined thickness was $7.35 \pm 0.14$ (7.51 ± 0.08) keV for target #31 (#32), respectively, consistent with the result from the $^{16}$O($p,\gamma$)$^{17}$F direct capture $\gamma$ line shape.

Assuming the atomic concentrations of oxygen and hydrogen to be equal in targets #31 and #32, as shown in the ERD analysis for target #30, one can then calculate the O:Ca ratio $x$ based on the given areal oxygen density and the energetic width of the target. The result is $x = 1.9 \pm 0.6$ (1.8 ± 0.5) for target #31 (#32), respectively (Fig. 6), in good agreement with the ERD result for target #30 and again consistent with calcium hydroxide.

In summary, the stoichiometry was determined by the ERD method for target #30 and in a completely independent way based on proton-induced nuclear reactions for targets #31 and #32. The results for the three targets are mutually consistent. Because they had been produced in the same process, the ERD result is adopted for the further analysis.

It is not fully understood how the initial CaO transformed into Ca(OH)$_2$ during handling, irradiation, or storage. However, it is striking that the same stoichiometry is found for target #30 (not exposed to helium or proton beam) and targets #31 and #32 (heavily irradiated with helium and proton beams). Therefore it seems reasonable to believe that the hydrogen and oxygen necessary to the CaO $\rightarrow$ Ca(OH)$_2$ transformation were provided by the tantalum backing.

The proton resonance scan of target #32 shows a shift of $\Delta E_p = 1$ keV to higher energies. This value is consistent with the reproducibility of the accelerator energy calibration from day to day. However, such a shift may in principle also be caused by the buildup of an impurity layer on the target. Even if it exists, such a layer would change the stopping powers only negligibly.

G. Monitoring of the irradiations

The target can be expected to evolve under intense $^4$He$^{++}$ beam irradiation. Proton beam scans were performed before and after the $^4$He$^{++}$ activations, so the resulting target profile (Fig. 6) can be used to study the evolution of the target. The fresh target shows a sharply rising low-energy edge of...
FIG. 7. Rate of detected 1083-keV γ rays per He++ dose, in the two HPGe detectors during the irradiation of targets #31 (top panel) and #32 (bottom panel). Open circles: detector at 90°. Filled circles: detector at 55°. The horizontal lines show the average counting rate up to a charge of 400 mC.

FIG. 8. Decay spectra of 44Ti samples, measured in a low-background counting facility at the Earth’s surface and in the ultra-low-background facility Felsenkeller Dresden. From top to bottom are the 61-Bq calibration sample in Felsenkeller, the 17-mBq activated sample #31 at the surface of the Earth, and the same sample in Felsenkeller.

II. Activity determination in Felsenkeller

After irradiation, the samples were transported to the Felsenkeller underground γ-counting facility, which is shielded from cosmic rays by a 47-m-thick rock overburden [35]. The samples were then placed on a specially designed sample holder in close geometry, at a distance of 1 cm from the end cap of a p-type HPGe detector with 90% relative efficiency [36].

In order to determine the γ-ray counting efficiency in this geometry for the very weak 44Ti/44Sc samples produced here, special calibration samples were used. Samples with activities in the 100-Bq range were produced in the ERAWAST project [37] by evaporation of a 44Ti-containing aqueous solution on a tantalum backing of exactly the same size as those used for the targets (Sec. II C), and by letting the solvent evaporate. The activity of these 44Ti/44Sc samples was then determined in far geometry at a distance of 20 cm from a HPGe detector, based on 137Cs, 60Co, and 88Y activity standards. The actual 44Ti/44Sc distribution on the calibration samples was measured with the image plate technique. As a result, the activity on these calibration samples was known with typically 1.5% precision (see Ref. [38] for more details).

Using these calibration samples in exactly the same geometry as the activated sample, the 44Ti/44Sc activity of the sample under study was simply determined from a comparison of the counting rates in the 78-keV 44Ti and 1157-keV 44Sc lines, with the true coincidence summing corrections canceling out (Fig. 8). Due to its short half-life of 4 h, 44Sc is in secular equilibrium with its 44Ti mother both in the calibration and in the activation samples. The 68-keV 44Ti peak was excluded from the comparison due to a low-energy shoulder by a lead fluorescence line that did not scale exactly with the 44Ti activity but was also affected by parasitic activities in the activated sample. In addition to the expected 44Ti, the activation samples showed parasitic 22Na that had been produced by the 19F(α, n)22Na reaction during the irradiation. It is not clear whether the fluorine was contained in the target material or in the backing. If one pessimistically assumes all the fluorine to be contained in the calcium hydroxide and uses the known 19F(α, n)22Na cross section [39], based on the measured 22Na activity one arrives at a fluorine:calcium ratio inside the target of 0.005, changing the effective stopping power only negligibly. The Compton background from the 22Na lines did not limit the statistical precision of the activity determination.

For comparison, one of the activated samples was also counted in a low-background HPGe setup at the Earth’s surface, with a graded shield including a 15-cm-thick layer of lead. The 44Ti/44Sc lines were entirely covered by cosmic-ray-induced background in the surface-based spectrum (Fig. 8). The 44Ti/44Sc activities measured for samples #31 and #32 lie in the millibecquerel range (Table II).
III. RESULTS

The γ-ray spectra observed with the in-beam detectors are dominated by the γ rays from the 40Ca(α, γ)44Ti reaction under study here (Fig. 9). The main background in the in-beam spectra is from α-induced reactions on 19F that is contained either in the tantalum backing or in the Ca(OH)2 target. In addition, some secondary γ rays from the 16O(α, γ)20Ne reaction have been identified.

A. Decay branching ratios of the 4.5-MeV triplet

The decay branching ratios of the resonance triplet at 4.5 MeV were determined from the in-beam γ-ray spectrum observed at 55°. To this end, both the full energy and the single escape γ rays were fitted (Fig. 10).

The resulting branching ratios (Table III) are mostly in good agreement with the literature [16]. It can be seen that the branching ratio for the decay to the 1083-keV first excited state is affected by inevitable Compton background from higher-energy peaks. An analysis based on the secondary γ rays from the 16O(α, γ)20Ne reaction have been identified.

level is fed by higher-lying states, so it is possible that the previous data were affected by uncertainties in the feeding subtraction. The present branching data depend only on the primary γ rays, which are free from this effect.

For the two higher-energy resonances, the new branching ratios are overall more precise than the previous ones. One problem in the present data is the decay to the 1904-keV second excited state in 44Ti. The primary γ ray for this decay is affected by inevitable Compton background from higher-energy peaks. An analysis based on the secondary γ rays from the decay of the 1904-keV level is in principle possible, but the significant feeding and branching corrections prevent a better precision than that of the literature value.

Also from the fit, the distances between the three resonances have been determined, in the center-of-mass system: 12 ± 0.2 keV between the lower-energy and the central resonance and 13.7 ± 0.2 keV between the central and the higher-energy resonance.

B. Total resonance strength from the activation method

For an infinitely thick target, the experimental yield \( Y_\infty \) as a function of the resonance strength \( \alpha Y \) is given by the following relation [40]:

\[
Y_\infty = \frac{\lambda_{res}^2}{2 \varepsilon_{eff}(E_{res})} \frac{\alpha Y}{\varepsilon_{eff}(E_{res})},
\]

where \( \lambda_{res} \) is the de Broglie wavelength at the resonance energy \( E_{res} \) and \( \varepsilon_{eff} \) is the effective stopping power given by Eq. (1).
During the irradiation, the three resonances were activated together. As the square of the de Broglie wavelength varies only by 0.3% between neighboring resonances of the triplet, which is much less than the experimental uncertainties, a total resonance strength formed by the sum of the three resonances can be computed (Table V).

Due to the finite energetic thickness of the target, about 42 keV for 4.5-MeV α particles, a finite target thickness correction has to be considered when using the thick target yield formula [Eq. (2)]. In order to calculate this correction, an upper limit for the previously unknown α width of the central resonance is determined here. By using the CaO target #12 with a nominal thickness of 12 μg/cm² for a scan of the 4.5-MeV resonance triplet, for the α width a 1σ (2σ) upper limit of Γ_α < 0.6 keV (0.9 keV) has been determined for the central resonance. The 1σ upper limit was then used for the finite target thickness correction for all three resonances. The significant energy straggling of the α particles inside the target (10 keV for the full thickness of targets #31 and #32) also has to be taken into account.

### TABLE III. γ-ray branching ratios of the 4.5-MeV resonance triplet, observed at 55° with respect to the beam axis. The present data are compared with those of Ref. [16]. For the 9227 → 1904 and 9215 → 1904 decays, the present data show only upper limits (see Fig. 10), so the previous results [16] are adopted instead. Level energies are given in keV.

| Final level (keV) | Present work | Dixon et al. [16] |
|------------------|--------------|------------------|
|                  | 9215 (%)     | 9227 (%)             | 9239 (%)     | Initial level (keV) | Initial level (keV) |
| 0                | 12.9 ± 1.3   | 0.70 ± 0.08         | 6.1 ± 0.5    | 10 ± 1               | 0.6 ± 0.2           | 4.0 ± 0.5 |
| 1083             | 20.1 ± 2.3   | 21.4 ± 0.5          | 23.6 ± 1.4   | 16 ± 2               | 23 ± 2              | 27 ± 2   |
| 1904             | 34 ± 4       | 45.8 ± 0.7          | 28.3 ± 1.6   | 41 ± 2               | 45 ± 2              | 28 ± 2   |
| 2531             | 9.4 ± 1.7    | 7.7 ± 0.3           | 11.0 ± 0.8   | 11 ± 2               | 8 ± 2               | 11 ± 2   |
| 2886             | 21.2 ± 1.9   | 23.4 ± 0.6          | 23.3 ± 1.1   | 20 ± 2               | 23 ± 2              | 25 ± 2   |
| 3415             | 21.2 ± 1.9   | 23.4 ± 0.6          | 23.3 ± 1.1   | 20 ± 2               | 23 ± 2              | 25 ± 2   |
TABLE IV. Error budget for the total resonance strength, for the activation, and for the in-beam $\gamma$-spectroscopy methods.

|                      | Activation | Common | In-beam |
|----------------------|------------|--------|---------|
| Target stoichiometry | 6.0%       |        |         |
| Stopping power [26]  | 1.9%       |        |         |
| Beam current         | 1.0%       |        |         |
| Target degradation (target #31) | 1.6% |        |         |
| Finite target thickness | 1.1% |        |         |
| $\gamma$-ray detection efficiency [38] | 1.5% | 3% |         |
| $^{44}$Ti half-life [4] | 0.5%       |        |         |
| $\gamma$-ray angular distribution [16] | 10% |        |         |
| Total systematic error | 1.6% | 6.7% | 10% |
| Statistical error    | 2.5%       | 1.0%   |         |

By taking into account the irradiation energy, the true form of the yield curve [40], and the energy straggling [26], correction factors of 0.994 ± 0.001, 0.982 ± 0.004, and 0.63 ± 0.07, respectively, for the upper, middle, and lower resonances have been calculated. Note the correction becomes truly significant only for the weakest resonance that is activated in the deeper layers of the target and contributes less than 10% to the total strength. The finite target thickness correction affects the summed resonance strength by (5.5 ± 1.1)% again if one assumes a conservative relative uncertainty of 20%.

The major contribution to the error budget in the resonance strength (Table IV) is the target stoichiometry. By using the adopted stoichiometry of Ca(OH)$_2$ [88,4.21], the error on the oxygen and hydrogen content propagates to 6.0% uncertainty in the effective stopping power in Eq. (1). The normalization of the stopping power [26] contributes another 1.9% uncertainty. The activity of the $^{44}$Ti/$^{44}$Sc calibration samples is known to 1.5% [38], and the counting statistics in Felsenkeller contributes 3.1% (4.2%) uncertainty for target #31 (#32), respectively; hence the uncertainty is 2.5% for both targets combined.

C. Total resonance strength from the in-beam $\gamma$ spectroscopy method

In spite of the complicated decay scheme, a determination of the resonance strengths from the in-beam $\gamma$-ray spectra is attempted here.

The angular distributions for the primary and secondary $\gamma$ rays from the present resonance triplet have been studied previously, using Ge(Li) detectors [16]. The distribution was found to be anisotropic in all cases except for the isotropic 1904 $\rightarrow$ 1083 (0$^+$ $\rightarrow$ 2$^+$) line at 821 keV. However, this line is not very strong due to its weak branching and is located in a region of high $\gamma$ continuum, so we do not attempt to use it for a resonance strength measurement.

Instead, the high-energy primary $\gamma$ rays are used. Because of the strongly anisotropic nature of several transitions, the analysis is again limited to the 55$^o$ detector. For this detector, the corrections for the angular distribution [16] amount to less than 11% in all cases, except for the weak transition to the ground state, where the observed yield had to be corrected down by 40% in order to take into account the strong anisotropy. For the weak transition to the 1904-keV excited state, no angular distribution data exist, and isotropy was assumed here.

The total resonance strength data obtained by the activation and by the in-beam $\gamma$-spectroscopy method are compared in Table V. The in-beam data are on average 13% lower than the activation data. This difference is probably due to the strongly anisotropic angular distribution, which has been studied experimentally by just one group [16]. No details are given in that work on experimental aspects of the angular distribution measurements, such as the number of detectors used simultaneously and the geometry of the target chamber. An earlier $^{40}$Ca($\alpha, \gamma$)$^{44}$Ti angular distribution measurement by the same group included one Ge(Li) detector as a yield monitor and a second Ge(Li) at a target distance of just 4 cm for the measurement [15]. It seems prudent to assume a 10% uncertainty for the angular corrections derived on the basis of these previous works [15,16].

By taking into account which uncertainties are common and which are individual to the data point and method used, a global average for the total strength of the triplet of 8.4 ± 0.6 eV is found (Tables I and V).

D. Strengths of individual resonances of the triplet

From an experimental point of view, the triplet can be treated as one composite resonance due to the negligible difference in the squared de Broglie wavelength. For an astrophysical scenario, however, the situation may be different. The astrophysical reaction rate for a narrow resonance is given by [40]

$$N_A(\sigma \nu) = N_A \left(\frac{2\pi}{\mu k_B T}\right)^{\frac{3}{2}} \hbar^2 \exp \left(-\frac{E_i}{k_B T}\right) \omega \gamma,$$

with $\mu$ the reduced mass of the reaction partners, $k_B$ the Boltzmann constant, and $T$ the temperature of the astrophysical plasma. $N_A(\sigma \nu)$ depends exponentially on $E_i/(k_B T)$. For $T \approx 4$ GK, where the present resonance triplet starts dominating the astrophysical reaction rate, the 24-keV difference

By taking into account the irradiation energy, the true form of the yield curve [40], and the energy straggling [26], correction factors of 0.994 ± 0.001, 0.982 ± 0.004, and 0.63 ± 0.07, respectively, for the upper, middle, and lower resonances have been calculated. Note the correction becomes truly significant only for the weakest resonance that is activated in the deeper layers of the target and contributes less than 10% to the total strength. The finite target thickness correction affects the summed resonance strength by (5.5 ± 1.1)% again if one assumes a conservative relative uncertainty of 20%.

The major contribution to the error budget in the resonance strength (Table IV) is the target stoichiometry. By using the adopted stoichiometry of Ca(OH)$_2$ [88,4.21], the error on the oxygen and hydrogen content propagates to 6.0% uncertainty in the effective stopping power in Eq. (1). The normalization of the stopping power [26] contributes another 1.9% uncertainty. The activity of the $^{44}$Ti/$^{44}$Sc calibration samples is known to 1.5% [38], and the counting statistics in Felsenkeller contributes 3.1% (4.2%) uncertainty for target #31 (#32), respectively; hence the uncertainty is 2.5% for both targets combined.
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The angular distributions for the primary and secondary $\gamma$ rays from the present resonance triplet have been studied previously, using Ge(Li) detectors [16]. The distribution was found to be anisotropic in all cases except for the isotropic 1904 $\rightarrow$ 1083 (0$^+$ $\rightarrow$ 2$^+$) line at 821 keV. However, this line is not very strong due to its weak branching and is located in a region of high $\gamma$ continuum, so we do not attempt to use it for a resonance strength measurement.
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By taking into account which uncertainties are common and which are individual to the data point and method used, a global average for the total strength of the triplet of 8.4 ± 0.6 eV is found (Tables I and V).

D. Strengths of individual resonances of the triplet

From an experimental point of view, the triplet can be treated as one composite resonance due to the negligible difference in the squared de Broglie wavelength. For an astrophysical scenario, however, the situation may be different. The astrophysical reaction rate for a narrow resonance is given by [40]

$$N_A(\sigma \nu) = N_A \left(\frac{2\pi}{\mu k_B T}\right)^{\frac{3}{2}} \hbar^2 \exp \left(-\frac{E_i}{k_B T}\right) \omega \gamma,$$
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TABLE V. Total resonance strength of the 4.5-MeV resonance triplet. The first uncertainty given is the statistical uncertainty. For the average values for one given method, in addition also the part of the systematic uncertainty pertinent to this method (columns 2 and 4 in Table IV) is listed. The systematic uncertainty common to both methods (column 3 in Table IV) was taken into account for the global average of both methods.

| Target     | Method     | $\omega \gamma$ (eV) |
|------------|------------|----------------------|
| #31        | Activation | 8.6 ± 0.3$^{stat}$   |
| #32        | Activation | 8.3 ± 0.3$^{stat}$   |
| Average, activation | 8.5 ± 0.2$^{stat}$ ± 0.1$^{syst}$ |
| #31        | In-beam    | 7.6 ± 0.2$^{stat}$   |
| #32        | In-beam    | 7.3 ± 0.1$^{stat}$   |
| Average, in-beam | 7.4 ± 0.1$^{stat}$ ± 0.8$^{syst}$ |

Global average | 8.4 ± 0.6 |
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in resonance energies between the lower and the higher resonances of the triplet leads to a 7% change in \( \exp(-E_\alpha/k_{\text{B}}T) \), comparable with the present experimental uncertainties.

Therefore it is useful to understand how much strength each resonance of the triplet contributes individually. Based on the in-beam data and on the total resonance strength (Table V), the individual strengths for the three resonances included in the triplet have been computed (Table VI). The strength for the lowest resonance in the triplet is significantly larger than the previous value [16], but the ordering of the resonance strengths, with the lower resonance the weakest and the central resonance the strongest, remains intact.

### E. Yield of the 1083-keV line relative to \( ^{44}\text{Ti} \) production

In order to assist future experiments, the number of 1083-keV \( \gamma \) rays emitted at 55° has been determined from the present in-beam \( \gamma \) ray spectra and related to the number of \( ^{44}\text{Ti} \) nuclei produced, as measured by the activation method. For target #31 (#32), a ratio of 55\(^{\circ}\) /44Ti = 0.633 ± 0.024 (0.638 ± 0.031) is found, respectively. By averaging these two results, the following purely experimental value is found:

\[
\frac{N^{55}_{\gamma}}{N^{44}_{\gamma}} = 0.635 \pm 0.021. \tag{4}
\]

The error bar for this ratio includes also the uncertainty introduced by the finite target thickness corrections. The 55\(^{\circ}\) germanium detector is at sufficiently far geometry that summing out corrections are below 1% and can be neglected.

It should be stressed that the ratio (4) is only valid at 55\(^{\circ}\); due to the significant angular distribution of this line [15] it should not be used at other angles. Also, in order for the ratio to be applicable it is necessary that all three resonances are activated together.

### IV. DISCUSSION AND OUTLOOK

The \( E_\alpha = 4.5\text{-MeV} \) resonance triplet in the \( ^{40}\text{Ca}(\alpha, \gamma)^{44}\text{Ti} \) reaction has been studied in a precision experiment, using both the activation and the in-beam \( \gamma \) spectroscopy methods. The target composition has been studied both by the ERD method and by nuclear reactions. For each resonance of the triplet, the individual strength and the decay branching ratios have been redetermined. The \( \alpha \) width of the central resonance has been determined.

The present results for the triplet resonance strength are more precise than, but within uncertainties consistent with, results from previous work using in-beam \( \gamma \)-spectroscopy [16,20], accelerator mass spectrometry [17], and recoil separator [18] methods. The new, precise strength value and branching ratios may be used as reference values in future work investigating lower-energy resonances.

The present new data are limited to the \( E_\alpha = 4.5\text{-MeV} \) resonance triplet; therefore we do not attempt here to redetermine the \( ^{40}\text{Ca}(\alpha, \gamma)^{44}\text{Ti} \) astrophysical reaction rate. Such a redetermination would require similarly precise information also on the lower-energy resonances.

However, in order to illustrate the impact of the present work alone, the relative contributions of the various \( ^{40}\text{Ca}(\alpha, \gamma)^{44}\text{Ti} \) resonances to the astrophysical reaction rate in Eq. (3) have been plotted (Fig. 11). It is clear that the 4.5-MeV triplet, with its present slightly enhanced strength, plays a strong role for temperatures \( T > 3.5 \text{ GK} \), toward the higher end of the relevant temperature range [19] for the \( \alpha \)-rich freezeout.

The astrophysically interesting question at the outset of the present work is whether or not the assumed reaction rate for \( ^{44}\text{Ti} \) nucleosynthesis is correct. For the higher temperature range of the \( \alpha \)-rich freezeout it can be stated that there are no major surprises. A thermonuclear reaction rate calculated by taking the present new data into account would be slightly higher than the value from Ref. [18] and slightly lower than that from Ref. [20], the two most recent works on this topic.

Some surprises may lie, however, at lower energies \( E_\alpha < 3 \text{ MeV} \), where there are only upper limits [17,20] or data with large error bars [16,18] for the resonance strengths. It is planned to extend the present experiment to lower energies in the future, using the 4.5-MeV resonance triplet as point of reference.

### ACKNOWLEDGMENTS

Technical support by the staff and operators of the HZDR ion beam center, by Andreas Hartmann (HZDR), by Bettina Lommen, and the GSI target laboratory is gratefully acknowledged. This work was supported in part by DFG (BE4100/2-1),
by the Helmholtz Association Nuclear Astrophysics Virtual Institute (NAVI, VH-VI-417), by EuroGENESIS, by the European Union (FP7-SPORT, Contract No. 227012, and ERC StG 203175), and by OTKA (K101328).

[1] R. Diehl, D. Hartmann, and N. Prantzos (eds.), Astronomy with Radioactivities, Lecture Notes in Physics, Vol. 812 (Springer, Berlin and Heidelberg, 2011).
[2] H.-T. Janka, Annu. Rev. Nucl. Part. Sci. 62, 407 (2012).
[3] A. Burrows, Rev. Mod. Phys. 85, 245 (2013).
[4] I. Ahmad, J. P. Greene, E. F. Moore, S. Ghebherg, A. Ofan, M. Paul, and W. Kutchera, Phys. Rev. C 74, 065803 (2006).
[5] Y. Mochizuki, K. Takahashi, H.-T. Janka, W. Hillebrandt, and R. Diehl, Astron. Astrophys. 346, 831 (1999).
[6] A. F. Iyudin, R. Diehl, H. Bloemen, W. Hermsen, G. G. Lichti, D. Morris, J. Ryan, V. Schoenfelder, H. Steinle, M. Varendorff, C. de Vries, and C. Winkler, Astron. Astrophys. 284, L1 (1994).
[7] J. Vink et al., Astrophys. J. 560, L79 (2001).
[8] M. Renaud et al., Astrophys. J. 647, L41 (2006).
[9] A. Jerkstrand, C. Fransson, and C. Kozma, Astron. Astrophys. 530, A45 (2011).
[10] J. Larsson et al., Nature (London) 474, 484 (2011).
[11] S. A. Grebenev, A. A. Lutovinov, S. S. Tsygankov, and C. Winkler, Nature (London) 490, 373 (2012).
[12] L.-S. The et al., Astron. Astrophys. 450, 1037 (2006).
[13] L.-S. The, D. D. Clayton, L. Jin, and B. S. Meyer, Astrophys. J. 504, 500 (1998).
[14] G. Magkotsios et al., Astrophys. J. Suppl. Ser. 191, 66 (2010).
[15] J. J. Simpson, W. R. Dixon, and R. S. Storey, Phys. Rev. C 4, 443 (1971).
[16] W. R. Dixon, R. S. Storey, and J. J. Simpson, Can. J. Phys. 58, 1360 (1980).
[17] H. Nassar et al., Phys. Rev. Lett. 96, 041102 (2006).
[18] C. Vockenhuber et al., Phys. Rev. C 76, 035801 (2007).
[19] R. Hoffman et al., Astrophys. J. 715, 1383 (2010).
[20] D. Robertson, J. Görres, P. Collon, M. Wiescher, and H.-W. Becker, Phys. Rev. C 85, 045810 (2012).
[21] T. Rauscher, F.-K. Thielemann, J. Görres, and M. Wiescher, Nucl. Phys. A 675, 695 (2000).
[22] M. Friedrich, W. Bürger, D. Henke, and S. Turuc, Nucl. Instrum. Methods A 382, 357 (1996).
[23] F. Zijderhand, F. P. Jansen, C. Alderliesten, and C. van der Leun, Nucl. Instrum. Methods A 286, 490 (1990).
[24] A. Anttila, J. Keinonen, M. Hautala, and I. Forsblom, Nucl. Instrum. Methods 147, 501 (1977).
[25] T. B. Coplen et al., Pure Appl. Chem. 74, 1987 (2002).
[26] J. F. Ziegler, M. D. Ziegler, and J. P. Biersack, Nucl. Instrum. Methods B 268, 1818 (2010).
[27] H. Paul and A. Schinner, Nucl. Instrum. Methods B 227, 461 (2005).
[28] J. F. Ziegler and J. M. Manoyan, Nucl. Instrum. Methods B 35, 215 (1988).
[29] U. Kreissig, S. Grigull, K. Lange, P. Nitzsche, and B. Schmidt, Nucl. Instrum. Methods B 136, 674 (1998).
[30] N. P. Barradas, C. Jeynes, and R. P. Webb, Appl. Phys. Lett. 71, 291 (1997).
[31] P. Mohr and C. Illiasid, Nucl. Instrum. Methods A 688, 62 (2012).
[32] C. Rolfs, Nucl. Phys. A 217, 29 (1973).
[33] H. C. Chow, G. M. Griffiths, and T. H. Hall, Can. J. Phys. 53, 1672 (1975).
[34] F. Zijderhand, R. C. Makkus, and C. V. D. Leun, Nucl. Phys. A 466, 280 (1987).
[35] T. Szücs et al., Eur. Phys. J. A 48, 8 (2012).
[36] M. Köhler et al., Appl. Radiat. Isot. 67, 736 (2009).
[37] R. Dressler et al., J. Phys. G 39, 105201 (2012).
[38] K. Schmidt, Report HZDR-020, 2012, and Diploma thesis, Technical University of Dresden, 2011.
[39] E. B. Norman, T. E. Chupp, K. T. Lesko, P. J. Grant, and G. L. Woodruff, Phys. Rev. C 30, 1339 (1984).
[40] C. Illiasid, Nuclear Physics of Stars (Wiley-VCH, Weinheim, 2007).