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Abstract

Scrambling and thermalisation are topics of intense study in both condensed matter and high energy physics. Random unitary dynamics form a simple testing-ground for our theoretical understanding of these processes. In this work, we derive exact expressions for the large $q$ limiting behaviour of a selection of $n$-point correlation functions, out-of-time-ordered correlators (OTOCs), and their moments. In the process we find a general principle that breaks OTOCs into small and easy to calculate pieces, and which can likely be deployed in a more general context.

1 Introduction

The thermalisation of quantum chaotic systems has brought into focus the concept of scrambling, where much of the locally accessible information in the initial state is sequestered into more complicated, and increasingly difficult to measure observables. Scrambling has been the topic of huge interest in the fields of holography and black holes [1–11], quantum field theories [12–19] and random unitary circuits [20–26], to name a few.

Random unitary matrices have found many uses in the study of scrambling (and thermalisation more generally), having a crucial role in random unitary circuits models and also in a model of scrambling in black holes [27]. Evolution in strongly ergodic systems looks approximately Haar random at intermediary times (the ‘dip’ in the spectral form factor [28, 29]) before the onset of random matrix theory behaviour and the famous ‘ramp’ [28–31]. It is no surprise then, that Haar random matrices are often used as a benchmark when comparing the scrambling dynamics of other models.

Previous work by [32] investigates OTO correlators as a scrambling diagnostic and calculate the 4, 6 and 8-point OTO correlators (of the form $\langle A_1B_1(1)\cdots A_kB_k(1) \rangle$ where $B(1) = UBU^\dagger$) for the Haar unitary ensemble. In this paper, we investigate the $n$-point correlators of the form $\langle Z(t_1)\cdots Z(t_n) \rangle$ where $Z \in \mathbb{C}^{q\times q}$ is a normalised, traceless operator and the discrete time evolution is generated by a Haar random unitary $U$. In section 4 we find the scaling behaviour for the Haar average of products of $p$ correlators to be $O(q^{-2[p/2]})$ as $q \to \infty$. In section 5 we find that for $p = 2$, this scaling bound is met only when the correlators are complex conjugates of one another (Eq. 3). Additionally, the proportionality constant is a symmetry factor that counts the number of cyclic symmetries the correlators have. Finally in section 6 we investigate a class of OTOCs using a diagrammatic scheme with which we can systematically count all leading order contributions. The re-summation of these diagrams reveals a simple structure, in which the OTOC is divided into easily evaluated pieces that group together operators with a shared time evolution (Eq. 4).

These results are useful outside of the setting of a quantum dot; in an upcoming pre-print [33], we study the hydrodynamic transport of quantum information in a one-dimensional Floquet model with on-site Haar random scrambling. OTOCs and other $n$-point functions appear naturally in this calculation; the results in this paper enable us to find $O(1/q^2)$ corrections to the circuit averaged butterfly velocity. Using the methodology developed in section 5, one might be able to generalise the results of this paper to $n$-point functions of the more general form $\langle Z_1(t_1)\cdots Z_n(t_n) \rangle$, where each $Z_i \in \mathbb{C}^{q\times q}$ can be any normalised, traceless operator. This would open the door to circuit averaging in a much larger number of Floquet circuits.
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In this manuscript, an \( n \)-point correlation function is given by

\[
\langle Z(t) \rangle = \langle Z(t_1) \cdots Z(t_n) \rangle = \frac{1}{q} \text{Tr}[Z(t_1) \cdots Z(t_n)],
\]

where \( t = (t_1, \cdots, t_N) \) and \( Z(t) = Z(t_1) \cdots Z(t_n) \) is a product of \( n \) ‘scrambled’ Pauli \( Z \) matrices, \( Z(t) = U^t Z U^{-t} \) (with a unitary \( U \) drawn from the Haar distribution on the group \( U(q) \) of \( q \times q \) unitary matrices), and where no consecutive times are equal (including the first and final times, which are consecutive due to the cyclic property of the trace). Two correlators with times \( t \) and \( t' \) are identical if the two sequences \( t \) and \( t' \) equal up to a cyclic permutation. Therefore, without loss of generality, we assume that \( t_1 \leq t_i \) for all \( i \).

A correlator \( \langle Z(t) \rangle \) is called contour-ordered for a contour \( C \) if the sequence of times \( t = (t_1, \cdots, t_N) \), is contour ordered on \( C \). An example is given below for contours with only a single forward and backward segment and for contours with two forward and backward segments. The later is the type of contour that out-of-time-ordered (OTO) correlators live on, and hence is referred to as a contour of OTO type. The former is referred to as a contour of time-ordered (TO) type.

Correlators that are contour ordered for a TO (OTO) type contour are referred to as TO (OTO) correlators. In the following, we assume that the number of instances \( N_U \) of the Haar random unitary \( U \) appearing in an expression to be averaged does not scale with the dimension \( q \) and find large \( q \) asymptotics. For TO correlators, this simply means that \( \text{max}(t_i) - \text{min}(t_i) \) is finite and fixed while we probe large \( q \). For OTO correlators, the number of instance of \( U \) is bounded above by \( 2(\text{max}(t_i) - \text{min}(t_i)) \).

In this section we investigate the large \( q \) scaling behaviour (of the Haar average) of arbitrary-time-ordered correlators \( \langle Z(t) \rangle \), where the time-ordering is arbitrary as we make no assumptions about the sequence \( t \) beyond the condition that no consecutive times are equal.

**Theorem 1.** The Haar averaged of an \( n \)-point correlation function \( \langle Z(t) \rangle \) is \( O(1/q^2) \),

\[
\int dU \langle Z(t) \rangle = O(1/q^2) \quad \text{as } q \to \infty.
\]

**Proof.** Label the differences \( x_i = t_{i+1} - t_i \neq 0 \) with \( x_1 = t_1 - t_n \), such that \( \sum_i x_i = 0 \). The number of instances of \( U \) appearing in this correlators is given by \( N_U = \sum_i |x_i|/2 \). This allows us to write the \( n \)-point function as

\[
\langle Z(t_1) \cdots Z(t_N) \rangle = \langle ZU^{x_1} ZU^{x_2} \cdots ZU^{x_n} \rangle
\]

Taking a Haar average over the unitary \( U \) and making use of the left and right invariance of the Haar measure \( \int dU f(U) = \int d(UV) f(UV) = \int dU f(UV) \) (similarly for left invariance) and by representing the moments of the Haar measure as a sum over permutations weighted by the Weingarten
functions [34][36], we have
\[
\int dU \langle \mathcal{Z}(t) \rangle = \int dU dV \langle Z V U^{x_1} V^\dagger Z V U^{x_2} \cdots V U^{x_n} V^\dagger \rangle = \int dU \sum_{\sigma, \tau \in S_n} \frac{W_g(q, \tau \sigma^{-1})}{q} \times \begin{array}{c}
\begin{array}{c}
\cdots
\end{array}
\end{array}
\]

Where we have used the Weingarten formula for the unitary group of dimension \( q \) [34][35] to evaluate the Haar integral in \( V \), \( W_g(q, \sigma) \) is the Weingarten function [36]. We have used the following convention for the legs of tensors,

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\cdots
\end{array}
\end{array}
\end{array}
\]

Define the permutation \( \pi = (n, 1, 2, \cdots, n-1) \) (in cycle notation). Diagrammatically, with the lower legs as the incoming legs, this is given by

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\cdots
\end{array}
\end{array}
\end{array}
\]

By inserting the identity permutation as \( 1 = \pi \pi^{-1} \), we can simplify the contraction of the \( U^{x_i} \) using the following,

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\cdots
\end{array}
\end{array}
\end{array}
\]

Allowing the change of variables in the sum \( \sigma \to \pi \sigma \) gives

\[
\int dU \langle \mathcal{Z}(t) \rangle = \sum_{\sigma, \tau \in S_n} \frac{W_g(q, \tau \pi^{-1})}{q} G(x, \sigma) H(\tau),
\]

where \( H(\tau) \) is given by the diagram

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\cdots
\end{array}
\end{array}
\end{array}
\]

The evaluation of \( H(\tau) \) is simple,

\[
H(\tau) = \begin{cases} q^{\lvert \tau \rvert}, & \text{if } \tau \text{ has cycles only of even length} \\ 0, & \text{otherwise.} \end{cases}
\]

An immediate consequence of this is that for odd \( n \), \( H(\tau) = 0 \) for all \( \tau \). From now on we consider only even \( n \). let \( \mathcal{H} \subset S_n \) refer to the set of permutations with cycles of even length only, we can restrict the sum over \( \tau \in S_n \) to \( \tau \in \mathcal{H} \) in the following. The function \( G(x, \sigma) \) is given by Haar averaged diagram below

\[
G(x, \sigma) = \int dU \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\cdots
\end{array}
\end{array}
\end{array}
\]
For a given permutation \( \sigma \) and time differences \( x \), \( G(x, \sigma) \) is given by the Haar average of a product of loops, each carrying a power of \( U \).

\[
G(x, \sigma) = q^{N_{\text{ud}}} \int dU \prod_{m=1}^{l} \text{Tr}(U^{m})^{a_{m}} \text{Tr}(U^{-m})^{b_{m}}
\]

where the \( a_{m} \) and \( b_{m} \) count the multiplicity of the decorated loop corresponding with \( \text{Tr}(U^{m}) \) and \( \text{Tr}(U^{-m}) \) respectively and depend on \( x \) and the permutation \( \sigma \). \( l \) is the maximum power of \( U \) or \( U^{-1} \) decorating a loop in the contraction, whichever is larger. \( N_{\text{ud}} \) is the number of undecorated loops (loops that carry no factors of \( U \) or \( U^{-1} \)) and also depends on \( \sigma \) and \( x \). To evaluate this Haar average we use a result of [37].

\[
\int dU \prod_{m=1}^{l} \text{Tr}(U^{m})^{a_{m}} \text{Tr}(U^{-m})^{b_{m}} = \delta^{a, b} \prod_{m=1}^{l} m^{a_{m}a_{m}!} \leq \delta^{a, b} N!, \quad \text{where } N = \sum_{m=1}^{l} m a_{m} \leq N_{U},
\]

where \( a = (a_{1}, \ldots, a_{l}) \) and \( b = (b_{1}, \ldots, b_{l}) \). This result is useful whenever one of the tensor diagrams above has at least two decorated loops (a single decorated loop is impossible as \( \sum_{i} x_{i} = 0 \)). Importantly, the result does not scale with \( q \) as \( q \to \infty \), which allows us to write

\[
G(x, \sigma) \leq C(x) q^{N_{\text{ud}}}, \quad \text{for some } C(x) > 0 \text{ independent of } q,
\]

where \( N_{\text{ud}} \leq n/2 \), with equality only achieved when \( \sigma \) is composed of \( n/2 \) disjoint transpositions, producing \( n/2 \) loops on which the \( U^{x_{i}} \) pair up in such a way that every \( U^{x_{i}} \) pairs with \( U^{-x_{i}} \). This pairing is only possible for select \( x \). Call \( G \subseteq S_{n} \) the set of permutations that produce only undecorated loops. The value of such a loop contraction is given by \( q^{C_{\sigma}} \), where \( |C_{\sigma}| \) is the number of cycles in \( \sigma \). The Haar average is trivial, giving

\[
G(x, \sigma) = q^{C_{\sigma}}, \quad \text{for } \sigma \in G.
\]

The Haar averaged \( n \)-point function is now given by

\[
\int dU \langle Z(t) \rangle = \sum_{\sigma \in G, r \in H} \frac{Wg(q, \tau \sigma^{-1} \pi) q^{|C_{\sigma}| + |C_{\tau}|}}{q} + \sum_{\sigma \in \bar{G}, r \in H} \frac{Wg(q, \tau \sigma^{-1} \pi) q^{|C_{\tau}|} G(x, \sigma)}{q}
\]

where \( \bar{G} \) is the set of all the elements in \( S_{n} \) not in \( G \). We use the large \( q \) asymptotic form of the Weingarten function [35][36].

\[
Wg(q, \sigma) = \frac{1}{q^{n + |\sigma|}} \prod_{c \in C_{\sigma}} (-1)^{|c|}^{-1} \text{Cat}_{|c|-1} + \mathcal{O}\left( \frac{1}{q^{n + |\sigma| + 2}} \right)
\]

where \( |\sigma| \) is the minimum number of transposition that \( \sigma \) is a product of, \( C_{\sigma} \) is the set of cycles in \( \sigma \) and \( |c| \) is the length of a cycle \( c \in C_{\sigma} \). \( \text{Cat}_{|c|} \) are the Catalan numbers. The terms in the second sum in Eq. 15 are all of the size \( \mathcal{O}\left( q^{C_{\sigma} + N_{\text{ud}} - n - |\tau\sigma^{-1}\pi| - 1} \right) \). Using \( |C_{\tau}| \leq n/2 \) and \( N_{\text{ud}} \leq (n - 2)/2 \), it is not hard to see that all these terms are at most \( \mathcal{O}(1/q^{2}) \). Moreover, the number of these terms scales with \( n \) and not \( q \). This gives,

\[
\int dU \langle Z(t) \rangle = \sum_{\sigma \in \bar{G}, r \in H} a(\tau \sigma^{-1} \pi) q^{r(\sigma, \tau)-1} + \mathcal{O}(1/q^{2})
\]

where \( a(\tau \sigma^{-1} \pi) = \prod_{c \in C_{\sigma}} (-1)^{|c|}^{-1} \text{Cat}_{|c|-1} \) is independent of \( q \) and \( r(\sigma, \tau) = |C_{\tau}| + |C_{\sigma}| - n - |\tau\sigma^{-1}\pi| \). Because \( \sum_{i} x_{i} = 0 \), each \( U^{x_{i}} \) must be accompanied by at least one other \( U^{x_{i}} \) in order to form an undecorated loop. Therefore the maximum number of cycles in \( \sigma \) is \( n/2 \), when all \( U^{x_{i}} \) are paired. This gives \( |C_{\tau}| + |C_{\sigma}| - n \leq 0 \).
Assuming $|C_\tau| + |C_\sigma|$ is saturated then both $\tau$ and $\sigma$ are composed of $n/2$ disjoint transpositions. Therefore they must have the same parity, $P(\sigma) = P(\tau)$. Assume also that $|\tau \sigma^{-1} \pi|$ is minimised, $|\tau \sigma^{-1} \pi| = 0$. This implies that the $\sigma \tau^{-1} = \pi$. Applying the parity operator, we find $P(\sigma \tau^{-1}) = P(\sigma)P(\tau) = P(\pi)$. Using $P(\sigma) = P(\tau)$ we find $P(\pi) = 1$. However, $\pi$ is composed of a product of $n-1$ adjacent transpositions, for even $n$ this gives $P(\pi) = -1$. This is a contradiction, and implies that $|C_\tau| + |C_\sigma|$ and $|\tau \sigma^{-1} \pi|$ cannot be simultaneously maximised and minimised respectively. Therefore $r(\sigma, \tau) \leq -1$. Every term in the [17] is of size $O(q^{-2})$ or smaller,

$$\int dU \langle Z(t) \rangle = O(1/q^2) \quad \text{as } q \to \infty$$

(18)

\[ \square \]

4 Higher moments

In this section we generalise the analysis in section 3 and determine bounds on the scaling behaviour (of Haar average) of the products of $p$ correlators.

**Theorem 2.** The Haar average of a product of $p$ correlators $\langle Z(t^1) \rangle \cdots \langle Z(t^p) \rangle$, with differing consecutive times $t^i_j \neq t^i_{j-1}$, $t^i_j \in \mathbb{Z}$, has the scaling behaviour

$$\int dU \langle Z(t^1) \rangle \cdots \langle Z(t^p) \rangle = O\left(1/q^{2p/2}\right) \quad \text{as } q \to \infty.$$ (19)

**Proof.** The Haar average of a product of correlation functions, $\langle Z(t^1) \rangle \cdots \langle Z(t^p) \rangle$, is written

$$\int dU \langle Z(t^1) \rangle \cdots \langle Z(t^p) \rangle = \int dU \prod_{i=1}^{p} \langle Z(t^1_i) \cdots Z(t^p_i) \rangle.$$ (20)

As before, define the differences $x^i_j = t^i_{j+1} - t^i_j$ with $x^i_0 = t^i_1 - t^i_0$ such that $x^i_0 \neq 0$ and $\sum_j x^i_j = 0$. The number of instances of $U$ appearing in the product of $p$ correlators is given by $N_U = \sum_{i,j} |x^i_j|/2$. Using the same trick as in section 3 (representing the Haar integral over an auxiliary unitary as a weighted sum over permutations), we find

$$\int dU \langle Z(t^1) \rangle \cdots \langle Z(t^p) \rangle = \sum_{\sigma, \tau \in S_M} \frac{W(q, \tau \sigma^{-1})}{q^p} H(\tau) \int dU \prod_{i=1}^{p} \langle Z(t^1_i) \cdots Z(t^p_i) \rangle$$

(21)

where $M = \sum_i n_i$ and the trace diagram $H(\tau)$ is as in Eq. 8 but with $M$ legs in total. We define the permutation $\pi = \pi_1 \pi_2 \cdots \pi_p$ where $\pi_i = (M_{i-1} + n_i, M_{i-1} + 1, M_{i-1} + 2, \cdots, M_{i-1} + n_i - 1)$ where $M_k = \sum_{i=1}^{k} n_i$,

$$\pi = \begin{bmatrix} 1 & \cdots & n_1 & n_1 + 1 & \cdots & n_1 + n_2 \\ \vdots & \ddots & \vdots & \ddots & \ddots & \vdots \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \end{bmatrix}.$$

For the set of indices $\{M_{i-1} + 1, M_{i-1} + 2, \cdots, M_{i-1} + n_i\}$ associated with the $i$-th of the $p$ correlators, $\pi_i$ does the same job that the single $\pi$ did in the previous proof. As before we shift the sum variable $\sigma \rightarrow \pi \sigma$ to arrive at

$$\int dU \langle Z(t^1) \rangle \cdots \langle Z(t^p) \rangle = \sum_{\sigma, \tau \in S_M} \frac{W(q, \tau \sigma^{-1})}{q^p} G(\{x^\pi\}, \sigma) H(\tau)$$

(22)

where $G(\{x^\pi\}, \sigma)$ is defined as in the previous proof but the variable indexing order is given by $\{x^1_1, \cdots, x^1_{n_1}, x^2_1, \cdots, x^p_{n_p}\}$. As before, we split the sum into two pieces, the first where $G(\{x^\pi\}, \sigma)$ contains at least two decorated loops and the second, where $G$ contains no decorated loops. Each
term in the first sum is at most $O(q^{-p-1})$. We go about bounding the terms in the second sum in the same manner as before, by attempting to maximise $G \leq q^{C|n|}$ and $H \leq q^{C|n|}$ and minimising $W_g(q, r\pi^{-1})$. However, there is now an additional subtlety, the parity of $\pi$ is now dependent on $p \pmod{2}$. For odd $p$, precisely the same argument can be made as before and we find $r(\sigma, \tau) \leq -1$, whereas for even $p$, we must use the weaker bound $r(\sigma, \tau) \leq 0$. The terms in the sum over permutations are then individually of size at most $O(q^{-2|p/2|})$. Moreover, the number of these terms depends only on the parameter $M$ and $N_L$, the number of instances of $U$ appearing in the product of $p$ correlators, neither of these scale with $q$. Therefore, We find the desired result,

$$
\int dU \langle Z(t^1) \cdots Z(t^p) \rangle = O\left(\frac{1}{q^{2|p/2|}}\right) \quad \text{as } q \to \infty
$$

(23)

\[ \square \]

5 Product of two correlation functions

In the previous sections we have found the bounds on the scaling behaviour of Haar averaged correlators and products of correlators as $q \to \infty$. In this section we present results that also predict the proportionality constants for the Haar average of a product of two correlators.

**Theorem 3.** The Haar average of a product of ATO’s $\langle Z(t) \rangle$ and $\langle Z(t') \rangle^*$, where $t = (t_1, \ldots, t_n)$ and $t' = (t'_1, \ldots, t'_m)$, is given by

$$
\int dU \langle Z(t) \rangle \langle Z(t') \rangle^* = \frac{1}{q^2} \sum_{\text{cyclic perm } \alpha} \delta^{t', \alpha(t)} + O(1/q^3),
$$

(24)

where $\delta^{t', \alpha(t)} = 1$ if the sequences of times $t'$ and $\alpha(t)$ are equal up to a global time translation and where $\alpha(t)$ is the cyclic permutation $\alpha$ of the sequence $t$. The delta constraint is zero otherwise.

This result can be equivalently states as

$$
\int dU \langle Z(t) \rangle \langle Z(t') \rangle^* = \frac{S(t)}{q^2} \tilde{\delta}^{t', t} + O(1/q^3),
$$

(25)

where $\tilde{\delta}^{t', t}$ checks whether the times $t'$ and $t$ are equal up to global time-translations and cyclic permutations and $S(t)$ is a symmetry factor that counts the number of cyclic symmetries $t$ has. For instance, if $\langle Z(t) \rangle$ is a TO correlator, $S(t) = 1$, while for OTO correlators $1 \leq S(t) \leq 2$. For a contour with $m$ forward and backward segments, the symmetry factor obeys $1 \leq S(t) \leq m$.

**Proof.** An equivalent representation of the product of correlators is given by

$$
\langle Z(t) \rangle \langle Z(t') \rangle^* = \langle \prod_i (ZU^{x_i}) \rangle \langle \prod_j (ZU^{y_j}) \rangle^*
$$

(26)

where $x_i = t_{i+1} - t_i$ and the edge case $x_1 = t_1 - t_n$. Similarly, $y_i = t'_{i+1} - t'_i$ and the edge case $y_1 = t'_1 - t_1$. By assumption, all consecutive times differ so that all $x_i \neq 0$ and $y_j \neq 0$. By using the left and right invariance of the Haar measure once again, we write the Haar averaged expression as

$$
\int dU \langle Z(t) \rangle \langle Z(t') \rangle^* = \frac{1}{q^2} \sum_{\sigma, \tau \in S_N} W_g(\sigma \tau^{-1}) \tilde{G}(x, y, \sigma) H(\tau),
$$

(27)

where $N = n + n'$, $x = (x_1, \ldots, x_n)$, $y = (y_1, \ldots, y_{n'})$ and where $H(\tau)$ is as given in Eq. 8 but with $N$ legs. As before, $H(\tau)$ is zero unless $N$ is even, in the remainder of this proof we will assume this is so. This proof differs from the previous proofs in that we choose not to shift the permutation $\sigma$ by some fixed permutation $\pi$, we instead have defined the function $\tilde{G}(x, y, \sigma)$, which differs in wiring from the function $G$ defined the previous sections. It is given by

$$
\tilde{G}(x, y, \sigma) = \int dU \tilde{G}(x, y, \sigma)
$$

(28)
Despite differing from the $G$ of the previous proofs, the same argument of counting undecorated loops holds. When each $U^a$ decoration pairs up with a $U^{-a}$ on $N/2$ loops, $\tilde{G}(x, y, \sigma) = q^{N/2}$. Whereas, $H(\tau)$ is maximised when all the $Z$’s are paired up on separate loops which gives a maximum of $N/2$ loops, giving $H(\tau) = q^{N/2}$. We therefore have two bounds

$$0 \leq H(\tau) \leq q^{N/2}, \quad 0 \leq \tilde{G}(x, y, \sigma) \leq q^{N/2}$$

Using the asymptotic form of the Weingarten function in Eq. (16), the sum in Eq. (27) is bounded by

$$C(x, y) q^{N/2} + \frac{N}{2} - N - |\sigma \tau - 1| - 2 = C(x, y) q^{-|\sigma \tau - 1| - 2},$$

for some $C(x, y)$ that is independent of $q$. This is $O(q^{-2})$ only when $\sigma = \tau$ and $\leq O(q^{-3})$ otherwise. As our goal is to calculate the leading order $1/q^2$ contributions, the inequality above indicates that we need only consider cases where $\sigma = \tau$, and where $\tau$ is a product of $N/2$ disjoint transpositions. This gives:

$$\int dU \langle Z(t) \rangle \langle Z(t') \rangle^{*} = \frac{1}{q^{2+n/2}} \sum_{\sigma \in T_N} \tilde{G}(x, y, \sigma) + O(q^{-3})$$

where $T_N$ is the set of permutations $\sigma$ that are products of $N/2$ disjoint transpositions. Given such a permutation $\sigma$, suppose that it contains a transposition $T_{1,i+1}$ between legs 1 and $i + 1$ and that $i + 1 \leq n$ (such that the transposition is ‘within’ the indices of first correlation function). Such a transposition puts the unitaries $U^{x_1}$ and $U^{x_i}$ on the same wire. We remind the reader that the theoretical maximum of $\tilde{G}$ is achieved if all unitaries are paired ($U^a$ with $U^{-a}$) on separate loops. Therefore, to ensure that no other unitaries share the loop with $U^{x_1}$ and $U^{x_i}$, we must choose the next transposition as $T_{2,i}$, this closes the wire with $U^{x_1}$ and $U^{x_i}$ into a loop. This is shown below,

The requirement that unitaries are paired only, forces us pick transpositions that cascade inwards until one of two scenarios occur, depending on whether $i$ is even or odd. If $i$ is even, then the cascade ends as shown below, with a loop with a single unitary decorating it. This violates the conditions for maximising $\tilde{G}$.

If $i$ is odd, then the cascade ends by forcing the choice of a 1-cycle, instead of a transposition, in order to have the unitaries paired up. This permutation is not a member of $T_N$, and so this possibility is dismissed.

We need not have started with the transposition $T_{1,i+1}$ with $i < n$. If $\sigma$ contains any transpositions $T_{i,j}$ with $1 \leq i, j \leq n$, $i \neq j$, then the same cascade argument above can be used to demonstrate that we cannot pair up unitaries onto separate loops with disjoint transpositions only. The same argument can be made by starting with a transposition exclusively within the second correlator.
We therefore conclude that in order to maximise $\tilde{G}$, $\sigma$ must be comprised of disjoint transpositions where every transposition spans between the two correlators. An immediate consequence of this is that the number of legs in each correlator must be equal, $n = n'$. Assuming a transposition $T_{1,n+1+i}$, $0 \leq i < n$, we again employ the cascade argument, where the transposition $T_{2,n+i+1}$ is forced next and then $T_{3,n+i-1}$ and so on until we stop at the transposition $T_{i+1,n+1}$. This is shown in the diagram below, where we have only displayed the time labels to declutter the picture.

Notice that the final transposition added places the unitaries $U_{x_{i+1}}$ and $U_{-y_1}$ on the same wire, in order to close this loop with no other unitaries decorating it, we must choose the transposition $T_{i+2,2n}$, this starts another cascade with the next forced transposition being $T_{i+3,2n-1}$, until we finish with the final transposition $T_{n,n+2+i}$. This is shown below.

It is clearer to distinguish the two blocks of transpositions as shown below with the first block having $i$ transpositions and the second having $n - i$.

Therefore, only permutations of the form below may contribute at leading order ($\tilde{G} = q^{N/2}$).

\[
\sigma_m = \quad (31)
\]

With $\sigma_m$, the trace diagram in Fig. 2 has value

\[
\begin{align*}
&\text{Tr}(U_{x_1-y_{n-m+1}})\text{Tr}(U_{x_2-y_{n-m+2}})\cdots\text{Tr}(U_{x_{m+1}-y_1})
&\text{Tr}(U_{x_{m+2}-y_2})\cdots\text{Tr}(U_{x_{n-1}-y_{n-1-m}})\text{Tr}(U_{y_n-y_0-m}) \\
= & q^{-N/2} \int dU G(x,y,\sigma_m) = \delta^{y,\alpha_{m+1}(x)} + O(1/q) \\
& (32)
\end{align*}
\]

Figure 2: permutations $\sigma$ that pair the $U_{x_i}$ and $U_{-y_j}$ onto separate loops.

For the Haar average of the trace diagram to contribute at leading order ($\tilde{G} = q^{N/2}$), all the indices must cancel, this is expressed below

\[
q^{-N/2} \int dU G(x,y,\sigma_m) = \delta^{y,\alpha_{m+1}(x)} + O(1/q) \\
& (33)
\]
where the Kronecker delta checks that the $y$ and $\alpha_{m+1}(x)$ are identical strings where $\alpha_k$ is the cyclic permutation $\alpha_k = (k, k + 1, \ldots, n, 1, 2, \ldots, k - 1)$. Therefore, the Haar average can be simplified further,

$$\int dU \langle Z(t) | Z(t') \rangle^* = \frac{1}{q^2} \sum_{m=1}^{n} \delta^y,\alpha_m(x) + O(q^{-3})$$

(34)

Then, with an abuse of notation, where the Kronecker delta now checks whether its arguments are equal up to global time shifts, we write

$$\int dU \langle Z(t) | Z(t') \rangle^* = \frac{1}{q^2} \sum_{m=1}^{n} \delta^t,\alpha_m(t) + O(q^{-3})$$

(35)

This is precisely what we wanted to show. $\square$

### 6 Out-of-time-ordered correlators (OTOCs)

For lack of a better name, we will refer OTOCs of the form $\langle ZAZ(T)B^\dagger ZCZ(T)D^\dagger \rangle$ where $A$, $B$, $C$ and $D$ are time-ordered products of the form $Z(1)^{a_1} \cdots Z(T-1)^{a_{r-1}}$ for $a_1 \in \{0, 1\}$, as ‘physical’ OTOCs because they appear naturally in the perturbative expansions in the memory matrix calculation of [33]. Physical OTOCs can also be represented as contraction of a tensor $\Gamma = \Gamma(1) \cdots \Gamma(T-1)$ which is given by the product of $T-1$ tensors, each with 4 input and output legs $(1, \overline{1}, 2, \overline{2})$ as shown below

$$\text{OTOC}_\Gamma = \frac{1}{q} \left[ \begin{array}{c}
Z(1) & \Gamma(2) \cdots \Gamma(T-1) \\
\end{array} \right]$$

Figure 3: A physical OTOC, each layer $\Gamma(j)$ represents possible insertions of operators $Z(j)$ on legs 1 and 2 and operators $Z(j)^*$ on legs $\overline{1}$ and $\overline{2}$. From top to bottom, the leg ordering is $1, \overline{1}, 2, \overline{2}$.

where vertical layer $\Gamma(j)$ has the option of placing the operator $Z(j)$ on legs 1 and 2 and the operator $Z(j)^*$ on legs $\overline{1}$ and $\overline{2}$. We define $|+\rangle$ and $|-\rangle$ as the following wirings,

$$|+\rangle = \frac{1}{q} \begin{array}{c} \\
\end{array}, \quad |-\rangle = \frac{1}{q} \begin{array}{c} \\
\end{array}.$$  

(36)

Let us next define $\langle + |$ and $\langle - |$ as the horizontal reflections of $|+\rangle$ and $|-\rangle$. A closed loop represents the trace $\text{Tr}(\mathbb{1})$ and so has the value $q$, therefore, $\langle \pm | \pm \rangle$ are properly normalised, $\langle \pm | \pm \rangle = 1$. Define $\langle Z_+ | (\langle Z(T)_- \rangle)$ as the $\langle + | (\langle - |)$ wiring with $Z$ $(Z(T))$ operators decorating both wires. With these definitions, we can rewrite the OTOC as

$$\text{OTOC}_\Gamma = q \langle Z_+ | \Gamma | Z(T)_- \rangle$$

(37)

Finally, define the projector

$$K = \frac{1}{1 - \frac{1}{q^2}} \langle + | 0 \rangle \langle 0 | + \rangle \langle + |$$

(38)

where $\langle 0 | = \langle + | - \frac{1}{q} \langle - |$ and $\langle - | = \langle - | - \frac{1}{q} \langle + |$. Checking that $K$ is a projector is a simple task, and is omitted here.

**Theorem 4.** The Haar average of a physical OTOC, $\text{OTOC}_\Gamma = q \langle Z_+ | \Gamma | Z(T)_- \rangle$, is found to leading order in $1/q$ by inserting the projector $K$ either side of every layer $\Gamma(j)$,

$$\int dU \text{OTOC}_\Gamma = q \langle Z_+ | K \Gamma(1) K \cdots K \Gamma(T-1) K | Z(T)_- \rangle + O(1/q^3) \quad \text{as } q \to \infty.$$  

(39)
Proof. We have already proven in section 3 that the Haar average of a single correlation function is bounded by $C/q^2$ in the large $q$ limit for some $q$ independent constant $C$. We aim to identify which physical OTOCs are $O(1/q^2)$ and what the precise contribution is. A generic physical OTOC is shown in the figure below

\[
\begin{align*}
U - A_1 - U - A_2 - Z & \quad - U - A_{T-1} - U - Z, \\
U - A_1 - U' - A_2 - Z & \quad - U' - A_{T-1} - U' - Z, \\
U - B_1 - U - B_2 - Z & \quad - U - B_{T-1} - U - Z, \\
U - B_1 - U' - B_2 - Z & \quad - U' - B_{T-1} - U' - Z.
\end{align*}
\] (40)

where $A_i, \overline{A}_i, B_i, \overline{B}_i \in \{1, Z\}$. Writing its Haar average as a sum over permutations with Weingarten weights (without making use of an auxiliary unitary as done in the previous proofs), we find

\[
\int dU \text{OTOC} = \sum_{\sigma,\tau} Wg(\sigma\tau^{-1}) G(\sigma, \tau),
\] (41)

where the number of instances of $U$ appearing in the OTOC (sum of the positive powers of $U$ appearing in the OTOC) is $2T$ and where $G(\sigma, \tau)$ is given by the trace diagram below. The trace is made clear by the repetition of leg labels on the incoming and outgoing legs,

\[
G(\sigma, \tau) = \ldots
\] (42)

Bounding $G(\sigma, \tau)$ takes a little work. Focus on the permutation $\sigma$ and write down the qualitatively distinct options for the first and $T$-th legs.

Figure 4: (a) $\sigma$ contains the 1-cycles $(1)(T)$; (b) $\sigma$ contains a 1-cycle on only one of the legs, $(1)$ or $(T)$; (c) $\sigma$ doesn’t contain a 1-cycle on either leg 1 or $T$, neither does it contain a connection $1 \to T$ or $T \to 1$; (d) $\sigma$ contains either the connection $1 \to T$ or $T \to 1$ or both.

Assuming option (a) in Fig. 4, the closed loop in the $\sigma$ block contributes a factor $q$, the remainder of $\sigma$ is given by some wiring from the $2T - 2$ remaining input legs to the $2T - 2$ remaining output legs. Likewise, with option (b) the $\sigma$ block is given by some wiring between the $2T - 2$ remaining incoming and outgoing legs but this time without the additional closed loop. With option (c), much the same as (b), the $\sigma$ block is given by some wiring between $2T - 2$ remaining input and output legs, however two of these output legs pick up a $Z$ decoration. Finally, with option (d), the diagram is zero as this involves taking the trace of a $Z$ decoration. We outline the $\tau$ block counterpart in the figure below.
Figure 5: (a) \( \sigma \) contains the 2-cycles \((T, 2T)\); (b) \( \sigma \) contains the connection \( T \rightarrow 2T \) or \( 2T \rightarrow T \) but not both; (c) \( \sigma \) doesn’t contain either connections \( T \rightarrow 2T \) or \( 2T \rightarrow T \), neither does it contain either of the 1-cycles \((T)\) or \((2T)\); (d) \( \sigma \) contains either or both of the 1-cycles \((T)\) or \((2T)\).

Assuming option (a) in Fig. 5, the \( \tau \) block contributes an undecorated loop (a factor of \( q \)) and some wiring from the \( 2T - 2 \) remaining input legs to the \( 2T - 2 \) remaining output legs. With option (b), the \( \tau \) block just contributes some wiring between the \( 2T - 2 \) remaining input and output legs. With option (c), the \( \tau \) block also contributes some wiring between the \( 2T - 2 \) remaining input and output legs, but two of the output legs receive additional \( Z \) decorations. Option (d) involves the trace of a \( Z \) decoration and is therefore zero.

The maximum number of loops is found if all the \( 2T - 2 \) incoming legs return to their original positions after the \( \sigma \) and \( \tau \) block wirings. In this case they contribute \( 2T - 2 \) loops, if we choose option (a) in both the \( \sigma \) and \( \tau \) blocks we find two additional loops and have an upper bound of \( 2T + 1 \) loops. Let \( |\sigma \tau^{-1}| \geq 2 \), then even with the upper bound of \( 2T \) loops (a factor \( q^{-T} \) from \( G \)), the factor \( |WGq| \sim q - 2T - 1 - |\sigma \tau^{-1}| \) gives a combined contribution of order \( O(q^{-3}) \) if \( |\sigma \tau^{-1}| > 2 \). Therefore the \( O(q^{-2}) \) contributions to the Haar averaged OTOC must come from contributions with \( \sigma = \tau \) or \( |\sigma \tau^{-1}| = 1 \). We will study each case separately. This simplifies the OTOC Haar average as shown below,

\[
\int dU \text{OTOC} = \langle \text{OTOC} \rangle_+ - \langle \text{OTOC} \rangle_- + O(1/q^3).
\]

where

\[
\langle \text{OTOC} \rangle_+ = \frac{1}{q^{2T+1}} \sum_{\sigma \in S_{2T}} G(\sigma), \quad \langle \text{OTOC} \rangle_- = \frac{1}{q^{2T+2}} \sum_{\sigma, \tau \in S_{2T}, |\sigma \tau^{-1}| = 1} G(\sigma, \tau)
\]

and where we have used the shorthand \( G(\sigma) = G(\sigma, \sigma) \).

### 6.1 Contributions with \( \sigma = \tau \): \( \langle \text{OTOC} \rangle_+ \)

\[
\langle \text{OTOC} \rangle_+ = \frac{1}{q^{2T+1}} \sum_{\sigma \in S_{2T}} G(\sigma)
\]

While we already have a diagrammatic representation for \( G(\sigma) \), there is a more convenient diagrammatic representation. With \( \sigma = \tau \), each instance of a unitary \( U \) is paired with a \( U^\dagger \) in the following manner:

After choosing a pairing \( \sigma \) of unitaries \( U \) with \( U^\dagger \) (or \( U^\ast \) if the incoming/outgoing legs have been switched in the tensor diagram, see Fig. 5), we draw a grey edge between each pair. This grey edge is a shorthand for a pair of edges which identify incoming and outgoing legs. The arrow is just cosmetic and follows the clockwise direction around the OTOC contour, as seen in Fig. 6.
Figure 6: We use the following shorthand for moving operators around a contour, switching the input and output leg order, this introduces a transposition. In this case, changing a $U^\dagger$ into a $U^*$. A shorthand for the $U-U^*$ pairing is given below,

\[ \cdots \rightarrow \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} = \cdots \]  

(46)

We proceed by considering a generic physical OTOC and stretching OTO contour out into a ring,

Figure 7: A physical OTOC, the red dots represent the unitary $U$ and blue dots $U^*$ (or $U^\dagger$ depending on whether they have been brought around a bend). The grey boxes each represent either an identity operator or a $Z$ operator.

We find that this ring is divided into quarter arcs, with the first and third being carrying the $U$’s (red dots) and the second and fourth carrying the $U^\dagger$’s (blue dots). Each arc contains the same number of coloured dots, $T$. We simplify this further by suppressing every grey box (each of which can be a $1$ or $Z$).

Figure 8: A physical OTOC. We have suppressed every non $U$ or $U^\dagger$ operator except for the paired $Z$ decorations at the beginning and end of every physical OTOC. The arrow signals the clockwise direction around the OTOC contour.

A contribution $G(\sigma)$ to $\langle OTOC \rangle^+$ is then simply a choice of pairings such as the one given below, where we have introduced an additional shorthand, that simply colours the arcs red or blue (to represent which arc contains $U$’s or $U^\dagger$’s). The positions of the unitaries are given by the vertices of the internal grey edges with the boundary ring.
Figure 9: Example of a choice of $U$-$U^\dagger$ pairings $\sigma$. We also introduce another shorthand which drops the $U$ and $U^\dagger$ nodes and makes them implicit at the vertices of an interior edge and the perimeter edge, which is now coloured depending on whether the vertices are $U$'s or $U^\dagger$'s.

In the remainder of this section we will argue that minimising the number of internal edge crossings optimises the number of loops, thus maximising the contribution of the diagram. To do this, let us abstract these diagrams further and consider a diagram that is only a ring with interior edges between points on the ring and with no restrictions on the positions of the vertices, such as the restriction above that edges must connect arcs with different colours. We also suppress the $Z$ decorations as these are not important in the simple task of counting the number of loops there are in each diagram. We will refer to these abstracted diagrams as cobweb diagrams. An example of one of these cobweb diagram is given below

Figure 10: A cobweb diagram with interior edges that connect two points on the perimeter ring. This diagram has $E = 6$ internal edges, $V = 12$ vertices and $C = 1$ crossing.

The evaluation of these diagrams is done with an abstracted version of Eq. 46, which tells us how to interpret interior edges,

$$\cdots \begin{array}{ccc} \rightarrow \end{array} \cdots = \begin{array}{ccc} \rightarrow \end{array} \begin{array}{ccc} \rightarrow \end{array} \begin{array}{ccc} \rightarrow \end{array}$$

Using this rule, each cobweb diagram reduces to a number of loops, that we will refer to as index loops, each of which is associated with a factor $q$. We aim to find bounds on the number of index loops a cobweb diagram can have, depending on properties of the diagram such as the presence of crossings of interior edges. Using Eq. 47 we can identify two simple ways of extracting index loops
from a cobweb diagram,

Rule 1 (parallel-edge rule): \[
\begin{array}{c}
\text{\includegraphics[width=1cm]{parallel-edge-rule.png}} \\
= \text{\includegraphics[width=1cm]{parallel-edge-rule.png}} = q \text{\includegraphics[width=1cm]{parallel-edge-rule.png}}
\end{array}
\] (48)

Rule 2 (edge-bubble rule): \[
\begin{array}{c}
\text{\includegraphics[width=1cm]{edge-bubble-rule.png}} \\
= \text{\includegraphics[width=1cm]{edge-bubble-rule.png}} = q \text{\includegraphics[width=1cm]{edge-bubble-rule.png}}
\end{array}
\] (49)

We refer to these rules as the parallel-edge rule and the edge-bubble rule respectively. Each time one of these rules is applied, an index loop (or factor \(q\)) is extracted from the diagram. Cobweb diagrams without any edge crossings (planar cobweb diagrams) are fully reducible to the perimeter ring with no internal edges (the empty cobweb diagram) through these rules alone. The empty cobweb is simply a single index loop and contributes one additional factor of \(q\). With \(E\) being the number of internal edges, planar cobweb diagrams have value \(q^{E+1}\) (i.e \(E+1\) index loops).

However, one cannot completely evaluate all cobweb diagrams using these rules alone, the rules do not tell us how to deal with edge crossings. Rather than give a complete algorithm for determining the number of loops from a cobweb diagram, we will produce some useful bounds.

Given some cobweb diagram \(G\) with \(E\) internal edges, we exhaustively apply the parallel-edge and edge-bubble rules until we arrive at what we call a reduced cobweb diagram, where neither rule can be applied any further. Let \(E_p\) be the total number of edges removed through applications of these rules. If the \(E_p = E\), then the diagram has had every edge removed and we arrive at the empty cobweb diagram. Otherwise the reduced diagram has \(E' = E - E_p\) internal edges; all of which cross at least one other edge.

It will be helpful to enumerate some of ways of forming an index loop. We will focus on short index loops, i.e index loops containing only a small number of boundary edge segments. A boundary edge segment is the segment of the boundary ring bordered at each end by adjacent vertices, the total number of boundary segments is twice the number of internal edges. To form an index loop with only one boundary edge segment, start by picking a boundary edge segment. Then, to form an index loop which contains two boundary segments, start by choosing two segments. If the boundary edges share a vertex (i.e are adjacent) it is not possible to form an index loop that contains only these two segments. If they are separated, then there are two ways to connect up these vertices (without forming the one-boundary-segment loops already considered previously), these are shown below:

1. non-crossing edges: \[
\begin{array}{c}
\text{\includegraphics[width=1cm]{non-crossing-edges.png}} \\
= \text{\includegraphics[width=1cm]{non-crossing-edges.png}}
\end{array}
\]

Here we find an index loop that contains only two boundary segments.

2. crossed edges: \[
\begin{array}{c}
\text{\includegraphics[width=1cm]{crossed-edges.png}} \\
= \text{\includegraphics[width=1cm]{crossed-edges.png}} = \text{\includegraphics[width=1cm]{crossed-edges.png}}
\end{array}
\]

We do not extract an index loop when the internal edges are crossed. In fact, the edges can be deleted without any change to the value of the diagram.

Therefore, index loops that involve exactly two boundary segments (trace a path through exactly two boundary segments) are the result of a pair of non-crossing edges of the form (1) above and are handled by the parallel-edge rule. While index loops passing through only one boundary segment are the result of edge-bubbles only and are dealt with using the edge-bubble rule. All other index loops must trace a path through three or more boundary segments.
We can use this information to bound the number of index loops in a reduced diagram. We
have just seen that the parallel-edge rule and the edge-bubble rule remove all the one-boundary-
segment and two-boundary-segment index loops from the diagram. The subsequent reduced diagram
therefore contains index loops each of which contain three or more boundary segments. The number
of internal edges in a reduced diagram is \( E' \), the number of vertices is \( V' = 2E' \), the number
of boundary segments is \( B' = V' = 2E' \). As each boundary segment is part of only one index loop, then
for \( E' \geq 2 \) \((E' = 1 \text{ is no possible})\), the number of index loops is bounded by \( N' \leq B'/3 = 2E'/3 \).
For \( E' = 0 \), the number of index loops is given by \( N' = 1 \). We can combine these cases into the
single inequality
\[
N' \leq \max(1, 2E'/3) \tag{50}
\]
The number, \( N \), of index loops in the fully diagram is then bounded by
- planar cobweb diagrams \((E' = 0)\): \( N = E + 1 \)
- non-planar cobweb diagrams \((E' \geq 2)\): \( N \leq E_p + \frac{2}{3}(E - E_p) = E - E'/3 \)

where \( E \) is the total number of internal edges and \( E_p = E - E' \) is the number of times the parallel-
edge and edge-bubble rules were applied to arrive at the reduced diagram. A reduced diagram must
have at least one crossing so \( E' \geq 2 \). The \( E' = 2 \) reduced diagram is unique and contains a single
index loop and therefore \( N = (E - 2) + 1 = E - 1 \). With \( E' = 3 \), \( N \) is bounded by \( N \leq E - 1 \). For
\( E \geq 4 \), the number of loops is bounded by \( N \leq E - 2 \) \(\text{ (where we have used the fact that } N \text{ must be an integer)} \). Therefore, combining the factor \( Wg(\sigma)/q \), \( E' \geq 4 \) cobweb diagrams contribute at
order \( O(1/q^3) \) or smaller. We will now study planar cobweb diagrams, \( E' = 2 \) and \( E' = 3 \) cobweb
diagrams in detail.

### 6.1.1 Planar diagrams

In this section, we redecorate planar cobweb diagrams with the red and blue contour colouring and
also the four compulsory \( Z \) decorations at the interfaces of each coloured contour. By doing this, we
investigate the contribution of the planar cobweb diagrams to \((\text{OTOC})_+\). The important distinction
of the diagrams with \( U \) (red) and \( U^* \) (blue) contours is that there is an added condition that edges
must pair points on contours of differing colour.

It is not possible to draw a planar diagram without a bubble edge, this bubble edge must either:
- (1) straddle a \( Z \) decoration at the interface of a red and blue contour, and hence take the trace
  \( \text{Tr}(Z) = 0 \) as shown in Fig. 6.1.1; or
- (2) connect adjacent vertices within a single contour, however, this is not permitted as edges must
  connect vertices in contours of different colour.

Therefore, no planar cobweb diagrams contributes to the physical OTOCs.

### 6.1.2 \( E' = 3 \) cobweb diagrams

The only reduced diagram with \( E' = 3 \) edges is shown below,

We can apply the parallel-edge and edge-bubble rules in reverse in order add back in edges and
construct every diagram that reduced to this \( E' = 3 \) diagram. We do this to build a diagram \( G \), but
keep the three initial edges highlighted in our minds. We then reintroduce the $Z$ decorations and the coloured $U$ and $U^\dagger$ contours and find that there are two qualitatively different types of $E' = 3$ diagram. In the first, only two contours are connected by the highlighted edges, in the second, three contours are connected by the highlighted edges. Below we show these two cases but only display the highlighted edges in order to de-clutter the diagrams.

Figure 11: The two qualitatively different $E' = 3$ diagram. (Left) Three contours are connected by the highlighted edges. (Right) Only two contours are connected by the highlighted edges.

The edges that have not been displayed must either be parallel to another edge (in the sense used in the parallel edge rule) or be an edge-bubble. The edge-bubble option, as in the case of the planar diagrams, will lead to the trace of a $Z$ decoration and is therefore not allowed. In the first case (on the left of Fig. 11), it is not possible to add edges connecting to lower left blue contour to one of the red contours using only the reversed parallel-edge. Therefore, the lower left blue contour must have no vertices in the full diagram $G$. However, another condition of the coloured diagrams is that each must have the same number of vertices, this excludes the diagram $G$ just discussed.

Next, consider the second case (on the right of Fig. 11), it is not possible to add edges that connect to either of the lower two contours using only the reversed parallel-edge rule. Using again, the fact that each contour must have the same number of vertices, we are forced to dismiss this second type of $E' = 3$ diagram. Therefore, there are no $E' = 3$ diagrams that contribute to the Haar averaged OTOC. This leaves only the $E' = 2$ contributions to consider.

6.1.3 $E' = 2$ circle graphs

The only $E' = 2$ reduced diagram is given below.

![Diagram](image)

(51)

As before, by using the parallel-edge and edge-bubble rules in reverse, we can build every cobweb diagram that reduces to a $E' = 2$ reduced diagram. Doing this we build a diagram $G$, keeping the initial two edges highlighted in our minds before reintroducing the coloured contours and the $Z$ decorations at each of the four interfaces. This gives two qualitatively distinct types of diagram which are shown below (where only the highlighted edges are drawn).

Figure 12: The two qualitatively different $E' = 2$ diagram. (Left) Three contours are connected by the highlighted edges. (Right) Only two contours are connected by the highlighted edges.
As in the case of $E' = 3$ diagrams, any edges added using the edge-bubble rule in reverse would have to straddle a $Z$ decoration and therefore take the trace $\text{Tr}(Z) = 0$. Consider the diagram on the right of Fig. 12; no edge can be added that connects to either of the lower two contours using the reversed parallel-edge rule. Therefore, by requiring each contour has the same number of vertices, this type of $E' = 2$ diagram is excluded. This leaves only the diagram on the left of Fig. 12. Adding edges using the parallel-edge rule in reverse generates a family of diagrams shown below, parameterised by four numbers $E_{1,2}$, $E_{2,1}$, $E_{1,1}$ and $E_{1,1}$, where $E_{i,j}$ counts the number of edges connecting contour $i$ with $j$.

Using once more, the fact that the diagram must have equal number of vertices on all of four of the arcs, $V_1 = V_2 = V_3$, we find the condition $E_{1,2} + E_{1,3} = E_{2,1} + E_{2,3} = E_{1,2} + E_{1,3}$ in the diagram above. This solved by $E_{1,2} = E_{2,1}$, $E_{1,3} = E_{3,2}$ and $E_{1,3} = E_{2,3}$. Therefore, the $E = 2$ diagrams contributing to the averaged OTOC are in fact parameterised only by the total number of edges $E = 2$ and by $N_-$, the number of edges connecting arc 1 to 1, where $1 \leq N_- < T$. Each of these diagrams with $E = 2T$ total edges has $E - 1$ loops, combining the accompanying factor $\frac{1}{q^{E-1}}$ this gives $O(1/q^2)$ contributions to $\langle \text{OTOC} \rangle$.

Folding one of these diagrams back up into the OTOC contour reveals a useful correspondence.

$$\langle \text{OTOC} \rangle_+ = \sum_{N_- = 0}^{T} \frac{1}{q^{N_+}} \sum_{\sigma, \tau \in S_N} \mathcal{G}(\sigma, \tau)$$

(52)

where $N_+ + N_- = T$ in the case of physical OTOCs with end time $T$. We have been a little sloppy with the factors of $q$ in this picture, this is easily resolved by associating with each closed loop a factor of $1/q$ to keep each loop normalised. Therefore, the $O(q^{-2})$ contributions to $\langle \text{OTOC} \rangle_+$ are found simply inserting the projector $K_- = |\rangle \langle -|$ for $N_-$ layers and then the projector $K_+ = |+ \rangle \langle +|$ for the remaining layers and summing over $N_-$ from $N_- = 1$ to $T - 1$.

### 6.2 Contributions with $|\sigma \tau^{-1}| = 1$: $\langle \text{OTOC} \rangle_-$

$$\langle \text{OTOC} \rangle_- = \frac{1}{q^{N_+ + 2}} \sum_{|\sigma, \tau \in S_N|} \mathcal{G}(\sigma, \tau)$$

(53)

As in the $\sigma = \tau$ case, we can stretch the OTOC contour into a circle and then draw edges between $U$'s and $U^\dagger$'s. However, this time, while almost every $U$ is paired with a $U^\dagger$ as before, now two of the $U$'s and two of the $U^\dagger$'s are grouped in a cycle $U_i \rightarrow U_i^\dagger \rightarrow U_k \rightarrow U_k^\dagger \rightarrow U_i$. This means that there are two kinds of internal edges: (1) the grey edges used previously which, because they carry two indices, we now also refer to them as "doubled edges"; (2) the new edge which we call a "single-index edges" as they carry only one index each, these are represented as thin black edges in the interior of the boundary ring. The rules for the single-index edges are shown below, where the curved edges are boundary segments (part of the boundary ring).
Before we consider the consequences for the diagrams with the four coloured contours (two red and two blue) and Z decorations, we will consider abstracted diagrams as we did before. These abstracted diagrams are the same as before, with the addition of a cycle of four single-index edges. There are four qualitatively different realisations of a cycle of four single-index edges. In each case, the diagram fragments into sub-diagrams, possibly connected by grey (doubled) edges. Individually, these sub-diagrams are identical to the cobweb diagrams seen in the previous section. However, unlike in the previous section and because there are now multiple cobwebs at once, they can be connected by grey edges. Below we shown an example for each of the four qualitatively different ways of fragmentation. We will choose a convention in which all edges belonging to a single sub-diagram are drawn entirely within the sub-diagram’s boundary ring, and all edges connected different sub-diagrams are drawn such that they never cross the interior of a sub-diagram. The usefulness of this convention is shown in section 6.2.1.

As before, we will attempt to identify index loops that contain as few boundary segments as possible. The analysis is almost identical to that of the previous section. All index loops that contain only one boundary segment must be those associated with the bubble-edge rule. All index loops that contain only two boundary segments are those associated with the parallel-edge rule, except for a special case that we will discuss in a moment. The proof of the two-boundary-segment index loop case is as follows: If the boundary segments belong to the same sub-diagram then the argument in the previous section applies. If they belong to different sub-diagrams then the vertices can be connected in only three ways (excluding pairings into one-boundary-segment index loops):

1. non-crossing edges:
Here we have found and eliminated (at the expense of a factor of $q$) an index looping involving two boundary segments on different sub-diagrams. This is in fact just an application of the parallel-edge rule.

2. crossed edges:

\[
\begin{array}{c}
\text{Here we have not found an index loop. Instead we have managed to delete the crossed edges without accumulating any factors of } q.
\end{array}
\]

3. Special case: in this case we consider only a single edge between two sub-diagrams. If both of the sub-diagrams are otherwise empty, the diagram is equivalent to a single index loop, this index loops involves only two boundary segments. This is shown below.

\[
\begin{array}{c}
\text{Therefore, two-boundary-segment index loops are either extracted using the parallel-edge rule or is found when two otherwise empty sub-diagrams are connected by a single grey edge.}
\end{array}
\]

### 6.2.1 Why the convention?

We have adopted a convention in which edges between sub-diagrams cannot cross the interior of any sub-diagram. If we didn’t follow this convention when drawing diagrams, we would run into the following situations: (1) a pair of edges may appear to be crossing and yet the parallel-edge rule still applies, this is to do with the fact that despite the edges appearing crossed, the orientation of the arrows on the boundary edges differs from that shown in the parallel-edge rules; (2) a pair of edges that appear to be parallel are in fact dealt with by the edge crossing rule. Below we show examples of this.

\[
\begin{array}{c}
\text{Any edges that appear parallel when drawn according to our convention can be treated with the parallel edge rule with no complications or subtleties.}
\end{array}
\]

We can now reduce a diagram $G$ with $N_S$ sub-diagrams by using the parallel-edge rule and edge-bubble rule. The diagram $G'$ we arrive at after exhaustively applying the rules is again referred to as reduced diagram. We will use this strategy to find bounds on the number of index loops for an initial diagram $G$ consisting of $N_S = 2$ or 4 sub-diagrams, $E_i$ internal edges that belong to the $i$-th sub-diagram, and $E_{i,j}$ edges between sub-diagrams $i$ and $j$. The reduced diagram will have $E'_i$ edges belonging to $i$-th sub-diagram and $E'_{i,j}$ edges between sub-diagrams $i$ and $j$. Each application of the parallel-edge rule and the edge-bubble rule reduces the number of edges in the diagram by one. Therefore, $E' = E - E_p$, where $E = \sum_i E_i + \sum_{i,j} E_{i,j}$, $E' = \sum_i E'_i + \sum_{i,j} E'_{i,j}$ and $E_p$ is the number of times an edge was removed by the rules. An important thing to note is that the rules cannot remove all edges between two sub-diagrams, unless they initially shared no edges. This is summarised below.

\[
\begin{align*}
E'_{i,j} &\geq 1 \text{ iff } E_{i,j} \geq 1, \quad E'_{i,j} = 0 \text{ iff } E_{i,j} = 0
\end{align*}
\]

Let $M$ be the number of times the special case configuration appears in $G'$ and $N_{planar}'$ the number of disconnected planar sub-diagrams in $G'$. We are able to bound the number of index loops in
contradicts the assumption that \(N\) sub-diagrams to use, therefore \(M\) the two directions of the cycle being (5) and (6) as shown below. \(U\) shown below; both \(U\) and \(E\) we are left with a single disconnected sub-diagram that, by assumption, is not planar, i.e. see that we need 2 \(U\) and the cycle is (1) clockwise or (2) anti-clockwise; both \(U\)'s \((E)'s\) belong to the same contour depending of whether the cycle of four single-index edges explore all four contours, three contours, or only two contours. The six schemes are: each \(U\) and \(U\)'s \((E)'s\) contribute a single index loop; each special case configuration contributes a single index loop; every remaining index loop in \(G\) contains at least three boundary segments, allowing us to bound the number of these index loops from above by \(2(E - M)/3\), where \(E - M\) is the number of edges left after removing the special case configuration. This gives the bound

\[
N' \leq N'_{\text{planar}} + M + 2(E - M)/3 = N'_{\text{planar}} + 2E'/3 + M/3,
\]

(55)

where \(N'_{\text{planar}} + M/2 \leq N_S\). The total number of index loops for a diagram \(G\) (that reduces to \(G'\)) is then given by

\[
N \leq E - (E' - M)/3 + N_{\text{planar}},
\]

(56)

where we have uses the fact that the number of disconnected planar sub-diagrams is conserved through the reduction process to say \(N_{\text{planar}} = N'_{\text{planar}}\). We remind the reader that the Weingarten factor is given by \(W_g(\sigma \tau^{-1}) \approx -q^{-2T-1} = -q^{-(E+2)-1}\), where because two of the \(2T\) instances of \(U\) have been already allocated single-index edges, there are only \(E = 2T - 2\) grey \((\text{doubled})\) edges.

The contribution made from a diagram with \(N\) index loops has the size \(\frac{W_g(\sigma \tau^{-1})}{q} q^N \approx q^{N-E-4}\). In order for the contribution to be \(\mathcal{O}(1/q^2)\) or larger, the number of loops must satisfy \(N - E \geq 2\). Comparing this to the inequality Eq. (56), we see that

\[
\frac{M - E'}{3} + N_{\text{planar}} < 2 \implies \text{contributes at } \mathcal{O}(1/q^3) \text{ or smaller.}
\]

(57)

Importantly \(M - E' \leq 0\) and \(N_{\text{planar}} \leq N_S\). Therefore, for \(N_S = 2\), a contribution can only be relevant if \(N_{\text{planar}} = 2\), this accounts for both sub-diagrams and so \(M = 0\). Therefore, the only \(N_S = 2\) contributions at \(\mathcal{O}(1/q^2)\) are those where the sub-diagrams are disconnected and planar. For \(N_S = 4\), the situation is not so tightly constrained. Due to the fact that \(M - E' \leq 0\) we can see that we need \(2 \leq N_{\text{planar}} \leq 4\). For \(N_{\text{planar}} = 2\) we require \(M = E'\) and we only have two sub-diagrams to use, therefore \(M \leq 1\). If \(M = E' = 0\), these sub-diagrams must be planar which contradicts the assumption that \(N_{\text{planar}} = 2\), therefore we must have \(M = E' = 1\). For \(N_{\text{planar}} = 3\) we are left with a single disconnected sub-diagram that, by assumption, is not planar, i.e. \(E' \geq 2\) and \(M = 0\). Finally, for \(N_{\text{planar}} = 4\), we obviously have \(M = E' = 0\).

For \(N_S = 4\), there are 3 configurations to consider: \((N_{\text{planar}}, E', M) = (2, 1, 1), (3, 2, 0)\) and \((4, 0, 0)\). While for \(N_S = 2\), there is only one \((2, 0, 0)\).

### 6.2.2 Reintroducing the coloured contours and Z decorations

It is now time to reintroduce the coloured contours and the Z decorations at the interfaces of these contours. Unlike in the abstracted colourless case, there six qualitatively different fragmentation schemes, depending of whether the cycle of four single-index edges explore all four contours, three contours, or only two contours. The six schemes are: each \(U\) and \(U\)'s \((E)'s\) belong to different contours and the cycle is (1) clockwise or (2) anti-clockwise; both \(U\)'s \((U)'s\) belong to the same contour while the \(U\)'s \((U)'s\) belong to different contours with different directions of the cycle being (3) and (4) as shown below; both \(U\)'s belong to the same contour and both \(U\)'s belong to the same contour with the two directions of the cycle being (5) and (6) as shown below.
All grey edges have been suppressed. Keeping them suppressed and using the rule for single-index edges, the perimeter ring of the diagram fragments into a number of sub-diagrams. An example of the fragmentation scheme (1) is shown below.

We have left a small portion of the single-index edges in the sub-diagrams on the right hand side to aid understanding of the fragmentation. From now on, we will omit this and simply connect together the blue and red contours. Suppressing the doubled-edges, we find for each fragmentation scheme, the following

Figure 13: The six qualitatively different configurations of the four-cycle.

Figure 14: The four-cycle fractures the diagram into one of six qualitatively different fragmentation schemes.
Cases (1), (3)-(6) all have \( N_S = 2 \) and so the diagrams of interest are those with disconnected planar sub-diagrams. Consider a planar sub-diagram with only one red and one blue contour, the general form of such a diagram is shown below.

If there happens to be a \( Z \) decoration at the interface between a red and blue contour, as is the case in cases (3), (4) and (5), then the trace of the \( Z \) decoration appears in the evaluation of the diagram.

\[
q^E \oint Z = 0
\]

Therefore, cases (3), (4) and (6) can be discarded\(^1\). Planar diagrams with two red and two blue contours have a slightly more complex form.

Figure 15: (Left) A general planar diagram for diagrams with two red and two blue contours. (Right) An extremal planar diagram.

Where we have shown an extremal case on the right. If there happened to be a \( Z \) decoration at the interface of a red and blue contour, as is the case in cases (3), (4) and (5), then even the extremal planar diagrams vanish\(^2\). Therefore, case (5) can be discarded. This leaves only case (1) and (2).

Next, consider the case (2), where \( N_S = 4 \). We must check both the case of four disconnected planar sub-diagrams, the case of disconnected sub-diagrams with all but one sub-diagram being planar and the case with two planar sub-diagrams and where the remaining two sub-diagrams reduce to the special case. Notice, however, that each sub-diagram has only one red and one blue contour.

\(^1\)If, due to the placement of a four-cycle vertex directly next door to a contour interface, one of these contours had zero length, then the sub-diagram would have only a single coloured contour. Unless this second contour also had zero length, then edges connected to this contour must connect to a different sub-diagram, this we have argued is a sub-leading contribution. If indeed both the red and blue contour were of zero length, then the \( Z \) decoration must be traced and hence the contribution is zero. In any case, the conclusion about cases (3), (4) and (6) is the same.

\(^2\)Addressing the concern of zero length contours once more: If the lowest of the single-index edges in (5) of Fig. 13 is not exactly horizontal, then each of the sub-diagrams in (5) of Fig. 14 have a different number of \( U \) and \( U^\dagger \)'s and hence cannot be planar. We are only interested in planar sub-diagrams for \( N_S = 2 \). Assuming then that this lowest single-index edge is horizontal and brought immediately above the \( Z \)'s at the interface, then one of the resulting sub-diagrams in (5) of Fig. 14 has only one red and blue contour and a \( Z \) at one of the interfaces. We have seen that such a diagram is zero due to tracing of the \( Z \) decoration. Therefore, case (5) still vanishes despite the subtlety of zero length contours.
and a single Z decoration at one of the interfaces. Planar diagrams will force the trace to be taken of these Z decorations, rendering them zero. Therefore, we can discard case (2) also.

We have recently seen the general form of a planar sub-diagram in Fig. 15 with two red and two blue contours. This applies to case (1) and we see that the following extremal planar diagrams manage to pair up the Z decorations onto the same index loop. Non-extremal planar diagrams would take the trace of these Z decorations, as would extremal diagrams with the wrong orientation.

Therefore, the only contribution to \( \langle \text{OTOC} \rangle_− \) is case (1) with disconnected extremal planar sub-diagrams. Reversing the fragmentation we find the following equivalent diagram.

We must once again use the fact that the number of vertices in each arc is equal to argue that \( E_{1,2} = E_{2,1} \) and \( E_{1,2} = E_{2,1} \). Folding this diagram back into the OTOC contour gives

\[
\langle \text{OTOC} \rangle_− = \sum_{N_−=0}^{T−1} \frac{1}{q^2} T \sum_{m=0}^{N_+} \left( \prod_{t=1}^{m−1} \langle −| \Gamma(t) | − \rangle \right) q \langle −| \Gamma(m) | + \rangle \left( \prod_{t=m+1}^{T−1} \langle +| \Gamma(t) | + \rangle \right)
\]

(58)

Where \( N_+ + N_− + 1 = T \). We associated with each closed loop a factor of \( 1/q \) to keep each loop normalised.

### 6.3 Piecing everything together

Recalling definition Eq. 36 and the definition of the layer \( \Gamma(t) \) in Fig. 3, \( \langle \text{OTOC} \rangle_+ \) is given by

\[
\langle \text{OTOC} \rangle_+ = \frac{1}{q^2} \sum_{m=1}^{T−1} \left( \prod_{t=1}^{m−1} \langle −| \Gamma(t) | − \rangle \right) q \langle −| \Gamma(m) | + \rangle \left( \prod_{t=m+1}^{T−1} \langle +| \Gamma(t) | + \rangle \right)
\]

(59)

and \( \langle \text{OTOC} \rangle_− \) is given by

\[
\langle \text{OTOC} \rangle_− = \frac{1}{q^2} \sum_{m=0}^{T−1} \left( \prod_{t=1}^{m} \langle −| \Gamma(t) | − \rangle \right) \left( \prod_{t=m+1}^{T−1} \langle +| \Gamma(t) | + \rangle \right)
\]

(60)

\(^3\text{Should any of the contours be zero length, then that sub-diagram could not possibly be planar.}\)
Adding these together gives,

\[
\int dU \text{OTOC} = \frac{1}{q^2} \sum_{m=1}^{T-1} \left( \prod_{t=1}^{m-1} \langle -| \Gamma(t) | - \rangle \right) q \langle -| \Gamma(m) | 0 \rangle \left( \prod_{t=m+1}^{T-1} \langle +| \Gamma(t) | + \rangle \right) \\
- \frac{1}{q^2} \prod_{t=1}^{T-1} \langle +| \Gamma(t) | + \rangle.
\]

With a little work, which we will not do here, one can check that this is equivalent, at \(O(1/q^2)\) to

\[
\int dU \text{OTOC} = Z K_{\Gamma(T)} K_{\Gamma(T-1)} \cdots K_{\Gamma(1)} K_{\Gamma(1)} Z(1) Z(T) \cdots Z(T-1)
\]

where \(K\) is as defined Eq. 38.

This result is in fact identical, at \(O(1/q^2)\), to the result obtained when each layer \(\Gamma(t)\) is scrambled by independently random unitaries. We conjecture that when each layer shares the same scrambler, correlations between different layers in time are suppressed are exponentially suppressed in the separation distance \(\Delta, 1/q^2\). We did not require any information about the operators content of each layer \(\Gamma(t)\) to arrive at this result and therefore, the result holds for any OTOCs of the form \(\langle ZAZ(T)B\dagger ZCZ(T)D\dagger \rangle\) where \(A, B, C\) and \(D\) are time-ordered products of the form \(O_1(1) \cdots O_{T-1}(T-1)\) for any normalised, traceless \(O_i \in \mathbb{C}^{q \times q}\).

7 Conclusion

In this paper, we have investigated a selection of \(n\)-point correlation functions with random unitary Floquet dynamics, finding the large \(q\) scaling behaviour (of the Haar average) of these correlators and their higher moments. For the second moment we have found the precise proportionality constant, given by the degree of cyclic symmetry of the correlator. We then gave an exact expression for the large \(q\) behaviour of a class of OTOCs that prove important in circuit averaging problems in random Floquet circuits [33]. In doing so, we developed a diagrammatic scheme in which leading order contributions are easily identified and evaluated. Using this methodology, one could generalise this further by relaxing the restrictions on the form of OTOCs considered and by investigating correlators with different time-orderings.
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