ANALYTIC CONTINUATION OF log-exp-ANALYTIC GERMS

TOBIAS KAISER AND PATRICK SPEISSEGGER

Abstract. We describe maximal, in a sense made precise, \( \mathbb{L} \)-analytic continuations of germs at \( +\infty \) of unary functions definable in the o-minimal structure \( \mathbb{R}_{\text{an,exp}} \) on the Riemann surface \( \mathbb{L} \) of the logarithm. As one application, we give an upper bound on the logarithmic-exponential complexity of the compositional inverse of an infinitely increasing such germ, in terms of its own logarithmic-exponential complexity and its level. As a second application, we strengthen Wilkie’s theorem on definable complex analytic continuations of germs belonging to the residue field \( \mathbb{R}_{\text{poly}} \) of the valuation ring of all polynomially bounded definable germs.

Introduction

The o-minimal structure \( \mathbb{R}_{\text{an,exp}} \), see van den Dries and Miller [12] or van den Dries, Macintyre and Marker [10], is one of the most important regarding applications, because it defines all elementary functions (with the necessary restriction on periodic ones such as \( \sin \) or \( \cos \)). Holomorphic functions definable in \( \mathbb{R}_{\text{an,exp}} \) have turned out to be crucial in applications to diophantine geometry, see for instance Pila [7] and Peterzil and Starchenko [6].

It is known [12, 10] that every function definable in the o-minimal structure \( \mathbb{R}_{\text{an,exp}} \) is piecewise analytic. This implies that, if \( f \) is the germ at \( +\infty \) of a one-variable function definable in \( \mathbb{R}_{\text{an,exp}} \), also called a log-exp-analytic germ here, there is an open domain \( U \subseteq \mathbb{C} \) and a complex analytic continuation \( f : U \rightarrow \mathbb{C} \) of \( f \), or an open domain \( \mathcal{U} \subseteq \mathbb{L} \) and an \( \mathbb{L} \)-analytic continuation \( f : \mathcal{U} \rightarrow \mathbb{L} \), where \( \mathbb{L} \) is the Riemann surface of the logarithm (see Section 3 for details). Concerning complex analytic continuations \( f : U \rightarrow \mathbb{C} \) of \( f \), it is shown by Kaiser [3, Theorem C] that \( f \) can be chosen to be definable. Wilkie [13, Theorem
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characterizes those $f$ for which $f$ extends definably on some right translate of a sector properly containing a right half-plane of $\mathbb{C}$; he then applies this continuation result to a diophantine problem.

The aim of this paper is to describe $L$-analytic continuations $f : \mathfrak{U} \rightarrow \mathbb{L}$: we find a maximal $\mathfrak{U}$ (in a sense to be made precise) such that $f$ is half-bounded, that is, either $f$ or $1/f$ is bounded (see the Continuation Corollary, Theorem 1.2 below). We obtain this statement from the more precise Continuation Theorem 7.3 below, which only applies to infinitely increasing $f$, that is, those $f$ for which $\lim_{x \to +\infty} f(x) = +\infty$ holds.

These $L$-analytic continuations of $f$ depend on two integer-valued quantities associated to $f$: the exponential height $eh(f)$ of $f$ and the level $level(f)$ of $f$. The former measures the logarithmic-exponential complexity of $f$; roughly speaking, if $f$ is unbounded, then $eh(\exp \circ f) = eh(f) + 1$, while if $f$ is bounded, then $eh(\exp \circ f) = eh(f)$ (see Section 2 for details). The latter measures the exponential order of growth of the germ $f$; we refer the reader to Marker and Miller [5] for details and to Facts 4.1 to recall the main properties. The level extends to all log-exp-analytic germs in an obvious manner, see Section 4 below.

Remark. We show in Section 2 that $level(f) \leq eh(f)$, for all log-exp-analytic germs $f$. The two are not equal in general: we have $level(x + e^{-x}) = 0 \neq 1 = eh(x + e^{-x})$.

What we find in the Continuation Corollary is that, if $f : \mathfrak{U} \rightarrow \mathbb{L}$ is a maximal, half-bounded $L$-analytic continuation of $f$, then the size (in a sense to be made precise) of $\mathfrak{U}$ is determined by $eh(f)$ and, conversely, that the size of $\mathfrak{U}$ determines an upper bound on $eh(f)$. Moreover, if $f$ is infinitely increasing, we also find that $f$ is injective and, in this case, $level(f)$ determines the size of the image $f(\mathfrak{U})$; see the Simplified Continuation Theorem 1.1 below. The Continuation Theorem 7.3 is more technical, but it is the central result of this paper, as our applications actually rely on these extra technicalities. Finally we also describe, in the Complex Continuation Corollary 7.6 below, the resulting maximal complex continuations of germs in $\mathcal{H}$.

We include two applications of the Continuation Theorem and its corollaries. In Application 1.3, we give an upper bound on $eh(f^{-1})$, in terms of $eh(f)$ and $level(f)$, of an infinitely increasing log-exp-analytic germ $f$, where $f^{-1}$ denotes the compositional inverse of $f$. In Application 1.5, we strengthen Wilkie’s theorem [13, Theorem 1.11] on definable complex analytic continuations of germs belonging to the residue field $\mathcal{R}_{\text{poly}}$ of the valuation ring of all polynomially bounded log-exp-analytic germs.
The main motivation for us to prove the Continuation Theorem, however, is to show that all principal monomials of $\mathcal{H}$, as defined towards the end of Section 2 below, can be used in asymptotic expansions to obtain a quasianalytic Ilyashenko field $\mathcal{K}$ extending the Ilyashenko field $\mathcal{F}$ constructed in Speissegger [9]. The details of this application (which also relies on Application 1.3 below), its motivations and the construction of $\mathcal{K}$ are the subject of a forthcoming paper.

The paper is organized as follows: in Section 1 we introduce some of the terminology needed and state the main results (except for Continuation Theorem 7.3). In Section 2 we give a description of the set $\mathcal{H}$ of all log-exp-analytic germs and introduce the formal equivalent of convergent LE-series, in the spirit of van den Dries, Macintyre and Marker [11, Remark 6.31]. We introduce the notions needed for the Continuation Theorem 7.3 in Sections 3, 4 and 5 and give its proof in Sections 6 and 7. Applications 1.3 and 1.5 are discussed in Sections 8 and 9 respectively.

1. Statements of results and some ideas

One of the main issues is that the language needed to state our results has to be developed from scratch. To illustrate some of the notions involved, we now briefly describe that of an $\eta$-domain, the type of domain in $\mathbb{L}$ that the sets $\mathcal{U}$ above are selected from, and we state the precise Continuation Corollary and a simplified version of the Continuation Theorem that we call the Simplified Continuation Theorem below; the full statement of the Continuation Theorem is deferred to Section 7.

We denote by $\mathbb{L} := \{(r, \theta) : r > 0, \theta \in \mathbb{R}\}$ the Riemann surface of the logarithm with its usual covering map $\pi : \mathbb{L} \to \mathbb{C} \setminus \{0\}$ defined by $\pi(r, \theta) = re^{i\theta}$. We let $|r, \theta| := r$ be the modulus and $\arg(r, \theta) := \theta$ be the argument of $(r, \theta)$. We usually write $x = (|x|, \arg x)$ for an element of $\mathbb{L}$, and we identify the positive real half-line $(0, +\infty)$ with the set $\{x \in \mathbb{L} : \arg x = 0\}$.

To define an $\eta$-domain, we first introduce real domains in Section 3 as the sets of the form

$$\mathcal{U}_h := \{x \in H_{\mathbb{L}}(a) : |\arg x| < h(|x|)\},$$

where $a \geq 0$,

$$H_{\mathbb{L}}(a) := \{x \in \mathbb{L} : |x| > a\}$$

and $h : (a, +\infty) \to (0, +\infty)$ is continuous. Identifying $\mathbb{L}$ with the set $(0, +\infty) \times \mathbb{R}$, a real domain $\mathcal{U}_h$ is definable in $\mathbb{R}_{an,exp}$ if and only if $h$ is a log-exp-analytic germ. Considering two real domains $\mathcal{U}_{h_1}$ and $\mathcal{U}_{h_2}$
equivalent if there exists $a > 0$ such that $\mathcal{U}_h \cap H_L(a) = \mathcal{U}_h \cap H_L(a)$, and calling the corresponding equivalence classes of real domains **germs at $\infty$ of real domains**, we get a bijective map $h \mapsto U_h \cap H_L(a)$, where $H^>0$ is the set of all positive log-exp-analytic germs and $G_L^\infty$ denotes the set of all germs at $\infty$ of definable real domains. This bijection satisfies $h_1 < h_2$ if and only if $\mathcal{U}_h_1 \subset \mathcal{U}_h_2$ as germs at $\infty$; in particular, any measure of size on $H^>0$, such as valuation or level, can be transferred to $G_L^\infty$.

To understand what measure of size on $H^>0$ is appropriate for our purposes, we consider the analytic continuations on $L$ of the elementary functions (Section 2): scalar multiplication

$m_r(x) := rx$

and the power function

$p_r(x) := x^r$,

for $r > 0$ and $x > 0$, as well as exp and log. It is easy to see that $m_r$ and $p_r$ have definable, biholomorphic continuations $m_r, p_r : L \rightarrow L$, respectively, while $\exp$ has a holomorphic continuation $\exp : L \rightarrow L$ that is neither definable nor injective. However, $\log$ has a definable, biholomorphic continuation $\log : H_L(1) \rightarrow S_L(\pi/2)$, where

$S_L(a) := \{ x \in L : |\arg x| < a \}$

for $a > 0$. Indeed, one of our reasons for working with $L$-analytic rather than complex analytic continuations is that the definable, biholomorphic restriction of $\exp$ to $S_L(\pi/2)$ has a larger domain than any definable, biholomorphic complex continuation of $\exp$ in the right complex half-plane.

It is not hard to show (see Section 3) that each of these biholomorphic continuations maps definable real domains to definable real domains. But for any $f \in H^>0$, if $g \in H^>0$ is such that $\mathcal{U}_g = \log(\mathcal{U}_f)$, then $g$ is bounded, as $\mathcal{U}_g$ is a subset of $S_L(\pi/2)$ (as germs at $\infty$). This “big crunch” indicates that none of the measures of size mentioned earlier are quite right to describe the behaviour of $\log$. We show in Section 4 (especially Proposition 4.10) that there is a decreasing map $\text{al} : H^>0 \rightarrow \mathbb{N} \cup \{-1\}$, called **angular level**, such that the following hold for $f \in H^>0$ and $r > 0$:

(i) if $g \in H^>0$ is such that $\mathcal{U}_g = m_r(\mathcal{U}_f)$, then $\text{al}(g) = \text{al}(f)$;

(ii) if $g \in H^>0$ is such that $\mathcal{U}_g = p_r(\mathcal{U}_f)$, then $\text{al}(g) = \text{al}(f)$;

(iii) if $g \in H^>0$ is such that $\mathcal{U}_g = \log(\mathcal{U}_f)$, then $\text{al}(g) = \text{al}(f) + 1$;

(iv) if $f \leq 1/\log$, then $\text{al}(f) = \text{level}(f) + 1$.

This angular level is related to the usual level, as point (iv) indicates, but takes into account the “big crunch” of $\log$ mentioned earlier.
Finally, not all \( f \in H^>0 \) are as well behaved as the elementary ones above: if \( t_a(x) := x + a \) for \( a > 0 \) and \( x > 0 \), then \( t_a \) has an injective, holomorphic continuation \( t_a : \mathbb{L} \to \mathbb{L} \) that is periodic in \( \arg x \), hence is not definable and, in general, maps definable real domains to domains that are neither definable nor real. However, it is easy to see that, given \( f \in H^>0 \), there are \( g_1, g_2 \in H^>0 \) such that \( \text{al}(f) = \text{al}(g_1) = \text{al}(g_2) \) and \( U_{g_1} \subseteq t_a(U_f) \subseteq U_{g_2} \). This leads to our desired definition: given a domain \( U \subseteq \mathbb{L} \) and \( \eta \in \mathbb{N} \cup \{-1\} \), we call \( U \) an \( \eta \)-domain if there exist \( g_1, g_2 \in H^>0 \) such that \( \text{al}(g_1) = \text{al}(g_2) = \eta \) and

\[
U_{g_1} \subseteq U \subseteq U_{g_2}.
\]

Every definable, real domain is an \( \eta \)-domain, for some appropriate \( \eta \), and the maps \( m_r \) and \( p_r \), as well as \( t_a \), map \( \eta \)-domains to \( \eta \)-domains, while \( \log \) maps \( \eta \)-domains to \((\eta + 1)\)-domains.

Denoting by \( H \) the set of all log-exp-analytic germs, we are now ready to state the Simplified Continuation Theorem, which describes biholomorphic continuations of all infinitely increasing log-exp-analytic germs in the spirit of those of the elementary germs described above.

A map \( \varphi : \mathfrak{U} \to \mathbb{L} \), with \( \mathfrak{U} \subseteq \mathbb{L} \), is called \textbf{angle-positive} if

\[
\text{sgn}(\arg \varphi(x)) = \text{sgn}(\arg x)
\]

for all \( x \in \mathfrak{U} \).

\begin{theorem}[Simplified Continuation] \label{Simplified Continuation Theorem}
Let \( f \in H \) be infinitely increasing, and set \( \eta := \max\{0, \text{eh}(f)\} \) and \( \lambda := \text{level}(f) \). Then there exist an \((\eta - 1)\)-domain \( \mathfrak{U} \), an \((\eta - 1 - \lambda)\)-domain \( \mathfrak{V} \) and an angle-positive, biholomorphic continuation \( f : \mathfrak{U} \to \mathfrak{V} \) of \( f \) that maps \( k \)-domains to \((k - \lambda)\)-domains, for \( k \geq \eta - 1 \).
\end{theorem}

This theorem was what we wanted to prove originally, but we were unable to do so without making the statement considerably more precise. Therefore, we defer to the end of Section 4 to give an outline of the proof of the Continuation Theorems (simplified or not), where enough additional terminology is available to do so.

For arbitrary germs in \( H \), we have the following consequence of the Continuation Theorem:

\begin{corollary}[Continuation] \label{Corollary 1.2}
Let \( f \in H \) and \( \eta \in \mathbb{N} \). Then \( \text{eh}(f) \leq \eta \) if and only if there exist an \((\eta - 1)\)-domain \( \mathfrak{U} \) and a half-bounded, analytic continuation \( f : \mathfrak{U} \to \mathbb{K} \) of \( f \), where \( \mathbb{K} \) is either \( \mathbb{C} \) or \( \mathbb{L} \).
\end{corollary}

The left-to-right implication of this corollary is a straightforward consequence of the Continuation Theorem (see Corollary 7.4). We obtain the right-to-left implication of the Continuation Corollary by
combining the Continuation Theorem with a consequence of the Phrag-
men-Lindelöf principle found in Ilyashenko and Yakovenko [2, Lemma
24.37], see Proposition 8.3 below.

We now give two applications of the Continuation Theorem and its
corollary. The first of these considers the following question: if
\( f \) is infinitely increasing, and if \( f^{-1} \) denotes the compositional
inverse of \( f \), is there a bound on \( \text{eh}(f^{-1}) \) described in terms of
\( \text{eh}(f) \)? (Note that this question with level in place of exponential
height has the natural answer \( \text{level}(f^{-1}) = -\text{level}(f) \), see [5].) What we
find (see Corollary 8.10(1) below) is the following more general statement:

**Application 1.3.** Assume that \( f \) is infinitely increasing. Then

\[
\text{eh}(g \circ f^{-1}) \leq \max\{\text{eh}(g) + \text{eh}(f) - 2\text{level}(f), \text{eh}(f) - \text{level}(f)\},
\]

where \( g \) is any log-exp-analytic germ.

In Section 8, we also call a log-exp-analytic germ **simple** if \( \text{eh}(f) = 
\text{level}(f) \), and we establish several consequences of Application 1.3 for
such germs.

The second application concerns the definability of the analytic con-
tinuations obtained in the Continuation Theorem and its corollary.
Wilkie [13, Theorem 1.11] obtains complex definable continuations for
the germs contained in the subset \( \mathcal{R}_{\text{poly}} \) of \( \mathcal{H} \) (see Section 9), in fact
characterizing \( \mathcal{R}_{\text{poly}} \) as the set of all \( f \in \mathcal{H} \) that have a definable,
complex continuation \( f \) on some right translate of a sector properly
containing a right half-plane of \( \mathbb{C} \).

Building on the Continuation Theorem 7.3, we determine exactly
which restrictions of our maximal \( \mathbb{L} \)-analytic continuations are defin-
able: we call a set \( \mathcal{G} \subseteq \mathbb{L} \) **angle-bounded** if the set \( \{ |\arg x| : x \in \mathcal{G} \} \)
is bounded.

**Theorem 1.4 (Definability).** Let \( f \in \mathcal{H} \) be infinitely increasing,
and set \( \eta := \max\{0, \text{eh}(f)\} \) and \( \lambda := \text{level}(f) \). Let \( f : \mathcal{U} \rightarrow \mathcal{V} \) be one
of the biholomorphic continuations of \( f \) obtained from the Simplified
Continuation Theorem, and let \( \mathcal{U}' \subseteq \mathcal{U} \) be a definable domain. If \( f(\mathcal{U}') \)
is angle-bounded, then \( f|_{\mathcal{U}'} \) is definable.

As a consequence, we obtain a similar (but not identical) character-
ization of membership in \( \mathcal{R}_{\text{poly}} \) that strengthens the complex continu-
ation part of [13, Theorem 1.11]:

**Application 1.5.** Let \( f \in \mathcal{H} \). Then \( f \in \mathcal{R}_{\text{poly}} \) if and only if there exist
a \((-1)\)-domain \( \mathcal{U} \) and a half-bounded, analytic continuation \( f : \mathcal{U} \rightarrow \mathbb{C} \)
of $f$ such that, for every angle-bounded, definable domain $\mathcal{U} \subseteq \mathcal{U}$, the restriction $f|_{\mathcal{U}}$ is definable.

We note that the continuations in Application 1.3 are complex-valued analytic continuations on domains in $\mathbb{L}$.

Finally, in the Complex Continuation Corollary 7.6 below, we give a description of complex analytic continuations of the germs in $\mathcal{H}$ implied by the Continuation Theorem and Corollary. For $a \geq 0$, we set

$$H(a) := \{ z \in \mathbb{C} : \text{Re} z > a \}.$$  

We denote by arg the standard branch of the argument on $\mathbb{C} \setminus (-\infty, 0]$ and, for $\alpha \in (0, \pi]$, we set

$$S(\alpha) := \{ z \in \mathbb{C} : |\text{arg} z| < \alpha \}.$$  

The following special case of Corollary 7.6 is worth writing down, as it avoids all $\mathbb{L}$-related terminology introduced earlier:

**Corollary 1.6.** Let $f \in \mathcal{H}$ be such that $\text{eh}(f) \leq 0$.

1. There are $a \geq 0$ and a half-bounded complex analytic continuation $f : H(a) \to \mathbb{C}$ of $f$.
2. Assume in addition that $f \in \mathcal{I}$. Then
   
   (a) $|f(z)| \to \infty$ as $|z| \to \infty$, for $z \in H(a)$;
   
   (b) if $f \prec x^2$, then $f(H(a)) \subseteq \mathbb{C} \setminus (-\infty, 0]$, $f : H(a) \to f(H(a))$ is biholomorphic and we have
   
   $$\text{sgn}(\text{arg} f(z)) = \text{sgn}(\text{arg} z) = \text{sgn}(\text{Im} z) = \text{sgn}(\text{Im} f(z))$$
   
   for $z \in H(a)$;
   
   (c) if $\text{eh}(f) < 0$ then, for every $\alpha > 0$, there exists $b \geq a$ such that $f(H(a)) \cap H(b) \subseteq S(\alpha)$. \hfill $\square$

Indeed, in our forthcoming paper generalizing the construction of Ilyashenko algebras in [9], the only results we need from this paper are Corollary 1.6 and Application 1.3.

2. A description of the Hardy field of $\mathbb{R}_{\text{an,exp}}$

One of the main results of [10] is that every function definable in $\mathbb{R}_{\text{an,exp}}$ is piecewise given by $\mathcal{L}_{\text{an,exp,log}}$-terms. Working from this result, the goal of this section is to describe the set $\mathcal{H}$ of all germs at $+\infty$ of unary functions definable in $\mathbb{R}_{\text{an,exp}}$ in the spirit of the LE-series in [11].

We let $\mathcal{C}$ be the ring of all germs at $+\infty$ of continuous functions $f : \mathbb{R} \to \mathbb{R}$ (so that $\mathcal{H} \subseteq \mathcal{C}$). A germ $f \in \mathcal{C}$ is

- **small** if $\lim_{x \to +\infty} f(x) = 0$,
large if \( \lim_{x \to +\infty} |f(x)| = \infty \)

and

infinitely increasing if \( \lim_{x \to +\infty} f(x) = +\infty \).

To compare elements of \( \mathcal{C} \), we use the dominance relation \( \prec \) found in Aschenbrenner and van den Dries [1, Section 1], defined by \( f \prec g \) if and only if \( g(x) \neq 0 \) for all sufficiently large \( x \) and \( \lim_{x \to +\infty} f(x)/g(x) = 0 \) or, equivalently, \( f(x) = o(g(x)) \) as \( x \to +\infty \). Thus, \( f \preceq g \) if and only if \( f(x) = O(g(x)) \) as \( x \to +\infty \), and we write \( f \asymp g \) if and only if \( f \preceq g \) and \( g \preceq f \). Note that the relation \( \asymp \) is an equivalence relation on \( \mathcal{C} \), and the corresponding equivalence classes are the Archimedean classes of \( \mathcal{C} \); we denote by \( \Pi_\asymp : \mathcal{C} \to \mathcal{C}/_\asymp \) the corresponding projection map.

For \( h \in \mathcal{H} \), we set

\[
h(+\infty) := \lim_{x \to +\infty} h(x) \in \mathbb{R} \cup \{-\infty, +\infty\},
\]

and we denote by \( \mathcal{I} \) the set of all infinitely increasing germs in \( \mathcal{H} \), that is,

\[
\mathcal{I} := \{ f \in \mathcal{H} : f(+\infty) = +\infty \}.
\]

Note that \( \mathcal{I} \) is a group under composition.

We start by defining the exponential height for germs defined by \( \mathcal{L}_{\text{an,exp}} \)-terms. To do so, we define the set \( \mathcal{E} \subseteq \mathcal{H} \) of \( \mathcal{L}_{\text{an,exp}} \)-germs and associated exponential height \( eh : \mathcal{E} \to \mathbb{N} \cup \{-\infty\} \) and exponential level \( el : \mathcal{E} \to \mathbb{N} \cup \{-\infty\} \). More precisely, we fix \( n \in \mathbb{N} \cup \{-\infty\} \) and define, by induction on \( n \), the following sets:

- the set \( \mathcal{P}\mathcal{M}_n \) of pure exponential monomials of exponential height \( n \);
- the set \( \mathcal{M}_n \supseteq \mathcal{P}\mathcal{M}_n \) of exponential monomials of exponential height at most \( n \);
- the set \( \mathcal{E}_n \supseteq \mathcal{M}_n \) of \( \mathcal{L}_{\text{an,exp}} \)-germs of exponential height at most \( n \);
- the set \( \mathcal{P}\mathcal{E}_n \subseteq \mathcal{E}_n \) of pure \( \mathcal{L}_{\text{an,exp}} \)-germs of exponential height \( n \), and its subset \( \mathcal{P}\mathcal{E}_n^{\infty} \) of all purely infinite \( \mathcal{L}_{\text{an,exp}} \)-germs;

such that the following hold:

\[(E1)_n \mathcal{P}\mathcal{M}_n \cup \{1\} \text{ is a multiplicative subgroup of } \mathcal{H}, \]

\[
\mathcal{P}\mathcal{M}_n = \exp \circ \mathcal{P}\mathcal{E}_n^{\infty} \text{ if } n \geq 1,
\]

the sets \( \mathcal{P}\mathcal{M}_{-\infty}, \mathcal{P}\mathcal{M}_0, \ldots, \mathcal{P}\mathcal{M}_n \) are pairwise disjoint and, for \( m \in \mathcal{P}\mathcal{M}_n \) and \( n \geq 0 \), there exists a nonzero \( \nu \in \mathbb{N} \) such that \( \exp_n(x^\nu) \geq m \geq \exp_n(x^{1/\nu}) \) or \( \exp_n(x^\nu) \geq 1/m \geq \exp_n(x^{1/\nu}) \);
(E2)$_n$ $\mathcal{M}_n$ is a multiplicative subgroup of $\mathcal{H}$ and, for $n \geq 0$, we have $\mathcal{M}_{n-1} \subseteq \mathcal{M}_n$ and for $m \in \mathcal{M}_n$, there are unique $I = I(m) \subseteq \{0, \ldots, n\}$ and $m_i = m_i(m) \in \mathcal{PM}_i$ for $i \in I$, such that $m = \prod_{i \in I} m_i$ (where we make the convention that $\prod_{i \in \emptyset} m_i = 1$), and we have $m \approx 1$ if and only if $m = 1$;

(E3)$_n$ $\mathcal{E}_n$ is an $\mathbb{R}$-subalgebra of $\mathcal{H}$ and, if $n \geq 0$, then $\mathcal{E}_{n-1} \subseteq \mathcal{E}_n$ and for nonzero $f \in \mathcal{E}_n$, there exist a unique countable ordinal $\alpha$, unique monomials $m_\beta \in \mathcal{M}_n$ and unique nonzero $r_\beta \in \mathbb{R}$, for $\beta < \alpha$, such that $m_\beta \prec m_\gamma$ for $\gamma < \beta < \alpha$ and the sum $\sum_{\beta < \alpha} r_\beta m_\beta(x)$ converges absolutely to $f(x)$ on some interval $(a, +\infty)$, and such that $f \approx m_0$;

(E4)$_n$ $\mathcal{PE}_n^\infty \cup \{0\}$ and $\mathcal{PE}_n \cup \{0\}$ are $\mathbb{R}$-vector subspaces of $\mathcal{H}$, $\mathcal{PE}_n^\infty$ is closed under multiplication, the sets $\mathcal{PE}_{-\infty}, \mathcal{PE}_0, \ldots, \mathcal{PE}_n$ are pairwise disjoint and, for large $f \in \mathcal{PE}_n$ and $n \geq 0$, there exists a nonzero $\nu \in \mathbb{N}$ such that $\exp_n(x^\nu) \geq |f| \geq \exp_n(x^{1/\nu})$.

In the situation of (E3)$_n$ above, we call the monomials $m_\beta$ the principal monomials of $f$, write

$$\mathcal{M}(f) := \{m_\beta : \beta < \alpha\}$$

and let

$$\text{lm}(f) := m_0$$

be the leading principal monomial of $f$.

For the definition of these sets, we distinguish three cases:

Case $n = -\infty$: We set $\mathcal{PM}_{-\infty} = \mathcal{M}_{-\infty} := \{1\}$, $\mathcal{PE}_{-\infty} = \mathcal{E}_{-\infty} := \mathbb{R}$ and $\mathcal{PE}_{-\infty}^\infty := \emptyset$. We leave the (easy) verification of (E1)$_{-\infty}$–(E4)$_{-\infty}$ to the reader.

Case $n = 0$: We define

$$\mathcal{PM}_0 := \{x^k : k \in \mathbb{Z} \text{ nonzero}\},$$

where $x$ denotes the identity function on $\mathbb{R}$, and we set $\mathcal{M}_0 := \mathcal{PM}_0 \cup \{1\}$. Then (E1)$_0$ and (E2)$_0$ follow immediately, and we define

$$\mathcal{E}_0 := \left\{p \left(\frac{1}{x}\right) : p \text{ is a convergent Laurent series}\right\};$$

then (E3)$_0$ also follows immediately, so we set

$$\mathcal{PE}_0 := \{f \in \mathcal{E}_0 : 0 \in I(m) \text{ for every } m \in \mathcal{M}(f)\},$$

i.e., $\mathcal{PE}_0$ consists of those elements of $\mathcal{E}_0$ with zero constant coefficient, and

$$\mathcal{PE}_0^\infty := \{f \in \mathcal{PE}_0 : \text{ every } m \in \mathcal{M}(f) \text{ is large}\}.$$
i.e., $\mathcal{PE}_0^\infty$ consists of all polynomials in $x$ with zero constant coefficient. $(E4)_0$ is now straightforward as well.

**Case** $n > 0$: Assume that $\mathcal{PM}_i$, $\mathcal{M}_i$, $\mathcal{E}_i$ and $\mathcal{PE}_i$ have been defined with the required properties, for $i = -\infty, 0, \ldots, n - 1$. First, we define

$$\mathcal{PM}_n := \exp \circ \mathcal{PE}_{n-1}^\infty.$$  

**Proof of** $(E1)_n$. $(E1)_n$ follows from $(E4)_{n-1}$: we only prove the last assertion. Let $m \in \mathcal{PM}_n$, and let $f \in \mathcal{PE}_{n-1}^\infty$ be such that $m = \exp \circ f$. By $(E4)_{n-1}$, there exists a nonzero $\nu \in \mathbb{N}$ such that $\exp_{n-1}(x^{\nu}) \geq |f| \geq \exp_{n-1}(x^{1/\nu})$. If $f(\infty) = +\infty$, then it follows that $\exp_n(x^{\nu}) \geq m \geq \exp_n(x^{1/\nu})$; if $f(\infty) = -\infty$, then $\exp_n(x^{\nu}) \geq 1/m \geq \exp_n(x^{1/\nu})$. $\square$

Second, we set

$$\mathcal{M}_n := \left\{ \prod_{i \in I} m_i : I \subseteq \{0, \ldots, n\} \text{ and } m_i \in \mathcal{PM}_i \right\}.$$  

**Proof of** $(E2)_n$. We first prove the uniqueness of $I(m)$ and of $m_i(m)$ for $i \in I$. Let $m_i \in \mathcal{PM}_i \cup \{1\}$, for $i = 0, \ldots, n$ be such that $m := \prod_{i=0}^n m_i = 1$. Since $\mathcal{M}_n$ and each $\mathcal{PM}_i \cup \{1\}$ are multiplicative subgroups of $H$, it suffices to show that $m_i = 1$ for each $i$. Suppose, for a contradiction, that $m_i \neq 1$ for some $i$, and fix the largest such $i \in \{0, \ldots, n\}$. Since $m_i = m$ if $i = 0$, we must have $i > 0$. By $(E1)_{i-1}$ and $(E1)_i$, there exists a nonzero $\nu \in \mathbb{N}$ such that $m' := \prod_{j=0}^{i-1} m_j$ satisfies $\exp_{i-1}(x^{\nu}) \geq \max \{ m', 1/m' \} \geq \exp_{i-1}(x^{1/\nu})$, while $\exp_{i}(x^{\nu}) \geq \max \{ m_i, 1/m_i \} \geq \exp_{i}(x^{1/\nu})$. It follows that $m \neq 1$, as desired. A similar argument also shows that $m = 1$ if and only if $m \asymp 1$. $\square$

Third, we define

$$\mathcal{E}_n := \{ p(m_1, \ldots, m_k, M_1, \ldots, M_l) : p \in \mathbb{R} \{ X_1, \ldots, X_k \} [T_1, \ldots, T_l], m_1, \ldots, m_k \in \mathcal{M}_n \text{ are small and } M_1, \ldots, M_l \in \mathcal{M}_n \text{ are large} \},$$

where $\mathbb{R} \{ X_1, \ldots, X_k \}$ denotes the set of convergent power series. Note that this definition produces the $\mathcal{E}_0$ defined above in the case $n = 0$.

**Remark 2.1.** Let $f = p(m_1, \ldots, m_k, M_1, \ldots, M_l) \in \mathcal{E}_n$. Since $p$ is polynomial in $T_1, \ldots, T_l$, the infinite sum $p(m_1, \ldots, m_k, M_1, \ldots, M_l)$ converges absolutely on some interval $(a, +\infty)$ (with $a$ depending on $f$). Writing $p = \sum_{r,s \in \mathbb{N}^k} p_{r,s} X^r T^s$ with $X = (X_1, \ldots, X_k)$ and $T = (T_1, \ldots, T_l)$, and writing $m = (m_1, \ldots, m_k)$ and $M = (M_1, \ldots, M_l)$, note that, for $u \in \mathbb{N}^k$ and $v \in \mathbb{N}^l$, the set

$$A_{u,v}(m, M) := \{ (r, s) \in \mathbb{N}^{k+l} : m^r M^s = m^u M^v \}$$

is finite.
is finite and \( \sum_{(r,s) \in A_{u,v}(m,M)} p_{r,s} M^r M^s = p_A m_A \), where \( A = A_{u,v}(m,M) \), \( m_A = m^u M^v \in \mathcal{M}_n \) and \( p_A \in \mathbb{R} \) only depend on \( A \). On the other hand, the collection \( A = A(m,M) := \{ A_{u,v}(m,M) : (u,v) \in \mathbb{N}^{k+l} \} \) is a partition of \( \mathbb{N}^{k+l} \), so the sum \( \sum_{A \in A} p_A m_A \) is absolutely convergent on \((a, +\infty)\). So we set

\[
S(m,M) := \bigcup \{ A \in A(m,M) : p_A \neq 0 \}
\]

and

\[
q := \sum_{(r,s) \in S(m,M)} p_{r,s} X^r T^s.
\]

Since the support of \( q \) is contained in the support of \( p \), the series \( q \) belongs to \( \mathbb{R} \{ X \} [T] \), and we have \( f = q(m,M) \). Replacing \( p \) by \( q \) if necessary, we may therefore assume that \( p_A \neq 0 \) if and only if \( A \cap \text{supp}(p) \neq \emptyset \), for all \( A \in \mathcal{A} \). In particular, for \( \eta \in \mathcal{M}_n \), we may assume that \( \eta \in \mathcal{M}(f) \) if and only if \( \eta = m^u M^v \) for some \( (u,v) \in \text{supp}(p) \).

**Proof of (E3).** Let \( f = p(m_1, \ldots, m_k, M_1, \ldots, M_l) \in \mathcal{E}_n \), and adopt the corresponding notations from Remark 2.1. Since \( m_A \neq m_B \) for any two distinct \( A, B \in \mathcal{A} \), we conclude from (E2) that \( m_A \neq m_B \) for any two distinct \( A, B \in \mathcal{A} \). In other words, the relation \( \prec \) linearly orders the set \( \{ m_A : A \in \mathcal{A} \text{ and } p_A \neq 0 \} \). Since \( p \) is polynomial in \( T \) and \( m_1, \ldots, m_k \) are small, this ordering is a reverse well-ordering, so we let \( \alpha \) be its reverse-order type and rewrite \( \sum_{A \in \mathcal{A}} p_A m_A \) as \( \sum_{\beta < \alpha} p_{\beta} m_{\beta} \).

Finally, we claim that \( f \asymp m_0 \): to see this, it suffices to show that

\[
\sum_{0 < \beta < \alpha} p_{\beta} m_{\beta} = f - p_0 m_0 \prec m_0.
\]

Note first that

\[
\frac{f}{m_0} = \sum_{r \in \mathbb{N}^k, s \in \mathbb{N}^l} p_{r,s} M^r M^s m_0;
\]

since we can assume, by Remark 2.1, that \( m_0 \) is the maximal monomial in the support of \( p \), it follows that each \( m_r M^s m_0 \) is bounded, so that the convergence to \( \frac{f(x)}{m_0(x)} \) is not only absolute, but also uniform in \( x \) for sufficiently large \( x \). Therefore, \( \sum_{0 < \beta < \alpha} p_{\beta} m_{\beta} m_0(x) \) converges absolutely and uniformly to \( \frac{f(x) - p_0 m_0(x)}{m_0(x)} \). So let \( \epsilon > 0 \); absolute and uniform convergence means that there exists a finite \( I \subseteq \alpha \setminus \{0\} \) such that

\[
\sum_{0 < \beta < \alpha, \beta \notin I} |p_{\beta}| m_{\beta} m_0 \geq \epsilon \frac{2}{2}.
\]
as germs at $+\infty$. On the other hand, since $I$ is finite and each $m_\beta/m_0$, for $\beta > 0$, is small, we have

$$\sum_{\beta \in I} |p_\beta| \frac{|m_\beta|}{|m_0|} < \frac{\epsilon}{2}.$$  

Hence $\left| \frac{f - p_0 m_0}{m_0} \right| < \epsilon$, and since $\epsilon > 0$ was arbitrary, the claim and (E3)$_n$ follow. \qed

Fourth, we set

$$PE_n := \{ f \in E_n : n \in I(m) \text{ for every } m \in M(f) \}$$

and

$$PE_n^\infty := \{ f \in PE_n : \text{every } m \in M(f) \text{ is large} \}.$$  

Proof of (E4)$_n$. We verify that $PE_n^\infty$ is closed under multiplication, leaving the other closure properties for the reader to check. Given $f = p(m, M)$ and $g = q(m, M)$ in $PE_n^\infty$ we may assume, by Remark 2.1, that every monomial $m^\alpha M^\beta$, with $(\alpha, \beta) \in \text{supp}(p) \cup \text{supp}(q)$, is large. In addition, we have $n \in I(m^\alpha M^\beta)$ for these monomials, so that

$$m^\alpha M^\beta = m'_{\alpha, \beta} \cdot n_{\alpha, \beta}$$

with $m'_{\alpha, \beta} \in M_{n-1}$ and $n_{\alpha, \beta} \in PM_n$ large, for $(\alpha, \beta) \in \text{supp}(p) \cup \text{supp}(q)$. Therefore, the product of any two such monomials is of the same nature, that is, every principal monomial $m$ of $fg$ is of the form $m = m'n$ with $m' \in M_{n-1}$ and $n \in PM_n$ large, so that $fg \in PE_n^\infty$.

Finally, if $f \in PE_n$ is large, the estimate for $|f|$ follows from the observation in (E3)$_n$ that $f \asymp \text{lm}(f)$ and the estimates in (E1)$_n$.

This finishes the inductive construction of the sets $E_n$. We now set $E := \bigcup E_n$, $M := \bigcup_n M_n$ and define $eh : E \rightarrow \mathbb{N} \cup \{-\infty\}$ by

$$eh(f) := \min \{ k : f \in E_k \}.$$  

We leave it to the reader to check that, for $f \in E$, we have

$$eh(f) = \max \{ eh(m) : m \in M(f) \}.$$  

Remarks 2.2. (1) The estimates in (E4)$_n$ imply that every $f \in PE_n^\infty$ has level $n$, as defined by Marker and Miller in [5]; in particular, level($m$) = $eh(m)$ for $m \in M$. Also, for $f \in E$, since $f \asymp \text{lm}(f)$, the levels of $f$ and of $\text{lm}(f)$ are the same if $f$ is infinitely increasing. Thus, for infinitely increasing $f \in E$, we have

$$\text{level}(f) = \text{level}(\text{lm}(f)) = eh(\text{lm}(f)) \leq eh(f).$$
Lemma 2.3. Let $n > 0$. Let

\[ \text{(1) If } n = 0, \text{ then } f = 0, \text{ the proof is straightforward, so we assume that } n > 0. \]

Proof. (1) If $g \in \mathcal{P}E_l$ and $f \in \mathcal{E}_k$, then $fg \in \mathcal{P}E_l$. It follows that:

- (a) if $g \in \mathcal{P}E_l$ and $f \in \mathcal{E}_k$, then $fg \in \mathcal{P}E_l$;
- (b) if $g \in \mathcal{E}_l \setminus \mathcal{E}_{l-1}$ and $f \in \mathcal{E}_k$, then $fg \in \mathcal{E}_l \setminus \mathcal{E}_{l-1}$.

(3) Let $f \in \mathcal{E}_n$ be nonzero. The proof of (E3) shows that there are a nonzero $a \in \mathbb{R}$ and a small $\epsilon \in \mathcal{E}_n$ such that

\[ f = a \log(f)(1 - \epsilon). \]

To see this, take $a := p_0$ and $\epsilon := -\frac{L}{\log p_0}$ in the notation used there; this $\epsilon$ belongs to $\mathcal{E}_n$, because $\mathcal{E}_n$ is an $\mathbb{R}$-algebra containing $\mathcal{M}_n$.

Lemma 2.3. Let $f \in \mathcal{E}_n$ be small.

1. There exist $k \in \mathbb{N}$, $G \in \mathbb{R} \{X_0, \ldots, X_k\}$ and small $m_0, \ldots, m_k \in \mathcal{M}_n$ such that $G(0) = 0$ and $f = G(m_1, \ldots, m_k)$.

2. Let $T$ be a single indeterminate and $p \in \mathbb{R} \{T\}$. Then $P \circ f \in \mathcal{E}_n$.

Proof. (1) If $n = 0$, the proof is straightforward, so we assume that $n > 0$. Let $\kappa, \lambda \in \mathbb{N}$, small $m_1, \ldots, m_\kappa \in \mathcal{M}_n$, large $M_1, \ldots, M_\lambda \in \mathcal{M}_n$ and $p \in \mathbb{R} \{X\}$ such that $G(0) = 0$ and $f = G(m_1, \ldots, m_\kappa)$.

(2) Let $T$ be a single indeterminate and $p \in \mathbb{R} \{T\}$. Then $P \circ f \in \mathcal{E}_n$.

For $i = 1, \ldots, |B|$, we let $X_{\kappa+i}$ be a new indeterminate, and we fix a bijection $i : \{1, \ldots, |B|\} \rightarrow B$ and put $k := \kappa + |B|$. Then the series

\[ q(X_1, \ldots, X_\kappa) := \sum_{i=1}^{|B|} X_{\kappa+i} p_i(X_1, \ldots, X_\kappa) \]

belongs to $\mathbb{R} \{X_1, \ldots, X_\kappa\}$ and satisfies $q(0) = 0$, the monomials $m_{\kappa+i} := (mM)^{(i)}$ are small for each $i$, and we have $f = q(m_1, \ldots, m_\kappa)$, as required.
Since the collection of convergent power series is closed under composition, part (2) follows from part (1). □

**Lemma 2.4.** Let \( n \geq 0 \) and \( f \in \mathcal{E}_n \). Then \( f' \in \mathcal{E}_n \).

**Proof.** By induction on \( n \); the case \( n = 0 \) follows from the fact that the set of convergent Laurent series is closed under differentiation. So we assume \( n > 0 \) and the lemma holds for lower values of \( n \). If \( f \in PM_n \), then \( f = \exp(g) \) for some \( g \in PE_{\infty}^{n-1} \), so that

\[
f' = \exp(g) \cdot g' = f \cdot g';
\]

in this case, \( f' \in \mathcal{E}_n \) by the inductive hypothesis and \((E3)_{n'}\). From this, the inductive hypothesis and the product rule, the lemma follows easily if \( f \in M_n \) and hence, by the chain rule and the definition of \( \mathcal{E}_n \), for general \( f \). □

**Corollary 2.5.** Each \( \mathcal{E}_n \), and hence \( \mathcal{E} \), is a differential subfield of \( \mathcal{H} \).

**Proof.** Let \( f \in \mathcal{E}_n \) be nonzero; by Lemma 2.4, it suffices to show that \( 1/f \in \mathcal{E}_n \). By Remark 2.2(3), there are a nonzero \( a \in \mathbb{R} \) and a small \( \epsilon \in \mathcal{E}_n \) such that \( f = a \lim(f)(1-\epsilon) \). It follows from Lemma 2.3 that \( G \circ \epsilon \in \mathcal{E}_n \), where \( G(T) \) is the geometric series; hence \( 1/f = \frac{G \circ \epsilon}{a \lim(f)} \) belongs to \( \mathcal{E}_n \), as claimed. □

**Lemma 2.6.** Let \( f \in \mathcal{E} \). Then there are unique \( f_j \in PE_j \), for \( j = -\infty, 0, \ldots, \eh(f) \), such that \( f_{\eh(f)} \neq 0 \) and

\[
f = f_{-\infty} + f_0 + \cdots + f_{\eh(f)}.
\]

Moreover, if \( f \) is infinitely increasing, then

\[
\level(f) = \max \{ j = -\infty, 0, \ldots, \eh(f) : f_j \in \mathcal{I} \}.
\]

**Proof.** If \( f \in \mathcal{E}_0 \), we let \( f_{-\infty} \) be the constant term of \( f \) and set \( f_0 := f - f_{-\infty} \). So we assume that \( f \in \mathcal{E}_n \) with \( n > 0 \). Let \( k, l \in \mathbb{N} \), small \( m_1, \ldots, m_k \in \mathcal{M}_n \), large \( M_1, \ldots, M_l \in \mathcal{M}_n \) and \( p \in \mathbb{R} \{X\} [T] \) be such that \( f = p(m,M) \), where \( X = (X_1, \ldots, X_k) \), \( T = (T_1, \ldots, T_l) \), \( m = (m_1, \ldots, m_k) \) and \( M = (M_1, \ldots, M_l) \). By Remark 2.1, we may assume that \( m^uM^v \in \mathcal{M}(f) \), for every \( (u,v) \in \supp(p) \). Thus, we have \( \eh(m^uM^v) \leq \eh(f) \) for \( (r,s) \in \supp(p) \). So for \( \nu = -\infty, 0, \ldots, \eh(f) \), we set

\[
S_\nu := \{ (r,s) \in \supp(p) : \eh(m^rM^s) = \nu \}
\]

and

\[
p_\nu := \sum_{(r,s) \in S_\nu} p_{r,s} X^r T^s.
\]
Then each \( p_\nu \) belongs to \( \mathbb{R} \{X\} [T] \), \( p_{\text{eh}(f)} \neq 0 \), and we have \( f = f_{-1} + \cdots + f_{\text{eh}(f)} \), where \( f_\nu := p_\nu(m, M) \) belongs to \( \mathcal{P}_\nu \) for each \( \nu \).

Finally, if \( f \) is infinitely increasing, then at least one of the \( f_j \) is also infinitely increasing, so it follows that \( \text{lm}(f) = \text{lm}(f_{j_0}) \) with \( j_0 = \max\{j : f_j \in \mathcal{I}\} \). \( \square \)

For \( n \geq 0 \), we also consider the vector space
\[ \mathcal{P}_n \mathcal{E}_n^0 := \{ f \in \mathcal{P}_n \mathcal{E}_n : \text{every } m \in \mathcal{M}(f) \text{ is small}\}. \]

Arguing as in the proof of (E4)_n, we see that \( \mathcal{P}_n \mathcal{E}_n^0 \) is an \( \mathbb{R} \)-algebra and, as \( \mathbb{R} \)-vector spaces, we have \( \mathcal{P}_n \mathcal{E}_n = (\mathcal{P}_n \mathcal{E}_n^\infty \cup \{0\}) \oplus \mathcal{P}_n \mathcal{E}_n^0 \). Lemma 2.6 now gives the following:

**Corollary 2.7.** We have
\[ \mathcal{E} = \bigoplus \mathcal{P}_n \mathcal{E}_n = \mathcal{P}_n \mathcal{E}_{-\infty} \oplus \bigoplus_{n \in \mathbb{N}} ((\mathcal{P}_n \mathcal{E}_n^\infty \cup \{0\}) \oplus \mathcal{P}_n \mathcal{E}_n^0) \]
as \( \mathbb{R} \)-vector spaces. \( \square \)

**Behaviour under composition.** It follows from part (5) of the first proposition in [5] and Remark 2.2(2) that for any \( f, g \in \mathcal{I} \) we have
\[ \text{level}(f \circ g) = \text{level}(f) + \text{level}(g). \]
A corresponding formula does not hold for the exponential height in general: take \( g(x) = x + \exp(-x) \) and \( f(x) = \exp(x) \). Then \( \text{eh}(f \circ g) = 1 \neq 2 = \text{eh}(f) + \text{eh}(g) \). This example is a special case of the situation described in Proposition 2.8 below. Nevertheless, there is a conditional summation formula for the exponential height, see Corollary 2.11 below.

**Proposition 2.8.** Let \( f \in \mathcal{E} \) be large. Then \( \exp \circ f = mg \in \mathcal{E} \), where \( m \in \mathcal{M}_{\text{level}(f)+1} \setminus \mathcal{M}_{\text{level}(f)} \) and \( g \in \mathcal{E}_{\text{eh}(f)} \) is bounded, and we have
\[ \text{eh}(\exp \circ f) = \begin{cases} \text{eh}(f) & \text{if } \text{level}(f) < \text{eh}(f), \\ \text{eh}(f) + 1 & \text{if } \text{level}(f) = \text{eh}(f). \end{cases} \]
Moreover, if \( \text{eh}(f) = \text{level}(f) \), then \( \exp \circ f \in \mathcal{P}_{\text{eh}(f)+1} \).

**Proof.** Let \( f \in \mathcal{E} \) be large, and let \( f_{-\infty} \in \mathbb{R} \) and \( f_0^0 \in \mathcal{P}_{\mathcal{E}_i^0} \) and \( f_0^i \in \mathcal{P}_{\mathcal{E}_i^\infty} \cup \{0\} \), for \( i = 0, \ldots, \text{eh}(f) \), be such that
\[ f = f_{-\infty} + f_0^0 + f_0^i + \cdots + f_{\text{eh}(f)} + f_{\text{eh}(f)}^0, \]
so that
\[ \exp \circ f = (\exp \circ f_{-\infty}) \cdot \prod_{i=0}^{\text{eh}(f)} (\exp \circ f_i^\infty) \cdot (\exp \circ f_i^0). \]
We define
\[ m := \exp \circ (f_0^\infty + \cdots + f_{\text{eh}(f)}^\infty) \]
and
\[ g := \exp \circ (f_{-\infty} + f_0^0 + \cdots + f_{\text{eh}(f)}^0). \]
Since \( f \) is large, we have \( f_i^\infty = 0 \) for \( i > \text{level}(f) \) while \( f_{\text{level}(f)}^\infty \neq 0 \). It follows that \( m \in \mathcal{M}_{\text{level}(f)+1} \setminus \mathcal{M}_{\text{level}(f)} \) by definition of \( \mathcal{M}_i \). On the other hand, \( g = E \circ \left( f_0^0 + \cdots + f_{\text{eh}(f)}^0 \right) \in \mathcal{E}_{\text{eh}(f)} \) by Lemma 2.3(2), where \( E \) is the Taylor expansion of \( \exp \) at \( f_{-\infty} \). This proves the first statement.

Assume now that \( \text{level}(f) = \text{eh}(f) \). Then \( m \in \mathcal{M}_{\text{eh}(f)+1} \setminus \mathcal{M}_{\text{eh}(f)} \), while \( \text{eh}(g) \leq \text{eh}(f) \). It follows from Remark 2.2(2a) that \( \text{eh}(\exp \circ f) \in \mathcal{P}\mathcal{E}_{\text{eh}(f)+1} \) in this case.

So we assume for the rest of the proof that \( \text{level}(f) < \text{eh}(f) \), so that \( f_{\text{eh}(f)}^0 \neq 0 \) and \( \text{eh}(\exp \circ f) = \text{eh}(mg) \leq \text{eh}(f) \). If \( \text{level}(f) = \text{eh}(f) - 1 \), then \( \text{eh}(\exp \circ f) \geq \text{level}(\exp \circ f) = \text{eh}(f) \) by inequality (2.1) and equation (2.2), so that \( \text{eh}(\exp \circ f) = \text{eh}(f) \) in this subcase. So we also assume from now on that \( \text{level}(f) < \text{eh}(f) - 1 \), and we further factorize \( g = g_1 g_2 \), where
\[ g_1 := \exp \circ (f_{-\infty} + f_0^0 + \cdots + f_{\text{eh}(f)-1}^0) \quad \text{and} \quad g_2 := \exp \circ f_{\text{eh}(f)}^0. \]
Note that \( \text{eh}(g_1) < \text{eh}(f) \) by Lemma 2.3(2), while \( f_{\text{eh}(f)}^0 \neq 0 \) implies that \( \text{eh}(g_2) = \text{eh}(f) \). But \( \text{eh}(m) < \text{eh}(f) \) in this last subcase, so \( \text{eh}(\exp \circ f) = \text{eh}(g) = \text{eh}(g_2) = \text{eh}(f) \) by Remark 2.2(2a). \( \square \)

**Lemma 2.9.** Let \( n \in \mathbb{N} \) and \( g \in \mathcal{P}\mathcal{E}_n^\infty \) be infinitely increasing.

1. For nonzero \( k \in \mathbb{Z} \), we have \( g^k \in \mathcal{P}\mathcal{E}_n^\infty \) if \( k > 0 \), and \( g^k \in \mathcal{P}\mathcal{E}_n^0 \) if \( k < 0 \).
2. If \( f \in \mathcal{P}\mathcal{E}_0^\infty \), then \( f \circ g \in \mathcal{P}\mathcal{E}_n^\infty \).
3. If \( f \in \mathcal{P}\mathcal{E}_0^0 \), then \( f \circ g \in \mathcal{P}\mathcal{E}_n^0 \).

**Proof.** (1) Since \( \mathcal{P}\mathcal{E}_n^\infty \) and \( \mathcal{P}\mathcal{E}_n^0 \) are closed under multiplication, it suffices to show that \( 1/g \in \mathcal{P}\mathcal{E}_n^\infty \) for \( g \in \mathcal{P}\mathcal{E}_n^\infty \). Let \( g \in \mathcal{P}\mathcal{E}_n^\infty \); by Remark 2.2(3), we can write \( g = a \text{Im}(g)(1 - \epsilon) \), with \( a \in \mathbb{R} \) nonzero and \( \epsilon \in \mathcal{E}_n \) small; in particular, every principal monomial of \( \epsilon \) is small. Hence \( 1/g = \frac{G_{\text{eh}(g)}}{\text{Im}(g)} \), where \( G \) is the geometric series. Since \( n \in I(\text{Im}(g)) \) and \( \text{Im}(g) \) is large, and since every principal monomial of \( \epsilon \) is small, it follows that \( 1/g \in \mathcal{P}\mathcal{E}_n^0 \). Parts (2) and (3) follow from part (1). \( \square \)

**Lemma 2.10.** Let \( p, n \in \mathbb{N} \) with \( p \geq 1 \), \( f \in \mathcal{P}\mathcal{M}_p \) and \( g \in \mathcal{P}\mathcal{E}_n^\infty \) be infinitely increasing. Then \( f \circ g \in \mathcal{P}\mathcal{M}_{p+n} \).
Proof. Let \( f_0 \in \mathcal{PE}_p \) be such that \( f = \exp \circ f_0 \); we proceed by induction on \( p \). If \( p = 1 \) then, by Lemma \((2.9(2))\), \( f_0 \circ g \in \mathcal{PE}_n \), so \( f \circ g \in \mathcal{PM}_{p+1} \) by definition, as required. So we assume \( p > 1 \) and the lemma holds for lower values of \( p \). By the inductive hypothesis and \((E3)_{p-1}\), we have \( m \in \mathcal{M}(f_0) \) if and only if \( m \circ g \in \mathcal{M}(f_0 \circ g) \).

It follows, also from the inductive hypothesis, that \( f_0 \circ g \in \mathcal{PE}_n \). Hence \( f \circ g \in \mathcal{PM}_{p+1} \) by definition. \(\square\)

We set \( \mathcal{PE}_n := \bigcup_{n \in \mathbb{N}} \mathcal{PE}_n \).

Corollary 2.11. (1) Let \( f \in \mathcal{E} \) and \( g \in \mathcal{PE}_n \) be infinitely increasing. Then \( \text{eh}(f \circ g) = \text{eh}(f) + \text{eh}(g) \), and if \( f \in \mathcal{PE}_{\text{eh}(f)} \), then \( f \circ g \in \mathcal{PE}_{\text{eh}(f)+\text{eh}(g)} \).

(2) \( \mathcal{E}_n \subseteq \mathcal{E}_{n+1} \circ \log \) for \( n \in \mathbb{N} \).

Proof. Part (1) is trivial if \( \text{eh}(f) = -\infty \), follows from Lemma \((2.9(3))\) if \( \text{eh}(f) = 0 \) and follows from the definition of \( \text{eh}(f) \) and Lemma \((2.10)\) if \( \text{eh}(f) > 0 \). For part (2), given \( f \in \mathcal{E}_n \), we have \( f \circ \exp \in \mathcal{E}_{n+1} \) by part (1), so that \( f = f \circ \exp \circ \log \in \mathcal{E}_{n+1} \circ \log \). \(\square\)

Proposition 2.12. Let \( f \in \mathcal{H} \). Then \( f \in \mathcal{E} \) if and only if \( f \) is definable by some \( \mathcal{L}_{\text{an},\exp} \)-term.

Proof. It is clear from the definition of \( \mathcal{E} \) that every \( f \in \mathcal{E} \) is definable by some \( \mathcal{L}_{\text{an},\exp} \)-term. For the converse, since \( \mathcal{E} \) is an \( \mathbb{R} \)-subalgebra of \( \mathcal{H} \) and \( x, \exp \in \mathcal{E} \), it suffices to show the following:

(i) if \( p \in \mathbb{R} \{X_1, \ldots, X_k\} \) and \( f_1, \ldots, f_k \in \mathcal{E} \) are such that the point \( (f_1(\infty), \ldots, f_k(\infty)) \) lies in the domain of convergence of \( p \), then \( p(f_1, \ldots, f_k) \in \mathcal{E} \);

(ii) if \( f \in \mathcal{E} \), then \( \exp \circ f \in \mathcal{E} \).

For (i), after replacing \( p \) by its convergent Taylor series at the point \( (f_1(\infty), \ldots, f_k(\infty)) \) if necessary, we may assume that \( f_1, \ldots, f_k \) are small. The claim now follows from Lemma \((2.3(2))\).

For (ii), we may assume by (i) that \( f \) is large; so (ii) follows from Proposition \((2.8)\). \(\square\)

Closing under \( \log \). We obtain \( \mathcal{H} \) from \( \mathcal{E} \) by composing with \( \log \) on the right:

Lemma 2.13. Let \( f \in \mathcal{E}_n \) be such that \( f > 0 \). Then \( \log \circ f \in \mathcal{E}_{n+1} \circ \log \).

Proof. The conclusion is trivial if \( n = -\infty \), so we assume \( n \geq 0 \). By Remark \((2.2(2))\), there exist \( m \in \mathcal{M}_n \) and \( g \in \mathcal{E}_n \) such that \( g \asymp 1 \) and \( f = mg \). So \( \log \circ f = \log \circ m + \log \circ g \), and \( \log \circ g \) belongs to \( \mathcal{E}_n \subseteq \mathcal{E}_{n+1} \circ \log \) by Corollary \((2.11(2))\). On the other hand, if \( n = 0 \), then \( m = x^k \) for
some nonzero \( k \in \mathbb{Z} \), so \( \log \circ m \in \mathcal{E}_0 \circ \log \). If \( n > 0 \), then by definition \( m = \exp \circ h \) for some \( h \in \mathcal{E}_{n-1} \), so \( \log \circ m = h \in \mathcal{E}_{n-1} \subseteq \mathcal{E}_{n+1} \circ \log \), which finishes the proof of the lemma. \(\square\)

**Proposition 2.14.** We have \( \mathcal{H} = \bigcup_{k \in \mathbb{N}} \mathcal{E} \circ \log_k \); in particular, for large \( f \in \mathcal{H} \), there exist \( k, l, \nu \in \mathbb{N} \) such that \( \text{level}(f) = k - l \) and

\[
\exp_k(x^\nu) \circ \log_l \geq |f| \geq \exp_k(x^{1/\nu}) \circ \log_l.
\]

**Proof.** Since \( \mathcal{E} \subseteq \mathcal{E} \circ \log \subseteq \mathcal{E} \circ \log_2 \subseteq \cdots \), it follows from Lemma 2.13 and Proposition 2.12 that \( \bigcup_{k \in \mathbb{N}} \mathcal{E} \circ \log_k \) contains all functions of \( \mathcal{H} \) that are defined by \( L_{\text{an,exp,log}} \)-terms. Equality between the two sets then follows from [10, Corollary 4.7]. The estimates follow from (E4). \(\square\)

In view of the previous proposition, for \( h \in \mathcal{H} \) and \( k \in \mathbb{N} \) and \( f \in \mathcal{E} \) such that \( h = f \circ \log_k \), we let

\[
\mathcal{M}(h) := \{m \circ \log_k : m \in \mathcal{M}(g)\}
\]

be the set of **principal monomials** of \( h \) and

\[
\text{lm}(h) := \text{lm}(g) \circ \log_k
\]

be the **leading monomial** of \( h \).

**Lemma 2.15.** Let \( g_1, g_2 \in \mathcal{E} \) and \( k_1, k_2 \in \mathbb{N} \) be such that \( k_1 \leq k_2 \) and \( g_1 \circ \log_{k_1} = g_2 \circ \log_{k_2} \). Then \( \text{eh}(g_2) = \text{eh}(g_1) + k_2 - k_1 \).

**Proof.** The hypothesis implies that \( g_1 \circ \exp_{k_2-k_1} = g_2 \), so the conclusion follows from Corollary 2.11(1). \(\square\)

Justified by Lemma 2.13, we extend \( \text{eh} \) uniquely to all of \( \mathcal{H} \) as follows: given \( f \in \mathcal{H} \), choose \( g \in \mathcal{E} \) and \( k \in \mathbb{N} \) such that \( f = g \circ \log_k \), and put

\[
\text{eh}(f) := \text{eh}(g) - k.
\]

**Corollary 2.16.**

1. Let \( f \in \mathcal{H} \). Then \( \text{eh}(f \circ \exp) = \text{eh}(f) + 1 \) and \( \text{eh}(f \circ \log) = \text{eh}(f) - 1 \).
2. Let \( f \in \mathcal{H} \) be infinitely increasing. Then

\[
\text{level}(f) = \text{eh}(\text{lm}(f)) \leq \text{eh}(f).
\]
3. For \( k \in \mathbb{N} \) the set

\[
\mathcal{H}_{\leq k} := \{f \in \mathcal{H} : \text{eh}(f) \leq k\}
\]

is a differential subfield of \( \mathcal{H} \).

**Proof.** (1) Let \( g \in \mathcal{E} \) and \( k \in \mathbb{N} \) be such that \( f = g \circ \log_k \). Note that \( \text{eh}(f \circ \log) = \text{eh}(f) - 1 \) by definition of \( \text{eh} \). If \( k > 0 \), the same is true for \( f \circ \exp \); whereas if \( k = 0 \), then \( f \in \mathcal{E} \) and \( \text{eh}(f \circ \exp) = \text{eh}(f) + 1 \) by Corollary 2.11(1).
Part (2) follows from the definition of $\text{eh}(f)$ and inequality \((2.1)\).

For part (3), let $k \in \mathbb{N}$ and $f \in \mathcal{H}_{\leq k}$. Let also $i, j \in \mathbb{N}$ and $g \in \mathcal{E}_i$ be such that $f = g \circ \log_j$. Then

$$f' = \frac{1}{\log_0 \cdots \log_{j-1}} = \frac{g'}{\exp_j \cdots \exp_1} \circ \log_j \in \mathcal{H}_{\leq k},$$

so part (3) follows from Corollary 2.5.

For each $i \in \mathbb{Z} \cup \{-\infty\}$, we set

$$\mathcal{H}_i := \{ f \in \mathcal{H} : \text{eh}(f) = i \} \cup \{0\}.$$

By Corollary 2.11(1), each $\mathcal{H}_i$ is an $\mathbb{R}$-vector subspace of $\mathcal{H}$, and we have $\mathcal{H}_i \cap \mathcal{H}_j = \{0\}$ for $i \neq j$.

**Corollary 2.17.** As $\mathbb{R}$-vector spaces, we have

$$\mathcal{H} = \bigoplus_{n \in \mathbb{Z} \cup \{-\infty\}} \mathcal{H}_n. \quad \square$$

Finally, we set

$$\mathcal{E}_\infty := \bigoplus_{n \in \mathbb{N}} (\mathcal{P}\mathcal{E}_n \cup \{0\})$$

and

$$\mathcal{U} := \bigcup_{k \in \mathbb{N}} \mathcal{E}_\infty \circ \log_k;$$

the germs in $\mathcal{U}$ are called **purely infinite**. This set $\mathcal{U}$ is an $\mathbb{R}$-vector subspace of $\mathcal{H}$ and, by Corollary 2.7 and Proposition 2.14, we have

$$\mathcal{H} = \mathcal{U} \oplus \mathcal{B},$$

where $\mathcal{B}$ is the $\mathbb{R}$-vector subspace of all bounded germs of $\mathcal{H}$. We set

$$\mathcal{L} := \exp \circ \mathcal{U},$$

a multiplicative $\mathbb{R}$-vector subspace of $\mathcal{H}^{>0}$.

**Proposition 2.18.**

1. $\mathcal{L} = \bigcup_{k \in \mathbb{N}} \mathcal{M} \circ \log_k$, that is, $\mathcal{L}$ is the set of principal monomials of $\mathcal{H}$.
2. We have $h \asymp \text{lm}(h)$, for $h \in \mathcal{H}$; in particular, every Archimedean class of $\mathcal{H}^{>0}$ contains exactly one representative from $\mathcal{L}$.
3. Every $h \in \mathcal{H}$ is of the form $p(m, M)$, where $p \in \mathbb{R}\{X\}[Y]$, $X = (X_1, \ldots, X_k)$, $Y = (Y_1, \ldots, Y_l)$ for some $k, l \in \mathbb{N}$, $m = (m_1, \ldots, m_k)$ and $M = (M_1, \ldots, M_l)$ with each $m_i \in \mathcal{L}$ small and each $M_j \in \mathcal{L}$ large.
Proof. (1) By definition, we have

\[ \exp \circ \mathcal{E}^\infty = \prod_{n \in \mathbb{N}} (\mathcal{P}\mathcal{M}_{n+1} \cup \{1\}) \subseteq \mathcal{M}, \]

so that \( \mathcal{L} = \bigcup_{k \in \mathbb{N}} (\exp \circ \mathcal{E}^\infty) \circ \log_k \subseteq \bigcup_{k \in \mathbb{N}} \mathcal{M} \circ \log_k \). On the other hand, we have \( x = \exp \circ \log \in (\exp \circ \mathcal{E}^\infty) \circ \log \), while Lemma 2.10 implies that \( \mathcal{E}^\infty \circ \exp \subseteq \mathcal{E}^\infty \), so that \( \exp \circ \mathcal{E}^\infty \subseteq \exp \circ \mathcal{E}^\infty \circ \log \). Since \( \exp \circ \mathcal{E}^\infty \circ \log \) is a multiplicative group, it follows from the equality in (2.3) that \( \mathcal{M} \subseteq \exp \circ \mathcal{E}^\infty \circ \log \). Therefore, we get \( \bigcup_{k \in \mathbb{N}} \mathcal{M} \circ \log \subseteq \bigcup_{k \in \mathbb{N}} (\exp \circ \mathcal{E}^\infty) \circ \log_k \), which proves part (1).

(2) Let \( h \in \mathcal{H} \), and let \( g \in \mathcal{E} \) and \( k \in \mathbb{N} \) be such that \( h = g \circ \log_k \). Then \( g \simeq \text{lm}(g) \) by \((E3)\), so that \( h \simeq \text{lm}(g) \circ \log_k = \text{lm}(h) \). On the other hand, no two distinct germs in \( \mathcal{M} \) are in the same Archimedean class by \((E2)\). Also, by Lemma 2.10, we have \( \mathcal{M} = \mathcal{M} \circ \exp \circ \log \subseteq \mathcal{M} \circ \log \subseteq \mathcal{M} \circ \log_2 \subseteq \cdots \), so it follows from part (1) that no two distinct germs in \( \mathcal{L} \) are in the same Archimedean class.

(3) follows from the definition of \( \mathcal{E} \), part (1) and Proposition 2.14. □

3. Real domains

In this section, we introduce real domains and study the \( \mathbb{L} \)-analytic continuations of some elementary germs in \( \mathcal{H} \). We let \( \text{Log} : \mathbb{L} \to \mathbb{C} \) be the biholomorphic map

\[ \text{Log} x := \log |x| + i \arg x, \]

and we let \( \text{Exp} : \mathbb{C} \to \mathbb{L} \) be its inverse. Corresponding to this chart, we define

\[ d(x, y) := |\text{Log} x - \text{Log} y| \]

and set \( B(x, s) := \{ y \in \mathbb{L} : d(x, y) < s \} \) for \( x \in \mathbb{L} \).

Here is a general observation about analytic continuations on \( \mathbb{L} \):

**Lemma 3.1.** Let \( U \subseteq \mathbb{C} \setminus \{0\} \) be a domain and \( f : U \to \mathbb{C} \setminus \{0\} \) be holomorphic, and assume that \( \pi^{-1}(U) \) is simply connected. Then \( f \) lifts to a unique holomorphic \( \tilde{f} : \pi^{-1}(U) \to \mathbb{L} \) such that \( f \circ \pi = \pi \circ \tilde{f} \).

**Proof.** Note that \( \exp(\text{Log}(\pi^{-1}(U))) = U \) and that \( V := \text{Log}(\pi^{-1}(U)) \) is a simply connected domain in \( \mathbb{C} \). By assumption, both \( f \circ \exp : V \to \mathbb{C} \setminus \{0\} \) and \( 1/f \circ \exp : V \to \mathbb{C} \setminus \{0\} \) are holomorphic, so by [8, Theorem 13.11], there exists a holomorphic \( g : V \to \mathbb{C} \) such that \( f \circ \exp = \exp \circ g \). Now define \( \tilde{f} := \exp \circ g \circ \text{Log} \); since \( \pi \circ \text{Exp} = \exp \) and \( \exp \circ \text{Log} = \pi \), it follows that \( f \circ \pi = \pi \circ \tilde{f} \). □

**Examples 3.2.** Particular examples of the previous lemma include:
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(1) \( f \in \mathbb{C}(X) \) and \( U = D(a) \), where \( a > 0 \) is such that \( Z(f) := \{ z \in \mathbb{C} : f(z) = 0 \} \subseteq B_a(0) := \{ w \in \mathbb{C} : |w| < a \} \) and 
\[
D(a) := \{ z \in \mathbb{C} : |z| > a \};
\]

(2) for \( a \in \mathbb{R} \), the injective map \( t_a : D(|a|) \rightarrow \mathbb{C} \setminus \{0\} \) defined by \( t_a(z) := z + a \). Note that, in this case, the corresponding lifting extends to a biholomorphic map \( t_a : \mathbb{L} \setminus \pi^{-1}(-a) \rightarrow \mathbb{L} \setminus \pi^{-1}(a) \) with compositional inverse \( t_{-a} \);

(3) \( f \in \mathbb{R}\{T\} \) is nonzero, where \( T \) is a single indeterminate, and \( a > 0 \) is sufficiently small such that \( f(z) \neq 0 \) for \( z \in U := B_a(0) \setminus \{0\} \). In this situation, if \( f(0) = 0 \), then \( |f(x)| \rightarrow 0 \) as \( |x| \rightarrow 0 \); while if \( f(0) \neq 0 \), then \( d(f(x), a) \rightarrow 0 \) as \( |x| \rightarrow 0 \);

(4) The map \( \exp : \mathbb{C} \setminus \{0\} \rightarrow \mathbb{C} \setminus \{0\} \); we denote the corresponding analytic continuation by \( \exp : \mathbb{L} \rightarrow \mathbb{L} \setminus \{(1, 0)\} \). Note that \( \exp = \text{Exp} \circ \pi \).

However, we need more precise information on the kinds of simply connected domains on which definable functions have analytic continuations. We set 
\[
H(a) := \{ z \in \mathbb{C} : \text{Re} \ z > a \},
\]
for \( a \in \mathbb{R} \cup \{-\infty\} \), and
\[
S := \left\{ z \in \mathbb{C} : |\text{Im} \ z| < \frac{\pi}{2} \right\}.
\]
We denote by \( \log : H(0) \rightarrow S \) the main branch of the logarithm on \( H(0) \) and by \( \arg : H(0) \rightarrow (-\frac{\pi}{2}, \frac{\pi}{2}) \) the main branch of the argument; note that, for \( a > 1 \), we have \( \log H(a) \subseteq H(\log a) \).

**Definition 3.3.** A set \( U \subseteq H(0) \) is a real domain if there exist \( a \geq 0 \) and a continuous function \( f = f_{U, \arg} : (a, +\infty) \rightarrow (0, \frac{\pi}{2}) \) such that 
\[
U \cap H(a) = \{ z \in H(a) : |\arg z| < f(|z|) \}.
\]
Note that \( U \) is definable if \( f_{U, \arg} \) is definable.

**Examples 3.4.** The following are definable real domains:

(1) \( H(a) \) for \( a \geq 0 \);

(2) for \( 0 < \alpha \leq \frac{\pi}{2} \), the sector \( S(\alpha) := \{ z \in H(0) : |\arg z| < \alpha \} \).

A special class of definable real domains are the following:

**Definition 3.5.** A set \( U \subseteq H(0) \) is a standard domain if there exist \( a \geq 0 \) and a continuous function \( f = f_{U, \text{Im}} : (a, +\infty) \rightarrow (0, +\infty) \) such that 
\[
U \cap H(a) = U_f := \{ z \in H(a) : |\text{Im} z| < f(\text{Re} z) \}.
\]
Note that \( U \) is definable if \( f_{U, \text{Im}} \) is definable.
For example, every sector \( S(\alpha) \), for \( \alpha < \frac{\pi}{2} \), is a definable standard domain; but the half-planes \( H(a) \), for \( a > 0 \), are not standard domains.

**Lemma 3.6.** Let \( U \subseteq H(0) \). If \( U \) is a definable standard domain, then \( U \) is a definable real domain. Moreover, if \( V \subseteq U \) is a definable real domain, then \( V \) is a definable standard domain.

**Proof.** Assume there exist \( b \geq 0 \) and a definable \( g = f_{U, \text{Im}} : (b, +\infty) \rightarrow (0, +\infty) \) such that

\[
U \cap H(b) = \{ z \in H(b) : |\text{Im } z| < g(\text{Re } z) \}.
\]

The functions \( \rho_g, \theta_g : (b, +\infty) \rightarrow (0, +\infty) \) defined by

\[
\rho_g(x) := \sqrt{x^2 + g(x)^2} \quad \text{and} \quad \theta_g(x) := \arctan(g(x)/x)
\]

are definable, and \( \rho_g \) is infinitely increasing. So there exists \( c \geq b \) such that \( \rho_g|_{(c, +\infty)} \) is injective with compositional inverse \( \rho_g^{-1} : (a, +\infty) \rightarrow (c, +\infty) \). Therefore, we set

\[
\xi_g := \theta_g \circ \rho_g^{-1},
\]

and we have \( U \cap H(a) = \{ z \in H(a) : |\arg z| < \xi_g(|z|) \} \).

Moreover, let \( d \geq a \) and \( f : (d, +\infty) \rightarrow (0, \pi/2) \) be such that \( U_f \subseteq U \); then \( f \leq f_{U, \arg} = \xi_g \). Define \( \eta_f : (d, +\infty) \rightarrow (0, +\infty) \) by

\[
\eta_f(x) := x \cdot (\cos \circ f)(x).
\]

Note that, for \( z \in \partial U \), we have \( \text{Re } z = |z| \cdot (\cos \circ \xi_g)(|z|) \); since \( U \) is a definable standard domain, it follows that the function \( x \mapsto x \cdot (\cos \circ \xi_g)(x) \) is infinitely increasing. Since \( \cos|_{(0, \pi/2)} \) is decreasing and \( \eta_f \) is definable, it follows that \( \eta_f \) is infinitely increasing as well. Increasing \( d \) if necessary, we may assume that \( \eta_f \) is strictly increasing with image \( (e, +\infty) \), for some \( e > 0 \), and we denote by \( \eta_f^{-1} : (e, +\infty) \rightarrow (d, +\infty) \) its compositional inverse. Then

\[
V \cap H(e) = \{ z \in H(e) : |\text{Im } z| < \left( \eta_f^{-1} \cdot (\sin \circ f \circ \eta_f^{-1}) \right)(\text{Re } z) \},
\]

which shows that \( V \) is a standard domain. \( \square \)

It is convenient to talk about *germs* of sets in \( H(0) \) at \( \infty \): for two subsets \( A, B \subseteq H(0) \), we set \( A \sim B \) if and only if there exists \( a > 0 \) such that \( A \cap D(a) = B \cap D(a) \). The corresponding equivalence classes of subsets of \( H(0) \) are called **germs** of subsets of \( H(0) \) at \( \infty \). We will not explicitly distinguish between subsets of \( H(0) \) and their germs at \( \infty \) when the meaning is clear from context. In this sense, every definable real domain \( U \) corresponds to a unique element \( f = f_{U, \arg} \in (0, \pi/2]_\mathcal{H} \), where

\[
(0, \pi/2]_\mathcal{H} := \left\{ h \in \mathcal{H} : 0 < h \leq \frac{\pi}{2} \right\},
\]
and we write $U = U_f$ in this sense; the standard domains correspond to
\[ \mathcal{H}_{st} := \{ f \in (0, \pi/2)_H : f = f_{U, \arg} \text{ for some standard } U \}. \]

It follows from Lemma 3.6 that:

**Corollary 3.7.** $\mathcal{H}_{st}$ is a cut in $(0, \pi/2)_H$. \qed

The notion of real domain also makes sense on the Riemann surface $L$ of the logarithm: for $a \geq 0$, we set
\[ H_L(a) := \{ (r, \varphi) \in L : r > a \}. \]

**Definition 3.8.** Let $U \subseteq L$. We call $U$ a real domain if there exist $a \geq 0$ and a continuous function $f = f_{U, \arg} : (a, +\infty) \to (0, +\infty]$ such that
\[ U = U_f := \{ z \in H(a) : |\arg z| < f(|z|) \}. \]

Note that $U$ is simply connected, and that $U$ is definable if and only if $f_{U, \arg}$ is. We call $U$ **angle-bounded** if $f_{U, \arg}$ is bounded.

For example, for $a > 0$, the set $H_L(a)$ is a definable real domain and, for $\alpha > 0$, the **strip** or **sector**
\[ S_L(\alpha) := \{ x \in L : |\arg x| < \alpha \} \]
is a definable and angle-bounded real domain.

We call a real domain $U \subseteq S_L(\pi/2)$ a **standard domain** if $\pi(U) \subseteq H(0)$ is a standard domain.

**Lemma 3.9.** Let $U, \mathcal{W} \subseteq L$ be real domains and $\varphi : \mathcal{W} \to L$ be holomorphic and injective. Assume that $U \subseteq \mathcal{W}$ and $\varphi(U)$ and $\varphi(\mathcal{W})$ are real domains. Then $f_{U} < f_{\mathcal{W}}$ if and only if $f_{\varphi(U)} < f_{\varphi(\mathcal{W})}$.

**Proof.** It is straightforward to see that $U \subseteq \mathcal{W}$ if and only if $f_{U} < f_{\mathcal{W}}$. Since $\varphi$ is injective, it follows that $f_{U} < f_{\mathcal{W}}$ iff $\varphi(U) \subseteq \varphi(\mathcal{W})$ iff $f_{\varphi(U)} < f_{\varphi(\mathcal{W})}$.

**Example 3.10.** Note that $\text{Log}(H_L(1)) = H(0)$ and, for $x \in S_L(\pi/2)$, we have $\text{Log}(x) = \log(\pi(x))$. Thus we define $\log : H_L(1) \to S_L(\pi/2)$ by
\[ \text{log}(x) := (\pi|S(\pi/2))^{-1}(\text{Log}(x)); \]
note that $\epsilon \text{Log}|S_L(\pi/2) = \text{log}^{-1}$.

For real $r > 0$, we also define the **power function** $p_r : L \to L$ by
\[ p_r(s, \theta) := (s^r, r\theta) \]
and the **scalar multiplication** $m_r : L \to L$ by
\[ m_r(s, \theta) := (rs, \theta). \]
Thus, if \( \varphi \) is any of \( \log, p_r \) or \( m_r \), we have \( \varphi : L \rightarrow L \), while \( \epsilon \varphi : U_{\pi/2} \rightarrow \mathbb{L} \).

We also work near \( \infty \), in the following sense: two sets \( A, B \subseteq L \) are called **equivalent at** \( \infty \) if there exists \( R > 0 \) such that \( A \cap H_L(R) = Y \cap H_L(R) \). The corresponding equivalence classes are called the **germs at** \( \infty \) of subsets of \( L \). We will not explicitly distinguish between subsets of \( L \) and their germs at \( \infty \) when the meaning is clear from context. In this sense, every definable real domain \( \mathcal{U} \subseteq L \) corresponds to a unique element \( f = f_\mathcal{U} \in \mathcal{H}^{>0} := \mathcal{H}^{>0} \cup \{ +\infty \} \), where

\[
\mathcal{H}^{>0} := \{ h \in \mathcal{H} : h > 0 \},
\]

and we write \( \mathcal{U} = \mathcal{U}_f \) in this sense.

Given germs \( \mathcal{U}, \mathcal{V} \) at \( \infty \) of domains in \( L \), we write \( \varphi : \mathcal{U} \rightarrow \mathcal{V} \) to mean that \( \varphi \) is a map defined on some domain in \( L \) whose germ at \( \infty \) is \( \mathcal{U} \) and taking values in some domain in \( L \) whose germ at \( \infty \) is \( \mathcal{V} \).

**Basic images.** Our first goal is to understand images of definable real domains under power functions, \( \log \) and \( \exp \).

**Example 3.11.** Let \( \mathcal{U} \subseteq H_L(1) \) be a definable real domain. Then direct computation shows that \( \log(\mathcal{U}) \) is a definable standard domain.

**Definition 3.12.** Let \( \mathcal{U}, \mathcal{V} \) be germs at \( \infty \) of domains in \( L \) and \( \varphi : \mathcal{U} \rightarrow \mathcal{V} \).

1. If \( \varphi|_\mathcal{U} \) is injective and \( \varphi(\mathcal{U}') \) is (the germ at \( \infty \) of) a real domain, for every real domain \( \mathcal{U}' \subseteq \mathcal{U} \), we say that \( \varphi \) maps **real domains to real domains** and write \( \varphi : \mathcal{U} \rightarrow^{\text{real}} \mathcal{V} \).

2. If \( \varphi|_\mathcal{U} \) is injective and \( \varphi(\mathcal{U}') \) is a definable real domain, for every definable real domain \( \mathcal{U}' \subseteq \mathcal{U} \), we say that \( \varphi \) maps **definable real domains to definable real domains** and write \( \varphi : \mathcal{U} \rightarrow^{\text{dfr}} \mathcal{V} \).

3. If \( h \in \mathcal{H}^{>0} \) and \( \varphi : \mathcal{U}_h \rightarrow \mathcal{V} \), we denote by \( \nu_\varphi : (0, h)_\mathcal{H} \rightarrow \mathcal{H}^{>0} \) the map defined by

\[
\nu_\varphi(g) := f_{\varphi(u_g)}.
\]

If, moreover, we have that \( \varphi \) is an analytic continuation of \( f \in \mathcal{H} \), we set \( \nu_f := \nu_\varphi \).

**Examples 3.13.** Let \( f \in \mathcal{H}^{>0} \).

1. For \( r > 0 \), the maps \( m_r \) and \( p_r \) are injective, and direct computation shows that

\[
\nu_{m_r}(f) = f \circ m_{1/r}
\]
and
\[ \nu_{pr}(f) = m_r \circ f \circ p_{1/r} \]
where \( m_s : \mathbb{R} \to \mathbb{R} \) and \( p_s : [0, \infty) \to [0, \infty) \) are defined by \( m_s(x) := sx \) and \( p_s(x) := x^s \), for \( s > 0 \). In particular, \( m_r : \mathbb{L} \to \mathbb{L} \) and \( p_r : \mathbb{L} \to \mathbb{L} \); moreover, \( p_r : \mathcal{H}_L(1) \to \mathcal{H}_L(1) \).

(2) We define \( \rho_{\log}(f) := \sqrt{\log^2 + f^2} \) and \( \theta_{\log}(f) := \arctan(f / \log) \). Then \( \rho_{\log}(f) \in \mathcal{I} \), and \( \nu_{\log}(f) = \theta_{\log}(f) \circ (\rho_{\log}(f))^{-1} \in \mathcal{H}_{st} \).

It follows that \( \mathbf{log} : \mathcal{H}_L(1) \to \mathcal{S}_L(\pi/2) \) with \( \nu_{\log} : \mathcal{H}^0 \to \mathcal{H}_{st} \).

Since \( \epsilon \rho \mid_{S_L(\pi/2)} = (\mathbf{log} \mid_{\mathcal{H}_L(1)})^{-1} \), it follows that \( \epsilon \rho : S_L(\pi/2) \to \mathcal{H}_L(1) \), that both \( \nu_{\log} \) and \( \nu_{\exp} : \mathcal{H}_{st} \to \mathcal{H}^0 \) are injective and \( \nu_{\exp} \) is the compositional inverse of \( \nu_{\log} \).

(3) For an element \( a \in \mathbb{R} \), an elementary calculation shows that, if \( f \) is bounded, then \( t_a : \mathcal{U}_f \to \mathcal{U}_f \) and \( t_a : \mathcal{U}_f \to \mathcal{U}_f \), so that \( \nu_{ta} : \mathcal{H}^0 \setminus \mathcal{I} \to \mathcal{H}^0 \setminus \mathcal{I} \); moreover, we have \( \nu_{ta}^{-1} = \nu_{t_{-a}} \). On the other hand, if \( f \in \mathcal{I} \), then \( t_a(\mathcal{U}_f) \) is not a definable real domain—in fact, it is not even a real domain in general. However, the same calculation as for bounded \( f \) shows that, for \( f \in \mathcal{I} \) and real \( \epsilon > 0 \), we have (as germs)
\[
(3.1) \quad \mathcal{U}_{f_{\epsilon t_{-a}}} \subseteq t_a(\mathcal{U}_f) \subseteq \mathcal{U}_{f_{\epsilon t_a}}.
\]

The next lemma, together with the previous examples, can be used to describe \( \nu_w \) for every finite composition \( w \) of \( \exp, \log \) and \( p_r \) with \( r > 0 \)—at least in principle. As we do not need the details here, we leave it to the reader to explore this.

**Lemma 3.14.** Let \( g, h \in \mathcal{H}^0 \), \( \mathcal{U} \) the germ at \( \infty \) of some domain in \( \mathbb{L} \), \( \varphi : \mathcal{U}_g \to \mathcal{U}_h \) and \( \psi : \mathcal{U}_h \to \mathcal{U} \). Then \( \psi \circ \varphi : \mathcal{U}_g \to \mathcal{U} \) and
\[ \nu_{\psi \circ \varphi} = \nu_{\psi} \circ \nu_{\varphi}. \]

**Proof.** Straightforward; we leave the details to the reader. \( \square \)

4. **Angular level**

To describe the analytic continuation properties of germs in \( \mathcal{H} \), we need a rough measure of the size of a real domain. We first recall the main properties of level.

**Facts 4.1 (the Proposition in [5]).** Let \( f, g \in \mathcal{I} \).

(1) level(exp) = 1, level(log) = -1 and, for real \( r > 0 \), level(p_r) = 0.
If \( f \leq g \), then \( \text{level}(f) \leq \text{level}(g) \).

(3) \( \text{level}(f \circ g) = \text{level}(f) + \text{level}(g) \).

(4) \( \text{level}(fg) = \text{level}(f + g) = \max\{\text{level}(f), \text{level}(g)\} \).

(5) If \( u \in \mathcal{H} \) is such that \( 0 < u(+\infty) < +\infty \), then \( \text{level}(fu) = \text{level}(f) \).

We extend the level to all of \( \mathcal{H}^{>0} \) as follows: we set \( \mathcal{D} := \{1/f : f \in \mathcal{I}\} \), and for \( n \in \mathbb{Z} \), we let \( \mathcal{I}_n \) be the set of all \( f \in \mathcal{I} \) of level \( n \), and we set \( \mathcal{D}_n := \{1/f : f \in \mathcal{I}_n\} \).

For \( f \in \mathcal{D} \), we define the \textit{level} of \( f \) to be the unique \( n \in \mathbb{Z} \) such that \( f \in \mathcal{D}_n \). Furthermore, we set \( \mathcal{H}^{<1} := \mathcal{H}^{>0} \setminus (\mathcal{I} \cup \mathcal{D}) \) and \( \text{level}(f) := -\infty \), for \( f \in \mathcal{H}^{<1} \). Note that \( \mathcal{B} \cap \mathcal{H}^{>0} = \mathcal{H}^{<1} \cup \mathcal{D} \).

**Proposition 4.2.** Let \( f, g \in \mathcal{H}^{>0} \).

(1) If \( f, g \in \mathcal{I} \cup \mathcal{H}^{<1} \) and \( f \leq g \), then \( \text{level}(f) \leq \text{level}(g) \).

(2) If \( f, g \in \mathcal{D} \cup \mathcal{H}^{<1} \) and \( f \leq g \), then \( \text{level}(f) \geq \text{level}(g) \).

(3) \( \text{level}(f \circ g) = \text{level}(f) + \text{level}(g) \).

(4) \( \text{level}(fg) \leq \max\{\text{level}(f), \text{level}(g)\} \); equality holds whenever \( \text{level}(f) \neq \text{level}(g) \).

(5) If \( f, g \in \mathcal{D} \) and \( h \) is a nonzero \( \mathbb{R} \)-linear combination of \( f \) and \( g \), then \( \text{level}(h) \geq \max\{\text{level}(f), \text{level}(g)\} \).

(6) If \( f, g \in \mathcal{U} \) and \( h \) is a nonzero \( \mathbb{R} \)-linear combination of \( f \) and \( g \), then \( \text{level}(h) \leq \max\{\text{level}(f), \text{level}(g)\} \).

(7) If \( f \asymp g \), then \( \text{level}(f) = \text{level}(g) \).

**Proof.** Parts (1)–(3) follow directly from Facts 11, we leave the details to the reader. For part (4), we assume that \( f \in \mathcal{I} \) and \( g \in \mathcal{D} \); all other cases follow easily from Facts 11. The desired inequality clearly holds if \( \text{level}(fg) = -\infty \), so we also assume that \( \text{level}(fg) \in \mathbb{Z} \). In this situation, if \( fg \in \mathcal{I} \), then the equality \( f = (fg)/g \) implies

\[
\max\{\text{level}(f), \text{level}(g)\} \geq \text{level}(f) = \max\{\text{level}(fg), \text{level}(g)\} \geq \text{level}(fg),
\]

while if \( fg \in \mathcal{D} \), the equality \( 1/g = f/(fg) \) implies

\[
\max\{\text{level}(f), \text{level}(g)\} \geq \text{level}(g) = \max\{\text{level}(fg), \text{level}(f)\} \geq \text{level}(fg).
\]
Moreover, in the first case, if level\((g) \neq \text{level}(f)\), then level\((g) < \text{level}(f)\) and level\((fg) = \max\{\text{level}(f), \text{level}(g)\}\); a similar argument works in the second case, and (4) is proved.

For (5) and (6), note that \(\mathcal{M}(h) \subseteq \mathcal{M}(f) \cup \mathcal{M}(g)\).

For (7), note that \(f = (f/g) \cdot g\) and apply (4). \(\square\)

**Example 4.3.** For an example where equality fails in Proposition 4.2(4), let \(n \in \mathbb{N}\) be at least 2, and set \(f := \log / \log_n \in I \cap (\mathcal{D} \cdot \log)\) and \(g := 1/\log \in \mathcal{D}\). Since \(\sqrt{\log} > \log_n\), we have \(\log > f > \sqrt{\log}\) so that \(\text{level}(f) = \text{level}(g) = -1\); but \(\text{level}(fg) = -n\).

What we are looking for is a notion of “angular level” \(\text{al} : \mathcal{H}^0 \rightarrow \mathbb{Z}\) that mirrors some of the properties of level, but where composition in \(\nu\) replaces \(\nu\) and \(\text{level}(\cdot)\) with \(\text{level}(\cdot)\). For (5) and (6), note that \(\text{level}(\cdot)\) works in the situation where the level is not adequate.

**Lemma 4.4.** Let \(f, g \in \mathcal{H}^0\) and \(0 < r < s\) be real numbers.

1. If \(f < g\), then \(0 < \nu_{m_r}(f) < \nu_{m_r}(g)\), \(0 < \nu_{p_r}(f) < \nu_{p_r}(g)\) and \(\nu_{\log}(f) < \nu_{\log}(g)\).

2. If \(f \circ \log\) is strictly decreasing and \(sf \geq rg\) then, for any \(t, u > 0\), we have \(\nu_{p_r \circ m_u}(f) < \nu_{p_r \circ m_u}(g)\) and \(\nu_{m_r \circ p_u}(g) < \nu_{m_r \circ p_u}(f)\).

**Proof.** Part (1) follows from Examples 3.13 and Lemma 3.39. For part (2), assume that \(sf \geq rg\) and let \(t, u > 0\). Since \(p_{1/r} \circ m_{1/t} > p_{1/s} \circ m_{1/u}\), it follows that

\[
\nu_{m_r \circ p_u}(g) = rg \circ p_{1/r} \circ m_{1/t} \leq sf \circ p_{1/r} \circ m_{1/t} < sf \circ p_{1/s} \circ m_{1/u} = \nu_{m_r \circ p_u}(f),
\]

if \(f\) is strictly decreasing, while

\[
\nu_{m_r \circ p_u}(g) = rg \circ p_{1/r} \circ m_{1/t} < rg \circ p_{1/s} \circ m_{1/u} \leq sf \circ p_{1/s} \circ m_{1/u} = \nu_{m_r \circ p_u}(f),
\]

if \(g\) is strictly decreasing; this proves the second inequality in (2). The proof of the first inequality is similar. \(\square\)

**Remark.** Part (2) of the previous lemma is false if \(f\) is increasing and \(g = f\).

**Lemma 4.5.** Let \(f \in \mathcal{D} \cdot \log\). Then there exists \(u = u_{\log}(f) \in \mathcal{H}\) such that \(u \sim 1\) and

\[
\nu_{\log}(f) \sim \frac{f}{\log} \circ \exp(p_1 \cdot u).
\]
Proof. As \( f \) is fixed in this proof, we simply write \( \rho, \theta \) and \( \mu \) in place of \( \rho_{\log}(f), \theta_{\log}(f) \) and \( \mu_{\log}(f) \) as in Example 3.13(2). From the definition of \( \rho \) and \( \theta \), and since \( f / \log \in \mathcal{D} \), \( \arctan x = x + o(x) \) as \( x \to 0 \) and \( \theta \) is bounded, we get

\[(4.1) \quad \rho \sim \log \]

and

\[(4.2) \quad \theta \sim \frac{f}{\log} \cdot \log \]

By (4.1), there exists \( v \in \mathcal{H} \) such that \( v(+\infty) = 1 \) and \( \rho = \log \cdot v \). Composing on the right with \( \psi := \rho^{-1} \) yields \( p_1 = (\log \circ \psi) \cdot (v \circ \psi) \), so there exists \( u \in \mathcal{H} \) such that \( u(+\infty) = 1 \) and \( p_1 \cdot u = \log \circ \psi \). Composing on the left with \( \exp \) now gives

\[(4.3) \quad \exp(p_1 \cdot u) = \psi. \]

We get from (4.2) and (4.3) that

\[ \nu = \theta \circ \psi \sim \frac{f}{\log} \circ \psi = \frac{f}{\log} \circ \exp(p_1 \cdot u), \]

as required. \( \square \)

The previous two lemmas imply that the level comes close to behaving like the angular level we are looking for:

**Corollary 4.6.**

- (1) For \( r > 0 \), the map \( \nu_{pr} : \mathcal{H}^{>0} \rightarrow \mathcal{H}^{>0} \) is an increasing bijection with inverse \( \nu_{p_1/r} \), and we have \( \text{level}(\nu_{pr}(f)) = \text{level}(f) \).

- (2) The map \( \nu_{\log} : \mathcal{H}^{>0} \rightarrow \mathcal{H}_{\text{st}} \) is an increasing bijection with inverse \( \nu_{\exp} \), and we have

\[ \text{level}(\nu_{\log}(f)) = \begin{cases} 
\text{level}(f / \log) + 1 & \text{if } f \in \mathcal{D} \cdot \log, \\
-\infty & \text{otherwise}.
\end{cases} \]

**Proof.** Examples 3.13, Proposition 4.2 and Lemmas 4.4 and 4.5. \( \square \)

The previous corollary suggests a definition of angular level, at least for \( f \in \mathcal{D} \cdot \log \) of level at least 0; since then \( \text{level}(f / \log) = \text{level}(f) \), we could take \( \text{al}(f) = \text{level}(f) \) for such \( f \) (or, more appropriately as we shall see below, as \( \text{al}(f) = \text{level}(f) + 1 \)). To figure out how to define angular level for the remaining \( f \), we let \( k \in \mathbb{Z} \) and set

\[ \mathcal{D}_{\geq k} := \{ f \in \mathcal{D} : \text{level}(f) \geq k \}. \]
Note that, for \( k \geq 0 \), we have \( \mathcal{D}_k \cdot \log = \mathcal{D}_k \), while \( \mathcal{D}_{-1} \subset \mathcal{D}_{-1} \cdot \log \) contains \( \sqrt{\log} \), which is infinitely increasing. Indeed, we have
\[
\mathcal{H}^{>0} = \mathcal{I} \setminus (\mathcal{D}_{-1} \cdot \log) \cup \mathcal{D}_{-1} \cdot \log \cup \mathcal{D}_{\geq 0}.
\]
Since \( \mathcal{D}_{-1} \cdot \log \) is convex and \( \mathcal{D}_{\geq 0} = \mathcal{D}_{\geq 0} \cdot \log \), it follows that

**Lemma 4.7.** We have \((\mathcal{H}^{\geq 1} \cup \mathcal{D}) \setminus \mathcal{D}_{\geq 0} \subseteq \mathcal{D}_{-1} \cdot \log.\)

From Corollary 4.6 we obtain:

**Corollary 4.8.** We have
\[
\nu_{\log}(\mathcal{H}^{>0} \setminus (\mathcal{D}_{\geq -1} \cdot \log)) = \left(0, \frac{\pi}{2}\right)_{\mathcal{H}} \setminus \mathcal{D}_{\geq 0} \subseteq \mathcal{D}_{-1} \cdot \log,
\]
and
\[
\nu_{\log}(\mathcal{D}_{k} \cdot \log) = \mathcal{D}_{k+1}, \quad \text{for } k \geq 0.\]

**Definition 4.9.** In view of the above, the angular level \( \text{al} : \mathcal{H}^{>0} \rightarrow \{-1, 0, \ldots\} \) is defined as
\[
\text{al}(f) : = \max \{-1, \text{level}(\nu_{\log}(f))\}
\]
\[
= \begin{cases} 
-1 & \text{if } f \in \mathcal{H}^{>0} \setminus (\mathcal{D}_{\geq -1} \cdot \log), \\
\text{level}(\nu_{\log}(f)) & \text{if } f \in \mathcal{D}_{\geq -1} \cdot \log.
\end{cases}
\]

From Proposition 4.2 and Corollary 4.8 we obtain:

**Proposition 4.10.** The angular level is decreasing and, for \( f, g \in \mathcal{H}^{>0} \), we have
\[
\begin{align*}
(1) \quad \text{al}(\nu_{\log}(f)) &= \text{al}(f) + 1; \\
(2) \quad \text{if } f \in \mathcal{D}_{\geq -1} \cdot \log, \text{ then } \text{al}(f) &= \max\{0, \text{level}(f) + 1\}; \\
(3) \quad \text{if } \text{al}(f) \geq 1, \text{ then } f \in \mathcal{D} \text{ and } f \text{ has level at least } 0; \\
(4) \quad \text{if } r, s > 0, \text{ then } \text{al}(f) &= \text{al}(m_r \circ f \circ m_s); \\
(5) \quad \text{for } r > 0, \text{ we have } \text{al}(\nu_{\text{pr}}(f)) &= \text{al}(f).
\end{align*}
\]

**Proof.** For part (1), since \( \nu_{\log}(f) \in \mathcal{H}^{\geq 1} \cup \mathcal{D} \), we have from Corollary 4.6(2) that
\[
\text{al}(\nu_{\log}(f)) - 1 = \text{level}(\nu_{\log}(\nu_{\log}(f))) - 1
\]
\[
= \max\{0, \text{level}(\nu_{\log}(f)) + 1\} - 1
\]
\[
= \max\{-1, \text{level}(\nu_{\log}(f))\}
\]
\[
= \text{al}(f).
\]
Parts (2) and (3) follow similarly. For part (4), note that if \( f = g \cdot \log \), then
\[
(4.4) \quad m_r \circ f \circ m_s = (m_r \circ g \circ m_s) \cdot (\log s + \log),
\]
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which is greater than \((m_{r/2} \circ g \circ m_s) \cdot \log\) and less than \((m_{2r} \circ g \circ m_s) \cdot \log\). Thus, if \(g \in D_k\), then \(m_{r/2} \circ g \circ m_s\) and \(m_{2r} \circ g \circ m_s\) belong to \(D_k\) and, since the latter is an interval, part (4) follows in this case. If \(g \notin D\) then, by equation (4.4), neither is \(m_r \circ f \circ m_s\), so part (4) also follows in this case.

For part (5) and \(r > 0\), note that \(\nu_p \circ (\log) = \log\), which implies that \(\nu_p \circ D^{-1} \cdot \log\) = \(D^{-1} \cdot \log\).

**Examples 4.11.**

1. If \(f \in H_{\geq 1}\), then \(\text{level}(f) = -\infty\) and \(f \in D_{\geq 1} \cdot \log\), so that \(\text{al}(f) = 0\). Thus, if \(\mathcal{U} \subseteq \mathbb{L}\) is a standard power domain, then \(f_{\mathcal{U}, \text{arg}}(\infty) = \frac{\pi}{2}\), so that \(\text{al}(f_{\mathcal{U}, \text{arg}}) = 0\).

2. If \(f \in \mathcal{I}\), then \(\text{al}(f) \in \{-1, 0\}\); in particular, if \(f > \log\), then \(\text{al}(f) = -1\).

3. If \(f \in D\), then \(\text{al}(f) \geq 0\); in particular, if \(f \prec \frac{1}{\log}\), then \(\text{al}(f) = \text{level}(f) + 1\). Thus, \(\text{al}(1/\exp_{k-1}) = k\), for \(k \in \mathbb{N}\).

The angular level provides us with a way to assign size to certain domains in \(\mathbb{L}\):

**Definition 4.12.** For \(k \in \mathbb{N} \cup \{-1\}\), we set

\[ H_k^{\text{ang}} := \{ h \in H^{>0} : \text{al}(h) = k \}; \]

in particular, \(H_{-1}^{\text{ang}} = H^{>0} \setminus (D_{\geq -1} \cdot \log)\) and \(H_0^{\text{ang}} = D_{-1} \cdot \log\). A domain \(\mathcal{U} \subseteq \mathbb{L}\) is called a \(k\)-domain if there exist \(f, g \in H_k^{\text{ang}}\) such that \(\mathcal{U}_f \subseteq \mathcal{U} \subseteq \mathcal{U}_g\).

It follows from Example 4.11(1) that every standard power domain is a 0-domain.

**Angular level for maps.** Based on the notion of angular level, we can now define a notion of angular level for maps on \(\mathbb{L}\).

**Definition 4.13.** Let \(\lambda \in \mathbb{Z}\), \(\mathcal{U}, \mathcal{V} \subseteq \mathbb{L}\) be domains and \(\varphi : \mathcal{U} \rightarrow \mathcal{V}\). We say that \(\varphi\) has angular level \(\lambda\) if, for \(k \geq \lambda - 1\) and every \(k\)-domain \(\mathcal{U}' \subseteq \mathcal{U}\), the image \(\varphi(\mathcal{U}')\) is a \((k - \lambda)\)-domain.

**Example 4.14.** It follows from Examples 3.13(1)–(3) and Proposition 4.10 that \(m_r, p_r : \mathbb{L} \rightarrow \mathbb{L}\) have angular level 0, for \(r > 0\), that \(\log : H_{1,1}(1) \rightarrow S_\pi(\pi/2)\) has angular level \(-1\), and that \(\exp : S_\pi(\pi/2) \rightarrow H_1(1)\) has angular level 1. Also, by Example 3.13(4), the map \(t_a : \mathbb{L} \rightarrow \mathbb{L}\) has angular level 0, for \(a > 0\); it is in order to include maps like the latter (which are analytic continuations of definable maps!) that the notions of \(k\)-domain and angular level for such maps are defined in such generality.
Finally, we can define the kind of analytic continuation property we are ultimately interested in.

**Definition 4.15.** Let \( \eta \in \mathbb{N} \) and \( \lambda \in \mathbb{Z} \) be such that \( \lambda \leq \eta \).

1. Let \( U, V \subseteq L \) and \( \varphi : U \rightarrow V \). We call \( \varphi \) an \((\eta, \lambda)\)-map if the following hold:
   a. \( U \) is an \((\eta - 1)\)-domain, \( V \) is an \((\eta - \lambda - 1)\)-domain and \( \varphi \) is biholomorphic of angular level \( \lambda \);
   b. for \( k \geq \eta - 1 \) and every \((k - \lambda)\)-domain \( \mathcal{V}' \subseteq \mathcal{V} \), there exists a \( k \)-domain \( \mathcal{U}' \subseteq \mathcal{U} \) such that \( \varphi(\mathcal{U}') \subseteq \mathcal{V}' \);
   c. there exist \( h_1, h_2 \in I \) of level \( \lambda \) such that \( h_1(|x|) \leq |\varphi(x)| \leq h_2(|x|) \), for all sufficiently large \( x \in U \).

2. Let \( f \in I \). The function \( f \) is called \((\eta, \lambda)\)-extendable if there exists an \((\eta, \lambda)\)-map \( \varphi : U \rightarrow V \) that extends \( f \). In this situation, we refer to \( \varphi \) as an \((\eta, \lambda)\)-extension of \( f \).

**Example 4.16.** By Example 4.14, for \( r > 0 \) the maps \( m_r \) and \( p_r \) are \((0, 0)\)-extendable, \( \exp \) is \((1, 1)\)-extendable and \( \log \) is \((0, -1)\)-extendable.

**Lemma 4.17.** If \( f_i \in I \) is \((\eta_i, \lambda_i)\)-extendable, for \( i = 1, 2 \), then \( f_2 \circ f_1 \) is \((\eta, \lambda_1 + \lambda_2)\)-extendable, where \( \eta := \max\{\eta_1, \eta_2 + \lambda_1\} \).

**Proof.** Let \( f_i : U_i \rightarrow V_i \) be an \((\eta_i, \lambda_i)\)-extension of \( f_i \), for each \( i \). If \( U_1 \subseteq U_2 \) then, by definition, \( f_2 \circ f_1 \) is an \((\eta_1, \lambda_1 + \lambda_2)\)-extension of \( f_2 \circ f_1 \). So assume that \( U_1 \nsubseteq U_2 \), and let \( U_1' \) be an \((\eta_2 + \lambda_1 - 1)\)-domain such that \( f_1(U_1') \subseteq U_2 \) (which exists by part (1b) of Definition 4.15). Then, again by definition, \( f_2 \circ (f_1|_{U_1'}) \) is an \((\eta_2 + \lambda_1, \lambda_1 + \lambda_2)\)-extension of \( f_2 \circ f_1 \).

**Brief outline of how we obtain extendability.** Given \( f \in I \), we set \( \eta := \max\{0, \text{eh}(f)\} \) and \( \lambda := \text{level}(f) \leq \eta \); our goal (see Continuation Theorem 7.3 below) is to show that \( f \) is \((\eta, \lambda)\)-extendable. To prove this, we may assume \( f \in \mathcal{E} \) by Proposition 2.14 and Lemma 4.17 because we already know that \( \log \) is \((0, -1)\)-extendable. For \( f \in \mathcal{E} \), we will proceed by induction on \( \text{eh}(f) \); in the inductive step, we first obtain extendability for principle monomials, which is straightforward from the inductive hypothesis and Lemma 4.17 because we already know that \( \exp \) is \((1, 1)\)-extendable. Then we show that multiplying by a unit preserves the extension property of the principle monomials, which requires us to track additional properties introduced in the next section.
5. Continuity and Angular Orientation Properties

A crucial step in proving the Continuation Theorem 7.3 involves simultaneously establishing two “opposing” continuity properties for the analytic continuations of units in \( E \) (which are \( D \)-Lipschitz, see Proposition 6.6 below) and of infinitely increasing germs in \( E \) (which are expansive, see Proposition 7.2 below).

The upshot of these additional properties is that (the analytic continuation of) an infinitely increasing \( f \in E \) and the product of \( f \) with a unit \( u \) in \( E \) are “almost the same”; for instance, the analytic continuation of \( fu \) is still expansive. As a result, establishing the extendability properties of \( f \) reduces to establishing those of the leading monomial of \( f \), which can be handled using the inductive hypothesis.

However, the distance \( d \) on \( L^2 \) makes \( L \) into a multiplicative metric space, which makes the corresponding definitions of continuity and differentiability unfamiliar to work with. We will therefore often work in one of the following two charts:

**The standard chart.** We denote by \( \pi_0 \) the injective restriction of \( \pi \) to \( S_L(\pi) \), and we call \( \pi_0 : S_L(\pi) \rightarrow \mathbb{C} \setminus (-\infty, 0] \) the **standard chart** on \( L \). Recall that, for \( h \in \mathcal{H} > 0 \), we have
\[
\pi_0^{-1}(\pi_0(U_h)) = U_h.
\]
For \( \kappa \geq 0 \) and \( U \subseteq \mathbb{C} \setminus (-\infty, 0] \), we call \( U \) a **\( \kappa \)-domain** if and only if \( \pi_0^{-1}(U) \) is a \( \kappa \)-domain.

**The Log-chart.** Recall that \( \text{Log} : L \rightarrow \mathbb{C} \) is the biholomorphic map
\[
\text{Log} x := \log |x| + i \arg x
\]
with compositional inverse \( \text{Exp} : \mathbb{C} \rightarrow L \), and that
\[
d(x, y) := |\text{Log} x - \text{Log} y|
\]
defines the corresponding distance function on \( L \), making \((L, d)\) into a multiplicative metric space. Given a domain \( \mathcal{U} \subseteq L \) and a map \( \varphi : \mathcal{U} \rightarrow L \), we denote by \( \overline{\varphi} : \text{Log}(\mathcal{U}) \rightarrow \mathbb{C} \) the holomorphic map
\[
\overline{\varphi} := \text{Log} \circ \varphi \circ \text{Exp}.
\]
If, in addition, \( \varphi \) is holomorphic, then the derivative \( \varphi' : \mathcal{U} \rightarrow L \) of \( \varphi \) in the sense of the Log chart is given by
\[
\varphi' = \text{Exp} \circ (\overline{\varphi})' \circ \text{Log}.
\]
Note that \( \text{Re} \overline{\varphi} = \log |\varphi| \circ \text{Exp} \) and, if \( \varphi \) is holomorphic, that \( \overline{\varphi'} = (\overline{\varphi})' \).

**Remarks 5.1.** Let \( h \in \mathcal{H} > 0 \).
(1) The set $U := \text{Log} (\mathcal{U}_h)$ is (the germ of) a definable standard domain such that $\mathcal{H} := f_{U, \text{Im}} = h \circ \exp \in \mathcal{H}^{>0}$; in particular, if $V := \text{Log} (\mathcal{U}_{h/2})$, we have $f_{V, \text{Im}} = (h/2) \circ \exp = \mathcal{H}/2$.

(2) If $h$ is bounded, the derivative of $h(x)$ approaches 0 as $x \to +\infty$, so we have $B \left( z, \min \{ 1, \mathcal{H}(\text{Re } z)/3 \} \right) \subseteq \text{Log} (\mathcal{U}_h)$ for all $z \in \text{Log} (\mathcal{U}_{h/2})$ with sufficiently large real part. On the other hand, if $h$ is infinitely increasing, then $B \left( z, 1 \right) \subseteq \text{Log} (\mathcal{U}_h)$ for all $z \in \text{Log} (\mathcal{U}_{h/2})$ with sufficiently large real part. Finally, for $x \in \mathbb{L}$ and $z = \text{Log} \, x$, we have $\mathcal{H}(\text{Re } z) = h(|x|)$. It follows that $B \left( x, \min \{ 1, h(|x|)/3 \} \right) \subseteq \mathcal{U}_h$ for all sufficiently large $x \in \mathcal{U}_{h/2}$.

**Example 5.2.** Let $\mathcal{U} \subseteq \mathbb{L}$ be a domain and $\varphi : \mathcal{U} \longrightarrow \mathbb{L}$, and let $a > 0$ be a real constant. Recall that $\varphi$ is $a$-Lipschitz if

$$d(\varphi(x), \varphi(y)) \leq a \cdot d(x, y) \quad \text{for } x, y \in \mathcal{U}.$$  

Note that $\varphi$ is $a$-Lipschitz if and only if $|\varphi(z) - \varphi(w)| \leq a \cdot |z - w|$ for $z, w \in \text{Log } \mathcal{U}$, that is, if and only if $\varphi$ is $a$-Lipschitz.

We now define two continuity properties of holomorphic maps on $\mathbb{L}$ inspired by the previous example, as well as an angular orientation property that will come in handy later.

**Definition 5.3.** Let $\mathcal{U} \subseteq \mathbb{L}$ be a domain and $\varphi : \mathcal{U} \longrightarrow \mathbb{L}$.

(1) The map $\varphi$ is $D$-Lipschitz if there exists $\rho \in D$ such that

$$d(\varphi(x), \varphi(y)) \leq \rho(\min \{ |x|, |y| \}) \cdot d(x, y) \quad \text{for } x, y \in \mathcal{U};$$

in this situation, we say more precisely that $\varphi$ is $\rho$-Lipschitz.

(2) The map $\varphi$ is expansive if there exists a real $a > 0$ such that

$$d(\varphi(x), \varphi(y)) \geq a \cdot d(x, y) \quad \text{for } x, y \in \mathcal{U};$$

in this situation, we say more precisely that $\varphi$ is $a$-expansive.

(3) The map $\varphi$ is angle-positive if, for all $x \in \mathcal{U}$, $\arg x$ and $\arg \varphi(x)$ have the same sign. The map $\varphi$ is angle-negative if, for all $x \in \mathcal{U}$, $\arg x$ and $\arg \varphi(x)$ have opposite sign.

**Remarks.** We shall use the following observations without explicit mention: in the setting of the previous definition, the map $\varphi$ is $\rho$-Lipschitz if and only if

$$|\varphi(z) - \varphi(w)| \leq (\rho \circ \exp)(\min \{ \text{Re } z, \text{Re } w \}) \cdot |z - w|$$

for $z, w \in \text{Log}(\mathcal{U})$. Since $1/\varphi = -\overline{\varphi}$, it follows that $\varphi$ is $\rho$-Lipschitz if and only if $1/\varphi$ is.
Next, \( \varphi \) is \( \alpha \)-expansive if and only if
\[
|\varphi(z) - \varphi(w)| \geq \alpha \cdot |z - w|
\]
for \( z, w \in \Log(\Omega) \). In particular, if \( \varphi \) is expansive, then \( \varphi \) is injective; the converse does not hold, as \( \exp \) is injective on \( SL(\pi/2) \) but is not expansive there (note that \( \overline{\exp} = \exp \)).

Finally, \( \varphi \) is angle-positive if and only if \( 1/\varphi \) is angle-negative, and in both cases we have \( \varphi(\mathbb{R}) \subseteq \mathbb{R} \). Conversely, if \( \Omega \) is a real domain, \( \phi \) is continuous and injective and \( \phi(\mathbb{R}) \subseteq \mathbb{R} \), then \( \phi \) is either angle-positive or angle-negative (because \( \mathbb{R} \) topologically separates \( \Omega \setminus \mathbb{R} \)).

**Examples 5.4.**

1. For \( r > 0 \), the maps \( m_r \) and \( p_r \) are expansive, because \( m_r \) is translation by \( \log r \), while \( p_r \) is multiplication by \( r \). Moreover, \( \exp \) is expansive on \( SL(\pi/2) \cap H_L(1) \), as the next lemma shows.

2. For \( r > 0 \), both \( m_r \) and \( p_r \) are angle-positive, and both \( \exp \) and \( \log \) are angle-positive as well.

**Lemma 5.5.** The map \( \exp \) is expansive on \( SL(\pi/2) \cap H_L(1) \).

**Proof.** Since \( \overline{\exp} = \exp \), we work with \( \exp \) on the set
\[
S_{>0} := \Log (SL(\pi/2) \cap H_L(1)) = \left\{ z \in \mathbb{C} : \Re z > 0, \ |\Im z| < \frac{\pi}{2} \right\}.
\]
For \( z, w \in \mathbb{C} \), we have
\[
\frac{e^z - e^w}{z - w} = e^w \left( \frac{e^{z-w} - 1}{z-w} \right) = e^w \left( 1 + \sum_{n=2}^{\infty} \frac{(z-w)^{n-1}}{n!} \right).
\]
Let \( R > 0 \) be such that \( \sum_{n=2}^{\infty} R^{n-1}/n! = 1/2 \); it follows that, if \( z, w \in S_{>0} \) with \( |z-w| < R \), we have
\[
\left| \frac{e^z - e^w}{z-w} \right| > \frac{|e^w|}{2} > \frac{1}{2}.
\]
On the other hand, set \( A := 1 - e^{-R/2} > 0 \) and let \( B > 0 \) be the distance between 1 and the complement in \( \mathbb{C} \) of the sector \( S(R/2) \). Write \( z = x + iy \) and \( w = u + iv \), and assume that \( z, w \in S_{>0} \) with \( |z-w| \geq R \). Then \( |x-u| \geq R/2 \) or \( |y-v| \geq R/2 \); in the former case, we get \( |e^z - e^w| \geq A \), so that
\[
\left| \frac{e^z - e^w}{z-w} \right| \geq \frac{A}{R}.
\]
in the latter case, since $|y - v| < \pi$, it follows that $e^{z-w}$ belongs to the complement in $\mathbb{C}$ of the sector $S(R/2)$, so we get
\[
\left| \frac{e^z - e^w}{z - w} \right| \geq \frac{B}{R}
\]
in this case. This proves the lemma.

Three of these properties are preserved under composition:

**Lemma 5.6.** Let $\mathfrak{U}, \mathfrak{V} \subseteq \mathbb{L}$ be domains and let $\varphi : \mathfrak{U} \to \mathfrak{V}$ and $\psi : \mathfrak{V} \to \mathbb{L}$.

1. Let $\rho, \sigma \in \mathcal{D}$. If $\varphi$ is $\rho$-Lipschitz and $\psi$ is $\sigma$-Lipschitz, then $\psi \circ \varphi$ is $\rho \sigma$-Lipschitz.
2. Let $a, b > 0$. If $\varphi$ is $a$-expansive and $\psi$ is $b$-expansive, then $\psi \circ \varphi$ is $ab$-expansive.
3. If both $\varphi$ and $\psi$ are angle-positive, then so is $\psi \circ \varphi$.

**Proof.** For distinct $x, y \in \mathfrak{U}$, we have
\[
\frac{d((\psi \circ \varphi)(x), (\psi \circ \varphi)(y))}{d(x, y)} = \frac{d((\psi \circ \varphi)(x), (\psi \circ \varphi)(y))}{d(\varphi(x), \varphi(y))} \cdot \frac{d(\varphi(x), \varphi(y))}{d(x, y)},
\]
so parts (1) and (2) follow. Part (3) is straightforward.

Crucial for us is the following observation that “expansive trumps $\mathcal{D}$-Lipschitz” under multiplication:

**Lemma 5.7.** Let $\mathfrak{U} \subseteq \mathbb{L}$ be a domain at $\infty$ and $\varphi, \psi : \mathfrak{U} \to \mathbb{L}$ be such that $\varphi$ is expansive and $\psi$ is $\mathcal{D}$-Lipschitz. Then there exists $R > 0$ such that $\varphi \psi$ is expansive on $\mathfrak{U} \cap H_L(R)$.

**Proof.** Let $\rho \in \mathcal{D}$ and $a > 0$ be such that $\varphi$ is $a$-expansive and $\psi$ is $\mathcal{D}$-Lipschitz. Let $R > 0$ be such that $\rho(t) \leq a/2$ for $t > R$. Then, for distinct $x, y \in \mathfrak{U} \cap H_L(R)$, we have
\[
\frac{d(\varphi \psi(x), \varphi \psi(y))}{d(x, y)} = \frac{|\log(\varphi \psi(x)) - \log(\varphi \psi(y))|}{d(x, y)} \geq \frac{|\log \varphi(x) - \log \varphi(y)| - |\log \psi(x) - \log \psi(y)|}{d(x, y)} \geq a - \rho(\min\{|x|, |y|\}) \geq \frac{a}{2},
\]
as required.

**Definition 5.8.** Let $U \subseteq \mathbb{L}$ be a domain at $\infty$ and $\varphi : U \to \mathbb{L}$ be a map. We call $\varphi$ a **unit at $\infty$** if $d(\varphi(x), 1) \to 0$ as $|x| \to \infty$. 
Example 5.9. Let $u \in \mathbb{R}\{X\}$ be such that $u(0) = 1$. Then, by Example 3.2(3), $u$ has a analytic continuation

$$u : \pi^{-1}(B_a(0)) \to \mathbb{L},$$

for some sufficiently small $a > 0$, such that $u \circ p_{-1} : H_L(1/a) \to \mathbb{L}$ is a unit at $\infty$.

Finally, here is what happens when we combine all four properties:

Lemma 5.10. Let $k \geq -1$, $\mathcal{U} \subseteq \mathbb{L}$ a $k$-domain, $\mathcal{V} \subseteq \mathbb{L}$ a $(-1)$-domain and $\phi : \mathcal{U} \to \mathcal{V}$ be continuous, surjective, expansive and angle-positive. Let also $\psi : \mathcal{U} \to \mathbb{L}$ be a $\mathcal{D}$-Lipschitz unit at $\infty$ such that $\psi(\mathcal{U} \cap \mathbb{R}) \subseteq \mathbb{R}$. Then there exists $r > 0$ such that:

1. $\phi\psi|_{\mathcal{U} \cap H_L(r)}$ is expansive and angle-positive;
2. for $x \in \mathcal{U} \cap H_L(r)$, we have

$$\frac{1}{2} |\arg \phi(x)| \leq |\arg(\phi\psi)(x)| \leq \frac{3}{2} |\arg \phi(x)|.$$

Proof. (1) It follows from Lemma 5.7 that, after replacing $\mathcal{U}$ by $\mathcal{U} \cap H_L(r)$ for some $r > 0$ if necessary, the map $\phi\psi$ is expansive; in particular, $\phi\psi$ is injective. Moreover, since $\psi$ is a unit at $\infty$, there exists $A > 0$ such that, for all $x \in \mathcal{U}$ with $|x|$ sufficiently large, we have $|\arg \psi(x)| \leq A$. Since $\mathcal{V} = \phi(\mathcal{U})$ is a $(-1)$-domain, there exist arbitrarily large $x \in \mathcal{U}$ such that $\arg x > 0$ and $\arg \phi(x) > A$; in particular, $\arg(\phi\psi(x)) > 0$ for arbitrarily large $x \in \mathcal{U}$. On the other hand, since $\phi\psi|_{\mathbb{R}}$ is continuous and unbounded, there exist $r, s > 0$ such that $\phi\psi((r, \infty)) = (s, \infty)$. Since $\phi\psi$ is injective, it follows that $\phi\psi|_{\mathcal{U} \cap H_L(r)}$ is angle-positive as well.

(2) Note that $\psi^2$ is also a unit at $\infty$. Moreover, since $\overline{\psi^2} = 2\overline{\psi}$, the map $\psi^2$ is also $\mathcal{D}$-Lipschitz. Therefore, applying part (1) with $\psi^2$ in place of $\psi$, we get, for sufficiently large $x \in \mathcal{U}$ with $\arg x > 0$, that

$$0 < \arg(\phi\psi^2(x)) = \arg \phi(x) + 2 \arg \psi(x);$$

that is,

$$\arg \psi(x) \geq -\arg \phi(x)/2,$$

for sufficiently large $x \in \mathcal{U}$ with $\arg x > 0$. Similarly, since $1/\psi$ is also a unit at $\infty$, and since $\overline{1/\psi} = -\overline{\psi}$ we obtain, from (5.2) with $1/\psi$ in place of $\psi$, that

$$\arg \psi(x) \leq \arg \phi(x)/2,$$

for sufficiently large $x \in \mathcal{U}$ with $\arg x > 0$. The two inequalities (5.2) and (5.3) together prove part (2) for $\arg x > 0$; the case $\arg x < 0$ follows by a symmetric argument. □
6. Units in \( \mathcal{E} \) are \( \mathcal{D} \)-Lipschitz

The aim of this section is to show—see Proposition 6.6 below—that units \( u \in \mathcal{E} \) have \( \mathcal{D} \)-Lipschitz analytic continuations that are units at \( \infty \), provided that all large principle monomials \( m \) of \( u \) are \( (\mu, \mu) \)-extendable, where \( \mu = \text{level}(m) \). (This last assumption will be obtained from our inductive hypothesis in the proof of Proposition 7.2.)

The first step towards establishing Proposition 6.6 involves first describing the complex-valued analytic continuations of small germs in \( \mathcal{E} \), see Proposition 6.3 below.

Remark 6.1. For \( z, w \in H(0) \), we have
\[
|\arg(z + w)| \leq \max\{|\arg z|, |\arg w|\}.
\]

Lemma 6.2. Let \( u \in \mathbb{R}\{X_1, \ldots, X_k\} \) be such that \( u(0) = 1 \). Then there exists \( B > 0 \) such that
\[
|\arg u(z_1, \ldots, z_k)| \leq B \cdot \max\{|\arg z_1|, \ldots, |\arg z_k|\}
\]
for sufficiently small \( z = (z_1, \ldots, z_k) \in \mathbb{C}^k \).

Proof. Writing \( z_i = x_i + iy_i, x = (x_1, \ldots, x_k) \) and \( y = (y_1, \ldots, y_k) \), and since \( u \) has real coefficients, there are \( R, I \in \mathbb{R}\{X, Y\} \) such that \( u(z) = R(x, y) + iI(x, y) \). Since the restriction of \( u \) to \( \mathbb{R}^k \) is real-valued, we have \( I(X, 0) = 0 \), so there are \( I_i \in \mathbb{R}\{X, Y\} \) such that \( I(X, Y) = Y_1I_1(X, Y) + \cdots + Y_kI_k(X, Y) \). It follows that there are \( A_1, \ldots, A_k > 0 \) such that
\[
|\text{Im} u(z)| \leq A_1|\text{Im} z_1| + \cdots + A_k|\text{Im} z_k|
\]
for sufficiently small \( z \in \mathbb{C}^k \). On the other hand, for \( z \in \mathbb{C} \) we have \( \text{Im} z = |z| \cdot \sin(\arg z) \). Since \( u(0) = 1 \), it follows for sufficiently small \( z \in \mathbb{C}^k \) that
\[
|\sin(\arg u(z))| = \frac{|\text{Im} u(z)|}{|u(z)|} \leq 2(A_1|\text{Im} z_1| + \cdots + A_k|\text{Im} z_k|) \leq 2(A_1|\sin(\arg z_1)| + \cdots + A_k|\sin(\arg z_k)|).
\]
Since \( |\sin t| \leq |t| \) for \( t \in \mathbb{R} \), the lemma follows. \( \square \)

Remark. Let \( G \in \mathbb{R}\{X_1, \ldots, X_k\} \) be such that \( G(0) = 0 \), and let \( a > 0 \) be sufficiently small and \( g \) be the complex-valued holomorphic map defined by \( G \) on \( B(0, a)^k \). Then \( g \circ \pi_k \) is a complex-valued holomorphic map on \( \pi_k^{-1}(B(0, a)^k) \), where \( \pi_k : \mathbb{L}^k \longrightarrow \mathbb{C}^k \) is defined by
\[ \pi_k(x_1, \ldots, x_k) := (\pi(x_1), \ldots, \pi(x_k)) \]. Moreover, there is a \( K > 0 \) such that
\[ |(g \circ \pi_k)(x_1, \ldots, x_k)| \leq K \max\{|x_1|, \ldots, |x_k|\} \]
for sufficiently small \( x_1, \ldots, x_k \in \mathbb{L} \): this follows, because the assumption \( G(0) = 0 \) implies that there exist \( l \in \mathbb{N} \), nonzero \( \alpha_1, \ldots, \alpha_l \in \mathbb{N}^k \) and \( G_1, \ldots, G_k \in \mathbb{R} \{X_1, \ldots, X_k\} \) such that \( G = X^{\alpha_1}G_1 + \cdots + X^{\alpha_l}G_l \).

**Proposition 6.3.** Let \( G \in \mathbb{R} \{X_1, \ldots, X_k\} \) be such that \( G(0) = 0 \), let \( k, n \in \mathbb{N} \) and \( m_1, \ldots, m_k \in \mathcal{M}_n \setminus \mathcal{M}_{n-1} \) be large, and set \( \eta := G(1/m_1, \ldots, 1/m_k) \). Assume that each \( m_i \) is \((n,n)\)-extendable. Then:

1. if \( n = 0 \), there exist \( R, B > 0 \) and an analytic continuation \( \mathbf{s} : \mathfrak{U} := H_{\mathfrak{U}}(R) \to \mathbb{C} \) of \( s \) such that \( |s(x)| \leq B/|x| \) for \( x \in H_{\mathfrak{U}}(R) \);
2. if \( n \geq 1 \), there exist an \((n-1)\)-domain \( \mathfrak{U} \subseteq H_{\mathfrak{L}}(1) \), a analytic continuation \( \mathbf{s} : \mathfrak{U} \to \mathbb{C} \) of \( s \) and an \( e \in \mathfrak{I} \) of level \( n \) such that \( |s(x)| \leq 1/e(|x|) \) for \( x \in \mathfrak{U} \).

**Remark.** By Lemma \( \ref{lem:extension} \) every small germ in \( \mathcal{P}\mathcal{E}_n \) is of the form \( s \) as in the previous proposition.

**Proof.** (1) Assume \( n = 0 \); without loss of generality, we may assume that \( k = 1 \) and \( m_1 = p_1 \). So part (1) follows in this case from the previous remark.

(2) Assume \( n \geq 1 \), and choose an \((n-1)\)-domain \( \mathfrak{U} \subseteq \mathbb{L} \) and \((n,n)\)-extension \( m_i : \mathfrak{U} \to \mathfrak{U}_i \) of \( m_i \), for \( i = 1, \ldots, k \). Let \( e \in \mathfrak{I} \) be of level \( n \) such that \( |m_i(x)| \geq e(|x|) \) for all sufficiently large \( x \in \mathfrak{U} \). By the previous remark, there exists \( K > 0 \) such that \( |(g \circ \pi)(x_1, \ldots, x_k)| \leq K \max\{|x_1|, \ldots, |x_k|\} \) for sufficiently small \( x_1, \ldots, x_k \in \mathbb{L} \). Hence \( \mathbf{s} := (g \circ \pi)(1/m_1, \ldots, 1/m_k) \) is an analytic continuation of \( s \) on \( \mathfrak{U} \) such that \( |s(x)| \leq K/e(|x|) \) for sufficiently large \( x \in \mathfrak{U} \). \( \square \)

Next, we fix \( \eta \in \mathbb{N} \) and let \( u \in \mathcal{E}_\eta \) be a unit at \( +\infty \); it follows that \( \log \circ u \) belongs to \( \mathcal{E}_\eta \) and is small. Hence, by Lemma \( \ref{lem:composition} \) there are small \( u_0, v_0 \in \mathcal{P}\mathcal{E}_n \), for \( n = 0, \ldots, \eta \), such that
\[ u = 1 + u_0 + \cdots + u_\eta \quad \text{and} \quad \log \circ u = v_0 + \cdots + v_\eta. \]

By Lemma \( \ref{lem:extension} \), for each \( n \), there are large \( m_{n,1}, \ldots, m_{n,\eta} \in \mathcal{M}_n \setminus \mathcal{M}_{n-1} \) and \( G_n, H_n \in \mathbb{R} \{X_1, \ldots, X_k\} \) such that \( G_n(0) = H_n(0) = 0 \) and \( u_n = G_n(1/m_{n,1}, \ldots, 1/m_{n,\eta}) \) and \( v_n = H_n(1/m_{n,1}, \ldots, 1/m_{n,\eta}) \). Below, we consider the assumption
\[ (*)_\eta \] every large \( m \in \mathcal{M}_n \setminus \mathcal{M}_{n-1} \) is \((n,n)\)-extendable, for \( n = 0, \ldots, \eta \).
Corollary 6.4. Assume that \( (*)_\eta \) holds. Then there exists an \( (\eta - 1) \)-domain \( \mathcal{U} \) and a analytic continuation \( u : \mathcal{U} \rightarrow \mathbb{L} \) of \( u \) that is a unit at \( \infty \).

Proof. By Proposition 6.3 for \( n = 0, \ldots, \eta \), there exist an \( (n - 1) \)-domain \( \mathcal{U}_n \) and a analytic continuation \( u_n : \mathcal{U}_n \rightarrow \mathbb{C} \) of \( u_n \) such that \( |u_n(z)| \leq 1/e_n(|z|) \leq 1/|z| \), where \( e_n \in \mathcal{I} \) is of level \( n \). Define
\[
u : \mathcal{U}_\eta \rightarrow \mathbb{C}
\] by
\[
u(z) := 1 + u_0(z) + \cdots + u_\eta(z);
\]
then \( \nu(z) \rightarrow 1 \) as \( |z| \rightarrow \infty \) in \( \mathcal{U}_\eta \), so we define \( \nu := \pi_0^{-1} \circ \nu \) on \( \mathcal{U}_\eta \cap H_L(a) \), for some sufficiently large \( a > 0 \).

We now fix a analytic continuation \( \nu : \mathcal{U} \rightarrow \mathbb{L} \) that is a unit at \( \infty \), as obtained from Corollary 6.3. It remains to show that \( \nu \) is \( \mathcal{D} \)-Lipschitz.

Lemma 6.5. Assume that \( (*)_\eta \) holds. Then, for sufficiently small \( h \in \mathcal{H}_{\eta-1}^{\text{ang}} \), there exists \( \sigma \in \mathcal{D} \) such that
\[
d(u(x), u(y)) \leq \sigma(|x|) \cdot d(x, y)
\]
for \( x \in \mathcal{U}_{h/2} \) and \( y \in B(x, \min \{1, h(|x|)/3\}) \).

Proof. We work in the Log-chart and show that
\[
(*) \text{ for sufficiently small } h \in \mathcal{H}_{\eta-1}^{\text{ang}}, \text{ there exists } \rho \in \mathcal{D} \text{ such that }
|\mathcal{U}(z + w) - \mathcal{U}(z)| \leq \rho(\Re z) \cdot |w| \text{ for } z \in \Log(\mathcal{U}_{h/2}) \text{ and } w \in B(z, \min \{1, h(|x|)/3\});
\]

taking \( \sigma := \rho \circ \log \) then finishes the proof of the lemma. We distinguish two cases:

**Case 1:** \( \eta = 0 \); note that \( \mathcal{H}_{\eta-1}^{\text{ang}} \subset \mathcal{I} \), \( u = 1 + u_0 \) and \( \log \circ u = \nu_0 \) in this case. By Proposition 6.3 (1), there exist \( R, B > 0 \) and a analytic continuation \( \nu_0 : H_L(R) \rightarrow \mathbb{C} \) of \( \log \circ u \) such that \( |\nu_0(x)| \leq B/|x| \) for \( x \in H_L(R) \). Since \( \overline{\nu}|_\mathbb{R} = \nu_0 \circ \exp \), it follows from the identity theorem for holomorphic functions that \( \overline{\nu} = \nu \circ \Exp \) on \( \Log(\mathcal{U}) \cap H(\log R) \); in particular, we have
\[
|\overline{\nu}(z)| \leq \frac{B}{\exp(\Re z)} \text{ for } z \in \Log(\mathcal{U}) \text{ with } \Re z > \log R.
\]

Now let \( h \in \mathcal{H}_{\eta-1}^{\text{ang}} \) be such that \( \mathcal{U}_h \subset U \). Let also \( z \in \Log(\mathcal{U}_{h/2}) \) with \( \Re z > 1 + \log R \) be sufficiently large so that \( B(z, 1) \subset \Log(\mathcal{U}_h) \) (see Remark 6.1 (2)), and let \( w \in B_1(0) \). From the Taylor series of \( \overline{\nu} \) at \( z \), we get
\[
\overline{\nu}(z + w) - \overline{\nu}(z) = \sum_{n=1}^{\infty} \frac{\overline{\nu}^{(n)}(z)}{n!} w^n = w \cdot \sum_{n=0}^{\infty} \frac{\overline{\nu}^{(n+1)}(z)}{(n + 1)!} w^n.
\]
By the Cauchy estimates and (6.2), we have \(|\mathfrak{u}^{(n)}(z)| \leq \frac{n! B}{\exp(\Re z - 1)}\), so for \(|w| \leq 1/2\), we get
\[
|\mathfrak{u}(z + w) - \mathfrak{u}(z)| \leq |w| \cdot \frac{2B}{\exp(\Re z - 1)} = |w| \cdot \frac{2Be}{\exp(\Re z)},
\]
so we can take \(\rho(t) := \frac{2Be}{\exp t}\) for sufficiently large \(t > 1 + \log R\).

**Case 2:** \(\eta > 0\). By Proposition [6.3](2), for \(n \in \{0, \ldots, \eta\}\), there exist \(e_n \in \mathcal{I}\) of level \(n\) and, for sufficiently small \(h_n \in \mathcal{H}^{\text{ang}}_{n-1}\), an analytic continuation \(v_n : \mathfrak{U}_{h_n} \rightarrow \mathbb{C}\) of \(v_n\) such that \(|v_n(x)| \leq 1/e_n(\|x\|)\) for \(x \in \mathfrak{U}_{h_n}\); without loss of generality, we may assume that \(\mathfrak{U}_{h_{\eta}} = \mathfrak{U}\).

Since \(\mathfrak{u}|\mathbb{R} = v_0 \circ \exp + \cdots + v_{\eta} \circ \exp\) on \(\mathbb{R}\), the identity theorem for holomorphic functions and Remarks [6.1](2) imply that
\[
\mathfrak{u} = v_0 \circ \Exp + \cdots + v_{\eta} \circ \Exp
\]
on \(\Log(\mathfrak{U}) \cap H(r)\), for some sufficiently large \(r \in \mathbb{R}\); it therefore suffices to prove (*) with each \(n\) and \(u_n := v_n \circ \exp\) in place of \(\eta\) and \(u\).

So we fix \(n \in \{0, \ldots, \eta\}\) and a sufficiently small \(h \in \mathcal{H}^{\text{ang}}_{n-1}\). The case \(n = 0\) follows from Case 1, so we assume that \(n > 0\) and \(h\) is bounded.

From the assumptions we have
\[
(6.3) \quad |\mathfrak{u}_n(z)| = |(v_n \circ \Exp)(z)| \leq \frac{1}{(e_n \circ \exp)(\Re z)} \quad \text{for } z \in \Log(\mathfrak{U}_h).
\]
Set \(\bar{h} := h \circ \exp\), and let \(z \in \Log(\mathfrak{U}_{h/2})\) be such that
\[
B((z, \bar{h}(\Re z)/3) \subseteq \Log(\mathfrak{U}_h),
\]
which happens by Remark [5.1](2) as soon as \(\Re z\) is sufficiently large, and let \(w \in B(0, \bar{h}(\Re z)/3)\). By the Cauchy estimates and (6.3), we get
\[
|(\mathfrak{u}_n)^{(i)}(z)| \leq \frac{i! \cdot 3^i}{(e_n \circ \exp)(\Re z - \bar{h}(\Re z)) \cdot \bar{h}(\Re z)^i}
\leq \frac{i! \cdot 3^i}{(e_n \circ \exp)(\Re z/2) \cdot \bar{h}(\Re z)^i}.
\]
From the Taylor series of \(\mathfrak{u}_n\) at \(z\), we therefore get, for \(|w| \leq \bar{h}(\Re z)/6\), that
\[
|\mathfrak{u}_n(z + w) - \mathfrak{u}_n(z)| \leq |w| \cdot \frac{6}{(e_n \circ \exp)(\Re z/2) \cdot \bar{h}(\Re z)}.
\]
Now note that level(\(h\)) \leq n - 2 by Proposition [4.10](2), so we have level(\(\bar{h}\)) \leq n - 1. Since level(\(e_n \circ \exp o m_{1/2}\)) = \(n + 1\), it follows that
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we can take
\[ \rho := \frac{6}{(e_n \circ \exp \circ m_{1/2}) \cdot \varphi} \circ \log, \]

which finishes the proof. \qed

**Proposition 6.6.** Assume that \((\ast)_{\eta}\) holds. Then, for sufficiently small \(h \in \mathcal{H}^{\text{ang}}_{\eta-1}\), the restriction of \(u\) to \(\mathcal{U}_h\) is \(D\)-Lipschitz.

**Proof.** Let \(g \in \mathcal{H}^{\text{ang}}_{\eta-1}\) and \(\sigma \in D\) be such that \(\mathcal{U}_g \subseteq \mathcal{U}\) and \((6.1)\) holds with \(g\) in place of \(h\). Set \(h := g/2\) and \(v := u|_{\mathcal{U}_h}\), and set \(\overline{g} := g \circ \exp\) and \(\overline{h} := h \circ \exp = \overline{g}/2\).

Let \(x, y \in \mathcal{U}_h\). First, if \(\arg x = \arg y\) then the horizontal segment \([x, y]\) is contained in \(\mathcal{U}_h\). If also \(|x| < |y|\), say, we choose \(x = x_0, \ldots, x_n = y\) in \(\mathcal{U}_h\) such that \(\arg x_0 = \cdots = \arg x_n\) and \(d(x_{i+1}, x_i) < \overline{g}(|x_i|)/3\), for \(i = 0, \ldots, n - 1\). Then by \((6.1)\), we have
\[ d(v(x), v(y)) = |\log v(x) - \log v(y)| \leq \sum_{i=0}^{n-1} |\log v(x_{i+1}) - \log v(x_i)| \]
\[ \leq \sum_{i=0}^{n-1} \sigma(|x_i|) \cdot |\log |x_{i+1}| - \log |x_i|| \]
\[ \leq \sigma(|x|) \cdot |\log |x| - \log |y|| \]
\[ = \sigma(|x|) \cdot d(x, y) \]
in this case. Second, if \(|x| = |y|\), then the vertical segment \([x, y]\) is contained in \(\mathcal{U}_h\). Interpolating along this segment as in the first case, we obtain
\[ d(v(x), v(y)) \leq \sigma(|x|) \cdot d(x, y) \]
in this case. In general, there are a vertical segment \(S_1 \subseteq \mathcal{U}_h\) and a horizontal segment \(S_2 \subseteq \mathcal{U}_h\) whose union joins \(x\) and \(y\). Since the hypotenuse of a rectangular triangle is at least as long as either of the other sides, we have
\[ |\log |x| - \log |y|| + |\arg x - \arg y| \leq 2d(x, y), \]
so by the above two cases, \(v\) is \(\rho\)-Lipschitz with \(\rho := 2\sigma\). \qed

7. **Infinitely increasing germs in \(\mathcal{E}\) are expansive and angle-positive**

We are almost ready to tackle Proposition \(7.2\). The next lemma details how the combination of extendability, expansiveness and angle-positivity is preserved under multiplication by a unit.
Lemma 7.1. Let $\eta \in \mathbb{N}$ and $f : U \rightarrow \mathfrak{U}$ be an expansive, angle-positive $(\eta, \eta)$-map. Let also $u : U \rightarrow \mathbb{L}$ be a holomorphic, $\mathcal{D}$-Lipschitz unit at $\infty$. Then there exists $r > 0$ such that $fu|_{U \cap H_{L(r)}}$ is an expansive, angle-positive $(\eta, \eta)$-map.

Proof. By Lemma 5.10(1), $fu$ is expansive and angle-positive, so it remains to show that $fu$ is an $(\eta, \eta)$-map. The clauses below refer to Definition 4.15.

To establish Clause (1a) for $fu$, we fix $k \geq \eta - 1$ and a $k$-domain $U' \subseteq U$. First, we show that $fu(U') \supseteq U_h$ for some $h \in \mathcal{H}_{k-\eta}^{\text{ang}}$: since $f(U')$ is a $(k-\eta)$-domain, there exists $h_1 \in \mathcal{H}_{k-\eta}^{\text{ang}}$ such that $U_{h_1} \subseteq f(U')$; we may assume that $\text{cl}(U_{h_1}) \subseteq f(U')$. Since $f$ is biholomorphic, the preimage $U'' := f^{-1}(U_{h_1})$ is a simply connected domain such that $\partial U'' = f^{-1}(\partial U_{h_1})$, where $\partial A$ denotes the topological boundary of $A$. Since $f$ maps $\mathbb{R}$ into $\mathbb{R}$ and $|f(x)| \rightarrow \infty$ as $|x| \rightarrow \infty$, it follows that $U''$ is a simply connected domain containing all sufficiently large positive reals, mirror symmetric with respect to the real line (by the Schwartz reflection principle) and bounded in $\{x \geq 0\}$ by the image of the curve $t \mapsto f^{-1}(t, h_1(t))$. Since $fu$ is also biholomorphic, maps $\mathbb{R}$ into $\mathbb{R}$ and satisfies $|fu(x)| \rightarrow \infty$ as $|x| \rightarrow \infty$, the same argument gives that $\mathfrak{U}'' := fu(U'')$ is such a domain with boundary curve

$$t \mapsto fu\left(f^{-1}(t, h_1(t))\right).$$

However, for sufficiently large $x = f^{-1}(t, h_1(t))$, we get from Lemma 5.10(2) and $2|fu(x)| \geq |f(x)| = t \geq \frac{1}{2}|fu(x)|$ that

$$\arg(fu(x)) \geq h_1(t)/2 \geq h(|fu(x)|),$$

where $h := m_{1/2} \circ h_1 \circ m_c$ belongs to $\mathcal{H}_{k-\eta}^{\text{ang}}$, by Proposition 4.10, with $c = \frac{1}{2}$ if $h_1$ is increasing and $c = 2$ if $h_1$ is decreasing. Arguing similarly for sufficiently large $x = f^{-1}(t, -h_1(t))$, we conclude that $U_h \subseteq fu(U')$, as required.

Second, we show that $fu(U') \subseteq U_h$ for some $h \in \mathcal{H}_{k-\eta}^{\text{ang}}$: since $f(U')$ is a $(k-\eta)$-domain, there exists $h_1 \in \mathcal{H}_{k-\eta}^{\text{ang}}$ such that $|\arg f(x)| \leq h_1(|f(x)|)$ for $x \in U'$. Arguing as above, it follows from Lemma 5.10(2) that

$$|\arg fu(x)| \leq 2h_1(c|fu(x)|)$$

for sufficiently large $x \in U'$, where $c = \frac{1}{2}$ if $h_1$ is decreasing and $c = 2$ if $h_1$ is increasing. In particular, we have $fu(U') \subseteq U_h$, where $h := m_2 \circ h_1 \circ m_c$; this $h$ belongs to $\mathcal{H}_{k-\eta}^{\text{ang}}$ by Proposition 4.10 as required.

To establish Clause (1b) for $fu$, we let $h \in \mathcal{H}_{k-\eta}^{\text{ang}}$ and set $h_1 := m_{1/2} \circ h \circ m_{1/c}$, where $c = \frac{1}{2}$ if $h$ is decreasing and $c = 2$ if $h$ is increasing. Then $h_1 \in \mathcal{H}_{k-\eta}^{\text{ang}}$ by Proposition 4.10 and, since $f$ is an
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(\eta, \eta)-map, there exists a \( k \)-domain \( U' \subseteq U \) such that \( f(U') \subseteq U_{h_1} \). The argument of the previous paragraph now implies that \( fu(U') \subseteq U_h \), as required.

Finally, Clause (1c) for \( fu \) follows from the corresponding clause for \( f \), because \( u \) is a unit at \( \infty \).

\[ \square \]

**Proposition 7.2.** Let \( \eta \geq 0 \) and \( f \in \mathcal{E}_\eta \cap \mathcal{I} \) be of level \( \lambda \in \{0, \ldots, \eta\} \). Then \( f \) has an expansive, angle-positive \((\eta, \lambda)\)-extension \( f : U \rightarrow V \).

**Proof.** By induction on the pair \((\eta, \eta-\lambda) \geq (0, 0)\), ordered lexicographically.

If \( \eta = 0 \), then \( \lambda = 0 \), and we distinguish two cases: if \( f \in \mathcal{M}_0 \), then \( f = p_r \) for some \( r > 0 \), so \( f \) has an expansive, angle-positive \((0, 0)\)-extension on \( L \) by Examples 4.14 and 5.4; in particular, it follows that \((*)_0 \) holds. In general, we have \( f = amu \) for some \( a \in \mathbb{R} \), \( m \in \mathcal{M}_0 \) and \( u \in \mathcal{E}_0 \) a unit at +\( \infty \). By the earlier-mentioned examples and Lemmas 4.17 and 5.6, the function \( g := am \) has an expansive, angle-positive \((0, 0)\)-extension \( g : U \rightarrow V \). On the other hand, after shrinking \( \mathcal{U} \) if necessary, we get from Corollary 6.4 and Proposition 6.6 that \( u \) has a holomorphic and \( \mathcal{D} \)-Lipschitz extension \( u : \mathcal{U} \rightarrow \mathcal{L} \) that is a unit at \( \infty \). It follows from Lemma 7.1 that \( gu \) is an expansive, angle-positive \((0, 0)\)-extension of \( f \).

Assume now that \((\eta, \eta-\lambda) > (0, 0)\) and that the proposition holds for lower values of \((\eta, \eta-\lambda)\). If \( f \in \mathcal{M}_\eta \), then \( \lambda = \eta > 0 \) and \( f = \exp \circ g \) for some \( g \in \mathcal{E}_{\eta-1} \), so \( f \) has an expansive, angle-positive \((\eta, \eta)\)-extension on \( U \) by Examples 4.14 and 5.4; Lemmas 4.17 and 5.6 and the inductive hypothesis; in particular, it follows that \((*)_\eta \) holds. In general, we have \( f = amu \) for some \( a \in \mathbb{R} \), \( m \in \mathcal{M}_\lambda \) and \( u \in \mathcal{E}_\eta \) a unit at +\( \infty \). As before, the product \( g := am \) has an expansive, angle-positive \((\eta, \lambda)\)-extension \( g : U \rightarrow V \), and by Corollary 6.4 and Proposition 6.6, the germ \( u \) has a holomorphic and \( \mathcal{D} \)-Lipschitz extension \( u : \mathcal{U} \rightarrow \mathcal{L} \) that is a unit at \( \infty \). It follows from Corollary 5.7 that \( gu \) is expansive, so it remains to show that \( gu \) is an angle-positive \((\eta, \lambda)\)-map.

If \( \lambda = \eta \), it follows from Lemma 7.1 that \( gu \) is an angle-positive \((\eta, \eta)\)-map, so we assume from now on that \( \lambda < \eta \). By Proposition 2.8, the function \( \exp \circ f \) also belongs to \( \mathcal{E}_\eta \) and, since it has level \( \lambda + 1 \), the inductive hypothesis gives an expansive, angle-positive \((\eta, \lambda + 1)\)-extension \( h : \mathcal{U} \rightarrow V' \) of \( \exp \circ f \). It follows from the identity theorem for holomorphic functions, Examples 4.14 and 5.3 and Lemmas 4.17 and 5.6 that \( gu = \log \circ h \) is an angle-positive \((\eta, \lambda)\)-map. \[ \square \]
Theorem 7.3 (Continuation). Let \( f \in \mathcal{I} \), and set
\[
\eta := \max\{0, \text{eh}(f)\} \quad \text{and} \quad \lambda := \text{level}(f) \leq \eta.
\]
Then \( f \) has an angle-positive \((\eta, \lambda)\)-extension \( \tilde{f} : \mathcal{U} \to \mathcal{V} \).

Proof. By Proposition 2.14, there exist \( k \in \mathbb{N} \) and \( g \in \mathcal{E}_{\eta+k} \) such that \( f = g \circ \log_k \). By Proposition 7.2, the germ \( g \) has an expansive, angle-positive \((\eta+k, \lambda+k)\)-extension \( \tilde{g} : \mathcal{U}' \to \mathcal{V}' \). By Examples 4.14 and 5.4 and Lemmas 4.17 and 5.6, \( \log_k \) has an angle-positive \((0, -k)\)-extension \( \log_k : \mathcal{U} \to \mathcal{V}'' \); in particular, we may assume that \( \mathcal{U}'' \subseteq \mathcal{U}' \). Hence, again by Lemmas 4.17 and 5.6, the map \( g \circ \log_k : \mathcal{U} \to \mathcal{V} := g(\mathcal{U}'') \) is an angle-positive \((\eta, \lambda)\)-extension of \( f \). \( \square \)

The following gives the left-to-right implication of the Continuation Corollary:

Corollary 7.4. Let \( f \in \mathcal{H} \) and set \( \eta := \max\{0, \text{eh}(f)\} \). Then there exist an \((\eta - 1)\)-domain \( \mathcal{U} \) and a half-bounded, analytic continuation \( \tilde{f} : \mathcal{U} \to \mathbb{L} \) of \( f \).

Proof. If \( f \in \mathcal{I} \), the conclusion follows from the Continuation Theorem, so we assume from now on that \( f \notin \mathcal{I} \). Then there exists \( c \in \mathbb{R} \) such that \( \frac{1}{f - c} \in \mathcal{I} \). By the Continuation Theorem, there is an \((\eta, \lambda)\)-extension \( \tilde{g} : \mathcal{U} \to \mathcal{V} \), where \( \lambda := \text{level}\left(\frac{1}{f - c}\right) \). Therefore, \( 1/\tilde{g} : \mathcal{U} \to \mathbb{L} \) is a half-bounded, analytic continuation of \( f - c \); in particular, we are done if \( c = 0 \). So assume also that \( c \neq 0 \), and let \( r > 0 \) be such that \( |1/\tilde{g}(x)| < |c|/2 \) for \( x \in \mathcal{U} \cap H_k(r) \). If \( c > 0 \), we set \( \sigma_c := \pi_0 \), while if \( c < 0 \), we let \( \sigma_c \) be the restriction of \( \pi \) to \( \{x \in \mathbb{L} : 0 < \arg x < 2\pi\} \). Then the map \( \tilde{f} : \mathcal{U} \cap H_k(r) \to \mathbb{L} \) defined by
\[
\tilde{f}(x) := \sigma_c^{-1}\left(\left(\pi \circ \frac{1}{\tilde{g}}\right)(x) + c\right)
\]
is a half-bounded, analytic continuation of \( f \). \( \square \)

Complex continuation. For \( \eta \geq -1 \), we call a set \( U \subseteq \mathbb{C} \) an \( \eta \)-domain if there exists an \( \eta \)-domain \( \mathcal{U} \subseteq \mathbb{L} \) such that \( U = \pi(\mathcal{U}) \). For example, the half-plane \( H(a) \) is a \( 0 \)-domain, for \( a \geq 0 \).

Remark 7.5. Because \( \eta \)-domains in \( \mathbb{L} \) are connected and each of the lines \( \{\arg x = \pi\} \) and \( \{\arg x = -\pi\} \) topologically separates \( \mathbb{L} \), a set \( U \subseteq \mathbb{C} \setminus (-\infty, 0] \) is an \( \eta \)-domain if and only if there is an \( \eta \)-domain \( \mathcal{U} \subseteq S_L(\pi) \) such that \( U = \pi_0(\mathcal{U}) \). Thus, if \( U \subseteq \mathbb{C} \) is an \( \eta \)-domain, then \( \eta > 0 \) implies \( U \subseteq \mathbb{C} \setminus (-\infty, 0] \), while \( U \subseteq \mathbb{C} \setminus (-\infty, 0] \) implies \( \eta \geq 0 \).
Corollary 7.6 (Complex Continuation). Let \( f \in \mathcal{H} \), set \( \eta := \max\{1, \text{eh}(f)\} \) and \( \lambda := \text{level}(f) \).

1. There are an \((\eta - 1)\)-domain \( U \subseteq \mathbb{C\setminus(-\infty,0]} \) and a half-bounded complex analytic continuation \( f : U \rightarrow \mathbb{C} \) of \( f \).

2. If \( f \in \mathcal{I} \), there are an \((\eta - 1)\)-domain \( U \subseteq \mathbb{C\setminus(-\infty,0]} \), an \((\eta - \lambda - 1)\)-domain \( V \subseteq \mathbb{C} \) and a complex analytic continuation \( f : U \rightarrow V \) of \( f \) such that
   (a) \(|f(z)| \rightarrow \infty \text{ as } |z| \rightarrow \infty \text{, for } z \in U\);
   (b) for every \( k \)-domain \( W \subseteq U \), the image \( f(W) \) is a \((k - \lambda)\)-domain, and if \( f(W) \subseteq \mathbb{C\setminus(-\infty,0]} \), then the restriction \( f|_W : W \rightarrow f(W) \) is biholomorphic and we have
   \[ \text{sgn}(\arg f(z)) = \text{sgn}(\arg z) = \text{sgn}(\text{Im } z) = \text{sgn}(\text{Im } f(z)) \]
   for \( z \in W \);
   (c) if \( f \prec p_2 \), then \( f(U \cap H(0)) \subseteq \mathbb{C\setminus(-\infty,0]} \).

In each of these situations, if \( \text{eh}(f) \leq 0 \), we can choose \( U \) such that \( H(a) \subseteq U \) for some \( a \geq 0 \).

Proof. (1) Let \( f : \mathfrak{U} \rightarrow \mathfrak{L} \) be an \( L \)-analytic continuation of \( f \) obtained from Continuation Corollary [1.2] and define \( U := \pi_0(\mathfrak{U}) \) and \( f : U \rightarrow \mathbb{C} \) by
   \[ f(z) := \pi(f(\pi_0^{-1}(z))). \]

(2) Let \( f : \mathfrak{U} \rightarrow \mathfrak{W} \) be an \( L \)-analytic continuation of \( f \) obtained from the Simplified Continuation Theorem [1.1] and define \( U := \pi_0(\mathfrak{U}) \), \( V := \pi(\mathfrak{W}) \) and \( f : U \rightarrow V \) by
   \[ f(z) := \pi(f(\pi_0^{-1}(z))). \]

Since \( f \) is biholomorphic, after replacing \( \mathfrak{U} \) by an \((\eta - 1)\)-domain \( \mathfrak{W} \) such that \( \text{cl}(\mathfrak{W}) \subseteq \mathfrak{U} \) if necessary, the continuity of \( f^{-1} \) on the closure of \( \mathfrak{U} \) implies that preimages under \( f \) of compact sets are compact; in particular, \(|f(x)| \rightarrow \infty \text{ as } |x| \rightarrow \infty \text{, for } x \in \mathfrak{U} \), which implies (a). Second, (b) follows from the facts that \( f \) is biholomorphic, maps \( k \)-domains to \((k - \lambda)\)-domains and is angle-positive, and from Remark [7.5].

Third, assume that \( f \prec p_2 \), so that \( h := p_2/f \in \mathcal{I} \). Let \( h : \mathfrak{U}' \rightarrow \mathfrak{W}' \) be an \( L \)-analytic continuation of \( h \) obtained from the Simplified Continuation Theorem [1.1]. Since \( \text{eh}(h) \leq 0 \), we may assume that \( \mathfrak{U}' = \mathfrak{U} \). Since \( h \) is angle-positive we have, for \( x \in \mathfrak{U} \) with \( \arg x > 0 \), that
   \[ 0 < \arg h(x) = 2\arg x - \arg f(x). \]
Since $\mathfrak{f}$ is also angle-positive, it follows that $0 < \arg\mathfrak{f}(x) < 2 \arg x$ for such $x \in \mathcal{U}$. Arguing similarly for $x \in \mathcal{U}$ with $\arg x < 0$, we obtain

$$|\arg \mathfrak{f}(x)| < 2|\arg x| \quad \text{for } x \in \mathcal{U};$$

in particular, we have $\mathfrak{f}(\mathcal{U} \cap S_{\mathbb{L}}(\pi/2)) \subseteq S_{\mathbb{L}}(\pi)$, that is, $\mathfrak{f}(\mathcal{U} \cap H(0)) \subseteq \mathbb{C} \setminus (-\infty, 0]$, which proves (c).

Finally, if $\mathfrak{e}h(f) \leq 0$, then $\mathcal{U}$ is a $(−1)$-domain; in particular, $\mathcal{U}$ is not angle-bounded, so that $H(a) \subseteq U$ for some $a \geq 0$. $\square$

8. UPPER BOUNDS ON EXPONENTIAL HEIGHT AND SIMPLE GERMS

In this section, we consider the following question: given germs $f, g \in \mathcal{I}$, what can be said about $\mathfrak{e}h(f \circ g^{-1})$ in terms of $\mathfrak{e}h(f)$ and $\mathfrak{e}h(g)$?

**Example 8.1.** Let $f, g \in \mathcal{I}$ be such that $\mathfrak{e}h(f), \mathfrak{e}h(g) \leq 0$ and $g > f$. Then $x > f \circ g^{-1}$ and $\lambda := \text{level}(f \circ g^{-1}) \leq 0$, but we do not know $\mathfrak{e}h(f \circ g^{-1})$. Nevertheless, by the Continuation Theorem, there are a $(0, \text{level}(f))$-extension $\mathfrak{f} : \mathcal{U}_1 \rightarrow \mathfrak{V}_1$ of $f$ and a $(0, \text{level}(g))$-extension $\mathfrak{g} : \mathcal{U}_2 \rightarrow \mathfrak{V}_2$; by the definition of angular level for maps, we may assume that $\mathcal{U}_2 \subseteq \mathcal{U}_1$. Hence $\mathfrak{f} \mathfrak{g}^{-1} : \mathfrak{V}_2 \rightarrow \mathfrak{V}_1$ is analytic continuation of $f \circ g^{-1}$. Note, however, that $\mathfrak{V}_2$ can be arbitrarily small, even if $\text{level}(f) = \text{level}(g)$; moreover, we do not know if $f \circ g^{-1}$ is an $(\eta, \lambda)$-extension of $f \circ g^{-1}$, for some appropriate $\eta$.

The goal of this section is to get a better result than in the previous example, at least for certain germs in $\mathcal{I}$. To get a handle on compositional inversion, we note the following uniqueness principle:

**Proposition 8.2.** Let $k \geq -1$, $\mathcal{U} \subseteq \mathbb{L}$ be a $k$-domain and $f : \mathcal{U} \rightarrow \mathbb{C}$ be a bounded holomorphic function. Assume that there exists $h \in \mathcal{D}$ of level $k + 2$ such that

$$|f(x)| = O(h(x)) \quad \text{as } x \rightarrow \infty \text{ in } \mathbb{R}.$$

Then $f = 0$.

**Proof.** Replacing $\mathcal{U}$ by a smaller $k$-domain if necessary, we may assume that $\mathcal{U} = \log_{k+1}(\mathfrak{W})$ for some $(-1)$-domain $\mathfrak{W} \subseteq \mathbb{L}$. Then, replacing $\mathcal{U}$ by $\mathfrak{W}$, $f$ by $f \circ \log_{k+1}$ and $h$ by $h \circ \log_{k+1}$ if necessary, we may assume that $k = -1$.

Next, let $l \in \mathbb{N}$ and $g \in \mathcal{E}$ of level $l + 1$ be such that $h = g \circ \log_l$, and let $\nu \in \mathbb{N}$ be nonzero such that $|g| \leq 1/(\exp_l \circ p_{1/\nu})$. Then

$$|h \circ \exp_l \circ p_{\nu} \circ \log_l \circ p_2| \leq 1/(\exp \circ p_2);$$

replacing $\mathcal{U}$ by the $(-1)$-domain $p_{1/2}(\exp_l(p_{1/\nu}(\log_l(\mathcal{U}))))$ and $f$ by $f \circ \exp_l \circ p_{\nu} \circ \log_l \circ p_2$, we may assume that $h = 1/(\exp \circ p_2)$. 


Now the restriction of \( f \) to \( \pi_0^{-1}(H(a)) \), for a sufficiently large \( a \geq 0 \), is bounded, holomorphic and satisfies \( |f(x)| = o(\exp(-nx)) \) as \( x \to +\infty \) in \( \mathbb{R} \), for all \( n \in \mathbb{N} \). Therefore, \( f = 0 \) by [2, Lemma 24.37] and the identity theorem for holomorphic functions. \( \square \)

From Proposition 8.2 and the Continuation Theorem, we obtain the right-to-left implication of the Continuation Corollary:

**Proposition 8.3.** Let \( f \in \mathcal{H} \) and \( \eta \in \mathbb{N} \), and assume that \( f \) has a half-bounded analytic continuation \( \tilde{f} : \mathcal{U} \to \mathbb{K} \), where \( \mathcal{U} \subseteq \mathbb{L} \) is an \( (\eta - 1) \)-domain and \( \mathbb{K} = \mathbb{C} \) or \( \mathbb{K} = \mathbb{L} \). Then \( \text{eh}(f) \leq \eta \).

**Proof.** Replacing \( f \) by \( 1/f \) if necessary, we may assume that \( f \) is bounded; in particular, every principle monomial of \( f \) is either a constant or small. Hence by Lemma 2.6, there exist \( a \in \mathbb{R} \) and \( f_1, f_2 \in \mathcal{D} \) such that \( \text{eh}(f_1) \leq \eta \) and every \( m \in \mathcal{M}(f_2) \) is small and satisfies \( \text{eh}(m) > \eta \), and such that \( f = a + f_1 + f_2 \). We claim that \( f_2 = 0 \), which then proves the proposition.

To see the claim, by Corollary 2.16(3), the germ \( 1/f_1 \in \mathcal{I} \) has exponential height at most \( \eta \), so by the Continuation Theorem \( 1/f_1 \) is \((\eta, \text{level}(f_1))\)-extendable. So after shrinking \( \mathcal{U} \) if necessary, \( f_1 \) has a bounded analytic continuation \( f_1 : \mathcal{U} \to \mathbb{L} \). Therefore, \( f_2 \) has a bounded analytic continuation \( f_2 : \mathcal{U} \to \mathbb{C} \) defined by

\[
    f_2 := \begin{cases} 
        \pi \circ f - a - \pi \circ f_1 & \text{if } \mathbb{K} = \mathbb{L}, \\
        f - a - \pi \circ f_1 & \text{if } \mathbb{K} = \mathbb{C},
    \end{cases}
\]

on the other hand, since \( \text{eh}(m) \geq \eta + 1 \) for every principle monomial of \( f_2 \), we have \( \text{level}(f_2) \geq \eta + 1 \). Hence \( f_2 = 0 \) by Proposition 8.2, in particular, \( f_2 = 0 \), as claimed. \( \square \)

Recall from Corollary 2.16(3) that \( \mathcal{H}_{\leq 0} = \{ f \in \mathcal{H} : \text{eh}(f) \leq 0 \} \) is a Hardy field.

**Corollary 8.4.** The Hardy field \( \mathcal{H}_{\leq 0} \) is stable under composition; that is, given \( f, g \in \mathcal{H}_{\leq 0} \) such that \( g \in \mathcal{I} \), we have \( f \circ g \in \mathcal{H}_{\leq 0} \).

**Proof.** Assume first that \( f \in \mathcal{I} \), and let \( k := \text{level}(f) \) and \( l := \text{level}(g) \). By the Continuation Theorem, \( f \) has a \((0, k)\)-extension \( f : \mathcal{U}_1 \to \mathcal{V}_1 \) and \( g \) has a \((0, l)\)-extension \( g : \mathcal{U}_2 \to \mathcal{V}_2 \). Condition (b) of the definition of \((0, l)\)-map implies that there exists a \((-1)\)-domain \( \mathcal{U}_2' \subseteq \mathcal{U}_2 \) such that \( g(\mathcal{U}_2') \subseteq \mathcal{U}_1 \). Hence \( f \circ g : \mathcal{U}_2' \to \mathbb{L} \) is a half-bounded analytic continuation of \( f \circ g \), so \( \text{eh}(f \circ g) \leq 0 \) by Proposition 8.3 and Corollary 2.16(3).
If \( f \notin \mathcal{I} \), then there exists \( c \in \mathbb{R} \) such that \( \frac{1}{f-c} \in \mathcal{I} \), so the corollary follows from the previous case and Corollary 2.16(3).

**Corollary 8.5.** Let \( f \in \mathcal{I} \), set \( \eta := \max\{\text{eh}(f), 0\} \) and \( \lambda := \text{level}(f) \leq \eta \). Then
\[
\text{eh} \left( f^{-1} \right) \leq \eta - \lambda;
\]
in particular, \( f^{-1} \) is \((\eta - \lambda, -\lambda)\)-extendable.

**Remark.** Note that the compositional inverse of an \((\eta, \lambda)\)-map is not a priori an \((\eta - \lambda, -\lambda)\)-map.

**Proof.** Let \( f : \mathcal{U} \rightarrow \mathcal{V} \) be an \((\eta, \lambda)\)-extension of \( f \). Since \( f \) is biholomorphic, the germ \( f^{-1} \) has a analytic continuation \( f^{-1} : \mathcal{V} \rightarrow \mathcal{U} \); since \( \mathcal{V} \) is an \((\eta - \lambda - 1)\)-domain, it follows from Proposition 8.3 and Corollary 2.16(3) that \( \text{eh} \left( f^{-1} \right) \leq \eta - \lambda \). \( \square \)

**Definition 8.6.** We call \( f \in \mathcal{H} \) simple if \( \text{level}(f) = \text{eh}(f) \).

**Example 8.7.** If \( f \in \mathcal{H} \) is purely infinite then, by definition, we have \( \text{eh}(f) = \text{eh}(\text{lm}(f)) = \text{level}(f) \), that is, \( f \) is simple.

**Lemma 8.8.** Let \( f \in \mathcal{I} \) be simple. Then \( f \circ \exp \) and \( f \circ \log \) are simple.

**Proof.** Corollary 2.16(1) and Fact 4.1(3). \( \square \)

We denote by \( S \) the set of all simple \( f \in \mathcal{I} \) and set
\[
S_0 := \{ f \in S : \text{level}(f) = 0 \}.
\]

**Proposition 8.9.** The set \( S_0 \) is a compositional subgroup of \( \mathcal{I} \).

**Proof.** Let \( f, g \in S_0 \). Then \( \text{eh} \left( f^{-1} \right) \geq \text{level} \left( f^{-1} \right) = 0 \) and, by Corollary 8.5, we also have \( \text{eh} \left( f^{-1} \right) \leq 0 \), so that \( f^{-1} \in S_0 \). Moreover, we have
\[
0 = \text{level}(f \circ g) \leq \text{eh}(f \circ g) \leq 0
\]
by Corollary 8.5, so \( f \circ g \in S_0 \). \( \square \)

**Corollary 8.10.** Let \( f \in \mathcal{H} \), \( g \in \mathcal{I} \) and set \( \eta := \text{eh}(f) \geq \lambda := \text{level}(f) \) and \( k := \text{eh}(g) \geq l := \text{level}(g) \). Then
\begin{enumerate}
\item \( \text{eh} \left( f \circ g^{-1} \right) \leq \max\{\eta + k - 2l, k - l\} \);
\item if \( f, g \in S \) and \( \eta \geq k \), then \( f \circ g^{-1} \in S \);
\item if \( g \in S \) and \( k \leq 0 \), then \( g^{-1} \in S \).
\end{enumerate}

**Proof.** (1) By Proposition 2.8 the germ \( \exp_{k-l} \circ g \) is simple; since
\[
\text{eh} \left( f \circ g^{-1} \right) = \text{eh} \left( f \circ g^{-1} \circ \log_{k-l} \right) + k - l,
\]
we may assume that \( g \) is simple and show that
\[
\text{eh} \left( f \circ g^{-1} \right) \leq \max\{\eta - l, 0\}
\]
in this case. Since \( g \) is simple, the germ \( g \circ \log_k \) is simple by Lemma 8.8 and since
\[
f \circ g^{-1} = (f \circ \log_k) \circ (g \circ \log_k)^{-1},
\]
we may even assume that \( k = l = 0 \). But then \( g^{-1} \in S_0 \) by Proposition 8.9, so \( g^{-1} \) is \((0, 0)\)-extendable, and we set \( \eta' := \max\{\eta, 0\} \).

Next, assume that \( f \) is large. Since \( \eta' = \max\{\eta, 0\} \), we get from the Continuation Theorem that \( f \) or \( -f \) is \((\eta', \lambda)\)-extendable; it follows from Lemma 4.17 that \( f \circ g^{-1} \) or \( -f \circ g^{-1} \) is \((\eta', \lambda)\)-extendable as well.

Corollaries 8.5 and 2.5 now imply that \( \text{eh} (f \circ g^{-1}) \leq \eta' \), as required.

Finally, if \( f \) is bounded, there exists \( c \in \mathbb{R} \) such that \( \frac{1}{f - c} \) is large, so the previous subcase and Corollary 2.5 also give the claimed conclusion in this subcase.

Part (2) follows from part (1), since level \( (f \circ g^{-1}) = \eta - k = \eta' \) in this case, and part (3) follows from part (2) with \( f = p_1 \).

Example 8.11. In the setting of Example 8.1, assume in addition that \( f \) and \( g \) are simple. Then we get from Corollary 8.10(1) that \( \text{eh} (f \circ g^{-1}) \leq 0 \), so by the Continuation Theorem, the germ \( f \circ g^{-1} \) is \((0, \text{level}(f) - \text{level}(g))\)-extendable. This holds irrespective of what \( \text{level}(g) \) actually is, which represents a big improvement over the observation in Example 8.1.
Remark. The converse does not hold for \( f = \exp \), as \( \exp \) is definable but has angle-unbounded image.

Proof. Note that the conclusion holds if \( f = \log \), because \( \log \) is definable. In general, there are \( k \in \mathbb{N} \) and \( g \in \mathcal{E}_{\text{eh}(f) + k} \) such that \( f = g \circ \log_k \). We claim that if the proposition holds with \( g \) in place of \( f \), then it holds for \( f \).

To see the claim, assume the proposition holds with \( g \) in place of \( f \), and let \( g : \mathcal{U}_1 \to \mathcal{V}_1 \) be an \((\text{eh}(f) + k, \lambda + k)\)-extension of \( g \). Intersecting \( \mathcal{U}' \) with \( H_L(R) \) for some sufficiently large \( R > 0 \), we may assume that

\[
\mathcal{U}'' := \log_k(\mathcal{U}') \subseteq H_L(1);
\]

in particular, \( \log_k |_{\mathcal{U}''} \) and \( \mathcal{U}'' \) are definable. Now, since \( f(\mathcal{U}') \) is angle-bounded, we have

\[
g(\mathcal{U}'') = g(\log_k(\mathcal{U}')) = f(\mathcal{U}')
\]

is angle-bounded. So by hypothesis, the restriction \( g |_{\mathcal{U}''} \) is definable; but then

\[
f |_{\mathcal{U}''} = (g \circ \log_k) |_{\mathcal{U}''} = (g |_{\mathcal{U}''}) \circ (\log_k |_{\mathcal{U}''})
\]

is definable as well, which proves the claim.

By the claim, we may assume that \( f \in \mathcal{E} \) and, in this case we prove, by induction on \( \eta = \text{eh}(f) \), that

\[
(*) \text{ if } f(\mathcal{U}') \text{ is angle-bounded, then } \mathcal{U}' \text{ is angle-bounded and } f |_{\mathcal{U}'} \text{ is definable.}
\]

Case \( \eta = 0 \): If \( f \in \mathcal{M}_0 \), then \( f = p_k \) for some \( k \in \mathbb{Z} \), which has definable \((0,0)\)-extension \( p_k : \mathbb{L} \to \mathbb{L} \). The same goes for \( f = m_a \) with \( a \in \mathbb{R} \), which has definable \((0,0)\)-extension \( m_a : \mathbb{L} \to \mathbb{L} \). Hence \( m_a \circ p_k \) is a definable analytic continuation of \( m_a \circ p_k \), and both the image and preimage under \( m_a \circ p_k \) of any angle-bounded domain are angle-bounded.

On the other hand, if \( f \) is a unit at \(+\infty\), then \( f = 1 + g \) with \( g \in \mathcal{E}_0 \) small. By Lemma \([2,3] 1\), there is a \( P \in \mathbb{R} \{T\} \) such that \( g(x) = P(1/x) \) for sufficiently large \( x > 0 \). Let \( r > 0 \) be such that \( |P(z)| < 1/2 \) for \( |z| < r \), and let \( P : B_L(r) \to \mathbb{C} \) be the corresponding analytic continuation of \( P \). Then

\[
x \mapsto f(x) := \pi_0^{-1}(1 + P(1/x)) : H_L(1/r) \to \mathbb{L}
\]

is a analytic continuation of \( f \) that has image contained in \( S_L(\pi/2) \) and, by Lemma \([9,1] \), the restriction of \( f \) to any definable, angle-bounded domain is definable.

In general, \( f = (m_a \circ p_k)u \) for some nonzero \( a \in \mathbb{R} \), \( k \in \mathbb{Z} \) and \( u \in \mathcal{E}_0 \) such that \( u \) is a unit at \(+\infty\). Assume that \( f(\mathcal{U}') \) is angle-bounded;
since the analytic continuation $u$ of $u$ has image contained in $S_L(\pi/2)$, and since $(m_a \circ p_k)(U') \subseteq f(U')/u(U')$, it follows that $(m_a \circ p_k)(U')$ is angle-bounded as well. So by the above, $(m_a \circ p_k)|_{uU'}$ is definable and $U'$ is angle-bounded, so that $u|_{uU'}$ and hence $f|_{uU'}$ is definable as well.

**Case** $\eta > 0$: Assume that (*) holds for $g \in E_{\eta-1}$ and that $f(U')$ is angle-bounded. If $f \in M_\eta$, then $f = \exp \circ g$ for some $g \in E_{\eta-1}$; let $g : \mathcal{U}_1 \to \mathbb{U}_1$ be an $(\eta - 1, \lambda - 1)$-extension of $g$. Since $\mathcal{U}_1$ is an $(\eta - 2)$-domain, we may assume that $U' \subseteq \mathcal{U}_1$; and since $|f(z)| \to \infty$ uniformly in $|z|$, we may assume that $f(U') \subseteq H_L(1)$. Then

$$g(U') = \log(f(U')) \subseteq \log(H_L(1)) = S_L(\pi/2);$$

so that $U'$ is angle-bounded and $g|_{U'}$ is definable, by the inductive hypothesis, and $\exp|_{g(U')}$ is definable. Hence $f|_{U'} = \exp|_{g(U')} \circ g|_{U'}$ is definable as well, as claimed.

On the other hand, if $f$ is a unit at $+\infty$, then $f = 1 + g$ with $g \in E_\eta$ small. By Lemma 2.3(1), there are $k \in \mathbb{N}$, small $m_1, \ldots, m_k \in M_\eta$, an $(\eta - 1)$-domain $\mathcal{U}_1$ and a $P \in \mathbb{R}\{X_1, \ldots, X_k\}$ such that $g(x) = P(m_1(x), \ldots, m_k(x))$ for sufficiently large $x \in \mathcal{U}_1$, where $g : \mathcal{U}_1 \to \mathbb{C}$ and $m_1, \ldots, m_k : \mathcal{U}_1 \to \mathbb{L}$ are analytic continuations of $g$ and $m_1, \ldots, m_k$, respectively, and $P : B_L(r) \to \mathbb{C}$ be the corresponding analytic continuation of $P$, for some sufficiently small $r > 0$. Then

$$x \mapsto f(x) := \pi_0^{-1}(1 + P(m_1(x), \ldots, m_k(x))) : H_L(1/r) \to \mathbb{L}$$

is a analytic continuation of $f$ that has image contained in $S_L(\pi/2)$ and, by Lemma 9.1 and the previous paragraph, if each $m_i(U')$ is angle-bounded, then $f|_{U'}$ is definable as well.

In general, $f = (m_a \circ n)u$ for some nonzero $a \in \mathbb{R}$, $n \in M_\eta$ and $u \in E_\eta$ such that $u$ is a unit at $+\infty$. Assume that $f(U')$ is angle-bounded; since the analytic continuation $u$ of $u$ has image contained in $S_L(\pi/2)$, and since $(m_a \circ n)(U') \subseteq f(U')/u(U')$, it follows that $(m_a \circ n)|_{U'}$ is angle-bounded as well. So by the above, $(m_a \circ n)|_{U'}$ is definable and $U'$ is angle-bounded, so that $u|_{U'}$ is definable as well. \hfill \Box

As an application of this proposition, we obtain a variant of Wilkie’s theorem [13, Theorem 1.11] on definable complex continuations: set

$$\mathcal{H}_{\text{poly}} := \{ f \in \mathcal{H} : |f| \leq p_n \text{ for some } n \in \mathbb{N} \}$$

and

$$\mathcal{R}_{\text{poly}} := \left\{ f \in \mathcal{H} : m, \frac{1}{m} \in \mathcal{H}_{\text{poly}} \text{ for every } m \in \mathcal{M}(f) \right\}.$$

Then $\mathcal{H}_{\text{poly}}$ is a convex subring of $\mathcal{H}$ with maximal ideal

$$\mathcal{M}_{\text{poly}} := \{ f \in \mathcal{H} : |f| < p_n \text{ for every } n \in \mathbb{N} \}.$$
Consequently, $R_{\text{poly}}$ is a subring of $H_{\text{poly}}$. Moreover, if $P \in \mathbb{R}\{T\}$ and $f \in R_{\text{poly}}$ is small, then $P \circ f \in R_{\text{poly}}$; it follows that $R_{\text{poly}}$ is a field. Finally, it follows from (E4) and Proposition 2.14 that

$$H_{\text{poly}} = R_{\text{poly}} \oplus M_{\text{poly}}$$

as $\mathbb{R}$-vector spaces; in particular, $R_{\text{poly}}$ is isomorphic to $H_{\text{poly}}/M_{\text{poly}}$.

It follows from Kuhlmann [4, Theorem 6.46] that $R_{\text{poly}}$ is the same as the subfield with the same name in Wilkie [13].

**Remark.** Let $f \in R_{\text{poly}}$. Then every $m \in M(f)$ has comparability class equal to or slower than that of the identity function. It follows that $eh(f) \leq 0$ so, by the Continuation Corollary, there exist a $(-1)$-domain $U_f$ and a half-bounded, analytic continuation $f : U \rightarrow \mathbb{L}$.

To characterize the germs in $R_{\text{poly}}$ in terms of *definable* analytic continuations, we need another lemma.

**Lemma 9.3.** Let $f \in I$ be such that $eh(f) \leq 0$. Then $f$ maps angle-bounded domains into angle-bounded domains if and only if the comparability class of $f$ is equal to or slower than that of the identity map.

**Proof.** Assume first that the comparability class of $f$ is equal to or slower than that of the identity map. Then $f \leq p_n$ for some $n \in \mathbb{N}$, so that $\frac{p_{n+1}}{f} \in I$. Since $eh\left(\frac{p_{n+1}}{f}\right) = eh(f) \leq 0$, there are a $(-1)$-domain $U_f$ and angle-positive, analytic continuations $f, g : U \rightarrow \mathbb{L}$ of $f$ and $\frac{p_{n+1}}{f}$, respectively. Thus, for $x \in U$ with $arg\ x > 0$, we have

$$0 < arg\ g(x) = (n + 1) arg\ x - arg\ f(x),$$

that is, $0 < arg\ f(x) \leq (n + 1) arg\ x$, which proves one direction.

Conversely, assume that the comparability class of the identity map is strictly slower than that of $f$, and fix an angle-positive, analytic continuation $f : U \rightarrow \mathbb{L}$ of $f$. Let $n \in \mathbb{N}$; then $\frac{L}{p_n} \in I$, so there are a $(-1)$-domain $U_n \subseteq U$ and an angle-positive, analytic continuation $g_n : U_n \rightarrow \mathbb{L}$ of $\frac{L}{p_n}$. Fix $c > 0$, and let $x \in U_n$ be such that $arg\ x = c$; then

$$0 < arg\ g_n(x) = arg\ f(x) - n arg\ x = arg\ f(x) - nc,$$

so that $arg\ f(x) > nc$. Since $n \in \mathbb{N}$ was arbitrary, this means that we can find $x_n \in U$, for $n \in \mathbb{N}$, such that $arg\ x_n = c$ and $arg\ f(x_n) \rightarrow +\infty$ as $n \rightarrow \infty$, which proves the other direction. $\square$

**Proof of Application 2.** First assume that $f \in R_{\text{poly}}$. Then $eh(f) \leq 0$ so, by the Continuation Corollary, there are a $(-1)$-domain $U$ and a
half-bounded, analytic continuation $\hat{f} : U \rightarrow \mathbb{L}$. Also, the comparability class of $f$ is equal to or slower than that of the identity function, so by Lemma 9.3 $\hat{f}$ maps angle-bounded domains into angle-bounded domains. Thus, if $U' \subseteq U$ is an angle-bounded, definable domain, then $\hat{f}(U')$ is angle-bounded, so by Proposition 9.2 the restriction of $\hat{f} := \pi \circ f$ to $U'$ is definable.

Conversely, assume that there exist a $(-1)$-domain $U$ and a half-bounded, analytic continuation $f : U \rightarrow \mathbb{C}$ such that, for every angle-bounded, definable domain $U' \subseteq U$, the restriction $f|_{U'}$ is definable. Replacing $f$ by $f - c$ for some appropriate $c \in \mathbb{R}$ if necessary, we may assume that $f$ is small or large; again replacing $f$ by $1/f$ if necessary, we may assume that $f$ is small; finally, replacing $f$ by $-f$ if necessary, we may also assume that $f > 0$. Note that, in this case, $f$ is bounded.

Since $f \in \mathcal{H}_{\text{poly}}$, there are small $f_1 \in \mathcal{R}_{\text{poly}}$ and $f_2 \in \mathcal{M}_{\text{poly}}$ such that $f = f_1 + f_2$; we need to show that $f_2 = 0$. By the left-to-right implication, after shrinking $U$ if necessary, there exists a bounded, analytic continuation $f_1 : U \rightarrow \mathbb{C}$ of $f_1$ such that, for every angle-bounded, definable domain $U' \subseteq U$, the restriction $f_1|_{U'}$ is definable. Therefore,

$$f_2 := f - f_1 : U \rightarrow \mathbb{C}$$

is a bounded, analytic continuation of $f_2$. Since $U$ is a $(-1)$-domain, it follows from Proposition 8.3 that $\text{eh}(f_2) \leq 0$; so by the Continuation Corollary and after shrinking $U$ again if necessary, $f_2$ has a half-bounded, analytic continuation $\hat{f}_2 : U \rightarrow \mathbb{L}$.

Assume now, for a contradiction, that $f_2 \neq 0$. Then by definition, the comparability class of the identity function is stictly slower than that of $f_2$, hence that of $1/f_2$. By Lemma 9.3 there is an angle-bounded domain $U' \subseteq U$ such that $f_2(U')$ is not angle-bounded; in particular, $(\pi \circ f_2)|_{U'}$ is not definable. But $\pi \circ f_2 = \hat{f}_2$ by the identity theorem for holomorphic functions, so that $\hat{f}_2|_{U'}$ is not definable. This contradicts the assumption that both $f_1|_{U'}$ and $f_1|_{U'}$ are definable. \hfill $\square$
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