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Figure 1: For a collection of satellite and street images, our method synthesizes the street view for each satellite input (right). It also simultaneously determines the geographic location of a query street image by matching it with the closest satellite image in the database (left→right). This is done in one single architecture which allows for end-to-end training.

Abstract

The goal of cross-view image based geo-localization is to determine the location of a given street view image by matching it against a collection of geo-tagged satellite images. This task is notoriously challenging due to the drastic viewpoint and appearance differences between the two domains. We show that we can address this discrepancy explicitly by learning to synthesize realistic street views from satellite inputs. Following this observation, we propose a novel multi-task architecture in which image synthesis and retrieval are considered jointly. The rationale behind this is that we can bias our network to learn latent feature representations that are useful for retrieval if we utilize them to generate images across the two input domains. To the best of our knowledge, ours is the first approach that creates realistic street views from satellite images and localizes the corresponding query street-view simultaneously in an end-to-end manner. In our experiments, we obtain state-of-the-art performance on the CVUSA and CVACT benchmarks. Finally, we show compelling qualitative results for satellite-to-street view synthesis.

1. Introduction

Estimating the geographic location of an image is a fundamental problem in computer vision with applications in autonomous driving, robotics, and augmented reality. Originally, the problem was cast as an image retrieval task [30, 10, 41, 7, 2, 34, 42, 29], where the goal is to determine the geographic location of a query street view image by comparing it against a database of GPS-tagged street images. The main limitation of this approach is that, even though there are large databases available for this type of imagery, the coverage varies a lot between different regions of the world, and it is generally sparse in rural areas.

Satellite imagery, on the other hand, is broadly available for most parts of the world with services like Google maps. This encouraged researchers to focus on cross-view image-based geo-localization [40, 18, 36, 19, 31, 5, 33, 32] as a more general and inclusive alternative. The overall idea is to predict the latitude and longitude of a street-level image by matching it against a GPS-tagged satellite database. Even though this approach helps to cover vast parts of the world, the significant domain gap between a pair of street view and top-view satellite images, shown in Figure 1, makes cross-view image based geo-localization extremely challenging. For instance, the appearance of the two images can vary significantly as they are typically taken at different times and with different cameras, leading to illumination changes. The biggest challenge, however, comes from the dramatically different viewpoints of street and satellite images – even for human eyes, it is far from obvious that two images show the same location. Satellite images cover a broader area in comparison to the ego-centric viewpoint of the street images. On the other hand, there are a lot of additional fea-
tures in street-view images, like facades, that are not visible in the top-view satellite images which would otherwise be extremely useful for precise location retrieval.

In order to alleviate the difficulty of learning cross-view features, [31, 32] use a simple polar coordinate transformation as a preprocessing step for image retrieval. Intuitively, this mimics the real viewpoint transformation from the over-head view to the ground-view. Nevertheless, there is still a significant appearance gap between polar-transformed and real street images. The two views do not overlap perfectly, which limits the retrieval performance. In the last few years, Generative Adversarial Networks (GANs) [9] have proven to be a powerful tool for generating realistic looking images. Recent works [25, 26, 48] applied them for cross-view image synthesis between aerial and ground-level images but they do not evaluate their effectiveness for the geo-localization task. [27] is the first to use pre-trained synthesized images [25] to train a retrieval network for geo-localization. However, this is done in two stages and therefore does not allow for end-to-end training. They obtained less accurate retrieval results than methods based on polar transformations [31, 32]. This suggests that, while GANs create images that look more realistic, polar-transformation is more suitable to map the content of the images across the two domains.

In this work, our goal is to address the drastic viewpoint difference of the two domains by synthesizing realistic-looking and content-preserving street images from their satellite counterparts for geo-localization. To that end, we integrate a cross-view synthesis module and a geo-localization branch in a single architecture. The main insight here is that these two network components mutually reinforce each other: Learning to generate street images from satellite inputs naturally helps the image retrieval branch, since our network learns to extract local features that are useful across the two input domains. Vice versa, the retrieval branch incentivizes our network to create realistic street views that replicate the content of a given satellite image. Additionally, our network uses polar transformed satellite images as a starting point (i.e., as an input to the GAN). This makes the image generation easier, since the spatial layout of the polar transformed image and the street view is approximately the same.

Contribution We propose a novel geo-localization method that is trained jointly for the multi-task setup of both synthesizing ground images from satellite images and retrieving cross-view image matches. We devise a single network for both of these tasks which can be trained in an end-to-end manner. Our method shows strong empirical results, both in terms of the retrieval accuracy and synthesis quality. For geo-localization, we obtain state-of-the-art performance on standard large-scale cross-view retrieval benchmarks. Moreover, our pipeline generates highly realistic street views that strongly resemble real, panoramic street images. Remarkably, our method outperforms existing cross-view synthesis approaches that use semantic labels as supervision during training.

2. Related work

The main challenge of cross-view image based geo-localization is the drastic appearance and viewpoint differences between satellite and street view image pairs. For our discussion of existing work, we distinguish between methods that directly extract viewpoint invariant features on the input images and methods that apply an explicit viewpoint transformation to the inputs.

Domain-invariant features A central question in cross-view image based geo-localization is how to extract features that are invariant to the appearance gap between satellite and street view images. Early works [17, 24, 6, 3] built hand-crafted pipelines where extracted features have an explicit semantic interpretation, like detecting buildings.

Following the success of deep learning for several computer vision tasks, new approaches successfully applied deep convolutional neural networks (CNN) to learn feature representations for cross-view image based geo-localization. The first approaches in this line of work were based on the AlexNet [15] model pretrained on ImageNet [8] and the Places [47] dataset. Originally, the pre-trained weights were used directly to match image pairs without any additional training [39]. Further improvements were proposed in [40], which refined the features of the satellite images to make them more coherent with the pre-trained descriptors on the street level. [18] utilized a siamese network to learn features for both street view and 45° aerial images with a contrastive loss. In subsequent work, [36] explored several CNN architectures and concluded that a triplet CNN trained with a soft-margin triplet loss is most suitable to extract deep features from cross-view image pairs.

Most of these approaches used a standard fully connected layer to combine local features into a global feature representation. In contrast to that, [12] embedded a learnable NETVLAD [1] layer to aggregate local CNN features. [19] showed that orientation information, in the form of hand-crafted UV maps, helps to convey the approximate viewpoint difference to the network during training. Recently, [5] applied both spatial and channel-wise attention to the feature maps and trained them with a hard exemplar reweighting triplet loss.

Despite the abundant progress in improving the architecture and losses for learning cross-view feature representations, trying to overcome the domain gap purely via feature learning remains a challenging open problem.
**Viewpoint transformation** Instead of focusing merely on the feature representation, recent approaches transformed the input images to explicitly address the viewpoint discrepancy between satellite and street view images.

The first among these approaches [43] synthesized street-level information from top-view satellite inputs. In particular, they learned to map semantic labels from the satellite view to the ground view and use them to create street view information. Similarly, [25] applied a conditional GAN that creates ground images from the satellite view and vice versa. [20] proposed to generate street views from satellite images by utilizing depth maps and semantic labels. Even though all of these approaches generate novel viewpoints between satellite and street observations, they do not explicitly apply it to the geo-localization problem.

A key formalism towards closing the domain gap between top-view and ground-level images was proposed by [31]. The main insight here is that the viewpoint transformation can be approximated with a simple change of coordinates – in particular, a polar coordinate transformation. This approximately preserves the content of the satellite images, but the resulting images are far from realistic street views. Using the transformed images for retrieval, [31] further proposed to learn spatial attention maps to aggregate the local CNN features into global image descriptors. On top of the polar transformation, [32] trained a siamese network with a dynamic matching module to learn discriminative feature representations along the horizontal direction. To that end, features from the ground view are shifted such that they correlate with the polar transformed images.

More realistic street-view images can be generated with GANs [25] which was later used as an additional input to train a retrieval network [27]. While the obtained images look realistic, this approach lacks a strong incentive for the image generation to preserve the content of the input images, which negatively impacts the retrieval performance. Consequently, most existing cross-view synthesis approaches require semantic maps for a sufficient preservation of content [25, 43, 20].

In this paper, we take a different approach. We show that we do not need semantic maps to obtain realistic looking and content-preserving street-from-satellite images. We observe that existing works treat the tasks of image synthesis and retrieval separately, even though the synergies are clear. We show that our proposed multi-task training of image synthesis and retrieval in an end-to-end manner leads to state-of-the-art results, both in terms of geo-localization and cross-view image generation.

### 3. Method

In this section, we describe our proposed multi-task approach to geo-localization, see Figure 2 for an overview. The main idea is to jointly address the cross-view image retrieval and satellite-to-street view synthesis in a single framework. Specifically, we project a given pair of satellite and street images into their latent feature space and use these features simultaneously for both tasks. On one hand, the retrieval branch makes sure that the content of the generated images is true to the real scene depicted. At the same time, the image synthesis biases our model to learn features that are consistent across the two input domains which, in turn, benefits the localization.

Initially, we apply a polar transformation to the satellite inputs [32, 31], which maps their content to an approximate street view, see Section 3.1. We then synthesize a realistic street view from the polar-transformed images, see Section 3.2. At the same time, the network learns to set satellite-street pairs in correspondence in the image retrieval branch, which we outline in Section 3.3. Finally, we provide details on the learning procedure in Section 3.4. Also, see our supplementary material for more technical implementation details.

#### 3.1. Polar transformation

As shown in earlier work [31, 32], we can partially bridge the domain gap of our input pairs with a simple polar coordinate transformation of the top-view satellite inputs:

\[
x^i = \frac{W s}{2} + \frac{W s}{2} \frac{y^i_{ps}}{H_{ps}} \sin \left( \frac{2\pi}{W_{ps}} x^i_{ps} \right)
\]

\[
y^i = \frac{H s}{2} - \frac{H s}{2} \frac{y^i_{ps}}{H_{ps}} \cos \left( \frac{2\pi}{W_{ps}} x^i_{ps} \right)
\]

Here, \((x^i, y^i)\) and \((x^i_{ps}, y^i_{ps})\) are pixel coordinates of the satellite and polar transformed images, respectively. The dimensions are specified by \(W s \times H s\) and \(W_{ps} \times H_{ps}\). In this formulation, circular lines in the top-view satellite images become horizontal lines in the ground view. Vice-versa, radial lines correspond to vertical lines in the new set of coordinates. In particular, the north-line, which is a vertical line originating from the center of the satellite image, corresponds to the vertical line at \(\frac{W s}{2}\) in the transformed image.

Overall, this transformation produces image pairs that respect the content of the scene, i.e., they have roughly the same arrangement of objects in the scene. However, that alone is not sufficient to completely close the domain gap between the two views: The overlap is typically not perfect and a lot of features, like, e.g., the sky as seen from the ground-view, can simply not be recovered in that manner. Consequently, in the next step, we convert the polar transformed images to street images using a generative model.

#### 3.2. Generator and discriminator networks

Generative Adversarial Networks (GANs) [9] are nowadays broadly used for image synthesis tasks in computer
Figure 2: An overview of our network. We convert the pixel coordinates of the top-view satellite image $I_s$ to $I_{ps}$. Then our generative network $G$ synthesizes the street image $G(I_{ps})$. In the same forward pass, the network feeds the projected satellite features $G_E(I_{ps})$ and the corresponding ground image $I_g$ to the retrieval branch. Network $R_E$ extracts the local features from the real street view analogous to $G_E$. $SA$ is a spatial-aware attention module that aggregates the extracted local features into global image descriptors. $\mathcal{L}_{cGAN}$, $\mathcal{L}_{L1}$, $\mathcal{L}_{ret}$ are the loss functions that we used for learning, see Section 3.4.

vision. The main appeal of this class of architectures is that they are able to generate highly realistic images. This is typically done via adversarial training of two opposing networks, the generator $G$ and the discriminator $D$. We follow the lines of recent conditional GAN method [13] since our goal is to synthesize realistic street views that, at the same time, replicate the content from a reference satellite image.

The first component of our model is the generator $G$ which takes a polar-transformed satellite image $I_{ps}$ as an input and translates it into a photo-realistic street panorama $G(I_{ps})$. The polar-coordinate representation, in this context, is a highly useful preprocessing step since the general outline of the transformed image already resembles the actual street view. This takes some of the burden of bridging the satellite-street domain gap from the generator. The generated images $G(I_{ps})$, as well as the ground-truth street views $I_g$, are then fed to the discriminator $D$ which tries to determine whether the respective images are real or fake. The feedback from this discriminator in turn incentivizes the generator to create images that are indistinguishable from real street views.

In the remainder of this section, we briefly outline the architecture of the two network components $G$ and $D$. For further details, we refer the interested reader to our supplementary material.

**Generator** Our generator network $G$ is designed as a U-Net [28] architecture, which consists of residual blocks [11]. The first few downsampling layers, together with the network bottleneck, are called the image encoder $G_E$. Specifically, $G_E$ consists of 3 residual downsampling blocks that reduce the spatial size by a factor of 4 each. On this reduced resolution, the bottleneck layers further refine the latent features with 6 residual blocks. In the remainder of the generator $G \setminus G_E$ we use 3 residual upsampling blocks to obtain a synthesized street-level image $G(I_{ps})$ with the same resolution as the polar-transformed input image $I_{ps}$. Between all downsampling and upsampling blocks we use skip connections as a standard trick to improve the network’s convergence. Furthermore, we use instance normalization [35] after each residual block and spectral normalization [23] after each convolution layer.

**Discriminator** We construct the discriminator $D$ as a PatchGAN [13, 16] classifier. For a given $H_{ps} \times W_{ps}$ street-view image, the discriminator $D$ downscales the spatial size to smaller patches and classifies each patch as either real or fake. The patch-wise strategy is particularly beneficial for synthesizing street view images, which typically consist of recurring patterns of streets, trees, and buildings. Since the global coherency is secondary in this context, the classifier can place a higher emphasis on fine-scale details.

**3.3. Retrieval network**

Having defined our image synthesis module, we now describe our retrieval branch $R$. The goal is to localize a given query street image $I_g$ by matching it against a database of satellite images. $R$ consists of two parts: An encoder block $R_E$ for $I_g$ and a spatial attention module $SA$ that converts obtained local features of street and satellite im-
ages into global descriptors. For $R_E$, we use a modified ResNet34 [11] backbone which extracts local features for the street-view input. We do not, however, compute an analogous latent encoding of the satellite inputs $I_{ps}$ here. Instead, we reuse the features from the generator encoder $G_E(I_{ps})$.

This is the core idea of our multi-task setup: By using the learned features $G_E(I_{ps})$ for both the synthesis and retrieval tasks, we allow these two aspects of the learning procedure to interact and reinforce each other. The retrieval part by itself is limited to detect and identify similar objects. The learned features from the image synthesis task, on the other hand, provide an explicit notion of domain transfer, since we learn to translate images across the two domains. In turn, the retrieval network compels the generator branch to learn features that are eventually useful for image matching—this yields realistic generated images that also faithfully depict the content of the scene.

Spatial-aware feature aggregation The generator and retrieval feature encoders $G_E$ and $R_E$ learn local feature representations on both the polar-transformed satellite and the street images. In order to convert these local features $F_{ps} := G_E(I_{ps})$ into a global descriptor $\hat{F}_{ps}$, we use a spatial-aware feature aggregation [31] layer. For a given set of input features, this module predicts $k$ spatial attention masks $A_1, \ldots, A_k \in \mathbb{R}^{H \times W}$. These masks $A_i$ are obtained by max-pooling $F_{ps} \in \mathbb{R}^{H \times W \times C}$ along the channel dimension $C$ and refining the obtained features with two consecutive full-connected layers. The global feature components $\hat{F}_{ps,i} \in \mathbb{R}^{C}$ are then defined as a weighted combination of the input features and the attention masks $A_i$:

$$\hat{F}_{ps,i} := \langle F_{ps}, A_i \rangle_F.$$  

(2)

Here, $\langle \cdot, \cdot \rangle_F$ denotes the Frobenius inner product. Finally, we obtain a global descriptor $\hat{F}_{ps}$ by stacking $\hat{F}_{ps,1}, \ldots, \hat{F}_{ps,k}$ into one $kC$-dimensional feature vector.

3.4. Learning

The goal of our method is to jointly retrieve the correct satellite match for a given query street view, as well as synthesizing the corresponding street view from the satellite image. To that end, we devise the following loss function:

$$\mathcal{L} = \lambda_{cGAN}\mathcal{L}_{cGAN} + \lambda_{L1}\mathcal{L}_{L1} + \lambda_{ret}\mathcal{L}_{ret}.$$  

(3)

During training, we then update the weights of the three components of our model $G$, $D$ and $R$ in an adversarial manner:

$$\min_{G,R} \max_{D} \mathcal{L}(G, R, D).$$  

(4)

In the remainder of this section, we describe in detail how the three components of our composite loss in Equation (3) are defined.

Conditional GAN loss For the image generation task, we define a conditional GAN loss [13]:

$$\mathcal{L}_{cGAN}(G, D) = \mathbb{E}_{I_{ps}, I_{g}} \left[ \log D(I_{ps}, I_{g}) \right] + \mathbb{E}_{I_{ps}} \left[ \log(1 - D(I_{ps}, G(I_{ps}))) \right].$$  

(5)

While the discriminator $D$ tries to classify images into real (for $I_{g}$) and fake (for $G(I_{ps})$), the generator $G$ tries to minimize the loss by creating realistic images. The corresponding satellite image $I_{ps}$ is applied as a condition to both the discriminator and the generator.

Reconstruction loss The second component in Equation (3) is a $L_1$ reconstruction loss which minimizes the distance between the predicted $G(I_{ps})$ and the ground-truth street-level images $I_{g}$:

$$\mathcal{L}_{L_1}(G) = \mathbb{E}_{I_{g}, I_{ps}} \left[ \|I_{g} - G(I_{ps})\|_1 \right].$$  

(6)

While, in principle, $\mathcal{L}_{cGAN}$ suffices to obtain meaningful translations, $\mathcal{L}_{L_1}$ still helps the network to capture low-level image features and thereby steers the image synthesis to converge.

Retrieval loss Finally, we use a supervised retrieval loss for the geo-localization task, which is specified as a weighted soft-margin ranking loss [12]:

$$\mathcal{L}_{ret}(G, R, E, SA) = \mathbb{E}_{I_{ps}, I_{g}} \mathbb{E}_{\tilde{I}_{g} \neq I_{g}} \left[ \log(1 + e^{\alpha d(I_{g}, I_{ps}) - \alpha d(\tilde{I}_{g}, I_{ps})}) \right].$$  

(7)

Here, the distance metric between a pair of ground and satellite images $I_{g}$ and $I_{ps}$ is defined as the squared $L_2$ distance between the learned features of both images:

$$d(I_{g}, I_{ps}) := \|SA(R_E(I_{g})) - SA(G_E(I_{ps}))\|_2^2.$$  

(8)

Intuitively, $\mathcal{L}_{ret}$ aims at decreasing the distance of positive matches in the latent space and pushes negative pairs apart.

4. Experiments

In our experiments, we evaluate the performance of our method both in terms of geo-localization and cross-view image synthesis. Overall, our results indicate that these two tasks reinforce each other and the joint training improves performance significantly. We present our quantitative results on cross-view geo-localization in Section 4.2 and on street view synthesis in Section 4.3, with comparisons to state-of-the-art baselines. Furthermore, in Section 4.3, we present qualitative results and comparisons. Finally, we provide an ablation study for further insights into how the different components of our method contribute to our results, see Section 4.4.
Figure 3: Qualitative comparisons for cross-view image synthesis on the CVUSA benchmark. We compare the images generated by our method with the best baselines X-Fork and X-Seq [25]. Note, that they focus on synthesizing the first quarter of the street view (which is equivalent to the red, dashed boxes on the target street-view), our method is able to create coherent full street view panoramas.

| Method      | CVUSA_val | CVACT_val | CVACT_test |
|-------------|-----------|-----------|------------|
|             | R@1 | R@5 | R@10 | R@1% | R@1 | R@5 | R@10 | R@1% | R@1 | R@5 | R@10 | R@1% |
| CVM-Net [12] | 22.47  | 49.98 | 63.18 | 93.62 | 20.15 | 45 | 56.87 | 87.57 | 4.06 | 16.89 | 24.66 | 56.38 |
| Liu, et al. [19] | 40.79 | 66.82 | 76.36 | 96.12 | 46.96 | 68.28 | 75.48 | 92.01 | 19.9 | 34.82 | 41.23 | 63.79 |
| Regmi, et al. [27] | 48.75 - | - | 81.27 | 95.98 | - | - | - | - | - | - | - | - |
| CVFT [33] | 61.43 | 84.69 | 90.49 | 99.02 | 61.05 | 81.33 | 86.52 | 95.93 | 34.39 | 58.83 | 66.78 | 95.99 |
| SAFA [31] | 89.84 | 96.93 | 98.14 | 99.64 | 81.03 | 92.8 | 94.84 | 98.17 | 55.5 | 79.94 | 85.08 | 94.49 |
| DSM [32] | 91.96 | 97.50 | 98.45 | 99.67 | 82.49 | 92.44 | 93.99 | 97.32 | 35.55 | 60.17 | 67.95 | 86.71 |
| Ours | **92.56** | **97.55** | **98.33** | **99.57** | **83.28** | **93.57** | **95.42** | **98.22** | **61.29** | **85.13** | **89.14** | **98.32** |

Table 1: A summary of our quantitative geo-localization experiments. We compare the recall-k (R@k) retrieval accuracy of our method with the current state-of-the-art on the CVUSA [43] and CVACT [19] benchmarks.

4.1. Datasets

We consider the standard large scale cross-view benchmarks CVUSA [43] and CVACT [19], which consist of 44,416 and 137,218 pairs of top view satellite and panoramic street view images, respectively. Images depict streets of both rural and urban scenes. The orientation of the images is normalized, such that the north direction corresponds to the top part of satellite images and the center of the street-level images.

For CVUSA, the first 35,532 ground-to-aerial image pairs are used for training and the remaining 8,884 pairs for validation. Additionally, the images in CVUSA are endowed with street view semantic segmentation labels, which we do not use since our method does not depend on any additional information.

For the sake of consistency, the authors of CVACT [19] chose the same training and validation set sizes as in CVUSA. The remaining 92,802 pairs comprise the test set. Additionally, the CVACT dataset provides UTM coordinates for each satellite-street pair. This large test set allows for a thorough investigation of the generalization ability of our proposed algorithm.

Moreover, since a lot of image pairs in CVACT were taken in close proximity to each other, for the test set of this benchmark, a retrieved satellite image is considered correct, as long as the distance to the actual ground truth match is less than 5 meters – i.e., there might be multiple correct satellite matches for a given street level image.

4.2. Cross-view geo-localization

Recall metric For our geo-localization results on the CVUSA and CVACT benchmarks, we followed the standard evaluation protocol from prior work [19, 31, 32, 33].
The main performance indicator here is the recall-k (R@k) retrieval accuracy. Since our algorithm produces $L_2$ distances for each potential street view to satellite match, we can output a set of plausible matches. The R@k value is therefore defined as the ranking of the satellite ground-truth images which are correctly classified in one of the top-k matches for a given street view image. In particular, the R@1 metric measures the fraction of correct one-to-one matches.

Discussion Table 1 shows our recall-k retrieval accuracies R@1, R@5, R@10, and R@1%, in comparison to existing methods. There are two things we would like to point out: First of all, our method outperforms prior works on R@1 and R@5. The R@1 metric is a crucial criterion since it quantifies the percentage of exact matches. More importantly, our network shows strong results on the CV ACT test set, which contains a large, city-scale collection of images. Specifically, our approach outperforms the best baselines by a significant margin for all considered metrics.

4.3. Ground view image synthesis

Metrics For street view synthesis, we use the PSNR, SSIM, and Sharpness difference (SD) metrics. These quantify the pixel level difference between synthesized and ground-truth street views in terms of primitive geometric properties, see [25, 21, 38] for definitions. Additionally, we examine two task-specific metrics which were proposed by [25]. The idea is to assess the similarity of our generated images and the real street views by comparing the predictions of a separate image classifier. Specifically, the class predictions of the images are assigned to one of 365 different categories from the Places dataset [46] with a standard AlexNet [15] image classifier. We can then measure the top-1 and top-5 classification scores (CS-1 and CS-5) of the fake images. Additionally, we compute the KL-divergence between the class label distributions of the real and synthesized street images. Finally, we compare the perceptual similarity score (LPIPS) by using the AlexNet [15] backbone, see [45] for a definition.

Discussion Table 2 contains a summary of our image synthesis results in terms of the quality metrics mentioned above. We compare our generated images to the current state-of-the-art in cross-view image synthesis. The first baseline method [43] predicts auxiliary semantic segmentation labels on the satellite images, maps them to the street view, and uses them to generate a corresponding ground-level image. [25] introduced two different architectures: X-Fork and X-Seq. Moreover, [25] shows comparisons to the generic image-to-image translation architecture Pix2pix [13] on cross-view synthesis. Along the same lines, we provide comparisons to [13] analogously to the setting discussed in [25].

Qualitative Experiments Our quantitative results show that our method indeed synthesizes more realistic and accurate street views than prior approaches. First, we present a qualitative comparison on the validation set of CVUSA in Figure 3. Note, that here we consider the current state-of-the-art baselines X-Seq and X-Fork which specialize on generating the first quarter of the street view. Additionally, we show qualitative results on the test set of CV ACT in Figure 4. On this benchmark, the other baselines unfortunately cannot be applied, since they require semantic segmentation labels during training which are not available for CV ACT. Our method is able to generate highly plausible street-views, despite the fact that it uses less supervision than prior approaches [43, 25].

4.4. Ablation Study

Geo-localization First of all, we investigate how the different components of our method affect the retrieval performance on CVUSA [43]. To that end, we perform the following ablations and report the results in Table 3: The central question here is how much the image synthesis branch impacts the geo-localization task. First, we train the retrieval branch of our network without the generator decoder head and the discriminator network (i.e.). This means that the local features extracted by the generator encoder are only passed on to the $R$ branch and no street-view images are generated. This modified network leads to a lower recall accu-
Table 2: Quantitative experiments on image synthesis on CVUSA benchmark. ↑ indicates higher is better, vice versa ↓ indicates lower is better.

| Method          | SSIM(↑) | PSNR(↑) | SD(↑) | CS-1(↑) | CS-5(↑) | KL Scores(↓) | LPIPS(↓) |
|-----------------|---------|---------|-------|---------|---------|--------------|---------|
| Zhai, et al. [43] | 0.414   | 11.502  | 10.631| 13.97   | 42.09   | 27.43 ± 1.63 | -       |
| Pix2pix [13]    | 0.392   | 11.671  | 12.537| 7.33    | 25.81   | 59.81 ± 2.12 | 0.595   |
| X-Seq [25]      | 0.423   | 12.820  | 12.451| 15.98   | 42.91   | 15.52 ± 1.73 | 0.590   |
| X-Fork [25]     | 0.435   | 13.064  | 12.684| 20.58   | 50.51   | 11.71 ± 1.55 | 0.609   |
| Ours            | 0.447   | 13.895  | 15.221| 33.23   | 65.85   | 3.59 ± 0.92  | 0.474   |

Table 3: Ablation study on our image synthesis experiments. We show the retrieval recall-k (R@k) accuracies for different versions of our full pipeline, see Section 4.4 for more details.

| Method          | CVUSA   |
|-----------------|---------|
| i. w/o G&D      | R@1     | R@5     | R@10    | R@1%   |
| i. w/o LcGAN    | 88.06   | 96.47   | 97.88   | 99.62  |
| i. w/g LcGAN    | 91.92   | 97.22   | 98.29   | 99.65  |
| iii. w/g LcGAN  | 89.98   | 96.78   | 98.04   | 99.66  |
| Ours            | 92.56   | 97.55   | 98.33   | 99.57  |

Table 4: Ablation study on our image synthesis experiments. This shows, that our generator produces the most accurate images, in combination with the retrieval branch.

| Method          | CVUSA   |
|-----------------|---------|
| i. w/o G&D      | R@1     | R@5     | R@10    | R@1%   |
| i. w/o G&D      | 0.2892  | 10.7325 | 14.2291 |
| i. w/o R        | 0.4392  | 13.6858 | 15.0843 |
| Ours            | 0.4472  | 13.8952 | 15.2215 |

5. Conclusion

We presented “Coming Down to Earth”, a new framework for cross-view image-based geo-localization. Our model integrates image synthesis and retrieval in one architecture which is end-to-end trainable. The key insight is that satellite-to-street view synthesis promotes a latent feature space that is coherent across the two input domains, which benefits the localization. The image retrieval branch, on the other hand, naturally incentivizes the generator to create images that faithfully depict the content of the scene. Remarkably, our method outperforms existing cross-view synthesis approaches, even though it does not rely on any additional semantic information. Finally, we obtain state-of-the-art performance in terms of cross-view geo-localization on both considered benchmarks CVUSA and CVACT.
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A. Architecture details

We outlined the general structure of our model in the main paper. Here, we provide more technical details about our network in terms of the generator $G$, discriminator $D$, and the retrieval $R$ branches.

**Generator.** The generator $G$ is constructed as a U-Net [28] architecture consisting of residual blocks [11]. This design is inspired by existing image-to-image translation models [4, 44, 22] with similar architectures. We provide the exact components of our generator in Table 5. For a given satellite image, $G$ uses residual downsampling blocks (see Figure 5) that in total reduce the spatial size by a factor of 64. On the reduced resolution, our bottleneck refines the features with 6 residual blocks, see Figure 6. The last part of $G$ then consists of residual upsampling blocks (see Figure 7) that mirror the downsampling blocks from before, such that the inputs and outputs of $G$ have the same spatial size. Additionally, we add a self-attention (non-local) block [37] after the first upsampling block. This strategy helps to learn global dependencies in the image, as was shown in prior work [44, 4]. Finally, we use an instance normalization layer (IN) [35] after each upsampling and downsampling block and spectral normalization [23] after each convolution layer.

**Discriminator.** The discriminator $D$ is designed as a modified PatchGAN classifier [13], see Table 6. In this context, the satellite-street input pair comprises the real input whereas the fake input consists of the input satellite and generated street $G(I_{ps})$ images. Similarly to the generator, we use non-local self-attention blocks on the 28x154 resolution. We also again use spectral normalization [23] after each convolution layer, which regularizes each individual set of features to a spectral radius of 1. Note, that spectral normalization is not used after the last convolution layer of both the generator and discriminator.

**Retrieval.** The retrieval branch $R$ of our network determines the corresponding satellite image for a given street panorama. This is done by finding a global feature encoding for both satellite and street view input images. The local features for the satellite inputs are not computed here, because we can reuse the features from the encoder part of the generator $G_E(I_{ps})$. Specifically, we use the output from the last residual block in the bottleneck. In order to obtain an equivalent set of features for the street-view input images, we use a modified ResNet34 [11] feature extractor. This yields a set of features for both inputs with the same spatial and channel sizes. Afterward, we convert the local features of both inputs to global descriptors by using the spatial attention module $SA$ which we explain in the main paper.

---

### Table 5: Exact technical specifications of our generator $G$.

| Layer Description | Output Shape |
|-------------------|--------------|
| Satellite (3, 112, 616) | Conv (32, 112, 616) + IN |
| (enc1) Resblock Down (64, 56, 308) + IN | (enc2) Resblock Down (128, 28, 154) + IN |
| (enc3) Resblock Down (256, 14, 77) + IN | Resblock (256, 14, 77) x 6 |
| + concat (enc3) | Resblock Up (128, 28, 154) + IN |
| + concat (enc2) | Non-local Block (256, 28, 154) |
| Resblock Up (64, 56, 308) + IN | + concat (enc1) |
| Resblock Up (64, 112, 616) + IN | Conv (3, 112, 616) + Tanh |

---

### Table 6: Exact structure of our discriminator module $D$.

| Layer Description | Output Shape |
|-------------------|--------------|
| Satellite+Street (6, 112, 616) | 4x4 Conv + LeakyReLU(0.1) (64, 56, 308) |
| | 4x4 Conv + LeakyReLU(0.1) (128, 28, 154) |
| Non-local Block (128, 28, 154) | 4x4 Conv + LeakyReLU(0.1) (256, 14, 77) |
| | 4x4 Conv + LeakyReLU(0.1) (512, 14, 76) |
| | 4x4 Conv (1, 14, 75) |

---

Figure 5: Residual downsampling blocks.
B. Implementation details

We implement our network in PyTorch using Adam optimizer [14]. The momentum parameters $\beta_1$ and $\beta_2$ are set to 0.5 and 0.999, respectively, and the learning rate for all three networks is set to $1e^{-4}$. The resolution of both the ground images and polar transformed satellite images is 112x616. We augment both the street view and the polar transformed satellite images with random horizontal flips. Furthermore, we normalize the pixel intensity values to the interval [-1, 1]. For the weighted soft-margin loss, we use the exhaustive mini-batch strategy to create the triplets within a batch. For the batch size $B$ (we choose $B = 32$), this strategy sums up the triplet loss for all $2B(B - 1)$ combinations of positive and negative pairs, see [36] for more details. Moreover, we use a hard negative mining strategy after the loss converged as a fine-tuning step during training. Specifically, we sort all triplets in the current batch by relevance, i.e., the loss value, and discard a certain percentage of the triplets with the least amount of surplus information. For the spatial aware feature aggregation, we use $k = 8$ attention masks. Finally, we choose the hyperparameter from our weighted soft margin loss as $\alpha = 10$. During training, we follow the standard protocol for GAN optimization [9]. In particular, we alternate between updating the weights of each network individually with one update step per cycle. The gradients for the generator are coming from both the discriminator and retrieval networks. Additionally, the weights for the individual loss functions are set to: $\lambda_{ret} = 1000$, $\lambda_{L_1} = 100$ and $\lambda_{GAN} = 1$.

C. Additional qualitative results

Geo-localization. In the localization branch $R$, our algorithm produces $L_2$ distances between the features of satellite-street pairs. This means that for a given street image, our algorithm can output a set of the closest satellite matches and rank them according to plausibility. For a given street image, the recall-$k$ retrieval accuracy ($R@k$) then measures whether the ground-truth satellite pair is among the first $k$ predicted matches. Here, we visualize some of the closest satellite images for a given query street image for examples from CVUSA (see Figure 8) and the CVACT test set (see Figure 9).

Cross-view synthesis. For a more complete picture, we show additional qualitative results for satellite-to-street view synthesis for both considered benchmarks in Figure 10 and Figure 11.

Ablation Study. We now assess the qualitative difference between our full architecture and the ablations ii. and iii. in Table 3, see Figure 12. Even though the ablation ii. only slightly underperforms our main pipeline in terms of the image retrieval task, the synthesized images are significantly less realistic. The $L_1$ loss itself is sufficient to represent low frequencies, which yields latent features that represent the overall image structure, but lacks high frequency details producing blurry images. The qualitative comparison between ablation iii. and our main pipeline illustrates that $L_{GAN}$ synthesizes photo-realistic street-views. On the other hand, the qualitative difference between them highlights the importance of using the latent representation in our full architecture.
Figure 8: Geo-localization results on CVUSA [43]. For a given query street view (left), we show the closest satellite matches produced by our method. Green boxes denote the ground truth match.
Figure 9: Geo-localization results on the CVACT [19] test set. For each street image, we show the closest five matches predicted by our method, as well as the ground truth match (green box). Since the coverage of the CVACT dataset is quite dense, there are at times multiple matches that are considered correct, as long as the distance to the ground truth match is less than 5 meters (e.g., in the last row, the second satellite image is also a correct match). Our method consistently retrieves not only the closest match, but also multiple images in the same region which yields a robust localization performance.
Figure 10: Qualitative cross-view synthesis examples on the CVUSA dataset.

Figure 11: Qualitative examples on the CVACT dataset. The two examples on the left side are from the validation set and the ones on the right side from the large-scale test set.
Figure 12: Qualitative comparisons corresponding to the results from our ablation study in Table 3. We show the synthesized images for three different examples for ablations ii. and iii., our method and the ground truth street views.
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