Activation Regression for Continuous Domain Generalization with Applications to Crop Classification
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Abstract

Geographic variance in satellite imagery impacts the ability of machine learning models to generalise to new regions. In this paper, we model geographic generalisation in medium resolution Landsat-8 satellite imagery as a continuous domain adaptation problem, demonstrating how models generalise better with appropriate domain knowledge. We develop a dataset spatially distributed across the entire continental United States, providing macroscopic insight into the effects of geography on crop classification in multi-spectral and temporally distributed satellite imagery. Our method demonstrates improved generalisability from 1) passing geographically correlated climate variables along with the satellite data to a Transformer model and 2) regressing on the model features to reconstruct these domain variables. Combined, we provide a novel perspective on geographic generalisation in satellite imagery and a simple-yet-effective approach to leverage domain knowledge. Code is available at: https://github.com/samar-khanna/cropmap

1. Introduction

In a typical machine learning classification application, there are few guarantees of what knowledge is available at inference time. While it may be assumed that the data point on which one wishes to perform inference is within a pre-described distribution, a new data point is typically considered in isolation, with any additional descriptors primarily being categorical in nature (such as discrete domains in the problem of domain generalization).

To profit from increased information during inference, one school of thought advocates calculating gradients on the provided information. Such approaches include test-time training (typically done in a self-supervised manner), semi-supervised learning (when the target domain/distribution is available), or transductive learning (in the case of an even stronger assumption that the data we want to perform inference on itself is available during training time [20, 22, 27, 33]. These methods, while effective in certain scenarios, can suffer from prohibitive computational cost.

A desired technique might instead be to leverage the extra information associated with a datapoint at inference time, in a generalization setting, where only a single forward pass of the network is performed. For example, Multi-source Domain Adversarial Networks (MDANs) train a network to yield a feature space where domain membership is unrecoverable [15, 34]. In essence, the goal is to achieve features which are agnostic to all information except their defined class membership. This is logical when domains are few and categorically defined as in the studied fields of domain adaptation/generalization, but in the limit of increasingly numerous incrementally different domains both the intuition and mathematical machinery fall apart.

Consider the problem of geographic generalization, where some classification task is desired to perform in any given location. While the differences between locations may typically be trivial at small scales, the generalization gap grows to be large in a primarily continuous manner. Categorizing the globe into arbitrary bins as domains would not only break this reality, but also rely on a combination of hand-crafted reasoning and/or hyperparameter selection. Instead, a notion of continuous domains can be employed; the domain changes encountered will be of a densely populated range and at inference time the domains will be an extrapolation of those included in the training data. In such a setting, the question arises whether domain-masking favored by approaches like MDAN is indeed the right approach. Within a continuously varying domain, knowledge of a point’s domain may instead provide valuable knowledge and allow a model to adapt execution based on the recognition of familiar or unfamiliar settings. We consider this problem in the context of land-use crop classification.

Agriculture is performed through the world [18]. What crops one might observe in a given part of the world can depend on a number of factors: atmospheric, geologic, economic, etc [6]. At an extremely basic level, the United States Department of Agriculture (USDA) hardiness zones
delineate regions by the minimum temperatures throughout the year, helping to advise which plants can survive in certain regions [6]. For example, succulents such as aloe cannot survive in cold regions, while many leafy greens such as cabbage can endure freezing temperatures. Other factors (such as soil, elevation) matter as well, but climate is one of the chief determinants to know what might be planted [17].

Domain generalization is a logical way to frame this setting, given how land-use and crop labels are typically collected and organized. Many highly developed areas of the world conduct large-scale publicly available surveys cataloging large-scale land-use. Examples of such surveys include the USDA Cropland Data Layer or Canada AAFC Crop Inventory [9,14]. Such censuses yield dense (30m resolution) annotations with fine-grain crop information across the entire country. In these cases, in-domain classification itself is unnecessary as the labels have already been collected. So by its nature, for crop classification to be useful there typically must be some sort of domain shift. This could result from:

- Year-to-year generalization: enabling early prediction on the subsequent years crops. This scenario is of limited use depending on the timing of the annual census.
- Interpolative generalization: if the labels obtained are sparse, then filling in the regions between them might be of interest. This is an unusual case that does not present itself in typical datasets.
- Geographical extrapolation: this is the scenario that we consider of the highest interest. Given labels for one geographic region but not another, domain generalization can be performed. This comes with an inherent domain shift, which can partially be characterized by climate data.

Land-use classification is typically done via aerial (satellite) imagery. This presents interesting avenues of exploration, as there is a massive abundance of available satellite and geospatial data which can easily be reconciled and aligned with a given set of aerial images. This is a key deviation from the typical generalization settings. Topographical, climatic, air quality, and hydrology maps are just a sparse sampling of the available geospatial data available; this is in addition to the wide variety of imaging devices such as LandSat, Sentinel, MODIS, and NAIP satellites [2–5]. For a given geographical point, there is a vast amount of potentially relevant data available, much more than could be expected in a typical benchmark setting. In this work, we particularly focus on the impact of climate information.

A solution to the problem of geographically-generalizing in-season crop classification would greatly enhance global food security as crop yield predictions in food-insecure countries could highlight potential food shortages months before they would otherwise be realized. This problem presents a different type of domain generalization, which we term continuous domain generalization (CDG). CDG presents intriguing technical aspects, particularly how to leverage associated information efficiently at inference time. In this setting, we present a method to incorporate climate information to improve geographic generalization across continuously varying domains using a technique we dub Activation Regression for Continuous Domain Generalization, or ARCDoG.

2. Related Work & Background

2.1. Domain Generalization

Domain generalization (DG) is the problem of training neural networks that generalize to domains that contain the same content as the training data with different statistical properties [35]. Examples of domain generalization in computer vision include PACS (generalization between photos, art, cartoons, and sketches), Office-Home (between art, clipart, product, and real-world), and Digits (between handwriting and signs) [35]. Methods broadly fall into two categories: those that train individual domain-specific network modules and those where all parameters are shared. The latter category includes approaches such as Episodic Training for Domain Generalization and MetaReg, where episodic/meta-learning approaches are employed to train each domain’s subnetwork to operate on each other domains [8, 23]. This family of methods is poorly defined for Continuous DG, as it encounters the previously noted problems associated with arbitrary categorical divisions.

Of more applicability is the set of methods that learn a single unified representation across all domains; these offer greater promise to our problem setting. One such subclass of techniques employs self-supervised losses on the target domain to regularize the feature space. An example of such a method is JiGen, which employs the Jigsaw self-supervised loss to learn how to generalize in a self-supervised manner [10]. This subclass again is less applicable to aerial imagery and self-supervision is under studied, with initial forays such as Tile2Vec being much less applicable to the data we are working with as described in Sec. 3 [19]. Additionally, such methods by design target specific domains to generalize to, instead of providing true generalization (this is true of most semi-supervised settings, with transductive learning carrying these assumptions to the extreme of training on the unlabeled datapoints we will ultimately attempt to classify).

A group of methods that offers much promise, however, is that of adversarial adaptation, the primary works being Domain Adversarial Neural Networks and Multi-Domain Adversarial Networks (DANN and MDAN respectively),
with MDAN being the multi-domain extension of DANN [15, 34]. In MDAN, a classifier is trained across all source domains to perform classification while yielding a feature space where the domain of a datapoint is unrecoverable. A simplified version of MDAN is as follows, consider a feature extractor $\theta$, classification heads (linear or multi-layer perceptrons, MLPs) $\phi_{\text{class}}$ and $\phi_{\text{domain}}$, and data $x_i^{(k)}$ being the $i^{th}$ datapoint of the $k^{th}$ domain with corresponding labels $y_i^{(k)}$ drawn from datasets $X$ and $Y$. Let $L_{\text{cls}}$ denote a classification loss, typically cross-entropy and $\vec{e}^{(k)}$ the $k^{th}$ standard basis vector. The (simplified) training objective of MDAN is:

$$\min_{\theta, \phi_{\text{class}}, \phi_{\text{domain}}} \left[ \mathbb{E}_{X,Y} \left[ L_{\text{cls}}(\phi_{\text{class}}(\theta(x_i^{(k)})), y_i^{(k)}) - c \cdot \min_{\phi_{\text{domain}}} \left[ L_{\text{cls}}(\phi_{\text{domain}}(\theta(x_i^{(k)})), \vec{e}^{(k)}) \right] \right] \right]$$

(1)

where $c$ is a weighting hyperparameter. Here the objective is to maintain good classification accuracy while competing against an adversarially trained network attempting to discriminate the individual source domains from their associated features. While the categorical delineation of domains does not lend itself to CDG, we present ARCDoG in Sec. 3 which adapts MDAN to the continuous setting using a closed-form linear regression in lieu of the adversarial network $\phi_{\text{domain}}$.

### 2.2. Machine Learning on Satellite Data

Satellite imagery has recently seen increasing interest from the machine learning community, with benchmarks such as BigEarthNet, DeepGlobe, and UC Merced Landuse being introduced to measure progress on classification tasks in a similar manner to that of research on the ImageNet benchmark or CIFAR-10/100 [12, 21, 24, 26, 31]. While such benchmarks have encouraged rapid iterative development in the broader field of computer vision, the problem of benchmark versus in-the-wild application performance are accentuated for aerial imagery. One aspect of this problem is curation: image datasets are typically highly curated with images being drawn from a very narrow distribution and having limited content; such models are then often brittle in practice. In the application of satellite imagery, typically inference will be performed across a large contiguous swath of land, in which a model must handle all data, not just a relevant curated subset. Another aspect of the difficulty in a satellite imagery benchmark is the availability of satellite imagery. The whole globe is visible by satellites, meaning that problems must be formulated carefully to maintain relevance across training-validation-testing splits (see our specific discussion regarding crop classification in Sec. 1).

Satellite “imagery” is often in fact limited in spatial resolution. Publically available instruments with high temporal frequency typically sample pixels on the order of 30 meters by 30 meters. Generally, there is a tradeoff between temporal and spatial resolution, for example the National Agriculture Imagery Program (NAIP) acquires data with 1 meter resolution, but on a 3-year cycle [4]. For large-scale classification problems, temporal resolution becomes of utmost importance [29], especially since stochastic cloud cover can render any given satellite capture unusable. Moreover, transformer architectures have shown their efficacy on temporal satellite data [25]. Therefore, lower spatial resolution data is operated on in a collated timeseries, rather than a static image as is often considered in computer vision. For classification tasks where the property of interest can have pixel-scale variations, this sequence is of a single pixel location, forming a multivariate timeseries.

### 2.3. Satellite Data

Part of the recent interest in remote sensing stems from the abundance of geospatial data available in addition to standard imagery, such as ozone measurements, night light intensities, elevation maps, daily weather history, and more [1]. We employ three particular data sources in this work.

#### USGS Landsat 8 Surface Reflectance Tier 1

The Landsat mission has been conducted by the USDA and NASA for almost 50 years with the goal of acquiring large quanti-
Figure 2. 18 most common Cropland Data Layer (CDL) classes.

Figure 3. Histogram of crop class counts across the US

Figure 4. Some of the WorldClim BIO variables visualised.

Table 1. Spectral bands of LandSat-8

| Band ID | Wavelength       | Band Name               |
|---------|------------------|-------------------------|
| B1      | 0.435-0.451\(\mu m\) | Ultra Blue              |
| B2      | 0.452-0.512\(\mu m\) | Blue                    |
| B3      | 0.533-0.590\(\mu m\) | Green                   |
| B4      | 0.636-0.673\(\mu m\) | Red                     |
| B5      | 0.851-0.879\(\mu m\) | Near Infrared           |
| B6      | 1.566-1.651\(\mu m\) | Shortwave Infrared 1    |
| B7      | 2.107-2.294\(\mu m\) | Shortwave Infrared 2    |
| B10     | 10.60-11.19\(\mu m\) | Temperature             |
| B11     | 11.50-12.51\(\mu m\) | Temperature             |

The reason we use this data, however, is the aforementioned problem of cloud cover. There are very few high-temporal-frequency data sources available, and high frequency is critical to prevent pixels from being obscured by clouds in all captures. As we are trying to perform crop classification within the growing season, high temporal frequency is even more important. In this work, we sample imagery bi-monthly from April to August. This window captures the entirety of the growing season in much of the US while still allowing for pre-harvest prediction. An example timeseries of images for the near-infrared channel (B5) is shown in Fig. 1, note the variations across time, missing patches caused by cloud cover, and diagonal striping from separate Landsat collection passes.

**USDA Cropland Data Layers (CDL)** Since 2008, the USDA has created a crop-specific landuse map of the entire continental US annually at a resolution of 900\(m^2/pixel\) (same as Landsat) [9]. These annotations heavily rely on on-the-ground censusing, as well as human labeling of satellite images. There are over 100 classes included, with the large majority being fine-grained species of crops. A visualization is shown in Fig. 2.
WorldClim BIO Variables V1 This dataset is a collection of bioclimatic variables averaged over 30 years [13]. Spatial resolution is approximately 900m × 900m, while this is much lower than the other data layers incorporated, the relatively smooth nature of climate variations means that WorldClim can be upsampled with little consequence. There are 19 different quantities reported, consisting of a variety of temperature/precipitation averages and spreads as well as relations between the two. See [13] for a complete description of bands and Fig. 4 for several visualized bands across the continental USA.

2.4. Closed-form Linear Regression in Machine Learning

Our work uses backpropagation through closed-form least-squares linear regression via the pseudoinverse [16]. The pseudoinverse of a full-rank matrix $A$ is

$$A^+ = (A^*A)^{-1}A^*$$ (2)

Assuming invertibility (which while a strong assumption is generally true for neural network activations albeit with poor conditioning), this construction is numerically stable as the inversion is of a Hermitian matrix. Given a linear system $Ax = b$, $x = A^+b$ is an optimal solution with residual $b - AA^+b$. There are other instances of closed-form linear regression being employed in deep learning literature, such as Feature Reconstruction Networks [30]. The Maximal Coding Rate Reduction loss can be used analogously in a classification setting [32].

3. Method

We describe our data generation process in 3.1, the optimization objective in 3.2, and training/testing details in 3.3.

3.1. Data

We sample the continental US across a grid of spatial resolution 1 mile, this results in a sparse grid of approximately 3 million coordinates. At each point, Landsat 8 imagery, Bioclim Variables, and CDL are sampled (the latter two once, the former over the span of April to August resulting in 8 timepoints of 9 channels each). We partition this grid across the median latitude and longitude into 4 quadrants, as shown in Fig. 5.

These quadrants serve to partition the domains we use to measure our method’s domain generalization capability. Each quadrant can serve as a target domain, with the source domain being the other three sections of the map. This 3-to-1 generalization allows for four different evaluations of a method in leave-one-out style. Note how the generalization gap is indeed continuous as previously described, we cement this notion in Fig. 5 where a heatmap shows the nearest neighbor matches to all points in each generalization quadrant. While the climate is locally constant while crossing the boundary of a generalization region, it diverges increasingly as the distance grows with unpredictable patterns emerging. As seen in Fig. 3, most of the class labels are non-crop classes (e.g., shrubland, forest, etc.) and are distributed across wide portions of the US Fig. 2. These classes are weakly correlated with geographic location, and therefore might serve to confuse the model. Moreover, since our goal is to predict crop classes, we modify our dataset to only include datapoints belonging to a set of 25 curated crop classes, discarding all other data points. Additionally, we see in Fig. 3 that the crop distribution varies widely between generalization regions as well. This problem of continuous domain generalization presents an intriguing setup, which we demonstrate a tool for in the following section.

3.2. ARCDoG: Activation Regression for Continuous Domain Generalization

Recall the MDAN objective in Eq. (1) where the goal is to optimize classification performance while simultaneously obfuscating the source domains of representations. Note that if $c \leq 0$, then the auxiliary objective would encourage classifiability of the source domains. In our setting, the domain is characterized not by a categorical definition with one-hot associations, but by the climate variables at a location which form a vector which we denote as $z_i \in \mathbb{R}^{19}$.

Since this quantity is a real-valued vector instead of a binary classification target, a regression instead of classification loss is appropriate.

Adversarial training is notoriously unstable [11]. As such, we choose to calculate the "adversarial" loss, in a closed-form parameter-free manner. Specifically, consider the loss term

$$\min_{\phi_{domain}} \mathbb{E}_{X,Y} \left[ L_{cls}(\phi_{domain}(\theta(x_i^{(k)}), v^{(k)})) \right]$$ (3)

which measures the separability of representations by source domain. To measure this quantity, a head MLP $\phi_{domain}$ must be trained with a competing goal to that of $\phi_{class}$ and thus requiring tradeoffs in the learning of $\theta$. If the domains were parametrized continuously instead of categorically, by a vector $\bar{v}^{(k)}$, then this loss could be adapted to use mean-squared error (MSE) loss as:

$$\min_{\phi_{domain}} \mathbb{E}_{X,Y} \left[ MSE(\phi_{domain}(\theta(x_i^{(k)}), \bar{v}^{(k)})) \right]$$ (4)

As we do not delineate source domains, we shall discard the domain indexing $k$ going forward and let $\bar{v}$ describe the descriptor of the domain for the $i^{th}$ datapoint.

When $\phi_{class}$ is an MLP or similarly analytically complex neural network, then it must be learned through gradient descent in conjunction with the other networks to approximate $\min_{\phi_{domain}}$. If $\phi_{domain}$ is a linear regression model, however, then the calculation of the minimum is much simpler.
as it exists in closed-form solution across a single batch. Specifically, given a batch of indices of size \( m \), \( \{i_j\}_{j=1}^m \) let \( \Theta = (\theta(x_{ij})^T)_{j=1}^m \in \mathbb{R}^{m \times f} \) denote the features of the batch and the climates as \( V = (v_{ij}^T)_{j=1}^m \in \mathbb{R}^{m \times 19} \) where \( f \) is the feature dimensionality output by \( \theta \). Then letting \( \Phi \in \mathbb{R}^{f \times 19} \) be the linear regressor matrix and using the
Figure 7. Method described in section Sec. 3. The grid of pixels is sampled at roughly 1609m ∼ 1 pixel across the lower 48 states of the continental US. $V$ is a climate descriptor for each location on the grid, copied over for each of the 8 time points across April-July (2 per month). We consider 9 spectral channels of Landsat, see Tab. 1. The loss is a combination of the typical classification cross entropy loss and MSE of closed-form linear regression of the climate descriptor from the final representation Eq. (8).

The pseudoinverse as described in Sec. 2.4

$$\min_{\phi} [MSE(\phi_{domain}(\Theta), V)] =$$ (5)

$$\min_{\phi} [MSE(\Theta \phi, V)] =$$ (6)

$$MSE(\Theta \Theta^+ V, V)$$ (7)

enabling closed-form calculation of the second term of the loss.

Reincluding the classification loss term and accounting for our continuous setting, we arrive at the loss we employ for ARCDoG:

$$L_{ARCDoG} = \min_{\theta, \phi_{class}} \left[ \mathbb{E}_{X,Y} \left[ L_{cls}(\phi_{class}(\theta(x_i^{(k)})), y_i^{(k)}) - c \cdot MSE(\Theta \Theta^+ V, V) \right] \right]$$ (8)

Observe that $c > 0$ encourages the climate $V$ to be unrecovrable from the features $\Theta$ while $c < 0$ guides the climate to be recoverable. This ARCDoG loss ports the intution of MDAN into the continuous domain realm, while doing away with the difficulties of adversarial training by employing a simple linear $\phi_{domain}$.

3.3. Details

The landsat data input into our model is a timeseries of 8 points with 9 channels each resulting in $x_i \in \mathbb{R}^{8 \times 9}$, in some experiments we incorporate the climate as input as well, appending $\vec{v}_i \in \mathbb{R}^{19}$ to each timepoint resulting in $x'_i \in \mathbb{R}^{8 \times 28}$.

For $\theta$, a transformer architecture inspired by [25] is employed on single pixel vectors $\theta$. $\phi_{class}$ is a linear head [28].

Models are trained on three source domains at a time with 10% of the training data being used for loss validation. An Adam optimizer with initial learning rate of $1e^{-3}$ and learning rate reduction on plateau schedule is used with a factor of 0.1 and patience of 5 epochs (the criterion being minimization of validation loss). Upon the 3rd reduction, training is terminated and early stopping is employed (the best version of the model with respect to validation loss is reloaded and used). Cross entropy loss is used for classification. The MSE loss of the second term is normalized by the norm of $V$, resulting in a loss term of

$$\frac{||V - \Theta \Theta^+ V||_2}{||V||_2}$$ (9)

this modification helps the two loss terms of $L_{ARCDoG}$ to be on the same scale. A batch size of 4096 is used.

We note that while training of our model is more expensive, compared to a baseline of a vanilla supervised transformer there are no extra parameters and at inference time computational cost is unaffected.

4. Results

Our main experiment trains the transformer model on 3 of the input quadrants and tests it on the held-out 4th quadrant. The results are in table 2. We also investigate the impact of the different types of climate variables in the model’s performance. The WorldClim BIO variables are roughly di-vided among those related to temperature (bio01-bio11) and precipitation (bio12-bio19). We ablate the temperature and precipitation variables, separately, as inputs to the model, and these results are recorded in table 3.
selves associated mostly on longitude. We note that region we see in figure 5, where the domain variables are them-
primarily based on longitude. This roughly mirrors what points from the source regions to those in the target regions
6h. In both rows, we note that the model learns to associate those of the transformer with climate variables in 6e, 6f, 6g,
figures 6a, 6b, 6c, 6d are much noisier and less smooth than satellite data. The nearest features of the transformer in fig-
provides the transformer a leg up over simply inputting climate input appears best).

6. Conclusion

In this work we demonstrate the possibility of continuous-variable domain generalisation in machine learning, applied to satellite imagery. The incorporation of a regression term to correlate domain variables with model outputs yields a simple method of domain generalisation. We demonstrate large-scale generalisation by breaking the traditional pipeline of treating satellite imagery as “images” and instead as a grid of continually distributed feature-rich data points. Further research can investigate learning the strength of correlation dynamically, as it may be optimal to correlate some portions of the input while de-correlating others. Moreover, recent work in self-supervised methods for satellite imagery [7] is relevant to the question of generalising to out-of-domain tasks and distributions, and may work in tandem with domain generalisation.

In terms of applications to satellite imagery, further investigation into higher resolution imagery could improve model performance on the task of crop classification. Moreover, work needs to be done to investigate an optimal architecture for large-scale satellite imagery. Even as the Transformer model demonstrates strong performance, investigating how to leverage spatial, temporal, and spectral variance in the input coherently is an open question.

ARCD0G provides a glimpse into devising unique machine learning solutions for remote sensing. Reframing the problem of crop classification into one of domain generalisation, we demonstrate that much can be learned about both the machine learning tools and the task to which they are applied. We hope this work spurs further research into nuanced applications of computer vision for satellite imagery.

| Method          | 0  | 1  | 2  | 3  |
|-----------------|----|----|----|----|
| Baseline        | 0.386 | 0.335 | 0.484 | **0.526** |
| $c = -1$        | 0.402 | 0.382 | 0.572 | 0.503 |
| $c = -0.1$      | 0.406 | 0.381 | 0.560 | 0.490 |
| $c = 0$         | **0.421** | 0.386 | 0.571 | 0.480 |
| $c = 0.001$     | 0.413 | **0.394** | 0.578 | 0.475 |
| $c = 0.01$      | 0.420 | 0.391 | **0.600** | 0.468 |
| $c = 0.1$       | 0.412 | 0.391 | 0.575 | 0.473 |
| $c = 1$         | 0.409 | 0.386 | 0.555 | 0.477 |

Table 3. Mean accuracy results. Each column denotes the test region IDs, after the Transformer model was trained on all other regions. Each result is with a regression weight of $c = 0$. Each number in the table is the result of averaging over 5 trials.
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A. Appendix

A few additional details about training and the Transformer architecture are mentioned here.

A.1. Data

As mentioned in Sec. 3.1, we selected data points from 25 crop classes, discarding all others. The 25 classes were:

Corn, Soybeans, Rice, Alfalfa, Grapes, Almonds, Pecans, Peanuts, Walnuts, Potatoes, Oats, Cotton, Dry beans, Sugarbeets, Winter Wheat, Spring Wheat, Durum Wheat, Sorghum, Canola, Barley, Sunflower, Pop or Orn Corn, Other Hay–Non Alfalfa, Woody Wetlands, Fallow–Idle Cropland

These classes consist of some of most prevalent *crop* classes, excluding land-cover classes such as shrubland, pasture, developed space, water etc which are not relevant to climate indicators.

A.2. Transformer Architecture

The Transformer was implemented in PyTorch. The source code used is available [here](#).

We first pass the input through a layer norm, a convolutional feature extractor, and then to the Transformer layers. The convolutional feature extractor consists of a sequence of 2 blocks, where each block is a 1d convolutional layer followed by a ReLU. The feature extractor maps the 28 (or 9, in the case of the baseline) input channels to an intermediate feature dimension of 64. Another layer normalisation is applied, before passing the features to a positional encoding layer (on the temporal dimension), and then to a Transformer encoder with 2 encoder layers, each with 2 attention heads, dropout, ReLU, and a feedforward dimension of 256. Another layer normalisation is used, before the outputs for each of the 8 time points are max pooled and passed through a final 1d convolutional layer with 25 channels, for classification. The features used for Fig. 6 are from the output of the max pool layer.