Nonlinear chiral refrigerators
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We investigate a mesoscopic refrigerator based on chiral quantum Hall edge channels. We discuss a three-terminal cooling device in which charge transport occurs between a pair of voltage-biased terminals only. The third terminal, which is to be cooled, is set as a voltage probe with vanishing particle flux. This largely prevents the generation of direct Joule heating which ensures a high coefficient of performance. Cooling operation is based on energy-dependent quantum transmissions. The latter are implemented with the aid of two tunable scattering resonances (quantum dots). To find the optimal performance point and the largest temperature difference created with our refrigerator, it is crucial to address the nonlinear regime of transport, accounting for electron-electron interaction effects. Our numerical simulations show that the maximal cooling power can be tuned with the quantum dot couplings and energy levels. Further, we provide analytical expressions within a weakly nonlinear scattering-matrix formalism which allow us to discuss the conditions for optimal cooling in terms of generalized thermopowers. Our results are important for the assessment of chiral conductors as promising candidates for efficient quantum refrigerators with low dissipation.

I. INTRODUCTION

A great obstacle for the operation of nanoscale integrated circuits is heat dissipation, which can dramatically alter their performance. Thus, it is highly desirable to have nano-electronic devices where heat can be removed or converted into useful electric work. To this purpose, thermoelectric phenomena can be exploited by taking into account both particle and energy fluxes. As a matter of fact, the field of quantum thermoelectrics has experienced a rapid development in the last two decades using low-dimensional nanodevices [1], such as quantum dots [2–9]. A thermoelectric device can use electrical power to extract heat from a reservoir, hence operating as a refrigerator (Peltier effect) or, by reciprocity, transform a temperature difference into an output power, thus acting as a heat engine (Seebeck effect). When nanoscale heat engines are connected to multiple terminals, they behave as powerful and efficient energy harvesters [10]. This is because the directions of charge and heat currents become decoupled [11]. The effect have been experimentally demonstrated with three-terminal quantum-dot setups [12–15], paving the way for a new generation of multiterminal, highly efficient nanoscale heat engines. In the quantum Hall regime due to strong magnetic fields, the conducting channels are chiral and precisely the nature of edge states gives rise to powerful energy harvesters [16, 17] and ideal thermal diodes [18]. Quite generally, broken time-reversal symmetry facilitates the appearance of large efficiencies at finite output power [19–21] due to symmetry breaking of the off-diagonal elements of the Onsager matrix [22, 23]. Surprisingly, the operation of such devices in their dual role as refrigerators has thus far been largely unexplored. Recent experiments, however, emphasize the thermoelectric properties of chiral edge states [24, 25], and permit to trace the relaxation of energy along the propagation channels [26–29].

While there have been a few proposals of two-terminal refrigerators based on resonant tunneling through quantum dots [30–33], superconductor-normal metal junctions [34–37] and metallic islands and quantum dots in the Coulomb-blockade regime [38–43], examples of multi-terminal refrigerators comprise minimal models of refrigerators consisting of qubits coupled to bosonic baths [44–49], arrangements of four quantum dots [50] and mixed junctions [51–54]. In this paper, we investigate a three-terminal chiral refrigerator based on quantum Hall edge states. A sketch of the proposed device is shown in

FIG. 1. (a) Schematic of the model system used for the analysis of the nonlinear chiral refrigerator proposal. The edge channels are split into different regions \( A_i \), \( B_i \) and \( C_i \) which are assumed to have a constant electrostatic potential. (b) Energy diagram for the tunneling electrons across the two quantum dots \( (L \text{ and } R) \) in the operational mode when heat is extracted from terminal 3.
Fig. 1(a). Our setup is interesting for a number of reasons. The system is based on transport along a single quantum channel. Thus, it potentially allows for much larger cooling powers than refrigerators based on tunnel junctions. Importantly, the third terminal which is to be cooled carries no charge current. As a consequence, there is no direct Joule heating and this allows us to achieve highly efficient coolings. Furthermore, as there is no direct Joule heating, it is crucial to include nonlinear effects in the theoretical analysis of the refrigerator in order to properly estimate the maximal cooling power and the minimal reachable temperature [55]. We show that both power and efficiency of our quantum dot-based refrigerator can be tuned with either the width of the dot levels or their positions. Both parameters can be experimentally manipulated with electric fields applied to nearby gate terminals. All our findings are obtained employing the generalized scattering theory formalism for treating thermoelectric transport in which we include interactions to properly describe the nonlinear regime [56].

II. THE SYSTEM

We consider a three-terminal conductor in the quantum Hall regime with filling factor 1. Therefore, only the lowest Landau level is occupied and there exists a single chiral edge state running along the boundary of the sample. This is represented in Fig. 1(a) with solid lines and arrows indicating the propagation direction. The basic operation mechanism consists of driving a charge current between terminals 1 and 2 by applying a bias voltage \( V_1 - V_2 \). The device also needs some type of energy-dependent scattering. This is accomplished by inserting quantum scatterers near terminals 1 and 2. For instance, one can define negatively biased top-gate fingers [red areas in Fig. 1(a)] on top of the electron gas (yellow area). For concreteness, in the following we take these scatterers to be quantum dots \( r = L, R \), each having a single resonant level with energy \( E_r \) and tunneling-induced level width \( \Gamma_r \). Electrons injected from 1 tunnel through the left resonance and occupy states in 3 below \( E_F \) [Fig. 1(b)]. At the same time, thermally excited electrons in 3 tunnel through the right resonance and occupy states in 2 above \( E_F \). Since the voltage \( V_3 \) adjusts itself such that charge current into terminal 3 vanishes, the overall effect is a heat extraction from terminal 3 since states below (above) the Fermi energy become progressively populated (depopulated) while the particle current is kept to zero. In an experiment, the latter condition is easily achieved by operating terminal 3 as a floating contact (voltage probe). We emphasize that the working principle of our thermoelectric refrigerator takes advantage on chirality—a preferred propagation direction of electronic motion. Chirality can be exploited to generate spin polarizations [57], departures of the Onsager reciprocity [58], spin caloritronic effects [59, 60], heat rectification [61], and spin refrigeration [62, 63]. Our proposal is unique in the sense that it combines all-electrical chirality and nonlinearity to achieve maximum cooling power.

III. THEORY

In order to discuss the nonlinear response of the refrigerator, we employ the nonlinear scattering matrix theory for charge and heat transport [64–66]. At very low temperature and for conductors free of disorder, transport is elastic and the scattering matrix is a function of both the energy \( E \) and the electron-electron potential landscape \( U(\vec{r}) \) of the conductor. The evaluation of the electrostatic profile requires to solve the Poisson equation, which is computationally costly. Instead, we here follow a simplified approach and split the potential into nine different regions \( X = \{ A_1, A_2, \Omega_L, B_1, B_2, B_3, \Omega_R, C_1, C_2 \} \) as indicated in Fig. 1(a). In each zone the potential is taken to be constant, \( U_X \). The charge in region \( X \) can be expressed as

\[
q_X = e \int dE \sum_j \nu_{X,j}(E)f_j(E),
\]

where \( \nu_{X,j}^p \) is the particle injectivity of lead \( j = 1, 2, 3 \) in region \( X \). The injectivity is the density of states associated to those carriers originated from lead \( j \). In Appendix A we give the full expressions for all these functions in the considered regions. In Eq. (1), \( f_j(E) = 1/(\exp((E - \mu_j)/k_BT_j) + 1) \) is the Fermi function with \( \mu_j = E_F + eV_j \) the electrochemical potential of terminal \( j \) and \( T_j = T + \Delta T_j \) its temperature (\( T \) is the base temperature and \( \Delta T_j \) the thermal shift). Then, the net injected charge is \( \delta q_X = q_X - q_X^{eq} \), where \( q_X^{eq} \) is calculated from Eq. (1) considering that all external dc potentials \( V_j \) are equal and no temperature bias is applied (\( \Delta T_j = 0 \)).

Interaction between charges in different regions is described by a geometric capacitance matrix \( C_{X,X'} \). According to the discretized version of the Poisson equation we have

\[
q_X = - \sum_{X'} C_{X,X'} U_{X'}. \tag{2}
\]

We consider the strongly interacting limit, which is the experimentally relevant case. Therefore, we set \( C_{X,X'} = 0 \). Thus, Eqs. (1) and (2) determine the internal potential at both dot sites. We find for the injected charge in the two quantum dots:

\[
\delta q_{LL} = \frac{e}{4\pi} \left\{ \mathcal{I}_L^L(V_1, T_1) + \mathcal{I}_L^R(V_3, T_3) - 2\mathcal{I}_{L,eq}^L \right\},
\]

\[
\delta q_{LR} = \frac{e}{4\pi} \left\{ \mathcal{I}_L^R(V_1, T_1) - \mathcal{I}_L^R(V_3, T_3) \right\}
+ \mathcal{I}_R^L(V_3, T_3) + \mathcal{I}_R^R(V_2, T_2) - 2\mathcal{I}_{L,eq}^R \right\},
\]

where the integrals \( \mathcal{I}_j^L \) and \( \mathcal{I}_j^R \) are defined and evaluated in Appendix B. Note that for the equilibrium values we assume \( U_{L,eq} = U_{R,eq} = 0 \), which can always be achieved by redefining the level positions \( E_L \) and \( E_R \).
Once the potential of each region is calculated, the expressions for the heat and charge currents in lead $i$ are computed via the scattering matrix approach:

\begin{align}
I_i^h &= \frac{e}{\hbar} \sum_j \int dE \left[ \delta_{ij} - T_{ij}(E,U_X) \right] f_j(E), \\
I_i^E &= \frac{1}{\hbar} \sum_j \int dE \left[ \delta_{ij} - T_{ij}(E,U_X) \right] f_j(E), \\
I_i^b &= \frac{1}{\hbar} \sum_j \int dE (E - \mu_i) \left[ \delta_{ij} - T_{ij}(E,U_X) \right] f_j(E),
\end{align}

where $T_{ij}(E,U_X)$ denotes the energy-dependent transmission probability from terminal $j$ to terminal $i$. The currents are then expressed in terms of the integrals provided in App. B. The sign convention for the fluxes is such that heat (and particle) currents are positive when the flow is directed toward the sample. Therefore, positive values of $I_i^h$ imply cooling of reservoir $i$.

### IV. RESULTS AND DISCUSSION

We first analyze the behavior of the heat flow driven at the third contact by the voltage difference $V = V_1 - V_2$ applied between contacts 1 and 2 as a function of the dot level positions $E_L$ and $E_R$. In what follows, we assume that each dot in Fig. 1(a) couples symmetrically to the edge states on its left and right side. This assumption does not affect the main conclusions of our work. Figure 2 displays the results in the isothermal case, i.e., when all terminals are kept at the same temperature ($\Delta T_i = 0$). For small voltages $eV_i \ll k_B T$, the system works as a refrigerator that cools terminal 3 since $I_3^h > 0$. This situation occurs whenever the dot level positions are tuned such that $E_R > 0$ and $E_L < 0$. In fact, the maximal cooling power occurs for $E_R = -E_L \approx 2.5 k_B T$ for the chosen parameters, see Fig. 2(a). As the bias voltage is increased, the absolute value of the heat current grows as well as shown in Fig. 2(b). However, this increase is stronger for $E_L = -E_R > 0$, in which case the third terminal is always heated ($I_3^h < 0$), than for the cooling condition $E_L = -E_R < 0$. By further increasing the bias voltage [Fig. 2(c)], the region where the cooling phenomenon occurs disappears and the third lead only gets heated for any configuration of the dot levels. This is originated from the fact that for large values of $V$ electrons at terminal 1 possess a high potential energy and are consequently transmitted to terminal 3, leading to a heating of the third terminal. For this to occur two aspects are crucial: on one hand, the fact that the dot resonances are voltage shifted. The level renormalization is due to Coulomb repulsion and this further supports the importance of including interactions in the nonlinear regime of transport. On the other hand, we have considered finite resonance lifetimes $\Gamma \gtrsim k_B T$ such that at large enough voltage, the injection (absorption) of electrons above (below) the chemical potential of terminal 3 are favorable, hence limiting the performance of a realistic refrigerator.

Remarkably, the chirality of the electron motion introduces an additional asymmetry in the device, as electrons injected from terminal 3 are absorbed by terminal 2 conditioned on being reflected first at quantum dot $L$, while electrons injected from 2 are never absorbed by 1. This allows our system to work as a refrigerator even for mirror
of energy broadening that allow for nonnegligible heat flows.

We now show that our numerical findings can be understood within a weakly nonlinear transport model [66]. This model is based on a perturbative expansion in terms of both electric and thermal gradients. We focus on an analysis of the cooling performance. Hence, it suffices for our purposes to expand the heat current $I^h_R$ up to second order in the applied bias voltage. In this fashion, the cooling power reads

$$I^h_R = \sum_{\alpha} R_{3\alpha} V_{\alpha} + \sum_{\alpha \beta} R_{3\alpha\beta} V_{\alpha} V_{\beta},$$

where $\alpha$ and $\beta$ are lead indices, $R_{3\alpha} = (\partial I^h_R/\partial V_{\alpha})_{eq}$ and $R_{3\alpha\beta} = (1/2)(\partial^2 I^h_R/\partial V_{\alpha}\partial V_{\beta})_{eq}$ are the linear and leading-order nonlinear responses, respectively, evaluated at equilibrium (i.e., for $V_1 = V_2 = V_3 = 0$) [66]. Using the sum rules enforced by unitarity of the scattering matrix, $\sum_\beta R_{\alpha\beta} = \sum_{\beta\gamma} R_{\alpha\beta\gamma} - R_{\alpha\gamma\beta}=0$ [65], Eq. (8) becomes

$$I^h_R = R_{31}(V_1 - V_3) + R_{32}(V_2 - V_3) - R_{312}(V_1 - V_2)^2 - R_{313}(V_1 - V_3)^2 - R_{323}(V_2 - V_3)^2,$$

We stress that this formalism leads to gauge-invariant expressions unlike alternative approaches [67] since electron-electron interactions are included. We consider that terminal 3 is a floating probe, whose electrochemical potential is determined from the condition that there is no net flow of particles through this terminal: $I_3 = 0$. To be consistent, this charge current is expressed up to second order in a bias voltage expansion,

$$I^e_R = \sum_{\alpha} G_{3\alpha} V_{\alpha} + \sum_{\alpha \beta} G_{3\alpha\beta} V_{\alpha} V_{\beta},$$

symmetric configurations with $E_L = E_R$ and $\Gamma_L = \Gamma_R$, as can be clearly seen in the diagonal of Fig. 2(a). (Note that standard thermocouples rely on simultaneous broken electron-hole and mirror symmetries [1].) Nonlinear voltages reduce and eventually removes this effect, see Fig. 2(b) and (c).

Let us now take a closer look at the refrigerator operation in the nonlinear regime. Figure 3(a) shows the cooling power of the refrigerator $I^h_R$ as a function of the applied voltage for different values of the dot level broadening. Quite generically, we find that the maximum cooling power is a nonmonotonic function of the voltage difference. We observe that the heat current in terminal 3 first rises as $V$ is increased, then reaches a maximum (the maximum cooling power) and finally drops for larger voltages. We note that the bias voltage at which the maximal cooling power occurs decreases as the level width $\Gamma = \Gamma_L = \Gamma_R$ enhances. Similarly, the dependence of the maximal cooling power on the level width is nonmonotonic. It attains its highest value when $\Gamma \simeq 2.6k_BT$.

This optimal value is related to the dots acting as energy filters but at the same time with sufficiently large values of energy broadening that allow for nonnegligible heat flows.
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We now show that our numerical findings can be understood within a weakly nonlinear transport model [66]. This model is based on a perturbative expansion in terms of both electric and thermal gradients. We focus on an analysis of the cooling performance. Hence, it suffices for our purposes to expand the heat current $I^h_R$ up to second order in the applied bias voltage. In this fashion, the cooling power reads

$$I^h_R = \sum_{\alpha} R_{3\alpha} V_{\alpha} + \sum_{\alpha \beta} R_{3\alpha\beta} V_{\alpha} V_{\beta},$$

where $\alpha$ and $\beta$ are lead indices, $R_{3\alpha} = (\partial I^h_R/\partial V_{\alpha})_{eq}$ and $R_{3\alpha\beta} = (1/2)(\partial^2 I^h_R/\partial V_{\alpha}\partial V_{\beta})_{eq}$ are the linear and leading-order nonlinear responses, respectively, evaluated at equilibrium (i.e., for $V_1 = V_2 = V_3 = 0$) [66]. Using the sum rules enforced by unitarity of the scattering matrix, $\sum_\beta R_{\alpha\beta} = \sum_{\beta\gamma} R_{\alpha\beta\gamma} - R_{\alpha\gamma\beta}=0$ [65], Eq. (8) becomes

$$I^h_R = R_{31}(V_1 - V_3) + R_{32}(V_2 - V_3) - R_{312}(V_1 - V_2)^2 - R_{313}(V_1 - V_3)^2 - R_{323}(V_2 - V_3)^2.$$
last term in the right-hand side of Eq. (11) is a small correction in the low temperature limit and Eq. (9) simplifies to

\[ I^h_3 = \frac{G_{32} R_{31} - G_{31} R_{32}}{G_{31} + G_{32}} V - \frac{R_{313} G_{32}^2 + R_{323} G_{31}^2}{(G_{31} + G_{32})^2} V^2. \] (12)

Interestingly, our problem effectively becomes noninteracting since the nonlinear responses in Eq. (12) are quite insensitive to variations of the scattering matrix with voltage and therefore to nonlinear screening. This can be seen if we apply a Sommerfeld expansion:

\[ R_{31} = -\frac{2\pi^2 e k_B T^2}{3h} T_{31}, \] (13)
\[ R_{32} = -\frac{2\pi^2 e k_B T^2}{3h} T_{32}, \] (14)
\[ R_{313} = \frac{e^2}{h} T_{31} = -\frac{1}{2} G_{31}, \] (15)
\[ R_{323} = \frac{e^2}{h} T_{32} = -\frac{1}{2} G_{32}, \] (16)

where the energy is evaluated at \( E_F \) and primes indicate energy derivatives.

Equation (12) is able to qualitatively explain the behavior of the cooling power shown in Fig. 3(a). Cooling operation mode switches on when \( G_{32} R_{31} < G_{31} R_{32} \) since the second term in the right-hand side of Eq. (12) is always negative. For our refrigerator setup in Fig. 1, we have \( T_{31} = T_L(1 - T_R) \) and \( T_{32} = T_R \), where \( T_L \) (\( T_R \)) is the transmission probability through the left (right) dot in Fig. 1. Therefore, cooling demands that

\[ \frac{T_{31}'}{T_L} < \frac{T_{32}'}{T_R(1 - T_R)}, \] (17)

where the functions \( T_{L/R} \) and their energy derivatives \( T_{L/R}' \) are evaluated at the Fermi energy. This condition is translated into the fact that \( E_L < E_R \) is most favorable to have cooling. This precisely is what has been numerically found in Fig. 2. However, the asymmetry between left and right hand sides of Eq. (17), which is once more a consequence of chirality, allows for cooling even if \( T_L = T_R \).

A more physical and intuitive interpretation can be given if we recast \( G_{32} R_{31} < G_{31} R_{32} \) as \( S_{31} > S_{32} \), where \( S_{ij} \propto d\ln T_{ij}/dE \) for \( E = E_F \) is a thermopower or Seebeck coefficient generalized to multiterminal setups [68–70]. Then, for \( E_L = -E_R < 0 \) the right dot supports electrons traveling above the Fermi energy (i.e., the thermopower is negative) while the left dot supports electrons traveling below the Fermi energy (i.e., the thermopower is positive), which is consistent with the condition \( S_{31} > S_{32} \). The quasiparticle energy difference is supplied by the terminal which is being cooled.

Furthermore, Eq. (12) predicts that the maximum cooling power \( I^h_{3,m} \) will occur at the applied voltage

\[ V_m = \frac{1}{2} \frac{(G_{31} + G_{32})(G_{32} R_{31} - G_{31} R_{32})}{R_{313} G_{32}^2 + R_{323} G_{31}^2}, \] (18)
in which case

\[ I^h_{3,m} = \frac{1}{4} \frac{(G_{32} R_{31} - G_{31} R_{32})^2}{R_{313} G_{32}^2 + R_{323} G_{31}^2}. \] (19)

Since this expression involves energy derivatives of the dot transmissions, it is natural to expect that \( I^h_{3,m} \) becomes optimal when the transmissions change more rapidly, i.e., for energies of the order of \( \Gamma \) (maximal charge fluctuations), in agreement with the full numerical calculations. Therefore, quantum dot junctions with large thermopowers will show higher cooling powers but with proper tuning of the tunnel broadening value as we already showed in our numerics. Indeed, for very small \( \Gamma, R_{31} \) (as the transmission derivative) increases but \( G_{32} \) decreases. Therefore, there exists an optimal value of \( \Gamma \) that maximizes \( I^h_{3,m} \), explaining the nonmonotonic behavior of \( I^h_{3,m} \) versus \( \Gamma \) depicted in Fig. 3(a). A comparison between the weakly nonlinear analysis and the exact solution is shown in Fig. 3(b). The agreement in the low temperature case is excellent (\( \Gamma = 20k_B T \)). Deviations are stronger for smaller ratios of \( \Gamma/k_B T \) since the Sommerfeld expansion of Eqs. (13), (14), (15), and (16) breaks down.

Next, we discuss the efficiency of our refrigeration process. This is quantified by the coefficient of performance

\[ \text{COP} = \frac{I^h_3}{I^h_3(V_1 - V_2)} \] (20)

In Fig. 4(a) we show COP expressed in units of the Carnot efficiency \( \varepsilon_C = (T - \Delta T_3)/\Delta T_3 \) as a function of the temperature at the third lead, \( \Delta T_3/T \), for various values of the dot level broadening. The optimal configuration for the cooling performance is obtained when the level broadening \( \Gamma \) is small and the temperature difference is sufficiently large. This case in Fig. 4(a) is represented by the curve corresponding to \( \Gamma = 0.01k_B T \) when \( \Delta T_3/T \approx 0.5 \). As a general trend, we find that as the temperature gradient is increased, the COP grows, reaches a maximum and finally drops to zero for very large \( \Delta T_3 \). For broad resonances, the COP shows a nearly quadratic dependence on \( \Delta T_3 \). As the level width is decreased, this quadratic dependence no longer holds and the maximal COP takes place for smaller values of \( \Delta T_3 \). We furthermore remark that decreasing the level width strongly enhances the COP. This behavior can be understood as follows. For sharp levels, the system has excellent energy filtering properties that lead to very efficient cooling. At the same time, the heat and charge currents that can flow in the device are small due to the smallness of \( \Gamma \) that diminishes the input power \( I^h_3(V_1 - V_2) \). However, for broad levels energy filtering becomes poor, thus degrading the performance of the refrigerator although the input power increases. In between these two configurations, there is an optimal level width that gives rise to a large cooling power with a relatively small input power in combination with a reasonable COP. This is similar to what was found previously for heat...
V. Conclusions

In closing, we propose a refrigerator based on chiral quantum Hall edge channels present in a three-terminal conductor hosting two quantum dot scatterers. The device operates by driving a charge current between terminals 1 and 2. As a consequence, heat is extracted from terminal 3 that acts as a voltage probe. Our transport theory fully accounts for nonlinear effects. Electron-electron interactions are included at the mean-field level, which is a good approximation in the absence of strong correlations. We have found that cooling is possible only by means of certain energy-dependent scattering that in our setup is provided by the two quantum dots. The advantage of this multiterminal configuration is that there

\[ I_3^R + P_{e-ph} = 0. \] (22)

As \( I_3^R \) scales quadratically with the temperature while the phononic contribution scales as \( T^5 \), we immediately conclude that the refrigerator works best at low temperatures. This can be seen in Fig. 4(b), which shows the minimal temperature that the refrigerator can reach at different base temperatures. As temperature is lowered, the relative change in temperature increases. In terms of the absolute temperature difference that can be obtained, we find that it occurs in the temperature range between 100 and 200 mK.

We can also apply our previous weakly nonlinear model to discuss the minimum possible temperature. Substituting Eq. (12) into Eq. (22), we can solve for the minimum attainable temperature,

\[ (\Delta T_3)_{\text{min}} = T \left( 1 + \frac{a^2}{4b \Sigma V^5} \right)^{1/5}, \] (23)

where \( a = \left( G_{32} R_{31} - G_{31} R_{32} \right) / \left( G_{31} + G_{32} \right) \) and \( b = \left( R_{313} G_{32}^2 + R_{323} G_{31}^2 \right) / \left( G_{31} + G_{32} \right)^2 \). Importantly, the minimum temperature increases with \( a \), which is governed by the thermopower asymmetry between the dots, \( S_{31} - S_{32} \), much like the maximum cooling power given by Eq. (19). This explains why the optimum voltage value is similar in both Figs. 3(a) and 4(b).

We would like to point out that in the absence of phonons the refrigerator would achieve lowest temperatures with very narrow resonances because in this case cooling is highly efficient. As the absolute cooling power is very small in this case, even a very weak electron-phonon coupling gives rise to heat currents from the substrate into the electrode which are much larger than the cooling power. Hence, in order to operate the device efficiently in a realistic scenario, level widths of the order of \( k_B T \) are required.

Engines based on resonant tunneling through quantum dots [71] and quantum wells [72].

A further important quantity to characterize the refrigeration performance is the maximal temperature difference that the cooler can generate (i.e., the value of \( \Delta T_3 \) at which \( I_3^R = 0 \) for a given bias voltage). In order to determine this quantity, we consider a simple thermal model where terminal 3 couples to phonons in the substrate giving rise to a heat current due to electron-phonon coupling

\[ P_{e-ph} = \Sigma V(T_3^5 - T_{\text{ph}}^5) \] (21)

which again is positive if heat flows from the electric conductor into the phonon bath. In the above expression, \( \Sigma \) characterizes the strength of the electron-phonon coupling. For typical metals, it takes the value \( \Sigma \simeq 10^5 \text{WK}^{-5} \text{m}^{-3} \). \( V \) is the volume of the conductor which for a typical mesoscopic structure is of the order of \( V \simeq 10^{-20} \text{m}^3 \). Finally, \( T_{\text{ph}} \) denotes the temperature of the phonon bath. The stationary temperature of terminal 3 is determined by the balance equation

\[ I_3^R + P_{e-ph} = 0. \] (22)
is no direct Joule heating in the cooled terminal. Our findings indicate that by properly tuning the dot level couplings to the edge states the setup can work as a powerful and efficient refrigerator with distinctive features arising from chirality. We estimate that for realistic devices our refrigerator can cool by about 60 mK at a base temperature of 150 mK. Therefore, our results might be of great importance for the implementation of coolers in nanochips simultaneously showing optimal performance and avoiding heating effects.
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Appendix A: Discretization

The different regions of constant potential, $A_1$, $A_2$, $B_1$, $B_2$, $B_3$, $C_1$, $C_2$, $\Omega_L$ and $\Omega_R$, are shown in Fig. 1(a). In the following, we assume that all edge channels have the same, constant density of states $\nu_F$. The transmission and reflection amplitudes of the two quantum dots are given by

$$t_r = \frac{1}{2} (e^{2i\delta_r} - 1), \quad (A1)$$
$$r_r = \frac{1}{2} (e^{2i\delta_r} + 1), \quad (A2)$$

with

$$e^{2i\delta_r} = \frac{E - E_r - i\Gamma_r/2}{E - E_r + i\Gamma_r/2}. \quad (A3)$$

The corresponding transmission probability then reads

$$\mathcal{T}_r = 1 - R_r = |t_r|^2 = \frac{\Gamma_r^2/4}{(E - E_r - eU_{\Omega_r})^2 + \Gamma_r^2/4}. \quad (A4)$$

The particle injectivities $\nu^p_{X,j}$ of lead $j$ in region $X$ are then given by

$$\nu^p_{A1,1} = \nu_F, \quad \nu^p_{A1,2} = 0, \quad \nu^p_{A1,3} = 0,$$
$$\nu^p_{A2,1} = \mathcal{R}_L \nu_F, \quad \nu^p_{A2,2} = 0, \quad \nu^p_{A2,3} = \mathcal{T}_L \nu_F,$$
$$\nu^p_{B1,1} = 0, \quad \nu^p_{B1,2} = 0, \quad \nu^p_{B1,3} = \nu_F,$$
$$\nu^p_{B2,1} = \mathcal{T}_L \nu_F, \quad \nu^p_{B2,2} = 0, \quad \nu^p_{B2,3} = \mathcal{R}_L \nu_F,$$
$$\nu^p_{C1,1} = 0, \quad \nu^p_{C1,2} = \nu_F, \quad \nu^p_{C1,3} = 0,$$
$$\nu^p_{C2,1} = \mathcal{T}_L \mathcal{T}_R \nu_F, \quad \nu^p_{C2,2} = \mathcal{R}_R \nu_F, \quad \nu^p_{C2,3} = \mathcal{R}_L \mathcal{T}_R \nu_F.$$

The injectivities for the two quantum dots are given by

$$\nu^p_{\Omega L,1} = -\frac{1}{2\pi i} \left( r_L^* \frac{\delta t_L}{e\delta U_{\Omega L}} + t_L^* \frac{\delta t_L}{e\delta U_{\Omega L}} \right) \quad (A5)$$
$$\quad + \frac{1}{2\pi i} \left( r_L^* \frac{d t_L}{d E} + t_L^* \frac{d t_L}{d E} \right) \quad (A6)$$
$$= \frac{1}{\pi} \frac{\Gamma_L/4}{(E - E_L - eU_{\Omega L})^2 + \Gamma_L^2/4} = \frac{\mathcal{T}_L}{\pi \Gamma_L}, \quad (A7)$$

and similarly

$$\nu^p_{\Omega L,2} = 0, \quad (A8)$$

and

$$\nu^p_{\Omega L,3} = \frac{1}{\pi} \frac{\Gamma_L/4}{(E - E_L - eU_{\Omega L})^2 + \Gamma_L^2/4} = \frac{\mathcal{T}_L}{\pi \Gamma_L}, \quad (A9)$$

as well as

$$\nu^p_{\Omega R,2} = \frac{1}{\pi} \frac{\Gamma_R/4}{(E - E_R - eU_{\Omega R})^2 + \Gamma_R^2/4} = \frac{\mathcal{R}_R}{\pi \Gamma_R}. \quad (A10)$$

For the injectivities $\nu^p_{\Omega R,1}$ and $\nu^p_{\Omega R,3}$ we need to take into account the presence of the left dot which gives rise to an additional factor $\mathcal{T}_L$ and $\mathcal{R}_L$, respectively:

$$\nu^p_{\Omega R,1} = \frac{\mathcal{T}_L}{\pi} \frac{\Gamma_R/4}{(E - E_R - eU_{\Omega R})^2 + \Gamma_R^2/4} = \frac{\mathcal{T}_L \mathcal{T}_R}{\pi \Gamma_R}, \quad (A11)$$
$$\nu^p_{\Omega R,3} = \frac{\mathcal{R}_L}{\pi} \frac{\Gamma_R/4}{(E - E_R - eU_{\Omega R})^2 + \Gamma_R^2/4} = \frac{\mathcal{R}_L \mathcal{T}_R}{\pi \Gamma_R}. \quad (A12)$$

Appendix B: Integrals

In order to evaluate the nonequilibrium charge, we need the following integrals:

$$\mathcal{I}_i(x_j, T_j) = \int \frac{dE}{(E - E_j^2 + \Gamma_j^2/4)} f_j(E)$$
$$\quad = \frac{\pi}{\Gamma_j} - \frac{2}{\Gamma_j} \text{Im} \Psi(z_j^+), \quad (B1)$$

where $\Psi(z_j^+)$ is the digamma function with argument $z_j^+ = \frac{1}{2} + \frac{\Gamma_j}{4\pi \kappa_b T_j} \pm \frac{E_j - \mu_j}{2\pi \kappa_b T_j}$, and
\[ I_2(\mu_j, T_j) = \int \frac{dE}{(E - E_L)^2 + \Gamma_L^2/4} \left( E - E_R \right) \left( E - E_R \right) \left( \text{Re} \Psi(z_{Lj}^+) - \text{Re} \Psi(z_{Rj}^+) \right) + \frac{\Gamma_r}{\Gamma_l \Gamma_R} \eta \left( E_L - E_R \right)^2 \left( \Gamma_1^2 + \Gamma_2^2 / 4 \right) \left( \text{Im} \Psi(z_{Rj}^+) \right) \right] ,
\]
where \( z_{Rj}^\pm = \frac{1}{\eta} \frac{\Gamma_r}{\Gamma_l \Gamma_R} \pm \frac{E_{Lj} - \mu_j}{2 \pi k_B T_j} \) and \( \eta = (E_L - E_R)^2 + \left( \Gamma_1^2 + \Gamma_2^2 / 4 \right) / 4. \)
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