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Abstract. In this short review, we explain how and in which sense the causal action principle for causal fermion systems gives rise to classical gravity and the Einstein equations. Moreover, methods are presented for going beyond classical gravity, with applications to a positive mass theorem for static causal fermion systems, a connection between area change and matter flux and the construction of a quantum state.
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1. Introduction

The theory of causal fermion systems is a recent approach to fundamental physics (see a few basics in Section 2, the reviews [8, 10], the textbooks [7, 17] or the website [1]). In this approach, spacetime and all objects therein are described by a measure \( \rho \) on a set \( \mathcal{F} \) of linear operators on a Hilbert space \( (\mathcal{H}, \langle .| . \rangle_{\mathcal{H}}) \). The physical equations are formulated via the so-called causal action principle, a nonlinear variational principle where an action \( S \) is minimized under variations of the measure \( \rho \).

The purpose of this survey article is to report on the present status of the theory with regards to the gravitational interaction. It has been shown that, in a well-defined limiting case, the so-called continuum limit, the causal action principles gives classical...
gravity and the Einstein equations, with the gravitational coupling constant determined by the regularization scale. Without taking the continuum limit, the causal action principle describes a novel gravitational theory which is presently under investigation. We here give a survey on different approaches towards unraveling the structure and the properties of this gravitational theory.

The paper is structured as follows. After giving the necessary background on causal fermion systems (Section 2), we explain how and in which sense classical gravity and the Einstein equations are obtained in the continuum limit (Section 3). In Section 4 we report on the approaches for going beyond classical gravity. After a few comments on the intrinsic geometric structures of a causal fermion system (Section 4.1), we introduce surface layer integrals as the main object for the subsequent analysis (Section 4.2). We finally report on a positive mass theorem for static causal fermion systems (Section 4.3), a relation between area change and matter flux (Section 4.4) and the construction of a quantum state (Section 4.5).

2. A Brief Introduction to Causal Fermion Systems

This section provides the necessary abstract background on causal fermion systems.

2.1. Causal Fermion Systems and the Causal Action Principle. We begin with the general definitions.

**Definition 2.1. (causal fermion systems)** Given a separable complex Hilbert space $\mathcal{H}$ with scalar product $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ and a parameter $n \in \mathbb{N}$ (the spin dimension), we let $\mathcal{F} \subset L(\mathcal{H})$ be the set of all symmetric operators on $\mathcal{H}$ of finite rank, which (counting multiplicities) have at most $n$ positive and at most $n$ negative eigenvalues. On $\mathcal{F}$ we are given a positive measure $\rho$ (defined on a $\sigma$-algebra of subsets of $\mathcal{F}$). We refer to $(\mathcal{H}, \mathcal{F}, \rho)$ as a causal fermion system.

A causal fermion system describes a spacetime together with all structures and objects therein. In order to single out the physically admissible causal fermion systems, one must formulate physical equations. To this end, we impose that the measure $\rho$ should be a minimizer of the causal action principle, which we now introduce. For any $x, y \in \mathcal{F}$, the product $xy$ is an operator of rank at most $2n$. However, in general it is no longer symmetric because $(xy)^* \neq yx$, and this is different from $xy$ unless $x$ and $y$ commute. As a consequence, the eigenvalues of the operator $xy$ are in general complex. We denote the non-trivial eigenvalues counting algebraic multiplicities by $\lambda_{1}^{xy}, \ldots, \lambda_{2n}^{xy} \in \mathbb{C}$ (more specifically, denoting the rank of $xy$ by $k \leq 2n$, we choose $\lambda_{1}^{xy}, \ldots, \lambda_{k}^{xy}$ as all the non-zero eigenvalues and set $\lambda_{k+1}^{xy}, \ldots, \lambda_{2n}^{xy} = 0$). We introduce the Lagrangian and the causal action by

\[
\text{Lagrangian: } \mathcal{L}(x, y) = \frac{1}{4n} \sum_{i,j=1}^{2n} \left( |\lambda_{i}^{xy}| - |\lambda_{j}^{xy}| \right)^{2} \quad (2.1)
\]

\[
\text{causal action: } S(\rho) = \int_{\mathcal{F} \times \mathcal{F}} \mathcal{L}(x, y) \, d\rho(x) \, d\rho(y) . \quad (2.2)
\]
The *causal action principle* is to minimize $\mathcal{S}$ by varying the measure $\rho$ under the following constraints,

\begin{align}
\text{volume constraint:} & \quad \rho(\mathcal{F}) = \text{const} \\ 
\text{trace constraint:} & \quad \int_{\mathcal{F}} \text{tr}(x) \, d\rho(x) = \text{const} \\ 
\text{boundedness constraint:} & \quad \int_{\mathcal{F} \times \mathcal{F}} |xy|^2 \, d\rho(x) \, d\rho(y) \leq C,
\end{align}

where $C$ is a given parameter, $\text{tr}$ denotes the trace of a linear operator on $\mathcal{H}$, and the absolute value of $xy$ is the so-called spectral weight,

$$|xy| := \sum_{j=1}^{2n} |\lambda_{xy}^j|.$$

This variational principle is mathematically well-posed if $\mathcal{H}$ is finite-dimensional. For the existence theory and the analysis of general properties of minimizing measures we refer to \cite{[5],[3]} or \cite{[17], Chapter 12}. In the existence theory one varies in the class of regular Borel measures (with respect to the topology on $L(\mathcal{H})$ induced by the operator norm), and the minimizing measure is again in this class. With this in mind, here we always assume that $\rho$ is a regular Borel measure.

### 2.2. Spacetime and Causal Structure

Let $\rho$ be a minimizing measure. Spacetime is defined as the support of this measure,

$$M := \text{supp} \, \rho \subset \mathcal{F}.$$

Thus the spacetime points are symmetric linear operators on $\mathcal{H}$. On $M$ we consider the topology induced by $\mathcal{F}$ (generated by the operator norm on $L(\mathcal{H})$). Moreover, the measure $\rho|_M$ restricted to $M$ gives a volume measure on spacetime. This gives spacetime the structure of a *topological measure space*.

The operators in $M$ contain a lot of information which, if interpreted correctly, gives rise to spacetime structures like causal and metric structures, spinors and interacting fields (for details see \cite{[7], Chapter 1}). All the resulting objects are inherent in the sense that we only use information already encoded in the causal fermion system. Here we restrict attention to those structures needed in what follows. We begin with the following notion of causality:

**Definition 2.2.** (causal structure) For any $x,y \in \mathcal{F}$, we again denote the non-trivial eigenvalues of the operator product $xy$ (again counting algebraic multiplicities) by $\lambda_1^{xy}, \ldots, \lambda_{2n}^{xy}$. The points $x$ and $y$ are called spacelike separated if all the $\lambda_{xy}^j$ have the same absolute value. They are said to be timelike separated if the $\lambda_{xy}^j$ are all real and do not all have the same absolute value. In all other cases (i.e. if the $\lambda_{xy}^j$ are not all real and do not all have the same absolute value), the points $x$ and $y$ are said to be lightlike separated.

Restricting the causal structure of $\mathcal{F}$ to $M$, we get causal relations in spacetime.

The Lagrangian \eqref{eq:lagrangian} is compatible with the above notion of causality in the following sense. Suppose that two points $x, y \in M$ are spacelike separated. Then the eigenvalues $\lambda_{xy}^j$ all have the same absolute value. As a consequence, the Lagrangian \eqref{eq:lagrangian} vanishes. Thus pairs of points with spacelike separation do not enter the action. This
can be seen in analogy to the usual notion of causality where points with spacelike separation cannot influence each other. This is the reason for the notion “causal” in causal fermion system and causal action principle.

Moreover, a causal fermion system distinguishes a direction of time. To this end, we let \( \pi_x \) be the orthogonal projection in \( \mathcal{H} \) on the subspace \( x(\mathcal{H}) \subset \mathcal{H} \) and introduce the functional\[ C : M \times M \to \mathbb{R}, \quad C(x, y) := i \operatorname{tr} (y x \pi_y \pi_x - x y \pi_x \pi_y). \]Obviously, this functional is anti-symmetric in its two arguments, making it possible to introduce the notions\[ \begin{cases} \text{y lies in the future of } x & \text{if } C(x, y) > 0 \\ \text{y lies in the past of } x & \text{if } C(x, y) < 0. \end{cases} \]

2.3. The Euler-Lagrange Equations. A minimizer of a causal variational principle satisfies the following Euler-Lagrange (EL) equations. For a suitable value of the parameter \( s > 0 \), the function \( \ell : \mathcal{F} \to \mathbb{R}^{+} \) defined by\[ \ell(x) := \int_M \mathcal{L}_\kappa(x, y) \, d\rho(y) - s \]is minimal and vanishes on spacetime \( M := \text{supp} \rho \),\[ \ell|_M \equiv \inf_{\mathcal{F}} \ell = 0. \]

Here the \( \kappa \)-Lagrangian \( \mathcal{L}_\kappa \) is defined by\[ \mathcal{L}_\kappa : \mathcal{F} \times \mathcal{F} \to \mathbb{R}, \quad \mathcal{L}_\kappa(x, y) := \mathcal{L}(x, y) + \kappa |xy|^2 \]with a non-negative parameter \( \kappa \), which can be thought of as the Lagrange parameter corresponding to the boundedness constraint. Likewise, the parameter \( s \geq 0 \) in \( \ell \) is the Lagrange parameter corresponding to the volume constraint. For the derivation and further details we refer to [15, Section 2] or [17, Chapter 7].

2.4. Spinors and Physical Wave Functions. A causal fermion system also gives rise to spinorial wave functions in spacetime, as we now explain. For every \( x \in \mathcal{F} \) we define the spin space \( S_x \) by \( S_x = x(\mathcal{H}) \); it is a subspace of \( \mathcal{H} \) of dimension at most \( 2n \). It is endowed with the spin inner product \( \langle \cdot, \cdot \rangle_x \) defined by\[ \langle u|v \rangle_x = -\langle u|xy \rangle_{\mathcal{H}} \quad (\text{for all } u, v \in S_x). \]

A wave function \( \psi \) is defined as a function which to every \( x \in M \) associates a vector of the corresponding spin space,\[ \psi : M \to \mathcal{H} \quad \text{with} \quad \psi(x) \in S_x M \quad \text{for all } x \in M. \]

It is an important observation that every vector \( u \in \mathcal{H} \) of the Hilbert space gives rise to a unique wave function denoted by \( \psi^u \). It is obtained by projecting the vector \( u \) to the corresponding spin spaces,\[ \psi^u : M \to \mathcal{H}, \quad \psi^u(x) := \pi_x u \in S_x M. \]We refer to \( \psi^u \) as the physical wave function of the vector \( u \in \mathcal{H} \). Choosing an orthonormal basis \( \{e_i\} \) of \( \mathcal{H} \), we obtain a whole family of physical wave functions \( \psi^{e_i} \). This ensemble of wave functions is crucial for the understanding of what a causal fermion systems is about. In fact, all spacetime structures (like for example the causal structure in Definition 2.2) can be recovered from this ensemble. Moreover, one can construct concrete examples of causal fermion systems by choosing the physical wave
functions more specifically as the quantum mechanical wave functions in a classical Lorentzian spacetime. In the next section we explain this construction in more detail.

3. The Limiting Case of Classical Gravity

In this section we outline how and in which sense the causal action principle gives rise to classical gravity. For more details we refer to [7] and the review article [8].

3.1. Describing a Lorentzian Spacetime by a Causal Fermion System. We now explain how a classical curved spacetime is described by a causal fermion system. Our starting point is Lorentzian spin geometry. Thus we let \((M, g)\) be a smooth, globally hyperbolic, time-oriented Lorentzian spin manifold of dimension four. For the signature of the metric we use the convention \((+,-,-,-)\). We denote the corresponding spinor bundle by \(S_M\). Its fibers \(S_x M\) (with \(x \in M\)) are endowed with an inner product \(<\cdot,\cdot>_x\) of signature \((2,2)\). Clifford multiplication is described by a mapping \(\gamma\) which satisfies the anti-commutation relations,

\[\gamma(u) \gamma(v) + \gamma(v) \gamma(u) = 2 g(u,v) \mathbf{1}_{S_x M}.\]

We also write Clifford multiplication in components with the Dirac matrices \(\gamma^j\). The metric connections on the tangent bundle and the spinor bundle are denoted by \(\nabla\). The sections of the spinor bundle are also referred to as wave functions.

We denote the smooth sections of the spinor bundle by \(C^\infty(M, S_M)\). The Dirac operator \(D\) is defined by

\[D := i \gamma^j \nabla_j : C^\infty(M, S_M) \to C^\infty(M, S_M).\]

Given a real parameter \(m \in \mathbb{R}\) (the mass), the Dirac equation reads

\[(D - m) \psi = 0.\]

We mainly consider solutions in the class \(C^\infty_{sc}(M, S_M)\) of smooth sections with spatially compact support (i.e. wave functions whose restriction to any Cauchy surface is compact). On such solutions, one has the scalar product

\[\langle \psi | \phi \rangle_m = 2\pi \int_N \langle \psi | \gamma(\nu) \phi \rangle_x d\mu_N(x),\]

where \(N\) denotes any Cauchy surface and \(\nu\) its future-directed normal (due to current conservation, the scalar product is in fact independent of the choice of \(N\); for details see [20 Section 2]). Forming the completion gives the Hilbert space \((\mathcal{H}_m, \langle \cdot | \cdot \rangle_m)\).

Next, we choose a closed subspace \(\mathcal{H} \subset \mathcal{H}_m\) of the solution space of the Dirac equation. The induced scalar product on \(\mathcal{H}\) is denoted by \(\langle \cdot | \cdot \rangle_\mathcal{H}\). There is the technical difficulty that the wave functions in \(\mathcal{H}\) are in general not continuous, making it impossible to evaluate them pointwise. For this reason, we need to introduce an ultraviolet regularization on the length scale \(\varepsilon\), described mathematically by a linear regularization operator \(R_\varepsilon : \mathcal{H} \to C^0(M, S_M)\).

In the simplest case, the regularization can be realized by a convolution on a Cauchy surface or in spacetime (for details see [20 Section 4] or [7 Section §1.1.2]). For us, the regularization is not merely a technical tool, but it realizes the concept that we want to change the geometric structures on the microscopic scale. With this in mind, we always consider the regularized quantities as those having mathematical and physical significance. Different choices of regularization operators realize different microscopic spacetime structures.
Evaluating the regularization operator at a spacetime point \( x \in M \) gives the regularized wave evaluation operator \( \Psi^\varepsilon(x) \),

\[
\Psi^\varepsilon(x) = \mathcal{R}_\varepsilon(x) : \mathcal{H} \to \mathcal{S}_{x,M}.
\] (3.1)

We also take its adjoint (with respect to the Hilbert space scalar product \( \langle . | . \rangle_\mathcal{H} \) and the spin inner product \( \prec . | . \succ_x \)),

\[
(\Psi^\varepsilon(x))^* : \mathcal{S}_{x,M} \to \mathcal{H}.
\]

Multiplying \( \Psi^\varepsilon(x) \) by its adjoint gives the operator

\[
F^\varepsilon(x) := - (\Psi^\varepsilon(x))^* \Psi^\varepsilon(x) : \mathcal{H} \to \mathcal{H},
\] (3.2)

referred to as the local correlation operator at the spacetime point \( x \). The local correlation operator is also characterized by the relation

\[
(\psi | F^\varepsilon(x) \phi) = - \langle (\mathcal{R}_\varepsilon \psi)(x) | (\mathcal{R}_\varepsilon \phi)(x) \succ_x \rangle \quad \text{for all } \psi, \phi \in \mathcal{H}.
\] (3.3)

Taking into account that the inner product on the Dirac spinors at \( x \) has signature \((2,2)\), it is a symmetric operator on \( \mathcal{H} \) of rank at most four, which (counting multiplicities) has at most two positive and at most two negative eigenvalues. Varying the spacetime point, we obtain a mapping

\[
F^\varepsilon : M \to \mathcal{F} \subset L(\mathcal{H}),
\]

where \( \mathcal{F} \) denotes all symmetric operators of rank at most four with at most two positive and at most two negative eigenvalues. Finally, we introduce the measure \( \rho \) on \( \mathcal{F} \) by taking the push-forward of the volume measure on \( M \) under the mapping \( F^\varepsilon \),

\[
\rho := (F^\varepsilon)_* \mu_M
\] (3.4)
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functions. Since the physical wave functions describe the distribution of matter in spacetime, one can summarize this concept by saying that matter encodes geometry.

3.2. Classical Gravity in the Continuum Limit. The construction of the causal fermion system in the previous section involved the Lorentzian metric $g$. But this Lorentzian metric did not need to satisfy the Einstein equation. Instead of postulating the Einstein equations, our strategy is to derive these equations from the causal action principle. To this end, we need to evaluate the EL equations (2.6) for the causal fermion system $(\mathcal{H}, \mathcal{F}, \rho)$ constructed in the previous section in the limit $\varepsilon \to 0$ when the ultraviolet regularization is removed. This analysis, referred to as the continuum limit, is carried out in detail in [7, Chapter 4]. Before giving a brief outline of how this analysis works, we state the main result in the context of gravitational fields: The EL equations (2.6) are satisfied asymptotically for small $\varepsilon > 0$ only if the Lorentzian metric satisfies the Einstein equations, up to possible higher order corrections in curvature (which scale in powers of $(\delta^2 \text{Riem})$, where $\delta$ is the Planck length and Riem is the curvature tensor), i.e. (see [7, Theorems 4.9.3 and 5.4.4])

$$R_{jk} - \frac{1}{2} R g_{jk} + \Lambda g_{jk} = G T_{jk} + O(\delta^4 \text{Riem}^2).$$

Moreover, it is shown that the gravitational coupling constant $G$ is determined by the length scale of the microscopic spacetime structures and has the scaling

$$G \sim \delta^2.$$

The cosmological constant $\Lambda$, however, is not determined by our method. In order to avoid confusion, we finally note that we carefully distinguish the Planck length $\delta$ from the regularization length $\varepsilon$. The reason is that, although it seems natural to assume that these length scales coincide, this does not necessarily need to be the case. In fact, there are indications that $\varepsilon$ should be chosen even much smaller than $\delta$ (for a detailed discussion of the length scales see for example [4, Appendix A]).

We now briefly explain the general procedure in the analysis of the continuum limit. Given a causal fermion system $(\mathcal{H}, \mathcal{F}, \rho)$ describing a globally hyperbolic spacetime $(\mathcal{M}, g)$ (as constructed in Section 3.1), our task is to evaluate the EL equations (2.7). The first step is to compute the eigenvalues $\lambda_1^{xy}, \ldots, \lambda_n^{xy}$ of the operator product $P^\varepsilon(x) P^\varepsilon(y)$ for given $x, y \in \mathcal{M}$. Using (3.2) together with the fact that the non-zero eigenvalues of a matrix product as well as the corresponding algebraic multiplicities do not change when the matrices are cyclically commuted, one can just as well compute the eigenvalues of the closed chain $A_{xy}$ defined by

$$A_{xy} := P^\varepsilon(x, y) P^\varepsilon(y, x) : S_x \mathcal{M} \to S_x \mathcal{M},$$

where the regularized kernel of the fermionic projector $P^\varepsilon(x, y)$ is defined by

$$P^\varepsilon(x, y) = -\Psi^\varepsilon(x)(\Psi^\varepsilon(y))^* : S_y \mathcal{M} \to S_x \mathcal{M}.$$

In this way, it suffices to compute the eigenvalues of a linear endomorphism of $S_x \mathcal{M}$, which can be represented by a $4 \times 4$-matrix. Moreover, the regularized kernel of the fermionic projector can be analyzed explicitly using the regularized Hadamard expansion. In general terms, $P^\varepsilon(x, y)$ is a smooth function which in the limit $\varepsilon \to 0$ converges to a distribution which has singularities on the lightcone (i.e. for lightlike separation of $x$ and $y$). As a consequence, the pointwise product in (3.6) is ill-defined in this limit. In the continuum limit analysis, one deals with this issue by studying the Lagrangian and other composite expressions in $P^\varepsilon(x, y)$ asymptotically for small $\varepsilon > 0$. 
Evaluating the resulting expressions in the EL equations (2.7), one gets equations involving the gravitational field and the Dirac wave functions. In models containing neutrinos, these equations imply the Einstein equations (3.5). The detailed computations can be found in [7], where the continuum limit analysis is carried out in Minkowski space. In this context, the Hadamard expansion is referred to as the light cone expansion. The reader interested in the general construction of the regularized Hadamard expansion in curved spacetime is referred to [18].

4. Going Beyond Classical Gravity

The above derivation of the Einstein equations in the continuum limit has two disadvantages. First, it is rather technical and thus does not give a good intuitive understanding of the underlying mechanisms. Second and more importantly, the Einstein equations are obtained only for the special class of examples of causal fermion systems constructed in Section 3.1 and hold only in the continuum limit. But the methods do not give an insight into the geometric meaning of the EL equations (2.7) for general causal fermion systems describing more general “quantum” spacetimes. This raises the following question:

Given a general causal fermion system \((\mathcal{H}, \mathcal{F}, \rho)\), how do the EL equations (2.7) relate matter to the geometry of spacetime? (4.1)

For a general causal fermion system, we cannot work with tensors or fields, making it impossible to formulate the Einstein equations or modifications thereof. Therefore, we need to go beyond the mathematical setting of Lorentzian geometry. In the next sections, we explain step by step how this can be done and mention a few results.

4.1. A Lorentzian Quantum Geometry. In [9] it was shown that a causal fermion system gives rise to geometric structures in spacetime. The general strategy for obtaining these geometric structures is as follows. Given two spacetime points \(x, y \in M\), the corresponding spin space \(S_x\) and \(S_y\) (see Section 2.4) are subspaces of the underlying Hilbert space \(\mathcal{H}\). Denoting the orthogonal projection to the spin spaces \(S_x\) again by \(\pi_x : \mathcal{H} \to S_x\), the kernel of the fermionic projector is introduced by

\[
P(x, y) = \pi_x y|_{S_y} : S_y \to S_x.
\]

Being an operator from one spin space to another, it gives relations between the spacetime points. In other words, the kernel of the fermionic projector induces additional structures in spacetime. One important structure is the spin connection \(D_{x,y}\), being a unitary mapping between the spin spaces,

\[
D_{x,y} : S_y M \to S_x M \quad \text{unitary}
\]

(unitary with respect to the spin inner product (2.9)). A first idea for construction \(D_{x,y}\) is to take a polar decomposition of \(P(x, y)\). This idea needs to be refined in order to also obtain a metric connection and to arrange that the different connections are compatible. Here for brevity we omit the details and refer to [9] or the review [8]. In general terms, it turns out that there is a canonical spin connection (4.2), provided that the operators \(x\) and \(y\) satisfy certain conditions, which are subsumed in the notion that the spacetime points be spin-connectable. Curvature \(\mathcal{R}\) can be defined as the holonomy
of the spin connection. Thus, in the simplest case, for three points \(x, y, z \in M\) which are mutually spin-connectable, one sets

\[ R(x, y, z) = D_{x,y} D_{y,z} D_{z,x} : S_x M \to S_x M. \]

In [9] also the correspondence to Lorentzian spin geometry is established, in the sense that for causal fermion systems describing a globally hyperbolic Lorentzian manifold (as constructed in Section 3.1) and taking a suitable limit \(\varepsilon \searrow 0\), the spin connection (4.2) goes over to the spinorial Levi-Civita connection of the Lorentzian manifold.

While these structures give a good understanding of the geometry of a causal fermion system, so far they have not been fruitful for unraveling the form of the gravitational interaction as described by the causal action principle. The basic problem is that the EL equations (2.7) cannot be formulated in terms of these geometric structures. In other words, it does not seem possible to rewrite the causal action principle as a geometric variational principle involving \(D_{x,y}\) and \(R\). With this in mind, we now move on to other structures which again have a geometric meaning, but harmonize better with the EL equations (2.7).

4.2. Surface Layer Integrals. Coming back to our question (4.1), we follow another path for getting a connection between the geometric structures and the EL equations (2.7). This method is inspired by the fact that the effects of gravity can also be captured by considering the volume and area of surfaces in spacetime, and by analyzing how this area changes under flows of the surfaces. Typical examples for this connection are Huisken’s isoperimetric mass (see for example [22]) and Jacobson’s connection between area change and matter flux [4]. Thinking along these lines, the first obvious question is how a surface integral can be defined in the setting of causal fermion systems. Once this question has been answered, one can analyze the area of families of surfaces and make the above analogies more precise.

As a typical example, suppose we want to define the analog of an integral over a Cauchy surface \(\mathcal{N}\) in a globally hyperbolic spacetime, i.e. symbolically

\[ \int_{\mathcal{N}} (\cdots) d\mu_{\mathcal{N}}(x), \]  \hspace{1cm} (4.3)

where \(d\mu_{\mathcal{N}}\) is the induced volume measure on \(\mathcal{N}\). Here one can think of \((\cdots)\) as a density like for example the inner product \(\nu^i J^i\) of a current vector field with the future-directed normal \(\nu\). In the setting of causal fermion system, surface integrals like (4.3) are undefined. Instead, one considers so-called surface layer integrals. In general terms, a surface layer integral is a double integral of the form

\[ \int_{\Omega} \left( \int_{M \setminus \Omega} (\cdots) \mathcal{L}_\kappa(x,y) \, d\rho(y) \right) \, d\rho(x), \]  \hspace{1cm} (4.4)

where one variable is integrated over a subset \(\Omega \subset M\), and the other variable is integrated over the complement of \(\Omega\). Here \((\cdots)\) is the analog of the corresponding factor in (4.3), but now having the mathematical structure of being a differential operator acting on the Lagrangian.

In order to explain the basic concept, let us assume for a moment that the Lagrangian is of short range in the following sense. We let \(d \in C^0(M \times M, \mathbb{R}^+_0)\) be a suitably chosen distance function on \(M\). Then the assumption of short range can be quantified by demanding that \(\mathcal{L}_\kappa\) should vanish on distances larger than \(l\), i.e.

\[ d(x, y) > l \implies \mathcal{L}_\kappa(x, y) = 0. \]  \hspace{1cm} (4.5)
Under this assumption, the surface layer integral (4.4) only involves pairs \((x, y)\) of distance at most \(l\), where \(x\) lies in \(\Omega\), whereas \(y\) lies in the complement \(M \setminus \Omega\). As a consequence, the integral only involves points in a layer around the boundary of \(\Omega\) of width \(l\), i.e.,

\[ x, y \in B_l(\partial \Omega) \, . \]

Therefore, a double integral of the form (4.4) can be regarded as an approximation of a surface integral on the length scale \(l\), as shown in Figure 1. In most applications, the Lagrangian is not of short range in the strict sense (4.5). But it decays on the Compton scale \(l \sim 1/m\) (where \(m\) denotes again the mass of the Dirac particles), so that the qualitative picture in Figure 1 still applies.

Surface layer integrals were first introduced in [14] in the context of Noether-like theorems. The analysis of this paper revealed that, in contrast to the geometric structures in Section 4.1, the structure of a surface layer integral does fit nicely to the EL equations (2.7), giving rise to very useful conservation laws. This connection was analyzed further and more systematically in [15, 16]. Moreover, in [11] another variant of a surface layer integral was introduced, which will be importance for what follows. This new surface layer integral can be regarded as a generalization or “nonlinear version” of (4.4), as can be understood as follows. The differential operator \((\cdots)\) in the integrand can be regarded as describing first or second variations of the measure \(\rho\). Instead of considering variations of \(\rho\), we now consider an additional measure \(\tilde{\rho}\) which can be thought of as a finite perturbation of the measure \(\rho\). Consequently, we also have two spacetimes

\[ M := \text{supp} \, \rho \quad \text{and} \quad \tilde{M} := \text{supp} \, \tilde{\rho} \, . \]

Choosing two compact subsets \(\Omega \subset M\) and \(\tilde{\Omega} \subset \tilde{M}\) of the corresponding spacetimes, we form the nonlinear surface layer integral by

\[
\gamma^{\tilde{\Omega}, \Omega}(\tilde{\rho}, \rho) := \int_{\tilde{\Omega}} d\tilde{\rho}(x) \int_{M \setminus \Omega} d\rho(y) \, \mathcal{L}_\kappa(x, y) - \int_{\Omega} d\rho(x) \int_{\tilde{M} \setminus \tilde{\Omega}} d\tilde{\rho}(y) \, \mathcal{L}_\kappa(x, y) \, . \quad (4.6)
\]

Note that one argument of the Lagrangian is in \(M\), whereas the other is in \(\tilde{M}\). Moreover, one argument lies inside the set \(\Omega\) respectively \(\tilde{\Omega}\), whereas the other argument lies outside this set. In this way, the nonlinear surface layer integral “compares” the two spacetimes near the boundaries of \(\Omega\) and \(\tilde{\Omega}\), as is illustrated in Figure 2.

4.3. The Total Mass of a Static Causal Fermion System. Combining the general structure of Huisken’s isoperimetric mass with the concept of a surface layer integral, the question arises whether notions like the total mass and total energy can be introduced for a class of causal fermion systems which generalize asymptotically flat
Lorentzian manifolds. This question has been answered in the affirmative in [19] in the static setting. We now outline a few constructions and results of this paper.

Static causal fermion systems are introduced as usual by demanding a one-parameter group of symmetries:

**Definition 4.1.** Let $(U_t)_{t \in \mathbb{R}}$ be a strongly continuous one-parameter group of unitary transformations on the Hilbert space $\mathcal{H}$ (i.e. $s\text{-}\lim_{t' \to t} U_{t'} = U_t$ and $U_t U_{t'} = U_{t+t'}$). The causal fermion system $(\mathcal{H}, \mathcal{F}, \rho)$ is **static with respect to** $(U_t)_{t \in \mathbb{R}}$ if it has the following properties:

(i) Spacetime $M := \text{supp } \rho \subset \mathcal{F}$ is a topological product,

$$M = \mathbb{R} \times N.$$ We write a spacetime point $x \in M$ as $x = (t, x)$ with $t \in \mathbb{R}$ and $x \in N$.

(ii) The one-parameter group $(U_t)_{t \in \mathbb{R}}$ leaves the measure $\rho$ invariant, i.e.

$$\rho(U_t \Omega U_t^{-1}) = \rho(\Omega) \quad \text{for all } \rho\text{-measurable } \Omega \subset \mathcal{F}.$$ Moreover,

$$U_t (t, x) U_t^{-1} = (t + t', x).$$

As a consequence of (ii), the measure $\rho$ has the product form

$$d \rho = dt \, d\mu,$$

where $\mu$ is a measure on $\mathcal{G} := \mathcal{G} = \mathcal{G}_{\text{reg}} / \mathbb{R}$.

Restricting attention to static causal fermion systems and varying within the class of measures which are invariant under the action of a given one-parameter group $(U_t)_{t \in \mathbb{R}}$, one obtains a corresponding static causal action principle, where one minimizes the static action

$$S_{\text{static}}(\mu) = \int_\mathcal{G} d\mu(x) \int_\mathcal{G} d\mu(y) \, L_{\text{static}}(x, y)$$

under variations of the measure $\mu$ on $\mathcal{G}$, keeping the total volume $\mu(\mathcal{G})$ fixed (**volume constraint**). The static Lagrangian is obtained by integrating one argument of the $\kappa$-Lagrangian (2.8) over time,

$$L_{\text{static}}(x, y) := \int_{-\infty}^{\infty} L_{\kappa}((0, x), (t, y)) \, dt.$$ The total mass $\mathcal{M}$ of a static causal fermion system described by the measure $\tilde{\mu}$ is defined by comparing $\tilde{\mu}$ asymptotically near infinity with a measure $\mu$ describing the vacuum. To this end, one exhausts the supports $\tilde{N}$ and $N$ of these measures by
sequences of compact subsets \((\Omega_n)_{n \in \mathbb{N}}\) and \((\tilde{\Omega}_n)_{n \in \mathbb{N}}\), respectively, and takes the limit of a nonlinear surface layer integral of structure similar to (4.6),

\[
\mathcal{M}(\tilde{\mu}, \mu) = \lim_{\Omega_n \nearrow \mathbb{N}, \tilde{\Omega}_n \nearrow \tilde{\mathbb{N}}} \mu(\Omega_n) = \tilde{\mu}(\tilde{\Omega}_n) = \infty
\]

\[
\times \left( \int_{\Omega_n} d\tilde{\mu}(x) \int_{N \setminus \Omega_n} d\mu(y) \mathcal{L}_{\text{static}}(x, y) - \int_{\tilde{\Omega}_n} d\mu(x) \int_{\tilde{N} \setminus \tilde{\Omega}_n} d\tilde{\mu}(y) \mathcal{L}_{\text{static}}(x, y) \right). \tag{4.7}
\]

In order for this expression to be well-defined, one needs to assume that the spacetimes are \textit{asymptotically flat} (for brevity, we do not give the precise definition, which can be found in [19, Definition 1.5]). As a consequence of the EL equations, the mass does not depend on the choice of the exhaustions, except that the volume condition \(\mu(\Omega_n) = \tilde{\mu}(\tilde{\Omega}_n)\) must hold. Moreover, a \textit{positive mass theorem} is proved which states that the total mass \(\mathcal{M}(\tilde{\mu}, \mu)\) is non-negative if a suitable \textit{local energy condition} holds (for details see [19, Definition 1.8 and Theorem 1.9]).

The correspondence to the classical positive mass theorem (see for example [23]) is established by showing that for a static causal fermion systems describing the Schwarzschild spacetime (constructed again as explained in Section 3.1), the total mass \(\mathcal{M}(\tilde{\mu}, \mu)\) coincides (up to an irrelevant prefactor) with the ADM mass [2] (see [19, Theorem 1.10]). For brevity, we cannot enter the proof and the detailed constructions. But we make one remark which will be important in connection with the construction of the quantum state in Section 4.5: When comparing causal fermion systems describing the Schwarzschild spacetime and Minkowski space, one needs to take into account that the resulting causal fermion systems are defined on two different Hilbert spaces, namely a Hilbert space \(\tilde{\mathcal{H}}\) formed of Dirac solutions in Schwarzschild and a Hilbert space \(\mathcal{H}\) formed of Dirac solutions in Minkowski space. Before we can make sense of the nonlinear surface layer integral (4.7), these Hilbert spaces must be identified by a unitary transformation \(V\),

\[
V : \mathcal{H} \rightarrow \tilde{\mathcal{H}}. \tag{4.8}
\]

This identification is \textit{not} canonical but leaves us with the freedom of choosing a unitary transformation. Therefore, in order to make sense of (4.7), one must prove that the total mass is independent of the choice of the unitary transformation \(V\) (for details see [19, Section 4.3]).

4.4. \textbf{Connection Between Area Change and Matter Flux.} In 1995, Ted Jacobson gave a derivation of the Einstein equations from thermodynamic principles [21]. At the heart of his argument is the formula

\[
\frac{d}{d\tau} A(S_\tau) = c F(S_\tau) \tag{4.9}
\]

which states that the area change of a family of two-surfaces \(S_\tau\) propagating along a null Killing direction is proportional to the matter flux \(F(S_\tau)\) across these surfaces (with \(c\) a universal constant). In [4], this formula is derived in the setting of causal fermion systems from the EL equations (2.7) (without referring to thermodynamics). This result gives an alternative derivation of the Einstein equations from the causal action principle (again with an undetermined cosmological constant). Compared to the continuum limit analysis described in Section 3.2, this alternative derivation has the advantage that it is more conceptual and thus gives a more direct understanding of why and how the Einstein equations arise. Moreover, the procedure in [4] has the
benefit that it does not rely on tensor calculus. Therefore, it goes beyond Lorentzian geometry and applies to more general “quantum” spacetimes.

We now explain the general procedure and a few constructions from [4]. The first question is how to define the area $A$ of a two-dimensional surface $S$ in the setting of causal fermion systems. It is most convenient to describe $S \subset M$ as

$$S = \partial \Omega \cap \partial V,$$

where $\Omega$ can be thought of as being the past of a Cauchy surface, and $V$ describing a spacetime cylinder. This description has the advantage that the resulting surface layer integrals are well-defined even in situations when spacetime is singular or discrete, in which case the boundaries $\partial \Omega$ and $\partial V$ are no longer a sensible concept. The most natural way of introducing a surface layer integral localized in a neighborhood of $S$ is a double integral of the form

$$\int_{\hat{\Omega} \cap V} \left( \int_{M \setminus (\Omega \cup V)} (\cdots) \mathcal{L}_\kappa(x,y) \, d\rho(y) \right) d\rho(x) \quad (4.10)$$

(where $(\cdots)$ stands again for a differential operator acting on the Lagrangian). If the Lagrangian has short range, we only get contributions to this surface layer integral if both $x$ and $y$ are close to the two-dimensional surface $S$ (see the left of Figure 3).

The disadvantage of this method is that, similar as explained in Section 4.1 for the structures of the Lorentzian quantum geometry and the EL equations, the surface layer integral (4.10) does not fit together with the notion of matter flux. Therefore, it is preferable to define the two-dimensional area as follows. We need to assume that $M$ has a smooth manifold structure, and that the measure $\rho$ is absolutely continuous and smooth with respect to the Lebesgue measure in every chart $(x,U)$ of $M$, i.e.

$$d\rho = h(x) \, d^4x \quad \text{with } h \in C^\infty(U, \mathbb{R}^+) \quad (4.11)$$

Also assuming that the boundaries of $\Omega$ and $V$ are smooth, we can choose a smooth vector field $v$ which is transverse to the hypersurface $\partial \Omega$ and tangential to $\partial V$ (see the right of Figure 3). Under these additional assumptions, one can introduce an integration measure $d\mu$ on the hypersurface $\partial \Omega$ by

$$d\mu(v,x) = h \, \epsilon_{ijkl} \, v^i \, dx^j \, dx^k \, dx^l,$$

where $\epsilon_{ijkl}$ is the totally anti-symmetric Levi-Civita symbol (normalized by $\epsilon_{0123} = 1$). Now we can define the two-dimensional area by

$$A := \int_{\partial \Omega \cap V} d\mu(v,x) \int_{M \setminus V} d\rho(y) \, \mathcal{L}_\kappa(x,y) \quad (4.12)$$

We next describe a symmetry by a notion of a Killing field. This notion will also give rise to a notion of matter flux.
Definition 4.2. A vector field \( u \) on \( M \) is called Killing field of the causal fermion system if the following conditions hold:

(i) The divergence of \( u \) vanishes, i.e.
\[
\frac{1}{h} \partial_j (h u^j) = 0
\]
(where \( h \) is again the weight function in (4.11)).

(ii) The directional derivative of the Lagrangian is small in the sense that
\[
(D_1 u + D_2 u) \mathcal{L}_\kappa(x, y) \lesssim \frac{m^4}{\varepsilon^4 \delta^4}
\]
(where again \( \varepsilon \) is the regularization length, and \( \delta \) is the Planck length).

The reason why the right side in (4.13) is non-zero is that the derivative of the Lagrangian involves contributions from both the geometry and the matter fields. The condition (4.13) means that the geometric contributions vanish (which are typically much larger). The fact that the matter contribution remains makes it possible to define the matter flux by
\[
F(S) := \int_{\partial \mathcal{V} \setminus \mathcal{V}} d\mu(v, x) \int_{M \setminus \mathcal{V}} d\rho(y) \left( D_{1, u} + D_{2, u} \right) \mathcal{L}_\kappa(x, y),
\]
where we assume that the Killing field \( u \) is tangential to \( \Omega \) (see Figure 4). In the limiting case of lightlike propagation, the vector fields \( u \) and \( v \) coincide, making it possible to recover the matter flux (4.14) as the derivative of the area (4.12) in the direction of the Killing field \( u \). This gives the desired relation (4.9).

4.5. The Quantum State of a Causal Fermion System. We finally give an outlook on quantum field theory and quantum gravity. So far, the connection to quantum field theory has been established only for causal fermion systems describing Minkowski space [11, 12]. But most of the methods apply just as well to more general causal fermion systems describing curved spacetimes. Moreover, one should keep in mind that in a causal fermion system, all the bosonic interactions are described in a unified way with the same mathematical structures, giving hope that methods developed for the electromagnetic interaction in Minkowski space can be adapted to the gravitational field. But, as is usually the case in mathematics, the connections and analogies are rather subtle and need to be explored carefully and in depth. We plan to do so in the near future.

Coming back to causal fermion systems describing Minkowski space, in [12] a quantum state \( \omega \) of a causal fermion system \( (\mathcal{H}, \mathcal{F}, \rho) \), which describes an interacting spacetime, is constructed. Here by a "quantum state" we mean a positive linear functional
on the ∗-algebra of observables $\mathcal{A}$, i.e.

$$\omega^t : \mathcal{A} \to \mathbb{C} \text{ complex linear and } \omega^t(A^*A) \geq 0 \text{ for all } A \in \mathcal{A}.$$  

The observables are formed of linearized solutions of the EL equations. The general idea for constructing the quantum state is to compare $(\hat{\mathcal{H}}, \mathcal{F}, \rho)$ at time $t$ with a causal fermion system $(\mathcal{H}, \mathcal{F}, \rho)$ describing the vacuum. Similar to the procedure for the total mass (4.7), the “comparison” is again performed with a nonlinear surface layer integral (4.6), but now with $\hat{\Omega}$ and $\Omega$ chosen as the past of the respective Cauchy surfaces (similar as shown in Figure 2). The unitary freedom in identifying the Hilbert spaces already mentioned in the connection of the positive mass theorem in (4.8) is now taken care of by integrating over a group $\mathcal{G}$ of unitary operators. This leads to a formula for the quantum state of the symbolic form

$$\omega^t(A) := \frac{1}{Z^t(\beta, \tilde{\rho})} \int_{\mathcal{G}} e^{\beta \gamma^t(\tilde{\rho}, \mathbf{U}_\rho)} d\mu_{\mathcal{G}}(\mathbf{U}_\rho),$$  

where $Z^t(\beta, \tilde{\rho})$ is the partition function defined by

$$Z^t(\beta, \tilde{\rho}) := \int_{\mathcal{G}} e^{\beta \gamma^t(\tilde{\rho}, \mathbf{U}_\rho)} d\mu_{\mathcal{G}}(\mathbf{U}_\rho),$$

and $\beta$ is a real parameter. The factor $(\cdots)$ in (4.15) consists of a product of surface layer integrals formed of the linearized solutions contained in the observable $A$ (for details see [12, Section 4]).

The significance of this construction is that it becomes possible to describe the interacting causal fermion system in the familiar language of quantum field theory. Consequently, also the dynamics as described by the EL equations (2.7) can be rewritten as a time evolution of the state $\omega^t$. The detailed form of the resulting quantum dynamics is presently under investigation [13].
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