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Abstract

Small-scale bed form topographies control hyporheic exchange and biogeochemical processes within aquatic sediments, which ultimately affect water quality and nutrient cycling at the watershed scale. The impact of three-dimensional (3D) and small-scale bed form topographies on hyporheic exchange and solute mixing is investigated in the present work. The effect of bed form morphologies on the development of zones of enhanced reaction rates (i.e., hot spots) is also studied. A computational fluid dynamics model to simulate river flow over bed forms is combined with a subsurface flow and multicomponent reactive solute transport model. A wide variety of bed form topographies are generated using geometric models by varying parameters controlling curvature as well as bed form wavelength and amplitude. Our results show that the pressure distribution at the sediment-water interface is strongly affected by the bed form geometry. Higher phase shifts in bed form shapes result in overall higher average velocity, larger zones of enhanced pressure and reaction rates, and higher amounts of solute exchange. Moreover, the bed form shapes control the reaction process for a wide range of sediment conductivities. This study advances the understanding of the effects of complex and small scale morphological features on hyporheic exchange processes.
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1. Introduction

Surface water in rivers and streams mixes with groundwater as it is diverted along subsurface (hyporheic) flow paths, bringing with it a myriad of chemical solutes that are transported throughout the shallow streambed by advective and dispersive processes and exposed to microbially-active sediments. As a fully-coupled system, the interactions between surface water and groundwater control the delivery of limiting nutrients and the distribution and abundance of microorganisms in streams and the hyporheic zone. Transport processes constantly re-adjust spatially and temporally in response to geomorphic roughness features along the channel (e.g., bed form which is a single geometric element such as a ripple or a dune \[1\]) and variations in streamflow. In particular, the size and shape of small bed forms strongly influence hyporheic exchange \(2, 3, 4\), thus impacting the distribution of solutes throughout the hyporheic zone \[5, 6, 7, 8\]. As a result, regions of enhanced biogeochemical reaction rates (i.e., hotspots) often develop as river water and groundwater coalesce in close contact with geochemically and microbially active sediment surfaces \[9, 10, 11\]. Variable or turbulent flow over the non-uniform streambed further drives hyporheic flow and solute transport as high- and low-pressure zones develop around the bed form geometries, often referred to as bed form-induced hyporheic flow \[12, 13, 14, 15, 16\].

Across scales, the three-dimensional (3D) geometric configuration of bed forms (i.e., assemblage of bed forms of a given type occurring in a specific bed area such as a dune bed configuration) introduces complexities into flow and solute exchange between surface water and groundwater \[17, 18\]. Often such complexities are analyzed using numerical approaches, which provide a detailed understanding of the mechanics of bed form-induced hyporheic exchange (e.g., \[2, 19, 20, 21, 22, 23, 24, 25\]). The majority of these have focused on idealized, two-dimensional (2D) bed forms \[2, 13, 26, 27, 28, 29\]. A few recent exceptions
incorporate the third dimension into their investigations \cite{7, 15, 30, 31, 32, 33}, but were exclusive to one simplified bed form type or shape.

Wörman et al. \cite{34} proposed a semi-empirical method to study 3D hyporheic exchange by assigning pressure over a flat sediment-water interface following a Fourier-series spectrum translated from topographic data. They extended the simple 2D case in \cite{2} using a Fourier-series to represent pressure variations along the sediment-water interface. For dynamic pressure head, they assigned a spatially periodic (e.g., sine or cosine) function derived from 2D pressure measurements over a triangular dune. Recent studies \cite{35, 36, 37} have applied the same approach based on 2D measurements presented in \cite{2}. Although their approach has not been tested for 3D cases, its application would neglect the complexity of 3D turbulent flow and its influence on hyporheic flow.

To provide a systematic analysis of 3D bed form induced hyporheic flow over ripples and dunes, Chen et al. \cite{31} simulated flow through a single 3D barchanoid dune with a lateral cross-section following a full cosine wave and a planform-straight crest (i.e., orthogonal to the mean flow at all positions). They showed that despite the relatively simple bed form geometry, 3D bed forms generated more complex patterns of hyporheic flow and significantly greater hyporheic fluxes than the equivalent 2D setting in \cite{38}.

Other studies have expanded the analysis to include solute exchange through 3D domains. For example, Trauth et al. \cite{22} simulated reactive solute transport through a 3D pool-riffle to determine that the flux and residence times of solutes, and the associated size of the reaction zones, are influenced by both the magnitude and direction of ambient groundwater flow. They also showed that the complex 3D pressure distribution over the streambed can induce significant lateral hyporheic flow which results in a hyporheic exchange flow independent of riffle height, when higher than a specific threshold height. In a similar study, Li et al. \cite{24} simulated flow and reactive transport through a dune bed form to demonstrate the capability of a coupled surface water and groundwater model. They compared the fully coupled simulation of surface-subsurface exchanges with the sequential approach results, and found out that the difference between
sequential and coupled model results primarily depends on permeability, a key parameter in the magnitude of hyporheic exchange. As permeability increases and drives hyporheic exchange, coupled modeling becomes more imperative. By incorporating the migration of ripples into their numerical framework, Zheng et al. [33] found that the turnover exchange due to ripple migration has a large impact on reactant supply and reaction rates.

The most relevant study to this work is by Chen et al. [7], which investigated the impacts of bed form three-dimensionality on hyporheic flow. They calculated both the surface water flow over and hyporheic flux through various 3D bed forms using a computational fluid dynamics (CFD) model implemented across a range of Reynolds Numbers. They found that hyporheic exchange is sensitive to the geometric parameters which define the bed form three-dimensionality, particularly the bed form steepness and lateral elongation. However, the focus of their work was on hyporheic flow, and so did not consider the effects of bed forms on biogeochemical reaction processes.

Given the importance of bed form-induced hyporheic exchange on reactive solute transport, a fundamental understanding of how variable bed form geometry influences the distribution of flow and biogeochemical reaction rates is needed, especially given its implications for remediation of both traditional (e.g., nitrate, phosphate) and emerging contaminants (e.g., Per- and polyfluoroalkyl substances (PFAS)). However, none of the previous studies considered the effects of variable bed form geometry on the magnitude of exchange nor the rate of biogeochemical reaction processes in the hyporheic zone. Here a computational surface water-groundwater modeling framework is developed and used to investigate the effects of complex bed form geometries on hyporheic exchange flux, solute transport, and biogeochemical reaction processes. The details of the geometric models for generating bed form topographies and of the modeling framework are presented in Section 2. The simulation results and implications are discussed in Section 3.
2. Methodology

2.1. Streambed morphology

This study follows the methodology of [7] to create synthetic 3D bed forms for use in coupled numerical surface water-groundwater flow and reactive transport models. Bed form morphology is generated using the geometric model from a widely used set of codes originally developed by Rubin [39] and later published by Rubin and Carter [40] as a set of MATLAB routines. More than eighty parameters are used in their model, which generates geomorphologically plausible, realistic, and visually satisfying bed form morphologies that represent a wide range of dynamic environmental conditions (see examples in Figure 1). The focus is on relating the depositional and geomorphological processes and resulting characteristics to different scales of bed forms. Specifically, the models synthesize the bed form geometry by merging two sets of surfaces generated using sine functions. Here, nine representative bed forms are used to represent typical types of sand dunes under unidirectional river flow, such as barchanoid or linguoid forms with dune crest lines that are sinusoidal and with pronounced lobes and saddles.

The mathematical formulation for reproducing the bed form geometry may be written as

\[ z_i = \eta \frac{\lambda L}{L} \left( 7.5 - 6\sin \left( \frac{\pi L}{50\lambda L} m_i \right) - 1.5\sin \left( \frac{\pi L}{25\lambda L} m_i \right) \right) \]  

(1)

where \( m_i \) is defined as:

\[ m_i = x - \lambda L \frac{\phi_{bf}^i}{360} - A_f^i \sin \left( \frac{2\pi}{\lambda_T} y + \frac{2\pi}{360} \alpha_i \right) - A_s^i \sin \left( \frac{4\pi}{\lambda_T} y + \frac{2\pi}{360} \beta_i \right) \]  

(2)

The bed form topographies (i.e., elevations) in the x-y plane are calculated as the maximum value of each set as:

\[ z_{bed}(x, y) = \max(z_i) \]  

(3)

where \( i = 1, 2 \) represent the first and second set of bed forms, respectively. The x and y are the Cartesian coordinates, and L is the length of the repeating
block. $A_1^f$ and $A_2^s$ are the planform amplitudes of the first and second sine curves of each set of bed forms, respectively. The $\phi_i^bf$ is the bed form phase (in degrees), $\eta$ is the mean steepness (height-to-wavelength ratio), $\lambda_L$ and $\lambda_T$ are the longitudinal and transverse wavelengths of the bed form, respectively, and $\alpha_i$ and $\beta_i$ are the phases of the first and second planform sinuosity of each set of bed forms, respectively.

In this study, bed form shapes are specified by two phase shift parameters:

$$\Delta \phi_1 = \beta_1 - \alpha_1$$  \hspace{1cm} (4)
$$\Delta \phi_2 = \alpha_2 - \alpha_1$$  \hspace{1cm} (5)

with $\beta_2 = \beta_1$. Figure 1 and Table 1 present details of the nine different bed forms. Other parameters are held constant throughout the computations (Table 2). The overall bed form geometry changes based on variations in the phase shift parameters (Figure 1). For instance, a $\Delta \phi_1$ value of 90° represents linguoid bed forms while a $\Delta \phi_1$ value of 270° represents lunate (crescent-shaped) bed forms. There are also more subtle differences between bed forms that are better observed in 2D cross-sections. For example, while linguoid ripples produce an angle to the flow and have a random shape rather than a W-type shape, the stoss sides of lunate ripples are curved rather than having a lee slope. Photos of such bed forms exposed in aquatic environments are shown in Figure 2.

Table 1: Phase shifts (in degrees) used to change the bed form patterns in Figure 1 ($\alpha_1 = 0^\circ$).

| Bed form | $\alpha_2$ | $\beta_1 = \beta_2$ | $\Delta \phi_1$ | $\Delta \phi_2$ |
|----------|------------|----------------------|----------------|----------------|
| a        | 0          | 90                   | 90             | 0              |
| b        | 0          | 180                  | 180            | 0              |
| c        | 0          | 270                  | 270            | 0              |
| d        | 90         | 90                   | 90             | 90             |
| e        | 90         | 180                  | 180            | 90             |
| f        | 90         | 270                  | 270            | 90             |
| g        | 180        | 90                   | 90             | 180            |
| h        | 180        | 180                  | 180            | 180            |
| i        | 180        | 270                  | 270            | 180            |
2.2. Modeling framework for hyporheic exchange processes

A modeling framework named SimSGI (simulation of surface water and groundwater interactions) is developed to more realistically simulate bed form-driven hyporheic exchange processes. SimSGI integrates two advanced models

\[
\begin{align*}
\Delta \varphi_1 &= 90^\circ, \Delta \varphi_2 = 0^\circ \\
\Delta \varphi_1 &= 180^\circ, \Delta \varphi_2 = 0^\circ \\
\Delta \varphi_1 &= 270^\circ, \Delta \varphi_2 = 0^\circ \\
\Delta \varphi_1 &= 90^\circ, \Delta \varphi_2 = 90^\circ \\
\Delta \varphi_1 &= 180^\circ, \Delta \varphi_2 = 90^\circ \\
\Delta \varphi_1 &= 270^\circ, \Delta \varphi_2 = 90^\circ \\
\Delta \varphi_1 &= 90^\circ, \Delta \varphi_2 = 180^\circ \\
\Delta \varphi_1 &= 180^\circ, \Delta \varphi_2 = 180^\circ \\
\Delta \varphi_1 &= 270^\circ, \Delta \varphi_2 = 180^\circ
\end{align*}
\]

Figure 1: Three-dimensional bed form topographies generated for this study using the geometrical approach of Rubin and Carter [40] (details in Table 1). The mean steepness ($\eta$) is 0.6 and the longitudinal ($\lambda_L$) and transverse wavelengths ($\lambda_T$) of the bed form are 0.75 (m) and 0.5 (m), respectively.

Figure 2: Photos of bed forms produced by currents; a) Linguoid ripples [41], b) Sand dunes [41], c) Lunate (crescent-shaped) dunes in sand and gravel, Kennetcook River, Nova Scotia, Canada. Modified from [42].
Table 2: Constants of bed form geometry model [7].

| $A^f_i$ | $A^f_i$ | $\lambda_L$ | $\lambda_T$ | $\eta$ | $\phi^b_f$ | $\phi^b_f$ |
|---------|---------|-------------|-------------|--------|-------------|-------------|
| 13 cm   | 3 cm    | 75 cm       | 50 cm       | 0.6    | 0.0°        | 180.0°      |

of flow and mass transport: a surface water solver (OpenFOAM) [43] and a subsurface simulator (PFLOTRAN) [44, 45, 46]. SimSGI also uses LaGriT [47], an advanced and open-source mesh generation tool, to create numerical meshes for the different bed form geometries discussed above. After the streambed topographies are geometrically simulated, LaGriT generates computational grids based on the resulting surfaces and the SimSGI framework provides interface scripts for using them in both the surface water (OpenFOAM) and groundwater (PFLOTRAN) domains (Figure 3). After solving the turbulent surface flow in OpenFOAM, the resulting pressure distribution over the bed surface is assigned as the top boundary condition for the groundwater domain, which is then used to solve the groundwater flow and reactive solute transport in PFLOTRAN.

Figure 3: Illustration of the computational domain for surface and subsurface simulation. The bed form shown here corresponds to bed form (a) in Figure 1. Flow direction is from left to right. Boundary conditions for surface water are presented here, while a zero flux condition is applied to the sides and bottom of the groundwater domain to characterize and quantify hyporheic exchange between the surface water and groundwater.
2.2.1. Simulation of turbulent surface flow over 3D bed forms

The SimSGI framework simulates surface water flow over 3D bed forms using the open-source CFD toolbox OpenFOAM [43], wherein the three-dimensional Navier-Stokes equations are solved to fully capture the effects of turbulent surface water flow on hyporheic exchange. The finite volume approach for the numerical discretization, the PISO algorithm for pressure-velocity coupling, and the shear-stress transport (SST) $k - \omega$ model for the turbulence closure are applied.

Turbulent model equations. The Reynolds-averaged Navier-Stokes (RANS) equations for an incompressible, homogeneous fluid is used to simulate surface water flow in this study [48, 27]:

$$\frac{\partial U_i}{\partial x_i} = 0$$  \hspace{1cm} (6)

$$\rho U_i \frac{\partial U_i}{\partial x_j} = -\frac{\partial P}{\partial x_i} + \frac{\partial}{\partial x_j} \left( 2\mu S_{ij} - \rho u'_i u'_j \right)$$  \hspace{1cm} (7)

where $U_i$ and $u'_i$ are the time-averaged velocity and the fluctuations in instantaneous velocity components in $x_i$ directions, respectively, with $i = 1, 2$, $\rho$ and $\mu$ are fluid density and dynamic viscosity, $P$ is the time-averaged pressure, and $S_{ij}$ is the strain rate tensor specified as:

$$S_{ij} = \frac{1}{2} \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right)$$  \hspace{1cm} (8)

The Reynolds stress is defined as

$$\tau_{ij} = -\overline{u'_j u'_i} = \nu_t (2S_{ij}) - \frac{2}{3} \delta_{ij} k$$  \hspace{1cm} (9)

where $\nu_t$ is the kinematic eddy viscosity, $\delta_{ij}$ represents Kronecher delta, and $k$ is the turbulent kinetic energy. The equations governing the turbulence kinetic energy and specific dissipation rate for the SST model are [49]:

$$\frac{\partial (\rho k)}{\partial t} + \frac{\partial (\rho U_i k)}{\partial x_i} = \dot{P}_k - \beta^* \rho k \omega + \frac{\partial}{\partial x_i} \left[ (\mu + \sigma_k \mu_t) \frac{\partial k}{\partial x_i} \right]$$  \hspace{1cm} (10)
\[
\frac{\partial (\rho \omega)}{\partial t} + \frac{\partial (\rho U_i \omega)}{\partial x_i} = \alpha \rho S^2 - \beta \rho \omega^2 + \frac{\partial}{\partial x_i} \left[ (\mu + \sigma_\omega \mu_t) \frac{\partial \omega}{\partial x_i} \right] + \\
2(1 - F_1) \rho \sigma_\omega^2 \frac{1}{\omega} \frac{\partial \omega}{\partial x_i} + \frac{\partial}{\partial x_i} \left[ (\mu + \sigma_\omega \mu_t) \frac{\partial \omega}{\partial x_i} \right] \] 
\]

where the first blending function \( F_1 \) is defined by

\[
F_1 = \tanh \left\{ \min \left[ \max \left( \sqrt{\frac{\kappa}{\beta^* \omega y}}, \frac{500 \nu}{\gamma^2 \omega}, 4 \rho \sigma_\omega^2 k \right) \right] \right\}^{4} 
\]

with \( CD_{k\omega} = \max \left( 2 \rho \sigma_\omega^2 \frac{1}{\omega} \frac{\partial k}{\partial x_i}, \frac{\partial \omega}{\partial x_i} \right) \) and \( y \) is the distance from the wall. The turbulent eddy viscosity is defined as

\[
\nu_t = \frac{a_1 k}{\max (a_1 \omega, SF_2)} 
\]

where \( S \) is the invariant measure of the strain rate and \( F_2 \) is a second blending function defined by

\[
F_2 = \tanh \left[ \left( \max \left( \frac{2 \sqrt{\kappa}}{\beta^* \omega y}, \frac{500 \nu}{\gamma^2 \omega} \right) \right)^2 \right] 
\]

In the SST model, a production limiter \( \tilde{P}_k \) is used to prevent the build-up of turbulence stagnation regions

\[
\tilde{P}_k = \min (P_k, 10 \beta^* \rho k) 
\]

where \( P_k = \mu_t \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right) \). Each constant in the above formulations is calculated by \( \phi = \tilde{\phi}_1 F_1 + \tilde{\phi}_2 (1 - F_1) \). Required constants and coefficients for turbulent closure model are presented in Table 3.

| \( \beta^* \)  | \( \tilde{\alpha}_1 \)  | \( \tilde{\alpha}_2 \) | \( \tilde{\beta}_1 \)  | \( \tilde{\beta}_2 \)  | \( \tilde{\sigma}_{k1} \)  | \( \tilde{\sigma}_{k2} \)  | \( \tilde{\sigma}_{\omega1} \)  | \( \tilde{\sigma}_{\omega2} \)  |
|---------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 0.09          | 0.5             | 0.44            | \( \frac{3}{40} \) | 0.0828          | 0.85            | 1.0             | 0.5             | 0.856           |

Initialization. Following the approach of Chen et al. [7], the bed form height (H) is considered here as the characteristic length, and thus the Reynolds Number
for turbulent flow is defined as:

\[ Re = \frac{U_{ave}H}{\nu} \]  

(16)

where \( U_{ave} \) is the average horizontal velocity of the surface flow (m/s) and \( \nu \) is the kinematic viscosity of the fluid (m\(^2\)/s). Other required parameters are \( L = 1 \) (m) and the width of the domain which is from \( y = 0.37 \) (m) to \( y = 1.37 \) (m). A fixed velocity inlet, fixed pressure outlet, no-slip bed, and symmetrical sides are implemented as boundary conditions for the surface flow (Figure 3). The grid spacing of the surface water computational domain is 0.02 (m) in all directions, resulting in 87,500 computational grid cells.

2.2.2. Simulation of subsurface flow and reaction processes within hyporheic zone

After the surface water dynamics have been simulated using OpenFOAM, SimSGI feeds the output to PFLOTRAN, a massively parallel subsurface flow and multicomponent reactive transport code which has seen broad acceptance within the scientific community [44, 45, 46, 50, 51]. Groundwater flow and reactive solute transport are simulated over a 3D, representative volume of riverbed (Figure 3). The resulting velocity field is used to solve the advection-dispersion-reaction equation for solute transport:

\[ \frac{\partial C}{\partial t} = \nabla \cdot (D \nabla C) - \nabla \cdot (v C) + \sum R_i \]  

(17)

where \( C \) is solute concentration (mol/L), \( v \) is fluid velocity (m/s), and \( R_i \) is the sum of all reactions that influence the solute. The hydrodynamic dispersion coefficient tensor, \( D = D_{ij} \), is:

\[ D_{ij} = (\alpha_L - \alpha_T) \frac{v_i v_j}{v} + \alpha_T v \delta_{ij} + \tau D_m \]  

(18)

where \( \tau \) is tortuosity, \( D_m \) is the molecular diffusion coefficient in porous media (m\(^2\)/s), \( \alpha_L \) is longitudinal dispersivity (m), \( \alpha_T \) is transverse dispersivity (m), and \( \delta_{ij} \) is the Kronecker delta function [52].
Simulating an elementary, representative reaction addresses the primary goal of understanding the response of reaction hotspots (i.e., zones of enhanced reaction rates) to bed form topography without the complexities associated with real-world reaction systems. Therefore, in this work, a simple, surrogate microbial reaction \((A+B\rightarrow C)\) is represented using multiple-Monod kinetics:

\[
R_i = k_{\text{max}} \frac{C_A}{K_A + C_A} \frac{C_B}{K_B + C_B}
\]  \hspace{1cm} (19)

where \(R_i\) is the rate of the \(i^{th}\) reaction, \(C_A\) and \(C_B\) are concentrations of solutes A and B, respectively (mg/L), \(K_A\) and \(K_B\) are the half-saturation constants (mg/L), \(k_{\text{max}}\) is the maximum specific uptake rate (h\(^{-1}\)), and \(X\) is microbial biomass (mg/L).

| Table 4: Model parameters for groundwater flow and transport simulation. |
|-------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Parameter               | Value           | Reference       |
| \(k_{x,y}\) (horizontal permeability; m\(^2\)) | 9.1×10\(^{-12}\) | 53              |
| \(k_z\) (vertical permeability; m\(^2\)) | 9.1×10\(^{-13}\) | 53              |
| \(\phi\) (porosity)   | 0.4             | 53              |
| \(\alpha_L\) (longitudinal dispersivity; m) | 0.005           | 53              |
| \(\alpha_T\) (transverse dispersivity; m) | 0.005           | 53              |
| \(D_m\) (molecular diffusion coefficient; m\(^2\)/s) | 5×10\(^{-11}\) | 53              |
| \(X\) (microbial biomass; mg/L) | 0.14            | 54              |
| \(K_A\) (half saturation constant for A; mol/kg) | 6×10\(^{-6}\)  |                 |
| \(K_B\) (half saturation constant for B; mol/kg) | 6×10\(^{-6}\)  |                 |
| \(k_{AB}\) (maximum specific reaction rate, hr\(^{-1}\)) | 1               |                 |
| Initial solute concentration |                 |                 |
| A (mol/kg)               | 1×10\(^{-10}\)  |                 |
| B (mol/kg)               | 1×10\(^{-10}\)  |                 |
| C (mol/kg)               | 1×10\(^{-10}\)  |                 |
| Surface water solute concentration |                 |                 |
| A (mol/kg)               | 1×10\(^{-04}\)  |                 |
| B (mol/kg)               | 1×10\(^{-04}\)  |                 |
| C (mol/kg)               | 1×10\(^{-10}\)  |                 |

The groundwater flow field and advection-dispersion-reaction equations are solved using the finite-volume approach in PFLOTRAN \cite{46}. The model do-
main is uniformly discretized with 0.02 (m) horizontal and vertical resolution, resulting in 82,500 computational grid cells for the subsurface domain. All groundwater simulations are run for simulation time of 480 hours to allow solute concentrations to reach the steady state. The top of the groundwater domain is reciprocal to the bottom of the surface water domain, wherein the top boundary cells are assigned steady pressures based on output from surface water simulations. No-flow boundaries with zero solute flux are applied for the bottom and sides of the subsurface domain to characterize exchange solely between the river and groundwater. The initial hydraulic head is set to 0.5 (m) of standing water above the domain. Surface water concentrations and initial concentrations in groundwater are specified so that solutes are only supplied by surface water infiltration and in-situ microbial production (Table 4).

3. Results and discussions

Surface water attributes, bed form shape, and sediment characteristics change the pressure patterns on the sediment-water interface and consequently affect the distribution and reaction of solutes moving through the sediment. In this section, the effects of the aforementioned factors are numerically evaluated. Following the work in [7], all computations carried out with $H = 0.04$ (m), $Re = 3000$, and a surface water depth of 0.5 (m), which results in an average surface flow velocity of $U_{ave} = 0.075$ (m/s), a turbulent energy $k = 2.9 \times 10^{-5}$ (m$^2$/s$^2$), and a specific turbulent dissipation rate of $\omega = 3.52$ (s$^{-1}$). To capture the maximum solute penetration depth in the groundwater domain, the sediment thickness is set to 0.6 (m). The average total CPU time for all surface-subsurface simulations is 1385 (sec).

For illustration purposes, a cross section of bed form (e) at $y = 0.98$ (m) with simulated distributions of pressure, velocity, and solute transport characteristics are presented in Figure 4. Bed form shape and size determine the flow velocity and pressure gradients over the bed form. Higher pressure zones are correlated with higher pore water velocity at the sediment-water interface (Figures 4a) and
Pressure gradients drive water and solute to penetrate into the sediment (Figure 4c), and lower pressure zones are related to higher reaction rates (Figure 4d).

Table 5 summarizes the simulation results for each bed form, which will be discussed in details in the following sections. The geometry of bed form (i) generates the maximum pressure gradient, which not only resulted in the highest average groundwater velocity and greatest solute flux, but also drove the highest reaction rates and largest reaction zone volume.

Figure 4: Contour plots for a) surface flow velocity, b) surface flow pressure, c) distribution of solute A in groundwater, d) reaction rate in sediment, and e) subsurface flow velocity.

3.1. Pressure distribution at the surface-subsurface interface

Turbulent surface water flow generates non-uniform pressure distributions across the sediment-water interface in response to bed form shape, with more complex patterns associated with increasing $\Delta \phi_2$. For example, as $\Delta \phi_2$ increases for both linguoid ($\Delta \phi_1 = 90^\circ$) and lunate ($\Delta \phi_1 = 270^\circ$) bed forms, the flow regime shifts as adjacent bed forms become staggered, resulting in larger high-pressure zones on the lee faces of the bed forms. In-phase ($\Delta \phi_2 = 0^\circ$) and out-of-phase ($\Delta \phi_2 = 180^\circ$) bed forms display symmetrical pressure distribu-
Table 5: Simulated results at the sediment-water interface (SWI) for each bed form after the system reaches the equilibrium state. $p_{\text{max}}$ and $p_{\text{min}}$ are the maximum and minimum pressure (Pa) applied on the streambed from the surface water. $V_{\text{avg}}$ is the average groundwater velocity (m/day) at SWI. $R_{\text{avg}}$ is the average reaction rate (mol L$^{-1}$s$^{-1}$). $q_A$ and $q_C$ are the net exchange flux of solute A and solute C (mol/day) between water and sediment after the system reaches the steady state. $V_{rz}$ is the volume of reaction zone (m$^3$).

| Bed form | $p_{\text{max}}$ | $p_{\text{min}}$ | $\Delta p_{\text{max}}$ (%) | $V_{\text{avg}}$ | $R_{\text{avg}}$ | $q_A$ | $q_C$ | $V_{rz}$ |
|----------|------------------|------------------|-----------------------------|------------------|------------------|------|------|-------|
| a        | 4283.59          | 4280.99          | 0.0606                      | 0.6361           | 1.39E-10         | -0.00290 | -0.00282 | 0.137  |
| b        | 4283.31          | 4281.21          | 0.0491                      | 0.6486           | 1.39E-10         | -0.00289 | -0.00282 | 0.136  |
| c        | 4283.22          | 4281.34          | 0.0439                      | 0.6345           | 1.40E-10         | 0.00291  | -0.00282 | 0.137  |
| d        | 4283.31          | 4280.95          | 0.0550                      | 0.7137           | 1.67E-10         | 0.00347  | -0.00336 | 0.170  |
| e        | 4283.23          | 4281.05          | 0.0509                      | 0.7407           | 1.66E-10         | 0.00346  | -0.00336 | 0.168  |
| f        | 4283.06          | 4281.19          | 0.0438                      | 0.7200           | 1.65E-10         | 0.00343  | -0.00333 | 0.167  |
| g        | 4283.35          | 4280.91          | 0.0572                      | 0.7766           | 1.75E-10         | 0.00363  | -0.00355 | 0.170  |
| h        | 4283.35          | 4280.88          | 0.0578                      | 0.8057           | 1.76E-10         | 0.00366  | -0.00357 | 0.172  |
| i        | 4283.46          | 4280.85          | 0.0610                      | 0.8097           | 1.77E-10         | 0.00369  | -0.00360 | 0.173  |

Tions with aligned low- and high-pressure zones, while the pressure distribution across intermediate bed forms ($\Delta \phi_2 = 90^\circ$) is more erratic. In contrast, as $\Delta \phi_1$ increases the high and low pressure zones becomes more uniformly distributed across the bed form geometry, trending away from focused high pressure zones along bed form troughs that drive downwelling conditions. Spatial changes in the pressure distribution alter the pressure gradient, and thus control hyporheic exchange and the flux of solutes between the river and groundwater. Further, larger pressure zones ultimately affect hotspot formation by increasing both the volume of the reaction zone and the overall reaction rates (Table 5).

3.2. Solute exchange at the sediment-water interface

During the first few days of simulation solutes are only infiltrating until the amounts of infiltration and exfiltration are stabilized and the system reaches an equilibrium. As shown in Figures 6a and 6b, the net exchange flux of solute A is positive meaning that infiltration of solute A at the streambed is more than its exfiltration. It should be noted that characteristics of solute A and solute B are identical and thus they show the same behavior. Net flux of solute C through
Figure 5: Distribution of normalized pressure on the surface-subsurface interface. The normalized pressure for each bed form is defined as $p_{\text{max}} \Delta \phi / p_{\text{max}}$, in which $\{p_{\text{max}}\}_a$ is the maximum pressure in bed form (a).

the streambed is negative, which indicates that solute C is mostly leaving the subsurface and going back to the surface water.

Moreover, the comparison of exchange fluxes for all bed forms in Figures 6a and 6b shows that as $\Delta \phi_2$ grows, the net flux of solute A transferring from surface into subsurface, as well as the net flux of solute C leaving the sediment increase. In other words, bed forms with larger $\Delta \phi_2$ transfer higher amounts of solute. In particular, for lunate bed forms (c, f, i) the absolute value of solute transferred (both solute A and solute C) is growing as $\Delta \phi_2$ is increasing from bed form (c) to bed form (i). Linguoid bed forms (a, d, g) shows similar trend.
This is also shown in Table 5 that higher ∆ϕ₂ results in higher average velocity, larger reaction rate and higher amounts of solute exchange. Bed form (i) has a phase shift (∆ϕ₂) of 180° compared to bed form (a) which leads to 21% change in average velocity and average reaction rate. The solute exchange flux is also increased by 21% for bed form (i).

Figure 6: Solute exchange at sediment-water interface over time. Note that solute B is identical to solute A and has similar behavior.

Furthermore, both streambed morphology and hydraulic conductivity (K) influence the solute exchange amount between surface water and groundwater. Figure 7 displays the equilibrated mass flux at time = 20 days for linguoid type bed forms and with different K. Other bed form types such as lunate with the same ∆ϕ₁ shows similar trends. As shown, increasing K will enhance the amount of entering mass of solute A from surface water to the hyporheic zone. However, the amount of solute C moving out of the hyporheic zone and into the stream decreases. It is also clear that if sediment is more conductive the differences between linguoid bed forms are amplified in terms of solute mass flux.

3.3. Solute dynamics in the hyporheic zone

The residence time of solutes infiltrating from river water to riverbed sediments can provide critical information about biogeochemical reaction times [55, 56]. In fact, it is known that residence time distributions can determine
the type and rate of many processes occurring in surface, near surface, and deep environments from solely physical to complex biogeochemical processes \[57\]. Therefore, there have been several recent studies directed at unraveling mechanisms controlling solute residence times for hyporheic exchange processes at multiple scales \[58, 59, 61, 60\]. PFLOTRAN does not explicitly simulate residence time distributions using particle tracking, but it does use the concept of groundwater age \[61\]. Here, this capability is used to quantify residence times for infiltrated (i.e., A and B) and produced (i.e., C) solutes to further study the impacts of bed form topographies on hyporheic processes.

Bed form geometry controlled the extent of solute transformations by regulating residence times within the streambed. At steady-state \((t=20\ \text{days})\), residence times are lowest in the shallow streambed, associated with higher groundwater velocities and shorter hyporheic flowpaths than deeper regions (Figure 8). Longer residence times (up to 14 days) in the deeper streambed allowed for more complete solute transformation, however, resulting in lower concentrations of A and B and the highest concentrations of C. As a governing factor in the dynamics of groundwater flow patterns, the phase shift in the second planform sinuosity \((\Delta\varphi_2)\) strongly controlled the distribution of residence times based on bed form geometry. Average residence times increased from

![Figure 7: Mass flux sensitivity to hydraulic characteristics of sediment. Solute B is identical to solute A and has similar behavior.](image-url)
2.08 ± 0.01 days to 2.52 ± 0.03 days as phase shift increased from $\Delta \varphi_2 = 0^\circ$ to $\Delta \varphi_2 = 180^\circ$. Though solute concentration profiles followed a similar trend for all bed form geometries, with solutes A and B decreasing to roughly 0.1 M and solute C reaching up to 0.9 M as cell residence time increased, concentrations are much more variable throughout the domain when bed forms are out-of-phase ($\Delta \varphi_2 = 90^\circ$). For example, the average standard deviation of the concentration of solute C is 568% and 351% larger in bed forms where $\Delta \varphi_2 = 90^\circ$ than those where $\Delta \varphi_2 = 0^\circ$ and $\Delta \varphi_2 = 180^\circ$, respectively.

Temporal variation of concentration can also be described as time series at a particular depth. As shown in Figure 9 at 0.2 m deep in the center of the subsurface domain, solute concentrations for out-of-phase bed forms ($\Delta \varphi_2 \neq 0$) experience sharp increases while they gradually increase for in-phase bed forms ($\Delta \varphi_2 = 0$). This outcome agrees well with the exchange flux results in section 3.2, which demonstrated that the out-of-phase bed forms allow for a greater amount of solute exchange.

3.4. Sensitivity analysis on volume of reaction zone

The volume of the reaction zone, $V_{rz}$, is defined where reaction rates are greater than 1% of the maximum rate ($k_{max}$). For each bed form type (e.g., linguiod versus lunate), $V_{rz}$ is most sensitive to $\Delta \varphi_2$, and increases for out-of-phase bed forms ($\Delta \varphi_2 \neq 0$) (Figures 10). Table 5 also shows that with a 180° phase shift, $V_{rz}$ grows by 20%.

Hydraulic properties of sediments also influence solute transport and reaction processes. Hyporheic exchange volumes are lower in less conductive sediments, and the flux of solutes into the streambed is thus decreased. As a result, bed form morphology is negligible to $V_{rz}$ because the magnitude of hyporheic exchange is below the threshold of influence. Conversely, bed form shape is a primary control on $V_{rz}$ in highly conductive sediments ($K < 10^{-6} \text{ m/s}$) because flow and solute exchange are not hindered by sediment permeability (Figure 11b). However, given the different flow regimes imposed by varying bed form geometries, this relationship may not be consistent in all environments. This
Figure 8: Duration of concentration level at all computational cells for various bed forms. Since bed forms with equal $\Delta \varphi_2$ show similar trend, one bed form is presented for each group.

Figure 9: Solute concentration time series at depth=0.2 (m) a) Solute A, b) Solute C, (Solute A and solute B have identical trends)
inverse relationship also represents another layer of complexity that should be evaluated in future studies: under otherwise analogous environmental conditions (i.e., flow depth, surface water velocity), streambed sediments of varying permeability will form bed forms of different size and shape. As a result, the relative influence of bed form geometry and sediment permeability on hyporheic processes will shift across time and space as sediments are transported and the complex streambed topography evolves in response to episodic flow events.

Depending on the bed form geometry, the maximum reaction rate for identical biogeochemical processes may change in space. Figure 12a depicts the plan view of locations with maximum reaction rates in different bed forms. Figures 12b, 12c, and 12d display the locations of maximum reaction rate from a cross-sectional view. Here, bed forms (a), (e), and (h) are presented to show distinct locations of maximum reaction rate spots.

![Figure 10: Change in volume of reaction zone with bed form shapes; a) Linguoid type bed forms $\Delta \varphi_1 = 90^\circ$, b) Bed form with $\Delta \varphi_1 = 180^\circ$, c) Lunate type bed forms $\Delta \varphi_1 = 270^\circ$. As $\Delta \varphi_2$ increases in a given set of bed form types the volume of reaction zone is also enhanced.](image)

4. Conclusions and Future Directions

This work studied how bed form topographies control various hyporheic exchange processes. A framework to simulate surface and subsurface flow and
Figure 11: Change in volume of reaction zone with (a) time, (b) bed form shapes, and (c) permeability. Since bed forms with equal $\Delta \varphi_2$ show similar trends, one bed form is presented for each group.

Figure 12: Hotspots; The contours display the reaction rate distribution, the black spots represent the location of the maximum reaction rates, and the white lines are the streamlines.
reactive solute transport within the hyporheic zone is developed. The framework enables prediction of hotspots for different surface flow properties, bed form shapes, and sediment characteristics. While the framework is currently utilized for simple reactions and the homogeneous sediment, it could also be used to represent heterogeneous sediments as well as biogeochemical processes such as nutrient transformation which involve multiple equilibrium and kinetically controlled reactions.

Bed forms drive small-scale hyporheic exchange and host dynamic regions of biogeochemical activity. As a primary control on hyporheic residence times and nutrient availability, bed form geometry largely influences the rate and distribution of such microbial hotspots. This work specifically shows that the reaction rates depend on exchange fluxes and thus on bed form-specific shape and morphologies. In particular, when bed form shape is represented by a series of sine curves, the phase shift of the second planform sinuosity ($\Delta \varphi_2$) drives complex pressure distributions across the streambed that increase hyporheic exchange and the depth of solute penetration, often resulting in larger reaction zones and overall higher reaction rates. The results in this research suggest that out-of-phase bed forms generate more complex groundwater flow patterns with variable residence times, however, which reduce the efficiency of solute transformations.

Future studies will need to address how heterogeneity in various bed forms affects the biogeochemical process and reaction rates. Bed form migration and erosional and depositional processes were outside of the scope of this study, but evolving bed topography would cause removal efficiency to vary temporally as the geometry shifted between in- and out-of-phase. Future research should also focus on how temporal variability in bed form geometry alters hyporheic flow patterns and shifts biogeochemical reaction rates, especially in dynamic environments with regular stage changes (i.e., tides, dam release) where erosional and depositional processes would likely be accelerated. A clear understanding of the role of hyporheic bed forms on hyporheic exchange processes is crucial to the protection of water quality, especially as anthropogenic contaminant input
to the biosphere increases.
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