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Abstract—We have investigated a new application of adversarial examples, namely location privacy protection against landmark recognition systems. We introduce mask-guided multimodal projected gradient descent (MM-PGD), in which adversarial examples are trained on different deep models. Image contents are protected by analyzing the properties of regions to identify the ones most suitable for blending in adversarial examples. We investigated two region identification strategies: class activation map-based MM-PGD, in which the internal behaviors of trained deep models are targeted; and human-vision-based MM-PGD, in which regions that attract less human attention are targeted. Experiments on the Places365 dataset demonstrated that these strategies are potentially effective in defending against black-box landmark recognition systems without the need for much image manipulation.

I. INTRODUCTION

The massive application of powerful computer vision systems has enabled machines to perceive the world. Incremental learning using a tremendous amount of data obtained from the Internet and surveillance cameras has enabled intelligent systems to track and learn the behaviors of a large population [1], [2]. Person recognition [1], [3] and landmark detection [2] systems are usually deployed as cloud-based services for use in identifying people and tracking their locations and movements. For example, SenseTime, a Chinese AI software company, deploys a massive video surveillance network with biometric facial recognition across 1.9 million sites [1]. Likewise, Clearview AI Inc., a U.S.-based company, obtained more than 20 billion facial images worldwide from social media platforms and other sites on the Internet and used them to create a database for facial recognition [3]. Google as well developed a system trained on millions of images; their PlaNet system [2] can determine the location where a photo was taken by using only its pixels with more precision than even well-traveled humans.

Such systems can be trained using images and videos collected from social networks without the explicit consent of the people in the images and videos, leading to a serious privacy issue. In addition, social networks can utilize tools that recognize locations in shared images and use them to track users’ locations without user authorization. Several companies have violated the EU’s privacy rules by acquiring personal information and using it to build highly detailed online profiles. For example, Google has violated children’s privacy by illegally extracting children’s data from YouTube videos without their parents’ consent and using it to profit by targeting them with advertisements [4]. Biometric images and videos of Instagram users are illegally collected by automatically scanning the faces of people pictured in other users’ posts even if they do not use Instagram and do not agree to the terms of service and then using the images for targeted advertising [5]. The personal data of millions of Facebook users were collected without consent by Cambridge Analytica, a British consulting firm, mainly for use in political advertising [6].

Privacy violation issues require governments and companies to establish policies to prevent unauthorized surveillance and tracking of user data [7]. The European Union (EU) passed a law on data protection and privacy in 2018, the General Data Protection Regulation (GDPR) [7], that requires companies to implement safeguards to protect personal data. Google subsequently made changes to protect children’s privacy on YouTube [4], and Facebook banned automated data collection on their websites without Facebook’s express written permission 2. In addition, Clearview AI Inc. [3] was recently fined more than £7.5 million and ordered to delete all UK data, including images and personal information.

Users of social networks (i.e., end-users) also need tools to protect their privacy by preventing the contents of their

1https://gdpr-info.eu
2https://www.facebook.com/apps/site_scraping_tos_terms.php
shared images and videos from being automatically scraped (cf. Fig. 1). End-users mainly need a tool that protects images uploaded to a social network so that image geolocation systems (e.g., PlaNet [2]) cannot analyze them to determine where they were taken. The protection tools should be able against unknown systems in order to be widely used for arbitrary social media platforms. In addition, the protected images should appear natural to human vision.

Adversarial examples have been developed to hinder convolutional neural networks (CNNs). These methods aim to spoof object classification networks (e.g., convolutional neural networks (CNNs)). These methods are used to prevent cloud-based recognition APIs from exploiting information from the images when they are shared on social networks.

We investigated adversarial example-based solutions that prevent end-user content from being automatically scraped and analyzed when it is shared on social networks. Although adversarial examples were originally developed for attack purposes, we devised a new application for them: location privacy protection. To this end, we extended the projected gradient descent (PGD) method [11] to Mask-Guided Multimodal Projected Gradient Descent (MM-PGD) in which adversarial examples are trained on different deep models to enhance their transferability. We also devised a method to identify the important regions (i.e., landmarks or other features) in images to enable them to be protected by embedding adversarial examples. This problem is more challenging than attacking object classification systems because we need to analyze the properties of the regions in each image in order to exploit the regions containing the most features of the scene. We investigated two strategies for identifying the regions that need to be protected: class activation map (CAM)-based MM-PGD, which targets the internal behavior of trained deep models, and human vision (HV)-based MM-PGD, which targets regions that attract less human attention. Experiments on the Places365 dataset [12] demonstrated the potential of our MM-PGD methods. Our MM-PGD is robust against black-box landmark recognition systems. Furthermore, created adversarial images have high quality and naturalness in human vision. We expect that our results will help in the development of solutions to defend against landmark recognition with minimal image degradation.

Our contributions are as follows:

- We define the top-k protection rate (PR) and use it as a metric to measure the success of using adversarial examples against classifiers.

The remainder of this paper is organized as follows. Section II summarizes related work on visual privacy protection. Next, Section III presents our methods. Section IV reports the results of the evaluation and in-depth analysis of our methods. Finally, Section V summarizes the key points and mentions future work.

II. VISUAL PRIVACY PROTECTION

Visual privacy protection prevents the data in images or videos that an individual wants to keep private from becoming available in the public domain. Private data includes the person’s identity and sensitive information.

People can hide their identity behind a virtual identity or in blind-vision texture to avoid being identified. For example, Li et al. [13] combined two fingerprints captured from different fingers to create a virtual fingerprint. In the authentication process, the virtual fingerprint is matched with the two original ones using a minutiae-based fingerprint matching algorithm.

To protect privacy against unmanned aerial vehicles, Lee et al. [14] proposed transforming a person’s face into a different face by using a generative adversarial network. In this “face-anonymizing drone patrol system,” each modified face part looks like the face of a person who does not exist. Frome et al. [15] combined a sliding-window detector tuned for a high-recall low-precision operating point with a fast post-processing stage that is able to remove additional false positives for blurring faces in Google Street View. Chatzikyriakidis et al. [16] blended adversarial examples into facial images for face de-identification in order to fool automatic face recognition systems.

Sensitive information in images and videos (e.g., clothes, properties, and locations) can reveal the private lives of people, such as their routines, habits, and wealth. Therefore, such information must be protected from being captured. Harvey [17] developed an anti-paparazzi device that uses an array of high-power LEDs to produce a stream of light of over 12K lumen that blinds an optical camera lens. Frome et al. [15] presented a system that automatically detects and blurs license plates for privacy protection in Google Street View. Treu et al. [18] overlaid adversarial textures on clothing regions to make everyone in an image undetectable. Unlike previous work, we aimed at preventing landmarks and locations in photos scraped from social networks from being recognized and tracked by landmark recognition systems.

III. METHODOLOGY

This section provides details of the investigated problem, followed by several gradient-based adversarial examples to which our method is most related. Then we introduce our multimodal adversarial examples.
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In particular, we aim to maximize the loss by solving an optimization problem:

\[ \hat{x} = \arg \max_x L(x, y; \theta), \]  

where $\hat{x}$ denotes the adversarial example that is attempting to maximize the loss corresponding to the true predicted label $y$. We cannot optimize arbitrarily over $x$ but make small modifications to ensure that $\hat{x}$ is close to the original input $x$. We do this by optimizing over the adversarial perturbation $\delta$:

\[ \hat{x} = x + \arg \max_{x} \| \delta \| \leq \epsilon \]

where $\epsilon$ is the perturbation magnitude boundary. In this paper, we consider the common perturbation in the $\ell_\infty$-ball, in which the norm $\| \delta \|_\infty = \max_i |\delta_i|$ is used.
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The extrinsic essence aims to exploit image regions that are less likely to attract attention than other regions (cf. Fig. 5). These regions are independent of trained models. To exploit these regions, we first detect image texture using a Canny edge detector [22], followed by image processing operators. These regions tend to attract attention. We then take the inverse of these regions, we first detect image texture using a Canny edge detector [22], followed by image processing operators.

IV. EXPERIMENTS

A. Experimental Settings

1) Dataset: We used the Places365 dataset [12], which consists of 2.2 million images. From the test set, we randomly sampled 5000 images that could be recognized with 100% accuracy by all deep classifiers used.

2) Evaluation Criteria: Given adversarial example method A that generates result \( \tilde{x} = A(x) \) for an input x with the corresponding label y and a classifier C, the top-k accuracy of the classifier against method A is defined as

\[
\text{ACC}_k(C, A) = \frac{1}{N} \sum_{i=1}^{N} 1(y_i \in C_k(A(x_i))),
\]

where \( \{x_i, y_i\}_{i=1}^{N} \) is the test set, with N indicating the number of images in the test set; \( 1(\cdot) \) is the indicator function. \( C_k(x) = \{t_j\}_{j=1}^{k} \) defines the top-k output categories of the classifier with the conditions \( \forall j \leq k \) and \( k \leq K : pC(t_j) \geq pC(t_{j+1}) \), where K is the number of categories and \( pC(\cdot) \) is the output probability of class \( \ell \).

We define the protection rate (PR) to evaluate the top-k robustness levels of untargeted adversarial example method A against classifier C as follows:

\[
\text{PR}_k(A, C) = \frac{1}{\sum_{i=1}^{N} 1(y_i \in C(x_i))} \sum_{i=1}^{N} 1(y_i \in C(x_i) \land y_i \notin C(A(x_i))).
\]

We remark that the top-1 PR corresponds to the attack success rate (ASR), which is normally used to evaluate adversarial example methods designed for attack purposes. However, we used the top-k PR with \( k > 1 \) for protection evaluation. It is more suitable because the top-1 PR measures the number of the incorrect classifications obtained over the dataset, where the output label with the highest classification probability from the target model is incorrect. However, the output label with the second or third highest classification probability may be correct. Using the top-k PR guarantees that all output labels with the k highest classification probabilities are incorrect, which improves protection. We used the top-5 PR to evaluate the robustness of the adversarial example methods.

Since we sampled the data to ensure that all pre-trained deep classifiers used in the experiments achieved 100% accuracy, as mentioned above, \( y_i \in C_k(x_i) \) for all \( \{x_i, y_i\} \) in the test set because \( y_i = C_{k=1}(x_i) \). Hence, the PR we used can be simply reformulated as

\[
\text{PR}_k(A, C) = \frac{1}{N} \sum_{i=1}^{N} 1(y_i \notin C(A(x_i))) = 1 - \text{ACC}_k(C, A).
\]

B. CAM-Based MM-PGD Evaluation

We demonstrated the usefulness of identifying the regions needing protection by using the CAM technique [21] with two different CAM combination strategies. The first strategy was to first generate CAMs using every trained deep model. We then took the intersection of the CAMs, denoted as “Intersection-CAM.” The second strategy was to take the union of CAMs, denoted as “Union-CAM.” Visualization examples are shown in Fig. 3. We also compared the performance of the methods.
with that of blending adversarial substitutions generated from M-PGD on entire images, denoted by “Entire Image.” The images without any protection from adversarial examples, defined as “No Attack,” had a PR of 0%, corresponding to a classification accuracy of 100% and a SSIM of 100%.?

As shown in Fig. 6, the regions identified by the intersection of CAMs were too small, covering only about 25% of the image pixels, and thus could not fully cover the regions of interest (ROIs). As a result, intersection-CAM had a PR of only about 60%, and its highest protection rate was 64.0% against ResNet18. In contrast, the regions identified by the union of CAMs covered around 50% of the image pixels. These regions fully covered the ROIs, resulting in a high PR (higher than 80%). Using blending adversarial examples on entire images improved the PR only slightly (4% higher than that of Union-CAM).

Hence, utilizing the union of CAMs can result in a high PR for images and good image quality. This strategy should be helpful in developing effective protection solutions against landmark recognition without requiring much image manipulation.

C. HV-Based MM-PGD Evaluation

In this section, we analyzed human-vision-based protected region identification. In particular, we compared the effectiveness of using texture and non-texture regions.

Figure 7 shows that applying adversarial examples in texture regions resulted in high transparency (SSIM of 99%). This is because these areas, which contain ROIs, account for a small percentage of the image area, leading to small protected areas. However, viewers usually focus on the ROIs in images and can recognize camouflaged artifacts (i.e., adversarial perturbations). Furthermore, small protected areas resulted in an unreasonable PR (less than 60%).

In contrast, applying blending adversarial examples in non-textured areas resulted in a high PR (about 80%). In terms of naturalness, these regions are usually background (i.e., sky, sea, ground, etc.) and thus do not contain ROIs. Therefore, viewers usually do not pay attention to these regions. Hence, we can blend adversarial examples into these regions and improve the strength of adversarial perturbations without affecting the image aesthetically.

We also investigated the advantages of our MM-PGD method by comparing CAM-based and HV-based region identification. It can be seen in Fig. 8 that identifying regions on the basis of the union of CAMs has more advantages than applying adversarial examples in non-textured regions in terms of image quality (SSIM) and PR. However, from a human vision viewpoint, blending adversarial examples into non-textured regions is more natural than blending them into CAM areas. Indeed, as we stated above, MM-PGD, based on non-textured identification, targets background areas, which

| Method               | PR (%) | SSIM (%) |
|----------------------|--------|----------|
| Random noise         | 2.6%   | 80.5%    |
| PGD-ResNet18         | 11.7%  | 95.0%    |
| PGD-ResNet50         | 10.7%  | 95.0%    |
| PGD-DenseNet161      | 10.9%  | 95.1%    |
| CAM-based MM-PGD     | 20.1%  | 96.9%    |
| HV-based MM-PGD      | 18.1%  | 94.9%    |
viewers tend to ignore. Thus, we can increase adversarial perturbation strength with a more negligible effect on the image aesthetic. In contrast, CAM-based MM-PGD focuses on regions that have meaning with deep models. These regions contain ROIs; thus, viewers usually pay attention to these areas and easily recognize artifacts if we blend in adversarial examples.

D. Transferability Evaluation

Our goal is to protect image contents from being exploited by landmark recognition systems, which are black-box APIs. Therefore, it is essential to investigate the performance of adversarial example methods against unknown deep classifiers that were not used in training the adversarial examples. To evaluate the transferability of our MM-PGD methods, we tested them on the WideResNet18 [24] model, which was not used in the training. We also used a model pre-trained on the Places365 dataset [12] created by the authors.

We compared the performances of our MM-PGD methods trained on three deep models (i.e., ResNet18, ResNet50, and DenseNet161) with those of ones trained on each model separately, denoted by “PGD-ResNet18,” “PGD-ResNet50,” and “PGD-DenseNet161.” Table I shows that our multimodal training methods substantially outperformed those of ones with single-model training in terms of both PR and image quality. Indeed, the PR with single-model training was only around 11%, whereas the PRs of our MM-PGD methods were 20% and 18% for the CAM-based and HV-based methods, respectively. In addition, the image quality measured by SSIM was 95%, the same as with single-model training for the HV-based MM-PGD method and 97% for the CAM-based MM-PGD method. Furthermore, as shown in the table, our methods had better performance than random noise protection, which was only 2.6%. These experimental results demonstrate the effectiveness of our proposed methods against black-box APIs.

V. CONCLUSION

We investigated a new application of adversarial examples, namely location privacy protection against deep landmark recognition systems. We extended the projected gradient descent (PGD) method to mask-guided multimodal PGD (MM-PGD) to investigate the transferability of adversarial examples. The adversarial examples were trained on three deep classifiers. We also investigated different approaches to protect regions: targeting deep model behaviors through class activation map (CAM)-based MM-PGD and targeting human vision via human vision (HV)-based MM-PGD. The experimental results suggest that these methods are suitable for defending against black-box landmark recognition systems without much image manipulation. We plan to investigate various factors of the given problem, for example, evaluating robustness against image compression and image processing and improving the generalization of our methods.
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