BOUNDARY BEHAVIOR OF POSITIVE SOLUTIONS OF THE HEAT EQUATION ON A STRATIFIED LIE GROUP

JAYANTA SARKAR

Abstract. In this article, we are concerned with a certain type of boundary behavior of positive solutions of the heat equation on a stratified Lie group at a given boundary point. We prove that a necessary and sufficient condition for the existence of the parabolic limit of a positive solution $u$ at a point on the boundary is the existence of the strong derivative of the boundary measure of $u$ at that point. Moreover, the parabolic limit and the strong derivative are equal. We also construct an example of a positive measure on the Heisenberg group to show that the set of all points where strong derivative exists is strictly larger than the set of Lebesgue points of the measure.

1. Introduction

To motivate our study in this paper, we first consider the heat equation

\begin{equation}
\Delta u(x,t) = \frac{\partial}{\partial t} u(x,t),
\end{equation}

on the Euclidean upper half space $\mathbb{R}^n_+ = \{(x,t) \mid x \in \mathbb{R}^n, t > 0\}$, where $\Delta = \sum_{i=1}^n \frac{\partial^2}{\partial x_i^2}$ is the Laplace operator on $\mathbb{R}^n$. The fundamental solution of the heat equation is known as the Gauss-Weierstrass kernel or the heat kernel of $\mathbb{R}^n_+$ and is given by

$$W(x,t) = (4\pi t)^{-\frac{n}{2}} e^{-\frac{\|x\|^2}{4t}}, \quad (x,t) \in \mathbb{R}^{n+1}_+.$$ 

In this article, by a measure $\mu$ we will always mean a complex Borel measure or a signed Borel measure such that the total variation $|\mu|$ is locally finite, that is, $|\mu|(K)$ is finite for all compact sets $K$. If $\mu(E)$ is nonnegative for all Borel measurable sets $E$ then $\mu$ will be called a positive measure. Also, by a positive solution of some partial differential equation, we shall always mean a nonnegative solution. The Gauss-Weierstrass integral of a measure $\mu$ on $\mathbb{R}^n$ is given by the convolution

$$W\mu(x,t) = \int_{\mathbb{R}^n} W(x-y,t) \, d\mu(y), \quad x \in \mathbb{R}^n, \quad t \in (0,\infty),$$

whenever the above integral exists. It is known that if $W\mu(x_0,t_0)$ is finite at some point $(x_0,t_0) \in \mathbb{R}^{n+1}_+$, then $W\mu$ is well defined and is a solution of the heat equation in $\{(x,t) : x \in \mathbb{R}^n, t \in (0,t_0)\}$ [19, Theorem 4.4]. On the other hand, it is also known [19, P.93-99] that if $u$ is a positive solution of the heat equation in $\mathbb{R}^{n+1}_+$, then there
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exists a unique positive measure $\mu$ (known as the boundary measure of $u$) on $\mathbb{R}^n$ such that
\[ u(x,t) = \int_{\mathbb{R}^n} W(x - \xi, t) \, d\mu(\xi), \quad x \in \mathbb{R}^n, \quad t > 0. \]

Given a function $u : \mathbb{R}^{n+1}_+ \to \mathbb{C}$, we say that $u$ has parabolic limit $L \in \mathbb{C}$, at $x_0 \in \mathbb{R}^n$, if for each $\alpha > 0$,
\[ \lim_{(x,t) \to (x_0,0)} \frac{\|x - x_0\|^2}{\alpha t} u(x,t) = L. \]

In [10], Gehring initiated the study of Fatou-type theorems and their converse for solutions of the heat equation for $n = 1$. This was motivated by an earlier work of Loomis [13] regarding converse of Fatou theorem for Poisson integral of positive measures. Gehring proved that if $u$ is a positive solution of the heat equation in $\mathbb{R}^2_+$ with boundary measure $\mu$ then $u$ has parabolic limit $L$ at $x_0$ if and only if $F'_\mu(x_0) = L$, where $F_\mu$ is the distribution function of $\mu$.

It is not seemingly clear how to interpret the derivative $F'_\mu$ in higher dimensions. Nevertheless, one possible way to resolve this problem is to consider the strong derivative of measures. The notion of strong derivative was introduced by Ramey-Ullrich [15] which we recall: a measure $\mu$ on $\mathbb{R}^n$ is said to have strong derivative $L \in \mathbb{C}$, at $x_0 \in \mathbb{R}^n$, if
\[ \lim_{r \to 0} \frac{\mu(x_0 + rB)}{|rB|} = L, \]
holds for every open ball $B \subset \mathbb{R}^n$. Here, $rE = \{rx \mid x \in E\}$, $r \in (0, \infty)$, $E \subset \mathbb{R}^n$, and $|A|$ denotes the Lebesgue measure of a measurable set $A \subset \mathbb{R}^n$.

One can show from an example constructed by Shapiro [18] that there are measures for which the set of all points where strong derivative exists is strictly larger than that of all Lebesgue points of the measure. The following is a higher dimensional analogue of Gehring’s result.

**Theorem 1.1.** Suppose that $u$ is a positive solution of the heat equation (1.1) and that $x_0 \in \mathbb{R}^n$, $L \in [0, \infty)$. If $\mu$ is the boundary measure of $u$ then the following statements are equivalent.

i) The strong derivative of $\mu$ at $x_0$ is equal to $L$.

ii) $u$ has parabolic limit $L$ at $x_0$.

The proof of Theorem 1.1 can be found in [17, Theorem 3.2] (see also [5]) and it is inspired by the work of Ramey and Ullrich [15, Theorem 2.3] on the nontangential convergence of positive harmonic functions in $\mathbb{R}^{n+1}_+$. It is worth pointing out that a recent result of Bar [1, Theorem 4] on generalization of Montel’s theorem plays an important role in the proof of Theorem 1.1 given in [17].

In this article, our aim is to prove an analogue of Theorem 1.1 for positive solutions of more general partial differential equations. We will consider positive solutions $u$ of the heat equation corresponding to a sub-Laplacian on a stratified Lie group and prove the equivalence between the parabolic convergence of $u$ to the boundary and the strong derivative of the boundary measure of $u$ (Theorem 5.2). We refer the reader to Definition 2.12 for the relevant definitions. One of the main difficulty in this setting
is that we do not have any explicit expression of the fundamental solution or the heat kernel. However, we do have Gaussian estimates of the heat kernels (see Theorem 2.5) and using this estimate we have been able to prove our results.

This paper is organised as follows: In Section 2, we will collect some basic information about stratified Lie groups and the heat equation on these groups. In Section 3, We construct an example of a positive measure on the Heisenberg group to show that the set of all points where strong derivative exists strictly contains that of Lebesgue points of the measure. Proofs of a result about heat maximal functions, and other relevant Lemmas are given in Section 4. The statement and proof of the main theorem (Theorem 5.2) is given in the last section.

2. Preliminaries about stratified Lie groups

Stratified Lie groups (also known as Carnot groups) have been introduced by Folland [7, P.162]. The simplest nontrivial example of stratified group is the Heisenberg group $H^n$. We will discuss about them in the next section. A stratified Lie group $(G, \circ)$ is a connected, simply connected nilpotent Lie group whose Lie algebra $\mathfrak{g}$ admits a vector space decomposition

$$\mathfrak{g} = V_1 \oplus V_2 \oplus \cdots \oplus V_l,$$

such that

$$[V_1, V_j] = V_{j+1}, \quad 1 \leq j < l, \quad [V_1, V_l] = 0.$$  

Here,

$$[V_1, V_j] = \text{span} \{[X, Y] | X \in V_1, Y \in V_j\}.$$  

Therefore, $V_1$ generates $\mathfrak{g}$ as a Lie algebra. We say that $G$ is of step $l$ and has $\dim V_1$ many generators. The Lie algebra $\mathfrak{g}$ is equipped with a canonical family of dilations $\{\delta_r\}_{r>0}$ which are Lie algebra automorphisms defined by [8, P.5]

$$\delta_r \left( \sum_{j=1}^{l} X_j \right) = \sum_{j=1}^{l} r^j X_j, \quad X_j \in V_j.$$  

Since $\mathfrak{g}$ is nilpotent, the exponential map $\exp : \mathfrak{g} \to G$ is a diffeomorphism, and the dilations $\delta_r$ lift via the exponential map to give a one-parameter group of automorphisms of $G$ which we still denote by $\delta_r$. We fix once and for all a bi-invariant measure $m$ on $G$ which is the push forward of the Lebesgue measure on $\mathfrak{g}$ via the exponential map. The bi-invariant measure $m$ on $G$ is, in fact, the Lebesgue measure of the underlying Euclidean space. We shall denote by

$$Q = \sum_{j=1}^{l} j(\dim V_j),$$

the homogeneous dimension of $G$ and by $0$ the identity element of $G$. The importance of homogeneous dimension stems from the following relation

$$m(\delta_r(E)) = r^Q m(E),$$
which holds for all measurable sets $E \subset G$ and $r > 0$. A homogeneous norm on $G$ is a continuous function $d : G \to [0, \infty)$ satisfying the following

i) $d$ is smooth on $G \setminus \{0\}$;

ii) $d(\delta_r(x)) = rd(x)$, for all $r > 0$, $x \in G$;

iii) $d(x^{-1}) = d(x)$, for all $x \in G$;

iv) $d(x) = 0$ if and only if $x = 0$.

It is known [8, P.8-10] that homogeneous norms always exist on stratified Lie groups and for any homogeneous norm $d$ on $G$ there exists a positive constant $C_d$ such that

$$d(x \circ y) \leq C_d\{d(x) + d(y)\}, \quad x, y \in G. \quad (2.1)$$

Moreover, any two homogeneous norms on $G$ are equivalent (see [2, P.230]): if $d_1$ and $d_2$ are two homogeneous norms on $G$ then there exists a positive constant $B$ such that

$$B^{-1}d_1(x) \leq d_2(x) \leq Bd_2(x), \quad \text{for all } x \in G.$$

The homogeneous norm $d$ defines a left invariant quasi-metric on $G$ (again denoted by $d$) as follows:

$$d(x, y) = d(x^{-1} \circ y), \quad x, y \in G.$$

One can then write from (2.1) that

$$d(x, y) \leq C_d(d(x, z) + d(z, y)), \quad \text{for all } x, y, z \in G.$$

Remark 2.1. ([12, Proposition 3.5]) Every homogeneous norm on $G$ induces the Euclidean topology on $G$.

Remark 2.2. ([2, Proposition 5.15.1]) Let $d$ be a homogeneous norm on $G$. Then for every compact set $K \subset G$, there exists a positive constant $c_K$ such that

$$c^{-1}_K\|x - y\| \leq d(y^{-1} \circ x) \leq c_K\|x - y\|, \quad \text{for all } x, y \in K,$$

where $l$ is the step of $G$ and $\| \cdot \|$ is the norm of the underlying Euclidean space.

For $x \in G$ and $s > 0$, the $d$-ball centered at $x$ with radius $s$ is defined as

$$B_d(x, s) = \{y \in G : d(x, y) < s\}.$$

It follows that $B_d(x, s)$ is the left translate by $x$ of the ball $B_d(0, s)$ which in turn, is the image under $\delta_s$ of the ball $B_d(0, 1)$.

Remark 2.3. ([8, Lemma 1.4]) If $B = B_d(x, s)$ is a $d$-ball then $\overline{B} = \{y \in G : d(x, y) \leq s\}$ is compact with respect to the Euclidean topology of $G$.

We identify $\mathfrak{g}$ as the Lie algebra of all left invariant vector fields on $G$ and fix once and for all a basis $\{X_1, X_2, \ldots, X_{N_1}\}$ for $V_1$, with $N_1 = \dim V_1$, which generates $\mathfrak{g}$ as a Lie algebra. The second order differential operator

$$\mathcal{L} = \sum_{j=1}^{N_1} X_j^2,$$

is called a sub-Laplacian for $G$. 
Remark 2.4. ([3, Theorem 2.2]) There exists a homogeneous norm \( d_\mathcal{L} \) on \( G \) such that 
\[ d_\mathcal{L}(\cdot)^2 = Q \] is the fundamental solution of \( \mathcal{L} \).

A differential operator \( D \) on \( G \) is said to be homogeneous of degree \( \lambda \), where \( \lambda \in \mathbb{C} \), if
\[ D(f \circ \delta_r) = r^\lambda (Df) \circ \delta_r, \]
for all \( f \in C^\infty_c(G) \), \( r > 0 \). It is evident that \( X \in \mathfrak{g} \) is homogeneous of degree \( j \) if and only if \( X \in V_j \), \( 1 \leq j \leq k \) (see [2, P.172]). Hence, \( \mathcal{L} \) is a left invariant second order differential operator on \( G \) which is homogeneous of degree two. The heat operator \( \mathcal{H} \) associated to the sub-Laplacian \( \mathcal{L} \) is the differential operator
\[ \mathcal{H} = \mathcal{L} - \frac{\partial}{\partial t} \]
on \( G \times (0, \infty) \). Since \( X_1, X_2, \ldots, X_{N_1} \) generates the whole \( \mathfrak{g} \) as an algebra, by a celebrated theorem of Hörmander [11, Theorem 1.1], \( \mathcal{L} \) and \( \mathcal{H} \) are hypoelliptic on \( G \) and \( G \times (0, \infty) \) respectively. Hypoellipticity of \( \mathcal{H} \) plays an important role in the results we have proved.

As stated before, in this paper, we are interested in boundary behavior of positive solutions of the heat equation on stratified groups:
\[ (2.3) \quad \mathcal{H} u(x,t) = 0, \quad (x,t) \in G \times (0, \infty). \]
We list down some properties of the fundamental solution of the heat equation [233].

**Theorem 2.5.** The fundamental solution of \( \mathcal{H} \) is given by
\[ \Gamma(x,t; \xi) := \Gamma(\xi^{-1} \circ x, t), \quad x \in G, \; \xi \in G, \; t \in (0, \infty), \]
where \( \Gamma \) is a smooth, strictly positive function on \( G \times (0, \infty) \) satisfying the following properties:

1. \( \Gamma(x,t + \tau) = \int_G \Gamma(\xi^{-1} \circ x, t) \Gamma(\xi, \tau) \, dm(\xi), \quad x \in G, \; t \in (0, \infty), \; \tau \in (0, \infty). \)
2. \( \Gamma(x,t) = \Gamma(x^{-1}, t), \quad (x,t) \in G \times (0, \infty). \)
3. \( \Gamma(\delta_r(x), r^2 t) = r^{-Q} \Gamma(x, t), \quad (x,t) \in G \times (0, \infty), \; r > 0. \)
4. \( \int_G \Gamma(x, t) \, dm(x) = 1, \; t > 0. \)
5. There exists a positive constant \( c_0 \), depending only on \( \mathcal{L} \), such that the following Gaussian estimates hold:
\[ (2.4) \quad c_0^{-1} t^{-\frac{Q}{2}} \exp \left( -\frac{c_0 d_\mathcal{L}(x)^2}{t} \right) \leq \Gamma(x,t) \leq c_0 t^{-\frac{Q}{2}} \exp \left( -\frac{d_\mathcal{L}(x)^2}{c_0 t} \right), \]
for every \( x \in G \) and \( t > 0. \)
6. Given any nonnegative integers \( p, q \), there exists positive constants \( c_1, c_{p,q} \) such that for every \( i_1, \ldots, i_p \in \{1, \ldots, N_1\} \) we have
\[ (2.5) \quad |X_{i_1} \cdots X_{i_p}(\partial_t)^q \Gamma(x,t)| \leq c_{p,q} t^{\frac{Q + 2q + 2p}{2}} \exp \left( -\frac{d_\mathcal{L}(x)^2}{c_1 t} \right), \]
for every \( x \in G \) and \( t > 0. \)

The proof of (i)-(iv) can be found in [5, Proposition 1.68, Corollary 8.2] and the proofs of (v), (vi) are available in [3, Theorem 5.1, Theorem 5.2, Theorem 5.3]. Property (v) plays an important role in our study and we will frequently use it throughout this paper.
We refer the reader to [6, P.185-198] for other interesting properties of the heat kernel on a stratified Lie group.

For a measure $\mu$ on $G$, we define
\begin{equation}
\Gamma_{\mu}(x,t) = \int_{G} \Gamma(\xi^{-1} \circ x, t) \, d\mu(\xi), \quad x \in G, \ t > 0,
\end{equation}
whenever the integral above exists. We define
\[ \gamma(x) := \Gamma(x, 1), \quad x \in G. \]
Then by Theorem 2.5 (iii) we have
\[ \Gamma(x,t) = t^{-\frac{Q}{2}} \gamma \left( \delta_{\frac{1}{\sqrt{t}}} (x) \right). \]

For a function $\psi$ defined on $G$, we set for $t > 0$,
\[ \psi_{t}(x) = t^{-Q} \psi \left( \delta_{\frac{1}{\sqrt{t}}} (x) \right), \quad x \in G. \]
Hence, we can rewrite (2.6) as follows.
\begin{equation}
\Gamma_{\mu}(x,t) = \mu \ast \gamma_{\sqrt{t}} (x), \quad x \in G, \ t \in (0, \infty).
\end{equation}

where $\ast$ is the convolution on the group $G$. From now onwards, unless mentioned explicitly, we will always write $B(x,s)$ instead of $B_{d_{L}}(x,s)$ to denote a ball centered at $x$ and radius $s > 0$, with respect to the homogeneous norm $d_{L}$. We recall that there exists a constant $C_{L} \geq 1$, such that
\[ d_{L}(y \circ z) \leq C_{L} \left( d_{L}(y) + d_{L}(z) \right), \quad y, z \in G. \]

Using this we get the following simple inequality.
\begin{equation}
d_{L}(y, z) \geq \frac{1}{C_{L}} d_{L}(u, z) - d_{L}(u, y), \quad u, y, z \in G.
\end{equation}

We next prove a simple lemma regarding convolution on $G$. To do this, we take a function $\phi : G \rightarrow (0, \infty)$ such that
\begin{equation}
\phi(x_1) = \phi(x_2), \quad \text{whenever} \quad d_{L}(x_1) = d_{L}(x_2);
\end{equation}
\begin{equation}
\phi(x_1) \leq \phi(x_2), \quad \text{whenever} \quad d_{L}(x_1) \geq d_{L}(x_2).
\end{equation}

Following [2, P.247], any function satisfying (2.9) (resp. (2.10)) will be called $L$-radial (resp. $L$-radially decreasing) function. If $\phi$ is $L$-radial function on $G$, for the sake of simplicity, we shall often write $\phi(r) = \phi(x)$ whenever $r = d_{L}(x)$.

**Proposition 2.6.** Suppose that $\mu$ is a measure on $G$ and that $\phi$ is as above. Then finiteness of $|\mu| \ast \phi_{t_{0}}(x_0)$ for some $(x, t) \in G \times (0, \infty)$ implies the finiteness of $|\mu| \ast \phi_{t}(x)$ for all $(x, t) \in G \times (0, t_0/C_{L})$. 
Proof. We take \((x,t) \in G \times (0, t_0/C_L)\) and set \(\alpha = \frac{t_0}{t_0 - tC_L}\). We write

\[
|\mu| \ast \phi_t(x) = t^{-Q} \int_{\{\xi \in G: d_L(\xi, x) < \alpha C_L d_L(x, x_0)\}} \phi \left( \delta_{\frac{t}{t_0}}(\xi^{-1} \circ x) \right) \, d|\mu|(\xi) + t^{-Q} \int_{\{\xi \in G: d_L(\xi, x) \geq \alpha C_L d_L(x, x_0)\}} \phi \left( \delta_{\frac{t}{t_0}}(\xi^{-1} \circ x) \right) \, d|\mu|(\xi)
\]

\[
(2.11)
\]

Using the reverse triangle inequality (2.8), we obtain

\[
d_L(\xi, x) \geq \frac{1}{C_L} d_L(\xi, x_0) - d_L(x, x_0) \geq \left( \frac{1}{C_L} - \frac{1}{\alpha C_L} \right) d_L(\xi, x_0),
\]

whenever \(d_L(\xi, x_0) \geq \alpha C_L d_L(x, x_0)\). Therefore,

\[
d_L \left( \delta_{\frac{t}{t_0}}(\xi^{-1} \circ x) \right) \geq \frac{1}{t} \left( \frac{1}{C_L} - \frac{1}{\alpha C_L} \right) d_L \left( \xi^{-1} \circ x_0 \right) = \frac{1}{t_0} d_L \left( \xi^{-1} \circ x_0 \right) = d_L \left( \delta_{\frac{t}{t_0}}(\xi^{-1} \circ x_0) \right),
\]

whenever \(d_L(\xi, x_0) \geq \alpha C_L d_L(x, x_0)\). Using this observation, and the fact that \(\phi\) is \(L\)-radially decreasing, we get from (2.11)

\[
|\mu| \ast \phi_t(x) \leq t^{-Q} \phi(0)|\mu|\left(B(x_0, \alpha C_L d_L(x, x_0))\right) + t^{-Q} \int_G \phi \left( \delta_{\frac{t}{t_0}}(\xi^{-1} \circ x) \right) \, d|\mu|(\xi).
\]

By our hypothesis, integral on the right-hand side is finite and hence \(|\mu| \ast \phi_t(x) < \infty\). \(\square\)

Using this Proposition and the Gaussian estimates (2.4), (2.5) we can prove the following.

**Corollary 2.7.** Suppose \(\mu\) is a measure on \(G\). If \(\Gamma \mu(x_0, t_0)\) exists for some \((x_0, t_0) \in G \times (0, \infty)\) then \(\Gamma \mu\) is well defined on the whole strip \(G \times (0, \delta)\), where \(\delta = \frac{t_0}{2C_L c_0^2}\). Moreover, \(\Gamma \mu\) is a solution of \(Hu = 0\) in \(G \times (0, \delta)\).

Proof. As \(\Gamma \mu(x_0, t_0)\) exists, using (2.4) we get

\[
(2.12) \quad \int_G \exp \left( - \frac{c_0 d_L(\xi^{-1} \circ x_0)^2}{t_0} \right) \, d|\mu|(\xi) < \infty.
\]

Consequently, for all \(t \in (0, t_0/c_0^2)\)

\[
(2.13) \quad \int_G \exp \left( - \frac{d_L(\xi^{-1} \circ x_0)^2}{c_0 t} \right) \, d|\mu|(\xi) < \infty.
\]

Setting \(\phi(x) = \exp \left( \frac{d_L(x)^2}{c_0 t} \right)\), we note that \(\phi\) satisfies all the requirements of Proposition 2.6. Moreover, by (2.13)

\[
|\mu| \ast \phi_{\sqrt{t_1}}(x_0) < \infty,
\]

where \(t_1 = \frac{t_0}{2C_L}\). Applying Proposition 2.6 we conclude that \(|\mu| \ast \phi_{\sqrt{t}}(x) < \infty\), for all \(x \in G, t \in (0, t_1/C_L)\). Consequently, it follows from the Gaussian estimate (2.4) that
Γμ(x, t) is well defined for all (x, t) ∈ G × (0, \frac{d}{2c0^2}). To prove the second part, we differentiate Γμ in G × (0, δ) along the vector fields X_1, · · ·, X_{N_1}, \frac{∂}{∂t} and then use the fact that Γ is a fundamental solution of \( \mathcal{H} \). Differentiation under integral sign is justified because of the estimate (2.5).

**Remark 2.8.** For an alternative proof of the second part of this Corollary 2.7 which uses Harnack inequality, we refer to [4, Lemma 2.5].

It is clear from the Gaussian estimate (2.4) that for each \( t > 0 \), \( \Gamma(\cdot, t) \in L^p(G) \), for all \( p \in [1, \infty] \). Thus, for \( f \in L^p(G), 1 \leq p \leq \infty, \)

\[
\Gamma f(x, t) := \int_G \Gamma(\xi^{-1} \circ x, t)f(\xi) \, dm(\xi)
\]

is well defined for all \( (x, t) \in G \times (0, \infty) \). This follows from the formula for integration in “polar coordinates” [8, Proposition 1.15]: for all \( g \in L^1(G), \)

\[
\int_G g(x) \, dm(x) = \int_0^\infty \int_S g(\delta_r(\omega))r^{Q-1} \, d\sigma(\omega) \, dr,
\]

where \( S = \{\omega \in G : d_L(\omega) = 1\} \) and \( \sigma \) is a unique positive Radon measure on \( S \).

**Remark 2.9.** ([8, Proposition 1.20]) As \( \gamma \) is positive with \( \int_G \gamma(x) \, dm(x) = 1 \) and \( \Gamma f(\cdot, t) = f * \gamma_{\sqrt{t}} \), it can be shown that if \( f \in C_c(G) \) then \( \Gamma f(\cdot, t) \) converges to \( f \) uniformly as \( t \) goes to zero.

However, a stronger result is true.

**Proposition 2.10.** If \( f \in C_c(G) \) then

\[
\lim_{t \to 0} \frac{\Gamma f(\cdot, t)}{\gamma} = f / \gamma,
\]

uniformly on \( G \).

**Proof.** We assume that \( \text{supp} \, f \subset B(0, R) \) for some \( R > 0 \). By (2.4), \( \gamma \) is bounded below by a positive number on \( B(0, 2Rc_L) \). Therefore, Remark 2.9 tells us that

\[
\lim_{t \to 0} \frac{\Gamma f(x, t)}{\gamma(x)} = \frac{f(x)}{\gamma(x)},
\]

uniformly for \( x \in B(0, 2Rc_L) \). Hence, it suffices to prove that

\[
\lim_{t \to 0} \frac{\Gamma f(x, t)}{\gamma(x)} = 0,
\]

uniformly for \( x \in G \setminus B(0, 2Rc_L) \). We observe that

\[
\frac{|\Gamma f(x, t)|}{\gamma(x)} = \frac{1}{\gamma(x)} \left| \int_G \Gamma(\xi^{-1} \circ x, t)f(\xi) \, dm(\xi) \right|
\]

\[
\leq \frac{1}{\gamma(x)} \left( \int_{B(0,R)} c_0 t^{-\frac{Q}{2}} \exp \left( -\frac{d_L(\xi^{-1} \circ x)^2}{c_0 t} \right) |f(\xi)| \, dm(\xi) \right)
\]

(2.15)
where last inequality follows from the Gaussian estimate \(2.4\) and the fact that \(\text{supp} f \subseteq B(0, R)\). Now, for \(x \in G \setminus B(0, 2RC_L)\) and \(\xi \in B(0, R)\), using \(2.8\) we get

\[
\frac{d_L(x)}{C_L} - \frac{d_L(\xi)}{C_L} \geq \frac{d_L(x)}{2C_L} - \frac{d_L(\xi)}{2C_L} = \frac{d_L(x)}{2C_L}.
\]

Using this in \(2.15\), we obtain

\[
\frac{|\Gamma f(x, t)|}{\gamma(x)} \leq \frac{c_0}{t^{\frac{Q}{2}} \gamma(x)} \int_{B(0, R)} \exp \left( -\frac{d_L(x)^2}{4c_0 C_L^2 t} \right) |f(\xi)| \, dm(\xi) \leq \frac{c_0}{t^{\frac{Q}{2}} \gamma(x)} \| f \|_{L^1(G)}.
\]

Hence, it is enough to show that

\[
\lim_{t \to 0} \frac{\exp \left( -\frac{d_L(x)^2}{4c_0 C_L^2 t} \right)}{t^{\frac{Q}{2}} \gamma(x)} = 0,
\]

uniformly for \(x \in G \setminus B(0, 2RC_L)\). But

\[
\frac{\exp \left( -\frac{d_L(x)^2}{4c_0 C_L^2 t} \right)}{t^{\frac{Q}{2}} c_0^{-1} \exp(-c_0 d_L(x)^2)} = c_0 t^{-\frac{Q}{2}} \exp \left( -\left( \frac{1}{4c_0 C_L^2 t} - c_0 \right) d_L(x)^2 \right),
\]

where the inequality follows from the Gaussian estimate \(2.4\). Taking \(0 < t < \frac{1}{4c_0 C_L^2}\), we see that \(\frac{1}{4c_0 C_L^2 t} - c_0\) is positive. Hence, for such \(t\) and for all \(x \in G \setminus B(0, 2RC_L)\) that is, \(d_L(x) \geq 2RC_L\), last inequality gives

\[
\frac{\exp \left( -\frac{d_L(x)^2}{4c_0 C_L^2 t} \right)}{t^{\frac{Q}{2}} \gamma(x)} \leq c_0 t^{-\frac{Q}{2}} \exp \left( -\left( \frac{1}{4c_0 C_L^2 t} - c_0 \right) 4C_L^2 R^2 \right) \leq At^{-\frac{Q}{2}} e^{-\frac{1}{Bt}},
\]

for some positive constants \(A\) and \(B\). The expression on the right-hand side of the inequality above goes to zero as \(t\) goes to zero. This completes the proof. \(\square\)

Let \(M\) denote the set of all measures \(\mu\) on \(G\) such that \(\Gamma \mu\) exists on \(G \times (0, \infty)\). In view of Corollary \(2.7\) we have

\[
M = \{ \mu \text{ is a measure on } G \mid \Gamma \mu(0, t) \text{ exists for all } t \in (0, \infty) \}.
\]

We note that if \(|\mu|(G) < \infty\), then \(\mu \in M\). In particular, every complex measure on \(G\) belongs to \(M\). We have the following observation regarding this class of measures.

**Proposition 2.11.** If \(\nu \in M\) and \(f \in C_c(G)\) then for each fixed \(t > 0\),

\[
\int_G \Gamma f(x, t) \, d\nu(x) = \int_G \Gamma \nu(x, t) f(x) \, dm(x).
\]

**Proof.** The result will follow by interchanging integrals using Fubini’s theorem. In order to apply Fubini’s theorem we must prove that

\[
\int_G \int_{\text{supp} f} \Gamma(\xi^{-1} \circ x, t) |f(\xi)| \, dm(\xi) \, d|\nu|(x) < \infty.
\]
We assume that $\text{supp } f \subset B(0, R)$, for some $R > 0$. Then for each fixed $t > 0$,

$$I := \int_{G} \int_{B(0, R)} \Gamma(\xi^{-1} \circ x, t) |f(\xi)| \, dm(\xi) \, d|\nu|(x)$$

\begin{align*}
& \leq c_0 t^{-\frac{2}{2}} \int_{G} \int_{B(0, R)} \exp \left( -\frac{d_L(\xi^{-1} \circ x)^2}{c_0 t} \right) |f(\xi)| \, dm(\xi) \, d|\nu|(x) \quad \text{(using (2.4))} \\
& = c_0 t^{-\frac{2}{2}} \int_{B(0, 2C_L R)} \int_{B(0, R)} \exp \left( -\frac{d_L(\xi^{-1} \circ x)^2}{c_0 t} \right) |f(\xi)| \, dm(\xi) \, d|\nu|(x) \\
& \quad + c_0 t^{-\frac{2}{2}} \int_{G \setminus B(0, 2C_L R)} \int_{B(0, R)} \exp \left( -\frac{d_L(\xi^{-1} \circ x)^2}{c_0 t} \right) |f(\xi)| \, dm(\xi) \, d|\nu|(x) \\
& \leq c_0 t^{-\frac{2}{2}} |\nu|(B(0, 2C_L R)) \|f\|_{L^1(G)} \\
& \quad + c_0 t^{-\frac{2}{2}} \int_{G \setminus B(0, 2C_L R)} \int_{B(0, R)} \exp \left( -\frac{d_L(x)^2}{4c_0 C_L^2 t} \right) |f(\xi)| \, dm(\xi) \, d|\nu|(x),
\end{align*}

where we have used (2.16) in the last integral. Applying Gaussian estimate (2.4) in the last integral, we get

$$I \leq c_0 t^{-\frac{2}{2}} |\nu|(B(0, 2C_L R)) \|f\|_{L^1(G)} + (4c_0 C_L^2 \frac{\sqrt{2}}{c_0}) \int_{G \setminus B(0, 2C_L R)} \int_{B(0, R)} \Gamma(x, 4c_0^2 C_L^2 t) |f(\xi)| \, dm(\xi) \, d|\nu|(x)$$

\begin{align*}
& \leq c_0 t^{-\frac{2}{2}} |\nu|(B(0, 2C_L R)) \|f\|_{L^1(G)} + (4c_0^2 C_L^2 \frac{\sqrt{2}}{c_0}) c_0 \|f\|_{L^1(G)} \Gamma(0, 4c_0^2 C_L^2 t) \\
& \quad \text{As } \nu \in M, \ I \text{ is finite. This proves the lemma. } \Box
\end{align*}

Before we move into our next section, we end this section with some definitions that will be used in the upcoming sections.

**Definition 2.12.**

i) A function $u$ defined on $G \times (0, t_0)$, for some $t_0 \leq \infty$ is said to have parabolic limit $L \in \mathbb{C}$ at $x_0 \in G$ if for each $\alpha > 0$

$$\lim_{(x,t) \to (x_0,0) \atop (x,t) \in P(x_0,\alpha)} u(x,t) = L,$$

where $P(x_0, \alpha) = \{(x, t) \in G \times (0, \infty) : d_L(x_0, x) < \alpha \sqrt{t}\}$ is the parabolic domain with vertex at $x_0$ and aperture $\alpha$.

ii) Given a measure $\mu$ on $G$, we say that $\mu$ has strong derivative $L \in [0, \infty)$ at $x_0$ if

$$\lim_{r \to 0} \frac{\mu(x_0 \circ \delta_r(B))}{m(x_0 \circ \delta_r(B))} = L$$

holds for every $d_L$-ball $B \subset G$. The strong derivative of $\mu$ at $x_0$, if it exists, is denoted by $D\mu(x_0)$. Note that if $B = B(y, s)$ for some $y \in G$, $s > 0$, then $\delta_r(B) = B(\delta_r(y), rs)$, for all $r > 0$.

iii) A sequence of functions $\{u_j\}$ defined on $G \times (0, \infty)$ is said to converge normally to a function $u$ if $\{u_j\}$ converges to $u$ uniformly on compact subsets of $G \times (0, \infty)$. 
iv) A sequence of functions \( \{u_j\} \) defined on \( G \times (0, \infty) \) is said to be locally bounded if given any compact set \( K \subset G \times (0, \infty) \), there exists a positive constant \( C_K \) such that for all \( j \) and all \( x \in K \)

\[ |u_j(x)| \leq C_K. \]

v) A sequence of positive measures \( \{\mu_j\} \) on \( G \) is said to converge to a positive measure \( \mu \) on \( G \) in weak* if

\[ \lim_{j \to \infty} \int_G \psi(y) \, d\mu_j(y) = \int_G \psi(y) \, d\mu(y), \quad \text{for all } \psi \in C_c(G). \]

3. An example

Let us start by briefly discussing about the Heisenberg groups \( H^n \). As a set, \( H^n \) is \( \mathbb{C}^n \times \mathbb{R} \). Denoting the points of \( H^n \) by \( (z, s) \) with \( z = (z_1, \cdots, z_n) \in \mathbb{C}^n, s \in \mathbb{R} \), we have the group law given as

\[ (z, s) \circ (z', s') = \left( z + z', s + s' + \frac{1}{2} \sum_{j=1}^{n} \Im(z_j \overline{z_j'}) \right) \]

With the notation \( z_j = x_j + y_j \), \( V_1 = \mathbb{R}^{2n} \times \{0\} \) is spanned by the basis

\[ X_j = \frac{\partial}{\partial x_j} + \frac{1}{2} y_j \frac{\partial}{\partial s}, \quad Y_j = \frac{\partial}{\partial y_j} - \frac{1}{2} x_j \frac{\partial}{\partial s}, \quad 1 \leq j \leq n. \]

The one dimensional centre \( V_2 = \{0\} \times \mathbb{R} \) is generated by the vector field

\[ S = \frac{\partial}{\partial s}. \]

The nonzero Lie brackets of the basis elements are given by

\[ [X_j, Y_j] = -S, \quad 1 \leq j \leq n. \]

The sub-Laplacian \( L = \sum_{j=1}^{n} (X_j^2 + Y_j^2) \) is known as the Kohn Laplacian in the literature. The corresponding homogeneous norm \( d_L \) (known as Koranyi norm) on \( H^n \) is given by the following expression \([2]\) P.696:

\[ d_L(z, s) = (|z|^4 + 16s^2)^{1/4}. \]

We refer the reader to \([2]\) for more examples of stratified Lie groups.

**Definition 3.1.** Let \( \mu \) be a measure on a stratified Lie group \( G \) and \( x_0 \in G \). We say that \( x_0 \) is a Lebesgue point of \( \mu \) if there exists \( L \in \mathbb{C} \), such that

\[
\lim_{r \to 0} \frac{|\mu - Lm|(B(x_0, r))}{m(B(0, r))} = 0.
\]
Remark 3.2. If \( x_0 \) is a Lebesgue point of \( \mu \) with \( L \) as in (3.1), then the strong derivative (see Definition 2.12 ii)) of \( \mu \) at \( x_0 \) exists and equals \( L \). Indeed, we take a ball \( B = B(x,t) \) in \( G \) and note that

\[
\left| \frac{\mu(x_0 \circ \delta_r(B))}{m(x_0 \circ \delta_r(B))} - L \right| = \left| \frac{\mu(B(x_0 \circ \delta_r(x),rt) - Lm(B(x_0 \circ \delta_r(x),rt))}{m(B(0,rt))} \right| \\
\leq \left| \frac{\mu - Lm}{m(B(0,rt))} \right| (B(x_0, \tau r(t + d_L(x)))) m(B(0,rt)) \\
\leq \left| \frac{\mu - Lm}{m(B(0,rt))} \right| (B(x_0, \tau r(t + d_L(x)))) m(B(0,rt)) \\
\leq \left| \frac{\mu - Lm}{m(B_d(0, \tau r(t + d_L(x))))} \right| \times \left( \frac{\tau r(t + d_L(x))}{rt} \right)^Q,
\]

where \( \tau \) is the constant \( C_L \) in the inequality (2.3). Using (3.1), we see that the right-hand side of the last inequality goes to zero as \( r \) goes to zero. As the \( d_L \)-ball \( B \) is arbitrary, \( D\mu(x_0) \) is equal to \( L \).

We now construct an absolutely continuous measures on the Heisenberg group \( H^1 \) to show that the strong derivative exists outside the set of all Lebesgue points. We note that \( H^1 = \mathbb{R} \times \mathbb{R} \times \mathbb{R} \) has homogeneous dimension 4, and the group law is given by

\[
(x,y,t) \circ (x',y',t') = \left( x + x', y + y', t + t' + \frac{1}{2}(x'y - xy') \right).
\]

We will use Shapiro’s construction to produce an absolutely continuous measure \( \mu \) on \( H^1 \) such that the strong derivative exists outside the set of all Lebesgue points. We note that \( H^1 = \mathbb{R} \times \mathbb{R} \times \mathbb{R} \) has homogeneous dimension 4, and the group law is given by

\[
(x,y,t) \circ (x',y',t') = \left( x + x', y + y', t + t' + \frac{1}{2}(x'y - xy') \right).
\]

We will use Shapiro’s construction to produce an absolutely continuous measure \( \mu \) on \( H^1 \) such that the strong derivative exists outside the set of all Lebesgue points. We note that \( H^1 = \mathbb{R} \times \mathbb{R} \times \mathbb{R} \) has homogeneous dimension 4, and the group law is given by

\[
(x,y,t) \circ (x',y',t') = \left( x + x', y + y', t + t' + \frac{1}{2}(x'y - xy') \right).
\]

We will use Shapiro’s construction to produce an absolutely continuous measure \( \mu \) on \( H^1 \) such that the strong derivative exists outside the set of all Lebesgue points. We note that \( H^1 = \mathbb{R} \times \mathbb{R} \times \mathbb{R} \) has homogeneous dimension 4, and the group law is given by

\[
(x,y,t) \circ (x',y',t') = \left( x + x', y + y', t + t' + \frac{1}{2}(x'y - xy') \right).
\]

We will use Shapiro’s construction to produce an absolutely continuous measure \( \mu \) on \( H^1 \) such that the strong derivative exists outside the set of all Lebesgue points. We note that \( H^1 = \mathbb{R} \times \mathbb{R} \times \mathbb{R} \) has homogeneous dimension 4, and the group law is given by

\[
(x,y,t) \circ (x',y',t') = \left( x + x', y + y', t + t' + \frac{1}{2}(x'y - xy') \right).
\]

We will use Shapiro’s construction to produce an absolutely continuous measure \( \mu \) on \( H^1 \) such that the strong derivative exists outside the set of all Lebesgue points. We note that \( H^1 = \mathbb{R} \times \mathbb{R} \times \mathbb{R} \) has homogeneous dimension 4, and the group law is given by

\[
(x,y,t) \circ (x',y',t') = \left( x + x', y + y', t + t' + \frac{1}{2}(x'y - xy') \right).
\]

We will use Shapiro’s construction to produce an absolutely continuous measure \( \mu \) on \( H^1 \) such that the strong derivative exists outside the set of all Lebesgue points. We note that \( H^1 = \mathbb{R} \times \mathbb{R} \times \mathbb{R} \) has homogeneous dimension 4, and the group law is given by

\[
(x,y,t) \circ (x',y',t') = \left( x + x', y + y', t + t' + \frac{1}{2}(x'y - xy') \right).
\]

We will use Shapiro’s construction to produce an absolutely continuous measure \( \mu \) on \( H^1 \) such that the strong derivative exists outside the set of all Lebesgue points. We note that \( H^1 = \mathbb{R} \times \mathbb{R} \times \mathbb{R} \) has homogeneous dimension 4, and the group law is given by

\[
(x,y,t) \circ (x',y',t') = \left( x + x', y + y', t + t' + \frac{1}{2}(x'y - xy') \right).
\]

We will use Shapiro’s construction to produce an absolutely continuous measure \( \mu \) on \( H^1 \) such that the strong derivative exists outside the set of all Lebesgue points. We note that \( H^1 = \mathbb{R} \times \mathbb{R} \times \mathbb{R} \) has homogeneous dimension 4, and the group law is given by

\[
(x,y,t) \circ (x',y',t') = \left( x + x', y + y', t + t' + \frac{1}{2}(x'y - xy') \right).
\]
We now define the function $f : H^1 \to [-1, 1]$, for our example as follows:

$$f(x, y, t) = \begin{cases} g(x), & \text{for } d_L(x, y, t) \leq 10 \\ 0, & \text{for } d_L(x, y, t) > 10. \end{cases}$$

It is clear that $f \in L^p(H^1)$, for any $p \in [1, \infty]$. For $r \in (0, 1)$, we define

$$Q(r) = \{(x, y, t) \in H^1 \mid |x| < r, |y| < r, |t| < r^2\}.$$

It is evident that $Q(r) \subset B((0, 0, 0), 20^{\frac{1}{4}} r)$. Therefore, we get for $r \in (0, 1)$

$$r^{-4} \int_{B((0,0,0),20^{\frac{1}{4}} r)} |f(x, y, t)| \, dx \, dy \, dt \geq r^{-4} \int_{Q(r)} |f(x, y, t)| \, dx \, dy \, dt = r^{-4} \int_{-r}^{r} \int_{-r}^{r} |g(x)| \, dx \, dy \, dt = 4r^{-1} \int_{-r}^{r} |g(x)| \, dx = 8r^{-1} \int_{0}^{r} |g(x)| \, dx \geq \frac{4}{3}, (3.5)$$

where the last inequality follows from (3.2). This shows that $(0, 0, 0)$ is not a Lebesgue point of $f$, as $f(0, 0, 0) = 0$. For the second part we need the following version of divergence theorem.

**Lemma 3.3 ([14, Corollary 7.4]).** Let $M$ be an $k$-dimensional compact oriented manifold, and let $\omega$ be a continuous $(k-1)$-form on $M$ which is differentiable in $M - \partial M$. Then $d\omega$ is integrable on $M$ and

$$\int_M \omega = \int_{\partial M} \omega.$$

We shall apply this version of divergence theorem on the following manifolds.

$$\overline{B((x, y, t), r)} = \{(u, v, s) \in H^1 \mid d_L((x, y, t)^{-1} \circ (u, v, s)) \leq r\}.$$  

We define a function $F : H^1 \to \mathbb{R}$, as follows:

$$F(x, y, t) = G(x).$$  

(3.6)

It follows from (3.3) that $F$ has a total derivative at each point of $H^1$. Moreover,

$$\frac{\partial F}{\partial x}(x, y, t) = G'(x) = g(x) = f(x, y, t),$$

$$\frac{\partial F}{\partial y}(x, y, t) = 0,$$

$$\frac{\partial F}{\partial t}(x, y, t) = 0.$$

(3.7)
whenever \( d^2(x, y, t) \leq 2 \). We note that
\[
\overline{\partial B((x, y, t), r)} = \{(u, v, s) \in H^1 \mid h_{(x,y,t)}(u, v, s) = 0\},
\]
where for \((u, v, s) \in H^1\),
\[
h_{(x,y,t)}(u, v, s) = \left((u - x)^2 + (v - y)^2\right)^2 + 16 \left(s - t + \frac{1}{2}(xv - yu)\right)^2 - r^4.
\]
We have
\[
\frac{\partial h_{(x,y,t)}}{\partial u}(u, v, s) = 4 \left((u - x)^2 + (v - y)^2\right) (u - x) - 16y \left(s - t + \frac{1}{2}(xv - yu)\right);
\]
\[
\frac{\partial h_{(x,y,t)}}{\partial v}(u, v, s) = 4 \left((u - x)^2 + (v - y)^2\right) (v - y) + 16x \left(s - t + \frac{1}{2}(xv - yu)\right);
\]
\[
\frac{\partial h_{(x,y,t)}}{\partial s}(u, v, s) = 32 \left(s - t + \frac{1}{2}(xv - yu)\right).
\]
It is clear that the partial derivatives of \( h_{(x,y,t)} \) can not be simultaneously vanishing on \( \overline{\partial B((x, y, t), r)} \). Thus, applying Lemma 3.3, we obtain for \( d(x, y, t) < 1, r < 1 \),
\[
\int_{B((x,y,t),r)} \text{div} \,(F, 0, 0) \, dm = \int_{\overline{\partial B((x,y,t),r)}} (F, 0, 0) \cdot n \, dS,
\]
where \( n \) is the outward unit normal to the surface \( \overline{\partial B((x, y, t), r)} \) and \( dS \) is the surface measure on \( \overline{\partial B((x, y, t), r)} \). Using (3.7), we obtain from the equation above that
\[
\int_{B((x,y,t),r)} f(x, y, t) \, dx dy dt = \int_{\overline{\partial B((x,y,t),r)}} (F, 0, 0) \cdot n \, dS.
\]
We note that
\[
\overline{\partial B((x, y, t), r)} = (x, y, t) \circ \overline{\partial B((0, 0, 0), r)}.
\]
We have the following parametrization of \( \overline{\partial B((0, 0, 0), r)} \) (see [9, P.133]).
\[
\overline{\partial B((0, 0, 0), r)} = \{ \Psi(\phi, \theta) \mid \phi \in (0, \pi), \theta \in (0, 2\pi) \},
\]
where
\[
\Psi(\phi, \theta) = (r \sqrt{\sin \phi} \sin \theta, r \sqrt{\sin \phi} \cos \theta, r^2 \cos \phi).
\]
Using this we get the following parametrization of \( \overline{\partial B((x, y, t), r)} \).
\[
\overline{\partial B_d((x, y, t), r)} = \{ \Psi_{(x,y,t)}(\phi, \theta) \mid \phi \in (0, \pi), \theta \in (0, 2\pi) \},
\]
where for \( \phi \in (0, \pi), \theta \in (0, 2\pi) \)
\[
\Psi_{(x,y,t)}(\phi, \theta) = \left(x + r \sqrt{\sin \phi} \sin \theta, y + r \sqrt{\sin \phi} \cos \theta, t + r^2 \cos \phi - \frac{r}{2} \sqrt{\sin \phi}(x \cos \theta - y \sin \theta)\right).
\]
Therefore,
\[
\frac{\partial \Psi(x,y,t)}{\partial \phi} (\phi, \theta) = \left( r \frac{\cos \phi}{2\sqrt{\sin \phi}} \sin \theta, r \frac{\cos \phi}{2\sqrt{\sin \phi}} \cos \theta, -r^2 \sin \phi - r \frac{\cos \phi}{4\sqrt{\sin \phi}} (x \cos \theta - y \sin \theta) \right);
\]
and
\[
\frac{\partial \Psi(x,y,t)}{\partial \theta} (\phi, \theta) = \left( r \frac{\sin \phi \cos \theta}{\sqrt{\sin \phi}} - r \frac{\sin \phi \sin \theta}{\sqrt{\sin \phi}}, \frac{r}{2} \frac{\sin \phi (x \sin \theta + y \cos \theta)}{\sqrt{\sin \phi}} \right).
\]
To evaluate the right-hand side of (3.8), we need only the first coordinate of
\[
\frac{\partial \Psi(x,y,t)}{\partial \phi} \times \frac{\partial \Psi(x,y,t)}{\partial \theta} (\phi, \theta)
\]
which is equal to
\[
\frac{r^2}{4} y \cos \phi - r^3 \sin^2 \phi \sin \theta.
\]
Using this, together with the definition of \( F \) (see (3.6)) in (3.8), we obtain from (3.8) that
\[
\int_{B,(x,y,t),r} f(x,y,t) \, dxdydt \leq 2\pi \frac{r^2}{4} y \cos \phi - r^3 \sin^2 \phi \sin \theta.
\]
As \( d_L(x,y,t) \) is bigger than \( |x| \), we have
\[
|x + r \sqrt{\sin \phi \sin \theta}| \leq d_L(x,y,t) + r.
\]
Hence, by the estimate (3.4), we get for all \((x,y,t) \in H^1, r > 0, \) with \( d_L(x,y,t) + r \in (0,1) \), that
\[
\left| \int_{B((x,y,t),r)} f(x,y,t) \, dxdydt \right| \leq 2\pi^2 (d_L(x,y,t) + r)^2 \left( \frac{r^2}{4} y \cos \phi - r^3 \sin^2 \phi \sin \theta \right) d\phi d\theta.
\]
Thus, for a given \( \epsilon > 0 \), choosing \( \eta = \min\left\{ \frac{\epsilon}{2\pi}, 1 \right\} \), yields
\[
\frac{\mu(rB)}{m(rB)} = m(B(0, 1)) (rt)^{-4} \left| \int_{B(\delta_r(P), rt)} f(x, y, t) \, dx\,dy\,dt \right| \\
\leq m(B(0, 1)) (rt)^{-4} \epsilon (d_L(\delta_r(P)) + rt)^4 \\
= m(B(0, 1)) (rt)^{-4} (d_L(P) + t)^4 \epsilon,
\]
whenever \( 0 < (d_L(x, y, t) + r) < \eta \). Set \( d\mu = f \, dm \). Fix a ball \( B = B(P, t) \). Using (3.9) we obtain that
\[
\frac{\mu(rB)}{m(rB)} \leq m(B(0, 1)) (rt)^{-4} (d_L(P) + t)^4 \epsilon,
\]
for all \( r \in (0, r_0) \). This shows that \( \mu \) has strong derivative zero at \((0, 0, 0)\). On the other hand (3.5) shows that \((0, 0, 0)\) is not a Lebesgue point. Since \( |f| \) is bounded by one, we have
\[
f_1 = (f + 1) \chi_{B((0,0,0),10)} \geq 0,
\]
and \( f_1 \in L^p(H^1) \), for any \( p \in [1, \infty] \). It now follows by setting \( d\nu = f_1 \, dm \) that \( \nu \) is a positive measure on \( H^1 \) such that the strong derivative exists and equals one at \((0, 0, 0)\) but \((0, 0, 0)\) is not a Lebesgue point of \( \nu \).

4. Some auxiliary results

We start this section with the following result involving normal convergence and weak* convergence.

Lemma 4.1. Suppose \( \{\mu_j \mid j \in \mathbb{N}\} \subset M \) and \( \mu \in M \) are positive measures. If \( \{\Gamma \mu_j\} \) converges normally to \( \Gamma \mu \) then \( \{\mu_j\} \) converges to \( \mu \) in weak*.

Proof. Let \( f \in C_c(G) \) with \( \text{supp } f \subset B(0, R) \) for some \( R > 0 \). For any \( t > 0 \), we write
\[
\int_G f(x) \, d\mu_j(x) - \int_G f(x) \, d\mu(x) \\
= \int_G (f(x) - \Gamma f(x, t)) \, d\mu_j(x) + \int_G \Gamma f(x, t) \, d\mu_j(x) - \int_G \Gamma f(x, t) \, d\mu(x) \\
+ \int_G (\Gamma f(x, t) - f(x)) \, d\mu(x).
\]
Given \( \epsilon > 0 \), by Proposition 2.10 we get some \( t_0 > 0 \), such that for all \( x \in G \)
\[
\frac{|\Gamma f(x, t_0) - f(x)|}{\gamma(x)} < \epsilon.
\]
Using Proposition 2.11 it follows from (4.1) that

\[ \left| \int_G f(x) \, d\mu_j(x) - \int_G f(x) \, d\mu(x) \right| \leq \int_G |f(x) - \Gamma f(x, t_0)| \, d\mu_j(x) + \int_{B(0,R)} |\Gamma \mu_j(x, t_0) - \Gamma \mu(x, t_0)||f(x)| \, dm(x) \]

\[ + \int_G |\Gamma f(x, t_0) - f(x)| \, d\mu(x) \]

\[ = I_1(j) + I_2(j) + I_3. \]

It follows from (4.2) that

\[ I_1(j) = \int_G \frac{|\Gamma f(x, t_0) - f(x)|}{\gamma(x)} \gamma(x) \, d\mu_j(x) \leq \epsilon \int_G \gamma(x) \, d\mu_j(x) = \epsilon \Gamma \mu_j(0, 1), \]

for all \( j \in \mathbb{N} \). By the same argument, we also have that

\[ |I_3| \leq \epsilon \Gamma \mu(0, 1). \]

Since \( \{\Gamma \mu_j\} \) converges to \( \Gamma \mu \) normally, the sequence \( \{\Gamma \mu_j(0, 1)\} \), in particular, is bounded. Hence, taking \( A \) to be the supremum of \( \{\Gamma \mu_j(0, 1) + \Gamma \mu(0, 1)\} \), we get that for all \( j \in \mathbb{N} \)

\[ I_1(j) + I_3 \leq 2A \epsilon. \]

Since \( \{\Gamma \mu_j\} \) converges normally to \( \Gamma \mu \), there exists \( j_0 \in \mathbb{N} \) such that for all \( j \geq j_0 \),

\[ \|\Gamma \mu_j - \Gamma \mu\|_{L^\infty(B(0,R) \times \{t_0\})} < \epsilon. \]

This implies that for all \( j \geq j_0 \),

\[ I_2(j) \leq \epsilon \|f\|_{L^1(G)}. \]

Hence, for all \( j \geq j_0 \),

\[ \left| \int_G f(x) \, d\mu_j(x) - \int_G f(x) \, d\mu(x) \right| \leq \epsilon (2A + \|f\|_{L^1(G)}). \]

This completes the prove. \( \square \)

It is well-known that if two positive measures on \( \mathbb{R}^n \) agree on all open balls, then they are equal. We are now going to prove that the same conclusion can be drawn when open balls are replaced by \( d_L \)-balls.

**Proposition 4.2.** Let \( \mu \) and \( \nu \) be two positive measures on \( G \). If

\[ (4.3) \quad \mu(B) = \nu(B), \]

for every \( d_L \)-ball \( B \subset G \), then \( \mu = \nu \).

**Proof.** We set

\[ \phi = m(B(0,1))^{-1} \chi_{B(0,1)}. \]

Since translation and dilation of a \( d_L \)-ball is again a \( d_L \)-ball, it follows that for all \( x \in G \) and \( r > 0 \),

\[ (4.4) \quad \mu \ast \phi_r(x) = \nu \ast \phi_r(x). \]
It follows from \cite{16}, Theorem 2.18 that $\mu, \nu$ are regular and hence it suffices to show that
\[
\int_G g \, d\mu = \int_G g \, d\nu, \quad \text{for all } g \in C_c(G).
\]
We take $f \in C_c(G)$ with supp$f \subset B(0, R)$. We consider for $x \in G$, $r > 0$,
\[
 f \ast (\mu \ast \phi_r)(x) = \int_G f(y) \mu \ast \phi_r(y^{-1} \circ x) \, dm(y) \\
= \int_G f(y) \int_G \phi_r(\xi^{-1} \circ (y^{-1} \circ x)) \, d\mu(\xi) \, dm(y) \\
= \int_G \int_G f(y_1 \circ \xi^{-1}) \phi_r(y_1^{-1} \circ x) \, d\mu(\xi) \, dm(y_1) \\
\text{(substituting } y = y_1 \circ \xi^{-1} \text{ and using the translation invariance of } m) \\
= \int_G f_\mu(y_1) \phi_r(y_1^{-1} \circ x) \, dm(y_1) \\
(4.5) \\
= f_\mu \ast \phi_r(x),
\]
where
\[
 f_\mu(y) = \int_G f(y \circ \xi^{-1}) \, d\mu(\xi), \quad y \in G.
\]
We now claim that $f_\mu$ is continuous at 0. To see this, we consider a sequence $\{y_k\}$ converging to 0. Since the group operation and $d_\mathcal{L}$ are continuous, $y_k \circ \xi^{-1} \to \xi^{-1}$, for each $\xi \in G$, and there exists some positive constant $A$ such that $d_\mathcal{L}(y_k) \leq A$, for all $k$. Note that for $d_\mathcal{L}(\xi) > C_\mathcal{L}(R + A)$,
\[
d_\mathcal{L}(y_k \circ \xi^{-1}) \geq \frac{1}{C_\mathcal{L}}d_\mathcal{L}(\xi) - d_\mathcal{L}(y_k) > \frac{1}{C_\mathcal{L}}C_\mathcal{L}(R + A) - A = R, \quad \text{for all } k.
\]
Therefore, we can write for all $k$,
\[
f_\mu(y_k) = \int_{B(0,C_\mathcal{L}(R+A))} f(y_k \circ \xi^{-1}) \, d\mu(\xi).
\]
By continuity of $f$, $f(y_k \circ \xi^{-1}) \to f(\xi^{-1})$, for each $\xi$, and hence applying dominated convergence theorem on the righ-hand side of (4.7), we obtain
\[
f_\mu(y_k) \to \int_{B(0,C_\mathcal{L}(R+A))} f(\xi^{-1}) \, d\mu(\xi) = \int_G f(\xi^{-1}) \, d\mu(\xi) = f_\mu(0), \quad \text{as } k \to \infty.
\]
This proves our claim. Let $\epsilon > 0$. Using (2.2) we choose some $\delta > 0$, such that
\[
|f_\mu(y) - f_\mu(0)| < \epsilon, \quad \text{for all } y \in B(0, \delta).
\]
Hence,

\[ |f_\mu * \phi_r(0) - f_\mu(0)| = \left| \int_G f_\mu(\xi) \phi_r(\xi^{-1}) \, dm(\xi) - \int_G f_\mu(0) \phi_r(\xi^{-1}) \, dm(\xi) \right| \]
\[ \leq \frac{1}{m(B(0,r))} \int_{B(0,r)} |f_\mu(\xi) - f_\mu(0)| \, dm(\xi) \]
\[ < \epsilon, \quad \text{for all } 0 < r < \delta. \]

This together with (4.5) and (4.6), implies that

\[ f_\mu(0) = \int_G f(\xi^{-1}) \, d\mu(\xi), \quad \text{as } r \to 0. \]

Similarly, we can prove that

\[ f_\mu(0) = \int_G f(\xi^{-1}) \, d\nu(\xi), \quad \text{as } r \to 0, \]

where \( f_\nu \) is defined according to (4.6). Equation (4.4) now shows that

\[ \int_G f(\xi^{-1}) \, d\mu(\xi) = \int_G f(\xi^{-1}) \, d\nu(\xi). \]

This completes the proof.

We now use this proposition to prove the following measure theoretic result that will be needed in the proof of our main theorem.

**Lemma 4.3.** Suppose \( \{\mu_j\}_{j \geq 1}, \mu \) are positive measures on \( G \) and \( \{\mu_j\} \) converges to \( \mu \) in weak*. Then for some \( L \in [0, \infty) \), \( \mu = Lm \) if and only if \( \{\mu_j(B)\} \) converges to \( Lm(B) \) for every \( d_\mathcal{L} \)-ball \( B \subset G \).

**Proof.** Suppose \( \mu = Lm \). Fix a \( d_\mathcal{L} \)-ball \( B \subset G \) and \( \epsilon > 0 \). As \( \overline{B} \) is compact with respect to the Euclidean topology, by regularity of the Lebesgue measure \( m \), there exists an open set \( V \supset \overline{B} \) such that \( m(V \setminus \overline{B}) < \epsilon \). Using Uryshon’s lemma [16, Theorem 2.12], we choose \( \psi \in C_c(G) \) such that

\[ 0 \leq \psi(x) \leq 1, \quad \text{for all } x \in G; \quad \psi \equiv 1 \text{ on } \overline{B}; \quad \psi \equiv 0 \text{ on } G \setminus V. \]

Then

\[ \int_G \psi \, dm = \int_B \psi \, dm + \int_{V \setminus \overline{B}} \psi \, dm \leq m(B) + m(V \setminus \overline{B}) \leq m(B) + \epsilon. \]

As \( \psi \equiv 1 \text{ on } \overline{B} \) and \( \mu_j \to \mu \) in weak*,

\[ \limsup_{j \to \infty} \mu_j(B) = \limsup_{j \to \infty} \int_B \psi \, d\mu_j \leq \limsup_{j \to \infty} \int_G \psi \, d\mu_j = \int_G \psi \, d\mu. \]

Using our assumption, that is, \( \mu = Lm \) and (4.8) in the above, we get

\[ \limsup_{j \to \infty} \mu_j(B) \leq L \int_G \psi \, dm \leq L(m(B) + \epsilon). \]
Since $\epsilon > 0$ is arbitrary
\begin{equation}
\limsup_{j \to \infty} \mu_j(B) \leq Lm(B).
\end{equation}

Similarly, by choosing a compact set $K \subset B$ with
\[ m(K) > m(B) - \epsilon \] (using Remark 2.1)
and a function $g \in C_c(G)$ such that
\[ 0 \leq g(x) \leq 1, \quad \text{for all } x \in G; \quad g \equiv 1 \text{ on } K; \quad g \equiv 0 \text{ on } G \setminus B, \]
we observe that
\[ \int_G g \, dm \geq \int_K g \, dm = m(K) > m(B) - \epsilon. \]
As $0 \leq g \leq 1$ with $\text{supp} \, g \subset B$ and $\mu_j \to \mu$ in weak*,
\[ \liminf_{j \to \infty} \mu_j(B) \geq \liminf_{j \to \infty} \int_G g \, d\mu_j = \int_G g \, d\mu = L \int_G g \, dm > L(m(B) - \epsilon). \]
Since $\epsilon > 0$ is arbitrary
\[ \liminf_{j \to \infty} \mu_j(B) \geq Lm(B). \]
Combining the above inequality with (4.9) we conclude that
\[ \lim_{j \to \infty} \mu_j(B) = Lm(B). \]

Conversely, we suppose that
\begin{equation}
\lim_{j \to \infty} \mu_j(B) = Lm(B),
\end{equation}
for every $d_\mathcal{L}$-ball $B \subset G$. We need to prove that $\mu = Lm$. In view of Proposition 4.2 it suffices to show that $\mu(B) = Lm(B)$, for every $d_\mathcal{L}$-ball $B \subset G$. The proof of this part is similar to that of the previous part. We fix $\epsilon > 0$ and a $d_\mathcal{L}$-ball $B = B(x_0, r) \subset G$. We denote the $d_\mathcal{L}$-ball centred at $x_0$ and radius $r + \epsilon$ by $B'$. Taking Remark 2.3 into account and applying Uryshon’s lemma we get a function $f \in C_c(G)$ such that
\[ 0 \leq f(x) \leq 1, \quad \text{for all } x \in G; \quad f \equiv 1 \text{ on } B; \quad f \equiv 0 \text{ on } G \setminus B', \]
Using our hypothesis, namely $\mu_j \to \mu$ in weak*, the above implies that
\[ \mu(B) = \int_B f \, d\mu \leq \int_G f \, d\mu = \lim_{j \to \infty} \int_G f \, d\mu_j \leq \lim \mu_j(B') = Lm(B') = Lm(B(0, 1))(r+\epsilon)^Q. \]
Since $\epsilon > 0$ is arbitrary,
\[ \mu(B) \leq Lm(B(0, 1))(r+\epsilon)^Q = Lm(B). \]
Similarly, letting $B'' = B(x_0, r - \epsilon)$ and choosing a function $f_1 \in C_c(G)$ such that
\[ 0 \leq f_1(x) \leq 1, \quad \text{for all } x \in G; \quad f_1 \equiv 1 \text{ on } B''; \quad f_1 \equiv 0 \text{ on } G \setminus B, \]
we obtain
\[ \mu(B) \geq \int_G f_1 \, d\mu = \lim_{j \to \infty} \int_G f_1 \, d\mu_j \geq \liminf_{j \to \infty} \int_{B''} f_1 \, d\mu_j = \liminf_{j \to \infty} \mu_j(B''). \]
Consequently, \((4.10)\) gives
\[
\mu(B) \geq Lm(B^\prime) = Lm(B(0,1))(r - \epsilon)^Q.
\]
As \(\epsilon > 0\) is arbitrary,
\[
\mu(B) \geq Lm(B).
\]
This completes the proof. \(\square\)

Next, we shall consider various types of maximal functions on \(G\). For a measurable function \(\phi\) defined on \(G\) and a complex or a signed measure \(\mu\), we define the \(\alpha\)-nontangential maximal function \(M_\alpha^\phi \mu\), where \(\alpha > 0\) and the radial maximal function \(M_0^\phi \mu\) of \(\mu\) with respect to \(\phi\)
\[
M_\alpha^\phi \mu(x) = \sup_{\substack{(\xi,t) \in G \times (0,\infty) \\ d_C(x,\xi) < \alpha t}} |\mu * \phi_t(\xi)|, \ x \in G, \\
M_0^\phi \mu(x) = \sup_{0 < t < \infty} |\mu * \phi_t(\xi)|, \ x \in G.
\]
It is obvious that \(M_0^\phi \mu\) is pointwise dominated by \(M_\alpha^\phi \mu\) for all \(\alpha > 0\). In [8, Corollary 2.5], it was proved that if \(\phi\) satisfies some polynomial decay, namely
\[
|\phi(x)| \leq A(1 + d_C(x))^{-\lambda}
\]
for some \(A > 0\) and \(\lambda > Q\), then \(M_\alpha^\phi : L^1(G) \to L^{1,\infty}(G)\) and \(M_\alpha^\phi : L^p(G) \to L^p(G)\), \(1 < p \leq \infty\). Although Folland-Stein proved these mapping properties of \(M_\alpha^\phi\) for \(\alpha = 1\) but their proof works for all \(\alpha > 0\). An important special case of this type of maximal functions is the centred Hardy-Littlewood maximal function, which is obtained by taking \(\phi = \chi_{B(0,1)}\) in \(M_\alpha^\phi \mu\). We shall denote it by \(M_{HL}(\mu)\). In other words,
\[
M_{HL}(\mu)(x) = \sup_{r > 0} \frac{|\mu(B(x,r))|}{m(B(x,r))}, \ x \in G.
\]
In the following, we shall prove a lemma regarding pointwise comparison between the centred Hardy-Littlewood maximal function and other maximal functions introduced above. We then use it to prove the corresponding result for heat maximal functions.

**Lemma 4.4.** Let \(\phi : G \to (0,\infty)\) be a \(\mathcal{L}\)-radial, \(\mathcal{L}\)-radially decreasing (see \((2.9)\), \((2.11)\)) and integrable function. If \(\mu\) is a positive measure on \(G\) and \(\alpha > 0\) then there exist positive constants \(c_{\alpha,\phi}\) and \(c_\phi\) such that
\[
c_\phi M_{HL}(\mu)(x_0) \leq M_\phi^0 \mu(x_0) \leq M_\alpha^\phi \mu(x_0) \leq c_{\alpha,\phi} M_{HL}(\mu)(x_0),
\]
for all \(x_0 \in G\). The constants \(c_\phi\) and \(c_{\alpha,\phi}\) are independent of \(x_0\).
Proof. We have already observed that the second inequality is obvious. To prove the left-most inequality we take $t > 0$ and note that

$$\mu * \psi_t(x_0) \geq \int_{B(x_0,t)} \phi_t(\xi^{-1} \circ x_0) \, d\mu(\xi)$$

$$= t^{-Q} \int_{B(x_0,t)} \phi \left( \delta_1(\xi^{-1} \circ x_0) \right) \, d\mu(\xi)$$

$$\geq t^{-Q} \int_{B(x_0,t)} \phi(1) \, d\mu(\xi) \quad \text{(as } d_L \left( \delta_1(\xi^{-1} \circ x_0) < 1 \right) \text{)}$$

$$= \phi(1)m(B(0,1)) \frac{\mu(B(x_0,t))}{m(B(x_0,t))}.$$ 

Taking supremum over $t$ on both sides we get

$$c_\phi M_{HL}(\mu)(x_0) \leq M_{\phi}^0 \mu(x_0),$$

where $c_\phi = \phi(1)m(B(0,1))$. To prove the right-most inequality, we take $(\xi, t) \in G \times (0, \infty)$ such that $d_L(x_0, \xi) < \alpha t$. Then,

$$\mu * \psi_t(\xi) = \int_{G} \phi_t(x^{-1} \circ \xi) \, d\mu(x)$$

$$= t^{-Q} \int_{\{x : d_L(x^{-1} \circ \xi) < \alpha t\}} \phi \left( \delta_1(x^{-1} \circ \xi) \right) \, d\mu(x)$$

$$+ t^{-Q} \sum_{j=1}^{\infty} \int_{\{x : 2^{j-1} \alpha t \leq d_L(x^{-1} \circ \xi) < 2^j \alpha t\}} \phi \left( \delta_1(x^{-1} \circ \xi) \right) \, d\mu(x)$$

$$\leq \phi(0)t^{-Q}\mu(B(\xi, \alpha t)) + t^{-Q} \sum_{j=1}^{\infty} \int_{\{x : d_L(x^{-1} \circ \xi) < 2^j \alpha t\}} \phi(2^{j-1} \alpha) \, d\mu(x)$$

$$= \phi(0)t^{-Q}\mu(B(\xi, \alpha t)) + t^{-Q} \sum_{j=1}^{\infty} \phi(2^{j-1} \alpha) \mu(B(\xi, 2^j \alpha t))$$

(4.12)

By the triangle inequality,

$$d_L(x, x_0) \leq C_L \left( d_L(\xi, x) + d_L(x_0, \xi) \right) \leq C_L(\alpha t + \alpha t) = 2C_L\alpha t,$$

whenever $x \in B(\xi, \alpha t)$. Consequently, $B(\xi, \alpha t) \subset B(x_0, 2C_L\alpha t)$ and hence

$$\mu(B(\xi, \alpha t)) \leq \mu(B(x_0, 2C_L\alpha t)).$$

(4.13)

Similarly,

$$\mu(B(\xi, 2^j \alpha t)) \leq \mu(B(x_0, C_L(2^j + 1)\alpha t)).$$

(4.14)

We now use the formula for integration in "polar coordinates" given in (2.14) to get

$$\int_{G} \phi(x) \, dm(x) = \sigma(S) \int_{0}^{\infty} \phi(r)r^{Q-1} \, dr \quad \text{(as } \phi \text{ is } L\text{-radial).}$$

(4.15)
But $\phi$ is $L$-radially decreasing and nonnegative. Therefore,

$$\int_0^\infty \phi(r) r^Q \, dr = \sum_{j=1}^{\infty} \int_{2^{j-1} \alpha}^{2^j \alpha} \phi(r) r^Q \, dr \geq \sum_{j=1}^{\infty} \phi(2^j \alpha) \int_{2^{j-1} \alpha}^{2^j \alpha} r^Q \, dr$$

$$= \frac{\alpha^Q}{Q} \sum_{j=1}^{\infty} \phi(2^j \alpha)(2^j - 2^{j-1} Q) = \frac{(2^Q - 1)\alpha^Q}{2^{2Q} Q} \sum_{j=1}^{\infty} \phi(2^j \alpha) 2^{(j+1)Q}.$$

Equation (4.15) and integrability of $\phi$ now imply that

$$\sum_{j=1}^{\infty} \phi(2^j \alpha) 2^{(j+1)Q} < \infty.$$ 

Let us get back to the inequality (4.12). We get the following by making use of (4.13) and (4.14) in (4.12).

$$\mu \ast \phi_t(\xi) \leq \phi(0)t^{-Q} \mu(B(x_0, 2C_\alpha t)) + t^{-Q} \sum_{j=1}^{\infty} \phi(2^{j-1} \alpha) \mu(B(x_0, (2^j + 1)C_\alpha t))$$

$$= \phi(0)(2C_\alpha Q) m(B(0, 1)) \frac{\mu(B(x_0, 2C_\alpha t))}{m(B(x_0, 2C_\alpha t))}$$

$$+ \sum_{j=1}^{\infty} \phi(2^{j-1} \alpha) m(B(0, 1))(C_\alpha Q)(2^j + 1)^Q \frac{\mu(B(x_0, (2^j + 1)C_\alpha t))}{m(B(x_0, (2^j + 1)C_\alpha t))}$$

$$\leq m(B(0, 1))(C_\alpha Q) \left(2\phi(0) + \sum_{j=1}^{\infty} \phi(2^{j-1} \alpha) \right) 2^{(j+1)Q} M_{HL}(\mu)(x_0).$$

In view of (4.16), we see that the series inside the bracket above is finite and so we can write

$$\mu \ast \phi_t(\xi) \leq c_{\alpha, \phi} M_{HL}(\mu)(x_0),$$

where

$$c_{\alpha, \phi} = m(B(0, 1))(C_\alpha Q) \left(2\phi(0) + \sum_{j=1}^{\infty} \phi(2^{j-1} \alpha) \right) 2^{(j+1)Q} < \infty.$$ 

Taking supremum over all $(\xi, t) \in G \times (0, \infty)$ with $d_C(x_0, \xi) < \alpha t$, we obtain

$$M_{\phi}^\alpha \mu(x_0) \leq c_{\alpha, \phi} M_{HL}(\mu)(x_0).$$

**Theorem 4.5.** Let $\mu \in M$ be a positive measure and let $x_0 \in G$. Then for each $\alpha > 0$, there exists positive constants $c_n$ and $c_\alpha$ (independent of $x_0$) such that

$$c_n M_{HL}(\mu)(x_0) \leq \sup_{t>0} \Gamma \mu(x_0, t^2) \leq \sup_{(x, t) \in \mathcal{P}(x_0, \alpha)} \Gamma \mu(x, t) \leq c_\alpha M_{HL}(\mu)(x_0).$$

**Proof.** The second inequality is trivial as $\{(x_0, t^2) : t > 0\} \subset \mathcal{P}(x_0, \beta)$ for every $\beta > 0$. To prove the first inequality, we take

$$\phi(x) = c_0^{-1} \exp \left(-c_0 d_C(x)^2 \right), \ x \in G.$$
Clearly, $\phi$ satisfies the hypothesis of Lemma 4.4. By the first part of the Gaussian estimate (2.4), we have
\[ \mu * \phi_t(x) \leq \Gamma \mu(x,t^2), \quad \text{for all } (x,t) \in G \times (0, \infty). \]
Applying first inequality of Lemma 4.4 we obtain
\[ c_n M_{HL}(\mu)(x_0) \leq \sup_{t>0} \mu * \phi_t(x_0) \leq \sup_{t>0} \Gamma \mu(x_0, t^2), \]
for some constant positive $c_n$, independent of $x_0$. On the other hand, we consider
\[ \psi(x) = c_0 \exp \left( -\frac{d_L(x)^2}{c_0} \right), \quad x \in G. \]
It is obvious that $\psi$ satisfies the hypothesis of Lemma 4.4. Moreover, by the last part of the Gaussian estimate (2.4), we have
\[ \Gamma \mu(x, t) \leq \mu * \psi^{\sqrt{t}}(x), \quad \text{for all } (x,t) \in G \times (0, \infty). \]
But the last inequality of Lemma 4.4 gives us
\[ \sup_{(\xi,t) \in P(x_0, \alpha)} \Gamma \mu(\xi, t) = \sup_{(\xi,t) \in G \times (0, \infty)} \Gamma \mu(\xi, t) \leq \sup_{(\xi,t) \in G \times (0, \infty)} \mu * \psi^{\sqrt{t}}(\xi) \]
for some positive constant $c_\alpha$, independent of $x_0$. Using (4.19) and recalling the definition of $P(x_0, \alpha)$ (see Definition 2.12 (i)), we note that
\[ \sup_{(\xi,t) \in P(x_0, \alpha)} \Gamma \mu(\xi, t) \leq c_\alpha M_{HL}(\mu)(x_0). \]
Hence,
\[ \sup_{(\xi,t) \in P(x_0, \alpha)} \Gamma \mu(\xi, t) \leq c_\alpha M_{HL}(\mu)(x_0). \]
This completes the proof. $\Box$

To prove our main result we will also need an analogue of Montel’s theorem for solutions of the heat equation (2.3). We have already observed that the heat operator $\mathcal{H} = \frac{\partial}{\partial t} - \mathcal{L}$ is hypoelliptic on $G \times (0, \infty)$. Using this hypoellipticity, one can get a Montel-type result for solutions of the heat equation (2.3) from a very general theorem proved in [11 Theorem 4].

**Lemma 4.6.** Let $\{u_j\}$ be a sequence of solutions of the heat equation (2.3) on $G \times (0, \infty)$. If $\{u_j\}$ is locally bounded then it has a subsequence which converges normally to a function $v$, defined on $G \times (0, \infty)$, which is also a solution of the heat equation (2.3).

We have already mentioned in the introduction that the positive solutions of the classical heat equation on the Euclidean upper half space $\mathbb{R}^{d+1}_+$ are given by convolution of positive measures with the Euclidean heat kernel. In case of the heat equations on stratified Lie groups, we also have similar representation formula.
Lemma 4.7. ([4, Lemma 2.3]) Let $u$ be a positive solution of the heat equation $Hu = 0$ in the strip $G \times (0, T)$. Then, there exists a unique positive measure $\mu$ on $G$ such that
\[
u(x, t) = \int_G \Gamma(\xi^{-1} \circ x, t) d\mu(\xi), \quad (x, t) \in G \times (0, T).
In this case we say that $\mu$ is the boundary measure of $u$.

Bonfiglioli-Uguzzoni proved the above Lemma under the implicit assumption that $T \in (0, \infty)$. But the same proof will work for the case $T = \infty$. This type of theorem has been known as Widder-type representation formula in the literature.

Given a function $F$ on $G \times (0, \infty)$ and $r > 0$, we define the parabolic dilation of $F$ as
\[
F_r(x, t) = F(\delta_r(x), r^2t), \quad (x, t) \in G \times (0, \infty).
\]

Remark 4.8. The notion of parabolic dilation is crucial for us primarily because of the following reasons.

i) If $F$ is a solution of the heat equation then so is $F_r$ for every $r > 0$. Indeed, $\mathcal{L}$ is homogeneous of degree two with respect to the dilations $\{\delta_s\}_{s>0}$. This implies that
\[
\left(\mathcal{L} - \frac{\partial}{\partial t}\right) F(\delta_r(x), r^2t) = r^2 \mathcal{L} F(\delta_r(x), r^2t) - r^2 \frac{\partial}{\partial t} F(\delta_r(x), r^2t) = 0.
\]

ii) $(x, t) \in P(0, \alpha)$ if and only if $(\delta_r(x), r^2t) \in P(0, \alpha)$ for every $r > 0$.

Given $\nu \in M$ and $r > 0$, we also define the dilate $\nu_r$ of $\nu$ by
\[
\nu_r(E) = r^{-Q} \nu(\delta_r(E)),
\]
for every Borel set $E \subset G$. We now prove a simple lemma involving the above dilates which will be used in the proof of our main result.

Lemma 4.9. If $\nu \in M$, then for every $r > 0$, $\Gamma(\nu_r) = (\Gamma \nu)_r$, that is, for all $(x, t) \in G \times (0, \infty)$,
\[
\Gamma(\nu_r)(x, t) = \Gamma \nu(\delta_r(x), r^2t).
\]

Proof. For $E \subset G$ a Borel set, using (4.21) it follows that
\[
\int_G \chi_E d\nu_r = r^{-Q} \nu(\delta_r(E)) = r^{-Q} \int_G \chi_{\delta_r(E)}(x) d\nu(x) = r^{-Q} \int_G \chi_E(\delta_r^{-1}(x)) d\nu(x).
\]
Hence, for all nonnegative measurable functions $f$ we have
\[
\int_G f(x) d\nu_r(x) = r^{-Q} \int_G f(\delta_r^{-1}(x)) d\nu(x).
\]
It now follows from the above relation and from Theorem 2.5 (iii) that for all \((x,t) \in G \times (0, \infty)\),

\[
\Gamma(\nu_r)(x,t) = \int_G \Gamma(\xi^{-1} \circ x,t) \, d\nu_r(\xi)
\]

\[
= r^{-Q} \int_G \Gamma((\delta_r^{-1}(\xi))^{-1} \circ x,t) \, d\nu(x)
\]

\[
= r^{-Q} \int_G \Gamma(\delta_r^{-1}(\xi^{-1} \circ \delta_r(x)), r^{-2}r^2t) \, d\nu(x)
\]

\[
= r^{-Q}r^Q \int_G \Gamma(\xi^{-1} \circ \delta_r(x), r^2t) \, d\nu(x)
\]

\[
= (\Gamma \nu)_r(x,t).
\]

5. Main theorem

We shall first prove a special case of our main result. The proof of the main result will follow by reducing matters to this special case.

**Theorem 5.1.** Suppose \(u\) is a positive solution of the heat equation (2.3), that is,

\[
\mathcal{H}u(x,t) = 0, \quad (x,t) \in G \times (0, \infty),
\]

and \(L \in [0, \infty)\). If a finite measure \(\mu\) is the boundary measure of \(u\) then the following statements are equivalent.

(i) \(u\) has parabolic limit \(L\) at 0.

(ii) \(\mu\) has strong derivative \(L\) at 0.

**Proof.** We first prove that (i) implies (ii). We choose a \(d_L\)-ball \(B_0 \subset G\), a sequence of positive numbers \(\{r_j\}\) converging to zero and consider the quotient

\[
L_j = \frac{\mu(\delta_{r_j}(B_0))}{m(\delta_{r_j}(B_0))}.
\]

Assuming (i), we will prove that \(\{L_j\}\) is a bounded sequence and every convergent subsequence of \(\{L_j\}\) converges to \(L\). We first choose a positive real number \(s\) such that \(B_0\) is contained in the \(d_L\)-ball \(B(0,s)\). Then for all \(j \in \mathbb{N}\),

\[
(5.1) \quad L_j \leq \frac{\mu(\delta_{r_j}(B(0,s)))}{m(\delta_{r_j}(B_0))} \leq \frac{m(B(0,s))}{m(B_0)} M_{HL}(\mu)(0).
\]

Since \(\mu\) is the boundary measure for \(u\) we have that

\[
u(x,t) = \Gamma \mu(x,t), \quad \text{for all } (x,t) \in G \times (0, \infty).
\]

By hypothesis, \(u(0,t^2)\) converges to \(L\) as \(t\) tends to zero which implies, in particular, that there exists a positive number \(\beta\) such that

\[
\sup_{t<\beta} \Gamma \mu(0,t^2) < \infty.
\]
Since $\mu$ is a finite measure, using (2.4) we also have
\[
\Gamma \mu(0,t^2) \leq c_0 t^{-Q} \int_G \exp \left( -\frac{d_L(x)^2}{c_0 t^2} \right) d\mu(x) \leq c_0 t^{-Q} \mu(G) \leq c_0 \beta^{-Q} \mu(G),
\]
for all $t \geq \beta$ and hence
\[
\sup_{0 < t < \infty} \Gamma \mu(0,t^2) < \infty.
\]
Inequality (4.18), now implies that $M_{HL}(\mu)(0)$ is finite. Boundedness of the sequence \( \{L_j\} \) is now a consequence of the inequality (5.1). We choose a convergent subsequence of \( \{L_j\} \) and denote it also, for the sake of simplicity, by \( \{L_j\} \). For \( j \in \mathbb{N} \) we define
\[
u_j(x,t) = u(\delta_{r_j}(x), r_j^2 t), \quad (x,t) \in G \times (0,\infty).
\]
Then by Remark 4.8 i), \( \{u_j\} \) is a sequence of solutions of the heat equation in \( G \times (0,\infty) \). We claim that \( \{u_j\} \) is locally bounded. To see this, we choose a compact set \( K \subset G \times (0,\infty) \). Then there exists a positive number $\alpha$ such that $K$ is contained in the parabolic region $P(0,\alpha)$. Indeed, we consider the map
\[(x,t) \mapsto \frac{d_L(x)}{\sqrt{t}}, \quad (x,t) \in G \times (0,\infty),\]
that is, \( K \subset P(0,\alpha) \). Since \( d_L \) is continuous on \( G \), this map is also continuous. As \( K \) is compact, image of \( K \) under this map is bounded and hence there exists a positive real number $\alpha$ such that
\[
\frac{d_L(x)}{\sqrt{t}} < \alpha, \quad \text{for all } (x,t) \in K.
\]
Using the invariance of $P(0,\alpha)$ under the parabolic dilation (see Remark 4.8 ii) and (4.18), it follows that for all \( j \in \mathbb{N} \)
\[
\sup_{(x,t) \in P(0,\alpha)} \nu_j(x,t) \leq \sup_{(x,t) \in P(0,\alpha)} u(x,t) \leq c_0 M_{HL}(\mu)(0).
\]
Hence, \( \{u_j\} \) is locally bounded. Lemma 4.6 now guarantees the existence of a subsequence \( \{u_{j_k}\} \) of \( \{u_j\} \) which converges normally to a positive solution $v$ of the heat equation in \( G \times (0,\infty) \). We claim that for all \( (x,t) \in G \times (0,\infty) \)
\[(5.2) \quad v(x,t) = L.
\]
To see this, we take \( (x_0,t_0) \in G \times (0,\infty) \) and choose $\eta > 0$ such that \( (x_0,t_0) \in P(0,\eta) \). Since \( \{r_{j_k}\} \) converges to zero as \( k \to \infty \) and \( u(x,t) \) has limit $L$, as \( (x,t) \) tends to \( (0,0) \) within \( P(0,\eta) \),
\[
v(x_0,t_0) = \lim_{k \to \infty} u_{j_k}(x_0,t_0) = \lim_{k \to \infty} u(\delta_{r_{j_k}}(x_0), r_{j_k}^2 t_0) = L,
\]
as \( (\delta_{r_{j_k}}(x), r_{j_k}^2 t) \in P(0,\eta) \) for all \( j_k \in \mathbb{N} \). This settles the claim. On the other hand, by Lemma 4.9 we have for all \( (x,t) \in G \times (0,\infty) \)
\[(5.3) \quad u_{j_k}(x,t) = u(\delta_{r_{j_k}}(x), r_{j_k}^2 t) = \Gamma \mu(\delta_{r_{j_k}}(x), r_{j_k}^2 t) = \Gamma (\mu_{r_{j_k}})(x,t).
\]
It follows from (5.2) and (5.3) that \( \{\Gamma(\mu_{r_{j_k}})\} \) converges normally to \( L \equiv \Gamma(Lm) \). Then, Lemma 4.11 implies that the sequence of measures \( \{\mu_{r_{j_k}}\} \) converges to \( Lm \) in weak* and
hence by Lemma 4.3, \( \{\mu_{r_{jk}}(B)\} \) converges to \( Lm(B) \) for every \( d_\mathcal{L} \)-ball \( B \subset G \). Using this for \( B = B_0 \), we get that

\[
Lm(B_0) = \lim_{k \to \infty} \mu_{r_{jk}}(B_0) = \lim_{k \to \infty} r_{jk}^{-Q} \mu \left( \delta_{r_{jk}}(B_0) \right) = m(B_0) \lim_{k \to \infty} \frac{\mu \left( \delta_{r_{jk}}(B_0) \right)}{m \left( \delta_{r_{jk}}(B_0) \right)}.
\]

This implies that the sequence \( \{L_{jk}\} \) converges to \( L \) and hence so does \( \{L_j\} \), as \( \{L_j\} \) is convergent. Thus, every convergent subsequence of the bounded sequence \( \{L_j\} \) converges to \( L \). This implies that \( \{L_j\} \) itself converges to \( L \). Since \( B_0 \) and \( \{r_j\} \) is arbitrary, \( \mu \) has strong derivative \( L \) at 0.

Now, we prove (ii) implies (i). We suppose that the strong derivative of \( \mu \) at zero is equal to \( L \) but the parabolic limit of \( u \) at zero is not equal to \( L \). Then there exists a positive number \( \alpha \) and a sequence \( \{(x_j, t_j^2)\} \subset P(0, \alpha) \) with \( (x_j, t_j^2) \) converging to \( (0, 0) \) but \( \{u(x_j, t_j^2)\} \) fails to converge to \( L \). Since \( D\mu(0) \) exists finitely (in fact, equal to \( L \)) it follows, in particular, that

\[
\sup_{0 < r < \delta} \frac{\mu(B(0, r))}{m(B(0, r))} < L + 1,
\]

for some \( \delta > 0 \). Finiteness of the measure \( \mu \) implies that

\[
\frac{\mu(B(0, r))}{m(B(0, r))} \leq \frac{\mu(G)}{m(B(0, 1))r^Q} \leq \frac{\mu(G)}{m(B(0, 1)))\delta^Q},
\]

for all \( r \geq \delta \). The above two inequalities together with (4.18) shows that

\[
\sup_{(x, t) \in P(0, \alpha)} u(x, t) \leq c_\alpha M_{HL}(\mu)(0) < \infty.
\]

In particular, \( \{u(x_j, t_j^2)\} \) is a bounded sequence. We now consider a convergent subsequence of this sequence, denote it also, for the sake of simplicity, by \( \{u(x_j, t_j^2)\} \) such that

\[
\lim_{j \to \infty} u(x_j, t_j^2) = L'.
\]

We will prove that \( L' \) is equal to \( L \). Using the sequence \( \{t_j\} \) we consider the dilates

\[
u_j(x, t) = u \left( \delta_{t_j}(x), t_j^2 t \right), \quad (x, t) \in G \times (0, \infty).
\]

Arguments used in the first part of the proof shows that \( \{u_j\} \) is a locally bounded sequence of nonnegative solutions of the heat equation in \( G \times (0, \infty) \). Hence, by Lemma 4.6, there exists a subsequence \( \{u_{j_k}\} \) of \( \{u_j\} \) which converges normally to a positive solution \( v \) of the heat equation in \( G \times (0, \infty) \). Therefore, Lemma 4.7 shows that there exists \( \nu \in M \) such that \( v \) equals \( \Gamma \nu \). We now consider the sequence of dilates \( \{\mu_k\} \) of \( \mu \) by \( \{t_{j_k}\} \) according to (4.21). An application of Lemma 4.9 then implies that \( \Gamma \mu_k = u_{j_k} \). It follows that the sequence of functions \( \{\Gamma \mu_k\} \) converges normally to \( \Gamma \nu \). By Lemma 4.11 we thus obtain weak* convergence of \( \{\mu_k\} \) to \( \nu \).
For some \( 0 < T \leq \infty \), Theorem 5.2.

Suppose \( \mu \) is the restriction of \( \tau_{x_0} \mu \), where

\[
\tau_{x_0} \mu (E) = \mu (x_0 \circ E),
\]

for all Borel subsets \( E \subset G \). Using translation invariance of the Lebesgue measure \( m \), it follows from the definition of strong derivative that \( D\mu (0) \) and \( D\mu (x) \) are equal.

Since \( \Gamma \mu_0 \) is given by the convolution of \( \mu_0 \) with \( \gamma_{\sqrt{t}} \) and translation commutes with convolution, it follows that

\[
\Gamma \mu_0 (x,t) = (\gamma_{\sqrt{t}} \ast \tau_{x_0} \mu)(x) = \tau_{x_0} (\tau_{x_0} \mu)(x) = \mu (x_0 \circ x, t).
\]

We fix an arbitrary positive number \( \alpha \). As \( (x,t) \in \mathcal{P}(0,\alpha) \) if and only if \( (x_0 \circ x, t) \in \mathcal{P}(x_0,\alpha) \), one infers from (5.5) that

\[
\lim_{(x,t) \to (0,0)} \Gamma \mu_0 (x,t) = \lim_{(\xi,t) \to (x_0,0)} \Gamma \mu (\xi, t).
\]

Hence, it suffices to prove the theorem under the assumption that \( x_0 = 0 \). We now show that we can even take \( \mu \) to be a finite measure. Let \( \bar{\mu} \) be the restriction of \( \mu \) on the \( d_L \) ball
In other words, $\delta$ and $D(5.6)$ $\lim_{\xi}$ it follows that whenever $\xi \in \delta_r(B(y,s)) = B(\delta_r(y), rs)$, we have

$$d_\mathcal{L}(0, \xi) \leq C_\mathcal{L} (d_\mathcal{L}(0, \delta_r(y)) + d_\mathcal{L}(\delta_r(y), \xi)) \leq C_\mathcal{L} (rd_\mathcal{L}(y) + rs) < C_\mathcal{L}^{-1}.$$ 

In other words, $\delta_r(B(y,s))$ is a subset of $B(0, C_\mathcal{L}^{-1})$. This in turn implies that $D\mu(0)$ and $D\tilde{\mu}(0)$ are equal. We now claim that

$$\lim_{(x,t) \to (0,0)} \Gamma\mu(x,t) = \lim_{(x,t) \to (0,0)} \Gamma\tilde{\mu}(x,t).$$

In this regard, we first observe that

$$\lim_{t \to 0} \int_{G \setminus B(0, C_\mathcal{L}^{-1})} \Gamma(\xi^{-1} \circ x, t) \, d\mu(\xi) = 0,$$

uniformly for $x \in B(0, 1/(2C_\mathcal{L}^2))$. Indeed, for $x \in B(0, 1/(2C_\mathcal{L}^2))$ and $\xi \in G \setminus B(0, C_\mathcal{L}^{-1})$, we have

$$d_\mathcal{L}(\xi^{-1} \circ x) \geq \frac{1}{C_\mathcal{L}} d_\mathcal{L}(\xi) - d_\mathcal{L}(x) \geq \frac{d_\mathcal{L}(\xi)}{C_\mathcal{L}} - \frac{d_\mathcal{L}(\xi)}{2C_\mathcal{L}} = \frac{d_\mathcal{L}(\xi)}{2C_\mathcal{L}} \geq \frac{1}{2C_\mathcal{L}^2}.$$ 

Using the Gaussian estimate (2.4) and the inequality above, we get

$$\int_{G \setminus B(0, C_\mathcal{L}^{-1})} \Gamma(\xi^{-1} \circ x, t) \, d\mu(\xi)$$

$$\leq c_0 t^{-\frac{Q}{2}} \int_{G \setminus B(0, C_\mathcal{L}^{-1})} \exp \left(-\frac{d_\mathcal{L}(\xi^{-1} \circ x)^2}{c_0 t} \right) \, d\mu(\xi)$$

$$\leq c_0 t^{-\frac{Q}{2}} \int_{G \setminus B(0, C_\mathcal{L}^{-1})} \exp \left(-\frac{d_\mathcal{L}(\xi)^2}{4c_0 C_\mathcal{L}^2 t} \right) \, d\mu(\xi)$$

$$\leq c_0 t^{-\frac{Q}{2}} \exp \left(-\frac{1}{8c_0 C_\mathcal{L}^4 t^2} \right) \int_{G \setminus B(0, C_\mathcal{L}^{-1})} \exp \left(-\frac{d_\mathcal{L}(\xi)^2}{8c_0 C_\mathcal{L}^2 t} \right) \, d\mu(\xi)$$

$$\leq c_0 t^{-\frac{Q}{2}} \exp \left(-\frac{1}{8c_0 C_\mathcal{L}^4 t} \right) \int_{G \setminus B(0, C_\mathcal{L}^{-1})} \exp \left(-\frac{2c_0 d_\mathcal{L}(\xi)^2}{t_0} \right) \, d\mu(\xi),$$

for all $t < (16c_0^2 C_\mathcal{L}^2)^{-1} t_0$, where $t_0$ is a fixed positive number less than $T$. As $\Gamma\mu(0, t_0/2)$ exists, the Gaussian estimate (2.4) implies that the integral on the right-hand side in the last inequality is finite. Hence, letting $t$ goes to zero on the right-hand side in the last inequality, the observation follows. Now,

$$\Gamma\mu(x, t) = \int_{B(0, C_\mathcal{L}^{-1})} \Gamma(\xi^{-1} \circ x, t) \, d\mu(\xi) + \int_{G \setminus B(0, C_\mathcal{L}^{-1})} \Gamma(\xi^{-1} \circ x, t) \, d\mu(\xi)$$

$$= \Gamma\tilde{\mu}(x, t) + \int_{G \setminus B(0, C_\mathcal{L}^{-1})} \Gamma(\xi^{-1} \circ x, t) \, d\mu(\xi).$$

Given any $\epsilon > 0$, we get some $t_1 \in (0, (16c_0^2 C_\mathcal{L}^2)^{-1} t_0)$ such that for all $t \in (0, t_1)$, the integral on the right-hand side of the equality above is smaller than $\epsilon$ for all $x \in B(0, C_\mathcal{L}^{-1})$. Therefore, $\Gamma\mu(x, t)$ is continuous at $(0,0)$.
On the other hand, if we choose $t \in (0, 1/(4\alpha^2 C_1^4))$ then it follows that

$$P(0, \alpha) \cap \{(x, t) \mid t \in (0, 1/(4\alpha^2 C_1^4))\} \subset B(0, 1/(2C_1^2)) \times (0, 1/(4\alpha^2 C_1^4))\).$$

Hence, for all $(x, t) \in P(0, \alpha)$ with $t \in (0, \min\{t_1, 1/(4\alpha^2 C_1^4)\})$ we have

$$|\Gamma \mu(x, t) - \Gamma \tilde{\mu}(x, t)| < \epsilon.$$  

This proves (5.6). Therefore, as $\alpha > 0$ is arbitrary, we may and do suppose that $\mu$ is a finite measure. Using this, without loss of generality, we may also assume $T = \infty$. The proof now follows from Theorem 5.1.  

$$\square$$
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