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Abstract

We present a new program synthesis approach that combines an encoder-decoder based synthesis architecture with a differentiable program fixer. Our approach is inspired from the fact that human developers seldom get their program correct on the first attempt, and perform iterative testing-based program fixing to get to the desired program functionality. Similarly, our approach first learns a distribution over programs conditioned on an encoding of a set of input-output examples, and then iteratively performs fix operations using the differentiable fixer. The fixer takes as input the original examples and the current program’s outputs on example inputs, and generates a new distribution over the programs with the goal of reducing the discrepancies between the current program outputs and the desired example outputs. We train our architecture end-to-end on the RobustFill domain, and show that the addition of the fixer module leads to a significant improvement on synthesis accuracy compared to using beam search.

1 Introduction

Program synthesis, the task of automatically generating programs that satisfy a given specification [Alur et al., 2013, Gulwani et al., 2017], is a longstanding fundamental problem in artificial intelligence [Manna and Waldinger, 1971, Summers, 1977]. Perhaps the simplest way to specify what a program should do is to provide a few examples of program inputs and desired outputs, a paradigm called programming by example (PBE) [Lieberman, 2001, Gulwani et al., 2012]. PBE synthesis systems have been developed for various domains, including string transformations [Gulwani et al., 2012, Devlin et al., 2017], list manipulations [Balog et al., 2017], and CAD images [Ellis et al., 2019].

Human programmers, or at least the authors, seldom write a totally correct program on the first attempt. Instead, we write some code, test it on a set of examples, and then iteratively fix the code until it produces the desired outputs. Current machine-learning approaches for PBE do not do this, however. They search over programs guided by a learnt distribution [Devlin et al., 2017, Balog et al., 2017], but they do not learn how to fix complete predicted programs that turn out to be incorrect.

We present an architecture for neural program synthesis based on a differentiable fixer that is trained to make changes to complete but incorrect programs. The fixer works on top of a base neural program synthesizer based on sequence-to-sequence learning [Devlin et al., 2017]. First, the program predicted by the base synthesizer is executed on the inputs to produce predicted outputs. If these outputs do not equal the correct outputs, the differentiable fixer generates a new program based on the inputs, predicted outputs, and correct outputs. If the prediction from the fixer is still incorrect, this procedure can be iterated until either the predicted program generates the desired output or we reach the maximum number of fix steps. Because the fixer is differentiable, we can train it end-to-end alongside the base neural synthesizer.

The differentiable fixer is related to execution-guided synthesis methods [Zohar and Wolf, 2018, Ellis et al., 2019, Chen et al., 2019], which execute many partial programs, using the intermediate results to
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guide the search. This idea is powerful, but it places limitations on the language and search techniques
used, because the partial programs must be executable. The differentiable fixer is a complementary
idea, because it can make changes, at potentially arbitrary locations, to a complete program.

We instantiate the differentiable fixer in the domain of RobustFill [Devlin et al., 2017], which defines
a language of string transformations that commonly occur in spreadsheet formulas. Compared to
a RobustFill baseline that makes multiple predictions using beam search, the fixer achieves higher
accuracy. We also perform several ablation studies to better understand the qualitative differences.
Interestingly, we find that the fixer makes many more changes to incorrect programs than beam search,
and the fixer is more likely to make changes earlier in the program. This supports the hypothesis that
the fixer is producing a more holistic representation of how to fix the program.

2 Related work

In this work we are concerned with program synthesis, conventionally formulated as a combinatorial
search problem over the space of programs with the goal of finding a program matching a given
specification. Recently, neural program synthesis [Parisotto et al., 2017] techniques have been
proposed to accelerate the search process by training on a large amount of synthetically generated
(specification, program) pairs. RobustFill [Devlin et al., 2017] takes an end-to-end approach, with
the neural network consuming the specification (here a set of input-output examples), and predicting
the target source code token-by-token. Alternative methods include SketchAdapt [Nye et al., 2019],
which predicts a rough sketch of the program with holes to be filled in using symbolic search
techniques, and DeepCoder [Balog et al., 2017], which predicts properties of the target source code
that are then used to guide a conventional synthesizer. In DeepCoder, the neural network predictions
are passed as hints in the beginning of the search, but the network is not queried again.

When the neural network is embedded within the search procedure, the network can also take as
input information about the partial solution constructed so far (in addition to the original program
specification). In execution-guided program synthesis [Zohar and Wolf, 2018; Chen et al., 2019; Ellis
et al., 2019] this additional input comprises the result of executing the partial program constructed by
the search so far on the inputs in the input-output specification. This permits the search to proceed
in semantic space [Ellis et al., 2019], where the network guides the iterative extension of partial
programs until one matching an input-output specification is found.

Our work is closely related in spirit to execution-guided program synthesis but fundamentally different
in its underlying assumptions: (1) we do not rely on a domain-specific language (DSL) where partial
programs are executable, nor do we require that the learned component builds the program bottom-up;
(2) we are able to apply the differentiable fixer to incorrect predictions iteratively until a valid solution
is found, whereas execution-guided approaches need to restart (with a larger number of particles,
say) if none of the initial predictions work. Moreover, our technique is able to fix initially incorrect
programs in arbitrary locations of the source code, not just at the location that is currently being
constructed by a bottom-up execution-guided search procedure. That said, execution-guided synthesis
is a powerful technique when it is applicable, and can be combined with our complementary technique
of fixing incorrect full predictions.

Our work can be also interpreted as jointly learning a latent continuous representation of programs
and a fixer module that utilizes execution information from an initially predicted program to propose
a fixed representation in this latent space. Learning continuous representations for discrete objects
has been a longstanding goal of representation learning, as such a continuous space can facilitate
differentiable reasoning [Lee et al., 2019], optimization of, and discovery of new discrete objects
with desirable properties [Gómez-Bombarelli et al., 2018]. Continuous representations have been
learned, e.g., for computer programs [Piech et al., 2015], symbolic expressions [Allamanis et al.,
2017], logical formulas [Evans et al., 2018], and molecules [Gómez-Bombarelli et al., 2018].

There are also some recent related works on specification-guided neural program repair [Shin et al.,
2018; Bhatia et al., 2018; Pu et al., 2016; Wang et al., 2017], where a network is trained to repair a
candidate program based on a desired specification of I/O examples or functional behavior. Unlike
our work, these approaches for program repair do not attempt to solve the synthesis problem (i.e.
generate a program from scratch), because a (buggy) human-written program is given as input.

Finally, program induction learns a program that is represented implicitly in the weights of a neural
network mapping from program inputs to program outputs [Graves et al., 2014; Reed and De Freitas,
2014].
Taking inspiration from the fact that human developers rarely write the correct program on the first attempt, we introduce a new synthesis architecture with an additional neural component called the differentiable fixer. The differentiable fixer takes the input-output examples, as well as the outputs generated by the execution of \( P \) on the provided example inputs. It then learns to perform corrections on \( P \) to generate a “better” program \( P' \) that can potentially correct the erroneous behavior of \( P \).

### 3 Synthesis with a Differentiable Fixer

In this section, we first present a brief overview of the synthesis problem formulation and the baseline RobustFill architecture. We then present our new differentiable fixer architecture and describe some of the key design choices in designing and combining the fixer with the synthesis architecture.

#### Preliminaries and Notation.

In a domain-specific language (DSL) \( \mathcal{L} \), our goal is to learn a program synthesizer \( S \) that, given a set of input-output examples \( E = \{(i_1, o_1), \ldots, (i_N, o_N)\} \), generates a program \( P \in \mathcal{L} \) whose semantics is consistent with the examples: \( \forall (i_n, o_n) \in E : P(i_n) = o_n \).

The DSL for string transformations \( \mathcal{L} \) that we consider in this work is shown in Figure 1(a); this DSL is similar to those of NSPS [Parisotto et al., 2017] and RobustFill [Devlin et al., 2017]. The top-level expression in the DSL is a \( \text{Concat} \) operator that concatenates the results of its argument expressions. Each argument expression can either be a constant string \( s \) or a substring expression on the input \( i \) that takes two position-expression arguments for left and right indices, respectively. A position expression can be a regular expression \( \text{Regex} \) or a constant position \( \text{ConstPos} \). A regex position expression \( \text{Regex}(r, k, \text{Start}) \) returns the starting position of the \( k \)th match of the regular expression \( r \); the position expression for the end of a match is defined similarly. Negative values for \( k \) and \( n \) indicate counting (matches or positions, respectively) from the end of the input string. A small set of regular expressions are allowed, including expressions that match alphabetic words, sequences of digits, and so on. Similarly, a small vocabulary of generally-useful constant strings are allowed, such as common punctuations. An example synthesis task with four input-output examples and one of the possible programs in the DSL that conforms to the examples is shown in Figure 1(b).

**RobustFill + Beam search.** RobustFill [Devlin et al., 2017] uses an encoder-decoder style architecture to learn to generate programs \( P \) as a sequence of tokens in the DSL, conditioned on a set of input-output examples. Since the decoded programs can be tested at inference time to check whether they are consistent with the examples, it uses a beam search to generate the top-\( K \) programs from the beam, and returns the first one (if any) that is consistent with the examples after execution.

### 3.1 Synthesis and Fixer Architecture

Taking inspiration from the fact that human developers rarely write the correct program on the first attempt, we introduce a new synthesis architecture with an additional neural component called the differentiable fixer. The differentiable fixer takes the input-output examples, as well as the outputs generated by the execution of \( P \) on the provided example inputs. It then learns to perform corrections on \( P \) to generate a “better” program \( P' \) that can potentially correct the erroneous behavior of \( P \).
Although this works just fine for examples 1, 3, and 4, it fails on example 2, which contains 3 words,

\[
\text{Concat}(\ldots, \ldots, \text{SubStr(Regex(Word, 2, Start)}, \text{Regex("," 1, Start))}, \ldots, \ldots)
\]

This expression specifies the second word of the input as the last name, rather than the last word.

To illustrate the approach, consider the running example of Figure 1b, and assume that the first time

\[
\text{Concat}(\ldots, \ldots, \text{SubStr(Regex(Word, 2, Start)}, \text{Regex("," 1, Start))}, \ldots, \ldots)
\]

around, the program decoder produced the incorrect program \( P \), with a faulty 3rd expression:

\[
\text{Concat}(\ldots, \ldots, \text{SubStr(Regex(Word, 2, Start)}, \text{Regex("," 1, Start))}, \ldots, \ldots)
\]

This expression specifies the second word of the input as the last name, rather than the last word.

Although this works just fine for examples 1, 3, and 4, it fails on example 2, which contains 3 words,

\[
\text{Concat}(\ldots, \ldots, \text{SubStr(Regex(Word, 2, Start)}, \text{Regex("," 1, Start))}, \ldots, \ldots)
\]

and produces the incorrect output \( P(i_2) = "B. M : 617" \), instead of the correct \( o_2 = "B. Myers : 617" \). The differentiable fixer takes as input the 4 triples consisting of all input strings, desired output strings, and computed output strings – note that for all but example 3, computed and desired outputs match – and produces a "fixed" \( P' \), which hopefully contains the correct clause shown in Figure 1b.

The model architecture and the workflow are shown in Figure 2. There are three main components in our architecture: the example encoder, the program decoder, and the differentiable fixer, which comprises an executed example encoder and a fixed program decoder. The first two components are the same as with the original baseline architecture; the differentiable fixer is the key new component introduced in this work.

The example encoder first embeds the input and output strings for each example, and then performs a max-pooling operation to obtain a representation of all the input-output examples

\[
z_E = \text{maxpool}_{1 \leq n \leq N} f_{IO}(i_n, o_n),
\]

where \( f_{IO} \) is a learned network, and the max-pooling is applied elementwise. In our implementation, \( f_{IO} \) applies a learned character-level embedding to \( i_n \) and \( o_n \), concatenates all the resulting embeddings and passes them through 5 fully-connected layers.

The program decoder uses a recurrent neural network, specifically a long short-term memory network (LSTM), to generate a sequence of program tokens conditioned on the latent representation \( z_E \) obtained from the example encoder. Abusing notation slightly, the program prediction can be written as \( P = \text{argmax LSTM}(z_E) \). Note that a beam search can operate on top of the program decoder in order to decode multiple distinct program predictions. Finally, the differentiable fixer takes as input the original input-output specification and the outputs obtained from executing predicted program \( P \), and outputs a fixed program \( P' \).

The differentiable fixer is implemented in a way that mirrors the original program synthesizer, and has three parts. First, the execution engine defined by the DSL is used to execute \( P \) on the example inputs \( i_0, \ldots, i_N \), yielding predicted outputs \( P(i_0), \ldots, P(i_N) \); note that the execution engine is part of the training procedure in our approach, whereas it is only used at inference in the Robustfill approach.
Each of these predicted outputs will be program values, e.g., strings in the RobustFill domain. Then the **executed example encoder** maps the inputs, correct outputs, and predicted outputs back to continuous representations. It is similar to the example encoder, but also encodes the predicted outputs from executing \( P \). The example encoder produces a new **fixed representation** of the program as

\[
\mathbf{z}_{\text{fix}} = \max_{1 \leq n \leq N} \text{pool}(f_{\text{triplet}}((i_n, o_n, P(i_n)))).
\]

The function \( f_{\text{triplet}} \) is a neural network whose input is a triple of input, correct output and predicted output, and consists of a character-level embedding layer followed by concatenation of all embeddings and 5 fully-connected layers. Finally, the fixed representation is decoded by the **fixed program decoder**, which has a similar architecture as the program decoder, to obtain the fixed program

\[
P' = \arg\max \text{LSTM}(\mathbf{z}_{\text{fix}}).
\]

This describes a family of program-fixer architectures. We have considered several variants including:

1) **Shared Encoder**: the two encoders \( f_{\text{IO}} \) and \( f_{\text{triplet}} \) share weights (in this case the initial \( \mathbf{z}_E \) is computed by providing a dummy padding value in place of the executed example \( P(i_n) \)),

2) **Shared Decoder**: the two decoders share weights, and

3) **Program Encoder**: the intermediate program \( P \) is included in the executed example encoder via a separate program-encoder component. By sharing weights between the encoders and decoders we encourage \( \mathbf{z}_E \) and \( \mathbf{z}_{\text{fix}} \) to share the same latent space, and indeed we found that untying these weights would only increase the number of trainable parameters and not help performance. All results in the Experiments section thus use the first two variants. Although we have also explored the third variant to some extent (see Section 5), its full exploration is left to future work.

### 3.2 Training procedure

The architecture is trained end-to-end using gradient-based minimization of a loss function comprising two terms: (1) a standard RobustFill decoding loss, which is the negative log-probability of the ground truth program \( P^* \) under the program decoder LSTM initialized with \( \mathbf{z}_E \), and (2) a decoding loss of the fixed program decoder, which is the negative log-probability of the ground truth program \( P^* \) under the fixed program decoder LSTM initialized with \( \mathbf{z}_{\text{fix}} \) (recall Figure 2).

Note that gradients do not flow through the execution engine; the execution engine serves as an on-the-fly data generator that appends predicted outputs \( \{P(i_n)\}_n \) to data points \( \{(i_n, o_n)\}_n \) in order to form the triplets that are encoded by the executed example encoder (and then decoded by the fixed program decoder).

### 3.3 Iterative Fixing

At prediction time, the differentiable fixer can be applied iteratively to produce an \( S \)-best list of programs. The previous fixed program \( P' \) is then executed on the IO specification, and checked for correctness. If the prediction does not match the input-output examples, the fixer is applied again to propose a new program \( P'' \). To ensure that \( P'' \) is different from previous predictions, beam search decoding is applied to the fixed program decoder to return the first program that has previously not been predicted, comparing programs using syntactic equality. This process is iterated until either a program is found that satisfies the IO examples, or a maximum number \( S \) of iterations is reached.

### 4 Experiments

We now present the experimental evaluation of our synthesizer with the differentiable fixer. We explore the following research questions:

- **RQ1**: On the RobustFill baseline, what is the effect of model size and program length?
  
  Because the differentiable fixer increases the size of the model, to do a fair comparison we need to understand how a baseline seq2seq responds to increasing model size. We also examine how the baseline performance depends on the length of the ground-truth program, because for this task length is correlated with problem difficulty (Section 4.1).

- **RQ2**: Does the differentiable fixer improve accuracy?
  
  Given the same budget of program executions (which determine if a program is correct), we demonstrate that utilizing our differentiable fixer improves performance on synthesis compared to the RobustFill baseline (Section 4.2).
| Length | Acc. |
|--------|------|
| 1      | 93.2%|
| 2      | 83.8%|
| 3      | 71.1%|
| 4      | 60.1%|
| 5      | 49.1%|
| 6      | 40.6%|
| 7      | 33.2%|
| 8      | 27.8%|
| 9      | 22.7%|
| 10     | 16.6%|

| Algorithm | $H$ | Params | Acc. |
|-----------|-----|--------|------|
| Beam      | 512 | 2.2M   | 53%  |
| Beam      | 576 | 2.9M   | 54%  |
| Beam      | 608 | 3.2M   | 56%  |
| Fixer     | 512 | 3.0M   | 61%  |

Figure 3: (a): Influence of hidden size on baseline accuracy. (b): Baseline accuracy by ground truth program length. (c): Baseline vs Differentiable Fixer accuracies on the full validation data after 10 steps of search.

• **RQ3: How do the fixer predictions differ qualitatively from RobustFill?** We demonstrate the qualitative difference that the differentiable fixer makes, by analyzing the “fixes” it performs on initially incorrect programs, and comparing these to search dynamics in beam search (Section 4.3).

We perform experiments on a dataset generated by sampling programs from the DSL $L$ (Figure 1(a)) and the corresponding input-output examples using an invariant-based dataset generation method similar to the one used in NSPS [Parisotto et al., 2017] and RobustFill [Devlin et al., 2017]. The training and test datasets are made of tasks, each of which contains a program $P \in L$, and a set of four input-output examples. The neural synthesizer takes as input the observed examples and generates a program $P$, which is then executed on the input-output examples to evaluate its correctness. We consider programs comprising up to 10 expressions in the top-level Concat operator, and limit the input and output lengths to be of maximum 80 characters. The models are trained on 512 million tasks (seeing each once), and we evaluate the model performance on 1,000 held-out tasks.

### 4.1 Effect of Model Size and Program Length on Seq2Seq Baseline

Our baseline is a seq2seq model without a fixer, that is, the example encoder and the program decoder from Section 3. First we explore the performance of the baseline model with increasing model size and increasing program length to ensure that we are performing a fair comparison.

**Model size** Because the differentiable fixer model is an extended, larger version of the baseline model, a natural question is whether the performance of the baseline can be more simply enhanced just by scaling up the model size. Indeed, we observed that the baseline seq2seq model responds well to having its hidden dimension increased. Figure 3 shows that as a rule of thumb, doubling the number of trainable parameters leads to a 5 percentage point improvement in validation accuracy performance. (Note that the number of trainable parameters is asymptotically quadratic in the hidden size $H$.) Additionally, with a hidden size $H = 512$ and beam size 10, we match or surpass the 50% validation accuracy of the “Basic Seq.” model reported in [Devlin et al., 2017 App. B], when accounting for the number of data points seen in training. As a result, we make sure to normalize for model size in the comparisons in the next section.

**Impact of program length** We examine whether the seq2seq model performs worse at synthesizing longer programs, to see if this is a useful proxy measure of problem difficulty when comparing models. We define the length of a RobustFill program as the number of Expressions that appear in the top-level Concat operation. Figure 3 shows how the accuracy of the baseline RobustFill model decreases with the complexity of the problem, as measured by the ground-truth program length. As expected, the higher the program length, the more challenging the synthesis task: we observe a gradual decrease in the model accuracy with increasing program lengths. This will be important in contextualizing the subsequent analysis, where the differentiable fixer provides improvements on harder tasks (up to 20% more solved instances).
4.2 Synthesizer Accuracy with Differentiable Fixer vs Beam Search

In this section, we analyze the performance improvement due to the differentiable fixer. In particular, we compare two such combinations of model and search procedures:

1. **Baseline (seq2seq + beam search):** Given a set of IO examples, the seq2seq model encodes them, and then a beam search is run on the decoder, with beam size $S = 10$. This guarantees that we obtain $S$ unique candidate programs. We successively execute each of the candidate programs on the inputs in the provided IO examples, starting from the most likely program, and stop with success whenever the generated program outputs match exactly the example outputs. Note that there are (at most) $S$ candidate programs executed.

2. **Differentiable fixer:** The differentiable fixer is applied iteratively, as described in Section 3.3, for at most $S$ steps.

All models use an identical batch size $B = 1024$, and are trained for 500,000 steps. We evaluate the methods by accuracy, that is, the proportion of the validation tasks on which any of the $S$ steps of search satisfies all of the input-output examples.

Figure 3c reports the accuracies of both methods. The baseline model with hidden size $H = 512$ achieves an accuracy of 53%. Using a larger model with hidden size $H = 608$ (resulting in approximately 3.2 M trainable parameters), the model accuracy increases by 3 percentage points to 56%. On the other hand, using our differentiable fixer in the original baseline model results in an accuracy gain of 8 percentage points to 61%. Controlling for the same number of trainable parameters, the differentiable fixer achieves a 5-percentage-point advantage over simply increasing the baseline model size.

4.3 Qualitative Analysis of Fixes

In order to understand the qualitative differences between the methods, we perform an analysis of cases where each method made a successful correction at step 2 after an initially incorrect prediction at step 1. To this end, we sampled 100,000 evaluation tasks with ground-truth program length 10. (Appendix A repeats the analysis on all program lengths.) This is to eliminate the effect of different ground-truth program length on the analysis, and also to focus on the hardest instances. For both the beam search baseline and the differentiable fixer we consider the cases where the initial prediction was incorrect, and the second prediction was correct. This is so that we can analyse the kinds of corrections each method makes when the top prediction is incorrect.

Overall, beam search made 2,309 successful corrections at step 2, while the fixer made 5,367. Note that since the RobustFill baseline accuracy at step 1 is only 17% for this challenging subset of programs (Figure 3b), the fixer is providing a more substantial performance improvement here relative to the baseline accuracy. Putting aside the increased performance of the fixer, we seek to understand the different properties of these fixes next.

Figure 4: Successful corrections at step 2 of the search using beam search and the differentiable fixer. Ground truth program length is 10. **Left:** Length of the original prediction at step 1. **Middle:** Number of Expressions changed at step 2. **Right:** Distance of earliest fix from the end of the program.
Distribution of corrections by original prediction complexity. Figure 4a shows the number of successful corrections stratified by the length of the original incorrect prediction (the number of Expressions in the top-level Concat). The top subfigure shows absolute counts, and confirms that for all lengths of the original prediction the fixer is able to perform more successful corrections than beam search. The second subfigure hints that disproportionately more Beam successes come on predictions that had length 10 to start with, whereas the fixer is more often able to fix predictions that were perhaps too short to start with. The analysis across different program lengths in Appendix A supports the claim that the fixer is able to lengthen original predictions that were just too short, whereas the Beam almost never performs that type of correction successfully.

Distribution of Complexity of Corrections. Figure 4b analyzes the number of expressions in the top-level Concat that are changed between the initial incorrect prediction and the fixed program. The normalized counts in the bottom subfigure reveal the qualitative difference that, whereas beam search only changes a single Expression in more than 30% of cases, the fixer tends to change three, four, or more Expressions simultaneously more often than beam search.

We confirmed that the observed fix distribution looks identical when the beam search is executed on top of a model trained with hidden size \( H = 1024 \), i.e., with \( \sim 4 \times \) as many trainable parameters (more than the parameters in the differentiable fixer). This confirms that the qualitatively different shape of the fixer’s distribution cannot be simply attributed to it being a larger model.

Distribution of Correction Locations. Finally, we investigate the hypothesis that beam search is more prone to path degeneracy, i.e., that elements of the beam tend to share long common prefixes and only differ in shorter suffixes. To this end, we analyze the furthest distance from the end of the program where an edit of a successful correction takes place. A value of 1 means that the last expression in the top-level Concat of the initial (incorrect) prediction was modified (but nothing earlier). A value of 0 means that the original prediction was left intact, but a new expression was inserted, i.e., that the corrected prediction has one more Expression than the initial (incorrect) one.

The absolute numbers in Figure 4c show that the fixer performs more successful corrections at larger distances from the end of the program, even though beam search is also surprisingly strong at making changes far away from the end of the program. Further, the analysis in Appendix A shows that the fixer exhibits the ability to lengthen the initial (correct) prediction while beam search almost never performs a correction of this kind (see column 0 in Figure 5c). Together, these observations substantiate our claim that the differentiable fixer is able to predict qualitatively more complex corrections than beam search.

5 Conclusion and Future Work

We proposed a neural architecture for program synthesis augmented with a differentiable fixer, a module that can be used to fix initially incorrect predictions. We showed that adding the differentiable fixer to a baseline seq2seq model is a more efficient way of increasing the model size, as it provides an inductive bias that leads to higher validation accuracies. We also analyzed the qualitative difference between fixing incorrect predictions and predicting multiple candidate programs from a beam search, demonstrating that the learned fixer is more effective.

We have additionally explored extensions to the family of models based on differentiable program fixer; although our initial investigations did not show conclusive improvements and more thorough analysis is left to future work. First, we have introduced a learned program encoder, which provides the fixer with a representation of the (failed) candidate program, in addition to that program’s outputs. Our RNN-based program encoder did not seem justified as using the same additional parameter budget on the fixer itself yielded better results. This variant could possibly be improved by using program encoders based on grammar or static-analysis graphs. Second, we tried incorporating several types of auxiliary losses during training: predicting program length, program grammatical validity, per-concat expression validity, and per-example correctness, but none showed marked improvement.

We further hope to investigate how a differentiable fixer interacts with more sophisticated baseline architectures, such as attention modules and Transformers. Finally, an exciting direction for future work is to combine our approach with execution-guided synthesis, where intermediate steps during the construction of a candidate program are informed by partial execution traces, especially for languages in which partial programs can be meaningfully executed, even beyond string processing.
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A Step 2 analysis across all program lengths

Here we repeat the analysis from Section 4.3 but instead of sampling 100,000 data points with equal program length 10, here we sample 100,000 data points from the full training distribution, i.e. containing programs of all lengths up to 10. As before we ran beam search and fixer search for 2 steps on top of the same trained model and for both methods individually we eliminated cases where the initial prediction was already a correct solution, or where neither the first nor the second prediction solved the problem. We were thus left with only those cases where a successful correction of an initially incorrect prediction was made at step 2 of the search.

Overall, beam search made 3,642 such corrections, while the fixer made 7,935. Putting aside the increased performance of the fixer, we seek to understand the different properties of these fixes next.

![Figure 5: Successful corrections at step 2 of the search using beam search and the differentiable fixer. Left: Original prediction length. Middle: Number of expressions changed. Right: Distance from end.](image)

Distribution of corrections by Program complexity Figure 5a shows the number of successful corrections stratified by the length of the original incorrect prediction (the number of Expressions in the top-level Concat). The first subfigure shows absolute counts, and confirms that for all program lengths the fixer is able to perform more successful corrections than beam search. Interestingly, the second subfigure shows that disproportionately more Beam successes come on a program of length only 1, meaning that disproportionately more Fixer successes are on the longer, more difficult examples.

Distribution of complexity of Corrections Figure 5b analyzes the number of Expressions in the top-level Concat that are changed between the initial (incorrect) prediction and the correct program discovered in step 2 of the search. The absolute numbers in the first subfigure confirm that the fixer performs at least as many successful fixes of a given size as the beam. However, the normalized counts reveal the qualitative difference that, whereas beam search only changes a single Expression in more than 40% of cases, the fixer tends to change two, three, or four Expressions simultaneously more often than beam search.

We confirmed that the observed fix distribution looks identical when the beam search is executed on top of a model trained with hidden size $H = 1024$, i.e., with ~4x as many trainable parameters.
(more than the parameters in the Differentiable Fixer). This confirms that the qualitatively different shape of the fixer’s distribution cannot be simply attributed to it being a larger model (i.e., having more trainable parameters).

**Distribution of Correction Locations** Finally, we investigate the hypothesis that beam search is more prone to path degeneracy, i.e. that elements of the beam tend to share long common prefixes and only differ in shorter suffixes. To this end, we analyze how far from the end of the program the first edit of a successful correction takes place. A value of 1 means that the last Expression in the top-level Concat of the initial (incorrect) prediction was modified. A value of 0 means that a new Expression was inserted, i.e., that the corrected prediction has one more Expression than the initial (incorrect) one.

The absolute numbers in Figure 5c show that the fixer performs more successful corrections at all distances from the end of the program, even though beam search is also surprisingly strong at making changes far away from the end of the program. However, strikingly, the fixer exhibits the ability to lengthen the initial (correct) prediction while beam search almost never performs a correction of this kind (see column 0).

The analysis above substantiates our claim that the differentiable fixer is able to predict qualitatively more complex corrections than beam search; we have seen that not only are multiple Expressions edited simultaneously more often, but the differentiable fixer is also much more effective in changing the overall length of the initial prediction.