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Abstract

The transfer matrix is a powerful technique that can be applied to statistical mechanics systems as, for example, in the calculus of the entropy of the ice model. One interesting way to study such systems is to map it onto a 3-color problem. In this paper, we explicitly build the transfer matrix for the 3-color problem in order to calculate the number of possible configurations for finite systems with free, periodic in one direction and toroidal boundary conditions (periodic in both directions).
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1. Introduction

The transfer matrix technique in statistical physics was introduced by Kramers and Wannier in 1941 in the context of two-dimensional ferromagnetic systems [1,2]. However, its applicability extends beyond spin models [3,4,5,6,7,8]. They are very useful not only in the description of the thermodynamics of such systems [9,10], but can also be applied to more general settings, for example in Optics [11] and Graph theory [12]. Its foundation goes back to the roots of counting problems in statistical mechanics. If in one dimension the application of the concept in order to calculate the number of configurations is straightforward, in higher dimensions the concept has its caveats. In this paper, we wish to show how one may use the transfer matrix to study counting problems of systems in lattices considering different boundary conditions.

We can think of the problem in a more general way: we have an interacting system where the objects (spins, or colors, or other objects that we can be interested) are disposed in a two-dimensional rectangular lattice. For the sake of simplicity, let us suppose a square lattice, \( L \times L \). The number of bonds between all pairs of nearest neighbor sites depends on the boundary condition of the problem. If it is free, one has \( 2L(L-1) \) bonds, if periodic in one of directions \( L(2L-1) \), and if periodic in both directions, one has \( 2L^2 \) bonds, as exemplified in Fig. 1 for \( L = 3 \).

Here, we are denoting \( \sigma_j \) by \( (\sigma_1^{(j)}, ..., \sigma_L^{(j)}) \) which is a particular configuration of \( j \)-th column. Now comes the most important question of this article: how to compute the number of possible configurations of the system for different boundary conditions. The answer depends on what we have at hand and how the interactions between the spins or other constituents are.

Let \( T(\sigma_i, \sigma_j) \) denote the number of configurations resulted from interaction between the column \( \sigma_i \) with the column \( \sigma_j \). \( T \) is the so-called transfer matrix of the two-dimensional system under analysis. If one has \( L \) columns, represented respectively by the vectors \( \sigma_1, \sigma_2, ..., \sigma_L \), and the interaction takes place only between nearest neighbors, the number of possible configurations is given by:

\[
\Omega(L) = \sum_{\sigma_1} \sum_{\sigma_2} ... \sum_{\sigma_L} T(\sigma_1, \sigma_2)T(\sigma_2, \sigma_3) ... T(\sigma_{L-1}, \sigma_L)T(\sigma_1, \sigma_L)
\]

(1)

where the sum is performed over all possible values of \( \sigma_1, ..., \sigma_L \).

This result certainly depends on how \( T(\sigma_i, \sigma_j) \) was built, i.e. whether we consider free or periodic boundary conditions. If we consider free boundary conditions, that is all interactions between successive elements along the
Figure 1: Different boundary conditions that can be considered when using the transfer matrix technique.
column are accounted for except between $\sigma_L^{(j)}$ and $\sigma_1^{(j)}$, we denote the transfer matrix by $T_{FBC}$. On the other hand, if the interaction between $\sigma_L^{(j)}$ and $\sigma_1^{(j)}$ is also included, thus we will denote the transfer matrix by $T_{PBC}$.

The question now is how to obtain the different cases depicted in Fig. 1 from $T_{FBC}$ and $T_{PBC}$. Actually, there are only three different cases since the situations of Fig. 1 (b) and Fig. 1 (c) are symmetric. For that, we will simply use the term FBC to describe the case of Fig. 1 (a), 1-PBC will be used to describe the situations that present periodic boundary condition in only one direction: Fig 1 (b) and Fig 1 (c), and finally 2-PBC describes the situation of the Fig. 1 (d), i.e., periodic boundary conditions in both directions.

For example, from $T_{FBC}$ we can obtain the counting $\Omega$ for FBC or 1-PBC and from $T_{PBC}$ we can obtain $\Omega$ for 1-PBC or 2-PBC. If we want PBC in the second direction (along the rows) we simply attribute the value 1 (d), i.e., periodic boundary conditions in both directions.

Our first case is to calculate $\Omega_{FBC}(L)$, the number of configurations with FBC. Thus using the multiplicative principle and considering the sum over all configurations and the considerations above, one has:

$$\Omega_{FBC}(L) = \sum_{\sigma_1} \sum_{\sigma_2} \ldots \sum_{\sigma_L} T_{FBC}(\sigma_1, \sigma_2) T_{FBC}(\sigma_2, \sigma_3) \ldots T_{FBC}(\sigma_{L-1}, \sigma_L)$$

$$= \sum_{\sigma_1} \sum_{\sigma_2} T_{FBC}^{L-1}(\sigma_1, \sigma_2)$$

$$= Add(T_{FBC}^{L-1}),$$

(2)

where $Add(X)$ denotes the sum of all elements of the matrix $X$.

Naturally, $\Omega_{1-PBC}(L)$ can be also calculated using $T_{FBC}$. In this case $T_{FBC}(\sigma_L, \sigma_1)$ is not set to 1 in the expression. From this we obtain the important cyclical property of the trace:

$$\Omega_{1-PBC}(L) = \sum_{\sigma_1} \sum_{\sigma_2} \ldots \sum_{\sigma_L} T_{FBC}(\sigma_1, \sigma_2) T_{FBC}(\sigma_2, \sigma_3) \ldots T_{FBC}(\sigma_{L-1}, \sigma_L) T_{FBC}(\sigma_L, \sigma_1)$$

$$= Tr(T_{FBC})$$

(3)

However, if we already have periodic boundary conditions in one direction in $(T_{PBC})$ we can also obtain $\Omega_{1-PBC}(L)$. However in this case we take $T_{PBC}(\sigma_1, \sigma_L) = 1$:

$$\Omega_{1-PBC}(L) = \sum_{\sigma_1} \sum_{\sigma_2} \ldots \sum_{\sigma_L} T_{PBC}(\sigma_1, \sigma_2) T_{PBC}(\sigma_2, \sigma_3) \ldots T_{PBC}(\sigma_{L-1}, \sigma_L)$$

$$= \sum_{\sigma_1} \sum_{\sigma_2} T_{PBC}^{L-1}(\sigma_1, \sigma_2)$$

$$= Add(T_{PBC}^{L-1}).$$

(4)

With this we can calculate $\Omega_{1-PBC}(L)$ in two different ways: using $T_{FBC}$ (Eq. 3) or $T_{PBC}$ (Eq. 4). Finally to obtain $\Omega_{2-PBC}(L)$ one has only one possibility: one starts with $T_{PBC}$ and completes it to obtain the PBC in the other direction:

$$\Omega_{2-PBC}(L) = \sum_{\sigma_1} \sum_{\sigma_2} \ldots \sum_{\sigma_L} T_{PBC}(\sigma_1, \sigma_2) T_{PBC}(\sigma_2, \sigma_3) \ldots T_{PBC}(\sigma_{L-1}, \sigma_L) T_{PBC}(\sigma_L, \sigma_1)$$

$$= Tr(T_{PBC}^L)$$

(5)

In a recent and more didactic work [13], we showed how to implicitly use the transfer matrix method to obtain the entropy of the two-dimensional ice-type model mapping the problem onto the three-color problem. However two important points were not considered in our approach:

1. The method did not explicitly explore the properties of the matrices, something which is done in detail in the present work;
2. Moreover, we present the results for the case of toroidal boundary conditions, extending Creswick’s method [14] that considers periodic boundary conditions in one direction only.

We obtain $\Omega(L)$ for different boundary conditions only by switching between equations 2, 3, 4, and 5. We also show that using periodic boundary conditions in both directions yields better estimates than previously obtained in [13]. The paper is organized as follows: for the sake of completeness we present in the next section the ice-type
model, a two-dimensional structure proposed to explain the residual entropy of ice at $T = 0$ [15]. Finally, we show how this problem can be mapped in the three-color problem.

We then present the simplest cases ($L = 1, 2,$ and $3$) and we explicitly evaluate $\Omega(L)$ for each case. In what follows, we present the results considering an efficient computer routine for cases with $L > 3$ and we estimate the entropy of the system extrapolating $L \to \infty$ for every boundary condition considered. Finally, we present some considerations and conclusions suggesting that our approach can be extended to other counting problems in Statistical Physics.

2. The ice-type model and its mapping onto the three-color problem

Ice has a tetrahedral structure with oxygen atoms occupying the vertices. Each oxygen is linked by hydrogen bonds to four other oxygen atoms. This means that if we wish to consider a two-dimensional version of this model it has to preserve the fundamental characteristics of the real structure which is the fact that each oxygen atom has four neighbours. Since each water molecule has only two hydrogen atoms, in the real structure two of these hydrogen atoms must be in the nearest equilibrium position and the two other at the larger distance. In Fig. 2 (a) we show a two dimensional representation of this ice-type model. White circles represent $O$ atoms, while black ones represent hydrogen ones.

Since each hydrogen atom can be in two distinct positions, Pauling [15] introduced an arrow to indicate whether it is near to (incoming arrow) or far from (outcoming arrow) an oxygen. The percentage of $H_3O^+$ and $OH^-$ ions are taken as zero which means that each $O$ atom (site in the lattice) must necessarily have 2 and only 2 hydrogen atoms next to it (two incoming and two outcoming arrows from a vertex). Fig. 2 (b) is the same as Fig. 2 (a) represented as arrows. From the 16 possible types of vertices, only six satisfy the so-called ‘ice rules’ (Fig. 2 (c)), introduced by Bernal and Fowler in 1933 [16] and improved by Linus Pauling [15].

On the other hand, it is very interesting to recast this problem using the language of map coloring. For that, we attribute three colors, yellow ($Y$), green($G$), and red($R$) to countries in a world represented by a two dimensional
lattice. For example a 2×2–world with 4 countries is represented in Fig. 2 (d), where \( P_1, P_2, P_3, \) and \( P_4 \) denote countries. Let us call a proper coloring of the map one where countries with a common border are colored differently while in the opposite case they could have the same color. For example \( P_1 \) must be different from \( P_2 \) and \( P_4 \), but it could have the same color as \( P_3 \). In the same Fig. 2 (d) we can observe 6 particular examples of proper colorings of a 2 × 2–world with a maximal of three colors, resulting in the six possible different arrow configurations of the six-vertex model.

We shall use a cyclical convention for the colours: \( Y \) follows \( G \), \( G \) follows \( R \), and \( R \) follows \( Y \) \((YGRYGRY\ldots)\). Every time we rotate the map clockwise with respect to a perpendicular axis going through the common vertex (black dot) of each 2 × 2–map inserted in the whole L×L–map. Starting for example from \( P_3 \), if we change from yellow to green (green to red, red to yellow) the arrow (depicted blue) in the boundary will be directed to the common point, while the changing from red to green (green to yellow, yellow to red) is represented by an orange arrow leaving the common point. This applies both for the horizontal as well as the vertical boundaries. This common point that resembles the position of oxygen atoms will always have two arrows in and two arrows out. Fig. 2 (d) shows the six possible configurations of arrows and colors on a map. Let us consider the first color configuration in that same figure.

We start in \( P_1 \) with \( Y \) and \( P_1 \) with \( G \). Going clockwise there is a blue vertical arrow pointing to the vertex. From \( P_2 \) to \( P_3 \), one has \( G \) to \( Y \) in the counter-clockwise direction, and thus there is an orange horizontal arrow off the vertex. From \( P_2 \) to \( P_3 \) there is an orange vertical arrow off the vertex, and from \( P_4 \) to \( P_1 \) there is a blue horizontal incoming arrow. Other colorings (there are another 12 different colorings in addition to the six shown in the example) in this mapping only lead to one of the possible arrow configurations depicted in this same figure.

In fact, each configuration of arrows corresponds to three possible colorings in fig. 2 (d), since there are three possible configurations of arrows and colors on a map. Let us consider the first color configuration in that same figure. We start in \( P_1 \) with \( Y \) and \( P_1 \) with \( G \). Going clockwise there is a blue vertical arrow pointing to the vertex. From \( P_2 \) to \( P_3 \), one has \( G \) to \( Y \) in the counter-clockwise direction, and thus there is an orange horizontal arrow off the vertex. From \( P_2 \) to \( P_3 \) there is an orange vertical arrow off the vertex, and from \( P_4 \) to \( P_1 \) there is a blue horizontal incoming arrow. Other colorings (there are another 12 different colorings in addition to the six shown in the example) in this mapping only lead to one of the possible arrow configurations depicted in this same figure.

In fact, each configuration of arrows corresponds to three possible colorings in fig. 2 (d), since there are three possible colors for \( P_1 \) to start with. Thus we can write

\[
\Omega_{\text{colours}}(L) = 3\Omega_{\text{six-vertex}}(L).
\]

Denoting \( L^2 = N \), we define \( \Omega_{\text{six-vertex}}(L) = W^N \) and thus the entropy of the ice-type model is given by:

\[
S = k_B \ln \Omega_{\text{six-vertex}} = N k_B \ln W
\]

The idea now is to estimate \( W \) by calculating \( \Omega_{\text{colours}}(L) \) through an extrapolation via the transfer matrix. But before doing that, we can better understand how to estimate \( \Omega_{\text{colours}}(L) \) if we look at some simple cases explicitly.

3. Some explicit examples: Pedagogical aspects

Let us show how the method works by constructing and calculating \( T_{FBC} \) and \( T_{PBC} \) for the simplest non trivial cases \( L = 2 \) and \( L = 3 \) and after. For \( L = 2 \), note that \( T_{FBC} = T_{PBC} \). We thus use simply \( T \) for the transfer matrix since we compose it by crossing states \( |\psi\rangle = |C_1 C_2 \rangle \). For a proper coloring, \( C_1 \) and \( C_2 \) must be different.

With 3 colors, of a total of 9 possible configurations only \( n_{\text{max}} = 6 \) different states are allowed. For example \( |RG\rangle \) is a possible state while \( |RR\rangle \) is not. Thus for two states \( |\varphi_1\rangle = |C^{(1)}_1 C^{(1)}_2 \rangle \) and \( |\varphi_2\rangle = |C^{(2)}_1 C^{(2)}_2 \rangle \), the scalar product \( \langle \varphi_1 | \varphi_2 \rangle = \langle \varphi_2 | \varphi_1 \rangle \) is defined by:

\[
\langle \varphi_1 | \varphi_2 \rangle = \begin{cases} 
1 & \text{if } C^{(1)}_1 \neq C^{(2)}_1 \text{ and } C^{(1)}_2 \neq C^{(2)}_2 \\
0 & \text{otherwise} 
\end{cases}
\]

We can thus explicitly write \( T(L = 2) \) as:

\[
T = \begin{pmatrix}
|YR\rangle & |RY\rangle & |GR\rangle & |RG\rangle & |YG\rangle & |GY\rangle \\
0 & 1 & 0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 1 & 0 
\end{pmatrix}
\]
In this particular case $C_{FBC} = C_{1-PBC} = C_{2-PBC}$, and therefore, $Tr(T^2) = Add(T) = 18$. Is it easy to understand this result: in a world with 4 countries ($L = 2$) and 3 colors we can paint $P_1$ and $P_3$ with same or with different colors. If they have the same color, there are 3 colors to choose and $P_2$ and $P_4$, which of course must be different from the previous ones. The number of ways is thus:

$$f_\varnothing (3) = \frac{3}{P_1 \text{ and } P_3} \times \frac{2}{P_2} \times \frac{2}{P_4} = 12$$  \hspace{1cm} (10)$$

The other possibility is to put different colors in $P_1$ and $P_3$. In this case $P_2$ and $P_4$, which must differ from the former, can only be painted in one color. Thus:

$$f_{\neq} (3) = \frac{3}{P_1 \text{ and } P_3} \times \frac{1}{P_2} \times \frac{1}{P_4} = 6$$  \hspace{1cm} (11)$$

Consequently the number of different colorings of a 2×2−world is

$$f(3) = f_\varnothing (3) + f_{\neq} (3) = 18,$$

which is exactly the number we found via matrix operations.

One may also observe that such result can be checked in two other ways, if our prescriptions are correct: a) computing $T^2(L = 2)$ and directly taking the trace of $T^2$, or, b) calculating the eigenvalues of $T$, and using the fact that $Tr(T^n) = \sum_{i=1}^{n_{\text{max}}} \lambda_i^n$. Calculating $T^2$ explicitly, one has

$$T^2 = \begin{pmatrix}
3 & 0 & 2 & 1 & 2 & 1 \\
0 & 3 & 1 & 2 & 1 & 2 \\
2 & 1 & 3 & 0 & 1 & 2 \\
1 & 2 & 0 & 3 & 2 & 1 \\
2 & 1 & 1 & 2 & 3 & 0 \\
1 & 2 & 2 & 1 & 0 & 3
\end{pmatrix}$$  \hspace{1cm} (13)$$

One may check that $Tr(T^2) = 6 \times 3 = 18$, which matches with our previous results. Calculating the eigenvalues of $T$ one has: $\lambda_1 = \lambda_2 = 0$, $\lambda_3 = 3$, $\lambda_4 = 1$, and $\lambda_5 = \lambda_6 = -2$, and $0^2 + 0^2 + 3^2 + 1^2 + (-2)^2 + (-2)^2 = 18$ as expect. The case $L = 2$ is simple and more investment is necessary to understand the method.

To better understand the procedure and check the conjectures, we must study the case $L = 3$ where we have $T_{FBC} \neq T_{PBC}$. Defining now states $|\varnothing\rangle = |C_1C_2C_3\rangle$, we have a total of 27 candidate states. Here we can consider two possibilities: $C_1$ must be different from $C_3$ (PBC) or not (FBC). In the case of $T_{FBC}$, we have $n_{\text{max}} = 12$ different possible states $|C_1C_2C_3\rangle$ since the color $C_1$ can be equal to $C_3$, and the only restriction is in the situations $C_1 \neq C_2$ and $C_2 \neq C_3$. Thus we have:

$$T_{FBC} = \begin{pmatrix}
|GYR\rangle & |GRY\rangle & |GYR\rangle & |GYR\rangle & |GRY\rangle & |GYR\rangle & |GRY\rangle & |GRY\rangle & |GRY\rangle & |GRY\rangle & |GRY\rangle & |GRY\rangle \\
|GYG\rangle & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
|GRY\rangle & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
|GGR\rangle & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
|FGR\rangle & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
|GRG\rangle & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
|FGR\rangle & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
|FGR\rangle & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
|FGR\rangle & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
|FGR\rangle & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
|FGR\rangle & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
|FGR\rangle & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
|FGR\rangle & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0
\end{pmatrix}$$  \hspace{1cm} (14)$$
Calculating $T^2_{\text{FBC}}$, one has:

$$T^2_{\text{FBC}} = \begin{pmatrix}
4 & 2 & 3 & 3 & 1 & 1 & 2 & 0 & 0 & 1 & 0 & 2 \\
2 & 4 & 3 & 3 & 0 & 2 & 0 & 1 & 1 & 0 & 2 & 1 & 4 \\
3 & 3 & 5 & 2 & 0 & 0 & 1 & 0 & 2 & 3 & 1 & 4 \\
3 & 3 & 2 & 5 & 3 & 2 & 4 & 1 & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 3 & 5 & 3 & 4 & 3 & 1 & 0 & 2 & 0 \\
1 & 0 & 0 & 2 & 3 & 4 & 3 & 3 & 0 & 1 & 2 & 0 \\
2 & 2 & 1 & 4 & 4 & 3 & 5 & 2 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 3 & 3 & 2 & 5 & 2 & 2 & 4 & 1 \\
0 & 1 & 2 & 0 & 1 & 0 & 0 & 2 & 4 & 3 & 3 & 3 \\
1 & 1 & 3 & 0 & 0 & 1 & 0 & 2 & 3 & 5 & 3 & 4 \\
0 & 0 & 1 & 0 & 2 & 2 & 1 & 4 & 3 & 3 & 5 & 2 \\
2 & 2 & 4 & 1 & 0 & 0 & 0 & 1 & 3 & 4 & 2 & 5 
\end{pmatrix}$$ (15)

So if one calculates $\text{Add}(T^2_{\text{FBC}})$, it yields the number of configurations of a $3 \times 3$–map with free boundary conditions in both directions. This results in 246. This can be checked by computing all possibilities with a simple algorithm (see for example [13]). We will check this when we find $T^3_{\text{FBC}}$. However if one wants to obtain the result with periodic boundary conditions in one direction, the only possibility is to take $\text{Tr}(T^3_{\text{FBC}})$. Evaluating $T^3_{\text{FBC}}$ explicitly, one has:

$$T^3_{\text{FBC}} = \begin{pmatrix}
2 & 1 & 4 & 3 & 8 & 10 & 6 & 14 & 8 & 11 & 14 & 7 \\
1 & 2 & 3 & 4 & 11 & 8 & 7 & 14 & 10 & 8 & 14 & 6 \\
4 & 3 & 2 & 10 & 17 & 15 & 15 & 17 & 6 & 6 & 14 & 3 \\
3 & 4 & 10 & 2 & 6 & 6 & 3 & 14 & 15 & 17 & 17 & 15 \\
8 & 11 & 17 & 6 & 2 & 1 & 3 & 5 & 13 & 16 & 9 & 18 \\
10 & 8 & 15 & 6 & 1 & 2 & 3 & 3 & 8 & 13 & 6 & 15 \\
6 & 7 & 15 & 3 & 3 & 3 & 2 & 9 & 15 & 18 & 14 & 18 \\
14 & 14 & 17 & 14 & 5 & 3 & 9 & 2 & 6 & 9 & 3 & 14 \\
8 & 10 & 6 & 15 & 13 & 8 & 15 & 6 & 2 & 1 & 3 & 3 \\
11 & 8 & 6 & 17 & 16 & 13 & 18 & 9 & 1 & 2 & 5 & 3 \\
14 & 14 & 14 & 17 & 9 & 6 & 14 & 3 & 3 & 5 & 2 & 9 \\
7 & 6 & 3 & 15 & 18 & 15 & 18 & 14 & 3 & 3 & 9 & 2 
\end{pmatrix}$$ (16)

Summing the diagonal elements gives 24 ways. The eigenvalues of $T_{\text{FBC}}$ yield the same result: numerically, up to 15 significant figures, they are: $\lambda_1 = 4.561552812808830$, $\lambda_2 = -3.441243562373095$, and $\lambda_3 = -3.441243562373093$. The last two values are probably the same eigenvalue with multiplicity 2, since there is agreement in 14 digits. One has further $\lambda_4 = 1.99999999999998$, which probably is 2, $\lambda_5 = 1.000000000000000$, $\lambda_6 = \lambda_7 = 1.000000000000000$. Finally $\lambda_8 = \lambda_9 = -1.000000000000000$, $\lambda_{10} = -5.857864376269052 \times 10^{-1}$, $\lambda_{11} = -5.857864376269045 \times 10^{-1}$ (probably, again, multiple eigenvalues), and $\lambda_{12} = 4.384471871911689 \times 10^{-1}$.

From these results follow $\sum_{i=1}^{12} \lambda_i^3 = 24.000000000000035$, which says that we have 24 ways to paint a world with 9 countries (3 × 3–lattice) with periodic boundary condition in only one direction (within the numerical precision stated above).

Now let us obtain $T_{\text{PBC}}$. This matrix can be obtained from $T_{\text{FBC}}$ by excluding the columns and rows whose states have $C_1 = C_3$, which reduces the problem to a matrix of dimension $n_{\max} = 6$.

$$T_{\text{PBC}} = \begin{pmatrix}
\langle GY \rangle & \langle RY \rangle & \langle GY \rangle & \langle YRG \rangle & \langle YGR \rangle & \langle RGY \rangle \\
\langle GY \rangle & 0 & 0 & 0 & 1 & 0 & 1 \\
\langle RY \rangle & 0 & 0 & 1 & 0 & 1 & 0 \\
\langle GY \rangle & 0 & 1 & 0 & 1 & 0 & 0 \\
\langle YRG \rangle & 1 & 0 & 0 & 0 & 0 & 1 \\
\langle YGR \rangle & 0 & 1 & 1 & 0 & 0 & 0 \\
\langle RGY \rangle & 1 & 0 & 0 & 1 & 0 & 0 
\end{pmatrix}$$ (17)
First, we can test if we can obtain the result for periodic boundary conditions in one direction. We need to calculate:

\[
T_{PBC}^2 = \begin{pmatrix}
2 & 0 & 1 & 1 & 0 & 1 \\
0 & 2 & 1 & 0 & 1 & 0 \\
0 & 1 & 2 & 0 & 1 & 0 \\
1 & 0 & 0 & 2 & 0 & 1 \\
0 & 1 & 1 & 0 & 2 & 0 \\
1 & 0 & 0 & 1 & 0 & 2 \\
\end{pmatrix}
\]  

from which we obtain \(Add(T_{PBC}^2) = 24\) exactly as we expect. But, what if one wants the number of possibilities with periodic boundary conditions in both directions? The eigenvalues of \(T_{PBC}\) can in this case be calculated exactly (numerically if needed) and their values are: 

\[
\lambda_1 = \sqrt{2} + 1, \lambda_2 = 1 - \sqrt{2}, \lambda_3 = \sqrt{3}, \lambda_4 = -\sqrt{3}, \lambda_5 = \lambda_6 = -1.
\]

Therefore \(\sum_{i=1}^{6} \lambda_i = (\sqrt{2} + 1)^3 - (\sqrt{2} - 1)^3 - 2 = 12\).

In case one does not want to calculate eigenvalues, one may again take the power \(T_{PBC}^3\) and the trace:

\[
T_{PBC}^3 = \begin{pmatrix}
2 & 1 & 1 & 3 & 1 & 4 \\
1 & 2 & 4 & 1 & 3 & 1 \\
1 & 4 & 2 & 1 & 4 & 5 \\
3 & 1 & 1 & 2 & 1 & 4 \\
1 & 3 & 4 & 1 & 2 & 1 \\
4 & 1 & 5 & 4 & 1 & 2 \\
\end{pmatrix}
\]

which yields \(Tr(T_{PBC}^3) = 12\), thus corroborating the previous result. The problem, in this particular case, can be understood as a 3 \(\times\) 3 – sudoku. We can count these 12 possibilities that respect PBC in both directions. The simplest way to perform such counting by hand is to fix the first color in the first country and to analyze all possibilities for each choice. For each choice there are only 4 possibilities, since we can choose the first country in 3 different ways, which yields a total of 12 as represented in Eq. 20.

\[
\begin{array}{cccc}
R & G & Y & R \\
G & Y & R & G \\
R & G & Y & R \\
Y & R & G & Y \\
Y & R & G & Y \\
Y & R & G & Y \\
\end{array}
\]

Since we analyzed the simplest cases by making explicit the matrices and showing how the method works, we are prepared to numerically study the problem and perform an extrapolation \(N \to \infty\).

4. Numerical results and finite-size effects via an efficient computational method.

Our task begins by building the matrices \(T_{FBC}\) and \(T_{PBC}\), and find \(n_{\text{max}}\) (the number of states) as a function of \(L\). But as we have seen previously, this is not a difficult task: for example \(n_{\text{max}}\) for FBC is exactly the number of ways of painting a unidimensional world with \(L\) countries without periodic boundary conditions with three colors. This is equivalent to paint a strip since \(P_1\) is not a neighbor of \(P_L\) (Fig. 3-a). On the other hand, for PBC \(P_1\) is a neighbor of \(P_L\), and this amounts to painting the circular sectors of a "pizza" as shown in Fig. 3-b.
We can think for example the case where \( P \) is a situation where two sectors merge into one and the same sector. Thus, for each coloring of the pizza with \( L \) countries we have \( n_{\text{max}}^{\text{PBC}}(L) = 3 \times 2^{L-1} \). However the second situation is more complicated. Let us denote this number by \( n_{\text{max}}^{\text{PBC}}(L) \).

We can think for example the case where \( P_1 \) and \( P_3 \) have the same color or different ones. In the first case, we have a situation where two sectors merge into one and the same sector. Thus, for each coloring of the pizza with \( L \) sectors composed by the sector originated from the fusion of \( P_1 \) with \( P_3 \) and all the remaining \( L - 3 \) sectors (except \( P_2 \)), one has 2 ways to paint the sector \( P_2 \) which can have neither the same color of \( P_1 \) nor that of \( P_3 \). On the other hand if \( P_1 \) necessarily has a color different from \( P_3 \), there is only one way to color \( P_2 \). In this case we have to paint the pizza with \( L - 1 \) sectors (all except \( P_2 \)). Both situations are independent and we can write a simple recurrence relation: \( n_{\text{max}}^{\text{PBC}}(L) = 2 \times n_{\text{max}}^{\text{PBC}}(L-2) + n_{\text{max}}^{\text{PBC}}(L-1) \).

Our task now is to build \( T_{\text{FBC}} \) and \( T_{\text{PBC}} \). We know the number of all states, and each state is built in the following way:

\[
|\phi\rangle_{\text{FBC}} = |C_1C_2\ldots C_L|\delta_{C_iC_{i+1}} = 0, \text{ for all } i = 1\ldots L - 1 \quad \text{(21)}
\]

or

\[
|\phi\rangle_{\text{PBC}} = |C_1C_2\ldots C_L|\delta_{C_iC_{i+1}} = 0, \text{ for all } i = 1\ldots L, \text{ and } C_{L+1} = C_1 \quad \text{(22)}
\]

To each of the allowed states \( |\phi(j)\rangle \), \( j = 1,\ldots,n_{\text{max}} \) a number \( n(j) = \sum_{i=0}^{L-1} C_i^{(j)} 4^i \) is associated, with \( C_i^{(j)} = 0, 1, 2 \) where we made the association \( Y \to 0, G \to 1, \text{ and } R \to 2 \). So to determine the matrix \( T(j,j') = \langle \phi(j)|\phi(j')\rangle \), we can use two interesting operators: the first one is the exclusive-OR operator ( IEOR(\( i_1, i_2 \)) in Fortran) which returns the bitwise Boolean exclusive-OR of integer \( i_1 \) and \( i_2 \), that is if bits are the same, the result is 0. If not, it returns the result 1. For example if \( i_1 = (1001)_2 \) and \( i_2 = (1111)_2 \), one has IEOR(\( i_1, i_2 \)) = (0110)_2. The second is an operator that returns a logical true if the bit at \( p \) in \( q \) is set, and the counting of the bits starts at 0. In FORTRAN, the operator has a syntax: BTEST(\( q, p \)). For example the IEOR(\( n(j), n(j') \)) makes the exclusive OR operation “bit by bit” of the

![Figure 3: Determination of the number of allowed states (\( n_{\text{max}} \)) for obtaining \( T_{\text{FBC}} \) and \( T_{\text{PBC}} \).](image)
two binaries \(n(j)\) and \(n(j')\).

The result gives a binary sequence of \(2L\) bits. Taking bits by pairs, i.e., the first and the second, third and the fourth, and so on, if one or more of these pairs is 00, it implies that some neighboring countries share the same color. This can be performed by executing the operation \(\text{BTEST}(\text{IEOR}(n(j), n(j')), k)\) to check if bit \(k\) is 0 or 1. Thus we can write that:

\[
T(j, j') = \begin{cases} 
1 & \text{if } \prod_{k=1}^{2L-1} [\text{BTEST}(\text{IEOR}(n(j), n(j')), k) + \text{BTEST}(\text{IEOR}(n(j), n(j')), k+1)] \neq 0 \\
0 & \text{otherwise}
\end{cases}
\]  

(23)

Let us consider a particular case with \(L = 3\). For example \(|\varphi(j)\rangle = |C(j)C(j)C(j)\rangle = |101\rangle = 1 \times 4^0 + 0 \times 4^1 + 1 \times 4^2 = 17\), \(1 \times 2^0 + 0 \times 2^1 + 0 \times 2^2 + 0 \times 2^3 + 1 \times 2^4 + 0 \times 2^5 = (100010)\) and \(|\varphi(j')\rangle = |C(j)C(j)C(j)\rangle = |120\rangle = 1 \times 4^0 + 2 \times 4^1 + 0 \times 4^2 = 9\). This binary representation we can consider that 00 corresponds to \(Y\), 01 corresponds to \(G\), and finally 10 corresponds to \(R\). So the result IEOR\((n(j), n(j'))=\text{IEOR}(17, 9)\) can explicitly calculated as:

\[
\begin{array}{c|cccc|c}
17 & 1 & 0 & 0 & 0 & 1 & 0 \\
9  & 1 & 0 & 0 & 1 & 0 & 0 \\
\end{array}
\]

(24)

and one has that BTEST(IEOR\((n(j), n(j')), l) = 0\) and BTEST(IEOR\((n(j), n(j')), l) = 0\) and thus \(T(j, j') = 0\) according Eq. 23.

Since we understand how to computationally build the matrices, we can show our main results. We performed numerical experiments computing values using both methods for a double-check: by directly calculating and then by computing the eigenvalues.

Tables 1 and 2 show the results for \(T_{FBC}\) and \(T_{PBC}\) respectively. We can observe as expected that the fourth (or fifty) column in Table 1 leads to the same result represented in the third column of Table 2. The fifth column in Table 1 is just used as a cross-check of the fourth column, exactly as in Table 2.

But what does these results mean? To see that we can estimate from the results obtained from the tables the quantity:

\[
W = (\frac{1}{3} \Omega)^{1/N}
\]

(25)

which essentially is the exponential of the entropy per particle divided by the Boltzmann constant. We will now perform an extrapolation \(\lim_{N \to \infty} W = W_{\infty}\). In the next subsection, we will present an ingenious method to do such an extrapolation by the use of successive polynomial fits. Finally in subsection 4.2 we apply a more precise technique
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model which gives really good estimates and mainly it does not require a separation of the data in odd and even branches.

The rows in table 3 show the extrapolated value for each case. We can observe that periodic boundary conditions

are not exactly the number depend on the boundary conditions. Thus it is important to go beyond that, by studying the cases 1-PBC and 2-PBC.

First let us analyze the extrapolation $W \times N^{-1}$ for FBC which can be seen in Fig. 4. Different polynomial fits were performed to obtain an extrapolation $\lim_{N \to \infty} W = W_{\infty}$. Line 2 of table 3 shows that the higher the polynomial degree $n$ the better the extrapolated value $W_n$, since the exact value for $W_\infty$ is $W_{\text{Lieb}} = 1.5396007\ldots$ (see ref. [5]). For FBC the results are not so good since the best result is $W_n = 1.572 \pm 0.032$ (we are keeping the number of digits for trustworthiness). It is important to observe that we are using

the simplest case for elaborating the plots, that is $L = 1$ and $\Omega = 3$. In which case it is trivial to see that it does not

depend on the boundary conditions. Thus it is important to go beyond that, by studying the cases 1-PBC and 2-PBC.

We generated plots of $W \times 1/N$ for 1-PBC, as depicted in Fig. 5(a) and for 2-PBC, as depicted in Fig. 5(b). It is interesting to observe that in the case of PBC, an alternating convergence is observed. Just for the sake of comparison, in Fig. 5(c) we observe that the highest eigenvalue of $T_{\text{PBC}}$ increases and oscillates while $T_{\text{PBC}}$ does not present this oscillation between odd and even values of $L$, showing that the highest eigenvalue seems to reflect the behavior observed in $W \times 1/N$ in Figs. 4 and 5(a) and (b).

Once we observed this oscillatory behavior in the convergence for PBC between odd and even values of $L$, we separate the extrapolation in two branches: odd and even. Figs. 6(a), (b), (c), and (d) show the polynomial fits for each case considered/studied.

The rows in table 4 show the extrapolated value for each case. We can observe that periodic boundary conditions in both directions lead to a match with the exact result up to the fourth digit. Our results with transfer-matrix leads to results better than we alternatively found in [13], however it is necessary to separate the extrapolation in different branches. Such extrapolation can be obtained by using a method really precise when compared with successive polynomial extrapolations with higher degrees. In the following, we present the BST method by applying in our model which gives really good estimates and mainly it does not require a separation of the data in odd and even branches.

| $L$ | $n_{\text{max}}^{(\text{FBC})}$ | $\text{Add}(T_{\text{PBC}}^{L-1})$ | $\text{Tr}(T_{\text{PBC}}^L)$ | $\sum_{i=1}^{n_{\text{max}}} (\lambda_{\text{PBC}}^{(i)})^L$ | $\lambda_{\text{PBC}}^{(\text{max})}$ |
|-----|-----------------|----------------|----------------|-----------------|-----------------|
| 2   | 6               | 18             | 18             | 18              | 3               |
| 3   | 6               | 24             | 12             | 11.99999999999999999 | 2.00000000000000000 |
| 4   | 18              | 4626           | 2970           | 2970.000000000001000 | 6.372281323269014 |
| 5   | 30              | 38880          | 7560           | 7559.999999999995000 | 5.999999999999998 |
| 6   | 66              | 3.7284186 - 10^7 | 1.6448 - 10^7 | 1.644839999999986 - 10^7 | 14.506431494048050 |
| 7   | 126             | 1.866476032 - 10^9 | 1.9900062 - 10^8 | 1.990006199999976 - 10^8 | 15.7833418763929290 |
| 8   | 258             | 9.52764436194 - 10^{12} | 2.901094068042 - 10^{12} | 2.901094068041933 - 10^{12} | 33.646786957721970 |
| 9   | 510             | 2.82526002442752 - 10^{15} | 1.825277062836360 - 10^{14} | 1.825277062836212 - 10^{14} | 39.65056601203250 |
| 10  | 1026            | 7.704801938642287 - 10^{19} | 1.617804974086848 - 10^{19} | 1.61780497408630 - 10^{19} | 78.818864591827550 |

Table 2: Results from $T_{\text{PBC}}$

Table 3: Values of $W$ for the different cases: FBC, 1-PBC, and 2-PBC. We also separate the results in even and odd branch to perform better extrapolations the corresponding uncertainties for $n = 1, 2,$ and $3$ are due to uncertainty in the intercept after the polynomial extrapolation. The estimates for $n = 4$ exactly appears with error bars since we used the difference between the extrapolated value and the exact value $(4/3)^{3/2}$.

4.1. Polynomial Extrapolation

It is important to mention that for this case the uncertainty in the intercept cannot be estimated since the number of points is exactly the number parameters in the interpolation due to Bulirsch and Stoer [17] and later applied to Statistical Mechanics [18].
Figure 4: $W \times 1/N$ for FBC. We perform fits with polynomials of degree 1, 2, 3, and 4.
Figure 5: $W \times 1/N$ for 1-PBC (a) and 2-PBC (b). It is interesting to observe that in the case of the PBC, an alternating convergence is observed. In the plot (c), we observe that the highest eigenvalue of $T_{PBC}$ grows up oscillating while $T_{FBC}$ does not present this oscillation between odd and even $L$ values.
Figure 6: Extrapolation of $W \times 1/N$ for 1-PBC and 2-PBC. (a) Even branch of 1-PBC, (b) Odd branch of 1-PBC, (c) Even branch of 2-PBC, and (d) Odd branch of 2-PBC.
4.2. Refined extrapolation: The Bulirsch-Stoer (BST) method

By assuming that $W$ is given by the expansion:

$$ W = W_\infty + a_1 L + a_2 L^2 + \ldots $$

where $h_L = \frac{1}{L}$, with $L = 1, 2, 3, \ldots$, one get $W \to W_\infty$ in the limit $L \to \infty$. The BST method considers a sequence of extrapolants $[18]$, which in our case can be given by:

$$ W_{n,m} = W_{n+1,m-1} + \begin{pmatrix} \omega^m \cdot \left( \frac{W_{n+1,m-1} - W_{n,m-1}}{W_{n+1,m-1} - W_{n,m-2}} \right) \end{pmatrix} - 1 $$

(26)

where $\omega$ is a free parameter.

Considering that one has the values of $W$ for $L = 1, 2, \ldots, L_{\text{max}}$, represented by $W_{0,0}, W_{1,0}, W_{2,0}, \ldots, W_{L_{\text{max}}-1,0}$, from Eq. (26) one obtains the subsequent values. However such extrapolation are based on a binary tree, according to the table of extrapolants:

| $W_{0,0}$ | $W_{0,1}$ | $W_{0,2}$ |
|-----------|-----------|-----------|
| $W_{1,0}$ | $W_{1,1}$ |           |
| $W_{2,0}$ | $\vdots$  | $\ddots$ |
| $W_{L_{\text{max}}-2,0}$ | $W_{L_{\text{max}}-3,2}$ |
| $W_{L_{\text{max}}-1,0}$ |

where with $W_{0,0}$ and $W_{1,0}$, one obtains $W_{0,1}$, with $W_{1,0}$ and $W_{2,0}$, one obtains $W_{1,1}$, and so successively. The same rule is used to obtain the subsequent generations until one obtains $W_{0,L-1}$ which is the best approximant to $W_\infty$, the root of the binary tree. This is computationally performed by considering that for each $m = 1, \ldots, L_{\text{max}} - 1$, $n$ goes from 0 to $L - 1 - m$.

In order to determine the suitable $\omega_{\text{opt}}$ we can take $\omega$ ranging from an $\omega_{\text{min}}$ until $\omega_{\text{max}}$, with a resolution $\Delta \omega$, to find the best $W_{0,L_{\text{max}}-1} = W_{\text{opt}}$ such that $\xi = |W_{0,L_{\text{max}}-1} - W_\infty|$ be minimized since we know $W_\infty = (4/3)^3/2$.

Fig. 7 shows a plot of $\xi$ versus $\omega$ considering $\omega_{\text{min}} = 0$ and $\omega_{\text{max}} = 8$, with $\Delta \omega = 8.10^{-4}$. For FBC (Fig. 7(a)) and 2-PBC (Fig. 7(c)) we found respectively $\omega_{\text{opt}} = 0.5096$ and $\omega_{\text{opt}} = 3.0664$, which yields $W_{\text{opt}}(\text{FBC}) = 1.539602 \pm 0.0000002$ and $W_{\text{opt}}(2\text{-PBC}) = 1.53960073 \pm 0.00000001$ respectively. By illustration, it is interesting to show the sequence of iterations in the bynary tree as represented by Eq. (27). For FBC one has the BST approximants represented in a binary tree in Table 4.

Similarly for the 2-PBC case, the sequence of iterations is represented in table 5.

We considered the 1-PBC as a separate case, since its convergence was more delicate and thus $L = 10$ was not enough to obtain good estimates via BST method. Based on this point, we extended our initial values considering $L = 15$. In this case we really obtained good results as shown in Fig 7(b), which gives $\omega_{\text{opt}}(1\text{-PBC}) = 2.1996$, resulting in $W_{\text{opt}}(1\text{-PBC}) = 1.53960063 \pm 0.00000008$ which supplies a much better estimate when compared with the linear fit performed in [13].

We summarized our main results from BST in Table 6.
Figure 7: $\xi = |W_{opt} - W_{\infty}|$ as function of $\omega$ for FBC, 1-PBC, and 2-PBC

Table 4: BST approximants for FBC with $L = 1, 2, ..., 10$
one has to be careful: if one considers a not so large lattice size for example, using a processor Intel(R) Core(TM) i7-8565U CPU @ 1.80GHz-1.99 GHz with IMSL Numerical Libraries, simple and interesting extrapolation method as BST works since our task is to deal with \( 8 \times 12 \times 10 \) one needs a few seconds while for \( \approx \frac{5}{2} \) min, something near \( \approx \frac{17}{2} \) hours which is still feasible but it starts to become “indigestible”

Without periodic boundary conditions in both directions, one can use an implicit method where one does not need to explicitly build the matrix (see [13]). This method is highly efficient but it only works (to the best of our knowledge) for free and periodic boundary conditions in one direction.

5. Conclusions

This work extends the numerical transfer matrix method proposed by Creswick [14] to contemplate the case of toroidal boundary conditions. The problem we deal with is the three-color one, which in turn is equivalent to the six-vertex model proposed by Pauling to explain the residual entropy of ice at \( T = 0 \). Our results (see table 6) agree very well with the exact result obtained by Lieb [4, 5] for square lattices \( W_{\text{Lieb}} = \left(\frac{4}{3}\right)^{3/2} \approx 1.5396007 \) by solving exactly the six-vertex model, or by Baxter [6] when mapping the problem in a hard-square lattice gas, or even by

| \( n \) | \( W_{\text{opt}} \) |
|---|---|
| 1 | 1.539600700 |
| 2 | 1.539602100 |
| 3 | 1.539600730 |
| 4 | 1.539600763 |
| 5 | 1.539600788 |
| 6 | 1.539600812 |
| 7 | 1.539600837 |
| 8 | 1.539600862 |
| 9 | 1.539600887 |

5. Conclusions

This work extends the numerical transfer matrix method proposed by Creswick [14] to contemplate the case of toroidal boundary conditions. The problem we deal with is the three-color one, which in turn is equivalent to the six-vertex model proposed by Pauling to explain the residual entropy of ice at \( T = 0 \). Our results (see table 6) agree very well with the exact result obtained by Lieb [4, 5] for square lattices \( W_{\text{Lieb}} = (4/3)^{3/2} \approx 1.5396007 \) by solving exactly the six-vertex model, or by Baxter [6] when mapping the problem in a hard-square lattice gas, or even by
Biggs [19] when obtaining the chromatic polynomial for a finite toroidal square lattice graph exactly for three colors. No wonder all results are obtained in the thermodynamic limit and 3 colors is also very important since the number of ways to properly paint a square lattice graph with $x$ colors, $\phi(x)$, satisfies the inequality in the thermodynamic limit [19]:

$$\frac{1}{2}(x - 2 + \sqrt{x^2 - 4x + 8}) \geq \phi(x) \geq \frac{x^2 - 3x + 3}{x - 1}$$

and for $x = 3$, the both sides of this inequality assume the same value: $\phi(3) = (4/3)^{3/2} = W_{Lieb}$. We differently worked with finite systems and with a subsequent extrapolation which leads to this same value, suggesting that our method could be extended for other models in statistical mechanics, where the thermodynamic limit is not known.

Finally, we also show how to obtain the results for periodic boundary conditions in only one direction from a matrix constructed with free boundary conditions and we also show how to obtain toroidal boundary conditions from a matrix previously constructed with periodic boundary conditions in one direction, which shows the flexibility of our approach. It is important to mention that our result for $W$ is essentially the same for all boundary conditions and the uncertainties in table 6 show the numerical precision that such approaches may have.
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