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Abstract

Unsupervised domain adaptation (DA) methods have focused on achieving maximal performance through aligning features from source and target domains without using labeled data in the target domain. Whereas, in the real-world scenario’s it might be feasible to get labels for a small proportion of target data. In these scenarios, it is important to select maximally-informative samples to label and find an effective way to combine them with the existing knowledge from source data. Towards achieving this, we propose S$^3$VAADA which i) introduces a novel submodular criterion to select a maximally informative subset to label and ii) enhances a cluster-based DA procedure through novel improvements to effectively utilize all the available data for improving generalization on target. Our approach consistently outperforms the competing state-of-the-art approaches on datasets with varying degrees of domain shifts.

The project page with additional details is available here: https://sites.google.com/iisc.ac.in/s3vaada-iccv2021/.

1. Introduction

Deep Neural Networks have shown significant advances in image classification tasks by utilizing large amounts of labeled data. Despite their impressive performance, these networks produce spurious predictions hence suffer from performance degradation when used on images that come from a different domain [31] (e.g., model trained on synthetic data (source domain) being used on real-world data (target domain)). Unsupervised Domain Adaptation (DA) [11, 21, 6, 33, 17, 18] approaches aim to utilize the labeled data from source domain along with the unlabeled data from the target domain to improve the model’s generalization on the target domain. However, it has been observed that the performance of Unsupervised DA models often falls short in comparison to the supervised methods [42], which leads to their reduced usage for performance critical applications. In such cases, it might be possible to label some of the target data to improve the performance of the model.

In such a case, the dilemma is, “Which samples from the target dataset should be selected for labeling?”. Active Learning (AL) [8, 37] approaches aim to provide techniques to select the maximally informative set for labeling, which is then used for training the model. However, these approaches do not effectively use the unlabeled data and labeled data present in various domains. This objective contrasts with Unsupervised DA objective that aims to use the unlabeled target data effectively. In practice, it has been found that just naively using AL and fine-tuning offers suboptimal performance in presence of domain shift [40].

Another question that follows sample selection (or sampling) is, “How to effectively use all the data available to improve model performance?”. Unsupervised DA approaches based on the idea of learning invariant features for both the source and target domain have been known to be ineffective in increasing performance when additional labeled data is present in target domain [32]. Semi-Supervised DA
Figure 2. Overview of Submodular Subset Selection for Virtual Adversarial Active Adaptation ($S^3$VAADA). Step 1: We select a subset of samples which are uncertain (i.e., prediction can change with small perturbation), diverse and representative in feature space (see Fig. 3 for details). Step 2: The labeled samples and the unlabeled samples are used by proposed VAADA adaptation procedure to obtain the final model. The above two steps are iteratively followed selecting $B$ samples in each cycle, till the annotation budget is exhausted.

(SSDA) [32, 20] methods have been developed to mitigate the above issue, but we find their performance plateau’s as additional data is added (Sec. 5.4). This is likely due to the assumption in SSDA of only having a small amount of labeled data per-class (i.e., few shot) in target domain which is restrictive.

The Active Domain Adaptation (Active DA) paradigm introduced by Rai et al. [30] aims to first effectively select the informative-samples, which are then used by a complementary DA procedure for improving model performance on target domain. The state-of-the-art work of AADA [40] aim to select samples with high value of $p_{\text{target}}(x)/p_{\text{source}}(x)$ from domain discriminator, multiplied by the entropy of classifier which is used by DANN [11] for adaptation. As the AADA criterion is a point-estimate, it is unaware of other selected samples; hence the samples selected can be redundant, as shown in Fig. 1.

In this work, we introduce Submodular Subset Selection for Virtual Adversarial Active Domain Adaptation ($S^3$VAADA) which proposes a set-based informative criterion that provides scores for each of the subset of samples rather than a point-based estimate for each sample. As the information criteria is aware of other samples in the subset, it tends to avoid redundancy. Hence, it is able to select diverse and uncertain samples (shown in Fig. 1). Our subset criterion is based on the cluster assumption, which has shown to be widely effective in DA [9, 19]. The subset criterion is composed of a novel uncertainty score (Virtual Adversarial Pairwise (VAP)) which is based on the idea of the sensitivity of model to small adversarial perturbations. This is combined with a distance based metrics such that the criterion is submodular (defined in Sec. 3.1). The submodularity of the criterion allows usage of an efficient algorithm [24] to obtain the optimal subset of samples. After obtaining the labeled data, we use a cluster based domain adaptation scheme based on VADA [38]. Although VADA, when naively used is not able to effectively make use of the additional target labeled data [34], we mitigate this via two modifications (Sec. 4.2) which form our Virtual Active Adversarial Domain Adaptation (VAADA) procedure.

In summary, our contributions are:

- We propose a novel set-based information criterion which is aware of other samples in the set and aims to select uncertain, diverse and representative samples.
- For effective utilization of the selected samples, we propose a complementary DA procedure of VAADA which enhances VADA’s suitability for active DA.
- Our method demonstrates state-of-the-art active DA results on diverse domain adaptation benchmarks of Office-31, Office-Home and VisDA-18.

2. Related Work

Domain Adaptation: One of the central ideas in DA is minimizing the discrepancy in two domains by aligning them in feature space. DANN [11] achieves this by using domain classifier which is trained through an adversarial min-max objective to align the features of source and target domain. MCD [34] tries to minimize the discrepancy by making use of two classifiers trained in an adversarial fashion for aligning the features in two domains. The idea of semi-supervised domain adaptation by using a fraction of labeled data is also introduced in MME [32] approach, which induces the feature invariance by a MinMax Entropy objective. Another set of approaches uses the cluster assumption to cluster the samples of the target domain and source domain. In our work, we use ideas from VADA (Virtual Adversarial Domain Adaptation) [38] to enforce cluster assumption.
Active Learning (AL): The traditional AL methods are iterative schemes which obtain labels (from oracle or experts) for a set of informative data samples. The newly labeled samples are then added to the pool of existing labeled data and the model is trained again on the labeled data. The proposed techniques can be divided into two classes: 1) Uncertainty Based Methods: In this case, model uncertainty about a particular sample is measured by specific criterion like entropy [45] etc. 2) Diversity or Coverage Based Methods: These methods focus on selecting a diverse set of points to label in order to improve the overall performance of the model. One of the popular methods, in this case, is Core-Set [35] which selects samples to maximize the coverage in feature space. However, recent approaches like BADGE [1] which use a combination of uncertainty and diversity, achieve state-of-the-art performance. A few task-agnostic active learning methods [39, 49] have also been proposed.

Active Domain Adaptation: The first attempt for active domain adaptation was made by Rai et al. [30], who use linear classifier based criteria to select samples to label for sentiment analysis. Chattopadhyay et al. [5] proposed a method to perform domain adaptation and active learning by solving a single convex optimization problem. AADA (Active Adversarial Domain Adaptation) [30] for image based DA is a method which proposes a hybrid informativeness criterion based on the output of classifier and domain discriminator used in DANN. The criterion used in AADA for selecting a batch used is a point estimate, which might lead to redundant sample selection. We introduce a set-based informativeness criterion to select samples to be labeled. CLUE [29] is a recent concurrent work which selects samples through uncertainty-weighted clustering for Active DA.

3. Background
3.1. Definitions and Notations

Definitions: We first define a set function \( f(S) \) for which input is a set \( S \). A submodular function is a set function \( f : 2^\Omega \rightarrow \mathbb{R} \), where \( 2^\Omega \) is the power set of set \( \Omega \) which contains all elements. The submodular functions are characterized by the property of diminishing returns i.e., addition of a new element to smaller set must produce a larger increase in \( f \) in comparison to addition to a larger set. This is mathematically stated as for every \( S_1, S_2 \subseteq \Omega \) having \( S_1 \subseteq S_2 \) then for every \( x \in \Omega \setminus S_2 \) the following property holds:

\[
 f(S_1 \cup \{x\}) - f(S_1) \geq f(S_2 \cup \{x\}) - f(S_2)
\]  

(1)

This property is known as the diminishing returns property.

Notations Used: In the subsequent sections we use \( h_\theta(x) \) as softmax output of the classifier, \( h_\theta(x) \) is a composition of \( f_\theta \circ g_\theta(x) \) where, \( g_\theta(x) \) is the function that maps input to embedding and \( f_\theta \) does final classification. The domain discriminator is a network \( D_\phi(g_\theta(x)) \) which classifies the sample into source and target domain which adversarially aligns the domains. We use \( D \) for combined data from both domains and use symbols of \( D_s \) and \( D_t \) for labeled data from source and target domain respectively. \( D_u \) denotes the unlabeled target data. In active DA, we define budget \( B \) as number of target samples selected from \( D_u \) and added to \( D_t \) in each cycle.

Active Domain Adaptation: In each cycle, we first perform DA using \( D_s \) and \( D_t \) as the source and \( D_u \) as the target. Active Learning techniques are then utilized to select \( B \) most informative samples from \( D_u \), which is then added to \( D_t \). This is performed for \( C \) cycles.

3.2. Cluster Assumption

Cluster assumption states that the decision boundaries should not lie in high density regions of data samples, which is a prime motivation for our approach. For enforcing cluster assumption we make use of two additional objectives from VADA [38] method. The first objective is the minimization of conditional entropy on the unlabeled target data \( D_u \). This is enforced by using the following loss function:

\[
 L_c(\theta; D_u) = -\mathbb{E}_{x \sim D_u} [h_\theta(x)^T \ln h_\theta(x)]
\]  

(2)

The above objective ensures the formation of clusters of target samples, as it enforces high-confidence for classification on target data. However due to large capacity of neural networks, the classification function learnt can be locally non Lipschitz which can allow for large change in function value with small change in input. This leads to unreliable estimates of the conditional entropy loss \( L_c \). For enforcing the local Lipschitzness we use the second objective, which was originally proposed in Virtual Adversarial Training (VAT) [22]. It ensures smoothness in the \( \epsilon \) norm ball enclosing the samples. The VAT objective is given below:

\[
 L_v(\theta; D) = \mathbb{E}_{x \sim D} [\max_{||r|| \leq \epsilon} D_{KL}(h_\theta(x)||h_\theta(x + r))]
\]  

(3)

4. Proposed Method

In Active Domain Adaptation, there are two distinct steps i.e., sample selection (i.e. sampling) followed by Domain Adaptation which we describe below:

4.1. Submodular Subset Selection

4.1.1. Virtual Adversarial Pairwise (VAP) Score

In our model architecture, we only use a linear classifier and a softmax over domain invariant features \( f_\theta(x) \) for classification. Due to the linear nature, we draw inspiration from
2. For V AP score to be meaningful we assume that cluster correspondence to diversity in the output of different perturbations. The approach is pictorially depicted on the right side in Fig. 2. For V AP score to be meaningful we assume that cluster assumption holds and the function is smooth, which makes VAADA a complementary DA approach to our method.

4.1.2 Diversity Score
Just using VAP score for sampling can suffer from the issue of multiple similar samples being selected from the same cluster. For selecting the diverse samples in our set $S$ we propose to use the following diversity score for sample $x_i$ which is not present in $S$.

$$d(S, x_i) = \min_{x \in S} D(x, x_i)$$

where $D$ is a function of divergence. In our case we use the KL Divergence function:

$$D(x_j, x_i) = D_{KL}(h_\theta(x_j)||h_\theta(x_i))$$

4.1.3 Representativeness Score
The combination of above two scores can ensure that the diverse and uncertain samples are selected. But this could still lead to selection of outliers as they can also be uncertain and diversely placed in feature space. For mitigating this we use a term based on facility location problem [47] which ensures that selected samples are placed such that they are representative of unlabeled set. The score is mathematically defined as:

$$R(S, x_i) = \sum_{x_k \in D_u} \max(0, s_{ki} - \max_{x_j \in S} s_{kj})$$

The $s_{ij}$ corresponds to the similarity between sample $x_i$ and $x_j$. We use the similarity function $-\ln(1 - BC(h_\theta(x_i), h_\theta(x_j))$ where $BC(p, q)$ is the Bhattacharya coefficient [2] defined as $\sum_k \sqrt{p_k q_k}$ for probability distributions $p$ and $q$. SVM (Support Vector Machines) based AL methods which demonstrate that the samples near the boundary are likely to be support vectors, hence are more informative than other samples. There is also the theoretical justification behind choosing samples which are near the boundary in case of SVMs [41]. Hence we also aim to find the vectors which are near to the boundary by adversarially perturbing each sample $x$. We use the following objective to create perturbation:

$$\max_{||r_i|| \leq \varepsilon} D_{KL}(h_\theta(x)||h_\theta(x + r_i))$$

(Power Method [12] is used for finding the adversarial perturbation $r_i$ which involves initialization of random vector. As we aim to find vectors which are near the decision boundary, there can be cases where a particular sample may lie close to multiple decision boundaries as we operate in the setting of multi-class classification. Hence we create the perturbation $r_i$ for $N$ number of random initializations. This is done to select samples which can be easily perturbed to a diverse set of classes and also increase the reliability of the uncertainty estimate. We use the mean pairwise KL divergence score of probability distribution as a metric for measuring the uncertainty of sample. This is defined as Virtual Adversarial Pairwise (VAP) score given formally as:

$$VAP(x) = \frac{1}{N^2} \left( \sum_{i=1}^{N} D_{KL}(h_\theta(x)||h_\theta(x + r_i)) + \sum_{i=1}^{N} \sum_{j=1, i \neq j}^{N} D_{KL}(h_\theta(x + r_i)||h_\theta(x + r_j)) \right)$$

The first term corresponds to divergence between perturbed input and the original sample $x$, the second term corresponds to diversity in the output of different perturbations. The approach is pictorially depicted on the right side in Fig. 2. For VAP score to be meaningful we assume that cluster uncertainty can lead to redundant sample selection as shown on left. Whereas, incorporating diversity to ensure a large distance between selected samples may lead to selection of outliers. Our sampling technique avoids outliers by selecting uncertain samples which are representative of the clusters.
4.1.4 Combining the Three Score Functions

We define the set function $f(S)$ by defining the gain as a convex combination of $VAP(x_i), d(S, x_i)$ and $R(S, x_i)$.

$$f(S \cup \{x_i\}) - f(S) = \alpha VAP(x_i) + \beta d(S, x_i) + (1 - \alpha - \beta)R(S, x_i)$$

(9)

Here $0 \leq \alpha, \beta, \alpha + \beta \leq 1$ are hyperparameters which control relative strength of uncertainty, diversity and representativeness terms. We normalize the three scores before combining them through Eq. 9.

Lemma 1: The set function $f(S)$ defined by Eq. 9 is submodular.

Lemma 2: The set function $f(S)$ defined by Eq. 9 is a non decreasing, monotone function.

We provide proof of the above lemmas in Sec. 2 of supplementary material. Overview of the overall sampling approach is present in Fig. 3.

4.1.5 Submodular Optimization

As we have shown in the previous section that the set function $f(S)$ is submodular, we aim to select the set $S$ satisfying the following objective:

$$\max_{S:|S| = B} f(S)$$

(10)

For obtaining the set of samples $S$ to be selected, we use the greedy optimization procedure. We start with an empty set $S$ and add each item iteratively. For selecting each of the sample $(x_i)$ in the unlabeled set, we calculate the gain of each of the sample $f(S \cup \{x_i\}) - f(S)$. The sample with the highest gain is then added to set $S$. The above iterations are done till we have exhausted our labeling budget $B$. The performance guarantee of the greedy algorithm is given by the following result:

Theorem 1: Let $S^*$ be the optimal set that maximizes the objective in Eq. 10 then the solution $S$ found by the greedy algorithm has the following guarantee (See Supp. Sec. 2):

$$f(S) \geq \left(1 - \frac{1}{e}\right)f(S^*)$$

(11)

Insight for Diversity Component: The optimization algorithm with $\alpha = 0$ and $\beta = 1$ degenerates to greedy version of diversity based Core-Set [36] (i.e., K-Center Greedy) sampling. Diversity functions based on similar ideas have also been explored for different applications in [14, 4]. Further details are provided in the Sec. 3 of supplementary material.

4.2. Virtual Adversarial Active Domain Adaptation

Discriminator-alignment based Unsupervised DA methods fail to effectively utilize the additional labeled data present in target domain [34]. This creates a need for modifications to existing methods which enable them to effectively use the additional labeled target data, and improve generalization on target data. In this work we introduce VAADA (Virtual Adversarial Active Domain Adaptation) which enhances VADA through modification which allow it to effectively use the labeled target data.

We have given our subset selection procedure to select samples to label (i.e., $D_t$) in Alg. 1 and in Fig. 2. For aligning the features of labeled ($D_s \cup D_t$) with $D_u$, we make use of domain adversarial training (DANN) loss functions given below:

$$L_g(\theta; D_s, D_t) = \mathbb{E}_{(x,y) \sim (D_s \cup D_t)}[y^T \ln h_\theta(x)]$$

(12)

$$L_d(\theta; D_s, D_t, D_u) = \sup_{D_s} \mathbb{E}_{x \sim D_s, y \sim D_t}[\ln D_\phi(f_\theta(x))]$$

(13)

As our sampling technique is based on cluster assumption, for enforcing it we add the Conditional Entropy Loss defined in Eq. 2. Additionally, for enforcing Lipschitz continuity by Virtual Adversarial Training, we use the loss defined in Eq. 3. The final loss is obtained as:

$$L(\theta; D_s, D_t, D_u) = L_g(\theta; D_s, D_t) + \lambda_d L_d(\theta; D_s, D_t, D_u) + \lambda_s L_s(\theta; D_s \cup D_t) + \lambda_v L_v(\theta; D_u)$$

(14)

The $\lambda$-values used are the same for all our experiments and are mentioned in the Sec. 5 of supplementary material.

Differences between VADA and VAADA: We make certain important changes to VADA listed below, which enables VADA [38] to effectively utilize the additional supervision of labeled target data and for VAADA procedure:

1) High Learning Rate for All Layers: In VAADA, we use the same learning rate for all layers. In a plethora of DA methods [34, 21] a lower learning rate for initial layers is used to achieve the best performance. We find that although this practice helps for Unsupervised DA it hurts the Active DA performance (experimentally shown in Sec. 5 of supplementary material).

2) Using Gradient Clipping in place of Exponential Moving Average (EMA): We use gradient clipping for all network weights to stabilize training whereas VADA uses EMA for the same. We find that clipping makes training of VAADA stable in comparison to VADA and achieves a significant performance increase over VADA.

We find VAADA is able to work robustly across diverse datasets. It has been shown in [34] that VADA, when used out of the box, is unable to get gains in performance when used in setting where target labels are also available for training. This also agrees with our observation that VAADA significantly outperforms VADA in Active DA scenario’s (demonstrated in Fig. 10, with additional analysis in Sec. 5 of supplementary material).
5. Experiments

5.1. Datasets

We perform experiments across multiple source and target domain pairs belonging to 3 diverse datasets, namely Office-31 [31], Office-Home [44], and VisDA-18 [27]. We have specifically not chosen any DA task using real world domain as in those cases the performance may be higher due to ImageNet initialization not due to adaptation techniques. In Office-31 dataset, we evaluate the performance of various sampling techniques on DSLR \(\rightarrow\) Amazon and Webcam \(\rightarrow\) Amazon, having 31 classes. The Office-Home consists of 65 classes and has 4 different domains belonging to Art, Clipart, Product and Real World. We perform the active domain adaptation on Art \(\rightarrow\) Clipart, Art \(\rightarrow\) Product and Product \(\rightarrow\) Clipart. VisDA-18 image classification dataset consists of two domains (synthetic and real) with 12 classes in each domain.

5.2. Experimental Setup

Following the common practice in AL literature, we first split the target dataset into train set and validation set with 80% data being used for training and 20% for validation. In all the experiments, we set budget size \(B\) as 2% of the number of images in the target training set, and we perform five cycles (\(C = 5\)) of sampling in total. At the end of all cycles, 10% of the labeled target data will be used for training the model. This setting is chosen considering the practicality of having a small budget of labeling in the target domain and having access to unlabeled data from the target domain. We use ResNet-50 [13] as the feature extractor \(g_\theta\), which is initialized with weights pretrained on ImageNet. We use SGD Optimizer with a learning rate of 0.01 and momentum (0.9) for V AADA training. For the DANN experiments, we follow the same architecture and training procedure as described in [21]. In all experiments, we set \(\alpha\) as 0.5 and \(\beta\) as 0.3. We use PyTorch [25] with automatic mixed-precision training for our implementation. Further experimental details are described in the Sec. 6 of supplementary material. We report the mean and standard error of the accuracy of the 3 runs with different random seeds.

In AADA [40] implementation, the authors have used a different architecture and learning schedule for DANN which makes comparison of increase in performance due to Active DA, over unsupervised DA intricate. In contrast we use ResNet-50 architecture and learning rate schedule of DANN used in many works [21, 7]. We first train DANN to reach optimal performance on Unsupervised Domain Adaptation and then start the active DA process. This is done as the practical utility of Active DA is the performance increase over Unsupervised DA.

5.3. Baselines

It has been shown by Su et al. [40] that for active DA performing adversarial adaptation through DANN, with adding newly labeled target data into source pool works better than fine-tuning. Hence, we use DANN for all the AL baselines described below:

1. AADA (Importance weighted sampling) [40]: This state-of-the-art active DA method incorporates uncertainty by calculating entropy and incorporates diversity by using the output of the discriminator.
2. BvSB (Best vs Second Best a.k.a. margin) [15]: It uses the difference between the probabilities of the highest and second-highest class prediction as the the metric of uncertainty, on which low value indicates high uncertainty.
3. **BADGE** [1]: BADGE incorporates uncertainty and diversity by using the gradient embedding on which k-MEANS++ [43] algorithm is used to select diverse samples. BADGE method is currently one of the state-of-the-art methods for AL.

4. **K-Center (Core-Set)** [35]: Core-Set selects samples such that the area of coverage is maximized. We use greedy version of Core-Set on the feature space ($g_0$). It is a diversity-based sampling technique.

5. **Random**: Samples are selected randomly from the pool of unlabeled target data.

**Semi-Supervised DA:** We compare our method against recent method of MME$^*$ [32] with ResNet-50 backbone on Office datasets, using the author’s implementation$^1$. In each cycle target samples are randomly selected, labeled and provided to the MME$^*$ method for DA.

### 5.4. Results

Fig. 4 shows the results on Office-31 dataset, $S^3$VAADA outperforms all other techniques. On Webcam $\rightarrow$ Amazon shift, it shows significant improvement of 9% in the target accuracy with just 45 labeled samples. $S^3$VAADA gets 81.8% accuracy in the last cycle which is around 15% more than the unsupervised DA performance, by using just 10% of the labeled data. On DSLR $\rightarrow$ Amazon shift, VAADA follows a similar trend and performs better than all other sampling techniques. On Office-Home dataset on the harder domain shifts of Art $\rightarrow$ Clipart and Product $\rightarrow$ Clipart, $S^3$VAADA produces a significant increase of 3%-5% and 2%-6% respectively across cycles, in comparison to other methods (Fig. 5). On the easier Art $\rightarrow$ Product shift, our results are comparable to other methods.

**Large Datasets:** On the VisDA-18 dataset, where the AADA method is shown to be ineffective [40] due to a severe domain shift. Our method (Fig. 6) is able to achieve significant increase of around 7% averaged across all cycles, even in this challenging scenario. For demonstrating the scalability of our method to DomainNet [26], we also provide the results of one adaptation scenario in Sec. 10 of supplementary material.

**Semi-Supervised DA:** From Figs. 4 and 5 it is observed that performance of MME$^*$ saturates as more labeled data is added, in contrast, $S^3$VAADA continues to improve as more target labeled data is added.

### 6. Analysis of $S^3$VAADA

**Visualization:** Fig. 7 shows the analysis of samples selected for uncertainty $U$, diversity $D$ and representativeness $R$ criterion, which depicts the complementary preferences of the three criterion.

**Sensitivity to $\alpha$ and $\beta$:** Fig. 8 shows experiments for probing the effectiveness of each component (i.e., uncertainty, diversity and representativeness) in the information criteria. We find that just using Uncertainty ($\alpha = 1$) and Diversity
(β = 1) provide reasonable results when used individually. However, the individual performance remain sub-par with the hybrid combination (i.e., α = 0.5, β = 0.3). We use value of α = 0.5 and β = 0.3 across all our experiments, hence our sampling does not require parameter-tuning specific to each dataset.

**Comparison of Sampling Methods:** For comparing the different sampling procedures we fix the adaptation technique to VAADA and use different sampling techniques. Fig. 9 shows that our sampling method outperforms others in both cases. In general we find that hybrid approaches i.e., Ours and BADGE perform robustly across domain shifts.

**Comparison of VAADA:** Fig. 10 shows performance of VAADA, DANN and VADA when used as adaptation procedure for two sampling techniques. We find that a significant improvement occurs for all the sampling techniques in each cycle for VAADA comparison to DANN and VADA. The ≥ 5% improvement in each cycle, shows the importance of proposed improvements in VAADA over VADA.

We provide additional analysis on convergence, budget size and hyper parameters in the Sec. 4 of supplementary material. Across our analysis we find that S^3VAADA works robustly in different DA scenario.

7. Conclusion

We formulate the sample selection in Active DA as optimal informative subset selection problem, for which we propose a novel submodular information criteria. The information criteria takes into account the uncertainty, diversity and representativeness of the subset. The most informative subset obtained through submodular optimization is then labeled and used by the proposed adaptation procedure VAADA. We find that the optimization changes introduced for VAADA significantly improve Active DA performance across all sampling schemes. The above combination of sampling and adaptation procedure constitutes S^3VAADA, which consistently provides improved results over existing methods of Semi-Supervised DA and Active DA.
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A.  t-SNE Analysis for AADA

We give experimental evidence of the redundancy issue present in the AADA sampling. We perform the training with VAADA training method with the implementation details present in Sec. F on Webcam \(\to\) Amazon. Fig. 11 shows the selected samples in the intermediate cycle, which clearly depicts clusters of the samples selected. The existence of clusters confirms the presence of redundancy in selection.

Figure 11. t-SNE analysis of AADA sampling. The selected samples are represented by the red boxes. We see clusters of samples being selected which depict redundancy in selection.

B.  Proofs

B.1. Lemma 1

We present proof for lemma 1 which is stated in Section 4.1.4 of the main paper.

Lemma 1  The set function \(f(S)\) defined by equation below is submodular.

\[
\begin{align*}
    f(S \cup \{x_i\}) - f(S) &= \alpha V AP(x_i) + \beta d(S,x_i) \\
    &+ (1 - \alpha - \beta)R(S, x_i)
\end{align*}
\]

We first prove that all the three individual components in the above expression are submodular and then prove that the convex combination of the three terms is submodular.

Submodularity of the VAP Score  \(V AP(x_i)\): The gain value of the VAP score is given as the following below:

\[
    f(S \cup \{x_i\}) - f(S) = V AP(x_i)
\]

We give below the proof for the submodularity which is based on the diminishing returns property as stated in Sec. 3.1, in the main text.

Proof. For two sets \(S_1, S_2\) such that \(S_1 \subseteq S_2\) and \(x_i \in \Omega \setminus S_2\), if the function is submodular it should satisfy the following property in Sec 3.1.

\[
    f(S_1 \cup \{x_i\}) - f(S_1) \geq f(S_2 \cup \{x_i\}) - f(S_2)
\]

\[
    V AP(x_i) \geq V AP(x_i)
\]

As the left hand side is equal to right hand side, the inequality is satisfied, hence the VAP score function is submodular.
**Submodularity of Diversity Score** \( d(S, x_i) \): The gain in value for the diversity function is given as:

\[
  f(S \cup \{x_i\}) - f(S) = \min_{x \in S} D(x, x_i)
\]

We provide the proof that the above gain function corresponds to a submodular function \( f(S) \) below:

**Proof.** For two sets \( S_1, S_2 \) such that \( S_1 \subseteq S_2 \) and \( x_i \in \Omega \setminus S_2 \), if the function is submodular it should satisfy the following property in Sec 3.1:

\[
  f(S_1 \cup \{x_i\}) - f(S_1) \leq f(S_2 \cup \{x_i\}) - f(S_2)
\]

\[
  \min_{x \in S_1} D(x, x_i) \geq \min_{x \in S_2} D(x, x_i)
\]

\( D(x, x_i) \geq 0 \) for every \( x \) and \( x_i \) as it is a divergence function. As \( S_2 \) contains more elements than \( S_1 \), the minimum of \( D(x, x_i) \) will be less then for \( S_2 \) in comparison to that of \( S_1 \). Hence the final inequality is satisfied which shows that \( f(S) \) is submodular.

**Submodularity of Representativeness Score** \( R(S, x_i) \):

We first prove one property which we will use for analysis of Representativeness Score.

**Lemma B.1.** The sum of two submodular set functions \( f(S) = f_1(S) + f_2(S) \), is submodular.

**Proof.** Let \( A \) and \( B \) be any two random sets.

\[
  f(A) + f(B) = f_1(A) + f_2(A) + f_1(B) + f_2(B)
\]

\[
  \geq f_1(A \cup B) + f_2(A \cup B) + f_1(A \cap B) + f_2(A \cap B)
\]

\[
  = f(A \cup B) + f(A \cap B)
\]

Hence the sum of the two submodular functions is also submodular. The result can be generalized to a sum of arbitrary number of submodular functions.

The representativeness score can be seen as the following set function below:

\[
  f(S) = \sum_{x_i \in D_u} \max_{x \in S} s_{ij}
\]

We calculate the gain for each sample through this function which is equal to \( R(S, x_i) \):

\[
  f(S \cup \{x_i\}) - f(S) = \sum_{x_i \in D_u} \max_{x \in S \cup \{x_i\}} s_{ik} - \sum_{x \in D_u} \max_{x \in S} s_{kj}
\]

\[
  R(S, x_i) = \sum_{x \in D_u} \max(s_{ik} - \max_{x \in S} s_{kj}, 0)
\]

**Lemma B.2.** The set function defined below is submodular:

\[
  f(S) = \sum_{x_i \in D_u} \max_{x \in S} s_{ij}
\]

**Proof.** We first show that the function \( f_i(S) = \max_{x_j \in S} s_{ij} \) is submodular. We first use the property, \( f(A) + f(B) \geq f(A \cup B) + f(A \cap B) \) where \( A, B \) are two sets, sufficient to show that \( f(S) \) is submodular:

\[
  f_i(A) + f_i(B) \geq f_i(A \cup B) + f_i(A \cap B)
\]

\[
  \max_{x_j \in A} s_{ij} + \max_{x_j \in B} s_{ij} \geq \max_{x_j \in A \cup B} s_{ij} + \max_{x_j \in A \cap B} s_{ij}
\]

which follows due to the following:

\[
  \max_{x_j \in A} \max_{x_j \in B} s_{ij} = \max_{x_j \in A \cup B} s_{ij}
\]

and

\[
  \min_{x_j \in A} \max_{x_j \in B} s_{ij} \geq \max_{x_j \in A \cap B} s_{ij}
\]

As \( f_i(S) \) is submodular, the \( f(S) \) can be seen as:

\[
  f(S) = \sum_{x_i \in D_u} f_i(S)
\]

which is submodular according to the property that sum of submodular functions is also submodular proved above.

**Combining the Submodular Functions:** We use the property that a convex combination of the submodular functions is also submodular. Hence our sampling function which is the convex combination given by:

\[
  f(S \cup \{x_i\}) - f(S) = \alpha VAP(x_i) + \beta d(S, x_i)
\]

\[
  + (1 - \alpha - \beta) R(S, x_i)
\]

Also follows the property of submodularity.

**B.2. Lemma 2**

Here we present proof of lemma 2 stated in Sec. 4.1.4 of main paper.

**Lemma 2** The set function \( f(S) \) defined by equation below is a non-decreasing, monotone function:

\[
  f(S \cup \{x_i\}) - f(S) = \alpha VAP(x_i) + \beta d(S, x_i)
\]

\[
  + (1 - \alpha - \beta) R(S, x_i)
\]

**Proof.** For the function to be non-decreasing monotone for every set \( S \) the addition of a new element should increase value of \( f(S) \). The gain function for \( f(S) \) is given below:

\[
  f(S \cup \{x_i\}) - f(S) \geq 0
\]

\[
  \alpha VAP(x_i) + \beta d(S, x_i) + (1 - \alpha - \beta) R(S, x_i) \geq 0
\]

As the \( VAP(x_i) \) and \( d(S, x_i) \) are KL-Divergence terms, they have value \( \geq 0 \). The third term \( R(S, x_i) \) is also \( \geq 0 \). As \( 0 \leq \alpha, \beta, \alpha + \beta \leq 1 \), the value of gain is positive, this shows that the function \( f(S) \) is a non-decreasing monotone.
B.3. Theorem 1

**Theorem 1:** Let \( S^* \) be the optimal set that maximizes the objective in Eq. 17 then the solution \( S \) found by the greedy algorithm has the following approximation guarantee:

\[
f(S) \geq \left( 1 - \frac{1}{e} \right) f(S^*)
\]  

(17)

**Proof:** If \( f(S) \) is submodular according to Lemma 1 and is also non decreasing, monotone according to Lemma 2. Hence the approximation result directly follows from Theorem 4.3 in [24]. The approximation result shows that the algorithm is guaranteed to get at least 63% of the score of the optimal function \( f(S^*) \). However, in practice, this algorithm is often able to achieve 98% of the optimal value in certain applications [16]. As it’s a worst case result in practice we get better performance than the worst case.

C. Insight for Diversity Score

When the \( \alpha = 0 \) and \( \beta = 1 \) the gain function \( f(S \cup \{ x_i \}) - f(S) \) is just \( \min_{x \in S} D(x, x_i) \). The greedy algorithm described for sampling in Algorithm 1 in main paper, leads to following objective for selecting sample \( x^* \).

\[
x^* = \arg\max_{x_i \in D_i \setminus S} \min_{x \in S} D(x, x_i)
\]

This objective exactly resembles the \( K \)-Center Greedy method objective which is used by Core-Set method [35] and is shown to select samples which cover the entire dataset. The \( K \)-Center Greedy method is very effective in practice. This connection shows that diversity component in our framework also tries to cover the dataset as done by Core-Set [36] method which is one of the very effective diversity based active learning method.

D. Additional Analysis for S^3VAADA

In this sections we provide additional experiments for analysis of the proposed S^3VAADA. Unless specified, we run the experiments with single random seed and report the performance. In case the performance difference is small, we provide average results of three runs with different random seeds.

D.1. Budget Ablation

Keeping in mind the practical constraint of only having a small amount of labeling budget in the target domain, we restrict ourselves to having a budget size of 2% of the labeled target data. Due to different size of target data in each dataset, the sampling algorithm needs to work robustly under different budget scenario’s. For further analysis, we provide results on Webcam to Amazon with different budget sizes \( B \) for sampling in Fig. 12. We find that S^3VAADA is quite robust for budget sizes greater than 45. We find that small budget of 25 results in more stochasticity in the results.

D.2. Convergence: When does the Active DA performance stop improving?

In all the experiments, we have used a budget of 2% for 5 rounds which corresponds to 10% of the target dataset. We find that the performance of algorithm improves in majority of cycles. This brings up the question, *When does the performance of the model stop improving even after adding more labeled samples?*. For answering this question, we perform experiments on Webcam → Amazon and perform active DA for 30 rounds. Fig. 13 shows the results on Webcam → Amazon with S^3VAADA and Random sampling. It can be seen that after around 15 cycles, the gains due to additional samples being added decrease significantly and the performance seems to converge. The performance of the proposed S^3VAADA is much better than random sampling in all the rounds. It must also be noted that S^3VAADA reaches an accuracy of 89% with 20 rounds (40% of the dataset) which is equal to the performance when trained on...
all the target data.

**E. Analysis of VAADA training**

We propose VAADA method which is an enhanced version of VADA, suitable for Active DA. We find that proposed improvements in VAADA have a significant effect on the final active DA performance, which we analyse in detail in the following sections. We have done all our analysis using source dataset as Webcam and target dataset as Amazon which is a part of Office-31.

**E.1. Analysis of Learning Rate**

It is a common practice [11, 21] in domain adaptation (DA) to use a relatively lower learning rate (usually decreased by a multiplying a factor of 0.1) for convolutional backbone which is ResNet-50 in our case. We find that though this practice helps for Unsupervised DA performance, it was not useful in the case of Active DA. In Fig. 14, we show the comparison of using same learning rate for the backbone network (as proposed in VAADA), to using a smaller learning rate for backbone. The results clearly show that not lowering the learning is specially helpful for Active DA, whereas it is not for Unsupervised DA.

![Figure 14. Comparison between Active DA with lower learning rate and a higher learning rate for backbone. The results are the average across three runs with different random seeds.](image)

**E.2. Analysis of using Gradient Clipping**

In the original implementation of VADA [38] the authors use the method of Exponential Moving Average (EMA) (also known as Polyak Averaging [28]) of model weights, which increases the stability of results. In place of EMA, we find that using proposed Gradient Clipping in VAADA works better for stabilizing the training. In Gradient Clipping, we scale the gradients such that the gradient vector norm has magnitude 1. We find that Gradient Clipping allows the network to train stably, with a relatively high learning rate of 0.01. For showcasing the stabilising effect of Gradient Clipping, in Fig. 15 we compare the performance of the model with and without gradient clipping. We find that Gradient Clipping leads to a increase of accuracy of above 10% for each active learning cycle, with achieving stable increase in performance with the addition of more labels. On the other hand the model without clipping is unable to produce stable increase in performance with addition of labels.

![Figure 15. Ablating Gradient clipping on VAADA](image)

**E.3. Comparison of VADA with VAADA**

In this section we provide additional implementation details and analysis, continuing from Sec. 6 of main paper. The comparison shown with the VADA method corresponds to the original VADA configuration specified in [38]. In the original implementation, the authors propose to use Adam optimizer and EMA for training. We use Adam with learning rate of 0.0001 and use the exact same settings as in [38]. It can be seen in Fig. 16 that VAADA consistently outperforms the VADA training in Active DA for CoreSet and S^3VAADA as well.

![Figure 16. We show the comparison of VAADA and VADA. We see consistent improvement of VAADA over VADA across all cycles.](image)
E.4. Visualizing clusters using t-SNE

In this section, we analyse the t-SNE plot (Fig. 17) of the two different training methods i.e., DANN and VAADA. We find that in VAADA training, there is formation of distinct clusters and also the cluster sizes are similar. Whereas in DANN t-SNE, there is no formation of distinct clusters, and a large portion of sample are clustered in between. This shows that additional losses of conditional entropy and smoothing through Virtual Adversarial Perturbation loss are necessary to enforce the cluster assumption.

E.5. Hyper-Parameter Sensitivity of VAADA

We used the same \( \lambda \) values mentioned as a robust choice by VAADA [38] authors, for VAADA training, setting \( \lambda_d = 0.01 \), \( \lambda_s = 1 \) and \( \lambda_t = 0.01 \) across all datasets. For analysing the sensitivity of the performance of VAADA across different hyper-parameter choices, we provide results with varying \( \lambda \) parameters in Fig. 18. We also find that the robust choice recommended for VAADA, also works the best for VAADA. Hence, this fixed-set of robust \( \lambda \) parameters can be used across datasets with varying degree of domain shifts. This is also enforced by the fact, that in all our experiments these fixed hyperparameters were able to achieve state-of-the-art performance across datasets. This decreases the need for hyper-parameter tuning specific to each dataset.

F. Implementation Details

F.1. Configuration for DANN

For the DANN experiments, we use a batch size of 36 with a learning rate of 0.01 for all the linear layers. We use a smaller learning rate of 0.001 for the ResNet-50 backbone. DANN is trained with SGD with a momentum of 0.9 and weight decay value of 0.0005 following the schedule described in [11]. The model architecture and hyperparameters are same as in [21]. The model is trained for 10,000 iterations as done in [21] and the best validation accuracy is reported in the graphs.

F.2. Configuration for SSDA (MME*)

We use the author’s implementation\(^2\) for experiments on Office dataset. We used ResNet-50 as backbone and used same parameters as used in their implementation. For Active DA, we initially train the model with no labeled target data and keeps on adding 2% of the unlabeled target data to labeled target set for 5 cycles. We train the model for 20,000 iterations. A similar procedure of reporting the best validation accuracy on the fixed validation set, as done for other baselines is followed.

\(^2\)https://github.com/VisionLearningGroup/SSDA_MME

| Layer/Component | Output Shape |
|-----------------|--------------|
| -               | 224 \( \times \) 224 \( \times \) 3 |
| ResNet-50       | 2048 |
| Linear          | 256 |

Table 1. Feature Generation \( g_\theta \): Architecture used for generating the features

| Layer | Output Shape |
|-------|--------------|
| -     | 256 |
| Linear| \( C \) |

Table 2. Architecture used for feature classifier and Domain classifier. \( C \) is the number of classes. Both classifiers will take input from feature generator \( (g_\theta) \).

F.3. Configuration for VAADA

The model is trained with a batch size of 16 and a learning rate of 0.01 for all the layers using the SGD Optimizer with a momentum of 0.9. A weight decay of 0.0005 was used. The model is trained for 100 epochs and the best accuracy is reported in the graphs. A ResNet-50 backbone is used with pretrained ImageNet weights. The architecture for various model components used are shown in Table 1 and 2. Same architecture is used for all experiments in the paper.

The above hyper parameters are used for all our experiments on Office-Home and Office-31 datasets. We just change the batch size to 128 and use the learning rate decay schedule of DANN for experiments on VisDA-18 dataset.

\[
L(\theta; D_s, D_t, D_u) = L_y(\theta; D_s, D_t) + \lambda_d L_d(\theta; D_s, D_t, D_u) + \lambda_s L_s(\theta; D_s \cup D_t) + \lambda_t (L_t(\theta; D_u) + L_c(\theta; D_u))
\]

The \( \epsilon \) used in Eq. 3 and 4 in the main paper refer to the maximum norm of the virtual adversarial perturbation, was set to 5 in our experiments. The value of the number of random restarts \( (N) \) to generate virtual adversarial perturbation for the proposed sampling is set to 5. The \( \alpha \) value is set to 0.5 and \( \beta \) value is set to 0.3 across all experiments. We use Gradient Clipping to clip the norm of the gradient vector to 1 to stabilize and accelerate VAADA. We used Weights & Biases [3] to track our experiments.
G. Comparison with JO-TAL

We compare our results with JO-TAL by Chattopadhyay et al. [5] (by implementing in cvxopt). JO-TAL performs both active learning and domain adaptation in a single step. Since, JO-TAL was not proposed in the context of deep learning, we use deep features from ImageNet pre-traind model and train an SVM classifier on top of them. The optimization problem was implemented in cvxopt. Fig. 19 shows $S^3$VAADA achieves significant performance gains across cycles when compared to JO-TAL.

H. Comparison with Alternate Adversarial Perturbation based sampling

There also exists a sampling method [10] based on DeepFool adversarial perturbations [23] Active Learning (DFAL) but due to its higher complexity and computation time, it was unfeasible for us to use it as a baseline for all experiments. We provide the comparison of DFAL with $S^3$VAADA in terms of accuracy on Active DA from Webcam $\rightarrow$ Amazon in Fig. 20. Training is done through VAADA for both sampling methods. We find that $S^3$VAADA significantly outperforms DFAL sampling achieving better results in all cycles.
Figure 20. S³VAADA outperforms DFAL in all the cycles, even though both attain same initial accuracy. It shows that S³VAADA selects much more informative samples compared to DFAL.

(a) Webcam (b) DSLR

(c) Amazon

Figure 21. Some Office-31 Dataset examples

(a) Art (b) Product

(c) Clipart (d) Real World

Figure 22. Some Office-Home Dataset examples

I. Description of Datasets Used

Office-31 [31]: It has images from 3 domains i.e., Webcam, DSLR and Amazon, belonging to 31 classes.

Office-Home [44]: This dataset has a more severe domain shift across domains compared to Office-31. It is a 65 class dataset and contains images from 4 domains namely, Art, Clipart, Product and Real World.

VisDA-18 [27]: This dataset consist of images from synthetic and real domains. The dataset has annotations for for two tasks: image classification and image segmentation. We used dataset of image classification task. It has 12 different object categories.

Some example images of each dataset are shown in Figs. 21, 22 and 23.

Figure 23. Some Visual DA (VisDA-18) Dataset examples

(a) Real (b) Synthetic

Figure 24. Active Domain Adaptation results on Clipart → Sketch dataset. This shows the proposed method is scalable to larger datasets.

J. DomainNet Experiments

DomainNet [26] consists of about 0.6 million images belonging to 345 classes. The images belong to 5 domains: Clipart, Sketch, Quickdraw, Painting, Real. For showing the scalability of our method, we use Clipart as the source and Sketch as the target domain. The Clipart domain consists of 33,525 images in the train set and 14,604 images in the test set. The Sketch domain consists of 50,416 images in the train set and 21,850 images in the test set. Due to computational limitations we are not able to provide results on different possible domains.

For the DomainNet experiments, we use a batch size of 36 with a learning rate scheduler same as DANN and run each baseline for 30 epochs. We use Gradient Clipping and clip the norm to 10. In this case we find that performance of S³VAADA does not stagnate at 30 epochs but due to lim-
itutions of compute we only train for 30 epochs. Hence, there exist scope for improvement in results with parameter tuning and more computational budget.

Fig. 24 shows the results on Clipart → Sketch domain shift. The performance of S³ VAADA outperforms all the other techniques in all the cycles. This shows that the efficacy of the proposed method on a large dataset containing 345 classes.

K. Future Extension to Other Applications

The S³ VAADA technique is based on the idea of cluster assumption i.e., aligning of clusters of different classes, which is used in the sampling method. Some recent DA techniques for Object Detection [48] and Image Segmentation [46] which aim for classwise alignment of features, can be seen as methods which satisfy the cluster assumption. Hence, we hope that combining such techniques with our method can yield good Active DA techniques tailored for these specific applications. In the current work, we focused on diverse image classification tasks, leaving these applications for future work.
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