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Abstract—Software products have become an integral part of human lives, and therefore need to account for human values such as privacy, fairness, and equality. Ignoring human values in software development leads to biases and violations of human values; racial biases in recidivism assessment and facial recognition software are well-known examples of such issues. Those are among the most critical steps in software development is Software Release Planning (SRP), where decisions are made about the presence or absence of the requirements (features) in the software. Such decisions are primarily guided by the economic value of the requirements, ignoring their impacts on a broader range of human values. That may result in ignoring (selecting) requirements that positively (negatively) impact human values, increasing the risk of value breaches in the software. To address this, we have proposed an Integer Programming approach to considering human values in software release planning. In this regard, an Integer Linear Programming (ILP) model has been proposed, that explicitly accounts for human values in finding an “optimal” subset of the requirements. The ILP model exploits the algebraic structure of fuzzy graphs to capture dependencies and conflicts among the values of the requirements.

Index Terms—Human Values, Software Release Planning, Integer Programming, Fuzzy Logic, Typed Value Graph

I. INTRODUCTION

Today’s software products collect and analyze our biological data, personalize recommendations based on our usage patterns and emotions, and monitor and influence our behavior [1]. That gives software products a great deal of power and influence over humans. But “with great power comes great responsibility.” Studies have shown that considering human values such as privacy, fairness, and equality, in developing software, is essential for mitigating the potential risks it can pose to the society [2]. Ignoring human values, on the other hand, may lead to privacy violations, algorithmic biases, and widening socio-economic inequalities. One of the most important stages in software development is software release planning, where decisions are made as to what requirements (features) should be included in the software. Ignoring human values at such a critical point may lead to breaching those values in the software, leading to user dissatisfaction [3], financial loss, and reputation damage [4], [5].

Several examples of violating human values in software have been reported in recent years [6], [7]: racial biases in recidivism assessment, facial recognition software, and photo tagging [7] are of the most commonly known examples [6]. Among these, perhaps one of the most tragic cases is the suicide of the British teenager Molly Russell [8], attributed to Instagram’s personalization algorithms, which flooded Molly’s feed with self-harm images without considering the impact of such personalization on her health. In response, Instagram added features that prevent personalizations on self-harm. Had such features and their impacts on health been evaluated more carefully in the earlier stages of software development, Molly’s suicide could have possibly been prevented. Hence, it is important to account for human values as early as in software release planning, where decisions are made about the requirements (features) of the software, based on their values.

Regardless of the approach used for release planning, the process involves selecting an “optimal” subset of the requirements. Release planning thus is modeled as different variations of Binary Knapsack Problem (BKP), for which several mathematical formulations have been devised [9], [10]. These formulations can be solved, exactly, using advanced solvers such as IBM CPLEX [11] or be approximated using meta-heuristics [12]. Nonetheless, the existing software release planning models have primarily focused on maximizing the economic value of software, ignoring a broader range of human values (Figure 1) [3], that are also important and need to be taken into account. Moreover, the extant release planning models do not take into account the fact that the value of a software requirement may depend on the presence or absence of other requirements in the optimal set. Ignoring such Value Dependencies increases the risk of value loss through ignoring (selecting) requirements that positively (negatively) influence the values of other requirements [13], [9], [14], [15], [16], [17]. It is imperative that value dependencies are not limited to the economic value; they extend to a broader range of human values [18], [3]. As observed by Carshamre et al. [19], requirement dependencies in general and value dependencies in particular are fuzzy [19] in the sense that the strengths of those dependencies are imprecise and vary [20], [21], [22], [19] from large to insignificant [23] in real-world projects. Hence, it is important to consider not only the existence but the strengths of value dependencies and the imprecision of those dependencies in software projects.

In this paper, we propose an integer programming approach to considering human values in software release planning. The proposed approach comprises an Integer Linear Programming (ILP) model, that finds an optimal subset of the software requirements with the highest economic worth subject to
a set of constraints concerning human values, i.e., Value Constraints. The value constraints of a software project ensure that the user values are not violated in the selected subset of the requirements. We have further exploited the algebraic structure of fuzzy graphs to capture dependencies and conflicts among the values of the requirements. In this regard, we have proposed an extension of fuzzy graphs named Typed Value Graphs (TVGs), that allow for capturing the strengths and qualities (positive/negative) of value dependencies.

II. Modeling Dependencies among Values

This section presents typed value graphs (TVGs) for modeling value dependencies among the requirement. A TVG of type $t$ is defined by Definition 1, where $t$ denotes a specific human value, e.g., privacy, fairness, and economic worth. Multiple TVGs can be created for a software project, each capturing the value dependencies of a specific type.

Definition 1. Typed Value Graph. A type $t$ TVG is a signed directed fuzzy graph $G_t = (R, \sigma_t, \rho_t)$, where the requirement set $R = \{r_1, ..., r_n\}$ form the graph nodes. Also, the qualitative function $\sigma_t : \{+, -, \pm\}$ and the membership function $\rho_t : (r_i, r_j) \rightarrow [0, 1]$ specify the quality and the strength of an explicit type $t$ value dependency from $r_i$ to $r_j$ respectively. $\rho_t(r_i, r_j) = 0$, $\sigma_t(r_i, r_j) = \pm$ specifies the absence of an explicit type $t$ value dependency from $r_i$ to $r_j$.

Definition 2. Typed Value Dependencies. A type $t$ value dependency in a TVG $G_t = (R, \sigma_t, \rho_t)$ is defined as a sequence of the requirements $d_i : (r(0), ..., r(k))$ such that $\forall r(j) \in d_i, 1 \leq j \leq k$ we have $\rho_t(r(j - 1), r(j)) \neq 0$. $r(j)$ is the sequence of the $j^{th}$ requirement (node) denoted as $r(j)$ on the dependency path. A consecutive pair $(r(j - 1), r(j))$ specifies an explicit value dependency.

$$\forall d_i : (r(0), ..., r(k)) : \rho_t(d_i) = \bigwedge_{j=1}^{k} \rho_t(r(j - 1), r(j)) \quad (1)$$

$$\forall d_i : (r(0), ..., r(k)) : \sigma_t(d_i) = \bigwedge_{j=1}^{k} \sigma_t(r(j - 1), r(j)) \quad (2)$$

Equation (1) computes the strength of type $t$ value dependency $d_i : (r(0), ..., r(k))$ by finding the strength of the weakest of the $k$ explicit type $t$ dependencies on $d_i$. Fuzzy operator $\wedge$ denotes Zadeh’s AND (minimum) operation [25], [26]. Also, the quality (positive or negative) of a type $t$ value dependency $d_i : (r(0), ..., r(k))$ is calculated by the qualitative serial inference [27], [28], [29] of (2) as shown in Table I.

| $\sigma_t(r(j - 1), r(j), r(j + 1))$ | $\sigma_t(r(j), r(j + 1))$ |
|----------------------------------|----------------------------------|
| $+$                             | $+$                             |
| $-$                             | $-$                             |
| $\pm$                           | $\pm$                           |
| $\pm$                           | $\pm$                           |

Let $D_t = \{d_1, d_2, ..., d_m\}$ be the set of all type $t$ value dependencies from $r_i \in R$ to $r_j \in R$ in a type $t$ TVG.
\( G_t = (R, \sigma_t, \rho_t) \), where the positive and negative dependencies can simultaneously exist from \( r_i \) to \( r_j \). The strength of all positive value dependencies of type \( t \) from \( r_i \) to \( r_j \) is denoted by \( \rho_t^{+\infty} \) and calculated by (3), that is to find the strength of the strongest positive dependency [30] from \( r_i \) to \( r_j \). Fuzzy operators \( \land \) and \( \lor \) denote Zadeh’s fuzzy AND (minimum) and fuzzy OR (maximum) operators [25] respectively. Similarly, the strengths of all negative value dependencies of type \( t \) from \( r_i \) to \( r_j \) is denoted by \( \rho_t^{-\infty} \) and computed by (4).

\[
\begin{align*}
\rho_t^{+\infty}(r_i, r_j) &= \bigvee_{d_m \in D_t, \sigma_t(d_m) = +} \rho_t(d_m) \\
\rho_t^{-\infty}(r_i, r_j) &= \bigvee_{d_m \in D_t, \sigma_t(d_m) = -} \rho_t(d_m) \\
I_{i,j,t} &= \rho_t^{+\infty}(r_i, r_j) - \rho_t^{-\infty}(r_i, r_j)
\end{align*}
\]

In a type \( t \) TVG, \( \rho_t^{+\infty}(r_i, r_j) \) or \( \rho_t^{-\infty}(r_i, r_j) \) can be computed in polynomial time, \( O(n^3) \), using Floyd-Warshall algorithm. We have demonstrated this for a simple value graph, with only one type (economic value), in our earlier work [9]. It is clear that repeating the computations for different values types does not change the order of complexity. The overall strengths of all type \( t \) value dependencies from \( r_i \) to \( r_j \) is referred to as the Influence of \( r_j \) on the type \( t \) value of \( r_i \) and denoted by \( I_{i,j,t} \in [-1, 1] \). \( I_{i,j,t} \) is given by (5), is calculated by subtracting \( \rho_t^{-\infty}(r_i, r_j) \) from \( \rho_t^{+\infty}(r_i, r_j) \). A positive (negative) values for \( I_{i,j,t} \) implies that \( r_j \) positively (negatively) influences the type \( t \) value of \( r_i \).

III. THE INTEGER LINEAR PROGRAMMING MODEL

Equations (7)-(18) give an integer linear programming (ILP) model that finds an optimal subset of the requirements with the highest economic worth subject to a set of constraints concerning human values, i.e., Value Constraints. The model uses the algebraic structure of typed value graphs (TVGs) introduced in Section II for capturing value dependencies among the requirements. In (7)-(18), \( x_i \) is a selection variable denoting whether a requirement \( r_i \) is selected \((x_i = 1)\) or ignored \((x_i = 0)\). Also, \( \theta_{i,t} \) in (11) specifies the penalty of a type \( t \) value of requirement \( r_i \), that is the extent to which the type \( t \) value of \( r_i \) is impacted by ignoring (selecting) requirements with positive (negative) influences on the type \( t \) value of \( r_i \). In (7)-(18) specifies the total number of the value types including the economic value \( (T = 58) \) as in Figure 1. Moreover, \( \theta_{i,t} \) in (11) gives the simplified algebraic expression of the penalty in (6). \( I_{i,j,t} \), as given by (5), is the influence of \( r_j \) on the type \( t \) value of \( r_i \).

\[
\theta_{i,t} = \bigvee_{j=1}^{n} \left( \frac{x_j \left( I_{i,j,t} - I_{i,j,t} \right) + (1 - x_j) \left( I_{i,j,t} + I_{i,j,t} \right)}{2} \right)
\]

As stated earlier, \( v_{i,1} \) in (7)-(18) denotes the economic value of a requirement \( r_i \) and \( E(v_{i,1}), t \in \{2, ..., n\} \) denotes the expected type \( t \) value of a requirement \( r_i \). Similarly, in all other variables/parameters in (7)-(18), \( t \) denotes the variables/parameters related to the economic value (Wealth) while \( t = \{2, ..., T\} \) specify the variables/parameters related to other values in Figure 1. The expected values of the requirements are used in the proposed ILP model to account for the fact that a particular requirement (feature) may not be perceived equality valuable by different users.

Maximize \( \sum_{i=1}^{n} x_i E(v_{i,1}) - y_{i,1} E(v_{i,1}) \) \hspace{1cm} (7)

Subject to \( \sum_{i=1}^{n} c_i x_i \leq b \) \hspace{1cm} (8)

\[
\begin{align*}
x_i &\leq x_j \quad \text{if } r_j \text{ precedes } r_i \\
x_i &\leq 1 - x_j \quad \text{if } r_i \text{ conflicts with } r_j, \ i \neq j \in [1, n] \\
\sum_{i=1}^{n} x_i E(v_{i,t}) - y_{i,t} E(v_{i,t}) &\geq \beta_t, \quad t = 2, ..., T \\
\theta_{i,t} &\geq \left( \frac{|I_{i,j,t}| + (1 - 2x_j)I_{i,j,t}}{2} \right), \quad i \neq j \in [1, n], t = 1, ..., T \\
g_i &\leq x_i \leq g_i, \quad i = 1, ..., n \\
1 - (1 - g_i) &\leq x_i \leq 1 + (1 - g_i), \quad i = 1, ..., n \\
g_i &\leq y_{i,t} \leq g_i, \quad i = 1, ..., n, t = 1, ..., T \\
(1 - g_i) &\leq (y_{i,t} - \theta_{i,t}) \leq (1 - g_i), \\
0 &\leq y_{i,t} \leq 1, \quad i = 1, ..., n, t = 1, ..., T \\
0 &\leq \theta_{i,t} \leq 1, \quad i = 1, ..., n, t = 1, ..., T \\
x_i, g_i &\in \{0, 1\}, \quad i = 1, ..., n \\
x_i, \theta_{i,t} &\in \mathbb{R}
\end{align*}
\]

The objective function (7) aims to optimize the economic value of the selected requirements subject to (8)-(18). Constraint (8) ensures that the total cost of the requirements will not exceed the budget \( b \). Also, (9) accounts for the precedence dependencies among the requirements and the value implications of those dependencies, which may impact the value types. Precedence dependencies mainly include the requirement dependencies of type Requires (Conflicts-with), where one requirement intrinsically requires (conflicts with) another. The set of the Value Constraints (10) ensures that the minimum amounts (lower-bounds) of the expected type \( t \) values are satisfied for the selected requirements. \( \beta_t \) in (10) denotes the required lower-bound for the expected type \( t \) value of the requirements. \( \beta_t \) can be adjusted to reflect the preferences of the stakeholders for different human values, and reconcile potential conflicts among the values when satisfying one value type conflicts with another. For a given requirement \( r_i \), in (7)-(18) we have either \( a : (x_i = 0, y_{i,t} = 0), t = 1, ..., T \), or
b : (x_i = 1, y_{i,t} = \theta_{i,t}), t = 1, ..., T occur. To capture the relation between \theta_{i,t} and y_{i,t} in a linear form, we have made use of an auxiliary variable g_i = \{0, 1\} and (12)-(18). As such, we have either (g_i = 0) \rightarrow a, or (g_i = 1) \rightarrow b. The selection model (7)-(18) therefore, is a linear model as it has a linear objective function with linear inequality constraints.

IV. SUMMARY

In this paper, we proposed an integer programming approach to considering human values in software release planning. At the heart of the proposed approach is an integer linear programming (ILP) model that takes into account not only the economic worth of the software requirements but also their impacts on other human values such as fairness, privacy, and equality. The proposed model finds an “optimal” subset of software requirements with the highest economic value subject to satisfying a set of constraints concerning human values (Value Constraints). The value constraints ensure that the selected subset of the requirements does not violate the values of the users. We have further proposed typed value graphs (TVGs), a variation of fuzzy graphs, to capture the dependencies among the values of the requirements. The work can be extended in several directions. That includes using the proposed approach for release planning of a real-world project as well as measuring the effectiveness of the proposed approach in considering human values through user surveys.
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