Genetic algorithm for minimization of ESOP representations for multiple-output logic functions
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Abstract. This article concerns ESOP representations for multiple-output logic functions. Exclusive-or sum-of-products expression (ESOP) is a formula representing a logic function as an exclusive-or sum of products of variables and their negations. EXOR-based realization leads to reduction in size of logic circuits for many practical logic functions and improves their testability. Minimization of a logic function is a problem of constructing ESOP representation for the given function having the minimal number of summands. We introduce a correspondence between ESOPs for multiple-output logic functions and single-output logic functions and propose genetic algorithm obtaining close to minimal ESOP representations for multiple-output logic functions.

1. Introduction
Polynomial or exclusive-or sum-of-products expression (ESOP) is a representation of a logic function as an exclusive-or sum

\[ f(x_1, \ldots, x_n) = K_1 \oplus \cdots \oplus K_s, \]

where \( K_i \) is a product of variables and their negations.

Among the classes of AND-EXOR expressions, ESOPs are the most general AND-EXOR expressions and require the fewest product terms to represent logic functions. Logic circuits including EXOR gates have some advantages over circuits with only AND and OR gates. EXOR-based realization can reduce circuit size for many practical logic functions [1] and improve their testability [2]. Any logic function of \( n \) arguments can be represented as \( 2^{3n-2^n} \) different ESOPs. These representations may vary in their size. Complexity of an ESOP is a number of summands in it. Complexity of a logic function \( f \) is defined as the size of the minimal ESOP of \( f \) and is denoted as \( L(f) \).

Complexity for all \( n \)-ary functions \( L(n) \) is defined as the complexity of the most complex \( n \)-ary function:

\[ L(n) = \max_{f \in F_n} L(f). \]

Minimization of a logic function is a problem of obtaining the minimal ESOP representation for given function.

Size of a formula representing given logic function influences on size and performance of logical circuits built on this formula.
A lot of algorithms for minimization of ESOPs by applying heuristic rewriting rules have been proposed. However, these algorithms do not guarantee the minimality of resulting ESOPs. Although an algorithm based on a function decomposition \([3, 4, 5]\) computes a minimal ESOP of a given function \(f\) of \(n\) arguments by exhaustive search through all \((n - 1)\)-ary functions, this algorithm requires a huge amount of time for \(n \leq 6\).

Some minimization algorithms obtaining minimal ESOPs or representations in their subclasses \([6, 7]\) use genetic and evolutionary models to reduce search space \([8, 9]\). This paper considers modification of the genetic algorithm introduced in \([13]\).

2. Multiple-output logic functions

We will refer to logic functions as single-output functions opposed to multiple-output functions.

A multiple-output logic functions is a mapping

\[ F : \{0, 1\}^n \rightarrow \{0, 1\}^k. \]

Thus \(F\) can be considered as a set of \(k\) functions of \(n\) arguments:

\[ S = \{f_1, \ldots, f_k\}. \]

Simultaneous realization of these functions can take advantage in reusing already implemented summands. Thus complexity of multiple-output function \(S\) is defined as the minimal number of distinct summands in all ESOPs:

\[ L(S) = \min_{P_1, \ldots, P_k} \left\lvert \bigcup_{i=1}^k M(P_i) \right\rvert, \]

where \(P_i\) is an ESOP for \(f_i\) and \(M(P_i)\) is a set of all summands in \(P_i\).

Denote the maximal complexity of \(n\)-input \(k\)-output functions as \(L(n, k)\). The trivial upper bound on complexity gives \(L(n, k) \leq k \cdot L(n)\).

**Statement.** \(L(n, 2^k) \leq L(n + k)\).

Given \(n\)-input \(2^k\)-output function \(S = \{f_1, \ldots, f_{2^k}\}\) we can construct a logic function \(g\) with auxiliary variables \(y_1, \ldots, y_k\), such that \(g(x_1, \ldots, x_n, \alpha_1, \ldots, \alpha_k) = f_m(x_1, \ldots, x_n), \) where \(m = 2^{k-1} \alpha_1 + 2^{k-2} \alpha_2 + \ldots + \alpha_k + 1\).

For every ESOP \(\Phi\) for \(g\), we can construct corresponding ESOPs for \(f_i\) by substituting values for \(y_1, \ldots, y_k\) equal to bits in binary code of \((i - 1)\).

So we have \(L(\Phi)\) summands representing every function in \(S\) and \(L(S) \leq L(\Phi)\). If \(\Phi\) is the minimal ESOP for \(g\) we have \(L(\Phi) = L(g)\).

Thus \(L(S) \leq L(g)\). By definition \(L(g) \leq L(n + k)\), so \(L(S) \leq L(n + k)\), and finally \(L(n, k) \leq L(n + k)\).

It is shown in \([13]\) that \(L(n, 2) = L(n + 1)\).

With this approach we can construct minimization algorithm for multiple-output functions by reduction to single-output functions.

3. Function decomposition

One of the approaches for logic function minimization relies on a decomposition of logic function to the sum of three functions having fewer number of arguments.

Every ESOP representation of a logic function \(f(x_1, \ldots, x_n)\) can be rewritten as following:

\[ x_n f_1(x_1, \ldots, x_{n-1}) \oplus \bar{x}_n f_2(x_1, \ldots, x_{n-1}) \oplus f_3(x_1, \ldots, x_{n-1}). \]

This decomposition can be used for minimization since it represents \(n\)-ary function with functions having smaller arity. These 3 functions also can be represented as ESOPs with no
occurrences of $x_n$ or its negation. In other words, $x_nf_1$ is a part of the ESOP of $f$ which contains $x_n$; $\bar{x}_nf_2$ is a part of the ESOP of $f$, which contains negation of $x_n$; $f_3$ is a part of the ESOP of $f$, which does not contain any occurrence of $x_n$.

If functions $f_1$, $f_2$ and $f_3$ are chosen in such a way that sum of their complexities would be minimal then it is possible to build minimal ESOP for $f$:

$$L(f) = \min (L(f_1) + L(f_2) + L(f_3)).$$

To minimize function $f$ with this equation one have to look through all $f_1$, $f_2$, $f_3$ functions. Among these functions only one can be arbitrary chosen, others are uniquely defined by the next equations:

$$f(x_1, ..., x_{n-1}, 0) = f_2(x_1, ..., x_{n-1}) \oplus f_3(x_1, ..., x_{n-1}),$$

$$f(x_1, ..., x_{n-1}, 1) = f_1(x_1, ..., x_{n-1}) \oplus f_3(x_1, ..., x_{n-1}).$$

Any of these functions could be chosen as parameter, others would be defined by this one. Thus minimization of an $n$-variable function $f$ can be reduced to a problem of finding such $(n - 1)$-ary function $f_3$ that the value $L(f_1) + L(f_2) + L(f_3)$ would be minimal.

For decreasing the depth and number of iterations it is possible to use equivalence classes by transformations that preserve complexity of a ESOP. The most general of these transformations are LP-transformations [10, 11, 12]. LP-transformation of a formula is a permutation of its variables and/or permutation of summands $f_1$, $f_2$, $f_3$. These transformations do not change number of summands in the ESOP, so LP-equivalent functions have the same complexity.

Exact minimization of logic functions is possible only for $n \leq 6$ [3] and for particular functions of more variables [4]. This algorithm is based on a search of a complexity of an $n$-variable function by reduction to an exhaustive search through all $(n - 1)$-ary functions with precalculated complexities. For a function having $n \leq 4$ arguments it is possible to calculate complexity by exhaustive search with reduction to $n = 1$. For bigger number of variables it is useful to store precalculated complexities for functions with a fewer number of variables.

4. Genetic algorithm for single-output functions minimization

Different restrictions on a search space for function $f_3$ can lead to different algorithms of approximate minimization. Such algorithms will give an upper bound on the ESOP’s complexity and an ESOP representation which for some functions would be worse than minimal one.

One approach to reduce the search space is to use a genetic model.

A logic function could be defined in different ways. The most common way is to define it by formula. Since the domain of the function is finite it is possible to define this function by a table of all its values in the lexicographical order of the arguments vector. In this case arguments’ values are redundant and function could be stored just as a vector of its values. So, for example, function $x_1 \& x_2$ could be represented as a vector $(0001)$.

Genetic algorithm for Boolean function minimization is based on using the vector of the function $f_3$ as a chromosome for an individual of a population. So the algorithm could be represented as follows.

Create starting population of possible candidates for the function $f_3$. There are different ways to generate such functions but we suppose that they are generated as pseudo-random bit sequences. Every function in the population is evaluated by a fitness function which is equal to $L(f_1) + L(f_2) + L(f_3)$. The population is sorted by a value of the fitness functions in the descending order.

After this individuals from the population are selected for mutation and crossover with probability linearly decreasing from first to last individuals.
Mutation is implemented as a random bit inversion in a chromosome. Crossover is implemented by combining elements of two chromosomes corresponding to subfunctions with \( x_i = 0 \) and \( x_i = 1 \).

**Proposition.** One bit change in the vector of the function \( f_3 \) changes the complexity of the corresponding ESOP for \( f \) no more than by 3.

Thus the search space is smooth which implies a good applicability of the genetic model for the minimization problem. In [13] an upper bound on complexity of all 7-variable functions is presented. This bound is calculated via minimization of certain function classes with genetic algorithm.

5. Genetic algorithm for multiple-output functions minimization

Consider \( n \)-input \( k \)-output function \( S = \{ f_1, \ldots, f_k \} \).

We use \( k \) sets \( \{ M_1, \ldots, M_k \} \) of different conjunctions of \( x_1, \ldots, x_n \) and their negations as a chromosome. Every set \( M_i \) represents shared summands for \( f_i \). Thus the set of all shared summands is equal to \( \bigcup_{i=1}^{k} M_i \). And we have to find ESOPs for remaining functions \( f_i \oplus P(M_i) \), where \( P(M_i) \) is an EXOR sum of all elements in \( M_i \).

We define fitness function as following:

\[
J(\{M_1, \ldots, M_k\}) = \left| \bigcup_{i=1}^{k} M_i \right| + \sum_{i=1}^{k} L(f_i \oplus P(M_i)).
\]

Thus the fitness function gives an upper bound on the ESOP complexity for \( S \), and the minimization is reduced to a search for a minimum of \( J \) through all sets of summands.

ESOPs for intermediate logic functions are found by minimization algorithm for single-output functions.

Mutation is implemented as a random insertion of deletion of a summand in any set. Crossover is implemented as a random summands exchange between corresponding sets for two chromosomes.

The proposed algorithm was implemented and tested on 1000 randomly generated 6-input 2-output and 6-input 3-output functions.

For 6-input 2-output functions the proposed algorithm obtains ESOPs on average having 0.7 more summands than the exact minimization of two corresponding single-output functions.

For 6-input 3-output functions the genetic algorithm obtains ESOPs on average having 2.2 fewer summand than the exact minimization of three corresponding single-output functions.
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