ELLIPITIC ESTIMATES FOR DIRICHLET-NEUMANN OPERATOR ON A CORNER DOMAIN
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ABSTRACT. We consider the elliptic estimates for Dirichlet-Neumann operator related to the water-wave problem on a two-dimensional corner domain in this paper. Due to the singularity of the boundary, there will be singular parts in the solution of the elliptic problem for D-N operator. To begin with, we study elliptic problems with mixed boundary condition to derive singularity decompositions and estimates. Based on the analysis, we present the estimates for both D-N operator and its shape derivative with the existence of singular parts.
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1. INTRODUCTION

The water-wave problem investigates the movements of the ideal inviscid incompressible fluid in some domain with a free surface. Arising from the water-wave problem, Dirichlet-Neumann (D-N) operator plays an important role in the research.

We want to study D-N operator related to the 2D water-wave problem on a corner domain, where the free surface intersects with the oblique flat beach at the contact point. Only when the properties of D-N operator are well understood, the water-wave problem on a corner domain can be solved. In fact, this problem corresponds to the
scene of sea waves moving near a beach, therefore a detailed study on this problem is interesting and important both in mathematical theory and physical applications.

We consider in this paper the (horizontally) unbounded corner domain $\Omega$ containing a free surface $\Gamma_t = \{(x, z) \mid z = \eta(t, x)\}$ and a fixed smooth and bounded bottom $\Gamma_b = \{(x, z) \mid z = l(x)\}$, that is

$$\Omega = \{(x, z) \mid l(x) < z < \eta(t, x), \ x \geq 0\}$$

where $\eta(t, x)$ is the deviation of the moving free surface near its equilibrium state $z = 0$ at time $t$ and the bottom

$$l(x) = -\gamma x, \ \text{when} \ x \leq x_0$$

for some fixed constant $x_0$ and slope $-\gamma$. We write $\eta(x)$ for $\eta(t, x)$ in this paper since we only consider about D-N operator for some fixed time $t$ here. The dependence on time $t$ for D-N operator and the elliptic system will be discussed in a subsequent paper.

Through this paper we consider that $\eta(x)$ is defined on $\mathbb{R}^+$, and the surface and the bottom intersects only at the origin $O = (0, 0)$ that is, $\eta(x)$ satisfies

$$\eta(0) = 0, \ \text{and} \ \eta(x) - l(x) > 0, \ \forall x > 0. \ \text{Based on the corner domain } \Omega, \ \text{the (non-scaled) D-N operator } G(\eta) \ \text{related to the water-wave problem is defined by}$$

$$G(\eta)\psi = \partial_{n_t} \phi|_{\Gamma_t}$$

with the associated elliptic problem for the velocity potential $\phi$

$$\begin{cases} \Delta \phi = 0, & \text{in } \Omega \\ \phi|_{\Gamma_t} = \psi, & \partial_{n_t} \phi|_{\Gamma_b} = 0. \end{cases}$$

Sometimes we also use the definition of the scaled D-N operator

$$G(\eta)\psi = \sqrt{1 + |\eta'|^2} \partial_{n_t} \phi|_{\Gamma_t}.$$ 

The study for D-N operator is essentially the study of the elliptic system above. Since there are mixed-boundary conditions in this system, we will focus only on the mixed problem in this paper.
Before stating our main result, we should recall some previous results about general linear elliptic systems on non-smooth domains first. To begin with, when we say non-smooth, we always refer to Lipschitz. As a matter of fact, when the boundary $\Gamma$ of the domain $\Omega$ is Lipschitz, the classical elliptic theory for a smoother boundary doesn’t work any more because it’s impossible to straighten the non-smooth boundary by using a smooth transformation. A theory for non-smooth boundaries is therefore required. In fact, the non-smooth elliptic theory has been fully developed already, starting from the fundamental works by Kondrat’ev [21, 22]. Some more first works are done by Birman and Skvortsov [8], Eskin [16], Lopatinskiy [20], Maz’ya [24, 25], Kondrat’ev and Oleinik [23], Maz’ya and Plamenevskii [26], Maz’ya and Rossmann [29], Grisvard [30], Dauge [13], Costabel and Dauge [9, 10] etc.. These works provide regularity results in Sobolev space or some weighted Sobolev space for general linear elliptic problems on Lipschitz domains under assumptions of sufficient smoothness for both the boundary away from the corner point and the system coefficients. In these works the authors considered the Dirichlet-boundary conditions or lower-order regularities most of the time.

In a classical elliptic problem, the solution can be as smooth as possible when the boundary and the right side of the problem are smooth enough. As a contrast, when the boundary is Lipschitz (piece-wisely smooth), there would be corner points on the boundary (singular points). Consequently, the violation of the boundary smoothness will lead to singularities in the solutions near corner points, no matter how smooth the right sides of the problems may become, see [17].

On the other hand, there always exists a solution in $H^1$ for an elliptic problem on a Lipschitz domain, see for example Grisvard [30]. Singularities arise when the higher-order regularity is referred to. Kondrat’ev [22] proved the decomposition of the solution into a regular part and a singular part, where the singular part is indeed a finite sum of some singular functions with constant coefficients. Maz’ya and Plamenevskii [28], Dauge, Nicaise, Bourlard and Lubuma [15], Grisvard [31] etc. gave formulas for the singular coefficients in different cases respectively. In fact, the singular functions have the general ansatz

$$r^\lambda \log^q r \varphi(\theta)$$

near the corner point, where $\lambda, q$ are constants and $\varphi(\theta)$ is a bounded trigonometric function. These singular functions depend on the shape of the corner as well as the left-side operators of the elliptic system including the boundary operators instead of the right side of the system. Moreover, the number of singular functions gets larger when a higher regularity of the solution is considered. Therefore the singular part is also named as asymptotics sometimes. Another fact is, as mentioned for example in [31], the smaller the contact angle becomes, the smoother the solution would become (i.e. the number of singular functions will decrease), and a more detailed discussion will be in Rmk 5.20. In this paper, the singular functions would be in form of $r^\lambda \varphi(\theta)$ due to the range of the contact angle $\omega$ concerned.

The estimates for the regular part and the singular coefficients in Sobolev space or $L^p$ space are proved in Maz’ya and Plamenevskii [27], Grisvard [30], Costabel and Dauge [9, 10] etc. for 2 or 3 dimensional domains. In Grisvard [30, 31], the $H^2$ estimate and the formula for the singular coefficients are given in a simple case when the domain is a 2 dimensional rectilinear polygon and the elliptic operator is Laplacian. Costabel and Dauge [9, 10] considered 3 dimensional bounded piecewise analytic Lipschitz domain with a general 2nd-order elliptic operator and some general
boundary conditions. They proved higher-order estimates for the regular parts of the solutions in Sobolev space, as well as estimates for the singular coefficients. One can tell from [9, 10] that, when the boundaries are curved, the situation is much more complicated.

Since only mixed-type boundary conditions are considered in this paper, we recall some results on mixed problems. Grisvard [30, 31] proved the singular decompositions for general boundary conditions including the mixed type, in the case of the 2-dimensional rectilinear boundary and the Laplacian operator. Banasiak and Roach [4, 5] showed $H^2$ decompositions for the curvilinear boundary and general 2nd-order elliptic operators. Dauge [14] studied mixed problems with general 2nd-order elliptic operators in n-dimensional polyhedron, where the boundary is of piecewise $C^p$ type and the author proved the $L^p$ regularity result without estimates. Costabel and Dauge [11] talked about the mixed boundary case but they omit it for the sake of clarity, while as mentioned before, in [10] they proved an estimate for general boundary condition with the boundary piecewise analytic.

Compared to these works, we consider in this paper the mixed boundary problem with a limited smoothness on the boundary, and we trace the dependence of the solution on the regularity of the upper boundary in Sobolev norms in order to study D-N operator, which is not clearly stated in the works mentioned above. Moreover, based on the previous results [30, 31, 5], we prove the higher-order decompositions in a detailed way. In fact, starting from the unique existence of the variational solution $u \in H^1(\Omega)$ for the mixed problem, the solution can be decomposed as

$$u = u_r + \sum_i \chi_i(\omega)c_{si}S_i$$

with $u_r$ the regular part, $\chi_i(\omega)$ some characteristic function for $\omega$, $c_{si}$ the singular coefficient, and $S_i$ the singular function with some explicit formula. The decomposition depends on the order of the regularity we need for the solution. As stated above, when the order increases, the number of singular functions also increases. On the other hand, we also consider higher-order estimates for the regular part as well as for singular coefficients, where we trace the dependence on the free boundary function $\eta$.

The estimates for regular parts are similar as classical elliptic estimates.

After studying the properties for mixed problems, we turn to D-N operator, which is an order-1 elliptic operator and plays an important role in the water-wave theory, as already showed in some previous works on water-wave problems essentially in smooth domains: Zakharov [41], Craig, Sulem and Sulem [12], Wu [36], Lannes [19], Shatah and Zeng [39], Alazard, Burq and Zuily [2]. In [19, 39], the authors considered the estimate for D-N operator under different formulations. Meanwhile, the expression for the shape derivative is given, and the estimate for the shape derivative is also proved. In fact, the shape derivative is important in the energy estimates for the linearized water-wave problem.

Similarly as in [19], in this paper we will firstly give the estimate for D-N operator in presence of a singular part from the related elliptic system. Indeed, corresponding to the decomposition in the elliptic system, the estimates for D-N operator can be decomposed naturally into singular parts and regular parts. Secondly, we plan to derive the expression of the shape derivative for the corner-domain case, which is motivated by [39]. Consequently, an estimate for the shape derivative will also be proved. Moreover, a special case for the shape derivative is also discussed, which has a similar form as in [19].
Compared to the classical works essentially on smooth domains, water-wave problems with boundary singularities (corners) is a completely new topic in recent years. In fact, there are works done quite recently by Kinsey and Wu [32], Wu [37, 38] on 2 dimensional water-wave problems with angled crests. In these papers, the authors give a priori estimates and prove the well-posedness for the water-wave problem. For D-N operator part, they use a conformal mapping to convert the boundary singularity to the singularity for the mapping itself and they analyze the properties of this conformal mapping. Alazard [1] considers three-dimensional fluid in a rectangular tank, bounded by a flat bottom, vertical walls and a free surface evolving under the influence of gravity. He proves that one can estimate its energy by looking only at the motion of contact points between the free surface and the vertical walls.

Our results in this paper would be different from the classical works on D-N operators and water-wave problems, since we consider the problem on a corner domain. Meanwhile, our work is also in a different formulation from the results by [32, 37, 38] for two reasons. Firstly, our domain has an oblique bottom (which is different from the vertical walls in [1] as well), so the free surface couldn’t be naturally symmetrized with respect to the contact point. Secondly, we keep the boundary singularity and give complete estimates for D-N operators.

Now, we state the main results of this paper about estimates and decompositions for D-N operator and its shape derivative, and one can find more details in Section 6. We consider the contact angle \( \omega \in (0, \frac{\pi}{2}) \) through our paper, see Section 3. In the following results, we always try to split the singular part away from the regular part, which leads to some extra terms compared to [19, 39].

**Theorem 1.1.** If \( \eta \in H^{K+2}(\mathbb{R}^+) \) with \( K \in \mathbb{N} \) and \( \omega \neq \frac{\pi}{2n} \) for some \( n \in \mathbb{N} \), then for all \( f \in H^{K+\frac{3}{2}}(\mathbb{R}^+) \), one can have the estimate for the (scaled) D-N operator as

\[
|G(\eta)f - \sqrt{1 + |\eta|^2}\partial_n u_{sK}|_{H^{K+\frac{1}{2}}} \leq C(|\eta|_{H^{K+2}})|f|_{H^{K+\frac{3}{2}}},
\]

where \( f \) is the Dirichlet boundary condition and \( u_{sK} \) is the singular part arising from the related elliptic problem \((6.1)\) for \( u \).

The shape derivative for D-N operator is derived following the idea of [39], and the estimate is given based on our elliptic-decomposition theory. The theorem below is proved in Section 6.2.1.

**Theorem 1.2.** Let \( \omega \in (0, \frac{\pi}{2}) \) be the contact angle satisfying \( \omega \neq \frac{\pi}{2n} \) for any \( n \in \mathbb{N} \). If \( \eta \in H^{K+2}(\mathbb{R}^+) \) and \( f \in H^{K+\frac{3}{2}}(\Gamma_t) \), the shape derivative for the (non-scaled) D-N operator related to system \((6.1)\) of \( u \) can be decomposed into

\[
D_s G(\eta) f_{|s=0} - G(\eta) (D_s f_{|s=0}) = \nabla_{n_1} u_2 - \nabla_{n_2} w \cdot \nabla u - \nabla (\nabla u)^T w \cdot n_t |_{\Gamma_t} = l_r + l_s,
\]

where \( w \) is the variational vector field on \( \Gamma_t \), \( D_s \) is the variational material derivative with the parameter \( s \), \( u_2 \) satisfies system \((6.7)\) with the singular decomposition \( u_2 = u_{2rK} + u_{2sK} \).

Moreover, the regular part \( l_r \in H^{K+\frac{1}{2}}(\Gamma_t) \) and the singular part \( l_s \in H^{\frac{1}{2}}(\Gamma_t) \) are defined by

\[
\begin{align*}
l_r &= \nabla_{n_1} u_{2rK} - \nabla_{n_2} w \cdot \nabla u_{rK} - \nabla (\nabla u_{rK})^T w \cdot n_t |_{\Gamma_t}, \\
l_s &= \nabla_{n_1} u_{2sK} - \nabla_{n_2} w \cdot \nabla u_{sK} - \nabla (\nabla u_{sK})^T w \cdot n_t |_{\Gamma_t}.
\end{align*}
\]
and the following estimate holds:

$$|l_r|_{H^{K+\frac{1}{2}}} + |l_s|_{H^{\frac{1}{2}}} \leq C(|\eta|_{H^{K+2}} |f|_{H^{K+\frac{3}{2}}} |w|_{H^{K+\frac{3}{2}}}$$

with the constant $C$ depending on $|\eta|_{H^{K+2}}$ and $\Gamma_b$.

In the case of infinite depth (the bottom $\Gamma_b$ is simply $z = -\gamma x$) and assuming that $T_S$ near the corner is a global straightening transformation, we also prove a formal expression for the shape derivative in the following theorem, which is similar as the shape derivative in [19].

**Theorem 1.3.** For a given Dirichlet boundary condition $f$ on $\Gamma_t$, the (formal) shape derivative of the scaled D-N operator $G(\eta)$ related to system (6.1) is

$$d_\eta G(\eta)f \cdot h = G(\eta)\left((r_1 + r_2 \bar{B}) f' + r_3 \bar{B} G(\eta)f\right) + \left(r_3 \bar{B} f' + (r_1 - r_2 \bar{B}) G(\eta)f\right)$$

where $\bar{B}$ is expressed in (6.31) and

$$r_1 = \frac{h}{\gamma + \eta'}, \quad r_2 = \frac{\gamma \eta' - 1}{1 + (\eta')^2}, \quad r_3 = \frac{\gamma + \eta'}{1 + (\eta')^2}.$$  

Besides these results above, we need to stress a special and interesting case near the corner, when the contact angle $\omega = \frac{\pi}{2^n}$ for some $n \in \mathbb{N}$. In fact, the solution to the related elliptic problem for D-N operator has no singular part in this case, which means that we can have the same estimates for D-N operator without singular parts as in classical cases. The price here is that one would require additional compatible conditions on boundary conditions of the elliptic system, which will be discussed in detail in Section 5 as well.

In the end of this paper, we also consider about regularizing transformations in order to reach the ‘natural’ and proper regularity for the upper surface $z = \eta(x)$ through all the estimates we have: As long as one has $|\eta|_{H^{K+2}}$ in the coefficients, it can be always replaced by $|\eta|_{H^{K+\frac{3}{2}}}$.  

After dealing with the estimates for D-N operator, there will be our subsequent work on the well-posedness of the related 2 dimensional water-wave problem. In this paper, we only consider some fixed contact angle $\omega$ without the time variable, so the changing contact angle and the continuous dependence for the singularities with respect to the time will be discussed in the subsequent paper.

**Organiztion of this paper.** To start with, Section 3 discusses the range of the contact angle $\omega$, which is important in the following sections. Section 4 gives the Trace Theorem for corner domains. Section 5 provides us the decompositions for the variational solution of the mixed problem, as well as the higher-order estimates for both the regular part and singular coefficients. Section 6 shows the properties of D-N operator in the presence of singularities. Finally, Section 7 discusses about the regularizing transformations.

### 2. Notations

- We denote by $S$ the corner domain $S = \{(x,z)|0 \leq z \leq kx, x \geq 0\}$ for some constant $k > 0$.
- We denote by $S_0$ the corner domain $S_0 = \{(x,z)|-\gamma x \leq z \leq \eta'(0)x, x \geq 0\}$ straighten from $\Omega$. Sometimes we take $S_0$ as a bounded triangle $\{(x,z)|-\gamma x \leq z \leq \eta'(0)x, 0 \leq x \leq \delta\}$ with some small constant $\delta$, since we focus only on a small neighborhood of the corner when we use $S_0$. The new right segment of the boundary
is denoted by $\Gamma_\delta$.
- We denote by $\omega_1$ the angle of the upper boundary such that $\eta'(0) = \tan \omega_1$, and $\omega_2$ the angle of the bottom such that $\gamma = \tan \omega_2$.
- We denote by $\omega$ the contact angle for the corner domain $\Omega$ and $S_0$. We have $\omega = \omega_1 + \omega_2$.
- When no confusion will be made, we denote uniformly by $\Gamma_t$ ($\Gamma_b$) the upper (lower) boundary for the domain $\Omega$, $S$ or $S_0$.
- The unit tangential vector for the upper (lower) boundary of $\Omega$, $S$ or $S_0$ is denoted by $\tau_t$ ($\tau_b$) when no confusion will be made. Similarly we denote by $n_t$ ($n_b$) the unit outward normal vector for the upper (lower) boundary. The orientation for the pairs $(n_t, \tau_t)$ and $(n_b, \tau_b)$ is the same as $(x, y)$ coordinates.
- The notation $P^t$ stands for the transpose of a vector or a matrix $P$.
- We define the cut-off function $\beta(r)$ compactly supported in $S_0$ with $r$ the polar radius. We also use the same notation $\beta$ as the corresponding cut-off function in $\Omega$ or $S$ when no confusion will be made.
- The constant $b$ from the boundary condition for $\Gamma_b$ can be written as $b = \tan \Phi$ for some constant angle $\Phi$.
- We denote by $V$ or $V(S_0)$ the space on the triangle $S_0$ such that
  
  $$V(S_0) = \{ u \in H^1(S_0) \mid u|_{\Gamma_t} = u|_{\Gamma_b} = 0 \}.$$ 

- We denote by $V_b^2(S_0)$ the space on the triangle $S_0$ such that
  
  $$V_b^2(S_0) = \{ u \in H^2(S_0) \mid u|_{\Gamma_t} = u|_{\Gamma_b} = 0, \partial_{n_t} u + b\partial_{n_b} u|_{\Gamma_b} = 0 \}.$$ 

- $N_b$ is defined as the orthogonal space of $\Delta(V_b^2)$ in $L^2(S_0)$.
- We denote by $\tilde{H}^s(\Gamma)$ the homogenous space of $H^s(\Gamma)$, where $\Gamma$ is some part of the boundary for $\Omega$.
- The space $\tilde{H}^s(\Gamma)$ ($s > 0$) is defined as
  
  $$\tilde{H}^s(\Gamma) = \left\{ u \in \tilde{H}^s(\Gamma) \mid \frac{D^\alpha u}{\rho^s} \in L^2(\Gamma), |\alpha| = m \right\}$$

where $\rho = \rho(X)$ is the distance (arc length) between the point $X \in \Gamma$ and the end points of $\Gamma$, and $s = m + \sigma$ with $\sigma \in [0, 1)$. The norm is defined as

$$|u|_{\tilde{H}^s}^2 = |u|^2_{H^s} + \int_{\Gamma} \frac{|D^\alpha u|^2}{\rho^{2s}}dX.$$ 

Moreover, we use $(\tilde{H}^s)^*$ to denote the dual space of $\tilde{H}^s$. We will use in this paper the cases $s = 1/2$ and $s = 3/2$.

- We denote by $|\cdot|_{H^s}$ the Sobolev norm for $H^s(\Gamma_t)$ or $H^s(\Gamma_b)$ or $H^s(\mathbb{R}^+)$ on the boundary with $s > 0$, and by $|\cdot|_{L^m,\infty}$ the $W^{m,\infty}$ norm on the boundary with $m \in \mathbb{N}$.

- We denote by $||\cdot||_{m,2}$ the Sobolev norm for $H^m$ in the domain $\Omega$, $S$ or $S_0$, and by $||\cdot||_{m,\infty}$ $W^{m,\infty}$ norm in the domain with $m \in \mathbb{N}$. When $m = 0$, we use $||\cdot||_2$ for $L^2$ norm and $||\cdot||_{\infty}$ for $L^\infty$ norm.

- We denote by $\partial^m$ on $\Omega$, $S$ or $S_0$ for some $m \in \mathbb{N}$, we mean $\partial_1^{\alpha_1} \partial_2^{\alpha_2}$ with some $\alpha_1 + \alpha_2 = m$.

- We denote by $\eta(x)$ the function $\eta(x) = \eta(x) + \gamma x$ on $\mathbb{R}^+$, and we denote by $\eta'(x)$ the derivative of $\eta$ with respect to $x$.

- The function $d(z)$ is defined as
  
  $$d(z) = \frac{1}{k} - \frac{1}{\gamma + \eta'(\eta^{-1}(z))}.$$
where $\tilde{\eta}^{-1}$ is the inverse of $\tilde{\eta}$ if exists, and $d_\infty$ means $d(z)|_{k=\infty}$. Moreover, we set $d_0 = d(0)$.

- We define the eigenvalue $\lambda = -\frac{\pi}{2\omega}$.

3. The contact angle

We focus first on the contact point $O(0,0)$ to evaluate the range of the contact angle $\omega$. One will see in the following that the range of the contact angle $\omega$ plays an important role in the singular analysis.

First of all, from the boundary condition on the bottom for the water-wave problem we have

$$V \cdot n_b|_{\Gamma_b} = 0$$

where $V$ is the velocity of the fluid in the domain. This condition still holds at the contact point $O$ as long as $V$ exists point-wisely (the regularity in our paper will do). Taking the material derivative $D_t = \partial_t + V \cdot \nabla_{x,z}$ on this condition (since the fluid particles flow along $\Gamma_b$) and applying Euler equation on $\Gamma_b$, one finds near the contact point $O$ that

$$0 = D_t V \cdot n_b|_{\Gamma_b} = (-\nabla_{x,z} p - g e_z) \cdot n_b|_{\Gamma_b}$$

with $p$ the pressure, $g$ the gravity coefficient, $e_z = (0,1)^t$ while noticing that $n_b = -(1 + \gamma^2)^{-\frac{1}{2}}(\gamma, 1)^t$ near $O$. Naturally, this gives the condition for the pressure near $O$:

$$-\nabla_{x,z} p \cdot n_b|_{\Gamma_b} = g e_z \cdot n_b|_{\Gamma_b} < 0. \tag{3.1}$$

On the other hand, when the surface tension at the free surface $\Gamma_t$ is neglected, one has $p|_{\Gamma_t} = \text{const}$ and moreover one assumes the Taylor sign condition $-\nabla_{n_t} p|_{\Gamma_t} > 0$ on $\Gamma_t$, which together imply that $\nabla_{x,z} p$ acts as an inward normal vector on $\Gamma_t$. Combining this fact with (3.1) at the contact point (the regularity in our paper also makes (3.1) hold point-wisely), we can see that the angle $\omega$ between the free surface $\Gamma_t$ and the bottom $\Gamma_b$ satisfies $\omega \in [0, \pi/2)$. In this paper, we avoid the special case $\omega = 0$ where the boundary has a cusp at the contact point. Consequently, we consider for some contact angle

$$\omega \in (0, \frac{\pi}{2})$$

through our paper.

We need to mention that, in the case of vertical walls, Alazard, Burq and Zuily proved in Prop 6.1[3] that the free surface makes a right-angle with the rigid walls, as long as the Taylor sign condition is satisfied.

4. Trace theorem for mixed boundary conditions on curvilinear corner domains

Generally, the trace theorem will have some extra compatible conditions when the domain boundary is piecewise smooth, which is different from the smooth domain case [30]. Firstly, we would like to quote Thm 1.5.2.1 and Thm 1.5.2.4[30] here, where the first theorem deals with the traces on part of the boundary, while the second theorem is a special case focusing on the traces for the first quadrant and the only corner point is $(0,0)$. These theorems will be used later in this paper.
**Theorem 4.1.** Let $\Omega_p$ be a bounded open subset of $\mathbb{R}^2$, whose boundary is a curvilinear polygon of class $C^{k,1}$; then for $j$th curve $\Gamma_j$ (counterclockwise) from the boundary, the mapping

$$u \mapsto \{u, \partial_{n_j} u, \ldots, \partial_{n_j}^l u\}|_{\Gamma_j}, \quad l < m - \frac{1}{2},$$

which is defined for $u \in \mathcal{D}(\Omega_p)$ and $n_j$ is the unit outward normal vector on $\Gamma_j$, has a unique continuous extension as an operator from

$$H^m(\Omega_p) \text{ onto } \prod_j H^{m-l-\frac{1}{2}}(\Gamma_j), \quad l \leq m - 1 \leq K.$$

**Remark 4.2.** Thm 4.1 tells us that we can deal with traces on one piece of the boundary similarly as in the classical trace theorem. In fact, the proof for this theorem is almost the same as the classical trace theorem, so we can have the estimates similarly

$$|\partial_{n_j}^l u|_{H^{m-l-\frac{1}{2}}(\Gamma_j)} \leq C\|u\|_{m,2}$$

for some constant $C$ depends on $\Omega_p$.

**Theorem 4.3.** The mapping $u \mapsto \{\{f_k\}_{k=0}^{m-1}, \{g_l\}_{l=0}^{m-1}\}$ defined by

$$f_k = D_x^k u|_{y=0}, \quad g_l = D_x^l u|_{x=0}$$

for $u \in \mathcal{D}(\mathbb{R}^+ \times \mathbb{R}^+)$, has a unique continuous extension as an operator from $H^m(\mathbb{R}^+ \times \mathbb{R}^+)$ onto the subspace of

$$\prod_{k=0}^{m-1} H^{m-k-\frac{1}{2}}(\mathbb{R}^+) \times \prod_{l=0}^{m-1} H^{m-l-\frac{1}{2}}(\mathbb{R}^+)$$

defined by

(a) $D_x^k f_k(0) = D_y^k g_l(0), \quad l + k < m - 1$ and,

(b) $\int_0^1 |D_x^k f_k(t) - D_y^k g_l(t)|^2 \frac{dt}{t} < +\infty, \quad l + k = m - 1$.

**Remark 4.4.** Similar result on a general polygon as Thm 4.3 also holds, see Thm 1.5.2.8[30]. In this case, we use the tangential and normal derivatives $\partial_r, \partial_n$ instead of $\partial_x, \partial_y$ above, and the parameter $t$ would be chosen as the arc length parameter w.r.t. the corner point.

One can see in this theorem that there are compatible conditions near the corner point, which is different from the classical trace theorem. In fact, the space $\tilde{H}^{\frac{1}{2}}$ used in this paper originates from the second condition, see Thm 8.1 in Appendix A.

4.1. **The transformation to straighten the domain.** Before stating our trace theorem, we would like to introduce two transformations on $\Omega$ which straighten the moving free boundary near or away from the contact point $O(0,0)$. These transformations will be used in the proof of the trace theorem and in later sections.

First of all we introduce the local transformation near the point $O$ which maps the corner domain $S \cap U_{\delta S}$ with some constant $k > 0$ into the moving domain $\Omega \cap U_{\delta}$:

$$T_S : (x, z) \in S \cap U_{\delta S} \mapsto (\bar{x}, \bar{z}) \in \Omega \cap U_{\delta}$$

with

$$\bar{x} = x + \frac{1}{k} z, \quad \bar{z} = z - \gamma \left( x + \tilde{\eta}^{-1}(z) - \frac{1}{k} z \right)$$

where $\tilde{\eta}^{-1}(z)$ is the inverse of $\tilde{\eta}(x) = \eta(x) + \gamma x$, and the neighborhood $S \cap U_{\delta S}, \Omega \cap U_{\delta}$ near the corner $(0,0)$ correspond to the triangle $S_0$ by these transforms introduced.
in this section. Note that the bottom $\Gamma_b$ can be written as $z = -\gamma x$ near the corner. We write for some constant $k > 0$ here because we will let $k \to \infty$ sometimes. The corner domain $S$ is convenient for computations in our paper with a horizontal lower boundary.

The idea for this transform $T_S$ is that firstly one pushes the bottom of $\Omega$ up to $z = 0$ by replacing $z$ with $z + \gamma x$, then one straightens the new corner domain by adjusting $x$-coordinate for each $z$. One can check that $T_S$ maps the boundaries $\bar{z} = -\gamma x$ and $\bar{z} = \eta(\bar{x})$ of $\Omega$ into the boundaries $z = 0$ and $z = kx$ of $S$ respectively. On the other hand, when $\eta' - 1$ exists, we know that it has the same regularity with $\eta$, so the transformation $T_S$ has the same regularity with $\eta$. Moreover, $T_S$ is invertible with the inverse transformation $T_S^{-1}$ as follows

$$T_S^{-1}: (\bar{x}, \bar{z}) \in \Omega \cap U_\delta \mapsto (x, z) \in S \cap U_{\delta S}$$

where

$$x = \bar{x} - \eta^{-1}(\gamma \bar{x} + \bar{z}) + \frac{1}{k}(\gamma \bar{x} + \bar{z}), \quad z = \gamma \bar{x} + \bar{z}.$$

Secondly, we also need to construct another transform straightening the rest part of $\Omega$. In fact, we give the transform $T_R$ which maps a flat strip $R$ to the rest part of $\Omega$ here:

$$T_R: (x, z) \in R \mapsto (\bar{x}, \bar{z}) \in \Omega$$

with

$$\bar{x} = x, \quad \bar{z} = \eta(x) z + l(x)(1 - z),$$

where $R = \{(x, z) | x \geq x, 0 \leq z \leq 1\}$ is a flat strip, and $x > 0$ is a constant fixed by $U_\delta$. The inverse transform $T_R^{-1}$ is

$$T_R^{-1}: (\bar{x}, \bar{z}) \in \Omega \cap \{\bar{x} \geq x\} \mapsto (x, z) \in R$$

where

$$x = \bar{x}, \quad z = \frac{\bar{z} - l(\bar{x})}{\eta(\bar{x}) - l(\bar{x})}$$

A few words about $\delta$: In the transformations above, we need $\eta(x)$ is invertible on $\Omega \cap U_\delta$ with respect to $x$, which would be true since we will choose $\delta > 0$ small enough.

Sometimes we also need to use the linear transformation

$$T_0: X = (x, z) \in S_0 \mapsto \tilde{X} = (\tilde{x}, \tilde{z}) = P_0 X \in S$$

with

$$P_0 = \begin{pmatrix} 1 + \gamma d_0 & \gamma \\ d_0 & 1 \end{pmatrix},$$

which maps the corner domain $S_0$ to the corner domain $S$. Notice that $S_0$ is the straighten version of the original domain $\Omega$ and therefore it keeps the same contact angle $\omega$.

To close this section, we consider a special case of the local transform $T_S$ when the flat corner domain $S$ is the first quadrant:

$$T_S: (x, z) \in S = \{(x, z) | x, z \geq 0\} \cap U_{\delta S} \mapsto (\bar{x}, \bar{z}) \in \Omega \cap U_\delta$$

with

$$\bar{x} = x + \eta^{-1}(z), \quad \bar{z} = z - \gamma \left( x - \eta^{-1}(z) \right).$$

The transform is again invertible with the inverse transform

$$T_S^{-1}: (\bar{x}, \bar{z}) \in \Omega \cap U_\delta \mapsto (x, z) \in S$$
where
\[ x = \bar{x} - \bar{\eta}^{-1}(\gamma \bar{x} + \bar{z}), \quad z = \gamma \bar{x} + \bar{z}. \]

**Remark 4.5.** Indeed one can use the conformal mapping to transform \( \Omega \) near the corner point to a rectilinear corner domain, meanwhile the conformal mapping can also keep the Laplace operator \( \Delta \) in the related elliptic equation. However one cannot express this mapping explicitly and estimates for the conformal mapping are needed. In [32, 37, 38], the authors use conformal mapping to change the Lipschitz domain into a smoother domain, therefore the singularities are shifted to the mapping.

We choose in this paper an easier and explicit transformation \( T_S \) to straighten the corner. The price is that we get a more general elliptic equation and the singular functions behave worse sometimes. We need to improve the regularities about singular functions in the following sections.

### 4.2. Trace theorem on the corner domain \( \Omega \)

Since we consider the mixed problem for the corner domain \( \Omega \), a trace theorem with mixed boundary conditions is presented here. These are modified versions from Thm 2.1[5]. On the other hand, we will also need to consider the pure Dirichlet boundary conditions for some special cases, so we also present a trace theorem for Dirichlet case.

**Theorem 4.6.** (Mixed Boundary) Let \( m \geq 2, b = \tan \Phi \) and functions \( f \in H^{m-\frac{1}{2}}(\Gamma_t), \ g \in H^{m-\frac{3}{2}}(\Gamma_b) \) be given. When the two vectors \( n_b + br_b \parallel \tau_t \), i.e. \( \Phi - \omega = l\pi + \frac{\pi}{2} \) for some \( l \in \mathbb{Z} \), one assumes additionally that \( F \in H^{m-\frac{3}{2}}(\Gamma_t \cup \Gamma_b) \) where
\[ F = \begin{cases} \nabla \tau_t f, & x \in \Gamma_t, \\ \frac{1}{|n_b + r_b|} g, & x \in \Gamma_b. \end{cases} \]

Then there exists a function \( v \in H^m(\Omega) \) satisfying the following mixed boundary conditions
\[ v|_{\Gamma_t} = f, \quad \partial_{n_b} v + b \partial_{r_b} v|_{\Gamma_b} = g. \]

Moreover, we have the following estimate
\[ \|v\|_{m,2} \leq C(\delta, \Gamma_b, |\eta|_{H^{m-\frac{1}{2}}})(|f|_{H^{m-\frac{1}{2}}} + |g|_{H^{m-\frac{3}{2}}}). \]

**Proof.** **Case 1:** \( n_b + br_b \parallel \tau_t \). The key point in this proof is about the trace near the corner. Let
\[ f_\delta = \begin{cases} f, & x \leq \delta_0, \\ 0, & x > 2\delta_0 \end{cases} \quad g_\delta = \begin{cases} g, & x \leq \delta_0, \\ 0, & x > 2\delta_0. \end{cases} \]

with some \( \delta_0 \) depending on \( \delta \) and small. We can have \( f_\delta \in H^{m-\frac{3}{2}}(\Gamma_t) \) and \( g_\delta \in H^{m-\frac{3}{2}}(\Gamma_b) \) cut-off from \( f, g \) and supported in \( \Omega \cap U_\delta \). We now use the transform \( T_S \) with \( k = \infty \) which can change locally the domain \( \Omega \cap U_\delta \) near the corner point \((0,0)\) into part of the first quadrant \( S \). We denote the new boundaries by \( \bar{\Gamma}_t = \{x = 0, 0 \leq z \leq \delta_1, \bar{\Gamma}_b = \{0 \leq x \leq \delta_1, z = 0\} \) with the same corner point \( O(0,0) \) and \( \delta_1 \) a small constant depending on \( \delta \).

As a result, we get the boundary conditions for \( v \) into conditions for \( \tilde{v} = v \circ T_S \):
\[ \tilde{v}|_{\bar{\Gamma}_t} = \tilde{f}_\delta \in H^{m-\frac{1}{2}}(\bar{\Gamma}_t), \quad a_1 \partial_x \tilde{v} + a_2 \partial_z \tilde{v}|_{\bar{\Gamma}_b} = \tilde{g}_\delta \in H^{m-\frac{3}{2}}(\bar{\Gamma}_b), \]
(4.1)

where \( \tilde{f}_\delta = f_\delta \circ T_S \), \( \tilde{g}_\delta = (1 + \gamma^2)\frac{1}{2}g_\delta \circ T_S \) and
\[ a_1(z) = b - \gamma - (1 + \gamma^2)d_\infty(z), \quad a_2 = -(1 + \gamma^2), \]
with \( d_\infty(z) = -\frac{1}{\gamma + \eta'(\eta^{-1}(z))} \). Here \( \gamma + \eta'(\eta^{-1}(z)) \neq 0 \) since the tangent line for the upper boundary won’t be parallel to the tangent line for the lower boundary in the small neighborhood of \( \delta \).

Now we want to solve \( \tilde{v} \) from its boundary conditions when \( |a_1(z)| > 0 \) on \([0, \delta_1]\) for some \( \delta_1 > 0 \) (which will be investigated in the end of the proof). Using zero extension, we can find \( \tilde{f}_\delta \in H^{m-\frac{3}{2}}(\mathbb{R}^+) \) and \( \tilde{g}_\delta \in H^{m-\frac{3}{2}}(\mathbb{R}^+) \), so the boundary conditions are given on \( \mathbb{R}^+ \) now. As a result, we have that

\[
|\tilde{f}_\delta|_{H^{m-\frac{3}{2}}(\mathbb{R}^+)} \leq C|f|_{H^{m-\frac{3}{2}}(\Gamma_1)}, \quad |\tilde{g}_\delta|_{H^{m-\frac{3}{2}}(\mathbb{R}^+)} \leq C|f|_{H^{m-\frac{3}{2}}(\Gamma_1)}.
\]

Let’s consider the case \( m = 3 \), since the cases \( m = 2 \) were proved already in Theorem 2.1 [5]. And for the case that \( m \geq 4 \), we can get the result in a similar way.

By using Theorem 4.3 we have that for any given functions \( f_0, g_0, f_1, g_1 \in H^{\frac{3}{2}}(\mathbb{R}^+) \), \( f_2, g_2 \in H^{\frac{1}{2}}(\mathbb{R}^+) \), if the following conditions are satisfied

\[
g_0(0) = f_0(0), \quad g_1(0) = \partial_z f_0(0), \quad \partial_z g_0(0) = f_1(0), \quad \partial_z g_1(0) = g_2(0)
\]

then there exists \( \tilde{v} \in H^3(S) \) such that

\[
\tilde{v}|_{\Gamma_t} = f_0, \quad \partial_z \tilde{v}|_{\Gamma_t} = f_1, \quad \partial_z g_0|_{\Gamma_t} = g_2, \quad \partial_z g_1|_{\Gamma_t} = g_2.
\]

From now on we use the same variable \( s \in \mathbb{R}^+ \) for \( f_i(s), g_j(s) \) \((i, j = 0, 1, 2)\). To get what we want, we need \( \tilde{v} \) to satisfy the boundary conditions (4.1), that is

\[
f_0 = \tilde{f}_\delta, \quad a_1 g_0 + a_2 g_1 = \tilde{g}_\delta.
\]

Thus, we set first

\[
g_1 = \tilde{f}_\delta + h
\]

for some \( h \) to be fixed and

\[
g'_0 = a_1^{-1}(\tilde{g}_\delta - a_2 \tilde{f}_\delta), \quad \text{on} \quad [0, \delta_1]
\]

with the initial data \( g_0(0) = \tilde{f}(0) \).

Solving the equation above, we can find \( g_0 \in H^{\frac{3}{2}}([0, \delta_1]) \), which can be extended to \( g_0 \in H^{\frac{3}{2}}(\mathbb{R}^+) \). Moreover, we can derive that

\[
|g_0|_{H^{\frac{3}{2}}(\mathbb{R}^+)} \leq C(\delta, \Gamma_b, \eta|_{H^{\frac{3}{2}}})(|f|_{H^{\frac{3}{2}}} + |g|_{H^{\frac{3}{2}}}).
\]

Now we define \( h = -a_2^{-1}(a_1 g'_0 - \tilde{g}_\delta + a_2 \tilde{f}_\delta) \) on \( \mathbb{R}^+ \). As a result, we find \( g_1 \in H^{\frac{3}{2}}(\mathbb{R}^+) \) satisfying \( g_1(0) = f'_0(0) \) from (4.2), and we also have the estimate:

\[
|g_1|_{H^{\frac{3}{2}}(\mathbb{R}^+)} \leq C(\delta, \Gamma_b, \eta|_{H^{\frac{3}{2}}})(|f|_{H^{\frac{3}{2}}} + |g|_{H^{\frac{3}{2}}}).
\]

For \( f_1 \), we firstly define it by solving the differential equation

\[
f'_1 = g'_1 \quad \text{on} \quad [0, \delta_1]
\]

with the initial data \( f_1(0) = g'_0(0) \), and then extend it from \( H^{\frac{3}{2}}([0, \delta_1]) \) into \( H^{\frac{3}{2}}(\mathbb{R}^+) \). Thus, we find \( f_1 \in H^{\frac{3}{2}}(\mathbb{R}^+) \) satisfying (4.2).

For \( g_2 \), we define it by

\[
g_2 = f''_0
\]
which implies that \( g_2 \in H^{\frac{1}{2}}(\mathbb{R}^+) \).

For \( f_2 \), we define it by
\[
f_2 = g''_0
\]
which implies that \( f_2 \in H^{\frac{1}{2}}(\mathbb{R}^+) \). One can check easily that all the conditions in (4.2) are satisfied here. Meanwhile, thanks to the proof of Thm 4.3 (Thm 1.5.2.4 in [30]), we have the estimate
\[
\|\tilde{v}\|_{3,2} \leq C \sum_{i=0,1,2} (|f_i|_{H^{\frac{3}{2}-i}(\mathbb{R}^+)} + |g_i|_{H^{\frac{3}{2}-i}(\mathbb{R}^+)})
\]
with some constant \( C \) depending on \( m = 3 \), which leads to
\[
\|\tilde{v}\|_{3,2} \leq C(\delta, \Gamma_b, |\eta|_{H^{\frac{3}{2}}})(|f|_{H^{\frac{3}{2}}} + |g|_{H^{\frac{3}{2}}}).
\]
As a result, we can go back to the function \( v_\delta = \tilde{v} \circ T_{S}^{-1} \in H^{3}(\Omega) \) which satisfies the boundary conditions
\[
v_\delta|_{\Gamma_t} = f_\delta, \quad \partial_n v_\delta + b\partial_{\tau} v_\delta|_{\Gamma_b} = g_\delta
\]
and the desired estimate for \( v_\delta \) holds.

For the case \( m \geq 4 \), the proof also starts with fixing \( g_0, g_1 \) as above, and the remaining part follows similarly.

On the other hand, considering the trace away from \((0,0)\), we set
\[
f_\delta^c = f - f_\delta, \quad g_\delta^c = g - g_\delta
\]
We can have \( f_\delta^c \in H^{m-\frac{1}{2}}(\Gamma_t), \; g_\delta^c \in H^{m-\frac{1}{2}}(\Gamma_b) \) and \( f_\delta^c, g_\delta^c \) vanish near the corner. So we can use the transform \( T_R \) to change the domain \( \Omega \cap U_\delta^c \) into the strip \( R \), and therefore the trace problem can be solved using a classical trace theorem as in [19]: One finds \( v_\delta^c \in H^{3}(\Omega) \) satisfying the boundary conditions
\[
v_\delta^c|_{\Gamma_t} = f_\delta^c, \quad \partial_n v_\delta^c + b\partial_{\tau} v_\delta^c|_{\Gamma_b} = g_\delta^c
\]
and the desired estimate for \( v_\delta^c \) also holds. The proof is omitted here.

Placing \( v_\delta \) and \( v_\delta^c \) together, we finally arrive at the function
\[
v = v_\delta + v_\delta^c,
\]
which satisfies the boundary conditions and also the estimate in this theorem.

To close the proof, we investigate the condition \( |a_1(z)| > 0 \) on \([0, \delta_x]\). In fact, one only needs \( a_1(0) \neq 0 \) and \( \delta_x \) small enough. The condition \( a_1(0) \neq 0 \) can be rewritten as
\[
a_1(0) = \tan \Phi + \frac{1}{\tan \omega} \neq 0,
\]
which means \( \Phi - \omega \neq l\pi + \frac{\pi}{2} \), or equivalently that the vector \( n_b + b\tau_b \) on \( \Gamma_b \) is not parallel to the tangent vector \( \tau_t \) on \( \Gamma_t \).

**Case 2: \( n_b + b\tau_b \parallel \tau_t \).** In the proof of case 1, we know that the equation (4.3) can be not solved this time, which should be adjusted here a little bit.

In fact, plugging \( g_1 = \tilde{f}_\delta' + h \) into the boundary condition \( a_1 g_0' + a_2 g_1 = \tilde{g}_\delta \), we find
\[
a_1 g_0' + a_2 h = \tilde{g}_\delta - a_2 \tilde{f}_\delta'.
\]
On the other hand, some computations lead to
\[
|n_b + b\tau_b| = (1 + \gamma^2)^{\frac{1}{2}} \frac{1 + \eta'(0)^2}{\gamma + \eta'(0)} \text{ on } \Omega, \quad \text{while } \frac{1 + (\eta')^2}{\gamma + \eta'} \nabla_{\tau} \tilde{f}_\delta = - (\tilde{f}_\delta') \circ T_{S}^{-1}
\]
so our assumption on $F$ implies
\[ \tilde{g}_\delta - a_2 \tilde{f}_\delta^\prime \in H^{\frac{2}{3}}(\mathbb{R}^+), \]
with $(\tilde{g}_\delta - a_2 \tilde{f}_\delta^\prime)(0) = 0$, which results in that $a_1 g_0' + a_2 h \in H^{\frac{2}{3}}(\mathbb{R}^+)$. Moreover, we define that
\[ g_0' = G, \quad g_0(0) = \tilde{f}_\delta(0), \]
where $G$ is an arbitrary function belongs to $H^{\frac{2}{3}}(\mathbb{R}^+)$ satisfying $G(0) = 0$. Then we have $g_0 \in H^{\frac{2}{3}}(\mathbb{R}^+)$ and $h \in H^{\frac{2}{3}}(\mathbb{R}^+)$ satisfying $h(0) = 0$. As a result, $g_1 = \tilde{f}_\delta' + h \in H^{\frac{2}{3}}(\mathbb{R}^+)$ and satisfies (4.2).

For the other terms $f_1, f_2, g_2$, since they do not depend on $a_1$, we use the same definitions as in case 1. The case when $m \geq 4$ follows similarly as long as $g_0, g_1$ are fixed. In this way the proof is finished.

□

As the end of this section, we also present a trace theorem with Dirichlet boundary conditions.

**Theorem 4.7.** (Dirichlet boundary) The trace operator
\[ v \mapsto v|_{\Gamma_t \cup \Gamma_b} \]
is continuous from $H^m(\Omega)$ to $H^{m-\frac{1}{2}}(\Gamma_t \cup \Gamma_b)$. On the other hand, this operator has a right continuous inverse: Let functions $f \in H^{m-\frac{1}{2}}(\Gamma_t)$, $f_d \in H^{m-\frac{1}{2}}(\Gamma_b)$ be given.

(1) When $m \geq 2$, one needs
\[ f(O) = f_d(O) \]
with $O$ the contact point.

(2) When $m = 1$, set
\[ F = \begin{cases} f, & \text{on } \Gamma_t, \\ f_d, & \text{on } \Gamma_b. \end{cases} \]
satisfying $F \in H^{\frac{1}{2}}(\Gamma_t \cup \Gamma_b)$.

Then there exists a function $v \in H^m(\Omega)$ satisfying Dirichlet boundary conditions
\[ v|_{\Gamma_t} = f, \quad v|_{\Gamma_b} = f_d. \]
Moreover, one has the estimate
\[ \|v\|_{m,2} \leq C(\|f\|_{H^{m-\frac{1}{2}}} + \|f_d\|_{H^{m-\frac{1}{2}}}) \]
with constant $C$ depending on $\delta, \Gamma_b$, and on $|\eta|_{H^{m-\frac{1}{2}}}$ when $m \geq 2$, while on $|\eta|_{H^2}$ when $m = 1$.

**Proof.** Following the proof for Thm 4.6 line by line, we need to focus near the corner and prove the case $m = 3$. The case $m = 1$ is proved by Gagliardo(1957) for a bounded open set with Lipschitz boundary in Thm 1.5.1.3[30], and the case $m = 2$ is proved already in [5].

In fact, we have here
\[ \tilde{v}|_{\Gamma_t} = \tilde{f}_\delta, \quad \tilde{v}|_{\Gamma_b} = \tilde{f}_d, \]
where $\tilde{f}_d$ is defined similar as $\tilde{g}_\delta$. This means we know $f_0, g_0 \in H^{\frac{2}{3}}$ in (4.2) and need to find $f_1, g_1 \in H^{\frac{3}{2}}, f_2, g_2 \in H^{\frac{1}{2}}$. Since these functions are easy to find out,
so we have $\tilde{v} \in H^3(\Omega)$ satisfying boundary conditions as long as $f_0(0) = g_0(0)$ holds. Therefore the proof is done. \hfill \square

**Remark 4.8.** When only one Dirichlet boundary condition is given, for example, $v|_{\Gamma_t} = f$ with $f \in H^{m-\frac{1}{2}}(\Gamma_t)$, we can use Thm 4.7 (define Dirichlet boundary condition on $\Gamma_b$ according to $f$, for example) or some classical extension trick to find such a $v \in H^m(\Omega)$ satisfying the boundary condition without any compatible considerations of course. Moreover, the estimate holds

$$\|v\|_{m,2} \leq C(\|\eta\|_{W^{1,\infty}}) \|f\|_{H^{m-\frac{1}{2}}}$$

when $m \geq 2$. Besides this, the trace operator

$$v \mapsto v|_{\Gamma_t}$$

is also continuous from $H^m(\Omega)$ to $H^{m-\frac{1}{2}}(\Gamma_t)$.

### 5. The mixed boundary elliptic problem

We consider in general the elliptic problem for $u$ when proper conditions $h, f, g$ are given:

\[
\begin{cases}
    \Delta u = h, & \text{in } \Omega \\
    u|_{\Gamma_t} = f, & \partial_n u|_{\Gamma_b} = g
\end{cases}
\]

and we will find the elliptic estimates for this system. Referring to the higher-order estimates, sometimes we will also need to consider

\[
\begin{cases}
    \Delta u = h, & \text{in } \Omega \\
    u|_{\Gamma_t} = f, & \partial_n u + b \partial_{\tau_b} u|_{\Gamma_b} = g
\end{cases}
\]

with some constant $b = \tan \Phi$. Moreover, we will reduce (MBVP) and (MBVP)$_b$ to the homogeneous boundary case most of the time:

\[
\begin{cases}
    \Delta u = h, & \text{in } \Omega \\
    u|_{\Gamma_t} = 0, & \partial_n u + b \partial_{\tau_b} u|_{\Gamma_b} = 0
\end{cases}
\]

In this section, we firstly derive the elliptic estimates for the system (MBVP)$_b$ with $b = 0$. We also consider about the regularity for (MBVP)$_b$ when $b \neq 0$. After the estimates for the homogeneous system, we go back to retrieve the estimates for the system (MBVP) by trace theorems.

#### 5.1. $H^2$ decomposition and the elliptic estimate

In this section, we firstly derive the $H^2$ estimate for (MBVP)$_b$ with $b = 0$, then we go back to the $H^2$ estimate for (MBVP). To begin with, we present an existence theorem about the variational solution for (MBVP)$_b$, and a $H^2$ decomposition theorem for (MBVP)$_b$ when $b \neq 0$, which will be needed in higher-order regularities.

The existence and uniqueness of the variational solution for the mixed boundary system is proved already in Lemma 4.4.3.1[30], where $\Omega_p$ is a bounded polygonal domain and the elliptic operator is $\Delta$. In fact, one can extend this result naturally into our case with the corner domain $\Omega$. We omit the proof here.

**Lemma 5.1.** Let $h \in L^2(\Omega)$ be a given function, then there exists a unique variational solution $u \in H^1(\Omega)$ for the homogeneous system (MBVP)$_h$. Moreover, one has the variational estimate

$$\|\nabla u\|_2 \leq C(\|\eta\|_{W^{1,\infty}}) \|h\|_2.$$
Based on the variational solution \( u \in H^1(\Omega) \), we now consider about the \( H^2 \) and higher-order regularities. In fact, the \( H^2 \) regularity has been proved in \([30, 10, 14, 5]\) etc. with different assumptions. In \([30]\), the \( H^2 \) regularity was discussed and the higher-order case was also briefly mentioned for the rectilinear polygon case. The author established the \( H^2 \) estimate there but the higher-order estimates were missing. The authors proved an estimate for general boundary condition with the boundary piecewise analytic in \([10]\). In \([5]\), the authors considered the general \( C^{k, \sigma} \) curvilinear polygon case and a \( H^2 \) decomposition was derived based on Grisvard’s result \([30]\).

In this paper, based on the result in \([5]\), we first derive the \( H^2 \) estimate on \( \Omega \), and then we take a further step to explore the higher-order estimates for \((\text{MBVP})_h\) while tracing the dependence of coefficients on the upper free boundary.

The major difference between our corner-domain case and the classical smooth-domain case is that there will be singularity appearing from the elliptic system. In order to have the elliptic estimates, the singularities must be explicitly studied. In fact, Theorem 3.2.5 \([5]\) tells us that if \( \Omega_\sigma \) is a curvilinear polygon with a piecewise \( C^2, \sigma (\sigma \geq 0) \) boundary, then the variational solution \( u \in H^1(\Omega_\sigma) \) can be uniquely decomposed into the sum of a \( H^2(\Omega_\sigma) \) function \( u_r \) and a singular part in \( H^1 \setminus H^2(\Omega_\sigma) \).

On the other hand, we know from \([30]\) that the singularity only concentrates near the corner point, so this theorem also holds for our unbounded corner domain \( \Omega \). Therefore a slightly modified version of Thm 3.2.5 \([5]\) for the general inhomogeneous system \((\text{MBVP})_h\) is presented here, adjusted for the purpose of our paper.

**Theorem 5.2.** Suppose that the corner domain \( \Omega \) has a \( C^{2,0} \) upper boundary \( \eta \). Let the constant \( b = \tan \Phi \), and functions \( h \in L^2(\Omega) \), \( f \in H^{\frac{1}{2}}(\Gamma_1) \), \( g \in H^{\frac{1}{2}}(\Gamma_b) \) be given. When \( n_b + b\tau_b \parallel \tau_t \) i.e. \( \Phi - \omega = l\pi + \frac{\pi}{2} \) for some \( l \in \mathbb{Z} \), one requires additionally that

\[
F \in H^{\frac{1}{2}}(\Gamma_t \cup \Gamma_b) \quad \text{with} \quad F = \left\{ \begin{array}{ll}
\nabla_{\tau_t} f, & \text{on} \quad \Gamma_t,
\frac{\nabla_{\tau_t} f}{|n_b + b\tau_b|}, & \text{on} \quad \Gamma_b.
\end{array} \right.
\]  

(5.1)

Then the variational solution \( u \in H^1(\Omega) \) for the elliptic problem \((\text{MBVP})_h\) can be decomposed as

\[
u = u_r + \sum_{m \in A} c_m s_m,
\]

where \( u_r \in H^2(\Omega) \), \( c_m \) real coefficients and singular functions

\[
s_m(r, \theta) = \beta(r)r^{-\lambda_m} \cos(\lambda_m(\theta + \omega) + \Phi),
\]

where \((r, \theta)\) is the polar coordinates on \( S_0 \) straightened from \( \Omega \) near the corner point using the transform \( (P_0^{-1})^t T_\delta \) and \( \theta \in [-\omega_2, \omega_1] \). Moreover, one has

\[
\lambda_m = \frac{-\Phi + (m + 1/2)\pi}{\omega} \quad \text{for} \quad m \in \mathbb{Z},
\]

and \( A = \{m \mid -1 < \lambda_m < 0\} \).

**Proof.** In fact, since the singularity only concentrates near \((0, 0)\), we find the decomposition for \( \beta u \) from Thm 3.2.5 \([5]\) with \( \beta \) the cut-off function near \((0, 0)\). To conclude the proof, we only need to consider about the regularity of \((1 - \beta)u\) away from the corner, and we can find indeed that \((1 - \beta)u \in H^2(\Omega)\) by using the transformation \( T_R \) and applying standard elliptic analysis on the strip \( R \) (see for example \([19]\)). \( \square \)
**Remark 5.3.** In fact, for the problem (MBVP) with Neumann boundary condition (the constant $b = 0$), recalling that the contact angle $\omega \in (0, \pi/2)$, one has

$$A = \{m | -1 < \lambda_m < 0\} = \emptyset.$$ 

Consequently, combining Thm 4.6 and Thm 5.1 there exists a unique variational solution $u$ and moreover one has $u \in H^2(\Omega)$ without any singular part, so we can expect the classical $H^2$ estimate for this problem.

**Remark 5.4.** In the following sections, instead of $\Omega$, we will deal with the compatible condition [5.1] on the corner domain $S$ most of the time, so an equivalent form on $S$ is needed. In fact, a direct computation (similar as in Case 2 of the proof for Thm 4.6) leads to the equivalent compatible condition

$$F \in H^\frac{1}{2}(\Gamma_1 \cup \Gamma_b) \text{ on } S, \quad F = \left\{ \begin{array}{ll} \nabla x f, & \text{on } \Gamma_t, \\ \frac{1}{|P_S n_b + b\eta|} g, & \text{on } \Gamma_b. \end{array} \right.$$ 

(5.2)

with $f, g$ the boundary conditions for $v$ on $S$:

$$v|\Gamma_t = f, \quad \partial_P^S v + b\partial_n v|\Gamma_b = g.$$ 

Moreover, when we consider the corner domain $S_0$, we have similar compatible condition, replacing the matrix $P_S$ by $P_S$.

When the contact angle $\omega = \frac{\pi}{2n}$ for some $n \in \mathbb{N}$, we need to consider the following system with Dirichlet boundary conditions:

$$(DBVP) \quad \left\{ \begin{array}{l} \Delta u = h, \quad \text{in } \Omega \\ u|\Gamma_t = f, \quad u|\Gamma_b = f_d. \end{array} \right.$$ 

The corresponding $H^2$ decomposition theorem is presented here, again slightly modified from Thm 3.2.5[5]. There is a similar result in Remark 2.4.6 [31].

**Theorem 5.5.** Suppose that the corner domain $\Omega$ has a $C^{2,0}$ upper boundary $\eta$ and let $h \in L^2(\Omega)$, $f \in H^\frac{1}{2}(\Gamma_t)$ and $f_d \in H^\frac{1}{2}(\Gamma_b)$ be given. If $f(0) = f_d(0)$ is satisfied, then there exists a solution $u \in H^2(\Omega)$ for the elliptic problem (DBVP).

Next, we give the $H^2$ norm estimate for $u$. Based on Remark 5.3 we know that the variational solution $u \in H^2(\Omega)$ for the system (MBVP)$_b$ with $b = 0$. In order to finish the $H^2$ estimate, we need to rewrite this system both near the corner and away from the corner using the transformations $T_S$, $T_R$ respectively. In fact, the solution $u$ can be decomposed into two elliptic problems for

$$u_c(\bar{x}, \bar{z}) = \beta u(\bar{x}, \bar{z}), \quad u_{ac}(\bar{x}, \bar{z}) = (1 - \beta)u(\bar{x}, \bar{z})$$

where we denote by $(\bar{x}, \bar{z})$ any point in $\Omega$. The elliptic problem for $u_c$ is

$$\left\{ \begin{array}{l} \Delta u_c = h_c, \quad \text{on } \Omega \\ u_c|\Gamma_t = 0, \quad \partial_n u_c|\Gamma_b = g_c \end{array} \right.$$

(5.3)

where

$$h_c = \beta h - [\beta, \Delta] u, \quad g_c = - (\partial_n(1 - \beta)) u|\Gamma_b.$$ 

Similarly, the elliptic problem for $u_{ac}$ is

$$\left\{ \begin{array}{l} \Delta u_{ac} = h_{ac}, \quad \text{on } \Omega \\ u_{ac}|\Gamma_t = 0, \quad \partial_n u_{ac}|\Gamma_b = g_{ac} \end{array} \right.$$

(5.4)

where

$$h_{ac} = (1 - \beta) h - [(1 - \beta), \Delta] u, \quad g_{ac} = - (\partial_n(1 - \beta)) u|\Gamma_b.$$
We will start firstly to find the $H^2$ estimate for $u_c \in H^2(\Omega)$, which is different from classical elliptic analysis on domains with smooth boundaries. After applying $T_S$ on $u_c$ and denoting
\[ v_c(x, z) = u_c \circ T_S(x, z), \quad \text{for } \forall(x, z) \in S \]
one finds the equivalent elliptic problem for $v_c$ (compactly supported in $S \cap U_{bs}$) as
\[
\begin{align*}
\{ & \nabla \cdot \mathcal{P}_S \nabla v_c = h_c \quad \text{on } S \\
& v_c|_{r_1} = 0, \quad \partial_{n^b_v} v_c|_{r_b} = (1 + \gamma^2)^{1/2} g_c 
\}
\tag{5.5}
\end{align*}
\]
where
\[ h_c = h_{co} \circ T_S, \quad g_c = g_{co} \circ T_S, \]
and the coefficient matrix
\[ \mathcal{P}_S = P_S^T P_S \quad \text{with } P_S = (\nabla T_S^{-1}) \circ T_S = \begin{pmatrix} 1 + \gamma d(z) & \gamma \\ d(z) & 1 \end{pmatrix} \]
and
\[ d(z) = \frac{1}{k} - \frac{1}{\eta' (\bar{\eta}^{-1}(z)) + \gamma}. \]

**Lemma 5.6.** $P_S$ is invertible with
\[ P_S^{-1} = \begin{pmatrix} 1 & -\gamma \\ -d(z) & 1 + \gamma d(z) \end{pmatrix}. \]

Moreover, the coefficient matrix $\mathcal{P}_S = P_S^T P_S$ in (5.5) satisfies the coercive condition
\[ \xi \cdot \mathcal{P}_S \xi \geq C_0 (\|P_S\|_\infty) |\xi|^2 \quad \text{for } \forall \xi \in \mathbb{R}^2 \]
for some constant $C_0$ depending on $\|P_S\|_\infty$.

Instead of using the classical technique of difference quotients, the $H^2$ estimate for $v$ can be done here by a standard perturbation argument known as Korn’s procedure based on the $H^2$ estimate Thm 4.3.1.4\cite{30}. We froze the coefficient matrix $\mathcal{P}_s$ at $(0,0)$ first, and perform the inverse transform at this corner point to reformulate the elliptic problem (5.5) on a triangle region as a perturbation problem with respect to the classical elliptic problem with the operator $\Delta$. Consequently, applying Theorem 4.3.1.4\cite{30} directly, we can find the desired $H^2$ estimate.

More generally, we present the elliptic estimate for the following system.

**Proposition 5.7.** Let functions $h \in L^2(S)$, $f \in H^{\frac{3}{2}}(\Gamma_t)$ and $g \in H^{\frac{3}{2}}(\Gamma_b)$ be given. Suppose that $v \in H^2(S)$ be a function compactly supported near the corner in $S \cap U_{bs}$ and a solution of the elliptic problem
\[
\begin{align*}
\{ & \nabla \cdot \mathcal{P}_S \nabla v = h \quad \text{on } S \\
& v|_{r_1} = f, \quad \partial_{n^b} v + b \partial_{n^b} v|_{r_b} = g 
\}
\end{align*}
\]
with some constant $b = \tan \Phi$. Moreover, when $\Phi - \omega = l \pi + \frac{\pi}{2}$ for some $l \in \mathbb{Z}$, one requires additionally the compatible condition (5.2). Then one can have the $H^2$ elliptic estimate
\[ \|v\|_{2,2} \leq C(\|\eta\|_{H^2(\Omega)\cap W^{2,\infty}})(\|h\|_2 + |f|_{H^{\frac{3}{2}}} + |g|_{H^{\frac{3}{2}}} + \|v\|_2). \]

As a result, applying this proposition to the system (5.5) for $v$ with $b = 0$ and going back to the system (5.3) we can derive the corresponding $H^2$ estimate for $u_c = \beta u$ as follows
\[ \|u_c\|_{2,2} \leq C(\|\eta\|_{H^2(\Omega)\cap W^{2,\infty}})(\|h\|_2 + \|u\|_{1,2}), \tag{5.6} \]
where the condition \( n_b + b \tau_b \parallel \tau_t \) is satisfied naturally since \( b = 0 \) here and the contact angle \( \omega \in (0, \frac{\pi}{2}) \).

**Proof.** (proof for Prop5.7) Step 1: Reduce the elliptic equation to homogeneous boundary problem. In order to apply Thm 4.6, consider \( v \circ T_S^{-1} \) on \( \Omega \) to arrive at the equivalent boundary conditions

\[
v \circ T_S^{-1}|_{\Gamma_t} = f \circ T_S^{-1}, \quad (\partial_{n_b} + b \partial_{\tau_b})(v \circ T_S^{-1})|_{\Gamma_b} = (1 + \gamma^2)^{-\frac{1}{2}}(g \circ T_S^{-1}).
\]

Here, we notice that \( f, g \) are compactly supported. After applying Thm 4.6 (note that the compatible condition is satisfied here by Remark 5.4), one can derive that there exists a function \( u_0 \in H^2(\Omega) \) compactly supported near the corner in \( \Omega \cap U_\delta \) and satisfying

\[
u_0|_{\Gamma_t} = f, \quad \partial_{n_b} u_0 + b \partial_{\tau_b} u_0|_{\Gamma_b} = (1 + \gamma^2)^{-\frac{1}{2}}(g \circ T_S^{-1})
\]
and

\[
\|u_0\|_{2,2} \leq C(|\eta|_{H^\frac{3}{2}})(|f|_{H^\frac{3}{2}} + |g|_{H^\frac{3}{2}}).
\]

As a consequence, we also find \( v_0 = u_0 \circ T_S \in H^2(S) \) compactly supported in \( S \cap U_\delta \) and satisfying the boundary conditions

\[
v_0|_{\Gamma_t} = f, \quad \partial_{n_b} v_0 + b \partial_{\tau_b} v_0|_{\Gamma_b} = g
\]
and moreover

\[
\|v_0\|_{2,2} \leq C(|\eta|_{H^\frac{3}{2}})(|f|_{H^\frac{3}{2}} + |g|_{H^\frac{3}{2}}).
\]

Then, we define \( \tilde{v} = v - v_0 \) which satisfies

\[
\begin{cases}
\nabla \cdot \mathcal{P}_S \nabla \tilde{v} = \tilde{h}, & \text{on } S \\
\tilde{v}|_{\Gamma_t} = 0, & \partial_{n_b} \tilde{v} + b \partial_{\tau_b} \tilde{v}|_{\Gamma_b} = 0,
\end{cases}
\tag{5.7}
\]

where \( \tilde{h} = h - \nabla \cdot \mathcal{P}_S \nabla v_0 \).

The \( H^2 \) norm of \( v \) is done by

\[
\|v\|_{2,2} \leq \|\tilde{v}\|_{2,2} + \|v_0\|_{2,2} \leq C(|\tilde{v}|_{2,2} + |f|_{H^\frac{3}{2}} + |g|_{H^\frac{3}{2}}).
\]

As a result, it remains to find the estimate of \( \|\tilde{v}\|_{2,2} \).

Step 2: the homogeneous boundary problem. We simply take \( k = 1 \) in the following computations for simplicity. We first consider the corresponding homogeneous boundary problem for a function \( \tilde{v} \in H^2(S) \) as

\[
\begin{cases}
\nabla \cdot \mathcal{P}_S \nabla \tilde{v} = \tilde{h}, & \text{on } S \\
\tilde{v}|_{\Gamma_t} = 0, & \partial_{n_b} \tilde{v} + b \partial_{\tau_b} \tilde{v}|_{\Gamma_b} = 0
\end{cases}
\tag{5.8}
\]

where \( \tilde{v} \) is also compactly supported in \( S \cap U_\delta \). Froze the coefficient matrix \( \mathcal{P}_S = P_S^T P_S \) at the corner point \( (0,0) \) to find the corresponding matrix

\[
\mathcal{P}_0 = P_0^T P_0, \quad P_0 = P_S(0,0) = \begin{pmatrix} 1 + \gamma d_0 & \gamma \\
d_0 & 1 \end{pmatrix}
\]

with \( d_0 = d(z)|_{(0,0)} = 1 - \frac{1}{\gamma + \eta(0)} \).

After introducing a new function \( w(X) = \tilde{v}(P_0^T X) \) with \( X = (x,z)^t \) and recalling the linear transform

\[
T_0: \quad X = (x,z) \in S_0 \mapsto \tilde{X} = (\tilde{x}, \tilde{z}) = P_0^T X \in S,
\]
we know that the elliptic problem (5.8) for \( \tilde{v} \) on \( S \) is changed into the following elliptic problem for \( w \) on \( S_0 \) with the same contact angle \( \omega \) as for \( \Omega \):
\[
\begin{align*}
\Delta w &= \tilde{h} \circ T_0 + (\nabla \cdot (P_0 - P_S) \nabla \tilde{v}) \circ T_0 & \text{on } S_0 \\
w|_{\Gamma_t} &= 0, & \partial_n w + b \partial_n w|_{\Gamma_b} &= g_w
\end{align*}
\]
with
\[
g_w := (1 + \gamma^2)^{-1/2}(\partial P_0^\delta - P^\delta \tilde{v})|_{z=0} \circ T_0.
\]
For the moment, we can also take \( S_0 \) as a bounded triangle domain as introduced in the notation part, since \( w \) is again compactly supported. We have \( w|_{\Gamma_b} = 0 \).

Step 3: Estimate for \( w \) on \( S_0 \). We want to apply the \( H^2 \) estimate from Theorem 4.3.1.4 \[30\] on the system (5.9) for \( w \) on the triangle \( S_0 \). Since this theorem requires homogeneous boundary conditions again, we first need to homogenize the boundary conditions in (5.9). Applying Thm 4.6 one can always find a function \( w_t \in H^2(S_0) \) compactly supported in \( S_0 \) and satisfying
\[
w_t|_{\Gamma_t} = 0, \quad \partial_n w_t + b \partial_n w_t|_{\Gamma_b} = g_w
\]
where \( w_1 \) is controlled by the boundary condition:
\[
\|w_t\|_{2,2} \leq C\|g_w\|_{H^\frac{1}{2}}.
\]
Notice that in Thm 4.6, when \( \Phi - \omega = l\pi + \frac{\pi}{2} \) we need the compatible condition for the boundary conditions, i.e. we need \( g_w \in \tilde{H}^\frac{1}{2}(\Gamma_b) \) here by Thm 4.3 and Remark 4.4. This condition is indeed satisfied, since we know from \( \tilde{v} \) system that \( \partial_{\tau_b} \tilde{v} \in \tilde{H}^\frac{1}{2}(\Gamma_b) \) because \( \tilde{v} \in H^2(S) \) and \( \tilde{v}|_{\Gamma_t} = 0 \) (where we use Thm 4.3 and Remark 4.4 again), and \( \partial_{\tau_b} \tilde{v} \in \tilde{H}^\frac{1}{2}(\Gamma_b) \) from the Neumann boundary condition. On the other hand, we can write \( w_t|_{\Gamma_b} = 0 \) since \( w_1 \) is compactly supported near the corner.

Defining \( w_h = w - w_t \), we arrive at the homogeneous problem for \( w_h \) as follows
\[
\begin{align*}
\Delta w_h &= -\Delta w_t + \tilde{h} \circ T_0 + (\nabla \cdot (P_0 - P_S) \nabla \tilde{v}) \circ T_0 & \text{on } S_0 \\
w_h|_{\Gamma_t} &= 0, & \partial_n w_h + b \partial_n w_h|_{\Gamma_b} &= 0
\end{align*}
\]
Which is a standard elliptic problem concerning Laplacian \( \Delta \) on the triangle \( S_0 \). Consequently we can apply directly Thm 4.3.1.4 \[30\] to find
\[
\|w_h\|_{2,2} \leq C(\|\Delta w_t\|_2 + \|w_t\|_2)
\]
with some constant \( C \) depending only on \( S_0 \), which infers that
\[
\begin{align*}
\|w_h\|_{2,2} &\leq C(\|\Delta w_t\|_2 + \|\tilde{h} \circ T_0\|_2 + \|(\nabla \cdot (P_0 - P_S) \nabla u) \circ T_0\|_2 + \|w_t\|_2) \\
&\leq C(\|\tilde{h}\|_2 + \|(P_0 - P_S) \nabla u\|_{1,2} + \|w_t\|_2) \\
&\leq C(\|\tilde{h}\|_2 + \|\nabla P_S\|_{\infty} \|u\|_{1,2} + \|P_0 - P_S\|_{\infty} \|u\|_{2,2} + \|w\|_2).
\end{align*}
\]
Going back to system (5.8) for \( \tilde{v} \) we have
\[
\|\tilde{v}\|_{2,2} \leq C\|w\|_{2,2} \leq C(\|\tilde{h}\|_2 + \|\nabla P_S\|_{\infty} \|\tilde{v}\|_{1,2} + \|P_0 - P_S\|_{\infty} \|\tilde{v}\|_{2,2} + \|\tilde{v}\|_2)
\]
Since \( S_0 \) is a triangle near the corner point \((0,0)\) with a small diameter \( \delta > 0 \), one finds
\[
\|P_0 - P_S\|_{\infty} \leq C_\delta \|\nabla P_S\|_{\infty}
\]
where \( C_\delta \) is also a small constant. Plugging this inequality into the above estimates for \( \tilde{v} \) results in
\[
\|\tilde{v}\|_{2,2} \leq C(\|\tilde{h}\|_2 + \|\tilde{v}\|_2)
\]
(5.10)
where $C = C(\|\eta\|_{H^2\cap W^{2,\infty}})$ is a constant.

Combining the estimates $\tilde{v}$ and $v_0$, we get the lemma proved. □

In order to finish the $H^2$ estimate for the solution $u$ to $(\text{MBVP})_h$ with $b = 0$, we need the analysis away from the corner on $u_{ac}$, which is a standard procedure as in [19]. We apply $T_R$ on $u_{ac}$ and set

$$v_{ac}(x, z) = u_{ac} \circ T_R(x, z)$$

to rewrite (5.4) into the problem for $v_{ac}$ as

$$\begin{cases}
\nabla \cdot P_R \nabla v_{ac} = h_{ac} & \text{on } R \\
v_{ac}|_{z=0} = 0, \quad \partial_n P_R v_{ac}|_{z=-1} = (1 + \gamma^2)^{-1/2} g_{ac}, \quad v_{ac}|_{x=x_0} = 0
\end{cases} \tag{5.11}$$

where $P_R = P_t^R P_R$, $h_{ac} = \tilde{h}_{ac} \circ T_R$, $g_{ac} = g_{ac} \circ T_R$, and the coefficient matrix

$$P_R = (\nabla T_R^{-1}) \circ T_R = \begin{pmatrix} 1 & -\frac{(\eta' - l')z + l'}{\eta - l} \\ 0 & \frac{1}{\eta - l} \end{pmatrix}.$$

**Lemma 5.8.** $P_R$ is invertible with

$$P_R^{-1} = \begin{pmatrix} 1 & \frac{(\eta' - l')z + l'}{\eta - l} \\ 0 & \frac{1}{\eta - l} \end{pmatrix}.$$

Moreover, the coefficient matrix $P_R = P_t^R P_R$ in (5.11) satisfies the coercive condition

$$\xi \cdot P_R \xi \geq C_0^{-1}(\|P_R\|_{\infty})|\xi|^2 \quad \text{for } \forall \xi \in \mathbb{R}^2.$$

The $H^2$ estimate on the flat strip $R$ can be done as in [19] and we omit the details here. We arrive at $H^2$ estimate for $u_{ac} = (1 - \beta)u$

$$\|u_{ac}\|_{2,2} \leq C(\|h\|_{1,\infty})(\|h\|_2 + \|u\|_{1,2}). \tag{5.12}$$

Summing (5.6) and (5.12) up, one has the $H^2$ estimate for the solution $u$ of $(\text{MBVP})_h$ with $b = 0$ as follows

$$\|u\|_{2,2} \leq C(\|h\|_2 + \|u\|_{1,2}) \leq C\|h\|_2, \tag{5.13}$$

where the constant $C = C(\|\eta\|_{H^2\cap W^{2,\infty}})$, and the $L^2$ estimate for $u$ is derived from the Poincaré inequality and the estimate from Lemma 5.1

$$\|u\|_2 \leq C\|\nabla u\|_2 \leq C(\|P_S\|_{\infty})\|h\|_2,$$

since $u|_{\Gamma_1} = 0$ in the system $(\text{MBVP})_h$ with $b = 0$.

Consequently, going back to the corresponding inhomogeneous system $(\text{MBVP})$ and combing (5.13), Thm 4.6 and Remark 5.3, the solution $u \in H^2(\Omega)$ for $(\text{MBVP})$ has the following $H^2$ estimate:

$$\|u\|_{2,2} \leq C(\|\eta\|_{H^2\cap W^{2,\infty}})(\|h\|_2 + \|f\|_{H^{1,2}} + \|g\|_{H^{1,2}}). \tag{5.14}$$
5.2. $H^3$ decomposition and regularity. We will meet with singular functions when we consider higher-order regularities, which makes the higher-order estimates different from classical estimates. In order to have a full understanding of the singular functions, we will focus on $H^3$ decomposition first, where we only have one singular function to start with. After this part, we can deal with higher-order cases with more singular functions.

Similarly as in the $H^2$ estimate, we consider about system $(MBVP)_b$ with $b = 0$ firstly, and then we establish the corresponding result for system $(MBVP)$. In this section, if $f$ is defined on $S$, we always denote by $\tilde{f} = f \circ T_0$ the corresponding function on $S_0$.

5.2.1. Tangential derivative near the corner. In order to have higher-order estimates, instead of system (5.5) for $v$, we consider here a more general system for $v$

\[
\begin{aligned}
\begin{cases}
\nabla \cdot \mathcal{P}_S \nabla v = h & \text{on } S \\
v|_{\Gamma_1} = f, \quad \partial_n^P v + b \partial_n v|_{\Gamma_b} = g
\end{cases}
\end{aligned}
\tag{5.15}
\]

with $h \in H^1(\Omega), f \in H^3_2(\Gamma_t)$ and $g \in H^3_2(\Gamma_b)$ given. Recall that the constant $b = \tan \Phi$ and

\[
\mathcal{P}_S = P_t^d P_S = \begin{pmatrix}
(1 + \gamma d)^2 + d^2 & \gamma + (1 + \gamma^2)d \\
\gamma + (1 + \gamma^2)d & 1 + \gamma^2
\end{pmatrix}
\]

with $d = d(z) = 1/k - 1/(\gamma + \eta'(\eta^{-1}(z)))$ and $d_0 = d(0)$ defined before.

Checking from Thm 4.6, we already have $v \in H^2(S)$, while noticing in the case when $\Phi - \omega = l\pi + \frac{\pi}{2}$ for some $l \in \mathbb{Z}$, we requires additionally the compatible condition (5.1).

Concerning $H^3$ estimates for $v$, we will take some derivative on $v$ to derive a new system for the derivative. In fact, recalling in Section 2, we express the unit tangent vector of the upper boundary $z = kx$ of $S$ as

\[
\tau_t = (\tau_1, \tau_2)^t = -(1, k)^t / \sqrt{1 + k^2},
\]

and we define the derivative of $v$ along this tangential direction

\[
w_1 = \nabla_{\tau_t} v = \tau_1 \partial_x v + \tau_2 \partial_z v,
\]

which is defined on $S$ indeed.

**Lemma 5.9.** When $\Phi - \omega \neq l\pi + \frac{1}{2}\pi$ ($l \in \mathbb{Z}$), one finds $w_1 \in H^1(S)$ satisfying the following elliptic system

\[
\begin{aligned}
\begin{cases}
\nabla \cdot \mathcal{P}_S \nabla w_1 = l_1 & \text{on } S \\
w_1|_{\Gamma_t} = \nabla_{\tau_t} f, \quad \partial_n^P w_1 + \bar{b} \partial_n w_1|_{\Gamma_b} = R_1
\end{cases}
\end{aligned}
\]

with

\[
\bar{b} = \tan (\Phi - \omega), \quad l_1 = -\nabla \cdot (\nabla_{\tau_t} P_S) \nabla v + \nabla_{\tau_t} h,
\]

\[
R_1 = \rho_1 \partial_2 v|_{\Gamma_b} - \tau_2 h|_{\Gamma_b} + \rho_2 \partial_2 g.
\]

Moreover, one has $\rho_1 = \tau_2 (\gamma + (1 + \gamma^2)d'(0))$ and

\[
\rho_2 = \tau_1 - \frac{(\bar{b} - b)\tau_1 + ((1 + \gamma d_0)^2 + d_0^2)\tau_2}{\gamma + (1 + \gamma^2)d_0 - b}.
\]
Proof. After applying $\nabla_{\tau_1}$ on the elliptic equation for $v$ in (5.15), it’s straightforward to find the elliptic equation for $w_1$. Meanwhile, the boundary condition $w_1|_{\Gamma_t} = \nabla_{\tau_1} f$ is derived in the same way. We need to focus on the boundary condition for $w_1$ on the bottom $\Gamma_b$ i.e. when $z = 0$.

In fact, the condition for $v$ on $z = 0$ can be rewritten as

$$g = \partial_{n_b}^2 v + b \partial_{\tau_1} v|_{z=0} = - (\gamma + (1 + \gamma^2) d_0 - b) \partial_z v|_{z=0} - (1 + \gamma^2) \partial_z v|_{z=0},$$

which means

$$(\alpha - b) \partial_z v|_{z=0} + \beta \partial_z v|_{z=0} = -g, \quad \text{with} \quad \alpha = \gamma + (1 + \gamma^2) d_0, \quad \beta = 1 + \gamma^2.$$ We want to look for a condition on $\tilde{b}$ for $z = 0$ for $w_1$ as

$$\partial_{n_b}^2 w_1 + \tilde{b} \partial_{\tau_1} w_1|_{z=0} = \text{terms of } \partial v, v$$

for some $\tilde{b}$. In order to do this, computing the left-hand side

left $= \partial_{n_b}^2 w_1 + \tilde{b} \partial_{\tau_1} w_1|_{z=0}$

$= -\alpha \partial_z w_1|_{z=0} - \beta \partial_z w_1|_{z=0} + \tilde{b} \partial_z w_1|_{z=0},$

and substituting $w_1 = \tau_1 \partial_z v + \tau_2 \partial_z v$ into the expressions above to arrive at

left $= (\tilde{b} - \alpha) \tau_1 \partial_z^2 v|_{z=0} + ((\tilde{b} - \alpha) \tau_2 - \beta \tau_1) \partial_z \partial_z v|_{z=0} - \beta \tau_2 \partial_z^2 v|_{z=0}.$

On the other hand, we know from the elliptic equation in (5.15) that

$$\partial_z^2 v|_{z=0} = -\frac{1}{\beta}((1 + \gamma d_0)^2 + d_0^2) \partial_z^2 v|_{z=0} - \frac{2\alpha}{\beta} \partial_z \partial_z v|_{z=0} + \tilde{R}_1$$

with $\tilde{R}_1 = -\frac{1}{\beta}((1 + \gamma d_0)^2 + d_0^2) \partial_z^2 v|_{z=0} + \frac{1}{\beta} h|_{z=0}$, which results in that

left $= \left[(\tilde{b} - \alpha) \tau_1 + ((1 + \gamma d_0)^2 + d_0^2) \tau_2\right] \partial_z^2 v|_{z=0}$

$$+ ((\tilde{b} - \alpha) \tau_1 + (1 + \gamma d_0)^2 + d_0^2) \tau_2 \partial_z \partial_z v|_{z=0} - \beta \tau_2 \tilde{R}_1$$

$$= \left[(\tilde{b} - b) \tau_1 + ((1 + \gamma d_0)^2 + d_0^2) \tau_2\right] \partial_z^2 v|_{z=0}

+ ((\tilde{b} - b) \tau_1 + (1 + \gamma d_0)^2 + d_0^2) \tau_2 \partial_z \partial_z v|_{z=0} - \beta \tau_2 \tilde{R}_1 + \tau_1 \partial_z g.$$ (5.16)

Since $\tilde{R}_1$ contains only lower order terms of $v$ (order 1 and order 0), we choose $\tilde{b}$ to satisfy

$$\left[(\tilde{b} - b) \tau_1 + ((1 + \gamma d_0)^2 + d_0^2) \tau_2\right] \beta = (\tilde{b} \tau_2 + \alpha \tau_2) (\alpha - b)$$

to make the 2nd-order terms of $v$ in (5.16) turn into term of $g$ finally, which results in

$$\tilde{b} = \frac{1 + b((1 + \gamma^2) d_0(0) + \gamma)}{\gamma + (1 + \gamma^2) d_0(0) - b}$$

with $d_\infty(0) = d(0)|_{k=\infty} = \frac{-1}{\gamma + \eta'(0)}$.

To finish the proof, we need that $\gamma + (1 + \gamma^2) d_\infty(0) - b \neq 0$, which means equivalently $\Phi - \omega \neq l\pi + \frac{1}{2}\pi$ by a direct computation since $b = \tan \Phi$ and

$$\gamma + (1 + \gamma^2) d_\infty(0) = \frac{\gamma \eta'(0) - 1}{\gamma + \eta'(0)} = -\frac{1}{\tan \omega}.$$ 

$\square$

Sometimes we also need to consider the case when $\Phi - \omega = l\pi + \frac{1}{2}\pi$. The following lemma tells us that in this case the boundary condition on $\Gamma_b$ for $w_1$ system becomes Dirichlet condition.
Lemma 5.10. When $\Phi - \omega = l\pi + \frac{1}{2}\pi$ for some $l \in \mathbb{Z}$ and if the compatible condition (5.2) is satisfied, then one has $w_1 \in H^1(S)$ satisfying the following elliptic system

$$
\begin{aligned}
\nabla \cdot P_S \nabla w_1 &= l_1 & \text{on } S \\
w_1|_{\Gamma_l} &= \nabla_{\tau_l} f, & \quad w_1|_{\Gamma_b} = \frac{k}{(1+\gamma)r} g
\end{aligned}
$$

Proof. The proof lies in the boundary condition on $\Gamma_b$ i.e. $z = 0$ again. In fact, from (5.15) one has for $v$ and so $w$

Moreover, recall that Lemma 5.10.

The computations above lead to

$$
g = -\left(\gamma + (1 + \gamma^2)d_0 - b\right) \partial_x v|_{z=0} - (1 + \gamma^2)\partial_z v|_{z=0}.
$$

Since we have $\Phi = \omega + m\pi + \frac{1}{2}\pi$, we can rewrite

$$
b = \tan \Phi = -\cot \omega = -\frac{1 - \gamma \eta'(0)}{\gamma + \eta'(0)},
$$
as a result we find

$$
\gamma + (1 + \gamma^2)d_0 - b = \gamma - (1 + \gamma^2)\left(\frac{1}{k} - \frac{1}{\gamma + \eta'(0)}\right) - \tan \Phi
$$

$$
= \gamma + \frac{1}{k}(1 + \gamma^2) - \frac{1 + \gamma^2}{\gamma + \eta'(0)} + \frac{1 - \gamma \eta'(0)}{\gamma + \eta'(0)}
$$

$$
= \frac{1}{k}(1 + \gamma^2).
$$

The computations above lead to

$$
g = -\frac{1}{k}(1 + \gamma^2)\partial_x v|_{z=0} - (1 + \gamma^2)\partial_z v|_{z=0} = \frac{1}{k}\sqrt{1 + k^2(1 + \gamma^2)} w_1|_{z=0}
$$
since $w_1 = \nabla_{\tau_l} v = \frac{1}{\sqrt{1 + k^2}}(\partial_x v + k\partial_z v)$.

To close the proof, when the condition (5.11) is satisfied, we know that $v \in H^2(S)$ and so $w_1 \in H^1(S)$. As for classical traces, the trace for $w_1$ on the boundary $\Gamma_l \cup \Gamma_b$ should be in $H^{\frac{3}{2}}$ according to Thm 4.7 which leads to the compatible condition from Thm 4.7 for $\nabla_{\tau_l} f$, $\frac{k}{(1+\gamma)r\sqrt{1+k^2}} g$. In fact, the condition is exactly the same one as (5.2).

Now we focus on the equation of $w_1$ equation. We are ready to get back to $v$ system (5.5) and consider the $H^3$ decomposition for (MBVP)$_b$ with $b = 0$ near the corner. Setting $v = w$ with $b = 0$ and applying Thm 5.2 the system for $w_1 = \nabla_{\tau_l} v$ in Lem 5.9 (so one has $b = -\tan \omega$ which means $\Phi = -\omega$ here), one finds that there exist a real coefficient $\bar{c}_s$ and a singular function $s(r, \theta)$ such that $w_1 \in H^1(S)$ has the following $H^2$ decomposition

$$
w_1 = w_r + \chi_1(\omega)\bar{c}_s s
$$

(5.17)

where $w_r \in H^3(S)$ is the regular part of $w_1$, and the singular function

$$
s(r, \theta) = \beta(r) r^{-\lambda - 1} \cos\left((\lambda + 1)(\theta + \omega_2) - \omega\right) \in H^1 \setminus H^2(S_0)
$$
is defined on the corner domain $S_0 = \{(x, z) | -\gamma x \leq z \leq \eta'(0)x\}$. Recall that $S = S_0 \circ T_0$ from Prop 5.7 with $T_0$ a linear transform. Here one has

$$
\lambda = -\frac{\pi}{2\omega} \in (-2, -1), \text{ when } \omega \in \left[\frac{\pi}{4}, \frac{\pi}{2}\right] \text{ and } \chi_1(\omega) = \left\{\begin{array}{ll}
1, & \omega \in \left[\frac{\pi}{4}, \frac{\pi}{2}\right] \\
0, & \text{otherwise.}
\end{array}\right.
$$

Moreover, recall that $\beta(r)$ is a cut-off function.
In fact, the singular function is obtained by taking \( m = -1 \) in Theorem 5.2 when the contact angle \( \omega \in (\pi/4, \pi/2) \). In case when \( \omega \in (0, \pi/4] \), there is no singular part. Similarly, recall that there is no singular part in \( H^2 \) case neither.

Since \( w_1 = \nabla_{\tau_1} v \) is the derivative of \( v \), we want also to write the singular part \( s(r, \theta) \) in a similar way to retrieve the singular part for \( v \) itself. Indeed, after some computations we find a new function \( \bar{S}(r, \theta) \) defined on on the corner domain \( S_0 \)

\[
\bar{S}(r, \theta) = \beta(r)r^{-\lambda} \cos \left( \lambda(\theta + \omega_2) \right)
\]

or equivalently \( S \) on domain \( S \)

\[
S = \bar{S} \circ T_0^{-1}.
\]

satisfying

\[
\nabla_{\tau_1} S = -\lambda \left| (P_0^{-1})^T \tau_1 \right| s \circ T_0^{-1} + \left[ \nabla_{\tau_1}, \beta(r) \circ T_0^{-1} \right] r^{-\lambda} \cos \left( \lambda(\theta + \omega_2) \right) \circ T_0^{-1} \quad \text{on } S,
\]

where the constant vector \( \tau_1 \) is extended all over \( S \) naturally indeed. Moreover, one can tell directly that \( \bar{S} \in H^2 \setminus H^3(S_0) \) and satisfies

\[
\begin{cases}
\Delta \bar{S} = [\Delta, \beta(r)]r^{-\lambda} \cos \left( \lambda(\theta + \omega_2) \right), & \text{on } S_0 \\
\bar{S}|_{\Gamma_1} = 0, & \partial_{\nu_1} \bar{S}|_{\Gamma_b} = 0
\end{cases}
\]

where one has \( \partial_{\nu_b} = -\frac{1}{\gamma} \partial_b \) on \( \Gamma_b \).

As a result, we can rewrite (5.17) as

\[
w_r = \nabla_{\tau_1} (v - \chi_1(\omega)c_s S) + c_s [\nabla_{\tau_1}, \beta(r) \circ T_0^{-1}] r^{-\lambda} \cos \left( \lambda(\theta + \omega_2) \right) \circ T_0^{-1}
\]

where \( c_s \) is a constant coefficient

\[
c_s = -\frac{1}{\lambda |(P_0^{-1})^T \tau_1|} \bar{c}_s.
\]

5.2.2. \( H^3 \) decomposition. Denoting

\[
v_r = v_c - \chi_1(\omega)c_s S
\]

and recalling \( w_r = \nabla_{\tau_1} v_r \in H^2(S) \) from the previous subsection, now we are in a position to finish the \( H^3 \) decomposition for \( v_r \). Classical analysis would be to find the normal derivative w.r.t \( \nabla_{\tau_1} \) from the elliptic equation for \( v_r \), while noticing that \( v_c \) and \( S \) satisfy different elliptic equations:

\[
\nabla \cdot P_S \nabla v_c = h_1, \quad \text{while } \nabla \cdot P_S \nabla S = ( [\Delta, \beta(r)] \cos \left( \lambda(\theta + \omega_2) \right) \circ T_0^{-1} \text{ on } S.
\]

In order to find the elliptic equation for \( v_r \), we need first to show that \( \nabla \cdot P_S \nabla S \) is also in \( H^1(S) \).

**Lemma 5.11.** For the given function \( \bar{S}(r, \theta) = \beta(r)r^{-\lambda} \cos \left( \lambda(\theta + \omega_2) \right) \) on \( S_0 \), one has that

\[
\nabla \cdot \bar{P}_S \nabla \bar{S} \in H^1(S_0),
\]

where \( \bar{P}_S = (P_0^{-1})^T P_S P_0^{-1} \) is the corresponding coefficient matrix of \( P_S \) on the domain \( S_0 \), and \( P_0 = \begin{pmatrix} 1 + \gamma d_0 & \gamma \\ d_0 & 1 \end{pmatrix} \) comes from \( P_0 = P_S |_{z=0} = P_0^T P_0 \).

**Proof.** Recalling the linear transformation \( T_0 \) from \( S_0 \) to \( S \) and the notation \( d_0 = d(0) \), we can find the expression for \( P_S \) on the corner domain \( S_0 \) based on \( P_S \) as follows

\[
\bar{P}_S = \begin{pmatrix} 1 + 2\gamma(d - d_0) + (1 + \gamma^2)(d - d_0)^2 & (1 - \gamma^2)(d - d_0) - \gamma(1 + \gamma^2)(d - d_0)^2 \\ (1 - \gamma^2)(d - d_0) + \gamma(1 + \gamma^2)(d - d_0)^2 & 1 - 2\gamma(d - d_0) + \gamma^2(1 + \gamma^2)(d - d_0)^2 \end{pmatrix}.
\]
On the other hand, we can also rewrite $d_0$ as $d(r, \theta)|_{r=0}$ since we use the polar coordinates here. A direct computation leads to that
\[
d(r, \theta) - d(0, \theta) = r \int_0^1 \partial_r d(s r, \theta) ds
\]
\[
= -r \int_0^1 (\gamma \cos \theta + \sin \theta) \partial_s \eta' (s r (\gamma \cos \theta + \sin \theta)) ds.
\]
Therefore one can write
\[
d(r, \theta) - d(0, \theta) = r l(r, \theta),
\]
where $l(r, \theta)$ is a bounded function for $(r, \theta)$.

The computations above tells us that we can find an extra $r$ from $\bar{P}_s - Id$, so we rewrite
\[
\nabla \cdot \bar{P}_S \nabla \bar{S} = \Delta \bar{S} + \nabla \cdot (\bar{P}_s - Id) \nabla \bar{S}
\]
where we know already $\Delta \bar{S} \in H^\infty(S_0)$. Checking term-by-term, we find that $\nabla \cdot \bar{P}_S \nabla \bar{S}$ is of order $r^{-\lambda - 1}$ with $\omega \in (\frac{\pi}{4}, \frac{\pi}{2})$ and $\lambda \in (-2, -1)$ and hence it is indeed in $H^1(S_0)$.

Now we can finish our $H^3$ decomposition for $v_c$. Indeed, we have the elliptic equation for $v_c$ as
\[
\nabla \cdot \bar{P}_S \nabla v_c = h_1 - c_s \nabla \cdot \bar{P}_s S \nabla S \in H^1(S)
\]
from Lemma 5.11. Combining this equation with the tangential derivative $\nabla_{\tau_1} v_r \in H^2(S)$, a standard analysis shows that the corresponding normal derivative $\nabla n_{\tau_1} v_r$ is also in $H^2(S)$ with respect to $\nabla_{\tau_1} v_r$. This leads to the $H^3$ decomposition
\[
v = v_r + c_s S
\]
with
\[
v_r \in H^3(S), \quad S = \beta(r) r^{-\lambda} \cos \left( (\lambda(\theta + \omega_2)) \right) T_0^{-1} \in H^2 \setminus H^3(S).
\]

5.2.3. Estimate for the singular coefficient $c_s$ and the regular part $v_r$. We haven’t clarified the singular coefficient $c_s$ so far. In order to have the $H^3$ estimate for $v_r$ we have to deal with $c_s$ first. In this section, the computations are done in the domain $S_0$ most of the time.

Now we take the corner domain $S_0$ as the bounded triangle as mentioned before
\[
S_0 = \{(x, z) | 0 \leq x \leq \delta, -\gamma x \leq z \leq \eta'(0) x \}
\]
since $\bar{v} = v \circ T_0$ and $\bar{S}$ are both compactly supported near the corner and we only need to focus on the neighborhood of the corner. We will keep track of the small constant $\delta$ through this section, which is the size of the corner neighborhood and plays an important role in the following estimates.

We are going to evaluate $c_s$ by using the system of $w_1 = \nabla_{\tau_1} v_c$ in Lem 5.9 with $b = 0$, which is written in form of $\bar{w}_1 = w_1 \circ T_0$ on $S_0$:
\[
\left\{ \begin{array}{ll}
\nabla \cdot \bar{P}_S \nabla w_1 = \bar{l}_1 & \text{on } S_0 \\
\bar{w}_1|_{\Gamma_1} = 0, & \partial_{n_{\bar{b}}} \bar{w}_1 + b_1 \partial_{n_b} \bar{w}_1|_{\Gamma_b} = \bar{R}_1
\end{array} \right.
\]
where the constant $b_1 = -\tan \omega$ (instead of $\bar{b}$), since one has here $b = \tan \Phi = 0$, and $\bar{l}_1 = l_1 \circ T_0$, $\bar{R}_1 = R_1 \circ T_0$.

Recalling that we have the decomposition
\[
\bar{w}_1 = \bar{w}_r + \bar{c}_s s, \quad \text{with } w_r \in H^2(S_0), s \in H^1(S_0)
\]
with \( \bar{c}_s = -\lambda |(P_0) |r_1|c_s \), the idea of evaluating the singular coefficient \( c_s \) is to apply the \( L^2 \) inner product on \( l_1 \) with some chosen function \( w \) to have an equality from the elliptic equation of \( \bar{w}_1 \). Then we plan to put the \( c_s \) part to the left side to have some estimate for the right side. Obviously there will be \( \bar{w}_r = \nabla \bar{r}_1 \bar{v}_r \) part in the equality, which also needs to be handled. Therefore we will choose a special function \( w \) such that in the equality the \( w \) part almost vanishes. In this way, we can evaluate \( c_s \) first and then we use the estimate of \( v_r \) to finish the estimate of \( v_r \). The estimates in this part follows the idea of [33], and similar ideas can also be found in [16] etc.

First of all, we will look for this special function \( w \in L^2(S_0) \). We denote \( \Delta(V_b^2) \subset L^2(S_0) \) as the image of \( \Delta \) on the space \( V_b^2(S_0) \) (see the notations part). And we denote by \( \mathcal{N}_1 \) the nonempty orthogonal space \( \mathcal{N}_1 \) of \( \Delta(V_b^2) \) in \( L^2(S_0) \). We’ll choose the special function \( w \) from \( \mathcal{N}_1 \).

In fact we know from Lem 8.7 in Appendix B that when \( \omega \neq \frac{\pi}{4} \) (we have \( b_1 = -\tan \omega \) here to find \( \Phi = -\omega \), one finds \( w \in \mathcal{N}_1 \) iff \( w \in L^2(S_0) \) and satisfies

\[
\begin{cases}
\Delta w = 0 & \text{on } S_0 \\
 w|_{\Gamma_t} = 0, & w|_{\Gamma_b} = 0, & \partial_n w - b_1 \partial_n w|_{\Gamma_b} = 0.
\end{cases}
\]

where the boundary conditions are in the following sense according to Thm 8.4

\[
w|_{\Gamma_b}, w|_{\Gamma_b} \in (\tilde{H}^2)^*, \text{ and } \partial_n w, \partial_n w|_{\Gamma_b} \in (\tilde{H}^2)^*,
\]

where for the part \( \partial_n w|_{\Gamma_b} \), the conclusion follows from \( w|_{\Gamma_b} \in (\tilde{H}^2)^* \) and the definition of the dual space.

We choose

\[
w = w_s - w_v,
\]

where

\[
w_s(r, \theta) = \beta(r) r^{\lambda + 1} \cos \left( (\lambda + 1)(\theta + \omega_2) - \omega \right) \in L^2(S_0) \setminus H^1(S_0)
\]

defined from \( s(r, \theta) \), and we know by a direct computation that \( w_s \) satisfies the following system

\[
\begin{cases}
\Delta w_s = [\Delta, \beta(r)] r^{\lambda + 1} \cos \left( (\lambda + 1)(\theta + \omega_2) - \omega \right) & \text{on } S_0, \\
w_s|_{\Gamma_t} = 0, & w_s|_{\Gamma_b} = 0, & \partial_n w_s - b_1 \partial_n w_s|_{\Gamma_b} = (\sin \omega) \beta'(r) r^{\lambda + 1}.
\end{cases}
\]

On the other hand, let \( w_v \in V = \{ u \in H^1(S_0) | u|_{\Gamma_t} = u|_{\Gamma_b} = 0 \} \) be the variational solution of the same system as \( w_s \), i.e. \( w_v \) is defined by the variational equation for \( \forall u \in V \):

\[
\int_{S_0} \nabla w_v \cdot \nabla u - b_1 \int_{\Gamma_b} \partial_n w_v \ u = - \int_{S_0} \Delta w_s \ u + \sin \omega \int_{\Gamma_b} \beta'(r) r^{\lambda + 1} \ u. \tag{5.19}
\]

Similar as Lem 5.1 or applying Lax-Milgram Theorem directly, we find that \( w_v \in V \) exists and is unique. Note that on the boundary one has \( w_v, w_v|_{\Gamma_b} \in (\tilde{H}^2)^* \) from Thm 8.1 and the condition \( w_v, u|_{\Gamma_t, \Gamma_b} = 0 \), and \( \int_{\Gamma_b} \partial_n w_v \ u \) is well defined since \( \partial_n w_v \in (\tilde{H}^2)^* \) from Thm 8.2.

Therefore, \( w_v \) from the variational equation (5.19) satisfies the estimate

\[
\| \nabla w_v \|_2 \leq C(\| \Delta w_s \|_2 + \| \beta'(r) r^{\lambda + 1} \|_{L^2}) \leq \delta^{\lambda + 1} C
\]

remembering that the size of \( S_0 \) (as a triangle) is \( \delta \). Applying the Poincaré inequality leads to the \( L^2 \) estimate for \( w_v \) as follows

\[
\| w_v \|_2 \leq \delta C \| \nabla w_v \|_{1,2} \leq \delta^{\lambda + 2} C \tag{5.20}
\]
for some constant $C$ depending on $\lambda$, where we note that there is an extra $\delta$ from the Poincaré inequality due to the size of $S_0$.

As a result, a direct computation tells us that
\[
w = w_s - w_v \in N_1, \quad \text{when} \quad \omega \neq \frac{\pi}{4}
\]
and $w$ is nontrivial, since $w_s \in L^2 \setminus H^1(S_0)$ and $w_v \in H^1(S_0)$ are nontrivial. Combining the expression of $w_s$ and the estimate (5.20) for $w_v$ we finally arrive at the $L^2$ estimate for $w$:
\[
\|w\|_2 \leq \delta^{\lambda+2}C
\tag{5.21}
\]
For the moment, we are ready to evaluate $c_s$. The proposition below gives us the estimate for the singular coefficient $c_s$ and also the $H^3$ estimate for $v_r$.

**Proposition 5.12.** Let $h_c \in H^1(S)$ and $g_c \in H^{\frac{3}{2}}(\Gamma_b)$ in the system (5.3) for $v$. Moreover, when $\omega = \frac{\pi}{2}$, one requires additionally the compatible condition: $R_1 \in \tilde{H}^{\frac{3}{2}}(\Gamma_b)$ from Lem 5.5 with $b = 0, h = h_c, g = (1 + \gamma^2)^{\frac{1}{2}}g_c$. Then there exists a constant $c_s$ such that the solution of (5.3) has the following $H^3$ decomposition
\[
v_c = v_r + \chi_1(\omega)c_sS,
\]
where
\[
|c_s| \leq \delta^{\lambda+2}C(\|h_c\|_{1,2} + |g|_{H^{\frac{3}{2}}})
\]
and
\[
\|v_r\|_{3,2} \leq C(\|h_c\|_{1,2} + |g|_{H^{\frac{3}{2}}})
\]
where $C = C(\gamma, k, \lambda, |\eta|_{H^3})$ and $\delta > 0$ small enough is the diameter of the corner neighborhood.

**Proof.** Step 1: the estimate for $c_s$. In this part, the contact angle $\omega \in (\frac{\pi}{2}, \frac{\pi}{2})$. Applying $L^2$ inner product on the equation in (5.18) with $w \in N_1$, one has
\[
\int_{S_0} w \tilde{\ell}_1 = \int_{S_0} w \nabla \cdot \bar{P}_S \nabla \bar{w}_1
\]
\[
= \int_{S_0} w \nabla \cdot \bar{P}_S \nabla \bar{w}_r + \tilde{c}_s \int_{S_0} w \nabla \cdot \bar{P}_S \nabla s := A_1 + \tilde{c}_sA_2.
\tag{5.22}
\]
We’ll deal with these terms one by one and we are going to show that $A_1$ is a small term containing powers of $\delta$.

- $A_1$ estimate. In $A_1$, A direct computation from (5.18) tells us that $\bar{w}_r$ satisfies the system
\[
\left\{
\begin{array}{ll}
\nabla \cdot \bar{P}_S \nabla \bar{w}_r = \tilde{\ell}_1 - \tilde{c}_s \nabla \cdot \bar{P}_S \nabla s & \text{on} \quad S_0 \\
\bar{w}_r|_{\Gamma_i} = 0, & \text{where} \quad \partial_{\nu_i}^b \bar{w}_r + b_1 \partial_{\nu_i}^b \bar{w}_r|_{\Gamma_b} = \tilde{R}_1 - \tilde{c}_s \partial_{\nu_i}^b (\partial_{\nu_i}^b s - \partial_{\mu_i}^b s)|_{\Gamma_b} + \tilde{c}_s (\sin \omega)\beta'(r)r^{-\lambda-1}
\end{array}
\right.
\tag{5.23}
\]
while noticing that
\[
\partial_{\nu_b} s + b_1 \partial_{\nu_b} s|_{\Gamma_b} = - (\sin \omega)\beta'(r)r^{-\lambda-1}
\]
is used on the boundary. We have $\bar{w}_r \in H^2(S_0)$ from the decomposition of $\bar{w}_1$. Although $\bar{w}_r$ is not in $V_{b_1}^2$ yet, but we can find another function $\bar{w}_N \in V_{b_1}^2$ based on $\bar{w}_r$. 

Here, we notice that \( R_1 - \tilde{c}_s(\partial_{nb}^P s - \partial_{ni} s)|\Gamma_b + \tilde{c}_s (\sin \omega) \beta'(r) r^{-\lambda - 1} - (\partial_{nb}^P \tilde{w}_r - \partial_{ni} \tilde{w}_r)|\Gamma_b \) is compactly supported. Thus, by trace theorem, there exists a \( \tilde{w}_T \in H^2(S_0) \) satisfying the boundary conditions \( \tilde{w}_T|\Gamma_i = 0 \) and

\[
\partial_{nb} \tilde{w}_T + b_1 \partial_{ni} \tilde{w}_T|\Gamma_b = R_1 - \tilde{c}_s(\partial_{nb}^P s - \partial_{ni} s)|\Gamma_b + \tilde{c}_s (\sin \omega) \beta'(r) r^{-\lambda - 1} - (\partial_{nb}^P \tilde{w}_r - \partial_{ni} \tilde{w}_r)|\Gamma_b,
\]

and \( \tilde{w}_T \) is also compactly supported near the corner to have \( \tilde{w}_T|\Gamma_s = 0 \). Applying Theorem 4.6 and remembering \( \omega \)

Plugging the expression of \( \tilde{w}_T \) where we use that \( \tilde{w}_T \), which can be rewritten as

\[
|0) \text{ indeed) and } \tilde{w}_N |\Gamma_i = \tilde{w}_N |\Gamma_s = 0, \quad \partial_{nb} \tilde{w}_N + b_1 \partial_{ni} \tilde{w}_N |\Gamma_b = 0,
\]

which means we find the function \( \tilde{w}_N \in V_{b_1}^2 \) finally (also compactly supported near \((0,0)\) indeed) and \( \tilde{w}_N \) satisfies

\[
\Delta \tilde{w}_N = \Delta \tilde{w}_r - \Delta \tilde{w}_T = \nabla \cdot \tilde{P}_S \nabla \tilde{w}_r - \nabla \cdot (\tilde{P}_S - Id) \nabla \tilde{w}_r - \Delta \tilde{w}_T,
\]

which can be rewritten as

\[
\nabla \cdot \tilde{P}_S \nabla \tilde{w}_r = \Delta \tilde{w}_N + \nabla \cdot (\tilde{P}_S - Id) \nabla \tilde{w}_r + \Delta \tilde{w}_T.
\]

Consequently, one can expand \( A_1 \) as

\[
A_1 = \int_{S_0} w \nabla \cdot \tilde{P}_S \nabla \tilde{w}_r
\]

\[
= \int_{S_0} w \Delta \tilde{w}_N + \int_{S_0} w \nabla \cdot (\tilde{P}_S - Id) \nabla \tilde{w}_r + \int_{S_0} w \nabla \Delta \tilde{w}_T
\]

where \( \int_{S_0} w \Delta \tilde{w}_N = 0 \) since \( \omega \in (\frac{\pi}{2}, \frac{\pi}{2}) \), we already have \( w \in N_1, \tilde{w}_N \in V_{b_1}^2 \). So we arrive at the following estimate combining (5.24)

\[
|A_1| \leq C\left(\|\tilde{w}_N\|_{H^2} + \|\tilde{w}_T\|_{L^2} + \|\tilde{w}_N\|_{H^1}ight)\|w\|_2
\]

\[
\leq C\left(\|\tilde{w}_N\|_{H^2} + \|\tilde{w}_T\|_{L^2} + \|\tilde{w}_N\|_{H^1}ight)\|w\|_2
\]

which together with the expression of \( R_1, s \) and (5.21) implies

\[
|A_1| \leq C\left(\delta^{\lambda + 2}\|\tilde{v}_r\|_{L^2} + \delta^{\lambda + 2}\|\tilde{v}_r\|_{H^2} + \delta^{\lambda + 2}\|\tilde{w}_r\|_{H^2} + \delta \tilde{c}_s\right)
\]

where we use that \( \tilde{w}_r = \nabla_{\tilde{n}} \tilde{v}_r \), and moreover

\[
\|\tilde{S}\|_{L^2} \leq \delta^{-\lambda - 1} C, \quad \|\beta'(r) r^{-\lambda - 1}\|_{H^1} \leq \delta^{-\lambda - 1} C,
\]
and
\[ \| \bar{\mathcal{P}}_S - Id \|_\infty \leq \delta C, \quad \|(\bar{\mathcal{P}}_S - Id)\nabla \phi \|_{1,2} \leq \delta^{-\lambda-1} C. \]

The constant \( C \) above depends on \( |\eta|_{W^{2,\infty}} \).

-A2 estimate. Rewriting \( A_2 \) as
\[
A_2 = \int_{S_0} w \nabla \cdot \bar{\mathcal{P}}_S \nabla s = \int_{S_0} w \Delta s + \int_{S_0} w \nabla \cdot (\bar{\mathcal{P}}_S - Id) \nabla s,
\]

we will show that the first integral is equal to a constant with an explicit expression, and the second integral is a small part since \( \bar{\mathcal{P}}_S - Id \) is small.

In fact, the second integral of \( A_2 \) has a similar estimate as \( A_1 \):
\[
\left| \int_{S_0} \nabla \cdot (\bar{\mathcal{P}}_S - Id) \nabla s w \right| \leq \|(\bar{\mathcal{P}}_S - Id)\nabla s\|_{1,2} w\|_2 \leq \delta C(|\eta|_{W^{2,\infty}}).
\]

Now we need to deal with the first integral carefully. Recalling that \( w = w_s - w_v \), we have
\[
\int_{S_0} w \Delta s = \int_{S_0} w_s \Delta s - \int_{S_0} w_v \Delta s,
\]
where we know from Green’s Formula and the variational equation (5.19) of \( w_v \) that
\[
\int_{S_0} w_v \Delta s = -\int_{S_0} \nabla w_v \cdot \nabla s + \int_{\Gamma_b} w_v \partial_{\nu_b} s
\]
\[
= -b_1 \int_{\Gamma_b} \partial_{\nu_b} w_v s + \int_{S_0} \Delta w_s s - \sin \omega \int_{\Gamma_b} \beta'(r)r^{\lambda+1} s + \int_{\Gamma_b} w_v \partial_{\nu_b} s
\]
while noticing that \( s \in V \) and so the integrals above make sense. Moreover, recalling that the singular function \( s(r, \theta) = \beta(r)r^{-\lambda-1}\cos ((\lambda + 1)(\theta + \omega_2) - \omega) \) satisfies
\[
\partial_{\nu_b} s + b_1 \partial_{\nu_b} s|_{\Gamma_b} = -(\sin \omega) \beta'(r)r^{-\lambda-1},
\]
and
\[
\int_{\Gamma_b} \partial_{\nu_b} w_v s = -\int_{\Gamma_b} w_v \partial_{\nu_b} s,
\]
holds, one can see that these two boundary integrals together vanish:
\[
-b_1 \int_{\Gamma_b} \partial_{\nu_b} w_v s + \int_{\Gamma_b} w_v \partial_{\nu_b} s = -\sin \omega \int_{\Gamma_b} w_v \beta'(r)r^{-\lambda-1}.
\]

On the other hand, one can compute directly that
\[
\int_{\Gamma_b} \beta'(r)r^{\lambda+1} s = \cos \omega \int_0^\infty \beta'(r)r^{\lambda+1} \beta(r)r^{-\lambda-1} dr = -\frac{1}{2} \cos \omega
\]
since \( \beta(0) = 1 \). As a result, one arrives at
\[
\int_{S_0} w_v \Delta s = \int_{S_0} \Delta w_s s + \frac{1}{2} \sin \omega \cos \omega - \sin \omega \int_{\Gamma_b} w_v \beta'(r)r^{-\lambda-1},
\]
which finally leads to that
\[
\int_{S_0} w \Delta s = \int_{S_0} w_s \Delta s - \int_{S_0} \Delta w_s s - \frac{1}{2} \sin \omega \cos \omega + \sin \omega \int_{\Gamma_b} w_v \beta'(r)r^{-\lambda-1}.
\]
Let \( B = \int_{S_0} w_s \Delta s - \int_{S_0} \Delta w_s s \). Since one can have similarly as before that
\[
\left| \int_{\Gamma_b} w_v \beta'(r)r^{-\lambda-1} \right| \leq \|w_v\|_{1,2} \|\beta'(r)r^{-\lambda-1}\|_{L^2} \leq \delta C,
\]
where one has that
\[
\int_{S_0} w \Delta s = -c_0 + O(\delta),
\]
where \(c_0 = (\lambda + 1)\omega + \frac{3}{2} \sin \omega \cos \omega > 0\) is a constant and \(O(\delta)\) is a small term of order \(\delta\).

Consequently, plugging the estimates for \(A_1\) and \(A_2\) and the expression of \(\tilde{l}_1\) from Lem \(5.3\) with \(v = v_c, \bar{h} = h_c\) back into \(5.22\), we derive that
\[
c_0 |\tilde{c}_s| \leq |A_1| + ||\tilde{l}_1||_2 w \|_2 + \delta C \tilde{c}_s
\leq C(\delta^{\lambda+3} ||\tilde{\nu}_r||_2 + \delta^{\lambda+2} ||\tilde{\nu}_c||_2,2 + \delta^{\lambda+2} ||\tilde{h}_c||_1,2 + \delta^{\lambda+2} |\tilde{\nu}c|_{H^{\frac{1}{2}}} + \delta \tilde{c}_s)
\]
where one has
\[
||\tilde{\nu}_r||_2,2 \leq ||\tilde{c}_s||_2,2 + \delta \tilde{c}_s ||\tilde{S}||_2,2 \leq ||\tilde{\nu}||_2,2 + \delta^{-\lambda-1} C \tilde{c}_s.
\]
Noting that \(c_0\) is independent of \(\delta\), so for some fixed \(\delta\) small enough we arrive at
\[
\frac{1}{2} c_0 \tilde{c}_s \leq C(\delta^{\lambda+3} ||\tilde{\nu}_r||_2 + \delta^{\lambda+2} ||\tilde{\nu}_c||_2,2 + \delta^{\lambda+2} ||\tilde{h}_c||_1,2 + \delta^{\lambda+2} |\tilde{g}_c|_{H^{\frac{1}{2}}}).
\]
Therefore plugging \(H^2\) estimate of \(v_c\) from Prop \(5.1\) (with \(b = 0, h = h_c, g = (1 + \gamma^2)\tilde{g}_c\)) into the inequality above and remembering \(c_s = C \tilde{c}_s\) for some constant \(C\), we conclude the estimate for the singular coefficient \(c_s\) as follows
\[
c_s \leq C(\delta^{\lambda+3} ||\tilde{\nu}_r||_2 + \delta^{\lambda+2} ||\tilde{h}_c||_1,2 + \delta^{\lambda+2} |\tilde{g}_c|_{H^{\frac{1}{2}}})
\]
with \(C = C(\gamma, \lambda, |\eta|_{H^\gamma W^{2, \infty}})\).

**Step 2:** the estimate for \(v_r\). In fact, we have \(\tilde{\nu}_r = \tilde{v}_r - c_s \tilde{S} \in H^3(S_0)\) and satisfies the system based on \(5.5\) when \(\omega \in (\frac{\pi}{4}, \frac{\pi}{2})\)
\[
\begin{cases}
\nabla \cdot \bar{P}_S \nabla \tilde{v}_r = \tilde{h}_c - c_s \nabla \cdot (\bar{P}_S - I) \nabla \tilde{S} - c_s \Delta \tilde{S} & \text{on } S_0 \\
\tilde{v}_r|_{\Gamma_1} = 0, & \bar{P}_S \tilde{v}_r|_{\Gamma_b} = \tilde{g}_c - c_s (\partial_{n_b} \tilde{S} - \partial_{n_b} \Delta \tilde{S})|_{\Gamma_b} 
\end{cases}
\]
(5.26)
while noticing \(\partial_{n_b} \tilde{S}|_{\Gamma_b} = 0\) with \(\tilde{S} = \beta(r)r^{-\lambda} \cos \left(\lambda(\theta + \omega_2)\right)\).
Applying Prop 5.7 to the system (5.23) of $\bar{w}_r = \nabla r \bar{v}_r$, we can find the $H^2$ estimate for $\bar{w}_r$. After that, we can go through a standard elliptic procedure to find that

$$
\|\bar{v}_r\|_{3,2} \leq C\left(\|\bar{h}_c\|_{1,2} + |\bar{g}_c|_{H^{2,2}} + c_s\|\nabla \cdot (\bar{P}_S - Id)\Delta \bar{S}\|_{1,2} + c_s\|\Delta \bar{S}\|_{1,2} + c_s\right),
$$
which leads to by Thm 4.1 and a careful computation on $\bar{S}$ as before that

$$
\|\bar{v}_r\|_{3,2} \leq C\left(\|\bar{h}_c\|_{1,2} + |\bar{g}_c|_{H^{2,2}} + c_s\|\nabla \cdot (\bar{P}_S - Id)\Delta \bar{S}\|_{2,2} + c_s\|\Delta \bar{S}\|_{1,2} + c_s\right).
$$

Plugging the estimate (5.25) for $c_s$ from Step 1 into the inequality above one finds that

$$
\|\bar{v}_r\|_{3,2} \leq C\left(\|\bar{h}_c\|_{1,2} + |\bar{g}_c|_{H^{2,2}} + \delta^2\|\partial^3 \bar{v}_r\|_2\right)
$$
which implies that when $\delta > 0$ is small enough

$$
\|\bar{v}_r\|_{3,2} \leq C\left(\|\bar{h}_c\|_{1,2} + |\bar{g}_c|_{H^{2,2}}\right)
$$
with $C = C(\gamma, \lambda, |\eta|_{H^3(\Omega, W^{2,\infty})})$. Plugging this inequality back into (5.25) we also conclude the estimate for the singular coefficient $c_s$.

When $\omega \in (0, \frac{\pi}{4})$, there is no singular part in $v$, so we take $v = v_c$ in the estimate above to have the $H^3$ estimate for $v_c$ directly. Moreover, when $\omega = \frac{\pi}{4}$, we need the compatible condition when having the $H^2$ estimate in the system (5.23) for $\bar{w}_r$ from Prop 5.7 and Remark 5.3 which leads to

$$
\bar{R}_1 - \bar{c}_s(\partial^3 \bar{S} - \partial_n s)|_{\Gamma_b} + \bar{c}_s(\sin \omega)\beta'(r) r^{-\lambda-1} \in \tilde{H}^{\frac{3}{2}}(\Gamma_b)
$$
where Thm 8.1 in Appendix A is applied also. Since $\partial^3 \bar{S} - \partial_n s$ and $\beta'(r) r^{-\lambda-1}$ are in $\tilde{H}^{\frac{3}{2}}(\Gamma_b)$ already, we find the compatible condition for $\bar{w}_r$ as $\bar{R}_1 \in \tilde{H}^{\frac{3}{2}}(\Gamma_b)$. \qed

Going back to (MBVP), we finally establish the $H^3$ estimate for the solution $u$ from (MBVP).

**Proposition 5.13.** Let $h \in H^1(\Omega)$, $f \in H^{\frac{3}{2}}(\Gamma_b)$, $g \in H^{\frac{3}{2}}(\Gamma_b)$ and $\eta \in H^3(\mathbb{R}^+)$ in (MBVP). Moreover, when $\omega = \frac{\pi}{4}$, one requires additionally the compatible condition $L_1(\partial_n (u-u_b), h-\Delta u_b) \in H^{\frac{3}{2}}(\Gamma_b)$ where $L_1$ is a linear function of $\partial_n (u-u_b), h-\Delta u_b$ and $u_b \in H^3(\Omega)$ satisfying the boundary condition of (MBVP).

Then there exists a constant $c_s$ such that the solution $u$ of (MBVP) has the following $H^3$ decomposition

$$
u = u_r + \chi(\omega)c_sS \circ T_0^{-1} \circ (T_S)^{-1},
$$
where $S(r, \theta) = \beta(r) r^{-\lambda} \cos(\lambda(\theta + \omega_2))$ and $\lambda = -\frac{\pi}{25}$. Moreover, one has estimates for the singular coefficient $c_s$ and the regular part $u_r$:

$$
\delta^{-\lambda-2} |c_s| + \|u_r\|_{3,2} \leq C\left(\|h\|_{1,2} + |f|_{H^{\frac{3}{2}}} + |g|_{H^{\frac{3}{2}}}\right)
$$
where $C = C(\Gamma_b, k, \lambda, |\eta|_{H^3})$ and $\delta > 0$ small enough is the diameter of the corner neighborhood.

**Proof.** As a first step, we remove the boundary conditions from (MBVP). Applying Thm 1.6 there exists $u_b \in H^3(\Omega)$ satisfying

$$
u_b|_{\Gamma_t} = f, \quad \partial_n u_b|_{\Gamma_b} = g.$$
Using Prop 5.12 for \( v \) estimate for \( v \) we have the system (5.5) for \( T \) the expressions of \( h \) Letting condition as \( H \) a standard procedure (see [19] for example) and therefore omitted here. Combining since \( \partial \) the singular part appears only near the corner, so there is no singular part in \( H \) 5.3.1.

5.3. Higher-order decompositions and regularities. After studying carefully the first singular function \( \bar{S} = \beta(r)r^{-\lambda}\cos(\lambda(\theta+\omega_2)) \in H^2\backslash H^3(S_0) \) and its coefficient \( c_s \) from \( H^3 \) decomposition, we are ready to extend our theory to higher-order cases.

5.3.1. \( H^4 \) decomposition and estimate. We assume that \( h \in H^2(S), f \in H^{\frac{7}{2}}(\Gamma_b) \) and \( g \in H^{\frac{3}{2}}(\Gamma_b) \) in (MBVP) in this part. The idea of \( H^4 \) decomposition is to take \( \partial_n^2 \) on system \( \text{[5.5]} \) for \( v \) and study the tangential system as we did in \( H^3 \) decomposition. After that, we go back to (MBVP) as before.

Recall that in \( H^3 \) case we showed \( \nabla \cdot \bar{\nabla} \bar{S} \in H^1 \) in Lemma ?? thanks to the fact that \( \bar{\nabla} \) is close to \( Id \), which enables us to finish the \( H^3 \) decomposition. Compared to the rectilinear polygonal problem with \( \Delta \) operator in [30] where they have \( \Delta S \in H^\infty \), we only find a very limited regularity (\( H^1 \) indeed) for \( \nabla \cdot \bar{\nabla} \bar{S} \). As a consequence, in order to improve the regularity to \( H^4 \), we have to modify \( \nabla \cdot \bar{\nabla} \bar{S} \) by some asymptotic analysis.

Lemma 5.14. There exist functions \( S_{1,r,i} = \beta(r)r^{-\lambda+i}a_i(\theta) \in H^{i+2} \backslash H^{i+3}(S_0) \) with \( i = 1, 2, \ldots, l \) satisfying

\[
\nabla \cdot \bar{\nabla} \left( \bar{S} + \sum_{i=1}^{l} S_{1,r,i} \right) \in H^{i+1}(S_0)
\]
and

\[ \bar{S}_{1,r,i}|_{\Gamma_r} = 0, \quad \partial_{\mathcal{P}_b}^{\bar{S}} \left( \bar{S} + \sum_{i=1}^{l} \bar{S}_{1,r,i} \right)|_{\Gamma_b} \in H^{l+\frac{3}{2}}(\Gamma_b) \]

with \( a_i(\theta) \) bounded functions of \( \theta \in [-\omega_2, \omega_1] \).

**Proof.** The proof is a standard approximation analysis. We prove in details only the case when \( l = 1 \). Firstly, we would expand \( \mathcal{P}_s \) with respect to \( r \). In fact, \( \mathcal{P}_s \) can be rewritten as

\[ \mathcal{P}_s = Id + \left( \begin{array}{cc} 2\gamma & 1 - \gamma^2 \\ 1 - \gamma^2 & -2\gamma \end{array} \right) (d - d_0) + (1 + \gamma^2) \left( \begin{array}{cc} 1 & -\gamma \\ -\gamma & \gamma^2 \end{array} \right) (d - d_0)^2 \]

with \( d_0 = d(z)|_{z=0} = \bar{d}(r, \theta)|_{r=0} \) and

\[ \bar{d}(r, \theta) = d \circ T_0 \frac{1}{k - \gamma + \eta'\left(\eta^{-1}(r(\gamma \cos \theta + \sin \theta))\right)} \]

Moreover one has the following Taylor approximation with respect to \( r \)

\[ \bar{d}(r, \theta) = d_0 + d_1(\theta) r + O(r^2) \quad \text{with} \quad d_1(\theta) = -\frac{\eta''(0)(\gamma \cos \theta + \sin \theta)}{(\gamma + \eta'(0))^3}, \]

so it’s enough to show that

\[ \nabla \cdot (Id + \left( \begin{array}{cc} 2\gamma & 1 - \gamma^2 \\ 1 - \gamma^2 & -2\gamma \end{array} \right) d_1(\theta) r) \nabla(\bar{S} + \bar{S}_{1,r,1}) \in H^2(S_0) \]

in order to finish the proof. Equivalently, we need that

\[ A = \nabla \cdot (Id + \left( \begin{array}{cc} 2\gamma & 1 - \gamma^2 \\ 1 - \gamma^2 & -2\gamma \end{array} \right) d_1(\theta) r) \nabla(\bar{S} + \bar{S}_{1,r,1}) \]

is in \( H^2(S_0) \) when we get rid of the cut-off function \( \beta(r) \). Indeed, a direct computation leads to

\[ A = \Delta(r^{-\lambda} \cos \alpha) + \nabla \cdot d_1(\theta) r \left( \begin{array}{cc} 2\gamma & 1 - \gamma^2 \\ 1 - \gamma^2 & -2\gamma \end{array} \right) \nabla(r^{-\lambda} \cos \alpha) + \Delta(r^{-\lambda+1} a_1(\theta)) \]

\[ + \nabla \cdot d_1(\theta) r \left( \begin{array}{cc} 2\gamma & 1 - \gamma^2 \\ 1 - \gamma^2 & -2\gamma \end{array} \right) \nabla(r^{-\lambda+1} a_1(\theta)) \]

where we write \( \alpha = \lambda(\theta + \omega_2) \) for short. We can see that \( A \in H^2 \) if the following equation holds:

\[ 0 = \Delta(r^{-\lambda+1} a_1(\theta)) + \left( \nabla d_1(\theta) \right) \cdot r \left( \begin{array}{cc} 2\gamma & 1 - \gamma^2 \\ 1 - \gamma^2 & -2\gamma \end{array} \right) \nabla(r^{-\lambda} \cos \alpha) \]

\[ + d_1(\theta) \nabla \cdot r \left( \begin{array}{cc} 2\gamma & 1 - \gamma^2 \\ 1 - \gamma^2 & -2\gamma \end{array} \right) \nabla(r^{-\lambda} \cos \alpha), \]

which can be rewritten as

\[ a''_1(\theta) + (\lambda - 1)^2 a_1(\theta) = C_0(1 + \gamma^2)^\frac{3}{2} \left[ \lambda(\lambda + 1) \cos((\lambda + 3)(\theta + \omega_2)) \right. \]

\[ - \lambda^2 \cos((\lambda + 1)(\theta + \omega_2)) \right] \quad (5.27) \]

with the notation \( d_1(\theta) = C_0(\gamma \cos \theta + \sin \theta) \) and the polar forms \( \Delta = \partial_r^2 + r^{-1} \partial_r + r^{-2} \partial_\theta^2 \) and \( \nabla = (\cos \theta \partial_r - r^{-1} \sin \theta \partial_\theta, \sin \theta + r^{-1} \cos \theta \partial_\theta)^t \).
Now we turn to the boundary condition \( \partial_n (r^{-\lambda+1} a_1(\theta)) + C_0 n \cdot (\gamma \cos \theta + \sin \theta) r \left( \begin{array}{cc} 2\gamma & 1 - \gamma^2 \\ 1 - \gamma^2 & -2\gamma \end{array} \right) \nabla (r^{-\lambda} \cos \alpha) \bigg|_{\Gamma_b} = 0, \)

where \( \Gamma_b \) means \( \theta = -\omega_2 \) and \( \partial_n = r^{-1} \partial_\theta \), so we arrive at the boundary condition
\[
a_1'(\omega_2) = 0. \tag{5.28}
\]
Moreover, we also require \( \bar{S} + \bar{S}_{1,r,l} |_{\Gamma} = 0 \), which implies
\[
a_1(\omega_1) = 0. \tag{5.29}
\]
Putting (5.27), (5.28) and (5.29) together, we derive the initial value problem for \( a_1(\theta) \) with \( \theta \in [-\omega_2, \omega_1] \), and a direct computation tells us that the solution is
\[
a_1(\theta) = \bar{C}_0 \left[ 2 - \frac{\sin 3\omega}{\sin \omega} \right] \cos \left( (\lambda - 1)(\theta + \omega_2) \right) + 2 \cos \left( (\lambda + 1)(\theta + \omega_2) \right) - \cos \left( (\lambda + 3)(\theta + \omega_2) \right) \tag{5.30}
\]
where we note \( \bar{C}_0 = \frac{1}{4} \lambda C_0 (1 + \gamma^2)^{\frac{3}{4}} \).

For the general case \( S_{1,r,l} = \beta(r) r^{-\lambda+l} a_l(\theta) \) \((l \geq 2)\), following the procedure above, we can prove by an induction argument that, the unknown function \( a_l(\theta) \) satisfies
\[
\left\{ \begin{array}{l}
\Delta (r^{-\lambda+l} a_l(\theta)) + \nabla \cdot \bar{P}_{S_1} \nabla \left( r^{-\lambda} \cos \alpha + \sum_{i=1}^{l-1} r^{-\lambda+i} a_i(\theta) \right) = 0,
\partial_n (r^{-\lambda+l} a_l(\theta)) + \partial_n^{P_{S_1}} (r^{-\lambda} \cos \alpha + \sum_{i=1}^{l-1} r^{-\lambda+i} a_i(\theta)) |_{\theta=\omega_2} = 0,
a_l(\omega_1) = 0
\end{array} \right. \tag{5.31}
\]
where we denote
\[
\bar{P}_{S_1} = \text{Id} + \left( \begin{array}{cc} 2\gamma & 1 - \gamma^2 \\ 1 - \gamma^2 & -2\gamma \end{array} \right) d_1(\theta) r.
\]
Since this 2nd-order ODE is always solvable, we can find the solution \( a_l(\theta) \) in a similar expansion as \( a_1(\theta) \) and bounded. \( \square \)

**Remark 5.15.** For a general singular function \( \bar{S}_i = \beta(r) r^{-\lambda_i} \cos \left( \lambda_i(\theta + \omega_2) \right) \), we have similar modifying functions \( \bar{S}_{1,r,j} = \beta(r) r^{-\lambda_i+j} a_{i,j}(\theta) \) with some bounded function \( a_{i,j} \) satisfying similar problem as (5.31). On the other hand, based on the conclusion on the boundary, one can have indeed \( \partial_n^{P_S} \left( \bar{S} + \sum_{i=1}^{l} \bar{S}_{1,r,i} \right) |_{\Gamma} \in \bar{H}^{l+\frac{3}{2}}(\Gamma_b) \) from the proof.

As a result, we can rewrite the \( H^3 \) decomposition for \( v_c \) as
\[
v_c = v_{r1} + \chi_1(\omega) c_s(S + S_{1,r,1})
\]
where \( v_{r1} = v_{r} - \chi_1(\omega) c_s S_{1,r,1} \in H^3(S) \) and \( S_{1,r,1} = \bar{S}_{1,r,1} \circ T_0^{-1} \in H^3(S) \). We’ll use this modified decomposition and take \( v_{r1} \) as the regular part instead of \( v_r \). Similarly as in \( H^3 \) decomposition, we will consider the \( H^4 \) decomposition and estimates based on \( v_{r1} \). In fact, from (5.35) one finds the system for \( v_{r1} \) as follows
\[
\left\{ \begin{array}{l}
\nabla \cdot P_S \nabla v_{r1} = h_c - \chi_1(\omega) c_s \nabla \cdot P_S (S + S_{1,r,1}) \quad \text{on} \quad S,
\partial_n^{P_{S_1}} v_{r1} |_{\Gamma} = 0,
\partial_n^{P_{S_1}} v_{r1} |_{\Gamma_b} = (1 + \gamma^2)^{\frac{3}{2}} g_c - \chi_1(\omega) c_s \partial_n^{P_{S_1}} (S + S_{1,r,1}) |_{\Gamma_b} \tag{5.32}
\end{array} \right.
\]
Similarly as in \( H^3 \) decomposition, when \( \omega \neq \frac{\pi}{4} \), we take twice the tangential derivative \( \nabla_{\tau_i} \) on (5.32) by Lemma 5.9 to derive the system for \( w_2 = \nabla_{\tau_i}^2 v_{r_1} \in H^1(S) \) as follows

\[
\begin{cases}
\nabla \cdot \mathcal{P}_S \nabla w_2 = l_2 & \text{on } S, \\
\left. w_2 \right|_{\Gamma_t} = 0, & \left. \partial_{n_b}^2 w_2 + b_2 \partial_{n_b} w_2 \right|_{\Gamma_b} = R_2
\end{cases}
\]

(5.33)

where \( b_2 = -\tan(2\omega) \) and

\[
\begin{align*}
l_2 &= -\nabla \cdot (\nabla_{\tau_i} \mathcal{P}_S) \nabla (\nabla_{\tau_i} v_{r_1}) - \nabla_{\tau_i} (\nabla \cdot (\nabla_{\tau_i} \mathcal{P}_S) \nabla v_{r_1}) \\
&\quad + \nabla_{\tau_i}^2 \left( h_c - \chi_1(\omega) c_s \nabla \cdot \mathcal{P}_S \nabla (S + S_{1,r_1}) \right) \\
R_2 &= \rho_1 \partial_x (\nabla_{\tau_i} v_{r_1}) |_{\Gamma_t}
\end{align*}
\]

with constants \( \tau_1, \tau_2, \rho_1 \) the same as in Lemma 5.9 and

\[
\begin{align*}
\rho_2 &= \tau_1 - \frac{1}{\gamma + (1 + \gamma^2)d_0 + \tan \omega} \left( \tau_1 (\tan \omega - \tan 2\omega) + \tau_2 ((1 + \gamma d_0)^2 + d_0^2) \right), \\
\tilde{\rho}_2 &= \tau_1 - \frac{1}{\gamma + (1 + \gamma^2)d_0} \left( -\tau_1 \tan \omega + \tau_2 ((1 + \gamma d_0)^2 + d_0^2) \right).
\end{align*}
\]

Recalling that \( h_c, g_c \) from (5.34), we know from Lemma 5.14 and the assumption \( h \in H^2(S), g \in H^{\frac{3}{2}}(\Gamma_b) \) that \( l_2 \in L^2(S) \) and \( R_2 \in H^{\frac{3}{2}}(\Gamma_b) \), while noticing that \( w_2 \in H^1(S) \). Therefore we can apply Thm 5.2 to (5.33) to have \( H^2 \) decomposition for \( w_2 \) in case when \( \omega \neq \frac{\pi}{4} \):

\[
w_2 = w_{r_2} + \chi_2(\omega) \bar{c}_2 s_2
\]

with

\[
w_{r_2} \in H^2(S), \quad s_2 \in H^1 \setminus H^2(S), \quad \chi_2(\omega) = \begin{cases} 1, & \omega \in \left( \frac{\pi}{6}, \frac{\pi}{4} \right) \\
0, & \text{otherwise}. \end{cases}
\]

The expression of \( s_2 \) in domain \( S_0 \) is

\[
s_2(r, \theta) = \beta(r) r^{-\lambda - 2} \cos \left( (\lambda + 2)(\theta + \omega_2) - 2\omega \right),
\]

which appears only when \( \omega \in \left( \frac{\pi}{6}, \frac{\pi}{4} \right) \). Moreover, when \( \omega = \frac{\pi}{8} \), the compatible condition

\[
R_2 \in H^{\frac{3}{2}}(\Gamma_b)
\]

(5.34)
is needed, according to Thm 5.2 and Thm 8.1 in Appendix A.

In case when \( \omega = \frac{\pi}{4} \), we apply Lem 5.9 first on \( \nabla_{\tau_i} v_{r_1} \) and then Lem 5.10 on \( w_2 = \nabla_{\tau_i}^2 v_{r_1} \) to find the system for \( w_2 \) as

\[
\begin{cases}
\nabla \cdot \mathcal{P}_S \nabla w_2 = l_2 & \text{on } S, \\
\left. w_2 \right|_{\Gamma_t} = 0, & \left. w_2 \right|_{\Gamma_b} = g_2
\end{cases}
\]

(5.35)

where

\[
g_2 = -\tau_2 (1 + \gamma^2)^{-1} \left[ \rho_1 \partial_x v - \tau_2 (h_c - \chi_1(\omega) c_s \nabla \cdot \mathcal{P}_S \nabla (S + S_{1,r_1})) + \rho_2 (1 + \gamma^2)^{\frac{1}{2}} \partial_x g_c - \rho_2 \chi_1(\omega) c_s \partial_x \partial_{n_b}^s (S + S_{1,r_1}) \right] |_{\Gamma_b}
\]
Meanwhile the compatible condition (5.2) is required here, which results in by Thm 8.1 in Appendix A that

$$g_2 \in \tilde{H}^{-1}(\Gamma_b).$$  

We need the $H^2$ decomposition for the Dirichlet-conditions case. In fact, Thm 5.5 tells us (it is well-known already), when the contact angle $\omega \in (0, \frac{\pi}{4})$, there is no singular part for $w_2$, which infers that $w_2 \in H^2(S)$ in the special case when $\omega = \frac{\pi}{4}$.

In a word, when the contact angle $\omega \notin (\frac{\pi}{6}, \frac{\pi}{4})$, we have $w_2 \in H^2(S)$.

Now it’s the time to find the corresponding singular part for $v$. In fact, a direct computation leads to that

$$\nabla^2_{\tau_i} S = \lambda^2 |(P_0^{-1})^i \tau_i| s_2 \circ T_0^{-1} + \left[ \nabla^2_{\tau_i}, \beta(r) \circ T_0^{-1} \right] r^{-\lambda} \cos \left( \lambda(\theta + \omega) \right) \circ T_0^{-1} \quad \text{on } S$$

while recalling $S = \beta(r) r^\lambda \cos \left( \lambda(\theta + \omega) \right)$ defined on $S_0$ and $S = S \circ T_0^{-1}$ defined on $S$. Consequently, we find that

$$\nabla^2_{\tau_i} (v_r - c_a S) = w_2 - c_a \nabla^2_{\tau_i}, \beta(r) \circ T_0^{-1} r^{-\lambda} \cos \left( \lambda(\theta + \omega) \right) \circ T_0^{-1} \in H^2(S)$$

where the coefficient $c_a = \lambda^{-2} |(P_0^{-1})^i \tau_i|^{-2} c_2$.

Setting

$$v_r = v_r - c_a S,$$

we now have $\partial^2_{\tau_i} v_r \in H^2(S)$ already. We can show by a standard elliptic analysis based on the system (5.32) of $v_r$ that

$$v_r \in H^4(S).$$

As a result, we finally derive the $H^4$ decomposition for $v$:

$$v_r = v_r + \chi_2(\omega) c_a S$$

or equivalently

$$v_c = v_r + \chi_1(\omega) c_a (S + S_{1,r,1}) = v_r + \chi_1(\omega) c_a (S + S_{1,r,1}) + \chi_2(\omega) c_a S.$$  

Remark 5.16. Note in the case when both $\chi_1$, $\chi_2$ are zero, i.e. the contact angle $\omega \in (0, \frac{\pi}{6})$, we find that $v_c \in H^4(S)$. This fact tells us that smaller contact angle implies smoother solution from (MBVP), which agrees with previous literature. The case when $\omega = \frac{\pi}{4}$ is also a special case as $\omega = \frac{\pi}{4}$, which will be discussed later.

Proposition 5.17. ($H^4$ estimate) Assume that $h_c \in H^2(S)$, $g_c \in H^2(\Gamma_b)$ for the system (5.5) of $v_c$. Moreover one requires additionally compatible conditions (5.34) when $\omega = \frac{\pi}{6}$ and (5.36) when $\omega = \frac{\pi}{4}$.

Then one has the $H^4$ decomposition

$$v_c = v_r + \chi_1(\omega) c_a (S + S_{1,r,1}) + \chi_2(\omega) c_a S$$

with the regular part $v_r \in H^4(S)$ and the estimate for both the singular coefficient and the regular part

$$\delta^{\lambda-3} |c_a S| + \|v_r\|_{4,2} \leq C(\|h_c\|_{2,2} + |g_c|_{H^2(\Gamma_b)})$$

where the constant $C = C(\gamma, k, \lambda, |\eta|_{H^2(\Gamma_b)})$.

Proof. The proof is similar as the proof of Proposition 5.12. So we write down here only the sketch of the proof. Throughout the proof, we will denote by $\tilde{f} = f \circ T_0$ on $S_0$ corresponding to a function $f$ defined on $S$. 

In order to evaluate $v_{r2}$, we only need to have estimate for $c_{s2}$ here since we’ve dealt with $c_s$ already. In this case we find the contact angle

$$\omega \in \left(\frac{\pi}{6}, \frac{\pi}{4}\right), \quad \text{and} \quad \lambda = \frac{-\pi}{2\omega} \in (-3, -2).$$

To begin with, we need again to find a function $w$ in $\mathcal{N}_2$, which is the orthogonal space of $\Delta(V_{b2}^2)$ in $L^2(S_0)$. Recall from the notation part that

$$V_{b2}^2 = \{ u \in H^2(S_0) \mid u|_{\Gamma_1} = u|_{\Gamma_3} = 0, \partial_{n_s} u + b_2 \partial_{n_b} u|_{\Gamma_b} = 0 \}.$$ 

We define

$$w = w_s - w_v,$$

where $w_s = \beta(r) r^{\lambda+2} \cos((\lambda + 2)(\theta + \omega_2) - 2\omega))$ and $w_v$ the variational solution of the same system of $w_s$. We can show that $w \in \mathcal{N}_2$.

On the other hand, since one has when $\omega \in \left(\frac{\pi}{6}, \frac{\pi}{4}\right)$ the decomposition

$$v_c = v_{r2} + c_{s2} S$$

and $w_2 = \nabla^2_{\tau_1} v_{r1} = \nabla^2_{\tau_1} v_c$, one finds by (5.37) that

$$w_2 = w_{r2} + \tilde{c}_2 s_2,$$

with $\tilde{c}_2 = \lambda^2 |(P^{-1}_0)^\tau_1|^2 c_{s2}$.

So recalling the system (5.33) with no singular part and $v_{r1}$ replaced by $v_c$, we have the following $L^2$ product as in the proof of Proposition 5.12

$$\int_{S_0} \bar{l}_2 w = \int_{S_0} \nabla \cdot \bar{P}_S \nabla \bar{w}_2 w$$

$$= \int_{S_0} \nabla \cdot \bar{P}_S \nabla \bar{w}_{r2} w + \tilde{c}_2 \int_{S_0} \nabla \cdot \bar{P}_S \nabla s_2 w.$$

Similar computations lead to the estimate for $c_{s2}$ as below

$$c_{s2} \leq C \left( \delta^{4+4} \| \partial^2 \bar{v}_{r2} \|_2 + \delta^{1+3} \| \bar{v}_c \|_3, 2 + \delta^{1+3} \| \bar{h}_1 \|_2, 2 \right).$$

With this estimate one can conclude the proof by a standard elliptic analysis for $v_{r2}$. 

Going back to the solution $u$ of (MBVP) and combining Thm 4.6 we have the following proposition similar as Prop 5.13. Since we have the same function $S$ here for different $\omega$ and $\lambda$, we mark the two different versions as $\bar{S}_1, \bar{S}_2$ for clarity, and we also rewrite $c_s$ as $c_{s1}$.

**Proposition 5.18.** Let $h \in H^2(\Omega), f \in H^{\frac{5}{6}}(\Gamma_1), g \in H^{\frac{5}{6}}(\Gamma_b)$ and $\eta \in H^4(\mathbb{R}^+)$. One requires additionally compatible conditions $L_2(\partial^2(u - u_b), \partial(u - u_b), \partial(h - \Delta u_b)) \in H^{\frac{5}{6}}(\Gamma_b)$ when $\omega = \frac{\pi}{6}$ and $L_1(\partial_{n_b}(u - u_b), h - \Delta u_b) \in H^{\frac{5}{6}}(\Gamma_b)$ when $\omega = \frac{\pi}{4}$, where $L_2$ is a linear function of $\partial^2(u - u_b), \partial(u - u_b), \partial(h - \Delta u_b)$ and $u_b$.

Then there is the $H^4$ decomposition for the solution $u$ of (MBVP)

$$u = u_{r2} + u_{s2},$$

with $u_{r2}$ the regular part and $u_{s2}$ the singular part

$$u_{s2} = \chi(\omega)c_{s1}(\bar{S}_1 + \bar{S}_{1,r1}) \circ T_0^{-1} \circ (T_S)^{-1} + \chi(\omega)c_{s2} \bar{S}_2 \circ T_0^{-1} \circ (T_S)^{-1},$$

where

$$\bar{S}_1 = \bar{S}_2 = \bar{S} = \beta(r) r^{-\lambda} \cos(\lambda(\theta + \omega_2)) \quad \text{for different} \quad \omega \text{ in } \lambda = \frac{-\pi}{2\omega}. $$
Proposition 5.13: Moreover, one has the following estimate for the regular part

\[ \|u_{r2}\|_{4,2} \leq C \left( \|h\|_{2,2} + |f|_{H^{\frac{1}{2}}} + |g|_{H^{\frac{1}{2}}} \right), \]

with the constant \( C = C(\Gamma_b, k, \lambda, |\eta|_{H^4}) \).

Proof. Similarly as in Prop 5.13 we only need to deal with the compatible condition here. In fact, we have

\[ h_c = \left( \beta(h - \Delta u_b) - |\beta, \Delta|u_h \right) \circ T_S, \quad g_c = -\left( \partial_{n_b}\beta u_h \right) \circ T_S. \]

for the system (5.5) of \( v_c = \beta u_b \circ T_S \), where \( u_b \in H^3(\Omega) \) satisfying the boundary conditions

\[ u_b|_{\Gamma_1} = f, \quad \partial_{n_b} u_b|_{\Gamma_b} = g. \]

Moreover, \( u_h = u - u_b \) is the solution to (MBVP)\(_h\).

When \( \omega = \frac{\pi}{2} \), the compatible condition \( g_2 \in \tilde{H}^{\frac{1}{2}}(\Gamma_b) \) turns out to be the same as in Prop 5.13 \( L_1(\partial_{\tau} u, h - \Delta u_b) \in H^\frac{1}{2}(\Gamma_b) \) where \( L_1 \) is a linear function of \( \partial_{\tau} u, h - \Delta u_b \).

When \( \omega = \frac{\pi}{2} \), we need \( R_2 \in \tilde{H}^{\frac{1}{2}}(\Gamma_b) \) from Prop 5.17. Checking (5.33) for \( R_2 \), the term \( \nabla \cdot (\nabla_\tau P_S) \nabla v_{r1} \) can be rewritten as

\[ \nabla \cdot (\nabla_\tau P_S) \nabla v_{r1} = \sum_{|\alpha|=2} b_\alpha(\partial P_S) \partial^\alpha v_{r1} + \sum_{|\alpha|=1} c_\alpha(\partial^2 P_S) \partial v_{r1} \]

where \( b_\alpha(\partial P_S), c_\alpha(\partial^2 P_S) \) are functions of \( \partial P_S, \partial^2 P_S \) and \( \partial^2 \) means 2nd-order partial derivative. In fact, when we have

\[ \sum_{|\alpha|=2} b_\alpha(\partial P_S|_{(0,0)}) \partial^\alpha v_{r1} + \sum_{|\alpha|=1} c_\alpha(\partial^2 P_S|_{(0,0)}) \partial v_{r1} \in \tilde{H}^{\frac{1}{2}}(\Gamma_b), \]

we will also find \( \nabla \cdot (\nabla_\tau P_S) \nabla v_{r1} \in \tilde{H}^{\frac{1}{2}}(\Gamma_b) \). So all the coefficients for \( v_{r1} \) can be taken as constants in the compatible condition.

As a result, the compatible condition reads

\[ L_2(\partial^2(u - u_b), \partial(u - u_b), \partial(h - \Delta u_b)) \in \tilde{H}^{\frac{1}{2}}(\Gamma_b), \]

where and \( L_2 \) is a linear function of \( \partial^2(u - u_b), \partial(u - u_b) \) and \( \partial(h - \Delta u_b) \).

\[ \Box \]

5.3.2. \( H^5 \) and higher-order decompositions and estimates. When we consider the \( H^{2+K} \) (\( K \in \mathbb{N} \)) decomposition and regularity, the key point is to find out the number of singular functions, which depends on the eigenvalue \( \lambda_m \) in Thm 5.2. In fact, at this time, we have \( b_K = -\tan(K\omega) \) from the boundary conditions after taking the derivative \( \nabla_{\tau}^K \) on \( v \), so we find

\[ \lambda_m = \frac{K\omega + (m + \frac{1}{2})\pi}{\omega} = K + \left( \frac{m + \frac{1}{2}}{\omega} \right) \pi \in (-1, 0) \quad \text{for some } m \in \mathbb{Z} \quad (5.38) \]

where the contact angle \( \omega \in (0, \pi/2) \).

For example in the case of \( H^3 \) decomposition (\( K = 3 \)), we find that when

\[ m = -1, \omega \in \left( \frac{\pi}{8}, \frac{\pi}{6} \right) \quad \text{or} \quad m = -2, \omega \in \left( \frac{3\pi}{8}, \frac{\pi}{2} \right), \]
one has correspondingly
\[ \lambda_{-1} = -\frac{\pi}{2\omega} + 3 = \lambda + 3, \quad \lambda_{-2} = -\frac{3\pi}{2\omega} + 3 = 3\lambda + 3 \in (-1, 0) \]

Following the previous analysis, we have the $H^5$ decomposition for $v_c$:
\[
v_c = v_{c,3} + \chi_1(\omega)c_{s,1}(S_1 + S_{1,r,1} + S_{1,r,2}) + \chi_2 c_{s,2}(S_2 + S_{2,r,1}) + \chi_3(\omega)c_{s,3}S_3 + \chi_4(\omega)S_4
\]
where $S_{i,j}(i, j = 1, 2)$ are functions modifying the regularity of $\nabla \cdot \mathcal{P}_h \nabla S_i$ from Lem 5.14 and Remark 5.15, and we can tell from a similar computation as before that $S_3 = 40$ MEI MING AND CHAO WANG

\[
\text{Moreover, one defines the cut-off functions as follows}
\]
\[
\chi_3(\omega) = \begin{cases} 1, & \omega \in \left(\frac{\pi}{6}, \frac{\pi}{2}\right) \\ 0, & \text{otherwise} \end{cases} \quad \text{and} \quad \chi_4(\omega) = \begin{cases} 1, & \omega \in \left(\frac{3\pi}{8}, \frac{\pi}{2}\right) \\ 0, & \text{otherwise}. \end{cases}
\]

In a word, the higher-order decompositions can be done in a similar way, where the singular functions arise from the $H^2$ decomposition Thm 5.2 as well as the regularity-modifying Lem 5.14, meanwhile the singular coefficients can be estimated similarly as before. Based on the decomposition of $v_c$, we can go back to the solution $u$ for (MBVP).

To sum up, we present a general result for the $H^{2+K}$ decomposition and estimates for (MBVP).

**Proposition 5.19.** Let $h \in H^K(\Omega)$, $f \in H^{K+\frac{2}{3}}(\Gamma_t)$, $g \in H^{K+\frac{2}{3}}(\Gamma_b)$ and $\eta \in H^{K+2}(\mathbb{R}^+)$ for $K \in \mathbb{N}$. When $\omega = \frac{\pi}{2n}$ for some $n \in \mathbb{N}$, one requires additionally the compatible condition $L_{n-1} \in \mathbb{H}^{\frac{1}{2}}(\Gamma_b)$, where $L_{n-1} = L_{n-1}(\partial^{\alpha}(u-u_b), \partial^{\alpha-2}(h-\Delta u_b))$ is a linear function of $\partial^{\alpha}(u-u_b), \partial^{\alpha-2}(h-\Delta u_b)$ on $\Gamma_b$ with $0 < |\alpha| \leq n-1$.

Then one can have the $H^{2+K}$ decomposition for the solution $u$ from (MBVP)
\[
u = u_{r,K} + u_{s,K}
\]
with $u_{r,K} \in H^{2+K}$ the regular part and $u_{s,K} \in H^2$ the singular part concentrates near the corner in the form
\[
u_{s,K} = \sum_{1 \leq i \leq m_K} \chi_i(\omega)c_{s,i}\left(\tilde{S}_i + \sum_{1 \leq j \leq n_i} \tilde{S}_{i,r,j}\right) \circ T_0^{-1} \circ (T_S)^{-1}
\]
where $\chi_i(\omega)$ are the characteristic functions, $c_{s,i}$ are singular coefficients depending on the right side of the system and $\tilde{S}_i$ the singular functions decided by the left side of the system with the following formula
\[
\tilde{S}_i = \beta(r)r^{-\lambda_i} \cos(\lambda_i(\theta + \omega_2)) \quad \text{on} \quad S_0,
\]
with $\beta$ the cut-off function and $\lambda_i = (m_i + \frac{1}{2})\pi/\omega$ with some $m_i \in \mathbb{Z}$. Here $\tilde{S}_{i,r,j} = \beta(r)r^{-\lambda_i+j} \alpha_{i,j}(\theta)$ are the regularity-modifying functions from Remark 5.16 and the constants $m_K, n_i \in \mathbb{N}$ depend on $K, i$ respectively. Moreover, one has estimates both for the two parts as follows:
\[
\|u_{s,K}\|_{2,2} + \|u_{r,K}\|_{K+2,2} \leq C(\|h\|_{K,2} + |f|_{H^{K+\frac{1}{2}}} + |g|_{H^{K+\frac{1}{2}}})
\]
for some constant $C = C(\Gamma_b, k, \lambda_i, |\eta|_{H^{K+2}}).$
**Proof.** The proof can be done by an induction argument. In fact, we’ve showed the cases when $K = 1, 2$. For the higher order cases, the proof is similar by starting with taking $\nabla_\tau$. Moreover, similarly as in the beginning of this subsection with $K = 3$, one could verify the expression for $\lambda_i$ by checking on $\lambda_{m} \in (-1, 0)$ there.

On the other hand, we need to notice the compatible condition when $\omega = \frac{\pi}{2n}$. One can tell from the compatible conditions before that, since the singular functions in (5.34) and (5.36) are good, the condition lies on the derivatives for $v, h_c, g_c$ consequently.

**Remark 5.20.** From the discussion above, one can summarize on the range of $\omega$ with respect to the order $K$ when no singularity appears. In fact, one finds from (5.38) that, for a fixed $K \in \mathbb{N}$, only when there exists some $m \in \mathbb{Z}$ satisfying

$$\omega \in \left(-\frac{(2m+1)\pi}{2(K+1)}, -\frac{(2m+1)\pi}{2K}\right) \subset (0, \frac{\pi}{2}),$$

there will be a singular function corresponding to $m$. As a result, a lowerbound for $\omega$ when the singularity takes place for some $K$ is $\omega = \frac{\pi}{2(K+1)}$ with $m = -1$, which means when

$$\omega \in \left(0, \frac{\pi}{2(K+1)}\right),$$

no singularity appears.

To close this section, we would like to consider again the special case when $\omega = \frac{\pi}{2n}$ for some $n \in \mathbb{N}$. In fact, we can derive the decomposition by taking the derivative $\nabla_\tau$ on the system (5.5) for $v_c$ on the corner domain $\mathcal{S}$. When we take $\nabla^l_\tau v_c$ with $l \leq n - 1$, we find again mixed boundary system essentially for $\nabla^l_\tau v_c$, with $b_l = -\tan(l\omega)$ in the Neumann condition on $\Gamma_b$. Applying Thm 5.2, we need the eigenvalue

$$\lambda_{m} = \frac{l\omega + (m+1/2)\pi}{\omega} = l + 2n(m+1/2) \in (-1, 0)$$

for some $m \in \mathbb{Z}$, $n \in \mathbb{N}$, which turns out to be impossible. So there is no singular part in $\nabla^l_\tau v_c$, and consequently no singular part for $v_c$.

When we take $\nabla^n_\tau v_c$, a Dirichlet-boundary system similar as (5.34) appears with compatible conditions. As a result, there is no singular part in $\nabla^n_\tau v_c$ by Thm 5.5 which implies that $v_c$ has no singular part. For the case of the higher-order derivatives, the regularity follows similarly. As a summary, we find no singular part in $v_c$ and the solution $u$ for (MBVP) in $H^{2+K}$ decomposition when the contact angle $\omega = \frac{\pi}{2n}$, i.e. we have $u \in H^{2+K}(\Omega)$ with standard elliptic estimates, meanwhile, to be the price, we have $n-1$ compatible conditions.

### 6. D-N operator estimates

In this section, applying the theory of elliptic decompositions and estimates derived above, we are ready to investigate the properties of D-N operator. Recall the definition of the scaled D-N operator $G(\eta)$:

$$G(\eta) f = \sqrt{1 + |\eta|^2} \partial_{\eta_t} u|_{\Gamma_t},$$

with $u$ satisfying the elliptic system

$$\begin{cases}
\Delta u = 0, & \text{in } \Omega \\
u|_{\Gamma_t} = f, & \partial_{\eta_t} u|_{\Gamma_b} = 0.
\end{cases} \quad (6.1)$$
One needs to notice that in this section, the boundary function \( f \) sometimes will be defined on \( \mathbb{R}^+ \) for convenience, while in previous sections, the boundary function \( f \) (and \( g \)) is always defined on curves \( \Gamma_t \) (and \( \Gamma_b \)). And it’s well known that these two definitions are equivalent.

In fact, it’s well-known already that, D-N operator is an order-one elliptic operator, and it’s global. When constructing energy estimates for the linearized water-wave problem, one will need estimates for D-N operator as well as estimates for the shape derivative of D-N operator.

We plan to give the elliptic estimate for D-N operator first, which is similar as in smooth-boundary case, except that there will be singular parts arising from the related elliptic problem.

Next, we plan to derive the shape derivative and the estimates, again with singular parts. In this part, as a first step, we will derive a global expression for the shape derivative following [39], and the estimates with our elliptic theories follows. For the second step, we would like to show a specified form of the shape derivative under a special case, which tells us that the shaped derivative with a corner is similar as the shape derivative in [19].

In this section, we assume \( \eta \in H^{K+2}(\mathbb{R}^+) \) and \( f \in H^{K+\frac{3}{2}}(\mathbb{R}^+) \) with some integer \( K \geq 2 \). Applying Prop 6.19 on (6.1), we find \( u \in H^2(\Omega) \) and the decomposition

\[
u \equiv u_{rK} + u_{sK},
\]

where the regular part \( u_{rK} \in H^{K+2}(\Omega) \) and the singular part \( u_{sK} \in H^2(\Omega) \). Here, recall that \( u_{sK} \) is supported in the neighborhood of corner. Moreover, we have the estimate

\[
\|u_{rK}\|_{K+2,2} \leq C(|\eta|_{H^{K+2}}) |f|_{H^{K+\frac{3}{2}}}
\]

(6.2)

6.1. Basic properties for Dirichlet-Neumann operator. The proposition below shows that D-N operator is an order-1 operator.

**Proposition 6.1.** If \( \eta \in H^{K+2}(\mathbb{R}^+) \), then for all \( f \in H^{K+\frac{3}{2}}(\mathbb{R}^+) \), we have that

\[
|G(\eta)f - \sqrt{1 + |\eta|^2} \partial_{n_i} u_{sK}|_{H^{K+\frac{3}{2}}} \leq C(|\eta|_{H^{K+2}}) |f|_{H^{K+\frac{3}{2}}}
\]

**Proof.** Recalling the definition of D-N operator, we have that

\[
G(\eta)f - \sqrt{1 + |\eta|^2} \partial_{n_i} u_{sK} = \sqrt{1 + |\eta|^2} \partial_{n_i} (u - u_{sK})|_{\Gamma_i}.
\]

Applying Rmk 6.1 and (6.2), this proposition can be proved.

**Remark 6.2.** Note that when \( K \) is fixed, we know from Prop 6.14 that the expression for \( u_{sK} \) is a fixed linear combination of singular functions with constant coefficients depending on the right side of the elliptic system. As a result, the expression \( \sqrt{1 + |\eta|^2} \partial_{n_i} u_{sK} \) from Prop 6.4 can be computed explicitly, which would be a linear combination of \( \partial_{n_i}(S_i + \sum_j S_{i,j}) \) with singular coefficients \( c_i \).

Besides, we give some positive properties of D-N operator which can be found in [19]. In [19], the author considered the case that \( \eta \) is defined on \( \mathbb{R} \), but the proof can be adjusted easily for our case where \( \eta \) is defined on \( \mathbb{R}^+ \) only.

**Proposition 6.3.** Let \( \eta \in H^3(\mathbb{R}^+) \), then the following properties hold for any two functions \( f, g \in H^\frac{3}{2}(\mathbb{R}^+) \):

1) D-N operator is self-adjoint:

\[
(G(\eta)f, g) = (f, G(\eta)g),
\]
2) D-N operator is positive:
\[(G(\eta)f, f) \geq 0,\]

3) The order-one elliptic estimate
\[(G(\eta)f, g) \leq C|f|_{H^{2}}|g|_{H^{1}},\]

and for any \(\mu > \mu_0\) with some fixed \(\mu_0\), we have that
\[(G(\eta)f + \mu f, f) \geq C\mu|f|_{H^{2}}^{2}\]

where the constants \(C, C_\mu\) depending on \(|\eta|_{H^{3}}\).

6.2. **Shape derivative of Dirichlet-Neumann operator.** As already mentioned in the beginning of this section, the D-N operator is a global one and the shape derivative is also taken globally with respect to the free surface deviation \(\eta\). This seems to have some conflict with the local singularities near the corner as well as our local straightening procedures. In fact, in our case it’s difficult to localize the related elliptic problem first and find the ‘local’ shape derivative applying the method in [19]. Instead, inspired by [39], we consider to find the shape derivative in a direct way without any straightening procedure. Based on the global expression, the estimates can be finished using the elliptic theory in previous sections.

6.2.1. **The global expression.** We will prove Thm 1.2 through this section. Following the idea in [39], for a given upper surface \(z = \eta(x)\) with \(\eta \in H^{K+2}(\mathbb{R}^{+})\), we consider its variation with a (time) parameter \(s\) and a variational vector field \(w = (w_1, w_2)^t \in H^{K+2}(\Gamma_t)\) on the surface, meanwhile a Lagrangian formulation is used in this part.

Now, the new upper surface at time \(s\) is denoted by \(\Gamma_{ts} = \{(x, z)\mid z = \eta_s(x), x \geq x_s\}\) with \(x_s|_{s=0} = 0\) and the bottom is still \(\Gamma_b\) with an extended left end:
\[\Gamma_b = \{(x, z)\mid z = l(x), x \geq x_s\}\]

where \(l(x) = -\gamma x, x_s \leq x \leq x_0\).

Here the contact point is \((x_s, -\gamma x_s)\).

We denote by \(X(s, x, \eta(x))\) the trajectory of any point \((x, \eta(x))\) on \(\Gamma_t\) at time \(s\), which satisfies
\[X(0, x, \eta(x)) = (x, \eta(x)), \quad \partial_s X(s, x, \eta(x)) = w_s(x, \eta(x)),\]

where \(w_s|_{\Gamma_b}\) is assumed to be always tangent to \(\Gamma_b\) at the contact point. Moreover, \(w_s|_{s=0} = w\). This means that our contact point is assumed to move along \(\Gamma_b\) in the variation. The unit outward normal vector on \(\Gamma_{ts}\) is denoted by \(n_{ts}\). The domain corresponding to \(\Gamma_{ts}\) at time \(s\) is denoted as \(\Omega_s\) with bottom \(\Gamma_b\).

The material derivative is therefore defined as
\[D_s = \partial_s + \nabla_{w_s}\]
on the upper surface \(\Gamma_{ts}\). Moreover, \(D_s\) is tangent to \(\bigcup_s \Gamma_{ts}\).

Instead of the scaled D-N operator listed before, we prefer to use the non-scaled D-N operator related to system (6.1):
\[G(\eta)f = \partial_{n_t}u|_{\Gamma_1} = \nabla_{n_t}u|_{\Gamma_1},\]
since we don’t want to deal with the coefficient \( \sqrt{1 + |\eta|^2} \) here. The notation is still the same as the scaled one for the sake of convenience. Besides, we choose to define \( f \) on \( \Gamma_t \) here rather than on \( \mathbb{R}^+ \).

Consequently, the variation of the D-N operator on \( f \) with respect to the parameter \( s \) is expressed by

\[
D_s G(\eta_s) f_s|_{s=0} = D_s \left( \nabla n_{t_s} u_s \big|_{\Gamma_{t_s}} \right) |_{s=0} = D_s \nabla n_{t_s} u_s |_{\Gamma_{t_s}, s=0},
\]

while noting that \( D_s \) is the material derivative on \( \Gamma_{t_s} \), and \( f_s \), \( u_s \) change along the material trajectory satisfying \( f_s|_{s=0} = f \), \( u_s|_{s=0} = u \).

Here we will need to extend \( w \) on \( \Gamma_t \) to the whole domain \( \Omega \). Firstly, \( w \) is extended to the bottom \( \Gamma_b \): For each point \( (x, l(x)) \in \Gamma_b \), \( w \) is always tangent to \( \Gamma_b \) and satisfies

\[
w(x, l(x)) = \begin{cases} w(0, 0), & x \leq x_0, \\ 0, & x \geq x_1 \end{cases}
\]

with some fixed small number \( 0 < x_0 < x_1 \). This extension could be done since \( \Gamma_b \) becomes \( z = -\gamma x \) near \( O(0, 0) \). According to Thm 4.7, we know that \( w \) could be extended into \( \Omega \) and also be controlled by the boundary

\[
\|w\|_{H^{K+2,2}} \leq C(|\eta|_{H^{K+\frac{3}{2}}} \Gamma_t) |w|_{H^{K+\frac{3}{2}}(\Gamma_t)}.
\] (6.3)

Here we only use \( w \in H^{K+\frac{3}{2}}(\Gamma_t) \) in stead of \( H^{K+2}(\Gamma_t) \), since we will see from the computations below that \( H^{K+\frac{3}{2}}(\Gamma_t) \) is enough already. The extension of \( w_s \) on \( \Omega_s \) is similar when it’s needed, and \( D_s \) is also tangent to \( \bigcup s \Gamma_b \). Besides, one can see from Section 7 that only \( |\eta|_{H^{K+\frac{3}{2}}} \Gamma_t \) is needed instead of \( |\eta|_{H^{K+2}} \Gamma_t \).

Moreover, although it seems that \( n_t \) (and \( n_b \)) should be extended as well, one needs to notice that from the final expression of the shape derivative we only care about the original normal vectors on the boundary \( \Gamma_t \) (and \( \Gamma_b \)) at \( s = 0 \). Therefore, we don’t consider explicitly the extension for \( n_t \) (and \( n_b \)) here.

In order to find the shape derivative, we plan to expand \( D_s G(\eta_s) f_s|_{s=0} \) into several terms including \( G(\eta)(D_s f_s|_{s=0}) \), therefore the shape derivative for \( G(\eta)f \) is naturally given by the commutator

\[
D_s G(\eta_s) f_s|_{s=0} - G(\eta)(D_s f_s|_{s=0}).
\]

In fact, a direct computation shows that

\[
D_s G(\eta_s) f_s|_{s=0} = D_s \nabla n_{t_s} u_s |_{\Gamma_{t_s}, s=0} = [D_s \nabla n_{t_s} u_s + \nabla n_{t_s} D_s u_s] |_{\Gamma_{t_s}, s=0} = (D_s n_{t_s})|_{s=0} \cdot \nabla u - \nabla n_{t_s} \nabla u + \nabla n_{t_s} (D_s u_s)|_{s=0} |_{\Gamma_t},
\] (6.4)

where one needs to deal with two terms \( D_s n_{t_s}|_{s=0} \) and \( \nabla n_{t_s} (D_s u_s)|_{s=0} \).

Firstly, remembering that \( n_{t_s} \) is the unit outward normal vector on \( \Gamma_{t_s} \), a simple computation from [39] tells us that

\[
D_s n_{t_s}|_{s=0} = -((\nabla w)^T n_t)^T
\] (6.5)

where \( ^T \) means to take the tangential part on \( \Gamma_t \).

Secondly, we consider the elliptic system for \( D_s u_s \) on \( \Omega_s \) (since \( \Omega \) also changes for time \( s \)). According to system (6.1) for \( u, u_s \) satisfies the following system

\[
\begin{cases} 
\Delta u_s = 0, & \text{in } \Omega_s \\
u_s|_{\Gamma_{t_s}} = f_s, & \partial n_{t_s} u_s|_{\Gamma_b} = 0.
\end{cases}
\]
So one can see that $\Delta D_s u_s$ satisfies
\[
\Delta D_s u_s = D_s \Delta u_s + [\Delta, D_s] u_s = 2 \nabla w_s \cdot \nabla^2 u_s + \Delta w_s \cdot \nabla u_s
\]
on $\Omega_s$, where one uses the notation $\nabla w_s \cdot \nabla^2 u = \sum_{i,j=1}^2 \partial_i w_s \partial_i \partial_j u$ with $\partial_1 = \partial_x$, $\partial_2 = \partial_z$. Besides, referring to boundary conditions of $D_s u_s$, one finds that $D_s u_s |_{\Gamma_{ts}} = D_s f_s$ and
\[
\partial_n D_s u_s |_{\Gamma_b} = [\nabla n_b, D_s] u_s + D_s \nabla n_b u_s |_{\Gamma_b} = u_s \nabla n_b w_s - D_s n_b \cdot \nabla u_s |_{\Gamma_b} = u_s \nabla n_b w_s + \nabla \nabla u_s \cdot w_s \cdot n_b |_{\Gamma_b},
\]
where we used the boundary condition $\nabla n_b u_s |_{\Gamma_b} = 0$ and the fact $D_s n_b = -((\nabla w_s)^T n_b)^T$, which is similar as $D_s n_{ts}$.

Consequently, we find that $D_s u_s |_{s=0}$ satisfies the elliptic system
\[
\begin{align*}
\{ & \Delta(D_s u_s) |_{s=0} = 2 \nabla w \cdot \nabla^2 u + \Delta w \cdot \nabla u, \quad \text{on } \Omega, \\
& (D_s u_s) |_{s=0} |_{\Gamma_t} = D_s f_s |_{s=0}, \quad \partial_n (D_s u_s) |_{s=0} |_{\Gamma_b} = u \nabla n_b w + \nabla (\nabla u)^T w \cdot n_b |_{\Gamma_b}.
\end{align*}
\]
In order to retrieve $G(\eta)(D_s f_s |_{s=0})$ from (6.4), we decompose $D_s u_s |_{s=0}$ into two parts as follows
\[
D_s u_s |_{s=0} = u_1 + u_2
\]
with $u_1$ satisfying
\[
\begin{align*}
\{ & \Delta u_1 = 0, \quad \text{on } \Omega, \\
& u_1 |_{\Gamma_t} = D_s f_s |_{s=0}, \quad \partial_n u_1 |_{\Gamma_b} = 0
\end{align*}
\]
and $u_2$ satisfying
\[
\begin{align*}
\{ & \Delta u_2 = 2 \nabla w \cdot \nabla^2 u + \Delta w \cdot \nabla u, \quad \text{on } \Omega, \\
& u_2 |_{\Gamma_t} = 0, \quad \partial_n u_2 |_{\Gamma_b} = u \nabla n_b w + \nabla (\nabla u)^T w \cdot n_b |_{\Gamma_b}.
\end{align*}
\]
As a result, we find
\[
\nabla n_t (D_s u_s) |_{s=0} |_{\Gamma_t} = \nabla n_t u_1 + \nabla n_t u_2 |_{\Gamma_t} = G(\eta)(D_s f_s |_{s=0}) + \nabla n_t u_2 |_{\Gamma_t},
\]
Plugging (6.5), (6.8) into (6.4), we finally arrive at the expression
\[
D_s G(\eta) f_s |_{s=0} = G(\eta)(D_s f_s |_{s=0}) + \nabla n_t u_2 - \nabla n_t w \cdot \nabla u - \nabla (\nabla u)^T w \cdot n_t |_{\Gamma_t},
\]
from which we conclude that the shape derivative of $G(\eta) f$ is
\[
D_s G(\eta) f_s |_{s=0} = G(\eta)(D_s f_s |_{s=0}) - \nabla n_t u_2 - \nabla n_t w \cdot \nabla u - \nabla (\nabla u)^T w \cdot n_t |_{\Gamma_t}.
\]
Based on the expression above, We are ready to have some estimates for the shape derivative concerning singularities near the corner.

To begin with, recalling that in the beginning of Section 6, we have the decomposition for $u$ satisfying system (6.1) with $f \in H^{K+\frac{1}{2}}(\Gamma_t)$:
\[
u = u_{rK} + u_{sK},
\]
where $u_{rK} \in H^{K+2}(\Omega)$ and $u_{sK} \in H^2(\Omega)$ are the regular and singular part respectively. Moreover, the estimate holds
\[
\|u_{rK}\|_{K+2,2} + \|u_{sK}\|_{2,2} \leq C(\|\eta\|_{H^{K+2}}) |f|_{H^{K+\frac{1}{2}}}.
\]
Based on the decomposition of $u$, we also need to consider about the decomposition of $u_2$. In fact, recalling system (6.7) for $u_2$, let
\[
u_2 = \tilde{u}_{2rK} + \tilde{u}_{2sK},
\]
where \( \tilde{u}_{2r,K} \) satisfies

\[
\begin{align*}
\Delta \tilde{u}_{2r,K} &= h_1, & \text{on } \Omega, \\
\tilde{u}_{2r,K}|_{\Gamma_0} &= 0, & \partial_{n_b} \tilde{u}_{2r,K}|_{\Gamma_b} &= g_1
\end{align*}
\]

(6.11)

with

\[
\begin{align*}
h_1 &= 2 \nabla w \cdot \nabla^2 u_{r,K} + \Delta w \cdot \nabla u_{r,K}, & g_1 &= u_{r,K} \nabla n_b w + \nabla (\nabla u_{r,K})^T w \cdot n_b |_{\Gamma_b},
\end{align*}
\]

and the remainder \( \tilde{u}_{2s,K} \) satisfies

\[
\begin{align*}
\Delta \tilde{u}_{2s,K} &= h_2, & \text{on } \Omega, \\
\tilde{u}_{2s,K}|_{\Gamma_0} &= 0, & \partial_{n_b} \tilde{u}_{2s,K}|_{\Gamma_b} &= g_2
\end{align*}
\]

(6.12)

with

\[
\begin{align*}
h_2 &= 2 \nabla w \cdot \nabla^2 u_{s,K} + \Delta w \cdot \nabla u_{s,K}, & g_2 &= u_{s,K} \nabla n_b w + \nabla (\nabla u_{s,K})^T w \cdot n_b |_{\Gamma_b}.
\end{align*}
\]

Since we have \( w \in H^{K+\frac{3}{2}}(\Gamma_t) \), we could tell directly that

\[
h_1 \in H^K(\Omega), \quad g_1 \in H^{K+\frac{3}{2}}(\Gamma_b), \quad h_2 \in L^2(\Omega), \quad g_2 \in H^\frac{3}{2}(\Gamma_b),
\]

and the estimates follows

\[
\begin{align*}
\|h_1\|_{K,2}, |g_1|_{H^{K+\frac{3}{2}}} &\leq C \|u_{r,K}\|_{K+2,2} \|w\|_{K+2,2}, \\
\|h_2\|_2, |g_2|_{H^{\frac{3}{2}}} &\leq C \|u_{s,K}\|_{2,2} \|w\|_{K+2,2}
\end{align*}
\]

(6.13)

with the constant \( C \) depending on \( \Gamma_b \).

Applying Prop 5.19 on both \( \tilde{u}_{2r,K} \) and \( \tilde{u}_{2s,K} \), one gets for \( \tilde{u}_{2r,K} \) that there also exists a decomposition

\[
\tilde{u}_{2r,K} = v_{r,K} + v_{s,K}
\]

such that \( v_{r,K} \in H^{K+2}(\Omega), v_{s,K} \in H^2(\Omega) \) satisfy

\[
\|v_{r,K}\|_{K+2,2} + \|v_{s,K}\|_{2,2} \leq C \left( |\eta|_{H^{K+2}} \right) \left( \|h_1\|_{K,2} + |g_1|_{H^{K+\frac{3}{2}}} \right).
\]

Besides, one can also see that \( \tilde{u}_{2s,K} \in H^2(\Omega) \) while noticing that there is no more singularity here, and the estimate follows:

\[
\|\tilde{u}_{2s,K}\|_{2,2} \leq C \left( |\eta|_{H^2} \right) \left( \|h_2\|_2 + |g_2|_{H^{\frac{3}{2}}} \right).
\]

Combining these two estimates above together with (6.3), (6.10) and (6.13), we arrive at the decomposition and the estimate for \( u_2 \) as

\[
u_2 = u_{2r,K} + u_{2s,K},
\]

where \( u_{2r,K} = v_{r,K} \in H^{K+2}(\Omega), u_{2s,K} = \tilde{u}_{2s,K} + v_{s,K} \in H^2(\Omega) \) and satisfy the following estimate

\[
\|u_{2r,K}\|_{K+2,2} + \|u_{2s,K}\|_{2,2} \leq C \left( |\eta|_{H^{K+2}} \right) \|f\|_{H^{K+\frac{3}{2}}} \|w\|_{H^{K+\frac{3}{2}}}
\]

(6.14)

Consequently, going back to the shape derivative (6.9) and applying the decompositions for \( u \) and \( u_2 \), some more direct computations and Rmk 1.8 lead to our Thm 1.2 in the beginning of our paper.
6.2.2. A special case. We prove Thm 1.3 in this section. Here we consider the domain \( \Omega \) with a straight bottom \( z = -\gamma x \) and assume that \( \eta = \eta + \gamma x \) is invertible globally, which means that the local transformation \( T_S \) becomes a global one.

Under this assumption, we show that the shape derivative is in a similar form as in [19]. The result can be taken as a special and ‘local’ expression for the shape derivative near the corner, and the computations in this part are only formal computations, since we don’t have any existence theorem as Lemma 5.1 for this infinite-depth case.

The plan of this section is as follows: Firstly, similar as [19], we straighten the domain \( \Omega \) into \( S \) and derive the corresponding shape derivative on \( S \). Notice that in this section, the function \( f \) on the upper surface \( \Gamma_t \) is defined as \( f = f(x) \) with \( x \in \mathbb{R}^+ \), which changes as we change the domain \( \Omega \) into \( S \). Secondly, we go back to find the shape derivative on \( \Omega \), which is a little different from the one on \( S \).

Throughout this part, we denote by \((\bar{x}, \bar{z})\) the point in \( \Omega \), while we use \((x, z)\) for the point in \( S \).

To begin with, we define as before that \( v = u \circ T_S \) on \( S = \{(x, z) | 0 \leq z \leq kx\} \) and focus on the new system equivalent with system (6.1):

\[
\begin{align*}
\nabla \cdot P_S \nabla v &= 0 \quad \text{on} \quad S, \\
v|_{\Gamma_t} &= f_s \triangleq f \circ T_S, \\
\partial_{n_b}^{P_S} v|_{\Gamma_b} &= 0
\end{align*}
\]

(6.15)

where recall from Section 5.1 that

\[ P_S = \begin{pmatrix} (1 + \gamma d)^2 + d^2 & \gamma + (1 + \gamma^2) d \\ \gamma + (1 + \gamma^2) d & 1 + \gamma^2 \end{pmatrix} \triangleq \begin{pmatrix} p_1 & p_2 \\ p_2 & p_4 \end{pmatrix}, \]

with \( d = d(z) = \frac{1}{k} - \frac{1}{\gamma + \eta'(\eta^{-1}(z))} \) and \( \eta(\bar{x}) = \gamma \bar{x} + \eta(\bar{x}) \) with some constant \( k \). In fact, one can fix the constant \( k \) here as, for example \( k = \gamma + \eta'(0) \) or simply \( k = 1 \).

We choose to use the scaled D-N operator here. A direct computation shows that the corresponding scaled D-N operator for system (6.15) is

\[
G(\eta)f_s = \sqrt{1 + k^2} \partial_{n_b}^{P_S} v|_{\Gamma_b} = \left( \frac{k}{\gamma + \eta} \sqrt{1 + |\eta'|^2} \partial_{n_b} u|_{\Gamma_b} \right) \circ T_S = \left( \frac{k}{\gamma + \eta} G(\eta)f \right) \circ T_S
\]

(6.16)

as long as one notices that the relationship between \((x, z) \in S \) and \((\bar{x}, \bar{z}) \in \Omega \) on the upper boundaries as follows:

\[ \bar{x} = \eta^{-1}(kx). \]

In the following text, we denote by \( d_\eta g \) the Fréchet derivative at \( \eta \) for some function \( g(\eta) \) as

\[ d_\eta g \cdot h = \frac{d}{de} g(\eta + eh)|_{e=0}, \]

where \( h \) would be in the same space as \( \eta \). The Fréchet derivative of \( v \) is denoted by \( v_\eta \triangleq d_\eta v \cdot h \), which solves

\[
\begin{align*}
\nabla \cdot P_S \nabla v_\eta &= -\nabla \cdot d_\eta P_S \cdot h \nabla v \quad \text{on} \quad S, \\
v_\eta|_{\Gamma_t} &= d_\eta f_s \cdot h, \\
\partial_{n_b}^{P_S} v_\eta|_{\Gamma_b} &= -(0, 1)^t \cdot (d_\eta P_S \cdot h \nabla x, x) v|_{\Gamma_b}.
\end{align*}
\]

(6.17)
where \( n_b = -(0,1)^t \) since \( \Gamma_b = \{ z = 0 \} \) for \( S \).

Next, motivated by \cite{19}, we give an explicit function solving (6.17) except for the Dirichlet condition at the surface.

**Lemma 6.4.** The function \( v^1_\eta = B \partial_x v \) solves
\[
\begin{align*}
\nabla \cdot P_S \nabla v^1_\eta &= -\nabla \cdot d_\eta P_S \cdot h \nabla v & \text{on} & S \\
v^1_\eta|_{\Gamma_t} &= B \partial_x v|_{\Gamma_t}, & \partial_{n_b}^P S v^1_\eta|_{\Gamma_b} &= -(0,1)^t \cdot (d_\eta P_S \cdot h \nabla v)|_{\Gamma_b},
\end{align*}
\]
with the quantity \( B = B(z) = -\int_0^z (d_\eta d \cdot h)(s) ds \).

**Proof.** Here we notice that \( P_S \) and \( B \) depend only on \( z \). Combining the equation for \( v \) from (6.15), a direct computation leads to
\[
\nabla \cdot P_S \nabla v^1_\eta = \nabla \cdot (d_\eta P_S \cdot h \nabla v),
\]
where
\[
Q = \begin{pmatrix} 2p_2B' & p_4B' \\ p_4B' & 0 \end{pmatrix}.
\]

On the other hand, we have that
\[
d_\eta P_S \cdot h = \begin{pmatrix} 2(\gamma + (1 + \gamma^2)d_\eta d \cdot h \ (1 + \gamma^2)d_\eta d \cdot h) \\ (1 + \gamma^2)d_\eta d \cdot h \end{pmatrix}.
\]

It is straightforward to check that
\[
\nabla \cdot P_S \nabla v^1_\eta = -\nabla \cdot (d_\eta P_S \cdot h \nabla v).
\]

Next, we verify the boundary condition. Noticing that \( B|_{\Gamma_b} = 0 \) and combining the boundary condition from (6.15), we find that \( v^1_\eta \) satisfies the boundary condition
\[
\partial_{n_b}^P S v^1_\eta|_{\Gamma_b} = (p_2 \partial_x + p_4 \partial_z) v^1_\eta|_{\Gamma_b} = p_4 B' \partial_x v|_{z=0} = -p_4 (d_\eta d \cdot h) \partial_x v|_{\Gamma_b}.
\]

Meanwhile, one has
\[
(0,1)^t \cdot (d_\eta P_S \cdot h \nabla v)|_{\Gamma_b} = p_4 (d_\eta d \cdot h) \partial_x v|_{\Gamma_b},
\]
which implies that
\[
\partial_{n_b}^P S v^1_\eta|_{\Gamma_b} = -(0,1)^t \cdot (d_\eta P_S \cdot h \nabla v)|_{\Gamma_b}.
\]

In the end, the Dirichlet boundary condition on \( \Gamma_t \) is easy to verify by the definition of \( v^1_\eta \), therefore the proof is done. \( \square \)

From the lemma above, we arrive at the system for \( v_\eta - v^1_\eta \):
\[
\begin{align*}
\nabla \cdot P_S \nabla (v_\eta - v^1_\eta) &= 0 & \text{on} & S, \\
(v_\eta - v^1_\eta)|_{\Gamma_t} &= d_\eta f_s \cdot h - B \partial_x v|_{\Gamma_t}, & \partial_{n_b}^P S (v_\eta - v^1_\eta)|_{\Gamma_b} &= 0.
\end{align*}
\]

For the moment, we are ready to consider the shape derivative for D-N operator. We will firstly derive the shape derivative for \( G(\eta)f_s \), and then we go back to \( G(\eta)f \) applying (6.16).
In fact, from the definition of D-N operator, we can compute the shape derivative with respect to \( \eta \) term by term while noticing that \( n_t = (1 + k^2)^{-\frac{1}{2}}(-k,1)^t \) here:

\[
(1 + k^2)^{-\frac{1}{2}} d_\eta G(\eta) f_s \cdot h = d_\eta (\partial_{n_t}^{P_S} v) \cdot h
\]

\[
= \partial_{n_t}^{d n_t} P_S^{\eta} v + \partial_{n_t}^{P_S} v_n|_{\Gamma_t}
\]

\[
= \partial_{n_t}^{d n_t} P_S^{\eta} v + \partial_{n_t}^{P_S} v_n + \partial_{n_t}^{P_S} (v_\eta - v_{\eta 1})|_{\Gamma_t}
\]

\[
=(\partial_{n_t}^{d n_t} P_S^{\eta} v + \partial_{n_t}^{P_S} v_{\eta 1})|_{\Gamma_t} + (1 + k^2)^{-\frac{1}{2}} G(\eta) (d_\eta f_s \cdot h - B \partial_x v|_{\Gamma_t})
\]

\[
\triangle I + II,
\]

(6.19)

where the last term is derived by the system of \( v_\eta - v_{\eta 1} \).

Due to the presence of the corner, the last term in the above equation should have a singular decomposition, which can be done by decomposing \( v_\eta - v_{\eta 1} \) properly. Since our computations here are only formal ones, we omit the details for singular decompositions.

For the moment, we plan to use \( B, \mathcal{P}_c, v \) to compute the first two terms of the right hand of (6.19). Remembering the expressions for \( d_\eta P_S \cdot h \) and \( v_{\eta 1} \), we can prove the following lemma.

**Lemma 6.5.** One has

\[
I = F_1 \partial_x^2 v + F_2 \partial_{\tau_t} \partial_n v + F_3 \partial_{\tau_t} v + F_4 \partial_n v|_{\Gamma_t}
\]

with coefficients \( F_i (i = 1, 2, 3, 4) \) defined by

\[
F_1 = (1 + k^2)^{-\frac{1}{2}} B(p_2 + kp_4),
\]

(6.20)

\[
F_2 = (1 + k^2)^{-\frac{1}{2}} B(kp_2 - p_4),
\]

(6.21)

\[
F_3 = -(1 + k^2)^{-1} k(B(p_2 + kp_4))',
\]

(6.22)

\[
F_4 = -(1 + k^2)^{-1} k(B(kp_2 - p_4))'
\]

(6.23)

where the notation ‘\( \)' means taking \( \partial_z \).

**Proof.** First of all, let’s recall from the previous lemma that the expression of \( d_\eta P_S \cdot h \) is

\[
d_\eta P_S \cdot h = - \left( \begin{array}{c}
2p_2 B' \\
p_4 B'
\end{array} \right),
\]

which implies that

\[
(1 + k^2)^{\frac{1}{2}} \partial_{n_t}^{d n_t} P_S^{\eta} v|_{\Gamma_t} = B'((2kp_2 - p_4) \partial_x v + kp_4 \partial_z v)|_{\Gamma_t}.
\]

A direct computation shows that

\[
(1 + k^2)^{\frac{1}{2}} \partial_{n_t}^{P_S} v_{\eta 1}|_{\Gamma_t} = B(p_2 - kp_1) \partial_x^2 v + B(p_4 - kp_2) \partial_x v + B'p_4 \partial_z v + B'kp_2 \partial_x v|_{\Gamma_t}.
\]

(6.24)

As a result we find

\[
(1 + k^2)^{\frac{1}{2}} I = B(p_2 - kp_1) \partial_x^2 v + B(p_4 - kp_2) \partial_x v + B'kp_2 \partial_x v + B'kp_4 \partial_z v
\]

(6.25)

On the other hand, one could express \( \partial_x, \partial_z \) by \( \partial_{\tau_t}, \partial_{n_t} \) on \( S \) as

\[
\partial_x = (1 + k^2)^{-\frac{1}{2}} (-\partial_{\tau_t} - k \partial_{n_t}), \quad \partial_z = (1 + k^2)^{-\frac{1}{2}} (-k \partial_{\tau_t} + \partial_{n_t})
\]

(6.26)
where \( \tau_t = (1 + k^2)^{-\frac{1}{2}} (1, -k)^t \) and \( \mathbf{n}_t = (1 + k^2)^{-\frac{1}{2}} (-k, 1)^t \). Consequently, rewriting the elliptic equation of \( I \) in (6.15), we find that \( v \) satisfies
\[
(p_1 + 2kp_2 + k^2p_4)\partial^2_{\tau_t} v + 2(kp_1 + (k^2 - 1)p_2 - kp_4)\partial_{n_t}\partial_{\tau_t} v \\
+ (k^2p_1 - 2kp_2 + p_4)\partial^2_{n_t} v - (1 + k^2)^{\frac{1}{2}} p_2'(\partial_{\tau_t} + k\partial_{n_t})v = 0
\]
with \( k^2p_1 - 2kp_2 + p_4 > 0 \) to be verified later. Restricting the equation above on the boundary, we have that
\[
-(k^2p_1 - 2kp_2 + p_4)\partial^2_{n_t} v|_{\Gamma_t} = (p_1 + 2kp_2 + p_4)^{\frac{1}{2}} k^2p_2'\partial_{n_t}(\partial_{\tau_t} + k\partial_{n_t})|_{\Gamma_t}.
\]
Going back to equation (6.25) and using (6.26) again to obtain that
\[
(1 + k^2)^{\frac{3}{4}} I \\
= -Bk(k^2p_1 - 2kp_2 + p_4)\partial^2_{n_t} v - B(2k^2p_1 + k(k^2 - 3)p_2 - (k^2 - 1)p_4)\partial_{n_t}\partial_{\tau_t} v \\
- B(kp_1 + (k^2 - 1)p_2 - kp_4)\partial^2_{\tau_t} v - B'k(1 + k^2)^{\frac{1}{2}} (p_2 + kp_4)\partial_{\tau_t} v \\
- B'k(1 + k^2)^{\frac{1}{2}} (p_2 - p_4)\partial_{n_t}\partial_{\tau_t} v|_{\Gamma_t}.
\]
As a result, combining (6.27), some computations lead to the identity
\[
(1 + k^2)^{\frac{3}{4}} I = a_1\partial^2_{\tau_t} v + a_2\partial_{\tau_t}\partial_{n_t} v + a_3\partial_{\tau_t} v + a_4\partial_{n_t}\partial_{\tau_t} v|_{\Gamma_t},
\]
where
\[
a_1 = (1 + k^2)^2 B(p_2 + kp_4), \quad a_2 = (1 + k^2)^2 B(kp_2 - p_4), \\
a_3 = -k(1 + k^2)^{\frac{1}{2}} (B(p_2 + kp_4))’, \quad a_4 = -k(1 + k^2)^{\frac{1}{2}} (B(kp_2 - p_4))’. 
\]
As a result, we finally arrive at the conclusion of this lemma. \( \square \)

We introduce the notation
\[
Z_s = \partial_{n_t} v|_{\Gamma_t}.
\]
Based on the lemma above and noticing that
\[
\partial_{\tau_t} v|_{\Gamma_t} = -(1 + k^2)^{-\frac{1}{2}} f_s’, \quad \partial_{\tau_t}\partial_{n_t} v|_{\Gamma_t} = -(1 + k^2)^{-\frac{1}{2}} Z_s’,
\]
once could take a further step to rewrite \( I \) as
\[
I = F_1\partial^2_{\tau_t} v + F_2\partial_{\tau_t}\partial_{n_t} v + F_3\partial_{n_t} v + F_4\partial_{n_t}\partial_{\tau_t} v|_{\Gamma_t; z = kx} \\
= \left((1 + k^2)^{-1} F_1(k.; f_1') - (1 + k^2)^{-\frac{1}{2}} F_3(k.; f_3') + \left(- (1 + k^2)^{-\frac{3}{2}} F_2(k.; Z_s) + F_4(k.; Z_s) \right) \right) \\
= (1 + k^2)^{-\frac{3}{4}} \left((B(k.; (p_2(k.) + kp_4)) f_3')’ - (1 + k^2)^{-1} (B(k.; (kp_2(k.) - p_4)) Z_s)’ \right).
\]
Moreover, one can compute directly from \( G(\eta)f_s = (1 + k^2)^{\frac{1}{2}} \partial_{n_t} v|_{\Gamma_t} \) that
\[
Z_s = (k^2p_1 - 2kp_2 + p_4)^{-1} \left((1 + k^2)^{\frac{1}{2}} G(\eta)f_s + (1 + k^2)^{-\frac{1}{2}} (kp_1 + (k^2 - 1)p_2 - kp_4) f_3’ \right).
\]
On the other hand, remembering that
\[
f_s(x) = f(x) T_s(x) = f(\bar{x})|_{x = \eta^{-1}(kx)},
\]
we have
\[ d_\eta f_s \cdot h(x) = \frac{d}{d\epsilon} f(\eta^{-1}(k\epsilon)) \bigg|_{\epsilon=0} = \frac{f'(\eta)}{\eta'} \bigg|_{\eta=\eta^{-1}(k\epsilon)} \]
with \( \bar{\eta}(x) = \gamma \bar{x} + \eta(x) + \epsilon h(x) \). Combining this together with (6.26) and (6.28), we can rewrite the last term \( II \) of (6.19) as
\[
II = (1 + k^2)^{-\frac{1}{2}} G(\eta) \left( \frac{f'(\eta)}{\eta'} (\bar{\eta}^{-1}(k\epsilon)) \right) + (1 + k^2)^{-\frac{1}{2}} \left( B\partial_{\eta_1} v + kB\partial_{\eta_1} v \right) |_{\gamma_1}
\]
\[
= (1 + k^2)^{-\frac{1}{2}} G(\eta)(\bar{\eta}^{-1}(k\epsilon)) - (1 + k^2)^{-\frac{1}{2}} G(\eta)(B(k\cdot)f'_s)
\]
\[
+ k(1 + k^2)^{-1} G(\eta)(B(k\cdot)L)Z_s,
\]
Finally, summing up all the computations above, we arrive at the shape derivative of \( G(\eta)f_s \) on \( S \) as follows
\[
d_\eta G(\eta)f_s \cdot h = (1 + k^2)^{\frac{1}{2}} (I + II)
\]
\[
= G(\eta) \left( \frac{f'(\eta)}{\eta'} (\bar{\eta}^{-1}(k\epsilon)) \right) - (1 + k^2)^{-1} G(\eta)(B(k\cdot)f'_s)
\]
\[
+ k(1 + k^2)^{-\frac{1}{2}} G(\eta)(B(k\cdot)L)Z_s + (1 + k^2)^{-1} \left( B(k\cdot)(p_2(k\cdot) + kp_4)f'_s \right) \text{',}
\]
(6.30)
\[
- (1 + k^2)^{-\frac{1}{2}} \left( B(k\cdot)(kp_2(k\cdot) - p_4)Z_s \right) \text{'.}
\]
Now it’s the time go back to find the shape derivative of \( G(\eta)f \) on \( \Omega \). Noticing the relationship [6.16] between \( G(\eta)f_s \) and \( G(\eta)f \), we can have by a direct computation that
\[
d_\eta G(\eta)f \cdot h(x)
\]
\[
= \frac{d}{d\epsilon} \left( \gamma + \eta'(\bar{x}) + \epsilon h'(\bar{x}) \right) \bigg|_{x=\gamma \bar{x} + \eta(x) + \epsilon h(x)}
\]
\[
= d_\eta G(\eta)f_s \cdot h \bigg|_{x=\gamma \bar{x} + \eta(x)} + \frac{d}{d\epsilon} G(\eta)f_s \bigg|_{x=\gamma \bar{x} + \eta(x)} \frac{h'(\bar{x})}{\gamma}
\]
\[
+ G(\eta)f_s \bigg|_{x=\gamma \bar{x} + \eta(x)} \frac{h(\bar{x})}{\gamma}
\]
\[
= d_\eta G(\eta)f_s \cdot h \bigg|_{x=\gamma \bar{x} + \eta(x)} + \frac{d}{d\epsilon} \left( G(\eta)f_s \bigg|_{x=\gamma \bar{x} + \eta(x)} \frac{h(\bar{x})}{\gamma} \right)
\]
where \( f_s,\epsilon \) means to use \( \eta + \epsilon h \) instead of \( \eta \) in \( f_s \). Plugging (6.30) into the shape derivative above, we find that
\[
d_\eta G(\eta)f \cdot h(x)
\]
\[
= G(\eta) \left( \frac{f'(\eta)}{\eta'} (\bar{\eta}^{-1}(k\epsilon)) \bigg|_{x=\gamma \bar{x} + \eta(x)} \gamma + \eta'(\bar{x}) \right)
\]
\[
- (1 + k^2)^{-1} G(\eta) \left( (B(k\cdot)f'_s) - k(1 + k^2)^{-\frac{1}{2}} (B(k\cdot)L)Z_s \right) \big|_{x=\gamma \bar{x} + \eta(x)} \gamma + \eta'(\bar{x})
\]
\[
+ (1 + k^2)^{-1} \frac{d}{d\epsilon} \left( B(k\cdot)(p_2(k\cdot) + kp_4)f'_s - (1 + k^2)^{-\frac{1}{2}} B(k\cdot)(kp_2(k\cdot) - p_4)Z_s \right) \bigg|_{x=\gamma \bar{x} + \eta(x)}
\]
\[
+ \frac{d}{d\epsilon} \left( G(\eta)f_s \bigg|_{x=\gamma \bar{x} + \eta(x)} \frac{h(\bar{x})}{\gamma} \right)
\]
while recalling that $\bar{\eta}(\bar{x}) = \gamma\bar{x} + \eta(\bar{x})$. Since (6.16) can be rewritten as

$$G(\eta)f(\bar{x}) = G(\eta)f_s \bigg|_{x = \frac{\gamma\bar{x} + \eta(\bar{x})}{k}}$$

in stead of $f_s$, we could express the shape derivative in terms of $f$:

$$d_\eta G(\eta) f \cdot h(\bar{x}) = \frac{h}{\gamma + \eta'} f' \left( 1 + k^2 \right)^{-1} G(\eta) \left( \frac{k}{\gamma + \eta'} \bar{B} f' - k \left( 1 + k^2 \right)^{\frac{3}{2}} \bar{B} \bar{Z}_s \right)$$

$$+ \left( 1 + k^2 \right)^{-1} \frac{d}{d\bar{x}} \left( \frac{k}{\gamma + \eta'} \bar{B} (\bar{p}_2 + k\bar{p}_4) f' - \left( 1 + k^2 \right)^{\frac{3}{2}} \bar{B} (k\bar{p}_2 - p_4) \bar{Z}_s \right)$$

$$+ \left( 1 + k^2 \right) \frac{h}{\gamma + \eta'} G(\eta) f \right),$$

where we denote

$$\bar{p}_1 = p_1(\bar{\eta}(\bar{x})), \quad \bar{p}_2 = p_2(\bar{\eta}(\bar{x})), \quad \bar{B} = B(\bar{\eta}(\bar{x})) = - \int_{\hat{\eta}(\bar{x})} \hat{\eta}(\bar{x}) ds$$

$$\bar{Z}_s = Z_s \left( \frac{1}{k} \bar{\eta}(\bar{x}) \right).$$

On the other hand, the shape derivative $d_\eta G(\eta) f \cdot h$ shouldn’t depend on the parameter $k$ of course, which means we need to eliminate all the ‘$k$’ in the expression above. In fact, direct computations lead to

$$\bar{p}_2 + k\bar{p}_4 = \gamma + (1 + \gamma^2) \left( k + \frac{1}{k} - \frac{1}{\gamma + \eta'} \right), \quad k\bar{p}_2 - p_4 = k^2 \gamma \eta' - 1 \frac{1}{\gamma + \eta'},$$

$$k^2 \bar{p}_1 - 2k\bar{p}_2 + p_4 = k^2 \left( \frac{1 + (\eta')^2}{(\gamma + \eta')^2} \right) > 0, \quad \text{and}$$

$$k\bar{p}_1 + (k^2 - 1)\bar{p}_2 - k\bar{p}_4 = k^2 \left( \frac{1 + (\eta')^2}{(\gamma + \eta')^2} \right) + (1 + k^2) \gamma \eta' - 1 \frac{1}{\gamma + \eta'}. $$

As a result, one can find from (6.29) that

$$\bar{Z}_s = \frac{1}{k} \left( 1 + k^2 \right)^{\frac{3}{2}} \frac{\gamma + \eta'}{1 + (\eta')^2} G(\eta) f + \frac{1}{k} \left( 1 + k^2 \right)^{\frac{3}{2}} \frac{\gamma \eta' - 1}{1 + (\eta')^2} f' + \left( 1 + k^2 \right)^{-1} \frac{1}{\gamma + \eta'} f'.$$

Moreover, since

$$d_\eta d \cdot h(\bar{x}) = \frac{1}{\gamma + \eta'(\bar{\eta}^{-1}(\bar{x}))} \left( \frac{\eta''(\bar{\eta}^{-1}(\bar{x}))}{\gamma + \eta'(\bar{\eta}^{-1}(\bar{x}))} h'(\bar{\eta}^{-1}(\bar{x})) + h''(\bar{\eta}^{-1}(\bar{x})) \right),$$

one can express $\bar{B}$ as

$$\bar{B} = \frac{h(\bar{x})}{\gamma + \eta'(\bar{x})} - \frac{2}{\gamma + \eta'(t)} \int_{0}^{\bar{x}} \frac{h'(t) dt}{\gamma + \eta'(t)} = \left( 6.31 \right)$$

while noticing that we take $h(0) = 0$ since $\eta(0) = 0$ in this paper.

Summing up the computations above, we finally arrive at the (formal) expression of shape derivative $d_\eta G(\eta) f \cdot h$. Therefore we finish the proof for Thm [13].

**Remark 6.6.** Compared with the shape derivative in Thm 3.20 [19], one can tell that at least formally the shape derivative in our paper has a similar form as the shape derivative on a strip domain. This conclusion makes sense since we didn’t use any
property concerning the corner, and the shape derivative only involves the variation of the upper surface.

7. Regularizing Diffeomorphism

In the end of this paper, we consider about adjusting transformations $T_S$ and $T_R$ to have a better regularity for $\eta$ (half-order lower regularity indeed). That is, all over our paper, when the norm $| \eta |_{H^{K+\frac{1}{2}}} \leq 3$ is used, we show that it can always be replaced by $| \eta |_{H^{K+\frac{1}{2}}}$. We start with working on $T_S$ first of all. We still denote by $\bar{(x,z)}$ a point in $\Omega$, while by $(x,z)$ a corresponding point in $S$ here. In fact, there are more than one way to find a regularizing transformation.

For example, one uses Rmk 4.8 to define $p(x,z)$ on $S$ satisfying the following Dirichlet boundary condition:

$$p(x,z)|_{\Gamma_t} = \beta(kx)\bar{\eta}^{-1}(kx)$$

where $\beta$ is a cut-off function defined on $[0, +\infty)$ and vanish away from 0. Recall that $\eta(x) = \gamma\bar{x} + \eta(\bar{x})$ and $\bar{\eta}^{-1}(z)$ is the inverse function.

One can see from Rmk 4.8 that if $\beta\bar{\eta}^{-1} \in H^{K+\frac{1}{2}}(\mathbb{R}^+)$, then $p(x,z) \in H^{K+2}(S)$ with the estimate

$$\|p\|_{k+2,2} \leq C(\|\eta\|_{H^{K+\frac{1}{2}}}) |\beta\bar{\eta}^{-1}|_{H^{K+\frac{1}{2}}} \leq C(\|\eta\|_{H^{K+\frac{1}{2}}}).$$

The estimate holds indeed since $|\beta\bar{\eta}^{-1}|_{H^{K+\frac{1}{2}}}$ can be controlled by $|\eta|_{H^{K+\frac{1}{2}}}$.

As a result, we define the regularized transformation $T_S$ as

$$T_S : (x,z) \in S \cap U_{\delta S} \mapsto (\bar{x}, \bar{z}) \in \Omega \cap U_{\delta}$$

with

$$\bar{x} = x + p(\epsilon x + (1 - \epsilon)\frac{1}{k}z, z) - \frac{1}{k}z, \quad \bar{z} = z - \gamma(x + p(\epsilon x + (1 - \epsilon)\frac{1}{k}z, z) - \frac{1}{k}z)$$

where $\epsilon$ is a small constant to be fixed. Since a direct computation shows that

$$\nabla T_S = \begin{pmatrix} \partial_x \bar{x} & \partial_z \bar{x} \\ \partial_x \bar{z} & \partial_z \bar{z} \end{pmatrix} = \begin{pmatrix} 1 + \epsilon \partial_x p & (1 - \epsilon)\frac{1}{k}\partial_z p + \partial_z p - \frac{1}{k} \\ -\gamma(1 + \epsilon \partial_z p) & 1 - \gamma((1 - \epsilon)\frac{1}{k}\partial_x p + \partial_x p - \frac{1}{k}) \end{pmatrix}$$

and

$$\text{Det}(\nabla T_S) = 1 + \epsilon \partial_x p,$$

we know that this new transformation $T_S$ is invertible as long as the constant $\epsilon$ is taken small enough such that

$$\epsilon \leq \frac{1}{2\|\partial_x p\|_{\infty}}.$$

Besides, one can check that $\Gamma_t, \Gamma_b$ in $S$ correspond to $\Gamma_t, \Gamma_b$ in $\Omega$ respectively.

Some more computations lead to the new matrix

$$P_S = (\nabla T_S^{-1}) \circ T_S = \frac{1}{1 + \epsilon \partial_x p} \begin{pmatrix} 1 + \gamma(1 - \epsilon)\frac{1}{k}\partial_x p - \partial_z p & \gamma(1 + \epsilon \partial_x p) \\ \frac{1}{k} - (1 - \epsilon)\frac{1}{k}\partial_z p - \partial_x p & 1 + \epsilon \partial_x p \end{pmatrix}. $$

Therefore, for the elliptic system of $u$ on $\Omega$

$$\begin{cases}
\Delta u = h & \text{on } \Omega \\
u|_{\Gamma_t} = f, \quad \partial_{\nu_b} u|_{\Gamma_b} = g
\end{cases}$$
the corresponding elliptic system of $v$ on $S$ now becomes
\[
\begin{align*}
\nabla \cdot \mathcal{P}_S \nabla v &= h_S \quad \text{on } S, \\
v|_{\Gamma_j} &= f \circ T_S, \quad \partial_{n_b}^\mathcal{P}_S v|_{\Gamma_b} = (1 + \gamma^2)^{\frac{1}{2}} g \circ T_S
\end{align*}
\]
with
\[
\mathcal{P}_S = P_S \text{Det}(\nabla T_S) P_S, \quad h_S = \text{Det}(\nabla T_S) h \circ T_S.
\]

When we consider the transformation $T_R$ away from the corner, we can always extend it to a mapping from the infinite flat strip $\{(x,z) | 0 \leq z \leq 1, x \in \mathbb{R}\}$ to an infinite strip extended naturally by the part of $\Omega$ away from the corner. Therefore, the regularized transformation can be the one in [19] and is omitted here.

Consequently, we could go through all the previous sections using these new transformations. Compared to old ones, we find that in all related estimates, the norm $|\eta|_{H^{K+2}}$ can be replaced by the norm $\|p\|_{K+2}$, which turns out to retrieve back the norm $|\eta|_{H^{K+\frac{1}{2}}}$.

8. Appendix

8.1. Appendix A: Some known results. To be self-content, we list some results from [30][31] (sometimes slightly adjusted for our paper) here. We will use the notation $\Gamma_j$ as the $j$-th segment (counterclockwise) of the boundary for some polygonal domain $\Omega_p$, and $n_j$ as the unit outward vector on $\Gamma_j$.

**Theorem 8.1.** (Thm 1.5.2.3[31]) Let $\Omega_p$ be a bounded open subset of $\mathbb{R}^2$ whose boundary $\Gamma$ is a curvilinear polygon of class $C^1$. Assume that $u|_{\Gamma_{j-1}} = u|_{\Gamma_{j+1}} = 0$ for $u \in H^1(\Omega_p)$. Then the mapping $u \mapsto \{f_j\}$, where $f_j = u|_{\Gamma_j}$, is a linear continuous mapping from $H^1(\Omega_p)$ onto the subspace of $H^{\frac{1}{2}}(\Gamma_b)$ defined by
\[
\int_0^{\delta_j} \frac{|f_j(\sigma)|^2}{\sigma} d\sigma < \infty
\]
where $\sigma$ is the arc length parameter and $\delta_j > 0$ is some small constant.

**Theorem 8.2.** (Rmk 1.4.4.7[30]) If $u$ belongs to $H^{\frac{1}{2}}(\Omega_l)$, then $\nabla u$ belongs to the dual space $\left(\tilde{H}^{\frac{1}{2}}(\Omega_l)\right)^*$ of $\tilde{H}^{\frac{1}{2}}(\Omega_l)$, where $\Omega_l$ is a bounded open subset of $\mathbb{R}^n$ with a Lipschitz boundary.

**Theorem 8.3.** (Thm 1.5.3.10[31]) Let $\Omega_p$ be a bounded open set of $\mathbb{R}^2$, whose boundary is curvilinear polygon of class $C^{1,1}$. Then the mapping
\[
u \mapsto \partial_{n_j} u|_{\Gamma_j}
\]
which is defined on $\mathcal{D}(\Omega_p)$ has a unique continuous extension as an operator from $E(\Delta; L^2(\Omega_p)) = \{u \in H^1(\Omega_p) \mid \Delta u \in L^2(\Omega_p)\}$ into $\left(\tilde{H}^{\frac{1}{2}}(\Gamma_j)\right)^*$.

**Theorem 8.4.** (Thm 1.5.2[31]) Let $\Omega_p$ be a bounded polygonal open subset of $\mathbb{R}^2$. Then the mapping
\[
u \mapsto \{u, \partial_{n_j} u\}|_{\Gamma_j}
\]
which is defined for $u \in H^2(\Omega_p)$ has a unique continuous extension as an operator from $D(\Delta, L^2(\Omega_p)) = \{u \in L^2(\Omega_p) \mid \Delta u \in L^2(\Omega_p)\}$ into
\[
\left(\tilde{H}^{\frac{1}{2}}(\Gamma_j)\right)^* \times \left(\tilde{H}^{\frac{3}{2}}(\Gamma_j)\right)^*.
\]
8.2. Appendix B: The orthogonal space. In the beginning of this section, we introduce some more notations for the boundary.
- We order $\Gamma_1, \Gamma_2, \Gamma_3$ counter-clockwisely as $\Gamma_1, \Gamma_2, \Gamma_3$, while the three corner points starting from $(0,0)$ named as $S_1, S_2, S_3$ correspondingly.
- Sometimes we use $\Gamma$ to denote the entire boundary $\Gamma_1 \cup \Gamma_2 \cup \Gamma_3$.
- We denote by $x_j(s)$ the point of $\Gamma_j$ which, for $|s| \leq \delta$ small enough, is at distance $s$ of $S_j$ along $\Gamma$. Consequently $x_j(s) \in \Gamma_j$ when $s < 0$ and $x_{j+1}(s) \in \Gamma_{j+1}$ when $s > 0$.
- In this part we say that two functions $\phi_j, \phi_{j+1}$ defined on $\Gamma_j, \Gamma_{j+1}$ respectively are equivalent at $S_j$ and write
  \[ \phi_j \equiv \phi_{j+1} \quad \text{at} \quad S_j \]
  if
  \[ \int_0^\delta |\phi_j(x_j(-s)) - \phi_{j+1}(x_j(s))|ds/s < \infty. \]

We quote a density result Theorem 1.2.8 from [31] here, which will be used later.

**Lemma 8.5.** Let $\Omega_l$ be a Lipschitz open subset of $\mathbb{R}^n$ then $\mathcal{D}(\Omega_l)$ is dense in $\tilde{H}^s(\Omega_l)$ for all $s \geq 0$.

Recalling that
\[ V_b^2 = \{ u \in H^2(S_0) | u|_{\Gamma_2} = 0, \partial_{n_b} u + b \partial_{n_b} u|_{\Gamma_2} = 0 \}, \]
we give a dense result about $V_b^2$ first, which is a modification of Thm 1.6.2[31].

**Lemma 8.6.** The space $V^4 = H^4(S_0) \cap V_b^2$ is dense in $V_b^2$.

**Proof.** This proof is similar as Thm 1.6.2[31]. In fact, it’s enough to show that for any linear functional $L$ on $V_b^2$ satisfying $L(H^4 \cap V_b^2) = 0$, then $L = 0$ on $V_b^2$. We simply write $V^2$ for $V_b^2$ in this proof.

Since one has the decomposition
\[ H^2(S_0) = \tilde{H}^2(S_0) \oplus Z^2(\Gamma), \quad \text{with} \quad Z^2(\Gamma) = \{ \partial_{n_j} |_{\Gamma} \}_{1 \leq j \leq 3, 0 \leq t \leq 1}(H^2) \]
we can decompose $L$ acting on any $v \in V_b^2$ as follows
\[ \langle L, v \rangle = \langle G, v - \rho(v|_{\Gamma}) \rangle + \langle g, v|_{\Gamma} \rangle \]
where $\rho$ is the right inverse of the trace operator, $G \in (\tilde{H}^2)^*$ and $g \in Z^2(\Gamma)^*$.

When $L$ vanishes on $H^4 \cap V^2$, $L$ also vanishes on $\mathcal{D}$, so one finds $\langle G, v \rangle = 0$ for any $v \in \mathcal{D}$, which implies that $G = 0$. Therefore, we have
\[ \langle L, v \rangle = \langle g, v|_{\Gamma} \rangle \]
which implies that $L$ depends on the boundary only.

Now it remains to show that $Z^2(\Gamma) \cap V^4$ is dense in $Z^2(\Gamma) \cap V^2$. In order to do this, we need descriptions about $Z^2(\Gamma) \cap V^4$ and $Z^2(\Gamma) \cap V^2$.

Indeed, $Z^2(\Gamma) \cap V^2$ is the image of $V^2$ by the mapping
\[ u \mapsto \{ u|_{\Gamma_j} = g_j, \partial_{n_j} u|_{\Gamma_j} = h_j \}_{1 \leq j \leq 3}. \]
Thanks to Thm 4.3 and Remark 4.4, \( Z^2(\Gamma) \cap V^2 \) is the subspace of \( \prod_j H^{\frac{7}{4}}(\Gamma_j) \times H^{\frac{7}{4}}(\Gamma_j) \) satisfying the following conditions
\[
g_j = 0, \quad j = 1, 3 \\
h_j + bg_j' = 0, \quad j = 2 \\
g_j(S_j) = g_{j+1}(S_j), \quad j = 1, 2, 3
\] (8.1)
and
\[
g_j' \equiv -\cos \alpha_j g_{j+1}' + \sin \alpha_j h_{j+1} \quad \text{at} \quad S_j, \\
h_j \equiv -\cos \alpha_j h_{j+1} - \sin \alpha_j g_{j+1}' \quad \text{at} \quad S_j, \quad j = 1, 2, 3.
\]
Similarly, \( Z^2(\Gamma) \cap V^4 \) is the image of \( V^4 \) by the same mapping
\[
u \mapsto \{u|\Gamma_j = g_j, \partial_n u|\Gamma_j = h_j\}_{1 \leq j \leq 3}.
\]
Applying again Thm 4.3 and Remark 4.4 one finds \( Z^2(\Gamma) \cap V^4 \) as the subspace of \( \prod_j H^{\frac{7}{4}}(\Gamma_j) \times H^{\frac{7}{4}}(\Gamma_j) \) satisfying (8.1) and the following conditions for \( j = 1, 2, 3 \):
\[
g_j'(S_j) = -\cos \alpha_j g_{j+1}'(S_j) + \sin \alpha_j h_{j+1}(S_j), \\
h_j(S_j) = -\cos \alpha_j h_{j+1}(S_j) - \sin \alpha_j g_{j+1}'(S_j), \\
-\cos \alpha_j g_{j+1}''(S_j) - \sin \alpha_j h_{j+1}'(S_j) = -\cos \alpha_j g_{j+1}'(S_j) + \sin \alpha_j h_{j+1}'(S_j).
\]
Now we check these conditions for each corner point to conclude the proof. Firstly, for \( j = 3 \), we find \( \alpha_3 \in (0, \pi/2) \) and we have Dirichlet conditions on both sides of \( \alpha_3 \), which implies that
\[
g_1 = g_2 = 0.
\]
Consequently, the conditions for \( Z^2(\Gamma) \cap V^2 \) read
\[
h_1 \equiv 0, \quad h_3 \equiv -\cos \alpha_3 h_1 \quad \text{at} \quad S_3,
\]
which means \( h_1, h_3 \equiv 0 \) at \( S_3 \). On the other hand, the conditions for \( Z^2(\Gamma) \cap V^4 \) become
\[
h_1(S_3) = 0, \quad h_3(S_3) = -\cos \alpha_3 h_1(S_3) = 0 \quad \text{and} \quad -\sin \alpha_3 h_3'(S_3) = \sin \alpha_3 h_1'(S_3).
\]
So the desired density near \( S_3 \) follows from density of \( D(\mathbb{R}^+) \) in \( H^{\frac{7}{4}}(\mathbb{R}^+) \) from Lem 8.5

Secondly, when \( j = 1 \), one has \( \alpha_1 = \omega \in (0, \pi/2) \) and the boundary conditions are mixed type:
\[
g_1 = 0, \quad h_2 = -bg_2', \quad \text{with} \quad b = \tan \Phi.
\]
In this case the conditions for \( Z^2(\Gamma) \cap V^2 \) read \( g_2(S_1) = 0 \) and
\[
0 \equiv -(\cos \alpha_1 + b \sin \alpha_1)g_2', \quad h_1 \equiv (b \cos \alpha_1 - \sin \alpha_1)g_2' \quad \text{at} \quad S_1,
\]
which implies that
\[
g_2' \equiv 0, \quad h_1 \equiv 0 \quad \text{at} \quad S_1.
\]
On the other hand, the conditions for \( Z^2(\Gamma) \cap V^4 \) rewrite as \( g_2(S_1) = 0 \) and
\[
g_2'(S_1) = 0, \quad h_1(S_1) = 0, \quad -\sin \alpha_1 h_1'(S_1) = -\frac{1}{\cos(k\omega)} \cos(k\omega + \omega)g_2''(S_1),
\]
therefore the density near \( S_1 \) can be proved by the density of \( D(\mathbb{R}^+) \) in \( H^{\frac{7}{4}}(\mathbb{R}^+) \) and \( H^{\frac{7}{4}}(\mathbb{R}^+) \).
For the last case \( j = 2 \), the argument is similar as in the second case. The proof is finished as a result. \( \square \)

Now we can give a description of the space \( \mathcal{N}_b \).

**Lemma 8.7.** When \( \Phi - \omega \neq l\pi + \frac{\pi}{2} \) for some \( l \in \mathbb{Z} \), a function \( w \) is in the orthogonal space \( \mathcal{N}_b \) of \( \Delta(V^2_b) \) in \( L^2(S_0) \) iff \( w \in L^2(S_0) \) and satisfies

\[
\begin{align*}
\Delta w &= 0 \quad \text{on} \quad S_0, \\
|w|_{\Gamma_1} &= 0, \quad |w|_{\Gamma_3} = 0, \quad \partial_n w - b \partial_t w|_{\Gamma_b} = 0.
\end{align*}
\]

**Proof.** This proof is a modification of Thm 2.3.3[11]. In fact, it suffices to show that when \( w \) satisfies the system above, \( w \) must be in \( \mathcal{N}_b \), which means that \( \int_{S_0} w \Delta u = 0 \) for any \( u \in V^2_b \). The reverse statement is proved already in Lem 4.4.1.4[30].

Indeed it’s enough to consider \( u \in V^4 \) from Lem 8.6 and in this case we have \( u \in C^2(S_0) \). First of all, since \( u|_{\Gamma_1} = u|_{\Gamma_3} = 0 \), we know that \( u(S_j) = 0 \) for \( j = 1, 2, 3 \). Moreover, taking the tangential derivative along \( \Gamma_1, \Gamma_3 \), we find

\[
\nabla_{\tau_1} u|_{\Gamma_1} = \nabla_{\tau_3} u|_{\Gamma_3} = 0,
\]

where \( \tau_3 \) is the unit tangential vector on \( \Gamma_3 \). So we have \( \nabla u(S_3) = 0 \) directly. On the other hand, remember that \( u \) satisfies

\[
(\partial_n u + b \partial_{\tau_b})u|_{\Gamma_b} = 0, \quad \text{with} \quad b = \tan \Phi,
\]

so when \( \Phi - \omega \neq l\pi + \frac{\pi}{2} \), we find the direction \( \mu_b = n_b + b \tau_l \parallel \tau_l \), which leads to \( \nabla u(S_1) = 0 \).

Similarly we also find that \( \nabla u(S_2) = 0 \), since the boundary \( \Gamma_3 \) can be changed from the beginning if necessary (which means \( \alpha_2 \) can be changed to avoid the parallel case, recalling that when we consider the triangle \( S_0 \), we always focus on some function supported near \( S_1 \)). Combing with the fact that \( u \in C^2(S_0) \), we arrive at the conclusion

\[
u|_{\Gamma_j} \in \tilde{H}^{\frac{1}{2}}(\Gamma_j), \quad \partial_{n_j} u|_{\Gamma_j} \in \tilde{H}^{\frac{1}{2}}(\Gamma_j) \quad j = 1, 2, 3. \tag{8.2}
\]

Secondly, applying the Green Formula for \( w \in L^2(S_0) \) satisfying the system in this lemma and \( u \in V^4 \) one has

\[
\int_{S_0} \Delta u w - \int_{S_0} u \Delta w = \sum_{j=1}^{3} \left( \int_{\Gamma_j} \partial_{n_j} u w - \int_{\Gamma_j} u \partial_{n_j} w \right),
\]

where the right side holds in the sense of \( 8.2 \) and

\[
w|_{\Gamma_j} \in (\tilde{H}^{\frac{1}{2}}(\Gamma_j))^*, \quad \partial_{n_j} w|_{\Gamma_j} \in (\tilde{H}^{\frac{1}{2}}(\Gamma_j))^*.
\]

Plugging the conditions of \( u, w \) into the equality above, one derives that

\[
\int_{S_0} \Delta u w = \int_{\Gamma_b} \partial_n u w - \int_{\Gamma_b} u \partial_n w = \int_{\Gamma_b} u (\partial_n w - b \partial_t w) = 0
\]

where \( \int_{\Gamma_b} \partial_n u w = -b \int_{\Gamma_b} \partial_t u w = b \int_{\Gamma_b} u \partial_t w \) makes sense since \( \partial_t u \in \tilde{H}^{\frac{1}{2}}(\Gamma_b) \). In this way the proof is done. \( \square \)

**Acknowledgement.** The authors would like to thank for kind supports from Zhifei Zhang and Chongchun Zeng. The author Mei Ming is supported by NSFC no.11401598.
References

[1] T. Alazard, Boundary observability of gravity water waves, [arXiv:1506.08520).
[2] T. Alazard, N. Burq, C. Zuily, On the water-wave equations with surface tension. *Duke Math. J.*, (3) 158(2011), 413–499.
[3] T. Alazard, N. Burq, and C. Zuily, Cauchy theory for the gravity water waves system with non localized initial data, [arXiv:1305.0457].
[4] J. Banasiak, On $L^2$-solvability of mixed boundary value problems for elliptic equations in plane non-smooth domains, *Journal of differential equations*, 97,1(1992), 99–111.
[5] J. Banasiak and G.F. Roach, On mixed boundary value problems of Dirichlet oblique-derivative type in plane domains with piecewise differentiable boundary, *Journal of differential equations*, 79, 1(1989), 111–131.
[6] J. Banasiak and G.F. Roach, On corner singularities of solutions to mixed boundary-value problems for second-order elliptic and parabolic equations, *Proc. R. Soc. Lond. A*, 433(1991), 209–217.
[7] M. Borsuk and V.A. Kondrat’ev, Elliptic boundary value problems of second order in piecewise smooth domains, *North-Holland Mathematical Library*, 69(2006).
[8] M. Sh. Birman and G.E. Skvortsov, On the quadratic integrability of the highest derivatives of the Dirichlet problem in a domain with piecewise smooth boundary, Izv. Vyssh. Uchebn. Zaved. Mat., 5(1962), 12–21 (in Russian).
[9] M. Costabel and M.Dauge, General edge asymptotics of solutions of second order elliptic boundary value problems I., *Proc. Royal Soc. Edinburgh*, 123A(1993), 109–155.
[10] M. Costabel and M.Dauge, General edge asymptotics of solutions of second order elliptic boundary value problems II., *Proc. Royal Soc. Edinburgh*, 123A(1993), 157–184.
[11] M. Costabel and M.Dauge, Stable asymptotics for elliptic systems on plane domains with corners, *Commun. in Partial Differential Equations*, (9,10)19(1994), 1677–1726.
[12] W. Craig, C. Sulem and P.-L. Sulem, Nonlinear modulation of gravity waves: a rigorous approach, *Nonlinearity*, (2)5(1992), 497–522.
[13] M. Dauge, Elliptic boundary value problems on corner domains-Smoothness and Asymptotics of Solutions, Lecture Notes in Mathematics, Springer-Verlag, Berlin, 1341(1988), 1–257.
[14] M. Dauge, Neumann and mixed problems on curvilinear polyhedra, *Integral Equations Operator Theory*, (2)15(1992), 227–261.
[15] M. Dauge, S. Nicaise, M. Bourlard and M.S. Lubuma, Coefficients des singularités pour des problèmes aux limites elliptiques sur un domaine à points coniques I: résultats généraux pour le problème de Dirichlet, *Mathematical Modelling and Numerical Analysis*, (1)24(1990), 27–52.
[16] G.I. Eskin, General boundary values problems for equations of principle type in a plane domain with angular points, *Uspekhi Mat. Nauk*, (3)18(1963), 241–242 (in Russian).
[17] G. Fichera, Sul problema della derivata obliqua e sul problema misto per l’equazione di Laplace, *Bull. Un. Mat. Ital. Ser.*, (7)111(1952), 367–377.
[18] R. Finn, The contact angle in capillary, *Physics of Fluids*, 18, 047102(2006), 1–7.
[19] D. Lannes, Well-posedness of the water-waves equations, *Journay of the American Mathematical Society*, (3)18(2005), 605–654.
[20] Ya.B. Lopatinskiy, On one type of singular integral equations, *Teoret. i Prikl. Mat. (Lvov)*, 2(1963), 53–57 (in Russian).
[21] V.A. Kondrat’ev, Boundary value problems for elliptic equations in conical regions, *Soviet Math. Dokl.*, 4(1963).
[22] V.A. Kondrat’ev, Boundary value problems for elliptic equations in domains with conical or angular points, *Trans. Moscow Math. Soc.*, 16(1967), 209–292.
[23] V.A. Kondart’ev and O.A. Oleinik, Boundary value problems for partial differential equations in nonsmooth domains, *Russian Math. Surveys*, 38, 2(1983), 1–86.
[24] V.G. Maz’ya, The solvability of the Dirichlet problem for a region with a smooth irregular boundary, *Vestnik Leningrad. Univ.*, 19, 7(1964), 163–165 (in Russian).
[25] V.G. Maz’ya, The behavior near the boundary of the solution of the Dirichlet problem for an elliptic equation of the second order in divergence form, *Mat. Zametki*, 2(1967), 209–220 (in Russian).
[26] V.G. Maz'ya and B.A. Plamenevskiy, On the coefficients in the asymptotics of solutions of elliptic boundary value problems in domains with conical points, *Math. Nachr.*, **76** (1977), 29–60.

[27] V.G. Maz'ya and B.A. Plamenevskiy, $L^p$ estimates of solutions of elliptic boundary value problems in a domains with edges, *Trans. Moscow Math. Soc.*, **1** (1980), 49–97.

[28] V.G. Maz'ya and B.A. Plamenevskiy, Coefficients in the asymptotics of the solutions of an elliptic boundary value problem in a cone, *Amer. Math. Soc. Transl.*, (2) **123** (1984), 57–88.

[29] V. G. Maz'ya and J. Rossmann, On a problem of Babuška (Stable asymptotics of the solution to the Dirichlet problem for elliptic equations of second order in domains with angular points), *Math. Nachr.*, **155** (1992), 199–220.

[30] P. Grisvard, Elliptic problems in non smooth domains, Pitman Advanced Publishing Program, Boston-London-Melbourne, 1985.

[31] P. Grisvard, Singularities in boundary value problems, Research notes in applied mathematics, Springer-Verlag, 1992.

[32] R.H. Kinsey and S. Wu, A Priori Estimates for Two-Dimensional Water Waves with Angled Crests, arXiv:1406.7573.

[33] V.A. Kondratiev, Boundary value problems for elliptic equations in conical regions, Soviet Math. Dokl., **4** (1963).

[34] V.A. Kondratiev, Boundary problems for elliptic equations in domains with conical or angular points, *Trans. Moscow Math. Soc.*, **16** (1967), 209–292.

[35] Weiqing Ren and Weinan E, Boundary conditions for the moving contact line problem, *Physics of Fluids*, **19**, 022101 (2007), 1–15.

[36] S. Wu, Well-posedness in Sobolev spaces of the full water wave problem in 2-D, *Invent. Math.*, **130**, 1 (1997), 39–72.

[37] S. Wu, A blow-up criteria and the existence of 2d gravity water waves with angled crests, arXiv:1502.05342.

[38] S. Wu, Wellposedness and singularities of the water wave equations, arXiv:1503.00549.

[39] J. Shatah and C. Zeng, Geometry and a priori estimates for free boundary problems of the Euler's equation, *Comm. Pure Appl. Math.*, **61** (2008), 698–744.

[40] T. Young, An essay on the cohesion of fluids, *Philos. Trans. R. Soc. London*, **95** 65 (1805).

[41] V. E. Zakharov, Stability of periodic waves of finite amplitude on the surface of a deep fluid, *J. Appl. Mech. Tech. Phys.*, **9** (1968), 190–194.

School of Mathematics, Sun Yat-sen University, Guangzhou 510275, China
E-mail address: mingm@mail.sysu.edu.cn

School of Mathematical Sciences, Peking University, Beijing 100871, China
E-mail address: wangchao@math.pku.edu.cn