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Abstract—This paper discusses the adaptive sampling problem in a nonholonomic mobile robotic sensor network for efficiently monitoring a spatial field. It is proposed to employ Gaussian process to model a spatial phenomenon and predict it at unmeasured positions, which enables the sampling optimization problem to be formulated by the use of the log determinant of a predicted covariance matrix at next sampling locations. The control, movement and nonholonomic dynamics constraints of the mobile sensors are also considered in the adaptive sampling optimization problem. In order to tackle the nonlinearity and nonconvexity of the objective function in the optimization problem we first exploit the linearized alternating direction method of multipliers (L-ADMM) method that can effectively simplify the objective function, though it is computationally expensive since a nonconvex problem needs to be solved exactly in each iteration. We then propose a novel approach called the successive convexified ADMM (SC-ADMM) that sequentially convexify the nonlinear dynamic constraints so that the original optimization problem can be split into convex subproblems. It is noted that both the L-ADMM algorithm and our SC-ADMM approach can solve the sampling optimization problem in either a centralized or a distributed manner. We validated the proposed approaches in 1000 experiments in a synthetic environment with a real-world dataset, where the obtained results suggest that both the L-ADMM and SC-ADMM techniques can provide good accuracy for the monitoring purpose. However, our proposed SC-ADMM approach computationally outperforms the L-ADMM counterpart, demonstrating its better practicality.

Index Terms—Adaptive sampling, Gaussian Process, mobile sensor networks, nonholonomic, ADMM.

I. INTRODUCTION

In applications of monitoring environmental spatial fields, such as exploring ecosystems on land and in ocean, observing chemical concentration and monitoring air pollutants and indoor climates [1], [2], a mobile robotic sensor network (MRSN) incorporated by a machine learning based model representing the spatial phenomenon have been widely used due to its universal capability of monitoring the spatial field, exploring the environment and predicting the field at unobserved locations. However, due to the resource constraints in the network including limited numbers of the sensors and robots, communication, memory, computation, power, time and motion dynamics, the fundamental yet challenging problem of how to optimally drive the mobile sensors for efficient monitoring is still not fully solved. In this problem, the sensors are expected to take measurements on the most informative sampling paths so that the prediction uncertainty at unobserved positions of interest is minimal. The problem is also known as adaptive sampling (see [3], [4] for reviews).

The adaptive sampling problem has been variously formulated and considered in the literature. For instance, Xu et al. in [5] proposed to minimize the Fisher information matrix based objective function to find the optimal sampling locations for a MRSN. The authors in [6] considered a minimization problem where the cost function is derived from the average of the prediction variances over the prespecified target points in order to obtain the next sampling locations for the mobile sensors. In [7], the maximum a posterior estimation was exploited to design an adaptive sampling strategy for a MRSN by minimizing the prediction error variances. Likewise, [8] proposed that each individual sensing agent in a network determines the sampling path by maximizing the predicted variance at its next location. While Tiwari et al. in [9] considered a decentralized multi-robot system in which each robot is allocated and responsible for monitoring a local sensing zone, the work [10] discusses a method to partition a MRSN into several small groups such that each group is independent of finding its locations. Nevertheless, none of the aforementioned works have considered the constraints, e.g. dynamics, of a MRSN in the adaptive sampling problem.

Some other works have imposed the movement constraint on a MRSN when designing its sampling scheme. For instance,
Marchant et al., in [11] employed a Bayesian optimization approach to derive a sampling strategy, where the traveled distances of the mobile robots were taken into account to balance a trade-off between exploration and exploitation. In [12], a problem formulation consisting of an objective function that maximizes both the mean value for exploitation and variance estimate for exploration and subjecting to the constraints for collision avoidance was given. Some other works used concepts from the information theory to formulate the adaptive sampling optimization problem [13], [14]. In our previous studies [15], [16], the conditional entropy and the posterior variances were utilized to formulate an adaptive sampling problem for a resource-constrained MRSN, while the single-integrator dynamics and the collision avoidance scheme were taken into consideration. The optimization problems in those works were efficiently resolved by the grid based greedy algorithm. However, to the best of our knowledge that mobile platforms with nonholonomic dynamics are popularly used in a MRSN and that the adaptive sampling problem under the nonholonomic dynamics constraint and the movement constraint (i.e., to avoid physical collision among robots) is not yet considered. Therefore, in this work we propose to incorporate these two constraints into the adaptive sampling optimization problem in a MRSN so that it can be practically implemented in environmental monitoring applications. Furthermore, the single-integrator model proposed in our previous works [15], [16] is not controllably feasible to drive the nonholonomic mobile sensors through the environment. It is noted that the grid based greedy algorithm impractically handles the adaptive sampling problem for a nonholonomic MRSN given the movement constraint due to difficulty in defining a search region for a mobile sensor at each moving step.

In this paper we present two approaches to tackle the adaptive sampling problem in a MRSN subject to the both nonholonomic dynamics and movement constraints. First, we exploit a state-of-the-art optimization method called the linearized alternating direction method of multipliers (L-ADMM) for nonconvex nonsmooth optimization presented in [17] to address the problem. Nonetheless, it is discussed that the L-ADMM algorithm is limited by its indicator function that is nondifferentiable, which causes the method to be computationally expensive. Thus, we propose a novel approach called the successive convexified ADMM (SC-ADMM) that dexterously exploits both the distributed proximal characteristic of the ADMM paradigm [18] and the successive convexification programming (SCP) [19]. It is noted that in this work we employ the non-parametric Gaussian process (GP) model to present a spatial field as the trained GP model can be used to effectively predict the field at unobserved positions of interest. Thus, the objective function of the sampling problem, which is formed through the conditional entropy [15], can be represented by the log determinant of a predicted covariance matrix obtained by the trained GP model. Nevertheless, it is demonstrated that the objective function is nonconvex and highly complicated, which leads to computational intractability in the optimization. In both L-ADMM and SC-ADMM, the first-order approximation is employed to simplify the log determinant objective function. Additionally, by the use of the SCP [19], the proposed SC-ADMM algorithm can also sequentially convexify the nonlinear dynamic constraints in a small trust region around a nominal solution. That is, the nonconvex and highly complicated adaptive sampling problem with the nonholonomic and movement constraints can be transformed into the convex subproblems that can be efficiently addressed by any convex optimization toolboxes.

Furthermore, both the L-ADMM algorithm and the proposed SC-ADMM approach can be implemented in a either centralized or distributed manner. In the centralized scenario all the computation is conducted at the central station while in the distributed scenario each individual mobile robot takes charge of its own nonholonomic dynamics, control and movement constraints. It is noted that exploiting the parallel computing can significantly reduce the computation time and the SC-ADMM algorithm always computationally outperforms the L-ADMM technique in either the computation paradigm. All the proposed approaches in this work were evaluated in the synthetic experiments using the realistic dataset, where the obtained results highly demonstrate their effectiveness in monitoring environmental phenomena. In particular, the SC-ADMM algorithm presents to be attracted by practical implementation in real-time systems.

In summary, the main contributions of this paper are three-fold:

1) An adaptive sampling optimization problem for a resource-constrained MRSN is derived in which the nonholonomic dynamics of sensing robots are taken into account.
2) Two ADMM-based algorithms, L-ADMM presented in [17], and our proposed SC-ADMM, are employed to effectively address the complex and non-convex adaptive sampling optimization problem in continuous domain.
3) Both algorithms allows the computation for solving the optimization problem to be distributed to all sensing agents.

The rest of this paper is organized as follows. Section II introduces a nonholonomic MRSN for efficiently monitoring a spatial field, where the adaptive sampling optimization problem subject to the nonholonomic and movement constraints is formulated. Section III then presents how to address the adaptive sampling optimization problem by either the L-ADMM algorithm or the proposed SC-ADMM approach. The evaluation of the proposed approaches in the synthetic environment is discussed in Section IV before the conclusions are drawn in Section V.

II. NONHOLONOMIC MOBILE SENSOR NETWORKS FOR ENVIRONMENTAL MONITORING

In the environmental monitoring applications using a MRSN, it is expected that the robotic sensors adaptively conduct sampling at the most informative positions so that their collective measurements can be utilized in a data-driven model, such as a GP, for efficiently predicting the environmental field at unobserved locations. However, when moving on a sampling path, a mobile sensor is constrained not only by its minimum distance to other robots to avoid physical
collision but also the nonholonomic dynamic configuration, which limits its motions. In order to design an efficient sampling strategy for the mobile sensors, in this section the adaptive sampling optimization problem in the MRSN is mathematically formulated given those constraints.

### A. Nonholonomic Mobile Robotic Sensor Networks

Let us consider $M$ networked mobile spatial-field sensors. For the simplicity purpose, we assume that all the sensors are identical and take measurements of an environmental field at discrete time steps while their mobile robots navigate through the environment space. Given the nonholonomic constraints, the dynamics of a mobile robot $i \in \mathcal{V}$, $\mathcal{V} = \{1, \ldots, M\}$, are described by the following kinematic unicycle model,

\[
\begin{align*}
\dot{s}_{x,i} &= \cos(\theta_i)v_i \\
\dot{s}_{y,i} &= \sin(\theta_i)v_i \\
\dot{\theta}_i &= \omega_i,
\end{align*}
\]

where $(s_{x,i}, s_{y,i})$ is the position vector of the robot on a plane, $\theta_i$ is the heading angle, $v_i$ and $\omega_i$ are the linear and angular velocities, respectively. And the nonholonomic dynamics (1) are held by the following constraint,

\[
\dot{s}_{x,i}\sin(\theta_i) - \dot{s}_{y,i}\cos(\theta_i) = 0.
\]

Let $\Delta T$ denote a sampling time, the discrete model of (1) can be specified as follows,

\[
\begin{align*}
s_{x,i,t+1} &= s_{x,i,t} + \Delta T \cos(\theta_{i,t})v_{i,t} \\
s_{y,i,t+1} &= s_{y,i,t} + \Delta T \sin(\theta_{i,t})v_{i,t} \\
\theta_{i,t+1} &= \theta_{i,t} + \Delta T \omega_{i,t},
\end{align*}
\]

where $x_{i,t} = [s_{x,i,t}, s_{y,i,t}, \theta_{i,t}]^T$, $s_{i,t} = [s_{x,i,t}, s_{y,i,t}]^T$ and $u_{i,t} = [v_{i,t}, \omega_{i,t}]^T$ are defined as the state vector, position vector and control input vector of a robot $i$ at time $t$. The mobile platform’s dynamics (2) can be aggregated by

\[
x_{i,t+1} = f_d(x_{i,t}, u_{i,t}).
\]

We denote $x_i = [x_{i,t}]_{t \in \mathcal{V}} \in \mathbb{R}^{3 \times M}$, $u_i = [u_{i,t}]_{t \in \mathcal{V}} \in \mathbb{R}^{2 \times M}$, $s_i = [s_{i,t}]_{t \in \mathcal{V}} \in \mathbb{R}^{2 \times M}$ and $s_{0:t} = [s_k]_{k=0, \ldots, t} \in \mathbb{R}^{3 \times M(t+1)}$, while assume that a MRSN is operated in a compact 2D Euclidean space of interest $\mathcal{Q} \subset \mathbb{R}^2$, i.e., $s_{i,t} \in \mathcal{Q}$ for all $i \in \mathcal{V}$. Moreover, due to the limitation on the robot actuation, the control input is bounded by $u_{i,t} \in \mathcal{U}_i$ where $\mathcal{U}_i := \{u \in \mathbb{R}^2 | u_{\text{min}} \leq u \leq u_{\text{max}}\}$.

At time step $t$, a noisy measurement of the environmental field of interest taken by the mobile sensor $i$ at the location $s_{i,t}$ is modeled as

\[
y_{i,t} = h(s_{i,t}) + w_i,
\]

where $h : \mathbb{R}^2 \rightarrow \mathbb{R}$ is a latent function of the spatial field at $s_{i,t}$ while $w_i$ is a Gaussian zero-mean independent and identically distributed noise. All the sensor measurements at time step $t$ are denoted by $y_t = [y_{i,t}]_{i \in \mathcal{V}} \in \mathbb{R}^M$ and the collective measurements from time step 0 to time step $t$ are denoted by $Y_{0:t} = [y_k]_{k=0, \ldots, t} \in \mathbb{R}^{M(t+1)}$.

The measurements of the spatial phenomenon collected after each time step are limited as compared with the infinite number of locations in the space of interest. Thus, in the monitoring applications, it is expected to employ the collective measurements to predict the spatial field at unmeasured positions. Statistically, this paradigm can be obtained by the use of the data-driven GP model $f_{\theta,t}$ specified by a mean function $m(s_{i,t}; \theta_t)$ and a covariance function $\text{cov}(s_{i,t}, s_{j,t}; \theta_t)$.

Another constraint considered in the MRSN model in this work is the physical collision avoidance among the mobile sensors when they navigate through the environment. To mathematically formulate this constraint, we employ the Voronoi theory [21]. The Voronoi partition of the mobile agent $i$ at time $t$ is defined by

\[
V_{i,t} := \{q \in \mathcal{Q} | \|q - s_{i,t}\| \leq \|q - s_{j,t}\|, \forall j \neq i\}.
\]

Moreover, due to geometrical shapes of the robots and the modelling errors caused by the dynamics approximations, we consider the allowable movement region $\Omega_{i,t}$, which is constituted by shrinking the Voronoi cell $V_{i,t}$ by a small safety threshold $\epsilon > 0$, as demonstrated in Fig. 1.

### B. Adaptive Sampling Problem for Nonholonomic MRSN

It is defined that at the time step $t$, the mobile sensors take measurements of the environmental phenomenon at their current locations. The goal is to find optimal sampling locations of the network at the time $t + H$ and a sequence of control inputs from $t$ to $t + H - 1$ using discretized predictive models with control horizon of $H > 0$, as can be illustrated by the timeline in Fig. 2. Therefore, measurements are taken periodically every $H$ time steps. Due to the resource constraints in the network including limited numbers of the sensors and robots, communication, memory, computation, power, time and motion dynamics, it is required that the
sampling sampling locations lie on the most informative sampling paths. To address this problem, we exploit the prediction capability of the GP model \( y_{t|t} \) given the collective observations \( y_{0:t} \) to predict the environmental field at unmeasured locations. The predictions can be utilized to optimize the sampling positions. Statistically, the mean vector and covariance matrix of the posterior distribution at the possible next sampling locations \( s_{t+H} \) are given by

\[
\mu_{y_{t+H}|y_{0:t}} = \mathbf{m}(s_{t+H}) + \Sigma_{t+H;0:t} \Sigma_{0:t}^{-1}(y_{0:t} - \mathbf{m}(s_{0:t}))
\]

\[
\Sigma_{y_{t+H}|y_{0:t}} = \Sigma_{t+H;0:t} - \Sigma_{t+H;0:t} \Sigma_{0:t}^{-1} \Sigma_{0:t;0:t},
\]

where \( \mathbf{m}(s_{0:t}) \) and \( \mathbf{m}(s_{t+H}) \) are the mean vectors of the latent variables at \( s_{0:t} \) and \( s_{t+H} \), respectively. The \( M \times M \) matrix \( \Sigma_{t+H;0:t} \) is the covariance matrix at \( s_{t+H} \), \( \Sigma_{t+H;0:t} \) is the cross-covariance matrix between \( \hat{y}_{t+H} \) and \( y_{0:t} \), and \( \Sigma_{0:t} \) is the covariance matrix of \( y_{0:t} \). For the simplicity purpose, let \( \Sigma(s_{t+H}) \) denote \( \Sigma_{y_{t+H}|y_{0:t}} \) henceforth.

The main objective in the MRSN for monitoring an environmental phenomenon is minimize the prediction uncertainty at unmeasured positions given the collective measurements. In [15], [22] it was proved that minimizing the prediction uncertainty at unobserved locations is equivalent to maximizing the conditional entropy of the spatial field at the next sampling locations. In other words, in the context of the GP model, the optimization criterion for finding the most informative sampling paths can be calculated through the log determinant of the covariance matrix. The adaptive sampling optimization problem for a general MRSN in a spatial monitoring application can be formulated as follows,

\[
s_{t+H}^* = \arg\max_{s_{t+H}} \log \det \Sigma(s_{t+H}).
\]

Nonetheless, under the nonholonomic dynamics, movement and control constraints as presented in Section II-A, the optimization problem (6) can be rewritten in a constrained optimization problem format by

\[
\text{minimize}_{\{s_{i,t+1}, u_{i,t+1}\} \in I_i} f_0(s_{t+H}) + \sum_{i=1}^M f_i(\{u_{i,t+j}, s_{i,t+j+1}\} \in I_i, j \in V_i)
\]

subject to

\[
x_{i,t+j+1} = f_d(x_{i,t+j}, u_{i,t+j}),
\]

\[
u_{i,t+j+1} = \Omega_i, i, t+j+1 \in \text{I}_i,
\]

\[
\forall j \in V_i, \forall i \in \mathcal{V},
\]

where \( f_0(s_{t+H}) = -\log \det (\Sigma(s_{t+H})) \) is the sampling metric, \( f_i(\{u_{i,t+j}, s_{i,t+j+1}\} \in I_i, j \in V_i) \) is a convex function of the control cost for each robot with \( V_i = \{0, \ldots, H-1\} \). For example, in this work \( f_i = \sum_{j=0}^{H-1} [u_{i,t+j}]_Q^2 + [u_{i,t+j} - u_{i,t+j-1}]_R^2 \), that controls both velocity and acceleration of the robot \( i \) for smoother movement, where \( Q_i \) and \( R_i \) are positive semidefinite weight matrices with appropriate dimensions. It is noted that the notation \( \|\cdot\|_\square \) denotes the \( \square \)-norm of vector \( \nu \) with respect to the positive semidefinite matrix \( \square \).

It can be seen that (6) is a highly nonconvex and complex optimization problem where the nonconvexity is presented in both the objective and constraint functions. That is, solving the problem by the grid-based methods, e.g., [15], may be impractical. Moreover, complexity of the objective function causes (6) to be computationally intractable. For instance, the popular nonlinear programming solver Ipopt [23] failed to solve it. Therefore, in this work we employ another algorithm in the optimization domain and propose a new approach to effectively address this highly nonconvex and complex problem.

III. ADAPTIVE SAMPLING STRATEGY USING DISTRIBUTED OPTIMIZATION ALGORITHMS

To solve the adaptive sampling problem (6) by distributed optimization algorithms, we first re-write the problem in a splitting form. Define \( z = [s_{t+H}^T]_i \in \mathbb{R}^{2M} \) and \( w_i = [x_i^T, u_i^T]^T \in \mathbb{R}^{5H} \) where \( x_i = [x_{i,t+j+1}]_i \in \mathbb{R}^{H} \) and \( u_i = [u_{i,t+j+1}]_i \in \mathbb{R}^{H} \) are the vectors collecting states and control variables of the robot \( i \) over a horizon. The problem (6) can be represented in the following splitting form,

\[
\text{minimize}_{\{w_i\} \in \mathcal{V}, z} f_0(z) + \sum_{i=1}^M f_i(w_i)
\]

subject to

\[
w_i \in \mathcal{C}_i, \forall i \in \mathcal{V}
\]

\[
E_i z = F_i w_i, \forall i \in \mathcal{V}.
\]

where \( E_i \) and \( F_i \) are transformation matrices that extract \( s_{i,t+H} \) from \( z \) and \( w_i \), respectively. The nonconvex set \( \mathcal{C}_i \) represents all the constraints in (6) and can be defined by a set of equality constraints \( g_{i,j}(w_i) = 0, \forall j \in J_{i,eq} \) and inequality constraints \( h_{i,j}(w_i) \leq 0, \forall j \in J_{i,ineq} \) where \( J_{i,eq} \) and \( J_{i,ineq} \) are the sets of the equality and inequality constraint indices, respectively. Based on the definitions of all the constraints in (6), it is noted that for all \( i \in \mathcal{V}, g_{i,j}(w_i), h_{i,j}(w_i), \forall j \in J_{i,eq} \) and \( h_{i,j}(w_i), \forall j \in J_{i,ineq} \) are continuously differentiable.

The ADMM algorithm, which was presented for convex problems in [24], has been demonstrated as an effective method for solving distributed optimization problems. Some variants of the distributed ADMM algorithm have been developed for nonconvex and nonsmooth optimization in recent years, e.g., non-convex ADMM [25], linearized ADMM [17], and majorization-ADMM [26]. Since our problem (7) is constrained, the majorization-ADMM technique in [26], which does not handle constraints, is not applicable. Hence, in this section, we present two approaches based on the distributed ADMM framework with linearization to tackle the non-convex, non-smooth, and highly complex constrained optimization problem (7). The first method is derived from the work [17] where the linearized ADMM (L-ADMM) algorithm is proposed for nonconvex nonsmooth optimization problems. Though the L-ADMM technique can find a solution for the problem (6), it is still computationally expensive since a non-convex optimization problem is involved in each algorithmic iteration. Therefore, in the second method, we propose a novel algorithm called successive convexified ADMM (SC-ADMM) that dexterously exploits both the distributed proximal characteristic of the ADMM paradigm [18] and the successive convexification programming [19] to avoid solving non-convex optimization problems. The proposed SC-ADMM can address
Algorithm 1 Distributed L-ADMM algorithm

Require: \( z^{(0)}, \mu^{(0)}, \epsilon_{res}, k_{max}, \rho, L \)

1: for \( k = 0, \ldots, k_{max} \) do
2:   Central station sends the query point \( E_i(z^{(k)} + \mu^{(k)}/\rho) \)
3:   to agent \( i, \forall i \in V \)
4:   Agent \( i \) computes \( w_i^{(k+1)} \) by (10a), \( \forall i \in V \), in parallel
5:   Agent \( i \) sends \( v_i^{(k)} = F_i w_i^{(k)} \) to the central station
6:   Central station collects \( v_i^{(k)} \) and forms \( v^{(k)} = [v_i^{T}]_{i \in V} \)
7:   Central station computes \( z^{(k+1)} \) by (10b)
8:   Central station updates \( \mu^{(k+1)} \) by (10c)
9:   if \( \|z^{(k+1)} - v^{(k+1)}\| < \epsilon_{res} \) then
10:  Stop and return \( w^{(k+1)} \)

return \( w^{(k_{max})} \)

the problem (6) more efficiently than the L-ADMM algorithm in terms of computation time, as demonstrated in Section IV.

A. L-ADMM for Adaptive Sampling Problem

In L-ADMM framework, we minimize the augmented Lagrangian function of the problem (7) that is defined by

\[
L(z, \{w_i\}_{i \in V}, \mu) = f_0(z) + \sum_{i=1}^{M} \left( f_i(w_i) + I_{C_{i,t}}(w_i) \right) + (E_i\mu)^T (E_i z - F_i w_i) + \frac{\rho}{2} \|E_i z - F_i w_i\|_2^2, \tag{8}
\]

where \( \mu \in \mathbb{R}^{2M} \) is a vector of the associated dual variables and \( \rho \) is a regularization parameter, while \( I_{C_{i,t}}(w_i) \) is an indicator function of the set \( C_{i,t} \), for all \( i \in V \).

Given the nonconvex augmented Lagrangian function (8), the classical ADMM algorithm [24] can solve the problem (7) by performing the following steps.

\[
w_i^{(k+1)} = \arg\min_{w_i \in \mathbb{R}^{2M}} f_i(w_i) + \frac{\rho}{2} \|F_i w_i - E_i z^{(k)} - \mu^{(k)}\|_2^2, \forall i \in V \tag{9a}
\]

\[
z^{(k+1)} = \arg\min_{z} f_0(z) + \frac{\rho}{2} \|z - (v^{(k+1)} - \mu^{(k)})\|_2^2 \tag{9b}
\]

\[
\mu^{(k+1)} = \mu^{(k)} + \rho \left( z^{(k+1)} - v^{(k+1)} \right), \tag{9c}
\]

where \( v = [F_i w_i]_i \in V \in \mathbb{R}^{2M} \).

It can be seen that solving the optimization problem (9b), which involves the log determinant of a covariance matrix in the function \( f_0(z) \), is computationally intractable. To address this issue, the authors of the work [17] proposed in their L-ADMM method to employ the first-order approximation of \( f_0 \) to find \( z \). The steps to solving the problem (7) by the L-ADMM technique are presented as follows.

\[
w_i^{(k+1)} = \arg\min_{w_i \in \mathbb{R}^{2M}} f_i(w_i) + \frac{\rho}{2} \|F_i w_i - E_i z^{(k)} - \mu^{(k)}\|_2^2, \forall i \in V \tag{10a}
\]

\[
z^{(k+1)} = \arg\min_{z} f_0(z) + \frac{1}{\rho} \left( \|v^{(k+1)} - \mu^{(k)}\| - \frac{1}{\rho} \left( \|v^{(k+1)} - \mu^{(k)}\| + \frac{\mu^{(k)}}{\rho} \right) \right) \tag{10b}
\]

\[
\mu^{(k+1)} = \mu^{(k)} + \rho \left( z^{(k+1)} - v^{(k+1)} \right), \tag{10c}
\]

where \( L \) is a Lipschitz constant of \( \nabla^T f_0, i.e., L \) satisfies the following condition

\[
\|\nabla^T f_0(z) - \nabla^T f_0(z')\| \leq L \|z - z'\|
\]

for all \( z, z' \in Q \).

To run the L-ADMM algorithm in a distributed manner, at each iteration, each mobile robot is required to solve the optimization problem (10a) and then send its correspondingly obtained sampling location \( s_{i,t+H} \) to the central station where the consensual \( z^{(k+1)} \) is computed. The dual variables \( \mu^{(k+1)} \) are then also updated. The algorithm iterations are repeated until the convergence or the maximum number of the iterations is reached. It is noticed that [17] provides some criteria to choose the parameters \( \rho \) and \( L \) so that the L-ADMM algorithm can converge to the Karush-Kuhn-Tucker points of the original nonconvex and nonsmooth problem (7). The distributed L-ADMM method is summarized in Algorithm 1.

B. Successive Convexified ADMM Algorithm

The main disadvantage of the L-ADMM algorithm [17] is that the indicator function \( I_{C_{i,t}}(w_i) \) in (8) is nondifferentiable and hence can not be linearized, leading to the nonconvex optimization problem (10a) at each iteration. Therefore, we propose a novel SC-ADMM method based on the sequential convexification programming [19] to convexify the non-convex problem (10a) by linearizing the nonholonomic dynamics in a small trust region around a nominal solution. In other words, by the use of the first-order approximations, both the non-linear dynamic constraints and the log determinant of the predicted covariance matrix are linearized. The proposed approach can significantly reduces the computation time in solving the nonconvex optimization problem (10a) as compared with the L-ADMM algorithm. Specifically, instead of considering the indicator function of the constraint sets, we encode the inequality and equality constraints by the exact penalty functions [19] leading to the nonconvex penalty problem corresponding to (7) as follows,

\[
\text{minimize } J(z, \{w_i\}_{i \in V}) = f_0(z) + \sum_{i=1}^{M} \left( f_i(w_i) + \sum_{j \in J_{eq}} \lambda_{i,j} |g_{i,j}(w_i)| + \sum_{j \in J_{ineq}} \tau_{i,j} \max(0, h_{i,j}(w_i)) \right) \tag{11}
\]

subject to \( E_i z - F_i w_i = 0, \forall i \in V \),

where for each mobile sensor \( i, \lambda_{i,j}, \forall j \in J_{eq} \) and \( \tau_{i,j}, \forall j \in J_{ineq} \) are the large penalty weights. The augmented Lagrangian
function of the problem (11) can be defined by:
\[
L(z, \{w_i\}_{i \in \mathcal{V}}) = f_0(z) + \sum_{i=1}^{M} \left(f_i(w_i) + \sum_{j \in \mathcal{J}_{i\in\mathcal{D}}} \lambda_{i,j} |g_{i,j}(w_i)| + \sum_{j \in \mathcal{J}_{i\in\mathcal{D}}} \tau_{i,j} \max \left(0, h_{i,j}(w_i)\right) \right)
+ \frac{1}{2} \|E_i z - F_i w_i\|^2_2.
\]
(12)

In the proposed algorithm, we employ the first-order approximation of the non-linear terms in the \(w\)-minimization steps to form the convex subproblems. It is noted that the linearization is computed by the \(| \cdot |\) and \(\max(0, \cdot)\) functions, leading to the following iterative computation steps,
\[
w^{(k+1)}_i = w^{(k)}_i + \Delta_i^{(k+1)}, \quad \forall i \in \mathcal{V}
\]
\[
z^{(k+1)} = v^{(k+1)} - \frac{1}{(\rho + L)} \left(\nabla f_0(v^{(k+1)}) + \mu^{(k)}\right)
\]
\[
\mu^{(k+1)} = \mu^{(k)} + \rho (z^{(k+1)} - v^{(k+1)})
\]
\[
\Delta_i^{(k+1)} = \text{argmin} f_i(w_i^{(k)} + \Delta_i)\]
\[
+ \sum_{j \in \mathcal{J}_{i\in\mathcal{D}}} \lambda_{i,j} \left| g_{i,j}(w_i^{(k)}) + \nabla g_{i,j}(w_i^{(k)})^T \Delta_i \right|
+ \sum_{j \in \mathcal{J}_{i\in\mathcal{D}}} \tau_{i,j} \max \left(0, h_{i,j}(w_i^{(k)}) + \nabla h_{i,j}(w_i^{(k)})^T \Delta_i \right)
\]
subject to \(\|\Delta_i\| \leq r_i\),

where \(r_i\) is a small trust-region radius that specifies the local neighborhood around the nominal solution in which the convex optimization subproblem (14) is valid. This radius can be adapted by comparing the actual cost value and the predicted cost value, which are respectively given by
\[
J_i(w_i^{(k+1)}) = f_i(w_i^{(k+1)}) + \sum_{j \in \mathcal{J}_{i\in\mathcal{D}}} \lambda_{i,j} |g_{i,j}(w_i^{(k+1)})| + \sum_{j \in \mathcal{J}_{i\in\mathcal{D}}} \tau_{i,j} \max \left(0, h_{i,j}(w_i^{(k+1)})\right)
\]
and
\[
\tilde{J}_i(\Delta_i^{(k+1)}) = f_i(w_i^{(k)} + \Delta_i) - f_i(w_i^{(k+1)}) + \sum_{j \in \mathcal{J}_{i\in\mathcal{D}}} \lambda_{i,j} \left| g_{i,j}(w_i^{(k)}) + \nabla g_{i,j}(w_i^{(k)})^T \Delta_i^{(k+1)} \right|
+ \sum_{j \in \mathcal{J}_{i\in\mathcal{D}}} \tau_{i,j} \max \left(0, h_{i,j}(w_i^{(k)}) + \nabla h_{i,j}(w_i^{(k)})^T \Delta_i^{(k+1)} \right).
\]

Remark 1: (The adjustment rule for the trust-region radius)\(^1\) We compare the difference between the actual cost and the predicted cost, i.e., \(\delta_i^{(k+1)} = J_i(w_i^{(k+1)}) - \tilde{J}_i(\Delta_i^{(k+1)})\), with some predefined thresholds \(0 < \epsilon_0 < \epsilon_1 < +\infty\) to adjust the trust region \(r_i\) according to the following rule.

\(^1\)This rule is an adapted version of the original adjustment rule in [19].
In other words, the proposed approach drove the robotic mobile sensors efficiently monitored the temperature field. Overall, the obtained results show that the network of the given the arbitrary starting positions of the robotic sensors. Thus, in practice, for the purpose of prediction accuracy, it is predicted variances (ALPVs), the root mean squared errors (RMSEs) and the maximum absolute errors (MAEs). These results were computed against the ground truth in Fig. 3 and demonstrated in Figures 6c and 6f, respectively, to be highly comparable with the ground truth, at the time steps of 10 and 15, differentiation of the predicted temperature results obtained by both the algorithms as compared with the ground truth presented in Fig. 3. Though at the time step of 5 the predicted temperature obtained by the L-ADMM method is slightly better than that obtained by our proposed SC-ADMM algorithm as compared with the ground truth, at the time steps of 10 and 15, differentiation of the predicted temperature results obtained by both the techniques is hardly seen in Fig. 6. Therefore, we further summarized the results at every sampling step for the 3 different validation metrics including the average logarithm of predicted variances (ALPVs), the root mean squared errors (RMSEs) and the maximum absolute errors (MAEs). These results were computed against the ground truth in Fig. 3 and are demonstrated in Fig. 7. It can be clearly seen that from the time step of 8 onwards the proposed SC-ADMM algorithm outperforms the L-ADMM method though at the time step of 15 this outperformance is trivial. It can be explained by the fact that at the time step of 15 the two sampling networks reached to a large number of 80 measurements, leading to the predicted temperature fields obtained by both the algorithms as demonstrated in Figures 6c and 6f, respectively, to be highly comparable with the ground truth.

We now summarize all the results for the 3 different validation metrics obtained by both the algorithms in all the 1000 experiments and present them in the box plot format in Fig. 8. Similar to the aforementioned discussion for a single experiment example, from Fig. 8 overall difference in the prediction results obtained by the L-ADMM algorithm and our proposed SC-ADMM approach is trivial although it is noticed that the predicted spatial field is highly comparable to the ground truth. Thus, in practice, for the purpose of prediction accuracy, it is suggested to solve the adaptive sampling optimization problem in a MRSN for environmental monitoring applications by the either L-ADMM or SC-ADMM techniques. Nonetheless, for practicality, we investigated computational complexity of both the algorithms by summarizing their computing time in all the 1000 experiments. The summarized computation time is shown by the boxplots in Fig. 9, where we considered sensors on the most informative sampling paths while the prediction uncertainty of the spatial phenomenon in the entire environment was significantly reduced after every sampling step where the sensors took measurements. For instance, the sampling trajectories of the mobile sensors at one random experiment example are illustrated in Fig. 5. These sampling paths were obtained by both the L-ADMM algorithm and our proposed SC-ADMM technique. It is noted that the trajectories are plotted on the background with the predicted variances of the spatial temperature field in the entire environment in order to highlight how considerably the robot navigations reduced the prediction uncertainty of the temperature. Given the color bars, it can be seen that at each sampling step each robotic sensor tended to move to the location with the highest prediction uncertainty in its allowable movement region so that the predicted variance was minimized.

Furthermore, the predicted temperature fields in the whole environment at the 3 particular time steps of 5, 10 and 15, respectively, in the demonstrated example are depicted in Fig. 6. Given the sampling trajectories shown in Fig. 5, over time it can be seen that the corresponding predicted fields in Fig. 6 were gradually approaching to the ground truth presented in Fig. 3. It is understood that at the beginning of the monitoring process, all the mobile sensors have no information about the spatial temperature phenomenon. That is, they can start at any random locations. To demonstrate that our proposed algorithm is always valid, we conducted the 1000 experiments given the arbitrary starting positions of the robotic sensors. Overall, the obtained results show that the network of the 5 mobile sensors efficiently monitored the temperature field. In other words, the proposed approach drove the robotic sensors on the most informative sampling paths while the prediction uncertainty of the spatial phenomenon in the entire environment was significantly reduced after every sampling step where the sensors took measurements. For instance, the sampling trajectories of the mobile sensors at one random experiment example are illustrated in Fig. 5. These sampling paths were obtained by both the L-ADMM algorithm and our proposed SC-ADMM technique. It is noted that the trajectories are plotted on the background with the predicted variances of the spatial temperature field in the entire environment in order to highlight how considerably the robot navigations reduced the prediction uncertainty of the temperature. Given the color bars, it can be seen that at each sampling step each robotic sensor tended to move to the location with the highest prediction uncertainty in its allowable movement region so that the predicted variance was minimized.

Furthermore, the predicted temperature fields in the whole environment at the 3 particular time steps of 5, 10 and 15, respectively, in the demonstrated example are depicted in Fig. 6. Given the sampling trajectories shown in Fig. 5, over time it can be seen that the corresponding predicted fields in Fig. 6 were gradually approaching to the ground truth presented in Fig. 3. Though at the time step of 5 the predicted temperature obtained by the L-ADMM method is slightly better than that obtained by our proposed SC-ADMM algorithm as compared with the ground truth, at the time steps of 10 and 15, differentiation of the predicted temperature results obtained by both the techniques is hardly seen in Fig. 6. Therefore, we further summarized the results at every sampling step for the 3 different validation metrics including the average logarithm of predicted variances (ALPVs), the root mean squared errors (RMSEs) and the maximum absolute errors (MAEs). These results were computed against the ground truth in Fig. 3 and are demonstrated in Fig. 7. It can be clearly seen that from the time step of 8 onwards the proposed SC-ADMM algorithm outperforms the L-ADMM method though at the time step of 15 this outperformance is trivial. It can be explained by the fact that at the time step of 15 the two sampling networks reached to a large number of 80 measurements, leading to the predicted temperature fields obtained by both the algorithms as demonstrated in Figures 6c and 6f, respectively, to be highly comparable with the ground truth.

We now summarize all the results for the 3 different validation metrics obtained by both the algorithms in all the 1000 experiments and present them in the box plot format in Fig. 8. Similar to the aforementioned discussion for a single experiment example, from Fig. 8 overall difference in the prediction results obtained by the L-ADMM algorithm and our proposed SC-ADMM approach is trivial although it is noticed that the predicted spatial field is highly comparable to the ground truth. Thus, in practice, for the purpose of prediction accuracy, it is suggested to solve the adaptive sampling optimization problem in a MRSN for environmental monitoring applications by the either L-ADMM or SC-ADMM techniques. Nonetheless, for practicality, we investigated computational complexity of both the algorithms by summarizing their computing time in all the 1000 experiments. The summarized computation time is shown by the boxplots in Fig. 9, where we considered
both the scenarios of using the distributed and centralized optimization. It is noted that in the centralized scenario all the computation was conducted at the central station while in the distributed scenario each individual robot calculated its own nonholonomic dynamics, control and movement constraints before sending the results to the central station, as presented in Section III. Fig. 9 obviously shows that the distributed paradigm is computationally better than the centralized model and that the proposed SC-ADMM algorithm runs much faster than the L-ADMM counterpart given the same system set-up.

That is, the highly computational efficiency of the SC-ADMM approach leads to preferences in using the proposed algorithm to practical implementation in real-time systems.

V. CONCLUSIONS

The paper has presented a discussion about the adaptive sampling in a nonholonomic MRSN for effectively monitoring an environmental spatial field. To the best of our knowledge, it
is the first time the paper has taken all the control, movement and nonholonomic dynamic constraints of the mobile sensors into consideration, which makes the sampling optimization problem highly nonlinear, nonconvex and complex. We have first discussed how to solve the optimization problem by the L-ADMM algorithm and discovered the computational complexity in the algorithm due to its indicator function definition. We have then proposed a novel but efficient SC-ADMM approach that exploits the first-order approximation to tractably handle non-convexity and high complexity of the objective function and the successive convexification programming to sequentially convexify the nonlinear dynamic constraints. Thus, the proposed SC-ADMM approach can computationally effectively and accurately address the adaptive sampling optimization problem as compared with the L-ADMM counterpart. We have implemented both the L-ADMM and SC-ADMM algorithms in the 1000 experiments in a synthetic environment using the realistic indoor temperature dataset. Though the obtained results demonstrate that both the algorithms can provide accurate prediction of the spatial temperature field at the unobserved locations, the SC-ADMM method run much faster, which promises its potential practicality.

In the future work, we will implement the proposed approach in a realistic mobile sensor system to verify its practical effectiveness.
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