I. INTRODUCTION

Existence of singularities in General Relativity (GR) is a well-known “headache” of this theory. According to GR they exist both in cosmology and inside black holes. Famous theorems proved by Penrose and Hawking imply that such singularities are inevitable provided physically reasonable energy conditions are satisfied. Exact solutions of Einstein equations show that both cosmological and black hole singularities are related to an infinite growth of spacetime curvature. In spite of this common property there exists an important difference between these two types of singularities. Homogeneous isotropic universes are conformally flat, so that their Weyl tensor vanishes. Their singularity is related to an infinite growth of the Ricci tensor. In order to prevent its formation it is sufficient to modify the matter stress-energy tensor. Certainly, such a modification should violate some energy conditions. Inside a static or stationary black hole the singularity is related to infinite growth of the Weyl tensor and it cannot be prevented by simple modification of the matter stress-energy tensor. This property makes the problem of black hole singularities more complicated.

There is a general belief that the ultraviolet (UV) incompleteness of GR can be cured by a properly chosen modification of this theory. Namely, one can expect that in such a modification the curvature invariants cannot grow infinitely and are always less than some limiting value. This condition was formulated by Markov [1, 2] as a new fundamental principle of theoretical physics. A natural question is: If curvature singularities are eliminated in a theory satisfying the limiting curvature condition, how the spacetime properties would be modified in the domains with high curvature close to the critical one. There are several publications where this question was addressed. It was demonstrated that in cosmology the existence of the limiting curvature opens a possibility of bouncing cosmological models [1–18]. For black holes the validity of this principle makes it possible to form new universes in their interior [19–22].

There exist several models which obey the limiting curvature condition. For example, one can include in the theory of gravity dilaton scalar fields and find their potential which allows one to restrict curvature (see e.g. [16, 17, 23]).

Recently, the authors of the present paper proposed a new approach in which the limiting curvature condition is satisfied. This is achieved by adding to the Einstein-Hilbert action of GR extra terms which provide fulfillment of inequality constraint(s) restricting the value of chosen curvature invariant(s). Basic mechanism of application of such inequality constraints to classical mechanics is discussed in [24]. Limiting curvature models for 2D black holes and for cosmology were studied in [25] and [26], respectively.

In the present paper we continue to study the limiting curvature theory of gravity. Now we focus on the problem of the interior of a four-dimensional spherically symmetric black hole. In section II we discuss spherically symmetric metrics and their curvature invariants. In section III we present a reduced action approach. Modification of the gravitational theory by including inequality constraint restricting curvature is described in section IV. Linear in curvature invariants inequality constraints are discussed in section V. Next four sections contain derivation and analysis of solutions describing the interior of the black hole in the constructed limiting curvature models. Summary of results and their discussion is the subject of section X. An appendix collects useful formulas, which are used in the “main body” of the paper.

II. SPHERICALLY SYMMETRIC METRIC AND ITS CURVATURE INVARIANTS

A. Metric

Schwarzschild metric is a spherically symmetric solution of vacuum Einstein equations. It has a well-known form

\[ ds^2 = -(1 - \frac{2M}{r})dt^2 + \frac{dr^2}{1 - \frac{2M}{r}} + r^2d\omega^2, \]  \hspace{1cm} (2.1)
where $d\omega^2 = d\theta^2 + \sin^2 \theta \, d\phi^2$ is a metric on 2D round sphere. The existence of the Killing vector $\xi = \partial_t$ for this metric is a consequence of Birkhoff’s theorem. The parameter $M$ is the mass of a static black hole described by metric (2.1). In the black-hole’s interior, that is for $r < 2M$, we write this metric in the form

$$ds^2 = -\frac{dr^2}{f} + f \, dt^2 + r^2 \, d\omega^2, \quad f = \frac{2M}{r} - 1. \quad (2.2)$$

The coordinate $t$ is still the Killing parameter, but now $(\nabla t)^2 > 0$, so that $t$ is a spatial coordinate. The metric function $f = -(\nabla t)^2$ is positive in the black hole interior, so that the coordinate $r$ is a timelike coordinate. We define a new time coordinate $\tau$ as follows

$$\tau = -\int_{2M}^{r} \frac{dr}{\sqrt{f}}. \quad (2.3)$$

Calculating this integral one finds the following relation between $\tau$ and $r$

$$\tau = \sqrt{r(2M - r)} + M \arcsin \left( \frac{M - r}{r} \right) + \frac{1}{2} \pi M. \quad (2.4)$$

Parameter $\tau$ has a simple meaning. Namely, it is a proper time along a world line with fixed values of $(t, \theta, \phi)$. The integration constant is chosen so that $\tau = 0$ at $r = 2M$. For $r = 0$ one has $\tau = \pi M$. Kretschmann curvature invariant $K = R_{\alpha\beta\gamma\delta}R^{\alpha\beta\gamma\delta}$ calculated for this metric is

$$K = \frac{48M^2}{r^6}. \quad (2.5)$$

It infinitely grows in the black hole interior in the vicinity of a singularity at $r = 0$.

The existence of singularities is a well known “illness” of the General Relativity. Our goal is to study how this prediction is changed if one modifies the theory by imposing the limiting curvature restriction. In such a model the metric (2.2) remains valid until the spacetime curvature reaches some limiting value. Later we specify its concrete choice but at the moment we assume that this happens at some value of the radial coordinate $r = r_0 < 2M$.

For the later time form the metric would be different from (2.2). We write this metric in the following general form

$$ds^2 = -b^2 \, d\tau^2 + B^2 \, dt^2 + a^2 \, d\omega^2, \quad (2.6)$$

where $a$, $b$ and $B$ are functions of time $\tau$. Let us make some explanation concerning this choice. Metric (2.6) has the Killing vector $\xi = \partial_t$ which it inherited from (2.2) and $t$ is a spacelike coordinate. There is an ambiguity in the choice of the time coordinate $\tau$ and the presence of the metric coefficient $b(\tau)$ reflects this. In a special gauge $b(\tau) = 1$ the coordinate $\tau$ coincides with the proper time parameter. At the moment we keep $b(\tau)$ arbitrary. This allows one to reduce the action of the theory to a functional depending on three functions, $b(t)$, $a(\tau)$ and $B(\tau)$, such that its variations give a complete set of equations. After the variation one can fix the choice of gauge.

We shall use two options:

- Synchronous gauge: $b(\tau) = 1$

$$ds^2 = -d\tau^2 + B(\tau)^2 \, dt^2 + a(\tau)^2 \, d\omega^2. \quad (2.7)$$

- Radial gauge in which

$$ds^2 = -\frac{1}{f(r)} \, dr^2 + e^{2\gamma(r)} f(r) \, dt^2 + r^2 \, d\omega^2. \quad (2.8)$$

It is easy to see that

$$\xi^2 = B^2 = e^{2\gamma} f, \quad f = -(\nabla r)^2. \quad (2.9)$$

Any symmetric tensor $A_{\mu\nu}$ which respects the symmetries of the metric (2.6), that is which is invariant under rotations, translation $t \rightarrow t + a$ and reflection $t \rightarrow -t$, has the following form

$$A_{\mu\nu}^\tau = \text{diag}(\hat{A}(\tau), \hat{A}(\tau), \hat{A}(\tau), \hat{A}(\tau)). \quad (2.10)$$

**B. Curvature invariants**

The Riemann curvature tensor for the metric (2.7) has four non-vanishing components\footnote{This property is also valid for a spherically symmetric metrics which depends on both space and time coordinates. Narlikar and Karmarkar \cite{27} proposed that this set of four invariants is sufficient for the construction of all other algebraic invariants of the curvature tensor. The metric (2.6) belongs to a wider class of so called warped product metrics. A discussion of the complete set of curvature invariants which is sufficient for construction of algebraic curvature invariants and further references can be found in \cite{28}.}

$$R_{\tau\tau\tau\tau} = -v, \quad R_{\tau\tau\theta\theta} = -q, \quad (2.11)$$

$$R_{\tau\theta\theta\theta} = u, \quad R_{\theta\theta\theta\theta} = p. \quad (2.12)$$

The hat over indices of the curvature means that the components of this tensor are calculated in the tetrad formed by unit vectors along the corresponding coordinate lines. The curvature invariants $(p, q, u, v)$ in synchronous coordinates are

$$p = \frac{\ddot{a}^2 + b^2}{a^2 b^2}, \quad q = \frac{\ddot{a}b}{ab^2} - \frac{\dot{a}}{a} \frac{b}{b^3}, \quad (2.13)$$

$$u = \frac{\ddot{a}B}{aB^2}, \quad v = \frac{\ddot{B}}{B^2} - \frac{\dot{B}}{B} \frac{b}{b^3}. \quad (2.14)$$

A dot in these expressions means the derivative with respect to $\tau$. The curvature invariants in the radial coordinates are

$$p = \frac{f}{r^2}, \quad q = \frac{f'}{r^2}, \quad u = \frac{3f'' + r'f'}{r^2}, \quad (2.15)$$

$$v = f \gamma' + f' \gamma'^2 + \frac{3}{2} f'' + \frac{3}{2} f' \gamma'. \quad (2.16)$$

Here the prime means a derivative with respect to $r$.

In what follows the following simple remarks will be useful.
Let us consider a two dimensional spacetime with metric
\[ d\gamma^2 = -b^2(\tau) + B^2(\tau)\,d\tau^2. \quad (2.17) \]
Its 2D curvature is \((2)R = 2\nu\), where \(\nu\) is given in (2.14).

Consider three dimensional spacetime with metric
\[ d\Gamma^2 = -b^2(\tau)\,d\tau^2 + a(\tau)^2\,d\omega^2. \quad (2.18) \]
The Einstein tensor for it is \((3)G^\mu_\nu = -\text{diag}(p, q, u, v)\), where \(p\) and \(q\) are given in (2.13).

Hence, if one restricts 2D curvature for metric \(d\gamma^2\) and 3D curvature invariants for metric \(d\Gamma^2\) then the 4D curvature invariants (2.11)–(2.12) will be also restricted, provided an additional invariant \(u\) is bounded.

For the Schwarzschild metric these curvature invariants take the form
\[ p = v = -2q = -2u = \frac{2M}{r}. \quad (2.19) \]
The Ricci tensor, the traceless Ricci tensor, and the Einstein tensor for the metric (2.10) are linear combinations of the basic invariants \((p, q, u, v)\). These expressions as well as expressions for quadratic in curvature invariants are collected in the appendix.

The curvature invariants \(q \) and \(v \) which enter the expression (2.11) for the Riemann tensor contain second derivatives of the metric functions \(a(\tau)\) and \(B(\tau)\). Using covariant derivatives of the Riemann curvature one can construct additional set of scalar invariants, which contain higher derivatives of these functions. For example, one has
\[ R_{\tau\tau\tau\tau} = -\frac{a}{B} v + \ldots, \quad (2.20) \]
\[ R_{\tau\theta\theta\tau} = R_{\tau\theta\theta\tau} = \frac{\dot{q}}{\tau} + \ldots. \quad (2.21) \]

As earlier we use the hat over indices to indicate that the components of this tensor are calculated in the orthonormal tetrad. The dots denote terms which contain less than three time derivatives of the metric functions. All other components of the covariant derivatives of the Riemann tensor which contain \(\dot{q}\) and \(\dot{v}\) can be obtained by permutations of the indices in (2.20) and (2.21).

## III. REDUCED ACTION

Let us consider an action
\[ S = \frac{1}{\kappa} \int \! d^4x \sqrt{-g}L(g), \quad \kappa = 8\pi G. \quad (3.1) \]
Here the Lagrangian \(L(g)\) depends on the metric \(g\) and its derivatives. Besides this it may depend also on some other variables which will be specified later. We use the following notation for the variation of this action over the metric
\[ T^{\alpha\gamma} = \frac{2}{\sqrt{-g}} \frac{\delta S}{\delta g_{\alpha\gamma}}. \quad (3.2) \]
We assume that the Lagrangian \(L\) is a scalar and equations of motion for other fields which enter \(L\) are satisfied then the following conservation law is valid
\[ T^{\alpha\beta} ;_{\beta} = 0. \quad (3.3) \]

Tensor \(T\) being calculated for the metric (2.6) has the form (2.10). We call such a tensor a reduced one. This reduced tensor can be obtained in a different way. Let us substitute first the ansatz (2.6) into the Lagrangian \(L(g)\). As the result one gets the Lagrangian as a function of \(b(\tau), a(\tau), B(\tau)\) and their derivatives. Since it does not depend on \(t, \theta\) and \(\phi\), one can integrate the action \(S\) over these coordinates. As a result one has
\[ S = \frac{1}{\kappa} V S, \quad (3.4) \]
where we defined the dimensionally reduced action
\[ S = \int \! d\tau a^2 b B L(a, b, B), \quad (3.5) \]
and the volume
\[ V = \int \! \sin \theta \, d\theta d\phi dx = 4\pi \int \! dt. \quad (3.6) \]
This (formally infinite) factor does not affect the equations of motion derived from the action and can be omitted.

By varying the reduced action with respect to its arguments \(b, a\) and \(B\) one obtains three quantities, which coincide with the components of the reduced tensor \(T\)
\[ T_\tau = \frac{1}{a^2 B} \frac{\delta S}{\delta \dot{b}}, \quad (3.7) \]
\[ T_t = \frac{1}{a^2 B} \frac{\delta S}{\delta a}, \quad (3.8) \]
\[ T_\phi = \frac{1}{2abB} \frac{\delta S}{\delta a}. \quad (3.9) \]

In what follows we shall use the approach based on the reduced action for obtaining the gravitational equations in our model.

For the metric (2.6) the conservation law (3.2) gives the following relation
\[ \partial_\tau T_\tau = \frac{\dot{R}}{B}[T_t - T_\tau] + 2\frac{\dot{a}}{a} [T_\phi - T_\tau]. \quad (3.10) \]
Thus if we know \(T_\tau\) and \(T_\phi\) components, then \(T_t\) can be expressed in terms of them.
IV. INEQUALITY CONSTRAINTS

In a model with the limiting curvature we consider the action (3.1) with the Lagrangian \( L(g) \) of the form

\[
L(g) = L_g + L_c. \tag{4.1}
\]

Here \( L_g = \frac{1}{2}R \) is the Lagrangian for Einstein-Hilbert action and \( L_c \) is a part of the Lagrangian responsible for inequality curvature constraints. In what follows we use ansatz (2.6) for the metric, and our starting point is the following reduced action

\[
S = \int d\tau a^2 b B \mathcal{L}, \tag{4.2}
\]

\[
\mathcal{L} = L_g + \sum_j \chi_j (\Phi_j + \zeta_j^2). \tag{4.3}
\]

Here \( L_g \) is the reduced form of the Einstein-Hilbert action

\[
L_g = \frac{1}{2} R = p + 2q + 2u + v. \tag{4.4}
\]

After integration by parts one can present this part of the action in the form

\[
S_g = \int d\tau B \left[ b - \frac{\dot{a}^2}{b} - 2 \frac{a \ddot{a} B}{b} \right]. \tag{4.5}
\]

Its variations give

\[
G_\tau^\tau = \frac{1}{a^2 B} \frac{\delta S_g}{\delta b} = -(p + 2u), \tag{4.6}
\]

\[
G_t^t = \frac{1}{a^2 b} \frac{\delta S_g}{\delta \dot{b}} = -(p + 2q), \tag{4.7}
\]

\[
G_b^b = \frac{1}{2ab B} \frac{\delta S}{\delta a} = -(q + u + v). \tag{4.8}
\]

It is easy to see that as expected the obtained expressions coincide with the components of the reduced Einstein tensor (see Appendix).

The action (4.2) contains also a part which is responsible for the inequality constraints. We choose constraint functions in the form

\[
\Phi_j = \Phi_j(p, q, u, v; \Lambda_j). \tag{4.9}
\]

Basically, \( \Phi_j \) is a scalar invariant constructed from the curvature tensor and \( \Lambda_j \) is a limiting value parameter for this invariant. Each of such constraints is accompanied by a pair of Lagrange multipliers \( \chi_j \) and \( \zeta_j \). By varying the action \( S \) over these multipliers one gets relations

\[
\Phi_j(p, q, u, v; \Lambda_j) + \zeta_j^2 = 0, \quad \chi_j \zeta_j = 0. \tag{4.10}
\]

The first of these relations shows that \( \Phi_j \leq 0 \) so that \( \zeta_j^2 = -\Phi_j \). If \( \Phi_j < 0 \) the second relation implies that \( \chi = 0 \). This function becomes nonzero only when the first equality is saturated and the curvature invariant \( \Phi_j \) reaches its limiting value

\[
\Phi_j = 0. \tag{4.11}
\]

We call \( \chi_j(\tau) \) a control function.

When all control functions vanish, the constraints do not contribute into the gravity equations, so that they are identical with the equations obtained from the reduced Einstein-Hilbert action. We call this regime subcritical. After one of the constraints is saturated and the corresponding curvature invariant reaches its critical value a solution becomes supercritical. It follows along this constraint, while the gravitational equations will be modified by adding terms dependent on \( \chi \) and its derivatives which can be obtained by variation over the metric of the corresponding constraint term.

After a subcritical solution enters the supercritical regime its behavior may be different. If at some moment of time \( \tau_i \) the control function \( \chi_j(\tau_i) \) (with some of its derivatives) vanishes and the other constraint functions are still non-saturated, the solution can return to its subcritical regime. If during the supercritical evolution along the constraint number \( j \) the other constraint function (say with number \( i \neq j \)) becomes saturated, the system can slip to it or its motions will be restricted by both constraints simultaneously. These options and other properties of solutions of the considered model with limiting curvature depend on the number of the inequality constraints and their structure.

V. LINEAR CONSTRAINTS

In this paper we consider linear in curvature constraints. The most general form of such a constraint is

\[
\Phi = \rho p + \mu q + \nu u + \sigma v - \Lambda, \quad \Lambda = \frac{1}{\ell^2}. \tag{5.1}
\]

Here \( p, q, u \) and \( v \) are basic curvature invariants defined in (2.13), and \( \rho, \mu, \nu, \sigma \) are dimensionless constants. Our choice of sign for the term with the coefficient \( \mu \) will be convenient in further discussions. Parameter \( \Lambda \) plays the role of the limiting curvature value. It has dimension \([\text{length}]^{-2}\). We denote by \( \ell \) the corresponding critical length scale.

As we already mentioned the control function \( \chi \) in the subcritical regime vanishes and the gravitational equations are identical with the standard Einstein equations. For our problem this means that the subcritical solution coincides with the Schwarzschild metric (2.1). Let us discuss the form of these equations in the supercritical regime. The reduced Lagrangian (4.3) at this phase is of the form

\[
\mathcal{L} = (p + 2q + 2u + v) + (\rho p - \mu q + \nu u + \sigma v - \Lambda) \chi. \tag{5.2}
\]

Variation with respect to control function \( \chi \) give the constraint (5.1), while the gravitational equations gives the following set of equations.
• The \((\tau, \tau)\) equation

\[
\begin{align*}
\frac{\dot{a}^2}{a^2} + \frac{1}{a^2} + 2 \frac{\dot{a}B}{aB} = & \rho \left( - \frac{\dot{a}^2}{a^2} + \frac{1}{a^2} \right) - \mu \left[ \frac{\dot{a}}{a} \chi + \left( \frac{\dot{a}^2}{a^2} + \frac{\dot{a}B}{aB} \right) \chi \right] \\
& - \nu \left[ \frac{\dot{a}}{a} \dot{\chi} + \left( \frac{\dot{a}}{a} + \frac{\dot{a}^2}{a^2} \right) \chi \right] \\
& + \sigma \left[ \chi + 4 \frac{\dot{a}}{a} \chi + 2 \left( \frac{\dot{a}}{a} + \frac{\dot{a}^2}{a^2} \right) \chi \right] - \Lambda \chi.
\end{align*}
\]

(5.3)

• The \((t, t)\) equation

\[
\begin{align*}
\frac{\dot{a}^2}{a^2} + \frac{1}{a^2} + 2 \frac{\dot{a}}{a} = & \rho \left( \frac{\dot{a}^2}{a^2} + \frac{1}{a^2} \right) - \mu \frac{\dot{a}}{a} \\
& - \nu \frac{\dot{a}}{a} \dot{\chi} + \left( \frac{\dot{a}}{a} + \frac{\dot{a}^2}{a^2} \right) \chi \\
& + \sigma \left[ \chi + 4 \frac{\dot{a}}{a} \chi + 2 \left( \frac{\dot{a}}{a} + \frac{\dot{a}^2}{a^2} \right) \chi \right] - \Lambda \chi.
\end{align*}
\]

(5.4)

• The \((\theta, \theta)\) equation

\[
\begin{align*}
\frac{\ddot{a}}{a} + \frac{\dot{a}B}{aB} + \frac{\dot{B}}{B} = & - \rho \left[ \frac{\dot{a}}{a} \chi + \left( \frac{\dot{a}}{a} + \frac{\dot{a}B}{aB} \right) \chi \right] \\
& - \mu \left[ \dot{\chi} + \left( \frac{2 \dot{a}}{a} + \frac{2 \dot{B}}{B} \right) \chi + \left( \frac{2 \dot{a}}{a} + 2 \frac{\dot{a}B}{aB} + \frac{\dot{B}}{B} \right) \chi \right] \\
& - \nu \frac{\dot{B}}{B} \chi + \frac{\dot{B}}{B} \chi \right] + \sigma \frac{\dot{B}}{B} \chi - \Lambda \chi.
\end{align*}
\]

(5.5)

Thus we have a set of four equations (5.1), (5.3), (5.4) and (5.5) for three functions \(a(\tau), b(\tau)\) and \(\chi(\tau)\). However, they are not independent. The conservation law (3.10) establishes a relation between equations (5.3)–(5.5).

One can reduce the total number of independent equations for three functions \(a(\tau), b(\tau), \chi(\tau)\) to two in two different ways:

1. Use besides the constraint (5.1) the first order equation (5.3) together with one of the other two equations, (5.4) and (5.5);
2. Use equations (5.1), (5.4) and (5.5).

In the latter case the equation (5.3) should be imposed on the initial conditions at some time \(\tau_0\). The conservation law (3.10) guarantees that the system is consistent and condition (5.3) is valid for any \(\tau\).

Let us consider the first option. Using the constraint equations we write the corresponding three equations containing second derivatives in the following form

\[
\begin{align*}
\mu q + \sigma v = & \Lambda - \rho p - \nu u, \quad (5.6) \\
2 + (\nu - 2\sigma) \chi v + \sigma v - \sigma \dot{\chi} = & - p - \nu \left( \frac{\dot{a}}{a} \dot{\chi} + \left( p + u - \frac{1}{a^2} \right) \chi \right) \\
& + \sigma \left[ \frac{\dot{a}}{a} \dot{\chi} + 2 \left( p + \frac{1}{a^2} \right) \chi \right]. 
\end{align*}
\]

(5.7)

This system of equations is written in such a form where the terms with second derivatives stand in their left-hand side, while the right-hand side does not contain these second order derivatives. This set of equations can be written in a matrix form

\[
U \begin{pmatrix} q \\ v \\ \dot{\chi} \end{pmatrix} = \ldots,
\]

where \(U\) is the following \(3 \times 3\) matrix

\[
U = \begin{pmatrix}
2 + (\nu - 2\sigma) \chi & \sigma \chi & 0 \\
(\sigma + 2\mu) \chi & 1 + \rho \chi & -\sigma \\
\rho \chi & 1 & \frac{\mu}{\rho + \nu}
\end{pmatrix}.
\]

Determinant of this matrix is

\[
\det U = -\sigma [\sigma + 2\mu + (\rho \sigma - \sigma \mu + \mu^2 + \mu \nu) \chi].
\]

At the transition point, when \(\chi = 0\) and \(\dot{\chi} = 0\), the system of these equations is

\[
\begin{align*}
-\mu q + \sigma v = & \Lambda - \rho p - \nu u, \\
2q - \sigma \dot{\chi} = & -p, \\
q + v + \frac{\mu}{2} \dot{\chi} = & -u.
\end{align*}
\]

(5.10)

At this point \(\det U = -\sigma(\sigma + 2\mu).\) If \(\sigma \neq 0\) and \(\sigma + 2\mu \neq 0\) relations (5.10) allow one to find second derivatives \(\ddot{a}, \ddot{B}, \ddot{\chi}\). This means that at least in the vicinity of the transition point there exists a unique regular solution.

VI. PHASE I: \(v \leq \Lambda\) CONSTRAINT

A. Transition between sub- and supercritical regimes

When \(\det U \neq 0\) the system equations (5.1), (5.4) and (5.5) can be presented in an equivalent form resolved with respect to the second derivatives \(\ddot{a}, \ddot{B}\) and \(\ddot{\chi}\). We call set of equations normal. The initial conditions for this normal set of equations are

\[
\begin{align*}
a(\tau_0) = & a_0, \quad \dot{a}(\tau_0) = \dot{a}_0, \\
b(\tau_0) = & B_0, \quad \dot{B}(\tau_0) = \dot{B}_0, \\
\chi(\tau_0) = & \chi_0, \quad \dot{\chi}(\tau_0) = \dot{\chi}_0.
\end{align*}
\]

(6.1)

If the functions in the right-hand side of the normal equations are regular in the vicinity of a point (6.1) then, this set of equations has a regular unique solution.
In order to satisfy condition \( \det U \neq 0 \) the constant \( \sigma \) which enter the linear constraint (5.1) should be nonzero. The simplest choice which satisfies this property is
\[
\Phi = v - \Lambda = 0. \tag{6.2}
\]

Let us discuss now a transition between sub- and supercritical regimes for this choice of the constraint function. In what follows it is very convenient to use dimensional quantities and dimensional form of the equations. It can be done by using the fundamental length scale \( \ell \). We denote by hat over a quantity its dimensionless form. Thus we have
\[
\dot{p} = \ell^2 p, \quad \dot{q} = \ell^2 q, \quad \dot{\chi} = \ell^2 \chi, \quad \dot{v} = \ell^2 v,
\]
\[
\dot{\chi}_1 = \chi_1, \quad \dot{\alpha} = a/\ell, \quad \dot{\beta} = B, \quad \dot{t} = t/\ell, \tag{6.3}
\]
\[
\dot{M} = M/\ell, \quad \dot{\Lambda} = \ell^2 \Lambda = 1.
\]

In these variables the constraint equation (6.5) takes a simple form
\[
\dot{v} = 1. \tag{6.4}
\]

For our problem a subcritical solution coincides with metric (2.2). We denote by \( \tau_0 \) the time when the transition from subcritical to supercritical regime occurs. Then (6.2) can be written in the form
\[
\dot{v}_0 = \ddot{p}_0 = -2\ddot{q}_0 = -2\ddot{u}_0 = \frac{2\dot{M}}{\dot{a}_0} = 1. \tag{6.5}
\]

Hence
\[
\dot{a}_0 = m \equiv (2\dot{M})^{1/3}. \tag{6.6}
\]

In what follows we assume that the transition from the supercritical regime happens inside the horizon of the black hole, so that \( m > 1 \).

Using relation
\[
\frac{dr}{d\tau} = -\sqrt{f}, \quad B(\tau_0) = \sqrt{f(\tau_0)}, \tag{6.7}
\]

one can write the initial conditions (6.1) at the transition point as follows
\[
\dot{a}_0 = m, \quad \frac{d\dot{q}}{d\tau} |_{\tau_0} = -\sqrt{m^2 - 1},
\]
\[
\dot{B}_0 = \sqrt{m^2 - 1}, \quad \frac{d\dot{B}}{d\tau} |_{\tau_0} = \frac{1}{2} m, \tag{6.8}
\]
\[
\dot{\chi}_{10} = 0, \quad \frac{d\dot{\chi}_{1}}{d\tau} |_{\tau_0} = 0. \tag{6.9}
\]

B. Field equations and their solutions

Starting from now we shall be working only with dimensionless quantities. Since presence of many hats in formulas makes them unwieldy, we adopt the following agreement. We simply omit all the hats in the intermediate results. One can always easily restore dimensions in the final results by restoring the hats over all the quantities and after this using relations (6.3).

Let us write a system of equations for the supercritical regime. The constraint (6.4) gives
\[
\dot{B} - B = 0. \tag{6.10}
\]

Putting \( \rho = \mu = \nu = 0, \sigma = 1 \) and using (6.10) one can write (5.8) as follows
\[
\ddot{a} + \frac{\dot{B}}{B} \dot{a} + a = 0. \tag{6.11}
\]

We denote by \( \chi_1 \) a control function associated with the constraint \( v = 0 \). Then (5.3) gives
\[
\frac{\dot{B}}{B} \chi_1 + (2u - 1) \chi_1 = p + 2u. \tag{6.12}
\]

Expressions for \( p \) and \( u \) which enter this equation are given by (2.13). The set of three equations (6.10)–(6.12) with initial conditions
\[
a_0 = m, \quad \dot{a}_0 = -\sqrt{m^2 - 1},
\]
\[
B_0 = \sqrt{m^2 - 1}, \quad \dot{B}_0 = \frac{1}{2} m, \quad \chi_{1,0} = 0. \tag{6.13}
\]

The condition \( \chi_{1,0} = 0 \) at the transition point follows from (6.12).

A solution of (6.10) satisfying (6.13) is
\[
B(\tau) = \frac{1}{2} \sqrt{3m^2 - 4 \cosh(\tau - \tau_0 + \phi)}, \tag{6.14}
\]

where
\[
\tanh \phi = \frac{m}{2\sqrt{m^2 - 1}}. \tag{6.15}
\]

Substituting expression for \( B \) into (6.11) one gets
\[
\ddot{a} + \tanh(\bar{\tau}) \dot{a} + a = 0, \quad \bar{\tau} = \tau - \tau_0 + \phi. \tag{6.16}
\]

A solution of this equation is
\[
a(\tau) = \frac{1}{\sqrt{2} \cosh(\bar{\tau})} \left[ C_P P^{\frac{1}{2}} - \frac{1}{4} \left( \tanh \phi \right)^2 \left( \cosh \bar{\tau} \right)^{\frac{1}{2}} \right] \left( \tanh \bar{\tau} \right) \tag{6.17}
\]
\[
+ C_Q Q^{\frac{1}{2}} \left( \cosh \bar{\tau} \right)^{\frac{1}{2}} \left( \tanh \bar{\tau} \right). \]

Constants \( C_P \) and \( C_Q \) can be fixed by the initial conditions (6.13) and have the form
\[
C_P = \frac{\sqrt{3} \cosh \phi}{W \sqrt{\tanh^2 \phi - \frac{1}{4}}} \left[ P^{\frac{1}{2}} - \frac{1}{4} \left( \tanh \phi \right)^2 \left( \cosh \bar{\tau} \right)^{\frac{1}{2}} \right],
\]
\[
C_Q = -\frac{\sqrt{3} \cosh \phi}{W \sqrt{\tanh^2 \phi - \frac{1}{4}}} \left[ P^{\frac{1}{2}} - \frac{1}{4} \left( \tanh \phi \right)^2 \left( \cosh \bar{\tau} \right)^{\frac{1}{2}} \right],
\]
where
\[
W = \frac{1 + e^{-\pi \sqrt{3}}}{\pi} \left[ \Gamma \left( \frac{1}{2} + i \frac{\sqrt{3}}{2} \right) \right]^2. \tag{6.18}
\]
Note that the solution (6.17) is real despite of the complex parameters entering the expression. For large \( m \gg 1 \) the asymptotic of \( C_P \) and \( C_Q \) coefficients is

\[
C_P = (0.40805 + 1.6113 \, i) \, m + O(m^{-1}),
\]
\[
C_Q = (114.14 - 23.130) \, i \, m + O(m^{-1}).
\]

Fig. 1 shows a plot of \( a(\tau) \) computed for \( m = 1000 \). Qualitatively the plots look very similar for all values of \( m > 2 \). One can see that \( a(\tau) \) at this phase is a monotonically decreasing function and there always exists such a moment of time \( \tau = \tau_* \) when it vanishes. In the limit \( \tau \to \tau_* \) invariants \( p \) and \( q \) infinitely grow. In order to prevent this, in what follows we shall impose an additional constraint. We discuss a choice of this constraint in the next section. Here we just continue our study of the stage with one constraint \( v = 1 \).

\[
C. \quad \text{Case of large} \ m
\]

When the radius \( r_0 \) where the Schwarzschild metric reaches the critical curvature is much larger than the critical length \( \ell \) the dimensionless parameter \( m \), (6.6), is large. In this regime \( \sqrt{m^2 - 1} = m + O(m^{-1}) \). Neglecting terms \( O(m^{-1}) \) in (6.13) one gets the following initial conditions

\[
a_0 = -\dot{a}_0 = B_0 = 2\dot{B}_0 = m, \quad (6.22)
\]

Let us denote

\[
\bar{a} = \frac{a}{m}, \quad \bar{B} = \frac{B}{m}, \quad (6.23)
\]

then one has

\[
\ddot{\bar{B}} - \dot{\bar{B}} = 0, \quad \ddot{\bar{a}} + \frac{\dot{\bar{B}}}{\bar{B}} \dot{\bar{a}} + \bar{a} = 0, \quad (6.24)
\]

\[
\frac{\dot{\bar{B}}}{\bar{B}} \chi_1 + (2u - 1)\chi_1 = p + 2u,
\]
\[
\bar{a}_0 = -\dot{\bar{a}}_0 = \bar{B}_0 = 2\dot{\bar{B}}_0 = 1.
\]

In these equations

\[
u = \frac{\dot{\bar{a}}}{\bar{a}} \frac{\bar{B}}{\dot{\bar{B}}}, \quad (6.25)
\]

Since \( m \) is large, one can use the following approximate expression for \( p = (\dot{\bar{a}}/\bar{a})^2 \). Thus when \( m \) is large both field equations and initial conditions in (6.24) do not depend on \( m \) and are universal in this sense.

Solutions for \( \bar{B} \) and \( \bar{a} \) are

\[
\bar{B}(\tau) = \frac{\sqrt{3}}{2} \cosh(\bar{\tau}), \quad \tanh\phi = \frac{1}{2}, \quad \bar{\tau} = \tau - \tau_0 + \phi,
\]

\[
\bar{a}(\tau) = \frac{c_p \rho^{1/2} \left( \frac{\rho_{\tau}}{2} (\tanh\tau) + c_q \sqrt{\frac{\rho_{\tau}}{2}} (\tanh\tau) \right)}{\sqrt{\cosh \bar{\tau}}}. \quad (6.26)
\]

Here

\[
c_p = 0.40805 + 1.6113 \, i, \quad c_Q = 114.14 - 23.13 \, i. \quad (6.27)
\]

A plot of \( \bar{a}(\tau) \) is shown by the solid line in Fig. 3. The function \( \bar{a}(\tau) \) monotonically decreases starting from the initial value \( \bar{a}_0 = 1 \) and becomes zero at \( \tau = \tau_* \), where \( \tau_* - \tau_0 = 1.03 \). The invariant \( q \) evaluated on the exact solution starts at \( q(\tau_0) = -1/2 \) and then grows with time. It vanishes at \( \tau \approx \tau_0 + 0.26966 \) and becomes positive for later times. In the vicinity of \( \tau_* \) both invariants \( p \) and \( q \) infinitely grow.

The approximate solution, corresponding to the linear asymptotic of \( \bar{a} \) at \( \tau = \tau_0 \) is given by the dashed line in Fig. 3. It has a simple form

\[
\bar{a} = \frac{3}{4} \left[ 1 - \sin \left( \sqrt{2}(\tau - \tau_0) - \arcsin \frac{1}{3} \right) \right], \quad (6.28)
\]

\[
\bar{\tau}_* - \tau_0 = 1.03.
\]
which approximates the exact solution $\bar{a}(\tau)$ (6.26) in the range $\tau \in (\tau_0, \tau_0+0.3)$ with the accuracy $10^{-3}$. The basic curvature invariants $p$ and $q$ calculated for this solution obey the equation

$$p = 2(1 + q), \quad (6.29)$$

![FIG. 3. The exact solution $\bar{a}(\tau)$ (solid line) and the approximate one (dashed line). The scale factor vanishes at the moment $\tau_*$. But before this moment the secondary constraint changes the dynamics and stops the collapse of $\bar{a}(\tau)$.](image)

The solution (6.20) for the control function $\chi_1$ takes the form

$$\chi_1(\tau) = 1 + \frac{\dot{B}}{\bar{a}^2} \left[ -2 + \int_{\tau_0}^{\tau} d\tau \frac{\dot{B}}{B^2} (\dot{a}^2 + \ddot{a}^2) \right]. \quad (6.30)$$

At the initial point both the control parameter and its derivative vanish $\chi_1(\tau_0) = 0, \chi_1'(\tau_0) = 0$. Then it monotonically grows with time. This property can be easily seen because for $\tau > \tau_0$ the functions $\dot{B}, \ddot{B}$, and the integrand in (6.30) are positive definite functions. The behavior of the control parameter is depicted in Fig. 4.

![FIG. 4. The limit of large $m$ for the control parameter $\chi_1(\tau)$. We draw the plot in the interval $0 \leq \tau - \tau_0 \leq 0.27$. For larger $\tau$ it continues to grow monotonically.](image)

It means that the control function $\chi_1$ will never vanishes again and the solution for the metric will evolve along this constraint till the moment, when the conditions for the secondary constraint are fulfilled.

**VII. PHASE II**

**A. Field equations**

As we saw in the previous section the constraint $v = 1$ does not prevent growth of curvature invariants $p$ and $q$. To restrict them one needs, besides this primary constraint $v = 1$, to impose an additional secondary constraint. Namely, we assume that the first supercritical phase ends at some moment of time $\tau = \tau_1$. After this moment the supercritical solution evolves preserving both, primary and secondary constraints. At the second phase there exist two control functions $\chi_1$ and $\chi_2$ associated with both constraints. Their evolution is determined by gravitational equations. The initial value of the primary control function $\chi_1$ at $\tau = \tau_1$ can be found by using solution (6.20), while control function $\chi_2$ and its derivative vanish at this point.

1. **Primary constraint**

This constraint $v = 1$ is the same as at the first phase

$$\dot{B} - B = 0. \quad (7.1)$$

Its solution, obtained for phase I

$$B(\tau) = \frac{1}{2} \sqrt{3m^2 - 4} \cosh(\tau - \tau_0 + \phi),$$

$$\tanh \phi = \frac{1}{2} \sqrt{m^2 - 1}, \quad (7.2)$$

evidently satisfies the required continuity conditions at $\tau = \tau_1$.

2. **Secondary constraint**

For the secondary constraint at phase II we use a constraint function which is linear in the curvature invariants. We choose it in the form

$$p - \mu q = \lambda. \quad (7.3)$$

Here, as earlier, we use dimensionless quantities normalized by the length scale $\ell$, $\mu \in (0, 1)$ is a dimensionless constant and $\lambda = \Lambda_2/\Lambda_1$. Note that at the second phase $p > 1$ and $q > -1/2$. Therefore

$$\lambda > 1 + \frac{\mu}{2}. \quad (7.4)$$

Equation (7.3) gives the following equation

$$\frac{\dot{a}^2}{a^2} + \frac{1}{a^2} - \mu \frac{\ddot{a}}{a} = \lambda. \quad (7.5)$$

Solution for $a(\tau)$ in the phase I and condition of continuity of $a(\tau)$ and $\dot{a}(\tau)$ at the second transition point $\tau = \tau_1$ uniquely specifies the metric function $a(\tau)$ during the second phase.
3. $(\theta, \theta)$ gravitational equation

At phase II $(\theta, \theta)$ equation has the form

\[
\frac{a}{\dot{a}} + \frac{\dot{B}}{aB} + 1 = -\left[\frac{\dot{a}}{a} \chi_2 + \left(\frac{\dot{a}}{a} + \frac{\dot{B}}{aB} + \frac{\dot{a}^2}{a^2} + \frac{1}{a^2}\right) \chi_2\right]
\]

\[
-\frac{\mu}{2} \left[\dot{\chi}_2 + \left(2 \frac{\dot{a}}{a} + \frac{2 \dot{B}}{B}\right) \chi_2 + \left(2 \frac{\dot{B}}{aB} + 1\right) \chi_2\right].
\]

For known metric functions $a(\tau)$ and $B(\tau)$ this is a second-order linear ordinary differential equation for $\chi_2(\tau)$. Two integration constants in its solution are fixed by the initial conditions

\[
\chi_2(\tau_1) = \dot{\chi}_2(\tau_1) = 0.
\]

4. $(\tau, \tau)$ gravitational equation

$(\tau, \tau)$ gravitational equation is of the form

\[
\frac{\dot{a}^2}{a^2} + 1 + 2 \frac{\dot{a} \dot{B}}{aB} = \left(-\frac{\dot{a}^2}{a^2} + \frac{1}{a^2}\right) \chi_2
\]

\[
-\mu \left[\frac{\ddot{a}}{a} \chi_2 + \left(\frac{\dot{a}^2}{a^2} + \frac{\dot{a} \dot{B}}{aB}\right) \chi_2\right] - \lambda \chi_2
\]

\[
+ \frac{\dot{B}}{B} \left[\chi_1 + 2 \frac{\dot{a}}{a} \chi_1\right] - \chi_1.
\]

For known functions $a(\tau)$, $B(\tau)$ and $\chi_2(\tau)$ this is a first-order linear differential equation for $\chi_1(\tau)$. The expression (6.20) at $\tau_1$ determines the initial conditions for $\chi_1(\tau_1)$. Hence, the control function $\chi_1(\tau)$ is uniquely defined at the second phase.

Let us summarize: A set of four equations (7.1), (7.5), (7.6) and (7.8) with the above described initial conditions uniquely determines four functions $a(\tau)$, $B(\tau)$, $\chi_1(\tau)$ and $\chi_2(\tau)$ at the phase II. Let us discuss now properties of this solution.

VIII. PHASE II: SOLUTION OF THE SECONDARY CONSTRAINT

The solution of the primary constraint was already described (see (7.2)). In this section we discuss solutions of the secondary constraint (7.3) at phase II. For this purpose it is convenient to use a representation of such solutions on two-dimensional $(p, q)$ plane shown in Fig. 5.

This figure contains a set of lines connected with the evolution of the system. A straight line $\Gamma_0$ represents a subcritical Schwarzschild solution. On this line $q = -\frac{1}{2} p$. At a point $0$ where $p = 1$ and $q = -1/2$ the invariant $v$ reaches its critical value $v = 1$. It happens at point $0$ where the first phase of the supercritical solution starts. Line $\Gamma_1$ shows $p$ and $q$ during this phase. The second phase starts at point $1$. At this phase the supercritical solution obeys both constraints $v = 1$ and $p - \mu q = \lambda$ and $\Gamma_2$ is a straight line representing this solution. This line intersects $p$-axis at $p = \lambda$. For $0 < \mu < 1$ the line $\Gamma_1$, being continued to larger value of $p$, crosses the line $\Gamma_+$ where $p = q$, at the point

\[
p = q = \lambda_+ = \frac{\lambda}{1 - \mu}.
\]

FIG. 5. At the beginning the system evolves along $\Gamma_0$ governed by the pure Einstein equations. At the point $0$ the conditions for the primary constraint are satisfied and further evolution goes along the line $\Gamma_1$ till the point $1$, where the secondary constraint enters the play. After this point the system evolves along the line $\Gamma_2$ towards the point $2$. This is the bouncing point, corresponding to a minimal scale parameter $a(\tau)$. After this bounce the system oscillates along $\Gamma_2$ between the bouncing points 2 and 3.

Similarly, if one continues $\Gamma_2$ to a small value of $p$, then for $\mu > 0$ it intersects $q$-axis at $q = -\lambda_+ = -\lambda/\mu < 0$. In what follows we impose the following restriction on the parameter $\mu$, $0 < \mu < 1$.

A. Solving secondary constraint equation

1. Function $a(\tau)$ at the beginning of the second phase

To estimate the function $a(\tau)$ at the second transition point 1 for large $m$ one can use the approximate equation (6.29). In this approximation point 1 is the intersection of two straight lines $\Gamma_1$ and $\Gamma_2$. Simultaneous solution of
two equations $p = 2(1 + q)$ and $p - \mu q = \lambda$ gives
\[ q_1 = \frac{2 - \lambda}{2 - \mu}. \quad (8.2) \]

Using the approximate solution (6.28) one finds
\[ \bar{a}_1 = \frac{3}{2} \frac{1}{2 + q_1}. \quad (8.3) \]

Relations (8.2) and (8.3) give
\[ a_1 = m \bar{a}_1, \quad \bar{a}_1 = \frac{3}{2} \frac{2 - \mu}{2 + \lambda - 2 \mu}. \quad (8.4) \]

It is easy to check that $a_1 \leq a_0$ for $\lambda \geq 1 + \mu/2$. Relation (8.4) shows that for the parameters $\mu$ and $\lambda$ of order of one, the initial value of function $a(\tau)$ at the beginning of the second phase $a_1$ is large (proportional to $m$).

2. Solution

To solve equation (7.3) we denote
\[ p = p(y), \quad y = \ln(a^2/a_1^2), \quad (8.5) \]

where $a_1 = a(\tau_1)$. Then using definitions of $p$ and $q$ one gets the following equation
\[ \frac{dp}{dy} = q - p. \quad (8.6) \]

We choose the second transition point 1 to lie below $\Gamma_+$, so that $\frac{dp}{dq} < 0$ at this point. We also assume that $\dot{a}_1 < 0$, then in the vicinity of 1 the function $a$ decreases and $p$ increases. This means that a point representing the solution on $(p, q)$ plane moves up along the line $\Gamma_2$. Using (8.6) one gets
\[ y = \int_{p_1}^{p} \frac{dp}{q - p}. \quad (8.7) \]

Here $p_1$ is a value of $p$ at point 1. This relation gives
\[ \frac{\lambda_+ - p}{\lambda_+ - p_1} = \left( \frac{a}{a_1} \right)^\gamma, \quad \gamma = \frac{2(1 - \mu)}{\mu}. \quad (8.8) \]

One gets
\[ p = \lambda_+ - (\lambda_+ - p_1) \left( \frac{a}{a_1} \right)^\gamma. \quad (8.9) \]

Using the definition of $p$ (2.13) one has
\[ \dot{a}^2 = a^2 p - 1. \quad (8.10) \]

Thus $a^2 p \geq 1$ and
\[ p = \frac{1}{a^2} \quad (8.11) \]

at the turning points where $\dot{a} = 0$. It is easy to check that there exist two turning points corresponding to minimum and maximum values of $a$. At the point of the minimum one has
\[ a_2 \approx \frac{1}{\lambda_+} \left[ 1 + \frac{1}{2} \left( 1 - \frac{p_1}{\lambda_+} \right) \left( \sqrt{\lambda_+ a_1} \right)^{-\gamma} \right]. \quad (8.12) \]

This expression is written in an approximation when the quantity $\lambda_+ a_1^2$ is large. The maximum value of $a$ is
\[ a_3 \approx A a_1, \quad A = \left( 1 - \frac{p_1}{\lambda_+} \right)^{-\frac{1}{\gamma}}. \quad (8.13) \]

Let us summarize. A point in $(p, q)$ plane representing a supercritical solution $a(\tau)$ at phase II moves up along $\Gamma_2$. The value of $a$ decreases until it reaches its minimal value at point 2 (see Fig. 5). We denote by $\tau_2$ time when it happens. Relation (8.7) shows that this point always is below the line $\Gamma_+$. For large $a_1$, that is when $a_1 \gg \lambda_+^{-1/2}$, point 2 is located very close to $\Gamma_+$. Later for $\tau > \tau_2$ the point representing the solution moves down along $\Gamma_2$ to smaller value of $p$. In a general case, the control function $\chi_2(\tau)$ cannot become zero simultaneously with its derivative, so that this supercritical solution $a(\tau)$ always remains on the line $\Gamma_2$. It passes through point 1 and reaches its maximum value $a_{\text{max}}$ at point 3. This happens at time $\tau_3$. After this, the function $a(\tau)$ decreases again. This motion is periodic and its period is
\[ T = 2(\tau_3 - \tau_2) = 2 \int_{a_2}^{a_3} \frac{da}{\sqrt{p(a)a^2 - 1}}. \quad (8.14) \]

It should be emphasised that in this approach we put constraints only on the curvatures $p$, $q$, and $v$. However, the curvature invariant $u = \frac{\dot{a}^2}{\lambda_+}$ is finite automatically. This is because primary constraint guarantees that $|B/B| \leq 1$, while the finite value of $p$ and the property, that scale factor $a$ never vanishes on the solution in question, makes $|\dot{a}/a| \leq$ finite too.

B. Special case $\mu = 1/2$

There is a special choice of the parameter $\mu = 1/2$, for which equation (8.9)-(8.10) can be integrated analytically. For this choice one also has
\[ \lambda_- = \lambda_+ = 2 \lambda, \quad \gamma = 2. \quad (8.15) \]

This relation implies, that during periodic change of the function $a(\tau)$, the curvature invariants remain in the following intervals
\[ p \in (0, 2\lambda), \quad q \in (-2\lambda, 2\lambda). \quad (8.16) \]

Let us discuss this case in more detail. Let us denote
\[ a = a_1 \alpha, \quad (8.17) \]
then equation (8.10) can be written in the form
\[
\dot{\alpha}^2 = (\lambda_+ - p_1)(\alpha^2 - \alpha_0^2)(\alpha_3^2 - \alpha^2),
\]
\[
\alpha_{2,3}^2 = \frac{\lambda_+}{2(\lambda_+ - p_1)} \left[ 1 \mp \sqrt{1 - \frac{4(\lambda_+ - p_1)}{\lambda_+^2 a_1^2}} \right].
\]
(8.18)
Here \( \alpha_2 \) and \( \alpha_3 \) correspond to signs minus and plus in (8.18) respectively. Equation (8.10) gives
\[
\tau - \tau_1 = \frac{a_1}{\sqrt{\lambda_+ - p_1}} N(\alpha),
\]
\[
N(\alpha) = \int_{\alpha_2}^{\alpha_3} \frac{d\alpha}{\sqrt{(\alpha^2 - \alpha_0^2)(\alpha_3^2 - \alpha^2)}}.
\]
(8.19)
This integral can be calculated exactly with the following result
\[
N(\alpha) = \frac{i}{\alpha} \left[ F(\phi, k) - F(\phi_1, k) \right],
\]
where
\[
\sin \phi = \frac{\alpha}{\alpha_3}, \quad \sin \phi_1 = \frac{1}{\alpha_3}, \quad k = \frac{\alpha_3}{\alpha_2}.
\]
(8.20)
Here \( F(\phi, k) \) is an elliptic integral. Note that for \( \alpha_2 \leq \alpha \leq \alpha_3 \) the function \( N(\alpha) \) is a real. The period of oscillations is given by the integral
\[
T = 2 \frac{a_1}{\sqrt{\lambda_+ - p_1}} \int_{\alpha_2}^{\alpha_3} \frac{d\alpha}{\sqrt{(\alpha^2 - \alpha_0^2)(\alpha_3^2 - \alpha^2)}}
\]
\[
= \frac{2a_1}{\sqrt{\lambda_+ - p_1}} \alpha_3 K \left( 1 - \frac{\alpha_0^2}{\alpha_3^2} \right).
\]
(8.21)
Here \( K \) is the complete elliptic integral.

**C. Case of small \( \mu \)**

The secondary constraint takes simpler form \( p = \lambda \) for \( \mu = 0 \). Let us discuss properties of phase II supercritical solution for small values of the parameter \( \mu \). We demonstrate that in fact the limit \( \mu \to 0 \) is quite singular.

For small \( \mu \) line \( \Gamma_2 \) representing a solution on \((p, q)\) plane (see Fig. 5) becomes almost vertical. To mark points on this line it is more convenient to use parameter \( q \) instead of \( p \). This can be done by using the following relation
\[
\lambda_+ - p = \mu(\lambda_+ - q).
\]
(8.22)
Equation (8.10) can be written in the form
\[
\dot{\alpha}^2 = U(\alpha),
\]
\[
U(\alpha) = \lambda_+ \alpha^2 - (\lambda_+ - q_1)\mu \alpha^{\frac{2\mu}{\lambda}} - \frac{1}{\alpha_1^2}.
\]
(8.23)
Here \( \alpha = \mu/a_1 \) and \( a_1 \) is the value of \( a(\tau) \) at the beginning of phase two \( \tau = \tau_1 \), while \( q_1 \) is the value of \( q \) at this time.

![FIG. 6. The potential function \( U(\alpha) \) for small \( \mu \).](image)

Fig. 6 shows a plot of function \( U(\alpha) \) for small \( \mu \). The potential function \( U(\alpha) \) has a maximum when \( dU/d\alpha = 0 \). It happens at
\[
\alpha_* = \left[ 1 - \frac{(1 - \mu)q_1}{\lambda} \right]^{-\frac{\mu}{2}} \approx 1 + \frac{\mu q_1}{2\lambda},
\]
(8.24)
which is for small \( \mu \) is very close to unity. The values \( \alpha_2 \) and \( \alpha_3 \) where \( U(\alpha_{2,3}) = 0 \) correspond to the turning points, where \( \alpha \) reaches its minimum and maximum values, respectively. For \( a_1 \gg 1 \) one can use relations (8.12) and (8.13) to find the values of \( \alpha_2 \) and \( \alpha_3 \). Parameter \( \lambda \) which enters the latter expression is slightly larger that 1.

The function \( \alpha(\tau) \) is periodic with the period
\[
T = 2 \int_{\alpha_2}^{\alpha_3} \frac{d\alpha}{\sqrt{U(\alpha)}},
\]
(8.25)
For small \( \mu \) this period in dimensionless units is
\[
T \approx \frac{2}{\lambda} \ln(2\sqrt{\lambda} a_1).
\]
(8.26)
Here we used the property that \( \lambda_+ = \frac{\lambda}{1 - \mu} \approx \lambda \).

At the turning point where \( \alpha = \alpha_3 \) one has
\[
p_3 = \frac{1}{\alpha_3^2 a_1^2}.
\]
(8.27)
Since \( \alpha_3 \approx 1 \) for large \( a_1 \), one has
\[
p_3 \approx \frac{1}{a_1^2} \ll 1.
\]
(8.28)
The invariant \( q \) at this point can be calculated either using relation
\[
q = \frac{1}{2a_1} \frac{dU}{d\alpha},
\]
(8.29)
or the secondary constraint equation which gives
\[
q = \frac{p - \lambda}{\mu}.
\]
(8.30)
One has
\[
q = \lambda_+ - (\lambda_+ + q_1)\alpha^{\frac{2\mu}{\lambda}}.
\]
(8.31)
At \( \tau = \tau_1 \) we have \( \alpha = 1 \) and \( q = q_1 \), as expected. For \( \tau > \tau_1 \) the metric function \( \alpha \) decreases and the second term in the right-hand side of (8.32) becomes small very fast. At this stage \( q \approx \lambda_+ \). After bounce the function \( a(\tau) \) increases until it reaches its turning point where it has its maximal value \( \alpha_3 \). Near this turning point one has

\[
q_3 \approx -\lambda_+ = -\frac{\lambda}{\mu}.
\]  

(8.33)

Thus for large \( a_1 \) and small \( \mu \) the point \((p_3, q_3)\) is close to the point 4 in Fig. 5. In the limit \( \mu \to 0 \) the invariant \( q \) grows infinitely near the turning point 3. This case does not satisfy the adopted limiting curvature condition.

IX. PHASE II: CONTROL FUNCTIONS

The dynamics of the control functions at phase II is described by the gravity equations (7.6) and (7.8) restricted by the constraints. The control function \( \chi_2 \) is defined by (7.6) with the initial conditions

\[
\chi_2(\tau_1) = 0, \quad \dot{\chi}_2(\tau_1) = 0.
\]  

(9.1)

The equation (7.6) is the second order ordinary differential equation, therefore its solution is uniquely defined by these initial conditions. The function \( B(\tau) \) is defined by the solution of the primary constraint (6.10) and is given by (6.14). The secondary constraint, in its turn, defines the function \( \alpha \tau \). Therefore we unambiguously obtain functions \( B, a, \) and \( \chi_2 \). Then their substitution into (7.8) leads to the first order differential equation for the control function \( \chi_1 \). The initial condition for this function comes from its value at the end of the Phase I \( \chi_1(\tau = \tau_1) \). Thus the whole evolution of the system is completely fixed.

If the control parameter \( \chi_2 \) and its derivative \( \dot{\chi}_2 \) vanish simultaneously at some point, then the system would slip to the phase I again. However, it is virtually improbable, because the equations for the control parameters explicitly depend on the function \( B(\tau) \) which grows irreversibly. So, even if \( \chi_2 \) vanishes at some moment, in a generic case it ‘s derivative does not vanish and the system will continue to evolve along the secondary constraint. It means that in the generic case the system will indefinitely stay on the secondary constraint and it permanently oscillates between the points 2 and 3 (see Fig. 5).

X. SUMMARY AND DISCUSSIONS

In this paper we discuss properties of black holes in the limiting curvature theory of gravity [25, 26]. Namely, we consider four-dimensional spherically symmetric black holes and study properties of their interior in a model, where the curvature invariants are restricted. To satisfy the limiting curvature condition, we modified the Einstein-Hilbert action by adding terms which impose inequality constraints on the curvature invariants. In a general case each of such constraints \( \Phi_i \leq 0 \) is accompanied by a pair of the Lagrange multipliers \( \chi_i \) and \( \zeta_i \). A solution of the field equations, which are derived from such an extended action, can have different regimes. In a subcritical regime, where all constraint functions obey conditions \( \Phi_i < 0 \), the control functions \( \chi_i \) vanish and the equations coincide with the unmodified Einstein equations, while Lagrange multipliers \( \zeta_i \) can be expressed in terms of solutions of these equations. When at least one of the constraints is saturated, the regime is changed. A corresponding control function(s) \( \chi_i \) becomes non-zero, while \( \zeta_i = 0 \). Such a regime is called supercritical.

We assumed that a transition from sub- to supercritical regimes happens inside the event horizon of the black hole at some radius \( r_0 \) where the spacetime curvature reaches its critical value \( \Lambda = 1/\ell^2 \). For \( r > r_0 \) the solution coincides with Schwarzschild metric and \( r_0 = \ell m = \ell (2M/\ell)^{1/3} \), where \( M \) is the black hole mass. We assumed that the metric for smaller radius \( r \) preserves its symmetries inherited from the Schwarzschild metric. Namely, it is spherically symmetric and possesses an additional Killing vector, which is spacelike in the black hole interior. Such a metric has 4 independent curvature invariants, which we denoted by \( p, q, u \) and \( v \). We restrict our consideration by assuming that the constraint functions are the linear combinations of these invariants.

Certainly, there exists an ambiguity in the choice of the coefficients in these linear functions of the invariants and in the number of adopted inequality constraints. In specifying a model we use the following observations.

- Invariant \( v \) coincides with a half of scalar curvature \( (2) R \) of 2D slice spanned by time \( \tau \) and Killing vector \( \xi \) of our 4D metric (see (2.17)). In our previous paper [25] we demonstrated that a restriction imposed on \( (2) R \) makes the interior of the corresponding 2D black hole free of singularities and the corresponding metric describes an expanding two-dimensional de Sitter universe in the black interior.

- Invariants \( p \) and \( q \) coincide with eigenvalues of the Einstein tensor of 3D slice spanned by time \( \tau \) and two-spheres of our 4D metric (see (2.18)). In our previous paper [26] we studied in detail linear (as well as more general) constraints, which guarantee the limiting property of corresponding curvature invariants.

In the supercritical regime with one inequality constraint the corresponding extended action gives four equations for three functions: \( a(\tau), B(\tau) \) and the control function \( \chi(\tau) \). Three of them are of the second order in derivatives and one is the first order equation. If the initial conditions satisfy this first order equation, than it is valid for a later time and the system of equations is consistent. We obtained conditions when three “dynamical” equations can be resolved with respect to the
second order derivatives of the field variables. We showed that these conditions are satisfied at the transition point between sub- and supercritical regimes only when the constraints function contains invariant \( v \).

Based on these observations we imposed the first constraint of the form \( |v| \leq \Lambda \). We demonstrated that the invariants \( p \) and \( q \) are not restricted for such supercritical solution. In order to restrict these invariants, following \cite{20} we imposed a secondary constraint in the form \( p - \mu q \leq \lambda \Lambda \), where \( \lambda \geq 1 \) and \( \mu \in (0, 1) \) are dimensionless parameters. After this secondary constraint is saturated, the supercritical solution enters the phase II, in which both constraints are valid. Our analysis shows that in this regime all the curvature invariants (including \( u \)) are restricted and the solution satisfies the limiting curvature condition.

Let us describe main qualitative properties of the solutions for the black hole interior in this model. After the solution enters its phase II, the metric function \( B(\tau) \) continues its growth. The metric function \( a(\tau) \), which at beginning of the phase II is of order of \( m\ell \), decreases until it reaches its minimal value \( a \approx \ell \). After this it increases until it reaches its maximal value, which is slightly larger than \( m\ell \). Study properties of solutions for control functions associated with constraints shows that, after the solution enters the supercritical regime, it cannot leave it. In other words, the function \( a(\tau) \) is periodic. During this periodic motion all the curvature invariants (including \( u \)) are bounded. Let us note that similar periodic models for a black hole interior were discussed earlier in \cite{23, 29}.

In 1990 Morgan published a paper \cite{21}, in which he discussed a model for a black hole interior satisfying a condition of the limiting curvature. He obtained a solution which was quite similar to the metric proposed earlier in [19, 20], where a possibility of a new universe formation in the black hole interior was discussed.\(^2\) Morgan imposed two constraints, which in our notations are of the form \( v = p = \Lambda \), and solved them for the spherically symmetric metric. These equations were chosen "ad hoc" and he did not derive them from an action. This differs Morgan’s approach from the one presented in the present paper. Using the extended action for the inequality constraints allows one not only to obtain the corresponding constraint(s) in the supercritical phase, but also to keep trace of the behavior of the control function(s) which play the role of indicators, informing when transition between different regimes of the solution is possible. The condition that two phases with \( v = \Lambda \) and \( p = \Lambda \) starts simultaneously can be achieved in our model as well. However, as we demonstrated, the secondary constraint of the form \( p = \Lambda \) is rather singular. For this transition there is a jump of the invariant \( q \) at the transition point from \( q = -\frac{1}{2} \Lambda \) to \( q = \Lambda \). Such a jump is formally allowed by equations, however it would result in the appearance of a non-integrable singularities in invariants constructed from covariant derivatives of the curvature, for example

\[
R_{\alpha\beta\gamma\delta} R^{\alpha\beta\gamma\delta} \sim [\delta(\tau)]^2. \tag{10.1}
\]

This result directly follows from (2.20). This unpleasant property is absent when \( \mu \neq 0 \).

When the parameter \( \mu \) in the secondary constraint vanishes, the function \( a(\tau) \) after bounce still increases, but our results show that, in a general case, it cannot slip to the subcritical solution after this, since the required conditions for the control functions are not satisfied. As a result the exponential expansion of both functions \( a(\tau) \) and \( B(\tau) \) continues forever. However, as we demonstrated, if one slightly modified the secondary constraint and use the secondary constraint with nonzero \( \mu \) instead, the behavior of the function \( a(\tau) \) is very different. Namely, it always has a second turning point where it takes maximal value. For small \( \mu \) the curvature invariants near this point are large. In this sense the choice of the constraints proposed by Morgan is singular. Periodic property of \( a(\tau) \) is valid for any \( \mu \in (0, 1) \). In order to guarantee that all the invariants are finite and uniformly bounded, it is sufficient to take \( \mu \) to be not too small. We present an explicit solution for the case \( \mu = 1/2 \) which illustrates this property.

As we mentioned, we restricted ourselves by a case of constraints that are linear in curvature invariants. It is interesting to investigate a more general class of constraints. There are two interesting questions: (i) What happens when one or both constraints are nonlinear functions of basic invariants? (ii) Can one achieve the limiting curvature property by imposing only one properly chosen inequality constraint? Partial answer to the first question is the result presented in [26]. Namely, it was shown that one can impose a quite general nonlinear constraint in \( (p, q) \) sector of the form \( \varphi(p, q, \Lambda) = 0 \), which guarantees a similar periodic behavior of \( a(\tau) \) as for the linear constraint described in this paper. For this purpose the function \( \varphi(p, q, \Lambda) = 0 \) should satisfy several rather general conditions, discussed in this paper. The second question at the moment is open.

The approach presented in this paper can be used for analysis of the contracting Kasner universe in the limiting gravity model. One can expect that by a proper choice of the inequality curvature constrains one can obtain regular solutions describing bouncing anisotropic universes. This mechanism of suppression of the anisotropy growth in a contracting universe might be of interest in cosmological applications.

\(^2\) A possibility of several or many new universes creation inside a black hole was discussed in [22]
Appendix A: Useful formulas

One can check that the Ricci tensor $R^\mu_\nu$ and the Einstein tensor $G^\mu_\nu$, and the traceless part of the Ricci tensor $S^\mu_\nu = R^\mu_\nu - \frac{1}{4} \delta^\mu_\nu R$ for the metric (2.6) can be written as follows

$$R^\mu_\nu = \text{diag}(2q + v, 2u + v, p + q + u, p + q + u),$$

$$-G^\mu_\nu = \text{diag}(p + 2u, p + 2q, q + u + v, q + u + v),$$

$$S^\mu_\nu = \frac{1}{2} \text{diag}[-p + 2q - 2u + v, -p - 2q + 2u + v, p - v, p - v].$$

We denote

$$\mathcal{R}^2 = R_{\mu\nu}R^{\mu\nu}, \quad S^2 = S_{\mu\nu}S^{\mu\nu}, \quad C^2 = C_{\alpha\beta\gamma\delta}C^{\alpha\beta\gamma\delta}, \quad K = \mathcal{R}C_{\alpha\beta\gamma\delta}\mathcal{R}^{\alpha\beta\gamma\delta}.$$  \quad (A2)

Then one has

$$R = 2(p + q + 2u + v),$$

$$\mathcal{R}^2 = (p - v)^2 + 2(q - u)^2 + (p + q + 2u + v)^2,$$

$$S^2 = (p - v)^2 + 2(q - u)^2,$$

$$C^2 = \frac{4}{3}(p - q - u + v)^2,$$

$$K = 3(p^2 + 2q^2 + 2u^2 + v^2).$$
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