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Abstract—Deep learning-based approaches have been developed to solve challenging problems in wireless communications, leading to promising results. Early attempts adopted neural network architectures inherited from applications such as computer vision. They often yield poor performance in large scale networks (i.e., poor scalability) and unseen network settings (i.e., generalization error). To address these issues, graph neural networks (GNNs) have been recently adopted, as they can effectively exploit the domain knowledge, i.e., the graph topology in wireless communications problems. GNN-based methods can achieve near-optimal performance in large-scale networks and generalize well under different system settings, but the theoretical underpinnings and design guidelines remain elusive, which may hinder their practical implementations. This paper endeavors to fill both the theoretical and practical gaps. For theoretical guarantees, we prove that GNNs achieve near-optimal performance in wireless networks with much fewer training samples than traditional neural architectures. Specifically, to solve an optimization problem on an $n$-node graph (where the nodes may represent users, base stations, or antennas), GNNs’ generalization error and required number of training samples are $O(n)$ and $O(n^2)$ times lower than the unstructured multi-layer perceptrons. For design guidelines, we propose a unified framework that is applicable to general design problems in wireless networks, which includes graph modeling, neural architecture design, and theory-guided performance enhancement. Extensive simulations, which cover a variety of important problems and network settings, verify our theory and the effectiveness of the proposed design framework.

Index Terms—Graph neural networks, wireless communications, message passing, provably approximately correct learning, deep learning.

I. INTRODUCTION

A. Motivation

DEEP learning has recently emerged as a revolutionary technology to solve various problems in wireless communications systems, e.g., radio resource management [2], [3], channel estimation [4], and joint source-channel coding [5]. There are two different approaches to developing deep learning-based methods. The first one is the data-driven approach [2], [3], [6], which replaces conventional building blocks with a neural network and directly learns the optimal input-output mapping of the problem. The second is the model-driven approach [4], [7], which replaces some policies in a classic algorithm with a neural network. For both paradigms, one essential design component is the underlying neural architecture, which governs the training and generalization performance.

Early attempts took a plug-and-play approach and adopted neural architectures inherited from applications such as computer vision, e.g., fully connected multi-layer perceptrons (MLPs) or convolutional neural networks (CNNs) [2], [6], [8]. Although these classic architectures achieve near-optimal performance and fast execution on small-scale wireless networks, the performance is severely degraded when the number of users becomes large. For example, for the data-driven deep learning-based beamforming with CNNs, the performance is near-optimal for a two-user network, while an 18% gap to the classic algorithm exists for a 10-user network [9]. Moreover, traditional neural architectures generalize poorly when the key parameters in the test setting are different from that in the training dataset. For example, for the access point selection problem, the performance degradation of MLP-augmented branch-and-bound can be more than 50% when the user number or signal-to-noise ratio (SNR) in the test dataset is slightly different from that in the training dataset [8]. 5G and beyond networks typically have densely deployed access points, hundreds of clients, and dynamically changing client numbers and SNR [10], making it highly ineffective to apply MLP-based or CNN-based methods.

To improve scalability and generalization, a promising direction is to design neural network architectures that are specialized for wireless networks. One recent attempt is to employ graph neural networks (GNNs) that can exploit the graph topology of wireless networks [3], [11], [12], [13], [14], [15], [16], [17], [18], [19]. GNN-based methods have achieved
promising results in applications including resource management [3], [12], end-to-end communication [13], [19], and MIMO detection [14], [17]. One may refer to a recent survey for more applications [18]. For example, for the beamforming problem, a GNN trained on a network with 50 users is able to achieve near-optimal performance in a larger network with 1000 users [3]. Furthermore, thanks to the parallel execution, GNNs are computationally efficient, and by far the only approach that is able to find the near-optimal beamformer for thousands of users in milliseconds [3]. However, despite the empirical successes, the theoretical underpinnings and design guidelines remain elusive, which hinders the practical implementations of GNNs in wireless networks.

The current theoretical understanding of the benefits of GNN-based methods is limited to the permutation invariance property [3], [12], [16], [20]. This property was proved to be universal in radio resource management problems in [3]. Given that GNNs well respect this property while MLPs do not [3], [12], [20], we may expect that GNNs will outperform MLPs and this has been verified empirically in [3], [12], [20], and [16]. Although these works provide some clues on why GNN architectures are better than MLPs for wireless networks, it is not practically useful. First, it fails to characterize the conditions for GNNs to outperform classic neural architectures. Second, the qualitative results of [3], [12], [16], [20] cannot be used to guide a better design of GNN-based algorithms, i.e., to find a better GNN architecture. To address these issues, a quantitative performance measure is needed. In this paper, we adopt the provably approximately correct learning (PAC-learning) framework [21], which is a standard way to characterize the generalization errors with a finite amount of training samples. With this framework, we are able to theoretically compare the generalization performance of GNN-based and MLP-based methods. Our analysis also leads to a principled and general approach to designing neural architectures for GNNs, while existing studies mainly focus on individual application cases [11], [13], [15], [19], [20], [22].

B. Contributions

In this paper, we develop a unified framework for applying GNNs to wireless communications. Specifically, our main contributions are summarized as follows:

1) We present a general framework for modeling typical problems of wireless communication as graph optimization problems. For illustrations, we apply this framework to power control in device-to-device (D2D) networks, resource allocation in cell-free networks, and hybrid precoding for millimeter-wave (mmWave) networks.

2) To bridge the learning-based algorithms and optimization-based algorithms in wireless networks, we identify an important class of algorithms for solving graph optimization problems, named distributed message passing (DMP) algorithms [23]. DMP algorithms unify many classic optimization-based algorithms (e.g., WMMSE [24], Riemannian gradient [25], and belief propagation [26]), as well as GNN-based algorithms (e.g., [22]) for problems in wireless networks. It is proved that GNNs are the most powerful DMP algorithms, i.e., they can represent any DMP algorithm with a proper choice of learnable weights, which justifies the adoption of GNNs in wireless networks from an algorithmic perspective.

3) To theoretically verify the advantages of GNNs over MLPs in solving graph optimizations in wireless communications, we provide the first generalization analysis for these two neural architectures. Specifically, based on the PAC-learning framework [21], [27], we prove that the GNNs’ generalization error and required number of training samples are $O(n)$ and $O(n^2)$ times lower than those of MLPs, where $n$ is the number of nodes in the graph. This indicates that GNNs will achieve higher performance gains in dense wireless networks.

4) Based on the generalization analysis, we propose a theory-guided neural architecture design methodology for performance enhancement. Simulations will verify our theory and the effectiveness of the proposed neural architecture design principles. In particular, it will be shown that the proposed GNNs improve the performance of standard GNNs, significantly outperform MLP-based methods, and achieve hundreds of times of speedups compared with classic optimization-based methods.\(^1\)

C. Preview and Organization

In this subsection, we give a preview of the proposed framework as illustrated in Fig. 1. We consider a general optimization problem in wireless communications [2], with the following formulation:

$$\min_x f(x; z), \quad \text{s.t. } x \in \mathcal{X},$$  \hspace{1cm} (1)

where $f : \mathbb{C}^n \to \mathbb{R}$ is a continuous (possibly nonconvex) objective function, $x$ is the optimization variable (e.g., the beamforming matrix), $\mathcal{X} \subset \mathbb{C}^n$ is the feasible set, and $z$ contains the problem parameters (e.g., channel state information).

Our framework consists of two aspects: algorithmic design and theoretical analysis. For the algorithm development, we first formulate (1) as a graph optimization problem. Specifically, we model the wireless network as a graph and the problem parameters $z$ as the graph’s features, i.e., node features $Z$ and edge features $A$ (Section II). We will then design a GNN architecture based on the graph type (Section III-A). We further apply a theory-guided approach to modify the neural architecture for performance enhancement (Section V).

For simplicity, we adopt the data-driven paradigm,\(^2\) where the GNN outputs the optimal solution $x^*$ and is trained with an unsupervised loss function [6]. For the theoretical analysis, we first analyze the capability of GNNs in learning an optimal algorithm for Problem (1) in Theorem 2 (Section III). We shall then demonstrate the benefits of GNNs over MLPs in terms of the sample complexity and generalization error

\(^1\)The codes to reproduce the simulation results are available on https://github.com/yshenaw/GNN4Com

\(^2\)For the model-driven deep learning paradigm, one can replace the MLPs or CNNs with GNNs by following the same procedure of graph modeling and neural architecture design.
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D. Notations

Throughout this paper, \( a, A, A \) stand for a column vector, a matrix, and a three-dimensional tensor, respectively. \( a_{(i)}, A_{(i,j)}, A_{(i,j,k)} \) are the entry of the \( i \)-th element of the vector \( a \), the \( i \)-th row and the \( j \)-th column of the matrix \( A \), the entry indexed by \( i, j, k \) in tensor \( A \), respectively. \( A_{(i,:)} \) denotes the \( i \)-th row of matrix \( A \). The conjugate, transpose, and conjugate transpose of \( A \) are presented by \( A^*, A^T \), and \( A^H \); \( \mathbb{R}() \) denotes the real part of a complex variable.

II. GRAPH MODELING OF WIRELESS COMMUNICATION PROBLEMS

In this section, we first present a general graph modeling framework for wireless communication problems, followed by illustrations of three application examples that require different graph modeling techniques.

A. Wireless Communication Problems as Graph Optimization

Traditionally, a graph is an ordered pair \( G = (V, E) \), where \( V \) denotes the set of nodes and \( E \subset \{\{x, y\} \mid x, y \in V\} \) denotes edges associated with pairs of nodes. In wireless networks, the agents’ and links’ properties are as important as the network topology. As a result, we augment the tuple \( (V, E) \) to include the node features and edge features. Specifically, we define a communication graph as \( G = (V, E, s, t) \), where \( V \) is the set of nodes, \( E \) is the set of edges, \( s : V \rightarrow \mathbb{C}^{d_1} \) maps a node to its feature, and \( t : E \rightarrow \mathbb{C}^{d_2} \) maps an edge to its feature. In the context of wireless communications, the nodes represent users, access points (APs), antennas, or variables in a factor graph, and the node feature is the property of this node (e.g., the importance of the node). The edges represent the communication links, interference links, or some connectivity patterns, while the edge feature is the property of this edge (e.g., channel state information). We further define the node feature matrix as \( Z \in \mathbb{C}^{V \times d_1} \), where \( Z_{(i,:)} = s(v_i) \), and the adjacency feature tensor \( A \in \mathbb{C}^{V \times |V| \times d_2^2} \) as

\[
A_{(i,j,:)} = \begin{cases} 0, & \text{if } \{i,j\} \notin E \\ t(\{i,j\}) & \text{otherwise.} \end{cases}
\]

We now define graph optimization problems on communication graphs. Denote the optimization variable on the \( i \)-th node as \( x_i \) and collect all the variables as \( X = [x_1, \ldots, x_{|V|}]^T \in \mathbb{C}^{|V| \times n} \). A graph optimization problem is given by

\[
\mathcal{P} : \begin{array}{c}
\text{minimize } f(X, Z, A) \\
\text{subject to } Q(X, Z, A) \leq 0,
\end{array}
\]

where \( f(\cdot) \) and \( Q(\cdot) \) denote the objective function and constraint respectively. This formulation is general and includes typical examples in wireless communications, as illustrated below.

1) Resource Management and Signal Processing: First, as the topology of a wireless network is essentially a graph, radio resource management problems are naturally graph optimization problems. In this paper, we consider two example networks, namely, D2D networks and cell-free networks, where we model users and APs as nodes. Second, the graph structure is ubiquitous in signal processing applications (e.g., hybrid precoding, localization, and traffic prediction), which create graph optimization problems. We consider hybrid precoding as a signal processing example where we model the antennas as nodes.

2) Statistical Inference: The inverse problems such as channel estimation, data detection, and wireless sensing can be formulated as optimization problems on factor graphs [26], which can be enhanced by GNNs [14], [17]. Due to space limitation, we will not cover this topic.

An overview of typical graph modeling examples is shown in Table I, and the following three subsections will provide more details on these three running examples.

B. Power Control in Device-to-Device Networks

We first consider a D2D network with \( K \) transceiver pairs where both transmitters and receivers are equipped with a single antenna [2]. Let \( p_k \) denote the transmit power of the \( k \)-th transmitter, \( h_{k,k} \in \mathbb{C} \) denote the direct-link channel between the \( k \)-th transmitter and receiver, \( h_{j,k} \in \mathbb{C} \) denote the cross-link channel between transmitter \( j \) and receiver \( k \), \( s_k \in \mathbb{C} \) denote the data symbol for the \( k \)-th receiver, and \( n_k \sim \mathcal{CN}(0, \sigma_k^2) \) denote the additive Gaussian noise. The signal-to-interference-plus-noise ratio (SINR) for the \( k \)-th receiver is given by

\[
\text{SINR}_k = \frac{|h_{k,k}p_k|^2}{\sum_{j \neq k} |h_{j,k}|^2 p_j + \sigma_k^2}.
\]

The power control
The problem for weighted sum rate maximization is formulated as follows, with $w_k$ representing the weight for the $k$-th pair:

$$\begin{align*}
\text{maximize} & \quad \sum_{k=1}^{K} w_k \log_2 (1 + \text{SINR}_k) \\
\text{subject to} & \quad 0 \leq p_k \leq 1, \forall k.
\end{align*}$$

(3)

To model it as a graph optimization problem, we treat the $k$-th transceiver pair as the $k$-th node in the graph. Illustrations of the system model and graph modeling are shown in Fig. 2(a) and Fig. 2(b), respectively. The optimization variable $X \in \mathbb{R}^{V \times 1}$, node feature matrix $Z \in \mathbb{R}^{K \times 3}$, and adjacency feature tensor $A \in \mathbb{R}^{K \times K \times 1}$ are given by $X_{(k,1)} = p_k$, $Z_{(k,:)} = [|h_{k,k}|^2, w_k, \sigma_k^2]^T$, $A_{(j,k,1)} = |h_{j,k}|^2$. With the node features and edge features, the SINR is expressed as $\text{SINR}_k = \sum_{j,k} A_{(j,k,1)} X_{(j,1)} Z_{(k,:)}$. The optimization problem (3) is then converted into the following graph optimization problem:

$$\begin{align*}
\text{maximize} & \quad \sum_{k=1}^{K} Z_{(k,2)} \log_2 (1 + \text{SINR}_k) \\
\text{subject to} & \quad 0 \leq X_{(k,1)} \leq 1, \forall k.
\end{align*}$$

(4)

### C. Power Control in Cell-Free Networks

We consider a cell-free massive MIMO system with $M$ single-antenna APs and $K$ single-antenna users, where the APs are connected to a central processing unit (CPU) [28]. Specifically, we study the power control problem in the uplink pilot transmission phase [29]. During this stage, all the users transmit their pilot sequences of $\tau$ symbols. Let $\rho, \sqrt{\tau} \phi_k \in \mathbb{C}^{T \times 1}$, $p_k$, $u_{m,k}$ denote the SNR, the pilot sequence and transmit power of the $k$-th user, and the large-scale fading coefficient between the $k$-th user and the $m$-th AP, respectively. The SINR of the $k$-th user is given in (5), as shown at the bottom of the next page, where $v_{m,k} = \frac{\sqrt{\tau} \phi_{u_{m,k}}}{\rho \sum_{k'=1}^{K} v_{m,k} |\phi_{u_{m,k}}|^2 + 1}$.

We consider the following formulation with user fairness, i.e., to maximize the minimum user rate:

$$\begin{align*}
\text{maximize} & \quad \min_{k=1,\ldots,K} \log_2 (1 + \text{SINR}_k) \\
\text{subject to} & \quad 0 \leq p_k \leq 1.
\end{align*}$$

(6)

For ease of comparison, we follow the setting of [29], where only the large-scale fading coefficients $u_{m,k}$ are used as the input of neural networks. We model the system as a fully connected bipartite graph, where the APs and users are viewed as nodes. Illustrations of the system model and graph modeling are shown in Fig. 2(b) and Fig. 2(e), respectively. The optimization variable $X \in \mathbb{R}^{K \times 1}$ is given by $X_{(k,1)} = p_k$, $1 \leq k \leq K$.

Define the large-scale coefficient matrix as $U \in \mathbb{R}^{M \times K}$, where $U_{(m,k)} = u_{m,k}$. The adjacency feature tensor of the bipartite graph $A \in \mathbb{R}^{(M+K) \times (M+K) \times 1}$ is given by...
\[ A_{(\cdot,\cdot)} = \begin{bmatrix} 0_{M \times M} & U \\ U^T & 0_{K \times K} \end{bmatrix}, \] and there is no node feature. The graph optimization problem is obtained by replacing \( p_k \) in (5) with \( X_{(k,1)} \) and replacing \( u_{m,k} \) in (5) with \( A_{(m,M+k)} \).

### D. Hybrid Precoding in mmWave Communications

This example considers a single-user mmWave MIMO system, where \( N_s \) data streams are sent and collected by \( N_t \) transmit antennas. Hybrid precoding is adopted to reduce hardware cost and energy consumption [25]. The number of RF chains at the transmitter is denoted as \( N_{\text{RF}} \), which is subject to the constraint \( N_s \leq N_{\text{RF}} \leq N_t \). The hybrid precoder consists of an \( N_{\text{RF}} \times N_s \) digital baseband precoder \( F_{\text{BB}} \) and an \( N_t \times N_{\text{RF}} \) analog RF precoder \( F_{\text{RF}} \). The transmit power constraint is given by \( \| F_{\text{RF}} F_{\text{BB}} \|^2_F = N_s \). We consider a generic formulation for the hybrid precoding problem [25]:

\[
\begin{align*}
\text{minimize} & \| F_{\text{opt}} - F_{\text{RF}} F_{\text{BB}} \|_F \\
\text{subject to} & F_{\text{RF}} \in \mathcal{X}, \quad \| F_{\text{RF}} F_{\text{BB}} \|^2_F = N_s,
\end{align*}
\]

where \( F_{\text{opt}} \) is the optimal fully digital precoder to be approximated, and \( \mathcal{X} \subseteq \{ \mathcal{X}_f, \mathcal{X}_p \} \) is the feasible set of the analog precoder induced by the unit modules constraints, which is distinct for different hybrid precoding structures. We consider the partially connected structure, where the output signal of each RF chain is only connected with \( N_t/N_{\text{RF}} \) antennas [25]. The analog precoder \( F_{\text{RF}} \) is a block diagonal matrix and each block is an \( N_t/N_{\text{RF}} \) dimensional vector with unit modulus elements:

\[
F_{\text{RF}} = \begin{bmatrix} p_1 & 0 & \cdots & 0 \\ 0 & p_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & p_{N_{\text{RF}}} \end{bmatrix},
\]

where \( p_i = \left[ \exp \left( j \theta_i \frac{n_i}{N_{\text{RF}}} \right), \cdots, \exp \left( j \theta_i \frac{n_i}{N_{\text{RF}}} \right) \right]^T \) and \( \theta_i \) is the phase of the \( i \)-th phase shifter.

One intuitive way of graph modeling for this example is to model the symbols, RF chains, phase shifters, and antennas as nodes in the graph. However, it is difficult to find a way to represent \( F_{\text{opt}} \) as features on this graph. Instead, we model this system as a fully connected bipartite graph where the transmit symbols and the transmit antennas are viewed as nodes. Illustrations of the system model and graph modeling are shown in Fig. 2(c) and Fig. 2(f), respectively. We define the optimization variables \( X_{\text{BB}} \in \mathbb{C}^{N_t \times N_{\text{RF}}} \) and \( X_{\text{RF}} \in \mathbb{C}^{N_t \times 1} \) as

\[
(X_{\text{BB}})_{(i,:)} = (F_{\text{BB}})^H (i,:), \quad (X_{\text{RF}})_{(1,:)} = (F_{\text{RF}})_{(1,[iN_t/N_{\text{RF}}])},
\]

\[
1 \leq i \leq N_{\text{RF}}, 1 \leq j \leq N_t.
\]

The adjacency feature tensor \( A \in \mathbb{C}^{(N_t+N_s) \times (N_t+N_s) \times 1} \) is given by

\[
A_{(\cdot,\cdot,\cdot)} = \begin{bmatrix} 0_{N_t \times N_s} & F_{\text{opt}} \\ F_{\text{opt}}^H & 0_{N_s \times N_s} \end{bmatrix}
\]

and there is no node feature. The graph optimization problem is written as

\[
\begin{align*}
\text{minimize} & \sum_{i=1}^{N_t} \sum_{j=1}^{N_s} |A(i,N_t+j,1)| \\
\text{subject to} & |(X_{\text{RF}})^H(i,1)(X_{\text{BB}})_{(j,1)}|_2^2 - \sum_{i=1}^{N_t} |(X_{\text{RF}})^H(i,1)(X_{\text{BB}})_{(1,1)}|_2^2 |2| \\
& \|X_{\text{BB}}\|^2_F = \frac{N_{\text{RF}}N_s}{N_t},
\end{align*}
\]

### III. FROM WIRELESS NETWORKS TO GRAPH NEURAL NETWORKS

In this section, we first introduce GNNs, and illustrate how to apply them to solve the graph optimization problem formulated in (2). Then, we develop a unified framework that bridges optimization-based algorithms and GNN-based algorithms, which justifies the application of GNNs to solve problems in wireless communications from an algorithmic perspective.

#### A. Graph Neural Networks

GNNs extend the spatial convolution in CNNS to graphs. In one CNN layer, each pixel updates its own hidden state based on the convolution with its neighbor pixels. Similarly, in one GNN layer, each node updates its own hidden state based on the aggregated information from its neighbor nodes. Specifically, denote \( d_k^{(l)} \) as the hidden state of the \( k \)-th node at the \( t \)-th layer, each GNN layer consists of two stages [3], [20], [30]:

1. **Aggregation:** The \( k \)-th node uses a neural network to aggregate its neighbors’ outputs of the last layer, followed by a pooling function. The update can be expressed as:

\[
d_k^{(l)} = \text{PL}_{j \in \mathcal{N}(k)} \left(q_l^{(t)}(d_{j}^{(t-1)}, d_{j}^{(t-1)}, A_{(j,k,:)}, \mathcal{W}_{1}^{(t)})\right),
\]

where \( \mathcal{N}(k) \) is the set of neighbors of node \( k \), \( \text{PL}_{j \in \mathcal{N}(k)}(\cdot) \) is a pooling function (e.g., sum or max pooling), \( q_l^{(t)}(\cdot) \) is the aggregation neural network at the \( t \)-th layer, and \( \mathcal{W}_{1}^{(t)} \) denotes the learnable weights of this neural network.

2. **Combination:** After obtaining the aggregated information, another neural network is applied to process information and obtain the output at each node. Specifically,
the aggregated information is combined with the node’s own information as follows
\[
d_{k}^{(t)} = q_{2}^{(t)}(d_{k}^{(t-1)}, Z_{(k,:)}, a_{k}^{(t)}|W_{2}^{(t)}),
\]
where \(q_{2}^{(t)}(\cdot)\) represents the combination neural network and is with learnable model parameters \(W_{2}^{(t)}\).

To apply a GNN on a particular graph, one should design \(q_{1}, q_{2}\), and the pooling function. Recently the machine learning community has developed various kinds of GNN architectures for different types of graphs, and a straightforward way is to select the one that works well on the corresponding graph. For example, D2D networks are weighted graphs, and thus one may select a GNN that is designed for weighted graphs from the deep graph library (DGL) \[30\], as illustrated below.

**Example 1 (ECGNN for D2D Networks):** The edge convolutional graph neural network (ECGNN) is an architecture designed for weighted graphs and has been applied to D2D convolutional graph neural network (ECGNN) is an architecture designed for weighted graphs and has been applied to D2D power control \[22\]. It first initializes \(d_{k}^{(0)} = Z_{(k,:)} = [w_{k}, h_{k,k}].\) For a T-layer ECGNN, the update of the k-th node in the t-th layer is specified as
\[
a_{k}^{(t)} = \sum_{j \neq k} \sigma(W_{1}^{(t)}d_{k}^{(t-1)} + W_{2}^{(t)}h_{j,k} + W_{3}^{(t)}d_{j}^{(t-1)}),
\]
\[
d_{k}^{(t)} = \frac{a_{k}^{(t)}}{|\mathcal{N}(k)|}, \quad p_{k} = \text{MLP}(d_{k}^{(T)}),
\]
where \(W_{1}, W_{2}, W_{3}\) are the weight matrices, \(\text{MLP}(\cdot)\) is a learnable MLP mapping the hidden state to the power values, and \(\sigma(\cdot)\) is an activation function. In this GNN, we have \(\text{PL} = \text{SUM}, \mathcal{W}_{4}^{(t)} = \{W_{1}^{(t)}, W_{2}^{(t)}, W_{3}^{(t)}\}, \mathcal{W}_{5}^{(t)} = \emptyset\).

Different from D2D networks, the cell-free network is modeled as a bipartite graph. As a result, we may choose a neural network designed for bipartite graphs from DGL \[30\].

**Example 2 (HetGNN for Cell-Free Networks):** The heterogeneous graph neural network (HetGNN) \[20\] is powerful in learning representations of heterogeneous bipartite graphs. In each layer of a HetGNN, there are two types of messages: the messages from APs to UEs, and the messages from UEs to APs. As a result, we should use different weight matrices to parameterize different messages. As there is no node feature, we initialize \(d_{k}^{(0)} \in \mathbb{R}^{0}\) as an empty vector. For a T-layer HetGNN, the update of the k-th node in the t-th layer is given as
\[
a_{k}^{(t)} = \left\{ \begin{array}{ll}
\sum_{m=1}^{M} W_{1}^{(t)}d_{m}^{(t-1)} + w_{2}^{(t)}u_{m,k}, & M < k \leq M + K, \\
\sum_{m=M+1}^{M+K} W_{3}^{(t)}d_{m}^{(t-1)} + w_{4}^{(t)}u_{k,m}, & 0 \leq k \leq M,
\end{array} \right.
\]
\[
d_{k}^{(t)} = \left\{ \begin{array}{ll}
\sigma(W_{5}^{(t)}d_{k}^{(t-1)} + a_{k}^{(t)}), & M < k \leq M + K, \\
\sigma(W_{6}^{(t)}d_{k}^{(t-1)} + a_{k}^{(t)}), & 0 \leq k \leq M,
\end{array} \right.
\]
\[
p_{k} = \text{MLP}(d_{k}^{(T)}), \quad M < k \leq M + K,
\]
where \(W_{1}, \ldots, W_{6}\) are learnable weights, \(\sigma(\cdot)\) is an activation function, and \(\text{MLP}(\cdot)\) is a learnable MLP mapping the hidden state to the power values. In this GNN, we have \(\text{PL} = \text{SUM}, \mathcal{W}_{7}^{(t)} = \{W_{1}^{(t)}, W_{2}^{(t)}, W_{4}^{(t)}\}, \mathcal{W}_{8}^{(t)} = \{W_{5}^{(t)}, W_{6}^{(t)}\}\).

As the underlying topology of hybrid precoding is also a bipartite graph, HetGNN can be applied. Nevertheless, a good architecture design for this problem is more involved and will be treated in Section V-D.

**B. Distributed Message Passing Algorithms**

In this subsection, we introduce distributed message passing (DMP) algorithms \[23\], which play an essential role in the analysis of GNNs. They are also named after *local algorithms* in distributed computing literature \[31\]. DMP algorithms are a classic family of iterative optimization algorithms on graphs. In each iteration, each node sends messages to its neighbors, receives messages from its neighbors, and updates its state based on the received messages. The updates are shown in Algorithm 1, where \(h^{(t)}, g_{1}^{(t)}, g_{2}^{(t)}\) are the message encoding function, message aggregation function, and update function at the t-th iteration, respectively. The choice of these functions depends on the specific application. This class of algorithms is extremely powerful and is able to solve any graph optimization problem, as shown in the following theorem.

**Algorithm 1 Distributed Message Passing Algorithms** \[23\]

1: Initialize all internal states \(x_{i}^{(0)}, \forall i,\)
2: for communication round \(t = 1, \ldots, T\) do
3: \(\forall i, \text{agent } i \text{ receives } m_{j ightarrow i}^{(t)} = h_{j}^{(t)}(x_{j}^{(t-1)}, x_{i}^{(t-1)}, A_{(j,i)}, j \in \mathcal{N}(i))\)
4: \(\forall i, \text{agent } i \text{ aggregates messages } y_{i}^{(t)} = g_{1}^{(t)}(\{m_{j ightarrow i}^{(t)} : j \in \mathcal{N}(i)\})\)
5: \(\forall i, \text{agent } i \text{ updates its internal state } x_{i}^{(t)} = g_{2}^{(t)}(Z_{(i,:)}, x_{i}^{(t-1)}, y_{i}^{(t)})\)
6: end for
7: Output \(x_{i}^{(T)}|_{i=1}^{N}\).

**Theorem 1:** For any graph optimization problem as formulated in (2), there exists a DMP algorithm that can solve it.

**Proof:** The proof of Theorem 1 relies on two facts. First, as shown in \[3\], any graph optimization problem is permutation invariant. Second, any permutation invariant function can be implemented by a DMP step. Thus, for any graph optimization problem, there exists a DMP algorithm that can solve it. Details are provided in Appendix A.

Although the name of “distributed message passing algorithms” seldom appears in the wireless communication literature, many classic algorithms belong to the DMP algorithm class. The following results show that classic algorithms for hybrid precoding and power control are DMP algorithms, which are proved by writing the iterations of classic algorithms as DMP steps.

**Proposition 1:** [Riemannian gradient as a DMP Algorithm] The Riemannian gradient algorithm in \[25\] for Problem (7) is a DMP algorithm.
Proof: We first write down the key updates of the Riemannian gradient:
\[
\nabla f(F_{RF}^{(t-1)}) = -2(F_{opt} - F_{RF}^{(t-1)}F_{BB}^{(t-1)})F_{BB}^{(t-1)}H,
\]
grad\( f(F_{RF}^{(t-1)}) = \nabla f(F_{RF}^{(t-1)}) - R(\nabla f(F_{RF}^{(t-1)}) \circ (F_{RF}^{(t-1)})^*) \circ F_{RF}^{(t-1)}, \)
\[
F_{RF}^{(t-1)} = P_X(\nabla f(F_{RF}^{(t-1)}) - \alpha(t) \cdot \nabla f(F_{RF}^{(t-1)})) \cdot (14).
\]
Here, \( \alpha(t) \) is the step size at the \( t \)-th iteration and \( P_X \) is the projection onto the unit modulus constraint. We next show that (14) can be expressed as a DMP step, where the messages are passed from the transmit symbol nodes to the transmit antenna nodes. The hidden state of the \( i \)-th node \( x_i^{(t)} \in \mathbb{C}^{NRF} \) is
\[
x_i^{(t)} = \begin{cases} 
(X_{RF}^{(t)}|_{i,j})^T, & 1 \leq i \leq N_t \\
(X_{BB}^{(t)}|_{i-N_t+1,i}) & N_t < i,
\end{cases}
\]
where \( X_{RF}^{(t)} = F_{RF}^{(t)} \) and \( X_{BB}^{(t)} = (F_{BB}^{(t)})^H \). With notations in Section II, the corresponding DMP is
\[
m_{j \rightarrow k}^{(t)} = (A_{j,k,1} - (x_k^{(t-1)})^T(x_j^{(t-1)})^*)x_j^{(t-1)},
\]
\[
y_k^{(t)} = -2 \sum_{j=1}^{N_t+N_s} m_{j \rightarrow k}^{(t)}, \quad 1 \leq k \leq N_t,
\]
\[
\bar{x}_k^{(t)} = y_k^{(t)} - R(y_k^{(t)}) \circ (x_k^{(t-1)}), \quad 1 \leq k \leq N_t,
\]
\[
x_k^{(t)} = P_X(\bar{x}_k^{(t)} - \alpha \cdot \bar{x}_k^{(t)}), \quad 1 \leq k \leq N_t,
\]
where \( m_{j \rightarrow k}^{(t)} \in \mathbb{C}^{NRF} \) is the message sent from node \( j \) to node \( k \), \( y_k^{(t)} \in \mathbb{C}^{NRF} \) is the aggregated messages at the node \( k \), and \( x_k^{(t)} \in \mathbb{C}^{NRF} \) is an intermediate variable. □

Proposition 2: [WMMSE as a DMP Algorithm] The weighted minimum mean square error (WMMSE) algorithm (Algorithm 1 in [2]) for solving Problem (3) is a DMP algorithm.

Proof: We first write down the key updates of WMMSE [2]
\[
v_k^{(t)} = \frac{U_k \alpha_k^{(t-1)}u_k^{(t-1)}h_{k,k}}{\sum_{j=1}^{K} \left| w_j \right|^2 (u_j^{(t-1)})^2 |h_{j,k}|^2},
\]
\[
u_k^{(t)} = \frac{\left| h_{k,k} \right|^2 |v_k^{(t)}|}{\sum_{j=1}^{K} \left| h_{j,k} \right|^2 |v_j^{(t)}|^2 + \sigma_k^2},
\]
\[
\alpha_k^{(t)} = \frac{1}{1 - u_k^{(t)} \left| h_{k,k} \right|^2 \left| v_k^{(t)} \right|^2},
\]
where the output \( pk = (v_k)^2 \) and \( v_k^{(t)}, u_k^{(t)}, \alpha_k^{(t)} \) are the intermediate variables at the \( t \)-th iteration. We show that one iteration of (16a) can be written as one iteration of a DMP step. Specifically, denoting the hidden state \( x_i^{(t)} = [v_i^{(t)}, u_i^{(t)}, \alpha_i^{(t)}] \in \mathbb{R}^3 \) and with the notations in Section II, we have
\[
m_{j \rightarrow k}^{(t)} = Z_{(j,k)} \cdot (x_j^{(t-1)})^3 \cdot ((x_j^{(t-1)})^2 \cdot A_{(j,k,1)}, \ j \neq k,
\]
\[
y_k^{(t)} = \sum_{j=1}^{K} m_{j \rightarrow k}^{(t)}, \quad x_k^{(t)} = P_X(\bar{x}_k^{(t)} - \alpha \cdot \bar{x}_k^{(t)}), \quad 1 \leq k \leq N_t,
\]
where \( m_{j \rightarrow k}^{(t)} \in \mathbb{R} \) and \( y_k^{(t)} \in \mathbb{R} \) represent the message and aggregated message respectively. Similarly, (16b) and (16c) together are one iteration of a DMP step. Thus, a WMMSE algorithm with \( T \) iterations is a DMP algorithm with at most \( 2T \) iterations.

Connections to Message Passing Algorithms on Graphical Models: In addition to these optimization algorithms, another important class of DMP algorithms is belief propagation (BP) type algorithms, e.g., belief propagation, generalized expectation propagation, and approximate message passing. The reason is that BP-type algorithms can be viewed as optimizers for free energy minimization on factor graphs [26]. This is essentially a graph optimization problem, and thus Theorem 1 applies.

C. Unifying Optimization-Based and GNN-Based Algorithms

In this subsection, we bridge GNNs and optimization-based algorithms via DMP and demonstrate the capacity of GNNs in learning optimal algorithms. We begin by noting that GNNs are special cases of DMP algorithms. For example, let \( x_i^{(t)} = d_i^{(t)} \), then ECGNN in (12) can be transformed into the following DMP:
\[
m_{j \rightarrow k}^{(t)} = \alpha(W_1^{(t)} x_k^{(t-1)} + w_2 A_{(j,k,1)} + W_3 x_j^{(t-1)}),
\]
\[
y_k^{(t)} = \frac{1}{N(k)} \sum_{j} m_{j \rightarrow k}^{(t)}, \quad x_k^{(t)} = y_k^{(t)}.
\]

Also, due to the strong approximation ability of neural networks [32], they are able to represent DMP algorithms well. A formal statement of the relationship between GNNs and DMP algorithms is given in the following theorem.

Theorem 2: Let DMP(\( T \)) denote the family of DMP algorithms with \( T \) iterations and GNN(\( T \)) as the family of GNNs in (10) and (11) with \( T \) layers, then

1) for any GNN in GNN(\( T \)), there exists a distributed message passing algorithm in DMP(\( T \)) that solves the same set of problems;

2) for any algorithm in DMP(\( T \)), there exists a GNN in GNN(\( T \)) that solves the same set of problems.

Proof: This result is proved by following Theorem 7 in [3] or Theorem 3.1 in [31] and adding \( x_i^{(t)} \) into the messages. □

Theorem 2 shows that GNNs are special cases of DMP algorithms, but they can represent any DMP algorithm with proper weights that are learned from data. For classic
optimization-based DMP algorithms, the message encoding function, message aggregation function, and update function are handcrafted. On the contrary, GNNs directly learn these functions from data, and thus the number of iterations can be significantly reduced and the performance may be improved.

For example, for the power control problem, a GNN with 2 iterations already outperforms WMMSE, a handcrafted DMP algorithm, with 30 iterations (Fig. 3 in [3]). Such advantage is a major motivation underlying the recent interests in “learning to optimize” approaches [2], [3], [8]. By combining Theorem 1 and Theorem 2, we reach the conclusion that GNNs are powerful in solving graph optimization problems, which is stated in the next corollary.

**Corollary 1**: For any graph optimization problem as defined in (2), there exists a GNN that can solve it.

Corollary 1 demonstrates the potential of GNNs in solving graph optimization problems. But this support from the algorithmic perspective alone cannot fully explain the advantages of GNN-based methods. Particularly, as MLPs are also universal approximators [2], [32], they have the ability to approximate DMP algorithms too. Thus, we still need a result to directly compare GNN-based and MLP-based methods. This is left to the next section, where we will leverage a fine-grained analysis on the generalization performance to characterize the benefits of adopting GNNs over MLPs.

IV. GENERALIZATION ANALYSIS OF GRAPH NEURAL NETWORKS

In this section, we theoretically prove that GNNs are superior to MLPs in solving problems in wireless networks, in both the generalization error (i.e., the performance of solving a problem instance of (2)) and sample efficiency (i.e., the number of samples to train the neural network). We first introduce PAC-learning as a general analytical framework and present the algorithmic alignment (AA) as the main tool. We will then characterize and compare the generalization error and sample efficiency of GNNs and MLPs in solving graph optimization problems.

A. Generalization Analysis via PAC-Learning

PAC-learning is a standard framework to analyze the generalization error of machine learning methods with a finite amount of training samples. Intuitively, it addresses the following problem: How many training samples are needed to guarantee that the generalization error is less than ε with a probability of at least 1−δ. This framework is formally defined as follows.

**Definition 1 (PAC Learning [21], [27]):** Fix an error parameter ε > 0 and a failure probability δ ∈ (0, 1). Suppose \( \{ x_i, y_i \}_{i=1}^{N} \) is a distribution drawn from a distribution \( D \) with each sample satisfying \( y_i = g(x_i) \). Let \( f = \mathcal{A}(\{ x_i, y_i \}_{i=1}^{N}) \) be the function generated by a learning algorithm \( \mathcal{A} \). Then \( g \) is \( (N, \epsilon, \delta) \)-learnable with algorithm \( \mathcal{A} \) if \( \Pr_{x \sim D}[|f(x) - g(x)| \leq \epsilon] \geq 1 - \delta \). The sample complexity, denoted by \( C_{\mathcal{A}}(g, \epsilon, \delta) \), is the minimum \( N \) that guarantees \( g \) is \( (N, \epsilon, \delta) \)-learnable with \( \mathcal{A} \).

When applying deep learning to solve optimization problems in wireless communications, \( g(\cdot) \) is an oracle algorithm that can output an optimal solution for the considered problem (e.g., a DMP algorithm). \( f(\cdot) \) is a neural network, and \( \mathcal{A} \) is the gradient descent algorithm to train the neural network. Intuitively, we want to learn an algorithm \( f \) with a low sample complexity (i.e., requiring a small number of samples), so that \( f \) is close to the oracle algorithm \( g \) with a high probability. Applying the PAC learning framework for generalization analysis requires the existence of an \( f \) that can well approximate \( g \). The universal approximation property of neural networks provides this guarantee [32]. The next step is to characterize the sample complexity for a given neural architecture, i.e., how hard it is to learn \( f \) with the gradient descent algorithm. This will be provided in the next subsection.

B. Analysis of Neural Networks via Algorithmic Alignment

Our main purpose in the generalization analysis is to compare the effectiveness of different neural architectures in solving graph optimization problems. As far as we know, the recently proposed algorithmic alignment (AA) framework [27] is the only approach that allows tractable comparisons between deep neural architectures for PAC learning. The AA framework is formally defined as follows.

**Definition 2 (Algorithmic Alignment [27]):** Let \( g \) be an oracle function that generates labels, and \( \mathcal{M} \) is a neural network consisting of sub neural networks \( \mathcal{M}_i, i = 1, \ldots, n \). The module functions \( f_1, \ldots, f_n \) generate \( g \) for \( \mathcal{M} \) if, by replacing \( \mathcal{M}_i \) with \( f_i \), the neural network \( \mathcal{M} \) is identical to \( g \). The neural network \( \mathcal{M} \) is said to be \( (N, \epsilon, \delta) \)-algorithmically aligned with the oracle function \( g \) if (1) \( f_1, \ldots, f_n \) generate \( g \); (2) there are learning algorithms \( \mathcal{A}_i \) for the \( \mathcal{M}_i \)’s such that \( n \cdot \max_i C_{\mathcal{A}_i}(f_i, \epsilon, \delta) \leq N \).

In Definition 2, the original task is to learn \( g \), which is a challenging problem. If we could find a neural network architecture that is suitable for this task, it helps to break the original task into simpler sub-tasks, i.e., to learn \( f_1, \ldots, f_n \) instead. The first condition, i.e., \( f_1, \ldots, f_n \) generate \( g \), is needed to guarantee the optimal substructure. This means that if the sub-tasks \( f_1, \ldots, f_n \) can be learned optimally, then \( g \) can be learned optimally. The second condition is to provide the sample complexity guarantee, which is defined in the PAC-learning framework. Therefore, once we establish the algorithmic alignment between an algorithm and a neural network, we can analyze the sample complexity and generalization error, as revealed by the next theorem.

**Theorem 3 (PAC-learning via AA [27]):** Fix parameters \( \epsilon \) and \( \delta \). Suppose training samples are generated as \( \{ S_i, y_i \}_{i=1}^{M} \sim D \) with an oracle function \( y_i = g(S_i) \) for some \( g \). Suppose \( \mathcal{M}_1, \ldots, \mathcal{M}_n \) are the neural network modules in the sequential order, and the neural network \( \mathcal{M} \) composed by \( \mathcal{M}_1, \ldots, \mathcal{M}_n \) and the oracle function \( g \) are \( (N, \epsilon, \delta) \)-algorithmically aligned via functions \( f_1, \ldots, f_n \). Then, \( g \) is \( (N, O(\epsilon), O(\delta)) \)-learnable by \( \mathcal{M} \).

In Definition 2, the degree of alignment is measured by the sample complexity, i.e., a smaller \( N \) implies better alignment.
Theorem 3 further demonstrates that a better alignment results in a smaller sample complexity and generalization error. Thus, the AA framework can provide direct guidelines for designing neural architectures. To apply this powerful framework to comparing GNNs and MLPs, we first establish the algorithmic alignment between GNNs and DMP algorithms. The following example provides an illustration for a particular but representative GNN architecture.

**Example 3 (Alignment Between GNNs and DMP Algorithms):** In this example, we construct a representative GNN, which algorithmically aligns with DMP algorithms. For the GNNs introduced in Section III-A, the design space is the aggregation neural network $q_1(\cdot)$, combination neural network $q_2(\cdot)$, and the pooling function. We use MLPs as $q_1(\cdot)$ and $q_2(\cdot)$, which are commonly adopted in most GNNs [30]. The pooling function has various choices, e.g., sum, max, and attention. To be general, we do not explicitly specify a pooling function and instead let $q_2(\cdot)$ learn a suitable pooling function. Specifically, we consider the following GNN:

$$
\begin{align*}
    a_k^{(t)} &= \text{CONCAT}(\text{MLP}_1^{(t)}(d_k^{(t-1)}, d_k^{(t-1)}, A_{(j,k)})), \\
    d_k^{(t)} &= \text{MLP}_2^{(t)}(Z_{(k,:)}; a_k^{(t)}, x_k^{(t-1)}),
\end{align*}
$$

where MLP$_1^{(t)}(\cdot)$ and MLP$_2^{(t)}(\cdot)$ are two learnable MLPs at the $t$-th layer, and CONCAT(\cdot) concatenates all the input into a vector. To apply the AA framework, we define the module functions $f_1, \cdots, f_{2T}$ and neural network modules $M_1, \cdots, M_{2T}$ as

$$
M_i = \begin{cases} 
    \text{MLP}_1^{(i/2)}, & \text{if } i \text{ is odd,} \\
    \text{MLP}_2^{(i/2)}(\cdot), & \text{o.w.}
\end{cases}
$$

where $h$, $g_1$, and $g_2$ are the functions in Algorithm 1, and $\circ$ is a composition function. By replacing $M_i$ with $f_i$ in (17), we obtain the following algorithm:

$$
\begin{align*}
    a_k^{(t)} &= \text{CONCAT}(h^{(i/2)}(d_j^{(t-1)}, d_k^{(t-1)}, A_{(j,k)})), \\
    d_k^{(t)} &= g_2^{(t)}(Z_{(k,:)}; x_k^{(t-1)}, g_1^{(t)}(a_k^{(t)})),
\end{align*}
$$

which is identical to Algorithm 1. In this way, the first condition in Definition 2 is satisfied. The second condition is satisfied if we set

$$
N > 2T \frac{C}{|V|},
$$

$$
C = \max_{\ell = 1, \cdots, T} (C_{A}(h^{(t)}), C_{\mathcal{A}}(g_1^{(t)} \circ g_2^{(t)}), \epsilon, \delta),
$$

where $C_{\mathcal{A}}(\cdot)$ is defined in Definition 1. This argument is more complicated and the proof is given in Appendix B.

Next, we will compare the generalization performance of GNN-based and MLP-based methods. To apply MLP-based methods for the graph optimization problems in (2), we first flatten the node features $Z$ and edge features $A$ into a vector [2], [6]. Then an MLP is adopted to map the input vector to the solution of Problem (2). Intuitively, MLPs are unstructured, and thus they will not align with the DMP algorithm for solving (2) as well as GNNs. The following result rigorously verifies this conclusion.

**Lemma 1:** \textit{[GNNs aligns with DMP algorithms better than MLPs]} Suppose the target function is a $T$-iteration DMP algorithm $D$, then the GNN architecture in (17) \text{O}(TC/V), O(\epsilon), O(\delta))-algorithmically aligns with $D$ while the MLP architecture \text{O}(TC/V), O(\epsilon), O(\delta))-algorithmically aligns with $D$, where $C = C_{\mathcal{A}}(g_2^{(t)} \circ g_1^{(t)} \circ h^{(t)}), \epsilon, \delta$.

**Proof:** The proof is given in Appendix B.

With Lemma 1 at hand, by adopting Theorem 3 and the generalization bound of neural networks [33], [34], we obtain a quantitative result for comparing the GNN architecture in (17) and the MLP architecture in the following theorem.

**Theorem 4:** Under the setting of Lemma 1, the following two conclusions hold:

1. For a given node number $|V|$, to achieve an error $\epsilon$ and a failure probability $\delta$, the MLP architecture requires $\mathcal{O}(|V|^2)$ times more samples than that for the GNN in (17):

2. Consider a given training sample size $N$, a failure probability $\delta$, and a node number $|V|$. If GNN in (17) achieves an error of $\epsilon$ and $\delta > \Omega(\exp(-c))$, then the MLP architecture achieves an error of $\mathcal{O}(|V|\epsilon)$.

**Proof:** The proof is given in Appendix C.

Theorem 4 suggests that GNNs are superior to MLPs in learning DMP algorithms in terms of the sample complexity and generalization error, and the performance gain grows with the number of nodes in the graph. This verifies the advantages in the scalability and sample efficiency of GNNs over MLPs that have been empirically observed in [22], [11], [12], [3], [1], and [20].

**V. GUIDELINES OF USING GRAPH NEURAL NETWORKS**

The generalization analysis in the previous section not only theoretically demonstrates the advantages of GNNs over MLPs for solving wireless communication problems, but also can be used to design GNN architectures. In this section, we first introduce architecture design guidelines for performance improvement over the basic GNN architectures introduced in Section III-A. We will then apply them to the problems in Section II. Finally, we will compare GNNs with classic methods and model-driven deep learning.

**A. General Guidelines for Theory-Guided Performance Enhancement**

To further improve the bound in (19), i.e., to reduce $C$, we should design GNN architectures to make $h^{(t)}$, $g_1^{(t)}$, and $g_2^{(t)}$ easier to learn. There are four commonly adopted approaches as listed below.

1. **To simplify the message passing scheme:** The complexity of the functions often increases with the input dimension, which depends on the number of incoming messages to a node. Thus, the complexity can be reduced if we can simplify the message-passing scheme. We will illustrate this approach in Section V-C.
2) To find a suitable pooling function: The most widely adopted pooling functions are the max, sum, or attention aggregation. The max aggregation focuses on several neighbors that are most influential (Theorem 6 in [3]). It is suitable when the neighbors’ influence is sparse, or the problem parameters are noisy. The sum aggregation gives summary statistics of the neighbors. It is useful when we aim to obtain a summary of the neighbors. The attention-based aggregation focuses on neighbors that have a large correlation with the current node. It can be used when the mutual correlations between the nodes are important [35].

3) To improve the aggregation neural network $q_1(\cdot)$ and combination neural network $q_2(\cdot)$: In most GNNs [30], the architectures for $q_1$ and $q_2$ are one-layer MLPs. When a good classic DMP algorithm is available, one can design these neural networks via standard unrolling techniques [7], [36], as will be illustrated in Section V-D.

4) To apply input embedding: When the dimension of the edge feature is much smaller than that of the hidden dimension, the neural network often ignores the edge feature. Under this circumstance, it is often useful to employ an embedding neural network that lifts the edge feature into a higher dimension.

B. Power Control in D2D Networks

In this application, we apply the second and the fourth guidelines to enhance the performance with ECGNN as a basic architecture, which was introduced in Example 1. In the ECGNN, the dimensions of the node feature and edge feature are much smaller than the dimensions of the hidden layers. Hence, we use a one-layer MLP to embed the node feature and edge feature. As observed in [2], the output power in the sum rate maximization problem is sparse. Thus, the influence from neighbors is sparse and better performance may be achieved with max aggregation. Specifically, we first embed the node feature and edge feature as

$$x_k^{(0)} = \sigma(W_h^{(0)}[h_k]), \quad e_{j,k} = \sigma(W_2^{(0)}[h_j,k]),$$

where $W_1^{(0)}$ and $W_2^{(0)}$ are learnable weights. For the GNN design, we follow the message-passing scheme of ECGNN but replace the sum aggregation with a max aggregation. Then, the update is given by

$$d_k^{(t)} = \max_{j \neq k} \sigma(W_1^{(t)}x_k^{(t)} + W_2^{(t)}e_{j,k} + W_3^{(t)}x_j^{(t)}),$$

$$p_k = \text{MLP}(d_k^{(T)}),$$

where $W_1^{(t)}$, $W_2^{(t)}$, and $W_3^{(t)}$ are learnable weights at the $t$-th layer.

C. Power Control in Cell-Free Massive MIMO

In this subsection, we improve the neural architecture of HetGNN, as introduced in Example 2, by simplifying the message passing scheme. Notice that the interference in (5) can be expressed as:

$$\sum_{k' \neq k} \sum_{M} p_{k'} \left( \left( \sum_{m=1}^{M} v_{m,k} \frac{u_{m,k'}}{u_{m,k}} \right)^2 \left| \phi_{k'} \phi_k \right|^2 + v_{m,k} u_{m,k'} \right),$$

interference channel from user $k'$

which is similar to the interference term in the D2D networks in (3). This motivates us to introduce the message passing between users as in Section V-B. Moreover, as there are neither node features nor optimization variables on the AP nodes, we run the message passing from the APs to the users only in the first iteration to simplify the message passing. For the aggregation function, we choose the mean aggregation as the power values are not sparse in the fairness problem in (6). Specifically, in the first iteration, the messages are passed from the APs to users and the update is given by

$$d_k^{(1)} = \frac{1}{M} \sum_{m=1}^{M} \sigma(w_1^{(1)} u_{m,k}),$$

$$1 \leq m \leq M, M < k \leq M + K,$$

(22)

where $w_1$ is a learnable weight vector, and $\sigma(\cdot)$ is an activation function. For $t \geq 2$, the message passing scheme follows HetGNN but the messages are passed only among the users but not the APs. Specifically, the update is

$$a_k^{(t)} = \sum_{m=M+1}^{M+K} W_1^{(t)}d_{m}^{(t-1)}, \quad M < k \leq M + K,$$

$$d_k^{(t)} = \sigma(W_2^{(t)}d_k^{(t-1)} + a_k^{(t)}), \quad M < k \leq M + K,$$

$$p_k = \text{MLP}(d_k^{(T)}), \quad M < k \leq M + K,$$

(23)

where $W_1^{(t)}$ and $W_2^{(t)}$ are learnable weights at the $t$-th layer, $\sigma(\cdot)$ is the activation function, and $\text{MLP}(\cdot)$ is a learnable MLP mapping the hidden state to the power values.

D. Partially Connected Hybrid Precoding

In this subsection, we design the GNN architecture for hybrid precoding with the partially connected structure, i.e., Problem (9) via deep unrolling. As discussed in [25], when $F_{BB}$ is fixed, we can obtain a close form solution of $F_{RF}$ as follows:

$$F_{RF} = P_X(F_{opt}F_{BB}^H),$$

(24)

where $P_X$ is a projection onto the constraints in (8). When $F_{RF}$ is fixed, $F_{BB}$ should be obtained via solving a semi-definite programming. Note that (24) can be interpreted as the following message passing from the symbol nodes to antenna nodes:

$$m_{j-i} = F_{opt}(i, j)(F_{BB})_{ij}^H = A^*(i, j + N_t)(X_{BB}(j,:),$$

$$1 \leq i \leq N_t, 1 \leq j \leq N_s,$$

(25)

$$F_{RF}(i, :) = P_X \left( \sum_{j=1}^{N_s} m_{j-i} \right), \quad 1 \leq i \leq N_t.$$
Motivated by this message-passing scheme, we design the following GNN in (25), as shown at the bottom of the next page, where $$W \in \mathbb{C}^{N_{RF} \times N_{RF}}$$ is learnable weights at the $$t$$-th layer and $$P_k(x) = \frac{x}{\|x\|^2}$$ is a projection to the sphere.

E. Benefits and Limitations of Applying GNNs

In this subsection, we discuss the pros and cons of applying GNNs in wireless communications by comparing them with other methods.

1) GNNs Versus Classic Algorithms: Compared with classic algorithms, GNNs have shown their superior performance in large-scale resource management [3], multi-agent semantic communication [19], and MIMO detection [14]. Furthermore, once a GNN is trained, it becomes a DMP algorithm (Theorem 2) and can be deployed in a distributed manner [37]. Nevertheless, the performance guarantee of GNNs (Lemma 1) requires the training distribution to be the same as the test distribution while their robustness to channel distribution shift remains elusive in theory. Thus, classic algorithms may be better choices when the testing environment differs substantially from the training setting (e.g., ITU → LTE in Table III).

2) GNNs Versus Other Neural Architectures: Compared with other neural networks, the unique advantages of GNNs are good scalability and generalization, which are desirable in future wireless networks that are ultra-dense and dynamically changing. As discussed before, GNNs are the only learning-based methods that can scale up to a large number of users and antennas [18]. In addition, GNNs enjoyed unreasonably good generalization in wireless communication problems. For resource management problems, previous studies demonstrated that GNNs are robust to the variations in system parameters (e.g., network density, SNR level, the number of antennas, and the number of subcarriers), which cannot be achieved by classic neural architectures. For statistical inference problems, GNNs are robust to the change of SNR level, number of antennas, and the number of users [14].

3) GNNs Versus Model-Driven Deep Learning: GNNs can be used in a data-driven manner [3], [13], [20] or integrated with model-driven methods [12], [15], [17]. As the definition of model-driven deep learning is ambiguous, a thorough study goes beyond the scope of this paper. For simplicity, we only investigate the comparison between model-driven GNNs and data-driven ones in one common task, i.e., beamforming. Specifically, we consider the problem where the input $$Y$$ is a (random) function of the instantaneous CSI matrix $$X$$ and the output is the beamforming matrix. To use unrolled-based methods [15], [36], we should first reconstruct $$X$$ and then feed it into the neural networks. When the mutual information $$I(X, Y)$$ is much smaller than entropy $$H(X)$$, it is difficult to reconstruct $$X$$ from $$Y$$ and data-driven methods are superior. This is the case when $$Y$$ is limited channel feedback [38] or pilots [13]. Otherwise, a proper combination of model-driven deep learning and GNNs can always improve the performance as it reduces $$C$$ in bound (19). Furthermore, data-driven methods require careful data normalization while model-driven ones do not.

VI. Simulations

In this section, we conduct simulations to verify our theoretical results in Section IV and the effectiveness of the design methodologies developed in Section V.

A. Power Control in D2D Networks

We first investigate the sum rate maximization problem (i.e., Problem (3)) in a single-antenna Gaussian interference channel, i.e., $$h_{j,k} \sim \mathcal{CN}(0,1)$$ and $$w_k = 1, \forall k$$, the same setting as [2], [6]. We consider the following benchmarks for comparison.

1) FPLinQ [39]: FPLinQ is a state-of-the-art optimization-based algorithm for power control in D2D networks.

2) MLP [2]: This is a classic learning-based method for power control in D2D networks and we follow the setting of [2].

3) ECGNN [22]: ECGNN is a GNN-based method for power control as is shown in (12) and we set the number of layers as 2.

4) PCGNN: PCGNN is the proposed GNN in (20) and (21) and the number of layer is 2.

5) UWMMS [15]: This method unfolds the WMMSE algorithm and the learnable parameters are parameterized with GNNs. The GNN’s width and depth, and the number of training samples are chosen as suggested in [15].

6) Best FPLinQ: For each test sample, we run FPLinQ with 100 different initialization points and use the best one as the final performance. The sum rate achieved by this method is often regarded as the highest achievable one [3], [15], [36].

We first compare the sample complexity of MLPs and GNNs when the number of users is 10 or 20 and SNR = 10dB, as shown in Fig. 3(a). For $$K = 10$$, PCGNN trained with 20 and 40 training samples achieves similar performance with the MLP trained with 2,000 and 4,000 training samples, respectively. Remarkably, for $$K = 20$$, PCGNN trained with 20 and 40 training samples achieves similar performance with MLP trained with 16,000 and 64,000 training samples, respectively. This verifies that GNNs need lower sample complexity than MLPs approximately in the order of $$O(K^2)$$. We also test the performance of different methods versus the number of transceiver pairs. The results are shown in Fig. 3(b), where SNR = 10dB and we use 100,000 training samples for learning-based methods. It is observed that the performance of PCGNN and ECGNN is stable while that of MLPs decreases linearly with the network size. This verifies the statement in Theorem 4 that GNNs achieve a better performance than MLPs approximately in the order of $$O(K)$$. In addition, the proposed PCGNN outperforms ECGNN consistently, which demonstrates the effectiveness of our design guidelines.

Surprisingly, PCGNN even outperforms Best FPLinQ when the number of users is large. This is because the number of local minimizers grows exponentially with the user number and optimization-based methods tend to be trapped in bad local minimizers. Intuitively, the neural networks first implicitly model the optimization landscape during training and generate...
solutions according to the landscape in the test. From this perspective, neural networks share a similar spirit as Gibbs algorithms for power control, which are DMP algorithms and robust to find a better local minimizer. Nevertheless, neural networks are much more powerful in large-scale non-convex optimization as they can efficiently model distributions.

In the following, we test the robustness of PCGNN. We consider 10 single-antenna transceiver pairs within a $250 \times 250 m^2$ area and the channel model is ITU-1411 [40]. The transmitters are randomly located in this area while each receiver is uniformly distributed within $[d_{\text{min}}, d_{\text{max}}]$ from the corresponding transmitter.

1) Robustness to SNR Level: We set $d_{\text{min}} = 10$m and $d_{\text{max}} = 50$m. In the training dataset, the transmit power is uniformly distributed in $10 - 30$dBm and we use transmit power as the node feature [6]. We test the performance of GNNs across different transmit power values, which is shown in Table II. The performance is normalized by Best FPInQ and “PCGNN (Full training)” refers to the PCGNN whose training transmit power is the same as the test transmit power. The simulations demonstrate that PCGNN’s performance is stable in terms of the SNR level.

2) Robustness to Channel Distribution Shifts: As empirically verified in [3], [12], and [13], the performance of GNN-based methods is robust when the channels change. We further test four extreme situations here: a) User distribution shift: We set $d_{\text{max}} = d_{\text{min}} = 30$m in the training while $d_{\text{max}} = 50$m and $d_{\text{min}} = 10$m in the test; b) Antenna height distribution shift: In the training, the height of both transmit antenna and receiver antenna is 1.5m. In the test, the height of transmit antenna is uniformly distributed in $30 - 50$m and the receiver antenna is uniformly distributed in $1 - 3$m; c) LoS → NLoS: There are only line-of-sight paths in the training while both line-of-sight and non-line-of-sight paths exist in the test; d) ITU → LTE: The channel models in the training is ITU-1411 [40] while we follow channel model in the standard LTE cellular network [41] in the test. The simulations are shown in Table III. The performance is normalized by Best FPInQ and “PCGNN (Full training)” refers to the PCGNN whose training channel distribution is the same as the test ones. Interestingly, we see that the performance loss is subtle in the first three tasks even if the distribution shift is significant, which demonstrates the robustness of GNNs when the channel changes. The performance drop in the fourth task is because the training data and test data have different supports, which shows that retraining is needed when there are significant variations in channel models.

B. Power Control in Cell-Free Massive MIMO

In this subsection, we consider the power control problem formulated in (6) in a cell-free network in an area of $0.5 \times 0.5km^2$ with different numbers of APs $M$ and users $K$. Other system configurations are identical to [28], [29]. We consider the following benchmarks for comparison.

1) Maximum Power: All users transmit with full power.

2) MLP [29]: It is developed in [29] for the uplink power control in cell-free massive MIMO.

3) HetGNN: HetGNN is a GNN architecture designed for the bipartite graph. We modify it for the power control problem in cell-free massive MIMO according to the guidelines in [20]. The updates of HetGNN are shown in (13) and the number of layers is set as 3.

4) CF-PCGNN [22]: CF-PCGNN is the proposed GNN in (22) and (23) and the number of layers is set as 2.

5) Optimal Algorithm: This algorithm knows all the needed information, i.e., $v_{m,k}$, $w_{m,k}$, $\rho$, and $\phi_k$ in (5). Then an optimal bisection algorithm is adopted to solve Problem (6). It will be used as the performance upper bound.

For the learning-based methods, the input is the large-scale fading coefficient $v_{m,k}$. We consider $M = 30, 50$ and $K = 6, 8, 10$. For each setting, we generate 10,000 samples for training and 2,000 samples for testing. The performance of different benchmarks is shown in Table IV. In the table, we also test the ability of GNNs to generalize to different

| Transmit Power (dBm) | PCGNN | PCGNN (Full Training) | FPInQ |
|----------------------|-------|-----------------------|-------|
| 0                    | 96.12%| 97.10%                | 93.43%
| 10                   | 96.80%| 97.20%                | 93.75%
| 20                   | 97.00%| 97.39%                | 93.63%
| 30                   | 96.65%| 97.12%                | 93.31%
| 40                   | 96.90%| 97.13%                | 93.18%

| Setting               | PCGNN | PCGNN (Full Training) | FPInQ |
|-----------------------|-------|-----------------------|-------|
| User distribution shift| 97.62%| 97.78%                | 93.51%
| Antenna height distribution shift | 97.63%| 97.63%                | 93.66%
| LoS → NLoS            | 94.43%| 97.53%                | 93.51%
| ITU → LTE             | 88.71%| 96.57%                | 94.32%
settings. Specifically, we train HetGNN and CF-PCGNN on a network with 6 users and test them on networks with 6–10 users, which we refer to as “HetGNN $K_{\text{train}} = 6$” and “CF-PCGNN $K_{\text{train}} = 6$”. As shown in the table, the performance of GNNs is superior to that of MLPs, and the performance gain becomes larger with a larger number of users. In addition, the proposed GNN outperforms HetGNN, which demonstrates the effectiveness of our neural architecture design guidelines. In this task, we notice that the performance of GNNs degrades when the number of users grows. This is because the objective function is not differentiable and training becomes unstable when there are more variables. This can be alleviated by adopting a smooth envelope of the loss function, but it is beyond the scope of this paper.

C. Partially Connected Hybrid Precoding

This subsection compares different methods for the hybrid precoding problem with a partially connected structure. The data streams are sent from a transmitter with $N_t = 144$ antennas to a receiver with $N_r = 36$ antennas, and SNR = 10dB. The other system parameters are identical with [25]. We consider the following benchmarks:

1) MLP: An MLP is adopted to learn the map from $F_{\text{opt}}$ to the optimal $F_{\text{RF}}$ and then $F_{\text{BB}}$ is obtained by (24).
2) Unrolled GNN: It is the proposed GNN in (25) and we unfold 10 iterations.
3) SDR-AltMin: SDR-AltMin is an optimization-based method for partially connected hybrid precoding developed in [25].

We use energy efficiency as the metric to evaluate the performance of different benchmarks, which is defined as the ratio between the spectral efficiency and total power consumption:

$$\eta = \frac{R}{P_{\text{common}} + N_{\text{RF}}P_{\text{RF}} + N_t(P_{\text{PA}} + P_{\text{PS}})}$$

where $R$ is the spectral efficiency, $P_{\text{common}} = 10W$, $P_{\text{RF}} = 100mW$, $P_{\text{PS}} = 10mW$, and $P_{\text{PA}} = 100mW$ [25]. We generate 10,000 samples for training and 2,000 samples for testing.

The performance results are shown in Fig. 4(a). A unique property of the partially connected structure is that the energy
efficiency increases with the number of RF chains [25]. This trend can be revealed via SDR-AltMin or GNN-based approaches but not MLP-based approaches. In addition, the performance of unrolled GNN significantly outperforms that of MLPs. We also compare the computation time between the learning-based methods and optimization-based methods. For a fair comparison, we test all the methods on Intel(R) Xeon(R) CPU @ 2.20GHz and set the test batch size as 1 for the learning-based methods. The results are shown in Fig. 4(b) and we see that the learning-based methods achieve hundreds of times speedups compared with the optimization-based SDR-AltMin.

VII. CONCLUSION

In this paper, we developed a powerful framework for applying GNNs in wireless networks, consisting of graph modeling, neural architecture design, and theoretical analysis. In contrast to existing learning-based methods, we focused on the theoretically principled approaches to meet the key performance requirements, including scalability, good generalization, and high computational efficiency. Moreover, this paper provided the first quantitative result regarding the performance gain of GNNs over classic neural architectures in wireless communication systems, which casts light on the performance analysis and principled neural architecture design of deep learning-based approaches. As for future directions, it will be interesting to apply our framework to more design problems in wireless communications. It will also be interesting to combine GNNs with model-driven deep learning approaches and extend our theoretical results to this setting.

APPENDIX A

PROOF OF THEOREM 1

The notations of this section follow [3] and we will not introduce them due to space limitation. We prove Theorem 1 by showing that the map from the parameter space to the optimal solution, referred as the optimal map \( F : \mathbb{Z} \to X^* \), can be expressed as a DMP algorithm. First, by Proposition 4 of [3], we know that the optimal map is permutation equivariant, i.e., \( F(\pi \star Z, \pi \star A) = \pi \star F(Z, A) \).

Let \( F = \{f_1, \ldots, f_n\} \), where \( f_i : Z, A \to (X^*)_{(i,i)} \) from a node’s view, the optimal map from the problem parameter to its optimal solution is permutation invariant, i.e., \( f_{x(i)}(\pi \star Z, \pi \star A) = f_j(\pi \star Z, \pi \star A) \). From Theorem 7 of [42], any permutation invariant function \( f(x_1, \ldots, x_n) \) can be decomposed as \( f(x_1, \ldots, x_n) = \psi \left( \sum_{i=1}^n \phi(x_i) \right) \), where \( \psi : \mathbb{R}^{n+1} \to \mathbb{R}, \phi : \mathbb{R} \to \mathbb{R}^{n+1} \). This decomposition can be implemented with a DMP algorithm where \( m_{j-i} = \phi(x_j), y_i = \sum_{j} m_{j-i}, x_i = y_i^{(1)} \). Thus, for any graph optimization problem in (2), there exists a DMP algorithm that can solve it.

APPENDIX B

PROOF OF LEMMA 1

We first check the second condition of AA for the GNN in (17). The basic module of this GNN is shown in (18) and the training algorithm \( \mathcal{A} \) is gradient descent. Thus, a sample complexity bound on MLP trained via gradient descent is needed. Following Theorem 5.1 of [33] or Lemma 2, we can ensure the existence of \( C_A(h^{(1)}, \epsilon, \delta) \), \( C_A(g^{(2)}_1 \circ g^{(2)}_j, \epsilon, \delta) < \infty \), where \( \mathcal{A} \) is the gradient descent algorithm. The second condition is satisfied if we set \( N > 2T \cdot C \), and \( C = \max_{t=1, \ldots, T} (C_A(h^{(1)}, \epsilon, \delta), C_A(g^{(2)}_1 \circ g^{(2)}_j, \epsilon, \delta)) \). The \( |V| \) term in the denominator is because each training sample is reused \( |V| \) times as each node shares an identical MLP.

To use AA for MLPs, we define the module functions \( f_1, \ldots, f_{|V|} \) and neural network modules \( \mathcal{M}_1, \ldots, \mathcal{M}_{|V|} \) as \( f_t = g^{(2)}_2(\pi^{(1)}_{|V|}) \circ g^{(1)}_{1}((V^{(1)}_{|V|}) \circ h^{(1)}(\pi^{(1)}_{|V|})) \), \( \mathcal{M}_t = \mathcal{M}_i \), where the definition of \( \mathcal{M}_i \) is because part of an MLP is also an MLP. With these definitions, the first condition of AA holds, and the second condition is satisfied if we set \( N > |V| \cdot T \cdot C = \max_{t=1, \ldots, T} C_A(h^{(1)}, \epsilon, \delta) \).

APPENDIX C

PROOF FOR THEOREM 4

We first present a useful lemma. Denoting the input as \( x \in \mathbb{R}^d \), we define deep function class recursively as follows:

\[
\mathcal{F}^{(1)} = \{W^T x, W \in \mathcal{W}\},
\]

\[
\mathcal{F}^{(k)} = \mathcal{F}_{A_k, L_1} (h \circ \mathcal{F}^{(k-1)}),
\]

where \( \mathcal{F}^{(k)} = \mathcal{F}_{A_k, L_1} (h \circ \mathcal{F}^{(k-1)}) \).

We have the following generalization bound for MLPs:

Lemma 2: [Theorem 13 in [34]] Consider K-layer MLPs defined by (26). Assume the output of neural networks is bounded by \( M \) and \( h \) is Lipschitz. Then there exists a constant \( C \) for all distribution \( \mathcal{D} \) such that the generalization error \( c_n(\delta) \) is bounded by

\[
CM \left[ \frac{\sqrt{d+1}}{n} + \sqrt{\log(1/\delta)} \right] = O(1/\sqrt{n})
\]

where \( n \) is the number of training samples and \( A = 2^{K-2} \Pi_{i=2}^K A_i \).

The first conclusion of Theorem 4 directly follows Lemma 1 and Theorem 3. To obtain the second conclusion of Theorem 4, a generalization bound of the neural network is further required to transform the sample complexity into a generalization error. As shown in Lemma 2, the generalization error is inversely proportional to the square root of the sample complexity. As MLP’s sample complexity is \( |V|^2 \) times larger than that of GNN in (17), the generalization error of MLP is \( |V|^2 \) times larger than the GNN.
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