Convolutional mask-wearing recognition algorithm for an interactive smart biometric platform
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Abstract. This paper presents the results of a neural convolutional system for recognizing the wearing of a mask by people entering a building. The algorithm is provided with input data thanks to cameras placed in the humanoid robot COVIDguard. The data collected by the humanoid – the temperature of people entering the facility, the location of the person, the way the protective mask was applied – are stored in the cloud, which enables the application of advanced image recognition algorithms and, consequently, the tracking of people within the range of the robot’s sensory systems by the administrator and the verification of the security level in the given premises. The paper presents the architecture of the intelligent COVIDguard platform, the structure of the sensory system and the results of the neural network learning.
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1. Introduction

During a pandemic, it is easy for infections to increase. People are forced to stay in their homes so that the virus cannot spread. However, we are all forced into situations where we have to go shopping, for example. Not everyone has the opportunity to get tested for the covid virus every day. The sanitary regimes imposed, the obligations to wear masks and to disinfect hands can be stubborn, but they are the only way to resist the virus. Until the last person has been vaccinated, it is important to look after your own health and that of others. On a daily basis, tests for the presence of the corona virus are first carried out by taking an unpleasant sample through the nose, and this sample is then tested in the laboratory. The test results are received the next day. The algorithm of the interactive, intelligent biometric platform meets these tests.

The processing of data and its subsequent interpretation by a computer is much more efficient than the tests of a single doctor. Statistics allow the summary and interpretation of a huge set of information collected by the previously mentioned platform. Using convolutional neural networks, it is possible to create an algorithm based on multiple input parameters. Convolutional networks are mainly used in the analysis of lung X-ray images [1]-[7]. Applications of fuzzy systems in predicting the spread of pandemics are also known [8]-[11]. In addition, fuzzy logic and neural networks allow the regulation of traffic in many industrial manufacturing plants [12]-[15]. However, this paper presents an intelligent biometric platform that uses artificial intelligence to supervise and search for individuals with suspected COVID infection. The platform is equipped with a number of classification and inference algorithms.

The operation of the algorithm in the intelligent biometric platform is based on convolutional neural networks. The algorithm uses biometric sensors and a thermal imaging camera to calculate whether a person is infected with the covid virus. The high-resolution camera image is used by the neural network to check whether a person walking past the camera is armed with an anti-viral mask. The checking algorithm will help reduce the risk of spreading the virus. Continuous containment of the virus will eventually result in the complete eradication of the covid-19 pandemic, we will be able to get rid of the restrictions caused by the pandemic once and for all.
2. Measurement stand

For the algorithm research, a prototype humanoid robot was created to be an intelligent watchman in a building. This prototype is the body itself equipped with a SCARA-type robotic arm (shown in Fig. 1). The humanoid is equipped with a high-resolution camera, thermal imaging and a loudspeaker used to make announcements.

![Fig. 1. Representation of a humanoid](image1)

The central computing unit of the watchdog is an industrial computer together with an AI accelerator Intel Neural Compute Stick, on which the neural algorithm is implemented. The neural network was pre-learned from the collected data and uploaded directly to the device.

![Fig. 2. Connection diagram](image2)

The humanoid is placed stationary with the ability to move, it can move using drives placed in individual joints. The drives are controlled by a Raspberry Pi platform connected directly to the heart of the system via ethernet technology. Raspberry Pi is additionally used to operate high-resolution cameras. The humanoid’s task is to monitor people entering rooms, it is connected to a thermal camera using the GigE Vision protocol, the thermal camera is designed to test the temperature of people entering rooms. Its main task is to track people entering the room. When a person is detected not wearing a mask or with an elevated temperature, the humanoid sends out an autonomous drone. The drone has feedback from stereovision cameras and is controlled via an industrial computer. Although the algorithm requires less computing power than classical image recognition, the algorithms will be connected via the Industrial Internet of Things (IIoT) to the cloud if performance drops. The connection diagram between the system components is shown in the Fig. 2.
3. Vision system

The vision system is a high-resolution camera mounted in the head of the prototype. The camera provides a frame rate of 60 frames per second. The frame rate was reduced to 15 fps in order to reduce the processing power of the CPU. The task of the algorithm is to detect, through the camera image, the masks on the faces of passing people. The algorithm was performed with the help of a transfer learning by Single Shot Multibox Detector (SSD) model, which is used to detect various types of objects. The model was restricted to facial mask recognition, the restriction was to modify the last layers of the YOLOv2 neural network and change the learning data to images of people wearing masks. A study was conducted comparing deep learning to transfer learning. Both types of learning reflected the correct performance of the algorithm. However, building the network from scratch requires a huge amount of training data, due to the relatively small amount of data to train the network a transfer learning approach was used. By using a pre-built model and adapting it to a new data set, a task-specific network was obtained with a small amount of training data and system time. Some of the learning data (images) are shown in the Fig. 3.

![Fig. 3. Part of the learning data](image)

4. Transfer learning

The transfer learning method used by the authors involves applying an already trained machine learning model to a different, but related problem. An off-the-shelf facial recognition model was used and modified to recognize anti-virus masks. The algorithm uses what it has learned previously to solve the new task, building on the previous one. A ready-made pattern was used for this task. The advantage of this method is that it saves a lot of network training time and performs better in most cases. Another advantage is the reduced need for learning data.

5. Results

A training data set was prepared and processed, and several hundred images with correctly
placed masks were included. The learning process required identifying the correct search object – the antiviral mask. A ready-made automatic labelling algorithm using a face recognition network was used. After changing the labelling layers of the neural network, the new data set was ready and then the learning started. The result of learning the network consists of many factors, the main one being the training data set – as much data as possible is desirable. The network was trained to recognise single and multi-coloured masks. The network performs much better with single-colour masks. Apart from the data, there is also a possibility to interfere with the training options, the learning rate, which controls how aggressively the algorithm changes the weights of the network. A factor smaller than the default was used because of the transfer learning method. Fig. 4 shows the results of the best network learning attempt.

![Fig. 4. Learning progress](image)

The accuracy (Mini-batch Accuracy) indicates the percentage of training images that the network has classified correctly – close to 90 % does not mean a huge success, as the loss (Mini-batch Loss) should be as close to zero as possible, which it is not. Below Fig. 5 presents the result of the analysis of one of the images from the training base by the previously trained network.

![Fig. 5. Learning sample results](image)

The performance of the algorithm is satisfactory, the algorithm detects masks on faces without any major problems. The algorithm detects masks even in low light shown in Fig. 6.

![Fig. 6. Operating with low light conditions](image)
6. Conclusions

The accuracy rate of the implemented neural network algorithm, responsible for estimating whether a person entering a building has an anti-virus mask on their face, is 90%. The algorithm does not make mistakes in low light conditions. It was tested in various lighting conditions, both in cloudy weather and shady areas it worked with 70% confidence. However, the authors want to further develop the algorithm by extending it to check the temperature of the person being tested using a thermal imaging camera. After face detection, the algorithm will be tasked with checking the temperature around the person’s forehead via a thermal imaging camera. The use of such a solution will potentially increase the usability of the described biometric platform. It will make it possible to determine whether the subject has an elevated temperature. This is one of the main symptoms of infection with an infectious disease, including Covid-19. This algorithm, together with the device, will be further developed and the results of the operation will be published in future papers.
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