1. Introduction

The goal of single image super-resolution (SR) is to reconstruct high-resolution (HR) images from low-resolution (LR) images. Many deep learning-based methods have worked in this field. In particular, several image restoration studies [16, 27, 55, 61, 63, 66] have adapted the window self-attention (WSA) proposed by Swin Transformer (Swin) [12] as it integrates long-range dependency of Vision Transformer [13] and locality of conventional convolution. However, two critical problems remain in these works. First, the receptive field of the plain WSA is limited within a small local window [52, 56, 58]. It prevents the models from utilizing the texture or pattern of neighbor windows to recover degraded pixels, producing the distorted images. Second, recent state-of-the-art SR [9, 27, 61, 66] and lightweight SR [6, 15, 35, 63, 66] networks require intensive computations. Reducing operations is essential for real-world applications if the parameters are kept around a certain level (e.g., 1M, 4MB sizes), because the primary consumption of semiconductor energy (concerning time) for neural networks is related to Multi-Adds operations [17, 47].

To overcome these problems, we define the N-Gram context as the interaction of neighbor local windows. Neighbor uni-Gram embeddings interact with each other by sliding-WSA to produce the N-Gram context features before window partitioning. The uni-Gram embeddings result from a channel-reducing group convolution [10] to decrease the complexity of N-Gram interaction (see Fig. 3c). Our N-Gram context efficiently expands the receptive field of WSA for recovery tasks. This work introduces N-Gram to low-level vision with Transformers for the first time, inspired by the following facts: N-Gram language models treat the text statistically [3]. Since images have heavy spatial redundancy, some degraded pixels can be recovered from contextual information of neighbor pixels [18].

As shown in Fig. 1, our work progresses in two tracks. Mainly, to solve the problem of the intensive operations in SR, we propose an efficient N-Gram Swin Transformer (NGswin). As illustrated in Fig. 3a, NGswin consists of five components: a shallow module, three hierarchical encoder stages (with patch-merging) that contain NSTBs (N-Gram Swin Transformer Blocks), SCDP Bottleneck taking multi-scale outputs of the hierarchical encoder. Experimental results show that NGswin outperforms previous leading SR methods with an efficient structure. (Right) Our proposed N-Gram context improves different Swin Transformer-based SR models.
tlenck (pixel-Shuffle, Concatenation, Depth-wise convolution, Point-wise projection), a small decoder stage with NSTBs, and a reconstruction module. NSTBs employ our N-Gram context and the scaled-cosine attention proposed by Swin V2 [31]. SCDP bottleneck, which takes multiscale outputs of the encoder, is a variant of bottleneck from U-Net [46]. Experimental results demonstrate that the components above contribute to the efficient and competitive performance of NGswin. Secondly, focusing on improved performances, we apply the N-Gram context to other Swin-based SR models, such as SwinIR-light [27] and HNCT [16]. Notably, SwinIR-NG (improved SwinIR-light with N-Gram) establishes state-of-the-art lightweight SR.

The main contributions of this paper are summarized as:

1. We introduce the N-Gram context to the low-level vision with Transformer for the first time. It enables the SR networks to expand the receptive field to recover each degraded pixel by sliding-WSA. For efficient calculation of N-Gram WSA, we produce uni-Gram embeddings by a channel-reducing group convolution.

2. We propose an efficient SR network, NGswin. It exploits the hierarchical encoder (with patch-merging), an asymmetrically small decoder, and SCDP bottleneck. These elements are critical for competitive performance in the efficient SR on ×2, ×3, and ×4 tasks.

3. The N-Gram context improves other Swin Transformer methods. The improved SwinIR-NG achieves state-of-the-art results on lightweight SR.

2. Related Work

Efficient SR. Many single image super-resolution (SR) studies have increased network efficiency. CARN [2] introduced cascading residual blocks. IMDN [23] used information multi-distillation and selective feature fusion. LatticeNet [37] utilized the lattice filter that varies Fast Fourier Transformation. ESRT [35] combined convolutional neural networks (CNN) and channel-reducing Transformers [53]. SwinIR-light [27] and HNCT [16] appended CNN to Swin Transformer [32]. SRPN-Lite [65] applied the network pruning technique [45] on EDSR-baseline [38], a CNN-based lightweight SR model. Most recently, ELAN-light [53] utilized group-wise multi-scale self-attention.

N-Gram. In language model (LM), N-Gram is a sequence of consecutive characters or words. The size N is typically set to 2 or 3 [39]. The N-Gram LM that considers a longer span of context in sentences was operating well statistically in the past. Even some deep learning LMs still adopted N-Gram. Sent2Vec [43] used N-Gram embeddings to learn sentence embedding by averaging word-embedding. To learn the sentence representation better, [33] computed the word N-Gram context by recurrent neural networks (RNN) and passed it to the attention layer. ZEN [12,49] trained a BERT-styled [11] N-Gram encoder for all possible N-Gram pairs from the Chinese or Arabic lexicon to convey salient pairs to the character encoder. Meanwhile, some high-level vision studies also adopted this concept. The Pixel N-grams approach [26] saw N-Gram in pixel level and a single (horizontal or vertical) direction. View N-gram Network [20] regarded consecutive (along time steps) multi-view images of a 3D object as an N-Gram. In contrast, our N-Gram considers bi-directional 2D information in local window level, given a single image for low-level vision.

Swin Transformer. Swin Transformer [32] (SwinV1) proposed window self-attention (WSA) that computes self-attention within non-overlapping local windows, to avoid quadratic time-complexity to the resolution of feature map. SwinV1 also placed a shifted window scheme in consecutive layers, capturing interaction across windows. Some studies [16,27] utilized effective SwinV1 for SR. The revised version [31] (SwinV2) modified SwinV1. For advanced model capacity with milder optimization, SwinV2 introduced residual post-normalization and scaled-cosine attention (in Eq. (2), (3)) instead of pre-normalization configuration and scaled-dot-product attention.

3. Methodology

3.1. Problem Verification

The plain window self-attention (WSA) suffers from limited receptive field, as criticized in many recent studies [13,52,56,58,61,62,66]. We observe this issue by visualizing feature maps after self-attention. The similar pixel values from self-attention of the deeper layer tend to recover into a homogeneous pattern or texture. In (h) of Fig. 2, however, the patterns in the red box and its neighbors differ (problem α), causing the distortions in (e). Problem α stems from problem β: The plain WSA (i.e., w/o N-Gram) of the shallow layer is limited to only a local window. It cannot utilize surrounding patterns to infer the recovery pattern of each window. In (f) and (g), the distinctive colors across

![Figure 2](image_url). The feature maps after window self-attention in each intermediary layer of NGswin with and without N-Gram.
Given a low-resolution (LR) image \( R \) stand for height, \( H \) × \( W \), to 2 indicates a bi-Gram that combines a low-resolution (LR) image. In this paper, "resolution" indicates height and width of feature maps, \( H, W \), and \( M \) are kernel size, stride, padding, and local window size, respectively. The dimensionality reduction through uni-Gram embedding makes \textit{sliding}-WSA efficient. The bi-directional contexts share \textit{sliding}-WSA weights. For window-wise sum, a value in \( z_{\text{WSA}} \) is equally added to \( M^2 \) pixels in one local window at the same position.

Figure 3. Overall architecture of NGswin and NSTB (N-Gram Swin Transformer Block). (a) We adopt an asymmetric U-Net architecture. SCDP Bottleneck (pixel-Shuffle, Concatenation, Depth-wise convolution, and Point-wise projection), a variant of the U-Net bottleneck, takes multi-scale outputs of encoder stages, including the shallow module. (b) Our proposed N-Gram method is implemented in NSTB.

We also employ scaled-cosine attention and post-normalization. \( k, s, p, \) and \( M \) are kernel size, stride, padding, and local window size, respectively. The dimensionality reduction through uni-Gram embedding makes \textit{sliding}-WSA efficient. The bi-directional contexts share \textit{sliding}-WSA weights. For window-wise sum, a value in \( z_{\text{WSA}} \) is equally added to \( M^2 \) pixels in one local window at the same position.

We also employ scaled-cosine attention and post-normalization. (a) N-Gram in text. (b) N-Gram in image (proposed).

Figure 4. N-Gram in text and image \((N = 2)\). (a) The underlined words are the target words and the non-underlined words are neighbors of the target words. (b) Each local window is defined as uni-Gram. The lower-right (or upper-left) local windows are defined as forward (or backward) N-Gram neighbors.

The adjacent windows reveal \textit{problem} \( \beta \). This seems to be resolved in the deeper layers, but it fails to overcome \textit{problem} \( \alpha \). To address this, we propose the N-Gram context to compensate this vulnerability. Our N-Gram attention can consider broad regions (\textit{i.e.}, surrounding patterns) beyond a window. In (a)-(d), the semantically relevant areas yield similar attention results, producing more accurate details. This crucial advantage solves both \textit{problem} \( \alpha \) and \( \beta \).

3.2. Definition of N-Gram in Image

N-Gram in text. As shown in Fig. 4a, the N-Gram language model views the consecutive forward, backward, or bi-directional words as the N-Gram of the target word. The words are independent of each other for uni-Gram (\textit{i.e.}, word-embedding), but they interact with each other by averaging word-embeddings \([43]\), RNN \([33]\), or attention \([12]\) when considering N-Gram. In contrast, an N-Gram composed of a particular word pair (\textit{e.g.}, "office work") never interacts with the other N-Gram combinations when producing a N-Gram feature.

N-Gram in image. N-Gram in an image should have the properties above. Accordingly, we define a uni-Gram as a non-overlapping local window in Swin Transformer, within which the pixels interact with each other by self-attention (SA). N-Gram is defined as the larger window, including neighbors of each uni-Gram. To sum up, pixels of each uni-Gram and uni-Grams of each N-Gram in image correspond to characters of each word and words of each N-Gram in text, respectively. As depicted in Fig. 4b, setting N-Gram size \( N \) to 2 indicates a bi-Gram that combines a local window (green area) and its neighbor windows (red areas) at lower-right (forward) or upper-left (backward). The N-Gram interactions will be explained in Sec. 3.4.

3.3. Overall Architecture of NGswin

As illustrated in Fig. 3a, we adopt U-Net \([46]\) architecture: hierarchical encoder stages, a bottleneck layer, a decoder stage, and skip-connection from the encoder to the decoder at the same resolution\(^1\). However, our network’s encoder and decoder are asymmetric, which indicates a significantly smaller decoder \([18, 44]\).

Encoder. Given a low-resolution (LR) image \( I_{LR} \in \mathbb{R}^{3 \times H \times W} \), a shallow module (a \( 3 \times 3 \) convolution) extracts \( z_s \in \mathbb{R}^{HW \times D} \), where \( H, W, \) and \( D \) stand for height, width, and network dimension (channels), respectively. \( z_s \) is passed through three encoder stages, each composed of \( K_i \) N-Gram Swin Transformer Blocks (NSTB, Sec. 3.4)

\(^1\)In this paper, “resolution” indicates height and width of feature maps, excluding network dimension (channel).
and a $2 \times 2$ patch-merging except the last stage. We set \{\(K_1, K_2, K_3\)\} to \{6, 4, 4\} by default. The mapping function \(F^k_{enc}\) of \(k\)-th (\(1 \leq k \leq K_1\)) encoder stage is formulated as:

\[
z^k_{enc} = F^k_{enc}(z^{k-1}_{enc}), \quad z^k_{enc} \in \mathbb{R}^{HW/(2^{k-1})^2 \times D},
\]

where \(z^0_{enc}\) equals \(z_{enc_{-1}}\), which results from downsampling \(z_{enc_{-1}}\) (\(z_{enc_0} = z_s\)). In other words, the first NSTB in the 2nd or 3rd stage takes the output of patch-merging in the previous stage as input. The patch-merging follows Swin Transformer [31, 32], except that the network dimension is decreased from \(4D\) to \(D\) instead of \(2D\). Since patch-merging halves the resolutions, NGSwin consumes much fewer attention computations than state-of-the-art attention-based lightweight SR methods, as revealed in Tab. 1.

### Pooling Cascading

Following the global cascading in CARN [2], we employ a cascading mechanism (○ marks and the dashed lines in Fig. 3a) across the stages, including the shallow module. Unlike CARN, we place \(2 \times 2\) max-poolings before concatenating the intermediary features because the first and second stages halve the resolutions of features. This dense connectivity [21] reflects the flow of the information and gradient in the previous layers, which helps the network to learn meaningful representations.

### Bottleneck

All outputs from the shallow module and the last NSTBs of each encoder stage are taken by SCDP bottleneck. The bottleneck layer maps them into \(z_{scdp} \in \mathbb{R}^{HW \times D}\). A detailed explanation is in Sec. 3.5.

### Decoder

\(z_{scdp}\) is fed into a single decoder stage, which is asymmetrical smaller than the encoder [18, 44]. This means fewer stages and NSTBs in our decoder, which highly enhances the efficiency as shown in Fig. 5. It contains \(K_{dec}\) (by default, 6) NSTBs and a final layer-norm (LN) [5] that allows stable learning. The decoder NSTB architecture is the same as the encoder NSTB. As done in U-Net [40], the input to the decoder is residually connected [19] with \(z_{enc}\) of the first encoder stage. \(z_s\) and decoder output \(z_{dec} \in \mathbb{R}^{HW \times D}\) are added with a global skip-connection [3, 24, 27]. This boosts optimization and allows the reconstruction module to utilize both locality and long-range dependency.

### Reconstruction

Following [2, 24, 27, 28], the reconstruction module contains a convolution that adjusts dimension

\[2\text{We correct Mult-Adds [27] underestimated on a 1024} \times \text{720 HR image.}\]
scaled-cosine self-attention and \( N \times N \) average-pooling are computed. But the scaled-dot-product attention is used for SwinIR-light and HNCT, following their own methods. We use seq-refl-win-pad instead of trivial zero padding for \((N-1)\) size of paddings, as explained in the supplementary Sec. A.1. Subsequently, we can obtain the backward N-Gram feature \( z^b_{ng} \) by reversed seq-refl-win-pad (i.e., upper-left side padding). The computations of bi-directional N-Gram features share the sliding-WSA weights. Since the image is two-dimensional data, our N-Gram can be seen from max quad-directions (lower-right, lower-left, upper-right, and upper-left), unlike text that can be seen from max bi-directions. However, Tab. 5 demonstrates that the trade-off between performance and efficiency is optimized at the bi-directions.

Third, after the concatenation of \( z^f_{ng} \) and \( z^b_{ng} \), a \( 1 \times 1 \) convolution merges it to produce the N-Gram context \( z_{ng} \).

Finally, \( z_{ng} \in \mathbb{R}^{D \times w_h \times w_w} \) is added window-wise to the partitioned windows (size: \( M^2 \times D \times w_h \times w_w \)) from \( z^{k-1}_{enc} \). In Fig. 3c, one value in \( z_{ng} \) is equally added to \( M^2 \) pixels in one local window at the same position (marked as the same character) — i.e., the average correlations from self-attention within each N-Gram serve as bias terms of each pixel. After the four steps, NSTB follows the sequence in Fig. 3b. The window-shifts are operated in the even numbered blocks, same as in Swin Transformer.

NSTBs and patch-merging within a stage are residu-ally connected [19] from a previous layer to the next (the rounded arrows of Fig. 3a), rather than dense connections [21]. The connection to a patch-merging, however, is excepted from the third encoder stage and the decoder stage. For more, see the supplementary Sec. A.2.

3.5. SCDP Bottleneck

Many SR models [27, 42, 64] commonly never used the hierarchical encoder, which downsamples the resolutions of features after one stage. As demonstrated in Tab. 6, the hierarchical networks are inferior to the less (or non) hierarchical architectures. However, our encoder is constructed hierarchically by patch-merging. Thus, only passing the output \( z^f_{enc} \) of the last NSTB in the final encoder stage to the bottleneck makes the recovery task more challenging. The use of SCDP bottleneck, though, can convey rich representations of multi-scale features to the decoder and maintain the efficiency of NGswin. Algorithm 1 provides the pseudo-code of SCDP pipeline. It contains dimensionality rearrangements, non-linear activation functions, and LN omitted in the main text below.

SCDP stands for pixel-Shuffle, Concatenation, Depth-wise convolution, and Point-wise projection. In contrast with the bottleneck of standard U-Net that takes the output of the last encoder layer [46, 55, 59], SCDP bottleneck takes multi-scale outputs from the encoder. First, as depicted in the blue-edged triangles in Fig. 3a, for obtaining \( z^f_{enc} \) the pixel-shuffle [48] layers upsample the outputs \( z^f_{enc} \) of the last NSTB in each encoder stage into the resolution of I_{LR}. Before upsizing, \( z_s \) is iteratively max-pooled into the resolution of each \( z^{k}_{enc} \), then added to \( z^{k}_{enc} \). This process gives multi-scale information to the bottleneck. Second, all \( z^{k}_{enc} \) are concatenated in channel (network dimension) space. Third, the output passes through a \( 3 \times 3 \) depth-wise convolutional layer for learning spatial representations in each channel space. Finally, a point-wise linear projection is applied to match dimension \( D \). As a result, we get \( z_{scdp} \) and then add it to \( z^f_{enc} \) to pass it to the decoder.

4. Experiments

4.1. Experimental Setup

Training. We used 800 HR-LR (high- and low-resolution) image pairs from DIV2K [1] dataset. LR images were randomly cropped into \( 64 \times 64 \) size patches augmented by random horizontal flip and rotation (90°, 180°, 270°), as in the recent works [6, 16, 27, 63]. We minimized \( L_1 \) pixel-loss between \( I_{SR} \) and the ground truth \( I_{HR} \): \( \mathcal{L} = \| I_{HR} - I_{SR} \|_1 \), with Adam [25] or AdamW [34] optimizer. NGswin, SwinIR-NG, and HNCT-NG (improved with N-Gram) were...
Table 2. Comparison of efficient super-resolution results. D2K stands for the DIV2K dataset we used to train NGswin. DF2K indicates a merged dataset of D2K and Flickr2K [5] containing 800 + 2,650 HR-LR image pairs. 291 images dataset is from [1,5]. Multi-Adds is evaluated on a 1280 × 720 HR image. The best, second best, and third best performances are in red, blue, and underline.

Table 3. Comparison of state-of-the-art lightweight super-resolution results. SwinIR-NG is SwinIR-light improved with the N-Gram. The mark ↓ and ▼ indicates reduced-channel and DF2K, respectively. ‘Year’ indicates the publication year of each paper. The best and second best results are in red and blue.

trained by the same strategies except warm-start [29]. While we trained NGswin and SwinIR-NG from scratch on ×2 and by warm-start (using pre-trained ×2 weights) on ×3 and ×4, HNCT-NG was trained from scratch on all tasks. Other details are in the supplementary Sec. B.

Evaluation. We evaluated the performances of the different models on the five benchmark datasets, including Set5 [7], Set14 [60], BSD100 [40], Urban100 [22], and Manga109 [41]. We used PSNR (dB) and SSIM [44] scores on the Y channel of the YCbCr space as the metrics. LR images were acquired by the MATLAB bicubic kernel from corresponding HR images matching each SR task.

4.2. Comparisons of Super-Resolution Results

In Tab. 2, we compare NGswin with our other efficient SR models, including EDSR-baseline (CVRPRW17) [28], MemNet (ICCV17) [50], CARN (ECCV18) [2], IMDN (ACMMM19) [23], LatticeNet (ECCV20) [37], RFDN-L (ECCV20) [30], SRPN-Lite (ICLR22) [65], HNCT
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Table 4. Ablation study on the N-Gram context. The top and bottom tables are PSNR / SSIM of NGswin and HNCT, respectively.

| N-Gram | Direction | Type | Mult-Adds | #Params | Urban100 | Manga109 |
|--------|-----------|------|-----------|---------|----------|----------|
| w/o    | 2 tasks   |       |           |         |          |          |
| w/     | 2 tasks   |       |           |         |          |          |
| w/o    | 3 tasks   |       |           |         |          |          |
| w/     | 3 tasks   |       |           |         |          |          |
| (channel up) |       |       |           |         |          |          |
| (depth up)  |       |       |           |         |          |          |

Table 5. Ablation study on N-Gram interaction. “Direction”: how many directions the network see N-Gram neighbors from. “Type”: the method for N-Gram interaction. The bottom row is a default setting. PSNR / SSIM are evaluated on ×2 task with NGswin.

4.3. Ablation Studies

Tab. 4 demonstrates that the N-Gram context enhanced Swin Transformer-based SR models with a reasonable level of sacrificed efficiency. We denote HNCT [16] improved with the N-Gram context as HNCT-NG. The results of SwinIR-light [27] and a corresponding SwinIR-NG can be referred to in Tab. 3. Interestingly, the N-Gram increased SSIM in general. That is, our method tended to produce perceptually more similar images to the ground-truth. Moreover, our method was robust to Urban100 and Manga109 datasets, which are hard to recover with DIV2K training dataset [38]. Fig. 8 visualizes the examples. One can doubt the marginal gain of HNCT-NG. This was because HNCT contains 8 Swin Transformer layers (Swins), while NGswin had 20. The application of the N-Gram method on fewer Swins of HNCT-NG yielded less effective results. Afterwards, we increased the depth or channel of NGswin without N-Gram for more compelling comparisons regarding to the number of parameters. The variations were applied to ×4 task, which still fell behind our proposed NGswin de-
Figure 8. Visual comparisons of w/ vs. w/o N-Gram context for NGswin, SwinIR-light, and HNCT. At the top and bottom row, the 2nd to 4th columns show the models with and without N-Gram, respectively. More visual comparisons are in the supplementary Sec. D.

Table 6. Ablation study on extra stages and SCDP bottleneck.

(a) The specifications of models with different stages. dep.: # of NSTBs / res.: training input resolution. The total number of NSTBs is kept as 20.

| Stages | SCDP | Scale | Multi-Adds | #Params | Urban100 | Manga109 |
|--------|------|-------|------------|---------|---------|---------|
| extra  | w/o | × 2 | 87.39G | 99K | 32.28 / 0.9298 | 38.72 / 0.9777 |
| default| w/o | × 3 | 138.85G | 99K | 32.48 / 0.9321 | 38.92 / 0.9776 |
| extra  | w/ | | 140.41G | 99K | 32.53 / 0.9324 | 38.97 / 0.9777 |
| default| w/ | | 42.10K | 1.00K | 28.37 / 0.8562 | 33.97 / 0.9463 |
| extra  | w/o | × 4 | 65.85G | 1.00K | 28.47 / 0.8596 | 33.81 / 0.9464 |
| default| w/ | | 66.56G | 1.007K | 28.52 / 0.8603 | 33.89 / 0.9470 |
| extra  | w/o | × 3 | 36.06G | 1.013K | 26.38 / 0.7954 | 30.71 / 0.9121 |
| default| w/ | | 36.44G | 1.019K | 26.45 / 0.7963 | 30.80 / 0.9128 |

(b) Impacts of extra stages and SCDP bottleneck. PSNR / SSIM.

| Stages | SCDP | Scale | Multi-Adds | #Params | Urban100 | Manga109 |
|--------|------|-------|------------|---------|---------|---------|
| extra  | w/o | × 2 | 32.83G | 99K | 32.28 / 0.9298 | 38.72 / 0.9777 |
| default| w/o | × 3 | 28.17G | 99K | 32.48 / 0.9321 | 38.92 / 0.9776 |
| extra  | w/ | | 30.80G | 99K | 32.53 / 0.9324 | 38.97 / 0.9777 |
| default| w/ | | 42.10K | 1.00K | 28.37 / 0.8562 | 33.97 / 0.9463 |
| extra  | w/o | × 4 | 26.22G | 1.00K | 28.47 / 0.8596 | 33.81 / 0.9464 |
| default| w/ | | 27.25G | 1.013K | 26.38 / 0.7954 | 30.71 / 0.9121 |
| extra  | w/o | × 3 | 24.28G | 1.019K | 26.45 / 0.7963 | 30.80 / 0.9128 |
| default| w/ | | 24.66G | 1.025K | 26.52 / 0.7964 | 30.87 / 0.9130 |

5. Conclusion

This paper successfully introduced the N-Gram context from the text to the vision domain for the first time in history. Our N-Gram interaction by sliding-WSA made NGswin, SwinIR, and HNCT overcome the limitation of Swin Transformer, where the broad regions are ignored. SCDP bottleneck prevented the hierarchical encoder from dropping performance. The hierarchical encoder, small decoder, and uni-Gram embedding decreased the operations significantly. With the components above, NGswin showed competitive results compared with the previous leading SR methods. Moreover, SwinIR-NG established state-of-the-art results. For future works, we hope our N-Gram context can succeed on other low-level vision tasks, such as denoising and deblurring. In closing, if the N-Gram context is extended to the universal Transformer architectures, more developments for computer vision could be expected.
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