Fast OCT image enhancement method based on the sigmoid-energy conservation equation
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Abstract: Optical coherence tomography (OCT) is an important medical diagnosis technology, but OCT images are inevitably interfered by speckle noise and other factors, which greatly reduce the quality of the OCT image. In order to improve the quality of the OCT image quickly, a fast OCT image enhancement method is proposed based on the fusion equation. The proposed method consists of three parts: edge detection, noise suppression, and image fusion. In this paper, the improved wave algorithm is used to detect the image edge and its fine features, and the averaging uncorrelated images method is used to suppress speckle noise and improve image contrast. In order to sharpen image edges while suppressing the speckle noise, a sigmoid-energy conservation equation (SE equation) is designed to fuse the edge detection image and the noise suppression image. The proposed method was tested on two publicly available datasets. Results show that the proposed method can effectively improve image contrast and sharpen image edges while suppressing the speckle noise. Compared with other state-of-the-art methods, the proposed method has better image enhancement effect and speed. Under the same or better enhancement effect, the processing speed of the proposed method is 2 ∼ 34 times faster than other methods.
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1. Introduction

Optical coherence tomography (OCT) is a non-invasive, high-resolution biological tissue imaging technology, which has been widely used in the fields of ophthalmology medicine and clinical diagnosis. However, the OCT image quality has been disturbed by many factors, and these factors are inherent to all OCT imaging methodologies [1]. Generally, the speckle noise seriously reduces the quality of OCT images, and the absorption and scattering of the high-scattering tissue will reduce the contrast of the OCT image [2]. Low-quality image makes it particularly challenging for doctors to identify the fine features of biological tissue for clinical examination. As an important basis for medical diagnosis [3–4], the quality of OCT images cannot be ignored. Therefore, the research of OCT image enhancement method has always been a research focus in the field of medical image processing.

In recent years, there are mainly hardware-based methods and software-based methods for OCT image enhancement. The hardware-based method needs to modify the existing imaging system, which is not easily adapted to standard medical OCT equipment. The software-based method is an efficient, economical and fast image enhancement method. Among many OCT image enhancement algorithms based on the software method, most studies improve the quality of OCT images by suppressing speckle noise. In [5], the total variation method was used to suppress the speckle noise of OCT images. This method can suppress noise and preserve the edge details of the OCT image, but it may introduce staircase effect. Wavelet transform [6] can also remove speckle noise well, but the choice of an appropriate threshold is difficult [7], and it may introduce unwanted visual artifacts. The nonlocal means method [8] can better suppress speckle noise
while preserving the image edge details. However, the computational complexity of this method is too high. Increasing the window size can improve the denoising effect, but it will also lead to a surge in computation. In [9–10], the sparse representation method can obtain better speckle noise reduction, but this method is highly dependent on the dictionary. If there is an untrained structure in the OCT image, it cannot be well-represented by the dictionary. The method based on low-rank representation [11–12] can remove speckle noise with higher rank in OCT image, but the processing speed of this method is slow and cannot meet the real-time requirements. Although the deep learning method [13] has a good denoising effect, the performance of this method depends on the quality and quantity of training data, and its generalization ability is poor.

Compared with ordinary image enhancement, the requirements of medical image enhancement are more stringent: Remove speckle noise and improve image contrast as much as possible while preserving the image fine features (These fine features may be the early pathological evidences of human diseases [4]). It is imperfect to improve the quality of medical images only by speckle noise suppression. Most denoising methods will reduce the image contrast and blur the image edge while suppressing the speckle noise. However, removing speckle noise while preserving the image fine features is a challenging task. The demand of real-time in modern medicine is more and more urgent [3], but most image enhancement algorithms are slower, and it may take more than ten seconds or hundreds of seconds to process an image. Therefore, improving the speed of image algorithms is also a very important task.

To solve the above problems, this paper proposes a new OCT image enhancement method. In the proposed method, the improved wave algorithm is used to detect image edge, the averaging uncorrelated images method is used to suppress the speckle noise, and finally the edge detection and noise suppression are cleverly fused through the SE equation. Experimental results show that the proposed method can improve the contrast of OCT image and preserve the image fine features while suppressing the speckle noise. From quantitative evaluation and visual quality, we can see that on the premise that the image enhancement effect is better than or equal to other methods, the proposed method has obvious speed advantage, which is about 2~34 times faster than other state-of-the-art methods.

2. Method

This paper proposes an OCT image enhancement method based on image fusion, and the outline of the proposed method is shown in Fig. 1. The proposed method consists of three parts: edge detection, noise suppression and image fusion. The edge detection is used to segment biological tissue boundaries and fine features from OCT images. The noise suppression is used to remove speckle noise in OCT images and improve the contrast between the retinal area and the background area. Finally, the results of edge detection and noise suppression are cleverly fused by the SE equation. The proposed method improves the recognition of image edge information while the speckle noise is sufficiently suppressed, and achieves a better image enhancement effect and image processing speed.

![Fig. 1. The outline of the proposed method.](image-url)
2.1. Edge detection

In this paper, an improved wave algorithm is used to detect the texture information of the OCT images. The wave algorithm is a new image segmentation method proposed by our research group, which has been used for retinal layer segmentation [3]. The wave algorithm regards the change of gray in the image as the change of potential energy in the ideal fluid, thereby transforming the image segmentation problem into a problem that solves the potential energy. In order to improve the noise immunity of the algorithm, we also constrain the solving process according to the prior knowledge of the OCT image. The wave algorithm is composed of two parts: the wave potential energy equation and the potential energy correction equation.

The wave potential energy equation (the blue rectangles in Fig. 2) is designed according to the fluid potential energy equation in fluid mechanics. In fluid mechanics, \( gh \) is the gravitational potential energy, \( \frac{v^2}{2} \) is the kinetic energy and \( \frac{P}{\rho} \) is the pressure potential energy. In the wave algorithm, the gray of OCT image is defined as the height of fluid (\( h \)), the gravitational acceleration is set as \( g=1 \), and the pressure potential energy \( \frac{P}{\rho}=0 \). Based on the above definition, the gravitational potential energy (\( gh \)) can be replaced by the normalized gray value (\( \varphi_g \)), the fluid velocity (\( V \)) is replaced by the normalized gray difference value (\( v \) and \( v_q \)), \( v \) is the fluid velocity in the template, \( v_q \) is the fluid velocity in the front of template (\( v_q \) can control the size of the fluid kinetic energy, and thus the interference area is effectively removed [3]), and \( \sigma \) is the speed regulation factor. After the OCT image is processed by the wave potential energy equation, a set of points (the green area and blue area in Fig. 2) containing boundary lines is obtained. To extract the real boundary line from this point set, the potential energy correction equation (the red rectangles in Fig. 2) is needed.

\[
\varphi = gh + \frac{P}{\rho} \frac{V^2}{2}
\]

\[
v \times v \times \sigma
\]

\[
v \times v_q \times \sigma + \varphi_g
\]

\[
\text{Wave potential energy equation}
\]

![Image preprocessing](image)

![Fluid potential energy equation](image)

![Potential energy correction equation](image)

\[P_{\text{energy}} = \begin{cases} 1, & (K > 1) \land (C > 1) \\ 0, & \text{other} \end{cases}\]

\(K\) is the geometric discriminant equation
\(C\) is the gray discriminant function.

**Fig. 2.** The outline of the improved wave algorithm. In the retina image on the right, the blue area and the green area are the boundary area, the red curve is the real boundary line extracted from the blue area and the green area.
The potential energy correction equation is composed of the geometric discriminant equation \((K)\) and the gray discriminant function \((C)\). \(K\) is the ratio of the slope of the back area of the boundary point to the slope of the front area of the boundary point. \(C\) is the ratio of the average gray in front of the boundary point to the average gray behind the boundary point. Only when \(K\) and \(C\) are greater than 1 at the same time, the detection point can be considered as a boundary point. The OCT image is processed by the wave potential energy equation and the potential energy correction equation, the edge detection result image (the red curve in Fig. 2) can be obtained.

Although the wave algorithm has better performance compared with other methods, it also has the problem of poor robustness, which is because the gray level of images obtained by different OCT devices are different. To solve this problem, this paper proposes an image preprocessing method to improve the robustness of the wave algorithm. First, the original image must be filtered in frequency domain. Then the average gray value \((\text{mean})\) of the image is calculated. Finally, the preprocessed image (Fig. 3(b)) is obtained according to the preprocessing formula (the gray rectangles in Fig. 2). In the preprocessing formula, \(Y_i\) is the original gray value, \(y_i\) is the gray value after preprocessing, and \(\text{MAX}\) is the maximum gray value in the original image.

The number of speckle noise in the OCT image is far greater than the number of useful signals, and the gray value of speckle noise is mostly concentrated in the range below the average gray value of the image. Therefore, using \(\text{mean}\) as the threshold can remove a lot of speckle noise while retaining most of the useful signal. Setting the image preprocessing in the wave algorithm can make this method applicable to images taken by various OCT devices, which is beneficial to improve the segmentation accuracy and robustness of the wave algorithm. The improved wave algorithm is composed of three parts: image preprocessing, the wave potential energy equation and the potential energy correction equation. The outline of the improved wave algorithm is shown in Fig. 2. After the original image is preprocessed, the preprocessed image shown in Fig. 3(b) can be obtained. The preprocessed image is processed by the wave potential energy equation and the potential energy correction equation, the edge detection result image shown in Fig. 3(c) can be obtained.

Fig. 3. Schematic diagram of algorithm results. (a) Original image. (b) Image after preprocessing. (c) Image of edge detection results.

2.2. Noise suppression

The OCT image is different from the ordinary camera image. The ordinary camera image is usually imaged by CCD and other photosensitive chips, but OCT is laser scanning imaging. Due to the particularity of the OCT imaging principle, the lines of the OCT image are independent of each other, that is, the gray value of each A-Scan is not affected by the surrounding A-Scan. Therefore, two new OCT images (the down-sampling of odd rows is shown in Fig. 4(B0) and the down-sampling of even rows is shown in Fig. 4(C0)) with low correlation speckle patterns can be obtained by interlaced down-sampling of the original OCT image (Fig. 4(a)). Then, the two new OCT images are filtered by a simple frequency domain filter, and the filtered images (Fig. 4(B1) and Fig. 4(C1)) are interlaced up-sampling. In the process of up-sampling, the classic bilinear interpolation algorithm is used to calculate the gray value of the new pixels. Figure 4(b) and
Fig. 4(c) show two OCT images obtained after interlaced up-sampling. The physical size and imaging area of the two up-sampled images are consistent with the original OCT image, but the speckle pattern is low correlation. The signal-to-noise ratio can be improved by averaging multiple uncorrelated signals at the same sample position [14–15]. Therefore, averaging two up-sampled images (Fig. 4(c) and Fig. 4(b)) can improve the quality of the OCT image.

In order to further improve the image quality, the averaged image and the preprocessed image (Fig. 4(d)) are fused by the following formula:

$$e_i = \begin{cases} \frac{(d_i + cb_i)}{2}, & (d_i > D_{\text{mean}}) \text{ and } (cb_i > B_{\text{mean}}) \\ cb_i, & \text{other} \end{cases}$$  \hspace{1cm} (1)$$

Where $d_i$ is the gray value of the preprocessed image, $cb_i$ is the gray of the averaged image, $D_{\text{mean}}$ is the average gray of the background area in the preprocessed image, $B_{\text{mean}}$ is the average gray of the background area in the averaged image and $e_i$ is the gray of the fused image. The fused image is smoothed by Wiener filter to get the final noise suppression image. This method can effectively improve image contrast and suppress speckle noise. Although boundary blur is inevitably caused in the process of suppressing speckle noise, this problem can be remedied by SE equation.

### 2.3. Image fusion

In order to solve the problem that edge detection and noise suppression cannot be effectively fused, this paper proposes a new image fusion equation: Sigmoid-Energy conservation equation (SE). The SE equation can achieve the image enhancement effect of edge-preserving and noise-smoothing by cleverly fusing the noise suppression image and the edge detection image together.
The SE equation consists of the sigmoid function and the energy conservation constraint:

\[
\begin{cases}
S_i = \frac{1}{1 + e^{-\beta x_i}} \times NI_i \\
|\sum S_i - \sum NI_i| \leq \epsilon
\end{cases}
\]  

(2)

Where \(i = \{r-(R-1)/2, r+(R-1)/2\}\), \(x_i = \{- (R-1)/2, (R-1)/2\}\), \(R\) is the mapping range (\(R\) must be an odd number greater than 1, and the general value is 7), \(r\) is the pixel coordinate of the image, \(NI_i\) is the gray of the noise suppression image, \(S_i\) is the gray of the fused image, \(\beta\) is the control parameter of sigmoid function (the initial value of \(\beta\) can be set to 1) and \(\epsilon\) is an infinitesimal number. The result of edge detection is binary image, the gray of the boundary is 255, and the gray of the background is 0. The SE equation only adjusts the gray of the noise suppression image at the boundary point (a pixel with a gray of 255 in binary image), and there is no operation at other pixels. Suppose a A-scan in the OCT image is shown in Fig. 5, the blue pixel is the boundary, and the gray of pixels near the boundary changes linearly (the boundary area is blurred). If the mapping range \(R=7\), the change trend of the gray near the boundary can be changed from a linear function to a step function (the boundary area is clear) through the SE equation. In order to ensure that the sigmoid function does not change the topological structure of the OCT image while sharpening the boundary area, we add energy conservation constraints to the SE equations, that is, the gray value sum after the change is basically consistent with the gray value sum before the change. When the control parameter \(\beta\) is increased, the sigmoid function will become closer to a step function; when \(\beta\) is reduced, the sigmoid function will become closer to a linear function. The energy conservation constraint adjusts the degree of gray change by adaptively changing \(\beta\), that is, the energy conservation constraint is a process of finding the best \(\beta\).

**Fig. 5.** The flow diagram of image fusion. The red line is the gray value change curve. The blue box is the real boundary. (a) The edge detection image. (b) The noise suppression image. (c) the fused image.

Due to the addition of energy conservation constraints, the SE equation has higher ability of fault-tolerance. When there is an error in edge detection (Falsely detect the background as the boundary), the energy conservation constraint will make the \(\beta\) value of the SE equation very small. A small \(\beta\) value will make the sigmoid function approach a linear function, so that the change of gray near error boundary is limited or unchanged. It can be seen from the local enlarged image shown in Fig. 5 that the edge detection image (Fig. 5(a)) and the noise suppression image (Fig. 5(b)) can be fused by the SE equations to obtain an enhanced image (Fig. 5(c)) with
clear boundaries. The SE equation can remove the speckle noise at edges without changing the topological structure of image, and does not change the gray distribution of other areas. It is an interesting fusion method of the edge detection image and the noise suppression image. The SE equation is not only limited to the image fusion of this method, but can also be used for the fusion of a variety of edge detection methods and a variety of speckle noise suppression methods, and has strong robustness and wide applicability.

3. Experiments and results

3.1. Data

In following experiments, we use the public human eye OCT dataset [9] (Dataset 1) and the public pig eye OCT dataset [16] (Dataset 2). Dataset 1 was acquired by SDOCT imaging systems from Bioptigen, Inc. (Research Triangle Park, NC). Dataset 2 was acquired by Spectralis HRA & OCT (Heidelberg Engineering), which includes 35 sets at different eye positions, each set contains 13 frames (768 × 496 pixels). More information about Dataset 1 and Dataset 2 can be found in related papers [9,16]. Both the original image and the standard reference image are obtained in dataset 1 and dataset 2 (Fig. (6)). However, as shown in Fig. 6, the image quality in Dataset 1 is obviously better than that in Dataset 2, and testing these datasets at the same time helps to compare the robustness of different methods.

![Fig. 6. Images from datasets 1 and datasets 2. (a) Human retinal original image. (b) Pig retinal original image (c) Human retinal reference images. (d) Pig retinal reference images.](image)

3.2. Image quality metrics

In this paper, cross-correlation (XCOR), peak signal-to-noise-ratio (PSNR), contrast-to-noise ratio (CNR) and equivalent number of looks (ENL) are used to objectively evaluate the image enhancement effect of different method. The PSNR is used to evaluate the level of image noise, and a high quality denoised image has a higher PSNR value. The CNR evaluate the contrast between foreground objects (the areas in the blue rectangles in Fig. 7(a) and Fig. 8(a)) and
background region (the areas in the red rectangles in Fig. 7(a) and Fig. 8(a)). The ENL is used to evaluate the smoothness of the homogeneous areas (the areas in the green rectangles in Fig. 7(a) and Fig. 8(a)). The XCOR measures the similarity between the enhanced image and the reference image, a larger XCOR value means that the enhanced image is more similar to the reference image. These metrics are defined as follows:

$$PSNR = 10 \times \log_{10} \left( \frac{MAX^2}{\sum_{i=1}^{N} (I_i - \hat{I}_i)^2} \right)$$  \hspace{1cm} (3)$$

$$XCOR = \frac{\sum_{i=1}^{N} I_i \times \hat{I}_i}{\sqrt{[\sum_{i=1}^{N} I_i^2] \times [\sum_{i=1}^{N} \hat{I}_i^2]}}$$ \hspace{1cm} (4)$$

$$CNR = \frac{1}{n} \sum_{i=1}^{n} \frac{\mu_i - \mu_b}{\sigma_i^2 + \sigma_b^2}$$ \hspace{1cm} (5)$$

$$ENL = \frac{1}{n} \sum_{i=1}^{n} \frac{\mu_i^2}{\sigma_i^2}$$ \hspace{1cm} (6)$$

Where $\mu_i$ and $\sigma_i$ are mean and standard deviation of the foreground areas. $\mu_b$ and $\sigma_b$ are mean and standard deviation of the background areas. $n$ is the number of ROI (region of interest). $MAX$ is the maximum gray value of the image and $N$ is the total number of pixels. $I$ is the image processed by the algorithm, and $\hat{I}$ is the reference image.

Fig. 7. Results of deferent methods in dataset 1. (a) Noisy image. (b) -(f) Results of Noise2Void method, BM3D method, PNLM method, WGLRR method and the proposed method.

### 3.3. Comparison of results

In order to objectively evaluate the enhancement effect of the proposed method, we test the proposed method on two datasets and compare against 4 state-of-the-art methods: probability-based non-local means filter (PNLM) [8], Noise2Void (N2V) [17], weighted group low-rank representation model (WGLRR) [18] and BM3D [19]. To ensure the accuracy of each methods, we downloaded the source code of PNLM, WGLRR and BM3D [8,18,19], and all processing is implemented on the same computer (a desktop PC with an Intel Core i5-7500 CPU at 3.4 GHz.
and 16 GB of RAM). In dataset 1, we take a single frame (10_Raw Image.tif) as input. In dataset 2, we take the average of 5 frames (from “17_5.tif” to “17_9.tif”) as their input. N2V was trained and tested in Google Colab (the data of training set comes from dataset 1 and dataset 2). In dataset 1, we take the 10th set as testing data, and other sets as training data. In dataset 2, we take the 17th set as testing data, and other sets as training data. In order to objectively compare the robustness of each methods, the parameter settings of each methods are consistent in dataset 1 and dataset 2.

The test results of each methods in dataset 1 and dataset 2 are shown in Fig. 7 and Fig. 8. However, as shown in Fig. 7 and Fig. 8, whether it is a human retina image with better image quality or a pig retina image with poor image quality, the proposed method can effectively remove speckle noise, improve image contrast, and preserve the image delicate edge. In order to stronger compare the enhancement effect of each methods, we enlarged white rectangle regions (Fig. 8(a)) in the pig eye retina image which is more severely polluted by speckle noise. It can be seen from Fig. 9 that the suppression of speckle noise by PNLM, N2V and BM3D are obviously insufficient. WGLRR has the problem of over-smoothed and also introduces unwanted visual artifacts (the red dotted lines area in Fig. 9) into the image. However, the proposed method does not change the image geometric structure, sufficient speckle noise is removed and more edge details are preserved.

Table 1 and Table 2 are the quantification results of different methods in dataset 1 and dataset 2. Among these methods, the enhancement effect of the proposed method and WGLRR are batter in these metrics, while PNLM, N2V and BM3D have obvious insufficient. The ENL of the proposed method is smaller than that of WGLRR, which is because the image is over-smoothed by WGLRR. Although over-smoothing can improve quantification results, it will cause edge details and fine features of the OCT image to change, which should be avoided in medical image processing. In terms of robustness, the proposed method has a good enhancement effect on different quality images. The proposed method does not need to manually set algorithm parameters (except $R$, the value of $R$ is generally between 3 and 11) for different images, and important parameters are obtained adaptively. However, the enhancement effect of WGLRR, PNLM, N2V and BM3D on different images are obviously different. These methods can only get the best enhancement by setting different optimal parameters for different images. N2V has a better noise suppression
Fig. 9. Closeups of the white rectangle region in Fig. 3(a). (a) Noisy image. (b)-(f) Results of Noise2Void method, BM3D method, PNLM method, WGLRR method and the proposed method.

3.4. Discussion on limitations

The edge detection and noise suppression of the proposed method are two independent parts, which are fused together by the SE equation. This algorithm structure is conducive to the free combination of various noise suppression methods and edge detection methods, thereby...
Table 2. Comparisons of various methods on Dataset 2

|                  | Original | Noise2Void | BM3D   | PNLM   | WGLRR | OURS  |
|------------------|----------|------------|--------|--------|-------|-------|
| PSNR             | 23.01    | 19.70      | 25.32  | 25.86  | **29.90** | **29.43** |
| XCOR             | 0.97     | 0.96       | 0.98   | 0.98   | **0.99** | **0.99**  |
| CNR              | 2.36     | 2.06       | 2.96   | 2.90   | **5.17** | 4.48  |
| ENL              | 33.05    | 74.62      | 54.75  | 52.25  | **291.16** | 184.13 |
| Time             | –        | –          | 6.15s  | 6.46s  | 96.31s | **3.31s** |

achieving multiple enhancement effects. If the edge detection effect is poor, it will cause insufficient sharpening of the image edge or produce false edges. Even if the SE equation has good fault-tolerance for edge detection, it cannot completely solve these problems. If the noise suppression is insufficient, no matter how good the edge detection method is, the image quality cannot be greatly improved. For these problems, we plan to complement each other with edge detection and noise suppression, so that edge information and noise information are no longer isolated. In order to encourage people to study in this field, we publish the algorithm code (Code 1 [20]) of this paper for reference.

4. Conclusion

In order to solve the problem that noise suppression and edge sharpening can’t be achieved simultaneously in image enhancement, this paper proposes a fast OCT image enhancement method based on image fusion. In this method, the improved wave algorithm is used for edge detection, and the averaging uncorrelated images method is used to suppress noise, and SE equation is designed to fuse the edge detection image and the noise suppression image. The proposed method was tested on two publicly available datasets, and compared with state-of-the-art methods in terms of quantitative evaluation and visual quality. The results show that the proposed method has a better image enhancement effect. Under the same or better enhancement effect, the proposed method has obvious speed advantages, which is beneficial to the realization of real-time imaging of the OCT system. We can see that the proposed method is a high performance-cost ratio image enhancement method, which has excellent performance in both human and pig retinal images. In addition, the SE equation can be used for the fusion of multiple edge detection methods and multiple speckle noise suppression methods, and can be applied to multiple types of images, with strong robustness and wide applicability.
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