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ABSTRACT

Much of text-to-speech research relies on human evaluation. This incurs heavy costs and slows down the development process, especially in multilingual applications where recruiting and polling annotators can take weeks. We introduce SQuId (Speech Quality Identification), a multilingual naturalness prediction model trained on over a million ratings and tested in 65 locales—the largest effort of this type to date. The main insight is that training one model on many locales consistently surpasses mono-locale baselines. We show that the model outperforms a competitive baseline based on w2v-BERT and VoiceMOS by 50.0%. We then demonstrate the effectiveness of cross-locale transfer during fine-tuning and highlight its effect on zero-shot locales, for which there is no fine-tuning data. We highlight the role of non-linguistic effects such as sound artifacts in cross-locale transfer. Finally, we present the effect of model size and pre-training diversity with ablation experiments.

1. INTRODUCTION

Evaluation is a major bottleneck for speech synthesis tasks like text-to-speech (TTS) and speech-to-speech translation. In principle, there are infinitely many spoken renditions of a piece of text, and there is no universally agreed upon definition of what makes an utterance “correct”. Thus, researchers rely heavily on human evaluation, more specifically listening tests, during their day-to-day development cycles. The most popular type of listening test is MOS (Mean Opinion Score), during which several annotators listen to audio segments and rate them on a Likert scale between 1 to 5 (examples of foundational studies that use it include Tacotron [1], Parallel WaveNet [2], or FastSpeech 2 [3]). Listening tests can produce reliable results [4], since humans usually excel at detecting speech quality, and the scheme can be adapted to the need of every specific task. But they are also impractical and expensive: recruiting and polling annotators increases the cost of running experiments, slows down model research, and makes it impossible to compare results across time and institutions. The problem gets exacerbated in the multilingual setup: it may be challenging for researchers to find speakers of languages that are neither spoken by many, nor geographically close to them. Ultimately, this hinders their progress, skews the literature towards high resource languages, and prevents them from engaging in heavily multilingual research. This comes in contrast to text-based generation tasks, such as Machine Translation, for which the research community has long adopted automatic metrics (such as BLEU [5] or more recently COMET [6] and BLEURT [7]) as a complement to human assessment.

To address these issues, there has been a growing interest in developing automatic metrics for speech synthesis, spearheaded by systems such as AutoMOS [8], MOSNet [9], or LDNet [10]. The idea is to cast quality evaluation as a regression or classification problem: these systems predict a quality score from an utterance, using past listening tests as a source of training data. The task is difficult because the target domain is complex, even in a monolingual setup: synthesis artifacts come in many forms and can affect all levels of speech production, including pronunciation, prosody, voice, and audio quality. And the task is getting harder over time [11]: as systems progress, the focus has shifted from obvious artifacts (e.g., robotic voices) to more subtle errors, such as inappropriate prosody or mispronunciations. Yet, the same problem that motivates the task—plagues its solution—data is expensive to collect, especially outside high-resource languages, and so existing studies tend to use relatively limited training and testing sets. Early MOS Predictors have been shown to be brittle when used out of domain [12], and there are few studies outside English and Chinese.

In this paper, we study MOS Prediction at scale, and in a massively multilingual setup. We introduce SQuId (Speech Quality Identifier) a speech quality detector based on mSLAM (multilingual Speech and LAnguage Model), a recently published pre-trained model [13]. SQuId is trained on over a million ratings, an order of magnitude more than most recent studies [9]. More importantly it is, to the best of our knowledge, the first massively multilingual model for MOS prediction: we trained the model on 42 locales1 and tested it on 65. For comparison, VoiceMOS, the most comprehensive benchmark to date, covers two locales only [14]. We describe our dataset, our model, and show that SQuId outperforms a competitive baseline based on SSL and VoiceMOS by up to 50.0%. Most improvements come from the additional supervised multilingual data, complemented by minor optimizations that target the multilingual case. We then conduct several studies to highlight the factors that contribute to MOS prediction quality in this massively multilingual, in-the-wild, setup. Key insights from our work include:

(i) Training one model on a diverse dataset consisting of data from many locales consistently outperforms the monolingual approach as a result of cross-locale transfer, an effect well known in NLP [15–18], ASR [19–21] and TTS literature [22, 23]. The most spectacular manifestation of this phenomenon is the model’s strong performance on zero-shot locales, where there is no labelled MOS prediction data. Cross-locale transfer allows us to increase the model’s language coverage dramatically and has significant implications on evaluation of multilingual speech synthesis.

(ii) We conduct analyses to understand the nature and mechanism of cross-locale transfer for MOS prediction. We demonstrate that locale diversity has a large influence on model’s performance during fine-tuning, but transfer is driven less by language similarity and more by the presence of language-agnostic phenomena (possibly including diversity of audio quality, voices and TTS systems) in the dataset. We highlight the role of para-lingual transfer, by which

---

1 Compared to language, locales take regional variation into account. For instance English is covered by five locales in our dataset: US English, UK English, Indian English, Nigerian English, and Australian English. Each of these variants should be rendered differently by a TTS engine.
training data in one locale improves performance in another for reasons orthogonal to linguistics.

(iii) Through ablation studies, we highlight the importance of modeling choices, including multilingual pre-training and model capacity on SQuId’s performance.

Additional Related Work. Automatic MOS prediction has a long history in the TTS literature [24]. In addition to the systems cited above, recent work includes [25–29], none of which tackle multilinguality. Our work directly builds upon [12], which experiments with wide range of pre-trained models. Our methodology is close, but we scale up the data (from about 30K to 1.3M samples), number of locales (from 2 to 65), model size (from 300M to 600M parameters), and contribute a novel analysis of multilinguality. Cross-lingual transfer and massively multilingual NLP have a rich history in MT [15–17] and pre-trained models [18, 30]. Authors have studied cross-lingual transfer for at least a decade in speech recognition [31–35] and TTS [22, 36, 37].

2. MULTILINGUAL MOS PREDICTION IN THE WILD

We wish to predict MOS Naturalness ratings for both human and synthetic speech. Broadly speaking, MOS Naturalness describes how human-like an utterance sounds. Our main resource is an in-house corpus, aggregating approximately 1.9 million ratings in 66 locales across 2,092 research and commercial annotation projects completed between January 2021 and March 2022. Most of the audio is generated by TTS systems including both concatenative and neural systems, and the annotators are asked to select a rating based on how natural or unnatural the samples sound. The test sets used for the evaluations are primarily focused on TTS applications such as virtual assistant responses, driving directions, book passages, and news articles; general text from web-crawled corpora is also used.

Let us now present SQuId’s overall performance. To validate our approach, we first ensure that it performs well on VoiceMOS 22, currently the main benchmark for MOS prediction. We then scale up the test set and analyze its performance on 65 locales. Throughout the section, we will compare SQuId to Big-SSL-MOS, a competitive baseline in the spirit of SSL-MOS [12]. We fine-tune w2v-BERT on the main VoiceMOS database with a regression objective, using a 600M parameters version of the pre-trained model to ensure a fair comparison [12] uses up to 317M). The model comes in two variants: English-only, and multilingual. The architecture and dataset of our w2v-BERT implementation are described in detail in [13].

| Table 1: MOS Prediction dataset statistics. |
|-------------------------------------------|
| Num. training utt. / systems / locales | 969,589 / 1,476 / 42 |
| Num. dev utt. / systems / locales | 34,042 / 1,474 / 42 |
| Num. test utt. / systems / locales | 381,323 / 605 / 65 |
| Ave. utterance duration (seconds) / num. ratings | 4.5s / 1.4 |

4. PERFORMANCE

Let us now present SQuId’s overall performance. To validate our approach, we first ensure that it performs well on VoiceMOS 22, currently the main benchmark for MOS prediction. We then scale up the test set and analyze its performance on 65 locales. Throughout the section, we will compare SQuId to Big-SSL-MOS, a competitive baseline in the spirit of SSL-MOS [12]. We fine-tune w2v-BERT on the main VoiceMOS database with a regression objective, using a 600M parameters version of the pre-trained model to ensure a fair comparison [12] uses up to 317M). The model comes in two variants: English-only, and multilingual. The architecture and dataset of our w2v-BERT implementation are described in detail in [13].
Table 2: Results on VoiceMOS’22, Main Track. Segment-level correlation with human ratings (Kendall Tau). The VoiceMOS’22 results were obtained from [14], except SSL-MOS which we recalculated to confirm the alignment.

| Model          | Kendall Tau |
|----------------|-------------|
| VoiceMOS ’22  | 0.690       |
| SSL-MOS       | 0.690       |
| MOSA-Net      | 0.621       |
| LDNet         | 0.599       |
| Top           | 0.730       |
| Median        | 0.698       |
| Last          | 0.562       |
| Big-SSL-MOS   | 0.701       |
| English       | 0.693       |
| Multilingual  | 0.702       |
| SQuId         | 0.606       |
| SQuIdDS       | 0.700       |
| VoiceMOS      | 0.050       |
| SDS+VMOS      | 0.025       |

Correctness Check: VoiceMOS’22 - Main Track. VoiceMOS is the main public benchmark for MOS prediction. The main track involves 4,974, 1,066, and 1,066 utterances for training, development, and test respectively, all in English. The submissions are aggressively optimized towards the task; for instance UT-MOS [41], a top performing system, ensembles several models and use contextual information such as Listener and Domain ID. Additionally, the organizers provide the results of three recently published baselines: SSL-MOS [12], MOSA-Net [42], and LDNet [10]. Since the dataset is small comparatively (we test on two orders of magnitude more data in 30X more locales), we use it as a correctness check for our approach and baselines. We restrict ourselves to simple approaches: we use batch size 8 (instead of 32) and train for 10K steps (instead of a million), but do not introduce any additional optimization. Table 2 presents the results. We present three versions of SQuId: fine-tuned on the SQuId Dataset (SQuIdDS), VoiceMOS, and both sequentially. Although our approach is simple, we confirm that it is competitive. SQuId models trained on VoiceMOS data outperform all three VoiceMOS baselines, and would sit in the upper half of the benchmark. Our baseline Big-SSL-MOS performs even better, justifying that the comparison is fair.

Main Results. Figure 1 reports SQuId’s performance on the main dataset. We compute the correlation with human ratings on all 65 test locales and average the results. SQuId VoiceMOS is slightly better than Big-SSL-MOS English; the main difference is due to the switch from w2v-BERT to mSLAM, which performs better on this task. Using the SQuId Dataset incurs a dramatic 38% performance boost, which validates the usefulness of the dataset. The optimizations (re-sampling and locale identifier) add a more modest 3.75% increase. Our final model outperforms the best baseline by 50.0%, with superior results on 60 locales out of 65.

Figure 2 presents SQuId’s performance on each locale, as we increase the number of locales used for fine-tuning. Each addition improves the model, on both fine-tuned and zero-shot splits, demonstrating the existence of cross-locale transfer. SQuId’s performance is comparable in average on both sets, which illustrates the viability of zero-shot inference for MOS prediction.

There are large disparities between the scores, which can range from below 0 to over 0.3. A first, and possibly main, explanation, is that the test set is not homogeneous: the sub-tasks have various degrees of complexity and the annotations have various degrees of noisiness. Indirect evidence is that Big-SSL-MOS and SQuId tend to perform similarly on the same locales even though they were fine-tuned on very different datasets (Pearson correlation: 0.845). Furthermore, the training data is also heterogeneous, and so we cannot expect its performance to be constant, even on a perfect test set.

5. UNDERSTANDING CROSS-LOCALE TRANSFER DURING FINE-TUNING

Measuring Cross-Locale Transfer. To understand cross-locale transfer further, we focus on 8 languages and compare three models: mSLAM fine-tuned on the target locale only, on all 8 locales, and on all the locales we have (42). We picked languages from different families, with different levels of coverage (from 2.2K to 280K ratings), and for which we have ample test data to reduce the variance of the experiment. Figure 3 presents the results. For five out of eight setups, each addition increases the results. The most spectacular improvement happen between 1 and 8 on Thai (+244%) and Japanese (+31.2%). In contrast, adding data makes no difference or causes a slight degradation for three setups. We conclude that cross-locale “works” but it does not affect all locales uniformly.
Cross-locale transfer and language. Which locales are impacted by transfer? Intuitively, we may expect it to occur between tasks that are linguistically similar to each other [15, 20, 21]. To test this hypothesis, we focus on two languages for which we have different locales: Portuguese (the data set contains utterances in Brazilian and European Portuguese) and French (we have French and Canadian). We first fine-tune mSLAM on the locale with the lowest amount of data (i.e., European Portuguese and French, with about 9,700 examples each) and test it on the same. We then compare mSLAM fine-tuned on locales pairs, by coupling the target locale with either a close one (e.g., European Portuguese and Brazilian Portuguese) or remote ones (e.g., European Portuguese and Japanese). If the hypothesis holds, then adding in-language data will help, and similar pairs will perform better than remote ones. We chose the baselines locales such that the amount of fine-tuning data is approximately similar in all setups. Figure 4 presents the results. There is much transfer from Brazilian to European Portuguese, but the effect is approximately similar with German. Furthermore, Japanese and Arabic are not far behind. The results are more spectacular on French: adding French Canadian to European French actually decreases its performance, while Icelandic improves it. Our conclusions are therefore negative: it seems that the influence of linguistic similarity on cross-lingual transfer is very limited in this application. A similar observation may be found in [22], where improvements are observed in TTS systems transferring voices across highly dissimilar languages like English and Chinese.

Cross-Lingual vs. Para-Lingual Transfer. If language similarity does not facilitate transfer, then what does? We hypothesize that the task is in fact dominated by sound and paralinguistics, i.e., artifacts such as robotic voices and flat prosody that do not depend on words. This does not mean that there is no cross-locale transfer: the performance on each task does indeed improve as the model is exposed to the others. But the phenomenon is distinct from the cross-lingual transfer that is commonly discussed in the NLP literature [15]. We distinguish para-lingual transfer from cross-lingual transfer, and treat them as two orthogonal components of cross-locale transfer.

To highlight the role of para-lingual transfer, we fine-tune single-locale mSLAM models on the 8 locales discussed above and run them on each other’s test set, i.e., we run each of the 8 models on each of the 8 locales. We present the results in a matrix where the rows represent fine-tuning and columns test locales (Figure 5). We trained randomly initialized models to prevent any cross-lingual transfer, with a smaller architecture to stabilize the learning (we used the 42M parameters model discussed in the next section). If the tasks were truly independent, the diagonal would be salient. If they depended on language alone, there would be more affinity between languages of the same family than between very different ones, or at least, between languages that share phonological features. Instead we find that the results are diffuse: the good results of Turkish on Portuguese could come from a shared phonemic inventory, but the fact that Japanese yields relatively good results on five out of eight tasks (doing better than French on French) confirms that MOS Naturalness is, to some extent, orthogonal to language.

Transfer between Pre-Training and Fine-Tuning If the task is dominated by para-linguistics and sound artifacts, does it still make sense to pre-train models in multiple languages, and do we still benefit from scale? We rerun our experiments varying the sets of pre-training languages (from 1 to 51) and capacities (from 42M to 600M parameters), using speech-only models trained on VoxPopuli [43] to simplify the setup.

6. CONCLUSION

Zero-shot MOS prediction seems to be a viable path towards lowering the cost of massively multilingual speech synthesis evaluation. However, cross-locale transfer may in fact have little to do with language similarity. Our study holds lessons for both TTS evaluation and SSL. For TTS evaluation, we see that naturalness is only one facet of speech quality, and reiterate the importance of using complementary evaluation methods, both human and automatic, to measure language-specific aspects such as prosody and pronunciation. Regarding SSL, it seems plausible that para-locale transfer affects other tasks well, such as TTS and ASR. We therefore call for model developers to enrich their pre-training corpora to include a diverse set of voice (natural and synthetic), prosody, and sound [44], in addition to variations in domains and languages.
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