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Abstract—This paper studies interconnected systems (nodes) and exploits dissipation inequalities and the structure of the interconnection (the network) to derive analysis and design tools for stabilization. First, systems with quadratic supply rates in the dissipation inequalities are investigated. A stability condition based on the dissipation inequality associated to each node is given. This condition allows checking the sign of the dissipation inequality for the overall network system. By considering the underlying directed graph, the feasibility of controller design is discussed. The design problem is re-formulated into the problem of finding a solution to a system of linear inequalities. This allows an efficient search and computation of the design parameters of what we call active nodes. Then, systems with non-quadratic supply rates are considered. A vector of positive definite functions that is used as a basis of the non-quadratic supply rates is constructed: this requires augmenting the underlying directed graph. Similarly to the quadratic supply rates case, a stability condition for analysis and a graph-based criterion for checking the feasibility of controller design are discussed. Finally, a design example to demonstrate how to exploit the so-called active nodes to design a controller without numerical computation is presented. The proposed method does not presume any stability property of the nodes and therefore can be applied to various scenarios occurring in the study of stability properties for network systems.

I. INTRODUCTION

Network systems have been of interest to researchers since the 1970s. In particular, stability analysis has been one of the main research areas since, as it is well known, even if each node possesses some stability property, such property is not necessarily retained by the interconnected system.

The mainstream method to guarantee that stability properties of the nodes are propagated to the network is based on small-gain-type theorems. These can be intuitively understood from a signal perspective, as requiring that the signals are not amplified while flowing through the interconnection; and, from an energy perspective, as requiring that the total energy stored in the network does not accumulate because of the interconnection. The first interpretation leads to small-gain theorems (see e.g. [1]). These have been used in early works, see for example [2], on the study of stability properties for large-scale network systems. The second interpretation, which is typically conveyed in terms of Lyapunov-type small-gain theorems (see e.g. [3]), exploits the properties of input-to-state stability (see e.g. [4]) or integral input-to-state stability (see e.g. [5]) of the nodes to conclude stability properties, with some robustness margin, for the overall network system. Recent works have exploited weak small-gain theorems to study stability properties, under relaxed assumptions, of network systems, see e.g. [6].

In addition to general stability results for networks with arbitrary structure, some of the works in the literature exploit the structure of the network, which leads to the so-called cyclic small-gain theorem, see e.g. [7]–[9], and the survey [10]. This type of small-gain can be summarized as: given that all nodes in the network satisfy certain input-to-state stability or input-to-output stability property, and the composition of the gain functions along every directed cycle of the underlying graph are less than the identity function, then the corresponding stability property holds for the overall network system.

One may note that the stability properties mentioned above, though indicating the existence of certain type of Lyapunov functions, do not explicitly give the algebraic expression of such Lyapunov functions and it is in general difficult to find them. In the light of this, differently from most of the works in this area that rely on stability properties of the nodes, this paper intends to apply a small-gain-like analysis by directly exploiting algebraic properties of the dissipation inequalities, which are much easier to obtain in practical designs, without making any assumption on the stability properties of the nodes, in the spirit of input-to-state stability, input-to-state stability, or similar stability notions, yet not restricted by any of these properties during our derivation. We also give guidelines on how to design the parameters of a special type of controlled nodes, referred to as active nodes to guarantee the desired sign of the overall dissipation inequality.

Preliminaries

The paper uses standard notation unless stated otherwise. For an n-dimensional vector $v \in \mathbb{R}^n$, $v > 0$ means that $v$ is element-wise positive and similarly for other inequality signs. An all-one vector of proper dimension is denoted by $1$. For a matrix $M$, $(M)_i$ denotes the $i$-th column and $(M)_{ij}$ denotes the $i$-th element on the $j$-th column. $M > 0$ means that $M$ is element-wise positive and similarly for other inequality signs.

The following definition and theorem are recalled since they are useful in the remainder of the paper.
Definition 1 (Z-matrix): A matrix \( M \) is called a Z-matrix (or negated Metzler matrix) if all of its off-diagonal elements are non-positive, that is, \((M)_{ij} < 0, i \neq j\).

Definition 2 (M-matrix): A matrix \( M = N + sI \), where \( N \) is a square Z-matrix and \( s \) is a real number not smaller than the spectral radius of \( N \), is called an M-matrix.

Theorem 1: Let \( M \) be a Z-matrix. Then the following conditions\(^1\) are equivalent:

1) \( M \) is a non-singular M-matrix.
2) All principal minors of \( M \) are positive.
3) All leading principal minors of \( M \) are positive.
4) \( M^{-1} \) exists and \( M^{-1} \geq 0 \).
5) There exists a vector \( v > 0 \) such that \( Mv > 0 \).

\(^1\)These are extracted from 40 equivalent conditions listed in [11], in which the proof of this result is available.

II. Systems with Quadratic Supply Rates

Consider a network of \( n \) interconnected dynamical systems in which each node, a dynamical system denoted as \( \Sigma_i, i = 1, \ldots, n \), has \( n - 1 \) inputs \( u_{ji}(t) \in \mathbb{R}, j = 1, \ldots, i - 1, i + 1, \ldots, n \), and one output \( y_i(t) \in \mathbb{R} \), and satisfies the dissipation inequality

\[
\dot{V}_i \leq -a_i y_i^2 + \sum_{j=1}^{i-1} b_{ji} u_{ji}^2 + \sum_{j=i+1}^{n} b_{ji} u_{ji}^2,
\]

with respect to a storage function \( V_i : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) of class \( \mathcal{C}^1 \), where \( n_j \) is the dimension of the state vector of \( \Sigma_i \), \( a_i > 0 \), and \( b_{ji} \geq 0 \). The nodes are interconnected via the equations \( u_{ji} = y_j \), for all \( b_{ji} \neq 0 \), whereas \( b_{ji} = 0 \) means that \( \Sigma_j \) is not connected to \( \Sigma_i \), that is \( u_{ji} = 0 \). The structure of the network can be described by a directed graph, see Fig. 1 for an example, in which the directed edges represent input/output relations.

\[
V \leq 0. \text{ In addition, in the case in which the } V_i \text{'s are positive definite and radially unbounded one may require that }
\]

\[
\dot{V} \leq -W(y) \leq 0,
\]

where \( W(\cdot) \) is a positive definite function of \( y = [y_1, \ldots, y_n]^T \). From the dissipation inequality (2) one can conclude Lyapunov stability of the equilibrium of the overall system and convergence of all \( y_i \)’s to 0 by means of some invariance-like analysis.

This, however, is not the focus on the paper, although it reveals a possible area of application of the forthcoming results. The aim of the paper is to study how to use the structure of the network to make the dissipation inequality (2) hold, in other words, we do not impose any condition on \( V \) and simply focus on \( \dot{V} \). To this end, the next result provides a condition for the existence of the scaling coefficients \( c_i, i = 1, \ldots, n \), mentioned above.

Proposition 1: There exists a vector of scaling coefficients \( c = [c_1, \ldots, c_n]^T > 0 \) such that \( V \) satisfies the dissipation inequality (2) if

\[
M = \begin{bmatrix} a_1 & -b_{12} & \cdots & -b_{1n} \\
\vdots & \ddots & \ddots & \vdots \\
-b_{21} & \cdots & \cdots & a_n \end{bmatrix}
\]

is a non-singular M-matrix.

Remark 1: There are several variants of Proposition 1 available in the literature, for example the criteria for \( \mathcal{L}_p \)-stability based on the so-called test matrix, that is essentially the matrix (3) written in terms of \( \mathcal{L}_p \) gains, see [2, Section 6.2]. Proposition 1, however, provides purely an algebraic result which does not require any assumption on the stability properties of each node.

It is worth noting that the condition expressed by Proposition 1 is not generic: it is straightforward to build networks for which it is not satisfied. One such a network is a simple-loop\(^2\) containing two scalar nodes that violates the small-gain condition, that is either the condition \( a_1 a_2 < b_{21} b_{12} \leq 1 \) or equivalently, the condition \( a_1 a_2 \cdot b_{21} b_{12} > 0 \). (The counterpart of this small-gain condition for more complex networks is precisely condition 3 of Theorem 1.) The small-gain analysis for the considered example reveals the fact that if one is allowed to adjust the coefficients \( a_i \)’s arbitrarily one can always enforce the dissipation inequality (2), provided that there is a distributed controller on each of the nodes of the network to make the \( a_i \)’s tunable design parameters.

In practice, however, this is not always feasible, for example because of dynamics that cannot be controlled, or economical concerns do not allow using as many distributed controllers as nodes. This highlights the fact that, even if Proposition 1

\(^2\)The definition of loop is different in control theory and in graph theory (in which “loop” specifically means “self-loop”). The underlying directed graph of the considered example is a single-cycle graph. In this example we use the control convention.
provides a tool for network analysis, we need to answer the following questions from a design perspective. How many controllers are needed to enforce the dissipation inequality (2) and where these should be placed considering the structure of the network? How to tune the design parameters $a_i$'s of those nodes that can be actively controlled?

To answer the first question we define a special class of nodes.

Definition 3: A node $\Sigma_i$ is called an active node if it satisfies the dissipation inequality (1) with an adjustable $a_i \in [a_{i \min}, +\infty)$, with $a_{i \min} > 0$, where $i$ is the node index of the active node.

We now make a convention for graphic representation: an active node is represented by a solid green circle (e.g. node $\Sigma_1$ in Fig. 1) and non-active nodes are represented by red dashed circles. Exploiting the concept of active nodes we now present a feasibility condition for the considered design problem.

Proposition 2: The matrix (3) can be made a non-singular $M$-matrix by adjusting the parameters $a_i$ (recall that the indices $i$ denote the indices of the active nodes) if every directed cycle of the underlying directed graph describing the network contains at least one vertex corresponding to an active node.

To illustrate the result expressed by Proposition 2 consider the example illustrated in Fig. 1. The matrix $M$ related to this graph is a non-singular $M$-matrix with $a_1$ sufficiently large, as node $\Sigma_1$ is an active node, and its corresponding vertex is contained in every directed cycle of the graph. Proposition 2 and Proposition 1 therefore reveal that as long as there is at least one active node in every directed cycle, there exist positive scaling coefficients $c_1, \ldots, c_n$ and design parameters $a_i$ such that the dissipation inequality (2) holds, where $i$ represents the set of indices of the active nodes. Note that this condition simply guarantees the feasibility of the underlying design problem yet does not provide an approach to carry out the design computationally.

In what follows we show how to formulate the set of admissible scaling coefficients and design parameters using linear inequalities to make the search of such parameters efficient. To this end, recall that

$$\dot{V} \leq -\phi^\top(y)Mc.$$  
As a result, the dissipation inequality (2) holds if $Mc > 0$, for some $c > 0$. Note that $M$ can be decomposed as $M = \tilde{M} + M_d$, where

$$(\tilde{M})_{ij} = \begin{cases} a_i, & \text{if node } \Sigma_i \text{ is active,} \\ (M)_{ij}, & \text{otherwise,} \end{cases}$$

and therefore

$$(\tilde{M})_{ij} = \begin{cases} \bar{a}_i, & \text{if node } \Sigma_i \text{ is active,} \\ 0, & \text{otherwise,} \end{cases}$$

where $\bar{a}_i = a_i - a_i$. Now re-write $\tilde{M}c$ as $\tilde{M}c = Nd$, where $N$ is a constant matrix and $d > 0$ is the vector of the decision variables. To do this, define $d_i = c_{ij}\bar{a}_{ij}$, where $\bar{a}_{ij}$ is the node index of the $j$-th active node, and $d = [d_1, \ldots, d_n]^\top$, where $n_a$ is the total number of active nodes. This yields

$$(N)_{ij} = \begin{cases} 1, & \text{if } i = i_{aj} \\ 0, & \text{otherwise,} \end{cases}$$

which is a constant matrix such that $\tilde{M}c = Nd$ and therefore $Mc = Nd + d$. Thus, the resulting system of linear inequalities is described by the conditions

$$Mc + Nd > 0,$$
$$c > 0,$$  
$$d > 0,$$

which allows searching for $c$ and $d$ efficiently. This is especially important for large-scale network systems, for which criteria based on computing principal minors are too costly. Note that the actual design parameters $a_{i\Sigma}$ of the $j$-th active node can be obtained from $d$ by using the relation $a_{i\Sigma} = d_{i\Sigma} - d_{i\Sigma}^\top + d_{i\Sigma}$. We complete our discussion giving a sufficient condition for the existence of a non-empty solution set for the linear inequalities (8).

Proposition 3: The solution set of (8) is non-empty if there is at least one active node in every direct cycle of the graph describing the network system.

Remark 2: Proposition 3 provides a sufficient condition in the sense that even if there are directed cycles without active nodes, the condition of Proposition 1 can still be satisfied by the original system parameters without any adjustment.

Remark 3: One can replace the first inequality of (8) with

$$Mc + Nd \geq \sigma > 0.$$  
This yields $\dot{V} \leq -\phi^\top(y)\sigma \leq 0$, which allows creating a margin of supply rate specified by $\sigma > 0$.

III. SYSTEMS WITH NON-QUADRATIC SUPPLY RATES

The systems discussed in Section II have dissipation inequalities with quadratic supply rates. The advantage of this formulation is that each term in the dissipation inequality is one-to-one related to a node subsystem, which allows carrying out analysis and design via the underlying directed graph. This, however, puts restrictions that do not allow many common nonlinear control design techniques, e.g. the use of nonlinear damping. Therefore we start this section by considering a more general class of network systems with dissipation inequalities

$$\dot{V}_i \leq -a_i(y_i) + \sum_{j=1}^{i-1} \beta_{ij}(u_{ij}) + \sum_{j=i+1}^{n} \beta_{ji}(u_{ji}),$$

where $a_i(\cdot)$ and $\beta_{ij}(\cdot)$ are positive definite functions. In this case we can write the overall dissipation inequality as

$$\dot{V} \leq -I^\top M\phi(y)c = -I^\top w(y),$$
where
\[
M_\phi(y) = \begin{bmatrix}
\alpha_1(y_1) & -\beta_{12}(y_1) & \cdots & -\beta_{1n}(y_1) \\
\vdots & \ddots & \vdots & \vdots \\
-\beta_{n1}(y_n) & -\beta_{n2}(y_n) & \cdots & \alpha_n(y_n)
\end{bmatrix}
\] (12)
and \(W(y) = \mathbf{I}^T w(y)\). Note that \(w(y)\) is not unique for each given \(W(y)\). Without loss of generality, assume that each element of \(w(y)\) is a positive definite function. Then one can use the following proposition to check whether the dissipation inequality (2) holds for some scaling coefficients.

**Proposition 4**: There exists a vector of scaling coefficients \(c > 0\) such that \(V\) satisfies the dissipation inequality (2) if both of the conditions below are satisfied.

1) \(M_\phi(y)\) is a non-singular \(M\)-matrix for all \(y \neq 0\).

2) There exists \(w(y)\) such that \(M_\phi^{-1}(y)w(y)\) is independent of \(y\).

**Remark 4**: Proposition 1 is a special case of Proposition 4 in the sense that \(M_\phi(y) = \Phi(y)M\) and \(w(y) = \Phi(y)\sigma\), where \(\Phi(y) = \text{diag}(\phi(y))\) and \(\sigma > 0\). Given that the condition of Proposition 1 is satisfied, that is, \(M\) is a non-singular \(M\)-matrix, considering \(M_\phi(y)c = w(y)\) yields
\[
c = M^{-1}\Phi^{-1}(y)\Phi(y)\sigma = M^{-1}\sigma > 0,
\]
by invoking condition 4) of Theorem 1, which guarantees the existence of positive constant scaling coefficients such that the dissipation inequality (2) holds.

**Remark 5**: It is not necessary to require the scaling coefficients \(c\) to be independent of \(y\). This restriction can be relaxed by using the so-called state-dependent scaling technique, see e.g. [12].

In general, it is not always possible to find a \(w(y)\) such that \(M_\phi^{-1}(y)w(y)\) is independent of \(y\). Even if this is possible, it requires to compute \(M_\phi^{-1}(y)\), which is not desirable when dealing with large-scale systems. In what follows, we focus on a class of systems such that condition 2) of Proposition 4 can be naturally satisfied. One way to do so is to augment \(\phi(y)\) in Section II with non-quadratic positive definite terms. For example, consider a two-node system with dissipation inequalities
\[
V_1 \leq -a_1 y_1^2 + b_{21} y_2^2 - a_3 y_3^4,
\]
\[
V_2 \leq b_{12} y_1^2 - a_2 y_2^2 + b_{32} y_4^4.
\]
Obviously, the selection \(\phi(y) = [y_1^2, y_2^2]^{\top}\) in the spirit of Section II does not work for this system since it does not take the \(y_3^4\)-terms into account. Instead, we can augment \(\phi(y)\) with an extra positive definite term, say, \(y_4^3\), and define the augmented vector as \(\phi(y) = [y_1^2, y_2^2, y_3^4, y_4^3]^{\top}\). Compared to the case in Section II, in which each term of the supply rate is one-to-one related to a node, now \(y_1^2\) and \(y_4^3\) are both related to the same node, node \(\Sigma_1\). In other words, node \(\Sigma_1\) has two supply rate basis functions (basis functions for short), \(y_1^2\) and \(y_4^3\), while node \(\Sigma_2\) has only one basis function \(y_3^4\).

To generalize this idea, suppose that there are \(\hat{n}\) basis functions in total and define \(\hat{\phi}(y) = [\phi_1^1(y_1), \phi_2^1(y_2), \ldots, \phi_{\hat{n}}^1(y_n), \phi_1^2(y_1), \phi_2^2(y_2), \ldots, \phi_{\hat{n}}^2(y_n), \ldots]^{\top} \in \mathbb{R}^{\hat{n}}\), where \(\phi_j^i(y)\) is the \(j\)-th basis function of node \(\Sigma_i\). Under this definition of \(\phi(y)\), the overall dissipation inequality can be written as
\[
\dot{V} \leq -\hat{\phi}^{\top} \hat{M} \hat{c},
\]
where \(\hat{M}\) is defined such that \(-\hat{\phi}^{\top}(\hat{M})\) is the supply rate of the dissipation inequality of node \(\Sigma_i\). It is not difficult to note that the \(n \times n\) leading principal submatrix of \(\hat{M}\) is exactly the matrix \(M\) in Section II: in other words \(\hat{M}\) is augmented from \(M\). For example, we have
\[
\hat{M} = \begin{bmatrix}
a_1 & -b_{12} \\
-b_{21} & a_2 \\
a_3 & -b_{32}
\end{bmatrix},
\]
for the two-node system with dissipation inequalities (14). Since \(\hat{M}\) is not a \(Z\)-matrix, if we want to use the results established in Section II, it is better to restore the one-to-one relation between each basis function and each matrix dimension by augmenting \(\hat{M}\) so that we have a \(Z\)-matrix to analyze. From a graph theoretic perspective, this requires adding some virtual vertices in the underlying directed graph so that the total number of vertices is the same as the basis functions rather than the number of nodes/dissipation inequalities. To this end, rewrite the overall dissipation inequality as
\[
\dot{V} \leq -\hat{\phi}^{\top} \hat{M} \hat{c},
\]
where \(\hat{M}\) is an \(\hat{n} \times \hat{n}\) \(Z\)-matrix defined by keeping the \(n \times n\) leading principal submatrix of \(\hat{M}\) unchanged, moving the positive element (only one per row) of the \((n+1)\)-th row to the diagonal entry of the same row, and filling the empty entries with zeros, and \(\hat{c} \in \mathbb{R}^{\hat{n}}\) is augmented from \(c\) by repeating the corresponding scaling coefficients at the augmented entries. Consider the previous two-node system as an example again, the augmented version of (16) is
\[
\hat{M} = \begin{bmatrix}
a_1 & -b_{12} & 0 \\
-b_{21} & a_2 & 0 \\
0 & -b_{32} & a_3
\end{bmatrix}.
\]
Since the third column of \(\hat{M}\) is coming from the first dissipation inequality, which should be multiplied by \(c_1\), we also need to define \(\hat{c} = [c_1, c_2, c_3]^{\top}\) with the constraint \(c_1 = c_3\) or in general
\[
L \hat{c} = 0,
\]
where in this example \(L = [1, 0, -1]\).

To derive the counterpart of Proposition 1 we have to first answer two questions: 1) how to determine whether \(\hat{M}\) is a non-singular \(M\)-matrix by checking the original matrix \(M\) and 2) how to use condition 5) of Theorem 1 considering the additional constraint (19). The answer to the first question is given by the result below.
Lemma 1: $\hat{M}$ is a non-singular M-matrix if and only if its $n \times n$ leading principal submatrix is a non-singular M-matrix.

To answer the second question we need first to clarify the problem we are trying to deal with. Condition 5) of Theorem 1 guarantees the existence of $\hat{c} > 0$ such that $\hat{M}\hat{c} > 0$ if $\hat{M}$ is a non-singular M-matrix, which, however, is not sufficient in this case as there is the additional constraint (19) on $\hat{c}$. Thus, we need to add an additional condition to $\hat{M}$ such that $\hat{c}$ also satisfies the constraint (19). This leads to the following result.

Lemma 2: Consider the M-matrix $\hat{M}$. There exists $\hat{c} > 0$ such that $\hat{M}\hat{c} > 0$ and $L\hat{c} = 0$ if and only if there exists $\sigma > 0$ such that $\sigma$ is in the kernel of $LM^{-1}$.

Having proved Lemma 1 and Lemma 2 we can proceed to give a criterion for the existence of scaling coefficients such that the dissipation inequality (2) holds.

Proposition 5: There exists a vector of scaling coefficients $c > 0$ such that $V$ satisfies the dissipation inequality (2) if both of the conditions below are satisfied.
1) The $n \times n$ leading principal submatrix of $\hat{M}$ is a non-singular M-matrix.
2) There exists $\sigma > 0$ such that $\sigma$ is in the kernel of $LM^{-1}$.

Remark 6: Similarly to Proposition 1, Proposition 5 is also a special case of Proposition 4, with a different vector of basis functions $\phi(y)$.

Proposition 5 reveals the fact that the $n \times n$ leading principal submatrix of $\hat{M}$ plays an important role. It is easier to understand this from a graph perspective. Since all the augmented columns in $\hat{M}$ have only one non-zero element on the diagonal entries, the corresponding vertices in the underlying directed graph have only outgoing edges but no incoming edges (see Fig. 2), which guarantees that no directed cycle contains these augmented vertices. In other words, the augmentation of the graph does not create new directed cycles and all directed cycles in the graph are specified by the $n \times n$ leading principal submatrix of $\hat{M}$.

Before moving on to make an argument based on active nodes, note that now each node can have more than one basis function, and therefore we need to slightly extend Definition 3, allowing $i_a$ to be the indices of all vertices (including the augmented vertices) in the underlying directed graph that originate from this active node. For instance, in the underlying directed graph of the two-node example, both Vertex 1 and Vertex 3 originates from node $\Sigma_1$, and thus both $a_1$ and $a_3$ are adjustable if node $\Sigma_1$ is an active node. Having clarified this, we are ready to see how to enforce the dissipation inequality (2) with active nodes.

Proposition 6: There exist a selection of $a_i$ and a vector of scaling coefficients $c > 0$ such that $V$ satisfies the dissipation inequality (2) if both of the conditions below are satisfied.
1) Every directed cycle of the underlying directed graph describing the network contains at least one vertex that originates from an active node.
2) Every augmented vertex originates from an active node.

Remark 7: It is not difficult to see that condition 1) of Proposition 6 allows enforcing condition 1) of Proposition 5 and condition 2) of Proposition 6 allows enforcing condition 2) of Proposition 5. In this sense, Proposition 5 and Proposition 6 view the same fact from an analysis perspective and a design perspective, respectively. Similar remark also applies to Proposition 1 and Proposition 3.

It should also be noted that the design of the adjustable parameters $a_i$ can also be re-formulated into the solution of a system of linear inequalities, the feasibility of which is given by Proposition 6. Although, as we have discussed, the conditions of feasibility are different, the re-formulation of this problem is essentially the same as in Section II, hence it is not repeated.

IV. A Design Example

In this section we demonstrate the convenience brought by the idea of active nodes in control design for network systems. Consider the three-node nonlinear network system given by

$$
\Sigma_1: \dot{y}_1 = y_3 + u,
\Sigma_2: \dot{y}_2 = y_1 - y_2 + y_1^2,
\Sigma_3: \dot{y}_3 = y_2 - y_3,
$$

(20)

and a controller given by

$$
u = -k_1y_1 - k_2y_3^3,
$$

(21)

where $k_1 > 0$ and $k_3 > 0$ are adjustable parameters. The task is to regulate $y_1$, $y_2$ and $y_3$ to 0. First, we need to find the dissipation inequality for each node. Defining $V_i = \frac{1}{2}y_i^2$, for $1 \leq i \leq 3$ taking the time derivative along the trajectories of the system, and invoking Young’s inequality yields the dissipation inequalities $V_1 \leq -(1 - \frac{1}{2})y_1^2 + \frac{1}{2}y_3^2 - k_2y_1^4$, $V_2 \leq y_1^2 - [\frac{1}{2} + \frac{1}{2}]y_3^2 + y_1^4$, and $V_3 \leq \frac{1}{2}y_3^2 - \frac{1}{2}y_2^2$. Define $\phi(y) = [y_1, y_2, y_3, y_1^3]^T$ and note that

$$
\hat{M}(y) = \begin{bmatrix}
k_1 - \frac{1}{2} & -1 & 0 & 0 \\
0 & \frac{1}{2} & -\frac{1}{2} & 0 \\
-\frac{1}{2} & 0 & \frac{1}{2} & 0 \\
0 & -1 & 0 & k_2
\end{bmatrix}.
$$

(22)
Note now that node $\Sigma_1$ is an active node, and as shown by Fig. 3 the conditions in Proposition 6 are satisfied. Therefore we can conclude that for some selection of $k_1$ and $k_2$, there exist positive constants $c_1$, $c_2$, $c_3$ and $\sigma_1$, $\sigma_2$, $\sigma_3$, $\sigma_4$ such that $V = c_1 V_1 + c_2 V_2 + c_3 V_3$ satisfies the dissipation inequality
\[
\dot{V} \leq -\sigma_1 y_1^2 - \sigma_2 y_2^2 - \sigma_3 y_3^2 - \sigma_4 y_4^4 \leq 0. \tag{23}
\]
Instead of computing $k_1$ and $k_2$ explicitly, we take a shortcut by using the adaptive controller given by
\[
\hat{k}_1 = \gamma_1 y_1^2, \quad \hat{k}_2 = \gamma_2 y_1^4, \quad u = -\hat{k}_1 y_1 - \hat{k}_2 y_1^3, \tag{24}
\]
where $\gamma_1 > 0$ and $\gamma_2 > 0$. Note that replacing controller (21) with controller (24) and re-defining $V_1 = \frac{1}{2} y_1^2 + \frac{1}{2\gamma_1} (k_1 - \hat{k}_1)^2 + \frac{1}{2\gamma_2} (k_2 - \hat{k}_2)^2$ does not change the overall dissipation inequality (23). Therefore by standard stability analysis we can conclude that all closed-loop signals are bounded and $y_1$, $y_2$, $y_3$ converge to 0 asymptotically, as shown in Fig. 4.

Note that by using the adaptive controller (24) we augment the state of $\Sigma_1$ with $\hat{k}_1$ and $\hat{k}_2$, and this subsystem is not input-to-state stable. The proposed method, unlike classical method based on input-to-state stability, is still valid for this system as it only exploits the algebraic properties of the dissipation inequalities. From this example we can see that by checking the locations of active nodes in the graph one can easily check the feasibility of the controller design problem without computation and even design the controller without computation using adaptive control techniques.

V. CONCLUSIONS AND FUTURE WORK

This paper proposes an approach based on dissipation inequalities for analysis and design of network systems. First, network systems with dissipation inequalities with quadratic supply rates are investigated. A matrix-based criterion is discussed for system analysis, and a graph-based criterion is proposed for the allocation of the distributed controllers. The admissible set for the design parameters is characterized via a system of linear inequalities, which allows efficient search and computation of these parameters. Then, the same idea is extended to network systems with non-quadratic supply rates by augmenting the underlying directed graph with respect to the so-called supply rate basis functions, for which a matrix-based criterion for analysis and a graph-based criterion for design have been discussed. Finally, a design example to show how to exploit the idea of active nodes to design a controller for a network system without computation is presented.

Future work will consider the case in which some nodes are partially active, that is, only some of the design parameters related to a node are adjustable and some of these adjustable parameters are not only lower-bounded as discussed in this paper, but also upper-bounded. Also, the algorithm for efficient active node placement, that is, to use a minimum number of active nodes for control synthesis will be further investigated.
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