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ABSTRACT. We revisit a stochastic control problem of optimally modifying the underlying spectrally negative Lévy process. A strategy must be absolutely continuous with respect to the Lebesgue measure, and the objective is to minimize the total costs of the running and controlling costs. Under the assumption that the running cost function is convex, we show the optimality of a refraction strategy. The proof of convergence to the reflection strategy as well as numerical illustrations are also given.
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1. INTRODUCTION

We consider a class of stochastic control problems under the restriction that strategies must be absolutely continuous with respect to the Lebesgue measure. Given a spectrally negative Lévy process, the controller aims to optimally decrease the process so as to minimize the sum of the expected running and controlling costs. The running cost is modeled as a convex function $h$ of the controlled process that is accumulated over time. The controlling cost is proportional to the size of control. Our objective is to show the optimality of the refraction strategy so that the controlled process becomes a refracted Lévy process of Kyprianou and Loeffen [14], with a suitable choice of the refraction boundary level.

In the last decade, there have been great developments in the theory of Lévy processes and its applications in stochastic control. A representative example is its contributions in de Finetti’s optimal dividend problem, where the classical compound Poisson model has been generalized to a spectrally negative Lévy model. The net present value (NPV) of total dividends under the reflection strategy, so that the controlled process becomes a reflected Lévy process, can be concisely written in terms of the scale function (see [2]). While the optimality may fail depending on the choice of the Lévy measure, Loeffen [16] obtains a sufficient condition for optimality and in particular shows that it holds when the Lévy measure has a completely monotone density. Other stochastic control problems that have been explicitly solved via the scale function include the dual model of the optimal dividend problem [5], inventory control problems as in [4, 19], and games between two players [11].

While the reflection strategy is commonly shown to be optimal in these papers, implementing it in real life is often not feasible nor realistic. Most likely in every scenario (for example currency rate control...
by the central bank), the ability of controlling is limited and hence is more reasonable to restrict the amount of modification one can make to the underlying process. One way to model is to add an extra restriction on the set of admissible strategies to be absolutely continuous with respect to the Lebesgue measure. Kyprianou et al. [15], in particular, consider the optimal dividend problem under this restriction. They show under the completely monotone assumption on the Lévy measure that a refraction strategy is optimal: Roughly speaking, the resulting control problem becomes a refracted Lévy process that progresses like the original Lévy process below a chosen threshold while it does like a drift-changed process above it.

In this paper, we revisit the stochastic control problem that minimizes the convex running costs. The setting is similar to the existing literatures on singular/impulse control problems as in [6], [7] and [19]. The convex assumption is typically needed and is required in, e.g., [3, 9, 18]. Differently from these papers, we consider a version with an additional condition that the strategy is absolutely continuous. More precisely, a strategy must be of the form

\[ L_t^\pi = \int_0^t \ell_s^\pi \mathrm{d}s, \quad t \geq 0, \]

with \( \ell_s^\pi \) restricted to take values in \([0, \delta]\) uniformly in time. As in [15], our objective is to show the optimality of a refraction strategy. While a reflected Lévy process can be dealt relatively easily because it moves just like the original Lévy process except at the times running maximum/minimum is updated, a refracted Lévy process moves in two different ways depending on whether it is above or below the given threshold. The computation thus becomes more intricate.

In order to tackle our problem, we take the following steps.

1. By directly using the resolvent measure for the refracted Lévy process as in [14], we first write the NPV of total costs using the scale function under each refraction strategy.

2. The candidate threshold \( b^* \in [-\infty, \infty] \) is then chosen by observing the identity (3.18) below. We show that such \( b^* \) is given as a root of a monotone function \( I \) defined in (3.21) below, or otherwise it is either \( -\infty \) or \( \infty \).

3. We then verify the optimality of such strategy. Toward this end, we derive a sufficient condition for optimality (verification lemma), and then show that it is equivalent to certain conditions on the smoothness and slope of the value function. We observe that the level \( b^* \) is such that the candidate value function becomes smooth and convex; using these, we complete the proof of optimality.

It is important to highlight the fact that this set of results are obtained without using directly the HJB equation associated to this control problem and, instead, it is used in an indirect way to derive sufficient conditions for optimality, based only on the derivative of the value function; see Lemmas 4.1 and 4.3.

In addition to solving this problem, we analyze the behavior as the upper bound \( \delta \), of the control set, becomes large. Being consistent with our intuition, we show that the optimal refraction strategy of this problem converges to the reflection strategy that has been shown to be optimal in the original problem without the absolutely continuous condition. In particular, we show the convergence of the optimal threshold \( b^* \) and value function to those obtained in [19]. In order to discuss the practical side of
implementing the obtained optimal strategy, we illustrate under the phase-type Lévy process that it can be computed explicitly. In addition, we give a series of computational experiments using the quadratic cost function as an example. We confirm the optimality as well as the convergence as $\delta \uparrow \infty$ to the reflection strategy.

The rest of the paper is organized as follows. The problem is defined in Section 2. In Section 3, we first review the refracted spectrally negative Lévy process and the scale function. We then compute the NPV of total costs under a refraction strategy and choose a candidate refraction boundary level $b^*$. Section 4 verifies the optimality of the selected refraction strategy. Section 5 studies the convergence as $\delta \uparrow \infty$ of the optimal refraction strategy to the optimal reflection strategy. We conclude the paper with examples under the phase-type Lévy process together with numerical results in Section 6.

2. Mathematical Model

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space hosting a spectrally negative Lévy process $X = \{X_t; t \geq 0\}$ whose Laplace exponent is given by

$$\psi(\theta) := \log \mathbb{E}[e^{\theta X_1}] = \gamma \theta + \frac{\sigma^2}{2} \theta^2 + \int_{(-\infty,0)} (e^{\theta z} - 1 - \theta z 1_{\{z>1\}}) \nu(dz), \quad \theta \geq 0,$$

where $\nu$ is a Lévy measure with support in $(-\infty,0)$ and satisfying the integrability condition $\int_{(-\infty,0)} (1 \wedge z^2) \nu(dz) < \infty$. It has paths of bounded variation if and only if $\sigma = 0$ and $\int_{(-1,0)} |z| \nu(dz) < \infty$; in this case, we write (2.1) as

$$\psi(\theta) = \tilde{\gamma} \theta + \int_{(-\infty,0)} (e^{\theta z} - 1) \nu(dz), \quad \theta \geq 0,$$

with $\tilde{\gamma} := \gamma - \int_{(-1,0)} z \nu(dz)$. We exclude the case in which $X$ is the negative of a subordinator (i.e., $X$ has monotone paths a.s.). This assumption implies that $\tilde{\gamma} > 0$ when $X$ is of bounded variation. Let $\mathbb{P}_x$ be the conditional probability under which $X_0 = x$ (also let $\mathbb{P} \equiv \mathbb{P}_0$), and let $\mathcal{F} := \{\mathcal{F}_t; t \geq 0\}$ be the filtration generated by $X$.

Fix $\beta \in \mathbb{R}, \delta > 0$ and a measurable function $h : \mathbb{R} \rightarrow \mathbb{R}$ that is specified in Assumption 2.2 below. Define $\Pi_\delta$ as the set of absolutely continuous strategies $\pi$ given by adapted processes $L^\pi_t = \int_0^t \ell^\pi_s ds, \ t \geq 0$, with $\ell^\pi$ restricted to take values in $[0, \delta]$ uniformly in time. For $q > 0$ fixed, the objective is to consider the net present value (NPV) of the expected total costs

$$v_\pi(x) := \mathbb{E}_x \left[ \int_0^\infty e^{-qt} (h(U^\pi_t) + \beta \ell^\pi_t) dt \right],$$

where

$$U^\pi_t := X_t - L^\pi_t, \quad t \geq 0,$$

and compute the (optimal) value function

$$v(x) := \inf_{\pi \in \Pi_\delta} v_\pi(x), \quad x \in \mathbb{R},$$
as well as the optimal strategy that attains it, if such a strategy exists.

We make the following standing assumptions on the Lévy process $X$ and the running cost function $h$.

**Assumption 2.1.**
1. For the case $X$ is of bounded variation, we assume that $\gamma - \delta > 0$.
2. We assume that there exists $\hat{\theta} > 0$ such that $\int_{(-\infty,0]} \exp(\hat{\theta}|z|)\nu(\text{d}z) < \infty$.

**Assumption 2.2.** We assume $h$ is convex and has at most polynomial growth in the tail. That is to say, there exist $m, k > 0$ and $N \in \mathbb{N}$ such that $h(x) \leq k|x|^N$ for all $x \in \mathbb{R}$ such that $|x| > m$.

Define the drift-changed Lévy process

\begin{equation}
Y_t := X_t - \delta t, \quad t \geq 0,
\end{equation}

which is the resulting controlled process if $U^\pi$ is uniformly set to be the maximal value $\delta$. Assumption 2.1 (1) guarantees that $Y$ is not the negative of a subordinator, and hence is again a spectrally negative Lévy process. This is commonly assumed (see, e.g., [15]) so that the refracted Lévy process defined below is well-defined.

By Assumption 2.1 (2), the domain of the Laplace exponent (2.1) can be extended to $(-\hat{\theta}, \infty)$ and, by its continuity, we can choose sufficiently small $\hat{\theta} > 0$ such that $\psi(-\hat{\theta}) < q$. With this choice of $\theta$,

\begin{equation}
\mathbb{E}[e^{-\theta X_{t\pi}}] = q \int_0^\infty e^{-qt} \mathbb{E}[e^{-\theta X_{t\pi}}] \text{d}t = q \int_0^\infty e^{-qt} e^{\psi(-\hat{\theta})t} \text{d}t < \infty,
\end{equation}

where $e_q$ is an independent exponential random variable with parameter $q$.

Assumptions 2.1 (2) and 2.2 guarantee that $v^\pi_\pi$ as in (2.2) is well-defined and finite for all $\pi \in \Pi_{\delta}$. To see this, by the convexity of $h$ and because $Y_t \leq U^\pi_t \leq X_t$,

\begin{equation}
h(U_t^\pi) \leq h(X_t) \lor h(Y_t),
\end{equation}

while, with $\underline{h} := \inf_{x \in \mathbb{R}} h(x) \in [-\infty, \infty)$, we have

\begin{equation}
h(U_t^\pi) \geq \begin{cases} h, & \underline{h} = -\infty, \\ h(X_t) \lor h(Y_t), & \text{otherwise}. \end{cases}
\end{equation}

Hence, for any random time $T$,

\begin{equation}
\mathbb{E}_x \left[ \int_T^\infty e^{-qt} \sup_{\pi \in \Pi_{\delta}} |h(U^\pi_t)| \text{d}t \right] \leq \mathbb{E}_x \left[ \int_T^\infty e^{-qt} (|h(X_t)| + |h(Y_t)| + |h| 1_{\{h > -\infty\}}) \text{d}t \right] \leq q^{-1} \mathbb{E}_x \left[ 1_{\{e_q > T\}} (|h(X_{e_q})| + |h(Y_{e_q})| + |\tilde{h}| 1_{\{\tilde{h} > -\infty\}}) \right] < \infty,
\end{equation}

where the finiteness holds by (2.5) and Assumption 2.2.

**Remark 2.1.** We can also consider a version of this problem where a linear drift is added to the increments of $X$ (as opposed to be subtracted): one wants to minimize, for some $\tilde{\beta} \in \mathbb{R}$, the NPV

\[
\tilde{v}^\pi_\pi(x) := \mathbb{E}_x \left[ \int_0^\infty e^{-qt} (h(X_t + L^\pi_t) + \tilde{\beta} t^\pi_t) \text{d}t \right].
\]
However, it is easy to verify that this problem is equivalent to the problem described above.

To see this, we use $Y$ as in (2.4) and set $\tilde{L}^\pi_t := \delta t - L^\pi_t$ (which is admissible with $\tilde{L}^\pi_t \in [0, \delta]$ a.s.). Then, we can write

$$\tilde{v}_\pi(x) = E_x \left[ \int_0^\infty e^{-q t} \left( h(Y_t - \tilde{L}^\pi_t) - \beta \tilde{\ell}^\pi_t \right) dt \right] + \frac{\tilde{\beta} \delta}{q}.$$  

Hence it is equivalent to solving our problem for $\beta := -\tilde{\beta}$.

3. Refraction Strategies

One of the objectives of this paper is to show the optimality of the refraction strategies, say $\pi^b \in \Pi_\delta$, under which the controlled process becomes the refracted Lévy process $U^b = \{U^b_t; t \geq 0\}$ of [14], with a suitable choice of the refraction boundary $b \in \mathbb{R}$. By [14], this is a strong Markov process given by the unique strong solution to the SDE

$$dU^b_t = dX_t - \delta 1_{\{U^b_t > b\}} dt, \quad t \geq 0.$$  

Namely, $U^b$ progresses like $X$ below the boundary $b$ while it does like $Y$ above $b$. Let us write the corresponding NPV of the total costs associated to $\pi^b$ by

$$v_b(x) := E_x \left[ \int_0^\infty e^{-q t} \left( h(U^b_t) + \beta \delta 1_{\{U^b_t > b\}} \right) dt \right], \quad x \in \mathbb{R}.  \tag{3.1}$$

3.1. Scale functions. As it has been studied in [14], the NPV (3.1) can be expressed in terms of the scale functions of the two spectrally negative Lévy processes $X$ and $Y$. Following the same notations as in [14], we use $W(q)$ and $\mathbb{W}(q)$ for the scale functions of $X$ and $Y$, respectively. Namely, these are the mappings from $\mathbb{R}$ to $[0, \infty)$ that take value zero on the negative half-line, while on the positive half-line they are strictly increasing functions that are defined by their Laplace transforms:

$$\int_0^\infty e^{-\theta x} W(q)(x) dx = \frac{1}{\psi(\theta) - q}, \quad \theta > \Phi(q),$$

$$\int_0^\infty e^{-\theta x} \mathbb{W}(q)(x) dx = \frac{1}{\psi(\theta) - \delta \theta - q}, \quad \theta > \varphi(q),  \tag{3.2}$$

where

$$\Phi(q) := \sup\{\lambda \geq 0 : \psi(\lambda) = q\} \quad \text{and} \quad \varphi(q) := \sup\{\lambda \geq 0 : \psi(\lambda) - \delta \lambda = q\}.  \tag{3.3}$$

By the strict convexity of $\psi$, we derive the strict inequality $\varphi(q) > \Phi(q) > 0$.

Fix $\lambda \geq 0$ and define $\psi_\lambda(\cdot)$ as the Laplace exponent of $X$ under $\mathbb{P}_\lambda$ with the change of measure

$$\frac{d\mathbb{P}_\lambda}{d\mathbb{P}} \bigg|_{F_t} = \exp(\lambda X_t - \psi(\lambda) t), \quad t \geq 0;$$
see [13, Section 8]. Suppose that $W^{(q)}_\lambda$ is the scale function associated with $X$ under $\mathbb{P}^\lambda$ (or equivalently with $\psi_\lambda(\cdot)$). Then, by Lemma 8.4 of [13], $W^{(q-\psi(\lambda))}_\lambda(x) = e^{-\lambda x} W^{(q)}(x)$, $x \in \mathbb{R}$. In particular, we define

\[
W^{(q)}_\Phi(x) := W^{(0)}_{\Phi(q)}(x) = e^{-\Phi(q)x} W^{(q)}(x), \quad x \in \mathbb{R},
\]

which is known to be an increasing function and, as in Lemma 3.3 of [12],

\[
W^{(q)}_\Phi(x) \nearrow \psi'(\Phi(q))^{-1} < \infty \quad \text{as } x \to \infty.
\]

Below, we summarize the properties of the scale function that will be necessary in deriving our results.

**Remark 3.1.**

1. If $X$ is of unbounded variation or the Lévy measure is atomless, it is known that $W^{(q)}$ is $C^1(\mathbb{R}\setminus \{0\})$; see, e.g., [8].

2. Regarding the asymptotic behavior near zero, as in Lemmas 3.1 and 3.2 of [12],

\[
W^{(q)}(0) = \begin{cases} 
0 & \text{if } X \text{ is of unbounded variation,} \\
\frac{1}{\gamma} & \text{if } X \text{ is of bounded variation,}
\end{cases}
\]

(3.6)

\[
W^{(q)}(0+) := \lim_{x \downarrow 0} W^{(q)'}(x) = \begin{cases} 
\frac{2}{\sigma^2} & \text{if } \sigma > 0, \\
\infty & \text{if } \sigma = 0 \text{ and } \nu(-\infty, 0) = \infty, \\
\frac{\sigma + \nu(-\infty, 0)}{\gamma^2} & \text{if } \sigma = 0 \text{ and } \nu(-\infty, 0) < \infty.
\end{cases}
\]

3. As in (8.22) and Lemma 8.2 of [13],

\[
\frac{W^{(q)'}(y+)}{W^{(q)}(y)} \leq \frac{W^{(q)'}(x+)}{W^{(q)}(x)}, \quad y > x > 0.
\]

In all cases, $W^{(q)'}(x-) \geq W^{(q)'}(x+)$ for all $x > 0$.

We also define, for all $x > 0$,

\[
\Theta^{(q)}(x) := W^{(q)'}(x+) - \Phi(q) W^{(q)}(x) = e^{\Phi(q)x} W^{(q)'}_{\Phi(q)}(x+) > 0.
\]

Let $X_t := \inf_{0 \leq \nu \leq t} X_\nu$, $t \geq 0$, be the running supremum process. By Corollary 2.2 of [12], for Borel subsets in the nonnegative half line,

\[
\mathbb{P}\{-X_{\nu} \in dx\} = \frac{q}{\Phi(q)} W^{(q)}(dx) - q W^{(q)}(x)dx = \frac{q}{\Phi(q)} [\Theta^{(q)}(x)dx + W^{(q)}(0)\delta_0(dx)],
\]

where $W^{(q)}(dx)$ is the measure such that $W^{(q)}(x) = \int_{[0, x]} W^{(q)}(dz)$ (see [13, (8.20)]) and $\delta_0$ is the Dirac measure at zero.

**Remark 3.2.**

1. For the case of spectrally negative Lévy process $X$,

\[
\mathbb{E}[e^{\theta X_\nu}] = \frac{q}{\Phi(q)} \frac{\theta - \Phi(q)}{\psi(\theta) - q}, \quad \theta \geq 0,
\]

and $X_{\nu}$ is exponentially distributed with parameter $\Phi(q)$ where $X_t := \sup_{0 \leq \nu \leq t} X_\nu$, $t \geq 0$, is the running supremum process; see Section 8 of [13].
(2) It is easy to see that
\[
\int_{0}^{\infty} \Theta^{(q)}(u) du = \frac{\Phi(q)}{q} P\{X_{eq} \neq 0\} = \frac{\Phi(q)}{q} - W^{(q)}(0),
\]
where we define,
\[
(3.12)
\]
\[
\int_{0}^{\infty} u \Theta^{(q)}(u) du = \frac{\Phi(q)}{q} E[-X_{eq}],
\]
\[
(3.9)
\]
\[
\int_{0}^{\infty} e^{-\varphi^{(q)} u} \Theta^{(q)}(u) du = \frac{\Phi(q)}{q} E\left[e^{\varphi^{(q)} X_{eq}} 1_{X_{eq}\neq 0}\right] = \frac{\varphi(q) - \Phi(q)}{\delta \varphi(q)} - W^{(q)}(0).
\]
For any \(-M < x,\) by (3.7),
\[
(3.10)
\]
\[
\int_{-\infty}^{-M} |h(y)| e^{-\Phi(q)y} W^{(q)}_{\Phi(q)}(x-y) dy = e^{-\Phi(q)x} \int_{-\infty}^{-M} |h(y)| G^{(q)}(x-y) dy
\]
\[
= \frac{\Phi(q)}{q} e^{-\Phi(q)x} \int_{-\infty}^{-M} |h(y)| P\{X_{eq} + x \in dy\} = \frac{\Phi(q)}{q} e^{-\Phi(q)x} E_{x}\left[h(X_{eq})\right] 1_{X_{eq} \leq -M].
\]

Now, recall Assumption 2.1 (2) and fix any \(0 < \theta < \hat{\theta}.\) By the independence of \(X_{eq} - X_{eq}^{\prime}\) and \(X_{eq}^{\prime},\)
\[
E[e^{-\theta X_{eq}}] = E[e^{-\theta (X_{eq} - X_{eq}^{\prime})}] E[e^{\theta X_{eq}^{\prime}}],
\]
where in particular \(X_{eq} - X_{eq}^{\prime} \sim X_{eq}^{\prime}\) (by duality) is exponentially distributed with parameter \(\Phi(q)\) as in Remark 3.2 (1). Hence, we see that
\[
(3.11)
\]
\[
E[e^{\theta X_{eq}^{\prime}}] < \infty.
\]
By (3.11) and Assumption 2.2, (3.10) is finite.

3.2. The NPV (3.1) in terms of scale functions. Fix \(b, x \in \mathbb{R}.\) By Theorem 6 (iv) of [14], the resolvent measure
\[
R_{b}(x, B) := q^{-1} P_{x}\{U_{eq}^{b} \in B\} = E_{x}\left[\int_{0}^{\infty} e^{-q t} 1_{U_{eq}^{b} \in B} dt\right], \quad B \in \mathcal{B}(\mathbb{R}),
\]
admits a density
\[
(3.12)
\]
\[
R_{b}(x, dy) = (r_{b}^{(1)}(x, y) + r_{b}^{(2)}(x, y)) 1_{(y > b)} dy, \quad y \in \mathbb{R},
\]
given by
\[
(3.13)
\]
\[
r_{b}^{(1)}(x, y) := \begin{cases} \frac{\varphi(q) - \Phi(q)}{\delta \Phi(q)} e^{\Phi(q)(x-b)} - \varphi(q)(y-b) & y \geq b, \\ e^{\Phi(q)(x-b)} - \varphi(q)(y-b) \int_{b}^{\infty} e^{-\varphi(q)z} W^{(q)}(z-y) dz - W^{(q)}(x-y) & y < b, \end{cases}
\]
\[
r_{b}^{(2)}(x, y) := \begin{cases} e^{-\varphi(q)(y-b)} M(x; b) - W^{(q)}(x-y) & y \geq b, \\ \delta M(x; b) e^{\varphi(b)} \int_{y}^{\infty} e^{-\varphi(q)z} W^{(q)}(z-y) dz - \delta \int_{b}^{y} W^{(q)}(z-y) dz & y < b, \end{cases}
\]
where we define,
\[
(3.14)
\]
\[
M(x; b) := (\varphi(q) - \Phi(q)) e^{-\Phi(q)b} \int_{b}^{x} e^{\Phi(q)z} W^{(q)}(x-z) dz, \quad x > b.
\]
Hence, (3.1) can be written (see Remark 3.3 below) as:

\begin{equation}
(3.15) \quad v_b(x) = v_b^{(1)}(x) + v_b^{(2)}(x)1_{\{x > b\}},
\end{equation}

where

\begin{equation}
(3.16) \quad v_b^{(1)}(x) := e^{\Phi(q)(x-b)}\frac{\varphi(q) - \Phi(q)}{\delta \Phi(q)} \left[ \int_0^\infty h(y + b)e^{-\varphi(q)y}dy + \frac{\beta \delta}{\varphi(q)} \right] + \int_{-\infty}^0 h(y + b)e^{\varphi(q)(x-y)}M(x; b)\int_0^\infty e^{-\varphi(q)W'(q)(z-y)}dz - W'(q)(x-b - y)dy,
\end{equation}

\begin{equation}
(3.17) \quad v_b^{(2)}(x) := \int_0^\infty (h(y + b) + \beta \delta) \left\{ e^{-\varphi(q)y}M(x; b) - \mathcal{W}(q)(x-b - y) \right\}dy + \delta \int_{-\infty}^0 h(y + b) \left\{ M(x; b) \int_0^\infty e^{-\varphi(q)W'(q)(z-y)}dz - \int_b^x \mathcal{W}(q)(x-z)W'(q)(z-b - y)dz \right\}dy.
\end{equation}

**Remark 3.3.** In view of (3.15), both $v_b^{(1)}$ and $v_b^{(2)}$ are finite and hence the decomposition is well-defined. To see this notice that, by the estimation (2.8), $v_b^{(1)}(x)$ is finite for $x \leq b$. Moreover, in view of the form of $r_b^{(1)}$ in (3.13), $v_b^{(1)}(x)$ for $x > b$ is also finite. Finally, using again (2.8), we conclude that $v_b^{(2)}(x)$ is finite as well, for $x > b$.

### 3.3. First order condition.

We shall first obtain our candidate refraction boundary $b^*$. In view of (3.16) and (3.17), the next identity (once it is confirmed that the derivatives $\partial/\partial b$ and $\partial/\partial x$ can go into the integrals) holds:

\begin{equation}
(3.18) \quad \frac{\partial}{\partial b}v_b(x) = u_b(x),
\end{equation}

where

\begin{equation}
(3.19) \quad u_b(x) := \mathbb{E}_x \left[ \int_0^\infty e^{-qt}h'(U_t^b)dt \right] - v_b'(x), \quad x \neq b.
\end{equation}

Since the first-order condition $\partial v_b(x)/\partial b|_{b=b^*} = 0$ is a necessary condition for the optimality of the refraction strategy $\pi^{b^*}$, we shall pursue $b^*$ such that $u_{b^*}(x)$ vanishes; consequently, (if such $b^*$ exists) $v_{b^*}'(x) = \mathbb{E}_x \left[ \int_0^\infty e^{-qt}h'(U_t^{b^*})dt \right]$. This identity will be important later in the verification of optimality.

Let us define, for $k = 1, 2$,

\begin{equation}
(3.19) \quad u_b^{(k)}(x) := \int_{-\infty}^\infty h'(y)r_b^{(k)}(x, y)dy - v_b^{(k)}(x),
\end{equation}

so that

\begin{equation}
(3.20) \quad u_b(x) = u_b^{(1)}(x) + u_b^{(2)}(x)1_{\{x > b\}}, \quad x \neq b.
\end{equation}
The proof of this result is technical and long (partly because we need to confirm that the derivative (3.22)
by Lemma 3.1.

Proposition 3.1. \(I(b) := \frac{\varphi(q) - \Phi(q)}{\varphi(q)} \int_0^\infty h'(y + b)e^{-\varphi(q)y}dy + \delta \left[ \int_{-\infty}^0 h'(y + b) \int_0^\infty e^{-\varphi(q)z} \Theta(q)(z - y)dzdy - \frac{\Phi(q)}{\varphi(q)} \right]
\]
\[= \frac{\varphi(q) - \Phi(q)}{\varphi(q)} \int_0^\infty h'(y + b)e^{-\varphi(q)y}dy
\]
\[+ \frac{\delta}{\varphi(q)} \left[ \int_{-\infty}^0 h'(y + b) \left\{ (\varphi(q) - \Phi(q)) \int_0^\infty e^{-\varphi(q)z} W^{(q)'}(z - y)dz - \Phi(q) W^{(q)}(-y) \right\} dy - \beta \Phi(q) \right],\]
where the second equality holds because, by integration by parts,
\[\int_0^\infty e^{-\varphi(q)z} W^{(q)'}(z - y)dz + W^{(q)}(-y) = \varphi(q) \int_0^\infty e^{-\varphi(q)z} W^{(q)}(z - y)dz, \quad y < 0.\]
The proof of this result is technical and long (partly because we need to confirm that the derivative \(\partial/\partial x\) can go into the integral over the unbounded set), and therefore we shall defer the proof to Appendix A.

Lemma 3.1. We have
\[(3.23) \quad u_b^{(1)}(x) = \frac{\varphi(q) - \Phi(q)}{\delta \Phi(q)} e^{\Phi(q)(x-b)} I(b) - h(b)W^{(q)}(x-b), \quad x \neq b, \]
\[(3.24) \quad u_b^{(2)}(x) = (M(x;b) - \mathbb{V}^{(q)}(x-b))I(b) + h(b)W^{(q)}(x-b), \quad x > b.\]

In view of (3.20), this lemma directly implies the following.

Proposition 3.1. For all \(x, b \in \mathbb{R}\) such that \(x \neq b\),
\[u_b(x) = \left[ \frac{\varphi(q) - \Phi(q)}{\delta \Phi(q)} e^{\Phi(q)(x-b)} + 1_{\{x\neq b\}} (M(x;b) - \mathbb{V}^{(q)}(x-b)) \right] I(b).\]

3.4. Candidate value function. In view of our discussion in the previous subsection and Proposition 3.1, the choice of our candidate threshold level \(b^*\) is clear: we shall pursue \(b^*\) such that \(I(b^*)\) vanishes. However, the existence and uniqueness of such \(b^*\) is not guaranteed, and hence we shall define \(b^*\) carefully here.

First, by (3.7), (3.21) and the convexity of \(h\), the function \(I\) is nondecreasing. Hence we can define the limits \(I(\infty) := \lim_{b \to \infty} I(b) \in (-\infty, \infty]\) and \(I(-\infty) := \lim_{b \to -\infty} I(b) \in [-\infty, \infty)\). We set our candidate optimal threshold level \(b^*\) to be the largest root of \(I(b) = 0\) if \(I(-\infty) < 0 < I(\infty)\). If \(I(\infty) \leq 0\), we let \(b^* = \infty\); if \(I(-\infty) \geq 0\), we let \(b^* = -\infty\). Notice that for any \(b \in \mathbb{R}\), \(I'(b) = 0\) if and only if \(h'(b) = q\beta\) uniformly in \(b \in \mathbb{R}\), by Lemma 3.2 below, we shall let \(b^* = \infty\). However, in this special case with \(I(-\infty) = I(\infty) = 0\), the arguments below hold for any choice of \(b^* = [-\infty, \infty]\).
In order to give a specific case where \( b^* \) is finite and explicit, we present an example with the quadratic cost function.

**Example 3.1.** For the case \( h(y) := \alpha y^2 \), \( y \in \mathbb{R} \), for some \( \alpha > 0 \), \( b^* = \beta q/(2\alpha) + \mathbb{E}(-X_{\alpha}) - \varphi(q)^{-1} \).

**Proof.** As a special case of (3.21),

\[
I(b) = 2\alpha \frac{\varphi(q) - \Phi(q)}{\varphi(q)} \int_{0}^{\infty} (y + b)e^{-\varphi(q)y}dy + \delta \left[ 2\alpha \int_{-\infty}^{0} (y + b) \int_{0}^{\infty} e^{-\varphi(q)z}\Theta(q)(z - y)dzdy - \beta \frac{\Phi(q)}{\varphi(q)} \right].
\]

Here,

\[
\frac{\varphi(q) - \Phi(q)}{\varphi(q)} \int_{0}^{\infty} (y + b)e^{-\varphi(q)y}dy = \frac{\varphi(q) - \Phi(q)}{\varphi(q)} \left( \frac{1}{\varphi(q)^2} + \frac{b}{\varphi(q)} \right).
\]

On the other hand, by (3.9),

\[
\int_{-\infty}^{0} (y + b) \int_{0}^{\infty} e^{-\varphi(q)z}\Theta(q)(z - y)dzdy = \int_{-\infty}^{0} (y + b) \int_{-y}^{\infty} e^{-\varphi(q)(u+y)}\Theta(q)(u)du dy
\]

\[
= \int_{0}^{\infty} -\varphi(q)u\Theta(q)(u) \int_{-u}^{0} (y + b)e^{-\varphi(q)y}dy du = \frac{1}{\varphi(q)} \int_{0}^{\infty} \Theta(q)(u) \left[ \left( b + \frac{1}{\varphi(q)} \right) \left( 1 - e^{-\varphi(q)u} \right) - u \right]
\]

\[
= \frac{1}{\varphi(q)} \left[ \left( \frac{\Phi(q)}{q} - \frac{\varphi(q) - \Phi(q)}{\delta \varphi(q)} \right) \left( b + \frac{1}{\varphi(q)} \right) - \frac{\Phi(q)}{q} \mathbb{E}(-X_{\alpha}) \right].
\]

By combining the above,

\[
I(b) = 2\alpha \delta \frac{\Phi(q)}{q \varphi(q)} \left[ b + \frac{1}{\varphi(q)} - \mathbb{E}(-X_{\alpha}) \right] - \beta \delta \frac{\Phi(q)}{\varphi(q)}.
\]

Solving for the root of \( I(b) = 0 \) obtains the result. \( \square \)

For the cases \( b^* = \infty \) and \( b^* = -\infty \), we shall set our candidate value functions to be \( v_\infty(x) := \lim \sup_{b \uparrow \infty} v_b(x) \) and \( v_{-\infty}(x) := \lim \inf_{b \downarrow -\infty} v_b(x) \), respectively. By (2.8), if we set \( \tau_b^+ := \inf\{t > 0 : X_t > b\} \) and \( \kappa^-_b := \inf\{t > 0 : Y_t < b\} \), the estimation (2.8) immediately gives

\[
\mathbb{E}_x \left[ \int_{\tau^+_b}^{\infty} e^{-q t}h(U_t^b)dt \right] \xrightarrow{b \uparrow \infty} 0 \quad \text{and} \quad \mathbb{E}_x \left[ \int_{\kappa^-_b}^{\infty} e^{-q t}h(U_t^b)dt \right] \xrightarrow{b \downarrow -\infty} 0.
\]

Hence, we have probabilistic interpretations:

\[
v_\infty(x) = \mathbb{E}_x \left[ \int_{0}^{\infty} e^{-q t}h(X_t)dt \right] \quad \text{and} \quad v_{-\infty}(x) = \mathbb{E}_x \left[ \int_{0}^{\infty} e^{-q t}h(Y_t)dt \right] + \frac{\beta \delta}{q},
\]

which are the NPV’s corresponding to the strategies \( \pi^\infty \) and \( \pi^{-\infty} \) defined by \( \ell^\infty = 0 \) and \( \ell^{-\infty} = \delta \), respectively, uniformly in time. By the resolvent measures for \( X \) and \( Y \), we can write (3.25) succinctly
using the scale function: by Corollary 8.9 of [13],

\[
v_\infty(x) = \frac{1}{\psi'(\Phi(q))} \int_0^\infty h(x + z)e^{-\Phi(q)z}dz + \int_{-\infty}^0 h(x + z)\hat{u}(q)(-z)dz,
\]

(3.26)

\[
v_\infty(x) = \frac{1}{\psi'(\varphi(q)) - \delta} \int_0^\infty h(x + z)e^{-\varphi(q)z}dz + \int_{-\infty}^0 h(x + z)\tilde{u}(q)(-z)dz + \frac{\beta \delta}{\varphi(q)},
\]

where \(\hat{u}(q)(w) := \frac{1}{\psi'(\Phi(q))}e^{\Phi(q)w} - W(q)(w)\) and \(\tilde{u}(q)(w) := \frac{1}{\psi'(\varphi(q))}e^{\varphi(q)w} - W(q)(w)\), for all \(w \geq 0\).

The criteria for \(b^* = \infty\) and \(b^* = -\infty\) can be obtained concisely below. Let \(h'(\infty) := \lim_{y \to \infty} h'(y) \in (-\infty, \infty]\) and \(h'(-\infty) := \lim_{y \to -\infty} h'(y) \in [-\infty, \infty)\) (which exist by the convexity of \(h\)).

**Lemma 3.2.** We have

\[I(\infty) = \frac{\delta \Phi(q)}{\varphi(q)} \left( \frac{h'(\infty)}{q} - \beta \right)\quad \text{and} \quad I(-\infty) = \frac{\delta \Phi(q)}{\varphi(q)} \left( \frac{h'(-\infty)}{q} - \beta \right).
\]

Hence, \(I(-\infty) = I(\infty) = 0\) if and only if \(h'(b) = q \beta\) for all \(b \in \mathbb{R}\) (by Remark 3.4, we set \(b^* = \infty\)). Otherwise, \(b^* = \infty\) if and only if \(h'(\infty) \leq q \beta\) and \(b^* = -\infty\) if and only if \(h'(-\infty) \geq q \beta\).

**Proof.** By monotone convergence applied to the first equality of (3.21),

\[
I(\infty) = h'(\infty) \left[ \frac{\varphi(q) - \Phi(q)}{\varphi(q)^2} + \delta \int_{-\infty}^0 \int_0^\infty e^{-\varphi(q)z} \Theta^{(q)}(z - y)dzdy \right] - \beta \delta \frac{\Phi(q)}{\varphi(q)}.
\]

Hence, when \(h'(\infty) = \infty\), \(I(\infty) = \infty\).

Suppose \(h'(\infty) < \infty\). By Fubini’s theorem, integration by parts and Remark 3.2 (1), we have

\[
\int_{-\infty}^0 \int_0^\infty e^{-\varphi(q)z} \Theta^{(q)}(z - y)dzdy = \int_0^\infty e^{-\varphi(q)z} \int_{-\infty}^0 \Theta^{(q)}(z - y)dydz
\]

\[
= \frac{\Phi(q)}{q} \int_0^\infty e^{-\varphi(q)z} \mathbb{P}\{-X_{\alpha q} > z\}dz = \frac{\Phi(q)}{q} \left[ \int_{(0,\infty)} \mathbb{P}\{-X_{\alpha q} \in dz\} \int_0^z e^{-\varphi(q)w}dw \right]
\]

\[
= \frac{\Phi(q)}{q} \left[ \int_{(0,\infty)} \mathbb{P}\{-X_{\alpha q} \in dz\} \frac{1 - e^{-\varphi(q)z}}{\varphi(q)} \right] = \frac{\Phi(q)}{q\varphi(q)} \left[ 1 - \int_{(0,\infty)} e^{-\varphi(q)z} \mathbb{P}\{-X_{\alpha q} \in dz\} \right]
\]

\[
= \frac{\Phi(q)}{q\varphi(q)} \left( 1 - \mathbb{E}_0 e^{\varphi(q)X_{\alpha q}} \right) = \frac{\Phi(q)}{q\varphi(q)} \left( \frac{\varphi(q) - \Phi(q)}{\varphi(q)^2 \delta} \right),
\]

where the last equality holds by (3.9). Substituting this, we have the expression for \(I(\infty)\). The proof for \(I(-\infty)\) is similar. \(\square\)

The following example is a direct consequence of Lemma 3.2.

**Example 3.2.** For the case \(h(y) := \alpha y, y \in \mathbb{R}\), for some \(\alpha \in \mathbb{R}\), we have \(b^* = -\infty\) when \(\alpha/q > \beta\) and \(b^* = \infty\) otherwise.
Using the obtained \( b^\ast \in [-\infty, \infty] \), our candidate optimal strategy is \( \pi^{b^\ast} \) with NPV given by \( v_{b^\ast} \). For the case \( b^\ast \in (-\infty, \infty) \), by our choice that \( u_{b^\ast}(x) = 0 \), we have

\[
(3.27) \quad v_{b^\ast}(x) = \mathbb{E}_x \left[ \int_0^{\infty} e^{-qt} h'(U_t^{b^\ast}) dt \right], \quad x \in \mathbb{R},
\]

where the differentiability at \( b^\ast \) holds because the right hand side is continuous at \( x = b^\ast \). In view of (3.26), the relation (3.27) also holds for \( b^\ast = -\infty \) and \( b^\ast = \infty \). To see how the derivative can go into the integral in (3.26), by the convexity of \( h \), we can choose a sufficiently small \(-m\) such that \( h(x + z) \) is of the same sign for all \( z < -m - x \). Hence, the convexity of \( h \) implies by monotone convergence that

\[
\int_{-\infty}^{-m} \frac{|h(x + z) - h(x + \epsilon + z)|}{\epsilon} \hat{u}^{(q)}(-z) dz \xrightarrow{\epsilon \to 0} \int_{-\infty}^{-m} |h'(x + z)| \hat{u}^{(q)}(-z) dz;
\]

the same can be said when \( \hat{u}^{(q)} \) is replaced with \( \tilde{u}^{(q)} \).

## 4. Verification of Optimality

We shall now show the optimality of the strategy \( \pi^{b^\ast} \) and the associated NPV of total costs \( v_{b^\ast} \). Toward this end, we shall first obtain a sufficient condition of optimality (Lemma 4.1 below) and then show that \( v_{b^\ast} \) satisfies it.

### 4.1. Verification lemma.

For the given spectrally negative Lévy process \( X \), we call a function \( f \) sufficiently smooth if \( f \) is continuously differentiable (resp. twice continuously differentiable) on \( \mathbb{R} \) when \( X \) has paths of bounded (resp. unbounded) variation. We let \( \Gamma \) be the operator acting on sufficiently smooth functions \( f \), defined by

\[
\Gamma f(x) := \gamma f'(x) + \frac{\sigma^2}{2} f''(x) + \int_{(-\infty,0)} [f(x + z) - f(x) - f'(x) z 1_{\{-1<z<0\}}] \nu(dz).
\]

If, for some \( \pi \in \Pi_{\beta} \), \( v_{\pi} \) is sufficiently smooth, then \( \Gamma v_{\pi} \) is well-defined. In addition, it is finite by (2.8) and Assumptions 2.1 and 2.2.

**Lemma 4.1** (Verification lemma). Suppose a strategy \( \hat{\pi} \in \Pi_{\beta} \) is such that \( v_{\hat{\pi}} \) is sufficiently smooth on \( \mathbb{R} \) and satisfies

\[
(4.1) \quad \begin{cases} 
(\Gamma - q) v_{\hat{\pi}}(x) + h(x) \geq 0 & \text{if } v_{\hat{\pi}}'(x) \leq \beta, \\
(\Gamma - q) v_{\hat{\pi}}(x) - \delta (v_{\hat{\pi}}'(x) - \beta) + h(x) \geq 0 & \text{if } v_{\hat{\pi}}'(x) > \beta.
\end{cases}
\]

Then \( \hat{\pi} \) is an optimal strategy and \( v(x) = v_{\hat{\pi}}(x) \) for all \( x \in \mathbb{R} \).

**Proof.** We first note that (4.1) is equivalent to the condition

\[
(4.2) \quad \inf_{0 \leq r \leq \delta} \{(\Gamma - q) v_{\hat{\pi}}(x) - r (v_{\hat{\pi}}'(x) - \beta)\} + h(x) \geq 0.
\]

Hence, we assume (4.2). For brevity, we write \( w := v_{\hat{\pi}} \) throughout the proof.
Fix any admissible strategy $\pi \in \Pi_\delta$, and let $(T_n)_{n \in \mathbb{N}}$ be a sequence of stopping times defined by $T_n := \inf\{t > 0 : |U^\pi_t| > n\}$. Since $U^\pi = X - L^\pi$ is a semi-martingale and $w$ is sufficiently smooth by assumption, we can use the change of variables/Itô’s formula (cf. [17], Theorems II.31 and II.32) to the stopped process $\{e^{-q(t \wedge T_n)}w(U^\pi_{t \wedge T_n}) ; t \geq 0\}$ and deduce under $\mathbb{P}_x$ that

$$e^{-q(t \wedge T_n)}w(U^\pi_{t \wedge T_n}) - w(x) = - \int_0^{t \wedge T_n} e^{-qs} qw(U^\pi_{s-}) ds + \int_0^{t \wedge T_n} e^{-qs} w'(U^\pi_{s-}) d(X_s - L^\pi_s)$$

$$+ \frac{\sigma^2}{2} \int_0^{t \wedge T_n} e^{-qs} w''(U^\pi_{s-}) ds + \sum_{0 < s \leq t \wedge T_n} e^{-qs}[\Delta w(U^\pi_{s-} + \Delta X_s) - w'(U^\pi_{s-}) \Delta X_s],$$

where $\Delta \zeta_s := \zeta_s - \zeta_{s-}$ and $\Delta w(\zeta_s) := w(\zeta_s) - w(\zeta_{s-})$ for any right continuous process $\zeta$. Rewriting the above equation leads to

$$e^{-q(t \wedge T_n)}w(U^\pi_{t \wedge T_n}) - w(x) = \int_0^{t \wedge T_n} e^{-qs}(\Gamma - q)w(U^\pi_{s-}) ds - \int_0^{t \wedge T_n} e^{-qs} w'(U^\pi_{s-}) dL^\pi_s + M_{t \wedge T_n}$$

with

$$M_u := \int_0^u \sigma e^{-qs} w'(U^\pi_{s-}) dB_s + \lim_{\epsilon \downarrow 0} \int_{(0,u]} \int_{(-\epsilon,-\epsilon)} e^{-qs} w'(U^\pi_{s-}) y(N(ds \times dy) - \nu(dy) ds)$$

$$+ \int_{(0,u]} \int_{(-\epsilon,0)} e^{-qs}(w(U^\pi_{s-} + y) - w(U^\pi_{s-})) d\nu(dy) ds,$$

where $\{B_s; s \geq 0\}$ is a standard Brownian motion and $N$ is a Poisson random measure in the measure space $([0,\infty) \times (-\infty,0), \mathcal{B}[0,\infty) \times \mathcal{B}(-\infty,0), ds \times \nu(dx))$. By the compensation formula (cf. [13], Corollary 4.6), $\{M_{t \wedge T_n} ; t \geq 0\}$ is a zero-mean martingale.

Now we write

$$w(x) = - \int_0^{t \wedge T_n} e^{-qs} [(\Gamma - q)w(U^\pi_{s-}) - \ell^\pi_s(w'(U^\pi_{s-}) - b)] ds$$

$$+ \beta \int_0^{t \wedge T_n} e^{-qs} \ell^\pi_s ds + e^{-q(t \wedge T_n)}w(U^\pi_{t \wedge T_n}) - M_{t \wedge T_n}.$$
Hence, \( w(x) \leq v_{\hat{\pi}}(x) \). Since \( \pi \in \Pi_{\delta} \) was chosen arbitrarily, we have that \( w(x) \leq v(x) \). On the other hand, we also have the reverse inequality, \( w(x) \geq v(x) \), because \( w \) is attained by an admissible strategy \( \hat{\pi} \). This completes the proof.

\[ \square \]

4.2. Optimality of \( v_{b^*} \). In view of Lemmas 4.1, it suffices to show that the function \( v_{b^*} \) is sufficiently smooth and satisfies (4.1). The former can be verified by using the form of \( v'_{b^*} \) as in (3.27) and considering its derivative; we defer the proof to Appendix B.

**Lemma 4.2.** The function \( v_{b^*} \) is sufficiently smooth.

We shall now verify the inequalities (4.1). Toward this end, we restate it in the following lemma.

**Lemma 4.3.** The inequalities (4.1) for \( v_{\hat{\pi}} = v_{b^*} \) hold if and only if

\[
\begin{cases}
    v'_{b^*}(x) \geq \beta & \text{if } x > b^*, \\
    v'_{b^*}(x) \leq \beta & \text{if } x \leq b^*.
\end{cases}
\]

**Proof.** (i) We shall first prove that the following equalities hold for \( v_{b^*} \):

\[
(\Gamma - q)v_{b^*}(x) + h(x) = 0 \quad \text{for } x \leq b^*,
\]

\[
(\Gamma - q)v_{b^*}(x) - \delta(v'_{b^*}(x) - \beta) + h(x) = 0 \quad \text{for } x > b^*.
\]

Here we give a proof of the second equality of (4.4); for the first equality a similar (and even simpler) argument holds. We also focus on the case \( b^* \in (-\infty, \infty) \); the proof for the cases \( b^* = -\infty \) and \( b^* = \infty \) can be obtained by modifying the hitting time \( \kappa \) defined below.

Fix \( x > b^* \) and recall (2.4) for the definition of \( Y \). Define the stochastic process

\[
M_t := e^{-q(t \wedge \kappa)}v_{b^*}(Y_{t \wedge \kappa}) + \int_0^{t \wedge \kappa} e^{-qs}(h(Y_s) + \beta \delta)ds, \quad t \geq 0,
\]

where \( \kappa := \inf\{t > 0 : Y_t \notin [b^*, N]\} \) with \( N > x \).

In order to show the second equality of (4.4), it suffices to show that \( M \) is a \( \mathbb{P}_x \)-martingale. Indeed, it holds by the martingale property and Itô’s formula (thanks to Lemma 4.2, which guarantees that \( v_{b^*} \) is sufficiently smooth) noticing that the generator of \( Y \) is given by \( \Gamma Y f := \Gamma f - \delta f' \).

For \( x > b^* \) and \( t > 0 \), the strong Markov property of \( Y \) gives

\[
\mathbb{E}_x \left[ e^{-q\kappa}v_{b^*}(Y_\kappa) + \int_0^\kappa e^{-qs}(h(Y_s) + \beta \delta)ds \bigg| \mathcal{F}_t \right]
= 1_{\{t < \kappa\}} e^{-q\kappa}v_{b^*}(Y_\kappa) + \int_0^\kappa e^{-qs}(h(Y_s) + \beta \delta)ds \bigg| \mathcal{F}_t 
= 1_{\{t < \kappa\}} \left\{ e^{-q\kappa}e^{\delta f'} \mathbb{E}_Y \left[ e^{-q\kappa}v_{b^*}(Y_\kappa) + \int_0^\kappa e^{-qs}(h(Y_s) + \beta \delta)ds \right] + \int_0^t e^{-qs}(h(Y_s) + \beta \delta)ds \right\} + 1_{\{t \geq \kappa\}} M_t
= 1_{\{t < \kappa\}} \left\{ e^{-q\kappa}v_{b^*}(Y_\kappa) + \int_0^\kappa e^{-qs}(h(Y_s) + \beta \delta)ds \right\} + \int_0^t e^{-qs}(h(Y_s) + \beta \delta)ds + 1_{\{t \geq \kappa\}} M_t.
\]
Because $U_s^{b^*} = Y_s$ for all $0 \leq s \leq \kappa$, $\mathbb{P}$-a.s.,

$$1_{\{t < \kappa\}} M_t = 1_{\{t < \kappa\}} \left\{ e^{-qt} \mathbb{E}_Y \left[ \int_0^\kappa e^{-qs}(h(U_s^{b^*}) + \beta \delta 1_{\{U_s^{b^*} > b^*\}}) ds + \int_0^t e^{-qs}(h(Y_s) + \beta \delta) ds \right] \right\}$$

$$= 1_{\{t < \kappa\}} \left\{ e^{-qt} \mathbb{E}_Y \left[ e^{-qs} v_{b^*}(Y_\kappa) + \int_0^\kappa e^{-qs}(h(Y_s) + \beta \delta) ds + \int_0^t e^{-qs}(h(Y_s) + \beta \delta) ds \right] \right\}.$$

Putting the pieces together, we conclude that $M_t = \mathbb{E}_x \left[ e^{-qs} v_{b^*}(Y_\kappa) + \int_0^\kappa e^{-qs}(h(Y_s) + \beta \delta) ds \middle| \mathcal{F}_t \right]$, $t \geq 0$, which is a martingale.

(ii) Using the identities (4.4), we shall now complete the proof of this lemma.

Suppose first that (4.3) holds. If $v_{b^*}'(x) < \beta$, then (4.3) implies $x \leq b^*$ and so, by (4.4), $(\Gamma - q) v_{b^*}(x) + h(x) = 0$. If $v_{b^*}'(x) \geq \beta$, then (4.3) implies $x > b^*$ and so, by (4.4), $(\Gamma - q) v_{b^*}(x) - \delta (v_{b^*}'(x) - \beta) + h(x) = 0$. If $v_{b^*}'(x) = \beta$, then we have, by (4.4), $(\Gamma - q) v_{b^*}(x) + h(x) = 0$. Hence (4.1) holds.

To conclude the proof, suppose now that (4.1) holds. For the case $x \leq b^*$, suppose for contradiction that $v_{b^*}'(x) > \beta$. Then (4.1) and (4.4) give $-\delta (v_{b^*}'(x) - \beta) \geq 0$ which implies $v_{b^*}'(x) \leq \beta$ and hence forms a contradiction. Therefore we deduce $v_{b^*}'(x) \leq \beta$. Similarly, for the case $x > b^*$, suppose $v_{b^*}'(x) < \beta$. Then (4.1) and (4.4) give $\delta (v_{b^*}'(x) - \beta) \geq 0$ which implies $v_{b^*}'(x) \geq \beta$ and hence forms a contradiction. Therefore we deduce $v_{b^*}'(x) \geq \beta$.

\begin{lemma}
The function $v_{b^*}$ is convex.
\end{lemma}

\begin{proof}
By (3.27), it is sufficient to show that the mapping $x \mapsto \mathbb{E}_x \left[ \int_0^\infty e^{-qt} h'(U_t^{b^*}) dt \right]$ is nondecreasing.

(i) Suppose that $-\infty < b^* < \infty$. Notice that the law of $U_t^{b^*}$ under $\mathbb{P}_x$ is the same as $U_t^{b^*,x}$ under $\mathbb{P}$ where $U_t^{b^*,x}$ is the unique solution to the SDE: $U_t^{b^*,x} = x + X_t - \delta \int_0^t 1_{\{U_s^{b^*,x} > b^*\}} ds$. By the convexity of $h$ its derivative $h'$ is nondecreasing, and hence it is sufficient to show that, for any fixed $y > x$, $U_t^{b^*,y} \geq U_t^{b^*,x}$ $\mathbb{P}$-a.s. for all $t \geq 0$.

First, let us suppose that $X$ is of bounded variation. We define a sequence of increasing stopping times $0 < \tau_1 < \tau_2 < \cdots$ representing the times at which either $U_t^{b^*,y}$ or $U_t^{b^*,x}$ crosses the level $b^*$. For example, if $y > x > b^*$, then $\tau_1 = \inf \{ t > 0 : U_t^{b^*,x} < b^* \}$ and $\tau_2 = \inf \{ t > \tau_1 : U_t^{b^*,y} < b^* \}$ or $U_t^{b^*,x} > b^* \}$

By induction, we shall show that $U_t^{b^*,y} \geq U_t^{b^*,x}$ for any $t \in [\tau_{n-1}, \tau_n]$ for each $n \geq 0$ with $\tau_0 = \tau_{-1} := 0$ by convention. The base case ($n = 0$) is already clear, because $U_{\tau_0}^{b^*,y} = y > x = U_{\tau_0}^{b^*,x}$.

Now suppose that the hypothesis holds for some $n \geq 0$; this implies $U_{\tau_n}^{b^*,y} \geq U_{\tau_n}^{b^*,x}$. Then, there are three possible scenarios (1) $U_{\tau_n}^{b^*,y} \geq U_{\tau_n}^{b^*,x} \geq b^*$ (2) $U_{\tau_n}^{b^*,y} \geq b^* \geq U_{\tau_n}^{b^*,x}$ and (3) $b^* \geq U_{\tau_n}^{b^*,y} \geq U_{\tau_n}^{b^*,x}$.

For the case (1), it is necessary that $U_{\tau_n}^{b^*,y} = U_{\tau_n}^{b^*,y} + (X_{\tau_n} - X_{\tau_n}) - \delta (t - \tau_n) \geq U_{\tau_n}^{b^*,x} + (X_{\tau_n} - X_{\tau_n}) - \delta (t - \tau_n)$ for $\tau_n \leq t \leq \tau_{n+1} = \inf \{ t > \tau_n : U_t^{b^*,x} < b^* \}$.

For the case (2), we have $\tau_{n+1} := \tau_{n+1} \wedge \tau_{n+1}$, where $\tau_{n+1} := \inf \{ t > \tau_n : U_t^{b^*,y} < b^* \}$ and $\tau_{n+1} := \inf \{ t > \tau_n : U_t^{b^*,x} > b^* \}$.
On the event \( \{ \tau_{n+1} < \tau_{n+1} \} \), \( U_{t}^{b^*, y} \geq b^* \geq U_{t}^{b^*, x} \) for all \( t \in [\tau_{n}, \tau_{n+1}] \) and
\[
U_{\tau_{n+1}}^{b^*, y} = U_{\tau_{n+1}^-}^{b^*, y} + \Delta X_{\tau_{n+1}} \geq U_{\tau_{n+1}^-}^{b^*, x} + \Delta X_{\tau_{n+1}} = U_{\tau_{n+1}^-}^{b^*, x}.
\]

On the event \( \{ \tau_{n+1} > \tau_{n+1} \} \), \( U_{t}^{b^*, y} \geq b^* \geq U_{t}^{b^*, x} \) for all \( t \in [\tau_{n}, \tau_{n+1}] \).

For the case (3), we have
\[
\text{Hence, we can obtain the same inequality } U_{t}^{b^*, y} \geq U_{t}^{b^*, x} \text{ for all } t \in (\tau_{n}, \tau_{n+1}].
\]
By mathematical induction, the inequality holds for all \( t \geq 0 \).

For the case of unbounded variation, recall, as in Lemma 12 of [14], that there is a sequence of refracted Lévy processes of bounded variation that converges a.s. to the desired refracted Lévy process. Hence, we can obtain the same inequality \( U_{t}^{b^*, y} \geq U_{t}^{b^*, x} \) \( \mathbb{P} \)-a.s. by taking the limit.

(ii) Suppose \( b^* = \infty \) or \( b^* = -\infty \). In view of (3.25), because \( v_{\infty}(x) = \mathbb{E}[\int_{0}^{\infty} e^{-qt} h(X_t + x) dt] \), the convexity of \( h \) gives
\[
v_{\infty}'(x) = \mathbb{E}[\int_{0}^{\infty} e^{-qt} h'(X_t + x) dt] = \mathbb{E}_x[\int_{0}^{\infty} e^{-qt} h'(X_t) dt].
\]
Similarly,
\[
v_{\infty}'(x) = \mathbb{E}_x[\int_{0}^{\infty} e^{-qt} h'(Y_t) dt].
\]
The convexity of \( h \) now shows that \( x \mapsto \mathbb{E}_x[\int_{0}^{\infty} e^{-qt} h'(U_t^{b^*}) dt] \) is nondecreasing.

\[\Box\]

**Proposition 4.1.** The function \( v_{b^*} \) satisfies (4.1).

**Proof.** In view of Lemma 4.3, we show that \( v_{b^*} \) satisfies (4.3).

(i) Suppose \( -\infty < b^* < \infty \). By setting \( x = b^* \) in (3.27), we have
\[
v_{b^*}'(b^*) = \int_{0}^{\infty} h'(y + b^*) \frac{\varphi(q) - \Phi(q)}{\delta \Phi(q)} e^{-\varphi(q)y} dy \]
\[+ \int_{-\infty}^{0} h'(y + b^*) \left\{ \frac{\varphi(q) - \Phi(q)}{\Phi(q)} \int_{0}^{\infty} e^{-\varphi(q)z} W'(q)'(z - y) dz - W'(q)'(-y) \right\} dy \]
\[= I(b^*) \frac{\varphi(q)}{\delta \Phi(q)} + \beta = \beta.
\]
This together with Lemma 4.4 shows (4.3).

(ii) Suppose \( b^* = \infty \) or \( b^* = -\infty \). For the case \( b^* = \infty \), by the convexity of \( h \), monotone convergence gives
\[
\lim_{x \uparrow \infty} v_{\infty}'(x) = \lim_{x \uparrow \infty} \mathbb{E} \left[ \int_{0}^{\infty} e^{-qt} h'(X_t + x) dt \right] = h'((\infty) / q \leq \beta,
\]
where the last inequality holds by Lemma 3.2. Similarly, for the case \( b^* = -\infty \),
\[
\lim_{x \downarrow -\infty} v_{-\infty}'(x) = \lim_{x \downarrow -\infty} \mathbb{E} \left[ \int_{0}^{\infty} e^{-qt} h'(Y_t + x) dt \right] = h'((-\infty) / q \geq \beta.
\]
These bounds together with Lemma 4.4 show (4.3).

\[\Box\]

By Lemma 4.2 and Proposition 4.1, together with Lemma 4.3, we now have the main result of the paper.
Theorem 4.1. The strategy \( \pi^{b^*} \) is optimal and the value function is given by \( v(x) = v_{b^*}(x) \) for all \( x \in \mathbb{R} \).

5. Convergence to Reflection Strategies

Recall from Remark 2.1 that

\[
\tilde{v}(x; \delta) := \inf_{\pi \in \Pi_\delta} \mathbb{E}_x \left[ \int_0^\infty e^{-\eta t} (h(Y_t + L_t^\pi) + \tilde{\beta} L_t^\pi) dt \right] = v(x; \delta, -\tilde{\beta}) + \frac{\tilde{\beta} \delta}{q},
\]

where \( v(x; \delta, -\tilde{\beta}) \) is the value function (2.3) obtained in the previous sections with \( X_t \) replaced with \( X_t^{(\delta)} := Y_t + \delta t \) and \( \beta \) with \( -\tilde{\beta} \). In this section, we fix the process \( Y \) (with its Laplace exponent \( \psi_Y(\cdot) \), \( \varphi(q) := \sup\{\lambda \geq 0 : \psi_Y(\lambda) = q\} \) and scale function \( \mathbb{W}(\cdot) \)) and then study the asymptotics as \( \delta \uparrow \infty \).

When the absolutely continuous assumption on \( L^\pi \) is relaxed, the problem defined in (5.1) becomes a classical singular control problem. Let \( \Pi_\infty \) be the set of admissible strategies consisting of all right-continuous, nondecreasing and adapted processes \( L^\pi \) with \( L_{0-}^\pi = 0 \). It is known as in Yamazaki [19] under Assumption 5.1 defined below that, for all \( x \in \mathbb{R} \),

\[
\tilde{v}(x; \infty) := \inf_{\pi \in \Pi_\infty} \mathbb{E}_x \left[ \int_{[0, \infty)} e^{-\eta t} (h(Y_t + L_t^\pi) dt + \tilde{\beta} dL_t^\pi) \right]
\]

\[
= -\tilde{\beta} \left( \overline{Z}^{(q)}(x - b^*(\infty)) + \frac{\psi_Y(0+)}{q} \right) - \int_{b^*(\infty)}^x \mathbb{W}(q)(x - y) h(y) dy
\]

\[
+ \underbrace{Z^{(q)}(x - b^*(\infty))} + \frac{\varphi(q)}{q} \int_0^\infty e^{-\varphi(q)y} h(y + b^*(\infty)) dy + \tilde{\beta} \frac{\varphi(q)}{\varphi(q)}
\]

where \( Z^{(q)}(z) := 1 + q \int_0^z \mathbb{W}(q)(y) dy \) and \( \overline{Z}^{(q)}(z) := \int_0^z \mathbb{W}(q)(y) dy \) for all \( z \in \mathbb{R} \). The infimum is attained by the reflected Lévy process \( Y_t + L_t^{b^*(\infty)} \) with

\[
L_t^{b^*(\infty)} := \sup_{0 \leq \nu \leq t} (\{(b^*(\infty)) - Y_{\nu'} \} \vee 0), \quad t \geq 0.
\]

The lower boundary \( b^*(\infty) \) is defined as the unique root of \( I_{\infty}(b) = 0 \) where

\[
I_{\infty}(b) := \int_0^\infty h'(y + b) e^{-\varphi(q)y} dy + \tilde{\beta} \frac{q}{\varphi(q)}, \quad b \in \mathbb{R}.
\]

Our objective in this section is to show the convergences of \( b^*(\delta) \) to \( b^*(\infty) \) and \( \tilde{v}(x; \delta) \) to \( \tilde{v}(x; \infty) \) as \( \delta \uparrow \infty \).

Throughout, we assume that \( Y \) is a spectrally negative Lévy process and satisfies Assumption 2.1 (2), which means that there exists \( \tilde{\theta} > 0 \) such that \( \exp(\psi_Y(-\tilde{\theta})) = \mathbb{E}[\exp(-\tilde{\theta}Y_1)] < \infty \). In addition, we further assume the condition postulated in Yamazaki [19]:

**Assumption 5.1.**

1. For some \( a \in \mathbb{R} \), the function \( h(x) + \tilde{\beta} qx \) is decreasing on \( (-\infty, a) \) and increasing on \( (a, \infty) \).

2. There exist a \( c_0 > 0 \) and an \( x_0 \geq a \) such that \( h'(x) + \tilde{\beta} q \geq c_0 \) for a.e. \( x \geq x_0 \).
We use the explicitly obtained expression of (5.1), for each \( \delta > 0 \), with
\[
\bar{\beta} = -\beta,
\]
and take the limit as \( \delta \uparrow \infty \). In order to emphasize the dependence on \( \delta \), let us denote, for all \( \delta > 0 \), \( \psi_\delta(s) := \psi_Y(s) + \delta s \) as the Laplace exponent of the spectrally negative Lévy process \( X^{(\delta)} \). The scale functions \( W_\delta^{(q)} \) and \( \Theta_\delta^{(q)} \) are defined in a straightforward way. Also, let \( \Phi_\delta(q) := \sup\{ \lambda \geq 0 : \psi_\delta(\lambda) = q \} \) and
\[
\Phi_\delta(q) \int_0^\infty h'(y+b) e^{-\varphi(q)y} dy + \delta \left[ \int_{-\infty}^0 h'(y+b) \int_0^\infty e^{-\varphi(q)z} \Theta_\delta^{(q)}(z-y) dz dy - \beta \Phi_\delta(q) \varphi(q) \right].
\]

Assumption 5.1 guarantees that \( h'(-\infty) - \beta q < 0 \) and \( h'(-\infty) - \beta q > 0 \). Hence, by Lemma 3.2, \( I_\delta(\infty) > 0 \) and \( I_\delta(-\infty) < 0 \), implying that there always exists a root \( b^*(\delta) \in (-\infty, \infty) \). As in the discussion given in Section 3.4, Assumption 5.1 guarantees that the root \( b^*(\delta) \) is unique. We also let \( U^{(\delta),b^*(\delta)} \) be the corresponding optimally controlled process. In other words, it is a refracted Lévy process defined as the solution to the SDE: \( dU^{(\delta),b^*(\delta)}_t = dX^{(\delta)}_t - \delta 1_{\{U^{(\delta),b^*(\delta)}_t > b^*(\delta)\}} dt, \ t \geq 0 \).

Note that we have \( \Phi_\delta(q) \overset{\delta \uparrow \infty}{\rightarrow} 0 \); because \( q = \psi_Y(\Phi_\delta(q)) + \delta \Phi_\delta(q) \) and \( \psi_Y \) is continuous on \([0, \infty)\) and vanishes at zero,
\[
\delta \Phi_\delta(q) \overset{\delta \uparrow \infty}{\rightarrow} q.
\]
By (8.20) of [13], for any \( \theta > \varphi(q) \) (which is uniformly larger than \( \Phi_\delta(q) \)),
\[
\int_{[0,\infty)} e^{-\theta x} \delta W_\delta^{(q)}(dx) = \frac{\delta \theta}{\psi_Y(\theta) + \delta \theta - q} \overset{\delta \uparrow \infty}{\rightarrow} 1.
\]
Hence continuity theorem gives that
\[
\delta W_\delta^{(q)}(x) = \delta W_\delta^{(q)}[0, x] \overset{\delta \uparrow \infty}{\rightarrow} 1, \ \ x > 0.
\]

5.1. Convergence of optimal thresholds. We first show the convergence of \( b^*(\delta) \) to \( b^*(\infty) \). Toward this end, we first show the following.

**Lemma 5.1.** For all \( b \in \mathbb{R} \), \( I_\delta(b) \overset{\delta \uparrow \infty}{\rightarrow} I_\infty(b) \).

**Proof.** It is clear that \( \frac{\varphi(q)-\Phi_\delta(q)}{\varphi(q)} \int_0^\infty h'(y+b) e^{-\varphi(q)y} dy \overset{\delta \uparrow \infty}{\rightarrow} \int_0^\infty h'(y+b) e^{-\varphi(q)y} dy \). Hence, it is left to show that
\[
\int_{-\infty}^0 |h'(y+b)| \int_0^\infty e^{-\varphi(q)z} \delta \Theta_\delta^{(q)}(z-y) dz dy \overset{\delta \uparrow \infty}{\rightarrow} 0.
\]
Recalling Assumption 2.1 (2), we choose \( 0 < \epsilon < \bar{\theta} \). For any \( y < 0 \),
\[
\int_0^\infty e^{-\varphi(q)z} \delta \Theta_\delta^{(q)}(z-y) dz = e^y \int_{-\infty}^0 e^{-\varphi(q)+\epsilon} \delta \Theta_\delta^{(q)}(w+y) dw \leq e^y \int_{-\infty}^0 e^{\epsilon w} \delta \Theta_\delta^{(q)}(w) dw,
\]
which is bounded from above by $\exp(ey)$ times a constant because (with $X^{(\delta)}$ and $Y$ the running infimum processes of $X^{(\delta)}$ and $Y$, respectively)

$$\int_{-y}^{\infty} e^{w\delta} \Theta^{(\delta)}_\delta(w) dw \leq \delta \frac{\Phi^{(\delta)}(q)}{q} \mathbb{E}[e^{\epsilon Y_{\epsilon}}] \leq \delta \frac{\Phi^{(\delta)}(q)}{q} \mathbb{E}[e^{\epsilon Y_{\epsilon}}]$$

which is bounded in $\delta$ by (3.11) (with $X$ replaced with $Y$) and (5.5). This, together with $\int_{-\infty}^{0} |h'(y + b)| e^{cy} dy < \infty$ by Assumption 2.2, allows us to apply the dominated convergence theorem and

$$\lim_{\delta \to \infty} \int_{-\infty}^{0} |h'(y + b)| \int_{0}^{\infty} e^{-\varphi(q)z} \delta \Theta^{(\delta)}_\delta(z - y) dz dy = \int_{-\infty}^{0} |h'(y + b)| \lim_{\delta \to \infty} \int_{-y}^{\infty} e^{-\varphi(q)(z+y)} \delta \Theta^{(\delta)}_\delta(z) dz dy.$$

Again, by Remark 3.2 (1) and (5.5), for any $\theta > 0$,

$$\mathbb{E}[e^{\epsilon Y_{\epsilon}}] = \frac{q}{\delta \Phi^{(\delta)}(q)} \frac{\delta(\theta - \Phi^{(\delta)}(q))}{\psi_{\epsilon}(\theta) + \delta \theta - q} \xrightarrow{\delta \to \infty} 1.$$

Hence $X^{(\delta)}_{\epsilon}$ converges to zero in distribution as $\delta \uparrow \infty$. Using this and (5.5), for all $y < 0$,

$$\int_{-y}^{\infty} e^{-\varphi(q)(z+y)} \delta \Theta^{(\delta)}_\delta(z) dz \leq \int_{-y}^{\infty} \delta \Theta^{(\delta)}_\delta(z) dz = \delta \frac{\Phi^{(\delta)}(q)}{q} \mathbb{P}\{X^{(\delta)}_{\epsilon} < y\} \xrightarrow{\delta \to \infty} 0.$$

This shows the claim.

By Lemma 5.1, we now show the convergence of $b^*(\delta)$.

**Proposition 5.1.** We have $b^*(\delta) \xrightarrow{\delta \to \infty} b^*(\infty)$.

**Proof.** Let $\bar{\delta} > 0$ be large enough such that $\Phi^{(\delta)}(q) \leq 1/2$ for all $\delta \geq \bar{\delta}$.

By differentiating (5.3),

$$I'_\infty(b) = \int_{0}^{\infty} h''(y + b) e^{-\varphi(q)y} dy + \sum_{y \geq 0} (h'((y + b)+) - h'((y + b)-)) e^{-\varphi(q)y}, \quad b \in \mathbb{R}.$$  

In addition, by (5.4) and because $h'$ is nondecreasing, we have a lower bound:

$$I'_\infty(b) \geq \frac{1}{2} I'_\infty(b), \quad b \in \mathbb{R}, \quad \delta \geq \bar{\delta}.$$  

Notice that $I_{\infty}(b)$ is strictly increasing on $(-\infty, \bar{b})$ for some $\bar{b} \in (-\infty, \infty]$. When $\bar{b} < \infty$, we must have $I_{\infty}(\bar{b}) > 0$; otherwise Assumption 5.1 (2) is violated. This means that we can choose some $\bar{b} \in (b^*(\infty), \bar{b})$ such that $I'_\infty(\bar{b}) > 0$. In addition, for all $b < \bar{b}$ we can obtain from (5.7) a lower bound $I'_\infty(b) \geq e^{-\varphi(q)(\bar{b} - b)} I'_\infty(\bar{b})$. Hence we can choose a sufficiently small $\varepsilon > 0$ and $\alpha > 0$ such that $I'_\infty(b) \geq \alpha$ on $(b^*(\infty) - \varepsilon, b^*(\infty) + \varepsilon)$; this together with (5.8) gives

$$\inf_{\delta \geq \bar{\delta}, b \in (b^*(\infty) - \varepsilon, b^*(\infty) + \varepsilon)} I'_\infty(b) \geq \frac{\alpha}{2} > 0.$$
Fix any $0 < \varepsilon < \bar{\varepsilon}$. By Lemma 5.1, we can choose a sufficiently large $\delta > \underline{\delta}$ such that $|I_\delta(b^*(\infty)) - I_\delta(b^*(\infty))| < \varepsilon \alpha / 2$ for any $\delta \geq \delta$. Then, by (5.9), we must have for any $\delta \geq \delta$ that $I_\delta(b^*(\infty) - \varepsilon) < I_\delta(b^*(\infty)) - \varepsilon \alpha / 2 < 0$; similarly, $I_\delta(b^*(\infty) + \varepsilon) > I_\delta(b^*(\infty)) + \varepsilon \alpha / 2 > 0$. This means, together with the monotonicity of $I_\delta$, that $b^*(\infty) - \varepsilon < b^*(\delta) < b^*(\infty) + \varepsilon$. Because $\varepsilon$ was chosen arbitrarily, this completes the proof.

\[\Box\]

5.2. Convergence of value functions. With the help of Proposition 5.1, we show the convergence of $\tilde{v}(x; \delta)$ to $\tilde{v}(x; \infty)$. More precisely, we show the following theorem.

Theorem 5.1. Uniformly in $x$ in compacts, $\tilde{v}(x; \delta) \overset{\delta \uparrow \infty}{\rightarrow} \tilde{v}(x; \infty)$.

In order to show this theorem, it is sufficient to show the pointwise convergence. Indeed, by the definition of $\tilde{v}(x; \delta)$ in (5.1) as the infimum of the NPV and because the set $\Pi_\delta$ is monotonically nondecreasing in $\delta$, $\tilde{v}(x; \delta)$ is nonincreasing in $\delta$. Hence, pointwise convergence implies the uniform convergence on compacts by Dini’s theorem.

We shall first show for $x < b^*(\infty)$ and then extend the result for $x \geq b^*(\infty)$.

Lemma 5.2. For any $x < b^*(\infty)$, we have $\tilde{v}(x; \delta) \overset{\delta \uparrow \infty}{\rightarrow} \tilde{v}(x; \infty)$.

Proof. By Proposition 5.1, we can choose sufficiently large $\delta$ such that $x < b^*(\delta)$ for all $\delta \geq \delta$. Let $h(-\infty) := \lim_{b \rightarrow -\infty} h(b) \in [-\infty, \infty]$, which exists by the convexity of $h$.

Fix any $\varepsilon > 0$.

(i) Suppose $h(-\infty) = \infty$. By the convexity of $h$ (together with Assumption 2.2) and because (3.11) holds when $X$ is replaced with $Y$, we can choose a sufficiently small $-M$ such that $h$ is decreasing and positive on $(-\infty, -M]$ and

$$
\mathbb{E}_x\left[ \int_0^\infty e^{-qt} h(Y_t) 1_{\{Y_t < -M\}} dt \right] = \mathbb{E}_x\left[ \int_0^\infty e^{-qt} h(Y_t) 1_{\{Y_t < -M\}} dt \right] < \varepsilon.
$$

Because $Y_t \leq U_t^{(\delta), b^*(\delta)}$ a.s. for any $\delta \geq \delta$,

(5.10) $$
\sup_{\delta \geq \delta} \mathbb{E}_x\left[ \int_0^\infty e^{-qt} h(U_t^{(\delta), b^*(\delta)}) 1_{\{U_t^{(\delta), b^*(\delta)} < -M\}} dt \right] < \varepsilon.
$$

(ii) Suppose $h(-\infty) \in (-\infty, \infty)$, then $h$ is bounded in the negative half line and we can choose $-M$ such that (5.10) holds.

(iii) Suppose $h(-\infty) = -\infty$. Then, we can choose $-M$ such that $h$ is negative on $(-\infty, -M]$ and hence

$$
\mathbb{E}_x\left[ \int_0^\infty e^{-qt} h(U_t^{(\delta), b^*(\delta)}) 1_{\{U_t^{(\delta), b^*(\delta)} < -M\}} dt \right] \leq 0.
$$
In view of these, it is sufficient to show for all $-M \in \mathbb{R}$
\[
\tilde{v}(x; \delta, -M) := \tilde{v}(x; \delta) - \mathbb{E}_x \left[ \int_0^\infty e^{-qt} h(U_t^{(\delta), b^*(\delta)}) 1_{\{U_t^{(\delta), b^*(\delta)} < -M\}} \, dt \right] \frac{\delta}{\delta \rightarrow \infty} \tilde{v}(x; \infty).
\]
Indeed, this implies for the cases (i) and (ii) that $\lim_{\delta \rightarrow \infty} |\tilde{v}(x; \delta) - \tilde{v}(x; \infty)| \leq \varepsilon$ for any $\varepsilon > 0$. For the case (iii), it implies $\limsup_{\delta \rightarrow \infty} \tilde{v}(x; \delta) \leq \tilde{v}(x; \infty)$ (and $\liminf_{\delta \rightarrow \infty} \tilde{v}(x; \delta) \geq \tilde{v}(x; \infty)$) holds because $\Pi_\delta \subset \Pi_\infty$ in view of (5.1).

Fix $\delta \geq \tilde{\delta}$. We can write
\[
\tilde{v}(x; \delta, -M) = e^{\Phi_\delta(q)(x-b^*(\delta))} \frac{\varphi(q) - \Phi_\delta(q)}{\delta \Phi_\delta(q)} \left[ \int_0^\infty h(y + b^*(\delta)) e^{-\varphi(q)y} \, dy + \frac{\beta \delta}{q} \right] - \frac{\beta \delta}{q} (1 - e^{\Phi_\delta(q)(x-b^*(\delta))})
\]
\[
\delta \rightarrow \infty \tilde{v}(x; \infty) = \beta \left( x - b^*(\infty) + \frac{\psi_\gamma'(0+)}{q} \right) + \frac{\varphi(q)}{q} \int_0^\infty e^{-\varphi(q)y} h(y + b^*(\infty)) \, dy - \frac{\beta}{\varphi(q)}.
\]
To see how the convergence holds, note, by (5.5),
\[
e^{\Phi_\delta(q)(x-b^*(\delta))} \frac{\varphi(q) - \Phi_\delta(q)}{\delta \Phi_\delta(q)} \delta \rightarrow \infty \frac{\varphi(q)}{q}.
\]
In addition,
\[
\frac{1}{\Phi_\delta(q)} - \frac{\delta}{q} = \frac{q - \delta \Phi_\delta(q)}{\Phi_\delta(q) q} = \frac{\psi_\gamma'(\Phi_\delta(q))(q)}{\Phi_\delta(q) q} \delta \rightarrow \infty \frac{\psi_\gamma'(0+)}{q}
\]
and the Taylor expansion and the convergence of $b^*(\delta)$ gives
\[
\delta(1 - e^{\Phi_\delta(q)(x-b^*(\delta))}) = \delta((x - b^*(\delta)) \Phi_\delta(q) + o(\Phi_\delta(q))) \delta \rightarrow \infty q(x - b^*(\infty)).
\]
On the other hand, $-M - b^*(\delta)$ converges and hence is bounded in $\delta$ from below by, say $-N < 0$; hence it is now left to show that
\[
e^{\Phi_\delta(q)(x-b^*(\delta))} \frac{\varphi(q) - \Phi_\delta(q)}{\Phi_\delta(q)} \int_0^\infty e^{-\varphi(q)y} W_{\delta}(q)'(z - y) \, dz
\]
\[
- W_{\delta}(q)(x - b^*(\delta) - y) \delta \rightarrow \infty 0.
\]
Here, \( \sup_{-\infty < y < 0, \delta > \delta_0} \left| h'(y + b^*(\delta)) \right| < \infty \) and
\[
0 \leq \int_{-\infty}^{0} \left[ e^{\Phi_\delta(q)(x-b^*(\delta))} \frac{\varphi(q) - \Phi_\delta(q)}{\Phi_\delta(q)} \int_{0}^{\infty} e^{-\varphi(q)z} W^\delta_{q}(z-y)dz - W^\delta_{\delta}(x-b^*(\delta) - y) \right] dy
\]
(5.13)
\[
\leq e^{\Phi_\delta(q)(x-b^*(\delta))} \frac{\varphi(q) - \Phi_\delta(q)}{\Phi_\delta(q)} \int_{0}^{\infty} e^{-\varphi(q)z} \int_{-\infty}^{0} W^\delta_{\delta}(z-y)dydz
\]
\[
= e^{\Phi_\delta(q)(x-b^*(\delta))} \frac{\varphi(q) - \Phi_\delta(q)}{\Phi_\delta(q)} \delta \int_{0}^{\infty} e^{-\varphi(q)z} (W^\delta_{\delta}(z + N) - W^\delta_{\delta}(z))dz.
\]

Here we recall the convergence (5.11). In addition,
\[
\delta \int_{0}^{\infty} e^{-\varphi(q)z} (W^\delta_{\delta}(z + N) - W^\delta_{\delta}(z))dz
\]
\[
= \delta_0 \varphi(q, N) \int_{0}^{\infty} e^{-\varphi(q)z} W^\delta_{\delta}(z)dz - \int_{0}^{N} e^{-\varphi(q)z} W^\delta_{\delta}(z)dz - \delta \int_{0}^{\infty} e^{-\varphi(q)z} W^\delta_{\delta}(z)dz
\]
\[
= (\varphi(q, N) - 1) \frac{\delta}{\psi_Y(\varphi(q)) + \varphi(q) - q} - e^{\varphi(q, N)} \int_{0}^{N} e^{-\varphi(q)z} \delta W^\delta_{\delta}(z)dz
\]
(5.14)
\[
\xrightarrow{\delta \to 0} 0.
\]

To see how the convergence holds, \( \delta \sup_{0 \leq z \leq N} W^\delta_{\delta}(z) = \delta W^\delta_{\delta}(N) \), which is bounded in \( \delta \) by (5.6). Hence dominated convergence and (5.6) give \( \lim_{\delta \to \infty} \int_{0}^{N} e^{-\varphi(q)z} \delta W^\delta_{\delta}(z)dz = \int_{0}^{N} e^{-\varphi(q)z}dz = (1 - e^{-\varphi(q)N})/\varphi(q) \). Hence (5.12) holds, as desired.

\[
\square
\]

In order to extend the result to the case \( x \geq b^*(\infty) \), we shall show that the derivative converges. By (3.27),
\[
\tilde{v}'(x; \delta) = \mathbb{E}_x \left[ \int_{0}^{\infty} e^{-qt} h'(U^\delta_t, b^*(\delta))dt \right], \quad x \in \mathbb{R}.
\]
(5.15)

On the other hand, by [19], the derivative of \( \tilde{v}(x; \infty) \) simplifies and
\[
\tilde{v}'(x; \infty) = \beta - \int_{b^*(\infty)}^{x} (h'(y) - \beta q) W^\delta_{\delta}(x - y)dy, \quad x \in \mathbb{R}.
\]

**Lemma 5.3.** For every \( x \in \mathbb{R} \), we have \( \tilde{v}'(x; \delta) \xrightarrow{\delta \to \infty} \tilde{v}'(x; \infty) \) for all \( x \neq b^*(\infty) \).

**Proof.** Fix any \( \delta > 0 \). We first show, for any \( \varepsilon > 0 \), that we can choose sufficiently small \( -M \in \mathbb{R} \) such that
\[
\sup_{\delta > \delta_0} \mathbb{E}_x \left[ \int_{0}^{\infty} e^{-qt} |h'(U^\delta_t, b^*(\delta))|1_{\{U^\delta_t, b^*(\delta) < -M\}}dt \right] < \varepsilon.
\]
(5.16)

(i) Suppose \( h'(-\infty) < 0 \). By the convexity of \( h \) and (3.10), we can choose a sufficiently small \( -M \) such that, on \( (-\infty, -M] \), \( h' \) is negative (and hence \( |h'| \) is decreasing) and \( \mathbb{E}_x [\int_{0}^{\infty} e^{-qt} |h'(Y_t)|1_{\{Y_t < -M\}}dt] < \varepsilon \). By \( Y \leq U^\delta_{\delta}, b^*(\delta) \) for all \( \delta \geq \delta_0 \), we have (5.16). (ii) Suppose \( h'(-\infty) \geq 0 \), then the convexity of \( h \).
implies that $h'$ is uniformly bounded by a constant on the negative half line. Again, by $Y \leq U^{(b^*, \delta)}$, (5.16) holds for sufficiently small $-M$.

For any $\varepsilon > 0$, with $-M$ such that (5.16) holds, the relation (5.15) implies
\[
\sup_{\delta \geq 2} |\tilde{v}'(x; \delta) - \mathbb{E}_x\left[\int_0^\infty e^{-qt} h'(U_t^{(\delta, b^*)}) 1_{\{U_t^{(\delta, b^*)} \geq -M\}} dt\right]| < \varepsilon.
\]

Hence, for the proof of this lemma, it is sufficient to show that for all small $-M \in \mathbb{R}$
\[
\tilde{v}'(x; \delta, -M) := \mathbb{E}_x\left[\int_0^\infty e^{-qt} h'(U_t^{(\delta, b^*)}) 1_{\{U_t^{(\delta, b^*)} \geq -M\}} dt\right] \xrightarrow{\delta \uparrow \infty} \tilde{v}'(x; \infty).
\]

By (3.13) and (5.15), we can write $\tilde{v}'(x; \delta, -M) = \tilde{v}'(1)'(x; \delta, -M) + 1_{\{x > b^*(\delta)\}} \tilde{v}'(2)'(x; \delta, -M)$ where
\[
\tilde{v}'(1)'(x; \delta, -M) := e^{\Phi_\delta(q)(x-b^*(\delta))} \frac{\varphi(q) - \Phi_\delta(q)}{\Phi_\delta(q)} \int_0^\infty h'(y + b^*(\delta)) e^{-\varphi(q)y} dy + \int_{-M - b^*(\delta)}^0 h'(y + b^*(\delta)) \left[e^{\Phi_\delta(q)(x-b^*(\delta))} \frac{\varphi(q) - \Phi_\delta(q)}{\Phi_\delta(q)} \int_0^\infty e^{-\varphi(q)z} W_\delta(q)'(z - y) dz - W_\delta(q)(x - b^*(\delta) - y)\right] dy.
\]

\[
\tilde{v}'(2)'(x; \delta, -M) := \int_0^\infty h'(y + b^*(\delta)) \left(e^{-\varphi(q)y} M_\delta(x; b^*(\delta)) - \mathbb{W}_\delta(q)(x + b^*(\delta) - y)\right) dy + \delta \int_{-M - b^*(\delta)}^0 h'(y + b^*(\delta)) \left[M_\delta(x; b^*(\delta)) \int_0^\infty e^{-\varphi(q)z} W_\delta(q)'(z - y) dz - \int_{b^*(\delta)}^x \mathbb{W}_\delta(q)(x - z) W_\delta(q)'(z - y - b^*(\delta)) dz\right] dy,
\]

where $M_\delta(x; b^*(\delta)) := (\varphi(q) - \Phi_\delta(q)) e^{-\Phi_\delta(q)b^*(\delta)} \int_{b^*(\delta)}^x e^{\Phi_\delta(q)z} \mathbb{W}_\delta(q)(x - z) dz$.

Regarding $\tilde{v}'(1)'(x; \delta, -M)$, by the choice of $b^*(\infty)$ such that (5.3) vanishes,
\[
e^{\Phi_\delta(q)(x-b^*(\delta))} \frac{\varphi(q) - \Phi_\delta(q)}{\Phi_\delta(q)} \int_0^\infty h'(y + b^*(\delta)) e^{-\varphi(q)y} dy \xrightarrow{\delta \uparrow \infty} \varphi(q) \int_0^\infty h'(y + b^*(\infty)) e^{-\varphi(q)y} dy = \beta.
\]

The remaining term of $\tilde{v}'(1)'(x; \delta, -M)$ vanishes in the limit. Indeed, we can choose sufficiently small $-N < 0$ such that $-M - b^*(\delta) \geq -N$ uniformly in $\delta \geq \delta$. Clearly, $\sup_{N \leq y \leq 0, \delta \geq \delta} |h'(y + b^*(\delta))| < \infty$, and we have shown that (5.13) vanishes in the limit by (5.14). Hence,
\[
\tilde{v}'(1)'(x; \delta, -M) \xrightarrow{\delta \uparrow \infty} \beta.
\]

It is now left to show the convergence
\[
\tilde{v}'(2)'(x; \delta, -M) 1_{\{x > b^*(\delta)\}} \xrightarrow{\delta \uparrow \infty} 1_{\{x > b^*(\delta)\}} \tilde{v}'(2)'(x; \infty, -M) 1_{\{x > b^*(\infty)\}}.
\]

First, Proposition 5.1 gives $1_{\{x > b^*(\delta)\}} \xrightarrow{\delta \uparrow \infty} 1_{\{x > b^*(\infty)\}}$ for $x \neq b^*(\infty)$. Hence, it remains to show that $\tilde{v}'(2)'(x; \delta, -M)$ converges to $\tilde{v}'(2)'(x; \infty, -M)$ for $x > b^*(\infty)$. 
By Lemma 5.1, we can set \( \delta \) large enough such that \( x > b^*(\delta) \) for all \( \delta \geq \delta \). For any such \( \delta \geq \delta \), we have the convergence

\[
\int_0^\infty h'(y + b^*(\delta))\left\{e^{-\varphi(q)y}M_\delta(x; b^*(\delta)) - \mathbb{W}(q)(x - b^*(\delta) - y)\right\}dy
\]

\[
\xrightarrow{\delta \to \infty} \int_0^\infty h'(y + b^*(\infty))\left\{e^{-\varphi(q)y}\varphi(q) \int_{-\infty}^{x - b^*(\infty)} \mathbb{W}(q)(z)dz - \mathbb{W}(q)(x - b^*(\infty) - y)\right\}dy
\]

\[
= - \int_{b^*(\infty)}^{x} (h'(y) - \beta q)\mathbb{W}(q)(x - y)dy,
\]

where we used the choice of \( b^*(\infty) \) that makes (5.3) zero. We shall now show that the remaining term vanishes in the limit and hence

\[
(5.18) \quad \tilde{v}^{(2)'}(x; \delta) \xrightarrow{\delta \to \infty} - \int_{b^*(\infty)}^{x} (h'(y) - \beta q)\mathbb{W}(q)(x - y)dy.
\]

For any \( \delta \geq \delta \), Fubini’s theorem gives

\[
\delta \int_{-M - b^*(\delta)}^{0} \left\{M_\delta(x; b^*(\delta)) \int_0^\infty e^{-\varphi(q)z}W_\delta^{(q)'}(z - y)dz - \int_{b^*(\delta)}^{x} \mathbb{W}(q)(x - z)W_\delta^{(q)'}(z - b^*(\delta) - y)dz\right\}dy
\]

\[
= \delta \left\{M(x; b^*(\delta)) \int_0^\infty e^{-\varphi(q)x}(W_\delta^{(q)}(z + M + b^*(\delta)) - W^{(q)}(z))dz
\]

\[
- \int_{b^*(\delta)}^{x} \mathbb{W}(q)(x - z)(W_\delta^{(q)}(z + M) - W_\delta^{(q)}(z - b^*(\delta)))dz\right\}.
\]

Here \( \delta \int_0^\infty e^{-\varphi(q)x}(W_\delta^{(q)}(z + M + b^*(\delta)) - W^{(q)}(z))dz \leq \delta \int_0^\infty e^{-\varphi(q)x}(W_\delta^{(q)}(z + M + x) - W^{(q)}(z))dz, \)

which vanishes as \( \delta \uparrow \infty \) by (5.14). On the other hand, with \( b^* := \inf_{\delta \geq \delta} b^*(\delta) > -\infty \), we have

\[
\sup_{b^*(\delta) \leq z \leq x} \mathbb{W}(q)(x - z) = \mathbb{W}(q)(x - b^*(\delta)) \leq \mathbb{W}(q)(x - b^*) < \infty,
\]

and

\[
0 \leq \delta \int_{b^*(\delta)}^{x} (W_\delta^{(q)}(z + M) - W_\delta^{(q)}(z - b^*(\delta)))dz = \delta \int_0^{x - b^*(\delta)} (W_\delta^{(q)}(z + M + b^*(\delta)) - W_\delta^{(q)}(z))dz
\]

\[
\leq \delta \int_0^{x - b^*} (W_\delta^{(q)}(z + M + x) - W_\delta^{(q)}(z))dz,
\]

which vanishes in the limit as \( \delta \uparrow \infty \) by dominated convergence and (5.6). Hence, (5.18) holds. \( \square \)

**Proof of Theorem 5.1.** In order to complete the proof of Theorem 5.1, it is left to show that \( \tilde{v}(x; \delta) \xrightarrow{\delta \to \infty} \tilde{v}(x; \infty) \) for any \( x \geq b^*(\infty) \).

Fix any \( x < b^*(\infty) \). We have \( \tilde{v}(x; \delta) = \tilde{v}(x; \delta) + \int_x^\infty \tilde{v}'(z; \delta)dz \) for all \( x \geq x \). By Lemma 5.2, we have \( \tilde{v}(x; \delta) \xrightarrow{\delta \to \infty} \tilde{v}(x; \infty) \). In addition, for all \( x \leq z \leq x \), by the convexity of \( \tilde{v} \) as in Lemma 4.4, \( \tilde{v}'(z; \delta) \leq \tilde{v}'(x; \delta) \), which is bounded in \( \delta \) by Lemma 5.3. Hence, Fatou’s lemma gives \( \lim_{\delta \to \infty} \int_{x}^{\infty} \tilde{v}'(z; \delta)dz \leq \int_{x}^{\infty} \tilde{v}'(z; \infty)dz = \tilde{v}(x; \infty) - \tilde{v}(x; \infty) \). This shows \( \lim_{\delta \to \infty} \tilde{v}(x; \delta) \leq \tilde{v}(x; \infty) \). Because \( \tilde{v}(x; \delta) \geq \tilde{v}(x; \infty) \), we have \( \tilde{v}(x; \delta) \xrightarrow{\delta \to \infty} \tilde{v}(x; \infty) \) for any \( x \geq b^*(\infty) \), as desired.
6. Examples under phase-type Lévy processes

In this section, we focus on the case the processes $X$ (and $Y$) have i.i.d. phase-type distributed jumps. Their scale functions (and hence their resolvent measures (3.12) as well) admit analytical expressions; straightforward computation yields the optimal threshold level $b^*$ as well as the value function $v_{b^*}$. The class of processes of this type is important because it can approximate any spectrally negative Lévy process (see [1] and [10]). As numerical illustrations, we focus on the quadratic case $h(z) = z^2, z \in \mathbb{R}$.

6.1. Phase-type case. Let $X$ be a spectrally negative process with i.i.d. phase-type distributed jumps [1] of the form

\[
X_t - X_0 = \tilde{\gamma}t + \sigma B_t - \sum_{n=1}^{N_t} Z_n, \quad 0 \leq t < \infty,
\]

for some $\tilde{\gamma} \in \mathbb{R}$ and $\sigma \geq 0$. Here $B = \{B_t; t \geq 0\}$ is a standard Brownian motion, $N = \{N_t; t \geq 0\}$ is a Poisson process with arrival rate $\kappa$, and $Z = \{Z_n; n = 1, 2, \ldots\}$ is an i.i.d. sequence of phase-type distributed random variables with representation $(m, \alpha, T)$; see [1]. These processes are assumed mutually independent. The Laplace exponent (2.1) of $X$ is then

\[
\psi(s) = \tilde{\gamma}s + \frac{1}{2}\sigma^2 s^2 + \kappa(\alpha(s I - T)^{-1} t - 1),
\]

which is analytic for every $s \in \mathbb{C}$ except at the eigenvalues of $T$. It is clear that the process $Y$ as in (2.4) enjoys the same properties; its Laplace exponent is given by $\psi_Y(s) = \psi(s) - \delta s$ with the drift coefficient $\tilde{\gamma}_Y := \tilde{\gamma} - \delta$.

Suppose $\{-\xi_{i,q}; i \in I_q\}$ and $\{-\zeta_{i,q}; i \in I_q\}$ are the sets of the roots with negative real parts of the equality $\psi(s) = q$ and $\psi_Y(s) = q$, respectively. We assume that the phase-type distribution is minimally represented and hence $|I_q| = m + 1$ when $\sigma > 0$ and $|I_q| = m$ when $\sigma = 0$; see [1]. If these values are assumed distinct, then the scale functions of $X$ and $Y$ can be written, for all $x \geq 0$,

\[
W(q)(x) = \frac{e^{\varphi(q)x}}{\psi'(\varphi(q))} - \sum_{i \in I_q} C_{i,q} e^{-\xi_{i,q}x} \quad \text{and} \quad \mathbb{W}(q)(x) = \frac{e^{\varphi(q)x}}{\psi'_Y(\varphi(q))} - \sum_{i \in I_q} B_{i,q} e^{-\zeta_{i,q}x},
\]

respectively, where

\[
C_{i,q} := \left. \frac{s + \xi_{i,q}}{q - \psi(s)} \right|_{s = -\xi_{i,q}} = -\frac{1}{\psi'(-\xi_{i,q})} \quad \text{and} \quad B_{i,q} := \left. \frac{s + \zeta_{i,q}}{q - \psi_Y(s)} \right|_{s = -\zeta_{i,q}} = -\frac{1}{\psi'_Y(-\zeta_{i,q})};
\]

see [10]. Here $\{\xi_{i,q}; i \in I_q\}$, $\{C_{i,q}; i \in I_q\}$, $\{\zeta_{i,q}; i \in I_q\}$ and $\{B_{i,q}; i \in I_q\}$ are possibly complex-valued. It is also noted that it is known to be highly unlikely that $\xi_{i,q}$ and $\zeta_{i,q}$ can have multiplicity larger than one; see Proposition 5.4 (iii) of [12]. Hence, it is reasonable to assume that the scale function has the form (6.2).
With these parameters, we can rewrite explicitly the resolvent measure (3.12) and the function $I$ as in (3.21). We shall omit the proof of the following lemma because the computation is straightforward and tedious.

**Lemma 6.1.** Suppose $X$ is of the form (6.1) and $Y$ is defined by (2.4).

1. Regarding the function $v_b^{(1)}(x)$ as in (3.16), for $x \geq b$,

   $$
v_b^{(1)}(x) = e^{\Phi(q)(x-b)} - \Phi(q) \left[ \int_0^\infty h(y + b) e^{-\varphi(q)y} dy + \frac{\beta \delta}{\varphi(q)} \right] 
   + \sum_{i \in I_q} C_{i,q} \left[ e^{\Phi(q)(x-b)} - \Phi(q) \frac{\xi_{i,q} + \varphi(q)}{\xi_{i,q} + \varphi(q)} + e^{-\xi_{i,q}(x-b)} \right] \int_{-\infty}^0 e^{\xi_{i,q}y} h(y + b) dy; \]

   for $x < b$, we have

   $$
v_b^{(1)}(x) = e^{\Phi(q)(x-b)} - \Phi(q) \left[ \int_0^\infty h(y + b) e^{-\varphi(q)y} dy + \frac{\beta \delta}{\varphi(q)} \right] 
   + \sum_{i \in I_q} C_{i,q} \left[ e^{\Phi(q)(x-b)} - \Phi(q) \frac{\xi_{i,q} + \varphi(q)}{\xi_{i,q} + \varphi(q)} + e^{-\xi_{i,q}(x-b)} \right] \int_{-\infty}^0 e^{\xi_{i,q}y} h(y + b) dy 
   + \frac{e^{\Phi(q)(x-b)}}{\psi'(\Phi(q))} \int_{x-b}^0 h(y + b) e^{-\Phi(q)y} dy 
   + e^{\Phi(q)(x-b)} \sum_{i \in I_q} C_{i,q} \frac{\varphi(q) - \Phi(q)}{\xi_{i,q} + \varphi(q)} \int_{x-b}^0 h(y + b) e^{\xi_{i,q}y} dy. \]

2. Regarding the functions $M(x; b)$ as in (3.14) and $v_b^{(2)}(x)$ as in (3.17), for all $x \geq b$,

   $$
   M(x; b) = (\varphi(q) - \Phi(q)) \left[ \frac{e^{\varphi(q)(x-b)} - e^{\Phi(q)(x-b)}}{\psi'(\varphi(q))(\varphi(q) - \Phi(q))} + \sum_{i \in I_q} \frac{B_{i,q}}{\xi_{i,q} + \Phi(q)} \left( e^{-\xi_{i,q}(x-b)} - e^{\Phi(q)(x-b)} \right) \right], 
   
   v_b^{(2)}(x) = M(x; b) \left[ \int_0^\infty h(y + b) e^{-\varphi(q)y} dy + \frac{\beta \delta}{\varphi(q)} \right] 
   - \frac{e^{\varphi(q)(x-b)}}{\psi'(\varphi(q))} \left[ \int_0^{x-b} h(y + b) e^{-\varphi(q)y} dy + \frac{\beta \delta}{\varphi(q)} [1 - e^{-\varphi(q)(x-b)}] \right] 
   + \sum_{i \in I_q} B_{i,q} e^{-\xi_{i,q}(x-b)} \left[ \int_0^{x-b} h(y + b) e^{\xi_{i,q}y} dy + \frac{\beta \delta}{\xi_{i,q}} \left( e^{\xi_{i,q}(x-b)} - 1 \right) \right] 
   + \delta \sum_{i \in I_q} C_{i,q} \xi_{i,q} A_{i,q} \int_0^\infty h(-y + b) e^{-\xi_{i,q}y} dy, 
   $\]

where

$$
A_{i,q} := \frac{1}{\xi_{i,q} + \varphi(q)} \frac{e^{\xi_{i,q}(b-x)} - e^{\Phi(q)(x-b)}}{\psi'(\varphi(q))} 
   + \sum_{j \in I_q} B_{j,q} \left( \frac{\varphi(q) - \Phi(q)}{\xi_{i,q} + \varphi(q)} \frac{1}{\xi_{j,q} + \Phi(q)} \left( e^{-\xi_{j,q}(x-b)} - e^{\Phi(q)(x-b)} \right) + \frac{1}{\xi_{j,q} - \xi_{i,q}} \left[ e^{-\xi_{j,q}(x-b)} - e^{-\xi_{j,q}(x-b)} \right] \right). \]
(3) For all \( b \in \mathbb{R} \),

\[
I(b) = \frac{\varphi(q) - \Phi(q)}{\varphi(q)} \int_0^\infty \delta \left( \sum_{i \in \mathcal{I}} \xi_{i,q} + \frac{\Phi(q)}{\varphi(q)} \int_0^y h'(-y + b) e^{-\xi_i y} dy - \frac{\beta \Phi(q)}{\varphi(q)} \right) \int_0^\infty h'(y + b) e^{-\varphi(q)y} dy + \int_0^\infty h'(y + b) e^{-\varphi(q)y} dy + \int_0^\infty h'(-y + b) e^{-\varphi(q)y} dy - \frac{\beta \Phi(q)}{\varphi(q)} .
\]

6.2. Numerical results. We now give numerical results using Lemma 6.1 and focusing on the quadratic case with \( h(z) = z^2 \). We numerically verify the optimality and then study the behavior with respect to \( \delta \). Throughout, let us fix \( q = 0.05 \). For the processes \( X \) and \( Y \), we let \( \sigma = 0.2 \) and \( \kappa = 1 \) and, for the jump size distribution, we use the phase-type distribution given by \( m = 6 \) and

\[
T = \begin{bmatrix}
-5.6546 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.6066 & -5.6847 & 0.0000 & 0.0166 & 0.0089 & 5.0526 \\
0.2156 & 4.3616 & -5.6485 & 0.9162 & 0.1424 & 0.0126 \\
5.6247 & 0.0000 & 0.0000 & -5.6786 & 0.0000 & 0.0000 \\
0.0107 & 0.0000 & 0.0000 & 5.7247 & -5.7420 & 0.0000 \\
0.0136 & 0.0000 & 0.0000 & 0.0024 & 5.7022 & -5.7183
\end{bmatrix}, \quad \alpha = \begin{bmatrix} 0.0000 \\ 0.0007 \\ 0.9961 \\ 0.0000 \\ 0.0001 \\ 0.0031 \end{bmatrix} ;
\]

this gives an approximation to the Weibull random variable with parameter \((2, 1)\) (see [10] for the accuracy of the approximation).

We first illustrate the computation of the optimal threshold level \( b^* \) and the associated value function. Here we fix \( \tilde{\gamma} = 5.5 \), \( \delta = 5 \) (and hence \( \tilde{\gamma}_Y = 0.5 \)). As it has been shown in Section 3.4, the function \( I \) is increasing. Hence, in general the bisection method can be applied to identify the value of \( b^* \). For our choice of \( h \) as a quadratic function, as is clear from Lemma 6.1 (or more directly from Example 3.1), \( I \) is an affine function of \( b \) and hence the value of \( b^* \) can be computed directly. Using the obtained \( b^* \), we compute the value function \( v_{b^*}(x) = v_{b^*}^{(1)}(x) + v_{b^*}^{(2)}(x)1_{\{x>b^*\}} \) using the formulas in Lemma 6.1.

In order to confirm the optimality of the refraction strategy, we plot in Figure 1, for the cases \( \beta = -5 \) and \( \beta = 5 \), the value function \( v_{b^*}(x) \) along with suboptimal NPV’s \( v_b(x) \) for \( b \in \{b^* - 1, b^* - 0.5, b^* + 0.5, b^* + 1\} \). We observe that \( v_{b^*} \) is indeed minimal (uniformly in \( x \)) and \( b^* \) is the sole choice that makes the value function smooth and convex. In addition, the slope at \( b^* \) of \( v_{b^*}(x) \) equals \( \beta \). This is consistent with our observation that \( v_{b^*}(x) \) satisfies (4.3).

We then analyze the convergence as \( \delta \uparrow \infty \). As we have studied in Section 5, we fix the process \( Y \) with \( \tilde{\gamma}_Y = 0.5 \) and confirm the convergence \( \tilde{v}(x; \delta) \) of (5.1) to \( \tilde{v}(x; \infty) \) of (5.2). Throughout, we fix \( \beta = 5 \) (\( \beta = -5 \)). We first plot in the left panel of Figure 2 the values of \( b^*(\delta) \) with respect to \( \delta \) along with the value of \( b^*(\infty) \). We see that \( b^*(\delta) \) is decreasing in \( \delta \) and indeed converges to \( b^*(\infty) \) as \( \delta \) gets large. This is consistent with Proposition 5.1. On the right panel, we show the value functions \( \tilde{v}(x; \delta) \) as in (5.1) for \( \delta \in \{1, 2, \ldots, 20, 40, 60, 80, 100\} \) along with the function \( \tilde{v}(x; \infty) \). As has been shown in Theorem 5.1, \( \tilde{v}(x; \delta) \) is decreasing in \( \delta \) and converges to \( \tilde{v}(x; \infty) \).
Figure 1. Plots of $v_b(x)$ for the cases $\beta = -5$ (left) and $\beta = 5$ (right). Each panel shows $v_{b^*}(x)$ (solid) in comparison to $v_b(x)$ (dotted) for $b \in \{b^* - 1, b^* - 0.5, b^* + 0.5, b^*, b^* + 1\}$. The point $(b^*, v_{b^*}(b^*))$ is indicated by the square mark on the solid line. Up-pointing and down-pointing triangles show the points $(b, v_b(b))$ for $b > b^*$ and $b < b^*$, respectively.

Figure 2. Plots of convergence as $\delta \uparrow \infty$. The left panel shows $b^*(\delta)$ for $\delta$ running from 1 to 100. The value of $b^*(\infty)$ is indicated by the dotted line. On the right panel, the functions $\tilde{v}(x; \delta)$ as in (5.1) are shown as dotted lines for $\delta \in \{1, 2, \ldots, 20, 40, 60, 80, 100\}$. The solid line shows the function $\tilde{v}(x; \infty)$. The square mark indicates the point $(b^*(\infty), \tilde{v}(b^*(\infty); \infty))$ while the up-pointing triangles show $(b^*(\delta), \tilde{v}(b^*(\delta); \delta))$.
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A.1. Proof of (3.23). (i) In order to show that the derivative can go into the integral, we shall show that for sufficiently small $-M$,

$$\frac{\partial}{\partial x} \int_{-\infty}^{-M} h(y)r_b^{(1)}(x,y)dy = \int_{-\infty}^{-M} h(y)\frac{\partial}{\partial x} r_b^{(1)}(x,y)dy. \hspace{1cm} (A.1)$$

We first see that, for $b > 0$,

$$r_b^{(1)}(x,\epsilon, y) = e^{\phi(x)e}r_b^{(1)}(x, y) - W^{(x)}(x + \epsilon - y) + e^{\phi(x)e}W^{(x)}(x - y), \hspace{1cm} y < b,$$

and hence

$$r_b^{(1)}(x + \epsilon, y) - r_b^{(1)}(x, y) = e^{\phi(x)e}r_b^{(1)}(x, y) - e^{\phi(x)(x+\epsilon-y)}W^{(x)}(x + \epsilon - y) - W^{(x)}(x - y).$$

Here $(e^{\phi(x)e} - 1)/\epsilon$ is bounded in $\epsilon > 0$ on compacts and $r_b^{(1)}(x) = \int_{-\infty}^{\infty} h(y)r_b^{(1)}(x,y)dy$ is well-defined. Hence, for the proof of (A.1), it is sufficient to show that

$$y \mapsto H(y; x, \epsilon) := \left| h(y)e^{-\phi(q)y}W^{(x)}(x + \epsilon - y) - W^{(x)}(x - y) \right|$$

is bounded in $\epsilon > 0$ by a function that is integrable over $(-\infty, -M)$.

First we observe that $(W^{(x)}(x + \epsilon - y) - W^{(x)}(x - y))/\epsilon \leq \max_{0 \leq \epsilon' \leq \epsilon} W^{(x)}(x + \epsilon' - y)$. Moreover, for any $y < 0$ and $0 < \epsilon' < \epsilon$, Remark 3.1 (3) gives

$$\frac{W^{(x)}(x + \epsilon' - y)}{W^{(x)}(x - y)} \leq \frac{W^{(x)}(x + \epsilon - y)}{W^{(x)}(x - y)} \leq \frac{W^{(x)}(x + \epsilon - y)}{W^{(x)}(x - y)}.$$

Fix any $c, k > 0$. By (3.5) (and hence $W^{(x)}(x + k)/W^{(x)}(x) \xrightarrow{\epsilon \to \infty} 1$), we can choose sufficiently small $-M < 0$, such that for any $y \in (-\infty, -M]$,

$$\frac{W^{(x)}(x + k - y)}{W^{(x)}(x - y)} \leq 1 + c.$$

Collecting these inequalities, we have a bound $H(y; x, \epsilon) \leq (1 + c)e^{-\phi(q)y}W^{(x)}(x - y)\max_{0 \leq \epsilon' \leq \epsilon} W^{(x)}(x + \epsilon' - y)$ for $0 < \epsilon < k$ and $y < -M$. Because (3.10) is finite, we have the claim. Hence (A.1) holds.

(ii) By (i), the derivative can be interchanged over the integral. Hence

$$\nu^{(1)}_b(x) = -1_{(x < b)}h(x)W^{(x)}(0) + e^{\phi(x)(x-b)}\Phi(q) - \Phi(q) \left[ \int_{0}^{\infty} h(y+b)e^{-\phi(q)y}dy + \frac{\beta \delta}{\phi(q)} \right]$$

$$+ \int_{-\infty}^{0} h(y+b)\left[ e^{\phi(x)(x-b)}(\phi(q) - \Phi(q)) \int_{0}^{\infty} e^{-\phi(q)z}W^{(x)}(z+y)dz - W^{(x)}(x-b-y) \right]dy,$$

where the first term appears due to the discontinuity of the scale function at zero as in Remark 3.1 (2) for the case of bounded variation.
In order to apply the integration by parts, we first confirm that

\begin{equation}
 h(y + b) \left[ e^{\Phi(q)(x-b)} (\varphi(q) - \Phi(q)) \int_0^\infty e^{-\varphi(q)z} W^{(q)}(z - y)dz - W^{(q)}(x - b - y) \right] \xrightarrow{y \downarrow -\infty} 0.
\end{equation}

Indeed, by (3.16) and because \( v_b^{(1)}(x) \) is finite, \( \lim_{y \downarrow -\infty} h(y + b) r_b^{(1)}(x, y + b) = 0 \). In addition,

\begin{align*}
r_b^{(1)}(x, y + b) &= \left[ e^{\Phi(q)(x-b)} (\varphi(q) - \Phi(q)) \int_0^\infty e^{-\varphi(q)z} W^{(q)}(z - y)dz - W^{(q)}(x - b - y) \right] \\
&= e^{\Phi(q)(x-b)} \varphi(q) - \Phi(q) \int_0^\infty e^{-\varphi(q)z} \Theta^{(q)}(z - y)dz \\
&= e^{\Phi(q)(x-b)} \varphi(q) - \Phi(q) \int_0^\infty \tilde{e}^{-\varphi(q)z} \tilde{\Theta}^{(q)}(z - y)dz \\
&\leq e^{\Phi(q)(x-b)} \varphi(q) - \Phi(q) \mathbb{P}\{X_{\alpha q} < y\}.
\end{align*}

Using identity (3.11) (the existence of an exponential moments for \( X_{\alpha q} \)) together with Assumption 2.2, we have that the product of this and \( h(y + b) \) vanishes as \( y \downarrow \infty \) because \( \mathbb{P}\{X_{\alpha q} < y\} h(y + b) \xrightarrow{y \downarrow -\infty} 0 \). Hence, (A.3) holds.

Using (3.2), (3.3) and (A.3), together with the following identity

\begin{equation}
 \int_0^\infty e^{-\varphi(q)z} W^{(q)}(z)dz = (\psi(\varphi(q)) - q)^{-1} = (\varphi(q)\delta)^{-1},
\end{equation}

integration by parts yields

\begin{align*}
v_b^{(1)'}(x) &= e^{\Phi(q)(x-b)} \varphi(q) - \Phi(q) \left[ \int_0^\infty e^{-\varphi(q)y} h'(y + b)dy + \beta \delta \right] + h(b) W^{(q)}(x - b) \\
&\quad + \int_{-\infty}^0 h'(y + b) \left[ e^{\Phi(q)(x-b)} (\varphi(q) - \Phi(q)) \int_0^\infty e^{-\varphi(q)z} W^{(q)}(z - y)dz - W^{(q)}(x - b - y) \right] dy.
\end{align*}

Taking the difference between this and \( \int_{-\infty}^\infty h'(y) v_b^{(1)}(x, y)dy \), we have the result.

A.2. Proof of (3.24). In view of (3.17), let us decompose \( v_b^{(2)}(x) = v_b^{(2,1)}(x) + \delta v_b^{(2,2)}(x) \) where

\begin{align*}
v_b^{(2,1)}(x) &= \int_0^\infty \left( h(y + b) + \beta \delta \right) \left\{ e^{-\varphi(q)y} M(x ; b) - \mathbb{W}^{(q)}(x - b - y) \right\} dy, \\
v_b^{(2,2)}(x) &= \int_{-\infty}^0 h(y + b) \left\{ M(x ; b) \int_0^\infty e^{-\varphi(q)z} W^{(q)'}(z - y)dz - \int_b^x \mathbb{W}^{(q)}(x - z) W^{(q)'}(z - b - y)dz \right\} dy.
\end{align*}

For the function \( v_b^{(2,1)} \), integration by parts gives

\begin{align*}
v_b^{(2,1)}(x) &= (h(b) + \beta \delta) \left\{ \frac{M(x ; b)}{\varphi(q)} - \int_0^{x-b} \mathbb{W}^{(q)}(z)dz \right\} \\
&\quad + \int_0^\infty h'(y + b) \left\{ \frac{M(x ; b)}{\varphi(q)} e^{-\varphi(q)y} - \int_0^{x-b-y} \mathbb{W}^{(q)}(z)dz \right\} dy.
\end{align*}
Differentiating this and noting that

(A.5) \[ M'(x; b) = (\varphi(q) - \Phi(q))W^{(q)}(x - b) + \Phi(q)M(x; b), \]
we have

(A.6) \[ v^{(2,1)}_b(x) = \frac{\Phi(q)}{\varphi(q)}(h(b) + \beta \delta) \left\{-W^{(q)}(x - b) + M(x; b)\right\} \]

\[ + \int_0^\infty h'(y + b) \left\{\frac{(\varphi(q) - \Phi(q))W^{(q)}(x - b) + \Phi(q)M(x; b)}{\varphi(q)} e^{-\varphi(q)y} - W^{(q)}(x - b - y)\right\} dy. \]

In order to deal with the function \( v^{(2,2)}_b \), we shall first show the limit

(A.7) \[ \lim_{y \downarrow -\infty} h(y + b)N(y; x, b) = 0, \]
where we define

\[ N(y; x, b) := M(x; b) \int_0^\infty e^{-\varphi(q)z}W^{(q)}(z - y)dz - \int_b^x W^{(q)}(x - z)W^{(q)}(z - b - y)dz, \]
so as to apply the integration by parts.

First, because \( v^{(2)}_b \) is well defined and finite as in Remark 3.3, \( \lim_{y \downarrow -\infty} h(y + b)v^{(2)}_b(x, y + b) = 0 \). In addition,

\[ \delta^{-1}v^{(2)}_b(x, y + b) - \Phi(q)N(y; x, b) = M(x; b) \int_0^\infty e^{-\varphi(q)z}\Theta^{(q)}(z - y)dz - \int_b^x W^{(q)}(x - z)\Theta^{(q)}(z - b - y)dz, \]
whose absolute value is bounded by

\[ M(x; b) \int_0^\infty e^{-\varphi(q)z}\Theta^{(q)}(z - y)dz + \int_b^x W^{(q)}(x - z)\Theta^{(q)}(z - b - y)dz \leq M(x; b) \int_0^\infty e^{-\varphi(q)z}\Theta^{(q)}(z - y)dz + W^{(q)}(x - b) \int_0^\infty e^{\varphi(q)(x - z - b)}\Theta^{(q)}(z - y)dz \]

\[ = M(x; b)e^{-\varphi(q)y}\mathbb{E}[e^{\varphi(q)\mathbf{X}_{eq}} 1_{\{\mathbf{X}_{eq} < y\}}] + W^{(q)}(x - b)e^{-\varphi(q)(x - b)}e^{-\varphi(q)y}\mathbb{E}[e^{\varphi(q)\mathbf{X}_{eq}} 1_{\{\mathbf{X}_{eq} < y\}}] \]

\[ \leq [M(x; b) + W^{(q)}(x - b)e^{-\varphi(q)(x - b)}] \mathbb{P}\{\mathbf{X}_{eq} < y\}, \]
where \( W^{(q)}(z) := e^{-\varphi(q)z}W^{(q)}(z) \). The same argument we did for (A.3) implies \( \mathbb{P}\{\mathbf{X}_{eq} < y\}h(y + b) \xrightarrow{y \downarrow -\infty} 0 \) and hence shows the limit (A.7).

Now, integration by parts followed by Fubini’s theorem, together with the identities (A.4) and

\[ \int_b^x W^{(q)}(x - z)W^{(q)}(z - b)dz = \int_0^{x-b} W^{(q)}(x - b - z)W^{(q)}(z)dz \]

\[ = \delta^{-1} \left( \int_0^{x-b} W^{(q)}(z)dz - \int_0^{x-b} W^{(q)}(z)dz \right), \]
gives
\[ v_b^{(2,2)}(x) = \frac{h(b)}{\delta} \left\{ -\frac{M(x; b)}{\varphi(q)} + \int_0^{x-b} \mathbb{W}(q)(z)dz - \int_0^{x-b} W(q)(z)dz \right\} + \int_b^x \mathbb{W}(q)(x-z)A(z; b)dz. \]

Here we define
\[ A(z; b) := \int_{-\infty}^0 h'(y + b) \left\{ (\varphi(q) - \Phi(q)) e^{-\Phi(q)(b-z)} \int_0^\infty e^{-\varphi(q)w} W(q)(w - y)dw - W(q)(z - y - b) \right\}dy, \]
which is finite for all \( z \in [b, x] \).

Hence, taking a derivative and by (A.5),
\[ v_b^{(2,2)'}(x) = \frac{h(b)}{\delta} \left\{ -\frac{M'(x; b)}{\varphi(q)} + \mathbb{W}(q)(x-b) - W(q)(x-b) \right\} + \int_{-\infty}^0 h'(y + b)B(y, x, b)dy \]
with
\[ B(y, x, b) := \mathbb{W}(q)(0) \left\{ (\varphi(q) - \Phi(q)) e^{-\Phi(q)(b-x)} \int_0^\infty e^{-\varphi(q)w} W(q)(w - y)dw - W(q)(x - y - b) \right\} + \int_b^x \mathbb{W}(q)'(x-z) \left\{ (\varphi(q) - \Phi(q)) e^{-\Phi(q)(b-z)} \int_0^\infty e^{-\varphi(q)w} W(q)(w - y)dw - W(q)(z - y - b) \right\}dz. \]

By (3.22) and integration by parts, we can write
\[ B(y, x, b) = \frac{(\varphi(q) - \Phi(q)) \mathbb{W}(q)(x-b) + \Phi(q) M(x; b)}{\varphi(q)} \left( \int_0^\infty e^{-\varphi(q)z} W(q)'(z - y)dz + W(q)(-y) \right) - \mathbb{W}(q)(x-b) W(q)(-y) - \int_b^x \mathbb{W}(q)(x-z)W(q)'(z - y - b)dz. \]

Hence,
\[ v_b^{(2,2)'}(x) = \frac{h(b)}{\delta} \left\{ \frac{\Phi(q)}{\varphi(q)} \left( \mathbb{W}(q)(x-b) - M(x; b) \right) - W(q)(x-b) \right\} + \int_{-\infty}^0 h'(y + b) \left\{ \frac{(\varphi(q) - \Phi(q)) \mathbb{W}(q)(x-b) + \Phi(q) M(x; b)}{\varphi(q)} \right\} \times \left( \int_0^\infty e^{-\varphi(q)z} W(q)'(z - y)dz + W(q)(-y) \right) - \mathbb{W}(q)(x-b) W(q)(-y) - \int_b^x \mathbb{W}(q)(x-z)W(q)'(z - y - b)dz \right\}dy. \]

From (A.6) and (A.8), the expression
\[ \int_{-\infty}^\infty h'(y)r_b^{(2)}(x, y)dy - (v_b^{(2,1)'}(x) + \delta v_b^{(2,2)'}(x)) \]
gives the result after some calculations.
APPENDIX B. PROOF OF LEMMA 4.2

In view of the expression (3.27), \( v_{b^*}' \) is continuous for all \( x \in \mathbb{R} \). Hence, it remains to show that \( v_{b^*}' \) is continuously differentiable for the case of unbounded variation.

By (3.12) and (3.27), we can write 
\[
w^{(1)}(x) := \frac{\varphi(q) - \Phi(q)}{\delta \Phi(q)} \int_{0}^{\infty} h'(y + b^*) e^{\Phi(q)(x - b^*) - \varphi(q)y} dy \\
+ \int_{-\infty}^{0} h'(y + b^*) \left[ e^{\Phi(q)(x - b^*)} \frac{\varphi(q) - \Phi(q)}{\Phi(q)} \int_{0}^{\infty} e^{-\varphi(q)z} W^{(q)'(z - y)} dz - W^{(q)(x - b^* - y)} \right] dy
\]
\[
w^{(2)}(x) := \int_{0}^{\infty} h'(y + b^*) \left[ e^{\varphi(q)y} M(x; b^*) - \mathbb{W}^{(q)}(x - b^* - y) \right] dy \\
+ \delta \int_{-\infty}^{0} h'(y + b^*) M(x; b) \int_{0}^{\infty} e^{-\varphi(q)z} W^{(q)'(z - y)} dz - \int_{b^*}^{x} \mathbb{W}^{(q)}(x - z) W^{(q)'(z - b^* - y)} dz \right] dy.
\]

Notice that (A.1) holds when \( h \) is replaced with \( h' \) (by Assumption 2.2). Hence, similarly to (A.2) (noting that \( W^{(q)}(0) = 0 \) for the case of unbounded variation),
\[
w^{(1)'}(x) = \frac{\varphi(q) - \Phi(q)}{\delta} \int_{0}^{\infty} h'(y + b^*) e^{\Phi(q)(x - b^*) - \varphi(q)y} dy \\
+ \int_{-\infty}^{0} h'(y + b^*) \left[ e^{\Phi(q)(x - b^*)} \left( \varphi(q) - \Phi(q) \right) \int_{0}^{\infty} e^{-\varphi(q)z} W^{(q)'(z - y)} dz - W^{(q)'(x - b^* - y)} \right] dy.
\]

In addition, with the help of Fubini’s theorem and noticing that \( W^{(q)}(0) = 0 \),
\[
w^{(2)'}(x) = \int_{b^*}^{\infty} h'(y) \left[ e^{-\varphi(q)(y - b^*)} M'(x; b^*) - \mathbb{W}^{(q)'}(x - y) \right] dy \\
+ \delta \int_{b^*}^{x} \mathbb{W}^{(q)'}(x - z) \int_{0}^{\infty} h'(y + b^*) \left( \varphi(q) - \Phi(q) \right) e^{-\Phi(q)(b^* - z)} \int_{0}^{\infty} e^{-\varphi(q)w} W^{(q)'(w - y)} dw \\
- W^{(q)'(z - b^* - y)} dy dz.
\]

The continuity of \( w^{(1)'} \) and \( w^{(2)'} \) are clear, and it is easily confirmed that \( \lim_{x \downarrow b^*} w^{(2)'}(x) = 0 \).
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