Multiscale Modeling of EEG/MEG Response of a Compact Cluster of Tightly Spaced Pyramidal Neocortical Neurons
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1 Introduction

Electroencephalography (EEG) [19, 25] and magnetoencephalography (MEG) [7] noninvasively record electric potentials and magnetic fields, respectively, due to neural currents. These methods are used as tools in clinical research, in basic neuroscience, and as diagnostic and monitoring measures in clinical practice. In addition, EEG, as well as invasive neurophysiological recordings, may be applied to
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enable brain-computer interfaces or BCIs (see, e.g., [1, 12, 26]) with the goal of mitigating various neurological disabilities [34].

In the most demanding clinical evaluations, EEG and/or MEG is followed by direct recordings with subdural or intraparenchymal depth electrodes. A modern high-resolution intracranial recording technique – intracranial electroencephalography or iEEG – is blossoming in various fields of human neuroscience [21]. At present, intracortical arrays with electrodes as small as 20 μm in size and with 25–100 μm electrode spacings are designed and tested (see, e.g., [37]). Local field potential (LFP) electrodes are, for example, 50-μm-diameter tungsten microwires [36]. A similar tendency toward fine resolution is observed for more accurate MEG measurement techniques [9, 24].

The ultimate goal of neurophysiological recordings of any type is an estimation of the sources generating the measured signal patterns. These sources are electric currents flowing in the micrometer-size sparse neuronal arbor; consider, for example, the arbor of pyramidal neurons in layers II and III of the neocortex shown in Fig. 1a. A large group or a cluster of such synchronously activated cortical neurons shown in Fig. 1b is the basic block in the analysis of EEG and MEG. At present, direct modeling of such extremely complicated current distributions is not possible with commonly used numerical methods, i.e., the finite element method, the boundary element method, and the finite difference method.

Therefore, a lumped macroscopic electric-current dipole model shown in Fig. 1c, which consists of a closely spaced or coinciding source and sink of electric current in a conducting medium, has traditionally been used as a source substitute for the cluster of synchronously activated cortical neurons in the analysis of EEG and MEG [7, 15, 19, 25]. Several excellent open-source software packages for the dipole-based EEG/MEG analysis are available, including Brainstorm [29], FieldTrip [20], and MNE [5].
This model is indeed a physically valid substitute for any ensemble of microscopic dipolar current sources in a **homogeneous** conducting medium and in the far field, i.e., at distances significantly exceeding the cluster size. However, when irregular conductivity boundaries are present in the immediate vicinity of the cluster, they may disturb the current distribution. As a result, even the integral far-field response might be different from that of the equivalent dipole.

The fast multipole method or FMM [6, 23] enables computing the response of many millions of microscopic electric sources for a comparable or even larger number of observation or target points in a short amount of time. A proper coupling of the fast multipole method and the boundary element method – the BEM-FMM approach suggested in [8, 13, 14] – further enables computing the corresponding induced charge distribution at tissue conductivity boundaries which, in turn, results in obtaining precise current, voltage, and magnetic field distributions at the boundaries and everywhere in space.

Using the BEM-FMM, one may be in position to depart from the simplified dipole model in Fig. 1c toward a more realistic computational model which follows actual microscopic electric current flow in every dendritic or axonal branch of a neuron as shown in Fig. 2a, b. Along with this, current splitting and combining according to Kirchhoff’s current law or KCL is enforced as illustrated in Fig. 2c.

Moreover, one may be in position to model a large group of such tightly spaced neurons firing simultaneously, i.e., directly model the entire compact cluster of cortical neurons. Such a cluster may be located anywhere in the cerebral cortex. The realistic cluster size may be as large as 10,000 individual neurons, while the overall computation times do not exceed several minutes on a standard server.

This study is aimed to apply the developed method to answer the following question: how well does the conventional dipole model approximate a cluster of
neurons with an area of 16–25 mm$^2$ (1/7500 to 1/4800 of the total cerebral cortex area) when approaching the cortical boundaries?

2 Materials and Methods

2.1 Gyrus Cluster Construction and Analysis

Due to the geometry and electrophysiological characteristics of cortical neurons, a gyrus cluster, which is essentially parallel to the skull surface, is expected to generate a strong EEG response but a weak MEG response. Figure 3a–c shows one reconstructed gyrus cluster with an area of approximately 16 mm$^2$ and 2450 individual pyramidal neurons (ID NMO_86955 from the NeuroMorpho.Org) located in layers II and III of the anterior central gyrus for subject #101309 of the Human Connectome Project [31]. A realistic neuronal density of approximately 150 neurons per mm$^2$ [2] has been implemented. To do so, we cloned the individual neuron

![Figure 3](image-url)
model shown in Fig. 2a for a large number of locations between the white matter (WM) and gray matter (GM) surfaces, aligned the neurons with the surface normal vectors, then moved them toward a position that was approximately 1 mm away from the WM triangular surface in the direction of its outer normal vector.

The microscopic neural origin of the primary currents in EEG/MEG is thought to be the aggregate of postsynaptic longitudinal currents flowing inside the apical dendrites of the large, spatially aligned neocortical pyramidal neurons or PNs [18, 27]. We therefore assumed that the synchronized electric currents flow only in the apical dendrites of the neurons, which are shown pale ivory in Fig. 3c. The longest apical dendrite branch has a length of approximately 500 μm. We also assumed equal outflowing currents at all available synaptic connections with the total current accumulated (via accurately traversing the dendritic tree) and then terminated at the soma.

The apical dendrite branches of a single neuron have been divided into $M = 2387$ individual straight segments – microscopic current dipoles – each with an average length of 1.2 μm. The corresponding poles are seen in Fig. 2c. This detailed model is somewhat superfluous for EEG or iEEG purposes since all intermediate current sources along a branch will cancel out and only the end synapse sources and the soma source of opposite polarity will remain significant. However, it is meaningful for MEG purposes since the entire current path along the neuronal arbor will be reflected in the measurements. The total number of microscopic dipole sources in the present cluster is approximately 6 M.

To choose a realistic value of current dipole moment density $q_0$ (current dipole moment per unit cross-sectional area of the active cortex) in the source region, we used the value $q_0 = 1 \text{nA} \cdot \text{m/mm}^2$ found by Murakami and Okada [17]. This value is invariant across the cerebral cortex, hippocampus, and cerebellum over a wide phylogenetic scale from reptiles to humans. This value also agrees with the dipole moment density estimated from a neural current magnetic resonance imaging (MRI) study [28]. When the microscopic dipole vector length is $d_m$ and its relative weight (equal to one at synapses and equal to 18 at the soma in the present case) is $w_m$, an expression for the resulting current constant $I_0$ follows from

$$\frac{\text{Neurons}}{\text{mm}^2} \times I_0 \sum_{m=1}^{M} w_m d_m = q_0$$

which yields $I_0 = 1.8 \text{nA}$.

The moment of an equivalent lumped dipole shown in Fig. 1c was found as a vector sum of all individual dipole moments in the cluster. The center of an equivalent lumped dipole was found as the weighted average of all individual dipole centers in the cluster. The weights are the magnitudes of individual dipole moments.

Finally, the underlying macroscopic head model used surface meshes for seven brain compartments of the Population Head Model Repository [11, 30]. Further, the surface mesh was refined (oversampled) using a $1 \times 4$ barycentric triangle
subdivision, and then surface-preserving Laplacian smoothing [32, 33] was applied. This resulted in the surface mesh resolution (edge length) of 0.75 mm in the cortex.

Two measurable output quantities obtained via numerical computations are the electric potential for EEG/iEEG and the magnetic field for MEG. We used a linear scale for all surface plots including inner skull or pia mater surface, skin surface, and a surface at the distance of 18 mm from the skin (a “magnetometer” surface used for MEG purposes only). For the surface plots, only the normal component of the magnetic field recorded by the flat MEG magnetometers was plotted and analyzed.

For volumetric plots corresponding to intracranial recordings close to the cluster, larger potential/field variations may be observed. In the last case, we used the log-modulus transformation [10]

\[
\varphi_{dB} = \text{sign}(\varphi) \cdot 20 \log_{10} \left( \frac{\varphi}{\varphi_0} + 1 \right), \quad \varphi_0 = 0.4 \mu\text{V}
\]  

A similar logarithmic transformation but without the additive constant equal to one was applied to the magnetic field magnitude with \(B_0 = 0.4\ pT\).

To analyze the surface/interface data, we used two error measures to distinguish between topography and magnitude errors, respectively. These are the relative difference measure or RDM defined here as [3, 16, 22, 35]:

\[
E = \frac{\|\varphi_1\|}{\|\varphi_2\|} - \frac{\|\varphi_2\|^k}{\|\varphi_1\|^k}
\]

and the magnitude (MAG) error defined as [16]:

\[
MAG = \frac{\|\varphi_1\|}{\|\varphi_2\|}
\]

with \(\varphi_1\) being the cluster potential.

Along with this, we computed the ratio of maximum potential differences. The identical definitions were applied for the normal component of the magnetic field at the interfaces.

2.2 Sulcus Cluster Construction and Analysis

A sulcus cluster, which is essentially perpendicular to the skull surface, is expected to generate a weak EEG response but a strong MEG response. Figure 4a–c shows one reconstructed sulcus cluster with an area of approximately 25 mm² and 3175 individual pyramidal neurons (ID NMO_86955 from the NeuroMorpho.Org) with approximately 8 M microscopic dipole sources located in layers II and III of the superior frontal sulcus for the same subject #101309 of the Human Connectome
A slightly lower neuronal density of approximately 112 neurons per mm² was used. However, for the current dipole moment density, we again used the value \( q_0 = 1 \text{ nA} \cdot \text{m/mm}^2 \) found by Murakami and Okada [17] so that the total dipole moment of the cluster appears approximately \( \frac{25}{16} \) times greater than in the previous case. This was done to compensate for a larger distance from the skull surface, which is larger in the present case by a factor of approximately \( \frac{5}{4} \). Otherwise, all other parameters and the method of analysis remain the same.

2.3 Modeling Algorithm

The complete mathematical algorithm of the boundary element fast multipole method, along with justification examples, will be described elsewhere. The present computations use the most recent version of the FMM library originally developed by Gimbutas and Greengard [4] and run on an Intel Xeon E5-2683 v4 CPU (2.1 GHz) server with 256 GB RAM, Windows Server 2008 R2 Enterprise, implemented on the MATLAB 2018a platform. Apart from the computations of static model-specific parameters – potential surface integrals for macroscopic boundaries – the corresponding iterative solution reaches a relative residual of
10^{-3} in approximately 80 sec and in ten iterations. These data are for the macroscopic head model with approximately 3 M facets and 6–8 M individual microscopic dipole sources.

3 Results

3.1 Gyrus (Nearly Horizontal) Cluster

Figure 5 shows the data for the electric potential. The left column corresponds to the cluster model, while the right column corresponds to the equivalent macroscopic current dipole. Figure 5a,b displays the volumetric potential distribution in the immediate vicinity of the cluster and the dipole, respectively. A logarithmic scale in decibels given by Eq. (2) is used. As expected, the dipole response is “sharper,” i.e., more localized in space, especially close to the pia or inner skull surface. This circumstance potentially leads to a larger RDM error given by Eq. (3), although “centers of gravity” of both responses nearly coincide, as shown by the potential distributions on the pia (Fig. 5c,d) and skin (Fig. 5e,f) surfaces, respectively. It is worth noting that the maximum values of the surface potential differ by a factor of approximately two for the pia mater.

Figure 6 shows the corresponding data for the magnetic field. The left column corresponds to the cluster model, while the right column corresponds to the equivalent macroscopic current dipole. Figure 6a,b displays the volumetric distribution of the magnitude of the total magnetic field in the immediate vicinity of the cluster and the dipole, respectively. The cluster response is more inhomogeneous. A logarithmic scale in decibels given by Eq. (2) is used. Figure 6c–f shows the normal surface component (in the direction of the outer normal vector) of the magnetic field recorded by a magnetometer for the pia and skin surfaces, respectively. We observe a modest change in the field distribution pattern.

3.2 Sulcus (Predominantly Vertical) Cluster

Figure 7 shows the data for the electric potential. The left column corresponds to the cluster model, while the right column corresponds to the equivalent macroscopic current dipole. Figure 7a,b displays the volumetric potential distribution in the immediate vicinity of the cluster and the dipole, respectively. A logarithmic scale in decibels given by Eq. (2) is used. Again, the dipole response is somewhat “sharper,” i.e., more localized in space. A case in point is an isocurve corresponding to 38 dB in Fig. 7a,b. Potential distributions on the pia (Fig. 7c,d) and skin (Fig. 7e,f) surfaces visually look similar, at least at first sight.

It is worth noting that the maximum surface potential differences appear to be higher for the cluster, which is exactly the opposite of the previous case.
Figure 8 shows the corresponding data for the magnetic field. The left column corresponds to the cluster model, while the right column corresponds to the equivalent macroscopic current dipole. Figure 8a,b displays the volumetric distribution of the magnitude of the magnetic field in the immediate vicinity of the cluster and the cluster potential (log-modulus scale) equivalent-dipole potential (log-modulus).

Figure 5 Electric potential data for the gyrus cluster (left column) versus the equivalent-dipole data (right column). (a, b) Volumetric potential distribution in the immediate vicinity of the cluster and the dipole, respectively, using a logarithmic scale. (c, d) Surface potential distribution on the inner skull (pia) surface using a linear scale. (e, f) Surface potential distribution on the skin surface using a linear scale.

Figure 8 shows the corresponding data for the magnetic field. The left column corresponds to the cluster model, while the right column corresponds to the equivalent macroscopic current dipole. Figure 8a,b displays the volumetric distribution of the magnitude of the magnetic field in the immediate vicinity of the cluster and the
dipole, respectively. The cluster response is more inhomogeneous. A logarithmic scale in decibels given by Eq. (2) is used. Figure 8c–f shows the normal surface component (in the direction of the outer normal vector) of the magnetic field
recorded by a magnetometer for the pia and skin surfaces, respectively. We observe a visual similarity in the field distribution patterns.

Fig. 7 Electric potential data for the sulcus cluster (left column) versus the equivalent-dipole data (right column). (a, b) Volumetric potential distribution in the immediate vicinity of the cluster and the dipole, respectively, using a logarithmic scale. (c, d) Surface potential distribution on the inner skull surface using a linear scale. (e, f) Surface potential distribution on the skin surface using a linear scale.

recorded by a magnetometer for the pia and skin surfaces, respectively. We observe a visual similarity in the field distribution patterns.
Fig. 8 Magnetic field data for the sulcus cluster (left column) versus the equivalent-dipole data (right column). (a, b) Volumetric field magnitude distribution in the immediate vicinity of the cluster and the dipole, respectively, using a logarithmic scale. (c, d) Normal magnetic field distribution on the inner skull surface using a linear scale. (e, f) Normal magnetic field on the skin surface using a linear scale.
3.3 Quantitative Error Measures

Tables 1 and 2 summarize data for the RDM error given by Eq. (3), logarithmic magnitude (lnMAG) error given by Eq. (4), and the error in the maximum swing of the electric potential or the normal surface magnetic field, respectively, for both cases. For the normal magnetic field, we additionally include data for a magnetometer surface that was chosen to be located at a distance of 18 mm from the skin surface. Quite surprisingly, a relatively large topographic error is generated for the electric potential, despite a good visual agreement observed in Figs. 5 and 7, respectively.

4 Conclusions

When the absolute response values are ignored and only the response topology or distribution in space is concerned, the representative error measure is the RDM error marked blue in Tables 1 and 2, respectively. It follows from these tables that, quantitatively, the MEG data generally indicate a better agreement between the distributed multiscale neuronal cluster model and the equivalent macroscopic lumped-dipole model. This is especially true for the magnetometer surface separated from the skin and for the most important case of the MEG sulcus cluster. The MEG...
RDM error also generally decreases when the distance from the cluster increases. This is in contrast to the EEG/iEEG data where the RDM error might even increase (!) when moving from the pia surface to the skin surface (Table 1).

As to the absolute response values, we observe from Figs. 5, 6, 7, and 8, from Tables 1 and 2, and from the relevant modeling data that the EEG/iEEG lumped-dipole model

(i) Slightly overestimates the maximum iEEG/EEG response for the gyrus cluster
(ii) Significantly underestimates the maximum iEEG/EEG response for the sulcus cluster

On the other hand, the MEG dipole model

(i) Is in good agreement with the cluster model on the skin surface and the magnetometer surface (18 mm away from skin) for the gyrus cluster
(ii) Significantly underestimates the maximum MEG pia/skin/magnetometer surface response for the sulcus cluster.

These observations were confirmed by running several additional relevant cases.

Since the developed BEM-FMM algorithm is quite fast, it might be possible in future to replace the entire macroscopic dipole approach by the distributed neuronal arbor modeling.

Acknowledgments This work has been partially supported by the National Institutes of Health under award numbers R00EB015445, R44NS090894, R01MH111829, R01NS104585, R01EB022889, and R01DC016915.

References

1. Al-Qaysi, Z. T., Zaidan, B. B., Zaidan, A. A., & Suzani, M. S. (2018). A review of disability EEG based wheelchair control system: Coherent taxonomy, open challenges and recommendations. Computer Methods and Programs in Biomedicine, pii: S0169-2607(18)30462-0. https://doi.org/10.1016/j.cmpb.2018.06.012.
2. Benes, F. M., Vincent, S. L., & Todtenkopf, M. (2001). The density of pyramidal and nonpyramidal neurons in anterior cingulate cortex of schizophrenic and bipolar subjects. Biological Psychiatry, 50(6), 395–406.
3. Engwer, C., Vorwerk, J., Ludewig, J., & Wolters, C. H. (2017). A discontinuous Galerkin method to solve the EEG forward problem using the subtraction approach. SIAM Journal on Scientific Computing, 39(1), B138–B164. https://doi.org/10.1137/15M1048392.
4. Gimbutas, Z., & Greengard, L. (2015). Simple FMM libraries for electrostatics, slow viscous flow, and frequency-domain wave propagation. Communications in Computational Physics, 18(2), 516–528. https://doi.org/10.4208/cicp.150215.260615sw.
5. Gramfort, A., Luessi, M., Larson, E., Engemann, D. A., Strohmeier, D., Brodbeck, C., Parkkonen, L., & Hämäläinen, M. S. (2014). MNE software for processing MEG and EEG data. NeuroImage, 86, 446–460. https://doi.org/10.1016/j.neuroimage.2013.10.027.
6. Greengard, L., & Rokhlin, V. (1987). A fast algorithm for particle simulations. Journal of Computational Physics, 73(2), 325–348. https://doi.org/10.1016/0021-9991(87)90140-9.
7. Hämäläinen, M. S., Hari, R., Ilmoniemi, R. J., Knuutila, J., & Lounasmaa, O. V. (1993). Magnetoencephalography—Theory, instrumentation, and applications to noninvasive studies of the working human brain. *Reviews of Modern Physics, 65*(2), 413–449. https://doi.org/10.1103/RevModPhys.65.413.

8. Htet, A. T., Saturnino, G. B., Burnham, E. H., Noetscher, G., Nummenmaa, A., & Makarov, S. N. (2019). Comparative performance of the finite element method and the boundary element fast multipole method for problems mimicking transcranial magnetic stimulation (TMS). *Journal of Neural Engineering, 16*, 1–13. https://doi.org/10.1088/1741-2552/aafbb9.

9. Iivanainen, J., Stenroos, M., & Parkkonen, L. (2017). Measuring MEG closer to the brain: Performance of on-scalp sensor arrays. *NeuroImage, 147*, 542–553. https://doi.org/10.1016/j.neuroimage.2016.12.048.

10. John, J. A., & Draper, N. R. (1980). An alternative family of transformations. *Journal of the Royal Statistical Society. Series C (Applied Statistics), 29*(2), 190–197. https://www.jstor.org/stable/2986305.

11. Lee, E., Duffy, W., Hadimani, R., Waris, M., Siddiqui, W., Islam, F., Rajamani, M., Nathan, R., & Jiles, D. (2016). Investigational effect of brain-scalp distance on the efficacy of Transcranial magnetic stimulation treatment in depression. *IEEE Transactions on Magnetics, 52*(7), 1–4. https://doi.org/10.1109/TMAG.2015.2514158.

12. Leuthardt, E. C., Schalk, G., Wolpaw, J. R., Ojemann, J. G., & Moran, D. W. (2004). A brain–computer interface using electrocorticographic signals in humans. *Journal of Neural Engineering, 1*(2), 63–71. https://doi.org/10.1088/1741-2560/1/2/001.

13. Makarov, S. N., Noetscher, G. M., Raij, T., & Nummenmaa, A. (2018a). A quasi-static boundary element approach with fast multipole acceleration for high-resolution bioelectromagnetic models. *IEEE Transactions on Biomedical Engineering, 65*(12), 2675–2683. https://doi.org/10.1109/TBME.2018.2813261.

14. Makarov, S. N., Noetscher, G. M., & Sundaram, P. (2018b). Microscopic and macroscopic response of a cortical neuron to an external electric field computed with the boundary element fast multipole method. *bioRxiv* Preprint Aug. 13, 2018; https://doi.org/10.1101/391060.

15. Malmivuo, J., & Plonsey, R. (1995). *Bioelectromagnetism. Principles and applications of bioelectric and biomagnetic fields*. Oxford: Oxford University Press. Ch. 8. ISBN-10: 0195058232.

16. Meijis, J. W., Weier, O. W., Peters, M. J., & van Oosterom, A. (1989). On the numerical accuracy of the boundary element method. *IEEE Transactions on Biomedical Engineering, 36*(10), 1038–1049. https://doi.org/10.1109/TBME.1989.34408.

17. Murakami, S., & Okada, Y. (2015). Invariance in current dipole moment density across brain structures and species: Physiological constraint for neuroimaging. *NeuroImage, 111*, 49–58. https://doi.org/10.1016/j.neuroimage.2015.02.003.

18. Murakami, S., & Okada, Y. (2006). Contributions of principal neocortical neurons to magnetoencephalography and electroencephalography signals. *The Journal of Physiology, 575*, 925–936. https://doi.org/10.1113/jphysiol.2006.105379.

19. Nunes, P. L., & Srinivasan, R. (2006). *Electric fields of the brain. The neurophysics of EEG* (2nd ed.). Oxford: Oxford University Press. ISBN-10: 019505038X.

20. Oostenveld, R., Fries, P., Maris, E., & Schoffelen, J. M. (2011). FieldTrip: Open source software for advanced analysis of MEG, EEG, and invasive electrophysiological data. *Computational Intelligence and Neuroscience, 2011*, 156869. https://doi.org/10.1155/2011/156869.

21. Parvizi, J., & Kastner, S. (2018). Promises and limitations of human intracranial electroencephalography. *Nature Neuroscience, 21*(4), 474–483. https://doi.org/10.1038/s41593-018-0108-2.

22. Piastra, M. C., Nüßing, A., Vorwerk, J., Bornfleth, H., Oostenveld, R., Engwer, C., & Wolters, C. H. (2018). The discontinuous galerkin finite element method for solving the MEG and the combined MEG/EEG forward problem. *Frontiers in Neuroscience, 12*(Article 30), 1–18. https://doi.org/10.3389/fnins.2018.00030.

23. Rokhlin, V. (1985). Rapid solution of integral equations of classical potential theory. *Journal of Computational Physics, 60*(2), 187–207. https://doi.org/10.1016/0021-9991(85)90002-6.
24. Sander, T. H., Preusser, J., Mhaskar, R., Kitching, J., Trahms, L., & Knappe, S. (2012). Magnetoencephalography with a chip-scale atomic magnetometer. *Biomedical Optics Express, 3*(5), 981–990. https://doi.org/10.1364/BOE.3.000981.

25. Schomer, D. L., & Lopes da Silva, F. H. (Eds.). (2017). *Niedermeyer’s electroencephalography: Basic principles, clinical applications, and related fields* (7th ed.). Oxford: Oxford University Press. ISBN-10: 0190228482.

26. Semprini, M., Laffranchi, M., Sanguineti, V., Avanzino, L., De Icco, R., De Michieli, L., & Chiappalone, M. (2018). Technological approaches for neurorehabilitation: From robotic devices to brain stimulation and beyond. *Frontiers in Neurology, 9*, 212. https://doi.org/10.3389/fneur.2018.00212.

27. Sherman, M. A., Lee, S., Law, R., Haegens, S., Thorn, C. A., Hämäläinen, M. S., Moore, C. I., & Jones, S. R. (2016). Neural mechanisms of transient neocortical beta rhythms: Converging evidence from humans, computational modeling, monkeys, and mice. *Proceedings of the National Academy of Sciences of the United States of America, 113*(33), E4885–E4894. https://doi.org/10.1073/pnas.1604135113.

28. Sundaram, P., Nummenmaa, A., Wells, W., Orbach, D., Orringer, D., Mulkeren, R., & Okada, Y. (2016). Direct neural current imaging in an intact cerebellum with magnetic resonance imaging. *NeuroImage, 132*, 477–490. https://doi.org/10.1016/j.neuroimage.2016.01.059.

29. Tadel, F., Baillet, S., Mosher, J. C., Pantazis, D., & Leahy, R. M. (2011). Brainstorm: A user-friendly application for MEG/EEG analysis. *Computational Intelligence and Neuroscience, 2011*, 879716. https://doi.org/10.1155/2011/879716.

30. The Population Head Model Repository. (2017). IT’IS Foundation website. doi: https://doi.org/10.13099/VIP-PHM-V1.0. Retrieved from: https://www.itis.ethz.ch/virtual-population/regional-human-models/phm-repository/

31. Van Essen, D. C., Ugurbil, K., Auerbach, E., Barch, D., Behrens, T. E., Bucholz, R., Chang, A., Chen, L., Corbetta, M., Curtiss, S. W., Della Penna, S., Feinberg, D., Glasser, M. F., Harel, N., Heath, A. C., Larson-Prior, L., Marcus, D., Michalareas, G., Moeller, S., Oostenveld, R., Petersen, S. E., Prior, F., Schlaggar, B. L., Smith, S. M., Snyder, A. Z., Xu, J., & Yacoub, E. (2012). The Human Connectome Project: A data acquisition perspective. *NeuroImage, 62*(4), 2222–2231. https://doi.org/10.1016/j.neuroimage.2012.02.018.

32. Vollmer, J., Mencel, R., & Müller, H. (1999a). Improved Laplacian smoothing of noisy surface meshes. *Computer Graphics Forum, 18*(3), 131–138. https://doi.org/10.1111/1467-8659.00334.

33. Vollmer, J., Mencel, R., & Müller, H. (1999b). Improved Laplacian smoothing of noisy surface meshes. *EUROGRAPHICS’99*, Brunet P., & Scopigno R. (Guest Editors), vol. 18. https://doi.org/10.1111/1467-8659.00334.

34. Wolpaw, J. R., Birbaumer, N., McFarland, D. J., Pfurtscheller, G., & Vaughan, T. M. (2002). Brain-computer interfaces for communication and control. *Clinical Neurophysiology, 113*(6), 767–791.

35. Wolters, C., Koestler, H., Moeller, C., Haardtlein, J., Grasedyck, L., & Hackbusch, W. (2007). Numerical mathematics of the subtraction method for the modeling of a current dipole in EEG source reconstruction using finite element head models. *SIAM Journal on Scientific Computing, 30*(1), 24–45. https://doi.org/10.1137/060659053.

36. Xu, W., de Carvalho, F., & Jackson, A. (2019). Sequential neural activity in primary motor cortex during sleep. *Journal of Neuroscience pii: 1408–18*. https://doi.org/10.1523/JNEUROSCI.1408-18.2019.

37. Zátonyi, A., Fedor, F., Borhegyi, Z., & Fekete, Z. (2018). In vitro and in vivo stability of black-platinum coatings on flexible, polymer microECoG arrays. *Journal of Neural Engineering, 15*(5), 054003. https://doi.org/10.1088/1741-2552/aacf71.
Open Access  This chapter is licensed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the chapter’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.