Vaginal Secretions Epithelial Cells and Bacteria Recognition Based on Computer Vision
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1. Introduction

Vaginitis is one of the most common diseases in women. It brings burning sensation and pain to the affected areas, and, even worse, it will cause symptoms of general discomfort and reduce the immune function of people, resulting in other complications [1]. The examination of the vaginal secretions is necessary to help to discover vaginal lesions early and to implement timely and effective treatment to patients. The vaginal secretions are mainly examined using Gram staining. After the steps of making smear, drying, fixing, and staining, with counting the number of cells and bacteria in the smear, the state of vaginal microecological environment can be preliminarily judged [2, 3]. Moreover, the health situation of reproductive system can be predicted.

The results of Gram staining microscopy of vaginal secretions provide important information for the diagnosis of vaginal health [4]. However, counting results relies heavily on the professionalism, as well as the state of the operators. The results provided by different operators would be quite different. And even for the same operator, the results may not be the same at different time. Therefore, an automatic system should be required to detect efficiently cells and bacteria in vaginal secretions Gram stained smear images.

The automatic recognition of cells or bacteria has been attracting the attention of scholars from all over the world. Yi-De Ma et al. used the logical and morphological feature of blood cell images to count the number of cells [5]. Jacey-Lynn Minoi et al. developed an image processing technique on smart mobile App, which can detect and isolate colonies on real environment by shape, color, and other morphological features [6]. However, with the above methods, it may be difficult to achieve good recognition results for the objects with fuzzy edge and low contrast with the background, especially those with irregular shape and area. Aslı Genctav et al. proposed an
The content of vaginal secretions smear images includes cytoplasts, nuclei, cells (completely composed by cytoplasm and nucleus), bacteria, and impurities. In this paper, we propose a dual process and nucleus-cytoplasm cross verification method to recognize vaginal secretions epithelial cells in vaginal secretions smear images. The number of the cells can be counted, which works as the feedback. In addition, the method can generate pixel-level label data of vaginal secretions epithelial cells and bacteria rapidly and efficiently, which can be used in model training process of machine learning or deep learning, reducing the manual burden of labeling medical images.

The rest of this paper is organized as follows. Section 2 analyses the smear images. The realization of recognition method is shown in Section 3. Then, Section 4 gives the experimental results. Section 5 presents the discussion and conclusion.

2. Image Analysis

The vaginal secretions smear images used in this paper were provided by the Third Affiliated Hospital of Guangzhou Medical University. The vaginal secretions were observed with gram stain in white back-light illumination. Figure 1 shows several kinds of objects in the smear images, which can be divided into targets and jamming information. According to the recognition requirements, the targets include nuclei, cells, and bacteria, while the jamming information includes cytoplasts, impurities, and background.

The features of the objects in vaginal secretions smear images are explained in the following:

1. Nucleus. Nucleus may be inside a cell as a part of it, or outside. Its color is dark purple after Gram stain, and its shape is ideally round or oval but sometime strange shape. Generally, the area is between 40 and 250 pixels.

2. Bacterium. A bacterium is much smaller than nucleus with slender shape, in dark purple, randomly distributed in the image and may appear in the regions of background or a cell.

3. Cell. A cell consists of nucleus and cytoplasm with an area greater than 500 pixels, of which the color is red distinct from nucleus. Due to the uneven distribution of intracellular substances, there is Gaussian noise in the region of cytoplasm.

4. Cytoplasm. The only difference between a cell and a cytoplasm is that there is no nucleus in the cytoplasm.

5. Impurity. In addition to all kinds of physiological objects, there are impurities in the cell smear, such as bubbles, black spots, and staining agent residues, which are close to the cell or nucleus in morphology.

6. Background. The image light source is white back-light. Thus, the background is a uniform and high brightness area in white and is brighter than other areas.

3. Recognition Method

The recognition targets are cells and bacteria. However, in order to recognize effective cells, it is necessary to recognize the cytoplasm as well as the nucleus. Some bacteria and nuclei may overlap with the cytoplasmic, and the image information of bacteria and nuclei will be covered up when the cytoplasmic image information is enhanced for extracting the cytoplasmic regions. Therefore, in order to obtain the information of bacteria and cells more effectively and simultaneously, a dual process structure is adopted. The regions of cells and bacteria are separately extracted in one process and the regions of cytoplasm are extracted in the other one. After that, the regions of nuclei and cytoplasm are verified mutually to distinguish cells from cytoplasts and impurities. Figure 2 outlines the overall flow.

The original image is a color image using RGB color model to store data. There are three decimal values from 0 to 1 representing the brightness of red, green, and blue in each pixel. The recognition results are reflected by generated binary images marking the regions of interest (ROI) with true value and other regions with false value.

3.1. Process for Cells and Bacteria. The steps to detect nuclei and bacteria can be found as follows.

Step 1. Separating the red component from a color image as gray-scale image for weakening cytoplasm information: the cytoplasm is stained red, which hardly blocks the light in the red. As a result, the cytoplasm information in the red component of original image is less than that in the blue and green components. In conclusion, using red component for graying can effectively weaken the information of cytoplasm, highlight the information of nuclei and bacteria, and reduce the amount of data to 1/3.

Step 2. Segment background by threshold segmentation: the gray values of background and cytoplasm is higher than that of bacteria and nuclei. Therefore, threshold segmentation is used to segment ROI:
\[ B(x, y) = \begin{cases} 1, & \text{if } f(x, y) \leq T, \\ 0, & \text{if } f(x, y) > T, \end{cases} \]  

where \( f \) is the gray-scale image from Step 1 and \( T \) is a fixed threshold value.

Step 3. Isolate bacteria for targets segmentation through morphological operation and complement operation: first, it is primary to label the connected components in the binary image from Step 2 forming a label matrix. And then, the opening arithmetic of mathematical morphology is used to eliminate small connected components.
where $b$ is the structuring element, $L$ is the label matrix, \( \ominus \) is the erosion operation, and \( \oplus \) is the dilation operation. The ROI binary image of bacteria can be generated by complement operation:

\[
S = C_{[L \ominus b]} \{ l_n \mid n \in L_N \},
\]

where $\mu_L$ is the gray mean of background regions, and $\mu_O$ and $\mu_D$ are the gray mean of object regions. Through numerous experiments, when the weight is 1.1, the cytoplasm regions can be segmented from the background very well.

Step 4. Remove irrelevant regions by mathematical morphology: opening arithmetic is used to remove the bacteria regions in the binary image from Step 3. The edges of ROIs can be deburred as well through the operation:

\[
B_p = (B \ominus b) \oplus b,
\]

where $B$ is the binary image and $b$ is the structuring element.

After the above steps, the binary image of cytoplasm $B_p$ is generated.

### 3.3. Nucleus-Cytoplasm Cross Verification

In fact, the binary image of cytoplasm includes the regions of cells, cytoplasts, free nuclei without enough cytoplasm, and impurities, while the binary image of nuclei includes the regions of nuclei and impurities with the area between 50 and 250 pixels. To distinguish cells from cytoplasts and meanwhile eliminate the interference of impurities, the nucleus-cytoplasm cross verification is designed as follows.

Step 1. Label the connected components in the binary image of cytoplasm so that the corresponding region can be operated by the label value.

Step 2. Set up a set of regions containing nuclei: the elements in the set are the label values of regions with nuclei:

\[
S_N = \{ l_n \mid l_n \in L_p \cdot B_N \}.
\]

Step 3. Set up a set of regions with enough cytoplasm area: after removing the regions of nuclei from the regions of cytoplasm, the quantity of each label value is calculated as the area of corresponding region. Then, those label values with the quantity greater than 500 will become the element of the set:

\[
S_P = \{ l_p \mid l_p \in L_p \cdot (1 - B_N) \cdot n(l_p) > 500 \},
\]

where $n(i)$ is the quantity of the label value $i$.

Step 4. According to the sets, reserve the regions with nucleus and with enough area of cytoplasm:

\[
S_C = S_N \cap S_P,
B_C(x, y) = \begin{cases} 
1, & \text{if } L_p(x, y) \in S_C, \\
0, & \text{else}.
\end{cases}
\]
After all of the above steps, the binary images of cells and bacteria are separately obtained. The number of cells and bacteria can be obtained by counting the number of connected components.

4. Experimental Result

An image with a size of 1920 pixels $\times$ 1024 pixels is selected for the experiment. The results of each step in the process for cells and bacteria are shown in Figures 4–6. Those in the process for cytoplasm are shown in Figures 7 and 8, and the results of cross verification are shown in Figure 9.

As shown in Figure 4, the regions of cytoplasm are similar to the background region in the gray-scale image of (b), which is formed of the red component of the original image of (a). Therefore, it is possible to segment the regions without background and cytoplasm of (c) using a fixed threshold.

As shown in Figure 5, by opening arithmetic of mathematical morphology, the regions of bacteria are removed leaving the regions without bacteria of (a), while the regions of bacteria of (b) are formed of those eliminated regions.

In view of the fact that the area of nucleus is between 50 and 250 pixels, area filtering is used to remove the regions of impurities, and the result is shown in Figure 6.

Figure 7 shows the results of the enhancement of cytoplasm information, in which the gray value of the regions of cytoplasm is lower than that of background regions after enhancement of cytoplasm by graying image using the green component and noise reduction by Gaussian filtering.

For the sake of segmentation of background, the weighted Otsu threshold is adopted, which, as shown in Figure 8, is at the valley of the gray histogram of (a). As a result, the segmentation regions of (b) remain the regions of cytoplasm very well. After a morphological opening operation to remove regions of bacteria, the regions of cytoplasm of (c) are obtained.

As shown in Figure 9, the cross verification firstly removes the regions of nuclei from regions of cytoplasm and reserves the regions with an area greater than 500 pixels of (a). Then, the regions of nuclei are used again to reserve the regions with nuclei, the regions of cells of (b).

Marking the original image with the mark of region contours of cells in red, that of bacteria in blue, and that of nuclei in green, the effect is shown in Figure 10, where the bacteria and cells are significantly distinguished from cytoplasts, free nuclei, and impurities.

The results of each object are shown in Figures 11–16. The results of free nucleus in Figure 11 suggest that the nuclei are not mistaken for bacteria, and the free nuclei will not be misidentified as cells during cross verification due to the insufficient of cytoplasm. The results of bacterium in Figure 12 show that bacteria can be identified correctly. The results of cell in Figure 13 indicate that, as the regions of cells include both the regions of nuclei and cytoplasm, it can be identified correctly, and the regions of bacteria can be obtained without hindrance. The results of cytoplasm in Figure 14 show that as a result of the lack of nucleus, the regions of cytoplasts are removed in cross verification. The results also demonstrate that cells and cytoplasts can be distinguished well with the cross verification. The results of impurities in Figures 15 and 16 suggest that, in the case that the areas of impurities are similar to the cells, the impurities would be removed as nuclei, due to the fact that regions of the impurities are reserved in the regions of both nuclei and cytoplasm resulting in insufficient area of cytoplasm in cross verification. In other cases, the impurities would be removed like cytoplasts for the lack of regions of nuclei owning to the area filtering step.

5. Discussion and Conclusion

For assisting in the diagnosis of vaginal health, a dual process and nucleus-cytoplasm cross verification method is proposed in this paper to identify bacteria and cells in vaginal secretions Gram stained smear images. The proposed method can effectively distinguish bacteria and cells from impurities, free nuclei, and cytoplasts and extract regions of bacteria and cells, respectively, which can be used to count the generate pixel-level label data of vaginal secretions epithelial cells and bacteria.

The proposed method was designed according to the features of nuclei, bacteria, cells, cytoplasts, and impurities after Gram stain. Therefore, the method is not applicable in the cases of images made with other techniques or containing other objects. The method is considered to be able to recognize other cells in different smear images with some adjustments, provided the images belong to the applicable cases. Because of the constant color feature of Gram stain and the morphology difference between cells, by modifying the upper and lower limit of nucleus area of Step 4 in process for cells and bacteria and adjusting the threshold for cytoplasm area of Step 3 in nucleus-cytoplasm cross verification, the proposed method can be suitable for a new smear image.
Figure 4: Results of separating regions without background and cytoplasm: (a) original image, (b) gray-scale image with weakened cytoplasm, and (c) regions without background and cytoplasm.

Figure 5: Results of separating regions of bacteria: (a) regions without bacteria and (b) regions of bacteria.

Figure 6: Result of area filtering: (a) area histogram of the regions without bacteria and (b) regions of nuclei.

Figure 7: The results of enhancement of cytoplasm information: (a) gray-scale image with enhanced cytoplasm and (b) image after Gaussian filtering.
Figure 8: Result of segmentation: (a) gray histogram and threshold, (b) segmentation regions, and (c) regions of cytoplasm.

Figure 9: Result of cross verification: (a) the regions with area greater than 500 pixels and (b) the region of cells.

Figure 10: Final effect image.

Figure 11: The results of free nucleus: (a) original image, (b) regions of bacteria, (c) region of nucleus, (d) region of cytoplasm, and (e) region of cell.
Figure 12: The results of bacterium: (a) original image, (b) regions of bacteria, (c) region of nucleus, (d) region of cytoplasm, and (e) region of cell.

Figure 13: The results of cell: (a) original image, (b) regions of bacteria, (c) region of nucleus, (d) region of cytoplasm, and (e) region of cell.

Figure 14: The results of cytoplasm: (a) original image, (b) regions of bacteria, (c) region of nucleus, (d) region of cytoplasm, and (e) region of cell.

Figure 15: The results of large impurity: (a) original image, (b) region of bacterium, (c) region of nucleus, (d) region of cytoplasm, and (e) region of cell.

Figure 16: The results of nucleus like impurity: (a) original image and (b) region of bacterium (c) region of nucleus, (d) region of cytoplasm, and (e) region of cell.
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