Benchmarking embedded chain breaking in quantum annealing
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Abstract

Quantum annealing solves combinatorial optimization problems by finding the energetic ground states of an embedded Hamiltonian. However, quantum annealing dynamics under the embedded Hamiltonian may violate the principles of adiabatic evolution and generate excitations that correspond to errors in the computed solution. Here we empirically benchmark the probability of chain breaks and identify sweet spots for solving a suite of embedded Hamiltonians. We further correlate the physical location of chain breaks in the quantum annealing hardware with the underlying embedding technique and use these localized rates in a tailored post-processing strategies. Our results demonstrate how to use characterization of the quantum annealing hardware to tune the embedded Hamiltonian and remove computational errors.

1. Introduction

Quantum annealing (QA) has emerged as a metaheuristic for unconstrained optimization using a combination of quantum and statistical mechanics [1]. QA performs a global search for an optimal solution using quasi-adiabatic dynamics to prepare a distribution over the eigenstate of a time-dependent Hamiltonian that defines a problem of interest. Unlike the related paradigm of adiabatic quantum optimization [2, 3], which offers promises for finding the true ground state, QA deviates from idealized pure state dynamics predicted by the adiabatic theorem due to non-adiabatic, thermal, and open system effects [4–6].

Recent experimental realizations of QA, i.e., quantum annealers, are neither perfectly adiabatic nor well described by pure quantum states [7]. In practice, evolving too quickly violates the adiabatic theorem and introduces a probability for the system to transition to an excited state [1], while thermal relaxation and flux noise cause the system to deviate from unitary dynamics [6, 8–10]. The additional physics of QA must be accounted when characterizing the accuracy and performance of this computational method [11–14].

As a metaheuristic, strategies for tuning QA have proven useful for demonstrating a variety of domain-specific examples of unconstrained optimization [15–19]. Recent demonstrations have used the hardware controls to reduce the effects of bias noise on QA hardware [11, 13], while others have tailored the annealing schedule to incorporate non-adiabatic effects to improve upon the probability of success [6, 19–21]. However, there are limits to how well the dynamics of quantum annealers can be controlled and these practical considerations lead to constraints on quantum computational performance [13, 16].
A leading constraint for quantum annealers is the limited connectivity between elements of the quantum register [22]. Programming a sparsely connected register requires embedding the logical representation of the input Hamiltonian as a physical representation that accounts for such constraints [23–27]. For the embedded Hamiltonian, the computed quantum state is encoded using strongly coupled spins to represent a single logical spin. For the ideal solution state, all the physical spins representing a logical spin perfectly agree in value. A chain break corresponds to a disagreement in the state of the embedded physical spins. Methods to mitigate against chain breaks include post-processing strategies to resolve disagreement in value [28–30]. Yet the physics underlying chain breaks make simple post-processing methods fail in certain cases [31], and insights into the behavior of chains breaks are needed to enable better estimates of both raw and post-processed computational accuracy.

Here we investigate the behavior of chain breaks and the impact of embedding on the probability of chain breaks. We evaluate both pre-processing and post-processing strategies that affect the probability of success in finding the true ground state as well as the rate at which chain breaks occur. We use a suite of directly embedded Ising Hamiltonians derived from instances of portfolio optimization, for which the globally optimal states and baseline performance have been reported previously [32]. We empirically benchmark the frequency of chain breaks observed as well as the localization within the quantum hardware with respect to problem size and intra-chain coupling. We also demonstrate how post-processing methods using the localized rates of chain breaking improve the probability of success for this benchmark.

The remainder of the presentation is organized as follows. We present a summary of QA for embedded Hamiltonians including a description of embedding and post-processing methods in section 2. In section 3, we present details of the benchmark problems and methods used to study chain breaks. We present results from these benchmarks in section 5 and final conclusions in section 6.

2. Quantum annealing embedded Hamiltonians

In the pure-state representation, QA solves the problem of finding the ground state of a Hamiltonian $H_1$ by evolving an initial quantum state $|ψ(0)⟩$ under the time-dependent Schrödinger equation

$$i\hbar \frac{d}{dt} |ψ(t)⟩ = H(t) |ψ(t)⟩ \quad t \in [0, T]$$ (1)

with $T$ the total annealing time. Let the idealized time-dependent Hamiltonian be given by

$$H(t) = A(s(t)) H_0 + B(s(t)) H_1$$ (2)

with $s(t) \in [0, 1]$ the control schedule and $A(s)$ and $B(s)$ the time-dependent amplitudes satisfying the conditions $A(0) \gg B(0)$ and $A(1) \ll B(1)$. The initial Hamiltonian $H_0 = \sum_i \sigma_i^x$ sums over the Pauli-X operators $\sigma_i^x$ representing all $n$ spins.

The $j$th instantaneous eigenstate at time $t$ is defined by

$$H(t) |Φ_j(t)⟩ = E_j |Φ_j(t)⟩,$$ (3)

where $j$ ranges from 0 to $N - 1$ and $N = 2^n$ corresponds to the dimension of the Hilbert space. The probability of staying in the ground state throughout the anneal is high as long as the annealing times $T$ is sufficiently long. In particular, $T$ must be much greater than $O(\frac{1}{g_{\text{min}}})$ where $g_{\text{min}}$ is the minimum energy gap between the ground state manifold and nearest lying excited states [1].

We will only consider instances of $H_1$ represented by the (logical) Ising Hamiltonian

$$H_1 = \sum_i h_i \sigma_i^z + \sum_{ij} J_{ij} \sigma_i^z \sigma_j^z + \beta,$$ (4)

where $h_i$ is the bias on the ith spin, $J_{ij}$ is the coupling strength between the $i$th and $j$th spins, $\sigma_i^z$ is the Pauli-Z operator for the $i$th spin, and $\beta$ is a problem-dependent constant. This form for $H_1$ is well known to express many combinatorial optimization problems [33].

For our benchmarks, we use the commercial quantum annealers available for research from D-wave systems [7]. Our tests use the D-Wave 2000Q device, which represents a lattice of up to 2048 programmable superconducting flux qubits. As discussed above, many different sources contribute to non-adiabatic dynamics that cause two types of measurable errors in the logical solution. The first error is an excitation of the system in which the measured sample solution is an excited state which can be caused by Landau–Zener tunneling at level crossings between the lowest energy states or thermal excitations which cause the system to leave ground state [34–36]. The second error appears from thermal or magnetic noise that affects only some physical spins in the chain which causes a broken chain in the sample solution.
2.1. Embedded Hamiltonians

Quantum annealers currently have a limited hardware connectivity, for which embedding strategies are used to map highly connected logical problems onto physical representations. Choi first discussed graph minor embedding, aka, embedding, to represent a logical Hamiltonian within a sparsely connected hardware graph \[23, 37\]. Consider the graphical representation of the logical Hamiltonian \( G_l = (V_l, E_l) \) with vertices \( V_l \) that represent the \( n \) spins and edges \( E_l \) that represent couplings between these spin sites. Minor embedding maps the logical Hamiltonian \( G_l \) to a physical Hamiltonian \( G_p \) as \( G_l \rightarrow G_p \) by representing each vertex \( v_i \in V_l \) by a subgraph, or chain, \( T_i \). Edges within each chain \( T_i \) specify the intra-chain coupling between physical spins, while edges between different chains specify inter-chain coupling. The embedded physical Hamiltonian is represented by the graph \( G_p = (V_p, E_p) \) with vertices \( V_p \) that correspond to physical spin sites and edges \( E_p \) that correspond to the inter- and intra-chain couplings between these physical spins. There are models for embedding other than minor embedding which includes parity encoding techniques \[38, 39\]. However, Monte Carlo simulations have demonstrated that minor embedding techniques reveal the best results among alternatives for the D-Wave 2000Q architecture \[40\].

Embedding selects chains that satisfy the constraints of both the logical graph \( G_l \) and the physical hardware connectivity with graph \( G_p \). There are several methods available for embedding graphs into the physical Chimera lattice, which has 8 qubits per unit cell with a maximum connectivity of 6 between qubits as seen in figure 8. A standard method of embedding is a random embedding algorithm which randomly assigns qubits in chains on the hardware such that all qubits have the necessary connection to satisfy the logical problem. A method for embedding developed by Boothby, King, and Roy based on a clique embedding which is an algorithm which is designed to embed problems with fully connected graphs by minimizing chain length and maximizing the clique which gives more symmetry. Clique embedding typically generates shorter (relative to a random embedding) and uniform chain lengths of size

\[
l_c = \frac{n}{4} + 1
\]  

for \( n \) logical spins \[25\]. Theory suggests that shorter chain lengths lead to a lower probability of errors caused by noise \[25, 41, 42\].

Given an embedding with hardware graph \( G^* = (V^*, E^*) \), the resulting Hamiltonian embedded is specified as

\[
H^* = -\sum_{l \in V^*} h^*_l \sigma^*_l - \sum_{(lm) \in E^*} J^*_{lm} \sigma^*_l \sigma^*_m. 
\]

The physical biases are given by

\[
h^*_l = \frac{h_l}{|T_l|}
\]

for all physical spins \( l, m \in V_{T_l} \) where \( V_{T_l} \) is the chain for the \( i \)th logical spin, and

\[
J^*_{lm} = \begin{cases} 
\frac{J_{ij}}{|\text{edges}(T_i, T_j)|}, & \text{for } l \in T_i, m \in T_j, \text{ and } i \neq j \\
\frac{k}{|T_i|}, & \text{for } l \in T_i, m \in T_j, \text{ and } i = j \\
0, & \text{otherwise}
\end{cases}
\]

where the parameter \( k \) represents the intra-chain coupling. The value of \( k \) is chosen to ensure intra-chain spins are strongly coupled relative to the magnitude of the inter-chain coupler strength, i.e., \( |J_{ij}| \) which is normalized in be in range \[0, 1\].

Ensuring an embedded chain of spins collectively represents a single logical variable requires an intra-chain coupling chain strength \( k \) that is larger in magnitude than the inter-chain couplings. In other words, the chain of physical spins must be strongly coupled to remain a single logical spin. However, chains can become ‘broken’ in so far as individual physical spins within the chain differ in their final state.

In general, chain breaks arise from nonadiabatic dynamics that lead to local excitation out of the lowest energy state with theory suggesting that longer chains are more susceptible to these effects \[16, 43\]. King et al observed that chains break with higher probability when \( k \) is too low, while errors from noise on the hardware such as from non-zero temperature and magnetic interference can be amplified if the magnitude of the intra-chain coupling \(|k|\) is much greater than the inter-chain couplings \(|J_{ij}|\). These discrepancies are found to decrease the overall probability of finding the ground state \[16\].

Venturelli et al found that solution quality when solving fully connected graphs on the D-Wave 2 (an predecessor to the D-Wave 2000Q with up to 1000 physical qubits and the same Chimera structure) varies when tuning \( k \) to minimize the number of ground states returned with broken chains \[42\]. Hamerly et al experiments with the D-Wave 2000Q quantum annealer revealed observations of increased probability to
find the ground state (up to 4 orders of magnitude increase) from increasing chain strength such that the probability of chains breaking reduced to the order of $10^{-1}$ [44]. However, there is evidence to suggest that tuning $k$ too far can compress the problem scale and again decrease the probability of success [45].

Previous research on QA performance shows that chain strength plays an important role in QA performance. Namely, $|k|$ must be sufficient large that the chain continues to represent the logical qubit throughout the anneal. However, if $k$ is too strong the inter-chain couplings can become overpowered which causes probability of success to again decrease [46]. The sweet spot for $k$ partially depends on the inherent noise of the hardware, but how much the optimal value of $k$ depends on problem structure is unknown because the majority of experiments use fully connected graphs.

2.2. Post-processing chains

An additional control is required for decoding embedded chains that are recovered when measuring the physical spins on the hardware. In the absence of chain breaks, the logical value is inferred directly from the unanimous selection of a single spin state by every physical spin. In the presence of chain breaks, several strategies may be employed to decide the logical value, including majority vote, discard, and a greedy descent [16, 47].

Majority vote selects the logical spin value as the value that occurs with the highest frequency amongst all spins $q_i$ in a chain. Discard ignores any solutions with broken chains. Greedy descent is a hybrid computing technique that takes the solution with broken chain returned by the D-Wave and feeds it into a classical gradient descent algorithm to locally search for the solution. This greedy descent flips random bits in the broken chains of the solution to find the lowest energy.

Reverse annealing can also be used as a post-processing technique for forward annealing. Methods for local search using QA was suggested by Chancellor [4]. Reverse annealing is an expansion on this idea of local search with QA and is a technique that can extend a forward anneal by starting from a solution state and annealing in the reverse direction before an optional pause and annealing in the forward direction. King et al found small improvements in time to solution by implementing majority vote and an order of magnitude difference when implementing the greedy descent method [16]. Post-processing can be used to interpret results from broken chains. Some of these methods such as discard and majority vote simply attempt to clean up random errors for benchmarking results. However, reverse annealing and greedy descent can be used to apply a local search around the embedded solution returned by the quantum annealer. In the experiments reported below, we consider majority vote and exclude greedy decent and reverse annealing to recover the underlying probability of success from forward annealing alone.

3. Benchmarks

We characterize QA using benchmarks which evaluate the quantum annealers ability to find the lowest energy solution and likelihood for noise to cause errors in the solution. The first benchmark that we use is probability of success

$$p_s = |\langle \Phi_0(T)|\rho|\Phi_0(T) \rangle|^2$$

which compares the solution found by the quantum annealer $\rho$ to the global minimum solution $\Phi_0(T)$ found with a brute force solver where $\delta_i = 1$ if the solution matches the known ground state and $\delta_i = 0$ if it does not. For the $o$th problem instance, the average probability of success is given by

$$\tilde{p}_s^{(o)} = \frac{1}{N_s} \sum_{i=1}^{N_s} \delta_i,$$  

where $N_s$ is the total number of acquired samples. The estimated probability of success for the $o$th instance is averaged over all problem instances to obtain an average probability of success given by

$$\tilde{p}_s = \frac{1}{N_p} \sum_{o}^{N_p} \tilde{p}_s^{(o)},$$

where $N_p$ is the total number of problems.

The second metric we use is the number of samples with broken chains observed in each QA solution instance as given by

$$\tilde{p}_b^{(o)} = \frac{1}{N_s} \sum_{i=1}^{N_s} \epsilon_i,$$
where the statistic $\epsilon_i = 1$ when the $i$th sample solution contains at least one broken chain for any of the logical spins and $\epsilon_i = 0$ when no embedded chain is broken. With this metric we are able to observe how chain strength is related to the probability of chains breaking. The average probability of samples with broken chains over many problems is given by

$$\bar{p}_b = \frac{1}{N_p} \sum_{k=1}^{N_p} p_b^{(k)},$$

(13)

where $N_p$ is the number of problem instances.

We also analyze the density of chain breaks for each problem to determine how chain strength control impact the severity of chain breaks from noise. The average ratio of broken chains per problem is given by

$$\bar{r}_b^{(o)} = \frac{1}{N_s} \sum_{i=1}^{N_s} c_b^{(o)} N_s,$$

(14)

where $c_b$ is the number of broken chains and $N_s$ is the number of spins and therefore the total number of chains in the sample. We us this benchmark to plot the average ratio of broken chains for each of the problems for a particular problem size. The average ratio of broken chains for all problems is given by

$$\bar{r}_b = \frac{1}{N_p} \sum_{k=1}^{N_p} \bar{r}_b^{(k)}.$$  

(15)

We use this benchmark to plot the average ratio of problem chain breaks for each problem size. The final benchmark is used to determine the probability for each spin in an intra-coupling to differ from the global minimum solution when a chain breaks ($\bar{p}_q$).

$$\bar{p}_q = \frac{1}{N_b} \sum_{i=1}^{N_b} q_b^{(i)},$$

(16)

where $N_b$ is the number of broken samples for each problem and $q_b$ is a binary variable indicating whether the spin in the broken chain is incorrect. We use this benchmark to plot a heatmap of the probability of each spin to be faulty for all chains in the embedding for each problem size.

4. Methods

We solve portfolio selection using QA to estimate the above metrics. Portfolio selection solves for an optimal percentage of an investor’s budget to allocate toward assets under consideration when building a portfolio. We solve a formulation of portfolio selection given a fixed budget $b$, a granularity of percent allocation with factor $w$ where the smallest percentage is $p_w = 1/(2^w-1)$, and a historical price data for each asset. The resulting unconstrained optimization problem is [32]

$$\max_x \theta_1 \sum_{i=1}^{n} \sum_{k=1}^{w} 2^{k-1} r_i x_i$$

$$- \theta_2 \left( \sum_{i=1}^{n} \sum_{k=1}^{w} 2^{k-1} b_p x_i - b \right)^2$$

$$- \theta_3 \sum_{i=1}^{n} \sum_{j=1}^{n} 2^{k-1} 2^{l-1} c_{ij} x_i x_j,$$

(17)

where $x_i \in \{0, 1\}$, the problem size is $n = mw$, $c_{ij} = \frac{\rho_i \rho_j \sum_{l=1}^{N_f} (a_{il} - \bar{a}_i)(a_{jl} - \bar{a}_j)}{N_f - 1}$ is the covariance between the historical price data entries for $N_f$ price points between the $i$th and $j$th assets, $r_i$ is the expected return for asset $i$, and $\theta_1, \theta_2$ and $\theta_3$ are Lagrange multipliers used to weight each term for maximization or penalization. We set $\theta_1 = 0.3, \theta_2 = 0.5, \theta_3 = 0.2$ such that $\theta_3$ is weighted higher to enforce the budget constraint.

We cast equation (17) into quadratic unconstrained binary optimization (QUBO) as

$$\min_x \left( \sum_{i=1}^{n} q_i x_i + \sum_{ij} Q_{ij} x_i x_j + \gamma \right),$$

(18)
where $q_i$ is the $i$th linear logical bias, $Q_{ij}$ is the inter-coupler weight representing the interactions between the $i$th and $j$th variables, and $\gamma$ is a constant. Note that switching the sign from equation (17) leads to the QUBO as a minimization problem where the solution represents the optimal portfolio selection. The relationships between equations (17) and (18) are given as

$$q_i = -\theta_1 r_i - 2\theta_2 b^2 p_w$$

$$Q_{ij} = \theta_2 b^2 p_w + \theta_3 c_{ij}$$

$$\gamma = \theta_2 b^2.$$  

This QUBO formulation can be easily converted into a classical Ising Hamiltonian

$$H(s) = \sum_i s_i h_i + \sum_{ij} s_i s_j J_{ij} + \beta,$$  

where spin $s_i \in \{-1, 1\}$ with $s = (s_1, s_2, \ldots, s_n)$ is defined by $s_i = 2x_i - 1$, $h_i$ is the linear bias, $J_{ij}$ is the coupling, and $\beta$ is a problem-specific constant. The relationship between equations (18) and (20) is given as

$$J_{ij} = \frac{1}{4} Q_{ij}$$

$$h_i = \frac{q_i}{2} + \sum_j J_{ij}$$

$$\beta = \frac{1}{4} \sum_{ij} Q_{ij} + \frac{1}{2} \sum_i q_i + \gamma.$$  

The classical Ising formulation is then converted into a corresponding quantum Ising Hamiltonian given by equation (20) using the correspondence $s_i \rightarrow \sigma_i^z$.

We use a suite of 1000 problems derived historical price data generated from a uniform random distribution. This data is modeled after stock market volatility by making subsequent prices for each stock a random percent increase or decrease in the range of $\pm 25\%$. We then use this price data with $w = 4$, and $b = 1$ to generate each problem using equations (17)–(20).

In figure 1, we present the histogram of the $J_{ij}$ coupler values for 1000 problems with different problem sizes $n = 8, 12, 16, 20$. Together the $J_{ij}$ and $k$ values compose the inter-chain and intra-chain coupler weights respectively as shown in equation (6).

We use the clique embedding described in section 2 for all problem instances. The embedded graphs for the four problems sizes are presented in figure 8. These graphs are embedded onto the D-Wave 2000Q processor which is a programmable quantum annealer with a chimera graph structure.

All benchmarks listed in section 3 are implemented and the $\tilde{p}_b$ is found by comparing the QA solutions to that of a brute force solver which finds the global minimum solution including any degeneracy. The controls studied include varying the chain strength $k$ to observe the effects on the benchmarks as well as post-processing controls which interpret the raw solution returned from the quantum annealer. Other QA parameters include anneal time which was set to 100 $\mu$s and spin reversal which was not implemented for these experiments in order to fully observe the effects of noise and chain strength (figure 2).

5. Results

We first present estimates of the probability of success with respect to chain strength using the discard post-processing method shown in figure 3. As expected, $\hat{p}_b$ vanishes for chains with no intra-chain strength while $\hat{p}_b$ increases as chain strength $k$ increases to about $-1.0$. This is followed by a decrease in $\hat{p}_b$ for stronger $k$, which is an indication that the intra-chain coupling is dominating the spin dynamics. For a fixed value $k$, $\hat{p}_b$ decreases with increasing problem size $n$ while the optimal $k$ varies with $n$. As shown previously in figure 1, the distribution of the inter-chain coupling plays an important role in characterizing these problem instances. For the example of $n = 8$, the probability of success peaks when the value of $k = -1.0$ for which the maximum $J_{ij}$ value is 0.57. However, for all other problem sizes, the optimal intra-chain coupling is observed at $k = -0.5$ for which $J_{ij}$ is below 0.3.

We differentiate between the type of errors that occur as $k$ decreases by analyzing the probability of broken chains. In figure 4, we plot the estimated probability of chain breaks $\tilde{p}_b$ with respect to the intra-chain coupling. We observe that samples with $|k| \leq |J_{ij}|$ have a lower value of $\tilde{p}_b$. At $k = 0$, $-0.25$, and $-0.5$, there is a much higher probability of chains breaking. For weaker $k$, this is shown in figure 5 where the average ratio of chain breaks $\tilde{p}_b$ reveals that fewer chains break per sample as $k$ increases in strength. At a
Figure 1. A histogram of all $J_{ij}$ values for 1000 portfolio optimization problems for each problem size $n$. The y-axis of this graph is the probability density.

Figure 2. The clique embedding graphs with the Chimera graph structure for problem sizes $n$ where each color represents an embedded chain $V_t$, each diamond grouping of 8 qubits is a unit cell.

fixed value of $k = -0.5$, we also observe $\tilde{p}_b$ decreases with increasing $n$. As above, we attribute this behavior to the relative differences in magnitude of the inter-chain coupling $J_{ij}$ and the increased likelihood for chains to break when $k$ and $J_{ij}$ are close in value.

For all values of $n$, we observe that $\tilde{p}_b$ is significantly smaller for $k > -0.5$ than at $k = -0.5$. Notably, there is a small, but consistent, rise in $\tilde{p}_b$ at $k = -2$ relative to $k = -1.5$. In addition, $\tilde{p}_s$ is reduced in this setting. This combination of behaviors indicates that the errors underlying the reduction in $\tilde{p}_s$ are not from
chain breaks but due to sampled solutions from excited states. Consequently, we identify a ‘sweet spot’ for the intra-chain coupling that balance the probability of success with probability of chain breaks. The values of $\tilde{p}_s$ and $\tilde{r}_b$ are also higher at $k = -0.5$ than for weaker $k$. More generally, we expect reductions in $\tilde{p}_s$ when $|k|$ is too low in comparison to $|J_{ij}|$ due to higher $\tilde{p}_b$ and also reduction in $\tilde{p}_s$ when $|k|$ is too high due to solution drawn from the excited states. These results provide a clear link between the intra-chain coupling parameter $k$ and the error rates impacting $\tilde{p}_s$.

We further investigate the different types of chains break based on where those breaks occur to identify other factors that play a role in error rates. Figure 6 shows the probability for each spin site in a chain to be faulty when at least one chain in the observed sample was broken. Here we define faulty as any physical qubit value that disagrees with the correct logical qubit value as measured by the ground truth solutions collected by the brute force solver. As expected, the probability of a chain breaking increases with chain length, in which the latter correlates directly with the problem size $n$. Notably, breaks that occur with the highest probability are always at the endpoint of the embedded chain.

There are additional patterns in the observed chains break that reveal a stronger connection to the embedding. As shown in figure 6, there is a higher probability of chain breaks at indices $\{0, 4, 8, 12, 16\}$. 

---

**Figure 3.** The estimated probability of success $\tilde{p}_s$ with respect to intra-chain $k \in [-2, 0]$ averaged over 1000 samples of 1000 problems for each problem size $n$. All samples with one or more broken chains are discarded (no post-processing) and counted as incorrect. Error bars show standard variability of the data.

**Figure 4.** The average probability that a sample has at least one broken chain $\tilde{p}_b$ comparing intra-chain strengths $k = [0 \rightarrow -2]$ for 1000 samples of 1000 problems for each problem size $n$. Error bars show standard variability of the data.

**Figure 5.** The average ratio of broken chains in a sample $\tilde{r}_b$ comparing intra-chain strengths $k = [0 \rightarrow -2]$ for 1000 samples of 1000 problems for each problem size $n$. Error bars show standard variability of the data.
Figure 6. A heatmap showing the average probability for each physical spin in a chain to disagree with the correct logical qubit value over 1000 problems each with all broken samples where \( k = -0.3 \). The comparison is between a set of problems from problem sizes \( n \).

Figure 7. The clique embedding graphs for problem size \( n = 20 \) where the intra-unit cell coupling for embedded chains 0, 4, 8, 12, 16 are boxed and correspond to the spins which have the lowest probability of being faulty for those chains.

The relative variance in the estimated probabilities range 12% to 25%, which is sufficient to identify patterns in the chain breaks that correlated with embedding. Comparing figure 6 with the embeddings shown in figure 8 reveals broken chains follow a distinct pattern with clique embedding. As shown in figure 7, chains with higher values of \( \tilde{p}_q \), that is, at indices 0, 4, 8, 12, 16, represent chains that utilize the top-most physical qubits across all unit cells.

In addition, the two physical spin sites that break with lowest probability in each of those chains are always coupled within a unit cell as opposed to across unit cells. However, placement on the hardware does not appear to play a strong role in these results. As shown in figure 8, our testing recovered similar behaviors from all four problem sizes while using different location for the embeddings within the hardware lattice. These results indicate that \( \tilde{p}_q \) is linked to the hardware embedding and the physical sites in the unit cell but not the specific unit cells that are employed.
We use the detailed information about the frequency and location of chain breaks to tailor methods for post-processing broken chains and assign value to the logical spin. Post-processing strategies that assign a logical value based on the broken chain are more efficient than discarding the sample. We first consider majority vote as a well-known method for post-processing decisions of broken chains. In principle, majority vote works well when the number of errors is small relative to the length of the chain. However, if the intra-chain coupling $k$ is chosen as too weak, then a majority of sites may be broken, and majority vote performs poorly on average.

As shown in figure 6, we observe that chains which break with high probability have a majority of their sites broken. Post-processing samples from our benchmarks with majority vote yields the probability of success shown in figure 9. Relative to no post-processing, we find that majority vote only increases the probability of success significantly when the probability for chain breaks is greater than 0.1 as is typical for $k > -0.25$.

By contrast, majority vote decreases the probability of success below random selection for $n = 8, 12$ when $k = -0.25$ due to the bias that emerges from chains with many broken sites. For $k \geq -0.5$, majority vote does not improve the probability of success relative to discarding broken samples. From these observations, we conclude that majority vote does not improve $\tilde{p}_s$ when sufficiently high $|k|$ is present. Indeed, an improvement in probability of success by majority vote can serve as an indicator that the intra-chain coupling is insufficient.

We next apply a post-processing strategy that uses the identified patterns in frequency and location of chain breaks to the benchmark results. Our approach places less weight on sites which are characterized by a higher probability to be faulty within a broken chain. Using the heatmap data shown in figure 6 for the clique embedding, we assign values for the embedded logical spins by weighting each physical spin value $q_l$ by the probability $p_{lq}$. The resulting decisions are given by

$$W_i(x_i) = \left(1 - \prod_{l=0}^{\ell} (\sigma_i p_{lq} + \sigma_l)\right) \prod_{l=0}^{\ell} (\sigma_i p_{lq} + \sigma_l),$$

(22)
where $W_i(x_i)$ is the score of the value $x_i \in \{-1, 1\}$ for logical spin $i$, $\sigma_i = (1 + x_i q_i)/2 = 1$ indicates when the value $q_i$ of the $i$th physical spin agrees with the logical choice $x_i$ (and zero otherwise), and $\sigma'_i = (1 - x_i q_i)/2 = 1$ indicates when $q_i$ corresponds to the opposing logical choice (and zero otherwise).

The results from this weighted voting strategy are shown in figure 10. We find improvements in $\tilde{p}_s$ for those cases where there is a high $p_b$. This result is far better than a random selection for samples with high $\tilde{p}_s$ which demonstrates that there is still some part of the logical problem which survives when $k$ is too weak.

6. Conclusion

We have benchmarked the behavior of chain breaks for a suite of embedded Hamiltonians across different sizes and parameter settings. By sweeping over a range of intra-chain strengths, we determined the optimal $k$ with varying problem size $n$. We found that the optimal $k$ is strongly linked to the ratio of $|J_{ij}|$ to $k$. When the coupling $|k|$ is at or below the $|J_{ij}|$ range in magnitude $|k| \leq |J_{ij}|$, the probability for chain breaks increases significantly with a corresponding decrease in the probability to find the correct solution. By contrast, when $|k|$ is too high in comparison to $|J_{ij}|$, then the probability of chain breaks increases only slightly while the probability of success is found to decrease significantly due to excitations. Thus, these benchmarks identify a ‘sweet spot’ for the intra-chain coupling characterized in terms of the metrics for chains breaks and solution success.

Our results also characterize the frequency and locations with which chain breaks occur in an experimental quantum annealer. Notably, a pattern emerges in the location with the highest probability of chain breaks for our benchmark suite using the clique embedding. By analyzing the probability for each physical spin in an embedded chain to be faulty, we visualized those locations with the highest probability for faults. We found that there are certain chains that break most frequently as indicated by $\tilde{p}_b$ strongly correlated with the embedding locations. Chains typically break near the chain edges with the spins coupled within a unit cell statistically least likely to be faulty. We have applied this information about chain breaks to a tailored post-processing method that demonstrates significant improvements in the probability of finding the correct solution. It is unrealistic to sample $\tilde{p}_q$ data for every problem. However, if the $\tilde{p}_q$ does generally apply to most problems for a particular embedding, it could be applied generally without the need for sampling. We hope that future research will take these findings, collect sufficient $\tilde{p}_q$ data for a particular embedding, and then apply this post-processing method to a variety of problems with that particular embedding to test improvements in $\tilde{p}_s$.

In conclusion, we have shown how benchmarks for chain breaking reveal sweet spots for optimizing probability of success as well as improved techniques for post-processing strategies. While our results have focused on densely coupled instances of portfolio selection using the clique embedding, we expect similar strategies may be applied across other embedded Hamiltonians. These strategies introduce additional options in the design of computational heuristics based on QA that can be tuned based on hardware characterization.
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