Machine learning approaches for the prediction of postoperative complication risk in liver resection patients
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Abstract

Background: For liver cancer patients, the occurrence of postoperative complications increases the difficulty of perioperative nursing, prolongs the hospitalization time of patients, and leads to large increases in hospitalization costs. The ability to identify influencing factors and to predict the risk of complications in patients with liver cancer after surgery could assist doctors to make better clinical decisions.

Objective: The aim of the study was to develop a postoperative complication risk prediction model based on machine learning algorithms, which utilizes variables obtained before or during the liver cancer surgery, to predict when complications present with clinical symptoms and the ways of reducing the risk of complications.

Methods: The study subjects were liver cancer patients who had undergone liver resection. There were 175 individuals, and 13 variables were recorded. 70% of the data were used for the training set, and 30% for the test set. The performance of five machine learning models, logistic regression, decision trees-C5.0, decision trees-CART, support vector machines, and random forests, for predicting postoperative complication risk in liver resection patients were compared. The significant influencing factors were selected by combining results of multiple methods, based on which the prediction model of postoperative complications risk was created. The results were analyzed to give suggestions of how to reduce the risk of complications.

Results: Random Forest gave the best performance from the decision curves analysis. The decision tree-C5.0 algorithm had the best performance of the five machine learning algorithms if ACC and AUC were used as evaluation indicators, producing an area under the receiver operating characteristic curve value of 0.91 (95% CI 0.77–1), with an accuracy of 92.45% (95% CI 85–100%), the sensitivity of 87.5%, and specificity of 94.59%. The duration of operation, patient’s BMI, and length of incision were significant influencing factors of postoperative complication risk in liver resection patients.

Conclusions: To reduce the risk of complications, it appears to be important that the patient’s BMI should be above 22.96 before the operation, and the duration of the operation should be minimized.
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Background

Liver cancer is the third leading cause of cancer death in the world [1]. Hepatocellular carcinoma (HCC) is mainly composed of liver cancer cells and is the fifth most common cancer worldwide. Surgical resection and liver transplantation are the main methods of radical treatment.
of liver cancer, and liver resection has been shown to be the most effective approach [2]. Mortality after liver resection has been reduced to 3%, but the incidence of complications after liver resection has remained high [3], occurring in 20–50% of cases [4]. The occurrence of postoperative complications increases the difficulty of perioperative nursing, prolongs the hospitalization time of patients, and leads to large increases in hospitalization costs, and is therefore a serious problem for hepatobiliary surgeons. The incidence of complications is one of the most often-used markers of surgical quality [5]. To improve the quality of liver resection, doctors have put considerable effort into reducing postoperative complications.

Complications of surgical care are a cause of death and disability worldwide. Avoidable surgical complications account for a large proportion of preventable medical injuries and deaths globally [6]. If we can effectively predict the risk of complications, we can take measures in advance to reduce their incidence. The international Study Group for Liver Surgery (ISGLS) has defined the complications after liver surgery, which mainly consist of postoperative hemorrhage [7], liver failure, and bile leakage [7]. The analysis of liver cancer patients prior to liver resection can facilitate the analysis of the causes of complications. This analysis can be used to develop predictive models is established, the identification of identify high-risk patients [8]. The analysis of complications after surgery can help clinicians in preoperative intervention related indicators, reduce the risk of complications, and indirectly reduce medical costs [9], helping clinicians to provide patients with accurate prognoses and plan for anticipated complications [10]. Liver resection in patients with personalized auxiliary diagnosis and treatment can provide reference data [11].

There has been some research into this issue. Yamanka et.al (1994) did a refinement of a safe limit for hepatectomy prediction scoring system[12]. Bo et.al (2015) used nutritional risk index to predict the survival time of liver cancer patient based on cox-regression [13]. Tranchart et al. (2015) using a logistic regression model to identify risk factors for postoperative complications after liver resection [14]. Giustiniano et al. (2020) used a backward multivariable logistic regression analysis to investigate whether a renal resistive index (RRI) could predict complications after hepatic resection [4]. However, those studies used regression analysis, which involves many complex parameters and formulas, as well as the use of a large number of postoperative variables, and the multicollinearity of the variables was not considered. Such predictive methods lack convenience and simplicity, and cannot easily be used for clinical guidance. Also, most doctors can identify characteristics that will lead to complications post-surgery, but it is difficult to know how to prioritize these characteristics.

Machine learning (ML) methods such as deep convolutional neural networks have been used to predict complications and develop predictive models that can capture the occurrence of complications. Kristen et al. [15] created a predictive model for complications at the time of laparoscopic hysterectomy for benign conditions. Bronsert et al. [16] built a ML model that could be used for electronic postoperative complication surveillance. Moghadam et al. [17] used machine learning to produce evidence that there is a correlation between the occurrence of intraoperative or postoperative hypotensive events and various later complications. Ming et al. [18] compared eight different ML methods and found that ML-adaptive boosting had the best performance. Abd El-Salam et al. [19] compared six ML methods to predict complications of liver cirrhosis and found Bayesian Nets to have the best performance.

Such studies have shown that machine learning can significantly improve the accuracy of prediction of disease occurrence and postoperative prognosis. However, few studies have used machine learning to predict the risk of postoperative complications in patients undergoing liver resection. There are literally thousands of machine learning algorithms available, and hundreds more are published each year. The decision as to which algorithm is most suitable for a given problem is daunting [20, 21]. In this study we aimed to identify a machine learning method appropriate for the prediction of liver complications, which was clinically feasible to use.

In this study, we aimed to utilize variables obtained before or during the surgery, to predict when complications present with clinical symptoms. From the 1st of March, 2019 to the 31st of December 2019, we monitored patients undergoing liver resection and strictly controlled the surgical approach. We collected 28 variables, include age, gender, length of stay after surgery and so on. We implemented five machine learning models and identified the most suitable algorithm for predicting the risk of postoperative complications in patients undergoing liver resection. Our second contribution was that, instead of using a large number of variables in the model, we conducted secondary screening of the variables, an approach which reduced the over-fitting of the model, and made the results more clinically informative.

The rest of this paper is organized as follows. In Sect. 2 we introduce our data sources and the five machine learning algorithms we used. In Sect. 3 we present our results, including sample characteristics, compare the prediction performance of the five algorithms, taking into account the importance of the variables and the resulting clinical implications. In Sect. 4 we discuss the results.
Section 5 includes concluding remarks and a description of directions for future research.

**Methods**

**Data sources**

We collected data from 175 patients from West China hospital, Sichuan University. Of these patients, 144 were male and 31 female. We removed information such as name, home address and time of admission. Each instance contains 13 attributes in addition to the output class. According to previous studies of feature selection algorithms used for practical reasons and wide acceptance search, we considered parameters preoperatively and intro-operatively, including demographic parameters, pathological features, and laboratory results to improve the applicability and accuracy of the model in clinical practice [22].

Post-operative complications were experienced by 33% (n = 58) of the patients. Details of the liver resection variable dataset in this experiment are presented in Table 1.

**Logistic regression (LR):** Logistic regression is used when the dependent variable is binary, nominal or sequential, and there are no restrictions for explanatory or independent variables [23]. In non-large-sample epidemiological studies, this approach is widely used as a simple predictor of chronic disease risk [23, 24]. It is possible to predict the probability of belonging to each level of the dependent variable, and also the possibility of directly calculating the odds ratio using the coefficients of the model [23]. To solve the problems of overfitting and multiple contribution lines, we used stepwise regression (TR) to improve the result. The explained variables are used to produce a simple regression for each explanatory variable under consideration, and then the regression equation corresponding to the explanatory variable contributing the most to the explained variable is produced, and the remaining explanatory variables are gradually introduced. After stepwise regression, the explanatory variables retained in the model are both important and not seriously multicollinearity. This approach has been used to study the risk of complications in patients with cirrhosis [25]. As part of the LR algorithm, the performance of TR was also given in the results of Table 4.

**Decision trees:** Decision tree classifiers have been used in a range of clinical studies [26, 27]. An important advantage of decision trees is that they do not necessarily require selection of the explanatory variables prior to model building. Moreover, their non-parametric nature allows them to deal with missing values, and they are robust to the presence of outliers [28]. In this paper, two of the decision tree algorithms, C5.0 and Classification and Regression Tree (CART), were implemented.

C5.0 works by recursively splitting a sample, using the feature that provides the maximum information gain.

---

**Table 1  Attributes of the dataset**

| NO | Attributes           | Type     | Description                                                                 |
|----|----------------------|----------|-----------------------------------------------------------------------------|
| 1  | L_complication       | Discrete | Occurrence of complications                                                 |
|    |                      |          | 0: No                                                                        |
|    |                      |          | 1: Yes                                                                       |
| 2  | Resection range      | Discrete | Hepatic segments included in liver cancer surgery                             |
|    |                      |          | 1: hepatic segment 1                                                        |
|    |                      |          | 2: hepatic segment 2                                                        |
|    |                      |          | 3: hepatic segment 3                                                        |
|    |                      |          | 4: hepatic segment 4                                                        |
| 3  | Type of incision     | Discrete | Surgical incision shape                                                      |
|    |                      |          | 1: Surgical incision along the costal margin                                 |
|    |                      |          | 2: Surgical incision along the midline of abdomen                             |
| 4  | Length of incision   | Continuous | The length of the incision during the surgery                               |
| 5  | BMI                  | Continuous | Body Mass Index: the ratio of weight in kg to height in meters squared, a standard measure |
| 6  | CA                   | Continuous | Abdominal cavity depth. The distance from umbilicus to vertebral lip        |
| 7  | Diameter of tumor    | Continuous | The diameter of the biggest tumor                                            |
| 8  | Number of tumors     | Discrete  | Count of tumors in the liver                                                 |
| 9  | Duration             | Continuous | Time from the skin incision to definitive abdominal closure                  |
| 10 | Bleeding             | Continuous | Volume of bleeding (ml): The amount of bleeding during the surgery          |
| 11 | Transfusion          | Discrete  | Whether transfusion was needed                                               |
|    |                      |          | 0: No                                                                        |
|    |                      |          | 1: Yes                                                                       |
| 12 | Plasma infusion      | Continuous | Volume of plasma infusion (ml) input during surgery                          |
| 13 | Erythrocyte suspension | Continuous | Volume of erythrocyte suspension (ml) during operation                      |
For each record in the dataset, C5.0 generates predictions and confidence levels.

**CART** is an effective nonparametric classification and regression method. This algorithm constructs a prediction algorithm by building a binary tree.

**Support vector machines (SVMs):** SVMs are based on the principle of structural risk minimization, in which the training set is mapped into a high-dimensional feature space, using a nonlinear transformation, referred to as the kernel [30]. The SVM is a computational algorithm that can learn from experience and examples to allocate labels to objects [31]. The algorithm has good accuracy even with a limited number of examples [32]. Due to its advantages, SVM is widely used.

**Random forest (RF):** A random forest is a classifier that combines multiple decision trees, and its output categories are determined by the mode of the categories output by an individual tree. It is a kind of integrated algorithm, and is often used to improve the prediction accuracy and stability of a model [33].

The functions “glm()”, “step()”, “C5.0” in the package of C50, “rpart()” and “prune.part()” in the package of rpart, “svm()” in the package of e1071, “randomForest()” in the package of randomForest were used to implement the above algorithms by R.

### Performance evaluation

The performance of the ML models was evaluated using the Area Under the ROC Curve (AUC). Meanwhile, the accuracy of the prediction was considered too.

Filter, wrapper and embedded methods are the commonly used methods for feature analysis in machine learning. The methods used to rank the importance of factors include variance, correlation coefficient, maximum information gain and so on. For example, LR uses the correlation coefficient to rank the feature importance, while SVM uses information gain to rank the importance. For each algorithm, the five most significant characteristic variables were identified. Then, based on the occurrence frequency and experts’ opinion of early preoperative intervention, three characteristic variables were selected. Using logistic regression, the risk of postoperative complications in patients undergoing liver resection was analyzed and discussed.

### Results

#### Sample characteristics

The proportion of patients with post-surgery complications was 33% (n = 58). The proportions of the training set and the test set were 70% (n = 122) and 30% (n = 53) respectively. All of the patients were under 65 years old, with an average age of 49.8. Of them, 144 (82.29%) were male, and 31 (17.71%) were female. Table 2 presents the characteristics of the datasets. To better understand the baseline characteristics of patients, we divided them into two groups, with complication and without complication, as shown in Table 3.

Figure 1 gives the distribution histogram of the continuous variables. Due to anorexia in patients with liver cancer [34], it is apparent from the BMI figures that most of the patients were underweight. The mean of CA is close to the clinical threshold (0.35). The amount of bleeding during surgery was clinically negligible in most patients.

#### Prediction accuracy of different models

Figure 2 and Table 4 show the prediction ability for the models. All six machine learning algorithms showed high accuracy in predicting the risk of complications. The accuracy of LR, TR, C5.0, CART, SVM, RF were 0.83 (95% CI 0.77–0.89), 0.79 (95% CI 0.73–0.84), 0.92 (95% CI 0.83–0.87), 0.87 (95% CI 0.74–0.94), 0.81 (95% CI 0.75–0.87), and 0.77 (95% CI 0.71–0.84), respectively. The AUC of the six algorithms was 0.82 (95% CI 0.66–0.98), 0.79 (95% CI 0.66–0.92), 0.91 (95% CI 0.77–1), 0.82 (95% CI 0.70–0.94), 0.72 (95% CI 0.59–0.85), and 0.71 (95% CI 0.60–0.81), respectively. Table 4 shows the sensitivity and specificity of the algorithms. In two sets of regression models, the AIC of the LR model was 196. The TR model was based on the LR. There are only three significant variables left in the TR model after backward and forward improvement based on the LR model. Only two of the 12 variables in LR were significant. Kappa was 19073, which means there is serious multicollinearity in the variables of the LR model.

| Risk factor          | Mean | SD  | Min  | P25      | P50      | P75      | Max  |
|----------------------|------|-----|------|----------|----------|----------|------|
| BMI (kg/m²)          | 22.52| 2.96| 16.41| 20.25    | 22.49    | 24.27    | 32.85|
| Length of incision (cm) | 23.30| 4.61| 13   | 19       | 24       | 27       | 35   |
| CA                   | 0.34 | 0.04| 0.2  | 0.31     | 0.34     | 0.37     | 0.46 |
| Diameter of tumor (cm) | 5.69 | 3.39| 1.0  | 3.0      | 5.0      | 6.9      | 18.0 |
| Duration (min)       | 201.04| 58.89| 70   | 160      | 195      | 235      | 375  |
| Bleeding (ml)        | 380  | 307.82| 50   | 200      | 300      | 500      | 1600 |
there may therefore be overfitting of variables in the LR model. The performance of the random forest model was weaker than that of the other models with an AUC value of 0.71 (95% CI 0.60–0.81), an accuracy of 77.36% (95% CI 71.86–83.46), the sensitivity of 56.25%, and specificity of 86.48%. The C5.0 decision tree model had an AUC value of 0.91 (95% CI 0.77–1), with an accuracy of 92.45% (95% CI 83.05–1), the sensitivity of 87.5%, and specificity of 94.59% on independent test data (Table 4). This approach significantly outperformed the other models. To provide more accurate clinical advice to doctors, key risk factors were analyzed using C5.0 in the subsequent analysis. We compared our results with those from the literature (Table 5).

### Decision curves analysis of the different models
Decision curve analysis is a method to evaluate prediction models and diagnostic tests. It was introduced by Vickers and Elkin in 2006, to overcome the limitations of traditional measures and techniques for evaluating alternative diagnostic and prognostic strategies [36, 37]. Figure 3 shows the decision curve analysis of the models, and random forest shows the best performance.

### Ranking of importance of the variables by different models
Table 5 shows the most influential variables in each of the ML algorithms, and the relative ranks of the top five variables in decreasing order. The importance of each variable was different for each model. Surgical duration was of primary importance in each model. Surgical duration of primary importance in each model. In addition, BMI was an important indicator, and was...
included in the top five variables of each algorithm. All of the algorithms can be used to provide a threshold for reducing the risk of complications through the control of key risk factors. For example, according to CART, to reduce the risk of complications we need to take into account the following variables: in the low-risk group the diameter of tumor < 6.25 cm, CA < 0.3285, duration < 227.5 min, BMI < 21.755 kg/m², and length of incision < 23.5 cm.

We ranked the risk factors for each algorithm, top five important factors for each algorithm are shown in Table 6, a total of seven important variables, consisting of preoperative variables (BMI, diameter of tumor, length of incision) and intraoperative variables (duration, CA, plasma transfusion, bleeding). Some of these variables, such as tumor size, are hard to control, while others are easy to control to reduce the risk of complications. In this work, we selected three risk factors which can be controlled through reasonable clinical and surgical options. The three variables are duration, BMI, and length of incision.

### Clinical guidance for important controllable variables

The three most significant factors—duration, BMI, and length of incision, have been identified by the ML algorithms in the previous sections. Logistic regression, which is the most widely used method in clinical practice [38, 39], can learn and quantify the relations between features and target value. As shown in Table 7, for every unit increase in BMI, the odd ratios of complications decreased by 24 percent; for each additional ten minutes of surgery, the odd ratios of complications increased by 17.49%; and an increase in the length of the surgical opening by one unit increased the odd ratios by 10.54%. The model had values as follows: 

\[
\logit(p_i) = -1.39 + 0.1054 \text{ (length of incision)} + 0.0174 \text{ (duration)} - 0.2429 \text{ (BMI)}. 
\]

To reduce the risk of postoperative complications in liver resection patients, preoperative BMI should be at least 22.96, and the duration of the operation should be limited to 290 min.
Fig. 2 ROC analysis of the different ML algorithms. The AUC for each algorithm is indicated on the diagram. The C5.0 decision tree algorithm is had the best AUC.

Table 4 Performance of the different algorithms

| Type of ML                          | Accuracy (95% CI) | Sensitivity | Specificity | AUC (95% CI) |
|-------------------------------------|-------------------|-------------|-------------|--------------|
| Logistic Regression (LR)            | 0.83 [0.77,0.89]  | 0.72        | 0.60        | 0.82 [0.66,0.98] |
| T-wise Regression (TR)              | 0.79 [0.73,0.84]  | 0.70        | 0.59        | 0.79 [0.66,0.92] |
| Decision Tree: C5.0 (C5.0)          | 0.92 [0.83,1]     | 0.87        | 0.94        | 0.91 [0.77,1] |
| Decision Tree: CART (CART)          | 0.87 [0.80,0.94]  | 0.69        | 0.91        | 0.82 [0.70,0.94] |
| Support Vector Machine (SVM)        | 0.81 [0.75,0.87]  | 0.50        | 0.94        | 0.72 [0.59,0.85] |
| Random Forest (RF)                  | 0.77 [0.71,0.84]  | 0.56        | 0.86        | 0.7 [0.60,0.81] |

Table 5 Comparison of different models

| No | Authors                     | Techniques                                | Diagnosis                                  | Accuracy |
|----|-----------------------------|-------------------------------------------|--------------------------------------------|----------|
| 1  | Our best method             | C5.0 decision tree                        | Liver cancer                               | 0.9245   |
| 2  | Ming et al. (2019) [18]     | ML-adaptive                               | Breast cancer                              | 0.9017   |
| 3  | Bronsert et al. (2019) [16] | Binomial generalized linear model         | Various diagnosis from electronic health record | 0.88     |
| 4  | Feng et al. (2019) [35]     | Logistic regression and Twenty-two machine learning (ML) models | Traumatic brain injuries                    | 0.88     |
| 5  | Abd El-Salam et al. (2019) [19] | Bayesian Nets | Liver cirrhosis                            | 0.689    |
Discussion

Various risk factors for complications after operation have been described in the literature. In this study, we computed the predictive accuracy of five machine learning models, compared their performance, and ranked the importance of the variables according to the different ML algorithms. C5.0, a decision tree algorithm, had the best performance in predicting the risk of complications after liver resection, with an AUC of 0.91 (95% CI 0.77–1), an accuracy of 92.45% (95% CI 83%-1), a sensitivity of 87.5%, and specificity of 94.59%. The biggest contribution of this paper is that after we conducted a study of the most important risk factors found by the different algorithms, we developed concise and practical clinical suggestions.

Recent literature has reported early complication rates after resection ranging from 20 to 50%. Of our patients, 33% experienced complications. Previous studies tended to focus on only one variable, such as duration of surgery, bleeding, requirement for blood transfusion, and BMI. However, no recent literature has provided clinical guidance based upon these findings.

Machine learning techniques have shown great potential in the field of healthcare management [40], but every model has its limitations. For example, LR uses a large number of variables of low significance to produce accuracy, resulting in over-fitting. Support vector machines are not robust when using large datasets. Due to the differences between algorithms, the ordering of importance of variables is different in different machine learning methods, and the variables selected by a single method may lead to a loss of information. Our study also found that the important variables identified by different methods were different (Table 3).

Most clinicians lack sufficient expertise in machine learning to build a model [40]. Experts in machine learning algorithms, however, generally cannot use models to give clinical advice. We compared the performance of six machine learning algorithms in predicting the risk of postoperative complications in patients undergoing liver resection, and selected the best method based on its prediction accuracy. We then established a secondary learning model, and developed suggestions for issues to be considered before surgery, which has not been done in previous studies. We controlled some risk factors within a certain range, predicted which patients would be at high risk after surgery, and increased nursing care for these patients, to reduce the risk of complications.

The accuracy of the C5.0 model selected in this study was higher than those of previous studies (Table 4). We screened the variables selected as important by various algorithms, and selected three variables for secondary learning using C5.0, producing conclusions with strong clinical significance.

Most studies define overweight individuals as those having a BMI ≥ 25 kg/m², and obesity as BMI ≥ 30 kg/m².

Table 6 Top five risk factors in descending order of importance for the five ML algorithms

| Type of ML         | First factor | Second factor | Third factor | Fourth factor        | Fifth factor        |
|--------------------|--------------|---------------|--------------|----------------------|---------------------|
| Decision Tree: C5.0| Duration     | BMI           | CA           | Plasma infusion      | Length of incision  |
| Decision Tree: CART| Duration     | Diameter of tumor | BMI          | CA                   | Length of incision  |
| Support Vector Machine (SVM) | Duration | BMI           | CA           | Erythrocyte suspension | Length of incision  |
| Random Forest (RF)  | Duration     | BMI           | CA           | Diameter of tumor    | bleeding            |

Table 7 Probability of belonging to each level of the dependent variable

| Risk factor            | Estimate | Std. Error | z value | Pr (>|z|) |
|------------------------|----------|------------|---------|----------|
| Length of incision     | 0.105457 | 0.047442   | 2.223   | 0.026227*|
| BMI                    | –0.242907| 0.070834   | –3.429  | 0.000605**|
| Duration               | 0.017495 | 0.003912   | 4.472   | 7.73e–06**|

*P<0.05; **P<0.01
A BMI ≥ 25 has been established as an independent risk factor for complications at the time of liver resection. Most patients (74.36%) with liver cancer suffer from malnutrition, because of digestive symptoms such as loss of appetite and increased energy expenditure and metabolic rate [34]. However, previous studies have focused only on overweight or obesity, which is an independent contributor to postoperative liver failure [41]. Of our study subjects, only 35 had a BMI of more than 25 kg/m², accounting for 20% of the total sample. In the second study of the important variables, we found that when the BMI was lower than 22.96 (58% of the total sample), the risk of complications was higher. This observation suggests that clinicians should attempt to increase patients’ BMI to 22.96 before surgery, to reduce the risk of complications after surgery. Weight loss is common among patients with intraabdominal diseases, and is recognized as a risk factor for postoperative complications. However, the definition of thinness is inconsistent. In this paper we provide a quantitative analysis of patients with liver resection.

Surgical duration is an independent predictor of short-term adverse outcomes, but the association between surgical duration and postoperative complications is unclear [42], especially for liver resection, since there have been no previous studies. We found that for each additional ten minutes of surgery, the risk of complications increased by 17.49%. Using the C5.0 algorithm, we established a division of the duration into three ranges: low risk less than 175 min; moderate risk from 175 to 290 min; and high risk greater than 290 min. Keeping the operation time below 290 min could reduce the risk of complications. For patients with a high risk of complications, more attention should be paid to postoperative care.

There are a few limitations with this study. We only collected data from one hospital, so data collection from more hospitals should be considered. We also need data from patients aged over 65. Data on smoking, drinking and other behaviors of patients with liver cancer are missing. In subsequent experiments, we will collect behavioral data from patients. This study only considered the presence or absence of complications, and we will also consider the grade of complications in future studies.

Conclusions
We compared five different machine learning algorithms, and showed that C5.0, a decision tree algorithm, had the best accuracy when predicting postoperative complications in patients undergoing liver resection. We also conducted secondary investigation of the important variables identified by the different machine algorithms, and developed suggestions for clinical guidance. We should continue to improve the accuracy of the algorithm, to achieve early prediction of the risk of postoperative complications in liver resection patients.

Acknowledgements
No

Authors’ contributions
S2 and LL took part in study experiment and design, data analysis and drafting of manuscript. YH performed data acquisition and interpretation. YF carried out in study concept and design, data analysis and interpretation, technical support with machine learning expertise. LL is involved in critical revision of manuscript. SZ conducted the data acquisition. LL helped the drafting of manuscript and typography. All authors read and approved the final manuscript.

Funding
This research is supported by the National Natural Science Foundation of China under Grant [Grant No. 72102159], Soft Science Foundation of Sichuan Province [grant number 2021JDR0330], Fundamental Research Funds for the Central Universities [grant number SXYPY202135] and West China Nursing Discipline Development Special Fund Project, Sichuan University (No. HXHL9047).

Availability of data and materials
The data that support the findings of this study are available from West China Hospital, Sichuan University but restrictions apply to the availability of these data, which were used under license for the current study, and so are not publicly available. Data are however available from the authors upon reasonable request and with permission of West China Hospital, Sichuan University.

Declarations
Ethics approval and consent to participate
The protocol was established, according to the ethical guidelines of the Helsinki Declaration and was approved by the Human Ethics Committee of West China hospital, Sichuan University. Written informed consent was obtained from individual or guardian participants.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Author details
1 Business School, Sichuan University, Chengdu, China. 2School of Labor and Human Resources, Renmin University of China, Beijing, China. 3West China School of Nursing, West China Hospital, Sichuan University, Chengdu, China.

Received: 22 April 2021   Accepted: 16 December 2021
Published online: 30 December 2021

References
1. Faiz G, Marcelo C, Neda A, Stefan B, Georgios A, Margonis KS, Yuhree K, Timothy MP. Frailty as a risk predictor of morbidity and mortality following liver surgery. J Gastrointest Surg. 2017;21(5):822–30.
2. Jordi B, Morris S. Management of hepatocellular carcinoma: an update. Hepatology. 2011;53(3):1020–2.
3. Tseng CWD, Cooper AB, Vauthey JN, Curley SA, Aloia TA. Predictors of morbidity and mortality after hepatectomy in elderly patients: analysis of 7621 NSQIP patients. HPB. 2014;16(5):459–68.
4. GiustiNiano E, Procopio F, Morenggi E, Gollo Y, Cecconi M. Renal resistive index as a predictor of postoperative complications in liver resection surgery. Observational study. J Clin Monit Comput. 2020;35(5):1–10.
5. Clavien PA, Barkun J, Oliveira MLD, Vauthey JN, Makuuchi M. The Clavien-Dindo classification of surgical complications five-year experience. Ann Surg. 2009;250(2):187–96.
6. World Health Organization. WHO Guidelines for Safe Surgery 2009: Safe Surgery Saves Lives. https://www.who.int/publications-detail-direct/9789241568552.

7. Rahbani NN, Garden OJ, Padbury R, Broker-Smith M, Crawford M, Adam R, Koch M, Makuuchi M, Dematteo RP, Christophi C. Posthepatectomy liver failure: a definition and grading by the International Study Group of Liver Surgery (ISGLS). Surgery. 2011;149(5):713–24.

8. Hopp WJ, Li J, Wang G. Big data and the precision medicine revolution. Soc Sci Electron Publish. 2018. https://doi.org/10.2139/ssrn.3178772.

9. Swindell HW, Alrabaa RG, Boodapati V, Trofa DP, Jobin CM, Levine WN. Is surgical duration associated with postoperative complications in primary shoulder arthroplasty? J Shoulder Elbow Surg. 2020;29(4):807–13.

10. Sinha I, Althughe D, Chen P, Elizabeth S, Sarkar IN, Ahn SH. Machine learning offers exciting potential for predicting postoperative outcomes: a framework for developing random forest models in IR. J Vasc Interv Radiol. 2020;31(6):1018–24.

11. Artzi NS, Shilo S, Hadar E. Prediction of gestational diabetes based on nationwide electronic health records. Nat Med. 2020;26(1):71–6.

12. Yao M, Zhang L, Bekalo W, Lu W. Preoperative Nutritional Risk Index. Exp Mol Pathol. 2016;101(2):165–71.

13. Bo Y, Yao M, Zhang L, Bekalo W, Lu W. Preoperative Nutritional Risk Index for predicting postoperative complications after liver resection in patients with cirrhosis. Asia Pac J Clin Nutr. 2015;24:591–7.

14. Tranchant H, Gaillard M, Chirica M, Ferretti S, Perlemuter G, Naveau S, Dagher I. Multivariate analysis of risk factors for postoperative complications after laparoscopic liver resection. Surg Endosc. 2015;29(9):2538–44.

15. Pepin KJ, Cook EF, Cohen SL. Risk of complication at the time of laparoscopic hysterecctomy; a prediction model built from the national surgical quality improvement program database. Am J Obstet Gynecol. 2020. https://doi.org/10.1016/j.ajog.2020.03.023.

16. Brons M, Singh AB, Henderson WG. Identification of postoperative complications using electronic health record data and machine learning. Am J Surg. 2020;220:114–9.

17. Moghadam MC, Masoumi E, Bagherzadeh N, Ramsingh D, Li GP, Kain ZN. A machine-learning approach to predicting hypotensive events in ICU settings. Comput Biol Med. 2020;118:103626.

18. Ming C, Viassolo V, Probst-Hensch N, Chappuis PO, Katapodi MC. Machine learning techniques for personalized breast cancer risk prediction: comparison with the BCRAT and BOADICEA models. Breast Cancer Res. 2019;21:75. https://doi.org/10.1186/s13058-019-1158-2.

19. El-Salam S, Ezz MM, Hashem S, Elakel W, Eihefnawi M. Performance of machine learning approaches on prediction of esophageal varices for Egyptian chronic hepatitis C patients. Inf Med Unlocked. 2019;21:100267.

20. Nuh N, Rahbani O, James G, Robert P, Guy M, Moritz K, Thomas J, Hugh, Sheung TF, Juji N, Joan F, Jean-Nicolas V, Myrdll R, Rene A, Ronald P, DeMatteo, Paul G, Val U, Simon B, Masato N, Lorenzo C, Yukihio Y, Mark BS, Michael C, Christopher C, Masatoshi M, Markus W, Bichler, Jürgen W. Post-hepatectomy haemorrhage: a definition and grading by the International Study Group of Liver Surgery (ISGLS). Int Hepato-Pancreato-Biliary Assoc. 2011;13(8):528–35.

21. Koch M, Garden OJ, Padbury R, Rahbani NN, Adam R, Capusottl L, Fan ST, Yokoya Y, Crawford M, Makuuchi M. Bile leakage after hepatobiliary and pancreatic surgery: a definition and grading of severity by the International Study Group of Liver Surgery. Surgery. 2011;149(2):680–8.

22. Breitenstein S, Deoliveira ML, Baptis DA, Slankamenac K, Clavien PA. Novel and simple preoperative score predicting complications after liver resection in noncirrhotic patients. Ann Surg. 2010;252(5):726–34.

23. Kiarash G, Masoud Y, Faranzen P, Sharmsdinn M. Predictors of tuberculosis: application of a logistic regression model. Gene Rep. 2019;17:100527–100527.

24. Simon N, Yih CT, Marco Y, Chak Y, Daniel S, Wei T, Jialiang L, Charumathi S, Tien YW, Ching-Yu C. Logistic regression was as good as machine learning algorithms in prediction of mortality and morbidity following liver surgery. J Gastrointest Surg. 2020;104:101822.

25. Ortega G, Hoppe-Lotichius M, Blettner M. Novel and simple preoperative score for predicting complications after liver resection in noncirrhotic patients. Ann Surg. 2011;254(3):565–74.

26. Faiz G, Marcelo C, Neda A, Stefan B, Georgios A. Frailty as a risk predictor of morbidity and mortality following liver surgery. J Gastrointest Surg. 2017;21(5):822–30.

27. Otto G, Hoppe-Lotichius M, Blettner M. Novel and simple preoperative score for predicting complications after liver resection in noncirrhotic patients. Ann Surg. 2011;254(3):565–74.

28. Vickers AJ, Calster BV, Steyerberg EW. A simple, step-by-step guide to interpreting decision curve analysis. Diagn Prognostic Res. 2013;3:18. https://doi.org/10.1186/1044-8886-3-18.

29. Salzberg SL. C4.5: Programs for machine learning by J. Ross Quinlan. Morgan Kaufmann Publishers, Inc. 1993. Mach Learn. 1994;16(3):235–40.

30. IBM SPSS Modeler 17 Algorithms Guide. IBM Corporation 1994.

31. Almansour NA, Syed HF, Khayat NR, Attheeb RK, Juri RE, Alhyafi J, Alrashed S, Olatunji SO. Neural network and support vector machine for the prediction of chronic kidney disease: a comparative study. Comput Biol Med. 2019;109:101–11.

32. Cortes C, Vapnik V. Support-vector networks. Mach Learn. 1995;20(3):273–97.

33. Speiser JL, Wolf BJ, Chung D, Karvellas CJ, Koch DG, Durkalski VL. BIMM forest: a random forest method for modeling clustered and longitudinal binary outcomes. Chemom Inf Relat Lab Sci. 2019;185:122–34.

34. Fing JZ, Wang Y, Peng J, Sun MW, Jiang H. Comparison between logistic regression and machine learning algorithms on survival prediction of traumatic brain injuries. J Crit Care. 2019;54:110–6.

35. Vickers AJ, Calster BV, Steyerberg EW. A simple, step-by-step guide to interpreting decision curve analysis. Diagn Prognostic Res. 2013;3:18. https://doi.org/10.1186/1044-8886-3-18.

36. Vickers AJ, Elkin EB. Decision curve analysis: a novel method for evaluating prediction models. Med Decis Making. 2006;26(6):565–74.

37. Faiz G, Marcelo C, Neda A, Stefan B, Georgios A. Frailty as a risk predictor of morbidity and mortality following liver surgery. J Gastrointest Surg. 2020;104:101822.

38. Schindl MJ. The value of residual liver volume as a predictor of hepatic dysfunction and infection after major liver resection. Gut. 2005;54(2):289–96.

39. Swindell HW, Alrabaa RG, Boodapati V, Trofa DP, Jobin CM, Levine WN. Is surgical duration associated with postoperative complications in primary shoulder arthroplasty. J Shoulder Elbow Surg. 2020;29(4):807–13.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.