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Abstract

Balance (Counterfeit coin) puzzles have been part of recreational mathematics for a few decades. A particular type of Counterfeit coin puzzle is known in the literature as the "Beam balance puzzle". An abstract solution to it is provided by Iwama et.al as a modification of the Bernstein-Vazirani algorithm, making use of quantum parallelism and entanglement. Moreover, during this pandemic, group testing has proved to be an efficient algorithm to save time and cost of testing specimens for the presence of infection. In this article, we propose a "Binary Spring Balance" (BSB) puzzle, to facilitate a unified picture of the counterfeit coin problem and the testing for infection problem, as both aim to reduce the number of queries. We then showcase two solutions to the BSB problem, one using bits and other using classical-qubits ('cebits") for querying. Both solutions are demonstrated using circuits. In this pursuit, we develop a modified optical implementation of Bernstein-Vazirani algorithm using only polarizers (no need of beam splitters), which has surprisingly not yet been proposed earlier. Under the pretext of this demonstration we question why we have not yet developed testing mechanisms inspired by Bernstein-Vazirani algorithm for the pandemic, as they solve the problem in single query, they have no issues related to prevalence of infection in the population, nor are they plagued by the issue of dilution of samples due to pooling. The modified implementation of Bernstein-Vazirani algorithm using polarizers can also be a cost-effective demonstration in an undergraduate lab.
I. INTRODUCTION

Testing (or querying) is a process to reveal or enhance a particular hidden feature of a specimen. For example, for a counterfeit coin of a higher weight among original coins which are identical on observation, the only way to reveal the counterfeit coin is to weigh them. Similar to the case with coins, all identical looking swabs can be identified for the presence of infection using an RT-PCR test (there are other tests also available but for mathematical abstraction they are all considered equivalent).

A simplified description of the commonly used RT-PCR tests can be found at[1]. The exact details of the testing are not required for the purpose of this article.

An uninformed person would test or weigh each of the swabs or coins individually. However, in the event when there are too many specimens to be tested it is tedious and in some cases impossible to test all of them individually. The time and testing kit cost shoots in proportion to the sample size. An innovative technique had been invented to counter this, which is known as ”Group testing” or ”Pooled testing”, to identify the positive specimen in least number of tests[2]. Similarly, the problem to identify counterfeit coins in least number of weighing is known as the ”Balance Puzzle” or the ”Counterfeit coin puzzle”[3].

The testing mechanism depends on the nature of the sample. Balance puzzles use weighing as testing mechanism while identification for infection uses various laboratory methods. Moreover, the instruments used for weighing or identification for infection can differ and cause a change in mathematical structure of the solution (or algorithm) to the problem. For example, there are two types of instruments that can be used to weigh for the Balance puzzles. One being Beam balance while the other being Spring balance. The beam balance works by comparing mass. Equal number of coins (whose total will always be even) are kept on either side and then compared, if the pan tilts then a counterfeit coin is present in either of the pan. The knowledge of the weight of the coin is not needed for it. On the other hand spring balance does not function by comparison of weight. If a spring balance is used, knowledge of the weight of original coin is at least necessary. The weight shown on the scale is compared to the predicted weight depending on the number of coins placed. Then, if it is different compared to the predicted weight (assuming all coins are original), a counterfeit coin is present in the weighed coins. Additionally, spring balance also reveals the number of counterfeit coins in a particular weighing (deduced from the deficit between the value shown
by the weighing and predicted value if all are considered original).

We will study a unified logical picture of both the problems of spring balance and testing for infection in a population, and call it "Binary spring balance" (BSB) puzzle. It is to be noted that the testing mechanism for identifying positive specimens is similar to that of the application of spring balance to find counterfeit coins, and it is not similar to the application of beam balance. This is because a beam balance works by comparison of coins and always needs even number of coins for a particular weighing. In the BSB puzzle the samples are bits rather than coins of swabs (0 denoting original bit and 1 denoting defective bit). The goal of this puzzle is the same i.e. to identify the defective bits using least number of queries. This puzzle demonstrates a unified logical picture of both the problems.

We also intend to showcase two circuits to implement on this binary sample. One where queries cannot be superimposed while in other case where queries can be superimposed. The second circuit is inspired by the Bernstein-Vazirani algorithm, it however works in the classical domain, too. The second circuit may pave a path for creating a framework to develop testing mechanism and algorithms which work by using only a single test for population of any size.

The article is arranged as follows: In Section 2, we will discuss the history and literature of problems individually. In Section 3, we discuss Li’s S stage algorithm implemented for identification of positive specimens in a population. In Section 4, we will introduce the ”Binary Spring Balance” puzzle and showcase a circuit which implement’s Li’s S stage strategy (where queries are not superimposed) for the problem with binary string size N=12. Section 5, we will showcase a circuit which solves the same problem using Bernstein-Vazirani algorithm (where queries are superimposed). In the same section we showcase a circuit to implement the algorithm using just polarizers (linear polarizers and half wave retarders). In Section 6, we will finally conclude.

II. HISTORY OF THE PROBLEMS

A. Pooled or group testing

The earliest mention of the pooled testing strategy was in the year 1943. In 1943, during the Second World War the United States Public Health Service took up a task to remove
all syphilitic men called up for induction. Testing required drawing a blood sample from an individual and then analysing the sample to determine the presence or absence of syphilis. During those times, performing this test was expensive due to less resources. Testing every soldier individually would have been very expensive and also would need lot of time. This is because, if a person is not syphilitic then the testing kit as well as time is wasted on testing the person. Hence, in the scenario when the number of tests are large and the number of infected (or defective or counterfeit) samples are comparatively less, individual testing is an inefficient method as we will see.

Dorfman proposed a clever way to solve this problem by pooling the blood samples. A graphical depiction of Dorfman testing is depicted in Fig. 1(b). If there are 100 men to be tested then samples can be grouped in batches of 10. The samples can then be tested in group. If any of the group shows sign of syphilis then each sample in the group can be tested individually. In this way, we can reduce the number of tests. There are 2 stages in this scheme, first is testing the complete population in groups and then individually testing the identified infected groups. This strategy is not the most efficient and it can be improved upon as shown by later literature. There are various modifications of this problem for various scenarios. In 1957, Sterrett proposed a modification of Dorfman’s procedure. In 1958, Sobel and Groll improvised the solutions for various scenarios and for the first time studied this problem in the context of Information theory. The reader is advised to follow for more information related to the history of the research on group testing.

A variant of the pooling strategy is known as ”Matrix pooling” or ”Array querying”. In these solutions a sample is shared between two or more pools in same stage rather than only one pool. Recently, a method using Kirkman Triples, known as ”Tapestry pooling” has been proposed by. In this strategy too the samples are distributed in different groups in same stage. It is proposed that in this scheme only one stage of querying is needed to identify all infected. However, there are issues like dilution of samples due to multiple distribution and also in keeping track of the strategy, which needs additional solutions.

In 1962, Li came up with a generalization of the Dorfman’s 2 stage procedure, called as S stage procedure Fig. The difference in Li’s S stage procedure is to regroup the detected groups with infection in second stage and then retest, repeating this procedure for 'S' number of stages rather than just 2 as in the case of Dorfman’s scheme. This procedure is efficient compared to the Dorfman’s procedure as it further reduces use of testing kits as
FIG. 1. Schematic comparison of Spring Balance puzzle and Dorfman’s (or Li’s S=2 stage) solution for pooled testing for identifying positive specimens. (a) Example with N=9 coins with 9th coin being counterfeit. (b) Example with N=9 swabs with 9th swab being positive for infection. Both examples have been solved in 2 stages using Li’s S stage algorithm and groups of size k=3 in 1st stage. In both solutions the samples are pooled together and tested. In the case of coins if the weight is not equal to 3 times the weight of each original coin (w), then a counterfeit coin is present in the group. In the case of swabs, if the color changes to dark blue in comparison to light blue for negative pools, then an positive specimen is present in the pool. A total of 5 queries are needed to solve both of these particular examples.

This procedure is also easier to implement and reduces human error compared to other schemes like Matrix pooling or Tapestry pooling.

We will study pooling strategies in terms of Li’s generalized procedure for our paper due to its’ simplicity, it being generalization of the Dorfman’s procedure which has received widespread implementation during recent Covid-19 pandemic\textsuperscript{21,11}.

Some important parameters to consider are the accuracy of the tests (i.e. sensitivity and specificity of the tests\textsuperscript{12}, the ”prevalence rate” and the ”pool size”\textsuperscript{9}. For this paper we will assume that the tests are always accurate. The prevalence rate is the ratio of the number of infected to the total population to be tested. Pool size is the number of the
samples to be included in one pool. Prevalence rate plays an important role in determining optimal pool size for pooling and also to determine if the pooling strategy is any better than individual testing. We also assume that the maximum number of specimens that can pooled together for efficient detection is unlimited (this is not true in reality due to dilution). This is quantitatively discussed later in detail.

We will explicitly define the specific problem that we will consider for the study:

You have \(N\) similar specimens from suspected patients and a test for the presence of the infection. All the specimens are indistinguishable without the test. 'd' number of specimens are infected and show unique marker compared to non-infected ones upon testing. What is the maximum number of tests required by the Li’s pooling strategy considering 'g' pools of size 'k'.

We are interested in the maximum number of tests required because it prepares us for the worst case scenario. The worst case scenario for a pooling strategy like Li’s occur when the 'd' positive specimens are evenly distributed among 'g' pools of size 'k' made from a population of size 'N'. Suppose for 18 specimens, 2 are infected (this number is unknown to you in reality). They are each distributed in separate 2 of the 3 pools of size of size 6, each. Application of the pooling strategy would require maximum of 13 tests combined (3 in first stage and at most 10 in second). If the infected were all in same pool, it would require 9
tests only (3 in first stage and maximum of 6 in second stage of individual testing). As we cannot know before hand if the infected samples are evenly distributed or not, we need to be prepared for 13 tests in total, known as worst case scenario.

Suppose for 100 positive specimens 5 are infected ones, and there is one positive specimen in each of the groups. Using Dorfman’s strategy on 2 stages, it would require testing each and every group individually and this increases the number of total tests to 110 (a number higher than the actual population size of 100). On the other hand, if the 10 positive specimens were in a same group, it would reduce the number of maximum tests required to only 10. We cannot control if the specimens would be evenly distributed or not, hence we should consider worst case scenario.

B. Balance Puzzle or the Counterfeit coin puzzle

The earliest known mention of the balance puzzle (or also known as the counterfeit coin problem) is from the year 1945. The problem was proposed by E.D. Schell in the American Mathematical Monthly [13]

You have eight similar coins and a beam balance. At most one coin is counterfeit and hence underweight. How can you detect if there is an underweight coin, and if so then which one, using the balance only twice?

Over the years, there have been many generalizations of this problem, like [14]. Various improvisations over the solution have also been proposed.

The testing mechanism proposed in these problems work by placing equal number of coins on both pans of a beam balance and then observing for a tilt in the pan height. If the balance is tilted on either side, it shows that counterfeit coin is present in either of them.

An uninformed person would place single coin on each of the pans of the beam balance and then try to observe if there is any tilt and then repeat the process until the counterfeit coins are identified. This would be a tedious process if the number of coins are large and number of counterfeit coins are comparatively very less. The method to solve this problem in lesser number of weighing in such scenario is by grouping (or pooling) the coins and then weighing. This reduces the number of weighing (tests) required if the number of counterfeit coins are very less.
Usually, for the standard balance puzzle, a beam balance is used. In this paper we will consider the balance puzzle with a spring balance. Fig. 1(a) depicts the algorithm to detect a single counterfeit coin among 9 identical coins using spring balance. Each original coins weight=\text{w}. When the coins are pooled together and weighed they should weigh 3\text{w} if all are original. If there is any deficit then there is a counterfeit coin present. The reason to consider this is that in the standard beam balance puzzle only even number of coins can be tested at once, however, for the spring balance any number of coins can be tested at once. The testing mechanism is slightly different from application of beam balance above. The details are as discussed in the introduction. A spring balance and a standard test for identification of positive specimens are equivalent on an abstract level.

The explicit statement for the spring balance puzzle considered in this article is as such:

You have \text{N} indistinguishable coins and a spring balance. All the coins are indistinguishable without the weighing. \text{'d'} number of coins are counterfeit and are heavier compared to original one. What is the maximum number of weighing required for the Li’s pooling strategy applied in this scenario considering \text{'g'} pools of size \text{'k'}.

We can compare this with the statement in previous subsection, and as depicted in Fig. 1(b). If we replace coins by specimens the problems are similar except for the samples in concern and instruments used for the testing.

III. A QUANTITATIVE EXPLORATION OF THE LI’S S STAGE ALGORITHM

We will revise a few insights into Li’s S stage procedure\cite{91,10} for group testing. It is to be noted that Li’s s stage algorithm is a generalization of Dorfman’s procedure (which has S=2 stages rather than s>2). It is also to be noted that we qualitatively showcased the equivalence between the spring balance puzzle and the problem of detection of infection in the human population. Hence, all the quantitative insights of Li’s S stage algorithm for infection identification also apply to the spring balance puzzle stated in previous section.

In the Li’s S stage algorithm Fig. 2 for a population of size \text{'N'} and \text{'d'} number of positive specimen, the prevalence rate is \text{p}=\text{d}/\text{N}. Consider for 1st stage there are \text{g}_1 groups of equal
size $k_1$ and for $i^{th}$ stage there $g_i$ groups of size $k_i$ (i.e. $g_i = N/k_i$). The number of stages considered are 'S' in number.

It is to be noted that there can be cases where at most one group can be of size lesser than $k_i$ because the population gets exhausted before filling up that group. We will still consider this group to be of size $k_i$. For example, if there are 9 coins and we group the coins in size of 2, there will be 5 groups in total and there will be one group with only 1 coin. In this case we will still consider this group to be of size 2. Consider $m_1$ groups are found to be having positive specimen in 1st stage and $m_i$ in $i^{th}$ stage.

When there are S=1 stages then the number of querying will be constant i.e. N, irrespective of the prevalence. This is because there will be no grouping at any stage in this procedure.

When there are S=2 stages (Dorfman’s strategy), there will be pooling at 1st stage and individual testing in the second stage. The optimal pool size for first stage in this case will be $k_1 = \sqrt{N/d}$. Then the optimal number of groups would be $g_1 = \sqrt{Nd}$. For the derivations check\textsuperscript{6}. The maximum number of tests required (worst case scenario) is $t = 2\sqrt{N/\bar{d}}$.

For a procedure with $S$ stages, the optimal pool size for $i^{th}$ stage is $k_i = (N/d)^{(S-i)/S}$ and the optimal number of groups for a particular stage is $g_i \leq d(N/d)^{1/S}$. The maximum number of tests required for all S stages is $t = Sd(N/d)^{1/S}$.

The above equation only tells us given 'S' stages how much tests would be required in worst case scenario, however we have not fixed optimal number of stages required to reduce the number of tests. Now, the optimal number of stages to exhaust the testing of all the N specimens is $S_0 = \ln(N/d) = -\ln(p)$. Using this knowledge we derive that the maximum number of tests needed for a given population N and d positive specimen when optimal number of stages are implemented, is $t = edln(N/d)$ (obtained by replacing $S_0$), where ‘e’ is the Euler’s constant.

A few things need to be pointed out as they are very important:

1) This pooling strategy may not be a good choice in cases where the prevalence rate 'p' is above certain threshold. It is to be noted that $p = d/N \leq 1$ as number of positive specimen cannot exceed the population size. If we consider Li’s procedure with $S=2$ stages, then the worst case scenario is $t = 2\sqrt{Nd} = 2\sqrt{N^2p} = 2N\sqrt{p}$. Until and unless $\sqrt{p} \leq 0.5$ (or $p \leq 0.25$), $t \leq N$ otherwise it becomes greater than N and pooling is a futile exercise compared to individual testing whose worst case scenario is the constant 'N'.
Hence, the prevalence rate threshold for $S_0$ stages is when the tests needed are equal to or greater than 'N'. The number of worst case tests required can be written in terms of the prevalence rate, $t = edln(N/d) = eN pln(N/Np) = -eN pln(p)$. Hence when, $t \geq N$ the prevalence rate has to be $-pln(p) \geq 1/e$.

This also has been one of the major hurdles in implementing these strategies when the infection has spread to a larger population. However, we will see in later sections how it can be overcome in some cases inspired by superposition of queries.

IV. PHYSICAL IMPLEMENTATIONS OF THE PUZZLE

A. Binary counterfeit coin puzzle

Let us understand a version of the above problems in a binary form. This would help us in creating logical circuits to demonstrate the problem and understand them in unified manner.

Let the sample population be a binary string made of N binary bits, 0 and 1 (we will call it the secret string ‘s’). 0 denoting an original bit (original coins or negative specimens) and 1 denoting defective bit (counterfeit coin or positive specimens). We are unaware of the nature of the string ‘s’, i.e. which particular bit is 1 or 0. We can denote the positions of the bits by an index. For example, in the sample of size 4 and the secret string, s=0011, the 1st bit is $s_1 = 1$, 2nd bit is $s_2 = 1$, 3rd bit is $s_3 = 0$ and 4th is $s_4 = 0$.

There exists a query string ‘x’ which indicates which particular bit of ‘s’ is being queried at a particular step in the solution process. $x_i = 1$ denoting $s_i$ being queried in the particular step and $x_i = 0$ denoting it being not queried. In the case of the classical spring balance puzzle it is equivalent to $i^{th}$ coin being weighed in or not and in the case of pooled testing, it is equivalent to $i^{th}$ specimen being tested for infection or not. For example, if the query code is 0110, it means the 2nd and 3rd bit of ‘s’ is being queried and others are not.

The binary version of weighing on a spring balance or testing for infection in specimens is given by the transformation:

\[ f(x) = \sum_{i=1}^{N} x_i s_i = hw(x, s) \]  \hspace{1cm} (1)

We will call it 'binary spring balance' function. The output of the transformation reveals
information about the nature of the string $s$ for a particular query $x$. For the identification of the defective bit, if $f(x) = 0$ then there is no defective bit detected by the particular query $x$, otherwise ($f(x) > 0$) there is a defective bit identified by the particular query $x$. The summation in the function is nothing but the 'Hamming weight' ($hw(x, s)$) of the bits in the secret string '$s$' which are queried by the particular query string '$x$'. Hamming weight is nothing but the value of the number of 1s in a particular string. This is intuitively similar to difference between the original weight and observed weight on the spring balance scale. Moreover, the value of output also reveals the number of defective bits present, like the spring balance. Note that the value of $f(x)$ is always an integer and is always greater than 0 and lesser than $N$.

For example, for the query string $x=1011$ being used on $s=0011$ given above:

$$f(x) = 1 \times 0 + 0 \times 0 + 1 \times 1 + 1 \times 1 = 2 = 10 \text{(in binary)}$$

Hence, we can conclude that there is at least a defective bit present at index 1, 2 and 4 bit of the string '$s$'. However, if the a query string $x=1100$ is applied to the same secret code:

$$f(x) = 1 \times 0 + 1 \times 0 + 0 \times 1 + 0 \times 1 = 0 \text{(in binary and decimal)}$$

Here, no defective bit was found at index 3 and 4.

As only two binary bits are multiplied at a time, $\times$ can be replaced by an AND gate operation on the two bits. The circuit to implement addition can be done using Full Adder circuits.\[19\]

We now want to identify the defective bits in least number of queries. The procedure is as what we mentioned in previous section using Li’s S stage algorithm. We will show by example how it is to be performed in the BSB puzzle case.

Consider a 12 bit secret code 10000000000. There is only one defective bit and hence prevalence rate is $p=d/N=1/12$. An individual querying (S=1 Li’s algorithm) procedure would look like as given below,

$$f(000000000001)=0,$$
$$f(000000000010)=0,$$
$$\ldots$$
$$f(100000000000)=1.$$  

The maximum number of queries needed to detect the defective bit would be $N=12$ for $d=1$. This was mentioned in the previous section. We can reduce the number of queries by using
Li’s pooling technique.

The optimal number of stages required, $S_0$ for this problem is around $S_0 = \ln(12) \approx 2$. Hence, only two stages are needed. We can divide the string in groups of size $k_1 = \sqrt{12} \approx 3$, this gives us $g_1 = 4$. The querying then proceeds by pooling first 3 bits ($x=000000001111$), then next 3 bits ($x=0000011110000$) and so on.

\[ f(000000001111) = 0, \]
\[ f(0000011110000) = 0, \]
\[ f(001110000000) = 0, \]
\[ f(111000000000) = 1. \]

This shows 4 queries are needed in first stage. The defective bit is located in the 4\textsuperscript{th} group.

Now in the 2\textsuperscript{nd} stage, we detect the defective bit by using individual querying as expected by the $S=2$ procedure of Li’s.

\[ f(001000000000) = 0, \]
\[ f(010000000000) = 0, \]
\[ f(100000000000) = 1. \]

Hence, we see that the last bit (12\textsuperscript{th}) in the secret string $s$ is the only defective bit. In general for the BSB puzzle we pool the bits in 1\textsuperscript{st} stage and then query the collective secret string one by one. We detect which groups were having defective bit and then move to next stage. The total number of queries needed for this sample is $t = 7$. This value is equal to the worst case queries needed to test a population of size $N=12$ with prevalence rate of $1/12$ ($t = -eNp\ln(p) \approx 7$).

Thus, we observe that in individual querying for the BSB puzzle we needed 12 queries however using the pooling strategy we required only 7 for the same string size ‘$N$’ and prevalence rate ‘$p$’. Hence, pooling reduced the number of queries required in the above example. This can be particularly useful in querying a large secret code with large string size. If the prevalence rate would have been larger than or equal to 0.25, i.e. there were three defective bits, $d=3$, this procedure would be worse than individual querying.
A. Creating the circuit for binary spring balance puzzle without superposition of queries

The circuit is divided in two steps 1) Multiplication of individual bits $x_i$ and $s_i$ and 2) Summation of the output from previous step or finding its' Hamming weight.

For the first step, as the multiplication is between two bits at a time, it can be implemented using Logical AND gates. In short consider different combination of multiplying 0 and 1 (0x0 = 0, 0x1 = 1, 1x0 = 0 and 1x1 = 1), and compare it with the Logical AND operation (0\&\&0 = 0, 0\&\&1 = 0, 1\&\&0 = 0, 1\&\&1 = 1), both provide same output. Hence, the first step can be easily implemented using Logical AND gates. We create a digital circuit to implement this example.

The next step can be implemented using Full Adder and Half Adder circuits. The minimum number of Full Adder and Half Adder circuits needed to find the hamming weight of an 'N' bit string can be found at.[20] For N=12 bits we need 8 Full Adder and 4 Half Adder circuits.

A simulation of the complete circuit implementation for N=12 bits has been uploaded at.[21]. To use it the reader is advised to input a particular secret string of size N=12 of their choice. Then the Dorfman’s procedure is to be implemented using various queries as mentioned in previous section. The output is the value of the spring balance function for a particular query '$x$'.

V. SOLUTION TO BSB PUZZLE USING SUPERPOSITION OF QUERIES

The query string in the Li’s solution to BSB puzzle uses classical binary bits, asking if a particular bit of the secret string is being queried or not, one at a time: NO=0 and YES=1. However, if a query can exist in a superposition of states of YES and NO (denoted by $\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$) simultaneously, BV algorithm can be implemented to solve the BSB problem using only single query. Such query problems have been considered by quantum computing experts in the past, however we emphasize that some of these algorithms can also be implemented in classical domain. Superposition states of binary bits are known as 'qubits' in literature. It is to be noted superposition states like qubits can be implemented using classical systems too and in some literature are known as "cebits".[22][23]. Note that this statement is not in violation
of any previous knowledge because, the power of quantum computing lies in superposition and nonlocality combined. We would caution that different interpretations would have different viewpoints regarding this, however we do not intend to delve into this and rather showcase applicability of superposition of states towards solving the BSB problem at hand. A classical version of a qubit can be easily implemented using polarization of classical light. It is to be noted that the secret string is still binary and do not exist in superposition.

Terhal and Smolin were the first to report connection between counterfeit coin puzzles and the problem addressed by BV algorithm. In the past Iwama et.al has considered solving the balance puzzle using quantum mechanics. They have aptly named it the ”quantum counterfeit coin” puzzle. They however in their article consider a beam balance rather than a spring balance. Due to this they consider a query trit (ternary bit) string rather than a query bit string. A single trit is considered to be of a value either ‘-1’, ’0’ or ‘1’. -1 representing placing the coin on left pan, 1 representing placing on the right pan and 0 placing it nowhere. Moreover, the Hamming weight of the query string in their case has to be even (i.e. the number of trits in the trit string different than 0 has to be even).

The Bernstein-Vazirani (BV) algorithm was intended to showcase a method to extract a secret string embedded inside a ”black box” known as an ”Oracle”. Simply, the idea of a black box can be considered to be a box holding information of a secret string, which is registered there, maybe by your friend or enemy who does not want to reveal it to you. You catch hold of the box and reveal the secret string from the outputs from this black box by implementing different queries through its’ inputs. The motivation is same as the problems considered previously.

Fig.3 is the complete diagram of the circuit implementing BV algorithm. It can be divided into three parts 1) Initialization of query 2) Querying 3) Information retrieval. The blue box in the circuit is a special type of oracle known as phase oracle. The Hadamard gates are denoted by boxes labelled ‘H’. Measurements are denoted by the meter box.

Let us look at the algorithm step by step

1) Initialization of query:
Consider that all states to be used for querying in the algorithm are initialized as $|0\rangle$ which denotes a quantum state. It can be implemented as horizontally polarized light beam or can be considered to be a spin up electron or a electron in ground state of a two level system. N such states are passed through equal number of Hadamard gates each.
FIG. 3. Standard logical circuit diagram for the Bernstein-Vazirani algorithm. The blue box $O_h$ is called oracle. The boxes labelled $H^\otimes n$ is a gate with N inputs and N outputs and is an outer product of Hadamard gates. The last symbol represents measurement. Ancilla qubit $|-\rangle$ is depicted at the bottom of the circuit.

The Hadamard gate transforms as such: $H |0\rangle = \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle) = |+\rangle$ and $H |1\rangle = \frac{1}{\sqrt{2}} (|0\rangle - |1\rangle) = |-\rangle$. On the other hand $H |+\rangle = |0\rangle$ and $H |-\rangle = |1\rangle$. These gates in this step create superpositions of $|0\rangle$s and $|1\rangle$s as discussed above. The result of Hadamard gates acting simultaneously on a product state of $|0\rangle$s and $|1\rangle$s of size N denoted by $|a\rangle^\otimes N$ (for example $\equiv |001..01\rangle$) is

$$H^\otimes N |a\rangle^\otimes N = \frac{1}{\sqrt{2}^N} \sum_{x=\{0,1\}^N} (-1)^{\sum_{i=1}^{N} a_i x_i (mod 2)} |x\rangle^\otimes N \tag{2}$$

Here, $\sum_{x=\{0,1\}^N}$ is a sum over all different permutations of 0 and 1 of size N. For example, $x = \{0,1\}^2 \equiv 00, 01, 10$ and 11. Now, if a=01 is some string of size N=2 then

$$H^\otimes 2 |01\rangle = \frac{1}{\sqrt{2^2}} |+-\rangle = \frac{1}{\sqrt{2^2}}(|00\rangle - |01\rangle + |10\rangle - |11\rangle) = \frac{1}{\sqrt{2^2}} \sum_{x=\{0,1\}^2} (-1)^{\sum_{i=1}^{2} a_i x_i (mod 2)} |x\rangle.$$

Hence, when an input $|0\rangle^\otimes N |-\rangle$ is transformed by $H^\otimes N \otimes I$ then the output is

$$(H^\otimes N \otimes I) |0\rangle^\otimes N |-\rangle = \frac{1}{\sqrt{2^N}} \sum_{x=\{0,1\}^N} |x\rangle^\otimes N |-\rangle = |+\rangle^\otimes N |-\rangle \tag{3}$$

The R.H.S of above equation is used for querying the oracle in next stage. It is to be noted the final 'N+1\textsuperscript{th} qubit $|-\rangle$ (called the 'Ancilla") can also be created from $|0\rangle$ by using
the X and H gates in series. For example, the output of \( H^\otimes 3 \otimes I \) acting on \( |0\rangle^\otimes 3 \otimes |-\rangle \) is \( |+\rangle^\otimes 3 \otimes |-\rangle = \frac{1}{\sqrt{8}} (|000\rangle + |001\rangle + |010\rangle + |100\rangle + |011\rangle + |101\rangle + |110\rangle + |111\rangle) \langle -|). 

2) Querying:

An oracle is a "black box" which takes in several inputs and gives outputs. We usually do not know what it holds and in standard problems try to reveal the hidden property of the constituents of the oracle by querying it.

The standard BV algorithm uses an oracle known as a phase oracle, which encodes a function onto the phase of the inputs.

Hence, when a product state \( '|x\rangle^\otimes N \otimes |-\rangle \) (\( x \) is a binary string), passes through a phase oracle, we have

\[
O_h(\frac{1}{\sqrt{2^N}} \sum_{x=\{0,1\}^N} |x\rangle^\otimes N \otimes |-\rangle) = \frac{1}{\sqrt{2^N}} \sum_{x=\{0,1\}^N} |x\rangle^\otimes N \otimes \bigoplus h(x)
\]

\[
= \frac{1}{\sqrt{2^N}} \sum_{x=\{0,1\}^N} (-1)^{h(x)} |x\rangle^\otimes N \otimes |-\rangle \equiv |{-\{d\}}, {\{d'\}}^\otimes N \rangle
\]

Note, \( |{-\bigoplus h(x)}\rangle = \frac{1}{\sqrt{2}}(|0 \bigoplus h(x)) + |1 \bigoplus h(x))\rangle \). It can be observed in the second equality that a phase has been encoded into the input, hence it is known as phase oracle. Here, \( h(x) = \sum_{i=1}^{N} s_i x_i \mod 2 \), where \( s \) is the secret string which is generally unknown to the one who is querying. Using \( |{-\{d\}}, {\{d'\}} \rangle \) we introduce a new notation to simplify understanding of this algorithm. Here, \( \{d\} \) denotes the set of positive integers which correspond to the indices of those bits in \( s \) which are 1, and \( \{d'\} \) to those indices which are 0. Then the secret string can be written in a format \( s = [1\{d\}, 0\{d'\}] \). For example, if \( \{d\} \equiv \{1,3\} \) and \( \{d'\} \equiv \{2,4\} \) then the secret string is \( s = 0101 \). \( |{-\{d\}}, {\{d'\}}^\otimes N \rangle \) then denotes a product state of size \( N \), where \( |-\rangle \) are at index positions given by \( \{d\} \) and \( |+\rangle \) at index positions given by \( \{d'\} \).

An interesting observation is that if the phase function \( h(x) \) is replaced by the Binary spring balance function \( f(x) \) (Eq.1), there will be no change in the output of the oracle. In standard textbooks and articles \[17\,18,24\], the oracle is usually considered to be encoding a function \( h(x) \) onto the phase. The authors are not aware of any article where \( f(x) \) is considered. Quantitatively, \( (-1)^{f(x)} = (-1)^{\sum_{i=1}^{N} x_i s_i} = (-1)^{\sum_{i=1}^{N} x_i s_i \mod 2} = (-1)^{h(x)} \). The
function $h(x)$ is not equivalent to the spring balance unlike $f(x)$ as it does not reveal number of defective bits in a particular pool, like a spring balance.

For example, when $\frac{1}{\sqrt{2}} \sum_{x=\{0,1\}^3} |x\rangle |-\rangle$ passes through the phase oracle holding a secret string $s=101$ then, $O_h(\frac{1}{\sqrt{8}}(|000\rangle + |001\rangle + |010\rangle + |100\rangle + |011\rangle + |101\rangle + |110\rangle + |111\rangle) |-\rangle) = \frac{1}{\sqrt{8}}(|000\rangle - |001\rangle + |010\rangle - |100\rangle - |011\rangle + |101\rangle - |110\rangle + |111\rangle) |-\rangle = |++-\rangle |-\rangle$.

3) Information retrieval:
Even though the information of the secret string held by the oracle is now encoded in the phase of its’ output, the phase however is non-retrievable directly. We therefore need a step to retrieve it, otherwise the whole test is futile. For this, the Hadamard gates will be once again useful.

If Hadamard gates can create superpositions, they can even break it, i.e. $H |+\rangle = |0\rangle$ and $H |-\rangle = |1\rangle$. Hence implementing $H^\otimes N \otimes I$ on the output from the phase oracle acquired in previous step gives:

$$H^\otimes N \otimes I \sum_{x=\{0,1\}^N} (-1)^{\sum_{i=1}^N x_i s_i (mod 2)} |x\rangle^\otimes N |-\rangle = \frac{1}{\sqrt{2^N}} \sum_{x,z=\{0,1\}^N} (-1)^{\sum_{i=1}^N (x_i s_i + x_i z_i) (mod 2)} |z\rangle^\otimes N |-\rangle$$

$$= \frac{2^N}{2^N} (-1)^{\sum_{i=1}^N s_i x_i (mod 2)} |s\rangle |-\rangle + \frac{1}{2^N} \sum_{x,z=\{1,0\}^N} (\sum_{i=1}^N (s_i + z_i x_i) (mod 2)} |z\rangle |-\rangle = |s\rangle |-\rangle (5)$$

The first term in the last equality represents the case when $z=s$, it occurs exactly $2^N$ times due to the sum $\sum_{x=\{0,1\}^N}$. Moreover, $(-1)^{\sum_{i=1}^N s_i x_i (mod 2)}$ always has a value equal to 1, because the exponent is always even. Hence, the coefficient of first term is always 1. If the coefficient of that term is 1, then the coefficient of other term has to be equal to zero, due to the normalization criterion in quantum mechanics. Hence, the final output is $|s\rangle |-\rangle$. The secret string can be revealed by measurement in a particular basis of all the states in the product state.

VI. IMPLEMENTATION OF THE ALGORITHM USING POLARIZERS

We can observe that the state $|\rangle$ plays no direct role in the computation. It is known as the "ancilla qubit" added at the input to sustain reversibility of the oracle in some circuits.
FIG. 4. Different Oracle implementations for the same BV algorithm. First using CNOT gates and next using Z and I gates. Note, $f(x) = \sum_{i=1}^{N} x_i s_i$ and $h(x) = \sum_{i=1}^{N} x_i s_i (mod \ 2)$ in the phase does not make any difference.

It holds no other significance in the circuit. It is to be noted that for the BV algorithm it can be discarded as it holds no significance for the calculation. There are several articles exploring classical implementation of quantum computing algorithms, for example using lenses, using linear optical elements and others. Noting this, we will discuss a modification of the oracle implementation such that it can be demonstrated using cost effective materials available around.

One of the standard ways the phase oracle $O_h$ can be implemented is by using CNOT gates as depicted in Fig. 4. CNOT gates are two qubit gates and their implementation has been a major problem in optical implementation of quantum algorithms as it requires entanglement. Earlier optical implementation of universal quantum computers used non-linear optics to implement it. However, later KLM protocol solved this issue and
this gate could be implemented using linear optical elements. Even, then it is hard to implement this algorithm physically, as it requires some materials which are not readily available. We then ask can we create an equivalent oracle using only single qubit gates like $Z$ and $I$ gates, as the ancilla qubit plays no role in the computation. It has been noted in. However, it is interesting to note that even after this knowledge, an optical implementation was not proposed using only polarizers. All single qubit gates like $Z$ and $I$ can be implemented entirely using only polarizers if polarization is considered for qubit realization. First we justify equivalence between two oracle implementations and then show how the latter can be implemented using just polarizers.

The oracle implementation using \textit{CNOT} gates is as shown in Fig. 4. The diagram depicts $f(x)$ (Eq. 1) to be encoded onto the phase rather than $h(x)$ (Eq. 2), however computationally it makes no difference. The input states with index position given by the set $\{d\}$ to the oracle act as control to \textit{CNOT} gates with targets attached to the ancilla qubit $|\tilde{\rangle}$ at position ‘N+1’, depicted by \textit{CNOT}[$d, N+1$]. The input states with index position $\{d'\}$ pass through the oracle without any change or they are transformed by $I[\{d'\}]$. Let us denote this oracle implementation using a notation $\textit{CNOT}[\{d\}, N+1] \otimes I[\{d'\}]$, then

\[
\text{(CNOT}[\{d\}, N+1] \otimes I[\{d'\}]) \mid+\rangle \otimes N \equiv \mid+\rangle \otimes N \bigoplus h(x) 
\]

\[
= \frac{1}{\sqrt{2^N}} \sum_{x=\{0,1\}^N} (-1)^{f(x)} |x\rangle \otimes N \equiv \mid-\{d\}, +\{d'\} \rangle \mid-\rangle \equiv \mid-\{d\}, +\{d'\} \rangle 
\] (6)

The notation $\mid-\{d\}, +\{d'\} \rangle$ is discussed in previous section.

An implementation of the oracle using the circuit is given by Fig. 4 using $Z$ and $I$ gates. It discards the ancilla qubit and still achieves the goal of demonstrating the BV algorithm and solve the Binary spring balance problem. In this implementation the input states with index position $\{d\}$ to the oracle pass through $Z$ gates. The $Z$ gate transforms various states as given: $Z|0\rangle = |0\rangle$ and $Z|1\rangle = -|1\rangle$ and therefore, $Z|\rangle = |\rangle$. The input states with index position $\{d'\}$ pass through the circuit without any change. Let us denote this oracle implementation using a notation $Z[\{d\}] \otimes I[\{d'\}]$, then

\[
(Z[\{d\}] \otimes I[\{d'\}]) \mid+\rangle \otimes N = \frac{1}{\sqrt{2^N}} \sum_{x=\{0,1\}^N} (-1)^{f(x)} |x\rangle \otimes N \equiv \mid-\{d\}, +\{d'\} \rangle 
\] (7)
Except for the ancilla qubit $|\rightarrow\rangle$ the output Eq. (6) and Eq. (7) from both oracle implementations are same.

Thus, we have got ridden of the need of 2 qubit gate, $CNOT$ for the solution. The required gates for the demonstration are all single qubit gates, i.e. $H$, $Z$ and $I$ gates, implemented by using just polarizers$^{37,43,44}$. Hence, only polarizers should suffice to implement our circuit for BV algorithm.

Half wave plates, Quarter wave plates and Linear polarizers are standard optical elements used to manipulate polarization of light. Polarization of incoming light can exist in superposition and can be used for the circuit implementation. According to the Jone’s Calculus horizontally polarized light can be considered to be in the state $|0\rangle = (1,0)^T$ and vertically polarized to be in state $|1\rangle = (0,1)^T$, light polarized at $45^o$ is in equal superposition of both polarization $|0\rangle$ and $|1\rangle$ and is denoted by $|+\rangle = \frac{1}{\sqrt{2}}(1,1)^T$ and light polarized at $135^o$ to be $|\rightarrow\rangle = \frac{1}{\sqrt{2}}(1,-1)^T$.

Under this nomenclature, Half wave plates (HWP) and Quarter wave plates (QWP) which are also known as retarders, can be represented in general by the transformation matrix given below:

$$BF(\eta,\phi,\theta) = e^{-\frac{i\eta}{2}} \begin{pmatrix} \cos^2 \theta + e^{i\eta} \sin^2 \theta & (1 - e^{i\eta}) e^{-i\phi} \cos \theta \sin \theta \\ (1 - e^{i\eta}) e^{i\phi} \cos \theta \sin \theta & \sin^2 \theta + e^{i\eta} \cos^2 \theta \end{pmatrix} \tag{8}$$

For Half wave plates, (phase retardation) $\eta = \pi$ and (circularity) $\phi = 0$. For Quarter wave plates $\eta = \pi/2$ and $\phi = 0$. $\theta$ is the angle between the ”fast axis” of the plates and direction of horizontal polarization.

Linear Polarizers (LP) are represented by transformation matrix as given below:

$$LP(\theta) = \begin{pmatrix} \cos^2(\theta) & \cos(\theta) \sin(\theta) \\ \cos(\theta) \sin(\theta) & \sin^2(\theta) \end{pmatrix} \tag{9}$$

For demonstration in a lab, these polarizers can be found in form of plastic sheets also known as polymer ”retarder films”. The linear and quarter wave plates (two quarter wave plates with parallel fast axis in series produce a half wave plate) can also be found in 3D movie glasses using circular polarization for stereoscopy. They can also be made using cellophane tape as suggested in$^{45}$. Let us look at how the gates needed to implement BV algorithm can be created using polarizers.
FIG. 5. Complete diagram depicting demonstration of BV algorithm using just polarizers. 
\(LP(0^0)\) are linear polarizers with fast axis parallel to the horizontal polarization to be considered. \(BF(\pi, 0, 22.5^o)\) act as Hadamard gates. \(BF(\pi, 0, 0^o)\) are \(Z\) gates to be placed at the same index positions where \(s_i = 1\) (\(i = 1\) to \(N\)). The bottom most input has index 1.

\[
H \equiv BF(\pi, 0, 22.5^o) = \frac{e^{-i\pi/2}}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}
\]  

(10)

It is transformation matrix for Hadamard gate with an added phase \(e^{-i\pi/2}\). The extra global phase \(e^{-i\pi/2}\) causes no significant change to the solution intended by our circuit. Optically, if a horizontally polarized light (\(|0\rangle\)) passes through it, it creates a 45\(^o\) polarized light (\(|+\rangle\)), alternatively if a vertically polarized (\(|1\rangle\)) passes it creates light polarized at 135\(^o\) (\(|-\rangle\)), which similar to how Hadamard gate operates.

The \(Z\) gate can be implemented using

\[
Z \equiv BF(\pi, 0, 0^o) = e^{-i\pi} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]  

(11)

Optically a 45\(^o\) linearly polarized light (\(|+\rangle\)) when passes through such an element it changes to 135\(^o\) polarized light (\(|-\rangle\)) with an added global phase which can be ignored. Linear polarizers (\(LP(0)\)) are also needed to convert unpolarized light to horizontally polarized light (\(|0\rangle\)), for application in the circuit.

\[
LP(0^o) = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}
\]  

(12)
The procedure for the demonstration is as follows (Fig. 5): 1) Unpolarized light is passed through 'N' Linear polarizers $LP(0^0)$, by switching on a light source. You can consider it as a single query switch turned ON. 2) Then its' output is passed through 'N' number of Half wave polarizer films $BF(\pi, 0, 22.5^0)$, which act as Hadamard gates. 3) The output from this passes through the oracle which consists of $BF(\pi, 0, 0^0)$ which act as Z gates. For demonstration, someone can be asked to secretly position Z gates at desired position, without revealing it to others. 4) The secret string registered in the oracle is now registered in the phase of the output from the oracle, which can be revealed using 'N' Hadamard gates as used before. The optical implementation of the BV algorithm circuit using just polarizers and classical light, for a secret code $s=10110$ registered in the oracle, is as shown in Fig 5.

In terms of the problem of testing for infection in a certain population, if we consider that the positive specimens act as Z gates ($BF(\pi, 0, 0^0)$) and we use polarization of classical light to query for their presence. The problem can then be solved in just a single query by using the circuit mentioned above. In this case we do not need to even worry about the prevalence rate 'p' of infection in the population as required for the other "classical" pooling strategies described above. We do not even need to care about dilution of samples due to pooling. The limitation of this method however is related to the nature of the specimens. If the query needed to test the specimens cannot exist in superposition for the testing mechanism to work, then it is not possible to test in a single query. Hence, a device and testing mechanism can be created where Hilbert space structure applies, such that a cebit or a qubit can be used for querying. We do not even need to be in quantum domain for implementing such a strategy. In the classical domain we saw Hilbert space structure applies to polarization of classical light and other candidates are Orbital Angular Momeentum of classical light or path of the classical light.

VII. CONCLUSION AND DISCUSSION

In this article we presented a unified picture of the Balance puzzles and the problem of pooled testing for infection in a large population. It was showcased that the "Spring balance puzzles" (as opposed to beam balance puzzles) are similar the problem of pooled testing for infection. We then propose a logical version of these problems and name it as Binary spring balance puzzle, not yet discussed earlier in standard articles. It provides a
unified logical picture for both the set of problems irrespective of the testing mechanism to be implemented. The logical function \( f(x) \) where \( x \) is a "binary" query string acts as a spring balance or the device which tests for positive specimen. Circuits are presented to demonstrate the solution to the Binary Spring balance puzzle. First is where the queries are not superimposed like in the case of Li’s S stage algorithm and another where the queries are superimposed like in case of the Bernstein-Vazirani algorithm. Even though it is considered that the Bernstein-Vazirani algorithm needs to be implemented on a quantum computer, we show that it can be implemented using classical light and only polarizers which are readily available. This is possible by modification of the Oracle implementation which does not need entanglement. This circuit also demonstrates that in cases where the testing mechanisms allow superposition of queries a device can be created where the testing for infection in a population can be implemented in single query without caring for the prevalence rate or dilution of the samples, which plague other pooling strategies. Bernstein-Vazirani algorithm supersedes all other algorithms which are proposed currently for testing. Moreover, as this demonstration works in classical domain, the device does not need the worry about working in the quantum domain. We hope that this knowledge paves path to development of better testing strategies during pandemics. The demonstration of Bernstein-Vazirani algorithm mentioned in this article is new and surprisingly not discussed elsewhere and it can be easily implemented in an undergraduate lab.

ACKNOWLEDGMENTS

I am grateful to Ayan Biswas for having patience to discuss.

*chetan.waghela@iitrpr.ac.in

1 IAEA information on RT-PCR testing, <https://www.iaea.org/newscenter/news/how-is-the-covid-19-virus-detected-using-real-time-rt-pcr>

2 S. Mallapaty, "The mathematical strategy that could transform coronavirus testing", Nature, 583(7817), 504-505 (2020).

3 T. Khovanova, edited by Jennifer Beineke and Jason Rosenhouse, *The Mathematics of Various Entertaining Subjects*, (Princeton University Press), 95-104 (2015).
Kazuo Iwama, Harumichi Nishimura, Rudy Raymond and Junichi Teruyama, ”Quantum counterfeit coin problems”, Theoretical Computer Science, 456, Pages 51-64 (2012).

R. Dorfman, ”The Detection of Defective Members of Large Populations”, The Annals of Mathematical Statistics, 14 (4): 436–440, (December 1943).

Ding-Zhu, Du; Hwang, Frank K., Combinatorial group testing and its applications, Chapter 2., (World Scientific. ISBN 978-9810212933 (1993)).

A. Sterrett, ”On the detection of defective members of large populations”. The Annals of Mathematical Statistics. 28 (4): 1033–1036, (1957).

M. Sobel and P. A. Groll, ”Group testing to eliminate efficiently all defectives in a binomial sample”. Bell System Technical Journal. 38 (5): 1179–1252 (September 1959).

S. Ghosh et al., ”A Compressed Sensing Approach to Pooled RT-PCR Testing for COVID-19 Detection”, IEEE Open Journal of Signal Processing, 2, pp. 248-264, (2021).

C. H. Li, ”A sequential method for screening experimental variables”, Journal of the American Statistical Association, 57 (298), 455–477 (1962).

N. Lagopati, et al., “Sample pooling strategies for SARS-CoV-2 detection.” Journal of virological methods, (289) 114044, (2021).

A. Swift, R. Heale, A. Twycross, ”What are sensitivity and specificity?” , Evidence-Based Nursing, 23, 2-4 (2020).

E. Schell, ”Solutions for Problems: E651-E655”, The American Mathematical Monthly, 52(1), 42 (1945).

A. De Bonis, “A Predetermined Algorithm for Detecting a Counterfeit Coin with Multi-arms Balances”, Discrete Applied Mathematics, 86, pp. 191-200 (1998).

L. Pyber, “How to Find Many Counterfeit Coins?,” Graphs and Combinatorics, 2, pp. 173-177 (1986).

B. D. Bundy, “The Oddball Problem,” Mathematical Spectrum, 26, pp. 14-15 (1996).

F. K. Hwang, “A Tale of Two Coins,” American Mathematical Monthly, 94, pp. 121-129 (1987).

N. Linial and M. Tarsi, “The Counterfeit Coin Problem Revisited,” SIAM Journal on Computing, 11 3, pp. 409-415 (1982).

M. Morris Mano, Digital Logic and Computer Design, Pearson India (2017).

L. Brandao, C. Calik, M. Sonmez, R. and Peralta, "Upper Bounds on the Multiplicative Complexity of Symmetric Boolean Functions", Cryptography and Communication (online), (2019).
21 Circuit implementation of Binary Spring Balance puzzle using Li’s S stage algorithm, [https://circuitverse.org/users/84443/projects/binaryspringbalance12bits](https://circuitverse.org/users/84443/projects/binaryspringbalance12bits).

22 B. Perez-Garcia, J. Francis, M. McLarenc, R. I. Hernandez-Aranda, A. Forbes, and T. Konrad, “Quantum computation with classical light: The Deutsch Algorithm,” Phys. Lett. A 379(28–29), 1675–1680 (2015).

23 Arvind, Gurpreet Kaur, and Geetu Narang, ”Optical implementations, oracle equivalence, and the Bernstein-Vazirani algorithm,” J. Opt. Soc. Am. B 24, 221-225 (2007).

24 T. Konrad and A. Forbes, ”Quantum mechanics and classical light”, Contemporary Physics 601, 1-22 (2019).

25 R. J. C. Spreeuw, ”Classical wave-optics analogy of quantum-information processing”, Phys. Rev. A 63 062302, (2001).

26 R. J. C. Spreeuw, ”A Classical Analogy of Entanglement”, Foundations of Physics 283, 361-374 (1998).

27 B. M. Terhal, J. A. Smolin, ”Single quantum querying of a database”, Physical Review A, 58(3), 1822–1826 (1998).

28 E. Bernstein and U. Vazirani, ”Quantum complexity theory”, In Proceedings of the 25th ACM Symposium on the Theory of Computing, 11-20 (1993).

29 M. A. Nielsen, I. L. Chuang, Quantum Computation and Quantum Information , Cambridge University Press (2000).

30 E. Brainis, L-P. Lamoureux, N. J. Cerf, Ph. Emplit, M. Haelterman, and S. Massar, ”Fiber-Optics Implementation of the Deutsch-Jozsa and Bernstein-Vazirani Quantum Algorithms with Three Qubits”, Phys. Rev. Lett., 90 157902, (2003).

31 J. Du, M. Shi, X. Zhou, Y. Fan, B. Ye, R. Han, and J. Wu, ”Implementation of a quantum algorithm to solve the Bernstein-Vazirani parity problem without entanglement on an ensemble quantum computer”, Phys. Rev. A, 64 042306, (2001).

32 J. Siewert and R. Fazio, ”Quantum Algorithms for Josephson Networks”, Phys. Rev. Lett., 87 257905 (2001).

33 P. Londero, C. Dorrer, M. Anderson, S. Wallentowitz, K. Banaszek, and I. A. Walmsley, ”Efficient optical implementation of the Bernstein-Vazirani algorithm”, Phys. Rev. A, 69 010302(R), (2004).
34 Y. Vianna, M. R. Barros and M. Hor-Meyll, "Classical realization of the quantum Deutsch algorithm", American Journal of Physics, 86(12), 914–923 (2018).
35 D. S. Lemelle, M. P. Almeida, P. H. Souto Ribeiro, and S. P. Walborn, "A simple optical demonstration of quantum cryptography using transverse position and momentum variables", American Journal of Physics, 74 542, (2006).
36 Sabino Chávez-Cerda, Jesús R. Moya-Cessa, and Héctor M. Moya-Cessa, "Quantumlike systems in classical optics: applications of quantum optical methods," J. Opt. Soc. Am. B 24, 404-407 (2007).
37 J. L. O'Brien, "Optical quantum computing", Science 318 5856, 1567-1570 (2007).
38 G. J. Milburn, "Quantum optical Fredkin gate ", Phys. Rev. Lett. 62 2124, 1989.
39 G. D. Hutchison and G. J. Milburn, "Nonlinear quantum optical computing via measurement", Journal of Modern Optics 51 8, 2004.
40 S. Llyod, "Any nonlinear gate, with linear gates, suffices for computation", Physics Letters A 167 3, 255-260 (1992).
41 E. Knill, R. Laflamme, and G. A. Milburn, "A scheme for efficient quantum computation with linear optics", Nature 409, 46–52 (2001).
42 P. Kok, W. J. Munro, Kae Nemoto, T. C. Ralph, J. P. Dowling, and G. J. Milburn, "Linear optical quantum computing with photonic qubits", Rev. Mod. Phys. 79 135, 2007.
43 R. Simon and N. Mukunda, ”Minimal three-component SU(2) gadget for polarization optics”, Physics Letters A 1434–5, 165-169 (1990).
44 V Baginiy, R Borghiy, F Goriy, M Santarsieroy, F Frezzaz, G Schettiniz and G Schirripa Spagnolox, ”The Simon–Mukunda polarization gadget”, Eur. J. Phys. 17, 279–284 (1996).
45 P. Velasquez, M. del Mar Sánchez-López, I. Moreno, D. Puerto and F. Mateos, ”Interference birefringent filters fabricated with low cost commercial polymers”, American Journal of Physics 73(4), 357–361 (2005).
46 P. Chithrabhanu, A. Aadhi, S. G. Reddy, S. Prabhakar and R. P. Singh, ”Generating arbitrary cebits on the orbital angular momentum Poincaré sphere”, International Journal of Quantum Information 146, (2016).
47 P. Ghose and A. Mukherjee, ”Entanglement in Classical Optics”, Reviews in Theoretical Science 2, pp 1-14, (2014).