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Abstract—Full-rate space time codes (STC) with rate \( n = \text{number of transmit antennas} \) have high multiplexing gain, but high decoding complexity even when decoded using reduced-complexity decoders such as sphere or QRDM decoders. In this paper, we introduce a new code property of STC called block-orthogonal property, which can be exploited by QRD-decomposition-based decoders to achieve significant decoding complexity reduction without performance loss. We show that such complexity reduction principle can benefit the existing algebraic codes such as Perfect and DjABBA codes due to their inherent (but previously undiscovered) block-orthogonal property. In addition, we construct and optimize new full-rate BOSTC (Block-Orthogonal STC) that further maximize the QRDM complexity reduction potential. Simulation results of bit error rate (BER) performance against decoding complexity show that the new BOSTC outperforms all previously known codes as long as the QRDM decoder operates in reduced-complexity mode, and the code exhibits a desirable complexity saturation property.
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I. INTRODUCTION

Because of their simple maximum-likelihood (ML) decoding, space-time codes (STC) with pure orthogonal property have received considerable attention in the past decade [1]–[4]. However, the code rates of orthogonal STC are mostly low [5]. To increase the code rates, pure orthogonality has been relaxed to quasi-orthogonality for STC in [6]–[15].

To pursue high transmission rates, high-rate STC such as Bell Labs layered space-time (BLAST) [16], double space-time transmit diversity (D-STTD) code [17], DjABBA code [18] and algebraic STC [19]–[20] have been developed, but they demand a high maximum-likelihood (ML) decoding complexity due to the non-orthogonal code structure. In order to reduce the decoding complexity of existing algebraic STC, fast-decodable structure is proposed in [21], however, the associated complexity reduction is upper bounded by the maximum code rate of (quasi-)orthogonal STC [22], and hence is limited.

Basically, quasi-orthogonality and fast-decodability in STC imply additional zero entries in the upper triangle matrix after QR decomposition of the equivalent channel matrices, these zero entries are exploited in breadth-first search or depth-first search decoders such as QRDM and sphere decoders to achieve decoding complexity reduction. In this paper, we introduce a new property for full rate STC, called block-orthogonal property, and propose further QRDM complexity reduction for codes with such property. The proposed decoding principle can benefit many existing algebraic codes due to their previously undiscovered block-orthogonal property. For example, D-STTD code and DjABBA code have about 50% decoding complexity reduction. Moreover, we design new full-rate codes called block orthogonal STC (BOSTC) that further exploit the block-orthogonal property for complexity reduction in QRDM decoders. Besides the usual bit error rate (BER) against signal-to-noise ratio (SNR) investigation approach, we also adopt a new approach: BER comparison against decoding complexity, which gives interesting new insights into codes which are optimal with respect to specific decoding complexity levels.

The rest of this paper is organized as follows. System model is presented in Section II. Block-orthogonal property and BOSTC are introduced and studied in Section III. In Section IV, the benefit of block-orthogonal property is described and simulated. New BOSTC for arbitrary transmit antenna number are constructed and optimized in Section V. The bit error rate (BER) performance simulations are provided in Section VI. This paper is concluded in Section VII.

In what follows, bold lower case and upper case letters denote vectors and matrices (sets), respectively; \( \mathbb{R} \) and \( \mathbb{C} \) denote the real and the complex number field, respectively; \( (\cdot)^T \) and \( (\cdot)^H \) stand for the real and the imaginary part of a complex vector or matrix, respectively; \( |\cdot|^2 \), \( |\cdot|^H \) and rank(\cdot) denote the transpose, the complex conjugate transpose, the Frobenius norm and the rank of a matrix, respectively; \( [a_{ij}] \) denotes a matrix with the \( i \)-th row and the \( j \)-th column element \( a_{ij} \).

II. SYSTEM MODEL

A. Signal Model

We consider a space-time coded multi-input multi-output (MIMO) system employing \( N_t \) transmit antennas and \( N_r \) receive antennas. Let the transmitted signal sequences be partitioned into independent time block, denoting as \( \{ s_1, s_2, \ldots \} \).
at each receive antenna. Therefore, we assume that the number of receiver antennas is identically distributed (i.i.d.).

Definition 2 (BOSTC). Suppose that $\mathbf{H}_{2TN_r \times L}$ is the equivalent channel matrix when an STC $\mathbf{X}_{T \times N_t}$ is applied in $N_t \times N_r$ MIMO systems. Denoting QR decomposition on $\mathbf{H}$ as: $\mathbf{H} = \mathbf{QR}$ where $\mathbf{Q} = [\mathbf{q}_1, \ldots, \mathbf{q}_L] \in \mathbb{R}^{2TN_r \times L}$ is unitary and $\mathbf{R} \in \mathbb{R}^{L \times L}$ is upper-triangular, $\mathbf{X}$ is called block-orthogonal STC (BOSTC) and have block-orthogonal structure if

$$ \mathbf{R} = \begin{bmatrix} \mathbf{D}_1 & \mathbf{E}_{12} & \ldots & \mathbf{E}_{1\Gamma} \\ 0 & \mathbf{D}_2 & \ldots & \mathbf{E}_{2\Gamma} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \mathbf{D}_\Gamma \end{bmatrix} \quad \text{(5)}$$

where the sub-block $\mathbf{D}_i$ is full-rank diagonal matrix of size $k_i \times k_i$ as shown in (6), and the information symbols corresponding to the same sub-block are independent (i.e., their values represent independent information) and orthogonal (i.e., their dispersion matrices satisfy the quasi-orthogonal constraints (QOC) in (10): $\Gamma$ is the number of sub-blocks’ $\mathbf{D}$’s and $\sum_{i=1}^\Gamma k_i = L$; $\mathbf{E}_{ij}$, $(i = 1, 2, \ldots, \Gamma - 1; \; j = i + 1, \ldots, \Gamma)$ denotes matrix containing arbitrary values.

$$ \mathbf{D}_i = \text{diag}(u_{i,1}, u_{i,2}, \ldots, u_{i,k_i}) \quad \text{(6)}$$

In Def. 2, $\mathbf{D}_i$ $(i = 1, 2, \ldots, \Gamma)$ in (6) are diagonal matrices with non-zero scalar diagonal entries. If these scalar diagonal entries are replaced with square upper-triangular matrices such as:

$$ \mathbf{D}_i = \text{diag}(U_{i,1}, U_{i,2}, \ldots, U_{i,k_i}) \quad \text{(7)}$$

where $U_{i,k}$ are full-rank upper-triangular matrices of size $\gamma_i k \times \gamma_i k$ with $\sum_{i=1}^\Gamma \sum_{k=1}^{\gamma_i} \gamma_i k = L$, $i = 1, 2, \ldots, \Gamma$, $\kappa = 1, 2, \ldots, k_i$, then the code can be viewed as a block-quasi-orthogonal code (instead of block orthogonal). The
information symbols corresponding to the same sub-block \(D\) and different \(U\)s are independent and orthogonal.

In general, the size of (block-)diagonal matrices \(D\)’s and upper-triangular matrices \(U\)’s can be arbitrary. In this paper only the case that \(D\)’s have the same size \(k \times k\) (i.e., \(k_1 = k_2 = \cdots = k_p = k\)) and \(U\)’s have the same size \(\gamma \times \gamma\) (i.e., \(\gamma_1 = \cdots = \gamma_p = \cdots = \gamma_r, k = \gamma\gamma \) is considered. Hence, block-(quasi-)orthogonal structure can be unified by three parameters as \((\Gamma, k, \gamma)\):

- \(\Gamma\): the number of matrices \(D\) (i.e., sub-blocks) in \(R\);
- \(k\): the number of scalars \(u\) or matrices \(U\) in \(D\)’s;
- \(\gamma\): the number of diagonal entries in matrices \(U\) \((\gamma = 1\) for scalars \(u\)).

To simplify the notations further, in the sequel of this paper we will not make distinction between block-orthogonal STC and block-orthogonal STC. They will both be called “block-orthogonal STC” with parameters \((\Gamma, k, \gamma)\).

## B. Block-Orthogonal Property

In this section, we present sufficient conditions for an STC to attain block-orthogonal structure.

1) **2-Block BOSTC**: We first propose a sufficient condition for an STC to achieve block-orthogonal structure \((\Gamma = 2, k, \gamma = 1)\). The case of \(\Gamma > 2\) will be discussed subsequently.

**Theorem 1.** Considering an STC of size \(T \times N_t\) with dispersion matrices \(A_1, \ldots, A_k, B_1, \ldots, B_k\). Let

\[
A_i = \begin{bmatrix}
A_{i1}^R & -A_{i1}^T \\
A_{i2}^T & A_{i2}^R
\end{bmatrix},
B_i = \begin{bmatrix}
B_{i1}^R & -B_{i1}^T \\
B_{i2}^T & B_{i2}^R
\end{bmatrix}
\]

and \(A_i \triangleq [a_{iup}]_{2T \times 2N_t}, \ B_i \triangleq [b_{iup}]_{2T \times 2N_t}, (i = 1, \ldots, k, u = 1, \ldots, 2T, p = 1, \ldots, 2N_t)\), then this STC has block-orthogonal structure \((2, k, 1)\) if

1. \(\{A_1, \ldots, A_k, B_1, \ldots, B_k\}\) is of dimension \(2k\); \(8a\)
2. \(A_i^T A_j = I, B_i^T B_j = I (i = 1, \ldots, k); \(8b\)
3. \(A_i^T A_j = -A_j^T A_i (i, j = 1, \ldots, k \text{ and } i \neq j); \(8c\)
4. \(B_i^T B_j = -B_j^T B_i (i, j = 1, \ldots, k \text{ and } i \neq j); \(8d\)
5. \(\sum_{(p, q, s, t) \in S} d_{pqst} = 0 (i, j = 1, \ldots, k, i \neq j) \tag{8e}\)

where \(d_{pqst} = \sum_{k-1}^{k} \left( \sum_{u=1}^{2T} b_{iup} a_{kus} \cdot \sum_{v=1}^{2T} b_{jvp} a_{kvt} \right)\).

The proof of Theorem 1 is given in Appendix A. Based on Theorem 1 the \(2 \times 2\) fast-decodable codes in [29–31] can be shown to have block-orthogonal structure \((2, 1, 1)\).

2) **\(\Gamma\)-Block BOSTC** \((\Gamma > 2)\):

**Definition 3.** Consider an STC with dispersion matrices \(\{A_1, \ldots, A_k\}\) and \(\{B_1, \ldots, B_k\}\) and an associated equivalent channel matrix \(H\), the matrices \(\{B_1, \ldots, B_k\}\) is said to satisfy block-QOC (i.e., conditions (8b) and (8c)) under matrices \(\{A_1, \ldots, A_k\}\) if their associated \(R(k + 1 : k, k + 1 : k + k)\) is diagonal, where \(R\) is the upper-triangular matrix after QR decomposition of \(H\), \(R(k + 1 : k, k + 1 : k + k)\) is the sub-matrix constituted by the \((k + 1)\)th to \((k + k)\)th rows and the \((k + 1)\)th to \((k + k)\)th columns of \(R\).

Based on Def. 3 a sufficient condition to check whether an STC has block-orthogonal structure \((\Gamma, k, 1)\) is provided as follows.

**Theorem 2.** Denoting the equivalent channel matrix of an STC with dispersion matrices \(\{A_1, \ldots, A_k\}\) and \(\{B_1, \ldots, B_k\}\) as \(H = [H_1 H_2], H_1 = [h_{11} \cdots h_{1k}], H_2 = [h_{k+1} \cdots h_{k+k}]\), the matrices \(\{B_1, \ldots, B_k\}\) satisfy block-QOC under matrices \(\{A_1, \ldots, A_k\}\) if

1. \(\{B_1, \ldots, B_k\}\) satisfy the QOC;
2. the projection coefficient matrix of vectors \(h_{k+1}, \ldots, h_{k+k}\) into vector space \(\{h_{11}, \cdots, h_{1k}\}\), i.e., the sub-matrix formed by the first column to the \(k\)-th column and the \((k + 1)\)-th row to the \((k + k)\)-th row of \(B\) in (5), is para-unitary.

The proof of Theorem 2 is given in Appendix B. Using Theorems 2 we can classify the block-orthogonal structure achieved by many existing codes, as shown in Table I. We can see that all these codes have block-orthogonal structure with \(k \leq 2\).

## C. Relationship with the Existing Works

The \(R\)’s after the QR decomposition on the equivalent channel matrices \(H\)’s of group-decodable, fast-decodable structure and block-orthogonal STC are compared graphically in Fig. 1. The group decodable codes cannot achieve full code rates [15]. On the other hand, the fast-decodable codes[21] have very few zeros in the \(R\) matrix, hence limited decoding complexity reduction. This is the reason why we introduce full-rate block-orthogonal structure in this paper.

## IV. BENEFIT OF BLOCK-ORTHOGONAL STRUCTURE:

### Decoding Complexity Reduction

In this section, we first review the breadth-first search decoding used in traditional QRDM [27,28], and then propose a simplified QRDM that exploits the block-orthogonal structure. Next, we use the D-STTD code with block-orthogonal structure \((2, 4, 1)\) to illustrate the decoding complexity reduction.

Assume that the real information symbols corresponding to an upper-triangular matrix \(U\) are drawn from a constellation of size \(M\). For example, if each real information symbol in an STC with block-orthogonal structure \((\Gamma, k, \gamma)\) is 4-PAM (pulse amplitude modulation) modulated, the symbols corresponding to the sub-matrix formed by the \(k\)-th column to the \((k + k)\)-th columns of \(R\) are drawn from a constellation of size \(M = 4^7\).

\(^3A\) is para-unitary if \(A^H A = I\).
TABLE I

| BLOCK-ORTHOGONAL STRUCTURE OF EXISTING CODES FOR $N_t$ TRANSMIT ANTENNAS OVER $T$ SYMBOL DURATIONS$^a$. |
|---|---|---|---|---|
| BLAST$^{[16]}$ | $N_t$ | 1 | $N_t$ | 2 | 1 |
| Golden code$^{[19]}$ | 2 | 2 | 4 | 2 | 1 |
| D-STTD code$^{[14]}$ | 4 | 2 | 2 | 4 | 1 |
| DjABBA code$^{[18]}$ | 4 | 4 | 4 | 2 | 2 |
| Perfect code$^{[20]}$ | 3 (or 6) | 3 (or 6) | 9 (or 36) | 1 | 2 |

$^a$ Without special requirements (e.g., to achieve full diversity, constellation rotation is required for DjABBA code$^{[18]}$ and HEX constellation is applied for Perfect code with 3 (or 6) transmit antennas$^{[20]}$), we assume that each complex information symbol is drawn from a square QAM without constellation rotation, equivalently, each real information symbol is drawn from a one-dimension constellation.

Fig. 1. $R$’s of group-decodable structure, fast-decodable structure and block-orthogonal structure.

A. Traditional QRDM

In traditional QRDM, the surviving paths with smaller accumulated Euclidean distance (Euclidean metric) are picked from the full (ML decoding) or partial (near-ML decoding) search tree. Assume that at each stage $M_c$ paths are reserved, as shown in Fig. 2 where $M_c = 3$. At the beginning, all the search paths are reserved until the number of total search paths exceeds $M_c$; then only $M_c$ paths with the smallest accumulated Euclidean metrics, surviving paths, are picked for the Euclidean metric calculations in the next stage. In this case, $M M_c$ metrics need to be calculated in each stage. Hence, the decoding complexity (likelihood function calculation number) under traditional QRDM is:

$$O_{\text{Traditional}} = \frac{1}{T} \sum_{l=1}^{L} \left[ M_c < M^{L-l+1} \right] M^l$$

$$= \left[ M_c > M^{L-l} \right] M^{L-l} + \left[ M_c = M^{L-l} \right] M_c,$$

where $[\text{Condition}]$ will be 1 when $\text{Condition}$ is true, or 0 when $\text{Condition}$ is false. In (9), $\frac{1}{T}$ means that the decoding complexity is averaged over the symbol durations; $l = L, \cdots, 1$ means that the decoding process is conducted from $s_L$ to $s_1$; $[M_c < M^{L-l+1}]$ being 1 means that the number of total search paths exceeds $M_c$ and Euclidean metrics need to be calculated.

Note that 1) if $M_c = 1$, traditional QRDM has successive interference cancelation (SIC) and (9) becomes $O_{\text{Traditional}} = \frac{1}{T} M^L$ (the first point seems useless); 2) if $M_c = M^{L-k}$, traditional QRDM becomes the same complexity as fast decoding$^{[21]}$ and the decoding complexity is reduced from $\frac{1}{T} M^L$ to $O_{\text{Traditional}} = \frac{1}{T} k M M_c = \frac{1}{T} k M^{L-k+1}$. In this case, only the orthogonality in the upper-left sub-block of the block-orthogonal structure is exploited. In the following, we will propose a simplified decoding that exploits the orthogonality in all the sub-blocks of block-orthogonal structure to reduce $M_c$ to $M_c^{T\gamma}$ for Euclidean metric calculations, and hence reducing the decoding complexity (9) further, but without performance loss.

B. Simplified QRDM for Block-Orthogonal Structure

As denoted in the dashed box of Fig. 2, we assume that 2 real information symbols $\{s_p, s_{p-1}\}$ drawn from a signal constellation with $M = 4$ are in a sub-block of an STC with block-orthogonal structure $(\Gamma, k, 1)$ ($k \geq 2$) and this sub-block is not a first-decoded block. Since $s_p$ and $s_{p-1}$ are independent, the Euclidean metric calculations for $s_p$ and $s_{p-1}$ can be separated. Under QRDM with $M_c = 3$, the Euclidean metric calculation number for $s_p$ is $O_p = M_c M = 12$. Without loss of generality, the surviving candidates for $s_p$ may be $s_{p,1}, s_{p,2}$ and $s_{p,4}$ (as shown in Fig. 2) based on the updated accumulated Euclidean distance.

Next we calculate the Euclidean metrics for $s_{p-1}$. Since $s_p$ and $s_{p-1}$ are orthogonal to each other, $s_p$ will not affect the Euclidean metric calculations for $s_{p-1}$. Hence the two Euclidean metrics for $s_{p-1}$ along path

$$\left( \cdots \to s_{p+1,1} \to s_{p,1} \to s_{p-1,j} \right) : \text{blue line in Fig. 2}$$

and path

$$\left( \cdots \to s_{p+1,1} \to s_{p,2} \to s_{p-1,j} \right) : \text{green line in Fig. 2}$$

are picked for $s_{p-1}$.
are the same, which is equal to the Euclidean metric along the virtual path (for Euclidean metric calculation only)
\[
(\cdots \rightarrow s_{p+1,1} \rightarrow s_{p-1,j}) : \text{ red dashed line in Fig. 2}
\]
with \( j = 1, 2, 3 \) and 4. Then the number of Euclidean metric calculation for \( s_{p-1} \) will be reduced from \( M_cM = 12 \) to \( O_{p-1} = M_c^qM = 8 \) where \( M_c^q = 2 \) is the equivalent surviving path number of \( \{ \cdots s_{p+2}, s_{p+1}, s_p \} \) for \( s_{p-1} \), or the surviving path number of \( \{ \cdots s_{p+2}, s_{p+1} \} \) for \( s_{p-1} \). Note that the red virtual path does not exist under traditional QRDM without considering block-orthogonal structure. Thus, under proposed simplified QRDM considering block-orthogonal structure, the surviving paths for Euclidean metric calculations are the \( M_c^q \) reserved paths of these symbols \( \{ \cdots s_{p+2}, s_{p+1} \} \) decoded in previous blocks, not the \( M_c \) reserved paths of all these symbols \( \{ \cdots s_{p+2}, s_{p+1}, s_p \} \) decoded previously. Note that with the use of virtual path, we can reduce the Euclidean metric calculation number, but will not reduce the surviving path number. Hence, the decoding complexity reduction will not cause any loss in BER performance at all. Without loss of generality, after updating the accumulated Euclidean distance, \( M_c = 3 \) surviving paths in this stage may be
\[
(1) \cdots \rightarrow s_{p+1,1} \rightarrow s_{p,1} \rightarrow s_{p-1,2} : \text{ blue line in Fig. 2}
\]
\[
(2) \cdots \rightarrow s_{p+1,1} \rightarrow s_{p,2} \rightarrow s_{p-1,2} : \text{ green line in Fig. 2}
\]
\[
(3) \cdots \rightarrow s_{p+1,2} \rightarrow s_{p,4} \rightarrow s_{p-1,4} : \text{ pink line in Fig. 2}
\]

Suppose that \( \{s_p, s_{p-1}, \cdots, s_{p-k+1}\} \) are in the same sub-block of block-orthogonal structure \((\Gamma, k, 1)\) and their equivalent surviving path numbers are denoted as \( M_c^q, M_{c,p}^q, M_{c,p-1}^q, \cdots, M_{c,p-k+1}^q \) respectively. Then, instead of [9], we can rewrite the decoding complexity under proposed simplified QRDM as:

\[
O_{\text{Simplified}} = \frac{1}{T} \sum_{l=0}^{1} \left[ M_c < M^{L-l+1} \right] M_c^q \cdot \left[ M_c > M^{L-l} \right] M^{L-l} + \left[ M_c \leq M^{L-l} \right] M_{c,l}^q.
\]

(10)

It is easy to see that \( M_c = M_{c,p}^q \geq M_{c,p-1}^q \geq \cdots \geq M_{c,p-k+1}^q \). Hence, the decoding complexity of an STC with block-orthogonal structure of \( k \geq 2 \) under proposed simplified QRDM is lower than that under traditional QRDM.

1) Decoding Complexity Reduction Bound: Considering a sub-block \( \{s_p, s_{p-1}, \cdots, s_{p-k+1}\} \) of block-orthogonal structure \((\Gamma, k, 1)\), it is easy to see that \( M_{c,p-1}^q \) achieves the minimum value of \( M_{c,l}^q \) \( (i = 0, \cdots, k - 1) \) when each node in the reserved decoding search tree has \( M \) children and hence as few parent nodes as possible are reserved. The minimum simplified decoding complexity of this sub-block can be shown to be (assume that \( M_c \leq M^{L-p} \))

\[
O_{\text{part Simplified,min}} = \sum_{i=p}^{k-1} M M_{c,i}^q = \sum_{i=0}^{k-1} M M_{c,i}^q / M^i.
\]

Compared with the traditional per-sub-block decoding complexity \( kM M_c \) (when \( M_c \leq M^{L-p} \)), the simplified decoding complexity of this sub-block can even be reduced to \( M / (k(M-1)) \).

Note that this result is available to all non-first-decoded sub-blocks. For the block-orthogonal structure \((\Gamma, k, \gamma)\) with \( \gamma > 1 \), the \( \gamma \) information symbols corresponding to an upper-triangular matrix \( U \) should be viewed as a unit drawn from a constellation of size \( M^\gamma \), instead of \( M \). Hence we can make the following remark:

**Remark 1.** Compared with the traditional decoding, the maximum amount of decoding complexity reduction of block-orthogonal structure \((\Gamma, k, \gamma)\) with simplified decoding is \( \frac{M}{\gamma (M-1)} \) approximately, which is a decreasing function of \( k \) and \( M^\gamma \).

2) Decoding Complexity Reduction Example: From (10), we can see that the decoding complexity is mainly determined by the equivalent surviving path number \( M_{c,l}^q \). Since the actual \( M_{c,l}^q \) value can only be estimated experimentally, simulations are conducted in a 4×2 MIMO system where the D-STTD code with block-orthogonal structure \((2, 4, 1)\) is applied, and \( M_{c,l}^q \) of \( s_l(l = 4, \cdots, 1) \) in the non-first-decoded sub-block are enumerated. In the simulations, the communication channel is assumed to be quasi-static Rayleigh fading and the channel state information is perfectly known at the receiver.

**Experiment I:** Assume that each real information symbol in the D-STTD code is drawn from 8-PAM, the equivalent...
C. Decoding Complexity Comparisons

Under traditional and proposed simplified QRDM’s, the decoding complexities of the D-STTD code [17], the DjABBA code [18] with block-orthogonal structures (2, 4, 1), (4, 2, 2) and (16, 2, 1) respectively in a 4×4 MIMO system are compared in Fig. 6, where each real information symbol is drawn from 16-PAM, 4-PAM and 4-PAM, respectively. We emphasize that all codes will have exactly the same BER performance under both QRDM schemes because the proposed Simplified QRDM only reduces the number of Euclidean metric calculations but not the surviving path number (as explained earlier in Section IV-B). From Fig. 6, we can see that the decoding complexity under proposed simplified QRDM can be reduced drastically. In particular, the complexity reduction for the D-STTD code is nearly 50%.

Moreover, the simulation also shows that: 1) the D-STTD code achieves more decoding complexity reduction than the DjABBA code. That is because compared to the DjABBA code with $k = 2$, the D-STTD code has larger $k$ = 4 (both have the same $M = 16$); 2) the DjABBA code achieves more decoding complexity reduction than Perfect code because the DjABBA code has a larger $M = 4^2 = 16$ than the Perfect code which has $M = 4^1 = 4$ (both have the same $k = 2$). Both the observations concur with Remark 2.

Note that although the proposed Simplified QRDM achieves a lower decoding complexity, its BER performance remains the same as the traditional QRDM because the surviving path number of both schemes remain the same (recall explanation in Section IV-B). Hence, BER comparisons under traditional and proposed simplified QRDM’s are unnecessary and omitted.

V. NEW BOSTC CONSTRUCTION

Although we have shown that many existing high-rate STCs have some block-orthogonal structure, there are new open problems:

1) The conventional approaches to high-rate code design tend to focus on the error rate performance criteria and always ignore decoding complexity, hence they may not achieve the best performance-complexity trade off. We can see that for most existing codes in Table 1 $k = 2$ hence the decoding complexity reduction under proposed simplified QRDM is limited. Furthermore, the Perfect code with 3 and 6 transmit antennas can not benefit from simplified QRDM decoding due to $k = 1$;

2) Many existing BOSTC have low scalability. For example, the maximum code rate of DjABBA code is 2.
Therefore in this section, we will construct new BOSTC’s which better exploit the block-orthogonal property and are more scalable.

### A. Construction

To reduce the decoding complexity, the BOSTC should be designed for large $k$. Two such systematic construction rules are presented here.

1) **Construction I with Rate-1 Seed Code**: Select a rate-1 space-time code $X_{o,T \times N_t}$ with high $k$ to be the seed code, and a full-rank matrix $M_{N_t \times N_t} = [m_1 \ m_2 \ \cdots \ m_{N_t}]$ to be the extension matrix, then a rate-$N_t$ (full-rate) BOSTC can be constructed as

$$X_{I,N_t} = \sum_{i=1}^{N_t} X_{o,i} \cdot \text{diag}(m_i)$$  \hspace{1cm} (11)

where $X_{o,i}$ is the $X_o$ with different sets of information symbols. It is easy to prove that the decoding of $X_{I,N_t}$ is not rank deficient if there is at most a complex information symbol at each space-time position of the seed code $X_{o,T \times N_t}$.

2) **Construction II with Rate-1/2 Seed Code**: Select a rate-1/2 space-time code $X_{o,T \times N_t}$ with high $k$ to be the seed code, and a matrix $M_{N_t \times 2N_t} = [m_1 \ m_2 \ \cdots \ m_{2N_t}]$ with full-rank $[M']$ be the extension matrix, then a rate-$N_t$ BOSTC can be constructed as

$$X_{II,N_t} = \sum_{i=1}^{2N_t} X_{o,i} \cdot \text{diag}(m_i)$$  \hspace{1cm} (12)

where $X_{o,i}$ is the $X_o$ with different sets of information symbols. It is easy to prove that the decoding of $X_{II,N_t}$ is not rank deficient if there is at most a real information symbol at each space-time position of the seed code $X_{o,T \times N_t}$.

### B. Examples

BOSTC examples with $k = 4$ and $k = 8$ are presented in the following. To our knowledge, the $k = 8$ code has the largest $k$ value ever reported.

First we review Hadamard matrix. A complete set of $2^m$ Walsh functions of order $m$ gives a Hadamard matrix $M_{2^m}$ as follows:

$$M_2 = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \quad M_4 = \begin{bmatrix} M_2 & M_2 \\ M_2 & -M_2 \end{bmatrix}, \quad \ldots$$  \hspace{1cm} (13)

$$M_\infty = \ldots$$

Denote $M_N$ as a square sub-matrix of $M_\infty$ in (13) formed by the first $N$ columns and the first $N$ rows. For example,

$$M_3 = \begin{bmatrix} 1 & 1 & 1 \\ 1 & -1 & -1 \\ 1 & -1 & -1 \end{bmatrix},$$

**Example 1** (fixed dimension): $(8, 4, 1)$-BOSTC for 4 transmit antennas

Let the seed code be the rate-1 jABBA code:

$$X_o = \begin{bmatrix} s_1 + js_2 & s_3 + js_4 & js_5 - s_6 & js_7 - s_8 \\ -s_3 + j s_4 & s_1 - js_2 & -js_5 - s_6 & js_7 + s_8 \\ s_5 + js_6 & s_7 + js_8 & s_1 + js_2 & s_3 + js_4 \\ -s_7 + j s_8 & s_5 - js_6 & -s_3 + js_4 & s_1 - js_2 \end{bmatrix} \hspace{1cm} (14)$$

Then a rate-4 STC $X_{l,4}$ for 4 transmit antennas can be constructed as

$$X_{l,4} = \sum_{i=1}^{4} X_{o,i} \cdot \text{diag}(m_i)$$  \hspace{1cm} (15)

where $X_{o,i}$ is the $X_o$ with different sets of information symbols $\{s_{1,i}, \ldots, s_{8,i}\}$ and $m_i$ is the $i$th column of Hadamard matrix $M_4$ as shown in (16).

$$M_4 = \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & -1 & -1 & -1 \\ 1 & -1 & -1 & 1 \end{bmatrix}$$  \hspace{1cm} (16)

Following Theorem 2, $X_{l,4}$ can be verified to have block-orthogonal structure $(8, 4, 1)$, where $\{s_{1,i}, \ldots, s_{8,i}\}$ and $\{s_{5,i}, \ldots, s_{8,i}\}$ are in the $(2i-1)$th and $(2i)$th sub-blocks, respectively. Moreover, the block-orthogonal structure is maintained even if any of these sub-blocks are removed, and hence $X_{l,4}$ can be a $(\Gamma, 4, 1)$-BOSTC of code rate $\Gamma/2$ ($\Gamma = 1, 2, \ldots, 8$) with $(8 - \Gamma)$ sub-blocks removed.

**Example 2**(scalable dimension): $(2^m+n-1, 4, 2^{m-n})$-BOSTC for $2^m$ transmit antennas ($m \geq 1$ integer, $n \in [1, m]$)

Let $C_{l,1,l}(l = 1, 2, 3$ and 4) be the dispersion matrices of Alamouti code [11] with $j^2 = -1$:

$$\begin{bmatrix} 1 & 0 \\ 0 & -j \end{bmatrix}, \begin{bmatrix} j & 0 \\ 0 & -j \end{bmatrix}, \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \begin{bmatrix} 0 & j \\ j & 0 \end{bmatrix}.$$

Then the dispersion matrices of a rate-1 STC for $2^m(m > 1$ integer) transmit antennas can be presented as:

$$\begin{bmatrix} C_{l,2k-1,m} & 0 \\ 0 & C_{l,k,m-1} \end{bmatrix}$$  \hspace{1cm} (17)

where $k = 1, \ldots, 2^m-2$, $l = 1, 2, 3$ and 4.

The rate-1 STC with dispersion matrices in (17) or (18) with the picking order shown in Fig 7 is denoted as $X_o$. Fig. 7. Order of picking dispersion matrices ($\gamma = 2^{m-n}$, $n \in [1, m]$, $m \geq 1$) in Example 2. Here $\gamma = 2$ for illustration purpose.
Let the seed code be \(X_0\) and the extension matrix \(M\) be the Hadamard matrix of size \(2^m \times 2^m\), a rate-2\(^m\) STC \(X_{1,2m}\) can be constructed following Construction I:

\[
X_{1,2m} = \sum_{i=1}^{2^m} X_{o,i} \cdot \text{diag}(m_i)
\]

(19)

where \(X_{o,i}\) is the rate-1 STC \(X_0\) with different sets of information symbols and \(m_i\) is the \(i\)th column of Hadamard matrix \(M\).

Following Theorem 2, \(X_{1,2m}\) can be verified to have block-orthogonal structure \((2^{m+n-1}, 4, 2^{m-n})\) with \(n \in [1, m]\), where \(\{s_i, (k-1)\gamma + 1, m, \ldots, s_i, ky, m, i\}\) corresponds to \(U_{l,i}(l = 1, 2, 3 \text{ and } 4)\) in the \(p\)th sub-block \((k = 1, \ldots, 2^{m-1}, i = 1, \ldots, 2^m, p = 2^{m-1}(i-1) + k)\). Moreover, the block-orthogonal structure is maintained even if some sub-blocks are removed, hence \(X_{1,2m}\) can be a \((\Gamma, 4, 2^{m-n})\)-BOSTC of code rate \(2^{1-n}\Gamma\) \((\Gamma = 1, \ldots, 2^{m+n-1})\) with \((2^{m+n-1} - \Gamma)\) sub-blocks removed.

Using the rate-1/2 real orthogonal STC in [2] as the seed codes, BOSTC can be obtained following Construction II as follows.

**Example 3:** \((10, 8, 1)\)-BOSTC for 5 transmit antennas

Let the seed code be

\[
X_0 = \begin{bmatrix}
    s_1 & s_2 & s_3 & s_4 & s_5 \\
    -s_2 & s_1 & s_4 & -s_3 & s_6 \\
    -s_3 & -s_4 & s_1 & s_2 & s_7 \\
    -s_4 & s_3 & -s_2 & s_1 & s_8 \\
    -s_5 & -s_6 & -s_7 & -s_8 & s_1 \\
    -s_6 & s_5 & -s_8 & s_7 & -s_2 \\
    -s_7 & s_8 & s_5 & -s_6 & -s_3 \\
    -s_8 & -s_7 & s_6 & s_5 & -s_4 \\
\end{bmatrix}
\]

(20)

and the extension matrix be

\[
M = \begin{bmatrix}
    -1 & 1 & 1 & 1 & 1 & j & 1 & 1 & 1 & 1 \\
    1 & -1 & 1 & 1 & 1 & 1 & j & 1 & 1 & 1 \\
    1 & 1 & -1 & 1 & 1 & 1 & j & 1 & 1 & 1 \\
    1 & 1 & 1 & -1 & 1 & 1 & 1 & j & 1 & 1 \\
    1 & 1 & 1 & 1 & -1 & 1 & 1 & 1 & j & 1 \\
\end{bmatrix}
\]

(21)

a rate-5 STC \(X_{II,5}\) can be constructed following Construction II:

\[
X_{II,5} = \sum_{i=1}^{10} X_{o,i} \cdot \text{diag}(m_i)
\]

(22)

where \(X_{o,i}\) is \(X_0\) in (20) with different sets of information symbols and \(m_i\) is the \(i\)th column of \(M\)

Following Theorem 2, \(X_{II,5}\) can be verified to have block-orthogonal structure \((10, 8, 1)\), where \(\{s_{1,i}, \ldots, s_{8,i}\}\) are in the \(i\)th \((i = 1, \ldots, 10)\) sub-block. Note that the block-orthogonal structure is maintained even if some sub-blocks are removed, hence \(X_{II,5}\) can be a \((\Gamma, 8, 1)\)-BOSTC of code rate \(\Gamma/2\) \((\Gamma = 1, 2, \ldots, 10)\) with \((10 - \Gamma)\) sub-blocks removed.

The newly constructed BOSTC are summarized in Table II.

Interestingly, the \(X_{II,5}\) code found using Construction II has a higher \(k\) value (=8) than those found using Construction I. \(X_{II,5}\) is also the first ever \(k = 8\) code.

### C. Optimization

To compare with DjABBA code (rate 2) and DSTTD code (rate 2), we will show a rate-2 BOSTC with optimization in the following.

Denoting \(X_0\) in (14) as \(X_o = X_0_1 (s_1, s_2, s_3, s_4) + X_0_2 (s_5, s_6, s_7, s_8)\), a rate-2 full-diversity \((4, 4, 1)\)-BOSTC \(X_{I,rate-2}\) with optimized design coefficients can be presented as

\[
X_{I,rate-2} = \sum_{i=0}^{1} \sum_{n=1}^{2} X_{o,n,i+1} \cdot \text{diag}(p_{2i+n}) \cdot \text{diag}(m_{2i+1})
\]

(23)

where \(X_{o,n,i+1}\) is the \(X_0\) with different sets of information symbols, \(m_i\) is the \(i\)th column vector of Hadamard matrix \(M\) and the design coefficient matrix \(P\) can be obtained from computer search as

\[
P = \begin{bmatrix}
    p_1 \\
    p_2 \\
    p_3 \\
    p_4
\end{bmatrix} = \begin{bmatrix}
    e_1 & e_1 & e_1 & e_1 \\
    e_1 & e_1 & e_1 & e_1
\end{bmatrix}
\]

where \(e_1 = e^{j0.3218}\).

### VI. SIMULATIONS AND DISCUSSIONS

In this section, we compare the BER performances of the optimized \(X_{I,rate-2}\) in (23) with the existing rate-2 codes such as D-STTD code [17] and DjABBA code [18] in \(4 \times 4\) MIMO systems. We consider the DjABBA code optimized in Chapter 9 of [18], which is the best known rate-2 code to our knowledge.

In the following simulations, the proposed simplified QRDM as described in Section IV-B is applied as described, and all the rate-2 codes are modulated by 16-QAM (hence 8 bits/channel use). We assume that the channel is quasi-static Rayleigh fading, and the channel state information (CSI) is known at the receiver perfectly.

### A. BER Performance against SNR with Given Decoding Complexities

From Remark 2, we can see that with a given surviving path number in QRDM, The D-STTD code and the proposed \(X_{I,rate-2}\) in (23) with \(k = 4\) can bring more decoding complexity reduction than the DjABBA code with \(k = 2\). In other words, with a given decoding complexity, the D-STTD code and the proposed \(X_{I,rate-2}\) support larger surviving path numbers than the DjABBA code. As shown in Table III, we simulate 2 cases in Table III where Case I considers a decoding complexity \(O\) of around 180, while Case II allows a higher decoding complexity \(O\) of around 620, for all the D-STTD, DjABBA and proposed \(X_{I,rate-2}\) codes. The complexity order is computed using (10).

### TABLE III

| Case | Code          | \(M_s\) | \(O\)  |
|------|---------------|---------|-------|
| I    | D-STTD code   | 20      | 189   |
| II   | DjABBA code   | 7       | 208   |
|      | \(X_{I,rate-2}\) in (23) | 16      | 183   |
|      | \(X_{II,5}\)  | 7       | 208   |
|      | \(X_{II,5}\)  | 16      | 183   |


TABLE II

| BOSTC          | $N_t$ | $T$ | Rate | $\Gamma$ | $k$ | $k$ |
|----------------|-------|-----|------|---------|-----|-----|
| $X_{1,4}$ in (15) | 4     | 4   | 4    | 8       | 4   | 1   |
| $X_{1,2m}$ in (19) | $2^m$ | $2^m$ | $2^m$ | $2^{m+n-1}$ | 4   | $2^m-n$ |
| $X_{8,5}$ in (22) | 5     | 8   | 5    | 10      | 8   | 1   |

* Assume that each complex information symbol is drawn from a square QAM without constellation rotation, or each real information symbol is drawn from an one-dimension constellation equivalently; $m$ is an integer $\geq 1$, and $n$ is an integer no larger than $m$.

**Fig. 8.** BER against SNR with comparable decoding complexities in $4 \times 2$ MIMO systems with 8 bits/channel use.

The BER curves against SNR are plotted in Fig. 8. We can see that with similar or slightly lower decoding complexity (Table III), $X_{\text{Rate-2}}$ proposed in (23) outperforms both the D-STTD code and the DjABBA code. This is because $X_{\text{Rate-2}}$ has higher diversity than the D-STTD code, and supports larger surviving path number than the DjABBA code (see Table III).

**B. BER Performance against Decoding Complexity with Given SNR Value**

From Fig. 8 we can see that the BER performance of STC decoded using QRDM decoder is a function of the decoding complexity. Interestingly, this function is non-linear. For instance, with similar decoding complexities, the D-STTD code performs better than the DjABBA code in Case I, but worse than the DjABBA code in Case II. Hence in this subsection we will study the relationship between BER performance and decoding complexity under a given SNR value.

The BER curves against decoding complexity with SNR = 22 dB are plotted in Fig. 9. We can see that 1) at different decoding complexity level, the best performance is achieved by different codes. $X_{\text{Rate-2}}$ performs the best for most parts of the decoding complexity range, and specifically when the decoding complexity order is lower than $10^3$. Therefore, the proposed BOSTC is a better choice for systems with limited computational power; 2) when the BER curves become flat, the QRDM performance approaches the ML decoding performance, although the practical decoding complexity is far lower than the ML decoding complexity. We call such minimum practical decoding complexity for ML decoding performance the complexity saturation point and denote it as “▲” in Fig. 9 and Fig. 10.

**Fig. 9.** BER curves against decoding complexity with a given SNR = 22 dB in $4 \times 2$ MIMO systems with 8 bits/channel use.

**Fig. 10.** BER curves against decoding complexity with a given SNR = 22 dB in $4 \times 2$ MIMO systems with 8 bits/channel use.
C. Complexity Saturation Point

From Fig. 9 we can see that the codes can achieve near ML decoding performances with a much lower practical decoding complexity (i.e., complexity saturation point) than full ML decoding complexity. When the practical decoding complexity exceeds the complexity saturation point, the improvement on decoding performances with a much lower practical decoding complexity becomes negligible. In our proposed BOSTC, the complexity saturation point, the BER curves of the proposed BOSTC under different SNR are plotted in Fig. 10. We can see that the complexity saturation points are almost the same, at about $M_c = 128$. This is clearly desirable too.

VII. CONCLUSIONS

In this paper, we introduce a new code property, called block-orthogonal property, for space-time codes (STC), and propose a new Simplified QRDM decoder to achieve significant decoding complexity reduction over the traditional breadth-first-search QRDM decoder for many well known high-rate STCs such as the D-STTD, DjABB and Perfect codes. We prove that the proposed simplified QRDM has absolutely no performance loss over the traditional QRDM, because the Simplified QRDM reduces only the number of Euclidean metric calculations but not the surviving path number. We also derive the maximum achievable complexity reduction in terms of the block-orthogonal parameters. To further exploit the block-orthogonal property, we construct new BOSTC with better complexity reduction advantage, and we show how to optimize them for full diversity and maximum coding gain without affecting the block orthogonal code structure. The proposed BOSTC construction rules are scalable, and they support arbitrary number of transmit antennas. Simulations of BER against SNR and against decoding complexity show that the proposed BOSTC outperforms the best known rate-2 STC under almost all scenarios (except at full ML decoding complexity level), and it requires a QRDM complexity level much lower than the full ML decoding complexity level to achieve near-ML decoding performance.

Finally, we remark that the decoding complexity reduction principle of block-orthogonal code structure presented in both [34] and this paper is applicable to both breadth-first search and depth-first search decoders. Hence, many benefits seen in this paper can also be expected for sphere decoding [26].

APPENDIX A

Following the signal model (3), the equivalent channel matrix in an $N_t \times N_r$ MIMO system with the channel matrix $H_{N_t \times N_r} = [h_1, h_2, \ldots, h_{N_r}]$ is

$$H_{2TN_r \times L} = [H_1, H_2] = [h_1, \ldots, h_k, h_{k+1}, \ldots, h_{2k}]$$

$$\mathbf{A}_i = \begin{bmatrix} A_i & 0 & \cdots & 0 \\ 0 & A_i & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & A_i \end{bmatrix}_{N_r \times N_r}$$

where

$$\mathbf{h} = \begin{bmatrix} z^R_h \\ h_1 \\ \vdots \\ z^R_h \\ h_{N_r} \\ \vdots \end{bmatrix}, \quad \mathbf{B}_i = \begin{bmatrix} B_1 & 0 & \cdots & 0 \\ 0 & B_1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & B_1 \\ \end{bmatrix}_{N_r \times N_r}$$

Due to (8b), we have $\mathbf{A}_i^T \mathbf{A}_i = \mathbf{I}, \quad \mathbf{B}_i^T \mathbf{B}_i = \mathbf{I}$ (i.e., $\mathbf{A}_i, \mathbf{B}_i$ are orthogonal and hence its equivalent channel matrix $H_{1}$ satisfies $H_{2}^H H_{1} = |h|^2 \mathbf{I}$ (a detailed proof can be found in [13]). Similarly, due to (3), we have $H_{2}^H H_{2} = |h|^2 \mathbf{I}$. Under QR decomposition, $H = QR$ with $Q \triangleq [q_1, q_2, \ldots, q_k]$ and $Q_1 \triangleq [q_1, \ldots, q_k ]; \quad Q_2 \triangleq [q_{k+1}, \ldots, q_{2k}]; \quad R \triangleq \begin{bmatrix} R_1 & E \\ 0 & R_2 \end{bmatrix}$ is full-rank due to (8a); $R_1 = |h|I_{k \times k}$ due to (8c); $E = Q_1^T H_2$.

In the following, we will prove that $R_2$ is diagonal and hence this STC has block-orthogonal structure $(2, k, 1)$. We can see that

$$H_2 = Q_1 E + Q_2 R_2$$

$$(H_2 - Q_1 E) = Q_2 R_2$$

$$(\text{where } Q_2^T Q_2 = \mathbf{I})$$

$$|h|^2 \mathbf{I} + E^T E - H_T^2 Q_1 E - E^T Q_1^T H_2 = R_2^T R_2$$

$$(\text{where } Q_1^T H_2 = E)$$

In other words, $E^T E$ is diagonal $\iff R_2^T R_2$ is diagonal. Since $R_2$ is upper triangular, $R_2^T R_2$ is diagonal $\iff R_2$ is diagonal. Hence, in the following, we will prove that $E^T E$ is diagonal under the condition (8).

Since $E = Q_1^T H_2$, we have

$$E = \frac{1}{|h|^2} H_2^T H_2$$

$$E^T E = \frac{1}{|h|^2} H_2^T H_1 H_1^T H_2$$

$$= \frac{1}{|h|^2} \left[ h_{k+1}^T H_1 H_1^T h_{k+1} + \ldots + h_{2k}^T H_1 H_1^T h_{2k} \right]$$

$$= \frac{1}{|h|^2} \left[ h^T R_i^T H_1 H_1^T R_i^T h \right]$$

To ensure that $E^T E = \frac{1}{|h|^2} \left[ h^T R_i^T H_1 H_1^T R_i^T h \right]$ is diagonal, we need

$$h_i^T R_i^T H_1 H_1^T R_i^T h = 0, \quad i, j = 1, \ldots, k, \quad i \neq j.$$ (25)
Let $\mathcal{A}_f \triangleq [a_{11} \ a_{21} \ \cdots \ a_{2N_r N_s}]^T \triangleq [a_{uv}]_{2N_r \times 2N_s}$, and $\mathcal{B}_i \triangleq \begin{bmatrix} \mathcal{B}_i \ \mathcal{B}_i \ \mathcal{B}_i \ \mathcal{B}_i \end{bmatrix} \triangleq [b_{uv}]_{2N_r \times 2N_s N_r}$, we have

$$
\mathcal{B}_i \mathcal{H}_i \mathcal{H}_i^T \mathcal{B}_j \triangleq \begin{bmatrix} [w_{pq}]_{2N_r \times 2N_s} \ \mathcal{A}_f \mathcal{h} \ \cdot \ \mathcal{A}_f \mathcal{h} \end{bmatrix}^T \begin{bmatrix} \mathcal{A}_f \mathcal{h} \ \cdot \ \mathcal{A}_f \mathcal{h} \end{bmatrix}^T \mathcal{B}_j
$$

with

$$
w_{pq} = \begin{bmatrix} [w_{pq}]_{2N_r \times 2N_s} \ \mathcal{A}_f \mathcal{h} \ \cdot \ \mathcal{A}_f \mathcal{h} \end{bmatrix}^T \begin{bmatrix} \mathcal{A}_f \mathcal{h} \ \cdot \ \mathcal{A}_f \mathcal{h} \end{bmatrix}^T \mathcal{B}_j
$$

$$
= \left[ \sum_{u=1}^{2N_r} b_{iup} a_{1u} \mathcal{h} \cdot \sum_{u=1}^{2N_r} b_{iup} a_{2u} \mathcal{h} \right]^T \begin{bmatrix} \mathcal{A}_f \mathcal{h} \ \cdot \ \mathcal{A}_f \mathcal{h} \end{bmatrix}^T \mathcal{B}_j
$$

$$
= \left[ \sum_{u=1}^{2N_r} b_{iup} a_{k1} \mathcal{h} \cdot \sum_{u=1}^{2N_r} b_{iup} a_{k2} \mathcal{h} \right]^T \begin{bmatrix} \mathcal{A}_f \mathcal{h} \ \cdot \ \mathcal{A}_f \mathcal{h} \end{bmatrix}^T \mathcal{B}_j
$$

$$
= \sum_{k=1}^{2N_r} \sum_{u=1}^{2N_r} b_{iup} a_{k1} \mathcal{h} \cdot \sum_{u=1}^{2N_r} b_{iup} a_{k2} \mathcal{h} \mathcal{h}^T
$$

For a clear presentation, we define

$$
d_{pqst} = \sum_{k=1}^{2N_r} \left( \sum_{u=1}^{2N_r} b_{iup} a_{k1} \mathcal{h} \cdot \sum_{u=1}^{2N_r} b_{iup} a_{k2} \mathcal{h} \right)
$$

$$
\mathcal{B}_i \mathcal{H}_i \mathcal{H}_i^T \mathcal{B}_j \mathcal{h} \text{ as follows:}
$$

$$
\begin{align*}
\mathcal{h}^T \mathcal{B}_i \mathcal{H}_i \mathcal{H}_i^T \mathcal{B}_j \mathcal{h} &= \sum_{p=1}^{2N_r} \sum_{q=1}^{2N_s} \mathcal{h}_p \mathcal{h}_q w_{pq} \\
&= \sum_{p=1}^{2N_r} \mathcal{h}_p \sum_{s=1}^{2N_s} \mathcal{h}_q w_{pq} \\
&= \sum_{p=1}^{2N_r} \mathcal{h}_p \sum_{s=1}^{2N_s} \mathcal{h}_q \cdot \mathcal{h}^T \\
&= \sum_{p=1}^{2N_r} \mathcal{h}_p \sum_{s=1}^{2N_s} \mathcal{h}_q \sum_{t=1}^{2N_s} \mathcal{h}_t \cdot d_{pqst}.
\end{align*}
$$

Since $\mathcal{h}_p$, $\mathcal{h}_q$, $\mathcal{h}_s$, and $\mathcal{h}_t$ are random channel coefficients, for $\mathcal{h}^T \mathcal{B}_i \mathcal{H}_i \mathcal{H}_i^T \mathcal{B}_j \mathcal{h}$, i.e., (26), being 0 all the elements of the polynomial

$$
\sum_{q=1}^{2N_s} \mathcal{h}_q \sum_{p=1}^{2N_r} \mathcal{h}_p \sum_{s=1}^{2N_s} \mathcal{h}_s \sum_{t=1}^{2N_s} \mathcal{h}_t \cdot d_{pqst} \text{ should be 0, i.e., (27)}
$$

$$
\begin{align*}
\sum_{(p,q,s,t) \in \mathcal{S}_0} d_{pqst} &= 0 \\
\end{align*}
$$

where each element (tuple) of set $\mathcal{S}_0$ includes 4 uniquely-permuted scalar drawn from $\{1, \ldots, 2N_r\}$ and corresponds to a term $b_{iup} a_{k1} \mathcal{h} \cdot \sum_{u=1}^{2N_r} b_{iup} a_{k2} \mathcal{h}$ with coefficient $\sum_{(p,q,s,t) \in \mathcal{S}_0} d_{pqst}$.

Since $\mathcal{A}_f (\mathcal{B}_i)$ is block-diagonal with the same main diagonal sub-matrix $\mathcal{A}_f (\mathcal{B}_i)$, $\mathcal{B}_i$ is diagonal with the same main diagonal sub-matrix $\mathcal{A}_f (\mathcal{B}_i)$. Hence (27) is equivalent to (28).

$$
\sum_{(p,q,s,t) \in \mathcal{S}_0} d_{pqst} = 0
$$

where each element (tuple) of set $\mathcal{S}$ includes 4 uniquely-permuted scalars drawn from $\{1, \ldots, 2N_r\}$.

Hence, with (5), $E_f^T E_f = \frac{1}{\| \mathcal{h} \|^2} \mathcal{h}^T \mathcal{B}_i \mathcal{H}_i \mathcal{H}_i^T \mathcal{B}_j \mathcal{h}$ is diagonal, i.e., $\mathcal{R}_2$ is diagonal. Since $\mathcal{R}_1$ and $\mathcal{R}_2$ are diagonal, Theorem 1 is proved.

### Appendix B

Since $\{\mathcal{B}_1, \ldots, \mathcal{B}_k\}$ satisfy the QOC, $\mathcal{H}_2 \mathcal{H}_2$ is diagonal. Under QR decomposition,

$$
\mathcal{H} = \mathcal{H}_1 \mathcal{H}_2 = \mathcal{Q} = [Q_1 \ Q_2] \begin{bmatrix} R_1 & E_{12} \\ 0 & R_2 \end{bmatrix}
$$

where $E_{12}$ is the projection coefficient matrix of vectors $\mathcal{h}_{k+1}, \ldots, \mathcal{h}_{k+k}$ onto vector space $\{\mathcal{h}_1, \ldots, \mathcal{h}_k\}$. Following the QR decomposition algorithm, we see that $E_{12} = Q_1^T \mathcal{H}_2$.

In (29), we have

$$
\begin{align*}
\mathcal{H}_2 &= Q_2 \mathcal{E}_{12} + Q_2 \mathcal{R}_2 \\
\mathcal{H}_2 - Q_1 \mathcal{E}_{12} &= Q_2 \mathcal{R}_2 \\
\mathcal{H}_2^T \mathcal{H}_2 - E_{12}^T E_{12} &= R_2^T R_2 (Q_2^T Q_2 = I)
\end{align*}
$$

Hence, with diagonal $\mathcal{H}_2^T \mathcal{H}_2$, we have: $E_f^T E_f$ is diagonal $\iff \mathcal{R}_2$ is diagonal $\iff \mathcal{R}_2$ is diagonal, where $\mathcal{R}_2$ has been known to be upper triangular. Hence Theorem 2 is proved.
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