Qualitative analysis of trapped Dirac fermions in graphene
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Abstract

We study the confinement of Dirac fermions in graphene and in carbon nanotubes by an external magnetic field, mechanical deformations or inhomogeneities in the substrate. By applying variational principles to the square of the Dirac operator, we obtain sufficient and necessary conditions for confinement of the quasi-particles. The rigorous theoretical results are illustrated on the realistic examples of the three classes of traps.

1 Introduction

Collective excitations of free electrons in graphene behave like massless Dirac fermions due to the peculiar geometry of the two-dimensional crystal, where the hexagonal lattice is assembled from two equivalent triangular sublattices [1]. The fact stays behind many unusual properties of graphene, e.g. the half-integer quantum Hall effect [2], finite minimal conductivity [2], [3], or visual transparency of graphene [4]. Relativistic nature of the quasi-particles makes it possible to observe phenomena native in QED in the table-top experiments. Let us mention Klein tunneling [5] which is difficult to observe for elementary particles, however, it manifests in carbon nanostructures in the absence of backscattering of Dirac fermions [6], see also [7].

Klein tunneling challenges construction of graphene-based quantum dots and quantum wave guides as the Dirac electrons can tunnel through the electrostatic barriers. Although the quasi-particles can be confined in these systems under quite specific conditions [8], [9], [10], [11], [12], alternative ways were proposed without the use of the electrostatic field, see e.g. [13] for review. In the article, we will focus on the following scenarios:

• Magnetic traps: Inhomogeneous magnetic field can confine Dirac quasi-particles in graphene [14], [15]. The variety of configurations of the magnetic field leading to the confinement of Dirac fermions was considered in the literature. Let us mention e.g. the square-well barriers and point-like barriers [16], [17], [18], Kronig-Penney-type vector potentials [19], or smoothly decaying magnetic fields [20], [21]. Exactly solvable configurations were considered with the use of the methods of supersymmetric quantum mechanics. The standard supersymmetric techniques were used e.g. in [22], [23] or [24]. Construction of solvable models and explicit formulas for their Green’s functions and local densities of states were discussed with the use of supersymmetry in [25]. The wave guides created by the inhomogeneous field were considered e.g. in [26].

• Pseudo-magnetic traps: Influence of the mechanical deformations on the Dirac fermions can be surprisingly similar to that of the external magnetic field. They are manifested in the form of the vector potential in the effective Dirac Hamiltonian, i.e. they give rise to a pseudo-magnetic field [27], [28], [29]. Confinement of Dirac fermions caused by mechanical deformation was considered e.g. in [30] for graphene and in [25] for carbon nanotubes.

• Effective-mass traps: When graphene is deposited on another crystal, the sublattice symmetry (the equivalence of the two triangular lattices in graphene) can be broken. The atoms from one sublattice are experiencing a different strength of interaction than the atoms from the other sublattice. In the Dirac-Weyl equation, the break-down of the sublattice symmetry can be described in terms of the effective mass that can be position-dependent. Existence of localized Dirac fermions in graphene with inhomogeneous effective mass was considered e.g. in [31], [32], [33], [34].

Investigation of the confinement of Dirac electrons in graphene was mostly focused on the quantitative analysis of the specific solvable configurations. In the current work, we focus our attention to the following rather general question:

Under which conditions the Dirac fermions are confined in graphene?
The article is organized as follows: In the rest of this section, we specify in detail the physical scenarios we are interested in. In the next section, we find sufficient and necessary conditions for confinement of Dirac electrons. The main results are summarized in the form of theorem in section 2.2. They are applied in the explicit, physically interesting, examples in section 3. The last section is devoted to discussion.

1.1 Mechanical and pseudo-magnetic traps

Mechanical deformation of a crystal can be described by the deformation vector \( \mathbf{u}(x) \) that indicates how is the displacement of the atoms from their equilibrium positions. The effect of deformations on Dirac fermions in graphene is surprisingly similar to that of electro-magnetic field. When the crystal is subject to in-plane deformations, the stationary equation for Dirac fermions in graphene acquires the following form \cite{28,29,35,36},

\[
\sum_{j=1}^{2} \left[ v_F \sigma_j \left( -i \hbar \partial_{x_j} + e A^{\text{mg}}_{x_j} \right) + \gamma_0 \sigma_j A^d_{x_j} \right] \tilde{\Psi} + m \sigma_3 \tilde{\Psi} = e \tilde{\Psi},
\]

where \( e \) is the elementary charge, \( \sigma_a \) are the Pauli matrices \footnote{We use standard definition of the Pauli matrices, \( \sigma_1 = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \), \( \sigma_2 = \left( \begin{array}{cc} 0 & -i \\ i & 0 \end{array} \right) \), \( \sigma_3 = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) \).} The mass \( m \) is zero for suspended graphene but can acquire nonzero values when the graphene sheet is deposited on a substrate. The Fermi velocity \( v_F = \frac{k_F}{m_{cc} c} \approx 10^6 m/s \). The hopping energy \( \gamma_0 = 2.9 eV \) and \( a_{cc} = 0.142 \times 10^{-9} m \) is the interatomic distance in the hexagonal lattice of graphene. The vector potential \( \mathbf{A} = (A_{x}^{\text{mg}}, A_{y}^{\text{mg}}) \) corresponds to the external magnetic field, whereas the vector potential \( \mathbf{A}^{d} = (A_{x}^{d}, A_{y}^{d}) \) is induced by the deformation of the crystal. It is defined in terms of the deformation vector as \( A_{x}^{d} = \frac{1}{2} (\partial_{x_1} u_1 - \partial_{x_2} u_2) \), \( A_{y}^{d} = -\frac{1}{2} (\partial_{x_1} u_2 + \partial_{x_2} u_1) \), see \cite{28}.

In the current work, we will be interested in the systems that possess translational symmetry in one direction. We will use the units where the energy is given in the multiples of \( \gamma_0 \) and the length is measured in the multiples of \( a_{cc} \); we make the substitutions \( x_1 \mapsto \alpha x \) and \( x_2 \mapsto \alpha y \) in \footnote{We use standard definition of the Pauli matrices, \( \sigma_1 = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \), \( \sigma_2 = \left( \begin{array}{cc} 0 & -i \\ i & 0 \end{array} \right) \), \( \sigma_3 = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) \).} where \( \alpha = \frac{1}{2} a_{cc} \). The vector potentials corresponding to the magnetic field and to the mechanical deformation will be of the following form

\[
\mathbf{A}^{\text{mg}}(x) = (0, A_{y}^{\text{mg}}(x)), \quad \mathbf{A}^{d}(x) = (0, A_{y}^{d}(x)) = (0, -\partial_{x} u_{y}(x)).
\]

Separating the variables in the wave function \( \tilde{\Psi}(x) = e^{i k y} \psi(x) \), we get finally

\[
h \psi(x) = \left( -i \partial_{x} \sigma_1 + k_y \sigma_2 + \frac{3 a_{cc} e}{2 \hbar} A_{y}^{\text{mg}}(x) \sigma_2 + A_{y}^{d}(x) \sigma_2 \right) \psi(x) + M \sigma_3 \psi(x) = E \psi(x)
\]

where \( E = \frac{-k^2}{\gamma_0} \) and \( M = \frac{a_{cc} e}{\gamma_0} \).

Let us notice that both \( A_{y}^{\text{mg}}(x) \) and \( A_{y}^{d}(x) \) should be changing slowly on the interatomic distance which we will suppose to be the case. Otherwise, there could appear interaction between the states from the valleys corresponding to the two inequivalent Dirac points. In that case, the \( 2 \times 2 \) Hamiltonian in \footnote{We use standard definition of the Pauli matrices, \( \sigma_1 = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \), \( \sigma_2 = \left( \begin{array}{cc} 0 & -i \\ i & 0 \end{array} \right) \), \( \sigma_3 = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) \).} would not be sufficient to describe the physical situation.

When we deal with a planar system, \( k_y \) can acquire any real value. The vector potential \( \mathbf{A}^{d} \) in \footnote{We use standard definition of the Pauli matrices, \( \sigma_1 = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \), \( \sigma_2 = \left( \begin{array}{cc} 0 & -i \\ i & 0 \end{array} \right) \), \( \sigma_3 = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) \).} corresponds to the deformation \( \mathbf{u}(x) = (0, u_{y}(x)) \) which is induced by unidirectional shear of the crystal. The magnetic vector potential \( \mathbf{A}^{\text{mg}} \) can be induced by the parallel wires along the \( y \)-coordinate in a fixed distance from the crystal or by ferromagnets posed in the proximity of the graphene sheet. Let us notice in this context that the inhomogeneous magnetic fields that vary on the scale of nanometers were realized experimentally by making structured patterns of a thin ferromagnet posed on the substrate with magnetization vector perpendicular to the surface \cite{37}.

When the nanotube is considered, the \( y \)-coordinate is compactified and the momentum \( k_y \) gets quantized. There are qualitatively two possibilities \cite{39},

\[
k_y = \begin{cases} \frac{\pi}{r} n, & \text{metallic nanotube}, \\ \frac{\pi}{r} (n \pm \frac{1}{2}), & \text{semi-conducting nanotube}, \end{cases}
\]

where \( r \) is the radius of the nanotube and \( n \) is an integer. In the low-energy approximation, only the values of \( k_y \) are relevant where the energy is minimal, see \cite{38}. For the typical nanotubes with \( r \approx 15 \), only the values of \( k_y \) with \( n = 0 \) are usually taken into account. In absence of any deformations or external fields, the value of \( k_y \) classifies the nanotube as metallic or semi-conducting depending on the presence of the gap between positive and negative energies. Let us notice that the vector potential \( \mathbf{A}^{\text{mg}} \) in \footnote{We use standard definition of the Pauli matrices, \( \sigma_1 = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \), \( \sigma_2 = \left( \begin{array}{cc} 0 & -i \\ i & 0 \end{array} \right) \), \( \sigma_3 = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) \).} can be generated by a circular current loop, coaxial with the nanotube. The vector potential \( \mathbf{A}^{d} \) in \footnote{We use standard definition of the Pauli matrices, \( \sigma_1 = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \), \( \sigma_2 = \left( \begin{array}{cc} 0 & -i \\ i & 0 \end{array} \right) \), \( \sigma_3 = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) \).} corresponds to the radial twist of the nanotube \cite{27,25,36}.

Twisted carbon nanotubes were observed in experiments. They appear naturally in the ropes of carbon nanotubes \cite{39}. They were also prepared artificially. A long carbon nanotube was anchored at its extremes to the
substrate and a small metallic paddle was attached on the suspended nanotube. The paddle was then tilted by an external field \[ \text{[10]} \]. There were other prepared nanostructures based on twisted single- or multi-wall carbon nanotubes, e.g. abacus-type resonators \[ \text{[11]} \] or even rotors \[ \text{[12]} \], see also \[ \text{[13]} \] for a brief review.

1.2 Effective-mass trenches

The hexagonal boron-nitride (h-BN) has a geometrical structure that is almost identical to that of graphene, with approximately 2% difference \[ \text{[14]} \]. The two triangular sublattices of h-BN are not equivalent as one is composed of boron whereas the other one from nitride atoms. Due to the inequivalence of the two sublattices, there opens a gap of approximately 5.3eV between positive and negative energies. The relatively large energy gap prevents the framework of the Dirac equation to be applicable for description of the lowest energy bands in h-BN.

When graphene is deposited on the substrate of h-BN, there emerges an asymmetry between the two sublattices in graphene. The carbon atoms from the first sublattice can be closer to the boron atoms whereas those from the second sublattice can be closer to the nitride atoms. In case of perfect match of the lattices, the gap of the magnitude of order 53meV was predicted by density functional calculations \[ \text{[14]} \]. Due to the small difference in the shape of the elementary cells of the two crystals, there appear periodic moiré patterns in the heterostructure and effective mass changes periodically \[ \text{[15]} \]. The gap gets smaller than the value anticipated in \[ \text{[14]} \], however, it is non-vanishing \[ \text{[16]} \]. In \[ \text{[17]} \], the low-energy regime of the heterostructure with the moiré pattern was considered in the framework of the Dirac equation with the constant effective mass.

In the current work, we will consider the heterostructure with a linear defect where the distance between graphene and h-BN increases such that there is no interaction between the two crystals. The defect resembles a straight canyon or a trench of boron-nitride covered by graphene from above. The effective mass of the Dirac fermions in graphene is position dependent, \( M = M(x) \). It is nonzero on both sides of the trench, however, it vanishes identically above the trench. We suppose that the h-BN crystal goes away from the graphene sheet slowly enough such that the interaction does not cause inter-valley scattering.

Disregarding any deformations or external fields, the stationary equation acquires the following form

\[
\tag{5}
 h_M \Phi = (-i\partial_x \sigma_1 + k \sigma_2) \Phi + M(x) \sigma_3 \Phi = E \Phi,
\]

where the energy and length are in the same units as in \[ (3) \]. Let us stress that when compared to \[ (3) \], the vector potential in \[ (5) \] is constant but the effective mass is position dependent. The equation \[ (5) \] can be brought into the form equivalent to \[ (3) \] by the unitary transformation \( U = e^{i\frac{\pi}{2} \sigma_1} \),

\[
\tag{6}
 h \Psi = U^{-1} h_M U \Psi = (-i\partial_x \sigma_1 + k \sigma_3 - M(x) \sigma_2) \Psi = E \Psi, \quad \Psi = U^{-1} \Phi,
\]

In the following section, we will focus on spectral properties of \( h \). The unitary equivalence guarantees that the results will be directly applicable for \( h_M \) as well.

2 Existence of bound states with discrete eigenvalues

We shall analyze the stationary equation

\[
\tag{7}
 h \Psi(x) = E \Psi(x), \quad \Psi = \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}, \quad x \in \mathbb{R},
\]

where

\[
\tag{8}
 h = (-i \sigma_1 \partial_x + W(x) \sigma_2 + M \sigma_3) = \begin{pmatrix} M & -i(\partial_x - W(x)) \\ -i(\partial_x - W(x)) & -M \end{pmatrix}.
\]

In particular, we focus on spectral properties of the Hamiltonian \( h \). The function \( W(x) \) and the constant \( M \) are required to be real. We also suppose \( W(x) \) to be a smooth function which is asymptotically constant,

\[
\tag{9}
 \lim_{x \to \pm \infty} W(x) = W_{\pm}, \quad \lim_{x \to \pm \infty} W'(x) = 0, \quad \lvert W_- \rvert \leq \lvert W_+ \rvert.
\]

We consider the Hamiltonian on the domain of spinors whose spin-up and spin-down components are square integrable on the real line together with their first derivatives. The Hamiltonian is self-adjoint on this domain.

The equation \[ (7) \] represents a system of coupled differential equations. Its solution can be obtained rather directly as the system can be transformed into two Schrödinger equations for the spin-up and spin-down components of the spinor \( \Psi(x) \),

\[
\tag{10}
 h^2 \Psi(x) = \begin{pmatrix} -\partial_x^2 + W^2 + W' + M^2 & 0 \\ 0 & -\partial_x^2 + W^2 - W' + M^2 \end{pmatrix} \Psi(x) = E^2 \Psi(x).
\]
This feature of $h$ is particularly important: there are powerful tools for the spectral analysis of Schrödinger operators that are, however, not applicable for Dirac Hamiltonian in general. The qualitative difference stems from the fact that the spectrum of the Schrödinger Hamiltonian is bounded from below, in contrast to the unbounded spectrum of the Dirac operator. For instance, the ground state energy of a Schrödinger operator can be estimated very well without the explicit knowledge of the wave functions with the use of variational principles.

In this section, we will utilize (10) extensively. First, we will analyze the spectrum of the Schrödinger operator in (10) and will find sufficient conditions for existence of discrete energies associated with bound states. Then we will extend these results for the Dirac Hamiltonian (8).

2.1 Spectrum of the associated Schrödinger operator

Let us focus on spectral properties of the Schrödinger operator which is on the lower-diagonal of $h^2$. For the sake of convenience, we rewrite it as

$$H = -\partial_x^2 + V, \quad V = W^2 - W' + M^2.$$  \hspace{1cm} (11)

The potential term $V$ tends asymptotically to the constant values

$$V_\pm \equiv \lim_{x \to \pm \infty} V(x) = W^2_\pm + M^2.$$  \hspace{1cm} (12)

Due to (9), we have $V_- \leq V_+$. The Hamiltonian $H$ is defined on the functions that are square integrable together with their first and second derivatives.

The spectrum of $H$ is a subset of positive real numbers, $\sigma(H) \subseteq [0, +\infty)$, since the Hamiltonian is defined via the square (10) of the self-adjoint $h$. It can be divided into two disjoint sets, the discrete spectrum, $\sigma_{\text{disc}}(H)$, and the essential spectrum, $\sigma_{\text{ess}}(H)$,

$$\sigma(H) = \sigma_{\text{disc}}(H) \cup \sigma_{\text{ess}}(H).$$  \hspace{1cm} (13)

The discrete spectrum is formed by isolated eigenvalues of finite multiplicity corresponding to the energies of bound states. The essential spectrum contains the rest; continuous spectrum (which involves the scattering states), and possible embedded eigenvalues or eigenvalues of infinite multiplicity. One can show that the essential spectrum of $H$ extends from $V_-$ to infinity,

$$\sigma_{\text{ess}}(H) = [V_-, \infty).$$  \hspace{1cm} (14)

We refer to Appendix A for the proof that is based on the Neumann bracketing and Weyl’s criterion (49). The exact form of the discrete spectrum cannot be obtained without the explicit knowledge of the potential $V$ and without solution of the corresponding stationary equation. However, we can specify sufficient conditions for existence of discrete eigenvalues of the Hamiltonian employing the variational principle.

The variational minimax principle (49) tells us that the expectation value of energy for a normalized state from the domain $D(H)$ of $H$ is equal to or is above the ground state energy. More precisely, there holds

$$\inf \sigma(H) = \inf_{\psi \in D(H)} \left( \frac{\psi, H \psi}{\| \psi \|^2} \right) = \inf_{\psi \in D(q_H)} \frac{q_H(\psi)}{\| \psi \|^2}.$$  \hspace{1cm} (15)

Here, we denoted $q_H(\psi) = \| \psi' \|^2 + (\psi, V \psi)$ the energy functional (quadratic form) associated with the Hamiltonian $H$. Despite the domain $D(q_H)$ of $q_H$ being larger than that of $H$ (it consists of the states that are square integrable together with their first derivative), the last equality in (15) holds true as the $D(H)$ is dense in $D(q_H)$.

The discrete spectrum of $H$ is non-empty as long as $\inf \sigma(H) < \inf \sigma_{\text{ess}}(H) = V_-$. A quick inspection of (15) reveals the necessary condition for this to happen: the function $V(x) - V_-$ has to be negative for some $x$. Otherwise, we would have $\inf \sigma(H) \geq \inf_{\psi \in D(H)} (\| \psi - V_- \psi \| / \| \psi \|^2) = V_-$. Taking into account (14), it would imply absence of discrete energy levels. In the same vein, one can prove that the ground state energy lies above the minimum of the potential, i.e. $\inf \sigma(H) \geq \inf_{x \in \mathbb{R}} V(x)$.

In general, we cannot calculate the precise value of $\inf \sigma(H)$ in (15). However, we can try to find a good upper bound of $\sigma(H)$ by a clever choice of a test function $\psi \in D(q_H)$, employing the fact that

$$\inf \sigma(H) \leq \frac{\| \psi' \|^2 + (\psi, V \psi)}{\| \psi \|^2}.$$  \hspace{1cm} (16)

Then, we can write the sufficient condition for $\sigma_{\text{disc}}(H) \neq \emptyset$ in the following manner: there exists $\psi \in D(q_H)$ such that

$$\| \psi' \|^2 + (\psi, (V - V_-) \psi) < 0.$$  \hspace{1cm} (17)

We can see that the negative part of $(V - V_-)$ should be “large enough” such that $(\psi, (V - V_-) \psi)$ compensates the positive kinetic term $\| \psi' \|^2$. The most suitable choice of the test function, giving the lowest upper bound (16),
would depend on the actual properties of the potential $V$. Without this explicit knowledge (apart from the known asymptotics (24)), let us fix the test function in the following manner

$$\psi \equiv \psi_N(x) := \begin{cases} 0 & \text{if } x \in (-\infty, -2N], \\ \frac{x+2N}{N} & \text{if } x \in (-2N, -N), \\ \frac{1}{N} & \text{if } x \in [-N, a], \\ \frac{b-a}{b-a} & \text{if } x \in (a, b), \\ 0 & \text{if } x \in [b, +\infty), \end{cases}$$  \tag{18}

where $a$, $b$ and $N$ are real numbers and $a < b$. For each $N$, $\psi_N \in D(q_H)$ so that the energy functional $q_H(\psi_N)$ is well defined. We have

$$\|\psi_N\|^2 + (\psi_N, (V - V_-)\psi_N) = \frac{1}{N} + \frac{1}{b-a} + \int_{-2N}^{-N} (V - V_-)|\psi_N|^2 + \int_{-N}^{a} (V - V_-) + \int_{a}^{b} (V - V_-)|\psi_N|^2. \tag{19}$$

This choice is particularly well suited for the case where $V_- < V_+$. When $V_- = V_+$, a symmetric test function obtained by substitutions $a \to N$ and $b \to 2N$ into (18) might be more convenient. We will discuss briefly the symmetric case later on.

When (19) is negative in the limit $N \to \infty$, then it is possible to find the test function $\psi_N$ with sufficiently large $N$ such that (17) is satisfied. The first term on the right-hand side of (19) vanishes in the limit while the last two terms are independent of $N$. To deal with the limit of the third term effectively, let us suppose that $V(x) - V_- \in \mathfrak{S}$ is either integrable or it is non-positive for large negative values of $x$. (\textbf{\top})

In the first case, we can exchange the limit with the integration and obtain $\lim_{N \to \infty} \int_{-2N}^{-N} (V - V_-)|\psi_N|^2 = \int_{-\infty}^{\infty} (V - V_-)$ where the integral is finite. In the second case (in which the latter integral is allowed to be infinite), there exists $x_0$ such that $V(x) - V_- \leq 0$ for all $x < x_0$ and we get $\int_{-2N}^{-N} (V - V_-)|\psi_N|^2 \leq 0$. In both cases, we can write

$$\lim_{N \to +\infty} (\|\psi_N\|^2 + (\psi_N, (V - V_-)\psi_N)) \leq \int_{-\infty}^{a} (V - V_-) + \frac{1}{b-a} + \int_{a}^{b} (V(x) - V_-) \left(\frac{b-x}{b-a}\right)^2 dx \tag{20}$$

$$\leq \int_{-\infty}^{a} (V - V_-) + \frac{1}{b-a} + \frac{b-a}{3} \sup_{(a,b)} (V - V_-) \tag{21}$$

$$\leq \int_{-\infty}^{a} (V - V_-) + \frac{1}{b-a} + \frac{b-a}{3} \sup_{(a,\infty)} (V - V_-). \tag{22}$$

Hence, the condition (17) is fulfilled as long as

$$\int_{-\infty}^{a} (V - V_-) < -\frac{1}{b-a} - \frac{b-a}{3} \sup_{(a,\infty)} (V - V_-). \tag{23}$$

Finally, taking the right-hand side of (23) as a function of $b$, we can find that it acquires its minimum for $b = \sqrt[2]{\sup_{(a,\infty)} (V - V_-)} + a$. Substituting this value into (24), we get the following result:

- **Sufficient condition no. 1:**

  The system described by $H = -\partial^2_x + V(x)$, where $V$ satisfies (\textbf{\top}), possesses at least one bound state with the energy $\max\{0, \inf V\} \leq E < V_-$, provided that

$$\int_{-\infty}^{a} (V - V_-) < -\frac{2}{\sqrt{3}} \sqrt[2]{\sup_{(a,\infty)} (V - V_-)}. \tag{24}$$

It can happen that the potential $V$ acquires large values before it converges to $V_+$, however, it changes slowly so that the absolute values of its derivative are small. In this case, the condition (24) can be too strong to be satisfied. We can find another condition that would fit better the described situation. Let us suppose that we can fix $a$ in (18) such that $V(a) = V_-$ (such an $a$ always exists whenever $V_- < V_+$). Then we can integrate the last term in (20) by parts, enjoying the fact that the boundary term cancels out,

$$\lim_{N \to +\infty} (\psi_N, (H - V_-)\psi_N) = \int_{-\infty}^{a} (V - V_-) + \frac{1}{b-a} - \int_{a}^{b} \frac{(V(x) - V_-) \partial^2_x}{3(b-a)^2} \tag{25}$$

$$\leq \int_{-\infty}^{a} (V - V_-) + \frac{1}{b-a} - \frac{1}{12} (b-a)^2 \inf_{(a,\infty)} V'(x). \tag{26}$$

$(V - V_-)|\psi_N|^2$ is point-wise convergent to $V - V_-$ and $|(V - V_-)|\psi_N|^2 \leq |V - V_-|$, which is integrable by hypothesis. Hence, we can exchange the integration and the limit due to the dominated convergence theorem.
Fixing appropriately \( b = a - \frac{6^{1/3}}{(\inf_{(a, \infty)} V'(x))^1/3} \) to minimize the last two terms, we get

- **Sufficient condition no.2:**
  Let us suppose that \( V \) satisfies (\( \bigstar \)) and there exists a such that \( V(a) = V_- \). Then, if there holds

  \[
  \int_{-\infty}^a (V - V_-) \leq - \frac{1}{2} \frac{9}{2} \left( \inf_{(a, \infty)} V' \right)^1, \tag{27}
  \]

  the Hamiltonian \( H = -\partial_x^2 + V(x) \) has at least one bound state with the positive energy that lies below the threshold \( V_- \) of the essential spectrum.

Finally, when \( V_- = V_+ \), it can be more convenient to work with a symmetric test function which is defined by \([15]\) after the substitutions \( a = N \) and \( b = 2N \). Let us still suppose that \( V - V_- \) is either integrable or negative for all \( |x| > x_0 \) for some \( x_0 > 0 \). Then we get \( \lim_{N \rightarrow +\infty} (\psi_N, (H - V_-)\psi_N) \leq \int_{-\infty}^\infty (V - V_-) \) instead of (22). In this way, the following sufficient condition for \( \sigma_{\text{disc}}(H) \neq \emptyset \) is obtained:

- **Sufficient condition no.3:**
  The Hamiltonian \( H = -\partial_x^2 + V(x) \) has non-empty discrete spectrum provided that

  \[
  \int_{-\infty}^\infty (V - V_-) < 0. \tag{28}
  \]

### 2.2 Discrete energy levels of \( h \)

Let us suppose that we have \( \psi_2 \) that solves \( H\psi_2 = E^2\psi_2 \) where \( E^2 \neq M^2 \). Then we can construct two eigenstates of \( h \)

\[
\Psi_\pm = \left( \begin{array}{c}
\psi_1 \\
\psi_2 
\end{array} \right), \tag{29}
\]

that solve the equation

\[
h\Psi_\pm = \pm |E|\Psi_\pm. \tag{30}
\]

The latter formula implies that for any discrete non-zero energy \( E^2 \neq M^2 \) of \( h \), there are two discrete energy levels \( E \) and \( -E \) in the spectrum of \( h \). Indeed, when \( \psi_2 \) is a bound state of \( H \) (which is square integrable together with its first and second derivative), then the upper components of \( \Psi_\pm \) preserve the square integrability including its first derivative. Hence, (29) represents bound states of \( h \). With the use of (29), one can show that this spectral symmetry \( (E \in \sigma(h) \Rightarrow -E \in \sigma(h)) \) is not exclusive for the discrete spectrum but holds true for all energy levels (except of \( |E|^2 = M^2 \)), see the end of appendix A for more details.

The formula (28) fails to provide eigenvectors of \( h \) as long as \( |E| = M \). In that case, we can find the following explicit solutions \( \Psi_\pm = (\psi_1, \psi_2)^t \) of \( h\Psi_\pm = \pm M\Psi_\pm \),

\[
\psi_2 = e^{-\int_{c_1}^{c_2} W(t) dt} \psi_1 = e^{-\int_{c_1}^{c_2} W(t) dt} \left( \begin{array}{c}
2iM\beta \int_{c_2}^x e^{-2\int_{c_2}^{c_3} W(t) dt} ds + \alpha \\
2iM\beta \int_{c_2}^x e^{-2\int_{c_2}^{c_3} W(t) dt} ds + \alpha
\end{array} \right), \quad E = M, \tag{31}
\]

\[
\psi_1 = e^{\int_{c_1}^{c_2} W(t) dt} \psi_2 = e^{\int_{c_1}^{c_2} W(t) dt} \left( \begin{array}{c}
-2iM\beta \int_{c_2}^x e^{2\int_{c_2}^{c_3} W(t) dt} ds + \alpha \\
-2iM\beta \int_{c_2}^x e^{2\int_{c_2}^{c_3} W(t) dt} ds + \alpha
\end{array} \right), \quad E = -M, \tag{32}
\]

where \( \alpha \in \mathbb{C}, \beta \in \mathbb{C} \) and \( c_1, c_2, c_3 \) are arbitrary real constants. Square integrability of the wave functions depends on the values of \( W_-, W_+ \) and \( M \). As long as \( W_-W_+ > 0 \), the wave functions are not square integrable as \( \psi_2 \) in (31) and \( \psi_1 \) in (32) diverge. When \( W_-W_+ < 0 \), one of (31), (32) is square integrable for \( \beta = 0 \). It follows from the asymptotic behavior of \( W \) that (31) and (32) cease to be square integrable for \( W_-W_+ < 0 \) when \( M \neq 0 \) and \( \beta \neq 0 \).

Before we summarize our findings, let us notice that the results of the preceding subsection are based on the spectral analysis of the the Hamiltonian (11). However, we could begin equally well with the operator \(-\partial_x^2 + W^2 + W' + M^2 \) corresponding to the upper diagonal of (10). Then the results would be slightly modified, just by changing the sign of \( W'(x) \) in the definition (11) of \( V \). The eigenvectors of \( h \) would be defined by \( \Psi_\pm = \left( \psi_1, \psi_2 \right)^t \) where \( \psi_1 \) would be required to be square integrable together with its first and second derivative.

Now, we can summarize the sufficient and necessary conditions for \( \sigma_{\text{disc}}(h) \neq \emptyset \) in the following statement:

**Theorem:** Let us consider the Hamiltonian

\[
h = -i\sigma_1 \partial_x + W\sigma_2 + M\sigma_3 \tag{33}
\]
on the space of integrable function over the real line where $W$ is a smooth real function and $M$ is a real constant. We suppose that $W(x)$ is asymptotically constant, \( \lim_{y \to \pm \infty} W(x) = W_\pm \) and \( |W_-| \leq |W_+|, \ |W_\pm| < \infty \), and that $W'$ vanishes at infinity. Let $W^2 - W'^2 + \epsilon W'$ be either integrable or there exists $x_0$ such that $W(x)^2 - W^2 \leq 0$ for all $x < x_0$ and $\epsilon \in \{-1, 1\}$. Then

1. There holds
\[
E \in \sigma(h) \Leftrightarrow -E \in \sigma(h) \quad \text{for all} \quad |E| \neq M.
\]
and the essential spectrum of $h$ is formed by two disjoint intervals
\[
\sigma_{\text{ess}}(h) = \left( -\infty, -\sqrt{W^2 + M^2} \right) \cup \left( \sqrt{W^2 + M^2}, +\infty \right).
\]

2. If there holds that
\begin{itemize}
  \item there exists $a \in \mathbb{R}$ such that
  \[
  \int_{-\infty}^a (W^2 - W'^2) < -\frac{2}{\sqrt{3}} \sqrt{\sup_{(a, \infty)} (W^2 + \epsilon W' - W^2) - \epsilon(W(a) - W_-)}
  \]
  or
  \[
  \int_{-\infty}^a (W^2 - W'^2) < -\frac{1}{2} \left( \frac{9}{2} \right)^{\frac{1}{2}} \left( \max_{(a, \infty)} (W^2 + \epsilon W') \right)^{\frac{1}{2}} - \epsilon(W(a) - W_-),
  \]
  or
  \[
  \int_{-\infty}^a (W^2 - W'^2) < 0,
  \]
then the Hamiltonian \((33)\) has at least one bound state with the energy
\[
E \in \left( -\sqrt{W^2 + M^2}, \sqrt{W^2 + M^2} \right).
\]

3. There is a zero mode in the system (i.e. $E_0 \equiv 0 \in \sigma(h)$) if and only if $W_-W_+ < 0$ and $M = 0$.

4. When both $W^2 \pm W' - W_-$ are non-negative, then there are no discrete eigenvalues in the spectrum of $h$. When one of $W^2 \pm W' - W_-$ is non-negative and $W_-W_+ > 0$, then $\sigma_{\text{disc}}(h) = \emptyset$.

The relations \((36), (37)\) and \((38)\) are direct consequences of \((24), (27)\) and \((28)\), respectively. Let us stress again that they represent a sufficient but not necessary condition for existence of discrete energies. The necessary condition is presented in the fourth statement. It is based on the fact that if $V - V_-$ is non-negative, then the spectrum of $H$ satisfies $\sigma(H) = [V_-, \infty)$. When $W_-W_+ > 0$, then the normalizable spinors have always nonzero spin-up and spin-down components. For $M = 0$, the zero mode can have vanishing spin-up or spin-down component. See also the corresponding comments below \((15)\) and below \((32)\).

The integral conditions \((36) - (37)\) imply that when $W^2 - W'^2$ converges to zero from below slowly enough, there always exists a bound state. Indeed, when $W(x)^2 - W^2 \leq -|x|^\epsilon$ for $\epsilon \in [-1, 0)$ and large $|x|$, the integrals in \((36) - (37)\) are infinite and, hence, the corresponding inequalities are satisfied.

The conditions \((36), (37)\) and \((38)\) are rather qualitative and do not provide any quantitative information about the discrete spectrum. However, we can use them indirectly to analyze the gap between positive and negative energies of $h$. Due to \((34)\), the gap $\Delta(h)$ for $-M \notin \sigma_{\text{disc}}(h)$, $M \notin \sigma_{\text{disc}}(h)$ can be defined as
\[
\Delta(h) = 2 \inf \sigma(h).
\]
The formula gives $\Delta(h) = 0$ when zero is in the spectrum. The situation when the zero-mode is missing in the system is more interesting. We can use \((10)\) to find the lower and upper estimate of the gap. We know that for the Schrödinger Hamiltonian $H$ there holds $\inf \sigma(H) \geq \inf V$. We also know that $\sigma(H)$ contains non-negative values.
only, \( \sigma(H) \subset [0, \infty) \). As \( V \) can acquire negative values, we get \( \inf \sigma(H) \geq \max \{0, \inf V \} \). Considering the operator \( h \), it is convenient to define
\[
V_0 = \min \left\{ \inf_{x \in \mathbb{R}} (W(x)^2 - W'(x) + M^2), \inf_{x \in \mathbb{R}} (W(x)^2 + W'(x) + M^2) \right\}.
\]
(41)

Then \( \sqrt{\max \{V_0, 0\}} \) is less then or equal to \( |\inf \sigma(h)| \). Additionally, we can use (16) for the upper bound of the gap. Let us suppose that one of (24), (27) or (28) is satisfied. Then it is guaranteed that for some (large) \( \varepsilon \).

Here we have freedom to select \( \varepsilon \in \{-1, 1\} \) to get a better upper bound.

3 Trapping of Dirac electrons: Examples

3.1 Radially twisted carbon nanotubes

Let us consider a single-wall carbon nanotube which is subject to the radial twist. The carbon atoms are shifted from their equilibrium position perpendicularly to the axis of the nanotube while keeping the tubular shape of the nanotube. Identifying \( x \)-coordinate with the axis of the nanotube, the atoms are shifted along \( y \)-axis and the displacement vector is \( u = (0, u_y(x)) \). Then the vector potential induced by the deformation acquires the form required in (2), \( A^d(x) = (0, A^d_y(x)) \). Recalling (33), we identify \( W(x) \) in (33) as
\[
W(x) = A^d_y(x) + k_y, \quad M = 0
\]
(43)

We suppose that \( W \) is asymptotically constant and nonzero.

Using the theorem presented in the preceding section, we can make interesting qualitative predictions about existence of discrete energy levels. First, when the metallic nanotube \( (k_y = 0) \) is twisted clock-wise on one end and anti-clock-wise on the other end (see Figure 1 for illustration), there is a bound state with zero energy. Indeed, in this case we get \( W_+ W_- < 0 \). When the twist orientation is the same on both sides of the nanotube, the zero-mode can still exist provided that \( k_y \neq 0 \) compensates one of the asymptotic values of \( A^d_y \) such that we have \( W_+ W_- < 0 \) again. These are examples of physical realization of a one-dimensional domain wall [31].

When \( W_0 W_+ > 0 \), existence of the discrete energies is less obvious and depends on the more specific properties of the twist. First, let us consider metallic nanotubes \( (k_y = 0) \) and suppose that \( W'(x) > 0 \) for all \( x \), i.e. the angle of the twist increases monotonically between its asymptotic values \( W_- \) and \( W_+ \). Then the discrete energy levels are absent. Indeed, we have \( W^2 - W_-^2 + W' \geq 0 \). Then the last statement of the theorem tells us that there are no discrete energy levels in the system.

Figure 1: Metallic carbon nanotubes \( (k_y=0) \) with different orientations of the twist in the ends and the corresponding vector potential \( W \) below. In the nanotube without twist, the black line would be straight.

When \( W(x) \) is not monotone, the finer characteristics of the twist are decisive for existence of the discrete energy levels. To illustrate the situation, let us consider the model where the twist gets locally damped from its asymptotic value \( W_- \) and then rises to \( W_+ \) (see Figure 2 (Right) for illustration),
\[
W(x) = a_0 - a_1 \tanh(\beta x) + a_2 \tanh(\beta(x - \gamma)),
\]
(44)
where \( \beta, \gamma \) and \( \alpha_j \) for \( j = 0, 1, 2 \) are positive real parameters and \( a_0 \geq a_2 + a_1 > a_2 \geq a_1 > 0 \). Hence, \( W(x) \) is positive for all \( x \). It corresponds to the twist that is asymptotically constant,
\[
W_- = a_0 - a_1 - a_2, \quad W_+ = a_0 - a_1 + a_2, \quad W_- W_+ > 0.
\]
(45)
It is convenient to utilize the relation (36) for analysis of the discrete energies. It is possible to compute the integral \( \int_{-\infty}^{a} (W_2^2 - W(a)^2) \) analytically for any \( a \). However, we prefer to proceed in a simpler manner by fitting the potential \( W_2^2 \) by a square well potential \( V_T \),

\[
V_T = \begin{cases} 
W_2^2, & x \in (-\infty, c), \\
W_2^2(a), & x \in [c, a], \\
W_2^2, & x \in (a, \infty), 
\end{cases}
\]

where \( c \) and \( a \) are fixed such that \( W_- > W(a) \geq W(x) \) for \( x \in (c, a) \). Then we have

\[
\int_{-\infty}^{a} (W_2^2 - W(a)^2) = -\int_{-\infty}^{a} (V_T - W_2^2(a)) 
\]

which is negative. Considering the right-hand side of (36) with \( \epsilon = 1 \), we can write

\[
\sup_{(a, \infty)} (W_2^2 - W(a) + W') \leq W_2^2 - W(a) + \beta \alpha_2 = 4\alpha_0(\alpha_2 - \alpha_1) + \beta \alpha_2, 
\]

where we used \( W' = \beta(-\alpha_1 \text{sech}^2 \beta x + \alpha_2 \text{sech}^2 \beta(x - \gamma)) \leq \beta \alpha_2 \) for all \( x \). Using the inequalities in (36), the sufficient condition for existence of discrete energy levels can be written in the following form

\[
-(a - c)(W_2^2 - W(a)) \leq -\frac{2}{\sqrt{3}} \sqrt{4\alpha_0(\alpha_2 - \alpha_1) + \beta \alpha_2}.
\]

When the inequality is satisfied, there are discrete energies in the system. The formula specifies what the sufficient length and strength of the damping (reflected by \( (a - c) \) and \( W_2^2 - W(a) \), respectively) are for confinement of the Dirac fermion.

Instead of making the estimate of the discrete energy, let us mention that the model represented by (36) is reflectionless for a one-parameter family of the constants \( \alpha_j = \alpha_j(\lambda), \beta = \beta(\lambda) \) and \( \gamma = \gamma(\lambda) \) where \( \lambda \) is the absolute value of the discrete energy level, see [25] for more details.

### 3.2 Boron-nitride trenches covered by graphene

Let us consider a composite crystal where graphene is posed on the layer of h-BN. The interaction between the crystals gives rise to a constant effective mass [31]. We suppose that there is a trench in boron-nitride which causes inhomogeneity of effective mass \( M(x) \) in \( [31] \). We suppose that lattices of the two crystals are perfectly matched at the edges of the trench such that each carbon atom is either above the boron or above the nitride atom. In this case, the sublattice \( A \) of graphene is paired with one type of atoms (e.g., with boron), while the sublattice \( B \) is paired with the other type of atoms (with nitride).

We will consider two situations here. First, the sublattice \( A \) is paired with boron on the left side but with nitride on the right side of the trench. In the second case, the \( A \)-sublattice is paired with boron on both sides of the trench, see Figure 2 for illustration.

![Figure 2: Trench of boron-nitride (brown) covered by graphene sheet (black). Matching of the carbon atoms with boron-nitride on each side of the trench (A-lattice small white dots, B-lattice small black dots, boron blue dots and nitride blue squares) in the inset. The effective masses corresponding to the settings are illustrated below, respectively.](Image 2)

In the first case when the sublattices are exchanged, the effective mass has different signs on the two sides of the trench. Hence, there are zero-energy bound states in the system. This resembles appearance of zero-modes along the lines with the vanishing effective mass [31].
When the matching of the lattices is the same on both sides of the trench, we have $M(x) \geq 0$ for all $x$. The effective mass drops from $m_0$ to zero when crossing the trench and then it returns to $m_0$ again. There holds
\[ W_- = W_+ = m_0. \]
We suppose that $M(x) = M(-x)$, $M(x) = m_0$ for $|x| > a_1$, $M(x) = 0$ for $|x| < a_0$. $M(x)$ is monotonic increasing from 0 to $m_0$ for $x \in (a_0, a_1)$. We can fit $M(x)^2$ by a piece-wise constant function $M_T$ such that
\[ M(x)^2 \leq M_T(x) = \begin{cases} m_0^2, & x \in (-\infty, -a_0), \\ 0, & x \in [-a_0, a_0], \\ m_0^2, & x \in (a_0, \infty), \end{cases} \]
(51)
It is convenient to analyze the existence of discrete energies with the use of (38). Using (51) and $\Delta(\nu)$, we get
\[ \int_{-\infty}^{\infty} (M^2 - M_T^2) \leq -2a_0m_0^2 \]
(52)
where the right-hand side is always negative. Hence, we can conclude that there are discrete energy levels in graphene for any finite width of the trench.

Let us make an estimate of the value of the bound state depending on the width of the trench, i.e. in dependence on the parameter $a_0$, with the use of (42). We pick up the symmetric test function $\psi_N$ which can be obtained from (15) by substitution $b = 2N$ and $a = N$. The corresponding kinetic term and norm are $||\psi_N||^2 = \frac{2N}{\pi}$ and $||\psi_N||^2 = \frac{2N}{\pi}$. The term $(\psi_N, M\psi_N)$ vanishes as the integrand is of odd parity. Let us fix for simplicity $N \geq a_0$, i.e. the test function is constant above the trench. Then we get
\[ (\inf \sigma(h))^2 \leq \frac{\langle \psi_N^* (M^2 + k_y^2) \psi_N \rangle}{\| \psi_N \|^2} \leq \frac{\langle \psi_N^* (M_T^2 + k_y^2) \psi_N \rangle}{\| \psi_N \|^2} \]
(53)
\[ = \frac{3}{4N^2} + \left( m_0^2 + k_y^2 \right) - \frac{3a_0}{4N}m_0^2. \]
(54)
The formula suggests that the discrete energy separates from the threshold $\sqrt{m_0^2 + k_y^2}$ of the essential spectrum as the trench gets wider. It is possible to optimize $\frac{3}{4N^2} - \frac{3a_0}{4N}m_0^2$ as a function of $N \in [a_0, \infty)$ so that the right-hand side would acquire its minimum. It gets minimized for $N = \max \left\{ a_0, \frac{2}{a_0m_0^2} \right\}$ where we take into account the restriction $N \geq a_0$. We get the following estimate for the gap (the upper relation is obtained from (54) by substitution $N = \frac{2}{a_0m_0^2}$ whereas the lower one by the substitution $N = a_0$)
\[ \Delta(h) \leq \begin{cases} 2\sqrt{m_0^2 + k_y^2} - \frac{3a_0m_0^2}{16}, & a_0 \in \left( 0, \frac{\pi}{m_0} \right), \\ 2\sqrt{\frac{m_0^2}{4} + k_y^2} + \frac{1}{k_y}, & a_0 \in \left( \frac{\pi}{m_0}, \infty \right), \end{cases} \]
(55)
see Figure 3 for illustration. Notice that the upper bound of the gap converges to $2\sqrt{m_0^2 + k_y^2}$ for large $a_0$. It indicates that for large values of $a_0$, our requirement $N \geq a_0$ should be revised as the test functions with $N < a_0$ could provide a better estimate of the gap.

3.3 Circular current loop around a nanotube

Let us consider the setting where a carbon nanotube forms the axis of a circular current loop. The vector potential is given by the Biot-Savart law
\[ A^m (x) = \frac{\mu_0 I}{4\pi} \int_{\text{loop}} \frac{dx'}{|x - x'|}, \]
(56)
where the line integral is computed along the loop. The vector potential is parallel with the electric current. Hence, it can be written on the surface of the nanotube as $A^m (x) = e_y A_\phi (x)$ where $e_y$ is the unit vector tangent to the surface and perpendicular to the axis. In order to compute the explicit form of $A^m$, let us introduce the following parametrization: in Cartesian coordinates, the points $x'$ of the loop are given as $x' = R \cos \nu e_z + R \sin \nu e_y$ while the points $x$ on the surface of the nanotube are $x = r \cos \nu e_z + r \sin \nu e_y + x e_x$ with $\nu \in [0, 2\pi)$. $R$ and $r$ are the radii of the loop and the nanotube, respectively. The system has rotational symmetry which makes it sufficient to evaluate $A^m(x)$ for fixed point $x = r e_z + x e_x$ on the nanotube.

After the substitution $dx' = R(-\sin \nu e_z + \cos \nu e_y) d\nu$ in (56), the vector potential induced by current loop is given by
\[ A^m = A_\phi e_y = e_y \frac{\mu_0 I}{4\pi} \int_{0}^{2\pi} \frac{\cos \nu d\nu}{\sqrt{1 + q^2 - 2q \cos \nu + \nu^2}}, \quad q = \frac{r}{R}, \quad \nu = x \frac{R}{r}. \]
(57)
where the term containing $e_x \sin \nu$ is canceled out for being the odd function of $\nu$. We passed to the rescaled coordinate $v$. The integral can be rewritten in terms of the complete elliptic integrals $\mathcal{K}(m) = \int_0^{\frac{\pi}{2}} (1 - m \sin^2 \phi)^{-\frac{1}{2}} d\phi$ and $\mathcal{E}(m) = \int_0^{\frac{\pi}{2}} \sqrt{1 - m \sin^2 \phi} d\phi$ of the first and the second kind, respectively, in the following manner

$$A_\phi(x) = \frac{\mu_0 I}{2\pi} \frac{1}{\sqrt{(1 + q)^2 + v(x)^2}} \left( \frac{(1 + q)^2 + v(x)^2}{q} \left( \tilde{\mathcal{E}}(x) - \tilde{\mathcal{E}}(x) - 2\tilde{\mathcal{K}}(x) \right) \right).$$

(58)

We abbreviated here $\tilde{\mathcal{E}}(x) \equiv \mathcal{E} \left( \frac{4q}{(1 + q)^2 + v(x)^2} \right)$ and $\tilde{\mathcal{K}}(x) \equiv \mathcal{K} \left( \frac{4q}{(1 + q)^2 + v(x)^2} \right)$.

Expanding the integrand of (57) for large $v$ and integrating term by term over $\nu$, one can find that the vector potential behaves for $|v| \to +\infty$ as

$$A_\phi \sim \frac{\mu_0 I q}{4|v|^2}.$$  

(59)

Let us notice that the asymptotic behavior is in agreement with the multi-pole expansion of the vector potential around the loop; the dipole term vanishes in our case since the nanotube is coaxial with the loop.

We fix the potential term $W(x)$ of the Hamiltonian (33) in the following form

$$W(x) = \frac{3a_{cc} e}{2\hbar} A_\phi(x) + k_y = \tilde{A}_\phi(x) + k_y, \quad W_\pm = k_y,$$

(60)

where we introduced the notation $\tilde{A}_\phi = \frac{3a_{cc} e}{2\hbar} A_\phi$ for convenience. We suppose that the carbon nanotube is semi-conducting, i.e. $k_y \neq 0$ and $M = 0$.

The asymptotic behavior of $W^2_\pm - W_\pm^2$ for large $v$ can be found with the use of (59),

$$W^2_\pm - W_\pm^2 = \tilde{A}_\phi^2 + 2k_y A_\phi \sim 2c_1 k_y \frac{\pi q}{|v|^2}, \quad c_1 = \frac{3a_{cc} e \mu_0 I}{2\hbar} \frac{\pi}{4\pi},$$

(61)

It goes to zero from below or above, depending on the sign of $c_1 k_y$. From now on, we will fix $c_1 k_y < 0$ with $c_1 > 0$ (i.e. $I > 0$) and $k_y < 0$.

The essential spectrum of the Hamiltonian is $\sigma_{\text{ess}}(h) = (-\infty, -|k_y| \cup [|k_y|, \infty)$. There are no zero modes in the system since $W_+ = W_-$ (see No. 3 of the theorem). To test the system on presence of non-zero discrete energies, it is convenient to use the condition (38). It reads

$$\int_{-\infty}^{\infty} \left( \tilde{A}_\phi^2(x) - 2|k_y| \tilde{A}_\phi(x) \right) dx < 0.$$  

(62)

The integral is too complicated to be computed explicitly. We shall find the upper bound of the integrand that would be easier to integrate. We shall find it in the following form

$$(\tilde{A}_\phi^{\text{max}})^2 - 2|k_y| \tilde{A}_\phi^{\text{min}} \geq \tilde{A}_\phi^2 - 2|k_y| \tilde{A}_\phi$$

(63)
where $\tilde{A}_\phi^{\text{max}}(v) \geq \tilde{A}_\phi(v) \geq \tilde{A}_\phi^{\text{min}}(v)$ for all $v$.

It is convenient to pick up the definition of the complete elliptic integrals in terms of the infinite series \cite{50}. For $|z| < 1$, there hold the following formulas

\[ E(z) = \frac{\pi}{2} \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} z^n, \quad K(z) = \frac{\pi}{2} \sum_{n=0}^{\infty} \frac{\left(\frac{3}{2}\right)_n}{n!} z^n, \tag{64} \]

where $\left(\frac{3}{2}\right)_n = \frac{(2n-1)!!}{(n-1)!!}$, $\left(\frac{1}{2}\right)_n = \frac{(2n-1)!!}{(n-1)!!}$ are Pochhammer symbols. Using them, we can find (see Appendix \[\text{B}\] for details)

\[ A_\phi^{\text{max}}(v) = \frac{c_1}{\sqrt{(1+q)^2 + v^2}} \left(2K^{\text{max}} \left(\frac{4q}{(1+q)^2+v^2}\right) - \sum_{n=0}^{2} \frac{1}{n+1} \left(\frac{2\sqrt{(1+q)^2+v^2}}{(n+1)!}\right)^n\right), \tag{65} \]

\[ A_\phi^{\text{min}}(v) = \frac{c_1}{\sqrt{(1+q)^2 + v^2}} \left(\sum_{n=0}^{2} \frac{n!}{n+1} \left(\frac{2\sqrt{(1+q)^2+v^2}}{(n+1)!}\right)^n\right), \tag{66} \]

where

\[ K^{\text{max}}(z) = \frac{\pi}{2\sqrt{1-z}} + \sum_{n=1}^{2} \left(\frac{3}{2}\right)_n \frac{z^n}{n!} - \left(\frac{\pi}{2\sqrt{1-z}}\right)_{|z|\to 0} \geq K(z). \tag{67} \]

Substituting in the left-hand side of \[\text{(63)}, \text{it can be integrated analytically. We get} \]

\[ \int_{-\infty}^{\infty} ((A_\phi^{\text{max}})^2 - 2|k_y|A_\phi^{\text{min}}) = F(q, k_y, c_1), \tag{68} \]

where

\[ F(q, k_y, c_1) = -c_1|k_y|\pi q \left(2 + 7q + 2q^2\right) \frac{(1+q)^2}{(1+q)^4} + c_1^2 \pi^2 \left(\frac{32(1+q)^4}{16(1+q)^3} + \frac{315q^4}{12(1+q)^3} + \frac{45q^2}{2(1+q)^3} + \frac{45q^2}{2(1+q)^3} + \frac{24q}{2(1+q)^3}\right) \]

\[ -4K \left(\frac{4q}{2(1+q)^3}\right) + 2qE \left(\frac{4q}{2(1+q)^3}\right) - (13 + q(28 + 13q)) \left(K \left(\frac{4q}{2(1+q)^3}\right) - E \left(\frac{4q}{2(1+q)^3}\right)\right) \right). \tag{69} \]

When $F(q, k_y, c_1) < 0$, there are discrete energy levels in the system.

To assess the sign of $F(q, k_y, c_1)$, we have to specify the physically reasonable range of the parameters $c_1$, $q$ and $k_y$. We suppose the current loop to be made of another nanotube. The currents supported by the carbon nanotubes can go up to $I \approx 25\mu$A, see \[\text{[51]}. Therefore, the parameter $c_1$ is quite small. As $c_1 \approx 0.032A^{-1}I$, we take $c_1 \approx 10^{-7}$. For the ratio $q$ of the radius of the nanotube and the current loop, we find the values as in the range $q \approx 10^{-5}$ to $q \approx 10^{-2}$ to be experimentally feasible. We take the radius of the nanotube $r \approx 13$ in the units introduced in the text above \[\text{(2)}, \text{Hence, we have} \]

\[ k_y = -\sqrt{\frac{1}{2\mu}} \sim -10^{-2}. \text{For the considered small values of} \]

$c_1$ and for $q \gg c_1$, we can see that the first negative term in \[\text{(68)} \text{becomes dominant as the rest of the expression depends on} \]

$c_1^2$. The integral \[\text{(68)} \text{gets negative, implying the existence of bound states in the spectrum.} \]

The essential spectrum of the system is

\[ \sigma_{\text{ess}}(h) = (-\infty, -|k_y|) \cup [|k_y|, \infty). \tag{70} \]

When $F(q, k_y, c_1) < 0$, there are discrete energy levels $|\lambda_{\text{disc}}| < |k_y|$. However, for the considered range of physical parameters, the distance of the discrete energy $\lambda_{\text{disc}}$ from the threshold $|k_y|$ of the essential spectrum is very small. We can use the formula \[\text{(11)} \text{for estimating the gap. The discrete energy level lies above} \]

$\sqrt{V_0}$, where $V_0 = \min \left\{ \inf_{x \in \mathbb{R}, \varepsilon \in (-1, 1)} (A_\phi^2(x) - 2|k_y|\tilde{A}_\phi(x) + c_1^2) \right\}$. Instead of further investigation of the exact values of $V_0$, let us make the estimate of its value by graphical analysis. In Figure \[\text{[1]} \text{there is a plot of dimensionless functions} \]

$\frac{A_\phi^2 - 2|k_y|\tilde{A}_\phi + A_\phi^2}{k_y^2}$. The minimum of the functions coincides with $\frac{V_0 - k_y^2}{k_y^2}$. For the given fixed constants, we get

$\frac{V_0 - k_y^2}{k_y^2} \in (-3.2 \times 10^{-7}, -3.14 \times 10^{-7})$. The discrete energy level $\lambda_{\text{disc}}$ then satisfies

\[ 0 < \frac{k_y^2 - \lambda_{\text{disc}}^2}{k_y^2} < 3.2 \times 10^{-7}. \tag{71} \]
4 Discussion and Outlook

In the paper, we considered confinement of Dirac fermions in graphene and carbon nanotubes by external magnetic field, mechanical deformations and by inhomogeneities in the substrate. We focused on the settings with translational invariance in one direction and provided a set of conditions that are sufficient for confinement. The theoretical analysis was performed with the use of the variational principle that was applied on the square of the Dirac Hamiltonian. The results were summarized in the form of theorem in section 2.2 and illustrated in the examples of realistic systems.

The sufficient conditions (integral inequalities) were derived under general assumptions where only the asymptotic properties of the interaction were anticipated. When more precise properties of the interaction are known, the sufficient conditions can be further precised to offer finer test on presence of discrete energies. We believe that the step-by-step presentation provided by the current paper will allow one to follow the procedure in these cases.

The analysis of the discrete energies is important for understanding of the optical properties of graphene and related carbon nanostructures. Interaction of Dirac electrons with the electromagnetic radiation was discussed in the context of the Dirac equation mostly for free graphene [4], [53], [52]. We believe that the current results can be useful for the analysis of the optical properties (optical absorption in particular [54]), of the systems that are subject to the external fields or mechanical deformations.

Our qualitative results can provide further insight into the existing explicit models discussed in the literature. They can be used directly for the analysis of the linear barriers in graphene or the trenches in the substrate [30], [62]. They can be also relevant for the systems where space-dependent chemical potential appears in the graphene-based heterostructures [63]. By the presented rigorous analysis, the work also contributes to the series of the recent papers where the spectral properties of Dirac operators were discussed [53], [60]. In particular, let us mention [61] where the variational principle was utilized for analysis of the bound states in the quantum anti-dots.

We explained how the powerful variational approach can be used to study bound states of Dirac systems, even if it cannot be applied directly. It would be interesting to consider planar systems where the Dirac Hamiltonian ceases to be separable due to the lack of symmetries. These systems are realized experimentally, e.g. in the form of graphene quantum dots or heterostructures with structured substrate. The Dirac Hamiltonian describing particles in the curved geometry appears in description of Dirac fermions in graphene with ripples and bumps [64] or in description of graphene based macromolecules, e.g. fullerenes [65]. Extension of our current results on this kind of systems would be definitely very interesting. In this context, it is worth noticing that Dirac fermions in graphene can be utilized as an interesting model of quantum field theory in the curved space [66], [67].

In the work we focused on the systems where either the vector potential or the effective mass was position dependent, but not both at the same time. The electrostatic potential was assumed to be absent in all the considered systems. This allowed us to diagonalize the Hamiltonian into the form of a Schrödinger operator. It would be interesting to consider a wider class of systems, where both vector potential and effective mass are inhomogeneous and/or the electrostatic potential is present. The variational approach could generalize the existing results [65], where the magnetic and electrostatic fields with specific asymptotics were considered and the necessary condition for existence of bound states was discussed. Detailed discussion of all these problems, attractive from both mathematical and physical point of view, should be aimed in the future.
A Location of the essential spectrum

We shall prove (14). First, let us verify that \( \sigma_{\text{ess}}(H) \subset [V_-, \infty) \). It is convenient to find a new operator \( H^R \) which has, when compared to \( H \), a lower threshold of the essential spectrum,

\[
\inf \sigma_{\text{ess}}(H) \geq \inf \sigma_{\text{ess}}(H^R),
\]

and, at the same time, \( \inf \sigma_{\text{ess}}(H^R) \) can be bounded from below by a constant that goes to \( V_- \) for large \( R \).

Let us fix \( H^R \) as a direct sum of three operators, \( H^R = H_{(-\infty,-R)} \oplus H_{(-R, R)} \oplus H_{(R, \infty)} \). Here, the operator \( H_1 \) acts as \( H \), however, its domain is different; it is defined on functions that are integrable up to their second derivative on \( I \) and satisfy Neumann boundary conditions at \( \pm R \). Then we have \( H \geq H^R \) which follows from the fact that \( D(q_H) \subset D(q_H^n) \) (the functions from \( D(q_H) \) have to be continuous, whereas the functions from \( D(q_H^n) \) can have discontinuities at \( \pm R \)). Together with the minimax principle (see ch. 13.1 in [49]), it implies validity of (72).

The operator \( H_{(-R, R)} \) is defined on the compact interval with Neumann boundary conditions. As it has purely discrete spectrum, it has no effect on the threshold of the essential spectrum of \( H^R \). We have

\[
\inf \sigma_{\text{ess}}(H^R) = \min \{ \inf \sigma_{\text{ess}}(H_{(-\infty,-R)}), \inf \sigma_{\text{ess}}(H_{(R, \infty)}) \}
\]

Here we can see the advantage of the Neumann bracketing; it allows to simplify the analysis of the essential spectrum by considering the asymptotic regions of the potential only, where its behavior is controlled by (12). Fixing \( \epsilon > 0 \), we can set \( R \) such that \( \| V(x) - V_\perp \| < \epsilon \) for all \( |x| > R \). Employing the variational principle (15) and the fact that \( \inf \sigma_{\text{ess}}(H_{(-\infty,-R)}) \geq \inf \sigma (H_{(-\infty,-R)}) \), we can write

\[
\inf \sigma_{\text{ess}}(H_{(-\infty,-R)}) \geq \inf \sigma (H_{(-\infty,-R)}) \geq V_- - \epsilon.
\]

We can find in the same vein that \( \inf \sigma_{\text{ess}}(H_{(R, \infty)}) \geq V_+ - \epsilon \). Since \( \epsilon \) is an arbitrary positive number and there holds \( V_- \leq V_+ \), (72) and (73), we have \( \sigma_{\text{ess}}(H) \subset [V_-, \infty) \).

Now, let us show that there also holds \( \sigma_{\text{ess}}(H) \supset [V_-, \infty) \). It is sufficient to show that for any \( \lambda \geq V_- \), there exists a normalized sequence of functions \( \psi_n \) from the domain of \( H \) such that \( (H - \lambda)\psi_n \rightarrow 0 \) for \( n \rightarrow \infty \). Then (by Weyl's criterion [49]), \( \lambda \) belongs to the spectrum of \( H \). We can define \( \psi_n = \frac{\phi(x)}{\sqrt{n}} e^{iMx} \) where \( k \in \mathbb{R}, k^2 = \lambda \) and \( \phi(x) \) is a smooth normalized real-valued function that is nonzero on the interval \((-1, 1)\). Hence, \( \psi_n \) is nonzero on the interval \( I_n = (-n^2 - n, -n^2 + n) \). Direct computation then yields

\[
\| (H - k^2 - V_-)\psi_n \| \leq \frac{\| \phi \|}{n^2} + 2|k|\| \phi \| + \sup_{I_n}|V - V_-|.
\]

The right-hand side tends to zero as \( n \rightarrow \infty \). It means that any \( \lambda = k^2 + V_- \geq V_- \) is in the spectrum of \( H \), which completes the proof of (14).

We claim below (29) that the formula can be used to show that there holds

\[
\lambda \in \sigma(h) \Rightarrow -\lambda \in \sigma(h), \quad \lambda^2 \neq M^2.
\]

Let \( \lambda^2 \in \sigma(H) \). By Weyl's criterion, there is a sequence of normalized states \( \psi_n \) from the domain of \( H \) such that \( (H - \lambda^2)\psi_n \rightarrow 0 \) for \( n \rightarrow \infty \). Let us construct the sequence of spinors

\[
\Psi_n^\pm = \alpha_n \left( -\frac{i(\partial_x + W(x))}{\pm |\lambda| - M} \psi_n \right),
\]

where \( \alpha_n \) is fixed by requirement \( \| \Psi_n \| = 1 \). One can check that \( \alpha_n \) is bounded for all \( n \) as long as \( \lambda \neq 0 \). Then we find that

\[
\| (h \mp |\lambda|)\Psi_n^\pm \| = \alpha_n \left( \frac{0}{M \pm |\lambda|} \right)
\]

which tends to 0 for \( N \rightarrow \infty \). As \( \Psi_N^\pm \) is normalized function from the domain of \( h \), then Weyl's criterion implies that both \( |\lambda| \) and \( -|\lambda| \) are in the spectrum of \( h \).

B Approximation of the vector potential of the current loop

For reals \( z \) where \( |z| < 1 \), there hold the following formulas

\[
\mathcal{E}(z) = \frac{\pi}{2} \sum_{n=0}^{\infty} \frac{(-\frac{i}{2})_n \left(\frac{i}{2}\right)_n}{n!^2} \alpha^n, \quad \mathcal{K}(z) = \frac{\pi}{2} \sum_{n=0}^{\infty} \frac{(-\frac{i}{2})_n \left(\frac{i}{2}\right)_n}{n!^2} \beta^n,
\]

(79)
where \((-\frac{1}{2})_n = -\frac{(2n-1)}{2(2n-1)(n-1)!}, \ (\frac{1}{2})_n = \frac{(2n-1)}{2(2n-1)(n-1)!}\) are Pochhammer symbols.

We shall find the upper estimate of \(A^2_\phi - 2|k_y|A_\phi\), see \([63]\),

\[
(A^\text{max}_\phi)^2 - 2|k_y|A^\text{min}_\phi \geq A^2_\phi - 2|k_y|A_\phi \tag{80}
\]

where

\[
A_\phi = \frac{c_1}{\sqrt{(1+q)^2 + v^2}} \left( \frac{(1+q)^2 + v^2}{q} (K - E) - 2K \right), \quad q = \frac{r}{R}, \ v = \frac{x}{R} \tag{81}
\]

and \(K \equiv K \left( \frac{4q}{(1+q)^2 + v^2} \right), \ E \equiv E \left( \frac{4q}{(1+q)^2 + v^2} \right).

First, it is convenient to find the upper bound \(K^\text{max}(z)\) of \(K(z)\),

\[
K^\text{max}(z) \geq K(z), \tag{82}
\]

\[
K^\text{max}(z) = \frac{\pi}{2\sqrt{1-z}} + \sum_{n=1}^{N_0} \left( (\frac{1}{2})_n \frac{z^n}{n!} \right) - \left( \frac{\pi}{2\sqrt{1-z}} \right)_{z=0} \frac{z^n}{n!} \tag{83}
\]

Here, the first term is obtained from \(\int_0^\pi (1 - z \sin \phi^2)^{-\frac{1}{2}} d\phi\) by the substitution \(\sin \phi^2 \to 1\). As it is not accurate enough, we fix the first \(N_0\) coefficients in its series expansion such that they coincide with with those of \(K(z)\).

Then we focus on the following function which forms the “core” of \(A_\phi\). Using the expansion series for the complete elliptic integrals, we can write

\[
\frac{4}{z}(K(z) - E(z)) - 2K(z) = \frac{\pi}{2} \sum_{n=1}^{\infty} \left( (\frac{1}{2})_n \frac{z^n}{n!} \right) - \frac{\pi}{2} \sum_{n=0}^{\infty} \left( (\frac{1}{2})_n \frac{z^n}{n!} \right)
\]

\[
= \pi \sum_{n=0}^{\infty} \frac{n}{n+1} \left( (\frac{1}{2})_n \frac{z^n}{n!} \right) = 2K(z) - \pi \sum_{n=0}^{\infty} \frac{1}{n+1} \left( (\frac{1}{2})_n \frac{z^n}{n!} \right). \tag{84}
\]

We can find the lower and the upper bound of the left-hand side

\[
\frac{4}{z}(K(z) - E(z)) - 2K(z) \geq \pi \sum_{n=0}^{N_1} \frac{n}{n+1} \left( (\frac{1}{2})_n \frac{z^n}{n!} \right), \ N_1 \in \mathbb{N}, \tag{85}
\]

\[
\frac{4}{z}(K(z) - E(z)) - 2K(z) \leq 2K(z) - \pi \sum_{n=0}^{N_2} \frac{1}{n+1} \left( (\frac{1}{2})_n \frac{z^n}{n!} \right)^2, \ N_2 \in \mathbb{N}. \tag{86}
\]

Now, we can introduce the upper and the lower bound \(A^\text{max}_\phi\) and \(A^\text{min}_\phi\) that satisfy \(A^\text{max}_\phi \geq A_\phi \geq A^\text{min}_\phi\),

\[
A^\text{max}_\phi = \frac{\mu_0 I}{2\pi \sqrt{(1+q)^2 + v^2}} \left( \left( 4q \right) \frac{1}{(1+q)^2 + v^2} \right) - \sum_{n=0}^{N_2} \frac{1}{n+1} \left( (\frac{1}{2})_n \frac{z^n}{n!} \right)^2, \tag{87}
\]

\[
A^\text{min}_\phi = \frac{c_1}{\sqrt{(1+q)^2 + v^2}} \left( \pi \sum_{n=0}^{N_2} \frac{n}{n+1} \left( (\frac{1}{2})_n \frac{z^n}{n!} \right) \right). \tag{88}
\]
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