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Abstract—Multi-contrast Magnetic Resonance Imaging (MRI) generates multiple medical images with rich and complementary information for routine clinical use; however, it suffers from a long acquisition time. Recent works for accelerating MRI, mainly designed for single contrast, may not be optimal for multi-contrast scenario since the inherent correlations among the multi-contrast images are not exploited. In addition, independent reconstruction of each contrast usually does not translate to optimal performance of downstream tasks. Motivated by these aspects, in this paper we design an end-to-end framework for accelerating multi-contrast MRI which simultaneously optimizes the entire MR imaging workflow including sampling, reconstruction and downstream tasks to achieve the best overall outcomes. The proposed framework consists of a sampling mask generator for each image contrast and a reconstructor exploiting the inter-contrast correlations with a recurrent structure which enables the information sharing in a holistic way. The sampling mask generator and the reconstructor are trained jointly across the multiple image contrasts. The acceleration ratio of each image contrast is also learnable and can be driven by a downstream task performance. We validate our approach on a multi-contrast brain dataset and a multi-contrast knee dataset. Experiments show that (1) our framework consistently outperforms the baselines designed for single contrast on both datasets; (2) our newly designed recurrent reconstruction network effectively improves the reconstruction quality for multi-contrast images; (3) the learnable acceleration ratio improves the downstream task performance significantly. Overall, this work has potentials to open up new avenues for optimizing the entire multi-contrast MR imaging workflow.

Index Terms—Joint optimization, Learnable acceleration ratio, Multi-contrast MRI, Reconstruction, Sampling.

I. INTRODUCTION

MAGNETIC Resonance Imaging (MRI) is a widely used and comprehensive medical imaging technique that can offer high-quality images with both anatomical and functional information. For modern MRI nowadays, multi-contrast images with various and distinctive image contrasts (see Figure 1(a)) are routinely acquired in practice. These multiple contrasts can depict and discriminate different tissues and tissue conditions that reflect the underlying physiological activities, which is commonly used in a complementary manner for diagnosis or as the intermediate images for downstream tasks such as image synthesis [1], [2]. On the other hand, MRI is an intrinsically slow imaging modality since data are collected in a point-by-point manner in $k$-space, a complex-valued spatial-frequency space. The slow acquisition not only limits its availability but also causes patient discomfort as well as motion artifacts. The situation becomes even worse for the multi-contrast imaging since it takes longer time to acquire multiple images in a MRI scan. Therefore, accelerating MRI is of decisive significance and has attracted tremendous efforts for decades.

A common way for accelerating MRI is acquiring only partial $k$-space rather than the full $k$-space [3]–[5]. However, undersampling the $k$-space violates the Nyquist-Shannon sampling theorem and results in blurring or aliasing artifacts. Various methods have been proposed to recover high-fidelity and artifact-free images from the undersampled $k$-space, demonstrating great promises especially for those based on deep learning [3], [6]–[10]. These efforts can be broadly
classified into three categories: a) optimizing the sampling pattern that defines the set of \( k \)-space to be acquired for an easy artifact removal [11]–[13]; b) optimizing the reconstruction method for achieving better image quality [3], [8]; c) jointly optimizing the sampling pattern and the reconstruction method [5], [7], [14]. It is worth noting that the performance of the reconstruction method significantly depends on the sampling pattern [7], [15]. A joint optimization of the two can adapt the reconstruction method to the specific undersampling pattern and make the undersampling pattern congruent with the reconstruction method, which can further improve reconstruction quality.

Despite the remarkable progresses and contributions in accelerating MRI, most works focused on accelerating single-contrast imaging while only a few studies considered the multi-contrast scenario [16], [17]. Although images with different contrasts have diversified appearances, correlations among them do exist. These images share the same underlying anatomy and in many MR applications the multiple contrasts record an evolving tissue property where the current contrast depends on the preceding one. In a joint-contrast optimization, these connections among the contrasts can be exploited for sampling and reconstruction design, where data, either acquired or recovered, from one contrast can contribute to another. Furthermore, multi-contrast images are usually used as intermediate images for downstream tasks such as T2* map synthesis where contributions of each contrast are not equal [1]. An optimal strategy would be to collect more data for those critical contrasts and less on the others given a fixed total data amount. Thus, a global optimization of the whole multi-contrast MRI workflow can better distribute the resources among different MR sequences in scanning to achieve the best overall outcomes (image quality and/or downstream task accuracy).

In this paper, we propose a novel end-to-end framework, joint-contrast joint-sampling-and-reconstruction network (JoJoNet) for accelerating multi-contrast MRI which, for the first time, globally optimizes the entire MR imaging workflow, including the \( k \)-space undersampling, image reconstruction and downstream task performance across multiple contrasts (see Figure 1(b)). To do so, we learn the individual undersampling pattern for each image contrast and optimize them along with a specially designed reconstruction network, Holistic Recurrent U-Net (HRU-Net), which fully exploits the inter-contrast correlations to produce high-quality multi-contrast reconstructions. Beyond image quality, JoJoNet can also learn to distribute resources (amount of data to be sampled, a.k.a. acceleration ratio) across contrasts for optimal downstream task outcomes. The proposed framework is extensively evaluated on a multi-contrast brain dataset and a multi-contrast knee dataset (fastMRI) [18]. The experimental results show that (1) our multi-contrast MRI acceleration framework consistently outperforms those designed for single contrast on both datasets; (2) our HRU-Net demonstrates its effectiveness and superiority in improving the reconstruction quality by utilizing the contrast correlations; (3) in T2* map synthesis downstream task, the scheme with learnable acceleration ratio improves the accuracy of T2* map significantly over the one with fixed acceleration ratio. The contributions of this paper are summarized as follows:

- We introduce a framework for accelerating multi-contrast MRI with global optimization of undersampling and reconstruction across all contrasts.
- We propose a novel Holistic Recurrent U-Net to perform multi-contrast reconstruction with the exploitation of inter-contrast correlations.
- We optimize MRI downstream task beyond image quality and conduct extensive experiments, demonstrating the proposed method’s superiority.
- Our study has the potential to open up new avenues for optimizing the entire MR imaging workflow, providing a feasible and effective way for clinical multi-contrast MR applications.

II. Related works

**\( k \)-space sampling pattern.** A lot of attempts have been made in learning the sampling patterns for undersampling \( k \)-space. [5], [7], [11], [12], [19]–[23]. For example, reinforcement learning was adopted to learn the policy for actively generating the sampling pattern based on greedy search [12] and Double Deep Q-Networks [11], [19] trained a progressive sampler to emulate the policy distribution with a Monte Carlo Tree Search (MCTS). [5] proposed an evaluator network to perform the active sampling based on rating the quality gain of each \( k \)-space measurement in reconstruction. Inspired by the neural network pruning, [20] learned a weight for \( k \)-space measurements and pruned those with less importance. Other studies turned to the relaxation of binary mask to make the sampling process differentiable [7], [21], [22]. For instance, the recent LOUPE framework [7], [22] relaxed the binarization of a probabilistic mask with sigmoid function to enable backpropagation. [21] learned a continuous mask to approximate the gradient of its binary version. It is noted that those differentiable approaches can simultaneously optimize the undersampling pattern and reconstruction, improving the reconstruction quality.

**Image reconstruction.** Undersampled MRI reconstruction has been widely studied in the literature. Compressed sensing (CS) based methods incorporated additional a priori knowledge, e.g., sparsity of medical images, to solve the ill-posed reconstruction problem [24]–[29]. Recently, deep Convolutional Neural Network (CNN) based methods demonstrated their superior performances [3], [6], [30]–[32]. [3] presented a cascaded CNN model with residual connections and a data-consistency layer that ensures data fidelity to improve the reconstruction quality, which was widely adopted in the subsequent studies [5], [32]. Another group of studies used U-Net architecture [33] and its variants as the anti-aliasing network [7], [12], [14], [21], [22], [31], [34]. Several studies integrated the adversarial loss [35] to improve the human perceptual reconstruction quality such as the sharpness [36]–[40].

There are a few studies dealing with the multi-contrast MRI reconstruction problem [16], [17], [41]–[44]. For example, [16] proposed a reconstruction algorithm based on Bayesian
CS. [41] reconstructed multiple T1/T2-weighted images of the same anatomy based on a joint regularization of total variation (TV) and group wavelet-sparsity. In [43], dictionary learning was adopted to leverage the correlation between different contrasts. Besides these CS-based methods, a recent study proposed a spatial alignment network to register the reference contrast with the target contrast for better quality [17]. However, all the aforementioned approaches only focused on the reconstruction. The joint sampling and reconstruction optimization and the consideration of multi-contrast downstream task performance are still missing.

III. BACKGROUND AND NOTATION

Let $y \in \mathbb{C}^{N \times N}$ represents the complex-valued fully-sampled $k$-space. The image $x \in \mathbb{C}^{N \times N}$ can be reconstructed by applying Inverse Fast Fourier Transform (IFFT) $x = \mathcal{F}^{-1}(y)$, and $y = \mathcal{F}(x)$ where $\mathcal{F}$ is the Fast Fourier Transform (FFT). To accelerate MRI, we only acquire a subset of the full $k$-space by undersampling with the Cartesian acquisition trajectory [6]. The undersampled $k$-space $\hat{y}$ can be defined as $\hat{y} = y \odot M$, where $M$ is a binary sampling mask determining the sampling pattern, and $\odot$ represents the element-wise product. The zero-filled image reconstruction $\hat{x}$ is obtained by $\hat{x} = \mathcal{F}^{-1}(\hat{y})$, which has blurring or aliasing artifacts due to undersampling. An anti-aliasing/denoising function $A(\cdot)$ is applied to get the final reconstructed image $\hat{x}_{rec} = A(\hat{x})$.

We parameterize the anti-aliasing function $A(\cdot)$ as a neural network $A_\theta(\cdot)$, i.e., the image reconstruction network. It is noted that different sampling patterns have a huge impact on the types of aliasing artifacts, and determine the performance of reconstruction network implicitly. Thus, we aim to learn a binary sampling mask $M_p^c$ for each image contrast to collaborate with the reconstruction network for better reconstruction performance. The multi-contrast MRI reconstruction problem is then formulated as the joint optimization of sampling and reconstruction network across multiple image contrasts:

$$\arg\min_{\theta, p} \sum_{c=1}^{C} \mathcal{L}_{rec}(A_\theta(\mathcal{F}^{-1}(\mathcal{F}(x^c) \odot M_p^c), x^c)$$

where $C$ is the number of image contrasts, $x^c$ is the $c^{th}$ contrast MR image and $\mathcal{L}_{rec}$ is the loss function measuring reconstruction quality such as the mean squared error (MSE) or structural similarity index measure (SSIM) [45].

IV. METHOD

Figure 2 illustrates our approach. The framework consists of a sampling mask generator and a reconstruction network. The sampling mask generator aims to generate the binary sampling masks for undersampling $k$-space for each image contrast, respectively. The reconstruction network takes the zero-filled images and the undersampled $k$-space as inputs, and produces the high-fidelity multi-contrast reconstructions. These reconstructions can be the inputs to a downstream task, formulated as a function $f(\cdot)$. In the task of T2* map synthesis, the output of $f(\cdot)$ is the T2* map. The sampling mask generator and the reconstruction network are jointly optimized by image reconstruction quality (rec. loss in Figure 2) and/or downstream task performance (map. loss in Figure 2).

A. Sampling mask generator

For a joint optimization, the sampling mask generator should be differentiable to enable the backpropagation within the whole framework. To do so, we extend the sampling optimization methods in [7], [22] to be compatible with multi-contrast scenario:

$$\arg\min_{\theta, p} \frac{1}{C} \sum_{c=1}^{C} \mathcal{L}_{rec}(A_\theta(\mathcal{F}^{-1}(\mathcal{F}(x^c) \odot \text{rep}(\sigma_s(u^c \leq p^c)))), x^c),$$

$$s.t. \frac{1}{d}||p|| = \alpha$$

(2)

$u^c \in \mathbb{C}^N$ is a realization of a random vector that is uniformly distributed on $[0, 1]$. $p^c \in \mathbb{C}^N$ is a “probabilistic mask” and is binarized by $u^c \leq p^c$ which sets the value to 1 if the inequality is satisfied and 0 otherwise. $\text{rep}(u^c \leq p^c)$ expands
the dimension and replicates the elements to make a 2D binary matrix $\text{rep}(w^c \leq p^c) \in \mathbb{C}^{N \times N}$. However, this binarization process is not differentiable. To enable backpropagation, the binarization is relaxed with sigmoid function $\sigma_s(u^c \leq p^c)$, where $\sigma_s(t) = 1/(1 + e^{-st})$ and $s$ is the slope. In the forward pass, the original binarization function is used but in the backpropagation, the gradient of the relaxed function is used for approximation [7], [22]. To make the binary mask satisfy the desired sparsity $\alpha$ (acceleration ratio $r = 1/\alpha$), a constraint $\|p^c\|_d = \alpha$ is added, where $d$ is the total number of columns in $k$-space. In this way, we enable the joint-contrast and joint-sampling-and-reconstruction optimization for multi-contrast images.

### B. Learnable acceleration ratio

For the multi-contrast MRI, the importance of each image contrast could be different, especially in some downstream tasks such as T2 and T2* map synthesis [1]. We aim to learn the acceleration ratio for different contrast automatically such that the resources (scanning time) can be better distributed in terms of downstream task performance. Specifically, we define a learnable parameter $w \in \mathbb{R}^C$. The sparsity for each contrast image $\alpha_c$ is calculated via the Softmax function:

$$\alpha_c = \sigma(w)_c = \alpha \times \frac{e^{w_c}}{\sum_{i=1}^{C} e^{w_i}} \quad (3)$$

where $\alpha = 1/r$ is the overall sparsity and $r$ is the overall acceleration ratio. The constraint in Equation (2) is then modified as $\|p^c\|_d = \alpha_c$. In this way, the acceleration ratio for each contrast can be optimized together with the sampling mask generator and the reconstruction network.

### C. Reconstruction network

As illustrated in Figure 2, our reconstruction network has a recurrent architecture. During training, for the $c^{th}$ image contrast, the binary mask generated by the sampling mask generator is firstly applied to the fully-sampled $k$-space $y^c$ to obtain the undersampled $k$-space $\hat{y}^c$, mimicking MR acquisition process. After IFFT, the resulting zero-filled reconstructed image is input into our carefully designed Recurrent Cell along with the hidden state $h^{c-1}$ from previous contrast. Then the Recurrent Cell outputs the high-fidelity reconstructed image for the current contrast and the hidden state $h^c$ for the next contrast. The rationale behind utilizing the recurrent architecture is that different image contrasts have correlations such as the same or similar anatomy, and the abstraction of these correlations from previous contrasts can benefit the reconstruction for the current contrast.

Figure 3 illustrates our design of the Recurrent Cell. It has a cascaded backbone composed of several Holistic Recurrent U-Net (HRU-Net) blocks which includes a HRU-Net and a data consistency (DC) layer [3]. The HRU-Net is newly designed based on U-Net [33] but several key modifications in the decoder make it compatible with the recurrent input. Specifically, in the $n^{th}$ decoder layer of the $j^{th}$ HRU-Net block, the upsampling of the feature maps $d_{n-1}$ from preceding decoder layer, the feature maps $s_n$ from corresponding encoder layer via skip connection and the convolution of the input hidden state $h^{(j-1)}_n$ are concatenated together for convolution operation. The output after convolution serves as the hidden state $h^{(j)}_n$ for the next block at decoder layer $n$ as well as the input $d_n$ for the following decoder layer. The rationale behind this design is that feature maps from all decoder layers of the current block will be directly utilized in the decoding of the next block, which maximally retains the shareable information and reduces the information loss in both encoding and decoding process of the U-Net. Compared with other recurrent U-Net models such as [46] which only passes the information in the bottleneck for image segmentation, our design transmits the information in all decoder layers (highlighted in yellow box in Figure 3). Thus, we named it “Holistic Recurrent U-Net”.

Fig. 3. The proposed reconstruction network. (a) Recurrent block which stacks several (b) Holistic Recurrent U-Net (HRU-Net) blocks. The HRU-Net is based on U-Net model. We keep the (c) encoder layer but modify the architecture of decoder (highlighted in yellow box) such that feature maps in all (d) decoder layers are transferred holistically.
In addition, the direct skip connection from the input of HRU-Net to its output is built to enforce the HRU-Net on learning the residuals.

The DC layer in the network ensures the estimated image is consistent with the acquired data [3]. Specifically, in the DC layer FFT is firstly applied to the reconstructed image \( \hat{x}_{rec} \) from the HRU-Net to obtain the predicted \( k \)-space. Then the undersampled \( k \)-space \( \hat{y} \) replaces data at the same sampling locations in the predicted \( k \)-space. The DC operation can be formally defined as:

\[
DC(M, \hat{x}_{rec}, \hat{y}) = F^{-1}((1 - M) \odot F(\hat{x}_{rec}) + M \odot \hat{y}) \tag{4}
\]

By stacking the HRU-Net block, the cascade can have \( N_l \) blocks, and we investigate the effects of \( N_l \) in reconstruction performance in Section V-C.

D. Downstream task optimization

We also consider the downstream task performance in the joint optimization. In this study we use the T2* map synthesis as an example. On the T2*-weighted multi-contrast images, the pixel value on the \( c^{th} \) image at location \((u, v)\) is \( s(u, v, c) = e^{-c \Delta t / T_2^*} \). Assuming \( f(\cdot) \) is a function that maps \( \{s(u, v, 1), s(u, v, 2), \ldots, s(u, v, C)\} \) to \( T_2^* \) map at \((u, v)\), a complete T2* map is synthesized after \( f(\cdot) \) is applied at all pixel locations. We train a separate neural network to perform \( f(\cdot) \) and then fix the parameters. Ground truth T2* maps are generated from fully-sampled images. A T2* map synthesis optimization is then formulated as below in the learnable acceleration ratio scenario:

\[
\arg \min_{\theta, p} \mathcal{L}_{map}(f(\{A_0(F^{-1}(F(x^c) \odot M^c_{u,v}))\}), f(\{x^c\}))
\]

\[
s.t. \frac{1}{d} \|p\| = \alpha_c, \tag{5}
\]

where \( \{x^c\} = \{x^1, x^2, \ldots, x^C\} \) and \( \mathcal{L}_{map} \) is the loss function on maps such as MSE.

V. EXPERIMENTS

Dataset. Our experiments are conducted on a private multi-contrast 3D brain MRI dataset and a public multi-contrast 3D knee dataset (fastMRI) [18]. The brain dataset has 66 subjects, each of which has five different T2*-weighted contrasts. We firstly divide the dataset at patient level and then slice the volumes in the transverse section, resulting in 3644 training slices, 584 validation slices and 584 slices for testing. We report the results on the test dataset. All slices are resized with a resolution 256×224 and are normalized by the image mean.

The fastMRI knee dataset has two contrasts, proton-density (PD) and proton-density with fast suppression (PDS). More details are referred to [18]. We extract slices along the coronal direction, obtaining 14970/3289/3289 slices for training/testing/validation. Our experimental results are based on the testing. We resize each image to resolution 320×320 and normalize it by the image mean. Complex-valued multi-coil data are used for all experiments. The multi-coil data are handled in the DC layer using coil sensitivity maps as in [47].

Evaluation metrics. In our experiments, the reconstruction quality is evaluated by peak signal to noise ratio (PSNR) and structural similarity index measure (SSIM) [45] between the reconstructed images/maps and ground truth images/maps. For the maps, metrics calculated using and without using a background mask are both reported.

Implementation details. In all experiments, we pre-select 20 columns of \( k \)-space measurements in the central low spatial-frequency band and make the sampling mask generator generate the rest. All U-Net based models have 4 encoding/decoding layers with 64/128/256/512 filters in each layer, respectively. The recurrent cell has 3 HRU-Net blocks. The framework is implemented with PyTorch [48] deep learning library. We used the Adam optimizer [49] with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \). The batch size for multi-contrast brain dataset and knee dataset is 16/4, respectively. The model is trained for 100 epochs with a learning rate 0.01 on two NVIDIA A100 GPUs.

A. Comparisons of reconstructions

In this subsection, we compare the proposed JoJoNet reconstruction framework with several baselines: (a) RM-S/U-Net-S: a shared random sampling mask as in [18] and a shared U-Net reconstruction network [33] for all image contrasts; (b) LM-S/U-Net-S: a shared learnable sampling mask as in LOUPE [7] and a shared U-Net reconstruction network for all contrasts; (c) LM-I/U-Net-I: individual learnable sampling mask and individual U-Net reconstruction network for each contrast; (d) LM-I/U-Net-S: individual learnable sampling mask for each contrast and a shared U-Net reconstruction network for all contrasts; (e) LM-I/GRU-U-Net: individual learnable sampling mask for each contrast and a reconstruction network based on Gated Recurrent Unit (GRU) model [50] using the reconstructed image from previous contrast as hidden state. The convolution of the hidden state and the zero-filled image are concatenated and input into a U-Net for image reconstruction; (f) LM-I/RU-Net: individual learnable sampling mask for each contrast and a reconstruction network based on Recurrent U-Net model [46] that only passes the information in the bottleneck. Note that baselines d-f all fall into the JoJoNet framework and (g) LM-I/HRU-Net is the one with the proposed HRU-Net for reconstruction.

| Methods | Brain PSNR (dB) | Knee PSNR (dB) | Brain SSIM | Knee SSIM |
|---------|----------------|----------------|------------|-----------|
| (a) RM-S/U-Net-S | 30.94 | 33.88 | 0.8226 | 0.8570 |
| (b) LM-S/U-Net-S | 31.54 | 35.14 | 0.8434 | 0.8772 |
| (c) LM-I/U-Net-I | 31.44 | 35.20 | 0.8412 | 0.8775 |
| (d) LM-I/U-Net-S | 31.53 | 35.22 | 0.8424 | 0.8777 |
| (e) LM-I/GRU-U-Net | 31.84 | 35.29 | 0.8481 | 0.8789 |
| (f) LM-I/RU-Net | 32.85 | 36.06 | 0.8503 | 0.8853 |
| (g) LM-I/HRU-Net | 33.93 | 36.32 | 0.8652 | 0.8885 |

Table I reports the mean PSNR and SSIM over all contrasts for all baselines and our method on the brain and the knee datasets.
datasets (4x acceleration). The proposed framework achieves state-of-the-art in terms of PSNR and SSIM on both datasets. Our method outperforms all baselines for all image contrasts.

Compared with (a) RM-S/U-Net-S, i.e., the one with random mask, (b) LM-S/U-Net-S with learnable sampling improves the reconstructed image significantly, demonstrating the superiority of jointly optimizing the sampling and the reconstruction, which also agrees with previous single-contrast studies [7]. Baseline (b) LM-S/U-Net-S and (d) LM-I/U-Net-S are comparable. The only difference between them is the baseline (b) learns a shared sampling mask for all contrasts while the baseline (d) learns individual sampling masks for each contrast. The comparable performance is probably due to the limitation of the shared U-Net so the sampling mask generator has to generate the similar sampling pattern for each contrast such that the reconstructor can deal with all contrasts altogether.

We observed that recurrent models ((e)GRU-U-Net, (f)RU-Net, (g)HRU-Net) outperform all other baselines without information transferring among different contrasts, which aligns with our expectation that exploiting the inter-contrast correlation contributes to multi-contrast image reconstruction quality. Baseline (f) LM-I/RU-Net and our method LM-I/HRU-Net have a better performance than (e) LM-I/GRU-U-Net. It may be because the hidden states in GRU model have to undergo the whole encoding and decoding process in U-Net to benefit the reconstruction, which causes the information loss. It is noted that our LM-I/HRU-Net model also exceeds the (f) LM-I/RU-Net with a remarkable improvement under the same settings, e.g., same number of U-Net layers and stacked recurrent block. It shows that our holistic design that transfers the features in all decoding layers is more suitable for reconstruction problem than transferring the features around bottleneck as in RU-Net.

We also evaluate the performances of all compared baselines under different acceleration ratios (2x to 6x) in Figure 4. The proposed LM-I/HRU-Net consistently outperforms all compared baselines under all acceleration ratios, indicating the effectiveness and superiority of our framework.

We visualize example reconstructed images and the sampling masks in Figure 5 (brain) and Figure 6 (knee) for qualitative comparisons. It is observed that reconstructions from the proposed model have more precise and distinct boundaries between white matter and gray matter (Figure 5) while those from baselines are over-smoothed and blurry. In Figure 6, our model recovers more details compared with other baselines.

B. Comparisons of learned masks

We divide the k-space into bins with a length of 10 in phase-encoding direction and count the number of sampled components in each bin. The averaged number of each bin under 4x acceleration is demonstrated as bar graphs in Figure 7. The sampling mask learned by our model shows more sampling in the high-frequency bands (edges of the k-space). On the other hand, the compared methods with inferior performance have a denser sampling on low-frequency band (center of the k-space). This observation is well reproduced with other acceleration ratios. And it is also consistent with results of qualitative comparison in Figure 5 and Figure 6. Considering that the learnable sampling mask is jointly optimized with reconstruction network, this indicates that in our model more low-frequency information are inherited from previous contrasts thus the sampling mask generator can afford to acquire more high-frequency components to improve the reconstruction quality.

C. Effect of stacking HRU-Net blocks

In this subsection, we investigated the effect of increasing the number of HRU-Net blocks, \(N_l\), on the brain dataset. As shown in Figure 8, the reconstruction performance increases with more HRU-Net blocks. The model with two HRU-Net blocks improves the image quality significantly compared with the one having only one block, while the improvements become saturated when \(N_l = 3\). In our study, we stack 3 HRU-Net blocks to keep a balance between the reconstruction quality and computing time.

D. Learnable acceleration ratio in T2* mapping

In this subsection, we evaluated the proposed learnable acceleration ratio in T2* map synthesis downstream task on private brain dataset. Table II compares T2* map accuracy measured by PSNR and SSIM between the learnable acceleration ratio and the fixed acceleration ratio. The learnable acceleration ratio improves the map quality effectively with the PSNR and the SSIM metrics. It is also observed that the contrast 1 and contrast 5 are granted more k-space measurements, and thus they have better reconstruction quality, in both
Fig. 5. Qualitative comparison of all baselines and the proposed method on multi-contrast brain dataset (4x acceleration), including reconstructed images and sampling masks from two image contrasts.

Fig. 6. Qualitative comparison of all baselines and the proposed method on multi-contrast knee dataset (4x acceleration), including reconstructed images and sampling masks from two image contrasts.

2x and 4x accelerations compared with other contrasts. This observation is consistent with the fact that the first and the last contrasts are more important in fitting the exponential decay in T2* mapping task, which provide the largest signal dynamic range for more robustness against noise. For the rest contrasts, early contrasts are favored by the learning. This is also consistent with the fact that early time points in exponential decay captures more signal variations than later
Fig. 7. Comparisons of learned mask histogram among different methods on multi-contrast brain dataset (4x acceleration). The $k$-space is divided into small bins with the length of 10 in phase-encoding direction and each bar corresponds to the number of sampled components in each bin.

**TABLE II**

The total and individual acceleration ratios in T2* mapping task and the PSNR/SSIM for synthesized T2* map with and without background. Results from fixed acceleration ratio and learnable acceleration ratio are shown and compared. Abbreviation: Total Acc: total acceleration ratio; BG: with background; NBG: without background.

| Total Acc | Methods  | Individual Acceleration Ratio | PSNR(dB) / SSIM |
|-----------|----------|-------------------------------|-----------------|
| 2         | Fixed    | 2.0 2.0 2.0 2.0 2.0           | 9.99 / 0.6311   |
|           | Learnable| 1.0 3.3 7.3 8.4 1.0           | 13.81 / 0.8123  |
| 4         | Fixed    | 4.0 4.0 4.0 4.0 4.0           | 8.40 / 0.4133   |
|           | Learnable| 1.6 11.2 11.2 11.2 1.6        | 11.52 / 0.6157  |

Fig. 8. PSNR(dB) and SSIM of the proposed model (4x acceleration) with different numbers of HRU-Net blocks on multi-contrast brain dataset.

Fig. 9. The T2* maps based on the fixed and learnable acceleration ratio under 2x and 4x acceleration settings.

VI. CONCLUSIONS

In this paper, we presented a novel framework JoJoNet for optimizing the entire multi-contrast MRI workflow, which can jointly generate the sampling pattern, reconstruct high-quality MR images across multiple image contrasts and optimize the downstream task performance. JoJoNet incorporates MR physics deeply into the sampling and the reconstruction

ones. We visualize the T2* map from one randomly selected slice in Figure 9. The T2* map from learnable acceleration provides more accurate T2* values and has sharper anatomy boundaries compared to the one with fixed acceleration. Overall, the experimental results demonstrate the effectiveness of our learnable acceleration ratio in optimizing the multi-contrast downstream tasks.
optimizations, exploring the correlations among different contrasts. Extensive evaluations show that our JoJoNet outperforms those designed for single contrast MRI. The HRU-Net block demonstrates its superiority in improving the reconstruction quality. The learnable acceleration ratio improves the downstream task performance significantly. Future work includes extending network structure for any order of contrasts and evaluating on other tasks.
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Supplemental Materials

I. CONFIGURATIONS OF BASELINE METHODS

In this subsection, we elaborate the configurations of our compared baselines. The baselines are illustrated in Figure 1.

(a) RM-S/U-Net-S consists of a random mask generator and a U-Net reconstruction network. The random mask generator produces a random sampling mask for undersampling k-space. The U-Net reconstruction network is composed of a standard U-Net model and a Data Consistency layer (Figure 1(g)), which takes the zero-filled image $\hat{x}$ as input and outputs reconstruction image $\hat{x}_{rec}$. All the image contrasts use and share the same random mask generator and the same U-Net reconstruction network, i.e., different contrasts are not differentiated.

(b) LM-S/U-Net-S adopts a learnable mask generator as in [7, 8] and a U-Net reconstruction network, which are used and shared by all image contrasts. Similar to baseline (a) RM-S/U-Net-S, the contrasts are not differentiated.

(c) LM-I/U-Net-I, each image contrast has its own learnable mask generator and U-Net reconstruction network, which is not shared among contrasts.

(d) LM-I/U-Net-S, each image contrast has its own learnable mask generator but the U-Net reconstruction network is shared among all contrasts.

(e) LM-I/GRU-U-Net, each contrast has its own learnable mask generator and uses GRU-U-Net reconstruction network (Figure 1(h)) based on Gated Recurrent Unit (GRU) model [7]. In GRU-U-Net, the reconstructed image $\hat{x}_{rec}^{c-1}$ from previous contrast serves as the hidden state $h^c_{-1}$ for GRU Cell. The convolution of the hidden state and the zero-filled image are concatenated and input into a U-Net reconstruction network to produce the final reconstructed image, which is used as the hidden state $h^c$ for the next contrast.

(f) LM-I/RU-Net, each contrast has its own learnable mask generator and uses reconstruction network similar to the proposed HRU-Net model. The difference is that the HRU-Net block is replaced by the RU-Net block (Figure 1(i)) which passes the information around the bottleneck of the U-Net as similar to [7].

II. DETAILED COMPARISONS OF RECONSTRUCTIONS

In this subsection, we provide a detailed comparison of the reconstruction quality in terms of PSNR and SSIM. Table I and Table II reports the PSNR and SSIM values of all methods for each contrast and the mean values over all contrasts in multi-contrast brain dataset and fastMRI knee dataset [7], respectively. It is observed that our proposed LM-I/HRU-Net model outperforms all compared baselines for all contrasts in both dataset, demonstrating the superiority and effectiveness of our framework.

III. DOWNSTREAM TASK T2* MAP SYNTHESIS

In this subsection, we provide detailed descriptions and results of the downstream task. T2* map synthesis is used as an example for downstream task. On the T2*-weighted multi-contrast images, the pixel value on the $c^{th}$ image at location $(u,v)$ is an exponential decay signal with time constant $T2^*(u,v)$: $s(u,v,c) = e^{-\gamma c \Delta t / T2^*(u,v)}$, where $\Delta t$ is a constant unit time. Assuming $f(\cdot)$ is a function that maps \{$(s(u,v,1), s(u,v,2), ..., s(u,v,C))$\} to $T2^*(u,v)$, a complete T2* map is synthesized after $f(\cdot)$ is applied at all pixel locations. We used a neural network as a regressor with three fully connected layers that have 512/256/128 nodes, respectively. To train the network, 64 million T2*-decay signals with uniformly random T2* ranging from 0 to 300 ms which covers the practical T2* values in human brain MR imaging are simulated. Mean square error loss is used for training the regressor and the training is converged after 1 million steps. After training, the network parameters are fixed and not updated for other experiments. The neural network based $f(\cdot)$ allows backpropagation of the loss of the T2* map to update sampling and reconstruction parameters. Please note that the main goal of the design of T2* map synthesis is to test the capability of the proposed method to optimize data sampling and reconstruction across different contrasts when given a task where different contrasts contribute unequally. The accuracy of the regressor trained for T2* map synthesis is not the focus here.

Figure 2 shows multiple examples of the reconstructed images of each contrast and the final synthesized T2* map from fixed/learnable acceleration and ground truth. As reported in the main manuscript, the learnable acceleration ratio training result has high acceleration ratios for contrast 2-4 while maintains low acceleration ratios for contrast 1 and 5. Correspondingly, the image quality is poorer for contrast 2-4 and better for contrast 1 and 5 when compared to those from fixed acceleration ratio. It is noted here that the sampling and reconstruction is optimized only on the downstream task, which is the T2* map quality. As shown here, with a fixed mapping function, better image quality for some of the contrasts does not translate to better map quality. What’s more, for an exponential decay fitting task such as the T2* map synthesis, two data points are sufficient. It is beneficial for the fitting accuracy and robustness that the first and the last contrasts are of high quality, since that pair gives the biggest dynamic range. The learned acceleration ratios are reasonable and agree with this prior knowledge. We report PSNR and SSIM of the T2* map with background and without background. To remove the background, a brain foreground mask is calculated from the multi-contrast brain MR images. Specifically, the magnitude of the multi-contrast images are averaged and then a Sobel mask is calculated followed by
Fig. 1. Illustration of baseline methods. (a)-(f) The framework architecture of six different baselines. (g) The U-Net reconstruction network used in baseline methods. (h) The architecture of the GRU Cell in LM-I/GRU-U-Net model. (i) The configuration of RU-Net block used in LM-I/RU-Net.

| Methods          | Contrast 1 mean/median | Contrast 2 mean/median | Contrast 3 mean/median | Contrast 4 mean/median | Contrast 5 mean/median | Mean mean/median |
|------------------|------------------------|------------------------|------------------------|------------------------|------------------------|-----------------|
| (a) RM-S/U-Net-S | 30.78 / 0.8364         | 30.84 / 0.8295         | 31.04 / 0.8241         | 31.05 / 0.8159         | 33.09 / 0.8072         | 30.94 / 0.8226   |
| (b) LM-S/U-Net-S | 31.58 / 0.8583         | 31.41 / 0.8506         | 31.61 / 0.8442         | 31.59 / 0.8362         | 31.51 / 0.8275         | 31.54 / 0.8434   |
| (c) LM-1/U-Net-I | 31.51 / 0.8568         | 31.33 / 0.8485         | 31.60 / 0.8428         | 31.41 / 0.8332         | 31.37 / 0.8254         | 31.44 / 0.8412   |
| (d) LM-1/U-Net-S | 31.63 / 0.8576         | 31.56 / 0.8501         | 31.84 / 0.8460         | 31.53 / 0.8344         | 31.43 / 0.8258         | 31.53 / 0.8424   |
| (e) LM-I/GRU-U-Net | 31.85 / 0.8596          | 31.72 / 0.8555         | 31.89 / 0.8492         | 31.95 / 0.8425         | 31.81 / 0.8334         | 31.84 / 0.8481   |
| (f) LM-I/GRU-U-Net | 33.12 / 0.8640          | 32.79 / 0.8583         | 33.00 / 0.8520         | 32.79 / 0.8428         | 32.58 / 0.8345         | 32.85 / 0.8503   |
| (g) LM-I/HRU-Net | 33.68 / 0.8711         | 33.90 / 0.8705         | 34.17 / 0.8680         | 34.04 / 0.8610         | 33.83 / 0.8553         | 33.93 / 0.8652   |

**Table I**

The PSNR (dB) and SSIM (numbers reported in PSNR/SSIM) for all compared baselines and the proposed LM-I/HRU-Net model for each image contrast as well as the averaged values over all contrasts for multi-contrast brain dataset. Abbreviation: RM: Random Mask; LM: Learnable Mask; -S: Shared; -I: Individual.

| Methods          | PD | PDFS | Mean         |
|------------------|----|------|--------------|
| (a) RM-S/U-Net-S | 35.00 / 0.8990 | 32.77 / 0.8149 | 33.88 / 0.8570 |
| (b) LM-S/U-Net-S | 36.50 / 0.9171 | 33.79 / 0.8373 | 35.14 / 0.8772 |
| (c) LM-1/U-Net-I | 36.73 / 0.9190 | 33.66 / 0.8359 | 35.20 / 0.8775 |
| (d) LM-1/U-Net-S | 36.73 / 0.9190 | 33.70 / 0.8365 | 35.22 / 0.8777 |
| (e) LM-I/GRU-U-Net | 36.85 / 0.9202 | 33.74 / 0.8377 | 35.29 / 0.8789 |
| (f) LM-I/GRU-U-Net | 38.12 / 0.9229 | 34.00 / 0.8406 | 36.06 / 0.8853 |
| (g) LM-I/HRU-Net | 38.48 / 0.9329 | 34.15 / 0.8441 | 36.32 / 0.8885 |

**Table II**

The PSNR (dB) and SSIM (numbers reported in PSNR/SSIM) for all compared baselines and the proposed LM-I/HRU-Net model for each image contrast as well as the averaged values over all contrasts for the multi-contrast fastMRI knee dataset. Abbreviation: RM: Random Mask; LM: Learnable Mask; -S: Shared; -I: Individual.

Thresholding to binarize the image. The binary mask is dilated and holes are filled. Finally, the largest connected component is kept which covers the whole brain. Please note that the mask is only used for evaluation.
Fig. 2. The reconstructed images and the synthesized T2* maps based on fixed and learnable acceleration ratio under 2x and 4x acceleration.