Approaching the Minimum Distance Problem by Algebraic Swarm-Based Optimizations

SERAP ŞAHINKAYA¹,*, DENIZ USTUN²,

¹Department of Natural and Mathematical Sciences, Faculty of Engineering, Tarsus University, 33400, Mersin, Turkey.
²Department of Computer Engineering, Faculty of Engineering, Tarsus University, 33400, Mersin, Turkey.

Received: 13-11-2020 • Accepted: 28-05-2021

Abstract. Finding the minimum distance of linear codes is one of the main problems in coding theory. The importance of the minimum distance comes from its error-correcting and error-detecting capability of the handled codes. It was proven that this problem is an NP-hard that is the solution of this problem can be guessed and verified in polynomial time but no particular rule is followed to make the guess and some meta-heuristic approaches in the literature have been used to solve this problem. In this paper, swarm-based optimization techniques, bat and firefly, are applied to the minimum distance problem by integrating the algebraic operator to the handled algorithms.
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1. Introduction

In 1948, Claude Shannon, published “A Mathematical Theory of Communication,” a seminal paper, which was about reliable data transmission over noisy channels [12]. Efficient and reliable data transmission, which can be done by some error-control techniques, are one of the main interests of coding theory. Error detecting and correcting capability are very important feature of a code and it is determined by the minimum distance of the code. Computing the minimum distance of a linear code C of large length is a difficult problem in coding theory. In [14], Vardy showed that this computation is an NP-hard type. The problem of finding minimum distance is getting harder when the size of the code grows. Therefore, some meta-heuristic algorithms have been used to approach the problem. In most of the existing literature, genetic algorithms are used for the considered problem. As far as our knowledge, among the algorithms in the literature that are based on swarm intelligence, only the ant colony algorithm (ACO) was used for the minimum-weight codeword problem [4, 5]. It is well known that there is no heuristic algorithm which can perform good enough to solve optimization problems, please see [13] for details. Therefore, it is natural to try the other swarm-based optimization techniques for the considered problem.

In this paper, bat algorithm (BA) and firefly algorithm (FA) are applied to the minimum distance problem by integrating the algebraic operator to the handled algorithms. Most of the papers in the literature uses codewords as a search space for the minimum distance problem. Recently, generator matrices were considered as a search space for the minimum distance problem. "Corresponding Author" Email addresses: serap@tarsus.edu.tr (S. Şahinkaya), denizustun@tarsus.edu.tr (D. Ustun)
space, which turned out to be a better approach than using the codewords as a search space, please see [1] for details. In this work, we also consider generator matrices as a search space. In coding theory, the BCH codes or Bose-O∞Chaudhuri-O∞Hocquenghem codes form a class of cyclic error-correcting codes that are constructed using polynomials over a finite field. Effectiveness of the presented algorithm is controlled by running the algorithm on BCH codes since they are the standard codes with known minimum distance values [3, 9].

2. Preliminaries

A binary linear code \( C \) is an \( k \)-dimensional vector subspace of the \( n \)-dimensional vector space \( \mathbb{F}_2^n \) over the finite field \( \mathbb{F}_2 \). The minimum distance \( d \) of a linear code \( C \) is calculated by the following formula:

\[
d = \min_{i \neq j} d_H(c_i, c_j),
\]

where \( d_H(c_i, c_j) \) is the Hamming distance between codewords \( c_i, c_j \in C \). Number of the positions that differ between two distinct codewords is called the Hamming distance and the number of non-zero entries of a codeword is called the weight of a codeword. A linear code \( C \) is given by parameters \([n, k, d]\), where \( n \) is the length, \( k \) is the dimension and \( d \) is the minimum distance of the code. For a linear code \( C \), a non-zero codeword of minimum Hamming weight is called a minimum-weight codeword. It can be easily obtained from the definitions that the minimum distance of a linear code equals to the minimum weight of a non-zero codeword in the code. Therefore, in the literature, the minimum distance for linear codes is also known as the minimum weight codeword problem. For a given \([n, k, d]\) linear code \( C \), number of errors that can be detected by the code is \( d - 1 \) and the number of errors that can be corrected is \( \left\lfloor \frac{d-1}{2} \right\rfloor \) [10]. Therefore, for a given block of length \( n \) and dimension \( k \), the code is desired to have the minimum distance as large as possible. The minimum distance problem, also known as the minimum weight codeword problem, determines the codewords of weight \( M \) or less, in an \([n, k]\) linear code \( C \), for a given integer \( M \).

A linear code can be presented by providing either a basis or a generator matrix whose rows form a basis for the code \( C \). More precisely, any codeword \( c \in C \) can be obtained by a linear combination of \( k \)-basis codewords, that is

\[
c = \alpha G,
\]

where \( G \) is \( k \times n \) generator matrix and \( \alpha \) is an \( k \)-tuple vector which is also called the information vector and \( e \) is an \( n \)-tuple vector, called the codeword. It is known from [8] that for a generator matrix \( G \) of an \([n, k]\) binary linear code \( C \), \( I_G \) is also generator matrix for \( C \), where \( I_i \)'s are \( k \times k \) invertible matrices. Therefore, it is natural to use generator matrices in minimum weight codeword problem. As far as our knowledge, [1, 6] and [7] are the only papers that in which generator matrices are used in place of codewords as a search space.

3. An Algebraic Approach to the Swarm-Based Optimizations

Swarm intelligence is a very powerful technique to be used for optimization purposes. The optimization algorithms based on the swarm intelligence are the flexible and robust to internal and external changes. Moreover, when some individuals in the population fail, they can be self-organized through the swarm intelligence. In the last decade, various popular swarm-based optimization algorithms, bat, firefly, grey-wolf etc., were presented to the literature. In this section two swarm-based algorithms, bat and firefly, are examined algebraically. The reason of the algebraic approach is; finding the minimum distance problem is not continuous and the classical version of the BA and FA can not be used for this problem. Therefore, an algebraic approach is needed for using these algorithms in the minimum distance problem. An algebraic approach is inspired from the algebraic differential mutation operator [11]. In [11], the classical differential mutation equation

\[
y_t \leftarrow x_t + F_1(x_2 - x_3),
\]

was adapted to the algebraic differential mutation for a finitely generated group \( G \) with a binary operation \( \star \). More precisely, for every population individual \( x_t \), a mutant \( y_t \) is generated as follows:

\[
y_t \leftarrow x_t \oplus F_1 \odot (x_2 \ominus x_3),
\]

where \( F_1 \in (0, 1] \) is the differential evaluation (DE) scale factor and \( x_1, x_2, x_3 \), are three randomly chosen distinct population individuals, all different from \( x_t \). The operators \( \oplus, \ominus, \odot \) are the algebraic operators defined as follows. \( x \oplus y = x \star y \), \( x \ominus y = y^{-1} \star x \) and the multiplication \( z = F \odot x \) satisfies \( |z| = |F||x||z| \). If \( F \leq 1 \), the sequence of generators in a minimal decomposition of \( z \) is a prefix of the sequence of generators in a minimal decomposition of \( x \), and vice versa, when \( F > 1 \). In this paper, \( G \) is a group of permutation matrices and binary operation is the classical
matrix multiplication. The algebraic operators $\oplus, \ominus, \otimes$ are defined as follows: $P_x \oplus P_y = P_x P_y$, $P_x \ominus P_y = P_x^{-1} P_y$, where $P_x$ and $P_y$ are permutation matrices. It is noted that multiplication of permutation matrices is a permutation matrix so permutation matrices are obtained after applying the $\oplus$ and $\ominus$ operators. The magnitude $|P_z|$ is defined as a minimum number of the shuffles that are applied to the identity matrix for obtaining the matrix $P_z$. This definition makes sense because permutation matrices can be obtained by shuffling the columns of the $n \times n$ identity matrix. The multiplication $F \otimes P_z$ is defined as follows: after obtaining the scalar number $k = |F| |P_z|$, $k$ columns of the $n \times n$ identity matrix is shuffled.

3.1. Algebraic Bat Algorithm. Bat Algorithm (BA) [15], based on the echolocation behaviour of bats, is one of the meta-heuristic algorithms that is used to solve optimization problems. In the first place, the original BA was proposed for solving problems with continuous real search spaces. Although various types of bats can be found in nature, all of them have a similar behaviour for navigating and hunting. More precisely, they use their natural sonar’s for finding their prey and discriminating the different types of insects even in complete darkness. The two main characteristics of bats, decreasing the loudness and increasing the rate of emitted ultrasonic sound while finding prey, have been adopted for designing the algorithm. In a $d$-dimensional search space for BA, the position of each virtual bat $(i)$ is symbolized by $x_i$ and the velocity vector is represented by $v_i$. The velocity and position vectors are updated during the iterations. New position and velocity of a bat at iteration step $(t)$ is determined by using the below equation:

$$x_i(t + 1) = x_i(t) + v_i(t + 1) \quad (3.1)$$

$$v_i(t + 1) = v_i(t) + (x_i(t) - p(t))f_i \quad (3.2)$$

$$f_i = f_{min} + (f_{max} - f_{min})\beta$$

where $\beta$ is a vector that is achieved randomly with uniform distribution with the range $[0, 1]$. The symbol $\rho(t)$ is the current global optimal position and $f_{min} = 0, f_{max} = 1$. The balance of the global and local search capabilities for the heuristic optimization algorithms are very important to achieve the optimal solution in search space. So, the adaptive parameters are integrated to the BA. The expression for the local search strategy is given as follows:

$$x_i(t + 1) = \rho(t) + eA(t) \quad (3.3)$$

where $e$ is a random number from $[-1, 1]$, $A(t)$ is the mean loudness of the population. Furthermore, the global search process is performed by controlling the loudness $A_i(t + 1)$ and pulse rates $r_i(t + 1)$.

$$A_i(t + 1) = \alpha A_i(t)$$

$$r_i(t + 1) = r_i(0)[1 - \exp(-\gamma t)]$$

here, $\alpha$ and $\gamma$ are constants and $\alpha > 0, \gamma > 0$. Moreover, $A_i(0)$ and $r_i(0)$ are initial values of loudness and pulse rate, respectively.

In this subsection, an algebraic bat algorithm (A-BA) is proposed for determining the minimum distance (equivalently minimum weight) of BCH codes. The equations (3.1), (3.2) and (3.3) are adapted to the algebraic bat algorithm (A-BA) as follows:

$$P_x(t + 1) = P_x(t) \oplus P_v(t + 1)$$

$$P_v(t + 1) = P_v(t) \oplus (P_x(t) \ominus P_p(t)) \otimes f_i$$

$$P_p(t + 1) = P_p(t) \cdot eA(t) \quad (3.4)$$

here, the permutation matrices $P_x(t+1), P_v(t+1)$ and $P_p(t)$ denote the new position, velocity and current global optimal position, respectively. The parameter $P_p(t)$ of Equation (3.4) are the permutation matrices that have dimension greater than 1 and $eA(t)$ is a scalar number. This situation creates a problem while translating the operation $+$ of Equation (3.3) to an algebraic operator. Therefore, in Equation (3.4), the scalar multiplication for matrices is used in place of $\oplus$. The pseudo code of the algebraic bat algorithm (A-BA) is given in Figure 1. The calculations of the minimum distance of some BCH codes by A-BA is given in Table 1.
3.2. **Algebraic Firefly Algorithm.** The firefly algorithm (FA) is an important tool of Swarm Intelligence that has been applied in almost all areas of optimization, as well as engineering practice. The firefly algorithm (FA) was presented by Xin-She Yang in 2008 [15] and it is inspired from the behavior of tropical fireflies and their flashing patterns. FA is flexible, straightforward and very easy to apply. The fireflies charm each other via their brightness and a firefly moves towards more attractive firefly. Thus, many fireflies can gather around a firefly having more brightness. The FA is constructed on this phenomenon. The movement of a firefly \( x_i(t) \) towards more attractive firefly \( x_j(t) \) is determined by the formula

\[
x_i(t+1) = x_i(t) + \beta_0 e^{-\gamma r_{ij}^2} (x_j(t) - x_i(t)) + \alpha \epsilon_i(t)
\]  

(3.5)
where \( r \) is the distance among to two fireflies. The second term in the expression is caused by the attraction and \( \beta_0 \) is the value of attractiveness at zero distance \( r = 0 \). The third term is the randomization that is depended on \( \alpha \) and the randomization parameter \( \epsilon_t^i \) where \( \epsilon_t^i \) is the vector of random numbers obtained from a Gaussian distribution at time \( t \).

In this subsection, an algebraic firefly algorithm (A-FA) is proposed for finding the minimum distance of BCH codes. The equation (3.5) is adapted to A-FA as follows:

\[
P_{x_i}^{t+1} = (P_{x_i}^t \oplus (\beta_0 e^{-\gamma r^2} \odot (P_{x_j}^t \oplus P_{x_k}^t))) \circ \alpha \epsilon_t^i.
\]

Likely the standard bat algorithm, classical equation of firefly algorithm can not be directly adapted to algebraic firefly algorithm. More precisely, some parameters of Equation (3.6) are permutation matrices that have dimension greater than 1 and this situation creates a problem while translating the last operation \( + \) of Equation (3.5) to an algebraic operator \( \circ \). Therefore, in Equation (3.6), scalar multiplication for matrices is used in place of \( \circ \). The calculations of the minimum distance of some BCH codes by A-FA is given in Table 1.

### 4. Comparison With Ant Colony Optimization

In the literature, only the ant colony algorithm (ACO) was used to optimize the minimum-weight codeword problem in terms of swarm based intelligence [4, 5]. Therefore, another swarm based optimization techniques, firefly and bat algorithms, are examined for the considered problem. The performance of the proposed algorithms are confirmed by a comparison with Ant Colony and New Ant Colony Algorithms by running over ten BCH codes with known minimum distance given in Table 1. The proposed algorithm is run on a workstation with Intel Xeon 4.0 GHz processor and 64 GByte RAM. The parameters of the algorithm, which are the maximum number of iteration and population size are fixed as 1000 and 100, respectively. It can be seen from Table 1 that the algebraic firefly and the algebraic bat algorithms outperforms the ant colony algorithm. It can be clearly seen from Table 1 that the proposed algorithms achieve the true minimum distance value for many BCH codes. When A-FA is compared with the A-BA, it can be seen that the A-AF outperforms the A-BA. The A-FA computes a better minimum distance than A-BA for BCH codes (255, 91, 51), (255, 87, 53) and (255, 71, 59). The comparison of standard FA and BA was studied in [2] and in this work, it was shown that FA is better than BA. One obtains the same results for A-FA and A-BA because A-FA enforces the local search well, but sometimes this is not the case for A-BA. Moreover, A-BA does not take into account the better solution for each virtual bat and so the virtual bats randomly move in search space without considering its previous better solution. Therefore, the algebraic bat algorithm miss the better solution.

### 5. Conclusion

In this article, two swarm intelligence algorithms, bat and firefly are used to approach the minimum distance problem. Algebraic operators are used in place of classical operators for the proposed algorithms. The proposed methods are applied to the ten BCH codes with known minimum distance values. It is clearly seen from the Table (1) that algebraic bat and firefly algorithms present better performance when compared to the any colony. Many of the papers in

---

Table 1. Comparisons of A-BA and A-FA with (New) Ant Colony Algorithms For BCH Codes
the literature use codewords as a search space to calculate the minimum distance of a given code. But, in the presented algorithms, the generator matrices are used as a search space as suggested in [1].
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