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Abstract—When the global rollout of the DNS Security Extensions (DNSSEC) began in 2005, a first-of-its-kind trial started: The complexity of a core Internet protocol was magnified in favor of better security for the overall Internet. Thereby, the scale of the loosely-federated delegation in DNS became an unprecedented cryptographic key management challenge. Though fundamental for current and future operational success, our community lacks a clear notion of how to empirically evaluate the process of securely transitioning keys.

In this paper, we propose two building blocks to formally characterize and assess key transitions. First, the anatomy of key transitions, i.e., measurable and well-defined properties of key changes; and second, a novel classification model based on this anatomy for describing key transition practices in abstract terms. This abstraction allows for classifying operational behavior. We apply our proposed transition anatomy and transition classes to describe the global DNSSEC deployment. Specifically, we use measurements from the first 15 years of the DNSSEC rollout to detect and understand which key transitions have been used to what degree and which rates of errors and warnings occurred. In contrast to prior work, we consider all possible transitions and not only 1:1 key rollovers. Our results show measurable gaps between prescribed key management processes and key transitions in the wild. We also find evidence that such noncompliant transitions are needed in operations.
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I. INTRODUCTION

Key transitions are critical for cryptographically enhanced infrastructures at the Internet-scale. The Internet is composed of loosely-federated administrative domains, and managing cryptographic keys under those conditions raises operational challenges in particular whenever domains depend on one another. Mismanagement of cryptography can lead to security shortfalls in those systems and infrastructures that depend on them (e.g., [1]–[4]). Regarding DNS, Paul Mockapetris and Kevin J. Dunlap (1988) wrote, “Distributing authority for a database does not distribute a corresponding amount of expertise” [5]. DNSSEC, which began its global deployment in 2005, implicitly raised the question: Can distributing responsibility to manage cryptographic material teach us the corresponding amount of expertise?

In DNSSEC it is common to periodically change the cryptographic keys in use. In some cases this is done as a hygienic prescription, in others it can be an emergency response to a security event (such as a key compromise or a cryptosystem weakness). The changing of keys is a process called key transitioning (or key rollover). In this process, a system gracefully transitions from using keys that are departing, i.e., being removed, to using keys that are remaining, i.e., kept unchanged or being newly added, while ensuring continuity of protections during the change. Following structured and validated process models for key transitions is critical for maintaining the security assurances of the overall system. Different infrastructures dictate different processes and prescribe them in different ways [6]–[9]. While guidance for DNSSEC key life cycle management and timing exists in RFCs, a more foundational evaluation framework is missing so that the community can quantify and evaluate all operational aspects. Such a framework would not only allow us to compare real deployments to prescribed guidance but to each others as well.

In this work, we propose a novel method to precisely model DNSSEC key transitions and apply this to analyze and classify the data from the first 15 years of DNSSEC deployment (2005–2020). We define the composing elements required by our model as the anatomy of DNSSEC key transitions. Furthermore, we propose a measurement methodology to quantify key transitions observed in the wild. By using our anatomy and transition model, we are able to model key transition behaviors in the wild from both RFCs [6], [7] and from related work in the literature [17]. Our measurements cover ≈ 19 million key transitions. They reveal a significant amount of operational heterogeneity, many of which deviate significantly from standards without necessarily degrading security. Our contributions in this work are threefold:

1) Anatomy: We examine the timing features of keys while
transitioning and propose an anatomy of DNSSEC key transitions, which defines a candidate set of measures that are necessary to measurably characterize key transitions.

2) Transition classification: Based on our proposed anatomy, we present a novel methodology, which we use to concisely quantify and analyze key transitions.

3) Longitudinal study: To illustrate the generality of this work, we present measurements of operational key transitions that span 15 years of DNSSEC deployment, covering a number of notable events that have not been fully analyzed by related works (see Figure 1).

The remainder of this paper is organized as follows. Section II summarizes background about DNSSEC. In Section III, we propose our key transitions anatomy and explain how we construct our model of transition. We follow this by proposing a security analysis of DNSSEC key life cycle and key transitions in Section IV. We present the measurement corpus used in this work in Section V. Section VI details our methodology to derive a continuous model of the DNSSEC key lifetimes from discrete observations. Section VII introduces our approach to classify life cycle management and transitions of keys. Based on that, we proceed to our extensive use case study in Section VIII. We cover related work in Section IX and discuss our results in Section X. Finally, we conclude in Section XI.

II. BACKGROUND

The DNS is a hierarchically administered global database of Resource Records (RRs), which are inserted and removed whenever operators choose. The design of the DNS allows the administrator of any sub-tree (called a DNS zone) to delegate the management authority of any branch under their zone to another authority. Delegations are implemented when a zone parent adds Name Server entries, i.e., NS RRs, that point to the DNS name servers of that sub-zone. This hierarchical delegation allows administrators to operate their zones independently, and requires only a one-time coordination as long as the name servers remain the same.

To compensate for a number of security threats (see [18], [19]), DNS evolved to have the DNS Security Extensions (DNSSEC), whose specifications underwent their final round of standardization [20]–[22] in 2005. DNSSEC overlays the hierarchical namespace of DNS with cryptographic key learning and verification. By design, DNSSEC-enabled zones generate and manage their own cryptographic key pairs using any set of DNSSEC standardized cryptosystems. Operators then encode the public portion of their key pair in a new RR type, DNSKEY. A DNSSEC signature, an RRSIG, is generated by the respective private portion of a DNSKEY over each set of same-type RRs, called an RRSet, and is always returned with each DNSSEC response. An RRSIG specifies its inception and expiration times to limit its period of validity and to resist replay attacks. As these dates are defined in absolute values, DNSSEC implicitly requires “loose time synchronization” between authoritative nameservers and validating resolvers [19].

DNSSEC specifies that zones should manage two separate classes of DNSKEYs: Zone Signing Keys (ZSKs) and Key Signing Keys (KSKs). While the cryptographic material used for these keys is fundamentally identical, their key life cycle management and roles are distinct: whereas ZSKs are used to sign all of a zone’s contents (e.g., A and NS records), KSKs are only used to sign DNSKEY RRSets. The root zone uses a well-known, self-signed KSK. All other zones need to have their KSKs authorized by a Delegation Signer (DS) record in their parent zone so that keys at each zone can be globally verified by Relying Party (RP) software (also called validating recursive resolvers, or just validators). In this way, validators use the KSK of the DNS Root zone as a Trust Anchor (TA) and point of departure to construct unambiguous verifiable paths to any DNSSEC zone in the hierarchy through recursive tracing of secure delegations. This follows the same way DNS zones are normally resolved recursively via NS records. The entire secure delegation chain from the DNS root to delegated zones, the chain of trust, is the element that creates operational dependence between the cryptographic management of zones and their parents.

To validate a single RRSet, an RP relies on various pieces of information (i.e., DNSKEYs, RRSIGs, DS records) from possibly different zones and sources (i.e., authoritative servers or caches). Validation of an RRSet in a given zone succeeds if (i) a verifiable path to that zone exists and (ii) the signature over that RRSet is valid. Breaking the first requirement causes an RP to determine the state of data as insecure, while neglecting the second ends with a bogus state [20]. These two requirements also constrain when and how operators can insert and remove RRs without defeating the protection provided by DNSSEC. Note that a valid signature presupposes that formal cryptographic requirements are met (e.g., digests are correctly calculated), the key generating the signature is included in the DNSKEY RRSet, and the set is available and valid for at least the total validity period of the signature. We provide a thorough discussion on temporal constraints with a focus on key transitions in Section IV.

III. MODELING KEY TRANSITIONS

Key transition refers to the procedure of modifying the set of valid DNS keys over time. The growing literature discusses DNSSEC key transitions in terms of key “rollovers” [14], [16], i.e., a single new key replacing the only existing key. Based on a consistent monitoring of the first 15 DNSSEC years, we find evidence that the global DNSSEC deployment follows a different reality as is depicted in Figure 2. Besides the expected one-to-one transitions, a notable portion (13%) of transitions involve more than two keys and require a more expressive model. To reflect this reality, we introduce a generic model of key transitions.

In our generic model, a transition is characterized by an effective change of the DNSSEC key set, i.e., a transition succeeds only if the removal of one or more departing keys results in an altered set of remaining keys. It should be noted that the set of remaining keys includes both newly added keys (if any) and keys which existed throughout the transition.
Our model allows us to evaluate both simple key rollovers involving a single departing and a single new key as well as more complex key transitions involving multiple keys, also seen in the wild.

In the following, we introduce a temporal model of DNS keys, which we use to define a transition anatomy and provide a method to capture the semantics of key transitions in terms of transition classes.

A. Anatomy of a Key Transition

Key transitions are measurable through changes in DNSKEY resource records, and their respective RRSIG records as published by the authoritative servers of the records. In the case of KSKs, changes in DS records require monitoring in the parent zone. While such changes are present, we consider a transition as ongoing.

Before we describe the temporal aspects of DNSKEY transitions, we first need to define a life cycle model for DNSKEYs, which adequately describes a key existence from its inception throughout its usage, run-out, and its expiration. These four phases are depicted in Figure 3.

The only temporal information that is explicitly expressed in DNSSEC about resource records is encoded in (i) TTL values and (ii) the validity period as defined by RRSIGs. TTL values are indicators used by caching resolvers to locally determine a time window after which a record should be considered stale and flushed from the cache. The main purpose of TTLs is to establish and maintain eventual consistency in caches [20, §8.1]. In contrast, the validity of DNSKEYs as denoted through RRSIGs provides information that can be used to reconstruct the life cycle of any key. Accordingly, we create a life cycle model of keys using (i) signatures over and (ii) signatures generated by those keys. Using RRSIGs over a key (recall that a single DNSKEY can be signed multiple times throughout its lifetime) the total lifetime of that key can be measured. We denote the earliest and latest point in time when the key was used as \( L_\alpha \) and \( L_\omega \), respectively. The RRSIGs generated by a DNSKEY, in turn, can be used to determine when the key was active and in use. Formally we denote the interval from earliest and latest times that data was verifiable by this key \([S_\alpha, S_\omega]\), the time when the key stopped generating new signatures \( S_\varphi \), and subsequently the duration in which the key was only used to verify existing signatures \([S_\varphi, S_\omega]\). Additionally, for KSKs only, the signatures over DS records of the parent zone are used to infer the period in which the parent zone was securely delegating to this key \((DS_\alpha, DS_\omega)\).

We now use this temporal model to characterize a simple 1:1 key rollover. To this end we define a transition anatomy based on the following ten features, which include measures regarding a remaining key \( k_r \) and a departing key \( k_d \), as visualized in Figure 4:

1. PreDS: When a corresponding DS record was introduced for \( k_d \) in the parent zone.
2. DoubleSig: The period during the transition when both departing and remaining keys were actively signing.
3. PreStage: The time during which the remaining key was valid, but before being used to verify zone data.
4. DepSigOnly: The duration during the key transition when only the departing key was in use.
5. Retire: The duration during the key transition when signatures generated by departing key run out (run out described in Figure 3).
Table I: Temporal features of Transition Anatomy and their respective intervals.

| Feature       | Interval                                                                 |
|---------------|---------------------------------------------------------------------------|
| PreDS         | $[L_{\omega}(k_{\alpha}), D_{S\omega}(k_{\alpha})]$                     |
| DoubleSig     | $[S_{\omega}(k_{\alpha}), S_{\omega}(k_{\alpha})] \cap [S_{\omega}(k_{\alpha}), S_{\omega}(k_{\alpha})]$ |
| PreStage      | $[L_{\omega}(k_{\alpha}), S_{\omega}(k_{\alpha})]$                      |
| DeepSigOnly   | $[S_{\omega}(k_{\alpha}), S_{\omega}(k_{\alpha})] \cap [S_{\omega}(k_{\alpha}), S_{\omega}(k_{\alpha})] - \text{DoubleSig}$ |
| Retime        | $[S_{\omega}(k_{\alpha}), L_{\omega}(k_{\alpha})] \cap [L_{\omega}(k_{\alpha})]$ |
| DSOverlap     | $D_{S\omega}(k_{\alpha}), D_{S\omega}(k_{\alpha}) \cap [D_{S\omega}(k_{\alpha}), D_{S\omega}(k_{\alpha})]$ |
| RemSigOnly    | $[S_{\omega}(k_{\alpha}), S_{\omega}(k_{\alpha})] \cap [L_{\omega}(k_{\alpha}), L_{\omega}(k_{\alpha})] - \text{DoubleSig}$ |
| RemPreRem     | $[L_{\omega}(k_{\alpha}), S_{\omega}(k_{\alpha})]$                      |
| TotalDuration | $[T_{\omega}(k_{\alpha}), T_{\omega}(k_{\alpha})]$                      |
|              | $\text{for ZSK} \quad [L_{\omega}(k_{\alpha}), L_{\omega}(k_{\alpha})]$   |
|              | $\text{for KSK} \quad [\min(L_{\omega}(k_{\alpha}), D_{S\omega}(k_{\alpha})), \max(L_{\omega}(k_{\alpha}), D_{S\omega}(k_{\alpha}))]$ |

6) $D_{S\omega}$Overlap: The duration (if at all) that $D_{S}$ for the departing and remaining keys overlapped.

7) RemSigOnly: The duration during the key transition when only the remaining key was in use.

8) $D_{S\omega}$PreRem: If the departing key was covered by a $D_{S}$, the amount of time that the key was valid after $D_{S}$ (es) no longer delegated to it.

9) RemPreDS: When a corresponding $D_{S}$ record was introduced for the remaining key $k_{\alpha}$ in the parent zone.

10) TotalDuration: Duration of the entire transition.

Table I describes these features, using our life cycle notation of involved keys presented in Figure 3.

Based on our anatomy, we are able to describe arbitrary transitions of $n$ departing keys to $m$ remaining keys, using $\binom{n+m}{2}$ pairwise $1:1$ transitions. Our measurements of operational zones over 15 years indicate that this distinction is important. For example, consider a zone of $n$ keys (with possibly different initial inception times) and $1$ to $m$ keys in use to sign data. If that zone transitions to $m$ keys (where $1$ to $m$ are used to sign data), a number of unknowns arise: Which key(s) rolled over to which other keys? Did all the departing keys roll over to all of the remaining keys? If some keys persisted, are they (partially) replaced, as well?

Figure 2 clearly shows that while the majority of observed key transitions change by one key (gaining or losing), many transitions cause alterations of $|m-n| > 1$. These fine granular observations of real deployments illustrate why additional expressiveness is needed, and why many of the previous discussions and characterizations of “rollovers” in the literature apply only to cases in which a single active key is rolling over to another single active key.

We extend these discussions by observing that if more than one key is added or departed at the same time, these are multiple concurrent transitions at the same timestamp. The intuition here is that no single departing key is measurably more pivotal than another. Thus, we define each departing key as transitioning to any of the keys that remain. This definition of key transitions allows us to measure operational behavior and answer questions such as: How many active keys are in use? When are transitions aborted or rolled back? When are secure delegations (from $D_{S}$ records) correct? Or, does a zone remain secure (see Section IV) as transition is ongoing. In addition, our transition model measures the relative ages of (the remaining to departing) keys: newer, older, or the same age. These semantics, although unmentioned in the RFCs, are useful in some process models (e.g., [17] discussed below).

Our proposed anatomy is a fine-grained description of the atomic timing components that are necessary and sufficient to fully characterize key transitions. Whether key transitions are being performed manually, part of a process, fully automated, or result from unsupervised ad hoc changes in a DNSSEC zone, the diversity of their activities is concisely represented by this anatomy.

B. Transition Classes

Our transition anatomy allows for the precise reconstruction and description of any pairwise key transition. Special care needs to be taken when characterizing transitions abstractly, as RFC 5011 [6] or RFC 7583 [7] do for example. We discretize the value of each transition feature (see Table I) instead of using their absolute values from empirical measurements. Different combinations of the resulting discretized feature set then represent transition classes. Transition classes allow us to compare and to assess whether prescribed security guarantees are preserved while keys are changing (e.g., by adhering to specifications such as RFCs).

To classify a given transition, we first calculate the interval for each of its features using empirical measurements, e.g., $PreDS = [1618016262, 1618048602]$. We then discretize the features (1) through (9) based on whether their interval widths (see Table I) are $< 0$, $= 0$, $> 0$, e.g., $PreDS > 0$. For intervals defined as intersections of other intervals, e.g., $DoubleSig$, the respective interval widths are always non-negative, whereas other measures can assume negative values, e.g., the width of $PreDS$ interval can be negative when a KSK is securely delegated before being signed and included in the DNSKEY RRset ($L_{\omega}(k_{\alpha}) \geq D_{S\omega}(k_{\alpha})$). For cases in which an interval is undefined, e.g., measurements of $D_{S}$ records for ZSKs that have no $D_{S}$ record to measure, we use the $N/A$ placeholder. In Section VII, we will see that $N/A$ cases do not have an impact on transition classes.

Discretization facilitates an empirically simple comparison of completely independent key transitions. For example, if two keys in a transition are both observed to be signing data at the same time, their observed $DoubleSig$ interval width would be a finite value. This would then be discretized as $> 0$. Two other keys, in another transition (possibly in another zone) would likely have different interval widths, but would be assigned to the same discrete classification value, and would thus enable comparisons between these transitions. As a result, every pairwise key transition can be represented as an ordered set of discretized features.

IV. Security Analysis of Key Transitions

In this section, we discuss the temporal constraints that must be satisfied during key transitions to avoid zone data to be invalidated as insecure or bogus (see Section II). Recall that a single record is considered valid if all RRsets that are
necessary for the validation of that record are also valid at the time of verification. To maintain this temporal requirement, each zone operator must ensure that at any point in time (i) secure delegations from the parent zone cover at least one KSK that signs the DNSKEY RRset, and (ii) all records are signed by at least one valid ZSK that is included in the DNSKEY RRset. Breaking the first condition causes zone data to be invalid as insecure, and ignoring the second leads to a bogus state. This temporal requirement must also be maintained during key transitions, just as DNSKEY, DS RRsets, and RRSIGs are undergoing changes. The main challenge, however, is not only to maintain a secure state on authoritative nameservers but to ensure that (i) RPs can base validations on RRsets that are cached somewhere in the network and still carry valid signatures, and (ii) changes at primary authoritative nameservers are not instantaneously observed by relying parties (RPs) [23]. Given a secure data state and a well-functioning RP, we consider a transition as secure if its modifications to keys, signatures, and secure delegations prevent a bogus or insecure state during and after the transition. This definition also accounts for adversaries that can replay valid RRsets that might already be removed from the authoritative nameservers and purged from caches. Our following security analysis considers the relation of a key to its generated signatures, and its relation to other keys and delegation signers.

A. Temporal Relationship of a Key and its Signatures

Based on our temporal model of DNSSEC keys (see Figure 3), the following condition applies for a key and its generated signatures: $L_\alpha \leq S_\alpha \leq S_\omega \leq L_\omega$. This condition states that no signature validity period should precede or exceed the total (non-zero) lifetime of the key that generated it. By extension, DNSKEY sets that have a valid signature may not be prematurely removed from authoritative nameservers without the risk of introducing inconsistencies through caching or replay attacks. The following example illustrates such a situation: an RP caches the DNSKEY RRset of a zone and its RRSIG(s) at $t_0$. Before the signature over the key set is expired, the authoritative nameserver replaces the ZSK at $t_1$, uses the KSK to generate a new signature over the DNSKEY RRset, and finally re-signs all other RRsets in the zone with the new ZSK. At $t_2$, before either the signature or the TTL of the old DNSKEY expires, the recursive resolver fetches, for example, A records and their signatures generated with the new ZSK from the authoritative nameserver. At this point, the resolver considers the cached key set as valid (TTL spans at $t_3$) yet fails to validate the retrieved RRset and concludes a bogus state (see Figure 5). Even if the TTL was expired on all caches and the old DNSKEY RRset was purged at $t_2$, an adversary could still poison RP caches with the old key set and cause a failed validation. This clearly illustrates that TTLs do not affect the foundational security analyses.

The scenario of failed validation because of bad timing becomes more severe in case of DS records. When a newly signed DS record is fetched from an authoritative server but the RP uses a departing, cached DNSKEY for validation, a complete child zone becomes insecure. This case, however, is more complicated because the only requirement to maintain the chain of trust is to have at least one active KSK securely delegated even if multiple KSKs are present and are actively signing the DNSKEY RRset.

B. Temporal Relationship among Keys and Delegation Signers

The second temporal constraint states that involved keys in a transition must have overlapping lifetimes ($TotalDuration > 0$) as changes on primary authoritative nameservers are not instantaneously observable by RPs [23]. Changes to delegation signers must also account for additional delays because as the operator of a zone can only request a modification to DS records to a parent zone, with no control over the timing when exactly changes are applied by that parent zone.

To avoid going bogus, a zone operator must guarantee the continuity of signatures over zone data. As DNSSEC allows for multiple signatures over the same RRset at the same time, it suffices that for each RRsets in a zone to have at least one signature that is valid at all times. Transitions that involve multiple keys must make sure that for any RRset signed by a departing key, a remaining key exists which signs that RRset no later than its signatures expire. The most basic solution for this is to activate keys, i.e., create RRSIGs, as soon as keys are introduced in the zone ($PreStage = 0$). This way, any active departing key can stop generating new signatures (runout, i.e., $Retire > 0$) and be removed after its generated signatures are all expired ($L_\omega \geq S_\omega$). This approach, however, expands the zone size as multiple valid signatures are present simultaneously during the transition. To address this, keys can be introduced to a zone and start signing later ($PreStage > 0$) to reduce the time window of overlapping signature.

**Figure 5:** An example of how modifying and re-signing of an RRset (DNSKEY here) can cause failed validation in caching resolvers, while a valid signature over the RRset still exists.

**Figure 6:** An example of improperly timed ZSK transition with pre-staged remaining key but belated activation causing bogus validation due to a signature gap.
downside is the more challenging timing in making sure that there is no signature gap for any available RRset. Figure 6 depicts an example where the remaining key is pre-staged but activated too late, thus, leaving a gap during which zone data cannot be validated.

With KSKs, additional care must be given to the timing of DS records in order to maintain the chain of trust during the transition and avoid going insecure. In details, this depends on how the KSK is being transitioned: if PreStage > 0, the new DS record can be added to the parent zone after the key is included (RemPreDs > 0) but no later than expiration date of previous DS, while the old delegation can be removed before the departing key expires (DSPreRem > 0), yet no later than its runout period ends. This approach can be used to minimize the interaction between the zone operator and its parent zone by combining the request to remove the old delegation and adding the new one (DSOverlaps = 0). If PreStage = 0, any combination of RemPreDS and DSSPreRem that does not cause a gap between delegation signers (DSα(kr) ≤ DSσ(kd)) can be applied. This implies that when all signatures of the departing key expire, one remaining active key must still be securely delegated.

V. MONITORING SYSTEM AND DATA CORPUS

In this section, we introduce the DNSSEC measurements taken from our monitoring system [24] that we used to evaluate key transitions in the wild. We give an overview of our monitoring system, describe its operational aspects, and discuss the characteristics of the resulting data corpus, which covers the first 15 years of the global DNSSEC rollout.

A. Monitoring System

Our monitoring system collects DNSSEC records (DNSKEYs, DSes, RRSIGs) alongside other types of RRsets, network PMTU measurements, name server versions, and many other relevant measurements by polling all of every zone name servers (as specified by both the zone and predecessor NS records) from distributed vantage points across the Internet [24], [25]. This comprehensive polling is a critical feature for observing key transitions with complex process models such as those specified in RFC 8901 [26].

In order to capture the holistic status of the global DNSSEC deployment, we broadly define zones as being DNSSEC-enabled if they have deployed one or more DNSKEY records. The set of DNSSEC zones in this corpus was learned from proactive crawling of online sources, NSEC-walking [25], [27], user-submissions, selected top-lists (Alexa Top One Million [28], the Majestic Million [29], and the Cisco Umbrella Popularity [30]), and other techniques. The development of the number of monitored zones throughout the years is depicted in Figure 7, and the detailed numbers are presented in Appendix A.

As our automatic discovery methods might catch non-production zones, i.e., secure zones which are deployed for testing purposes, we apply a conservative heuristic to keep only production zones. First, all zones under arpa TLD are marked as production, then any zone that points to an active web or mail server is added to an include-list [10]. The remaining zones are considered as non-production. This way, we keep only zones for which we have positive indications of actually being in production. It should be noted that since there is no systematic mechanism to discover all zones in the global DNSSEC, measurements can be subject to sample bias; nonetheless, we argue that our measurements of over 9.5 million DNSSEC zones at the time of this writing represent a relevant set on which to measure general behaviors of key transitions in the wild.

Our monitoring system polls DNSSEC zones concurrently in four ways:

1) The monitoring system repeatedly queries all zones from each of its remote polling locations. These full measurements poll hundreds of zones concurrently, and when finished, the system starts again. As the number of DNSSEC zones has increased, the full-corpus polling period has grown from taking days to taking weeks, making the periodicity of polling a varying interval.

2) In parallel, it polls the DNS Root zone and all Top-Level Domains (TLDs) once per day, which is half the TTL period of those zones.

3) In addition, it polls popular DNSSEC-enabled domains from our top-list collection every two days.

4) Finally, the interactive website of the monitoring system allows users to poll any zone on-demand.

Noteworthy, though, is that zones that delegate to others are implicitly queried and measured multiple times beyond individual schedule. For example, the .com zone is not only monitored once but its keys and their usages are also observed for every delegated domain below, in order to assess NS and DS records. For example, the root zone is measured over 1,300 times every day, once for every Top-Level Domain polled. This greatly increases the frequency of observation, albeit in an aperiodic way.

Our monitoring system has occasionally undergone migration to new hosting infrastructures, database backups, and other operational maintenance events during the 15 years, leaving irregular gaps in our data corpus. We control for gaps in our methodology, for details see Section VI.

B. Data Corpus

This work makes use of data from October 1, 2005 to August 31, 2020. The resulting data corpus encompasses over 30.8 billion DNSSEC measurements from 9,535,615 DNSSEC-enabled zones with 35,882,395 distinct DNSKEYs. We observed 58,193,197 points in time when keys
were either added or removed from zones. Of those changes, 17,965,575 key transitions were detected (see Section III-A) and analyzed, which we will discuss in Section VIII.

Our data corpus spans several events that are notable for the global deployment of DNSSEC. First, multiple Top-Level Domains (TLDs) such as .com, .edu, and 145 country-code TLDs (ccTLDs) deployed DNSSEC for the first time. Second, the announcement of a crucial large-scale DNS cache poisoning attack vector called the Kaminsky Attack [31], [32], whose remediation was publicized to be the deployment of DNSSEC. Third, the DNS Root zone enabled and rolled out DNSSEC for the first time using a Deliberately Unvalidatable Root Zone (DURZ) key. Fourth, in 2010, the DNS Root zone performed its first ever Key Signing Key (KSK) transition, from the DURZ key to the 2010 KSK. Fifth, over 1,200 DNSSEC-enabled new generic Top-Level Domains were added since 2013. Finally, the Root KSK was transitioned for the second time ever in 2018, after being started and paused during 2017. Figure 1 depicts a number of these notable events and incidents and by overlaying the measurement periods of related work and this study, shows this work has a uniquely complete longitudinal dataset to draw conclusions from.

VI. METHODOLOGY

The initial step in our methodology is to reconstruct the lifetime of DNSKEYs according to our discrete measurements and in accordance with our proposed temporal model (see Section III-A). This is a deceptively challenging step because when keys are provisioned into zones there are no semantics to express (or for zone administrators to even know) life cycle information. In general, key lifetime management and changes such as re-signings or deployment of new keys may occur at varying times between polling cycles. This will lead to gaps in time between three events: (i) when these changes happen on the authoritative name servers, (ii) when we poll the zones, and (iii) when we observe them in use. This may lead to changes that a measurement system completely misses regardless of the polling frequency. A simple example is the replacement of a DNSKEY multiple times between two polls.

We now give a brief overview of our methodology and then present the key building blocks in more detail.

A. Overview

Our first step in reconstructing the complete and continuous lifetime of keys from our discrete measurements is to infer a so-called observable for any unique <DNSKEY, RRSIG> tuple and any respective secure delegation period (if applicable) while preserving points of time when this specific observable was seen during our measurements. If the lifetime of a key is extended by re-signing (i.e., generating a new RRSIG over the same DNSKEY), our methodology creates a new observable tuple. In this sense, an observable can be considered as a piece of evidence based on a given RRSIG denoting that a key has been valid from the inception to expiration dates of that RRSIG. Figure 8 depicts one observable for key $k_x$. The lifetime of this single observable duration $[L_{x\alpha}, L_{x\omega}]$ is calculated from the signature covering $k_x$; its delegation period $[DS_{x\alpha}, DS_{x\omega}]$ is inferred from the signature in the parent zone covering DS record(s). $f_s$ and $l_s$ denote the times when this single observable was first and last seen during the measurements. Note that $f_s$ is recorded once per observable, and never changed again, while $l_s$ is updated when the same <DNSKEY, RRSIG> tuple is encountered again in a subsequent measurement.

Individual observables expand the information about a key lifetime from a discrete snapshot to a continuous timeline within the validity period of its covering RRSIG. Such extrapolation of observables, however, might still leave some gaps in our continuous lifetime model. Furthermore, other life cycle information, such as key usage (see Figure 3), cannot be inferred from RRSIGs over keys but must be measured from signatures generated by those keys when they are in use. To address this we introduce a novel three-step methodology that we call Bridging, Busting, and Binding:

**Bridging** Extend observables by filling in measurement gaps with place-holder observables, which we call bridging “ghosts”.

**Busting** Use collected evidence, e.g., RRSIGs over non-DNSKEY records, to remove (or “bust”) incorrect ghosts.

**Binding** For any given DNSKEY combine remaining contiguous observables into a continuous holistic life cycle model.

This process extends sets of observables into full key life cycles and builds a basis to calculate related statistics such as signing frequency, measure management errors, and compute other aggregate behaviors. It also accounts for gaps in our data corpus.

B. Bridging

Bridging begins by time-ordering observables for each zone. If the maximum time of a single observable (i.e., $max(L_{x\omega}, l_s)$) is less than the minimum time of the next observable (i.e., $min(L_{x\alpha}, f_s)$), then a ghost record is inserted, which exactly covers the missing time. Note that a ghost does not necessarily fill the whole gap between two polling cycles, but only the time for which no temporal information can be inferred (see Figure 9(a)). If the ghost observable covers a gap between the observables of the same DNSKEY (but different RRSIGs), then the ghost observable proposes that the key existed continuously during the gap, as shown in Figure 9(a). If, on the other hand, the gap exists between observables

Figure 8: Visualization of an observable for a given <DNSKEY, RRSIG> tuple.
of two different DNSKEYs, then the process cannot know precisely when the older DNSKEY\textsubscript{x} stopped being present and the newer DNSKEY\textsubscript{y} was deployed, if or when they may have overlapped, or if there was a period of no key(s) being present. Therefore, at this stage, a bridge is temporarily used, whereby a trailing ghost for DNSKEY\textsubscript{x} is inserted until both the next observable and a leading (overlapping) ghost for DNSKEY\textsubscript{y} are inserted, starting just after the previous observable, as seen in Figure 9(b). Ghosts represent optimistic assumptions about consistency between observations, but in the next phase we \textit{bust} ghosts if additional evidence proves they are incorrect or need to be adjusted.

C. Busting

Ghost observations model place-holders of inferred data that may have existed between the data we observed. For each zone, after the initial optimistic Bridging phase, our process begins to examine keys in relation to each other and incorporating additional evidence to detect if a ghost assumption can be refuted (and thereby \textit{busted}). For this, additional measured data (such as NS, SOA, A, and associated RRSIGs) allow the process to determine if, or how, a ghost should be busted. For example, if a ghost bridges a key, but another key was seen during that time, we can determine the ghost-key was not present for the period when the other key was seen. The ghost is, then, busted by truncating it to the time interval(s) that are not covered by the other key. Alternately, if ghosts for two keys overlap between a transition (see Figure 9(b)), information about which of them was able to verify signatures over other measured data is used to determine when one key was removed and the other was present, and truncate ghost overlaps accordingly. Overall, ghosts may be truncated if a zone’s data was observed and the key was absent, and affirmed if a ghost’s key was seen to be signing other records. Ghosts which may have been causes by measurement outages are removed altogether. Gaps caused by outages are distinguished through their relatively long duration. For our purposes, we take the yearly statistics of our measurement system crawl times, \textit{i.e.}, a complete round of polling all zones, to bust gaps caused by outages: for any given year all gaps that are larger than the mean crawl time plus four standard deviations are considered as an \textit{outage gap}, are busted and removed. While the removal of long-ghosts could result in missed key transitions and key management behaviors, not removing them could alternately enshrine inaccurate assumptions.

D. Binding

For every key, all the contiguous observations (including unbusted ghosts) are used to \textit{Bind} observables into one single continuous key, as seen in Figure 10. Bound keys describe the life cycle of a DNS key in terms of our temporal model (Figure 3) with two additional features. The first timestamp that the key was measured (fs) and the last time a key was observed (ls). Here, all the observed RRSIG records that could be verified by each key, regardless of which DNS record type they covered, are used to quantify whether keys were in active use. The inception timestamp of each RRSIG is used as evidence to indicate when a key pair was signing data ([So, Sϕ]). The expiration of that signature specifies the run-out, or the duration that a key’s data was verifiable while no new signatures were detected ([Sϕ, Sw]).

VII. CLASSIFYING KEYS AND TRANSITIONS

Using our model of continuous life cycles for DNSKEYs, we move on to classification of DNSKEY life cycle states and key rollovers and more complex key transition types.

A. Key Life Cycle Classification

We present our novel classification scheme of measurable errors in key life cycle management in Figure 11. Based on this model we observe previously undetected errors in live deployments, which we explain in more detail in Section VIII.

This classification scheme defines six types of key life cycle management errors depending on when a key is introduced in the zone and how inception and expiration dates of the respective RRSIG are defined. For example, if the expiration predates the inception date we classify the key as \textit{inverted}, or if key was observed before its actual inception date, we label it as a \textit{future} key. Avoiding these errors is a necessary (yet insufficient) precondition for valid cryptographic protections.

B. RFC-Based Classification

The IETF has specified many aspects of how DNSSEC zones and data should be configured and maintained across numerous RFCs [6], [7], [23], [33]. Among those are several processes that model ways in which DNSKEYs should be rolled over. In RFC 5011 [6], Trust Anchor (TA) rollover is specified
Table II: Mapping of key transition processes specified in DNSSEC RFCs and other literature to Transition Anatomies. In each row, gray cells show the mandatory features that must be fulfilled to map a transition to a predefined class, whereas the other cells describe soft constraints, which only cause warnings if not followed exactly. Cells showing “–” indicate wildcards.

| Transition Class | Features of the Transition Anatomy |
|------------------|------------------------------------|
|                  | PreDS | DoubleSig | PreStage | DepSigOnly | Retire | DSOverlap | RemSigOnly | DSPreRem | RemPreDS | TotalDuration |
| ZSK Pre-Pub      | –     | ≥ 0       | > 0      | > 0        | –      | > 0       | –         | –         | –         | –            |
| KSK Double-KSK   | > 0   | > 0       | > 0      | = 0        | = 0    | > 0       | = 0        | = 0        | ≤ 0       | –            |
| KSK Double-RRset | > 0   | > 0       | > 0      | = 0        | = 0    | > 0       | = 0        | = 0        | = 0        | ≥ 0          |
| KSK Update-TA    | –     | –         | –        | –          | –      | –         | –         | –         | –         | –            |
| KSK Emergency 2  | –     | = 0       | = 0      | = 0        | = 0    | > 0       | –         | > 0        | –         | ≥ 0          |
| KSK Emergency 3  | –     | = 0       | > 0      | = 0        | > 0    | > 0       | > 0        | > 0        | –         | extended     |
| ZSK Emergency 2  | –     | = 0       | = 0      | = 0        | = 0    | –         | > 0        | –         | –         | –            |
| ZSK Emergency 3  | –     | > 0       | > 0      | > 0        | > 0    | > 0       | > 0        | > 0        | > 0        | extended     |

Figure 11: Classification of key life cycle management states. Each state results from an observable property (rectangle) that is either fulfilled (Y) or not fulfilled (N). Properties include expiration (Exp) and inception (Incep) dates, as well as first (fs) and last seen (ls) of operational usage.

For zones whose predecessor zones do not securely delegate DS records. Additionally, in RFC 7583 [7], processes are described for how zone administrators should transition their ZSKs and KSKs.

First we characterize RFC guidelines in terms of our transition model and then investigate how transitions in the wild conform to these guidelines (in Section VIII). We classify deviations as either warnings, i.e., the behavior does not strictly follow the RFC guidelines, yet, does not disturb validation; or as errors, which render the validation as bogus or insecure. It should be noted that while conventional IETF parlance (e.g., MUST vs. SHOULD in RFC 8174 [34]) often makes this distinction explicit, the measurable quantities in RFC-7583 [7] do not use MUST, MAY, SHOULD, etc. We, therefore, semantically assign these values based on the overall processes. For example, if a transition was specified as needing to have Retire > 0, but it was 0, this would only be a warning because the key transition would still allow keys to verify data for a zone. In contrast to this, if a KSK must be present before a DS record in order to let resolvers securely verify the KSK during a Double-DS transition, then PreDS ≤ 0 is a critical error.

RFC 5011 (Update of Trust Anchors). This transition is specified by a Finite State Machine with timers and a rigorous process model [6]. The process-model, however, is specified from a resolver’s perspective (i.e., timers that a resolver should set internally), which do not always directly correlate to observable timing of DNSKEYs in authoritative zones. Additional guidance [35] was written for authoritative zone administrators, which lends itself more directly to being measured. These two publications [6], [35] define the specification for RFC 5011 transitions as those whose TotalDuration ≥ 30days + min(15d, \frac{1}{2} \times TTL), where 30 days are specified in [35] and the key’s Time-To-Live (TTL) is specified as an additional component of the period. Additionally, those keys that are being removed must be revoked and used to sign their own revoked DNSKEY set. In order to be conservative and permissive, we model the upper-bound (i.e., max instead of min) from each key’s own average signature period. We conservatively modeled those zones that did adhere to RFC 5011 timing, but did not revoke as still being RFC 5011 compliant, but flagged them with a warning.

RFC 7583 (DNSSEC Key Rollover Timings). RFC 7583 specifies the process models for both ZSKs and KSKs, and they are more stringent. For ZSK, these transitions are defined as either being “Pre-Publication” or “Double-Signature”; and for KSK as one of “Double-DS,” “Double-KSK,” “Double-RRset,” or “Double-RRSIG”. Note that the final type is identified as unrealistic in the RFC, and not even fully described there; therefore, we also omit it here.

Table II summarizes how RFC-based classifications are translated into our transition anatomy from Section III. An illustrative example is provided in Figure 12, depicting an excerpt of transitions for a representative zone, 4d.cz. As is shown, the zone performs a correct ZSK pre-publication transition while at (other times) performing double-KSK transitions with warnings (see Table II). Other examples of key transitions are visualized in Appendix C.

C. Non-IETF Prescriptions: Emergency Key Transitions

In addition to the above guidance from RFCs, other prior work by Wang et al. [17] proposed an approach for conducting emergency key transitions. There, the authors present 10 can-
did not consider the TotalDuration threshold, but only the “extended” duration feature a necessary detectable discriminator in these emergency transitions classification. Table II shows how the timing constraints detailed in that work can be used to classify and detect these events specified by our anatomy and transition methodology, just as with RFC guidance. Due to space limitations, we only include Emergency Transitions 2 and 3.

Additionally, aspects of that work use features of our anatomy and our model of key life cycles that the RFC processes did not (specifically, the TotalDuration and relative ages). For example, the specification requires remaining keys to be newer (see relative ages in Section III-A), ZSK Emergency 2 mandates the feature-set of the behavior-based classification Multi-Signatures (described below, in Section VII-D), and ZSK Emergency 4 requires Cutovers.

In summary, using the prescriptions of prior work, we detected 49,894 emergency ZSK transitions (20,919 that were transitioning back or aborting transitions to older or same age keys), and 1,780,984 emergency KSK transitions (149,406 transitioning back or aborting to older or same age keys).

D. Behavior-Based Classification

In our behavior-based classification, we classify key transitions as being “Multi-Signatures,” “Co-Present,” “Cutovers” (with degrees of certainty), or “Unknown”. This classification approach uses more holistic considerations of all keys in a transition (not just pair-wise) while ignoring the relationships to DNS records. Here, key transitions were classified based on (i) the type and the total count of overlaps they had with other active keys, and (ii) whether they were used to verify zone data during their transitions.

When more than one key was seen to be actively in-use (verifying signatures) at any given time, we classified the transition as a “Multi-Signature” transition. This indicates that redundant verification existed for data in a zone during the transition. If, on the other hand, keys were observed to have overlapped, but we did not observe any of them in use, we classify the transition keys as being “Co-Present.” This classification does not represent evidence that keys went unused, but indicates that our observations did not detect usage. Conversely, transitions are classified as “Cutovers” when a single key was observed to transition (or cut-over) to another single key, and they were seen to have been used to verify signatures. This type of transition depends heavily on measurement frequency (whereby the longer the gaps in observations, the more information is estimated from ghost records). Because of this, we further sub-classify Cutovers as “Cutover,” “Likely-Cutover,” or “Candidate-Cutover.” The differences between these are based solely on how much usage (i.e., active signing) was directly observed. If active signing (the inception of RR SIGs) was observed for the departing key right up until the remaining key began to be used to verify RR SIGs (and not after), then we classify this as a “Cutover.” If, on the other hand, we did not observe new signatures, but the signature run-out (see Figure 10) of the departing key overlapped with the signatures of the remaining key, we classify the transition as a “Likely-Cutover.” Finally, if the departing key was used at any point, and later the remaining key began being used with no other signatures seen in the time-gap, we classify this as a “Candidate-Cutover.” The goal of these distinctions is to make our sub-classification results useful, but to also preserve their transparency.

VIII. Longitudinal Analysis of 15 Years of DNSSEC Key Transitions

In this section, we present the results from answering the following three questions: (i) Do keys involved in transitions follow proper life cycle management policies? (ii) How does the anatomy of key transitions in practice compare with RFC guidelines specifying rollovers? (iii) Which characteristics are popular in key transitions beyond key rollovers in terms of our behavior-based classification?

A. Key Life Cycle Management

The atomic management of the keys can end in errors, independent of transitions of other keys. Using the key life cycle management classification described in Section VI, we broadly examine the rates at which individual DNSKEYs follow proper key management life cycles. Our results are summarized in Figure 13. Key life cycle management errors were clearly highest during the early years of the DNSSEC global rollout. At that time, the tools that supported DNSSEC were in their nascent stages of maturity, which is very likely the core reason for larger rates of key life cycle management errors. This figure also illustrates that the error rates for keys were highest in 2008, just as the discovery rate of new DNSSEC zones surged...
and more than doubled the size of the global deployment in just a few months. This all correlated in time with publicity to remediate the newly announced Kaminsky vulnerability [32] by deploying DNSSEC, which could have also correlated with inexperienced operators making operational errors in a rush to secure their deployments.

### B. Conformance to RFC Guidelines

#### KSK and ZSK Transitions in the Wild

Figure 14 summarizes RFC-based classifications of both measured KSKs and ZSKs per year. Any transition that could not be classified as RFC-compliant is marked as noncompliant. This figure confirms a common expectation but also reveals new insights. Unsurprisingly, in the early DNSSEC deployment KSKs were transitioned according to RFC 5011 (denoted here as “TA-Update”). This was necessarily the case because at that time there were very few registrars and also few parent zones that were able to offer secure delegations. Most Top-Level Domains did not deploy DNSSEC and were, therefore, unable to securely delegate.

In 2008, operational advice was given to deploy DNSSEC to counter the Kaminsky vulnerability [32]. Our data (see Table A.1 and B.3) indicate that the number of DNSSEC-enabled zones more than doubled during three months. Based on our classification, it is clearly visible that subsequently more variety in key transition techniques appeared (see Figure 14(a)). In 2009, the Double-DS transition technique was the most popular. This technique, however, requires additional coordination between an authoritative zone and the operator of its parent zone. Despite an increasing deployment over time, our results illustrate that the popularity of managing transitions based on Double-DS and Double-KSK fluctuates.

The majority always conformed to either RFC 5011 or was “noncompliant.” This observation indicates that the RFC-specified key transition processes may not properly represent operational behavior.

Our results also exhibit an interesting discrepancy compared to related work. In the longitudinal study of Chung et al. [13], no Double-DS transitions were reported. However, under .com alone, we observed 17,126 unique zones performing Double-DS transitions during the time period of their daily scans (from 2015-03-01 to 2016-12-31), and 7,256 transitions during the same period as their hourly scans (from 2016-09-29 to 2016-12-31). A concrete example of Double-DS transitions is willelmvanvelduizen.com (see Figure C.3(e)). Further understanding the discrepancies of these findings will be part of our future work.

In comparison to KSK transitions, an even larger portion of ZSK transitions have constantly been nonconforming to RFC specifications (see Figure 14(b)). While the “Double-Signature” alternative never accounted for more than 10% of transitions, it is most noteworthy that between 2007 and 2020 (except for 2009) the majority of the observed ZSK transitions did not conform to either prescribed mode of key transition. Ignoring RFC guidelines, however, does not necessarily mean that the zone verification would fail during the transition. Figure 15 depicts an example of such transition performed by prominent zones such as the Root and .com zones. This transition is neither Pre-Pub (PreStage ≰ 0), nor Double-Sig (DoubleSig ≰ 0), yet at any time during the transition the RRs can be verified by either or both keys. Here, we also see discrepancies with prior work [13], which might be traced back to different approaches used in classifying transitions.

#### Implications on Robustness

The warning and error rates for RFC-compliant transitions are notably different for KSKs and ZSKs, as depicted in Figure 16. KSK transitions show more valid cases than ZSK transitions overall. This corresponds also with a higher share of transitions following RFC guidelines (see Figure 14(a)). Later, between 2011 and 2020, critical error rates became even more prominent. This could be the result of inherent management complexity in terms of timing and data for (longer) chain-of-trust-based transitions between authoritative zones (DNSKEYs) and parent zones (DS records).

For ZSKs, Figure 16(b) shows that the rate of warnings exceeded successes in every year, except in 2006, when the DNSSEC deployment was just beginning, and zones were...
deploying DNSSEC for the first time. In 2007, warning rates greatly exceeded success. In 2008, we observed only noncompliant transitions (see Table B.3), and from that year on the trend was increasing for success rates. In 2011, an outage in our monitoring system resulted in fewer observed transitions, and the success rates of that smaller set may have been skewed. Success rates dropped precipitously, mainly due to From 2012, after a brief improvement, we also observe decreasing success rates. This, however, again correlated with a large increase in the discovery rate of new DNSSEC-enabled zones.

In 2013, the DNS Root was deploying DNSSEC and transitioning its KSK for the first time. This correlation between a large increase in newly deployed DNSSEC zones and increase in error rates suggest that these rates may also be due to operators who were learning how to manage the security postures of DNSSEC in their DNS zones.

### C. Holistic Characteristics of Transitions

Using the RFCs to classify key rollovers gives us a helpful start in understanding how to analyze key transitions. However, to overcome the amount of noncompliant and high error rates, we use the alternate behavior-based classification scheme introduced in Section VI.

When applying our behavior-based classification to ZSKs that were seen to be in use, Figure 17(b) shows that almost every key transition observed for 15 years could be classified. Only in 2007, 4.32% transitions were classified as unknown; in all other years, >99% of transitions were classified successfully. The trend over the first 15 years was a shift from Multi-Signature, to cleanly cutting over from a departing key to a remaining key.

Figure 17(a) illustrates that all of these trends were similar in the KSK transitions. A greater portion of the KSK transitions were Multi-Signature than in ZSKs, but the trend towards moving to Cutover (and the small incidence of unknown transitions) mimics the ZSK transitions. This could be due to the same operational approach being used for both ZSKs and KSKs by zone operators, but the DNSSEC tools available have traditionally offered more comprehensive automation for ZSK transitions, since they are managed within a single authoritative zone. By contrast, KSK transitions involve coordination with the parent zone.

### IX. RELATED WORK

The topic of DNSSEC key rollovers has recently appeared in the literature. In 2017, the DNS Root zone began publicity around its, then, intentions to transition its KSK for the second time (since DURZ, as discussed in Section V). At that time, van Rijswijk-Deij et al. [15] began the Root Canary project to track this specific transition. Later, Müller et al. [14] created a related monitoring tool to aid operators in successfully planning and conducting DNSKEY rollovers. More recently and maybe most closely related to our work, Müller et al. [16] conducted an in-depth study of key life cycle management in the DNS Root zone. Both of these results synergize with the observations of our work: key life cycle management of DNSSEC zones is critical to their operational health. Most importantly, and in contrast to prior work, we do not only consider key rollovers but provide a framework to analyze key transitions in general.

As DNSSEC deployment has grown, numerous studies have incrementally tracked its deployment. Among the first measurement studies, Osterweil et al. [10] observed that longitudinal measurement of DNSSEC deployment were critical to understand its health, and proposed a set of three metrics to summarize the status of the global deployment. Subsequent large-scale measurements [12] reported to confirm earlier findings, but also began to raise concerns about validating resolvers and the limited number of users being protected by DNSSEC.

More recent work [13] has conducted large-scale longitudinal analysis of the global DNSSEC deployment. Therein, the authors examined two years of DNSSEC deployment data and addressed the identification of key management errors as an area for concern. The authors also discussed the subject of recycled keys as key “sharing” and flagged the behavior as an error. Recycled keys are those that were shared in separate zones or used, removed, and then re-used. DNSSEC zones are often presumed to create distinct keys for themselves without sharing usage with other zones, and that once a key expires and completes its operational lifetime, it will...
not be used again. In our paper, we treated each appearance of a recycled key as a new key, because when being reused its operational life cycle is different. From our corpus we identify 35,882,395 distinct DNSKEYs, 42,908,290 distinct DNSKEY/zone pairs, and 54,337,697 total operational lifetimes of keys. Our measurements confirm the earlier result, and further illustrate that a non-trivial number of DNSKEY records were shared between zones, and others may have been returned to service after completing an initial operational lifetime.

While recent related work signals a renewed interest in key transitions, previous literature exists that suggests augmenting the DNSSEC protocol to add explicit semantics that indicate ongoing key transitions. Guette et al. [36] suggested an extension to the DNSKEY format itself to indicate when key transitions are underway. In subsequent work [37], this approach was evolved by proposing the new Resource Record KRI. Interestingly, the semantics that those works suggest as being necessary are already observable in the current DNSSEC, when using the methodology we introduced in this paper. Explicitly exposing key transitions in the DNSSEC may have security implications, though, Nawrocki et al. [38] show that the presence of multiple keys in the DNS gets systematically exploited in DDoS attacks.

The DNSSEC algorithm rollovers, an aspect that is outside the scope of this work, has been studied in the past [13], [14]. In a recent publication, Müller et al. [39] study the lifetime of cryptographic algorithms for DNSSEC to conclude that algorithm agility has already been reached for DNSSEC.

Finally, the role of machine learning in assessing security aspects and detecting various attacks, which has been discussed in the related work, can also be useful for our future work specifically with respect to noncompliant transitions. Jin, Tomoishi, and Matsuura [40], for example, make use of machine learning to detect cache poisoning in DNS, specifically those caused by compromised name servers. In the context of Web PKI, Dong, Kane, and Camp [41] define a set of features to describe X.509 and apply deep neural networks to detect rogue certificates. And finally, in general context of relational data, Lou et al. [42] proposes a method to cluster related data.

X. Discussion

The global rollout of DNSSEC is flourishing, and is giving operators experience at scale in managing cryptography in a core Internet protocol. We believe that now is the right time to investigate what has been (and can be) learned from these experiences.

Capturing the right security model. Caching plays an important role in DNS(SEC) because it enables scalability and availability. This service is controlled by TTL values of records. From a security perspective [43], when changing DNSKEYs, care must be taken to provision consistent DNSKEY and RRSIG material so that what can appear in caches remains verifiable at all times (see Section IV).

The DNSSEC availability protections are important but distinct from its data integrity assurances. Availability is entirely governed by TTL, whereas the integrity protection is entirely governed by DNSKEY, RRSIGs, and DSes and their timings and cryptographic life-times. TTL-based availability protections (designed for caching) are not involved in integrity assurances. Conversely, integrity protections actually mollify cache poisoning attacks, which was a central design goal of DNSSEC [31]. In such attacks, availability is not a factor because adversaries influence the presence of data in caches. Though DNSSEC operations involve the confluence of these two aspects of DNS(SEC). In this work, we focused on the DNSSEC integrity protections and stress the importance of evaluating their exclusive role. Any changes to RRs can succeed within the temporal constraints imposed by DNSSEC (see Section IV), and in turn, how caches regard TTL values has no impact on security guarantees provided by DNSSEC. We proposed that the necessary conditions to preserve integrity protections during a DNSSEC key transition are:

1) Zone KSKs must be covered by valid and verifiable DS records to establish a chain of trust.
2) RRSIGs covering current data (DNSKEY and other RRSets) must be verifiable by at least one authorized DNSKEY at all times.

These conditions together are sufficient to provide data integrity assurance in the DNSSEC during key transitions. We used our proposed anatomy to describe how to evaluate these in operational deployments. We also discussed (Section IV) the security implications of key transitions both in terms of the relationship of a key to its own signatures, to other keys, and to delegation signers in in case of KSK. Our proposed temporal constraints do not only allow for a formal security analysis of transitions but can also be used to design and validate software used by authoritative nameservers to manage key transitions.

Sampling frequency versus TTL-level polling. There is
debate in the literature on the general topic of whether to monitor DNSKEY transitions at the granularity of DNS TTLs or signature lifetimes. Specifically, work by Chung et al. [13] considers TTL to be the primary discriminator of change frequency. We argue that when conducting a key transition, changing zone contents (DNSKEYs or otherwise) before their definitive RRSIG-based lifetimes have elapsed (e.g., at the granularity of TTLs) exposes zones to vulnerabilities (e.g., replay attacks), as discussed in Section IV. This holds because the security guarantees of DNSSEC are orthogonal to TTLs and caching because the TTL values cannot ensure the absence of replayed (possibly compromised) keys into validating resolver caches. More specifically, an adversary can replay compromised keys whose RRSIGs are still valid, regardless of their TTL. For example, if a zone private key was compromised and the operator of the zone was to replace it with a new key (i.e., remove the old key immediately or when TTLs have expired) a zone would still be vulnerable to replay attacks. While this does not stop operators from performing key transitions like this, one of the objectives of our analyses was to demonstrate the relationships (and gaps) between protection and practices.

While our analyses illustrate weaknesses, our measurement corpus actually includes observations taken at half the TTL values of the DNS Root zone and all TLDs whose TTLs are all two days. We posit that one-day polling of these zones is sufficient based on the Nyquist-Shannon sampling theorem [44], [45]. Measuring continuous phenomena with discrete sampling can approximate those phenomena and accurately characterize them, if polling occurs at a frequency that is at least twice the rate of change. This substantiates our three conclusions. (i) Key transitions need to be measured at frequencies relative to RRSIG lifetimes. (ii) Properly operated infrastructures (e.g., the Root and TLDs) perform their operations in accordance with these analyses. (iii) This work is able to compare these different timing hypotheses (i.e., RRSIG vs. TTL) using longitudinal measurements from the wild.

Finally, it should be noted that discrete measurements, regardless of the measurement frequency, are going to inevitably miss alterations that happen between subsequent measurements. With regard to our measurements, this means that violations to temporal constraints (Section IV) might be overseen as we construct a continuous model using the binding, bridging, and busting methodology (Section VI). Our work allows us to measure how well operators have followed guidance and, as an example of the general utility of our methodology, where related work [17] has applied. More generally, we were able to classify the kinds of key transitions operators have been using. We found that the majority of KSK key transitions and the vast majority of ZSK key transitions do not conform to RFC guidance. Additionally, using our behavior-based classification, we also observed that in some years significant rates of key transitions were rolling backward. We conclude that the anatomy and methodology of this work serve as a useful platform for investigating DNSSEC key transitions in the wild, and results are well suited to inform evolving key transition practices.

As operational guidance, we advise operators should (i) aim for transition methods that reduce dependencies on parent zones and (ii) use the analyses of this paper to help verify that RRsets covered by keys remain verifiable when seen from external vantage points. Public recursive resolvers may serve as such vantage points to verify the state of cached entries.

Going forward, we intend to examine the specific implications of popular key transitions, to understand where deployed innovations can advise security standards. To better evaluate and understand noncompliant transitions, it is also possible to make use of statistical approaches common in artificial intelligence and machine learning to cluster similar transitions [42] or even to engineer and select new features beside the ten introduced in this work. Further, we intend to investigate the applicability of using our anatomy for other large-scale object security systems, such as the Resource Public Key Infrastructure (RPKI) [8] and the Web PKI [48]. Finally, we intend to make our feature set and the longitudinal dataset from [24] public, to encourage additional investigations from the community.
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APPENDIX A

RAW DATA OF MONITORED ZONES

The number of DNSSEC-enabled zones that we have monitored has constantly been increasing in the past 15 years. Figure A.1 depicts the growth of secure zones for various sources in our data corpus. Table A.1 tabulates the absolute values per year and source.

Table A.1: Total number of monitored DNSSEC-enabled zones per source.

| Year | AXFR Scrape | CZDS Scrape | DLV Crawl | NSEC Walk | Other | P-DNS | Registry Scrape | User Submission |
|------|-------------|-------------|-----------|-----------|-------|-------|----------------|----------------|
| '06  | NA          | NA          | NA        | NA        | 2     | 2     | 1              | 12             |
| '07  | NA          | NA          | NA        | NA        | 113   | 10847 | 1374           | 390            |
| '08  | NA          | NA          | NA        | NA        | 10847 | 443876 | 1402           | 77625          |
| '09  | NA          | NA          | NA        | NA        | 39589 | 7069815 | 137853         | 1137853        |
| '10  | NA          | NA          | NA        | NA        | 85555 | 1700515 | 173001        | 139604         |
| '11  | NA          | NA          | NA        | NA        | 57121 | 6988473 | 51516          | 335147         |
| '12  | NA          | NA          | NA        | NA        | 51842 | 1748770 | 323660         | 1826450        |
| '13  | NA          | NA          | NA        | NA        | 58670 | 322203  | 1113816        | 5252           |
| '14  | NA          | NA          | NA        | NA        | 61729 | 110015  | 4186740        | 50877          |
| '15  | NA          | NA          | NA        | NA        | 39106 | 5097    | 5146740        | 675887         |
| '16  | NA          | NA          | NA        | NA        | 23001 | 10071   | 9969906        | 39106          |
| '17  | NA          | NA          | NA        | NA        | 5035  | 5087    | 9969906        | 23001          |
| '18  | NA          | NA          | NA        | NA        | 39106 | 5087    | 9969906        | 23001          |
| '19  | NA          | NA          | NA        | NA        | 39106 | 5087    | 9969906        | 23001          |
| '20  | NA          | NA          | NA        | NA        | 39106 | 5087    | 9969906        | 23001          |

Figure A.1: Total number of monitored DNSSEC-enabled zones per source and year

APPENDIX B

RAW DATA OF KEY TRANSITION CLASSIFICATIONS

Throughout the paper we normalize our data to better distinguish and highlight trends. Tables B.2–B.5 tabulate the raw numbers used to generate Figures 13–17.

Table B.2: Total number of key management errors.

| Year | ancient | exp | future | inverted | no-sigs | pre-incep | valid |
|------|---------|-----|--------|----------|---------|------------|-------|
| '06  | 175     | 7   | NA     | NA       | NA      | NA         | 280   |
| '07  | 4765    | 282 | 40      | 52       | 9426    | 1703       | 2064  |
| '08  | 36176   | 40  | 1399    | NA       | NA      | NA         | 10698 |
| '09  | 1998    | NA  | 66929   | NA       | NA      | NA         | 679   |
| '10  | 41217   | NA  | 16992   | NA       | NA      | NA         | 8018  |
| '11  | 25409   | NA  | 1899    | NA       | NA      | NA         | 4039  |
| '12  | 167665  | NA  | 838     | NA       | NA      | NA         | 24889 |
| '13  | 186119  | NA  | 82      | NA       | NA      | NA         | 35518 |
| '14  | 158774  | NA  | 222     | NA       | NA      | NA         | 27482 |
| '15  | 203820  | NA  | 6770    | NA       | NA      | NA         | 27931 |
| '16  | 69694   | NA  | 3555    | NA       | NA      | NA         | 14958 |
| '17  | 196446  | NA  | 6030    | NA       | NA      | NA         | 25906 |
| '18  | 59613   | NA  | 4937    | NA       | NA      | NA         | 33372 |
| '19  | 287679  | NA  | 20361   | NA       | NA      | NA         | 55870 |
| '20  | 59613   | NA  | 20361   | NA       | NA      | NA         | 55870 |

Figure A.1: Total number of monitored DNSSEC-enabled zones per source and year
### Table B.3: RFC-based classification: Number of different key transitions for KSK (top) and ZSK (bottom).

| Year | '06 | '07 | '08 | '09 | '10 | '11 | '12 | '13 | '14 | '15 | '16 | '17 | '18 | '19 | '20 |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| KSK Transitions | | | | | | | | | | | | | | | |
| RFC 5011 | 11 | 15 | 4 | 179 | 2202 | 14 | 759 | 5395 | 5101 | 7084 | 18061 | 5445 | 3905 | 16100 | 33845 |
| DoubleDS | 0 | 1 | 0 | 7 | 6 | 0 | 43 | 1862 | 4087 | 2647 | 34411 | 47659 | 46284 | 185556 | 243542 |
| DoubleKSK | 0 | 0 | 0 | 11 | 410 | 13 | 293 | 5855 | 20180 | 13424 | 25206 | 39552 | 42935 | 53756 | 80236 |
| DoubleRRset | 0 | 0 | 0 | 0 | 240 | 0 | 102 | 691 | 633 | 825 | 93 | 718 | 388 | 162 | 396 |
| Noncompliant | 0 | 21 | 0 | 266 | 10856 | 6 | 2353 | 13997 | 34103 | 36636 | 137883 | 178225 | 174423 | 357342 | 290231 |
| ZSK Transitions | | | | | | | | | | | | | | | |
| DoubSig | 7 | 15 | 0 | 250 | 1913 | 2 | 1274 | 17330 | 16555 | 20042 | 39605 | 79402 | 95631 | 232452 | 116298 |
| PrePub | 26 | 10 | 0 | 1302 | 8326 | 16 | 4068 | 67146 | 62440 | 67967 | 181305 | 451082 | 583795 | 474944 | 909252 |
| Noncompliant | 4 | 72 | 43 | 1229 | 17555 | 24 | 17110 | 241960 | 260294 | 352031 | 1462711 | 1693579 | 1568447 | 2781118 | 3012187 |

### Table B.4: Number of valids, warnings, and errors for KSK (top) and ZSK (bottom; excluding type noncompliant).

| Year | '06 | '07 | '08 | '09 | '10 | '11 | '12 | '13 | '14 | '15 | '16 | '17 | '18 | '19 | '20 |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| KSK Transitions | | | | | | | | | | | | | | | |
| Critical | 0 | 1 | 0 | 30 | 0 | 225 | 245 | 620 | 820 | 9892 | 3781 | 11700 | 18749 | 108796 |
| Valid | 0 | 21 | 0 | 287 | 10103 | 6 | 2555 | 11442 | 34160 | 36777 | 137956 | 178466 | 176729 | 357479 | 290280 |
| Warning | 11 | 15 | 4 | 197 | 2833 | 27 | 1383 | 16223 | 29304 | 23219 | 58476 | 88728 | 79506 | 234479 | 249166 |
| ZSK Transitions | | | | | | | | | | | | | | | |
| Valid | 19 | 1 | 0 | 517 | 4170 | 1 | 1255 | 24428 | 21048 | 26721 | 33833 | 88625 | 75826 | 79421 | 69998 |
| Warning | 14 | 24 | 0 | 935 | 6069 | 17 | 4087 | 60848 | 57767 | 60922 | 187077 | 441859 | 603600 | 627975 | 1027021 |

### Table B.5: Behavior-based classification: Number of different key transitions for KSK (top) and ZSK (bottom).

| Year | '06 | '07 | '08 | '09 | '10 | '11 | '12 | '13 | '14 | '15 | '16 | '17 | '18 | '19 | '20 |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| KSK Transitions | | | | | | | | | | | | | | | |
| Cand-Cutover | 0 | 5 | 0 | 7 | 296 | 0 | 81 | 486 | 195 | 683 | 14957 | 38777 | 64779 | 68512 | 144642 |
| Cutover | 0 | 1 | 0 | 3 | 267 | 2 | 124 | 8162 | 23182 | 9208 | 64264 | 55840 | 25348 | 57963 | 93264 |
| Likely-Cutover | 4 | 8 | 0 | 11 | 1551 | 10 | 1729 | 6712 | 27041 | 12475 | 87465 | 119004 | 148585 | 220946 | 306860 |
| Multi-Sign | 11 | 28 | 4 | 380 | 10884 | 21 | 2133 | 12125 | 14230 | 37662 | 37929 | 56173 | 28438 | 269701 | 101843 |
| unknown | 0 | 2 | 0 | 4 | 48 | 0 | 96 | 427 | 436 | 708 | 1709 | 1173 | 675 | 2564 | 1623 |
| ZSK Transitions | | | | | | | | | | | | | | | |
| Cand-Cutover | 0 | 10 | 0 | 12 | 612 | 0 | 312 | 14709 | 5063 | 10416 | 91476 | 337814 | 492256 | 375772 | 1012625 |
| Cutover | 0 | 1 | 0 | 22 | 2131 | 0 | 1299 | 35895 | 53307 | 61372 | 268118 | 211611 | 93878 | 274609 | 149507 |
| Likely-Cutover | 10 | 28 | 38 | 566 | 6256 | 15 | 15341 | 193788 | 179113 | 250088 | 1106321 | 1474685 | 1478350 | 2396792 | 2643776 |
| Multi-Sign | 27 | 53 | 4 | 1872 | 18677 | 24 | 4679 | 81445 | 100992 | 116860 | 154093 | 194519 | 179095 | 431296 | 299926 |
| unknown | 0 | 5 | 0 | 0 | 118 | 0 | 96 | 601 | 1534 | 938 | 1613 | 5244 | 1430 | 10645 | 3372 |
APPENDIX C
TRANSITIONS IN THE WILD

To illustrate the complete key life cycles of zones, Figures C.2 and C.3 include both ZSKs (in blue) and KSKs (in yellow). Red sections indicate periods in which keys have the revoke bit set [6]. Notable in these (and other) zones is the difference of life cycles of ZSKs and KSKs.

(a) The key management of the .com zone shows exemplary regularity and structure in its key transitions.

(b) Shown here is the Root zone’s KSK transition away from the DURZ key (followed by revocation), and regular periodicity in its ZSK transitions.

Figure C.2: The key transition behaviors of two prominent DNSSEC zones.
(a) softwarehotels.se shows distinctive key transition behavior, with up to 55 valid keys (though not all in use at the same time).

(b) The zone cyrrax.com shows high-frequency transitions of its ZSKs, with regular periodicity and extended Retire times.

(c) The key management of ARIN (a Regional Internet Registry, RIR), uses extended PreStage periods for its keys (ZSKs and KSKs).

(d) The key management of advantage.gov visibly changes from having protracted PreStage periods to a different model at the end of 2014.

(e) The key management of willemvanveldhuizen.com exhibits regular DoubleDS transitions without having any ZSKs in the zone.

Figure C.3: Key transition patterns from other operational zones in the wild.
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