A random-batch Monte Carlo method for many-body systems with singular kernels
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Abstract

We propose a fast potential splitting Markov Chain Monte Carlo method which costs \( O(1) \) time each step for sampling from equilibrium distributions (Gibbs measures) corresponding to particle systems with singular interacting kernels. We decompose the interacting potential into two parts, one is of long range but is smooth, and the other one is of short range but may be singular. To displace a particle, we first evolve a selected particle using the stochastic differential equation (SDE) under the smooth part with the idea of random batches, as commonly used in stochastic gradient Langevin dynamics. Then, we use the short range part to do a Metropolis rejection. Different from the classical Langevin dynamics, we only run the SDE dynamics with random batch for a short duration of time so that the cost in the first step is \( O(p) \), where \( p \) is the batch size. The cost of the rejection step is \( O(1) \) since the interaction used is of short range. We justify the proposed random-batch Monte Carlo method, which combines the random batch and splitting strategies, both in theory and with numerical experiments. While giving comparable results for typical examples of the Dyson Brownian motion and Lennard-Jones fluids, our method can save more time when compared to the classical Metropolis-Hastings algorithm.
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1 Introduction

The statistics of many-body systems such as pressure, energy and entropy at equilibrium can describe the physical properties of the systems [23]. The values of these quantities correspond to expectations of some functions under the equilibrium, which is often approximated by using Monte Carlo sampling methods [1, 8]. The Markov Chain Monte Carlo (MCMC) methods [11, 9] are among the most popular Monte Carlo methods. By constructing Markov chains that have the desired distributions to be the invariant measures, one can obtain samples from the desired distributions by recording the states of the Markov chains. A typical MCMC algorithm is the Metropolis-Hastings algorithm [28, 12].

In this work, we revisit this classical problem, namely sampling from equilibrium distributions for many-body interacting particle systems. Suppose that we want to sample from the \( N \)-particle Gibbs distribution (or generally the Boltzmann distribution) [23]

\[
\pi(X) \propto \exp \left[ -\beta H(X) \right],
\]  

(1.1)
with \( X = (x_1, \ldots, x_N) \in \mathbb{R}^{Nd} \) (\( x_i \in \mathbb{R}^d \), and \( d \geq 1, d \in \mathbb{N} \)), \( \beta \) being a positive constant, the \( N \)-body energy

\[
H(X) := \sum_{i=1}^{N} w_i V(x_i) + \sum_{i,j: i < j} w_i w_j U(x_i - x_j),
\]

and \( V \) being the external potential which is assumed to be smooth. Without loss of generality, the kernel for interaction potential \( U(\cdot) : \mathbb{R}^d \to \mathbb{R} \) is assumed to be of the symmetric form

\[
U(x) = u(|x|),
\]

and is possibly singular and of long range. The weight \( w_i \) is often the mass or charge of the particle measuring how important the \( i \)th particle is. In this work, we will only consider

\[
w_i \equiv w, \tag{1.4}
\]

and the generalization of the proposed algorithm to nonuniform weights is straightforward.

As mentioned above, the classical algorithm to sample from the Gibbs distribution is MCMC algorithms including the Metropolis algorithm. Later on, there are some variants like the multiple time-step MC algorithm (MTS-MC) [13] using the splitting idea. Often, these algorithms update a randomly chosen particle per Markov jump in the state space, as updating one particle per iteration can be more efficient (see Ref. [8] for more explanation). A rejection step is performed following some random movement. The acceptance probability is computed using the difference between the energies of two configurations according to the detailed balance condition. Hence, computing the acceptance probability often takes \( O(N) \) time after moving a randomly chosen particle. Due to this reason, throughout this paper, we will use “an iteration” or “a move” to mean such a Markov jump together with the rejection step.

Another class of sampling methods is the Langevin sampling \([2, 35, 6, 31]\). In fact, if one moves \( X^i \) according to the following stochastic differential equation (SDE) system [30]

\[
dX^i = -\gamma \left[ w \nabla V(X^i) + w^2 \sum_{j: j \neq i} \nabla U(X^i - x_j) \right] dt + \frac{2\gamma}{\beta} dW^i, \tag{1.5}
\]

with \( X^i(0) \) being arbitrary and \( \{W^i\} \) being independent standard \( d \)-dimensional Wiener processes (Brownian motions) for \( i = 1, \cdots, N \), then the invariant measure is the Gibbs distribution (1.1). For the Langevin dynamics, one often desires the forcing term to be of order 1, so one may choose

\[
\gamma = \frac{1}{w^2(N-1)}, \tag{1.6}
\]

For the equations with a big summation on the right hand side, one may apply the mini-batch ideas \([34, 3, 4, 17]\) to reduce the cost. The random mini-batch idea was famous by its application in the stochastic gradient descent (SGD) \([34, 3]\). Recently, it has been applied to interacting particle systems by Jin et al. yielding a fast algorithm called the random batch method (RBM) [17], which is asymptotic-preserving in the mean field limit regime. This algorithm not only computes the equilibrium distribution correctly, but also can capture the dynamics of the interacting particle systems. Building the mini-batch ideas into the Langevin sampling leads to the stochastic gradient Langevin dynamics (SGLD) \([39, 25]\), which is a fast approximate Monte Carlo method, and has been widely used for Bayesian inference problems \([26]\). Recently, some particle based variational inference sampling methods have been proposed (see \([24, 32, 5]\)). These methods update particles by solving optimization problems, and each iteration is expected to make progress. The Stein variational gradient descent \([24]\) is a typical example. Applying the random batch idea to it can yield an efficient sampling method \([21]\).
In this paper, we combine the splitting idea (as in MTS-MC) and the random mini-batches idea (as in SGLD algorithm) to get a fast MCMC sampling algorithm. We decompose the interacting potential into two parts, one is of long range but is smooth, and the other one is of short range but may be singular. As commented in Ref. [8, Chap. 3] and mentioned above, we choose to update only one particle per move. To move a selected particle, we first evolve it using the SDE under the smooth part with the idea of random batches, as commonly used in SGLD. Then, we use the short range part to do a Metropolis rejection. Different from SGLD, we only run the SDE dynamics with random batch for a short duration of time so that the cost in the first step is $O(p)$, where $p$ is the batch size. The cost of the rejection step is $O(1)$ since the interaction used is of short range. The process of our method seems reminiscent of the Metropolis-adjusted Langevin algorithm (MALA) [2, 35], where a discretized SDE was run first and then a Metropolis rejection was performed. However, we point out that the Metropolis rejection in MALA is only to correct the small errors introduced by the discretization. In our approach, we have the splitting explicitly and the rejection step aims to avoid unphysical configurations where one particle is moved to the singular core of the nearby particle, which greatly improves the sampling efficiency.

Let us make a short discussion of the regimes to consider. In most cases, we focus on the molecular regime so that $w = 1$ and $\beta = O(1)$, and hence the number $\sqrt{2\gamma/\beta}$ by (1.6) is often small. In the mean field regime [37, 10, 20], one may have $w \sim N^{-1}$ (see the discussion below and the example in section 4.1). Each particle satisfies the following equation,

$$dX^i = -\left[\nabla V(X^i) + \frac{1}{N} \sum_{j:j\neq i} \nabla U(X^i - x_j)\right] dt + \sqrt{\frac{2N}{\beta}} dW^i. \quad (1.7)$$

As is well known [16, 22], if $\beta \sim N$ and $\sqrt{2\gamma/\beta} = O(1)$, the stationary single particle distribution can be approximated by the solution to the nonlinear Fokker-Planck equation

$$\nabla \cdot (\nabla V \rho) + \nabla \cdot (\rho \nabla U \ast \rho) + \Delta \rho = 0. \quad (1.8)$$

The rest of the paper is organized as follows. In section 2, we propose the splitting strategy and give its justifications. Based on this splitting, a move of the Markov chain consists of two parts, one is the evolution of an SDE under the smooth part of the potential while the other one is the rejection under the short range part of the potential. We verify that the Gibbs distribution is the invariant measure of the constructed Markov chain. In section 3, we apply the idea of random mini-batches to the SDE step and obtain our sampling algorithm. Section 4 is devoted to the numerical justifications, where we compare our method with Metropolis-Hastings algorithm on the Dyson Brownian motion example and Lennard-Jones fluids. Conclusions are made in Section 5.

2 Splitting Monte Carlo method

In practice, the interaction kernel between a pair of particles is often singular and possibly with long range. The typical example is the potential kernel of the following form

$$U(x) = \frac{1}{|x|^\alpha}, \quad (2.1)$$

where $\alpha > 0$. See Example 1 in Section 4 for an example. Other examples include the famous Coulomb potential and the London potential [15]. If we do sampling directly using the Metropolis-Hastings algorithm [12] (see also Algorithm 2 in Section 4), to get a proposed move, one must consider the interaction with all other $N - 1$ particles, which makes the computational cost of the algorithm $O(N)$ per move. Moreover, due to the singular interaction, the acceptance rate can be lower.

Inspired by the MTS-MC Method [13], we consider a splitting strategy for the binary potential $U$ such that the single-variable function $u(r)$ becomes the summation of $u_1(r)$ and $u_2(r)$. Let $U_i(x) := u_i(|x|)$ and correspondingly we have,

$$U(x) = U_1(x) + U_2(x), \quad (2.2)$$
where we suppose that $U_1$ has long range but is smooth and bounded, and $U_2$ is singular and compactly supported. The splitting is convenient because one can apply the Langevin dynamics $[35,6,31]$ for the $U_1$ part. The singular $U_2$ part can then be used for the rejection.

There are many ways to split the potential. In the adiabatic nuclear and electronic sampling Monte Carlo (ANES–MC) method $[27]$, the splitting is to decompose $U$ into “fast” and “slow” dynamics. In the MTS-MC method, the potential is decomposed into short-range and long-range parts, the long range part is evaluated less frequently than the short range part to improve the efficiency. In our method, we also split the potential into short-range part and long-range part, but our motivation is different from MTS-MC. In fact, we aim to build the random mini-batch idea in SGD and SGLD into the algorithm to reduce the cost, but the mini-batch method works well for smooth potentials. Naturally, we do the splitting and ask the long range part $U_1$ to be smooth and use the singular part to do rejection. In Section 4.2, we will see that for Lennard-Jones potential, our method will have comparable and ask the long range part $U$ but the mini-batch method works well for smooth potentials. Naturally, we do the splitting and build the random mini-batch idea in SGD and SGLD into the algorithm to reduce the cost.

Moreover, if $p(z,t;x_i)$ denotes the transition density from $x_i$, then the detailed balance condition holds

$$
\pi_1(x_i)p(x_i^*,t;x_i) = \pi_1(x_i^*)p(x_i^*,t;x_i^*). 
$$

**Lemma 2.1.** The SDE (2.3) has invariant measure

$$
\pi_1(z) \propto \exp\left[ -\beta \left( wV(z) + w^2 \sum_{j\neq i} U_1(z - x_j) \right) \right]. 
$$

**Lemma 2.2.** Let $\pi_1$ be the invariant measure of the SDE (2.3) and $\pi_2$ be the invariant measure of the SDE (2.4) Then, we have the following

$$
\pi_1(x_i)p(x_i^*,t;x_i) = \pi_1(x_i^*)p(x_i^*,t;x_i^*). 
$$

**Lemma 2.3.** Let $\pi_1$ be the invariant measure of the SDE (2.3) and $\pi_2$ be the invariant measure of the SDE (2.4) Then, we have the following

$$
\pi_1(z) \propto \exp\left[ -\beta \left( wV(z) + w^2 \sum_{j\neq i} U_1(z - x_j) \right) \right]. 
$$

**Lemma 2.4.** Let $\pi_1$ be the invariant measure of the SDE (2.3) and $\pi_2$ be the invariant measure of the SDE (2.4) Then, we have the following

$$
\pi_1(z) \propto \exp\left[ -\beta \left( wV(z) + w^2 \sum_{j\neq i} U_1(z - x_j) \right) \right]. 
$$

**Lemma 2.5.** Let $\pi_1$ be the invariant measure of the SDE (2.3) and $\pi_2$ be the invariant measure of the SDE (2.4) Then, we have the following

$$
\pi_1(z) \propto \exp\left[ -\beta \left( wV(z) + w^2 \sum_{j\neq i} U_1(z - x_j) \right) \right]. 
$$

**Lemma 2.6.** Let $\pi_1$ be the invariant measure of the SDE (2.3) and $\pi_2$ be the invariant measure of the SDE (2.4) Then, we have the following

$$
\pi_1(z) \propto \exp\left[ -\beta \left( wV(z) + w^2 \sum_{j\neq i} U_1(z - x_j) \right) \right]. 
$$

**Lemma 2.7.** Let $\pi_1$ be the invariant measure of the SDE (2.3) and $\pi_2$ be the invariant measure of the SDE (2.4) Then, we have the following

$$
\pi_1(z) \propto \exp\left[ -\beta \left( wV(z) + w^2 \sum_{j\neq i} U_1(z - x_j) \right) \right]. 
$$

**Lemma 2.8.** Let $\pi_1$ be the invariant measure of the SDE (2.3) and $\pi_2$ be the invariant measure of the SDE (2.4) Then, we have the following

$$
\pi_1(z) \propto \exp\left[ -\beta \left( wV(z) + w^2 \sum_{j\neq i} U_1(z - x_j) \right) \right]. 
$$
The claims here are standard in the SDE theory and we attach a proof in Appendix A for the convenience of the readers.

Now we have the following theorem on the detailed balance of the algorithm composed of Steps 1 – 3, namely, the Langevin dynamics step using $U_1$ and the Metropolis rejection step using $U_2$ for a randomly chosen particle.

**Theorem 2.1.** Let $X = (x_1, \cdots, x_N)$ be a point in the state space of the $N$ particles. Let $T(X, X^*)$ be the transition probability density for Steps 1–3. The splitting Monte Carlo satisfies the following detailed balance:

$$
\pi(X)T(X, X^*) = \pi(X^*)T(X^*, X),
$$

where $\pi(X)$ is given by (1.1).

**Proof.** Note that the method consists of Steps 1–3, and only one particle is updated. Hence, $T(X, X^*)$ is nonzero only if $X$ and $X^*$ are different by one component at most. Hence, we only have to check two states where the $i$th component is different.

Without loss of generality, we assume $X^* = (x_1, \ldots, x_i^*, \ldots, x_N^*)$ and $x_i \neq x_i^*$. Clearly,

$$
T(X, X^*) = \frac{1}{N^p} p(x_i^*, t; x_i)acc(x_i^*, x_i),
$$

where $1/N$ is the probability for choosing the random particle.

Note that

$$
\pi(X) = \frac{1}{Z_N} \exp \left[ -\beta \left( \sum_i wV(x_i) + \sum_{j,k,j<k} w^2 U(x_j, x_k) \right) \right]
$$

$$
= \frac{\pi_1(x_i)\pi_2(x_i)}{Z_3} \exp \left[ -\beta \sum_{\ell \neq i} wV(x_\ell) \right] \exp \left[ -\beta \sum_{j<k, j \neq k} w^2 U(x_j - x_k) \right],
$$

where

$$
\pi_2(z) \propto \exp \left[ -\beta \sum_{j:j \neq i} w^2 U_2(z - x_j) \right],
$$

and $Z_N$ and $Z_3$ are some normalizing constants. Consequently, the detailed balance condition (2.8) is reduced to

$$
\pi_1(x_i)\pi_2(x_i)p(x_i^*, t; x_i)acc(x_i^*, x_i^*) = \pi_1(x_i^*)\pi_2(x_i^*)p(x_i, t; x_i^*)acc(x_i^*, x_i).
$$

Using the detailed balance (2.7) for the SDE, Eq. (2.12) is then reduced to

$$
\pi_2(x_i)acc(x_i, x_i^*) = \pi_2(x_i^*)acc(x_i^*, x_i),
$$

which clearly holds by the formula of the Metropolis rejection probability (2.4). \qed

**Remark 2.1.** The detailed balance (2.7) allows us to solve the SDE on a fixed time interval, far before reaching the equilibrium. If the SDE $dX = b(X)dt + \sigma(X)dW$ does not have detailed balance (or $-\beta \sigma + \frac{1}{2} \nabla \cdot (\sigma^T \sigma \pi) \neq 0$), then Step 2 should be run for long time so that $p(x, t; x_i) \approx \pi_1(x)$. This is a problem since the Euler-Maruyama scheme can be guaranteed to converge on finite time interval, but it may not converge for infinite time interval.

### 3 Random batch sampling algorithm

Note that Step 3 can be done in $O(1)$ operations using some standard data structures such as the cell list [8, Appendix F] so we want to reduce the time cost in Step 2 to $O(1)$ as well. The idea is to use the mini-batch approach, similar to the idea in SGLD [39, 25].
3.1 Discretization of the SDE with random batch

We now focus on Step 2, and discretize the SDE with the Euler-Maruyama scheme [19, 29]. The interaction force is approximated by that within the mini batch. This then gives the following discrete approximation.

Pick a batch size $p > 1$. Let $X^i ← x_i$. Run the following approximation for $m$ steps $(k = 0, \ldots, m - 1)$, where $\xi_k$ is a random set with size $p - 1$ at step $k$, which is a subset of $\{1, 2, \ldots, N\} \setminus \{i\}$:

$$X^i ← X^i - \tau_k \left[ \frac{\nabla V(X^i)}{w(N - 1)} + \frac{1}{p - 1} \sum_{j \in \xi_k} \nabla U_1(X^i - x_j) \right] + \sqrt{\frac{2\tau_k}{(N - 1)w^2\beta}} z_k, \quad (3.1)$$

where $\tau_k > 0$ is a step size and $z_k \sim \mathcal{N}(0, I_d)$ with $d$ being the dimension. Here $\mathcal{N}(\mu, \Sigma)$ represents the multivariate normal distribution with mean $\mu$ and covariant matrix $\Sigma$.

In practice, the number $m$ is independent of $N$ and a small constant in order to reduce the algorithm complexity. The scheme (3.1) can be further written as, for $k = 1, \cdots, m$,

$$X^i ← X^i - \tau_k \left[ \frac{\nabla V(X^i)}{w(N - 1)} + \frac{1}{N - 1} \sum_{j \neq i} \nabla U_1(X^i - x_j) \right] + \sqrt{\frac{2\tau_k}{(N - 1)w^2\beta}} z_k + \tau_k \zeta_k^i, \quad (3.2)$$

where

$$\zeta_k^i := -\frac{1}{p - 1} \sum_{j \in \xi_k} \nabla U_1(X^i - x_j) + \frac{1}{N - 1} \sum_{j \neq i} \nabla U_1(X^i - x_j). \quad (3.3)$$

The following lemma is straightforward and we omit its proof (see Refs. [14] and [17] for similar results).

Lemma 3.1. Random variable $\zeta_k^i$ has zero mean, and the covariance matrix is given by

$$\text{cov}(\zeta_k^i) = \left( \frac{1}{p - 1} - \frac{1}{N - 1} \right) \Lambda(x_1, \cdots, x_i - 1, X^i, x_{i+1}, \cdots, x_N), \quad (3.4)$$

where $\Lambda$ is defined by

$$\Lambda(x_1, \cdots, x_N) := \frac{1}{N - 2} \sum_{j \neq i} [\nabla U_1(x_i - x_j) - G(x_i)] \otimes [\nabla U_1(x_i - x_j) - G(x_i)]$$

with

$$G(x_i) = \frac{1}{N - 1} \sum_{j \neq i} \nabla U_1(x_i - x_j).$$

The variance of the term $\tau_k \zeta_k^i$ is thus of order $\tau_k^2$, which is small. Hence, this gives an effective approximation for the SDE. In our algorithm, the SGLD is performed on finite interval $[0, T]$ with $T = O(1)$ or $T \ll 1$. We now estimate the error in the transition probability introduced by discretizing the SDE and applying the mini-batch idea.

For convenience, we only consider constant step size in this section $\tau_k \equiv \tau > 0$. To justify the mini-batch discretization proposed above, we will show that the transition probabilities are close in the Wasserstein distance. We recall that the Wasserstein-2 distance [36] is given by

$$W_2(\mu, \nu) = \left( \inf_{\gamma \in \Pi(\mu, \nu)} \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 d\gamma \right)^{1/2}, \quad (3.5)$$

where $\Pi(\mu, \nu)$ means all the joint distributions whose marginal distributions are $\mu$ and $\nu$ respectively.

We in fact have the following Theorem 3.1 for the error estimate. In practice, we take $T = m\tau$ with $m = O(1)$ so the error is in fact of order $\tau$. 
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**Theorem 3.1.** Let \( \lambda = 1/w(N-1) \) and \( D = 1/\beta w^2(N-1) \). Suppose \( \lambda \lesssim O(1) \). Suppose that \( V \) and \( U_1 \) are smooth, and the derivatives up to third order are bounded. Let \( Q(x, \cdot) \) be the transition probability of the SDE (2.3) and \( \bar{Q}(x, \cdot) \) be the transition probability computed by the discretization with random batch (3.1). Then,

\[
\sup_x W_2(Q(x, \cdot), \bar{Q}(x, \cdot)) \leq C \sqrt{(e^{CT} - 1) \left( \frac{1}{p - 1} \| \nabla U_1 \|_\infty \tau + (1 + D^2) \tau^2 \right).}
\]

**Proof.** For the convenience, in this proof, we will denote the chosen \( X^i \) by \( Y \) and \( f_j(y) := U_1(y - x_j) \). Without loss of generality, we assume that \( i = N \) and \( j \in \{1, \ldots, N-1\} \). Denote the \( L^2(\mathbb{P}) \) norm \( \| \cdot \| := \sqrt{\mathbb{E} \cdot \cdot} \). To simplify the notation, we also define

\[
g_1(y) := -\lambda \nabla V(y), \quad \text{and} \quad g_2(y) := -\frac{1}{N-1} \sum_{j=1}^{N-1} \nabla f_j(y).
\]

The desired SDE is then given by

\[
dY = g_1(Y) \, dt + g_2(Y) \, dt + \sqrt{2D} \, dW, \quad t \in [0, T].
\]

Define \( t_k := k\tau \). The numerical algorithm is given by

\[
Y^{k+1} = Y^k + \frac{1}{p - 1} \sum_{j \in \xi_k} \nabla f_k(Y^k) \tau + \sqrt{2D} \Delta W_k, \quad k = 0, \ldots, m - 1.
\]

To compare their distributions, we apply the standard coupling technique, namely,

\[
\Delta W_k = W(t_{k+1}) - W(t_k),
\]

where \( W(\cdot) \) is the same Brownian motion used in (3.8).

To estimate the error of the numerical solution in comparison to the solution of the SDE, we consider the following equation for \( t \in [t_k, t_{k+1}] \),

\[
dY_r(t) = g_1(Y_r(t_k)) \, dt + \frac{1}{p - 1} \sum_{j \in \xi_k} \nabla f_k(Y_r(t_k)) \, dt + \sqrt{2D} \, dW.
\]

It is clear that

\[
Y_r(t_k) = Y^k.
\]

By Itô’s calculus, it is easily found that,

\[
\frac{d}{dt} \mathbb{E}[Y(t) - Y_r(t)]^2 = 2 \mathbb{E}[Y(t) - Y_r(t)] \cdot \left\{ g_1(Y(t)) - g_1(Y_r(t_k)) + g_2(Y(t)) + \frac{1}{p - 1} \sum_{j \in \xi_k} \nabla f_k(Y_r(t_k)) \right\}.
\]

Using (3.8) and (3.10),

\[
Y(t) - Y_r(t) = Y(t_k) - Y_r(t_k) + \int_{t_k}^{t} \left[ g_1(Y(s)) - g_1(Y_r(t_k)) \right] \, ds
\]

\[
+ \int_{t_k}^{t} \left[ g_2(Y(s)) + \frac{1}{p - 1} \sum_{j \in \xi_k} \nabla f_k(Y_r(t_k)) \right] \, ds.
\]
Using this formula, we can decompose the right hand side of (3.11) as $I_1 + I_2$, where

$$I_1 = 2\mathbb{E} \left[ Y(t_k) - Y_\tau(t_k) + \int_{t_k}^t [g_1(Y(s)) - g_1(Y_\tau(t_k))] \, ds \right],$$

where

$$\left( g_1(Y(t)) + g_2(Y(t)) - g_1(Y_\tau(t_k)) \right) + g_2(Y(t)) + \frac{1}{p-1} \sum_{j \in \xi_k} \nabla f_k(Y_\tau(t_k))$$

and

$$I_2 = \mathbb{E} \int_{t_k}^t \left[ g_2(Y(s)) + \frac{1}{p-1} \sum_{j \in \xi_k} \nabla f_k(Y_\tau(t_k)) \right] \left( g_1(Y(t)) + g_2(Y(t)) - g_1(Y_\tau(t_k)) \right) \, ds.$$

Since $Y(t)$ and $Y_\tau(t_k)$ are independent of random batch at $t_k$ (namely $\xi_k$), one has by Lemma 3.1 that

$$I_1 = 2\mathbb{E} \left[ Y(t_k) - Y_\tau(t_k) + \int_{t_k}^t [g_1(Y(s)) - g_1(Y_\tau(t_k))] \, ds \right],$$

$$\left( g_1(Y(t)) + g_2(Y(t)) - g_1(Y_\tau(t_k)) \right)$$

$$+ 2\mathbb{E} \int_{t_k}^t [g_2(Y(s)) - g_2(Y_\tau(t_k))] \left( g_1(Y(t)) - g_1(Y_\tau(t_k)) \right) \, ds,$$  \hspace{1cm} (3.13)

In $I_1$, we need to estimate two type of terms. The first type is like

$$J_1 := \mathbb{E} \left[ Y(t_k) - Y_\tau(t_k) \right] \cdot \left[ g_1(Y(t)) - g_1(Y(t_k)) \right],$$

while the second type is like

$$J_2 := \mathbb{E} \int_{t_k}^t \left[ g_2(Y(s)) - g_2(Y_\tau(t_k)) \right] \cdot \left[ g_m(Y(t)) - g_m(Y_\tau(t_k)) \right] \, ds,$$

where $\ell, m = 1$ or 2. Note that

$$dY = (g_1 + g_2)(Y(t)) \, dt + \sqrt{2D} \, dW(t).$$  \hspace{1cm} (3.15)

By Itô’s formula, one has

$$g_\ell(Y(t)) - g_\ell(Y(t_k)) = g_\ell(Y(t_k)) - g_\ell(Y(t_k)) + \int_{t_k}^t dY \cdot \nabla g_\ell(Y(s)) + \int_{t_k}^t \Delta g_\ell(Y(s)) \, ds.$$  \hspace{1cm} (3.16)

Hence,

$$J_1 \leq C \|Y(t_k) - Y_\tau(t_k)\|^2 + C \|Y(t_k) - Y_\tau(t_k)\|(1 + D) \tau,$$

where we used the fact that

$$\mathbb{E} \left[ Y(t_k) - Y_\tau(t_k) \right] \cdot \int_{t_k}^t dY \cdot \nabla g_\ell(Y(s)) = \mathbb{E} \left[ Y(t_k) - Y_\tau(t_k) \right] \cdot \int_{t_k}^t (g_1 + g_2) \cdot \nabla g_\ell(Y(s)) \, ds.$$

Using similar expansions, the terms like $J_2$ can be controlled as

$$J_2 \leq C \|Y(t_k) - Y_\tau(t_k)\|^2 \tau + C \|Y(t_k) - Y_\tau(t_k)\|(1 + D) \tau^2 + CD \tau^2 + C(1 + D^2) \tau^3.$$
Overall, we have,
\[ I_1 \leq C \|Y(t_k) - Y_\tau(t_k)\|^2 + C \|Y(t_k) - Y_\tau(t_k)\|(1 + D)\tau + CD\tau^2 + C(1 + D^2)\tau^3 \]
\[ \leq C \|Y(t_k) - Y_\tau(t_k)\|^2 + C(1 + D^2)\tau^3. \]

We now proceed the estimate of \( I_2 \). Using again (3.16), one obtains
\[ I_2 \leq \mathbb{E} \left[ \left( -\frac{1}{N-1} \sum_{j=1}^{N-1} \nabla f_j(Y(t_k)) + \frac{1}{p-1} \sum_{j \in \xi_k} \nabla f_k(Y_\tau(t_k)) \right)^2 \tau \right. \]
\[ + C \left\| -\frac{1}{N-1} \sum_{j=1}^{N-1} \nabla f_j(Y(t_k)) + \frac{1}{p-1} \sum_{j \in \xi_k} \nabla f_k(Y_\tau(t_k)) \right\| (1 + D)\tau^2 \]
\[ + CD\tau^2 + C(1 + D^2)\tau^3. \]

The first term is nothing but the variance of the random force, and thus Lemma 3.1 gives
\[ I_2 \leq 2 \left( \frac{1}{p-1} - \frac{1}{N-1} \right) \|A\|_\infty \tau + CD\tau^2 + C(1 + D^2)\tau^3. \]

Hence, we eventually have
\[ \|Y(t_{k+1}) - Y_\tau(t_{k+1})\|^2 = \|Y(t_k) - Y_\tau(t_k)\|^2 + \int_{t_k}^{t_{k+1}} (I_1(s) + I_2(s)) \, ds \]
\[ \leq (1 + C\tau)\|Y(t_k) - Y_\tau(t_k)\|^2 + 2 \left( \frac{1}{p-1} - \frac{1}{N-1} \right) \|A\|_\infty \tau^2 + C(1 + D^2)\tau^2. \]

This implies that
\[ \|Y(t_k) - Y_\tau(t_k)\|^2 \lesssim (e^{C\tau} - 1) \left( \frac{1}{p-1} \|A\|_\infty \tau + (1 + D^2)\tau^2 \right) \]
\[ \lesssim (e^{C\tau} - 1) \left[ \frac{1}{p-1} \|\nabla U_1\|_\infty \tau + (1 + D^2)\tau^2 \right]. \]

By the definition of \( W_2 \) distance (3.5), the claim follows.

### 3.2 The algorithm and some comments

We now combine the ideas in section 2 and section 3.1 into a practical algorithm, called the Random-batch Monte Carlo (RBMC) method (detailed in Algorithm 1). In particular, we use the splitting strategy and decompose \( U \) into a smooth part with long range and a singular part with short range. For the smooth part, we apply the mini-batch idea for the SDE steps similar to SGLD while we use the singular part for the rejection.
Algorithm 1 (Random-batch Monte Carlo algorithm)

1: Split \( U := U_1 + U_2 \) such that \( U_1 \) is smooth and with long range and \( U_2 \) is with short range. Randomly generate \( N \) initial particles, set \( N_s \) be the total number of samples and choose \( p > 1, m \geq 1 \)

2: for \( n \) in \( 1 : N_s \) do

3: Randomly choose a particle \( i \in \{1, \cdots, N\} \) with uniform probability

4: \( X^i \leftarrow x^i \)

5: for \( k = 1, \cdots, m \) do

6: Choose \( \xi_k, z_k \sim N(0, I_d), \tau_k > 0 \) and let,

\[
X^i \leftarrow X^i - \tau_k \left[ \frac{\nabla V(X^i)}{w(N-1)} + \frac{1}{p-1} \sum_{j \in \xi_k} \nabla U_1(X^i - x_j) \right] + \sqrt{\frac{2\tau_k}{(N-1)w^2\beta}} z_k
\]

7: end for

8: Let \( x^*_i \leftarrow X^i \). Compute the following using cell list or other data structures:

\[
\alpha = \min \left\{ 1, \exp \left[ -\beta \sum_{j,j\neq i} w^2(U_2(x^*_i - x_j) - U_2(x_i - x_j)) \right] \right\}
\]

9: Generate a random number \( \zeta \) from uniform distribution on \([0,1]\). If \( \zeta \leq \alpha \), set \( x_i \leftarrow x^*_i \)

10: end for

Compared to the traditional Metropolis algorithm [12], our new algorithm 1 has the following advantages:

- The computational cost is \( O(1) \) for each iteration;
- There is no rejection in Step 2. The efficiency could be higher.

When we run the implementations, there are two phases for the algorithms. Phase 1 is the burn-in phase, in which the distribution of the Markov chain converges the desired Gibbs distribution. Phase 2 is the sampling phase. We run the algorithms for many iterations and collect these \( N \) points for selected iterations as the sampling points. As the iteration goes on, the number of sampling points gets larger and larger.

Below, we perform some discussions.

1. For the molecular regime, where \( w = 1 \). Taking \( \gamma = 1 \) in (1.5) and using the same splitting, one may have the following SDE

\[
dX^i = -\sum_{j:j\neq i} \nabla U_1(X^i - x_j) \, dt + \sqrt{\frac{2}{\beta}} \, dW^i.
\]

If one uses mini-batch idea, the random force then becomes

\[
-\frac{N-1}{p-1} \sum_{j \in \xi_k} \nabla U_1(X^i - x_j).
\]

For this type of forcing term, the magnitude can be as large as \( O(N) \), and one needs \( \tau_k \sim O(1/N) \) for the numerical methods to be stable. This is not preferred in practice. Taking \( \gamma = 1/(N-1) \) corresponds to nothing but rescaling the time with \( t = (N-1)t \).

2. If we move \( N \) particles, then Step 2 can be solved using the RBM in [17] to reduce the cost. However, moving \( N \) particles will make the following event to have high probability

\[
A = \{ \forall(i,j) \text{ such that } |x^*_i - x^*_j| \leq \delta \ast \text{mean distance} \}
\]
This event will be rejected with high probability in Step 3. Hence, moving \( N \) particles is not preferred in practice.

4 Numerical examples

In this section, we test our RBMC sampling algorithm on two examples, and compare to the Metropolis-Hastings algorithm (see Algorithm 2), which is a classical MCMC method. The first example is the interacting particle system from the Dyson Brownian motion with the Gibbs measure to be the semicircle law in the \( N \to \infty \) limit. The second example is the Lennard-Jones fluids and we aim to recover the equation of states \( P = P(\rho) \), where \( P \) is the pressure and \( \rho \) is the density. Both examples have singular interaction potentials. The difference is that the first example has a long range while the second example has a short range. Even for short range potentials, our algorithm can still be applied.

Below, an “iteration” will refer to one complete move of a particle, including the rejection step. In other words, this will correspond to the loop of \( n \) in Algorithm 1 and Algorithm 2.

All the numerical experiments are implemented using C++ and performed in a Windows system with Intel Core i7-6700HQ CPU @ 2.60GHz and 8 GB memory.

Algorithm 2 (Metropolis-Hastings algorithm)

1: for \( n \) in 1 : \( N_{s} \) do
2: Randomly choose a particle \( i \in \{1, \cdots , N\} \) with uniform probability
3: Move \( x_i \) with some random movement and obtain \( x_{i}^{*} \)
4: Compute the following using cell list or other data structures:
\[ \alpha = \min \left\{ 1, \exp \left[ -\beta w(V(x_{i}^{*}) - V(x_{i})) - \beta \sum_{j:j \neq i} w^{2}(U(x_{i}^{*} - x_{j}) - U(x_{i} - x_{j})) \right] \right\} \]
5: Generate \( \zeta \sim U[0, 1] \). If \( \zeta \leq \alpha \), set \( x_{i} \leftarrow x_{i}^{*} \)
6: end for

4.1 Dyson Brownian motion

To test our method, we first focus on an interacting particle system from Dyson Brownian motion arising from random matrix theory [38, 7]. Consider a Hermitian matrix valued Ornstein-Uhlenbeck process
\[ dA = -A dt + \frac{1}{\sqrt{N}} dB, \]
where the matrix \( B \) is a Hermitian matrix whose diagonal elements are independent standard Brownian motions while the off-diagonal elements in the upper triangular half are of the form \( (B_{R} + iB_{I})/\sqrt{2} \), with \( B_{R} \) and \( B_{I} \) being independent standard Brownian motions. It can be shown [38, 7] that the eigenvalues of \( A \) satisfy the following system of SDEs \( (1 \leq j \leq N) \), called the Dyson Brownian motion:
\[ d\lambda_{j}(t) = -\lambda_{j}(t) dt + \frac{1}{N} \sum_{k:k \neq j} \frac{1}{\lambda_{j} - \lambda_{k}} dt + \frac{1}{\sqrt{N}} dW_{j}, \]
where \( \{W_{j}\}'s \) are independent standard Brownian motions and we use \( W_{j} \) instead of \( B_{j} \) to be consistent with the notations throughout this paper. The density of these eigenvalues in the limit \( N \to \infty \) is given by
\[ \partial_{x} \rho(x, t) + \partial_{y} (\rho(u - x)) = 0, \quad u(x, t) = \pi(H \rho)(x, t) = \text{p.v.} \int_{\mathbb{R}} \frac{\rho(y, t)}{x - y} dy, \]
that the SDE step is given by

\[ U \text{ in the range of } U \]

The reason to choose \( 0 < U \text{ list to calculate} \)

Algorithm 1. Let \( r \)

The binary potential is given by

\[ \text{equation (4.3) has an invariant measure, given by the semicircle law:} \]

\[ \rho(x) = \frac{1}{\pi} \sqrt{2 - x^2}. \] (4.4)

Note that the mean field limit (4.3) is the same for any SDE of the following form

\[ d\lambda_j(t) = -\lambda_j(t) \, dt + \frac{1}{N-1} \sum_{k \neq j} \frac{1}{\lambda_j - \lambda_k} \, dt + \sqrt{\frac{2\mu}{N-1}} \, dW_j. \] (4.5)

We changed the prefactor \( 1/N \) into \( 1/(N-1) \) for convenience.

For the system (4.5), clearly we have \( T = \mu/(N-1)^2 \), and thus \( \beta = (N-1)^2/\mu \). The corresponding Gibbs distribution is

\[ \pi \propto \exp \left[ -\beta \left( \frac{1}{2(N-1)} \sum_i x_i^2 - \frac{1}{(N-1)^2} \sum_{i,j;i<j} \ln |x_i - x_j| \right) \right]. \]

The binary potential is given by

\[ U(x_i - x_j) = u(|x_i - x_j|) = -\ln |x_i - x_j|. \] (4.6)

We consider \( N = 500 \) particles sampled from the uniform distribution on \([-5, 5]\) and run Algorithm 1. Let \( r = |x_i - x_j| \). We consider the splitting \( U = U_1 + U_2 \) with \( U_{1,2}(x) = u_{1,2}(|r|) \) where

\[ u_1(r) = \begin{cases} \ln(100) - 100r + 1 & 0 < r < 0.01, \\ -\ln(r) & r \geq 0.01, \end{cases} \] (4.7)

and

\[ u_2(r) = \begin{cases} -\ln(100r) + 100r - 1 & 0 < r < 0.01, \\ 0 & r \geq 0.01. \end{cases} \] (4.8)

Clearly, \( U_1(x_i - x_j) = u_1(r) \) is the interaction extending to \( r = 0 \) along the tangent line at \( r = 0.01 \). The short-range potential \( u_2(r) \) is nonzero only if \( r < 0.01 \), so we use cell list to calculate \( U_2(x_i - x_j) \) in the nearby boxes of a particular particle with length 0.01. The reason to choose 0.01 as the splitting point is that we hope that there are only a few particles in the range of \( U_2 \) for a chosen particle.

We fix the parameter \( \mu = 1 \). The batch and step sizes \( p = 2 \) and \( m = 9 \) are taken so that the SDE step is given by

\[ X' \leftarrow X - \left[ X + \nabla U_1(X - x_{\eta_k}) \right] \tau + \sqrt{\frac{2\mu}{N-1}} \sqrt{\tau z_k}, \quad k = 0, \ldots, m - 1, \] (4.9)

where \( \eta_k \) is chosen from \( \{1, 2, \ldots, N\} \setminus \{i\} \) with uniform probability. The time step is chosen as \( \tau = 10^{-4} \) for all the experiments in this example. This small time step is needed largely due to the large magnitude of the gradient for \( U_1 \) in \( r < 0.01 \) region.

|       | Iteration | Time (s) |
|-------|-----------|----------|
| MH    | 3e5       | 36.8     |
| RBMC  | 3e6       | 14.5     |

Table 1: Burn-in phase of the two methods. First 3e5 iterations in MH method are discarded, which costs 36.8s. First 3e6 iterations are discarded in RBMC, which costs 14.5s.
Table 1 shows the burn-in phase we pick for the two methods in one experiment. The first $3 \times 10^5$ sampling iterations in the MH method and the first $3 \times 10^6$ sampling iterations in the RBMC method are discarded as the distribution is far away from the semicircle law. Though the number of iterations is larger, our proposed method costs only $14.5s$ compared to $36.8s$ in MH, implying that our method is more efficient.

In Fig. 1, we show the performances of the two methods, with the samples collected from the sampling phase. The empirical densities are computed using bin counting. In particular, we divide the interval $[-\sqrt{2}, \sqrt{2}]$ into 20 equal pieces so that the width of each bin is $h = \sqrt{2}/10$. Define $x_i = -\sqrt{2} + ih$. Then, the density in the $i$th bin $[x_{i-1}, x_i)$ is approximated by $\rho_i \approx N_i / (Nh)$. The samples are collected from all the iterations after the burn-in phase (each iteration contributes $N = 500$ sample points). In particular, let $N_i$ denote the number of particles in the bin $[x_{i-1}, x_i)$. In each iteration $k$, we do $N_i \leftarrow N_i + N_i^k$, where $N_i^k$ is the number of points in the $i$th bin at the $k$th iteration. At last, normalize $N_i$: $N_i = N_i / \sum N_j$. Clearly, Fig. 1 shows that both methods capture the semicircle law (4.4).

To compare the performance of the algorithms in more details, in Table 2, we compare the running times (spent in the sampling phase only) and relative errors of the two methods as the iteration goes on. Here, the iteration means the number of iterations in the sampling phase and the relative error is computed by the $L^1$ norm

$$E := \sum_i \left| \rho_i - h^{-1} \int_{x_{i-1}}^{x_i} \rho(x)\,dx \right| h / \int_{-\sqrt{2}}^{\sqrt{2}} \rho(x)\,dx = \sum_i \left| \rho_i - h^{-1} \int_{x_{i-1}}^{x_i} \rho(x)\,dx \right| h.$$ 

We also plot the running time versus the Monte Carlo errors in Fig. 2. The data in time-error plots in our figure are collected at different iterations in a single experiment with fixed $N$. A more reasonable comparison would be based on the data collected from different $N$ values and the time should be for the distribution to reach the equilibrium. This will be done in our subsequent work for the interactions with long ranges like the Coulomb interaction.
As can be seen in Table 2 and Fig. 2, our proposed method is more efficient if the desired accuracy is not very high. The reason is that our proposed method takes only $O(1)$ time per iteration. The overall running time in the RBMC method is roughly $1/20$ of that in the MH method for obtaining the same number of samples. As can be seen in Fig. 2, to achieve the same sampling error, the computation time needed in the RBMC method is like $1/10$ of that needed in the MH method.

![Figure 2](image-url)

Figure 2: Relative error of two methods decreases as time goes on. In RBMC method, we only need 10\% time of MH method to get the error with the same level.

### 4.2 Lennard-Jones fluids

In this subsection, we test our algorithm on the Lennard-Jones fluid, aiming to recover the equation of state, which has been studied in [18]. We compare the sampling performance of the standard MH algorithm and our proposed method.

For the Lennard-Jones fluids, we take the external potential $V \equiv 0$, and consider the regime for the molecular dynamics so that $w = 1$. Hence, the Gibbs measure is given by

$$\pi \propto \exp \left[ -\beta \sum_{i,j:i<j} U(x_i - x_j) \right].$$

The potential for this model system is given by:

$$U(x_i - x_j) = u(r_{ij}) = 4 \left( \frac{1}{r_{ij}} \right)^{12} - \left( \frac{1}{r_{ij}} \right)^{6}$$

(4.10)

where again $r_{ij} = |x_i - x_j|$ is the distance between three-dimensional locations $x_i$ and $x_j$. For the convenience, we will also define $\tilde{r}_{ij} := x_i - x_j$.

In numerical simulations, the periodic boxes are often used to approximate the fluid. Assume the length of the periodic box is $L$. A given particle $x_i$ interacts with all other particles in the system and their periodic images. We pick a cutoff length $r_c = L/2$. Thanks to the fast decay property of the Lennard-Jones potential (4.10), for a fixed particle, one can approximate the summation away beyond $r_c$ by continuous integral, and the radial density function (see [8, Chap. 3]) is approximated by $\rho(r) \approx N/L^3$ when $r \geq r_c$.

With the approximation, the pressure formula is given by

$$P = \frac{\rho}{\beta} + \frac{8}{V} \sum_{i=1}^{N} \sum_{j > i, \tilde{r}_{ij} < r_c} \left( 2 \tilde{r}_{ij}^{12} - \tilde{r}_{ij}^{6} \right) + \frac{16}{3} \rho^2 \left[ 2 \left( \frac{1}{r_c} \right)^9 - \left( \frac{1}{r_c} \right)^3 \right],$$

(4.11)
and the acceptance rate in the MH algorithm (Algorithm 2) can be approximated by

\[
\alpha = \min \left\{ 1, \exp \left[ -\beta \left( \sum_{j:j \neq i, r(i,j) < r_c} u(\tilde{r}_{ij}) - \sum_{j:j \neq i, r(i,j) < r_c} u(\tilde{r}_{ij}) \right) \right] \right\}.
\]  

(4.12)

Here, we have introduced

\[
\tilde{r}_{ij} = |\tilde{r}_{ij} + \tilde{n}L|
\]

for some suitably three-dimensional integer vector \( \tilde{n} \) so that \( |\tilde{r}_{ij} + \tilde{n}L| \) is minimized. In fact, since \( r_c = L/2 \), for each \( j \), there is at most one image (including itself) that falls into \( B(x_i, r_c) \), so the formula is fine. Clearly, \( \tilde{r}_{ij} \) is similarly defined just with \( x_i \) replaced by \( x_i^* \), the position of the candidate move. Regarding Algorithm 1, for a particle, under the same approximation, the net forces of all the particles/images away beyond \( r_c \) contribute net zero force to the current particle. Equivalently, we think that each of these images contributes zero force to the current particle. Hence, in the SDE step of Algorithm 1, only when the randomly selected particle/image (select \( j \in \{1, \ldots, N\} \setminus \{i\} \) randomly and then determine the \( \tilde{n} \) vector such that \( |x_i - x_j + \tilde{n}L| \) is minimized) is within \( B(X^i, r_c) \) will we compute its contribution and update \( X^i \); otherwise, we do not update \( X^i \) but still increase \( k \) until it reaches \( m \). For the rejection step, since \( U_2 \) is short-ranged, we also only consider images within \( B(X^i, r_c) \). We refer the readers to Appendix B for the details of these formulas.

Following [8], we take the number of particles \( N = 500 \) and the length of the periodic boxes will be determined by the desired density correspondingly

\[
L = \left( \frac{N}{\rho} \right)^{1/3}.
\]  

(4.13)

For the MH method (Algorithm 2), the random displacement for a randomly selected particle obeys the \( \mathcal{N}(0, \sigma^2 I_3) \) with \( \sigma = 0.05 r_c \). In other words,

\[
x_i^* = x_i + \sigma z, \ z \sim \mathcal{N}(0, I_3).
\]  

(4.14)

For our proposed algorithm (Algorithm 1), we do splitting

\[
u(r) = u_1(r) + u_2(r)
\]  

(4.15)

where

\[
u_1(r) = \begin{cases} 2^{-1/3}(r - \sqrt[6]{2})^2 - 1, & 0 < r < \sqrt[6]{2}, \\ 4 \times (r^{-12} - r^{-6}), & r \geq \sqrt[6]{2}, \end{cases}
\]  

(4.16)

and

\[
u_2(r) = \begin{cases} 4 \times (r^{-12} - r^{-6}) - 2^{-1/3}(r - \sqrt[6]{2})^2 + 1, & 0 < r < \sqrt[6]{2}, \\ 0, & r \geq \sqrt[6]{2}, \end{cases}
\]  

(4.17)

In the SDE step, the batch size is chosen as \( p = 2 \), and we take \( m = 9 \) so that the iteration in the SDE step is given by

\[
X^i \leftarrow X^i - \nabla U_1(X^i - x_{\eta_k})\tau + \frac{2T}{N-1}\sqrt{\tau} \varepsilon_k, \ \theta = 0, \ldots, m - 1,
\]  

(4.18)

where \( \eta_k \) is chosen from \( \{1, 2, \ldots, N\} \setminus \{i\} \) with uniform probability. The time step is chosen as \( \tau = 0.01 \) for all the experiments in this example.

Table 3 shows the burn-in phase we pick for the two methods in one experiment. Clearly, our method is again more efficient to achieve the thermal equilibriums. In Fig. 3, we show the results for these two methods with samples collected from the sampling phase. Clearly they both have good convergence and ergodicity performance. Fig. 3 (a) shows the results
### Table 3: Burn-in phase.

| Method  | Iterations | Time (s) |
|---------|------------|----------|
| MH      | $5 	imes 10^4$ | 182.6    |
| RBMC    | $2 	imes 10^5$ | 75       |

First $5 	imes 10^4$ iterations in the MH method are discarded, which costs 182.6s. First $2 	imes 10^5$ iterations are discarded in RBMC, which costs 75s.

Figure 3: Average results of $2 	imes 10^7$ sampling iterations for two methods compared with analytic results. (a) $T = 2$; (b) $T = 0.9$.

For $T = 2$, while Fig. 3 (b) shows the results for the lower temperature $T = 0.9$. The analytical solution is given by the fitting curves in [18].

For $T = 2$, the system stays vapor for all densities while in the case of $T = 0.9$, there is fluid-vapor coexistence for $\rho < 0.75$ (when $\rho > 0.75$ the system should be in the liquid state). According to the figure, our proposed algorithms behave similarly to the MH algorithm. They can capture the equation of state correctly. For $T = 2$, the result is quite good and the eventual relative error is like 0.5% and 0.2% relatively as have been mentioned above. For $T = 0.9$ though the simulation result is not extremely excellent, the curves have been correctly captured. The relative errors are about 4% − 5%. The reason for the relatively poorer performance when the temperature is low ($T = 0.9$) is that the acceptance rates for both methods become smaller. When $\rho = 0.4$, 0.5, the MH seems to be poorer. In fact, acceptance rates in the MH method are small for these ranges of densities. When $\rho > 0.7$ in the RBMC method, the new sampling points generated by the SDE step are more likely to be rejected by the short range potential in Step 2.

In Fig. 4, we show how the errors change as the iteration goes on in the sampling phase for $T = 2$, where the relative error is calculated using $\ell^2$ norm as

$$E = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (P_i - P(\rho_i))^2} / \sqrt{\frac{1}{N} \sum_{i=1}^{N} P(\rho_i)^2}. \quad (4.19)$$

Here, $P_i$ represents the numerical solution while $P(\cdot)$ is the analytical solution given by the fitting curves in [18]. The samples are also taken from the iterations after the burn-in: in each iteration, we compute the pressure using (4.11) and use all the pressures in the history up to the current iteration to calculate the empirical mean, which is used as the numerical pressure, even though some of them are rejected. The rejected points are necessary for satisfying detailed balance condition. According to the picture, the MH method has smaller error than the RBMC method in the same number of simulations. In long run, the relative error of RBMC method is about 0.5%, but in the MH method it is about 0.2%. The error in two methods decreases as $1/\sqrt{N}$, which satisfies the convergence rate in Monte Carlo method.
To compare the efficiency of the two methods, we again present the relative errors and running times in Table 4 and plot the errors versus the running times in Fig. 5. The time here is the time in the sampling phase only while the relative errors are computed using the data collected from the sampling phase only. Here are some observations, to achieve the same sampling error, our proposed method roughly needs twice of the iterations compared to the MH method, but takes about 1/3 time of the MH method. Since our method is an approximation method with systematical error, when the number of iterations gets large (more sample points), the sampling error will not decrease to zero; hence our method is more efficient in the early stage.

It seems that the time saving in this example is not that significant as in the Dyson Brownian motion example. The reason is that in our implementation of cell list, we check all the 27 neighbor cells which is not quite efficient so our proposed method does not save time as significant as we desire. We expect that when \( N \) is larger, our algorithm can be more efficient. As mentioned above in section 4.1, a more reasonable comparison would be based on the data collected from different \( N \) values and the time should be computed for the distribution to reach the equilibrium. Since our aim in this paper is to propose an algorithm and we have seen it already owns some advantages in the time efficiency, we choose not to do this careful comparison. The careful and detailed comparison of our algorithm to the MH algorithm will be performed in our subsequent work for the interactions with long ranges like the Coulomb interactions, which is more interesting. (After all, the Lennard-Jones potential still has short range of interaction.) Besides, during our experiments, we observed that the acceptance rates of the RBMC method are like 75% - 95% while the acceptance rates in the MH are like 20% - 50%, which also indicates that our proposed method is more efficient.

It is remarked that when \( N = 500 \), the speedup of our algorithm for the Lennard-Jones
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A Proof of Lemma 2.1

The first claim regarding invariant measure is trivial. Let us only verify the detailed balance formally. Consider the general SDE:

\[ dX = b(X) dt + \sigma(X) dW, \]

where \( \sigma \) is a \( d \times m \) matrix while \( W \) is an \( m \)-dimensional standard Wiener process.

The law of \( X \) (or the density of the law of \( X \)), \( p(x, t) \), satisfies the Fokker-Planck equation [33]:

\[ \frac{\partial}{\partial t} p = -\nabla \cdot (bp) + \frac{1}{2} \sum_{i,j=1}^{d} \partial_{ij} (\Lambda_{ij} p) =: L^* p, \quad (A.1) \]

where \( \Lambda = \sigma \sigma^T \) and the operator

\[ L^* = -\nabla \cdot (b \cdot) + \frac{1}{2} \sum_{i,j=1}^{d} \partial_{ij} (\Lambda_{ij} \cdot) \]

is the dual operator of the generator of the SDE [30, Theorem 7.3.3] given by

\[ L := -b \cdot \nabla + \frac{1}{2} \Lambda : \nabla^2. \]

Let \( p(\cdot, t; x_i) \) be the Green’s function which is the solution of Eq. (A.1) with initial condition \( p(x, 0; x_i) = \delta(x - x_i) \) and gives the transition density starting from \( x_i \):

\[ p(\cdot, t; x_i) = e^{tL^*} \delta(\cdot - x_i). \]

The detailed balance condition is therefore the distributional identity

\[ \pi_1(x_i) L^* \delta(z - x_i) = \pi_1(z) L^* \delta(x_i - z) \]

We pick a test function \( \varphi \). It can be shown easily that

\[ \langle \pi_1(x_i) L^* \delta(\cdot - x_i), \varphi(\cdot) \rangle = \pi_1(x_i) L \varphi(x_i), \]

and that

\[ \langle \pi_1(z) L^* \delta(x_i - \cdot), \varphi(\cdot) \rangle = L^* \varphi(x_i) \pi_1(x_i). \]

Hence, to verify the detailed balance condition, one needs the following

\[ \pi_1(x_i) L \varphi(x_i) = L^* \varphi(x_i) \pi_1(x_i), \quad (A.2) \]

which is reduced to

\[ -\pi_1 b + \frac{1}{2} \nabla \cdot (\sigma \sigma^T \pi_1) = 0. \]

This holds for \( b \) being a gradient field and \( \sigma \) being square with \( \sigma \propto I \).

B Pressure and energy formulas for the Lennard-Jones fluids

In computing the total energy or computing the rejection probability for the MH algorithms, one needs to compute the summation \( \sum_{i,j} U(x_i - x_j) \). For the purpose, we may make use
of the rapid decay for the interaction kernel so that we can pick a truncation distance \( r_c \) and approximate the summation for \( r_{ij} \geq r_c \) by continuous integral. More precisely,

\[
\frac{1}{2} \sum_{i,j: i \neq j} U(x_i - x_j) \approx \frac{1}{2} \sum_{i: j: r_{ij} < r_c} U(x_i - x_j) + \frac{N}{2} \int_{r_c}^{\infty} 4\pi r^2 \rho(r) u(r) dr. \tag{B.1}
\]

In fact, this formula is obtained by

\[
\frac{1}{2} \sum_{i,j: i \neq j} U(x_i - x_j) = \frac{1}{2} \sum_{i: j: r_{ij} < r_c} U(x_i - x_j) + \frac{1}{2} \sum_{i: j: r_{ij} \geq r_c} U(x_i - x_j)
\]

\[
= \frac{1}{2} \sum_{i: j: r_{ij} < r_c} U(x_i - x_j) + \frac{1}{2} \sum_{i=1}^{N} \sum_{j: j \neq i, r_{ij} \geq r_c} u(r_{ij}).
\]

Due to symmetry, when the thermal fluctuation is small, \( \sum_{i: j \neq i, r_{ij} \geq r_c} u(r_{ij}) \) should be independent of \( i \), and can be approximated by the following integral using radial density \( \rho(r) \):

\[
\sum_{j: j \neq i, r_{ij} \geq r_c} u(r_{ij}) \approx \int_{r_c}^{\infty} u(r) 4\pi r^2 \rho(r) dr.
\]

With the approximation of the radial density

\[
\rho(r) \approx \rho = \frac{N}{V}, \quad r > r_c,
\]

the average tail contribution (per particle) \( u^{tail} \) of the interaction energy is given by

\[
u^{tail} = \frac{1}{2} \int_{r_c}^{\infty} 4\pi r^2 \rho u(r) dr = \frac{8}{3} \pi \rho \left[ \frac{1}{3} \left( \frac{1}{r_c} \right)^9 - \left( \frac{1}{r_c} \right)^3 \right]. \tag{B.2}\]

This tail contribution is independent of the particles so that the acceptance probability in the MH algorithm (Algorithm 2) can be approximated by

\[
\alpha = \min \left\{ 1, \exp \left[ -\beta \left( \sum_{j: j \neq i, r_{ij} \leq r_c} U(x_i^* - x_j) - \sum_{j: j \neq i, r_{ij} \leq r_c} U(x_i - x_j) \right) \right] \right\}. \tag{B.3}\]

Apparently, \( r_i^* \) means \( |x_i^* - x_j| \).

The pressure is calculated by [8, sec. 3.4]

\[
P = \frac{\rho}{\beta} + \frac{\text{vir}}{V}. \tag{B.4}\]

where the virial is defined by

\[
\text{vir} = \frac{1}{3} \sum_i \sum_{j > i} f(r_{ij}) \cdot \mathbf{r}_{ij}. \tag{B.5}\]

The function \( f(r_{ij}) \) in (B.5) is the intermolecular force, i.e., the negative gradient of the Lennard-Jones potential, so that

\[
\text{vir} \approx 8 \sum_{i < j} (2r_{ij}^{12} - r_{ij}^{-6}) \approx 8 \sum_{i < j, r_{ij} \leq r_c} (2r_{ij}^{12} - r_{ij}^{-6}) + 4N \int_{r_c}^{\infty} (2r^{12} - r^{-6}) 4\pi r^2 \rho dr.
\]

Note that we split all summation items into \( r_{ij} \geq r_c \) and \( r_{ij} < r_c \). Because \( f(r_{ij}) \cdot \mathbf{r}_{ij} \) decreases rapidly when \( r_{ij} \geq r_c \) and the particles far away can be approximated by an...
average radial density $\rho = N/V$, the integral approximation for the summation makes sense. Consequently, the pressure can be approximated by:

$$P = \frac{\rho}{\beta} + \frac{8}{V} \sum_i \sum_{j : i < j, |r_{ij}| < r_c} (2r_{ij}^{-12} - r_{ij}^{-6}) + \frac{16}{3} \pi \rho^2 \left[ \frac{2}{3} \left( \frac{1}{r_c} \right)^{9} - \left( \frac{1}{r_c} \right)^{3} \right].$$  \hspace{1cm} (B.6)

With the cutoff, for our proposed algorithm (Algorithm 1), the cutoff affects the SDE step in the sense that the particles away beyond $r_c$ contribute net zero force to the current particle. As mentioned in the main text, only when the randomly selected particle is within $B(X^i, r_c)$, we will compute its force and update $X^i$; otherwise, we do not update $X^i$ but still increase $k$ until it reaches $m$.

Consider now the periodic boxes that approximates the fluid, with the length of the box being $L$. A given particle $x_i$ interacts with all other particles in the system and their periodic images. In this case, the total potential energy is

$$U_{\text{tot}} = \frac{1}{2} \sum_{i,j,\bar{n}}' u(|\vec{r}_{ij} + \bar{n}L|),$$  \hspace{1cm} (B.7)

where $\bar{n}$ is three-dimensional integer vector and the notation $\sum_{i,j,\bar{n}}'$ means that the case $\bar{n} = 0$ when $i = j$ are excluded. We pick the truncation length $r_c = L/2$ as commonly used in literature [8, Chap. 3]. The total energy is then approximated as

$$U_{\text{tot}} \approx \frac{1}{2} \sum_{|\vec{r}_{ij} + \bar{n}L| < r_c} u(|\vec{r}_{ij} + \bar{n}L|) + \frac{8N}{3} \pi \rho^2 \left[ \frac{2}{3} \left( \frac{1}{r_c} \right)^{9} - \left( \frac{1}{r_c} \right)^{3} \right].$$  \hspace{1cm} (B.8)

The pressure and the acceptance rate (B.3) in the MH algorithm are similarly modified for periodic boxes. The modification for our proposed RBMC algorithm (Algorithm 1) is also similar. We do not repeat here.
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