FIXED POINTS AND STABLE IMAGES OF ENDO MORPHISMS FOR THE FREE GROUP OF RANK TWO
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Abstract. We give an algorithm which computes the fixed subgroup and the stable image for any endomorphism of the free group of rank two \( F_2 \), answering for \( F_2 \) a question posed by Stallings in 1984 and a question of Ventura.

1. Introduction

Let \( F \) be a finitely generated free group, and let \( \text{End}(F) \) and \( \text{Aut}(F) \) be the set of endomorphisms and automorphisms of \( F \), respectively. For an endomorphism \( \psi \in \text{End}(F) \), the fixed subgroup \( \text{Fix}(\psi) \) of \( \psi \) is defined as

\[
\text{Fix}(\psi) := \{ x \in F \mid \psi(x) = x \}.
\]

Fixed subgroups generated a wide body of work in the 1970s–1990s in relation to the “Scott conjecture” (see [Ven02]), which stated that such subgroups are finitely generated, so \( \text{rank}(\text{Fix}(\psi)) < \infty \). For \( \psi \in \text{Aut}(F) \), Gersten showed that \( \text{Fix}(\psi) \) is finitely generated [Ger87], and then in their seminal paper investigating Thurston’s train track maps [BH92], Bestvina and Handel strengthened Gersten’s result by proving that \( \text{rank}(\text{Fix}(\psi)) \leq \text{rank}(F) \). Imrich and Turner extended this to show that \( \text{rank}(\text{Fix}(\psi)) \leq \text{rank}(F) \) for all \( \psi \in \text{End}(F) \) [IT89].

While the above results elucidated the rank bounds for a fixed subgroup, finding the precise rank or the generators in the case of an arbitrary endomorphism remains so far intractable and the question posed by Stallings in 1984 is still open [Sta87, Problems P3 & 5].

Question 1.1 (Stallings, 1984). Does there exist an algorithm with input an endomorphism \( \psi \in \text{End}(F) \) and output \( \text{rank}(\text{Fix}(\psi)) \)?

For \( \psi \in \text{Aut}(F) \), this question was resolved positively, and moreover an algorithm with output a basis for \( \text{Fix}(\psi) \) was shown to exist [BM16] (see also [FH18]).

The main result of this paper provides a positive answer to Question 1.1 for any endomorphism \( \psi \in \text{End}(F_2) \), so when \( F = F_2 \) is the free group of rank two, again by giving a basis for \( \text{Fix}(\psi) \).

Theorem A. There exists an algorithm with input an endomorphism \( \psi \in \text{End}(F_2) \) and output a basis for \( \text{Fix}(\psi) \).
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Stable images. A consequence of Theorem A is that we can compute the stable image of $\psi \in \text{End}(F)$, which is the subgroup $\psi^\infty(F) := \bigcap_{i=1}^\infty \psi^i(F)$ of $F$. This is the key object used in Imrich and Turner’s paper mentioned above, and the computation of its basis is an open question of Ventura [DKLM19, Abstract 3.24, Problem 4.6].

**Corollary B.** There exists an algorithm with input an endomorphism $\psi \in \text{End}(F_2)$ and output a basis for $\psi^\infty(F_2)$.

Endomorphisms versus automorphisms. There is a rich theory of automorphisms of free groups, but the theory of endomorphisms of free groups is far less developed. This “endomorphism vs automorphism” disparity is one of the reasons our paper is longer and more involved than one might expect for $F_2$.

For example, if the “endomorphism-twisted conjugacy problem” for $F_2$ is shown to be decidable in the future, then Section 7.2 can be omitted. Meanwhile, although the automorphism-twisted conjugacy problem is decidable [BMMV06], has been investigated extensively, and generalised to other groups [LS11, SW20, GSW20], there is only sparse literature on the endomorphism-twisted conjugacy problem [Kim16].

Another example of this disparity concerns train track maps [BH92]: these have been used for around 30 years as the topological setting for free group automorphisms, and were essential in the answer of Question 1.1 for automorphisms. On the other hand, train track maps for endomorphisms have only recently been considered, originally in an unpublished preprint of Reynolds [Rey10], then by Mutanguha [Mut18, Mut19, Mut20], and this work of Mutanguha gives us the central algorithm of our paper.

The free group of rank two? Throughout this paper we use properties unique to the free group of rank two. For example, the description of primitive elements of $F_2$ (elements that belong to a basis of $F_2$) due to Cohen, Metzler and Z Zimmerman [CMZ81] is fundamental to Section 6, while Lemma 4.4 applies both this description and the classical result of Nielsen that $\text{Out}(F_2) \cong \text{GL}_2(\mathbb{Z})$ under the natural map. More fundamentally, this paper is principally concerned with non-surjective endomorphisms $\psi \in \text{End}(F_2)$, and here $\text{Fix}(\psi)$ is infinite cyclic or trivial, so the problem of finding a basis for $\text{Fix}(\psi)$ is equivalent to determining if $\text{Fix}(\psi)$ is trivial or not. This simplification fails in free groups of higher rank.

Outline of the paper. In Section 2 we prove Corollary 1 which follows from Theorem A together with results of Imrich and Turner.

The proof of Theorem A relies on several observations and results. It turns out that the main case to consider is when the endomorphism $\psi$ is injective but not surjective, as we explain in Section 3. In this case we have the simplification which drives the rest of the paper: the fixed subgroup, if non-trivial, is generated by a single primitive element (this is Lemma 3.2).

In order to find this element we take a long detour and first find fixed points up to conjugacy, that is, the (maximal) outer fixed points. An outer fixed point of $\phi$
is a conjugacy class consisting of elements which are mapped to a conjugate by \( \phi \); these conjugacy classes behave similarly to fixed points, but there are important differences. In particular, maximal (maximality means not being a proper power) fixed points of non-surjective monomorphisms are unique, but maximal outer fixed points may not be (see Example 6.8). The bulk of this paper (Sections 4 – 6) is devoted to proving the following.

**Theorem C.** There exists an algorithm with input a non-surjective monomorphism \( \psi \in \text{End}(F(a,b)) \) and output the maximal outer fixed points of \( \psi \).

Theorem \( \text{C} \) is used as follows: if \( \text{Fix}(\psi) \neq \{1\} \) then we extract the generator(s) of \( \text{Fix}(\psi) \) from one of the finitely many conjugacy classes output by the algorithm in Theorem \( \text{C} \). This algorithm relies on testing which one of two conditions the mapping torus of \( \psi \) satisfies (see the proof of Proposition 5.6), and while this process will terminate, it will not give an efficient algorithm.

In Proposition 3.6 we split Theorem \( \text{C} \) into two cases, depending on the “exponent-sum matrix” \( \Psi_{(a,b)} \) of \( \psi \in \text{End}(F(a,b)) \). When \( \det(\Psi_{(a,b)}) \neq \pm 1 \) we employ elementary linear algebra and the classical Nielsen theory of automorphisms of \( F_2 \) to find the outer fixed points (Section 4), and when \( \det(\Psi_{(a,b)}) = \pm 1 \) we have a much more involved argument (Sections 5 and 6).

In Section 5 we assume \( \det(\Psi_{(a,b)}) = \pm 1 \) and use an algorithm, based on ideas and results of Mutanguha and Kapovich, which determines the hyperbolicity of the mapping torus of \( \psi \). This algorithm allows us to determine whether or not some power \( \psi^k \) of \( \psi \) has non-trivial outer fixed points. In Section 6 we classify the outer fixed points and show, in Theorem 6.7, that there are at most two maximal outer fixed points (up to inversion) for a non-surjective monomorphism \( \psi \) that satisfies \( \det(\Psi_{(a,b)}) = \pm 1 \). We end the section by combining the above algorithms and classification results to prove Theorem \( \text{C} \) which says that these points are computable.

Finally, in Section 7 we use the knowledge of the outer fixed points of \( \psi \) to compute a basis for \( \text{Fix}(\psi) \), and in particular we prove Theorem \( \mathbf{A} \). This involves resolving a special case of the endomorphism-twisted conjugacy problem for \( F_2 \).
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**2. Computing stable images in \( F_2 \)**

We start the paper by proving Corollary \( \mathbf{B} \). Recall from the introduction that the stable image of \( \psi \in \text{End}(F) \) is the subgroup \( \psi^\infty(F) := \cap_{i=1}^\infty \psi^i(F) \) of \( F \). This subgroup was the key object studied in \( \text{TT89} \), where they observed that a monomorphism \( \psi \) acts as an automorphism on \( \psi^\infty(F) \).
In general, finding a basis for $\psi^\infty(F)$ is harder than for $\text{Fix}(\psi)$, in the sense that given a basis for $\psi^\infty(F)$ one can compute a basis for $\text{Fix}(\psi)$: If $\psi$ is injective then $\psi$ acts as an automorphism on $\psi^\infty(F)$, so $\psi|_{\psi^\infty(F)} \in \text{Aut}(\psi^\infty(F))$, and moreover $\text{Fix}(\psi) = \text{Fix}(\psi|_{\psi^\infty(F)})$, so apply the algorithm for automorphisms \cite{BM16} to $\psi|_{\psi^\infty(F)}$. If $\psi$ is not injective, then this follows from the injective case \cite[Theorem 2]{IT89}. For $F_2$, Theorem \ref{thm:A} allows us go the other way, giving Corollary \ref{cor:B}.

Proof of Corollary \ref{cor:B} Note that we can algorithmically determine if $\psi$ is surjective or not (for example, by using Stallings’ foldings). If $\psi$ is surjective then $\psi^\infty(F_2) = F_2$ and the basis for $\psi^\infty(F_2)$ is the basis of $F_2$.

So suppose $\psi$ is non-surjective. Then $\psi^\infty(F_2)$ is a proper retract of $F_2$ \cite[Theorem 1]{Tur96}, and hence $\psi^\infty(F_2) \cong \{1\}$ or $\psi^\infty(F_2) \cong \mathbb{Z}$ (see page 103 in \cite{MKS76} for more on retracts of $F_2$). Now, $\psi$ acts as an automorphism on $\psi^\infty(F_2)$ \cite{IT89}, and since all automorphisms of $\mathbb{Z}$ or $\{1\}$ are involutions, $\psi^2$ acts trivially on $\psi^\infty(F_2)$. Hence, $\psi^\infty(F_2) \leq \text{Fix}(\psi^2)$. Note also that $\text{Fix}(\psi^2) \leq (\psi^2)^\infty(F_2)$ and that $\psi^\infty(F_2) = (\psi^2)^\infty(F_2)$. These three facts combine to give that $\text{Fix}(\psi^2) = \psi^\infty(F_2)$. By Theorem \ref{thm:A} we can compute a basis for $\text{Fix}(\psi^2)$, and hence also for $\psi^\infty(F_2)$.

3. Preliminaries on fixed points

In this section we give some preliminary definitions, remarks and lemmas which underlie this paper. We also introduce the notion of an “outer fixed point”; the bulk of this paper is devoted to the study of outer fixed points.

Input to the algorithm. In this paper we give an algorithm with input an endomorphism $\psi \in \text{End}(F_2)$ and output a basis for $\text{Fix}(\psi) = \{x \in F_2 \mid \psi(x) = x\}$, where the input satisfies the following points. Firstly, we usually work with a fixed basis $a, b$ for $F_2$, and write $F(a, b)$ for the free group with this basis. This basis is implicitly part of the input. Secondly, if we are given an endomorphism $\psi : F(a, b) \to F(a, b)$ then we are either given both $\psi(a)$ and $\psi(b)$ explicitly in the input, or these words can be pre-computed.

The three cases of Theorem \ref{thm:A} Since free groups are Hopfian, every surjective endomorphism is an automorphism. The algorithm of Theorem \ref{thm:A} which computes the basis for $\text{Fix}(\psi)$, therefore splits into three cases:

(i) $\psi$ is an automorphism. Theorem \ref{thm:A} is known to hold for this case \cite{BM16} (see also \cite{FH18}).

(ii) $\psi$ is injective but not surjective. Here, $\text{Fix}(\psi)$ is either trivial or infinite cyclic \cite{Tur96}. This case is the core of the present paper.

(iii) $\psi$ is neither injective nor surjective. Here $\text{Fix}(\psi)$ is again either trivial or infinite cyclic. We prove this case in Lemma \ref{lem:3.1} below.

We first resolve Case (iii) of this list.

Lemma 3.1. There exists an algorithm with input a non-injective endomorphism $\psi : F(a, b) \to F(a, b)$ and output a basis for $\text{Fix}(\psi)$.
Proof. As \( \psi \) is non-injective we have that \( \text{Im}(\psi) \) is cyclic (possibly trivial). A generating element \( w \) of \( \text{Im}(\psi) \) can therefore be found by standard algorithms (for example, Stallings’ folding algorithm). Suppose that \( \text{Fix}(\psi) \) is non-trivial. Then there exists some \( k \in \mathbb{Z} \setminus \{0\} \) such that \( \psi(w^k) = w^k \). Then \( \psi(w)^k = w^k \), and as roots are unique in free groups we have that \( \psi(w) = w \). Therefore, \( \text{Fix}(\psi) \) is non-trivial if and only if \( \text{Im}(\psi) \) is non-trivial and \( \text{Fix}(\psi) = \text{Im}(\psi) \).

As the generator \( w \) was computed algorithmically, and as we can algorithmically decide if \( \psi(w) \) is equal to \( w \) or not, the algorithm to compute a basis for \( \text{Fix}(\psi) \) is as follows: First obtain a generator \( w \) for \( \text{Im}(\psi) \) using standard algorithms. Then compute \( \psi(w) \). If \( \psi(w) = w \) and \( w \neq 1 \) then \( \text{Fix}(\psi) = \langle w \rangle \). Else, \( \text{Fix}(\psi) = \{1\} \). □

Non-surjective monomorphisms. As Cases \([i]\) and \([iii]\) are resolved, we focus on Case \([iii]\) so on non-surjective monomorphisms. We begin with two preliminary results on fixed points of such maps. By a primitive word (or element) of a free group \( F \) we mean a word \( x \in F \) such that \( x \) is an element of a free basis of \( F \).

Lemma 3.2. Let \( \psi : F(a,b) \to F(a,b) \) be a non-surjective monomorphism. If \( \psi(w) = w \) then there exists a primitive element \( x \) such that \( w = x^i \) and \( \psi(x) = x \).

Proof. As \( \psi \) is a non-surjective monomorphism, the stable image \( \psi^\infty(F(a,b)) \) is a free factor of \( F(a,b) \) [Tur98 Theorem 1], and hence is cyclic and generated by a primitive element \( x \) of \( F(a,b) \). As \( \text{Fix}(\psi) \leq \psi^\infty(F(a,b)) \), the fixed element \( w \) is a power of \( x \), so \( w = x^i \). As \( \psi(x^i) = x^i \), and as roots are unique in free groups, we have that \( \psi(x) = x \). □

A word \( w \in F(a,b) \) is a proper power if there exists some \( w_0 \in F(a,b) \) and some integer \( p \geq 1 \) such that \( w = w_0^p \). Define a maximal fixed point of an endomorphism \( \psi : F \to F \) to be a fixed point \( x \in \text{Fix}(\psi) \) such that \( x \) is not a proper power. Note that for the word “maximal” to make sense every fixed point should be a power of a maximal fixed point. This is indeed the case, as if \( w \) is a fixed point of \( \psi \) then it is contained in a maximal cyclic subgroup \( \langle x \rangle \) of \( F \), and as in the proof of Lemma 3.2 we see that \( x \) is a fixed point also. We then have the following:

Lemma 3.3. For \( \psi : F(a,b) \to F(a,b) \) a non-surjective monomorphism we have \( \text{Fix}(\psi) = \{1\} \) or \( \text{Fix}(\psi) = \langle x \rangle \), where \( x \) is a primitive element. Moreover, \( x \) and \( x^{-1} \) are the only maximal fixed points of \( \psi \).

Proof. If \( \text{Fix}(\psi) \) contains a non-trivial fixed point then it contains a maximal one. Let \( x \) and \( y \) be two non-equal maximal fixed points. Suppose \( x \) and \( y \) do not commute. Then \( \psi([x,y]) = [x,y] \neq 1 \). Hence, by Lemma 3.2, \( [x,y] \) is the power of a primitive element, a contradiction (to see this contradiction note that, for example, no primitive element is killed by the abelianisation map). Therefore, \( \langle x, y \rangle \) is cyclic. By maximality and as \( x \neq y \), we have \( x = y^{-1} \). Hence, \( x \) and \( x^{-1} \) are the only maximal fixed points of \( \psi \). Therefore, every fixed point has the form \( x^i \) for some \( i \in \mathbb{Z} \), and the result follows. □
Outer fixed points. Our strategy to compute Fix(ψ) for ψ a non-surjective monomorphism is by computing the outer fixed points of ψ, defined below.

Definition 3.4. Let [w] denote the conjugacy class of w ∈ F(a,b) (to avoid confusion with citations, we often use [1]F to denote the conjugacy class of the identity element 1 ∈ F(a,b)). We write g ∼G h to mean that g and h are conjugate in the group G and g ∼G h to mean that they are not conjugate, and we write g ∼ h and g ∼ h when the group G is understood.

(i) An outer fixed element of an endomorphism ψ ∈ End(F(a,b)) is an element w ∈ F(a,b) such that ψ(w) ∼ w. A maximal outer fixed element is an outer fixed element which is not a proper power.

(ii) An outer fixed point of an endomorphism ψ ∈ End(F(a,b)) is the conjugacy class [w] of an outer fixed element w of ψ. Note that [w] satisfies ψ([w]) ⊆ [w]. A maximal outer fixed point is the conjugacy class [w] of a maximal outer fixed element w.

(iii) The trivial outer fixed point, denoted [1]F, is the conjugacy class of the identity element 1 ∈ F(a,b). Note that [1]F is always an outer fixed point, but never a maximal one.

We shall use MOFix(ψ) to to denote the set of maximal outer fixed points of the endomorphism ψ. If α is a conjugacy class then we write α−1 to mean the conjugacy class {x−1 | x ∈ α}.

In order to describe all outer fixed points of a non-surjective monomorphism it is sufficient to find all the maximal outer fixed points.

If α is an outer fixed point of ψ then for any u ∈ α there exists some γ ∈ Inn(F) such that u ∈ Fix(ψγ), and if in addition α is a maximal outer fixed point of ψ then u is a maximal fixed point of ψγ. Hence, by Lemma 3.2, we get:

Lemma 3.5. Maximal outer fixed elements of non-surjective monomorphisms of F(a,b) are primitive elements. Maximal outer fixed points of non-surjective monomorphisms of F(a,b) are conjugacy classes of primitive elements.

The associated matrix of an endomorphism. For a word w ∈ F(a,b) let σa(w) be the exponent-sum of the a-terms in w, and define σb(w) analogously. The associated matrix Ψ(a,b) ∈ M2×2(Z) of ψ : F(a,b) → F(a,b), a → A, b → B is then

\[ Ψ(a,b) := \begin{pmatrix} σ_a(A) & σ_b(A) \\ σ_a(B) & σ_b(B) \end{pmatrix}, \]

and this matrix defines the action of ψ on the abelianisation of F(a,b).

Our approach to proving Theorem C, that is, to finding outer fixed points of a monomorphism ψ, is based on the properties of its associated matrix. This approach splits into two cases, which we state in the following proposition, used essentially as a referencing tool.
Proposition 3.6. The algorithm in Theorem C to compute the maximal outer fixed points of a non-surjective monomorphism \( \psi : F(a, b) \rightarrow F(a, b) \) splits into two cases:

(I) \( \det(\Psi_{(a,b)}) \neq \pm 1 \), and
(II) \( \det(\Psi_{(a,b)}) = \pm 1 \).

The proof of Theorem C takes all of Sections 4-6. Case (II) follows from Theorem 6.7 and is significantly more difficult than Case (I), which follows from Lemma 4.4. We combine the cases and prove Theorem C at the end of Section 6.

4. Proof for Case (I) of Proposition 3.6

Here we consider Case (I) of Proposition 3.6, so non-surjective monomorphisms \( \psi : F(a, b) \rightarrow F(a, b) \) with \( \det(\Psi_{(a,b)}) \neq \pm 1 \). In this case, we prove that maximal outer fixed points are unique up to inversion.

We start with a preliminary lemma on matrices.

Lemma 4.1. Let \( \Psi, M \in M_{2\times 2}(\mathbb{Z}) \) be such that \( \det(\Psi) \neq \pm 1 \) and \( M \Psi = M \).

If \( M = \begin{pmatrix} p_1 & q_1 \\ p_2 & q_2 \end{pmatrix} \) satisfies \( \gcd(p_1, q_1) = 1 = \gcd(p_2, q_2) \), then either \( (p_1, q_1) = (p_2, q_2) \) or \( (p_1, q_1) = -(p_2, q_2) \).

Proof. If \( \det(M) \neq 0 \) then \( \Psi \) is the identity matrix, contradicting \( \det(\Psi) \neq \pm 1 \). Hence, \( \det(M) = 0 \), so \( q_1p_2 = p_1q_2 \).

Suppose that all of \( p_1, q_1, p_2, q_2 \) are non-zero. As \( \gcd(p_1, q_1) = 1 = \gcd(p_2, q_2) \) and \( q_1p_2 = p_1q_2 \), either \( (p_1, q_1) = (p_2, q_2) \) or \( (p_1, q_1) = -(p_2, q_2) \), as required.

Suppose that one of \( p_1, q_1, p_2, q_2 \) is 0, and without loss of generality we may assume that either \( p_1 = 0 \) or \( q_1 = 0 \). If \( p_1 = 0 \) then as \( \gcd(p_1, q_1) = 1 \) we have \( q_1 = \epsilon_1 \) for \( \epsilon_1 = \pm 1 \). As \( q_1p_2 = p_1q_2 \) we further have that \( \epsilon_1p_2 = 0 \), and so \( p_2 = 0 \). This in turn implies that \( q_2 = \epsilon_2 \) for some \( \epsilon_2 = \pm 1 \). Hence, \( p_1 = 0 = p_2 \) and \( |q_1| = 1 = |q_2| \), and so either \( (p_1, q_1) = (p_2, q_2) \) or \( (p_1, q_1) = -(p_2, q_2) \) as required. Using identical reasoning, if \( q_1 = 0 \) then \( |p_1| = 1 = |p_2| \) and \( q_1 = 0 = q_2 \), and the result follows.

We now apply Lemma 4.1 to outer fixed points. Note that as \( \det(\Psi_{(a,b)}) \neq \pm 1 \), the endomorphisms \( \psi \) covered by Lemma 4.2 are non-surjective.

Lemma 4.2. Let \( \psi : F(a, b) \rightarrow F(a, b) \) be a monomorphism with \( \det(\Psi_{(a,b)}) \neq \pm 1 \).

If \( \alpha \) and \( \beta \) are maximal outer fixed points of \( \psi \) then either \( \alpha = \beta \) or \( \alpha = \beta^{-1} \).

Proof. Let \( \pi : F(a, b) \rightarrow \mathbb{Z}^2 \) be the abelianisation map. Let \( x \in \alpha \) and \( y \in \beta \), where \( \alpha, \beta \) are as in the statement of the lemma. Write \( (p_1, q_1) := \pi(x) \) and \( (p_2, q_2) := \pi(y) \). Since \( x \) and \( y \) are contained in maximal outer fixed points they satisfy \( (p_1, q_1)\Psi_{(a,b)} = (p_1, q_1) \) and \( (p_2, q_2)\Psi_{(a,b)} = (p_2, q_2) \); moreover, by Lemma 3.5 they are primitive elements and so \( \gcd(p_1, q_1) = 1 = \gcd(p_2, q_2) \). Lemma 4.1 is therefore applicable, and so either \( \pi(x) = \pi(y) \) or \( \pi(x) = -\pi(y) \). The result follows as conjugacy classes of primitive elements of \( F(a, b) \) are uniquely defined by their images in the abelianisation [MKS76, Corollary N4].

Lemmas 3.5 and 4.2 give the following description of (maximal) outer fixed points of the endomorphisms from Case (I) of Proposition 3.6.
Corollary 4.3. If $\psi : F(a,b) \to F(a,b)$ is a monomorphism with $\det(\Psi_{(a,b)}) \neq \pm 1$ then either $\psi$ has $[1]_F$ as its unique outer fixed point, or $\psi$ has two maximal outer fixed points $[x]$ and $[x^{-1}]$, where $x$ is a primitive element. In the latter case every outer fixed point of $\psi$ has the form $[x^i]$ for some integer $i \in \mathbb{Z}$.

The following lemma essentially resolves Case [1] of Proposition 3.6.

Lemma 4.4. There exists an algorithm with input a monomorphism $\psi : F(a,b) \to F(a,b)$ satisfying $\det(\Psi_{(a,b)}) \neq \pm 1$ and with output either the two maximal outer fixed points $[x]$ and $[x^{-1}]$ of $\psi$, or the trivial conjugacy class $[1]_F$ if $\psi$ has no non-trivial outer fixed points.

Proof. Let $x$ be a maximal outer fixed element. Abelianisation map considerations lead to the restrictions $(\sigma_a(x), \sigma_b(x))\Psi_{(a,b)} = (\sigma_a(x), \sigma_b(x))$, and $\gcd(\sigma_a(x), \sigma_b(x)) = 1$ as $x$ is primitive by Lemma 3.5. By replacing $x$ with $x^{-1}$ if necessary, we may additionally assume that $\sigma_a(x) \geq 0$. The algorithm is as follows.

First compute the matrix $\Psi_{(a,b)}$ from the map $\psi$. Then find integers $p, q$ satisfying $(p, q)\Psi_{(a,b)} = (p, q)$, $\gcd(p, q) = 1$ and $p \geq 0$ (the above restrictions), or prove that no such pair exists: to find $(p, q)$, write the equation $(P, Q)\Psi_{(a,b)} = (P, Q)$ with variables $P, Q$ as the system of equations

\begin{align*}
P(\sigma_a(A) - 1) + Q\sigma_a(B) &= 0 \\
P\sigma_b(A) + Q(\sigma_b(B) - 1) &= 0
\end{align*}

where $A := \psi(a)$ and $B := \psi(b)$. In matrix form this is $(P, Q)(\Psi_{(a,b)} - I) = (0, 0)$. Now, suppose $\det(\Psi_{(a,b)} - I) \neq 0$. Then $(P, Q) = (0, 0)$ is the unique solution to (2), and as $\gcd(0, 0) \neq 1$ it follows that no pair satisfying the required conditions exists, and so $\psi$ has no non-trivial outer fixed points; hence, output from the algorithm the trivial conjugacy class $[1]_F$. Next, suppose $\det(\Psi_{(a,b)} - I) = 0$. If $(\sigma_a(A), \sigma_a(B)) \neq (1, 0)$ then let $p_0 := -\sigma_a(B)$ and $q_0 := \sigma_a(A) - 1$, and note that $(p_0, q_0) \neq (0, 0)$. Else, let $p_0 := \sigma_b(B) - 1$ and $q_0 := -\sigma_b(A)$, and note that $(p_0, q_0) \neq (0, 0)$ since $\det(\Psi_{(a,b)}) \neq \pm 1$. Then $(P, Q) = (p_0, q_0)$ is a solution to (2). To obtain the restrictions $P \geq 0$ and $\gcd(P, Q) = 1$: If $p_0 < 0$ then define $(p_1, q_1) := -(p_0, q_0)$, else define $(p_1, q_1) := (p_0, q_0)$. Finally define $(p, q) := \frac{1}{\gcd(p_1, q_1)}(p_1, q_1)$. Then $(P, Q) = (p, q)$ satisfies all the required conditions, and by Lemma 4.1 the pair $(p, q)$ is unique.

In the final step, using the description of primitive elements in $F(a,b)$ (see Lemma 6.1), construct a primitive element $x$ of $F(a,b)$ such that $\sigma_a(x) = p$ and $\sigma_b(x) = q$. The conjugacy class $[x]$ is the unique conjugacy class of primitive elements which map to $(p, q)$ under the abelianisation map Corollary N4. Therefore, by Lemma 4.2 either $\psi(x)$ is conjugate to $x$ (and so $x$ is a maximal outer fixed point) or $\psi$ has no outer fixed points. Therefore, check whether $\psi(x)$ is conjugate to $x$. If they are conjugate then output $[x]$ and $[x^{-1}]$ as the maximal outer fixed points, and if not, then output the trivial conjugacy class $[1]_F$. $\square$
5. Existence of non-trivial outer fixed points in powers of $\psi$

We now consider Case [II] of Proposition 3.6 so non-surjective monomorphisms $\psi : F(a, b) \to F(a, b)$ with $\det(\Psi_{(a,b)}) = \pm 1$. Under these restrictions, Proposition 5.6 gives an algorithm which determines whether or not there exists some integer $k \neq 0$ such that $\psi^k$ has a non-trivial outer fixed point. In Section 6, we apply this existence algorithm to find all the maximal outer fixed points of $\psi^k$ (although maximal fixed points are unique up to inversion, maximal outer fixed points may not be; see Example 6.8).

At the end of this section, in Lemma 5.7, we explain why an algorithm studying the powers of $\psi$, rather than $\psi$ itself, is relevant.

5.1. The hyperbolicity of the mapping torus. Our algorithm to determine the existence of $k \neq 0$ such that $\psi^k$ has an outer fixed point first investigates the (lack of) hyperbolicity of the mapping torus $M_\psi$ of $\psi$:

$$M_\psi = \langle a, b, t \mid a^t = \psi(a), b^t = \psi(b) \rangle.$$ 

The hyperbolicity of $M_\psi$ is relevant by the following lemma.

**Lemma 5.1.**

(i) If there exists an integer $k \neq 0$ such that $\psi^k$ has an outer fixed point then $M_\psi$ contains a copy of $\mathbb{Z} \times \mathbb{Z}$.

(ii) If $M_\psi$ is hyperbolic then $\psi^k$ has no outer fixed points for any $k \neq 0$.

**Proof.** For (i), if $\psi^k$ has an outer fixed point $w$, then $t^{-k}wt^k = g$ for some $g \in F(a, b)$, so $M_\psi$ contains $\langle t^k g^{-1} \rangle \times \langle w \rangle \cong \mathbb{Z} \times \mathbb{Z}$. For (ii), hyperbolic groups do not contain subgroups isomorphic to $\mathbb{Z}^2$ [BH99, Corollary III.Γ.3.10], so apply (i). □

We therefore wish to better understand those maps $\psi$ such that $M_\psi$ is not hyperbolic. Note that if an identity of the form

$$\psi^p(x) = g^{-1}x^qg$$

holds in $F(a, b)$, where $p, q \in \mathbb{Z} \setminus \{0\}$, then $M_\psi$ is not hyperbolic: the equality corresponds to $t^{-p}xt^p = g^{-1}x^qg$ in $M_\psi$, and so (after writing $h = t^{-p}g$ and $y = g^{-1}x^qg$) the Baumslag–Solitar relation $hyh^{-1} = y^p$ holds in $M_\psi$; indeed the Baumslag–Solitar group $BS(1, p)$ embeds into $M_\psi$ [Kap00, Lemma 2.3], which means that $M_\psi$ is not hyperbolic [GS91]. The following theorem, due to Mutanguha [Mut18, Corollary 7.4], says that if $M_\psi$ is non-hyperbolic then an identity of the form (3) must hold. Hence, the existence of such identities is equivalent to the non-hyperbolicity of $M_\psi$.

**Theorem 5.2** (see [Mut18, Corollary 7.4]). The group $M_\psi = \langle a, b, t \mid a^t = \psi(a), b^t = \psi(b) \rangle$ is hyperbolic if and only if $\psi^p(x) \sim_{F(a,b)} x^q$ for all $x \in F(a, b) \setminus \{1\}$, and all $p, q \in \mathbb{Z} \setminus \{0\}$.

Similar to Kapovich’s proof that hyperbolicity is decidable if $\psi$ is an “immersion” [Kap00, Corollary 5.6], this theorem can be used to produce a hyperbolicity tester for $M_\psi$. Indeed, the tester really outputs either a hyperbolicity constant $\delta$ for $M_\psi$ or an identity of the form (3); we now investigate what happens in this second case.
5.2. From hyperbolicity tester to outer fixed points. Our immediate goal is Lemma 5.4, which links identities of the form \( (1) \) to outer fixed points. The proof of this lemma is based on Magnus’ method from the theory of one-relator groups. Proposition 5.6 then combines Lemma 5.4 with the aforementioned hyperbolicity tester to give the algorithm we are after. We first show that we may change the endomorphism \( \psi \) and underlying basis, for the benefit of later proofs.

**Lemma 5.3.** Let \( \psi : F(a, b) \to F(a, b) \) be a non-surjective monomorphism such that the associated matrix \( \Psi(a,b) \) satisfies \( \det(\Psi(a,b)) = \pm 1 \). Suppose that \( \psi \) has a non-trivial maximal outer fixed point \( \alpha \).

There exists a non-surjective monomorphism \( \phi : F(a, b) \to F(a, b) \) and a basis \( (x, y) \) for \( F(a, b) \) such that the following hold:

1. the associated matrix \( \Phi(a,b) \) satisfies \( \det(\Phi(a,b)) = \pm 1 \),
2. \( \psi^p(w) \sim w^q \) if and only if \( \phi^p(w) \sim w^q \),
3. \( \phi(x) = x \),
4. \( \sigma_y(\phi(y)) = 0 \),
5. \( \sigma_y(\phi^k(y)) = \pm 1 \) for all integers \( k \neq 0 \).

**Proof.** Consider \( x \in \alpha \), so there exists an element \( g \in F(a, b) \) such that \( \psi(x) = g^{-1}xg \). Define \( \phi := \psi\gamma \) where \( \gamma \in \text{Inn}(F(a, b)) \) corresponds to conjugation by \( g^{-1} \).

Note that \( \phi(x) = x \). Write \( \Phi(a,b) \) for the associated matrix of \( \phi \) relative to the basis \( (a, b) \). Note that \( \phi \) remains a non-surjective monomorphism and \( \det(\Phi(a,b)) = \pm 1 \) since \( \det(\Psi(a,b)) = \pm 1 \), so \( (1) \) holds. Furthermore, \( \phi^p(w) \sim \psi^p(w) \) for all \( w \in F(a, b) \), so \( (2) \) holds.

We now change the basis of \( F(a, b) \) as follows. As the fixed point \( x \) of \( \phi \) is a primitive element of \( F(a, b) \), by Lemma 5.3 there exists an element \( z \in F(a, b) \) such that the pair \( (x, z) \) forms a basis for \( F(a, b) \). Let \( y := zx^{-n} \) where \( n = \sigma_x(\phi(z)) \).

Then \( (x, y) \) is a basis of \( F(a, b) \), \( \phi(x) = x \) and \( \sigma_x(\phi(y)) = 0 \), so \( (3) \) and \( (4) \) hold.

With respect to the basis \( (x, y) \) the associated matrix is \( \Phi(x,y) := \begin{pmatrix} 1 & 0 \\ 0 & \epsilon \end{pmatrix} \), where

\( \epsilon = \pm 1 \) since \( \det(\Phi(x,y)) = \det(\Phi(a,b)) = \pm 1 \). In particular, \( \sigma_y(\phi^k(y)) = \pm 1 \) for all \( k \neq 0 \), so \( (5) \) holds.

We now state Lemma 5.4, which is applied in the proof of Proposition 5.6.

**Lemma 5.4.** Let \( \psi : F(a, b) \to F(a, b) \) be a non-surjective monomorphism such that the associated matrix \( \Psi(a,b) \) satisfies \( \det(\Psi(a,b)) = \pm 1 \). Suppose that \( \psi \) has a non-trivial maximal outer fixed point \( \alpha \).

If \( \psi^p(w) \sim w^q \) for some \( w \in F(a, b) \setminus \{1\} \) and \( p, q \in \mathbb{Z} \setminus \{0\} \), then \( q = \pm 1 \).

The proof of Lemma 5.4 uses a trick borrowed from Magnus’ method in the theory of one-relator groups. We refer the reader to McCool and Schupp’s paper [MS73] for an account of the HNN-extension interpretation of Magnus’ method: this is based on the observation that if \( G = \langle a, b \mid R \rangle \) is a one-relator group with \( \sigma_a(R) = 0 \) then we can view \( G \) as an HNN-extension with stable letter \( a \) by writing \( b_i := a^{-1}ba^i \), and the word \( R \) as a word \( S \) over the letters \( b_i \) (which is possible since \( \sigma_a(R) = 0 \)). If \( m \)
and $M$ are the minimum and maximum $i$, respectively, such that $b_i$ is in $S$, then

$$G \cong \langle a, b, \ldots, b_M \mid S(b_m, \ldots, b_M), b_m = b_{m+1}, \ldots, b_{M-1} = b_M \rangle.$$  

In the one-relator group $H = \langle b_m, \ldots, b_M \mid S(b_m, \ldots, b_M) \rangle$, by the Freiheitssatz [MS73, Theorem 1], the subgroups $B_m = \langle b_m, \ldots, b_{M-1} \rangle$ and $B_M = \langle b_{m+1}, \ldots, b_M \rangle$ are free on the given generators, and isomorphic via the map $b_m \mapsto b_{m+1}, \ldots, b_{M-1} \mapsto b_M$. Therefore, the presentation (4) describes $G$ as an HNN-extension of the group $H$ with associated subgroups $B_m$ and $B_M$.

For example, if $G = \langle a, b \mid b^2a^{-1}b^2a^{-1}b^2a^2 \rangle$ then

$$G \cong \langle a, b_0, b_1, b_2 \mid b_0^{2b_0^{2}b_0^{2}, b_0^{2} = b_1, b_1^{2} = b_2 \rangle$$

is an HNN-extension with stable letter $a$ and base group $\langle b_0, b_1, b_2 \mid b_0^{2b_0^{2}b_0^{2} \rangle}$.

**Remark 5.5.** In the proof of Lemma 5.4 below, rather than using $\langle a, b \mid R \rangle$ with $\sigma_a(R) = 0$, we have a presentation of the form

$$M_\phi = \langle x, y, t \mid [x, t], t^{-1}y^{-1}tu(x, y) \rangle$$

with $\sigma_x(u(x, y)) = 0$, and we wish $x$ to be the stable letter. We also take the word $w = w(x, y)$ in the statement of Lemma 5.4, with the additional assumption that $\sigma_x(w(x, y)) = 0$, as input to this process. The same idea works as in the one-relator case: let $y_i := x^{-i}yx^i$ and, since $\sigma_x(u(x, y)) = 0$ and $\sigma_x(w(x, y)) = 0$, write the words $u(x, y)$ and $w(x, y)$ as words $u'$ and $w'$, respectively, over the letters $y_i$. Let $m_u$ and $m_w$ be the minimum integers such that $y_{m_u}$ and $y_{m_w}$ are contained in $u'$ and $w'$, respectively, and $M_u$ and $M_w$ be the maximum such integers; let $m := \min(m_u, m_w, 0)$ and $M = \max(M_u, M_w, 0)$, and include $y_m, \ldots, y_M$ as generators. Here min and max ensure that the word $w'$ and the relator $t^{-1}y^{-1}tu(x, y)$ can both be rewritten in terms of the generators $t$ and $y_i$ (we require $y_0$ for the relator $t^{-1}y^{-1}tu(x, y)$, even if it does not occur in the word $u'$). Then

$$M_\phi \cong \langle x, t, y_m, \ldots, y_M \mid t^{-1}y^{-1}tu'(y_m, \ldots, y_M), t^x = t, y_m = y_{m+1}, \ldots, y_{M-1} = y_M \rangle.$$  

Therefore, by an analogous argument to the one-relator case, and again applying the Freiheitssatz, this presentation describes $M_\phi$ as an HNN-extension of the one-relator group $H = \langle t, y_m, \ldots, y_M \mid t^{-1}y^{-1}tu'(y_m, \ldots, y_M) \rangle$ with associated subgroups $B_m = \langle t, y_m, \ldots, y_{M-1} \rangle$ and $B_M = \langle t, y_{m+1}, \ldots, y_M \rangle$.

For example, if $u(x, y) = y^2x^{-1}y^2x^{-1}y^2x^2$ then

$$M_\phi = \langle x, t, y \mid [x, t], t^{-1}y^{-1}ty^2x^{-1}y^2x^{-1}y^2x^2 \rangle$$

$$\cong \langle x, t, y_0, y_1, y_2 \mid t^{-1}y^{-1}y_0^2y_1^2y_2^2, t^x = t, y_0 = y_1, y_1 = y_2 \rangle$$

is an HNN-extension with stable letter $x$ and base group $\langle t, y_0, y_1, y_2 \mid t^{-1}y_0^2y_1^2y_2^2 \rangle$.

**Proof of Lemma 5.4.** By (1) and (2) of Lemma 5.3 it is sufficient to prove the result for the map $\phi$ from Lemma 5.3. Let $u(x, y) := \phi(y)$ and consider the mapping torus

$$M_\phi = \langle x, y, t \mid x^t = x, y^t = u(x, y) \rangle.$$  

Now, $\sigma_x(u(x, y)) = 0$ by Lemma 5.3(1), and so $x$ has exponent-sum 0 in both relators of $M_\phi$. Therefore, the exponent-sum map $\sigma_x : F(x, y, t) \to \mathbb{Z}$ induces an exponent-sum homomorphism $\sigma_x : M_\phi \to \mathbb{Z}$. By hypothesis $\phi^p(w) \sim w^q$ in $F(x, y)$, so write
constant \( \delta \) in \( k \) outputs such an integer \( k \).

As described in the proof of \cite[Corollary 5.6]{Kap00}, Theorem 5.2 provides a representative \( \alpha \) of \( \psi \) in \( M_\psi \), and we can apply Britton’s lemma to the identity \( t^{-p} w t^p = g^{-1}(w')^q g \) to get \( w' \in \langle y_0 \rangle \cup \langle u'(y_m, \ldots, y_M) \rangle \). Hence, \( w \in \langle y \rangle \cup \langle u(x, y) \rangle \) in \( F(x, y) \). Therefore, there exists some \( k \in \mathbb{Z} \setminus \{0\} \) such that \( \phi^p(y^k) = g^{-1} y^k g \) or \( \phi^{p+1}(y^k) = \phi(y^k) \). Since \( \phi \) is injective the second identity implies that \( \phi^p(y^k) = y^k \), so it also implies the first identity. As roots are unique in free groups, \( \phi^p(y^k) = y^k \) gives \( \phi^p(y) = y^q \). Thus \( \sigma y(\phi^p(y)) = \sigma y(y^q) = q \), and by Lemma 5.3 \( 5 \), we also have \( \sigma y(\phi^p(y)) = \pm 1 \), so \( q = \pm 1 \) as required.

We now combine Lemma 5.4 with the observations on the hyperbolicity of \( M_\psi \).

**Proposition 5.6.** There is an algorithm which determines whether or not there exists an integer \( k \in \mathbb{Z} \setminus \{0\} \) such that \( \psi^k \) has an outer fixed point, and, if one exists, outputs such an integer \( k \) and an outer fixed point of \( \psi^k \).

**Proof.** As described in the proof of \cite[Corollary 5.6]{Kap00}, Theorem 5.2 provides a hyperbolicity tester for \( M_\psi \): run in parallel an algorithm to find a hyperbolicity constant \( \delta \) for \( M_\psi \) and an algorithm to find identities of the form \( \psi^p(x) = g^{-1} x^q g \) in \( F(a, b) \), where \( p, q \in \mathbb{Z} \setminus \{0\} \). This terminates, by Theorem 5.2.

If the hyperbolicity tester outputs a hyperbolicity constant \( \delta \), then \( M_\psi \) is hyperbolic and so, by Lemma 5.1 there is no \( k \) such that \( \psi^k \) has an outer fixed point.

If the hyperbolicity tester outputs an identity \( \psi^p(x) = g^{-1} x^q g \) with \( q \neq \pm 1 \) then, by Lemma 5.4 there is no \( k \) such that \( \psi^k \) has an outer fixed point.

Finally, if the hyperbolicity tester outputs an identity \( \psi^p(x) = g^{-1} x^q g \) with \( q = \pm 1 \), then the map \( \psi^{2p} \) has \( [x] \) as an outer fixed point, and so we output \( k = 2p \) as our integer and \( [x] \) as the outer fixed point.

We now connect the outer fixed points of \( \psi^k \) to those of \( \psi \). The link is based on Theorem 6.7 (the main result of Section 6), which states that the set \( \text{MOFix}(\psi) \) is finite. We store an outer fixed point \( \alpha \) as an outer fixed element \( x \in \alpha \), so if an outer fixed point \( \alpha \) is given we implicitly have a concrete \( x \in \alpha \).

**Lemma 5.7.** There is an algorithm with input the maximal outer fixed points \( \text{MOFix}(\psi^k) \) of \( \psi^k \), \( k \neq 0 \) arbitrary, and with output \( \text{MOFix}(\psi) \).

**Proof.** We obtain \( \text{MOFix}(\psi) \) from \( \text{MOFix}(\psi^k) \) as follows: for each \( \alpha \) in \( \text{MOFix}(\psi^k) \), obtain a representative \( x \in \alpha \), and if \( \psi(x) \sim x \) then place \( \alpha \) in \( \text{MOFix}(\psi) \).

This procedure terminates as \( \text{MOFix}(\psi^k) \) is finite by Theorem 6.7 and it provides all of \( \text{MOFix}(\psi) \) as clearly \( \text{MOFix}(\psi) \subseteq \text{MOFix}(\psi^k) \).
6. Proof for Case (II) of Proposition 3.6

In this section we classify, in Theorem 6.7, the maximal outer fixed points of the endomorphisms from Case (II) of Proposition 3.6, so non-surjective monomorphisms \( \psi : F(a, b) \to F(a, b) \) with \( \det(\Psi_{(a, b)}) = \pm 1 \). We then combine Theorem 6.7 with Lemma 5.4 to provide an algorithm which computes the maximal outer fixed points of such endomorphisms. The section ends by proving Theorem C.

The proof of Theorem 6.7 requires the technical Lemmas 6.2, 6.3 and 6.4, in which we assume \( \psi(a) = a \) and aim to determine \( \psi(b) \), given the existence of an additional maximal outer fixed point \( y \neq [a^\pm] \) of \( \psi \). Recall from Lemma 3.5 that a maximal outer fixed element \( y \) is primitive in \( F(a, b) \), and so \( y \) is as in Lemma 6.1.

**Lemma 6.1** (Cohen, Metzler and Zimmerman [CMZ81]). A primitive element in \( F(a, b) \) is either equal to \( a \) or \( b \), or is a non-proper power of the form

1. \( ab^{n_1} \cdots ab^{n_k} \), or
2. \( ba^{n_1} \cdots ba^{n_k} \),

up to conjugation and inversion, where \( \epsilon = \pm 1 \), \( k \geq 1 \), and \( n_i \in \{m, m + 1\} \) for some \( m \geq 1 \) for all \( 1 \leq i \leq k \).

Given a set \( X \) together the set of its formal inverses \( X^{-1} \), and given two words \( A, B \in (X \cup X^{-1})^* \), we write \( A = B \) when \( A \) and \( B \) represent the same element of \( F(X) \), and we write \( A \equiv B \) when \( A \) and \( B \) are precisely the same word. We write \( U = A \circ B \) to mean that \( U \equiv AB \) and no free reduction is possible between \( A \) and \( B \). We often abbreviate “freely reduced” to “reduced”.

A syllable is any maximal single generator subword in a word on \( \{a^{\pm1}, b^{\pm1}\} \). An \( a \)-syllable is a syllable of the form \( a^n \) or \( a^{-n} \) where \( n > 0 \) (so we do not distinguish between positive and negative powers). If a word contains a syllable then that word is implicitly assumed to be non-empty. For example, the word \( B_0 \) in the lemma below is assumed to be non-empty, as are the words \( W \) in Lemmas 6.3, 6.4, and 6.6.

**Lemma 6.2.** Let \( \phi : F(a, b) \to F(a, b) \) be a non-surjective monomorphism such that \( \phi(a) = a \) and \( \det(\Phi_{(a, b)}) = \pm 1 \). Suppose \( \phi(y) \sim y \) for some word \( y \neq a^{\pm1} \) which is:

1. not a proper power, and
2. of the form \( a^{\delta_a} b^{\delta_b} a^{n_1} \cdots a^{\delta_a} b^{\delta_b} n_k \) or \( b^{\delta_b} a^{\delta_a} n_1 \cdots b^{\delta_b} a^{\delta_a} n_k \), where \( \delta_a, \delta_b = \pm 1, k \geq 1, n_i \in \{m, m + 1\} \) with \( m \geq 1 \).

If \( \phi(b)^{\delta_b} \) starts with a \( b \)-syllable, with \( \delta_b \) as in (2), then \( \phi(b)^{\delta_b} \) has at least 4 syllables and ends with an \( a \)-syllable. That is, \( \phi(b)^{\delta_b} \cong b^r B_0 b^s a^t \) with \( r, s, t \neq 0 \) and \( B_0 \) a reduced word starting and ending in \( a \)-syllables.

**Proof.** Write \( B := \phi(b)^{\delta_b} \), with \( B \) reduced, and note that by hypothesis \( B \) starts with a \( b \)-syllable and \( \sigma_B(B) = \pm 1 \) as \( \det(\Phi_{(a, b)}) = \pm 1 \).

Suppose first that \( B \) ends in a \( b \)-syllable and write \( B = U^{-1} \circ B_1 \circ U \) for some reduced word \( U \) of maximal length (so \( B_1 \) is cyclically reduced). Note that either (i) \( U \) is non-empty and ends with a \( b \)-syllable, or (ii) \( U \) is empty and \( B \) is cyclically reduced. Note that \( |B| > 1 \) as \( \phi \) is non-surjective. Denote by \( Y \) the free reduction of the word \( \phi(y) \). Then each of \( y \) and \( B \) can have two forms, and so we have four
possibilities:

\[ Y \equiv a^{δ}U^{-1}B_{1}^{α_{1}}U \cdots a^{δ}U^{-1}B_{1}^{α_{k}}U \quad \text{(ii) } Y \equiv a^{δ}B_{1}^{α_{1}} \cdots a^{δ}B_{1}^{α_{k}} \]

\[ Y \equiv U^{-1}B_{1}Ua^{δ}α_{1} \cdots U^{-1}B_{1}Ua^{δ}α_{k} \quad Y \equiv B_{1}^{δ}α_{1} \cdots B_{1}^{δ}α_{k} \]

In each case, the word \( Y \) is cyclically reduced with \(|Y| > |y|\) (as \(|B| > 1\)). This is a contradiction as \( φ(y) = Y \sim y \). Hence \( B \) ends in an \( a \)-syllable.

If \( B \) has two syllables, then \( B \equiv b^{r}a^{r} \) for some \( r \in \mathbb{Z} \). As \( σ_{b}(B) = \pm 1 \) we have \( r = \pm 1 \), and hence \( φ ∈ \text{Aut}(F(a, b)) \), which is a contradiction. Finally, \( B \) cannot have three syllables, since it starts with a \( b \)-syllable and ends in an \( a \)-syllable. So \( B \) has the required form. \( \square \)

Suppose that \( ψ \) fixes \( a \) and there is a second, up to inversion, maximal outer fixed point \( β \). Lemma 6.1 says that there is an element \( y ∈ β^{±1} \) which has one of two forms. We first suppose \( y \) is of the form \( \square \) from Lemma 6.1

**Lemma 6.3.** Let \( ψ : F(a, b) → F(a, b) \) be a non-surjective monomorphism such that \( ψ(a) = a \) and \( \det(Ψ_{(a, b)}) = ±1 \). If \( ψ(y) \sim y \) for \( y \) non-empty, not \( a^{±1} \), not a proper power, and of the form

\[ y = ab^{ε_{1}} \cdots ab^{ε_{k}} \]

with \( ε = ±1 \), \( k ≥ 1 \), and \( n_{i} ∈ \{m, m + 1\} \) for some \( m ≥ 1 \), then \( y = ab^{r} \) and \( ψ(b)^{ε} = a^{-j}W^{-1}a^{p}b^{q}a^{q}W^{j} = 1 \) for some integers \( p, q, j ∈ \mathbb{Z} \) with \( p + q = 1 \) and for some reduced word \( W ∈ F(a, b) \) starting and ending in \( b \)-syllables.

**Proof.** Let \( y = ab^{ε_{1}} \cdots ab^{ε_{k}} \) be as in the statement of the lemma. Now, \( ψ(b)^{ε} \) contains a \( b \)-syllable as \( ψ \) is injective, so write \( ψ(b)^{ε} = a^{-j}B_{1}^{j} \) where \( B \) is a reduced word starting with a \( b \)-syllable. Let \( γ ∈ \text{Inn}(F(a, b)) \) correspond to conjugation by \( a^{-j} \). The result holds for \( ψ \) if and only if the result holds for \( φ := ψγ \); we therefore consider \( φ \). Note that \( φ(b)^{ε} = B \). By taking \( δ_{a} := 1 \) and \( δ_{b} := ε \) in Lemma 6.2 we can write \( B = b^{r}B_{1}^{s}b^{a}a^{r} \) with \( r, s, t ≠ 0 \) as in Lemma 6.2.

Now \( φ(y) = a^{B_{1}^{r}}a^{B_{1}^{m}} \cdots a^{B_{1}^{r}} \). Since \(|B| > 1\), free reduction must happen within \( B_{1}^{m}aB_{1}^{r+1} (mod k) \) for some \( i \), as otherwise \( φ(y) \) is freely and cyclically reduced with \(|φ(y)| > |y|\), which contradicts \( φ(y) \sim y \) (this still holds when \( k = 1 \), when considering \( B_{1}^{m}aB_{1}^{n} \)). Write \( b^{r}B_{1}^{s}b^{a} = V^{-1} \circ B_{1} \circ V \) for some (possibly empty) reduced word \( V \) of maximal length, so \( B = V^{-1}B_{1}V^{a} \).

Suppose \( t ≠ -1 \), and write \( C_{i} \) for the free reduction of \( B_{1}^{m}a \). Then \(|C_{i}| ≥ 4n_{i} \), and no free reduction happens between the \( C_{i} \), so \( U := a^{-1}φ(y)a \) has the form:

\[ U = B_{1}^{m_{1}}aB_{1}^{m_{2}} \cdots B_{1}^{m_{k}}a \equiv C_{1} \circ \cdots \circ C_{n} \]

Therefore, \( U \) is cyclically reduced, conjugate to \( y \), and has length:

\[ |U| ≥ 4 \sum_{i=1}^{k} n_{i} \geq k \sum_{i=1}^{k} n_{i} = |y| \]

Hence, \( U \not\sim y \) a contradiction.

So \( t = -1 \). Then \( U = V^{-1}B_{1}^{m_{1}} \cdots B_{1}^{m_{k}}V = V^{-1}B_{1}^{n}V \), where \( n = \sum_{i=1}^{k} n_{i} \). Hence, \( φ(y) \) and \( y \) are conjugate to the freely and cyclically reduced word \( B_{1}^{n} \). As \( y \) is not
a proper power, we must have $\sum_{i=1}^{k} n_i = \pm 1$. Furthermore, since $n_i \geq 1$ for all $i$, we have that $y = ab^t$, as required.

To obtain $\psi(b)^t$ we first continue to consider $\phi(b)^t$. Write $V = a^{p_0}W$ where $|p_0|$ is maximal, and so if $W$ is non-empty then it begins with a $b$-syllable. Indeed, if $W$ is non-empty then it also ends with a $b$-syllable as $B \equiv W^{-1}a^{-p_0}b_1a^{p_0}W^{-1}$ begins with a $b$-syllable. Now, as

$$\phi(y) = a \cdot W^{-1}a^{-p_0}b_1a^{p_0}Wa^{-1} \sim B_1$$

is conjugate to $ab^t$, we have that either $B_1 = ab^t$ or $B_1 = b'a$. If $B_1 = ab^t$ then set $p := -p_0 + 1$ and $q := p_0$. Else, set $p := -p_0$ and $q := 1 + p_0$. In both cases we have that $\phi(b)^t = W^{-1}a^{p_0}b' a^q Wa^{-1}$ where $p + q = 1$. Finally, the word $W$ cannot be empty as $\phi$ is not an automorphism. Hence, from the definition of $\phi$ as $\psi\gamma$ for $\gamma \in \text{Inn}(F(a,b))$ by a $1$-syllable, we have that $\psi(b)^t = a^{-1}\phi(b)^ta^1 = a^{-j} W^{-1}a^{p_0}b' a^q Wa^{-j}$ as required. \hfill $\square$

We now suppose that the element $y \in \beta^{\pm 1}$ is of the form (2) from Lemma 6.1.

**Lemma 6.4.** Let $\psi : F(a,b) \rightarrow F(a,b)$ be a non-surjective monomorphism such that $\psi(a) = a$ and $\det(\Psi_{(a,b)}) = \pm 1$. If $\psi(y) \sim y$ for $y$ non-empty, not $a^{\pm 1}$, not a proper power, and of the form

$$y = ba^{\epsilon n_1} \ldots ba^{\epsilon n_k}$$

with $\epsilon = \pm 1$, $k \geq 1$ and $n_i \in \{m, m + 1\}$ for some $m \geq 1$, then $y = ba^{\epsilon n_1}$ and $\psi(b) \equiv a^{-j} W^{-1}a^{p_0}ba^q Wa^{-j} - \epsilon n_1$ for some integers $p, q, j \in \mathbb{Z}$ with $p + q = \epsilon n_1$ and for some reduced word $W \in F(a,b)$ starting and ending in $b$-syllables.

**Proof.** Since $\psi$ is injective, $\psi(b)$ contains a $b$-syllable, so write $\psi(b) = a^{-j} Ba^t$ where $B$ is a reduced word starting with a $b$-syllable and $j \in \mathbb{Z}$. Let $\gamma \in \text{Inn}(F(a,b))$ correspond to conjugation by $a^{-j}$. The result holds for $\psi$ if and only if the result holds for $\phi := \psi\gamma$; we therefore consider $\phi$. Note that $\phi(b) = B$. By taking $\delta_0 := \epsilon$ and $\delta_i := 1$ in Lemma 6.2 we can write $B \equiv b'r B_0 b^s a^t$ with $r, s, t \not= 0$ as in Lemma 6.2 and furthermore write $b'r B_0 b^s \equiv V^{-1}o B_1 o V$ for some (possibly empty) reduced word $V$ of maximal length, so $B \equiv V^{-1}B_1 Va^t$.

Let $y = ba^{\epsilon n_1} \ldots ba^{\epsilon n_k}$ be as in the statement of the lemma. We show now that $y = ba^{\epsilon n_1}$, that is, $k = 1$. Assume $k > 1$. Then:

$$\phi(y) = V^{-1}B_1 Va^{t + \epsilon n_1} V^{-1}B_1 Va^{t + \epsilon n_2} \ldots V^{-1}B_1 Va^{t + \epsilon n_k}.$$  

If $t \not\in \{-\epsilon m, -\epsilon (m + 1)\}$ then the above word is both freely and cyclically reduced, and longer than $y$, which contradicts $\phi(y) \sim y$. Therefore, $t \in \{-\epsilon m, -\epsilon (m + 1)\}$, and writing $Y$ for the freely reduced word representing $\phi(y)$ gives:

$$Y \equiv V^{-1}B_1 Va^{t + \epsilon_0} V^{-1}B_1^2 Va^{t_2 + \epsilon_0} \ldots a^{t_l + \epsilon_0} V^{-1}B_1^l Va^\delta,$$

where $\epsilon_0 = \pm 1$, $\delta \in \{0, \epsilon_0\}$, and $r_j > 0$ for each $j \in \{1, \ldots, i\}$. Write $\overline{Y}$ for the cyclic reduction of $Y$; then $Y \not\equiv \overline{Y}$ only if $\delta = 0$ and $V$ is non-empty, whence $\overline{Y} = V Y V^{-1}$. If $i = 1$ and $\delta = 0$ then, as $y$ is not a proper power, we have $\phi(y) = Ba^t$ for some integer $l$. As $\phi$ is injective, $y = ba^t$ and so $k = 1$ a contradiction. If $i = 1$ and $\delta = \epsilon_0$ or if $i > 0$ then we claim that the cyclically reduced word $\overline{Y}$ contains an $a^{\pm 1}$ which is
a maximal \( a \)-syllable (so not part of an \( a^{\pm 2} \)), and if \( V \) is non-empty then \( \overline{Y} \) contains both \( b \)-terms and \( b^{-1} \)-terms: If \( i = 1 \) and \( \delta = \epsilon_0 \) then \( \overline{Y} = \overline{Y} \), and the claim holds as \( b^i B_0 b^i \equiv V^{-1} \circ B_1 \circ V \) begins and ends in \( b \)-terms. If \( i > 1 \) then the word \( \overline{Y} \) still contains \( U := B_1^i V a^\epsilon V^{-1} B_1^j a^\epsilon \) as a subword, and the claim follows as \( B_1 V \) ends in a \( b \)-term. Since \( y \) and \( \overline{Y} \) are equal up to cyclic permutation, and as \( \overline{Y} \) contains an \( a^{\pm 1} \) which is a maximal \( a \)-syllable, we have \( m = 1 \). Similarly, \( V \) must be the empty word: \( y \) and \( \overline{Y} \) are equal up to cyclic permutation, and \( y \) contains either \( b \)-terms or \( b^{-1} \)-terms (not both), while if \( V \) is non-empty then \( \overline{Y} \) contains both \( b \)-terms and \( b^{-1} \)-terms. Therefore, \( B_1 \equiv b^i B_0 b^i \) and so \( |B_1| \geq 3 \).

Now, \( \overline{Y} \) satisfies (4), below, since \( i \geq 1 \), \( \sum r_\lambda = k \) (follows from (5)), and because \( 3k \geq |y| \) (holds as \( m = 1 \) so \( |ba^\epsilon(m+1)| = 3 \), and as primitives are not proper powers so \( y \neq (ba^\epsilon(m+1))^k \), and so \( |y| \leq k|ba^\epsilon(m+1)| = 3k \).

\[
|\overline{Y}| \geq 3 \sum_{\lambda=1}^i r_\lambda + (i - 1) = 3k + (i - 1) \geq 3k \geq |y|.
\]

Hence, \( \overline{Y} \) and \( Y \) are not conjugate, and so neither are \( \phi(y) \) and \( y \), a contradiction. Therefore, \( k = 1 \) and so \( y = ba^\epsilon n_1 \) as required.

To obtain \( \psi(b) \) we first continue to consider \( \phi(b) \). Since \( b^i B_0 b^i \equiv V^{-1} B_1 V \), \( V \) cannot be an \( a \)-syllable. If \( V \) is non-empty then it decomposes as \( a^m W \), where \( |m| \) is maximal and \( W \) is non-empty and begins with a \( b \)-syllable. Indeed, \( W \) also ends with a \( b \)-syllable as \( B_1 \equiv W^{-1} a^{-m} B_1 a^m W a^t \) begins with a \( b \)-syllable. Now, the word

\[
\phi(ba^\epsilon n_1) = W^{-1} a^{-m} B_1 a^m W a^{t+\epsilon n_1} \equiv b^i B_0 b^i a^{t+\epsilon n_1}
\]

is reduced and contains at least two \( b \)-syllables. Therefore, if \( t + \epsilon n_1 \neq 0 \) then \( \phi(ba^\epsilon n_1) \) is cyclically reduced and so each of its cyclic shifts contain at least two \( b \)-syllables. This is a contradiction as \( ba^\epsilon n_1 \) is a cyclic shift of \( \phi(ba^\epsilon n_1) \). Hence, \( t = -\epsilon n_1 \). Then as \( ba^\epsilon n_1 \) is a cyclic shift of \( \phi(ba^\epsilon n_1) = W^{-1} a^{-m} B_1 a^m W \), and as \( B_1 \) is cyclically reduced we have that \( B_1 = a^p b a^q \) where \( p_0 + q = \epsilon n_1 \). By taking \( p := p_0 - m \) and \( q := q_0 + m \), we see that \( \phi(b) \equiv W^{-1} a^p b a^q W a^{-\epsilon n_1} \) for some integers \( p, q \in \mathbb{Z} \) with \( p + q = \epsilon n_1 \). Finally, \( W \) cannot be empty as \( \phi \) is not an automorphism. Hence, from the definition of \( \phi \) as \( \psi \gamma \) for \( \gamma \in \text{Inn}(F(a,b)) \) conjugation by \( a^t \), we have that \( \psi(b) = a^{-t} \phi(b) a^t = a^{-J} W^{-1} a^p b a^q W a^{-\epsilon n_1} a^t \) as required.

We finally consider the case, not included in the previous two lemmas, when \( y = b \). If \( \psi(b) \sim b^{\pm 1} \) then clearly there exists some \( U \in F(a,b) \) such that \( Ub^{\pm 1}U^{-1} \); additionally, \( U \neq a^{\pm k} \) is required because \( \psi \) is not surjective.

**Lemma 6.5.** Let \( \psi : F(a,b) \to F(a,b) \) be a non-surjective monomorphism such that \( \psi(a) = a \) and \( \det(\Psi_{(a,b)}) = 1 \). If \( \psi(b) \sim b \), then \( \psi(b) \equiv U^{-1} b U \), where \( U \neq a^{\pm k} \), \( k \in \mathbb{Z} \), is a reduced word ending in an \( a \)-syllable.

The previous three lemmas can be summarised in the following lemma.

**Lemma 6.6.** Let \( \psi : F(a,b) \to F(a,b) \) be a non-surjective monomorphism such that \( \psi(a) = a \) and \( \det(\Psi_{(a,b)}) = 1 \). A maximal outer fixed point \( \beta \neq [a^{\pm 1}] \) exists if
and only if there exist some reduced word $W$ starting and ending in $b$-syllables, and $p,q,j,\epsilon,n \in \mathbb{Z}$, $\epsilon = \pm 1$, $n \geq 1$, such that either:

(i) $p + q = 1$ and $\psi(b)^{\epsilon} \equiv a^{-j}W^{-1}a^{p}ba^{q}Wa^{j-1}$, or

(ii) $p + q = \epsilon n$ and $\psi(b) \equiv a^{-j}W^{-1}a^{p}ba^{q}Wa^{j-\epsilon n}$,

or there exists a word $U \neq a^{\pm k}$, $k \in \mathbb{Z}$, ending in an $a$-syllable such that

(iii) $\psi(b) \equiv U^{-1}bU$.

If such a $\beta \neq [a^{\pm 1}]$ exists then either $ab^{\epsilon} \in \beta \cup \beta^{-1}$ in Case (i), or $ba^{\epsilon n} \in \beta \cup \beta^{-1}$ in Case (ii), or $b \in \beta \cup \beta^{-1}$ in Case (iii).

Proof. Suppose $\beta \neq [a^{\pm 1}]$ is a maximal outer fixed point. Then either $\beta = [b^{\pm 1}]$, in which case Lemma 6.5 applies, or otherwise by Lemma 6.3, $\beta$ is the conjugacy class of a primitive element and so there exists some $y \in \beta \cup \beta^{-1}$ of either form (1) or (2) from Lemma 5.1 For form (1), apply Lemma 6.3 and Case (i) of the current lemma follows. For form (2), apply Lemma 6.4 and Case (ii) of the current lemma follows.

On the other hand, suppose Case (i) holds. Then

$$\psi(ab^{\epsilon}) = a \cdot a^{-j}W^{-1}a^{p}ba^{q}Wa^{j-1} \sim a^{\epsilon + q}b^{\epsilon} = ab^{\epsilon},$$

so $[ab^{\epsilon}]$ is a maximal outer fixed point such that $[ab^{\epsilon}] \neq [a^{\pm 1}]$, as required. Next, suppose Case (ii) holds. Then

$$\psi(ba^{\epsilon n}) = a^{-j}W^{-1}a^{p}ba^{q}Wa^{j-\epsilon n} \cdot a^{\epsilon n} \sim ba^{\epsilon + q} = ba^{\epsilon n},$$

so $[ba^{\epsilon n}]$ is a maximal outer fixed point such that $[ba^{\epsilon n}] \neq [a^{\pm 1}]$. Finally, if Case (iii) holds then $[b]$ is a maximal outer fixed point such that $[b] \neq [a^{\pm 1}]$, as required.

We are now ready for the main result of this section, Theorem 6.7. Part (ii) of Theorem 6.7 is algorithmic. Recall that if we are given an endomorphism $\psi : F(a,b) \rightarrow F(a,b)$ then we are either given both $\psi(a)$ and $\psi(b)$ explicitly in the input, or these words can be pre-computed.

Theorem 6.7. Let $\psi : F(a,b) \rightarrow F(a,b)$ be a non-surjective monomorphism such that $\det(\Psi_{(a,b)}) = \pm 1$. Then, up to inversion, there are at most two maximal outer fixed points of $\psi$. Moreover, if $\alpha$ and $\beta$ are two maximal outer fixed points of $\psi$ with $\alpha \neq \beta^{\pm 1}$ then the following hold:

(i) for every representative $x \in \alpha$ there exists a representative $y \in \beta$ such that $x$ and $y$ form a free basis of $F(a,b)$,

and the following algorithmic analogue also holds

(ii) given a representative $x \in \alpha$, a representative $y \in \beta$ can be computed such that $x$ and $y$ form a free basis of $F(a,b)$.

Proof. Let $\alpha$ be a known maximal outer fixed point of $\psi$ as in the hypothesis, and let $x \in \alpha$ (when considering Part (ii) $x$ is the element given to us). Therefore, $\psi(x) = g^{-1}xg$ for some $g \in F(a,b)$ computable from $\psi$ and $x$. If $\gamma \in \text{Inn}(F(a,b))$ is conjugation by $g$, then $\phi := \psi \gamma$ satisfies $\phi(x) = x$. By Lemma 3.2, $x$ is a primitive element of $F(a,b)$. We can then find another primitive $t$ such that $\{x, t\}$ forms a basis for $F(a,b)$ (such an element $t$ can be easily computed, see for example [CMZ81]); among the infinitely many possible $t$ just pick one. We can explicitly determine $\phi(t)$
in terms of \(x\) and \(t\), since \(t\) is a word on \(a\) and \(b\), and \(\phi(a), \phi(b)\) are known. Note that if the theorem holds for \(\phi\) then it also holds for \(\psi\); in particular, \(\phi\) and \(\psi\) have identical outer fixed points.

If there exists some \(\epsilon = \pm 1\) such that \(\phi(t)\) has the form in Lemma 6.6 (i) then \(y := xt^\epsilon \in \beta \cup \beta^{-1}\), and by Lemma 6.3 there are no other outer fixed points. If there exists some \(\epsilon = \pm 1\) such that \(\phi(t)\) has the form in Lemma 6.6 (ii) then \(y := tx^{\epsilon n} \in \beta \cup \beta^{-1}, n \in \mathbb{Z} \setminus \{0\}\), and by Lemma 6.4 there are no other outer fixed points. Otherwise, by Lemma 6.6 \(\phi(t)\) has the form in Lemma 6.6 (iii) and \(y := b \in \beta \cup \beta^{-1}\), and by Lemma 6.5 there are no other outer fixed points. Therefore, there are at most two maximal outer fixed points of \(\psi\). Now, the two possible forms for \(y\) imply that \(\{x, y\}\) form a basis of \(F(a, b)\) because \(\langle x, y \rangle = \langle x, t \rangle\), and \(\{x, t\}\) form a free basis of \(F(a, b)\), so Part (i) of the theorem holds.

To prove Part (ii) recall that \(\phi(t)\) is known as a word over \(x\) and \(t\). By assumption, the form of \(\phi(t)\) corresponds to one of Cases (i), (ii), or (iii) of Lemma 6.6, and moreover the specific case can be identified and, in the appropriate cases, the integers \(\epsilon\) and \(n\) can be computed. This allows us to compute \(y\), as required. \(\square\)

In the proof of Theorem 6.7 we choose the primitive \(t\) from infinitely many elements. The specific choice of \(t\) does not matter: Suppose we had instead chosen an element \(t'\) so that \(\{x, t'\}\) forms a basis, and obtained \(y'\) as a maximal outer fixed point. As \(\langle x, t \rangle = \langle x, t' \rangle\), we get \(t' = x' t^\lambda x^k\) for \(\lambda = \pm 1\) and some integers \(i, k\) by analysing the form of primitives in \(F_2\) given in Lemma 6.1. Suppose (for simplicity) that \(\lambda = \epsilon = 1\) and \(\phi(t) = x^{-1} W^{-1} x^p t x^q W x^{-n}\). A short calculation gives \(\phi(t') = \phi(x^t x^j) \equiv x^{i - j + k} \Delta_{x^p + t} x^{q - k - \Delta_{x^p + t} W x^{-k}}\) as a word over \(\{x, t'\}\), where \(W'\) starts and ends in \(t'\)-syllables, and \(\Delta, \square\) represent the powers of \(x\) that occur at the beginning and end of \(W\) when rewriting \(W\) in terms of \(x\) and \(t'\). This gives \(n' = p + q - i - k\) and \(\epsilon' = 1\), so \(y' = (t')^{\epsilon'} x^{n'} = x^i t x^k x^{n' - i - k} = x^i t x^{n - 1} \sim y\).

One can similarly verify that \([y] = [y']\) in the remaining cases.

**Examples of outer fixed points.** By Lemma 3.3 if \(\psi : F(a, b) \to F(a, b)\) is non-surjective then \(\psi\) has at most one maximal fixed point (up to inversion). In contrast, Theorem 6.7 allows for two maximal outer fixed points (up to inversion). The following examples show that all cases of Theorem 6.7 occur: there exist endomorphisms with one and with two maximal outer fixed points (up to inversion).

**Example 6.8.** In the examples below, the maps \(\psi_i\) are injective but not surjective and satisfy \(\det(\Psi_{\psi_i(a, b)}) = \pm 1\).

1. The map \(\psi_1 : F(a, b) \to F(a, b)\) given by \(\psi_1(a) = a, \psi_1(b) = baba^2\) has a single maximal outer fixed point \([a]\), up to inversion. This is because the word \(baba^2\) does not match the possible images of \(b\) given in Lemma 6.6 as these possible images each contain both \(b\) and \(b^{-1}\) (these images are \(a^{-1} W^{-1} a^p b a^q W a^{-1}, a^{-j} W^{-1} a^p ba^q W a^{-j} - \epsilon n\), and \(U^{-1} b U\), and \(W\) and \(U\) contain \(b\)-syllables).
2. The map \(\psi_2 : F(a, b) \to F(a, b)\) given by \(\psi_2(a) = a, \psi_2(b) = a^{-2} b^{-1} aba^2 ba^{-1}\) has maximal outer fixed points \([a]\) and \([ba^3]\), and inverses \([a^{-1}]\) and \([a^{-3} b^{-1}]\).
As another example, we can view $\psi_2$ with the basis $x := ab$ and $y := b$ to obtain the map $\psi_2' : F(x, y) \to F(x, y)$ given by $\psi_2'(x) = yx^{-1}y^{-1}xyx^{-1}$ and $\psi_2'(y) = yx^{-1}y^{-1}x^2y^{-1}xyx^{-1}$. This map has maximal outer fixed points $[xy^{-1}]$ and $[yx^{-1}3]$, and their inverses $[yx^{-1}]$ and $[(yx^{-1})3y^{-1}]$.

**Lemma 6.9.** There is an algorithm with input a non-surjective monomorphism $\psi : F(a, b) \to F(a, b)$ with $\det(\Psi_{\{a,b\}}) = \pm 1$ and with output either the maximal outer fixed points of $\psi$, or the trivial conjugacy class $[1]_F$ if $\psi$ has no non-trivial outer fixed points.

**Proof.** The algorithm is as follows.

**Input:** Images $\psi(a)$ and $\psi(b)$, where $\psi : F(a, b) \to F(a, b)$ with $\det(\Psi_{\{a,b\}}) = \pm 1$

**Step 1: Determine existence of outer fixed points of powers of $\psi$.**

Run in parallel the algorithm to find a hyperbolicity constant $\delta$ for $M_\psi$ and the algorithm which searches for an element $x \in F(a, b) \setminus \{1\}$ and integers $p, q \in \mathbb{Z}$ such that $\psi^p(x) \sim x^q$. By Theorem 5.2, this algorithm terminates.

If some $\delta$ is found then $\psi$ has no fixed points (outer or otherwise!) by Lemma 5.1 so output $[1]_F$.

Else, we found some $x \in F(a, b) \setminus \{1\}$ and $p, q \in \mathbb{Z} \setminus \{0\}$ such that $\psi^p(x) \sim x^q$.

If $q \neq \pm 1$ then $\psi$ has no fixed points (outer or otherwise!) by Lemma 5.4 so output $[1]_F$.

If $q = \pm 1$ then $[x]$ is a maximal outer fixed point of $\psi^{2p}$, so feed $x$ and $p$ to Step 2.

**Step 2: Find all maximal outer fixed points of $\psi^{2p}$, based on $x$ and $p$.**

Find $g$ such that $\psi^{2p}(x) = g^{-1}xg$. Compute the map $\phi := \psi^{2p}\gamma$, where $\gamma \in \text{Inn}(F(a, b))$ is conjugation by $g^{-1}$, so that $\phi(x) = x$. Find $t$ such that $\{x, t\}$ form a basis of $F(a, b)$, and compute $\phi(t)$ in terms of $\{x, t\}$.

If $\phi(t)$ is not of any of the forms in Lemma 6.6 (i)–(iii) applied to $F(x, t)$, then by Theorem 6.7 $\phi$, and so also $\psi^{2p}$, have the unique maximal outer fixed point (up to inversion) $[x]$, so we feed $[x]$ into Step 3.

If $\phi(t)$ is of one of the form in Lemma 6.6 (i) (iii) applied to $F(x, t)$, by Theorem 6.7 we can compute a second maximal outer fixed point $[y] \neq [x\pm1]$ from $[x\pm1]$, so we feed both $[x\pm1]$ and $[y\pm1]$ into Step 3.

Thus $\psi^{2p}$ has either $[x\pm1]$, or $[x\pm1]$ and $[y\pm1]$, as maximal outer fixed points.

**Step 3: Find all maximal outer fixed points of $\psi$.**

If $[x]$ is a maximal outer fixed point of $\psi$ then it is a maximal outer fixed point of $\psi^{2p}$. Hence, run through the maximal outer fixed points of $\psi^{2p}$ from Step 2 and verify whether they are maximal outer fixed points of $\psi$ itself. Output the results.

□
We can now prove Theorem C, that is, find the outer maximal fixed points of a non-surjective monomorphism $\psi$.

Proof of Theorem C. Recall the two cases of Theorem C stated in Proposition 3.6. Case (I) of Proposition 3.6 follows from Lemma 4.4. Case (II) of Proposition 3.6 follows from Lemma 6.9. □

7. From outer fixed points to fixed points

In this section we prove Theorem A, that there exists an algorithm with input $\psi \in \text{End}(F_2)$ and output a basis for Fix($\psi$). We split this section into three subsections. In Section 7.1 we use the endomorphism-twisted conjugacy problem for $F_2$ to link Theorems A and C. In Section 7.2 we prove that the endomorphism-twisted conjugacy problem for $F_2$ is soluble for certain instances. In Section 7.3 we use these instances and Section 7.1 to prove Theorem A.

If in the future the endomorphism-twisted (or just monomorphism-twisted) conjugacy problem for $F_2$ is shown to be decidable in general, then Section 7.2 may be disregarded; we structure the whole section so that the proofs remain clear when using the endomorphism-twisted conjugacy problem for $F_2$ as a black box.

7.1. Connecting to the endomorphism-twisted conjugacy problem. For an endomorphism $\phi$ of the free group $F$, two elements $U, V \in F$ are $\phi$-twisted-conjugate, written $U \sim_{\phi} V$, if there exists some $W \in F$ such that $U = \phi(W)VW^{-1}$; the corresponding decision problem is called the $\phi$-twisted-conjugacy problem for $F$. The relation $\sim_{\phi}$, also known as Reidemeister’s relation, plays an important role in Nielsen fixed point theory and its study has become a fruitful research area [FH94], [Jia05], [Har05], [FTV06], [FT07], [GW09], [Won10], [YK15], [JZ18], [MLdASR20]. The endomorphism-twisted conjugacy problem for free groups is known to be decidable for automorphisms [BMMV06] and for certain non-surjective maps [Kim16], but is open for the specific endomorphisms which we require to link Theorems A and C.

For a word $Z$, define the endomorphism $\varphi_Z : F(a, b) \to F(a, b)$ as

$$\varphi_Z(a) = a, \varphi_Z(b) = Z.$$  

Lemma 7.1 connects the existence of fixed points (in the conjugacy class of $a$) of the input map $\psi$ to the $\varphi_Z$-twisted conjugacy problem for words $P$ and $a^k$, where $P$ is given but the integer $k$ is unknown.

Lemma 7.1. Suppose $\psi \in \text{End}(F(a, b))$ satisfies $\psi(a) = P^{-1}aP$ and $\psi(b) = Q$, where $P, Q \in F(a, b)$ are given, and define $Z := PQP^{-1}$.

There exist $W \in F(a, b)$ and $k \in \mathbb{Z}$ such that

$$P = \varphi_Z(W)a^kW^{-1} \tag{7}$$

if and only if $[a] \cap \text{Fix}(\psi) \neq \emptyset$. 
Proof. Suppose there exist \( W \in F(a, b) \) and \( k \in \mathbb{Z} \) such that (7) holds. Then \( W^{-1}aW \) is a fixed point as follows:
\[
\psi(WaW^{-1}) = W(\psi(a), \psi(b))P^{-1}aPW^{-1}(\psi(a), \psi(b)) \\
= W(P^{-1}aP,Q)P^{-1}aPW^{-1}(P^{-1}aP,Q) \\
= W(P^{-1}aP,P^{-1}ZP)P^{-1}aPW^{-1}(P^{-1}aP,P^{-1}ZP) \\
= P^{-1}W(a,Z)aW^{-1}(a,Z)P \\
= P^{-1}\varphi_Z(W)\alpha\varphi_Z(W)^{-1}P \\
= Wa^{-k}a^kW^{-1} \\
= WaW^{-1}.
\]
Next, suppose that \([a] \cap \text{Fix}(\psi) \neq \emptyset\), and let \( x \in [a] \cap \text{Fix}(\psi) \). Let \( W \in F(a, b) \) be such that \( a = W^{-1}xW \). As above, \( \psi(WaW^{-1}) = P^{-1}\varphi_Z(W)\alpha\varphi_Z(W)^{-1}P \). Now, \( x = WaW^{-1} \in \text{Fix}(\psi) \), so \( WaW^{-1} = P^{-1}\varphi_Z(W)\alpha\varphi_Z(W)^{-1}P \). Therefore, \( \varphi_Z(W)^{-1}PW \) centralises the generator \( a \), and so there exists some \( k \in \mathbb{Z} \) such that \( \varphi_Z(W)^{-1}PW = a^k \), and the result follows.

The map \( \psi \) below has the behaviour described in Lemma 7.4.

Example 7.2. Consider the endomorphism \( \psi \) given by \( \psi(a) = b^{-1}ab \) and \( \psi(b) = (a^2b)^{-1}ba^2b(a^2b) \). That is, \( P = b, Q = (a^2b)^{-1}ba^2b(a^2b), \) and so \( Z = a^{-2}ba^2ba^2 \). In this case, \( W = a^2ba \) and \( k = -2 \) satisfy the conditions in Lemma 7.4. A routine computation shows that \( \psi(WaW^{-1}) = WaW^{-1} \).

Lemma 7.4 reduces the problem of algorithmically determining if \([a] \cap \text{Fix}(\psi) \neq \emptyset\) to algorithmically solving Equation (7) for \( W \in F(a, b) \) and \( k \in \mathbb{Z} \). In Lemma 7.4, we solve this equation, modulo our work on the \( \varphi_Z \)-twisted conjugacy problem in Section 7.2. First, we state a convention which we shall use.

Remark 7.3. In the remainder of this section we usually assume that the word \( W \) in (7) ends in a \( b \)-syllable, and in particular has the form
\[
W(a, b) = a^{i_1}b^{j_1} \ldots a^{i_m}b^{j_m},
\]
with all \( i_m, j_m \) non-zero, except possibly \( i_1 \). We may do this without loss of generality, as if \( W \) ends in an \( a \)-syllable then this will cancel when forming \( \varphi_Z(W)a^kW^{-1} \).

Lemma 7.4. Let \( Z \in F(a, b) \) be such that \( \varphi_Z \in \text{End}(F(a, b)) \) is injective but not surjective. Assume that there exists an algorithm with input \( P \in F(a, b) \) and \( k \in \mathbb{Z} \) which determines whether or not \( P \) and \( a^k \) are \( \varphi_Z \)-twisted-conjugate.

Then there exists an algorithm which determines, on input a word \( P \in F(a, b) \), whether or not there exist \( W \in F(a, b) \) and \( k \in \mathbb{Z} \) such that (7) holds.

Proof. We firstly prove that if \( W \in F(a, b) \) and \( k \in \mathbb{Z} \) are such that \( W \) ends in a \( b \)-syllable and (7) holds then either \( |k| \leq |Z| \) or \(|W| \leq |P| \). Suppose \( |k| > |Z| \) and \(|W| > |P| \), and consider (7) in the form \( PW = \varphi_Z(W)a^k \). As \( \varphi_Z \) is injective, \( Z \) is not a power of \( a \), and can be written, cancellation-free, as \( Z = a^{q_0}Z_0^{-1}Z_1Z_0a^{q_1} \) where \( Z_0^{-1}Z_1Z_0 \) begins and ends in \( b \)-syllables, \( Z_1 \) is cyclically reduced, and \( Z_0, q_0 \) and \( q_1 \)
Lemma 7.5. Let \( P \) surjective. There exists an algorithm with input \(|P|\) and \(|Z|\) and \( W \) ends in a \( b \)-syllable, \( \varphi_Z(W)a^k \) must end in an \( a \)-syllable. However, as \(|W| > |P|\), \( PW \) must end in a \( b \)-syllable, a contradiction.

Our algorithm is therefore as follows: Check, via the algorithm in the hypothesis, whether for any \(|k| \leq |Z|\) a word \( W \) ending in a \( b \)-syllable satisfying (7) exists. If such a pair \((W,k) \in F(a,b) \times Z\) exists, then output it. Else, verify for each word \( W \) of length \( \leq |P| \) whether or not such a \( k \in Z \) exists using the generalised word problem for free groups. If such a pair \((W,k) \in F(a,b) \times Z\) exists, then output it. Else, output “no pair exists”.

The correctness of the algorithms follows from the fact that if \( W \) satisfying (7) exists, then a word \( W_0 \) ending in a \( b \)-syllable exists (see Remark 7.3) such that \( P = \varphi_Z(W_0)a^kW^{-1} \), and then \(|k| \leq |Z|\) or \(|W_0| \leq |P|\), as proven above. ∎

7.2. On the \( \varphi_Z \)-twisted conjugacy problem. In this section we prove the existence of the algorithm from the assumptions of Lemma 7.4. Recall that

\[ \varphi_Z(a) = a, \varphi_Z(b) = Z. \]

**Lemma 7.5.** Let \( Z \in F(a,b) \) be such that \( \varphi_Z \in \text{End}(F(a,b)) \) is injective but not surjective. There exists an algorithm with input \( P \in F(a,b) \) and \( k \in Z \) which determines whether \( P \) or \( a^k \) are \( \varphi_Z \)-twisted-conjugate.

Our approach is as follows: We prove that there exists a computable bound \( C \) on \(|W|\), given in terms of the constants \( P, k \) and \( Z \), for any \( W \) ending in a \( b \)-syllable such that (7) holds. To do this, we first show the number of syllables in \( W \) is bounded, and then that the lengths of syllables are bounded. The brute-force algorithm of first computing the bound \( C \) and then checking whether or not the equation holds for each \( W \in F(a,b) \) of length \( \leq C \) is our required algorithm. The restriction to those words \( W \) ending in a \( b \)-syllable is sufficient, by Remark 7.3.

**The form of \( Z \).** As in the proof of Lemma 7.4 if \( \varphi_Z \) is injective then \( Z \) is not a power of \( a \), so can be written as \( a^{q_0}Z_0^{-1}Z_1Z_0a^{q_1} \). It is in fact sufficient to assume \( q_0 = 0 \): If \( q_0 \neq 0 \) then decompose \( Z \) as \( a^{q_0}Z' \), where \( Z' = Z_0^{-1}Z_1Z_0a^{q_1} \) starts with a \( b \)-syllable. Then \( P = W(a,a^{q_0}Z')a^kW^{-1} \) if and only if \( a^{-q_0}P = W(a,Z' a^{q_0})a^{k-q_0}W^{-1} \), and so \( P \) and \( a^k \) are \( \varphi_Z \)-twisted conjugate if and only if \( a^{-q_0}P \) and \( a^{k-q_0} \) are \( \varphi_{Z' a^{q_0}} \)-twisted conjugate, so we can consider this new problem instead. Therefore, as a freely reduced word, we shall assume \( Z \) has the form

\[ Z = Z_0^{-1}Z_1Z_0a^q, \]

where \( q \in Z \) and \( Z_0^{-1}Z_1Z_0 \) begins and ends with \( b \)-syllables. Note that free reductions within \( W(a,Z) \) will not affect the \( Z_1 \)'s.

**Notation.** By a long syllable we mean a syllable of length \( \geq 2 \). We will denote by \( t_a(W) \) the total number of occurrences of \( a \) or \( a^{-1} \) in the freely reduced form of \( W \),
by $s_a(W)$ the total number of $a$-syllables, by $s_a^{(2)}(W)$ the total number of long $a$-syllables, and by $s(W)$ the total number of syllables. For example, if $W = a^2b^{-1}b^3$ then $t_a(W) = 3$, $s_a(W) = s_b(W) = 2$, $s_a^{(2)} = s_b^{(2)} = 1$, and $s(W) = 4$.

Bounding the number of syllables. We start by bounding the number of syllables in a solution $W$ to the $\varphi_Z$-twisted-conjugacy problem. We first deal with the case when $q = 0$ in the form $Z = Z_0^{-1}Z_0a^q$, as in [9]. We then consider the cases $t_b(Z_1) > 1$, $t_b(Z_1) = 1$, and $t_b(Z_1) = 0$, each of which requires different methods.

Lemma 7.6. Suppose that $\varphi_Z$ is injective but not surjective, that $q = 0$ in the form of $Z$, and $W(a,b)$ is as in [8]. If (7) holds then $s(W) \leq |P| + 2$.

Proof. Using the form (8) of $W$, after free reduction we have

$$W(a, Z) = a^n Z_0^{-1} Z_1^3 Z_0 \ldots a^{in} Z_0^{-1} Z_1^{j_n} Z_0.$$

In particular, $s(W(a, Z)) \geq s(W)$. As $Z$ starts and ends with $b$-syllables, we have two cases: either $Z$ is a power of $b$, so $Z = b^r$, or $s(Z) \geq 3$.

Suppose that $Z = b^r$. Then $|r| > 1$ as $\varphi_Z$ is non-surjective. Now, the only way cancellation can occur when we form $W(a, Z)a^kW^{-1}$ is if $k = 0$, and then cancellation may occur between the end $b$-syllable of $W(a, Z)$, which is $b^{r+j_n}$ and first $b$-syllable of $W^{-1}$, which is $b^{-j_n}$. As $|r| > 1$, these two syllables do not completely cancel and so not further cancellation can occur. Therefore, $2s(W) - 1 \leq |P|$ and the inequality follows.

Suppose that $s(Z) \geq 3$. Then $s(Z^{j_n}) = 2s(Z_0) + j_m s(Z_1)$ with $|j_m| \geq 1$, and overall we have the following, where the last line is as $s(Z) = 2s(Z_0) + s(Z_1) \geq 3$:

$$s(W(a, Z)) = \sum_{m=1}^{n} |i_m| + \sum_{q=1}^{n} (2s(Z_0) + |j_m|s(Z_1))$$

$$\geq n - 1 + n(2s(Z_0) + s(Z_1))$$

$$\geq 4n - 1.$$

Now, $s(a^{-k}W^{-1}(a,b)) \leq 2n + 1$ and so, as $s(UV) \geq |s(U) - s(V)|$ and recalling that $s(W(a, Z)) \geq s(W)$, we have:

$$|P| \geq s(P)$$

$$= s(W(a, Z)a^{-k}W^{-1}(a,b))$$

$$\geq |s(W(a, Z)) - s(a^{-k}W^{-1}(a,b))|$$

$$= s(W(a, Z)) - s(a^{-k}W^{-1}(a,b))$$

$$\geq (4n - 1) - (2n + 1) = 2n - 2.$$

As $2n \geq s(W)$, we therefore have $|P| + 2 \geq s(W)$ as required. $\square$

We now resolve the case of $t_b(Z_1) > 1$. Our result here is for arbitrary words $U$ and $V$ as input, rather than just $U = P$ and $V = a^k$. 


Lemma 7.7. Suppose that \( \varphi_Z \) is injective but not surjective, \( t_b(Z_1) > 1 \) in the form of \( Z \), and \( W(a, b) \) is as in (3). If \( U, V, W \in F(a, b) \) are such that \( U = \varphi_Z(W)VW^{-1} \), then \( s(W) \leq 2(|U| + |V|) + 1 \).

Proof. Rewrite \( W \) as a word over \( a \) and \( ba^{-q} \), so \( W(a, b) = W_0(a, ba^{-q}) \), and note that \( t_b(W) = t_b(W_0) \). The word \( \varphi_Z(W_0(a, ba^{-q})) = W_0(a, Z_0^{-1}Z_1Z_0) \) is freely reduced as written, and so we have the following:

\[
U = \varphi_Z(W_0(a, ba^{-q}))VW^{-1}
\]

\[
UWV^{-1} = W_0(a, Z_0^{-1}Z_1Z_0)
\]

\[
t_b(UWV^{-1}) = t_b(W_0(a, Z_0^{-1}Z_1Z_0))
\]

\[
t_b(U) + t_b(V) = 2s_b(W_0)t_b(Z_0) + t_b(W_0)t_b(Z_1)
\]

As \( t_b(Z_1) > 1 \), we have \( t_b(U) + t_b(V) \geq t_b(W_0)(t_b(Z_1) - 1) \geq t_b(W_0) = t_b(W) \), so \( 2(|U| + |V|) \geq 2(t_b(U) + t_b(V)) \geq 2t_b(W) \geq 2s_b(W) \geq s(W) - 1 \), and the inequality \( s(W) \leq 2(|U| + |V|) + 1 \) follows. \( \square \)

Assuming \( Z \) is as in (9) and \( W(a, b) \) is as in (8), we say that an \( a \)-syllable \( a^{i_m} \), \( m \geq 2 \), of \( W(a, b) \) is cancelling in \( W(a, Z) \) if either both \( j_{m-1} \) and \( j_m \) are positive and \( i_m = -q \), or both \( j_{m-1} \) and \( j_m \) are negative and \( i_m = q \). This means that within \( Z^{j_{m-1}}a^{i_m}Z^{j_m} \), the entire \( a^{i_m} \) cancels with the adjacent \( a \)-syllable of \( Z^{j_{m-1}} \) or \( Z^{j_m} \), which implies \( Z_0 \) and \( Z_0^{-1} \) must cancel as well. We shall write \( c \) be the number of cancelling \( a \)-syllables in the word \( W(a, b) \).

We record now some identities needed later. The word \( Z_0^{-1}Z_1Z_0 \) starts and ends with \( b \)-syllables and is freely reduced as written, so after free reduction \( W(a, Z) \) may be viewed as a word over \( a \), \( Z_0 \) and \( Z_1 \). Therefore, if \( q \neq 0 \) in the form of \( Z \) then:

\[
s_{Z_1}(W(a, Z)) = t_b(W)
\]

\[
s_{Z_0}(W(a, Z)) = 2(t_b(W) - c)
\]

Moreover, the \( Z_0 \) terms can never be adjacent and so we have:

\[
s_{Z_0}^2(W(a, Z)) = 0
\]

We usually apply identities (11) and (12) in tandem. For example, if \( t_b(Z_1) = 0 \) then (11) implies that \( s_b(W(a, Z)) \leq 2s_b(Z_0)(t_b(W) - c) \), with the inequality coming from the fact that \( s_b(Z_0^2) \leq 2s_b(Z_0) \). By (12), every pair of \( Z_0 \)s is separated and so the inequality is in fact an equality, so here \( s_b(W(a, Z)) = 2s_b(Z_0)(t_b(W) - c) \).

The following proofs also use some notation. We write \( f(n) \sim g(n) \) if there exists a computable constant \( C \) (computable from the words \( P \) and \( Z \) in the proofs) such that \( |f(n) - g(n)| < C \), where \( f(n) \) and \( g(n) \) are non-negative-valued functions. This relation is transitive, so if \( f(n) \sim g(n) \) and \( g(n) \sim h(n) \) then

\[
f(n) \sim h(n)
\]
because $|f(n) - h(n)| \leq |f(n) - g(n)| + |g(n) - h(n)|$. We can further apply these approximations, for example if $f(n) \sim g(n)$, $h(n) \sim k(n)$ then $xf(n) + yh(n) + z \sim xg(n) + yk(n) + z$ for $x,y,z \in \mathbb{N} \cup \{0\}$, which follows from applying (13) twice.

In the following we settle the case $t_b(Z_1) = 1$, with $Z_1$ cyclically reduced.

**Lemma 7.8.** Suppose that $\varphi_Z$ is injective but not surjective, $Z = Z_0^{-1}a^p b^qa^d$ with $\epsilon = \pm 1$, $p_0p_1 \geq 0$, and $W(a,b)$ is as in (3). If (7) holds then there exists a constant $D$, computable from $P$ and $Z$, such that $s(W) \leq D$.

**Proof.** Let $\beta := t_b(Z_0) \geq 1$, with the inequality holding as $\varphi_Z$ is non-surjective.

The proof consists of two parts. In the first part we resolve the case of $p_0 = 0 = p_1$, and for the remaining cases we show that ‘most’ $a$-syllables in $W(a,b)$ are cancelling, and in the second part we show that a positive proportion of the $a$-syllables in $W(a,b)$ are non-cancelling. The two parts together lead to the bound on $s(W)$, as follows. Let $c$ be the number of cancelling $a$-syllables. In the first part we prove $\sim s_b(W)$ (and clearly $s_b(W) \geq s_a(W) \geq c$), while in the second part we will show $c < s_b(W) - s_b(W)/\alpha$, where $\alpha := s_a(Z_0)$. These two facts together give $s_b(W) \sim 0$, and so $s(W)$ is bounded by a computable constant.

We proceed with the first part of the proof and view $W(a,Z)$ as a word over $a$, $Z_0$ and $Z_1$; we have that $t_b(W(a,Z)) = (\beta - \lambda)s_{Z_0}(W(a,Z)) + s_{Z_1}(W(a,Z))$, where $\lambda \in \{0, 1, 2\}$ records the possibility that the final syllable of $Z_0$ is a $b$-syllable which merges with the initial or terminal $b$-syllable of $Z_1^m$. Hence, by (10), (11) and (12) we have that $t_b(W(a,Z)) = 2(\beta - \lambda)(t_b(W) - c) + t_b(W)$. Now, by (7) we have $|t_b(W) - t_b(W(a,Z))| \leq t_b(P)$, so $t_b(W) \sim t_b(W(a,Z))$, and then combining this with the first identity and simplifying (and using the fact that $\beta$ and $\lambda$ are computable constants) we have that $t_b(W) \sim c$. As $c \leq s_b(W) \leq s_b(W) \leq t_b(W)$, we further have $s_b(W) \sim c$ and $s_b(W) \sim c$. The approximations $t_b(W) \sim c \sim s_b(W)$ also imply that $|j_m| = 1$ for all $1 \leq m \leq n$, up to $|P|$ of them.

Assume that $p_0 = 0 = p_1$. There are two ways an $a$-syllable of $W(a,Z)$ can occur: either as a non-cancelling $a$-syllable of $W$, or within a $Z_0$-syllable. There are $s_a(W) - c$ syllables of the first kind, and $2s_a(Z_0)(t_b(W) - c)$ of the second form. Together with $s_a(W) - c \sim 0$ and $t_b(W) - c \sim 0$ from the above paragraph, we have $s_a(W) = (s_a(W) - c) + 2s_a(Z_0)(t_b(W) - c) \sim 0$. As (7) holds, $s_a(W) \sim s_a(W(a,Z))$, which we can combine with the above, via (13), to get $s_a(W) \sim 0$, so $s_a(W)$ is bounded by a computable constant, as required. Hence, this case is resolved.

Assume that $p_0 \neq 0$ or $p_1 \neq 0$. Since $s_a(W) \sim s_a(W(a,Z)) \sim c$, all (up to a constant number of) $a$-syllables in $W$ are cancelling; moreover, we have seen that $|j_m| = 1$ for all $1 \leq m \leq n$ (except at most $|P|$ of them), so all (up to a constant) $Z_0$-syllables will cancel out in $W(a,Z)$. Then most $a$-syllables in the reduced form of $W(a,Z)$ will have the form $a^{\pm(p_0+p_1)}$. On the other hand, most $a$-syllables in $W$ are cancelling, that is, of the form $a^{\pm q}$. To get (7), sufficiently many of the $a$-syllables in $W(a,b)$ and $W(a,Z)$ must match, so therefore $|p_0 + p_1| = |q|$.

In the second part of the proof we show that among any $s_a(Z_0) + 2$ consecutive $a$-syllables in $W(a,b)$, at least one is non-cancelling. We extend the non-cancelling notion to say that an $a$-syllable in $W(a,Z)$ which is part of a $Z$-syllable will have
non-cancelling properties if it is either $\neq a^{\pm q}$, or if equal to $a^{\pm q}$, the neighbouring $b$-syllables have different signs. The relatively frequent occurrence of non-cancelling $a$-syllables, which we prove below, is initiated by the fact that the last $Z$-syllable in $W(a, Z)$ contains some $a$-syllable with non-cancelling properties, and this syllable must match an $a$-syllable in $W^{-1}(a, b)$ in order to satisfy (7): that is, a non-cancelling $a$-syllable $a^i$ in $W^{-1}(a, b)$ must exist in a position $t$ that can be approximated. The non-cancelling $a$-syllable $a^i$ in $W^{-1}(a, b)$ will in turn show the existence of an $a$-syllable with non-cancelling properties in $W(a, Z)$ in a position that can be approximated, based on $t$ and $s_a(Z_0)$; by continuing this process we show there are (relatively) frequent non-cancelling $a$-syllables in $W(a, b)$.

Write $\alpha := s_a(Z_0)$. We may assume $Z_0$ starts and ends with $b$-syllables, as otherwise we can change the $p_0$ and $p_1$ accordingly. We start with the last $Z$-syllable of $W(a, Z)$, $Z^{j_n}$ (assure wlog $j_n > 0$); this cancels in the RHS of (7), or otherwise $W^{-1}(a, b)$ will stay intact in the RHS of (7) and we easily get $|W| < |P|$.

We also assume $k = -q$ as otherwise $W^{-1}(a, b)$ and $W(a, Z)$ do not cancel and the bound on $|W|$ follows. Since the suffix $a^0b^1a^1Z_0a^q$ of $Z^{j_n}$ cannot cancel within $W(a, Z)$ (because the $Z_1$’s are not affected by cancellations), it must cancel with $a^kW^{-1}(a, b)$. We assume first that $p_1 \neq 0$ and claim that $a^{p_1}$ has non-cancelling properties: if $p_1 \neq \pm q$ this is immediate, and if $p_1 = \pm q$ then either $p_0 = 0$ or $p_0 = \pm 2q$ since $|p_0 + p_1| = |q|$. If $p_0 = 0$, this which forces the $b$-syllables to the left ($b'$) and right ($Z_0$) of $a^{p_1}$ to have different signs in order for $Z$ as in the hypothesis to be freely reduced. If $p_0 = \pm 2q$, then we can take it as the starting non-cancelling $a$-syllable to be used in the approach below instead of $p_1$. Similarly, if $p_1 = 0$, we can use $p_0$ as the non-cancelling $a$-syllable at the beginning of the process. The details in all cases follow the pattern below.

We start with $a^{p_1}$, which has non-cancelling properties and is the $\alpha + 1st$ $a$-syllable when counting the $a$-syllables in $W(a, Z)$ from right to left. As it must cancel with the $\alpha + 1st$ $a$-syllable in $W^{-1}(a, b)$, we get $a^{i_{n-\alpha}} = a^{p_1}$. Bouncing back to $W(a, Z)$, let $n - f$ be the position corresponding to $a^{i_{n-\alpha}}$ among the roughly $n$ $a$-syllables in the reduced form of $W(a, Z)$; even if $a^{i_{n-\alpha}}$ gets multiplied with $a^{\pm q}$ from within $Z$, the resulting $a$-syllable is non-cancelling, and so $a^{i_{n-\alpha}}$ must be non-cancelling in $W^{-1}(a, b)$. If we suppose all $a$-syllables after $a^{i_{n-\alpha}}$ are cancelling, the number of $a$-syllables in the reduced form of $a^{i_{n-\alpha}+1}Z^{j_{n-\alpha+1}}\ldots a^{i_n}Z^{j_n}$ is $\geq 2\alpha + (\alpha + 2) = 3\alpha + 2$, where $2\alpha$ represents the number of $a$-syllables in the $Z^{j_0}$ and $Z_0$ (which are guaranteed to not cancel in the prefix of $Z^{j_{n-\alpha+1}}$ and suffix of $Z^{j_n}$), and $\alpha + 2$ counts the remaining $a$-syllables from the $Z_{1s}$. So $f \geq 3\alpha + 2$. Since any non-cancelling $a^{i_m}$ in $W(a, Z)$ is followed by a $Z_0^{-1}$ and a non-cancelling $a^{\pm p_1}$ (part of $Z_1$), we get that $a^{i_{n-\alpha}+\alpha} = a^{i_{n-2\alpha-2}}$ is also non-cancelling. If $f = 3\alpha + 2$ then both $a^{i_{n-\alpha}}$ and $a^{i_{n-2\alpha-2}}$ are non-cancelling, and they are distance $\alpha + 2$ apart, so this is the beginning of the behaviour stated in the claim. Then the syllable $a^{i_{n-2\alpha-2}}$ will imply the existence of a non-cancelling syllable $a^{i_{n-2\alpha-2-f}}$, and this process continues. Now if $f > 3\alpha + 2$ then there is at least another non-cancelling syllable between $a^{i_n}$ and $a^{i_{n-\alpha}}$, say $a^{i_{n-\alpha'}}$, with $\alpha' > \alpha$ maximal, so we use the same process for $\alpha'$. For example, if $5\alpha > f > 3\alpha + 2$, then there is one non-cancelling $a$-syllable between $a^{i_n}$ and $a^{i_{n-\alpha}}$, but...
so between $a^{1\alpha}$ and $a^{i\alpha-a}$ there are at least 4 occurrences of $Z_0^{\pm 1}$, each followed or preceded by non-cancelling $a$-syllables, and an easy computation shows that there is a non-cancelling $a^{1\alpha-a'}$ with $a' = 2\alpha + \delta$, where $|\delta| \leq 2$. For higher values of $f$ we get more non-cancelling syllables between $a^{1\alpha}$ and $a^{i\alpha-a}$, but the computations will show that $a' = 2\alpha + \delta$, where $|\delta| \leq 2$. Following this strategy of identifying non-cancelling syllables in $W(a,b)$ and their counterparts in $W(a,Z)$, we get the claim.

Our last main case is when $Z_1$ in (9) satisfies $t_b(Z_1) = 0$. Here, $Z_1$ is a non-trivial power of $a$ so we shall write $Z = Z_0^{-1}a^rZ_0a^q$, $r \neq 0$. We have an ambient assumption that $\varphi_Z$ is injective, so we additionally have that $s_b(Z_0) \geq 1$. There are two cases to consider here: when $Z_0$ contains a long $b$-syllable and when it does not. In both cases we compare the “pattern” of the $b$-syllables in $W(a,b)$ with those in $W(a,Z)$.

We now consider the case when $s_b^{(2)}(Z_0) \geq 1$ in the form of $Z$, so when $Z_0$ contains a long $b$-syllable. In the following, the constant $E$ may be computed to be $|Z| \times |P|$.  

**Lemma 7.9.** Suppose that $\varphi_Z$ is injective but not surjective, $Z = Z_0^{-1}a^rZ_0a^q$ for $r, q \neq 0$, and $W(a,b)$ is as in (5). Let $s_b^{(2)}(Z_0) \geq 1$. If (7) holds then there exists a constant $E$, computable from $P$ and $Z$, such that $s(W) \leq E$.

**Proof.** Write $\beta := s_b(Z_0)$ and $\gamma := s_b^{(2)}(Z_0)$, so $\beta \geq \gamma \geq 1$. We firstly claim that $s_b(W(a,Z)) \sim 0$. To verify this, first observe that $s_b^{(2)}(W(a,Z)) = \gamma s_b^{(2)}(W(a,Z)) = 2\gamma(t_b(W) - c)$, by (1) and (2). Writing $W(a,Z) = P_1 \circ Q$ and $a^W^{-1}(a,b) = Q^{-1} \circ P_2$ where $P = P_1 \circ P_2$, there exist integers $\lambda_1, \lambda_2, D_1$ with $\lambda_1, \lambda_2 \in \{-1, 0, 1\}$ and $|D_1| \leq |P| + 2$, such that:

\[
s_b^{(2)}(P_1) + s_b^{(2)}(Q) = s_b^{(2)}(W(a,Z)) + \lambda_1
\]

\[
= 2\gamma(t_b(W) - c) + \lambda_1
\]

\[
s_b^{(2)}(Q) + s_b^{(2)}(P_2) = 2\gamma(t_b(W) - c) - s_b^{(2)}(P_1) + s_b^{(2)}(P_2) + \lambda_1
\]

\[
s_b^{(2)}(W) = 2\gamma(t_b(W) - c) - s_b^{(2)}(P_1) + s_b^{(2)}(P_2) + \lambda_1 - \lambda_2
\]

\[
= 2\gamma(t_b(W) - c) + D_1
\]

Now, we can double-count long $b$-syllables to get that $t_b(W) \geq s_b(W) + s_b^{(2)}(W) = s_b(W) + 2\gamma(t_b(W) - c) + D_1$. Reworking this inequality gives $t_b(W) \sim s_b(W)$, which gives $s_b^{(2)}(W) \leq t_b(W) - s_b(W) \sim 0$. Therefore $s_b^{(2)}(W(a,Z)) \sim 0$ as follows:

\[
s_b^{(2)}(W(a,Z)) = s_b^{(2)}(P_1) + s_b^{(2)}(Q) - \lambda_1
\]

\[
= s_b^{(2)}(P_1) + s_b^{(2)}(W) - s_b^{(2)}(P_2) - \lambda_1 + \lambda_2
\]

\[
\sim 0
\]
Now, by (11) and (12), we have that $s_b(W(a, Z)) = \beta s_{Z_0}(W(a, Z))$ and $s_b^{(2)}(W(a, Z)) = \gamma s_{Z_0}(W(a, Z))$, to which we can apply $s_b^{(2)}(W(a, Z)) \sim 0$ to give $\frac{2}{\beta} s_b(W(a, Z)) = s_b^{(2)}(W(a, Z)) \sim 0$. Hence, $s_b(W(a, Z)) \sim 0$ and our claim is proven.

As (7) holds we have $s(W) \sim s_b(W(a, Z))$, which combines with $s_b(W(a, Z)) \sim 0$ via (13) to get that $s(W) \sim 0$, and the result follows. □

Finally, we consider the case when $s_b^{(2)}(Z_0) = 0$ in the form of $Z$. We require the following fact: If $f(n), g(n), h(n)$ and $k(n)$ are non-negative-valued functions with $f(n) \sim g(n), h(n) \sim k(n)$ and $f(n) \geq h(n)$ then there exists a computable constant $C$ such that

\begin{equation}
(14) \quad g(n) + C \geq k(n)
\end{equation}

(here, $C$ is the sum of the constants bounding $|f(n) - g(n)|$ and $|h(n) - k(n)|$). In the following, the constant $F$ may be computed to be $12|Z| \times |P|$.

**Lemma 7.10.** Suppose that $\varphi_Z$ is injective but not surjective, $Z = Z_0^{-1} a^r Z_0 a^q$ for $q, r \neq 0$, and $W(a, b)$ is as in (3). Let $s_b^{(2)}(Z_0) = 0$. If (4) holds then there exists a constant $F$, computable from $P$ and $Z$, such that $s(W) \leq F$.

**Proof.** Let $\beta := s_b(Z_0)$. We start by approximating the numbers $t_b(W)$ (of occurrences of $b$) and $c$ (of cancelling syllables) in terms of $s_b(W) = n$ (number of $b$-syllables) of $W$:

\begin{align}
(15) & \quad t_b(W) \sim n \\
(16) & \quad c \sim n \frac{2\beta - 1}{2\beta}
\end{align}

To verify these, note that by (11) and (12) we have $s_b^{(2)}(W(a, Z)) = 2s_b^{(2)}(Z_0)(t_b(W) - c) = 0$. As (7) holds, $W(a, Z)$ cancels with ‘most’ of $a^k W^{-1}(a, b)$, and so combined with $s_b^{(2)}(W(a, Z)) = 0$ we have that at most $|P|$ $b$-syllables in $W(a, b)$ have length $\geq 2$, and furthermore the sum of the lengths of these long syllables is at most $|P|$. This implies that $t_b(W) \sim n$, and so (15) holds. Now, by (11) and (12), we have that $t_b(W) = 2\beta(t_b(W) - c)$, and so $s_b(W(a, Z)) \sim 2\beta(n - c)$ by (15). Since the number of $b$-syllables in $W(a, b)$ and $W(a, Z)$ must agree, up to $|P|$ of them, so $s_b(W(a, Z)) \sim t_b(W) = n$, we have $2\beta(n - c) \sim n$ via (13), which rearranges to (16).

We claim that the sequence of $b$-exponents in $W(a, b)$ contains at most $n - c$ changes of sign, where $n - c \sim \frac{n}{2\beta}$. To verify this, recall that an $a$-syllable $a^m$ of $W$ is cancelling only when $j_{m-1} j_m > 0$, that is, there is no change of sign in the $b$-syllables preceding and following $a^m$. Thus there are $\leq n - c$ changes of sign of the $j_m$’s, and as $c \sim n \frac{2\beta - 1}{2\beta}$ we have $n - c \sim \frac{n}{2\beta}$, as claimed.

Next, we claim that the sequence of $b$-exponents in $W(a, Z)$ contains at least $s_{Z_0}(W(a, Z)) - 1$ changes of sign, and $s_{Z_0}(W(a, Z)) - 1 \sim \frac{n}{\beta}$. To verify this, note that in the freely reduced form of $W(a, Z)$ the $Z_0$’s appear in alternate occurrences of $Z_0$ and $Z_0^{-1}$, and so the sequence of $Z_0$-exponents in $W(a, Z)$ contains exactly
\( s_{Z_0}(W(a, Z)) - 1 \) changes of sign, which gives the required lower bound for the \( b \)-exponents. To obtain the approximation for \( s_{Z_0}(W(a, Z)) - 1 \), note that substituting the identities (15) and (16) into (11), gives \( s_{Z_0}(W(a, Z)) \sim \frac{n}{\beta} \), so \( s_{Z_0}(W(a, Z)) - 1 \sim \frac{n}{\beta} \), as claimed.

We now prove the lemma. Write \( W(a, Z) = P_1 \circ Q \) and \( a^k W^{-1}(a, b) = Q^{-1} \circ P_2 \) where \( P = P_1 \circ P_2 \). As above, the sequence of \( b \)-exponents in \( W(a, b) \) contains at most \( n - c \) changes of sign, and so the same is true of \( a^k W^{-1}(a, b) \), and hence also of \( Q \). On the other hand, the sequence of \( b \)-exponents in \( W(a, Z) = P_1 Q \) contains at least \( s_{Z_0}(W(a, Z)) - 1 \) changes of sign, and so the sequence of \( b \)-exponents in \( Q \) contains at least \( s_{Z_0}(W(a, Z)) - 1 - |P| \) changes of sign. Therefore, \( n - c \geq s_{Z_0}(W(a, Z)) - 1 - |P| \), and as \( n - c \sim \frac{n}{\beta} \) and \( s_{Z_0}(W(a, Z)) - 1 - |P| \sim \frac{n}{\beta} - |P| \), we can apply (14) to get \( \frac{n}{\beta} + F' \geq \frac{n}{\beta} - |P| \) for some computable constant \( F' \). Setting \( F := 2\beta(|P| + F') \), the result follows. 

We now summarise Lemmas 7.6–7.10. In the following, the constant \( B_1 \) may be computed to be \( 12|Z| \times |P| + 2|k| \).

**Proposition 7.11.** Suppose that \( \varphi_Z \) is injective but not surjective, \( Z = Z_0^{-1} Z_1 Z_0 a^q \) as in (7) and \( W(a, b) \) is as in (3). If (7) holds then there exists a constant \( B_1 \), computable from \( P, Z \) and \( k \), such that \( s(W) \leq B_1 \).

**Bounding syllable lengths.** Next we bound the length of the individual syllables in any solution \( W \) to the relevant instances of the \( \varphi_Z \)-twisted-conjugacy problem. Combined with Proposition 7.11 with gives a bound on the number of syllables in \( W \), we thus have a bound on \( |W| \).

We first need a lemma which says that “complete” cancellation is impossible when forming \( W(a, Z)^k W^{-1} \). Note that here, \( W(a, b) \) is implicitly non-empty.

**Lemma 7.12.** Suppose that \( \varphi_Z \) is injective but not surjective, \( Z = Z_0^{-1} Z_1 Z_0 a^q \) as in (7) and \( W(a, b) \) is as in (3). Then \( \varphi_Z(W)^k W^{-1} \not\in \langle a \rangle \).

**Proof.** Suppose \( \varphi_Z(W)^k W^{-1} \in \langle a \rangle \), and we find a contradiction. Suppose firstly that \( t_b(Z_1) \geq 1 \). As in the proof of Lemma 7.7, write \( W \) as a word \( W_0(a, ba^{-q}) \) over \( a \) and \( ba^{-q} \), where \( t_b(W) = t_b(W_0) \) and the same working gives us that \( 0 = 2s_t(W_0) t_b(Z_0) + t_b(W)(t_b(Z_1) - 1) \), where we have equality rather than inequality because the words corresponding to \( U \) and \( V \) contain no \( b \)-syllables. Now, \( 2s_t(W_0) t_b(Z_0) \geq 0 \) so \( t_b(W)(t_b(Z_1) - 1) \leq 0 \), and therefore either \( t_b(W) = 0 \) or \( t_b(Z_1) = 1 \) (by assumption, \( t_b(Z_1) = 0 \) cannot happen). By assumption \( W \) ends in a \( b \)-syllable so \( t_b(W) = 0 \) cannot happen, so we have that \( t_b(Z_1) = 1 \), and so \( s_t(W_0) t_b(Z_0) = 0 \). If both \( t_b(Z_1) = 1 \) and \( t_b(Z_0) = 0 \) hold then \( \varphi_Z \) is surjective, a contradiction. If \( s_t(W_0) = 0 \) then \( t_b(W_0) = 0 \), so as \( t_b(W_0) = t_b(W) \) we have that \( t_b(W) = 0 \), which again is a contradiction.

Hence, we have that \( t_b(Z_1) = 0 \), and so \( Z_1 = a^r \). Since \( s_b(W(a, b)) = n \), we also have \( s_b(W(a, Z)) = n \), and note that all \( b \)-syllables in \( W(a, Z) \) appear in \( Z_0 \)’s solely (as \( Z_1 = a^r \)). Let \( \beta = s_b(Z_0) \). Now, \( Z_0 \) in \( W(a, Z) \) alternates between \( Z_0 \) and \( Z_0^{-1} \), which implies that after every \( \beta \) \( b \)-syllables in \( W(a, Z) \) there must be a
change of sign in the exponent of the $b$-syllables (although there might be more changes in total, depending on the structure of $Z_0$), and this behaviour must be mirrored in $W(a, b)$. Recall from the definition of a cancelling syllable that a change of sign from $j_m$ to $j_{m+1}$ means there will be no cancellation between $Z^{j_m}$, $a^{i_m}$ and $Z^{j_{m+1}}$. This will lead to the number of cancellations $c \leq n - \frac{n}{\beta}$, and by (11) we get $s_Z(W(a,Z)) \geq 2(t_b(W) - (n - \frac{n}{\beta}))$, and so $s_b(W(a,Z)) = \beta s_Z(W(a,Z)) \geq 2\beta (t_b(W) - (n - \frac{n}{\beta}))$. As $n = s_b(W(a,Z))$ and $t_b(W) \geq n$, this implies that $n \geq 2\beta \left(n - \left(n - \frac{n}{\beta}\right)\right) = 2n$, which gives a contradiction. 

We now give a bound on the lengths of the syllables in $W$. The bound is in terms of $P$, $Z$ and $s(W)$, and so is computable by Proposition 7.11.

**Lemma 7.13.** Suppose that $\phi_Z$ is injective but not surjective, $Z = Z_0^{-1}Z_1Z_0a^q$ as in (9) and $W(a, b)$ is as in (3). If (7) holds then every syllable of $W$ has length at most $\|s(W) + 2\| + |P|$. 

**Proof.** Note that anytime a syllable of $W^{-1}(a, b)$ is not affected by any cancellations within $W(a, Z)a^kW^{-1}(a, b)$, that syllable clearly has length $\leq |P|$, and if it is affected by a bounded amount $B$, then that syllable has length $\leq B + |P|$. 

Suppose first that $q = 0$. We firstly consider the $b$-syllables of $W(a, Z)$, each of which is wholly contained in $Z_0^{-1}Z_1Z_0$ for some $m$, and hence has length at most $|j_m| \times |Z|$. Suppose that $b^{j_i}$ (partially) cancels when we form $W(a, Z)a^kW^{-1}(a, b)$. As $\phi_Z$ is non-surjective, $t_b(Z) > 1$. Therefore, if $Z$ consists of a single $b$-syllable then when we form $W(a, Z)a^kW^{-1}(a, b)$ cancellation cannot progress beyond the first $b$-term of $W^{-1}(a, b)$, and so $l = n$ and we easily see that $|j_i| = |j_n| < |Z| + |P|$. On the other hand, if $Z$ contains an $a$-syllable then $b^{j_i}$ must (partially) cancel with a $b$-syllable contained in $Z_0^{-1}Z_1Z_0$ for some $m < l$, and we see inductively that the largest possible cancellation which occurs in $b^{j_i}$ in this situation is $|Z| \times s(W)$. Next we consider the $a$-syllable of $W(a, Z)$, each of which is either $a^m$ for some $m$, or is wholly contained in $Z_0^{-1}Z_1Z_0$ for some $m$. Suppose that $a^{j_i}$ (partially) cancels when we form $W(a, Z)a^kW^{-1}(a, b)$. As noted above, for an $a$-syllable to cancel when we form $W(a, Z)a^kW^{-1}(a, b)$, $Z$ contains an $a$-syllable. Therefore, $a^{j_i}$ must (partially) cancel with an $a$-syllable contained in $a^m$ or $Z_0^{-1}Z_1Z_0$ for some $m < l$, and we see inductively that the largest possible cancellation which occurs in $a^{j_i}$ this situation is $|Z| \times s(W)$. In conclusion, any syllable of $W$ is affected by a bounded amount $B = |Z| \times s(W)$ of cancellation, and so every syllable of $W$ has length $\leq |Z| \times s(W) + |P|$, as required.

Now suppose $q \neq 0$. Then the reduced form of $W(a, Z)$ can be seen as a word over $a, Z_0$ and $Z_1$, where all $Z_0$-syllables have length 1 by (12), and all $Z_1$-syllables have length $\leq s(W)$, which is bounded. To see the latter, note that $Z^k$, for $|k| \geq 2$, has the form $Z_0^{-1}Z_1Z_0a^qZ_0^{-1}Z_1Z_0a^q \cdots$ (or its inverse), so contains no $Z_1$-syllables of length $\geq 2$, and the only way to obtain longer $Z_1$-syllables is by having consecutive cancelling $a$-syllables, which implies consecutive $j_m$'s (exponents of $b$ in $W$) which are either all $+1$ or all $-1$. Since the number of $j_m$'s is bounded by $s(W)$, the number of
consecutive $j_m$’s of value $+1$ or $-1$ is also bounded by $s(W)$, and so any $Z_1$-syllable in $W(a, Z)$ has length $< s(W)$. From this it follows that the length of any $b$-syllable in $W(a, Z)$ is bounded, as it appears entirely within a subword of $Z_0$ and $Z_1$ in $W(a, Z)$, of which the longest have the form $Z_0 Z_1^p Z_0$, where $p < s(W)$ as established before. This implies that any $b$-syllable in $W^{-1}(a, b)$ (partially) cancelling with a $b$-syllable in $W(a, Z)$ must have length $< 2|Z_0| + s(W)|Z_1| + |P| < |Z|(s(W) + 2) + |P|$. It remains to bound the length of the $a$-syllables in $W$. By the argument above, all $a$-syllables in $W(a, Z)$ which appear within subwords of $Z_0$ and $Z_1$ are bounded, so if an $a$-syllable in $W^{-1}(a, b)$ will (partially) cancel with such an $a$-syllable, it will have length $< |Z|(s(W) + 2) + |P|$. Suppose now that an $a$-syllable of $W^{-1}(a, b)$ has length $> 2q + |P|$ and cancels with an $a$-syllable in $W(a, Z)$ that is not part of any subword of $Z_0, Z_1$ (or $a^0$); if no such $a$-syllable exists then we are done. Let $a^{-im}$ be the syllable satisfying these conditions and where $m$ is largest possible in the set $\{1, \ldots, n\}$. Then $a^{-im}$ cancels with some $a^{i+\lambda m q}, 1 \leq r \leq n$ and $\lambda_i \in \{-1, 0, 1\}$, within $W(a, Z)$. Now, $m = l$ and to see this first suppose that $l < m$. Then the occurrence of $a^{i+m+\lambda m q}$ in $W(a, Z)$, $\lambda_m \in \{-1, 0, 1\}$, which is the $a$-syllable of $W(a, Z)$ containing the image of $a^{im}$, does not cancel with any syllable in $W^{-1}$, by maximality of $m$, but this syllable must (partially) cancel as $|i_m| > q + |P|$, a contradiction. Similarly, if $l > m$ then the $a^i$ contained in $W(a, b)$ does not cancel when forming $W(a, Z)a^k W^{-1},$ by maximality of $m$, but as $|i_m + \lambda_m q - i| < |P|,$ and as $i_m > 2q + |P|$, we get that $q < i_t$, so this syllable must (partially) cancel, a contradiction. The $a^i$ in $W(a, Z)$ and the $a^{-i}$ in $W^{-1}$ can cancel only if the appropriate suffixes of $W(a, Z)$ and $W^{-1}$ cancel completely, that is, $a^p W'(a, Z)a^k W'^{-1}(a, b) = 1,$ where $W'$ is a suffix of $W$ starting with a $b$-syllable, and $p \in \mathbb{Z}$. This is impossible by Lemma 7.12 and the result follows.

We now solve the $\varphi_Z$-twisted-conjugacy problem for $P$ and $a^k$, that is, prove Lemma 7.15.

**Proof of Lemma 7.15.** Recall from the preamble to (9) that $P$ and $a^k$ are $\varphi_Z$-twisted conjugate, for $Z = Z_0^{-1} Z_1 Z_0 a^k$, if and only if $a^{-q_0} P$ and $a^{k-q_0} Z_0^{-1} Z_1 Z_0 a^{q_0+q_1}$ are $\varphi_{Z_0^{-1} Z_1 Z_0 a^{q_0+q_1}}$-twisted conjugate. Hence, we may assume that $Z$ has the form (9).

Suppose $P$ and $a^k$ are $\varphi_Z$-twisted-conjugate, so by assumption there exists a word $W \in F(a, b)$ ending in a $b$-syllable such that (7) holds. By Proposition 7.11 there is a bound $B_1$, algorithmically computable from $P$, $Z$ and $k$, on the number of syllables on $W$. By Lemma 7.13 there is a bound $B_2$, algorithmically computable from $P$, $Z$ and $B_1$, on the length of the syllables in $W$. Now, the length of a word is simply the sum of the individual syllable lengths, and so $|W| \leq B_1 \cdot B_2$. Hence, there is an algorithmically computable bound on $|W|$. Therefore, in order to determine whether or not $P$ and $a^k$ are $\varphi_Z$-twisted-conjugate it is sufficient to check for every word $W$ with $|W| \leq B_1 \cdot B_2$ whether or not (7) holds. If such a word is found then $P$ and $a^k$ are $\varphi_Z$-twisted-conjugate, otherwise they are not. □

### 7.3. From outer fixed points to fixed points

We now use our solution to instances of the twisted conjugacy problem to prove Theorem A.
Lemma 7.14. Let \( \psi \in \text{End}(F(a,b)) \) be an injective, non-surjective endomorphism which has \( [a] \) as an outer fixed point. There exists an algorithm with input \( \psi \) which determines whether or not \( [a] \cap \text{Fix}(\psi) \neq \emptyset \), and if \( [a] \cap \text{Fix}(\psi) \neq \emptyset \) then the algorithm outputs a basis for \( \text{Fix}(\psi) \).

Proof. Given \( \psi \) as in the hypothesis, one can easily find words \( P,Q \) such that \( \psi(a) = P^{-1}aP \) and \( \psi(b) = Q \). Let \( Z = PQP^{-1} \). By Lemma 7.1, \( [a] \cap \text{Fix}(\psi) \neq \emptyset \) if and only if there exist \( W \in F(a,b) \) and \( k \in \mathbb{Z} \) satisfying Equation (7). By applying Lemma 6.9 to Lemma 6.14, we can algorithmically determine the existence of \( W \) and \( k \), and therefore we can determine whether \( [a] \cap \text{Fix}(\psi) \neq \emptyset \).

If this intersection is non-empty then we can algorithmically compute an element \( z \) of \( \text{Fix}(\psi) \) which is not a proper power (indeed, it is not hard to see that \( z := W(a,b)aW^{-1}(a,b) \) is such an element, where \( W \) is as in the proof of Lemma 7.14). By Lemma 3.3, the subgroup \( \text{Fix}(\psi) \) is infinite cyclic and so \( \text{Fix}(\psi) = \langle z \rangle \). Output \( z \) as the basis for \( \text{Fix}(\psi) \).

Finally, we prove Theorem A.

Proof of Theorem A. Let \( \psi \in \text{End}(F(a,b)) \). Determine, via for example Stallings’ foldings, whether or not \( \psi \) is injective or surjective. If \( \psi \) is surjective then it is an automorphism and the result is known [BM16]. If \( \psi \) is not injective then Lemma 3.1 produces a basis for \( \text{Fix}(\psi) \).

If \( \psi \) is injective and non-surjective then, by Theorem 6.7, \( \psi \) has at most two maximal outer fixed points (up to inversion). Compute these, via the algorithm of Lemma 6.9. If \( \psi \) has no maximal outer fixed points then \( \text{Fix}(\psi) = \{1\} \) and so output the empty set as the basis for \( \text{Fix}(\psi) \).

If \( \psi \) has, up to inversion, a single maximal outer fixed point \( [x] \) then compute an element \( y \in F(a,b) \) such that \( \{x,y\} \) forms a basis for \( F(a,b) \). Change the basis of \( F(a,b) \) from \( \{a,b\} \) to \( \{x,y\} \). Note that \( \text{Fix}(\psi) = \{1\} \) if and only if \( \text{Fix}(\psi) \cap [x] = \emptyset \). Run the algorithm of Lemma 7.14 on the free group \( F(x,y) \), and if a basis element \( z \) of \( \text{Fix}(\psi) \) is found then output it. Else, \( \text{Fix}(\psi) = \{1\} \) and so output the empty set as the basis for \( \text{Fix}(\psi) \).

If \( \psi \) has, up to inversion, two maximal outer fixed points \( [x] \) and \( [y] \) (stored in terms of their representatives \( x \) and \( y \)), then, via the algorithm of Theorem 6.7, compute a representative \( \tilde{y} \in [y] \) such that \( \{x,\tilde{y}\} \) forms a basis for \( F(a,b) \). Change the basis of \( F(a,b) \) from \( \{a,b\} \) to \( \{x,\tilde{y}\} \). Note that \( \text{Fix}(\psi) = \{1\} \) if and only if \( \text{Fix}(\psi) \cap [x] = \text{Fix}(\psi) \cap [y] = \emptyset \). Run the algorithm of Lemma 7.14 on the free group \( F(x,\tilde{y}) \), and if a basis element \( z \) of \( \text{Fix}(\psi) \) is found then output it. Else, \( \text{Fix}(\psi) \cap [x] \) is empty so run the algorithm of Lemma 7.14 on the free group \( F(\tilde{y},x) \), and again if a basis element \( z \) of \( \text{Fix}(\psi) \) is found then output it. Else, \( \text{Fix}(\psi) = \{1\} \) and so output the empty set as the basis for \( \text{Fix}(\psi) \).
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