We present a scalable methodology to verify stochastic hybrid systems. Using the Mori-Zwanzig reduction method, we construct a finite state Markov chain reduction of a given stochastic hybrid system and prove that this reduced Markov chain is approximately equivalent to the original system in a distributional sense. Approximate equivalence of the stochastic hybrid system and its Markov chain reduction means that analyzing the Markov chain with respect to a suitably strengthened property, allows us to conclude whether the original stochastic hybrid system meets its temporal logic specifications. We present the first statistical model checking algorithms to verify stochastic hybrid systems against correctness properties, expressed in the linear inequality linear temporal logic (iLTL) or the metric interval temporal logic (MITL).
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1 INTRODUCTION
Stochastic hybrid systems, modeling discrete, continuous, and stochastic behavior, arise in many real-world applications ranging from automobiles [1], smart grids [2], and biology [3–7]. In these contexts, it is often useful to determine if the models meet their time-dependent design goals. However, the verification problem is computationally very challenging — even for systems with very simple dynamics that exhibit no stochasticity, and for the most basic class of safety properties, namely invariants, the problem of determining if a system meets its safety goals is undecidable [8]. The difficulty of the verification problem largely arises from the fact that the state space of such systems has uncountably many states.

The computational challenge posed by the verification problem is often addressed by constructing a simpler finite state model of the system, and then analyzing the finite state model. The finite state
model is typically an abstraction or a conservative over-approximation of the original system, i.e., every behavior of the system is exhibited by the finite state model, but the finite state model may have additional behaviors that are not system behaviors. This approach has been used to verify [9–11] and design controllers [12–15] for non-stochastic systems, as well as to verify [4, 5, 7, 16, 17] and design controllers [18] for stochastic hybrid systems. For such abstractions, if the finite state model is safe then so is the original system. However, if the finite state model is unsafe, then not much can be concluded about the safety of the original system because the finite state model is an over-approximation.

In this paper, we present a scalable approach to the verification of a class of specifications defined by iLTL or MITL [19, 20] for stochastic hybrid systems, based on constructing a finite state approximation that is “equivalent” to the original system. These specifications reason over the evolution of the probability distributions of the system, and can express a wide class of safety properties.

To verify these specifications, we construct an approximate bi-simulation between stochastic hybrid systems and finite state Markov chains using the Mori-Zwanzig model reduction method [22, 23]. The advantage of bi-simulation is that analyzing the finite state model not only allows us to conclude the safety of the hybrid stochastic system, but also its non-safety. In order to explain the relationship between the Markov chain we construct and the stochastic hybrid system, it is useful to recall that there are two broad approaches to defining the semantics of a stochastic process. One approach is to view a stochastic system as defining a measure space on the collection of executions; by execution here we mean a sequence of states that the system may possibly go through. The other approach is to view the stochastic system as defining a transformation on distributions; in such a view, the behavior of the stochastic model is captured by a sequence of distributions, starting from some initial distribution. For the first semantics (of measures on executions), it has been shown that approximate abstractions can be build between finite state Markov chains and certain classes of stochastic hybrid systems [24–26]. However, it has been observed that constructing an approximate “equivalence” between Markov chains and infinite-state systems is very challenging in general [7].

In this paper, we in contrast show that the Mori-Zwanzig reduction method constructs a finite state Markov chain that is approximately equivalent to a stochastic hybrid system with respect to the second semantics. That is, we show that the distribution on states of the Markov chain at any time, is close to the distribution at the same time defined by the stochastic hybrid system (Theorem 3.3), even though there might be no (approximate) probabilistic path-to-path correspondence between the path space of the stochastic hybrid system and that of the Markov chain, as it is required under the first semantics.

Similar to [25, 26], the Mori-Zwanzig reduction is performed via partitioning the state space, although the metric for “equivalence” is different. The approximate equivalence by Mori-Zwanzig reduction can be seen to be similar in spirit to the results first established for non-stochastic, stable, hybrid systems [12, 27, 28], and later extended to stochastic dynamical systems [29, 30]. When compared to [29, 30], we consider a more general class of stochastic hybrid systems that have multiple modes and jumps with guards and resets. Second, our reduced system is a Markov chain, whereas in [29, 30] the stochastic system is approximated by a finite state, non-stochastic model. In addition, our notion of distance between the stochastic hybrid system and the reduced system is slightly different.

Having proved that our reduced Markov model is approximately equivalent to the original stochastic hybrid system, we can exploit this to verify stochastic hybrid systems. Approximate equivalence ensures that analyzing the reduced model with respect to a suitably strengthened
property, allows us to determine whether the initial stochastic hybrid system meets or violates its requirements. Therefore, a scalable verification approach can be obtained by developing algorithms to verify finite state Markov chains. Since the reduced system, even though finite state, is likely to have a large number of states, we use a statistical approach to verification [31] as opposed to a symbolic one.

In statistical model checking, the model being verified is simulated multiple times, and the drawn simulations are analyzed to see if they constitute a statistical evidence for the correctness of the model. Statistical model checking algorithms have been developed for logics that reason about measures of executions [6, 31–33]. However, since our reduced Markov chain is only close to the stochastic hybrid system in a distributional sense, we cannot leverage these algorithms. Instead, we develop new statistical model checking algorithms for temporal logics (over discrete and continuous time) that reason about sequences of distributions.

The scalability of our approach depends critically on the way the partition-based Mori-Zwanzig model reduction is performed, as it involves numerical integrations on the partitions. For stochastic hybrid systems with nonlinear but polynomial dynamics for the continuous part, the curse of dimensionality for direct numerical integration can be avoided as explicit symbolic solutions for the numerical solution exists. This is demonstrated in Section 6 by a case study. Also, Monte-Carlo integrations can be adopted for more general dynamics with considerations on extra statistical errors. Finally, we note that using this approach, we were the first to successfully verify [34] a highly non-linear model including lookup tables of a powertrain control system that was proposed as a challenging problem for verification tools by Toyota engineers [1].

This paper is based on three of our previous papers [35–37], where discrete-time stochastic hybrid systems are studied in [35]; continuous-time stochastic (non-hybrid) systems are studied in [36]; and continuous-time stochastic hybrid systems are studied in [37] without numerical evaluations. This work presents a unification for the statistical verification of continuous-time and discrete-time stochastic hybrid systems, and provides a case study to numerically demonstrate the scalability of our statistical verification algorithms.

The rest of the article is organized as follows. In Section 2, we introduce the general setup of the problem, including the definition of continuous-time stochastic hybrid systems and the syntax and semantics of metric interval temporal logic. In Section 3, we use the Mori-Zwanzig method to reduce the hybrid system to a Markov chain and prove that the temporal logic formulas on the hybrid system can be verified by checking slightly stronger formulas on the Markov chain. In Section 4, we develop a statistical model checking algorithm for actually carrying out the verification. In Section 5, we consider discrete-time stochastic hybrid systems and derive similar model reduction and model checking results in this setting. The scalability of the proposed algorithms is demonstrated by a case study in Section 6. Finally, we conclude in Section 7.

2 PROBLEM FORMULATION

We denote the set of natural, rational, non-negative rational, real, positive real, and non-negative real numbers by \( \mathbb{N} \), \( \mathbb{Q} \), \( \mathbb{Q}_{\geq 0} \), \( \mathbb{R} \), \( \mathbb{R}_{>0} \) and \( \mathbb{R}_{\geq 0} \) respectively. We denote the essential supremum by \( \text{ess sup} \). For \( n \in \mathbb{N} \), let \( [n] = \{1, 2, \ldots, n\} \). For any set \( S \), let \( S^{\omega} \) be the set of infinite sequences in \( S \). For \( s \in S^{\omega} \), let \( s_i \) be the \( i \)th element in the sequence. For a finite set \( A \), we denote the cardinality by \( |A| \) and its power set by \( 2^A \). The empty set is denoted by \( \emptyset \). For \( X \subseteq \mathbb{R}^d \), we denote the boundary of \( X \) by \( \partial X \). The symbols \( \mathbb{P} \) and \( \mathbb{E} \) are used for the probability and the expected value, respectively.
2.1 Stochastic Hybrid System

In this work, we follow the formal definitions of continuous-time stochastic hybrid systems in [38–41] as shown in Fig. 1. However, we focus on a Fokker-Planck formulation and interpretation of the model.

2.1.1 Continuous-time Stochastic Hybrid System. We denote the continuous and discrete states by \( x \in \mathbb{R}^d \) and \( q \in Q \) respectively, where \( Q = \{ q_1, \ldots, q_m \} \) is a finite set. We call the combination \((q, x)\) the state of the system, and the product set \( \mathbb{X} \subseteq Q \times \mathbb{R}^d \) the state space. For each \( q \in Q \), the state of the system flows in \( A_q \subseteq \mathbb{R}^d \) and jumps forcedly on hitting the boundary \( A_q \). We assume that each \( A_q \) is open and bounded, and the boundaries \( \partial A_q \) are second-order continuously differentiable. On the flow set, the state \( x \) of the system evolves by a stochastic differential equation

\[
dx = f(q, x)dt + g(q, x)dB_t, \tag{1}
\]

where \( q \) and \( x \) are random processes describing the stochastic evolution of the discrete and continuous states, and \( B_t \) is the standard \( n \)-dimensional Brownian motion. The vector-valued function \( f \) specifies the drift of the state, and the matrix-valued function \( g \) describes the intensity of the diffusion [42, 43]. In (1), we assume that \( f(q, \cdot) \) and \( g(q, \cdot) \) are locally Lipschitz continuous. Meanwhile, the system jumps spontaneously by a non-negative integrable rate function \( r(q, x) \) inside \( A_q \). The probability distribution of the target of both spontaneous and forced jumps (as they happened on different domains) is given by a non-negative integrable target distribution \( h(q', x', q, x) \), satisfying

\[
\sum_{q' \in Q} \int_{A_q} h(q', x', q, x)dx' = 1. \tag{2}
\]

2.1.2 Fokker-Planck Equation. The probability distribution \( F(t, q, x) \) of the state of the system in the flow set is determined by the Fokker-Planck equation, which can be derived in the same way as...
that for jump-diffusion processes [44],

\[
\frac{\partial F(t, q, x)}{\partial t} = L(F(t, q, x)) = -\sum_{a=1}^{d} \frac{\partial}{\partial x_a}(f_a(q, x)F(t, q, x)) + \sum_{a=1}^{d} \sum_{b=1}^{d} \frac{\partial^2}{\partial x_a \partial x_b} \sum_{c=1}^{d} \frac{g_{ac}(q, x)g_{cb}(q, x)F(t, q, x)}{2}
\]

\[
-\rho(q, x)F(t, q, x) + \sum_{q \in Q} \int_{x \in A_q} h(q, x, q', x') r(q', x') F(t, q', x') dx' + \sum_{q \in Q} \int_{x \in \partial A_q} h(q, x, q', x')(n \cdot F) dx',
\]

where \( f_a \) is the \( a \)th element of \( f \) from (1), \( n \) is the unit vector pointing out of the flow set and the inner product \( n \cdot F \) is the corresponding outgoing flow. Here, \( F \) is a matrix (more precisely a second-order tensor) whose components are given by

\[
F_{ab} = \frac{\partial}{\partial x_b} \sum_{c=1}^{d} \frac{g_{ac}(q, x)g_{cb}(q, x)F(t, q, x)}{2},
\]

where \( a, b \in [d] \). In (3), \( L \) is the Fokker-Planck operator for the system, and we write symbolically that \( F(t, q, x) = e^{tL}F(0, q, x) \). On the boundary, we have

\[
F(t, q', x') = 0
\]

as it is absorbing (paths jump away immediately after hitting the boundary). In the rest of the paper, we assume that the stochastic hybrid system given in this section is well defined in the sense that it gives a Fokker-Planck equation with a unique solution [42, 43].

2.1.3 Invariant Distribution. An invariant distribution of the continuous-time stochastic hybrid system \( F_{inv}(q, x) \) is defined by

\[
L(F_{inv}(q, x)) = 0.
\]

In this work, when handling temporal logic specifications of an infinite time horizon, we assume that \( F(t, q, x) \) converges to the invariant distribution function \( F_{inv}(q, x) \) to ensure that the truth value of the specifications will not change after a finite time.

2.1.4 System Observables. The state of the system is only partially observable. Here, we are interested in observables of the system given by

\[
y(t) = \mathbb{E}[y(q(t), x(t))] = \sum_{q \in Q} \int_{A_q} y(q, x)F(t, q, x) dx,
\]

where \( y(q, x) \) is a weight function on \( \mathbb{X} \), which is integrable in \( x \) for each \( q \in Q \).

Example 2.1. Throughout the paper, we use the following example to illustrate the theorems. Consider a continuous-time stochastic hybrid system with two discrete states on \( \mathbb{X} = \{1\} \times [0, 1] \cup \{2\} \times [2, 4] \). It jumps uniformly to \([2, 4]\) when hitting \( x = 0 \) or \( x = 1 \), and jumps uniformly to \([0, 1]\) when hitting \( x = 2 \) or \( x = 4 \). It can jump spontaneously at any \( x \in \mathbb{X} \) with the rate \( h(x) = I_X(x)/3 \), where \( I_X(\cdot) \) is the indicator function of the set \( \mathbb{X} \). In each location, the state of the system is governed by the stochastic differential equation

\[
dx = dt + dB_t,
\]
The probability distribution \( F(t, q, x) \) of the state evolves by the Fokker-Planck equation
\[
\frac{\partial F(t, q, x)}{\partial t} = -\frac{\partial F(t, q, x)}{\partial x} + \frac{1}{2} \frac{\partial^2 F(t, q, x)}{\partial x^2} + \frac{1}{2} \frac{\partial F(t, q, 0)}{\partial x} - \frac{1}{2} \frac{\partial F(t, q, 2)}{\partial x} - \frac{1}{2} \frac{\partial F(t, q, 4)}{\partial x}
\]
with the boundary conditions
\[
F(t, q, 0) = F(t, q, 1) = F(t, q, 2) = F(t, q, 4) = 0.
\]
Initially, the state of the system is uniformly distributed on \([0, 1/2]\).

### 2.2 Metric Interval Temporal Logic

We are interested in verifying temporal properties of the continuous-time stochastic hybrid systems. These properties are specified as follows. The atomic propositions \( \text{AP} \) are inequalities of the form \( y \sim c \ (c \in \mathbb{Q}, \sim \in \{<, \leq, \geq, >\}) \), where \( y \) is an observable of the system given by (7); and these atomic propositions are concatenated by the syntax of Metric Interval Temporal Logic (MITL) [20].

This type of logic is also referred to as Signal Temporal Logic (STL) [45–47] in the literature. The syntax of MITL is given in Theorem 2.2.

**Definition 2.2 (MITL Syntax).** An MITL formula is defined using the following BNF form:
\[
\phi := \bot | \top | y \sim c | \phi \land \psi | \phi \lor \psi | \phi \mathcal{U}_{t} \psi | \phi \mathcal{R}_{t} \psi,
\]
where \( c \in \mathbb{Q}, \sim \in \{<, \leq, \geq, >\} \) and \( I \) is a non-singleton interval on \( \mathbb{R}_{\geq} \).

We note that the syntax does not contain negation (\( \neg \)), since \( \{<, \leq, \geq, >\} \) is closed under negation. For a standard MITL formula, negation on non-atomic formulas can always be pushed inside as part of the atomic propositions. For example, \( \neg(y > 0) \) is defined as \( y \leq 0 \), \( \neg(\phi_{1} \lor \phi_{2}) \) is defined as \( \neg(\phi_{1}) \land (\neg\phi_{2}) \), and \( \neg(\phi \mathcal{U}_{t} \psi) \) is defined as \( \neg(\phi)\mathcal{R}_{t} (\neg\psi) \).

The continuous-time stochastic hybrid system induces a signal \( f(t): \mathbb{R}_{\geq} \rightarrow 2^{\text{AP}} \) by \( (y \sim c) \in f(t) \) iff \( y \sim c \) holds at time \( t \). The semantics of MITL are defined with respect to the signal \( f(t) \) as follows.

**Definition 2.3 (MITL Semantics).** Let \( \phi \) be an MITL formula and \( f \) be a signal \( f: \mathbb{R}_{\geq} \rightarrow 2^{\text{AP}} \). The satisfaction relation \( \models \) between \( f \) and \( \phi \) is defined according to the following inductive rules:
\[
\begin{align*}
f \models \bot & \quad \text{iff false} \\
f \models \top & \quad \text{iff true} \\
f \models y \sim c & \quad \text{iff } (y \sim c) \in f(0) \\
f \models \phi \land \psi & \quad \text{iff } (f \models \phi) \land (f \models \psi) \\
f \models \phi \lor \psi & \quad \text{iff } (f \models \phi) \lor (f \models \psi) \\
f \models \phi \mathcal{U}_{t} \psi & \quad \text{iff } \exists t \in I, (f^{t} \models \psi) \land \forall t' \in (0, t), f^{t'} \models \phi \\
f \models \phi \mathcal{R}_{t} \psi & \quad \text{iff } \forall t \in I, (f^{t} \models \psi) \lor \exists t \in \mathbb{R}_{>0}, (f^{t} \models \phi \land \forall t' \in [0, t] \land I, f^{t'} \models \psi) \lor \\
& \quad \exists t' \in I', t' \in I \cap (t, \infty), \forall t'' \in I, (t'' \leq t \rightarrow f^{t''} \models \psi) \wedge (t < t'' \leq t' \rightarrow f^{t''} \models \psi)
\end{align*}
\]
where \( f^{t} (\cdot) = f(t + \cdot) \) and \( t' = I \cup \{t\} \) in the semantics of \( \phi \mathcal{R}_{t} \psi \) with \( I \) being the lower bound of \( I \).
We define \( [\phi] \) to be the set of signals that satisfy \( \phi \).

Our semantics of \( \mathcal{R} \) in MITL is more complicated than the semantics of \( \mathcal{R} \) in LTL, its discrete-time counterpart. Our semantics of \( \mathcal{R} \) is different from the common semantics of MITL [20]. This is because it has recently been shown that the common semantics of MITL cannot ensure that the formulas \( \neg(\phi \mathcal{U}_{t} \psi) \) and \( \neg(\phi)\mathcal{R}_{t} (\neg\psi) \) are equivalent for the continuous-time domain (see [21] for details). Following the semantics of MITL, the satisfiability/model checking problems for MITL with abstract atomic propositions are known to be \text{EXPSPACE}-complete [20, 21]. The corresponding decision procedure has a close connection with timed automata.
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Definition 2.4 (Timed Automata [48]). Timed automaton $A$ is a tuple $(Q, X, \Sigma, L, I, E, Q_{\text{init}}, Q_{\text{final}})$ where

- $Q$ is a finite non-empty set of locations.
- $X$ is a finite set of clocks.
- $\Sigma$ is a finite alphabet.
- $L : Q \rightarrow \Sigma$ maps each location to the label of that location.
- $I : Q \rightarrow (X \times I_{\geq 0})$ maps each location to its invariant which is the set of possible values of variables in that location, where $I_{\geq 0}$ is the set of intervals on $\mathbb{R}_{\geq 0}$.
- $E \subseteq Q \times Q \times 2^I$ is a finite set of edges of the form $e = (s, d, j)$, where $s = Se$ is source of the edge; $d = De$ is destination of the edge; and $j = Je$ is the set of clocks that are reset by the edge.
- $Q_{\text{init}} \subseteq Q$ is the set of initial locations.
- $Q_{\text{final}} \subseteq Q$ is the set of final locations.

A run of the timed automaton $A$ is a sequence of tuples $(\rho, \tau, \eta) \in Q^\omega \times I_{\geq 0}^\omega \times E^\omega$ in which the following conditions holds: (i) $\rho_0 \in Q_{\text{init}}$, i.e., $\rho$ starts from an initial location $Q_{\text{init}}$; (ii) $(\Sigma_\eta n = \rho_0) \land (\eta_0 n = \rho_{n+1})$, i.e., the source and destination of edge $\eta_n$ is $\rho_0$ and $\rho_{n+1}$, respectively; (iii) $\tau_0, \tau_1, \ldots$ is an ordered and disjoint partition of the time horizon $\mathbb{R}_{\geq 0}$; and (iv) $\forall t \in \tau_n, x \in X$, we have $\varrho_n(x) + t - \tau_n \in I(\rho_n, x)$, where $\varrho_0(x) = 0$ and $\varrho_{n+1}(x)$ is inductively defined by

$$
\varrho_{n+1}(x) = \begin{cases} 0, & \text{if } x \in J_\eta_n \\
\varrho_n(x) + \tau_n - \tau_n, & \text{otherwise}
\end{cases}
$$

i.e., clocks must satisfy the invariant of the current location. Here, $\tau$ and $\tau$ are the lower and upper bound of the interval.

A run satisfying the condition $\inf(\rho) \cap Q_{\text{final}} \neq \emptyset$, i.e., some location from $Q_{\text{final}}$ has been visited infinitely many times by $\rho$, is called an accepting run of $A$. Note that every run of $A$ induces a function $f$ of type $\mathbb{R}_{\geq 0} \rightarrow \Sigma$ that maps $t$ to $L(\rho_n)$, where $n$ is uniquely determined by the condition $t \in \tau_n$. We define the language of $A$, denoted by $\text{Lang}(A)$, to be the set of all functions that are induced by accepting runs of $A$. The language of timed automata is closely related to MITL as follows.

Lemma 2.5 (MITL to Timed Automata [20]). For any MITL formula $\varphi$, a timed automaton $A_{\varphi}$ can be constructed such that $\text{Lang}(A_{\varphi}) = \llbracket \varphi \rrbracket$, i.e., the set of functions that satisfy $\varphi$ is exactly those that are induced by accepting runs of $A_{\varphi}$.

Example 2.6. Following Example 2.1, we want to check the following MITL formula

$$
\varphi_1 = \top \mathcal{U} \left( y_2(t) > \frac{1}{4} \right), \quad \varphi_2 = \left( y_1(t) > \frac{1}{2} \right) \mathcal{U} \left( y_2(t) > \frac{1}{4} \right),
$$

where

$$
y_1(t) = \sum_{q \in Q} \int_{A_q} I_{[0,1]} F(t, q, x) dx, \quad y_2(t) = \sum_{q \in Q} \int_{A_q} I_{[2,4]} F(t, q, x) dx.
$$

3 MODEL REDUCTION OF CONTINUOUS-TIME HYBRID SYSTEMS

The model reduction procedure for continuous-time stochastic hybrid system follows the three steps: (i) reduce the dynamics by partitioning the state space; (ii) reduce the temporal logic specifications accordingly; and (iii) estimate the model reduction error.
3.1 Reducing the Dynamics

To implement the Mori-Zwanzig model reduction method [22] for continuous-time stochastic hybrid systems, we partition the continuous state space into finitely many partitions \( \mathcal{S} = \{s_1, \ldots, s_n\} \), and treat each of them as a discrete state. The idea of partitioning is similar to [25, 26] for the discrete-time stochastic hybrid systems. The partition is called an equipartition if they are hypercubes with the same size \( \eta \). We assume that for each \( s_i \), there exists \( q \in \mathcal{Q} \) such that \( s_i \subseteq \{q \} \times \mathcal{A}_q \), and denote its measure by \( \mu(s_i) \). Let \( m(\mathcal{X}) \) and \( m(\mathcal{S}) \) be sets of probability distribution functions on \( \mathcal{X} \) and \( \mathcal{S} \), respectively. Then we can define a projection \( P : m(\mathcal{X}) \to m(\mathcal{S}) \) and an injection \( R : m(\mathcal{S}) \to m(\mathcal{X}) \) between \( m(\mathcal{X}) \) and \( m(\mathcal{S}) \) by

\[
p_j = (PF(q, x))_j = \int_{s_j} F(q, x) \, dx,
\]

where \( p_j \) is the \( j \)th element of \( p \), and

\[
Rp = \sum_{j=1}^{n} p_j U_{s_j},
\]

where \( U_{s_j} \) is the uniform distribution on \( s_j \):

\[
U_{s_j}(x) = \begin{cases} \frac{1}{\mu(s_j)}, & \text{if } x \in s_j \\ 0, & \text{otherwise.} \end{cases}
\]

Here the projection \( P \) and the injection \( R \) are defined for probability distributions. But they extend naturally to \( L_1 \) functions on \( \mathcal{X} \) and \( \mathcal{S} \) respectively. The projection \( P \) is the left inverse of the injection \( R \) but not vice versa, namely \( PR = I \) but \( RP \neq I \).

This projection \( P \) and injection \( R \) can reduce the Fokker-Planck operator to a transition rate matrix on \( \mathcal{S} \), and hence reduce the continuous-time stochastic hybrid system into a continuous-time Markov chain. Following [22], the Fokker-Planck operator given in (3) reduces to the transition rate matrix \( A \) by

\[
A = PLR
\]

In practice, we are usually interested in a continuous state space \( \mathcal{X} \) that is partitioned into hypercubes of edge length \( \eta \). In this case, the transition rate matrix \( A \) is explicitly expressed as follows.

**Theorem 3.1.** Let \( \mathcal{S} = \{s_1, s_2, \ldots, s_n\} \) be a partition\(^1\) of the \( d \)-dimensional continuous state space \( \mathcal{X} \) into hypercubes of edge length \( \eta \), and \( P \) and \( R \) be the corresponding projection and injection given by (8)-(10), the transition rate from the state \( s_i \) to the state \( s_j \) (\( i \neq j \)) at time \( t \) is given by

\[
A_{ij} = \mathbf{n} \cdot (N + \frac{M \cdot \mathbf{n}(p_i - p_j)}{\eta}) + R
\]

for \( a, b \in [n] \), where \( \mathbf{n} \) is (if exists) the unit vector of the boundary \( s_i \cap s_j \) pointing from \( s_i \) to \( s_j \), \( N \) is a \( d \) dimensional vector with components

\[
N_a = \int_{\partial s_i \cap \partial s_j} f_a(q, x) \, dx,
\]

\( M \) is a \( d \times d \) matrix with components

\[
M_{ab} = \int_{\partial s_i \cap \partial s_j} \sum_{c=1}^{d} \frac{g_{ac}(q, x)g_{cb}(q, x)}{2} \, dx,
\]

\(^1\)The partitions can be labeled by \( S \) arbitrarily.
and for an inner cell $s_i$,
\[
O = \int_{s_i \times s_j} I_{s_i}(q, x) h(q, x, q', x') r(q', x') I_{s_j}(q', x') dx' dx
\]
for a boundary cell $s_j$,
\[
O = \int_{s_i \times s_j} I_{s_i}(q, x) h(q, x, q', x') n' \cdot M \cdot n' p_i \eta^d dx' dx
\]
with $I_{s_i}$ being the indicator function of $s_i$ and $n'$ being the vector pointing out of the boundary of the flow set.

Proof. For simplicity, we first show the proof for the 1D case. Specifically, for fixed $q$, we integrate both sides of (3) on the cell $I = [\rho, \rho + \Delta \rho]$, and apply the Stokes theorem for the first two terms, we derive
\[
\int_I \frac{\partial F(t, q, x)}{\partial t} dx = -f(q, x) F(t, q, x) \bigg|_\rho^{\rho + \Delta \rho} + \frac{\partial}{\partial x} \left( \frac{g^2(q, x) F(t, q, x)}{2} \right) \bigg|_\rho^{\rho + \Delta \rho} - \int_I r(q, x) F(t, q, x) dx
\]
\[
+ \sum_{q \in Q} \int_I h(q, x, q', x') r(q', x') F(t, q', x') dx dx' + \sum_{q \in Q} \int_{x \in \partial A_q} \int_I h(q, x, q', x')(n \cdot F) dx dx'.
\]
The left-hand side of (17) is the rate of probability change in the cell $I$. On the right-hand side of (17), (i) the combination of the first two terms $f(q, x) F(t, q, x) - \frac{\partial}{\partial x} \left( \frac{g^2(q, x) F(t, q, x)}{2} \right)$ is the probability flow on the boundary; (ii) the other terms correspond to average probability jumps inside the cell $I$. The same is true for multidimensional cases.

By applying (11), it is easy to check the probability flow between adjacent cells sharing a boundary is (14) and (13). The probability of jumping from one inner cell to another cell has the rate (15). Finally, the probability of jumping from one boundary cell to another cell has the rate (16). Thus, (12) holds.

Roughly speaking, the transition rate between two partitions in the same location is the flux of $f(q, x)$ across the boundary and the transition rate between two different locations is the flux of $r(q, x)$.

### 3.2 Reducing MITL Formulas

The observables on the continuous-time stochastic hybrid system reduce to the corresponding continuous-time Markov chain using the projection $P$. Let $y$ be an observable on the continuous-time stochastic hybrid system with weight function $\gamma(q, x)$. To facilitate further discussion, we assume that $\gamma(q, x)$ is invariant under the projection $P$, i.e.,
\[
\gamma(q, x) = RP\gamma(q, x),
\]
which means that the function $\gamma(q, x)$ can be written as the linear combination of the indicator functions of the partitions (sometimes called a simple function.) We define a corresponding observable $y'$ on the continuous-time Markov chain that derives from the model reduction procedure by
\[
y'(0) = \sum_{q \in Q} \int_{A_q} \gamma(q, x) PF(0, q, x) dx = \sum_{i=1}^n \left( \int_{s_i} \gamma(q, x) dx \right) \left( \int_{s_i} F(0, q, x) dx \right) = \sum_{i=1}^n r_i p(i).
\]
Accordingly, we define the integration of $\delta(t, q, x)$ with respect to the weight function $\gamma(q, x)$ by

$$\Lambda_y = \sup_{t \geq 0} \left| \sum_{q \in Q} \int_{A_q} \gamma(q, x)(L - RPL)e^{tRPL}F(0, q, x)dx \right|,$$

(23)
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which captures the maximal change of the time derivative of observable $y$. When the reduction error $\delta(t, q, x)$ converges exponentially in time, an upper bound of the reduction error $\Theta(t)$ can be obtained.

**Definition 3.2.** For $\alpha > 0$, $\beta \geq 1$ and a given observable $y$, the continuous-time stochastic hybrid system is $\alpha$-contractive with respect to $y$, if for any initial distribution function $F(0, q, x)$ on the state space, we have

$$\left| \sum_{q \in Q} \int_{A_q} y(q, x) e^{tL} \delta(t, q, x)dx \right| \leq \beta e^{-\alpha t} \left| \sum_{q \in Q} \int_{A_q} y(q, x) \delta(t, q, x)dx \right|.$$  \hspace{1cm} (24)

where $\delta(t, q, x)$ is given by (22).

This contractivity condition is to ensure that the model reduction error is bounded for all time, which is required for approximately keeping the truth value of temporal logic specifications of an infinite time horizon. Although the condition seems restrictive, it is valid for a relatively wide range of systems including asymptotically stable systems. It is a commonly-used sufficient condition to guarantee the existence and uniqueness of an invariant measure for general dynamical systems, and the contractivity factor $\alpha$ is usually derived case-by-case. Using Theorem 3.2, we obtain the following theorem.

**Theorem 3.3.** If the continuous-time stochastic hybrid system from Section 2.1.1 is $\alpha$-contractive, then for any $t \geq 0$, the reduction error $\Theta_y(t)$ for an observable $y$ satisfies

$$\Theta_y(t) \leq \frac{\beta \Lambda_y}{\alpha} + \Delta_y.$$  \hspace{1cm} (25)

**Proof.** By Dyson’s formula [22], we can decompose the exponential of $L$ by

$$e^{tL} = e^{tRPL} + \int_{[0, t]} e^{(t-\tau)L}(L-RPL)e^{\tau RPL} d\tau,$$  \hspace{1cm} (26)

which can be verified by taking time derivatives on both sides. Substituting (26) into (21) gives

$$\Theta_y(t) \leq \left| \sum_{q \in Q} \int_{A_q} y(q, x)(e^{tRPL} - Re^{tAP}F(0, q, x)dx \right|$$

$$+ \left| \sum_{q \in Q} \int_{\mathbb{R}^d \times [0, t]} y(q, x)e^{(t-\tau)L}(L-RPL)e^{\tau RPL}F(0, q, x)d\tau dx \right|.$$  \hspace{1cm} (27)

Since the projection $P$ and the injection $R$ preserve the $L_1$ norm, $RPL$ is also a Fokker-Planck operator. Noting $Re^{tAP}F(0, q, x) = e^{tRPL}P F(0, q, x)$, by (20), we see that the first term on the right-hand side of (27) is less than $\Delta_y$.

For the second term on the right-hand side of (27), by (23)-(24), we have

$$\Theta_y(t) \leq \Delta_y + \left| \sum_{q \in Q} \int_{A_q} \int_{[0, t]} y(q, x)e^{(t-\tau)L} \delta(\tau, q, x)d\tau dx \right|$$

$$\leq \Delta_y + \left| \sum_{q \in Q} \int_{A_q} \int_{[0, t]} \beta e^{-\alpha(t-\tau)} y(q, x)\delta(\tau, q, x)d\tau dx \right| \leq \frac{\beta \Lambda_y}{\alpha} + \Delta_y.$$  \hspace{1cm} (28)

Theorem 3.3 implies the following relations between the atomic propositions on the continuous-time stochastic hybrid system and the CTMC.
Theorem 3.4. If the continuous-time stochastic hybrid system given in Section 2.1.1 is \( \alpha \)-contractive, then we have
\[
y(t) > c \implies y'(t) > c - \left( \frac{\beta \Lambda_y}{\alpha} + \Delta_y \right), \tag{29}
y(t) < c \implies y'(t) < c + \left( \frac{\beta \Lambda_y}{\alpha} + \Delta_y \right), \tag{30}
\]
and similarly,
\[
y'(t) > c + \left( \frac{\beta \Lambda_y}{\alpha} + \Delta_y \right) \implies y(t) > c, \tag{31}
y'(t) < c - \left( \frac{\beta \Lambda_y}{\alpha} + \Delta_y \right) \implies y(t) < c. \tag{32}
\]

In Theorem 3.4, the term \( \Delta_y \) bounds the initial model reduction error and the term \( \frac{\beta \Lambda_y}{\alpha} \) bounds the model reduction error accumulated over time. Following Theorem 3.4, to verify an MITL formula \( \varphi \) for an \( \alpha \)-contractive continuous-time stochastic hybrid system introduced in Section 2.1.1, we can strengthen \( \varphi \) to \( \psi \) by replacing the atomic propositions according to (31)-(32). If \( \psi \) holds for the CTMC derived from the continuous-time stochastic hybrid system following the model reduction procedure of Sections 3.1 and 3.2, then \( \varphi \) holds for the continuous-time stochastic hybrid system.

Example 3.5. Following Example 2.1 and 2.6, the invariant distribution of this process is \( F_{\text{inv}} = U_\mathcal{X}/3 \). We partition \( \mathcal{X} \) into intervals of length \( 1/N \). By the above model reduction procedure it reduces to a CTMC with transition rate matrix \( M \) given by
\[
M_{ij} = \frac{\delta_{ij}}{4} + \frac{1}{4N}
\]
where \( i \in [3N] \) and \( j \in [3N] \). The invariant distribution \( F_{\text{inv}} \) remains unchanged, and the MITL formula to check is
\[
\varphi_1' = \top \cup \left( y'_2(t) > \frac{1}{4} + \Theta_y(t) \right)
\]
\[
\varphi_2' = \left( y'_1(t) > \frac{1}{2} + \Theta_y(t) \right) \cup \left( y'_2(t) > \frac{1}{4} + \Theta_y(t) \right)
\]
where \( \Theta_y(t) \) is the model reduction error and
\[
y'_1(t) = \sum_{i=1}^{N} p_i(t), \quad y'_2(t) = \sum_{i=2N+1}^{3N} p_i(t).
\]
When \( N = 30 \), we have \( \Theta_y(t) \leq 0.02 \) from (8) and (23).

4 Statistical Model Checking of MITL

Let \( C \) be the CTMC derived from the model reduction (Section 3) and \( \varphi \) be corresponding reduced MITL formula. In this section, we propose a statistical model checking algorithm to verify the formula \( \varphi \) for the CTMC \( C \).

We denote the set of atomic propositions contained in \( \varphi \) by \( AP_\varphi \). The pair \( C, \varphi \) can generate a signal by evaluating the truth value of the atomic propositions in \( AP_\varphi \) on the CTMC \( C \) for each time. We use \( \langle C, AP_\varphi \rangle \) to denote the singleton set that contains this signal. Let \( T_{C,\varphi} \) be the timed automaton such that \( \langle C, AP_\varphi \rangle \subseteq \text{Lang}(T_{C,\varphi}) \). Using Theorem 2.5, we construct two timed automata \( T_\varphi \) and \( T_{\neg \varphi} \) such that their languages are the signals accepted and rejected by \( \varphi \), respectively. If the intersection of \( \text{Lang}(T_{C,\varphi}) \) and \( \text{Lang}(T_{\neg \varphi}) \) is empty then \( C \) violates \( \varphi \). Similarly, if the intersection of
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ALGORITHM 1: Truncating time horizon

Data: CTMC $(C, p_0)$, estimation of invariant distribution $p^*$, Atomic formula $(y \sim c)$, parameters $\alpha'$, and $\delta'$

Function DurationOfSimulation

\[
t \leftarrow 1 \\
\text{while } \text{Close}\left(p(t), p^*, \frac{\alpha'}{T}, \frac{\delta'}{T}\right) = \text{failed} \text{ do} \\
\quad t \leftarrow 2 \times t \\
\quad \alpha' \leftarrow \frac{1}{2} \alpha' \\
\text{end} \\
\text{return } t+1
\]

Lang$(T_{C, \varphi})$ and Lang$(T_{\neg \varphi})$ is empty then $C$ satisfies $\varphi$. This emptiness problem for the intersection of timed automata is known to be PSPACE-complete [48]. However, it is possible that none of the two intersections is empty. To avoid this situation, we assume that each signal of Lang$(T_{C, \varphi})$ remains close to the signal in $[C, A_P]$. That is, if the signal in $[C, A_P]$ satisfies/violates $\varphi$, then there is a close signal that violates/satisfies $\varphi$. We will formalize this later.

We use a statistical method to construct the timed automaton $T_{C, \varphi}$. Let $p(t)$ be the probability distribution of the state of the CTMC $C$, and $f(t)$ be the set of atomic propositions that $p(t)$ satisfies at the time $t \in [0, \infty)$. Since the CTMC converges to a unique invariant distribution $p^{inv}$, there exists a known constant $\delta' \in \mathbb{R}$ and a known estimation $p^*$ of $p^{inv}$ such that

- $\forall (r \cdot p(t) \sim c) \in A_P$, $|r \cdot p^{inv} - c| > \delta'$, and
- $\|p^{inv} - p^*\|_{1} < \frac{\delta'}{3}$, where $\|\cdot\|_{1}$ is the $\ell_1$ norm.

For each atomic proposition $(y \sim c)$, where $y$ is of the form $r \cdot p(t)$, we assume wlog. that

- $r$ is not identical to $0$ (otherwise, $(y \sim c)$ can be replaced with $\top$ or $\bot$); and
- the maximum absolute value in $r$ is exactly 1 (by scaling the parameters in $(y \sim c)$).

Furthermore, let $T$ be a time such that $\|p(T) - p^*\|_{1} < \frac{\delta'}{3}$ holds (we will show how to find $T$ later in this section). For any $t \geq T$, we have $\|p(t) - p^{inv}\|_{1} < \frac{2\delta'}{3}$. Also, we assume that $r \cdot p^{inv} - c > \delta'$ holds (the discussion for $r \cdot p^{inv} - c < -\delta'$ is similar). By $r \cdot p(t) - r \cdot p^{inv} \leq \|p(t) - p^{inv}\|_{1} < \frac{2\delta'}{3}$, we know $r \cdot p(t) - c > \frac{\delta'}{3}$. Then by $r \cdot p(t) - r \cdot p^* \leq \|p(t) - p^*\|_{1} < \frac{\delta'}{3}$, we have $r \cdot p^* > c$. Therefore, the truth value of $(y \sim c)$ is fixed for any $t > T$ and can be determined by looking at $p^*$.

We use Algorithm 1 to find a time $T$ such that $p(T)$ is $\frac{\delta'}{3}$-close to $p^*$ (the estimation of the invariant distribution). Our statistical algorithm compares $p(T)$ and $p^*$ for successively larger values of $T$ until $\|p(T) - p^*\|_{1} < \frac{\delta'}{3}$ holds. To check if two distributions are close, we employ Theorem 4.1. When $\|p(t) - p^*\|_{1} > \frac{\delta'}{3}$, starting from the iteration $i = 1$, the probability of Theorem 4.1 not rejecting $t$ is at most $\alpha' \times 2^{-i}$. Thus, the probability of returning a wrong time $T$ is at most $\alpha'$.

**Lemma 4.1.** [50] For any $\alpha, \delta > 0$, and any two distributions $p$ and $p'$ on $n$ discrete values, there is a test Close($p, p', \alpha, \delta$) which runs in time $O\left(n^{2/3} \delta^{-8/3} \log(n/\alpha)\right)$ such that (i) if $\|p - p^*\|_{1} \leq \max\left(\frac{\delta^{8/3}}{32 \sqrt{n}}, \frac{\alpha}{4 \sqrt{n}}\right)$, then the test accepts with probability at least $1 - \alpha$; and (ii) if $\|p - p^*\|_{1} > \delta$, then the test rejects with probability at least $1 - \alpha$.

Before constructing the timed automaton for times within $[0, T]$, we first explain how to statistically verify if $p(t)$ satisfies an atomic proposition $(y \sim c)$. For now, assume that elements of $r$ are from $\{0, 1\}$. Then, $p(t)$ satisfies $(y \sim c)$ iff the probability of drawing a state $s$ from $p(t)$ with $r(s) = 1$ is greater than $c$. This can be statistically checked by drawing samples from $p(t)$ and using the sequential probability ratio test (SPRT) [32, 33, 52]. It requires as input an indifference parameter $\delta \in (0, 1)$, and the error bounds $\alpha, \gamma \in (0, 1)$. The output of this test, called $A_0$, is yes,
no, or unknown with the following guarantees:

\[
\begin{align*}
\mathbb{P}[\text{res} = \text{no} \mid r \cdot p(t) > c] & \leq \alpha, \\ \mathbb{P}[\text{res} = \text{yes} \mid r \cdot p(t) \neq c] & \leq \alpha, \\ \mathbb{P}[\text{res} = \text{unknown} \mid |r \cdot p(t) - c| > \delta] & \leq \gamma.
\end{align*}
\]

(33a) (33b) (33c)

The parameters \(\alpha, \gamma, \delta\) can be made arbitrarily small at the cost of requiring more samples. For the general case that the elements of \(r\) are real numbers, the SPRT is not applicable. Instead, we can use a technique due to Chow and Robbins [53].

Given that \(T\) is known, we construct the timed automaton for the time interval \([0, T]\). For simplicity, we focus on constructing \(T_{C, \{P\}}\) for an atomic proposition \(P : y = \sum_{i=1}^{n} r_i p_i > c\), denoted by the pair \((r, c)\). Then, at every time \(t\), \(f(t)\) is either the empty set or \(\{(r, c)\}\). Let \(T_{C, \{P\}}(t)\) be the set of reachable locations of \(T_{C, \{P\}}\) at time \(t\). Given the parameters \(\delta > 0\), let \(\Delta > 0\) be a value at most \(\frac{\delta}{3}\) \(\max\{\frac{\|p\|_{\infty}}{T}\mid t \in [0, T]\}\) \(^{-1}\) (\(\Lambda\) can be set to \(\frac{\|p\|_{\infty}}{T}\) \(\|M\|_{1}\), where \(\|\|_{\infty}\) and \(\|\|_{1}\) are respectively \(\|L\|_{\infty}\) and \(\|L\|_{1}\) induced norms). For any \(t \in [0, T]\) and \(t' \in [t - \Delta, t + \Delta] \cap [0, T]\), we have

1. if \(r \cdot p(t) - c > \frac{\delta}{3}\) then \(r \cdot p(t') > c\),
2. if \(r \cdot p(t) - c < -\frac{\delta}{3}\) then \(r \cdot p(t') < c\),
3. if \(|r \cdot p(t) - c| \leq \frac{\delta}{3}\) then \(|r \cdot p(t') - c| \leq \delta\).

We partition \([0, T]\) into \(\left[\frac{T}{2\Delta}\right] + 1\) intervals, each of size strictly less than \(2\Delta\). Let \([t_1, t_2]\) be one of these intervals and define \(t = \frac{1}{2}(t_1 + t_2)\). We then run \(A_0\) twice as follows, where \(\alpha'\) and \(\gamma'\) are obtained by dividing input parameters \(\alpha\) and \(\gamma\) over \(\left[\frac{T}{2\Delta}\right]\).

\[
\begin{align*}
\text{res}_1 &= A_0 \left( r \cdot p(t), c + \frac{\delta}{3} \frac{1}{\|p\|_{\infty}} \alpha', \frac{1}{\|L\|_{\infty}} \gamma' \frac{\delta}{3} \right), \\
\text{res}_2 &= A_0 \left( r \cdot p(t), c - \frac{\delta}{3} \frac{1}{\|p\|_{\infty}} \alpha', \frac{1}{\|L\|_{\infty}} \gamma' \frac{\delta}{3} \right).
\end{align*}
\]

If \(\text{res}_1 = \text{yes}\), then \(\forall t' \in [t_1, t_2], (r \cdot p(t') > c)\) holds with a bounded error \(\alpha'\), so we set \(T_{C, \{P\}}(t) = \{P\}\). If \(\text{res}_2 = \text{no}\), then \(\forall t' \in [t_1, t_2], (r \cdot p(t') < c)\) holds with a bounded error \(\alpha'\), so we set \(T_{C, \{P\}}(t) = \emptyset\). Otherwise, for any time \(t'\) in the interval, \(|r \cdot p(t') - c| \leq \delta\) with a bounded error \(\gamma'\), so we set

- \(T_{C, \{P\}}(t) = \{q, q'\}\),
- \(L(q) = \{P\}\) and \(L(q') = \emptyset\),
- entry to \(q\) or \(q'\), and
- switches between \(q\) and \(q'\) when their common invariant permits.

This ensures that within \([t_1, t_2]\), both states \(q, q'\) can be reached and they can switch arbitrary many times. Intuitively, this means the atomic propositions within this interval are unknown and not fixed. The algorithm to construct \(T_{C, \varphi}\) is given by Algorithm 2.

Based on Algorithms 1 and 2, the complete algorithm \(A\) to statistically verify the MITL formula \(\varphi\) for the CTMC \(C\) with the parameters \(\delta, \delta', \alpha, \gamma\), is given by the explanation at the beginning of this section. The parameters \(\delta'\) and \(\frac{1}{2}\) \(\min\{\alpha, \gamma\}\) are given to Algorithm 1, and the parameters \(\delta, \frac{1}{2}\) \(\alpha\), \(\frac{1}{2}\) \(\gamma\) are given to Algorithm 2. We have the following guarantee on the return \(\text{res}\) of the complete algorithm \(A\):

\[
\begin{align*}
\mathbb{P}[\text{res} = \text{no} \mid C \models \varphi] & \leq \alpha, \\
\mathbb{P}[\text{res} = \text{yes} \mid C \not\models \varphi] & \leq \alpha.
\end{align*}
\]

(34) (35)
ALGORITHM 2: Constructing the timed automaton $T_{C, \varphi}$

$h \leftarrow \max \left\{ \frac{\delta}{2\Delta} (r \cdot p)(t) \mid t \in [0, T] \right\}$

$\Delta \leftarrow \frac{\delta}{2\Delta}$

$n \leftarrow |\mathcal{AP}_\varphi| \left\lceil \frac{T}{2\Delta} \right\rceil$

$T_{C, (P)} \leftarrow \text{an empty automaton}$

$\mathcal{X} \leftarrow \{\emptyset\}$, $q_{last} \leftarrow \emptyset$

forall $i \leftarrow 0$ to $\left\lceil \frac{T}{2\Delta} \right\rceil$

res$_1 \leftarrow \mathcal{A}_0 \left\{ r \cdot p \left( (i + \frac{1}{2})2\Delta \right), c + \frac{\delta}{3}, \frac{a}{2n}, \frac{b}{2n}, \frac{\delta}{3} \right\}$

res$_2 \leftarrow \mathcal{A}_0 \left\{ r \cdot p \left( (i + \frac{1}{2})2\Delta \right), c - \frac{\delta}{3}, \frac{a}{2n}, \frac{b}{2n}, \frac{\delta}{3} \right\}$

add a new location $q$ to $Q$

if res$_1 = \text{yes}$ then

$\mathcal{L}(q) \leftarrow \{P\}$

else if res$_2 = \text{no}$ then

$\mathcal{L}(q) \leftarrow \emptyset$

else

$\mathcal{L}(q) \leftarrow \text{unknown}$

$I(q) \leftarrow 2i\Delta \leq t < 2(i + 1)\Delta$

if $q_{last} \neq \emptyset$ then

$E \leftarrow E \cup \{(q_{last}, q, \emptyset)\}$

else

$Q^{\text{init}} \leftarrow \{q\}$

$q_{last} = q$

end

add a new location $q$ to $Q$

$I(q) \leftarrow \text{true}$, $Q^{\text{final}} \leftarrow \{q\}$

$E \leftarrow E \cup \{(q_{last}, q, \emptyset), (q, q, \emptyset)\}$

if $r \cdot p_{\text{inv}} > c$ then

$\mathcal{L}(q) \leftarrow \{P\}$

else

$\mathcal{L}(q) \leftarrow \emptyset$

$T_{C, (P)} \leftarrow \text{replace any unknown location in } Q \text{ with } q \text{ and } q' \text{ labeled } \{P\} \text{ and } \emptyset$. Duplicate edges from/to $q$ and $q'$ accordingly

Add $(q, q', \emptyset)$ and $(q', q, \emptyset)$ to $E$ for every split locations in the previous step.

return $T_{C, (P)}$

As for the unknown output, let $B^\delta(r \cdot p)$ be the tube of functions that are point-wise $\delta$-close to $r \cdot p$ (formally, a function $f : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$ is in $B^\delta(r \cdot p)$ iff for any $t \in \mathbb{R}_{\geq 0}$, $|f(t) - r \cdot p(t)| \leq \delta$). The algorithm guarantees that

$$\forall \sigma \in B^\delta(r \cdot p), \quad \sigma \models \varphi \quad \Rightarrow \quad P[\text{res}=\text{unknown}] \leq \alpha + \gamma \quad (36)$$

$$\forall \sigma \in B^\delta(r \cdot p), \quad \sigma \not\models \varphi \quad \Rightarrow \quad P[\text{res}=\text{unknown}] \leq \alpha + \gamma \quad (37)$$

Intuitively, if all the functions that are close to $r \cdot p$ satisfy $\varphi$ or none of them does then the probability of returning unknown is at most $\alpha + \gamma$.

There is a slight abuse of notation in (36) and (37). They use a function of type $\mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$. However, $\models$ requires a signal (function of type $\mathbb{R}_{\geq 0} \rightarrow 2^{AP}$). The signal contains atomic proposition $y \sim c$ at time $t$ iff $y(t) \sim c$ holds.
Example 4.2. Following Example 3.5, we run our algorithm on the CTMC and derive that both \( \varphi_1' \) and \( \varphi_2' \) are true. This implies that the formulas \( \varphi_1 \) and \( \varphi_2 \) given in Example 2.6 are true on the system given in Example 2.1.

5 DISCRETE HYBRID SYSTEMS

In this section, we study the verification of temporal properties for discrete-time stochastic hybrid systems. We follow the formulation of the discrete-time stochastic hybrid systems from [25, 26] and use the inequality linear temporal logic (iLTL) [19] to capture the temporal properties of interest. The iLTL specifications are verified on the discrete-time stochastic hybrid systems by model reduction and statistical model checking in a similar way as Sections 3 and 4.

Discrete-time stochastic hybrid systems. Following the formulation of [25], we focus on a Fokker-Planck formulation and interpretation of the model. Using the notations from Section 2.1.1, the dynamics of the system is captured by the initial distribution \( F(0,q,x) \) on the state space \( \mathbb{X} \subseteq Q \times \mathbb{R}^d \) and the transition function \( T(q',x',q,x) \), which satisfies

\[
\sum_{q \in Q} \int_{A_q} T(q',x',q,x)dx' = 1, \tag{38}
\]

for any \((q,x) \in \mathbb{X}\). The transition function \( T(q',x',q,x) \) can be derived from the dynamics of the continuous-time stochastic hybrid systems given in Section 2.1.1 by time discretization [25, 26]. The observable \( y \) of the system is defined in the same way as in the continuous-time case.

We call the transition function \( T(q',x',q,x) \) \( \alpha \)-contractive, if for any two distributions \( F(q,x) \) and \( G(q,x) \), it holds that

\[
\left\| \sum_{q \in Q} \int_{A_q} T(q',x',q,x)(F(q,x) - G(q,x))dx \right\| \leq \alpha \| F(q,x) - G(q,x) \|
\tag{39}
\]

where \( \| \cdot \| \) is the \( L_1 \)-norm. This \( \alpha \)-contractive condition is different from its continuous-time counterpart (Theorem 3.2) in two aspects. First, the parameter \( \alpha \) of (39) is the contractive factor for one discrete time step, while the parameter \( \alpha \) of (24) is the contractive rate for the continuous time. Second, the contractivity of (24) is defined with respect to the given observable, while the contractivity of (39) is independent of the observables. For the discrete time, the contractivity of (39) generally holds for many common stochastic dynamics, such as (discrete-time) diffusion processes.

Inequality linear temporal logic (iLTL). We use the iLTL [19] to capture the temporal properties of interest for the discrete-time stochastic hybrid systems. The iLTL can be viewed as the discrete-time version of the MITL introduced in Section 2.2. It is a variation of the common linear temporal logic [54] by setting the atomic propositions \( AP \) to be inequalities of the form \( y \sim c \), where \( c \in \mathbb{Q} \), \( \sim \in \{ <, \leq, \geq, > \} \), and \( y \) is an observable of the system given by (7). (This is similar to the case of MITL in Theorem 2.2.) Again in the syntax of iLTL, we drop the negation operator \( \neg \) by pushing it inside and using completeness of \( \{ <, \leq, \geq, > \} \).

Definition 5.1 (iLTL Syntax). The syntax of iLTL formulas is defined using the BNF rule:

\[
\varphi = \bot \mid \top \mid y \sim c \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid X\varphi \mid \varphi U \varphi \mid \varphi R \varphi,
\]

where \( c \in \mathbb{Q} \) and \( \sim \in \{ <, \leq, \geq, > \} \).

The discrete-time stochastic hybrid system induces a signal \( f : \mathbb{N} \to 2^{AP} \) by \((y \sim c) \in f(t)\) iff \( y \sim c \) holds at time \( t \). According, we define the semantics of iLTL on the system by Theorem 5.2.
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Definition 5.2 (iLTL Semantics). Let \( \varphi \) be an iLTL formula and \( f \) be a discrete-time signal. The satisfaction relation \( \models \) between \( f \) and \( \varphi \) is inductively defined according to the rules:

\[
\begin{align*}
\text{false} & \models f = \bot & \text{iff} & \varphi = \bot \\
\text{true} & \models f = \top & \text{iff} & \varphi = \top \\
(y \sim c) & \models f = y \sim c & \text{iff} & (y \sim c) \in f(0) \\
\varphi \lor \psi & \models f \models \varphi \lor \psi & \text{iff} & (f \models \varphi) \lor (f \models \psi) \\
\varphi \land \psi & \models f \models \varphi \land \psi & \text{iff} & (f \models \varphi) \land (f \models \psi) \\
X \varphi & \models f^1 \models \varphi & \text{iff} & f \models \varphi \\
\varphi U \psi & \models \exists i \in \mathbb{N}, (f^i \models \psi \land \forall j \in [i], f^j \models \varphi) & \text{iff} & f \models \varphi \land \forall j \in [i+1], f^j \models \psi, \\
\varphi R \psi & \models \forall i \in \mathbb{N}, f^i \models \psi \lor \exists i \in \mathbb{N}, (f^i \models \varphi \land \forall j \in [i], f^j \models \psi) & \text{iff} & f \models \varphi \land \exists i \in \mathbb{N}, (f^i \models \varphi),
\end{align*}
\]

where \( f^i(\cdot) = f(\cdot + i) \). Let \( \Downarrow \varphi \) be the set of signals that satisfy \( \varphi \).

Verifying the signals can be done by transforming them to Büchi automata [54], which can be viewed as the discrete-time version of timed automata in Theorem 2.4.

Definition 5.3. A Büchi automaton \( B \) is a tuple \((S, \Sigma, \Gamma, S^\text{init}, F)\) where

- \( S \) is a finite non-empty set of states,
- \( \Sigma \) is a finite alphabet,
- \( \Gamma \subseteq S \times \Sigma \times S \) is a transition relation,
- \( S^\text{init} \subseteq S \) is a set of initial states,
- \( F \subseteq S \) is a set of final states.

We write \( s_1 \xrightarrow{a} s_2 \) instead of \((s_1, a, s_2) \in \Gamma\).

The Büchi automaton \( B \) takes an infinite sequence \( w \in \Sigma^\omega \) as an input and accepts it, iff there exists an infinite sequence of states \( \rho \in S^\omega \) such that (1) \( \rho_0 \in S^\text{init} \), (2) \( \forall n \in \mathbb{N}, \rho_n \xrightarrow{w_n} \rho_{n+1} \), and (3) \( \inf(\rho) \cap F \neq \emptyset \), where \( \inf(\rho) \) is the set of states that appear infinitely often in \( \{\rho_n\}_{n=1}^{\infty} \). An infinite sequence of states is called a run of \( B \) if it satisfies 1 and 2, and an accepting run if it satisfies 1, 2, and 3. We define the language of \( B \), denoted by \( \text{Lang}(B) \), to be the set of all infinite sequences in \( S^\omega \) that are accepted by \( B \).

Similar to the relation between MITL and timed automata (Theorem 2.5), we introduce the following result on the conversion between LTL and Büchi automata.

Lemma 5.4 (LTL to Büchi Automata [54–56]). For any LTL formula \( \varphi \), a Büchi automaton \( B_\varphi \) can be constructed such that \( \text{Lang}(B_\varphi) = \Downarrow \varphi \), i.e., the set of infinite words that satisfy \( \varphi \) is exactly those that are accepted by \( B_\varphi \).

5.1 Model Reduction

The model reduction for the discrete-time stochastic hybrid systems is similar to that for the continuous-time ones discussed in Sections 3.1 to 3.3, following the three steps of (i) reducing the dynamics by partitioning the state space, (ii) reducing the temporal logic specifications accordingly, and (iii) estimating the model reduction error.

5.1.1 Reducing the Dynamics. For a discrete-time stochastic hybrid system, we can reduce it to a finite-state Markov chain by the set-oriented method [57] which can be viewed as a discrete-time variation of the Mori-Zwanzig method [22]. Similar to Section 3, let \( S = \{s_1, s_2, \ldots, s_n\} \) be a partition of the continuous state space \( X \), and \( P, R \) be the corresponding projection and injection operators as given by (8)-(10). As shown in Fig. 3 and Theorem 5.5, they induce a projection from
the Markov kernel $T : m(\mathcal{X}) \rightarrow m(\mathcal{X})$ to a Markov kernel $T_r : m(S) \rightarrow m(S)$ by

$$T_r = P T R.$$  

For multiple steps, the diagram for projection is shown by the non-commutative diagram in Fig. 4.

**Theorem 5.5.** Let $S = \{s_1, \ldots, s_n\}$ be a measurable partition of the state space $\mathcal{X}$. Then the discrete-time stochastic hybrid system reduces to a CTMC $(T_r, p_0)$ by

$$p_0(i) = \int_{s_i} F(0, q, x)dx, \quad T_r(i, j) = \int_{s_i} \int_{s_j} T(q', x', q, x)dx'dx.$$  

**5.1.2 Reduced iLTL.** Similar to Section 3.2, an observable $y(t)$ from (7) for the discrete stochastic hybrid system can be reduced approximately to an observable $y'(t)$ on the discrete-time Markov chain by (19). Again, we make the assumption (18), as we did for the continuous-time case. Initially, the discrepancy between $y(0)$ and $y'(0)$ and is given by (5.6).

**Lemma 5.6.** For any $F(q, x) \in m(\mathcal{X})$ and projection operator $P$, we have

$$y(0) > b + \delta P \|F\|_\infty \Rightarrow y'(0) > b, \quad y'(0) > b + \delta P \|F\|_\infty \Rightarrow y(0) > b,$$

$$y(0) < b - \delta P \|F\|_\infty \Rightarrow y'(0) < b, \quad y'(0) < b - \delta P \|F\|_\infty \Rightarrow y(0) < b,$$

where

$$\delta P = \|F(0, q, x) - RPF(0, q, x)\|_{TV}.$$  

is the error of projection operator $P$ in total variance, where $\|\cdot\|_{TV}$ is the total variation distance.

**5.1.3 Reduction Error Estimation.** To compute the discrepancy between $y(t)$ and $y'(t)$ for any $t \in \mathbb{N}$, we first note that the projection operator $P$ is contractive.

**Lemma 5.7.** Let $\mathcal{S} = \{s_1, \ldots, s_n\}$ be a measurable partition of $\mathcal{X}$ and $P$ be the projection operator associated with $\mathcal{S}$. For any $F(q, x), F'(q, x) \in m(\mathcal{X})$,

$$\|PF(q, x) - PF'(q, x)\|_{TV} \leq \|F(q, x) - F'(q, x)\|_{TV}.$$
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As shown in the non-commutative diagram in Fig. 4, the discrepancy for any \( t \in \mathbb{N} \) can be written as

\[
\Delta_t = \|PT^{(t)}F(0, q, x) - T_r^{(t)}PF(0, q, x)\|_{TV} = \|PT^{(t)}F(0, q, x) - P(TRP)^{(t)}F(0, q, x)\|_{TV}.
\]

So, its error bound can be derived as follows.

**Theorem 5.8.** Given a discrete-time stochastic hybrid system and a projection operator \( P \), the \( t \)-step \((t \geq 1)\) error of projection

\[
\Delta_t \leq \sum_{i=0}^{t-1} \delta_P((TRP)^{(i)}F(0, q, x)),
\]

where \( \delta_P \) is given in (41).

**Proof.** For \( t = 1 \), we have,

\[
\Delta_1 = \|PTF(0, q, x) - P(TRP)F(0, q, x)\|_{TV} \leq \|TF(0, q, x) - TRPF(0, q, x)\|_{TV} \leq \|F(0, q, x) - RPF(0, q, x)\|_{TV} = \delta_P(F(0, q, x)).
\]

For \( t > 1 \), with \( F \) denoting \( F(0, q, x) \), we have

\[
\Delta_t = \|PT^{(t)}F - P(TRP)^{(t)}F\|_{TV} \leq \|T^{(t)}F - (TRP)^{(t)}F\|_{TV} \leq \|T^{(t)}F - T^{(t-1)}(TRP)F\|_{TV}
\]

\[
+ \|T^{(t-1)}(TRP)F - T^{(t-2)}(TRP)^{(2)}F\|_{TV} + \ldots + \|T(\alpha^{t-1}F) - (TRP)^{(i)}F\|_{TV} \leq \sum_{i=0}^{t-1} \delta_P((TRP)^{(i)}F).
\]

When \( T \) is strictly contractive, we can derive a uniform error bound for \( \Delta_t \) as follows.

**Theorem 5.9.** Given a discrete-time stochastic hybrid system, a projection operator \( P \) and the corresponding injection \( R \), if the Markov kernel \( T \) is strictly contractive by factor \( \alpha \in (0, 1) \), then the \( t \)-step \((t \geq 1)\) error of projection

\[
\Delta_t \leq \frac{\delta_P}{1 - \alpha},
\]

where

\[
\delta_P = \sup_{i \in \mathbb{N}} \delta_P((TRP)^{(i)}F(0, q, x)).
\]

**Proof.** For \( t = 1 \), clearly \( \Delta_1 = \delta_P \). For \( t \geq 2 \), by (5.1.3) and with \( F \) denoting \( F(0, q, x) \), we have

\[
\Delta_t \leq \|T^{(t)}F - T^{(t-1)}(TRP)F\|_{TV} + \|T^{(t-1)}(TRP)F - T^{(t-2)}(TRP)^{(2)}F\|_{TV}
\]

\[
+ \ldots + \|T(\alpha^{t-1}F) - (TRP)^{(i)}F\|_{TV} \leq (1 + \alpha + \ldots + \alpha^t)\delta_P \leq \frac{\delta_P}{1 - \alpha}.
\]

By combining Theorem 5.6 and Theorem 5.9, we can derive the following theorem on the relationship between linear inequalities on the original Markov process and linear inequalities on the reduced Markov process.
Theorem 5.10. Given a measurable partition $\mathcal{S} = \{s_1, \ldots, s_n\}$ and the corresponding projection operator $P$, a discrete-time stochastic hybrid system and its reduction $(T_r, p_0)$ satisfies the equations:

$$
y(t) > b + \frac{\delta_p \|F\|_\infty}{1 - \alpha} \implies y'(t) > b, \quad y(t) > b + \frac{\delta_p \|F\|_\infty}{1 - \alpha} \implies y(t) > b,
$$

$$
y(t) < b - \frac{\delta_p \|F\|_\infty}{1 - \alpha} \implies y'(t) < b, \quad y(t) < b - \frac{\delta_p \|F\|_\infty}{1 - \alpha} \implies y(t) < b,
$$

for any $t \geq 0$, where $\delta_p$ is given by (44) respectively.

Theorem 5.10 can be viewed as the discrete-time counterpart of Theorem 3.4. In Theorem 3.4, the model reduction error is bounded by two term: one for the initial error, and the other for the error accumulated over time. In Theorem 5.10, these two terms are combined into one, due to the difference between the contractivity condition (39) and (24).

Following Theorem 5.10, to verify an iLTL formula $\phi$ for an $\alpha$-contractive discrete-time stochastic hybrid system introduced in Section 2.1.1, we can strengthen $\phi$ to $\psi$ by replacing the atomic propositions according to Theorem 5.10. If $\psi$ holds for the DTMC derived from the discrete-time stochastic hybrid system following the aforementioned model reduction procedure, then $\phi$ holds for the discrete-time stochastic hybrid system.

5.2 Statistical Model Checking of iLTL

Similar to Section 4, we introduce a statistical model checking procedure for iLTL specifications on the reduced systems. Again, we denote the atomic proposition $p = \sum_{i=1}^n r_i p_i = r \cdot p > c$ by a pair $(r, c)$. For an iLTL formula $\phi$ and a discrete-time Markov chain generating a sequence of distributions $w = p_0 p_1 p_2 \ldots$, define $u = u_0 u_1 u_2 \ldots$ where $u_t = \{(r, c) \in A_p \mid r \cdot p_t > c\}$ is the set of atomic propositions that are true at time $t$. Similar to Section 4, our algorithm in this section has four steps:

- Construct the Büchi automata $B_\phi$ and $B_{\neg \phi}$.
- Find a time step $T$ at which $p(T)$ is very close to our estimation of the invariant distribution.
- Construct $B_{M_\phi}$.
- If $\text{Lang}(B_{M_\phi} \cap [\phi]) = \emptyset$ then return no, if $\text{Lang}(B_{M_\phi}) \cap [\neg \phi] = \emptyset$ then return yes, otherwise, return unknown.

These steps are similar to their corresponding step in Section 4. For example, the first step is carried out using Theorem 5.4. Simulation of discrete and continuous Markov chains are different procedures, but they both can be performed efficiently, and that is what we need for the second and third steps. Similarly, checking emptiness of intersection of timed automata and Büchi automata are different procedures, but they are both known to be decidable [58]. The main difference with Algorithm 2 is that since in Theorem 5.4 time is discrete, to find labels of $B_{M_\phi}$, we only run one instance of $\mathcal{A}_0$ at each step. Algorithm 3 shows the pseudocode for different steps. Again, similar to Algorithm 2, unknown labels are modeled using two locations; one labeled by $\{(y - c)\}$ and the other labeled by $0$. However, since the time is discrete for Büchi automata, there will be no extra transition between these two locations.

Similar to our previous algorithm, in addition to a Markov chain $M$, iLTL formula $\phi$, and $p^*$, an estimation of the invariant distribution $p^{inv}$, Algorithm 3 takes two error parameters $\alpha, \gamma \in (0, 1)$ and two indifference parameters $\delta, \delta' \in (0, 1)$. The parameters $\delta'$ and $\frac{1}{2} \min\{\alpha, \gamma\}$ are used to find the time bound $T$, and the parameters $\delta, \frac{1}{2} \alpha$, and $\frac{1}{2} \gamma$ are used to construct labels of Büchi automaton.
ALGORITHM 3: Model checking Markov chains against iLTL formulas

Data: Markov chain \((M, \rho_0)\), estimation of invariant distribution \(p^*\), iLTL formula \(\varphi\), parameters \(\alpha, \gamma, \delta, \delta'\)

Result: yes, no, or unknown

Function NumberOfSamplingSteps()

\[
\begin{align*}
  t &\leftarrow 1 \\
  a' &\leftarrow \frac{1}{2} \min(\alpha, \gamma) \\
  \text{while } \text{Close}(p(t), p^*, \frac{1}{2} a', \frac{\delta'}{3}) = \text{failed} \\
  &\quad t \leftarrow 2 \times t \\
  &\quad a' \leftarrow \frac{1}{2} a' \\
\end{align*}
\]

end

return \(t+1\)

Function LabelFiniteNumberOfSteps\((m \in \mathbb{N})\)

\[
\begin{align*}
  \text{forall } t \in \{0, 1, \ldots, m - 1\}, (r, c) \in \text{AP} &\quad \text{do} \\
  &\quad \text{asg}(t, (r, c)) \leftarrow \mathcal{A}_0(r \cdot p(t), c, \frac{\alpha}{2m|\text{AP}|}, \frac{\gamma}{2m|\text{AP}|}, \frac{\delta}{3}) \\
\end{align*}
\]

end

return asg

Function AddLabelsOfInvariantDistribution\((m \in \mathbb{N}, asg \in \mathbb{N} \times \text{AP} \rightarrow \{\text{yes, no, unknown}\})\)

\[
\begin{align*}
  \text{forall } t \in \{m, m + 1, \ldots\}, (r, c) \in \text{AP} &\quad \text{do} \\
  &\quad \text{if } r \cdot p^* > c \text{ then} \\
  &\quad \quad \text{asg}(t, (r, c)) \leftarrow \text{yes} \\
  &\quad \quad \text{else} \\
  &\quad \quad \text{asg}(t, (r, c)) \leftarrow \text{no} \\
\end{align*}
\]

end

return asg

Function ModelCheck

\[
\begin{align*}
  T &\leftarrow \text{NumberOfSamplingSteps}(); \\
  \text{asg} &\leftarrow \text{LabelFiniteNumberOfSteps}(T); \\
  \text{asg} &\leftarrow \text{AddLabelsOfInvariantDistribution}(T, \text{asg}); \\
  \text{asg} &\leftarrow \text{the Büchi automaton that accepts exactly the set of infinite paths induced by asg} \\
  \text{if } \text{Lang}(B_\delta(|p^*|)) \cap \text{Lang}(\text{asg}) = \emptyset &\quad \text{then} \\
  &\quad \text{return no} \\
  \text{if } \text{Lang}(B_{\neg \varphi}(|p^*|)) \cap \text{Lang}(\text{asg}) = \emptyset &\quad \text{then} \\
  &\quad \text{return yes} \\
\end{align*}
\]

return unknown

\(B_{M, \varphi}\) before reaching step \(T\). We have the following guarantee about the algorithm:

\[
\begin{align*}
  \mathbb{P}[\text{res} = \text{no} \mid M \models \varphi] &\leq \alpha, \\
  \mathbb{P}[\text{res} = \text{yes} \mid M \not\models \varphi] &\leq \alpha, \\
  (\forall \sigma \in B_\delta(r \cdot p), \sigma \models \varphi) &\implies \mathbb{P}[\text{res} = \text{unknown}] \leq \alpha + \gamma, \\
  (\forall \sigma \in B_\delta(r \cdot p), \sigma \not\models \varphi) &\implies \mathbb{P}[\text{res} = \text{unknown}] \leq \alpha + \gamma,
\end{align*}
\]

where \(B_\delta(r \cdot p)\) is the tube of discrete functions that are \(\delta\)-close to \(r \cdot p\).

6 CASE STUDY

We implemented the proposed model reduction and statistical verification algorithm on high-dimensional stochastic hybrid systems with polynomial dynamics for the continuous states to demonstrate the scalability. In this section we present our experimental results. Consider a piecewise linear jump system under nonlinear perturbation with the continuous state \(x(t) \in \mathbb{R}^n\).
and the discrete state $q(t) \in [m]$ with $m \in \mathbb{N}$. The continuous dynamics is

$$\frac{dx}{dt} = (A_{q(t)} + c_{q(t)}\|x(t)\|_{\infty})x(t)$$

(48)

where $A_i \in \mathbb{R}^{n \times n}$ is Hurwitz and $c_i > 0$ for $i \in [m]$. The discrete state jumps spontaneously with the rate $\lambda_1$ from $j$ to $j-1$ for $j = 2, \ldots, m$ and with the rate $\lambda_2$ from $j$ to $j+1$ for $j = 1, \ldots, m-1$. Initially, the continuous state is distributed uniformly on the hypercube $C = \{x(0) \in \mathbb{R}^n \mid \|x(t)\|_{\infty} \leq K\}$; and the discrete state $q(0)$ uniformly on $[m]$.

Assume that the elements of the dynamical matrices $A_i$ are non-positive, then $x(t) \in C$ for all $t \in \mathbb{R}$. Therefore, we can partition the state space into $(2n)^n \times m$, each of length $1/\eta$. The hypercubes are indexed by $(i_1, \ldots, i_n, j)$ with $|i_k| \in \{-\eta, \ldots, -1, 1, \ldots, \eta\}, j \in [m]$, and $k \in [n]$. The transition probability rates are zero except

$$\lambda((i_1, \ldots, i_n, j) \to (i_1, \ldots, i_n, j-1)) = \lambda_1, \quad \lambda((i_1, \ldots, i_n, j) \to (i_1, \ldots, i_n, j+1)) = \lambda_2,$$

$$\lambda((i_1, \ldots, i_k + 1, \ldots, i_n, j) \to (i_1, \ldots, i_k, \ldots, i_n, j)) = c_j K \max_k \frac{|i_k|}{\eta^2} + \int_s \frac{(A_j x_k)\|x\|_{\infty}}{\eta^2} dx_k \ldots dx_{k-1} \ldots dx_0,$$

where the reduction error $\Theta_y(t)$ in (25) is less than 0.1 for all $t$. The desired property is

$$\mathbb{T}\mathcal{U}_{[0,T]}(w(F(t,q,x)) > p),$$

where $T$ is a time bound (could be $\infty$), $p$ is a probability threshold, and $w(\cdot)$ is the indicator function on a non-convex predicate stating exactly two elements of the continuous state are more than $\lceil K/2 \rceil$ away from the origin (formally, the predicate holds for a continuous state $x$ iff $\{|i \in [n] \mid |x_i| \geq \lceil K/2 \rceil\} = 2$). It asserts that before time $T$, a probability distribution will be reached such that the probability of a state $x$ in that distribution satisfying the aforementioned predicate is larger than $p$.

We ran Algorithm 2 on multiple instances of this problem. In all of our experiments, $\lambda_1 = 0.03$, $\lambda_2 = 0.02$, $K = 1$, $\eta = 10$, and $\alpha = \beta = \delta_i = 0.1$. We also fixed the number of discrete states ($m$) to be 4. The dimension of the continuous state is chosen from $\{5, 10, 15, 20, 30, 40\}$. These settings result in CTMCs with a large number of states: the smallest example has $1.28 \times 10^{10}$ states, and the largest example has more than $4.39 \times 10^{52}$ states. In all the experiments, we set $c_1 = 0.1$, $c_2 = 0.2$, $c_3 = 0.3$, and $c_4 = 0.4$. Each instance of our simulation uses 4 Hurwitz matrices that are generated randomly beforehand. Finally, we used the maximum eigenvalue of the random matrices as the maximum rate of changes ($\max \{\dot{y}_i(t) \mid t \in [0, T]\}$) in our algorithm.
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