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Abstract—In this paper, we provide a hierarchical coordination framework for connected and automated vehicles (CAVs) at two adjacent intersections. This framework consists of an upper-level scheduling problem and a low-level optimal control problem. By partitioning the area around two adjacent intersections into different zones, we formulate a scheduling problem for each individual CAV aimed at minimizing its total travel time. For each CAV, the solution of the upper-level problem designates the arrival times at each zone on its path which becomes the inputs of the low-level problem. The solution of the low-level problem yields the optimal control input (acceleration/deceleration) of each CAV to exit the intersections at the time specified in the upper-level scheduling problem. We validate the performance of our proposed hierarchical framework through extensive numerical simulations and comparison with signalized intersections, centralized scheduling, and FIFO queuing policy.
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I. INTRODUCTION

A. Motivation

Due to the increasing population and travel demand, traffic congestion has become a significant concern in large metropolitan areas. By 2050, it is expected that 68% of the population will reside in urban areas; by 2030, there would be 41 Mega-cities (with more than 10M people or more) [1]. In 2017, congestion in urban areas in the US caused drivers to spend an extra 8.8 billion hours on the road and purchase an extra 3.3 billion gallons of fuel resulting in $166 billion cost [2]. In addition, about 35K people in the US lose their lives in traffic accidents each year [3].

B. Related Work

Equipped with computing capabilities and advanced communication technologies, connected and automated vehicles (CAVs) are expected to provide novel and innovative opportunities for users to make better operational decisions to improve both traffic throughput and passenger safety [4]–[6]. The potential improvement in safety and efficiency of the transportation network by employing a fleet of CAVs can be realized using two main approaches. The first approach, which gained momentum in the 1980s and 1990s, uses CAVs to reduce vehicle gaps and form high-density platoons to cut congestion [7], [8]. The second approach smooths the traffic flow to eliminate stop-and-go driving through optimal coordination through traffic bottlenecks [9].

In the late 1960s, Levine and Athans [10], [11] proposed an optimal control framework for coordinating two groups of vehicles at merging roadways. Since then, substantial research efforts have been reported in the literature proposing optimal coordination of CAVs in different traffic scenarios such as merging roadways, roundabouts, speed reduction zones, and urban intersections. Among different traffic scenarios, intersections are the most challenging from a safety perspective, as an average of one-quarter of traffic fatalities and roughly half of all traffic injuries are attributed to intersections [12].

Some work has considered a reservation-based approach for coordination of CAVs at a signal-free intersection, which requires CAVs to reserve a space-time slot inside the intersection. Dresner and Stone [13] first introduced this scheme based on a first-in-first-out (FIFO) queuing policy. In a sequel paper, Hausknecht et al. [14] extended this scheme to the network of interconnected intersections aimed at exploring the best route to navigate a CAV arriving at the intersection to minimize its delay through the network. Jin et al. [15] further developed the idea of a reservation-based scheme for signal-free intersection and relaxed the FIFO queuing policy. By relaxing FIFO, they showed that their approach resulted in better performance compared to the previous reservation-based schemes based on FIFO.

Several studies focusing more on safety proposed a centralized coordination framework for CAVs at signal-free intersections. Lee and Park [16] designed a controller to minimize the total length of overlapped trajectories of CAVs inside the intersection. Bichiou and Rakha [17] considered minimizing travel time jointly with control efforts for M closest CAVs to the intersection. Although the authors showed improvement in fuel efficiency and travel time, their approach takes 2 – 5 minutes to find the optimal control actions for M = 4 rendering it inapplicable for real-time implementation. Xu et al. [18] presented a centralized controller to find vehicles’ crossing order at a signal-free intersection based on the heuristic tree search methods. Du et al. [19] introduced a tri-level coordination framework for CAVs at multiple intersections. Employing a consensus algorithm, each intersection derives the desired speed limit in the top level to balance the traffic density over multiple intersections. In the middle level, the centralized controllers generate each vehicle’s reference velocity, minimizing the deviation from the desired speed limit subject to lateral safety at the intersections. Finally, in the
last level, each vehicle employs fast model predictive control (MPC) to track the reference velocity while avoiding rear-end collision.

A number of research efforts have recently developed an optimal decentralized control framework for coordinating CAVs at a signal-free intersection. Malikopoulos et al. [20] presented a bi-level decentralized coordination framework for CAVs at a signal-free intersection addressing the throughput maximization and energy minimization problems. Using FIFO queuing policy, in the throughput maximization problem, each CAV computes its arrival time at the area of potential lateral collisions called merging zone. In the energy minimization problem, each CAV obtains its optimal acceleration/deceleration inside the control zone subject to speed and control constraints. The authors considered no turning maneuvers at the intersection and restricted the CAVs to travel with constant speed inside the merging zone. Neglecting left/right turns, Mahbub et al. [21] provided the analytical unconstrained solution for two adjacent signal-free intersections. In a follow-up paper to [20], Malikopoulos and Zhao [22] further enhanced the framework by presenting an analytical solution for the speed-dependent rear-end safety constraint. Relying on FIFO queuing policy, Zhang and Cassandras [23] presented a single-level decentralized coordination framework by formulating the objective function of each CAV to jointly minimize travel time and control effort with considering the minimum distance rear-end safety constraint. The authors provided the analytical solution for speed-dependent rear-end safety constraint in [24].

Other research efforts have used scheduling theory to address the signal-free intersection problem [25]–[31]. Colombo and Del Vecchio [25] designed an intersection controller for a human driver which only intervenes and overrides the driver’s control action when necessary, i.e., acting as a supervisory controller. They demonstrated that determining whether a state belongs to the maximal safe, controlled invariant set is equivalent to solving a scheduling problem. Ahn et al. [26] extended these results to include uncontrolled human drivers. In a sequel paper, Ahn and Del Vecchio [28] solved the supervisory problem for the first-order dynamics without considering the rear-end collision avoidance constraint using a mixed-integer linear program (MILP). Considering first-order dynamics and assuming an imposed speed inside the merging zone, Yu et al. [31] formulated the coordination problem of CAVs at multiple intersections as a centralized MILP, the solution of which yields the trajectory of each CAV, along with the lane-changing maneuver decision, minimizing total travel time. Fayazi and Vahidi [29] considered a centralized intersection controller that constantly solves a scheduling problem using MILP for the arriving vehicles and passes the optimal arrival time for CAVs, thereby reducing stopping at the intersection and improving safety.

There are several other efforts which have used MPC [32]–[34], fuzzy logic [35], navigation function [36] to investigate coordination of CAVs at signal-free intersections. A thorough discussion of research efforts in the area of control and coordination of CAVs can be found in [37] and [38].

C. Contributions of This Paper

A closer look at the literature on coordination of CAVs at signal-free intersections reveals that only a limited number of papers address coordination of CAVs at adjacent intersections. In such interconnected intersections, applying approaches of a single isolated intersection may result in sub-optimal, or even infeasible, solutions for CAVs. This is because the downstream intersection effect on the upstream intersection is not considered, and thus the roads connecting the two intersections can become easily congested. In addition, it is common for isolated intersections to consider a FIFO queuing policy to find the sequence of CAVs to enter the merging zone [20], [23], [38]. However, considering two intersections together with the same paradigm as of a single intersection results in unnecessary slowdowns of the CAVs. Therefore, for two intersections that are closely distanced, not only we should not consider each intersection in isolation, but we also need a new paradigm for coordinating CAVs in these traffic scenarios.

In earlier work [39], we established a bi-level energy-optimal coordination framework for CAVs at multiple adjacent intersections without left/right turns focusing on minimizing energy consumption of CAVs. In the upper level, for each CAV, we presented a recursive algorithm to find the energy-optimal arrival time at each intersection along with the optimal lane to occupy. Given the solution of the upper-level optimization problem, we formulated an optimal control problem with interior-point constraints, the solution of which yields the energy optimal control input.

In this paper, we present a hierarchical decentralized coordination framework for CAVs at two adjacent intersections consisting of two levels. In the upper level, we formulate a decentralized scheduling problem for each CAV, which can be solved by using MILP upon entering the control zone. The solution of the upper-level problem yields the minimum travel time while satisfying safety constraints. The solution of the upper-level problem becomes the inputs of the lower-level problem. In the low level, we formulate an optimal control problem for each CAV, the solution of which yields the energy optimal control input. The contributions of this paper are: (1) the development of a hierarchical optimization framework to coordinate CAVs at two adjacent intersections considering all traffic movements aimed at decreasing both delay and travel time of each CAV; (2) a decentralized scheduling scheme for the upper-level problem considering state and control constraints that relaxes the strict FIFO queuing policy; (3) a complete, closed-form solution of the low-level optimization problem including the speed-dependent rear-end safety constraint and state and control constraints; and (4) a demonstration of the effectiveness of our approach through extensive numerical simulations including all possible paths for CAVs in two adjacent intersections and comparison with signalized intersections, centralized scheduling, and FIFO queuing policy. A limited-scope analysis of the hierarchical framework for the unconstrained solution with set constant speed inside the merging zones was presented in [40].

From the technical perspective, although this paper and our earlier work [39] address a similar problem, they are different
from each other on major aspects such as problem formulation, solution approach, and results as follows:

(1) In this paper, we consider two adjacent intersections including every possible path. In [39], we considered multiple multi-lane adjacent intersections; however, we limited our analysis to the cases that no left/right turns are allowed.

(2) In this paper, we partition the area around two adjacent intersections into different zones, and assume that the speed of each CAV at the boundary of zones within the merging zones is given and is equal to $v_{merge}$. The time that a CAV is inside each merging zone depends on the solution of the upper-level scheduling problem. However, in [39], we imposed a constant average speed inside the merging zone resulting in traveling at the merging zone with constant time.

(3) The upper-level coordination framework in this paper is profoundly different from the one proposed in [39]. The former is concerned with finding the arrival time at each partitioned zone on the CAV's path aimed at minimizing total travel time through formulating a scheduling problem, while the latter is formulated to find the energy-optimal arrival time at each merging zone and optimal lane to occupy through a recursive algorithm.

(4) Similar to [39], in this paper, we follow Hamiltonian analysis to derive the closed-form analytical solution to the low-level problem. However, two major differences set the two low-level problems apart and make their Hamiltonian analysis fundamentally different. First, in this paper, the speed at the boundaries is defined, but in [39], speed at the initial time is only given. Thus, the problem defined at [39] requires to satisfy new sets of optimality conditions due to the interior-point constraints which makes it different from the analysis here. Second, in contrast to [39], the rear-end safety constraint in this paper is speed dependent, which sets its Hamiltonian analysis completely apart from the minimum safe distance rear-end safety constraint discussed in [39].

(5) Moreover, in order to evaluate the performance of our approaches, we conducted different numerical simulations in both papers. In this paper, we provide simulation results for two scenarios. In the first scenario, we investigate coordination of CAVs at two adjacent intersections considering different traffic volumes, and then compare the results with the baseline scenario consisting of two-phase traffic signals. In the second scenario, we further evaluate the performance of our upper-level scheduling approach compared to the centralized scheduling and FIFO queuing policy. On the other hand, in [39], we studied the implications of our proposed coordination framework for CAVs under different traffic volumes, and then compared the results with a baseline scenario consisting of two-phase traffic signals. Moreover, we provided simulation results for symmetric and asymmetric adjacent intersections.

D. Comparison with Related work

To the best of our knowledge, this is the first attempt to establish a coordination framework for adjacent intersections aimed at minimizing total travel time. Therefore, we believe that this paper advances the state of the art in the following ways. First, in contrast to other efforts that investigated two intersections in isolation [41], our framework presents a scheduling-based approach to consider the effects of intersections’ interdependence and include effects of the downstream intersection on the upstream intersection. Second, our framework is not limited to straight paths [21], [39] and does not exclude merging or splitting paths [41]. Third, in several research efforts, the lateral safety was ensured through a strict FIFO queuing policy [17], [20], [23], [24] or a centralized controller [18], [19], [30], [33], [34], [42]. In contrast, the decentralized upper-level scheduling problem in our framework relaxes the strict FIFO queuing policy. Namely, we demonstrate how our proposed framework outperforms the FIFO queuing policy through numerical simulations. Finally, our framework in this paper, relaxes the assumptions of constant speed [20], [40] and constant travel time [39] inside the merging zone.

E. Organization of This Paper

The organization of this paper is as follows. In Section II, we provide a detailed exposition of the modeling framework and the formulation of both low-level and upper-level optimization problems, while in Section III, we derive the corresponding solutions. We demonstrate the effectiveness of our approach through simulation in Section IV. Finally, in Section V, we draw concluding remarks and discuss potential directions for future research.

II. Problem Formulation

We consider two adjacent intersections shown in Fig. 1 which are closely distanced from each other. A “coordinator” stores information about the intersections’ geometric parameters, the paths of the CAVs crossing the intersections, and the planned trajectories of CAVs.

The coordinator does not make any decision and it only acts as a database among the CAVs. The coordinator can be a physical infrastructure such as a drone, road site unit, or a cloud storage. In the remainder of this paper, we use the drone as one realization of the coordinator. We define the areas at which lateral collision inside the control zone may occur as merging zones.

A. Modeling Framework

Let $N(t) \in \mathbb{N}$ be the total number of CAVs entered the control zone by time $t \in \mathbb{R}^+$ and $N(t) = \{1, \ldots, N(t)\}$ be the queue that designates the order that each CAV entered the control zone. Upon entering the control zone, each CAV is assigned an integer $N(t) + 1$ by the drone. If two, or more, CAVs enter the control zone at the same time, the CAV with a shorter path receives lower index in the queue; however, if the length of their path is the same, then their index is chosen arbitrarily. Finally, each CAV removes itself from $N(t)$ when it exits the control zone. When there is no CAV inside the control zone, the queue $N(t)$ is reset to zero.

We partition the roads around the intersections into $n_z \in \mathbb{N}$ zones where each zone has a unique integer index that belongs to the set $\mathcal{M} = \{1, \ldots, n_z\}$. Although the number $n_z$ of
Partitions is arbitrary, choosing a big number increases the burden of computation for the scheduling problem since each CAV \( i \in \mathcal{N}(t) \) needs to find its arrival time at each zone. We consider each road connecting to the merging zone to be a single zone. Similarly, we partition each merging zone into four smaller zones (Fig. 1). Without being restrictive in our analysis, the total number of zones in the two intersections considered here (Fig. 1) is \( n_z = 22 \). We should note that zones are numbered arbitrarily.

**Definition 1.** When CAV \( i \in \mathcal{N}(t) \) enters the control zone, it creates a tuple of the zones \( \mathcal{I}_i := [m_1, \ldots, m_n], m_n \in \mathcal{M}, n \in \mathbb{N} \), defined as the “path” of CAV \( i \), where \( m_1 \) and \( m_n \) denote the first and last zone on its path respectively, that \( i \) needs to cross until it exits the control zone.

**Definition 2.** For each CAV \( i \in \mathcal{N}(t) \) upon entering the control zone, we define the set \( \mathcal{C}_{i,j} \) of conflict zones with CAV \( j \in \mathcal{N}(t) \), which is present in the control zone \( j < i \),

\[
\mathcal{C}_{i,j} = \{ m \mid m \in \mathcal{M}, m \in \mathcal{I}_i, m \in \mathcal{I}_j \}. \tag{1}
\]

For example in Fig. 1, CAV #3 has the following conflict tuples with CAV #1 and #2 respectively: \( \mathcal{C}_{3,1} = \{ 7 \} \) and \( \mathcal{C}_{3,2} = \{ 4, 13, 7, 8, 19 \} \).

### B. Vehicle model and assumptions

We model the dynamics of each CAV \( i \in \mathcal{N}(t) \) as a double integrator

\[
\dot{p}_i(t) = v_i(t), \tag{2} \\
\dot{v}_i(t) = u_i(t),
\]

where \( p_i(t) \in \mathcal{P}_i, v_i(t) \in \mathcal{V}_i \), and \( u_i(t) \in \mathcal{U}_i \) denote position, speed, and acceleration at \( t \in \mathbb{R}^+ \). Let \( x_i(t) = [p_i(t), v_i(t)]^\top \) and \( u_i(t) \) be the state and control input of CAV \( i \) at time \( t \) respectively. Let \( t_{i}^0 \) and \( t_{i}^1 \) be the time that CAV \( i \in \mathcal{N}(t) \) enters and exits the control zone respectively, and \( x_i^0 = [p_i(t_{i}^0), v_i(t_{i}^0)]^\top \) is its initial state. For each CAV \( i \in \mathcal{N}(t) \), the control input and speed are bounded with the following constraints

\[
0 \leq v_{\text{min}} \leq v_i(t) \leq v_{\text{max}}, \tag{3}
\]

where \( u_{i,\text{min}}, u_{i,\text{max}} \) are the minimum and maximum control inputs for each CAV \( i \in \mathcal{N}(t) \), and \( v_{\text{min}}, v_{\text{max}} \) are the minimum and maximum speed limits respectively. Without loss of generality, we do not consider diversity among CAVs’ maximum and minimum control input. Thus, to this end, we set \( u_{i,\text{min}} = u_{\text{min}} \) and \( u_{i,\text{max}} = u_{\text{max}} \). The sets \( \mathcal{P}_i, \mathcal{V}_i \) and \( \mathcal{U}_i \), \( i \in \mathcal{N}(t) \), are complete and totally bounded subsets of \( \mathbb{R} \).

**Definition 3.** Let CAV \( k \in \mathcal{N}(t) \) be the preceding vehicle of CAV \( i \in \mathcal{N}(t) \) in zone \( m \in \mathcal{M} \). The distance, \( d^m(p_k(t), p_i(t)) \), between \( i \) and \( k \) in zone \( m \) is defined as

\[
d^m(p_k(t), p_i(t)) = (p_k(t) - p_k(T_k^m)) - (p_i(t) - p_i(T_i^m)), \tag{4}
\]

where \( p_k(T_k^m), p_i(T_i^m) \in \mathbb{R}^+ \) correspond to the distances from the entry point of the control zone to the entry point of the conflict zone \( m \) for CAV \( k \) and \( i \) respectively. If no such CAV \( k \) leads CAV \( i \) at zone \( m \), then we let \( d^m(\cdot) \rightarrow \infty \). Note that, \( p_k(T_k^m) \) and \( p_i(T_i^m) \) depend on the geometry of the control zone and intersections.

To ensure the absence of rear-end collision between CAV \( i \in \mathcal{N}(t) \) and the preceding CAV \( k \in \mathcal{N}(t) \) in zone \( m \in \mathcal{I}_i \), while \( m \in \mathcal{I}_k \), we impose the following rear-end safety constraint

\[
d^m(p_k(t), p_i(t)) \geq \delta_i(t), t \in [T_i^m, T_i^{m'}], \tag{5}
\]

where \( T_i^m \) and \( T_i^{m'} \) are the entry time at and exit time from from zone \( m \) of CAV \( i \) respectively, and \( \delta_i(t) \) is a predefined safe distance. The minimum safe distance \( \delta_i(t) \) is a function of speed

\[
\delta_i(t) = \gamma + \varphi v_i(t), t \in [T_i^m, T_i^{m'}], \tag{6}
\]

where \( \gamma \) is the standstill distance, and \( \varphi \) is the reaction time.

In our modeling framework described above, we impose the following assumptions:

**Assumption 1.** The speed of each CAV \( i \in \mathcal{N}(t) \) at the boundary of zone \( m \in \mathcal{M} \) in the merging zones is given and is equal to \( v_{\text{merge}} \).

**Assumption 2.** None of the state, control and safety constraints is active for each CAV \( i \in \mathcal{N}(t) \) at the entry of the control zone.

The first assumption can be relaxed by estimating the speed at the boundaries of each zone in the upper-level problem. The second assumption is imposed to ensure that the initial state and control input are feasible. This is a reasonable assumption since CAVs are automated, and so there is no compelling reason for them to activate any of the constraints by the time they enter the control zone.

### C. Upper-level Problem: Scheduling

The objective of each CAV inside the control zone is to derive the optimal control input (acceleration/deceleration) aimed at minimizing travel time and improving traffic throughput. In the upper-level scheduling problem, each CAV \( i \in \mathcal{N}(t) \) computes its arrival time to each zone \( m \in \mathcal{I}_i \) that minimizes
its total travel time inside the control zone and guarantees lateral safety constraints.

Scheduling is a decision-making process that addresses the optimal allocation of resources to tasks over given time periods [43]. Thus, in what follows, we use scheduling theory to find the time that CAV $i \in \mathcal{N}(t)$ has to reach the zone $m \in \mathcal{I}_i$. Each zone $m \in \mathcal{M}$ represents a “resource,” and CAVs crossing this zone are the “tasks” assigned to the resource.

**Definition 4.** The time that a CAV $i \in \mathcal{N}(t)$ enters a zone $m \in \mathcal{I}_i$ is called “schedule” and is denoted by $T_{i,m} \in \mathbb{R}^+$. For CAV $i \in \mathcal{N}(t)$, we define a “schedule tuple,”

$$T_i = [T_{i,m} | m \in \mathcal{I}_i].$$

For example, the schedule tuple of CAV #1 in Fig. 1 is $T_1 = [T_{1,2}, T_{1,3}, T_{1,4}]$.

For each zone $m \in \mathcal{I}_i$, $i \in \mathcal{N}(t)$, the schedule $T_{i,m} \in \mathbb{R}^+$ is bounded by

$$T_{i,m} + R_{i,m}^s \leq T_{i,m} \leq T_{i,m} + D_{i,m}^s,$$

where $m \in \mathcal{I}_i$ is the zone right before zone $m \in \mathcal{I}_i$, $T_{i,m}$ is the time that CAV $i$ enters the zone $m$, and $R_{i,m}^s \in \mathbb{R}^+$ and $D_{i,m}^s \in \mathbb{R}^+$ are the shortest and latest feasible times that it takes for CAV $i \in \mathcal{N}(t)$ to travel through the zone $m$ respectively. $R_{i,m}^s \in \mathbb{R}^+$ and $D_{i,m}^s \in \mathbb{R}^+$ are called the release time and the deadline of the job respectively.

**Remark 1.** The exit time, $T_{i,m}'$, of CAV $i \in \mathcal{N}(t)$ from zone $m \in \mathcal{I}_i$ is equal to the entry time to zone $m \in \mathcal{I}_i$, which is the zone that CAV $i$ crosses right after zone $m$.

$$T_{i,m}' = T_{i,m}.$$  

**Definition 5.** For each CAV $i \in \mathcal{N}(t)$, we define the set $\Gamma_i$ of all feasible time headways which do not violate the rear-end safety constraint (6) at the entry of all zones $m \in \mathcal{I}_i$.

**Definition 6.** For each CAV $i \in \mathcal{N}(t)$ and $j \in \mathcal{N}(t)$, $j < i$, the safety constraint at the entry of zone $m \in \mathcal{C}_{i,j}$ can be restated as

$$|T_{i,m}^s - T_{j,m}^s| \geq h,$$

where $h \in \Gamma_i$ is the minimum time headway to avoid lateral collision.

**Remark 2.** Definition 6 relaxes the FIFO queuing policy for entering zone $m \in \mathcal{M}$ by restricting the absolute value of the difference between the two schedules, rather than just enforcing $T_{i,m}^s - T_{j,m}^s \geq h$.

**Problem 1.** (Scheduling problem) For each CAV $i \in \mathcal{N}(t)$ with schedule tuple $T_i$ and minimum time headway $h \in \Gamma_i$, the scheduling problem is formulated as follows

$$\min_{T_i} J_i^{[1]}(T_i) = t_i^f(T_i),$$

subject to: (9), (11).

**Remark 3.** In Problem 1, the time $t_i^f$ that each CAV $i$ exits the control zone is a function of the schedule tuple $T_i$ as implied by (9), which relates the arrival time at each zone to the arrival time at its previous zone.

Upon entering the control zone, CAV $i$ solves the scheduling problem that yields its time-optimal arrival time at each zone. Then, it shares the schedule tuples with the drone. Consider, for example (see Fig. 1), CAV #3 with $\mathcal{I}_3 = \{10, 3, 4, 13, 7, 8, 19\}$, $\mathcal{C}_{3,1} = \{7\}$ and $\mathcal{C}_{3,2} = \{4, 13, 7, 8, 19\}$. The constraint (9) for each zone $m \in \mathcal{I}_3$ is

$$t_{3,i}^0 + R_{3,i}^s \leq T_{3,i}^s \leq T_{3,i}^s + D_{3,i}^s,$$

$$T_{3,i}^s + R_{3,i}^s \leq T_{3,i}^s + D_{3,i}^s,$$

$$T_{3,i}^s + R_{3,i}^s \leq T_{3,i}^s + D_{3,i}^s,$$

$$T_{3,i}^s + R_{3,i}^s \leq T_{3,i}^s + D_{3,i}^s,$$

Note that the time CAV #3 enters the zone #10, $T_{3,10}^s$ is equal to the time that CAV #3 enters the control zone $t_{3,i}^0$. From the safety constraint (11) for $m \in \mathcal{C}_{3,1}$ and $m \in \mathcal{C}_{3,2}$, we have

$$|T_{3,i} - T_{1,i}^s| \geq h,$$

$$|T_{3,i} - T_{2,i}^s| \geq h,$$

$$|T_{3,i} - T_{2,i}^s| \geq h,$$

$$|T_{3,i} - T_{2,i}^s| \geq h,$$

where the schedule tuples of CAV #1 and #2 are accessible through the drone. CAV $i \in \mathcal{N}(t)$ derives the release time and the deadline of each zone $m \in \mathcal{I}_i$ prior to solving the scheduling problem (Problem 1). CAV #3 above, for example, computes $R_{3}^s$ and $D_{3}^s$ for all $m \in \mathcal{I}_3$, and then it solves the scheduling problem, the solution of which yields the tuple $T_{3}$. Next, we formulate the problems that yield the release time and deadline respectively.

**Problem 2.** (Release time problem) For each CAV $i \in \mathcal{N}(t)$ and each zone $m \in \mathcal{I}_i$, the release time $R_{i,m}^s$ is derived by the following optimization problem

$$\min_{u_i} J_i^{[2]}(u_i(t)) = t_i^{s,m}(u_i(t)) - t_i^{s,m},$$

subject to: (2), (3), (4),

given $p_i(t_i^{s,m}, v_i(t_i^{s,m})), p_i(t_i^{e,m}, v_i(t_i^{e,m})).$

where $t_i^{s,m}$ and $t_i^{e,m}$ are the time that CAV $i \in \mathcal{N}(t)$ enters and exits the zone $m \in \mathcal{I}_i$, respectively. The optimal solution $u_i(t)$ of Problem 2 yields the release time, $R_{i,m}^s = t_i^{e,m}(u_i(t)) - t_i^{s,m}$, which is the shortest feasible time that it takes for CAV $i$ to travel through zone $m$ without considering safety.

**Problem 3.** (Deadline problem) For each CAV $i \in \mathcal{N}(t)$ and each zone $m \in \mathcal{I}_i$, the deadline $D_{i,m}^s$ is derived by the following optimization problem

$$\max_{u_i} J_i^{[3]}(u_i(t)) = t_i^{s,m}(u_i(t)) - t_i^{s,m},$$

subject to: (2), (3), (4),

given $p_i(t_i^{s,m}, v_i(t_i^{s,m})), p_i(t_i^{e,m}, v_i(t_i^{e,m})).$
The optimal solution $u^*_i(t)$ of Problem 3 yields the deadline, $D_i^m = t_i^{e,m}(u^*_i(t)) - t_i^{s,m}$, which is the latest feasible time that it takes for CAV $i$ to travel through zone $m$ without considering safety.

**Remark 4.** Note that in Problems 2 and 3, we do not consider safety constraints. The only objective of these two problems is to find the feasible bound for arrival time at each zone $m$ in (9), to form the scheduling problem (Problem 1).

### D. Low-level problem: Energy Minimization

After solving the upper-level scheduling problem, the low-level problem yields for each CAV the minimum control input at each zone (acceleration/deceleration) that satisfies the schedule resulted from the upper-level problem.

**Problem 4.** For each CAV $i \in \mathcal{N}(t)$ and each zone $m \in \mathcal{I}_i$, the energy minimization problem is

$$
\min_{u_i \in \mathcal{U}_i} J^[\mu](u_i(t), T_i^{s,m}, T_i^{e,m}) = \frac{1}{2} \int_{T_i^{s,m}}^{T_i^{e,m}} u_i^2(t) \, dt,
$$

subject to: (2), (3), (4), (6),

given $p_i(T_i^{s,m}), v_i(T_i^{s,m}), T_i^{s,m}, T_i^{e,m}, T_i^{e,m}$,

where $T_i^{s,m}$ and $T_i^{e,m}$ are the entry and exit time of CAV $i \in \mathcal{N}(t)$ from zone $m \in \mathcal{I}_i$, determined by the upper-level scheduling problem. We demonstrate the system architecture in Fig. 2.

### III. Solution of Low-level and Upper-level Problems

In the previous section, we described the hierarchical optimization framework that consists of three upper-level problems and one low-level problem. Upon entering the control zone, each CAV is added to the queue $\mathcal{N}(t)$, and it solves the upper-level problems (Problems 1, 2 and 3) the solutions of which designate the optimal entry time to each zone along its path. In the upper-level problems, each CAV first derives the release time and deadline (Problems 2 and 3) for each zone prior to solving the scheduling problem (Problem 1). The outcome of the upper-level scheduling problem becomes the input of the low-level problem (Problem 4). In particular, in the low-level problem (Problem 4), each CAV derives the optimal control input (acceleration/deceleration) that minimizes energy consumption at each zone of its path at the times specified in the upper-level (Problem 1).

To this end, to simplify notation, we use $p_i^s, v_i^s, p_i^c$ and $v_i^c$ instead of $p_i(t_i^{s,m}), v_i(t_i^{s,m}), p_i(t_i^{e,m})$ and $v_i(t_i^{e,m})$ respectively.

#### A. Analytical solution of the release time and the deadline

In this section, we provide the analytical closed-form solutions to Problems 2 and 3, which each CAV $i \in \mathcal{N}(t)$ uses to formulate the scheduling problem (Problem 1). One of the main advantages of deriving analytical solutions to Problem 2 and 3 is to improve the computational effort in the upper-level problem. For the analytical solution of the release time problem (Problem 2), we apply Hamiltonian analysis. For each CAV $i \in \mathcal{N}(t)$ the Hamiltonian function with the state and control constraints adjoining is

$$
H_i(t, p_i(t), v_i(t), u_i(t), \lambda_i(t)) = 1 + \lambda^p_i v_i(t) + \lambda^u_i u_i(t) + \mu_i^p (u_{\text{max}} - u_i(t)) + \mu_i^u (v_{\text{max}} - v_i(t)),
$$

where $\lambda^p_i$ and $\lambda^u_i$ are costates, and $\mu^p_i$ is a vector of a lagrange multipliers:

$$
\begin{align*}
\mu_i^a & = \left\{ \begin{array}{ll}
g > 0 & \quad u_i(t) - u_{\text{max}} = 0 \\
g = 0 & \quad u_i(t) - u_{\text{max}} < 0
\end{array} \right., \\
\mu_i^b & = \left\{ \begin{array}{ll}
g > 0 & \quad u_{\text{min}} - u_i(t) = 0 \\
g = 0 & \quad u_{\text{min}} - u_i(t) < 0
\end{array} \right., \\
\mu_i^c & = \left\{ \begin{array}{ll}
g > 0 & \quad v_i(t) - v_{\text{max}} = 0 \\
g = 0 & \quad v_i(t) - v_{\text{max}} < 0
\end{array} \right., \\
\mu_i^d & = \left\{ \begin{array}{ll}
g > 0 & \quad v_{\text{min}} - v_i(t) = 0 \\
g = 0 & \quad v_{\text{min}} - v_i(t) < 0
\end{array} \right.,
\end{align*}
$$

The Euler-Lagrange equations become:

$$
\begin{align*}
\dot{\lambda}^p_i &= -\frac{\partial H_i}{\partial p_i} = 0, \\
\dot{\lambda}^u_i &= -\frac{\partial H_i}{\partial v_i} = -\lambda^p_i - \mu_i^c + \mu_i^d.
\end{align*}
$$

Similarly for the deadline problem (Problem 3), the Hamiltonian function is

$$
\begin{align*}
H_i(t, p_i(t), v_i(t), u_i(t), \lambda_i(t)) &= -1 + \lambda^p_i v_i(t) + \lambda^u_i u_i(t) + \mu_i^p (u_{\text{max}} - u_i(t)) + \mu_i^u (v_{\text{max}} - v_i(t)),
\end{align*}
$$

1) State constraints are not active: First, we consider the case where the state constraint (4) does not become active, hence $\mu_i^c = \mu_i^d = 0$.

**Lemma 1.** The sign of the optimal control input of the release time problem (Problem 2) for zone $m$, when the state constraint is not active, can change at most once, and it is equal to either: (1) $u_i(t) = u_{\text{min}}$, or (2) $u_i(t) = u_{\text{max}}$, or (3) $u_i(t) = u_{\text{max}}$ and then it switches to $u_i(t) = u_{\text{min}}$.

**Proof.** See Appendix A.
Lemma 2. In Problem 2, let $x_i^s = [p_i^s, v_i^s]^T$ and $x_i^e = [p_i^e, v_i^e]^T$ be the initial and final states of CAV $i \in \mathcal{N}(t)$ traveling in zone $m \in \mathcal{I}_i$. Let $x_i^m = [p_i^m, v_i^m]^T$ be the intermediate state at the time $t_i^{c,m}$ that the control input changes sign. Then,

$$ p_i^c = \frac{v_i^{c,2} - v_i^{s,2} + 2(u_{\text{max}}p_i^s - u_{\text{min}}p_i^e)}{2(u_{\text{max}} - u_{\text{min}})} \quad (37), $$

$$ v_i^c = \sqrt{v_i^{c,2} + 2u_{\text{max}} \cdot (p_i^c - p_i^s)} \quad (38). $$

Proof. From (2) and Lemma 1, the intermediate states are found by solving the following system of equations

$$ \left\{ \begin{array}{l}
  v_i^{c,2} - v_i^{e,2} = 2u_{\text{max}} \cdot (p_i^c - p_i^s) \\
  v_i^{e,2} - v_i^{s,2} = 2u_{\text{min}} \cdot (p_i^c - p_i^s)
\end{array} \right. \quad (39), $$

which yields (37) and (38).

Proposition 1. The release time of CAV $i \in \mathcal{N}(t)$ traveling in zone $m \in \mathcal{I}_i$, when the state constraint is not active, is

$$ \begin{align*}
R_i^m &= v_i^c - v_i^s + \frac{v_i^c - v_i^e}{u_{\text{min}}}.
\end{align*} \quad (40) $$

Proof. When $u_i(t) = u_{\text{max}}$ for all $t \in [t_i^{s,m}, t_i^{e,m})$ and $u_i(t) = u_{\text{min}}$ for all $t \in [t_i^{e,m}, t_i^{c,m})$, where $t_i^{c,m}$ is the time that the control input changes sign, the total time traveled inside the zone $m$ can be found by integrating (2), hence

$$ \begin{align*}
&v_i^c - v_i^s = u_{\text{max}} \cdot (t_i^{c,m} - t_i^{s,m}), \quad \forall t \in [t_i^{s,m}, t_i^{e,m}) \\
&v_i^e - v_i^c = u_{\text{min}} \cdot (t_i^{c,m} - t_i^{e,m}), \quad \forall t \in [t_i^{e,m}, t_i^{c,m}).
\end{align*} \quad (41) $$

Solving (41) for $t_i^{c,m}$ and $t_i^{e,m}$, we have

$$ \begin{align*}
t_i^{c,m} &= \frac{v_i^c - v_i^s}{u_{\text{max}}} + t_i^{s,m} \quad (42), \\
t_i^{e,m} &= \frac{v_i^e - v_i^c}{u_{\text{min}}} + t_i^{s,m} \quad (43).
\end{align*} $$

Substituting $t_i^{c,m}$ into $R_i^m = t_i^{c,m} - t_i^{s,m}$ yields (40).

Lemma 3. The optimal control input of the deadline problem (Problem 3) for zone $m \in \mathcal{I}_i$, when the state constraint is not active, changes sign at most once, and it is equal to either:

(i) $u_i(t) = u_{\text{min}}$, or

(ii) $u_i(t) = u_{\text{max}}$, or

(iii) $u_i(t) = u_{\text{min}}$ and then it switches to $u_i(t) = u_{\text{max}}$.

Proof. The proof is similar to the proof of Lemma 1, and thus, it is omitted.

Proposition 2. Let $x_i^s = [p_i^s, v_i^s]^T$ and $x_i^e = [p_i^e, v_i^e]^T$ be the initial and final states of CAV $i \in \mathcal{N}(t)$ traveling in zone $m \in \mathcal{I}_i$. Let $x_i^m = [p_i^m, v_i^m]^T$ be the intermediate state at the time $t_i^{c,m}$ that the control input changes sign. Then, the deadline of CAV $i$ traveling in zone $m \in \mathcal{I}_i$ for the unconstrained case is

$$ D_i^m = \frac{v_i^c - v_i^s}{u_{\text{min}}} + \frac{v_i^e - v_i^c}{u_{\text{max}}} \quad (44), $$

$$ v_i^c = \sqrt{v_i^{c,2} + 2u_{\text{max}} \cdot (p_i^c - p_i^s)} \quad (45), $$

$$ p_i^c = \frac{v_i^{c,2} - v_i^{s,2} + 2(u_{\text{min}}p_i^s - u_{\text{max}}p_i^e)}{2(u_{\text{max}} - u_{\text{min}})} \quad (46). $$

Proof. The control input of $i \in \mathcal{N}(t)$ in zone $m \in \mathcal{I}_i$ consists of two arcs, i.e., decelerating with $u_i(t) = u_{\text{min}}$ and accelerating with $u_i(t) = u_{\text{max}}$. Following similar arguments to Lemma 2, we derive (46) and (45). The total time traveled inside the zone $m$ can be found by integrating (2), hence

$$ v_i^c - v_i^s = u_{\text{min}} \cdot (t_i^{c,m} - t_i^{s,m}), \quad \forall t \in [t_i^{s,m}, t_i^{c,m}) $$

$$ v_i^e - v_i^c = u_{\text{max}} \cdot (t_i^{e,m} - t_i^{c,m}), \quad \forall t \in [t_i^{c,m}, t_i^{e,m}). $$

Solving (47) for $t_i^{c,m}$ and $t_i^{e,m}$, we have

$$ \begin{align*}
t_i^{c,m} &= \frac{v_i^c - v_i^s}{u_{\text{min}}} + t_i^{s,m} \quad (48), \\
t_i^{e,m} &= \frac{v_i^e - v_i^c}{u_{\text{max}}} + t_i^{s,m} \quad (49).
\end{align*} $$

Substituting $t_i^{c,m}$ into $D_i^m = t_i^{c,m} - t_i^{s,m}$ (44) follows.

2) State constraints are active: Next, we consider the cases where the speed constraints become active.

Theorem 1. In Problems 2 and 3, if there is no change on the sign of the control input, then none of the speed constraints becomes active.

Proof. We consider the two cases that there is no change on the sign of the control input, i.e., case 1: $u_i(t) = u_{\text{min}}$, case 2: $u_i(t) = u_{\text{max}}$. Case 1: For all $t < t' \in [t_i^{s,m}, t_i^{e,m})$, we have

$$ v_i(t) > v_i(t'). $$

Hence, the minimum and maximum speed can only occur at $t_i^{c,m}$ and $t_i^{e,m}$ respectively, namely

$$ v_i^e \leq v_i(t), \quad \forall t \in [t_i^{s,m}, t_i^{c,m}], $$

$$ v_i(t) \leq v_i^s, \quad \forall t \in [t_i^{e,m}, t_i^{c,m}). $$

However, from the Assumptions 1 and 2, we have

$$ v_{\text{min}} < v_i^e \leq v_i(t) \leq v_i^s < v_{\text{max}}, \quad \forall t \in [t_i^{s,m}, t_i^{e,m}). $$

Case 2: Following similar arguments to Case 1, we have

$$ v_{\text{min}} < v_i^e \leq v_i(t) \leq v_i^s < v_{\text{max}}, \quad \forall t \in [t_i^{s,m}, t_i^{e,m}). $$

Corollary 1. For CAV $i \in \mathcal{N}(t)$ in zone $m \in \mathcal{I}_i$, the unconstrained solution of the release time problem (Problem 2) can not activate the constrained arc $v_i(t) = v_{\text{min}}$.

Proof. From Theorem 1, we know that if there is no change on the sign of the control input, then none of the speed constraints becomes active. Let’s consider that the control input changes sign at $t_i^{c,m} \in [t_i^{s,m}, t_i^{e,m})$, thus

$$ u_i(t) = u_{\text{max}} > 0 \Rightarrow v_i^s \leq v_i(t), \quad \forall t \in [t_i^{s,m}, t_i^{c,m}], $$

$$ u_i(t) = u_{\text{min}} < 0 \Rightarrow v_i^e \leq v_i(t), \quad \forall t \in [t_i^{c,m}, t_i^{e,m}). $$

It follows that the minimum speed of CAV $i$ for all $t \in [t_i^{s,m}, t_i^{e,m}]$ is either $v_i^e$ or $v_i^s$. From the Assumptions 1 and 2, state constraints are not active at the entry and exit of the zones, and the proof is complete.

One can verify whether the unconstrained solution of CAV $i$ leads to violation of the speed constraint $v_i(t) \leq v_{\text{max}}$ in zone
where each zone CA V, B. Solution of the scheduling problem (Problem 1) thus, it is omitted. The proof is similar to the proof of Theorem 2, and Similar to Corollary 1, for CA V, m ∈ I, the unconstrained solution of the deadline problem (Problem 3) can not activate the constrained arc time τ, and enters the constrained arc \( v_i(t) = v_{\max} \). Then the unconstrained arc is pieced together with the constrained arc \( v_i(t) = v_{\max} \), and we re-solve the problem with the two arcs pieced together. The two arcs yield a set of algebraic equations that are solved simultaneously using the boundary conditions and interior conditions between the arcs. Since the speed at the boundary of zones do not activate the speed constraint, the solution cannot stay at the constrained arc and interior conditions between the arcs. Since the speed at \( (58) \) \( (59) \)

Let \( C \) to together. In case 1, we have \( \mathcal{C}_{i,j} = \mathcal{I}_i = \mathcal{I}_j \) implying that they conflict on each zone of their path. Since CA V enters the control zone later, it cannot arrive at any zone earlier than CA V; thus, we have \( B_{i,j}^m = 0 \) for all \( m \in \mathcal{C}_{i,j} \). For the second case, let \( \mathcal{C}_{i,j} = \{ m_a, \ldots, m_b \} \) be the conflict set between CA i and j, which have merging paths, \( m_a \) be the first zone that there is a potential lateral collision, and \( m_b \) be their last conflict zone with the potential rear-end collision. Since we relaxed the FIFO queuing policy, CA i can arrive at zone \( m_1 \) either before \( (B_{i,j}^{m_1} = 1) \), or after CA j \( (B_{i,j}^{m_{m_2}} = 0) \). However, to ensure the absence of the rear-end safety in the following zones after \( m_a \), we have to have all the binary variables equal to \( B_{i,j}^{m_{m_i}} \), i.e.,

\[
B_{i,j}^{m_{m_1}} = \cdots = B_{i,j}^{m_{m_b}}, \quad B_{i,j}^{m_{m_i}} \in \{0, 1\}. \tag{69}
\]

In addition, the arrival time at each zone \( m \) is lower bounded with the arrival time and release time, and upper-bounded with arrival time and deadline of the previous zone \( m \). Similarly, the exit time from the control zone \( t_i^m \) is bounded by the arrival time, release time, and deadline of the last zone.

After transforming each safety constraint to two separate constraints augmented with a binary variable, we use a mixed-integer linear program (MILP) (IBM ILOG CPLEX [45]) to solve the scheduling problem. We discuss the implications on computation effort of solving the MILP in Section IV.

C. Analytical solution of the energy minimization problem (Problem 4)

One approach to address the inequality constraints, which are a function of state variables, is adjoining the \( q \)-th-order state variable inequality constraint to the Hamiltonian function. The \( q \)-th-order state variable inequality constraint can be found by taking the successive total time derivative of constraint and substitute (2) for \( x \), until we obtain an expression that is explicitly dependent on the control variable [46]. For each

B. Solution of the scheduling problem (Problem 1)

As we described earlier, at the entry of the control zone, CA V \( i \in \mathcal{N}(t) \) computes the release time and deadline for each zone \( m \in \mathcal{I}_i \). Then, it solves the scheduling problem (Problem (Problem 1)), the solution of which determines the schedule tuple \( T_i \) (Definition 4) aimed at minimizing the time \( t_i^m \) that \( i \) exits the control zone. In the scheduling problem (Problem 1) of CA V, for each zone \( m \) which belongs to the conflict set \( \mathcal{C}_{i,j} \) where \( j < i \in \mathcal{N}(t) \), we impose the safety constraint

\[
T_i^m - T_j^m \geq h, \tag{65}
\]

OR

\[
-(T_i^m - T_j^m) \geq h, \tag{66}
\]

which is a disjunctive constraint due to the OR statement, and also determines the order of entry at zone \( m \). By introducing a binary variable \( B_{i,j}^m \in \{0, 1\} \) and big number \( M \in \mathbb{R}^+ \) [44], we rewrite the disjunctive constraints (11) as two separate constraints as following

\[
(T_i^m - T_j^m) + B_{i,j}^m \cdot M \geq h, \tag{67}
\]

\[
-(T_i^m - T_j^m) + (1 - B_{i,j}^m) \cdot M \geq h. \tag{68}
\]

However, there are two cases to consider in handling the safety constraint; case 1: CA i and CA j follow the same path, and case 2: CA i and CA j have different paths that merges together. In case 1, we have \( \mathcal{C}_{i,j} = \mathcal{I}_i = \mathcal{I}_j \) implying that they conflict on each zone of their path. Since CA V enters the control zone later, it cannot arrive at any zone earlier than CA V; thus, we have \( B_{i,j}^m = 0 \) for all \( m \in \mathcal{C}_{i,j} \). For the second case, let \( \mathcal{C}_{i,j} = \{ m_a, \ldots, m_b \} \) be the conflict set between CA i and j, which have merging paths, \( m_a \) be the first zone that there is a potential lateral collision, and \( m_b \) be their last conflict zone with the potential rear-end collision. Since we relaxed the FIFO queuing policy, CA i can arrive at zone \( m_1 \) either before \( (B_{i,j}^{m_1} = 1) \), or after CA j \( (B_{i,j}^{m_{m_2}} = 0) \). However, to ensure the absence of the rear-end safety in the following zones after \( m_a \), we need to have all the binary variables equal to \( B_{i,j}^{m_{m_i}} \), i.e.,

\[
B_{i,j}^{m_{m_1}} = \cdots = B_{i,j}^{m_{m_b}}, \quad B_{i,j}^{m_{m_i}} \in \{0, 1\}. \tag{69}
\]

In addition, the arrival time at each zone \( m \) is lower bounded with the arrival time and release time, and upper-bounded with arrival time and deadline of the previous zone \( m \). Similarly, the exit time from the control zone \( t_i^m \) is bounded by the arrival time, release time, and deadline of the last zone.

After transforming each safety constraint to two separate constraints augmented with a binary variable, we use a mixed-integer linear program (MILP) (IBM ILOG CPLEX [45]) to solve the scheduling problem. We discuss the implications on computation effort of solving the MILP in Section IV.

C. Analytical solution of the energy minimization problem (Problem 4)

One approach to address the inequality constraints, which are a function of state variables, is adjoining the \( q \)-th-order state variable inequality constraint to the Hamiltonian function. The \( q \)-th-order state variable inequality constraint can be found by taking the successive total time derivative of constraint and substitute (2) for \( x \), until we obtain an expression that is explicitly dependent on the control variable [46]. For each
CAV \(i \in \mathcal{N}(t)\), with CAV \(k \in \mathcal{N}(t)\) positioned immediately in front of it, the Hamiltonian is

\[
H_i(t, p_i(t), v_i(t), u_i(t), \lambda(t)) = \frac{1}{2} u_i(t)^2 + \lambda^p_i v_i(t) + \lambda^u_i u_i(t) + \mu^i_s (u_i(t) - u_{\text{max}}) + \mu^i_c (u_{\text{min}} - u_i(t)) + \mu^i_T (v_i(t) - v_k(t) + \varphi u_i(t)),
\]

where \(\lambda^p_i\) and \(\lambda^u_i\) are the costates, and \(\mu^T\) is a vector of Lagrange multipliers.

1) State and control constraints are not active: If the state and control constraints are not active, \(\mu^i_s = \mu^i_c = \mu^i_T = 0\) and from [20] the solution is

\[
u_i^* = a_i t + b_i, \quad (71)
\]

by substituting (71) in (2) we have

\[
v_i^* = \frac{1}{2} a_i t^2 + b_i t + c_i, \quad (72)
\]

\[
p_i^* = \frac{1}{6} a_i t^3 + \frac{1}{2} b_i t^2 + c_i t + d_i. \quad (73)
\]

In the above equations \(a_i, b_i, c_i, d_i\) are constants of integration, which are found by substituting the initial and final states \(p_i(T^m_i), v_i(T^m_i), p_i(T^m_i)\) and \(v_i(T^m_i)\) in zone \(m \in \mathcal{I}_i\). Thus, a system of equations in the form of \(T_i b_i = q_i\), is

\[
\begin{bmatrix}
\frac{1}{6} (T^m_i)^3 & \frac{1}{2} (T^m_i)^2 & T^m_i & 1 \\
\frac{1}{2} (T^m_i)^2 & T^m_i & 1 & 0 \\
\frac{1}{6} (T^m_i)^3 & \frac{1}{2} (T^m_i)^2 & T^m_i & 1 \\
\frac{1}{2} (T^m_i)^2 & T^m_i & 1 & 0 \\
\end{bmatrix}
\begin{bmatrix}
a_i \\
b_i \\
c_i \\
d_i \\
\end{bmatrix} =
\begin{bmatrix}
p_i(T^m_i) \\
v_i(T^m_i) \\
p_i(T^m_i) \\
v_i(T^m_i) \\
\end{bmatrix}. \quad (74)
\]

Note that since (74) can be computed online, the controller may re-evaluate the four constants at any time \(t \in [T^1_i, T^2_i]\) and update (71).

There are different cases that can happen and activate either the state or control constraints. Next, we consider the cases that CAV only travels on the constrained arcs except the rear-end safety (6).

2) CAV travels on different constrained arcs: Case 1: CAV \(i \in \mathcal{N}(t)\) enters the constrained arc \(u_i(t) = u_{\text{max}}\) at \(T^m_i\). Then, it moves to the constrained arc \(u_i(t) = u_{\text{min}}\) at \(T^m_i\) and stays on it until \(T^m_i\).

**Theorem 3.** Let \(T^m_i\) and \(T_i^m\) be the schedules of CAV \(i \in \mathcal{N}(t)\) for zones \(m, \bar{m} \in \mathcal{I}_i\) respectively, where zone \(m\) is right after \(m\). In zone \(m\), the CAV \(i\) first enters the constrained arc \(u_i(t) = u_{\text{max}}\) and then the arc \(u_i(t) = u_{\text{min}}\). If the speed constraint does not become active in zones \(m\) and \(\bar{m}\), we have \(T^m_i - T_i^m = R^m_i\). Thus, CAV \(i\) is traveling at the earliest feasible time in zone \(m\). Since the speed constraint is not active, the solution is equivalent to the solution of the release time problem (Problem 2) when the speed constraint is not active.

In the above case, the optimal control input is

\[
u_i^*(t) = \begin{cases} 
 u_{\text{max}} & \text{if } T^m_i \leq t < \tau_1 \\
 u_{\text{min}} & \text{if } \tau_1 \leq t \leq T^m_i . 
\end{cases} \quad (76)
\]

Substituting (76) in (2), we have

\[
p_i^*(t) = \frac{1}{2} u_{\text{max}} t^2 + b_i t + c_i, \quad \forall t \in [T^m_i, \tau^-_1], \quad (77)
\]

\[
p_i^*(t) = \frac{1}{2} u_{\text{min}} t^2 + d_i t + e_i, \quad \forall t \in [\tau^+_1, T^m_i], \quad (78)
\]

where \(b_i, c_i, d_i, e_i\) are constants of integration, which are found by using initial conditions \(p_i(T^m_i), v_i(T^m_i)\) and final conditions \(p_i(T^m_i), v_i(T^m_i)\) of the CAV in zone \(\bar{m} \in \mathcal{I}_i\). The switching point \(\tau_1\) can be found from (42).

**Case 2:** CAV \(i\) enters the constrained arc \(u_i(t) = u_{\text{max}}\) at \(T^m_i\) then moves to the constrained arc \(v_i(t) = u_{\text{max}}\) at \(t = \tau_1\). It exits the constrained arc \(v_i(t) = u_{\text{max}}\) at \(t = \tau_2\), and it enters the constrained arc \(u_i(t) = u_{\text{min}}\) and stays on it until \(T^m_i\).

**Corollary 2.** Case 2 is realized for CAV \(i \in \mathcal{N}(t)\) travelling in zone \(m \in \mathcal{I}_i\), if the speed constraint becomes active and (75) holds.

**Proof.** The proof is similar to the proof of Theorem 3, and thus, it is omitted.

In this case, the optimal control input is

\[
u_i^*(t) = \begin{cases} 
 u_{\text{max}} & \text{if } T^m_i \leq t < \tau_1 \\
 0 & \text{if } \tau_1 \leq t \leq \tau_2 \\
 u_{\text{min}} & \text{if } \tau_2 \leq t \leq T^m_i . 
\end{cases} \quad (79)
\]

Substituting (79) in (2), we have

\[
p_i^*(t) = \frac{1}{2} u_{\text{max}} t^2 + b_i t + c_i, \quad \forall t \in [T^m_i, \tau^-_1], \quad (80)
\]

\[
v_i^*(t) = u_{\text{max}} t + d_i, \quad \forall t \in [\tau^+_1, \tau^-_2], \quad (81)
\]

\[
p_i^*(t) = \frac{1}{2} u_{\text{min}} t^2 + e_i t + f_i, \quad \forall t \in [\tau^+_2, T^m_i], \quad (82)
\]

where \(b_i, c_i, d_i, e_i, f_i\) are constants of integration, and time \(\tau_1, \tau_2\) are times that we move from one arc to another arc, which are found by using initial and final conditions in zone \(m\) and continuity of states at \(\tau_1\) and \(\tau_2\).

**Case 3:** CAV \(i \in \mathcal{N}(t)\) enters the constrained arc \(u_i(t) = u_{\text{min}}\) at \(T^m_i\). Then, it moves to the constrained arc \(u_i(t) = u_{\text{min}}\) at \(T^m_i\) and stays on it until \(T^m_i\).
Theorem 4. Let $T_i^m$ and $T_i^m$ be the schedules of CAV $i \in \mathcal{N}(t)$ for zones $m_i, m_i \in \mathcal{I}_i$ respectively, where zone $m_i$ is right after zone $m$. In zone $m_i$, CAV $i$ first enters the constrained arc $u_i(t) = u_{\text{min}}$, and then the constrained arc $u_i(t) = u_{\text{max}}$, if the speed constraint does not become active in zone $m$ and

$$T_i^m - T_i^m = D_i^m.$$

Proof. The proof is similar to the proof of Theorem 3, and thus, it is omitted.

In this case, the optimal control input is

$$u_i^*(t) = \begin{cases} u_{\text{min}}, & \text{if } T_i^m \leq t < \tau_1, \\ u_{\text{max}}, & \text{if } \tau_1 \leq t \leq T_i^m. \end{cases}$$

Substituting (84) in (2), we have

$$p_i^*(t) = \frac{1}{2}u_{\text{min}}t^2 + b_i t + c_i,$$

$$v_i^*(t) = u_{\text{max}}t + b_i, \quad \forall t \in [T_i^m, \tau_1], \quad (85)$$

$$p_i^*(t) = \frac{1}{2}u_{\text{max}}t^2 + d_i t + e_i,$$

$$v_i^*(t) = u_{\text{min}}t + d_i, \quad \forall t \in [\tau_1, T_i^m]. \quad (86)$$

where $b_i, c_i, d_i$, and $e_i$ are integration constants, which can be computed by using initial and final conditions of CAV in zone $m \in \mathcal{I}_i$ respectively. The switching point $\tau_1$ can be found from (44).

Case 4: CAV $i$ enters the constrained arc $u_i(t) = u_{\text{min}}$ at $T_i^m$, then it moves to the constrained arc $v_i(t) = v_{\text{min}}$ at $t = \tau_1$. It exits the constrained arc $v_i(t) = v_{\text{min}}$ at $t = \tau_2$, and it enters the constrained arc $u_i(t) = u_{\text{max}}$ and stays on it until $T_i^m$.

Corollary 3. Case 4 is realized for CAV $i \in \mathcal{N}(t)$ travelling in zone $m \in \mathcal{I}_i$, if the speed constraint becomes active in zone $m$ and (83) holds.

Proof. The proof is similar to the proof of Theorem 3, and thus, it is omitted.

In this case, the optimal control input is

$$u_i^*(t) = \begin{cases} u_{\text{min}}, & \text{if } T_i^m \leq t < \tau_1, \\ 0, & \text{if } \tau_1 \leq t \leq \tau_2, \\ u_{\text{max}}, & \text{if } \tau_2 \leq t \leq T_i^m. \end{cases}$$

Substituting (87) in (2), we have

$$p_i^*(t) = \frac{1}{2}u_{\text{min}}t^2 + b_i t + c_i,$$

$$v_i^*(t) = u_{\text{min}}t + b_i, \quad \forall t \in [T_i^m, \tau_1], \quad (88)$$

$$p_i^*(t) = u_{\text{min}}t + d_i,$$

$$v_i^*(t) = u_{\text{min}}, \quad \forall t \in [\tau_1, \tau_2], \quad (89)$$

$$p_i^*(t) = \frac{1}{2}u_{\text{max}}t^2 + e_i t + f_i,$$

$$v_i^*(t) = u_{\text{max}}t + e_i, \quad \forall t \in [\tau_2, T_i^m].$$

3) CAV travels on a combination of constrained and unconstrained arcs: Using (71), we first start with the unconstrained solution of Problem 4. If the solution violates any of the speed (4) or control (3) constraints, then the unconstrained arc is pieced together with the arc corresponding to the violated constraint at unknown time $\tau_1$, and we re-solve the problem with the two arcs pieced together. The two arcs yield a set of algebraic equations which are solved simultaneously using the boundary conditions and interior conditions at $\tau_1$. If the resulting solution violates another constraint, then the last two arcs are pieced together with the arc corresponding to the new violated constraint, and we re-solve the problem with the three arcs pieced together at unknown times $\tau_1$ and $\tau_2$. The three arcs will yield a new set of algebraic equations that need to be solved simultaneously using the boundary conditions and interior conditions at $\tau_1$ and $\tau_2$. The process is repeated until the solution does not violate any other constraints. [20].

4) CAV enters the safety constrained arc: Let CAV $i$ enter and exit zone $m \in \mathcal{I}_i$ at $T_i^m$ and $T_i^m$ respectively. CAV $k$ is immediately positioned in front of CAV $i$ in zone $m$, and CAV $i$ activates the rear-end safety constraint (6) at time $\tau_1 \in [T_i^m, T_i^m]$. We have two cases to consider: Case 1: CAV $i$ remains in the constrained arc until $T_i^m$ or Case 2: CAV $i$ exits the constrained arc at $\tau_2 \in [\tau_1, T_i^m]$.

Lemma 4. Let CAV $i$ and $k \in \mathcal{N}(t)$ enter zone $m \in \mathcal{I}_i$ at time $T_i^m$ and $T_k^m$ respectively. Let CAV $k$ be immediately ahead of $i$. Then the rear-end safety constraint for CAV $i$ does not become active at the entry of zone $m$, if the minimum time headway $h \in \Gamma_i$, where

$$\Gamma_i = \{t | \frac{1}{2}u_{\text{min}}t^2 + v_k(T_k^m)t - \varphi v_i(T_i^m) - \gamma_i > 0, \forall t \in \mathbb{R}^+\}. \quad (91)$$

Proof. See Appendix C.

Lemma 5. If the rear-end safety constraint becomes active for CAV $i \in \mathcal{N}(t)$ at $\tau_1 \in (T_i^m, T_i^m)$, then it must exit the rear-end safety constrained arc at $\tau_2 \in (\tau_1, T_i^m)$.

Proof. From Lemma 4, the rear-end safety constraint of CAV $i$ with a schedule $T_i^m \in \mathcal{T}$ does not become active at the entry of zone $m \in \mathcal{I}_i$. Thus, if the rear-end safety constraint of CAV $i$ becomes active at $\tau_1$, it must exit the constrained arc before it exits zone $m$.

Suppose CAV $i \in \mathcal{N}(t)$ enters the zone $m$ at time $t = T_i^m$ and at some time $t = \tau_1$, the rear-end safety constraint with the vehicle $k$ becomes active until $t = \tau_2$, $d_m(p_k(t), p_i(t)) = \delta_i(t)$ for all $t \in [\tau_1, \tau_2]$, in this case $u_i^* \neq 0$. Let $N_i(t, x_i(t)) = (p_i^*(t) - p_i^*(T_i^m)) - (p_i^*(t) - p_k^*(T_k^m)) + \gamma + v_i^*(t)$. Note that, $p_i^*(T_i^m)$ and $p_k^*(T_k^m)$ are time-invariant and we can simplify the notation by defining $\bar{\gamma} = -p_i^*(T_i^m) + p_k^*(T_k^m) + \gamma$. Thus, we have

$$N_i(t, x_i(t)) = p_i^*(t) - p_i^*(t) + \bar{\gamma} + \varphi v_i^*(t). \quad (92)$$

Since $N_i(t, x_i(t)) = 0$ for $t \in [\tau_1, \tau_2]$, its first derivative, which is dependent on the optimal control input, should vanish in $t \in [\tau_1, \tau_2]$

$$N_i^{(1)}(t, x_i(t)) = v_i^*(t) - v_i^*(t) + \varphi u_i^*(t) = 0. \quad (93)$$
By taking a time derivative from (93), the optimal control input of CAV $i$, when rear-end safety constraint is active can be found from solving the following ODE.

$$\dot{u}_i^*(t) + \frac{1}{\varphi} u_i^*(t) - \frac{1}{\varphi} u_i^*(t) = 0, \forall t \in [\tau_1, \tau_2].$$

(94)

The optimal solution need to satisfy the following jump conditions on costates upon entry the constrained arc at $t = \tau_1$

$$\lambda_i^p(\tau_1^-) = \lambda_i^p(\tau_1^+), \quad \lambda_i^v(\tau_1^-) = \lambda_i^v(\tau_1^+), \quad H_i(\tau_1^-) = H_i(\tau_1^+) - \varphi \pi_i.$$  

(95)\hspace{1cm} (96)\hspace{1cm} (97)

where $\pi_i$ is a constant Lagrange multipliers, determined so that $N_i(\tau_1, x_i(\tau_1)) = 0$. At the exit point of the constrained arc we have

$$\lambda_i^p(\tau_2^-) = \lambda_i^p(\tau_2^+), \quad \lambda_i^v(\tau_2^-) = \lambda_i^v(\tau_2^+), \quad H_i(\tau_2^-) = H_i(\tau_2^+).$$

(98)\hspace{1cm} (99)\hspace{1cm} (100)

As described earlier, the three arcs need to be solved simultaneously using initial and final conditions (speed and position), and interior conditions at unknown time $\tau_1$ and $\tau_2$ (continuity of speed and position, jump conditions (92)-(100)). The complete analytical solution when the rear-end safety constraint becomes active has been presented in [22], [47].

IV. SIMULATION RESULTS

To evaluate the effectiveness of the proposed framework to improve travel time and the traffic throughput, we investigate coordination of CAVs at two adjacent intersections considering different traffic volumes, and then compare the results with the baseline scenario consisting of two-phase traffic signals. We consider two adjacent intersections which are 100 m apart. In addition, the length of each road connecting to the intersections is 300 m, and the length of the merging zones are 30 m. We used the following parameters for the simulation: $h = 1.5$ s, $v_{\text{min}} = 5$ m/s, $v_{\text{max}} = 25$ m/s, $v_{\text{merge}} = 15$ m/s, $u_{\text{min}} = -1$ m/s$^2$, $u_{\text{max}} = 1$ m/s$^2$, $\gamma = 5$ m, and $\varphi = 0.2$ s.

For the first scenario, we consider CAVs enter the control zone with initial speed uniformly distributed between 13 m/s to 16 m/s from four conflicting paths shown in figure 1 with equal traffic volumes. We construct the baseline scenario with two-phase fixed-time traffic signals in PTV-VISSIM by considering all vehicles as human-driven and without any vehicle-to-vehicle communication. We use VISSIM built-in traffic signal optimizer to obtain the traffic signal timing. To emulate the driving behavior of real human-driven vehicles, we use a built-in car-following model (Wiedemann [48]) in PTV-VISSIM with default parameters. We let the speed limit for the baseline scenario to be $v_{\text{max}}$. In the optimal-scenario, we use MATLAB to simulate our framework. To compare the optimal scenario with the baseline scenario, CAVs enter the control zone at the same time, speed, and path that they entered in the baseline scenario. Videos of the experiment can be found at the supplemental site, https://sites.google.com/view/ud-ids-lab/TITS.

Table I presents the average travel time of all CAVs inside the control zone for the baseline and optimal scenarios at different traffic volumes ranging from 400 veh/h to 1200 veh/h per path. For each traffic volume, we performed five simulations with different random seeds and averaged the results. Within our proposed framework average travel time has been decreased by 21% – 33% compared to the baseline scenario. Relative frequency histogram of travel time of each CAV for traffic volume 1200 veh/h for a randomly selected seed for the baseline and optimal scenarios are shown in Fig. 3. The optimal scenario has a high relative frequency of lower travel time compared to the baseline scenario. Travel time for 65% of CAVs lies in the range [40s-50s] for the optimal scenario, whereas, travel time of vehicles for the baseline scenario has a higher variation, and only 20% of vehicles’ travel time is in the range [20s-50s]. In the optimal scenario, maximum travel time is in the range [60s-70s] compared to the maximum range [120s-130s] for the baseline scenario.

TABLE I: Average travel time of vehicles in the optimal and baseline scenarios for different traffic volumes.

| Traffic volume (veh/h) | Average number of vehicles | Average travel time (s) | Decrease % |
|------------------------|-----------------------------|-------------------------|------------|
|                        | Baseline                     | Optimal                 |            |
| 400                    | 14                           | 51.89                   | 40.81      | 21          |
| 600                    | 18                           | 57.52                   | 41.86      | 27          |
| 800                    | 25                           | 63.30                   | 43.26      | 32          |
| 1000                   | 31                           | 68.82                   | 46.59      | 32          |
| 1200                   | 36                           | 72.15                   | 48.53      | 33          |

The instantaneous average, maximum and minimum speed of CAVs inside the control zone for the baseline and optimal scenarios with traffic volume 600 veh/h, 1000 veh/h, and 1200 veh/h for a randomly selected seed are illustrated in Fig. 6. The instantaneous minimum speed in the optimal scenario is positive and higher than $u_{\text{min}}$ indicating smooth traffic flow, compared to the baseline scenario, which experiences much stopping due to the traffic...
lights. Relative frequency histogram of the average speed of each CAV for traffic volume 1200 veh/h for the baseline and optimal scenarios are plotted in Fig. 7 on top of each other. Figure 7 shows that, in the baseline scenario, the average speed of almost all CAVs are lower than the optimal scenario, and that the CAVs in the optimal scenario speed up and 70% of CAVs achieve mean speed higher than 14 m/s, whereas in the baseline scenario vehicles decrease their speed while 75% of the vehicles have mean speed less than 12 m/s.

To evaluate the fuel efficiency improvement through our framework, we use a polynomial meta-model proposed in [49], which approximate the fuel consumption in ml/s as a function of speed and control input of a CAV and coefficients obtained from an engine torque-speed-efficiency map of a typical car. Table II summarizes the average fuel rate and fuel consumption for the optimal and baseline scenarios at different traffic volumes, for which five simulations with different random seeds were performed, and the results were averaged. Although our time-optimal framework results in higher average fuel rate compared to the baseline scenario, it leads to smaller fuel consumption as the traffic flow gets higher. Higher fuel rate in our approach is result of speeding to reach the speed imposed at the boundaries of zones in the merging zones, i.e., \( v_{merge} \). Similarly, setting \( v_{merge} \) at boundaries of zones may lead into a discontinuity of the control input at these points which can cause higher fuel rate, and passenger’s discomfort. As it can be seen, there is a trade-off between minimizing travel time and energy-consumption. One may consider minimizing them jointly by formulating multi-objective cost function as proposed by [23], [24] for a single intersection, or using a recursive structure for the upper-level problem in [20] to trade off between the energy minimization and throughput maximization indirectly.

| Traffic volume (veh/h) | Average fuel rate (ml/s) | Average fuel consumption (l) |
|------------------------|--------------------------|-----------------------------|
|                        | Baseline | Optimal | Baseline | Optimal |
| 400                    | 1.53     | 2.03    | 0.076    | 0.083    |
| 600                    | 1.45     | 1.92    | 0.079    | 0.080    |
| 800                    | 1.35     | 1.80    | 0.079    | 0.077    |
| 1000                   | 1.29     | 1.62    | 0.079    | 0.074    |
| 1200                   | 1.24     | 1.57    | 0.077    | 0.075    |

The mean and standard deviation of computation times of CAVs in solving the MILP in the scheduling problem (Problem 1) for different traffic volumes is listed in Table III. For each traffic flow, we choose the seed with a maximum mean of computation time to report. It shows that the scheduling problem is computationally feasible and does not grow exponentially with increasing the traffic volume and number of CAVs. The mean computation time of CAVs in different traffic volume is in the range [21 ms - 25.4 ms] with very small standard deviation.

In the second scenario, we further evaluate the performance of our upper-level scheduling approach compared to the centralized scheduling and FIFO queuing policy. Namely, we consider all different possible paths in two adjacent intersections. We have six different origins or destination for vehicles, including northbound 1 (NB1), northbound 2 (NB2), eastbound (EB), westbound (WB), southbound 1 (SB1), and southbound 2 (SB2). There are five possible paths for each origin, which in total would be 30 possible paths. We assume that CAVs enter the control zone based on a Poisson process with a rate of 1 second. We performed five simulations with random seeds for different numbers of vehicles and averaged the results.

To obtain maximum possible performance of the system in the centralized scheduling, we consider that the initial conditions of all CAVs, including their arrival time and their initial speed at the control zone, are known to the central controller. We then formulated a centralized scheduling problem aimed at minimizing average travel time of all CAVs subject to the constraints (9) and (11). The solution to the centralized scheduling problem is schedule tuples of all CAVs, which then can be used as inputs for the low-level problem. On the other hand, in our upper-level scheduling formulation, each CAV solves the scheduling problem upon entering the control zone, and once the solution is derived, then the schedule tuple of the CAV does not change. When a new CAV enters the control zone, the schedule tuples of other CAVs are fixed since they entered earlier, and they already obtained their optimal schedule tuples. Using this sequential decision-making approach, we may sacrifice optimality in terms of minimizing total travel time since we assume that when a new vehicle arrives, it cannot change the schedule of the vehicles that arrived earlier. However, the optimality gap between the centralized and decentralized solution may be reduced by introducing a re-planning framework, to update the schedules of the vehicles as new vehicle arrives.

Figure 4 illustrates the average travel time of all CAVs and computation time for our decentralized scheduling approach, centralized scheduling, and FIFO queuing policy. As it can be seen, there is a close gap between the average travel time achieved by our decentralized scheduling problem and the centralized scheduling problem. However, the computation complexity of the centralized scheduling problem renders it inapplicable for real-time implementation. Moreover, there are significant delays in travel time caused by strict FIFO queuing policy leading into sub-optimal solutions for two adjacent intersections. Note that, by increasing the number of vehicles from 15 to 75, average travel time is changed from 41 s to 44.6 s, and from 40 s to 42.9 s for decentralized and centralized scheduling, respectively. However, this is not a significant change since the vehicles arrive at the control zone at the fixed flow rate based on the Poisson process with a rate of 1 second.

To demonstrate the effects of flow rate on the performance of our approach, we evaluate coordination of 30 vehicles arriving at all possible paths under different Poisson process arrival rates compared to the centralized scheduling and FIFO queuing policy. Similar to the previous scenarios, we performed 5 simulations with random seeds for different arrival rates and averaged the results. Figure 5 shows the average travel time and average computation time for decentralized scheduling, centralized scheduling, and FIFO queuing policy.
In Fig. 5, smaller Poisson arrival rates correspond to the higher traffic volumes. In all three approaches, by decreasing traffic volume, average travel time increases; however, this change is more significant in the FIFO queuing policy. In the centralized scheduling approach, the computation complexity increases with the increase in traffic volume, making it difficult for real-time implementation.

Since \( v_{\text{merge}} \) is imposed a priori, upon entering the control zone CAV \( i \) might find the scheduling problem (Problem 1) infeasible. In this case, CAV \( i \) searches for the largest speed less than \( v_{\text{merge}} \), in which the scheduling problem has a feasible solution. Note that due to the cheap computation cost of solving the scheduling problem (Table III), this can be achieved in real time. However, if there is a scenario of high-traffic volume and \( v_{\text{min}} > 0 \), the scheduling problem may still have not a feasible solution. To address this problem, it is required to set \( v_{\text{min}} = 0 \), implying that the latest feasible time for CAV \( i \) to travel at zone \( m \in I_i \) is infinity. Thus, to satisfy the safety constraint, the arrival time at zone \( m \) might be too big resulting in CAV \( i \) reaches to a full stop if the road reaches its maximum capacity.

### Table III: The mean, and standard deviation of computation times of CAVs in solving the MILP.

| Traffic volume (veh/h) | Total vehicles | Mean (ms) | Standard deviation (ms) |
|------------------------|----------------|-----------|-------------------------|
| 400                    | 16             | 21.0      | 2.9                     |
| 600                    | 19             | 21.3      | 1.6                     |
| 800                    | 25             | 23.8      | 2.3                     |
| 1000                   | 29             | 24.1      | 2.2                     |
| 1200                   | 35             | 25.4      | 1.9                     |

V. CONCLUDING REMARKS AND FUTURE RESEARCH

In this paper, we proposed a decentralized time-optimal control framework for CAVs at adjacent intersections. We established a hierarchical optimal control framework for the coordination of CAVs consisting of three upper-level problems and one low-level problem. In the upper level, we formulated a scheduling problem that each CAV solves upon entering the control zone. The upper-level problem’s outcome becomes the input of the low-level problem, which is the tuple of optimal arrival time at each zone to avoid the lateral and rear-end collision and minimize the CAV’s travel time. In the low-level control, we formulated an optimal control problem, the solution of which yields the optimal control input (acceleration/deceleration) minimizes the transient engine operation. We derived an analytical solution for each zone that can be implemented in real time. Finally, we demonstrated the effectiveness of the proposed framework through simulation, and compared the results with the baseline scenario in different traffic volumes.

As we discussed in Section III, solving a constrained solution leads to solving a system of non-linear equations that might be hard to solve in real-time for some cases. However, a different approach to address this problem has been discussed in [50] and [47], in which the upper-level optimization problem yield a time that results in the unconstrained energy-optimal solution in the low-level problem. This approach has also been validated in [51] at University of Delaware’s Scaled Smart City for multi-lane roundabouts. Several research efforts considered a lane choice as an integer variable in their MILP formulation [31], [52], [53]; however, increasing the number of integer variables usually increases the computational complexity of the problem, which renders them inapplicable to real-time applications. Although in this paper we proposed an approach for two adjacent intersections, it is of interest to explore the extension of these methods to a transportation network, including multiple traffic scenarios, such as roundabouts, intersections, merging roadways, and left turn bay without increasing the computational complexity. For instance, in [39], we proposed a recursive algorithm for the upper-level planning for multiple intersections, the solution of which yields the energy-optimal arrival times at each intersection and the lane choice.

Ongoing research considers the presence of noise and error in the framework originated from the vehicle-level control and
also investigates the effects of errors and delays in the vehicle-to-vehicle and vehicle-to-infrastructure communication. Another potential direction for future research is to consider coordination for mixed-traffic scenarios and the interaction of human-driven vehicles and CAVs. To consider mixed-traffic scenarios in our framework, we need to have a unit for coordination for mixed-traffic scenarios and the interaction of other potential direction for future research is to consider to-vehicle and vehicle-to-infrastructure communication. An-

Fig. 6: The instantaneous average, maximum and minimum speed of CAVs inside the control zone for the baseline and optimal scenarios with traffic volume (a) 600 veh/h, (b) 1000 veh/h and (c) 1200 veh/h.

minimum principle, the optimal control input should satisfy the following condition

\[
H(t, p_i^*(t), v_i^*(t), u_i^*(t), \lambda_i^*(t)) \leq H(t, p_i(t), v_i(t), u_i(t), \lambda_i(t)).
\]

(101)

Substituting (29) in above equation, and simplifying yields

\[
\lambda_i^*(t) u_i^*(t) \leq \lambda_i^*(t) u_i(t),
\]

(102)

Therefore, \( u_i^*(t) \) is found as follows

\[
u_i^*(t) = \begin{cases} 
   u_{\text{min}}, & \text{if } \lambda_i^*(t) > 0 \\
   u_{\text{max}}, & \text{if } \lambda_i^*(t) < 0.
\end{cases}
\]

(103)

It follows immediately from the linearity of \( \lambda_i^*(t) \) that its sign can change at most once. For the second statement, we use the fact that we can have at most one switching point. There are four cases that we should consider: Case 1: \( u_i^*(t) = u_{\text{min}} \), Case 2: \( u_i^*(t) = u_{\text{max}} \), Case 3: \( u_i^*(t) = u_{\text{max}} \) and then it switches to \( u_i^*(t) = u_{\text{min}} \), and Case 4: \( u_i^*(t) = u_{\text{min}} \) and then it switches to \( u_i^*(t) = u_{\text{max}} \). The initial and final states, denoted by \( [p_i^0, v_i^0] \) and \( [p_i^f, v_i^f] \) respectively, are known.

Case 1: If CAV \( i \in N(t) \) decelerates with \( u_{\text{min}} \), then from (2) its final speed is

\[
v_i^f = \sqrt{2u_{\text{min}} \cdot (p_i^f - p_i^0) + v_i^0}. \tag{104}
\]

Case 2: If CAV \( i \in N(t) \) accelerates with \( u_{\text{max}} \), similarly from (2) its final speed is

\[
v_i^f = \sqrt{2u_{\text{max}} \cdot (p_i^f - p_i^0) + v_i^0}. \tag{105}
\]

Case 3: We have \( u_{\text{max}} \) then \( u_{\text{min}} \), this implies the following:

\[
\lambda_i^*(t) = \begin{cases} 
   -1, & \text{if } t^{s,m} \leq t < t^{c,m} \\
   0, & \text{if } t = t^{c,m} \\
   +1, & \text{if } t^{c,m} < t \leq t^{f,m},
\end{cases}
\]

(106)

where \( t^{c,m} \) is the time that the control input changes sign, and \( \lambda_i^*(t) = -\lambda_i^0 = -a_i > 0 \). Evaluating the Hamiltonian along the optimal control at \( t^{c,m} \) yields

\[
H_i(t^{c,m}, p_i^0(t^{c,m}), v_i^0(t^{c,m}), u_i^0(t^{c,m}), \lambda_i^0(t^{c,m})) = 1 + \lambda_i^0 v_i^0(t^{c,m}).
\]

(107)

Fig. 7: A relative frequency histogram for mean speed of each vehicle for the baseline and optimal scenarios with traffic volume 1200 veh/h.
Since the final time \( t = t^{e,m} \) is not specified, the transversality condition gives

\[
H_i(t^{e,m}, p_i^*(t^{e,m}), v_i^*(t^{e,m}), u_i^*(t^{e,m}), \lambda_i^*(t^{e,m})) = 0. \tag{108}
\]

Additionally, the Hamiltonian (29) must be constant along the optimal solution, since it is not an explicit function of time

\[
1 + \lambda_i^0 v_i^*(t^{e,m}) = 0. \tag{109}
\]

Hence, \( v_i^*(t^{e,m}) = -\frac{1}{\lambda_i^0} > 0 \).

Case 4: Similarly to Case 3, it can be shown that \( \lambda_i^p = a_i > 0 \). Solving (109) for \( v_i^*(t^{e,m}) \), we have \( v_i^*(t^{e,m}) = -\frac{1}{\lambda_i^p} < 0 \). Hence, this case cannot be a feasible solution. \( \square \)

\section*{APPENDIX B
\textbf{Proof of Theorem 2}}

Let CAV \( i \in N(t) \) enter and exit the zone \( m \in I_i \) at \( t_i^* \) and \( t_i^* \) respectively. From the boundary conditions, we have \( p_i(t^*_1) = p_i^*(t^*_1) = v_i^*(t^*_1) = p_i^*(t^*_1) \) and \( v_i(t^*_1) = v_i^*(t^*_1) \). CAV \( i \) cruises with \( u_i(t) = u_{\text{max}} \), and then it enters the constrained arc \( v_i(t) = v_{\text{max}} \) at time \( t_1 \). It stays at the constrained arc with \( u_i(t) = 0 \) until time \( t_2 \). After exiting the constrained arc, it decelerates with \( u_i(t) = u_{\text{min}} \). Substituting the optimal control input in (2) yields the following optimal state equations:

\[
p_i^e(t) = \frac{1}{2} u_{\text{max}}(t^2 - t_i^2) - u_{\text{max}} t_i^e(t - t_i^e) + v_i^e(t - t_i^e) + p_i^e, \tag{109}
\]

\[
v_i^e(t) = u_{\text{max}}(t - t_i^e) + v_i^e, \quad \forall \, t \in [t_i^e, t_i^e] \tag{110}
\]

\[
p_i^e(t) = u_{\text{max}}(t - t_i^e) + p_i^e, \quad \forall \, t \in [t_i^e, t_i^e] \tag{111}
\]

\[
p_i^e(t) = \frac{1}{2} u_{\text{min}}(t^2 - t_2^2) - u_{\text{min}} t_2^e(t - t_2^e) + v_i^e(t - t_2^e) + p_i^e, \tag{112}
\]

The states of CAV are continuous at \( t_1 \) and \( t_2 \) thus

\[
p_i^e(t_1^e) = p_i^e(t_1^e), \qquad v_i^e(t_1^e) = v_i^e(t_1^e), \tag{113}
\]

\[
p_i^e(t_2^e) = p_i^e(t_2^e), \qquad v_i^e(t_2^e) = v_i^e(t_2^e). \tag{114}
\]

From (113)-(114) and the boundary conditions, piecing the unconstrained and constrained arcs together, we have

\[
p_i^e(t_1) = \frac{1}{2} u_{\text{max}}(t_1^2 - t_i^2) - u_{\text{max}} t_i^e(t_1 - t_i^e) + v_i^e(t_1 - t_i^e) + p_i^e, \tag{115}
\]

\[
\tau_1 = u_{\text{max}} - u_{\text{max}} t_i^e + t_i^e, \tag{116}
\]

\[
p_i^e(t_2) = u_{\text{max}}(t_2 - t_1) + p_i^e(t_1), \tag{117}
\]

\[
v_i^e(t_2) = v_i^e(t_1), \tag{118}
\]

\[
p_i^e = u_{\text{min}}(t_2^e - t_2) - u_{\text{min}} t_2^e(t_2 - t_2^e) + v_i^e(t_2 - t_2^e) + p_i^e(t_2), \tag{119}
\]

\[
v_i^e = u_{\text{min}}(t_2 - t_2^e) + v_i^e(t_2). \tag{120}
\]

Solving the system of equations above yields (57).

\section*{APPENDIX C
\textbf{Proof of Lemma 4}}

Since CAV \( i \) and \( k \) cruise on the same lane, (11) simplifies to \( T_i^m \geq T_k^m + h \). For CAV \( k \) we have

\[
p_k(t) < p_k(t'), \quad \forall \, t < t' \in \mathbb{R}^+, \tag{121}
\]

\[
\inf(p_k(T_k^m)) = p_k(T_k^m + h), \quad T_k^m \geq T_k^m + h. \tag{122}
\]

Evaluating the (6) at time \( T_i^m \) yields

\[
\left( p_k(T_k^m) - p_k(T_i^m) \right) - \left( p_i(T_i^m) - p_i(T_i^m) \right) \geq \gamma_i + \varphi v_i(T_i^m). \tag{123}
\]

Then, we have

\[
\left( p_k(T_k^m) - p_k(T_i^m) \right) \geq \gamma_i + \varphi v_i(T_i^m), \tag{124}
\]

\[
\left( p_k(T_i^m) - p_k(T_k^m) \right) \geq \inf\left( \left( p_k(T_i^m) - p_k(T_k^m) \right) \right), \tag{125}
\]

where

\[
\inf\left( \left( p_k(T_i^m) - p_k(T_k^m) \right) \right) = p_k(T_k^m + h) - p_k(T_i^m). \tag{126}
\]

If \( p_k(T_k^m + h) - p_k(T_i^m) > \gamma_i + \varphi v_i(T_i^m) \) (127) holds, then (124) also holds, and the rear-end safety constraint never becomes active at \( t = T_i^m \).

The LHS of (127) corresponds to the distance that CAV \( k \) traveled after \( h \) seconds from its entry in the zone \( m \), denoted by \( \Delta_{k_i}^m(h, u_i(t)) \). Thus,

\[
\arg\min u_i(t) \Delta_{k_i}^m(h, u_i(t)) = u_{\text{min}}. \tag{128}
\]

Substituting (128) and \( t = h \) into (2), we have

\[
\Delta_{k_i}^m = \frac{1}{2} u_{\text{min}} h^2 + v_i(T_i^m) h. \tag{129}
\]

If (129) is greater than \( \gamma_i + \varphi v_i(T_i^m) \), it yields (127), and the proof is complete. \( \square \)
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