Secondary Intrusion Formation of Multiphase Plumes
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This work presents a new laboratory study for understanding secondary intrusions in multiphase plumes in quiescent, stratified environments. The study is driven by field observations of secondary intrusions during the Deepwater Horizon (DWH) oil spill. The smaller trap heights observed at DWH for secondary versus primary intrusions could have resulted, in part, from decreasing plume buoyancy (due to gas dissolution) and increasing ambient stratification with elevation above the source. We seek additional mechanisms responsible for the observed smaller secondary trap heights through controlled laboratory experiments where buoyancy and ambient stratification are nominally constant throughout. A novel approach is adopted in the experiments to increase the visibility of secondary intrusions, which are traditionally difficult to visualize, thus investigate. The study reveals that a wider plume source width can also cause the secondary intrusions to trap earlier, providing another plausible explanation for the shallower secondary intrusions observed in the field data.
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INTRODUCTION

Previously published CTD-CDOM profiles during the Deepwater Horizon (DWH) oil spill showed a prominent intrusion of trapped hydrocarbons near the spill site, typically at elevations about 300–350 m above the seafloor (Valentine et al., 2010; Socolofsky et al., 2011; Camilli, 2014). Some profiles also suggested a second, less prominent intrusion at higher elevations with lower concentrations (Valentine et al., 2010; Camilli, 2014), as indicated in Figure 1.

We analyzed 266 CTD-CDOM profiles within a 7 km radius from the wellhead using methods outlined in Socolofsky et al. (2011) and the Supplementary Information, and found 19 with a distinct secondary intrusion. To be counted as a secondary intrusion, we required that there must be a distinct vertical interval of background concentration (see Supplementary Information for definition) separating the first and second intrusions. Thus the overlapping peaks shown in the bottom portion of the profile in Figure 1 [and which are frequently observed in the lab (e.g., Socolofsky and Adams, 2005)] are considered part of a single intrusion. In all 19 profiles, the secondary intrusion concentrations were significantly smaller than those in the primary intrusion. Most likely, this stems from the fact that the more soluble hydrocarbons are dissolved near the source and hence enter the first intrusion, resulting in fewer hydrocarbons to enter the secondary (or further) intrusions, even if there are apparent hydrodynamic intrusions.

The first and second intrusion heights were defined by the first spatial moments of the concentration profiles, and are included as Supplementary Table 1. In all 19 profiles, the heights of secondary intrusions were less than those of the first intrusion, i.e., $h_{T2}/h_{T1} < 1$. Multiple intrusions...
have also been observed in laboratory investigations of bubble plumes in a stratified ambient where generally \( h_{T2}/h_{T1} < 1 \) as well (Asaeda and Imberger, 1993). Data from the field and lab are shown in Figure 2, where the combined average is \( h_{T2}/h_{T1} = 0.70 \).

The primary intrusion height, \( h_{T1} \), scales with both the kinematic buoyancy flux, \( B_1 = \frac{Q_g (\rho_w - \rho_o)}{\rho_o} + \frac{Q_o (\rho_w - \rho_o)}{\rho_o} \), and the stratification frequency, \( N_1 = \sqrt{\left( \frac{d \rho}{\rho} \right)_{\varepsilon_1}}^{1/2} \), as

\[
h_{T1} \sim L_c = \frac{B_1^{1/4}}{N_1^{3/4}}
\]

(Morton et al., 1956). Here, \( Q_g, Q_o \) are the volumetric flow rates of gas and oil, \( \rho_g, \rho_o \) and \( \rho_w \) are the densities of gas, oil, and water, \( \rho \) is the density of seawater as a function of elevation \( z \), and \( g \) is gravity.

Depending on the plume type, the plume will restart following the first intrusion, leading to a second intrusion. Asaeda and Imberger (1993); Socolofsky and Adams (2005), and Chan et al. (2014) categorized plume behavior in as many as four types based on a non-dimensional slip velocity \( U_N = U_s/(BN)^{1/2} \) where \( U_s \) is the particle rising velocity (or settling velocity for sinking particles). Chan et al. (2014) found that secondary intrusions occurred for only two of the four types shown in Figure 3.

Assuming \( h_{T2} \) scales with the same main parameters,

\[
\frac{h_{T2}}{h_{T1}} = \left( \frac{B_2}{B_1} \right)^{1/4} \left( \frac{N_2}{N_1} \right)^{3/4}
\]

(2)

or

\[
\frac{h_{T2}}{h_{T1}} = \left( \frac{B_2}{B_1} \right)^{1/4} \left( \frac{\varepsilon_2}{\varepsilon_1} \right)^{3/8}
\]

(3)

where \( B_2 \) and \( N_2 \) are defined at the elevation at which the plume reforms, and \( \varepsilon = \frac{\rho_o}{\rho} \).

Spatial variation in either \( N \) and \( B \) can contribute to the shorter secondary intrusion height. Firstly, Socolofsky et al. (2011) observed that stratification varies nearly quadratically with elevation, in which case

\[
\varepsilon = \left| \frac{d \rho}{\rho} \right| = \left| \frac{d \rho}{\rho} \right| (\rho_0 + b z) = 2 b z
\]

(4)

\[
\varepsilon_2 \sim h_{T1} + h_{T2}
\]

(5)

\[
\varepsilon_1 \sim h_{T1}
\]

(6)

Consequently, \( \varepsilon_2/\varepsilon_1 > 1 \) due to non-linearity in the vertical density profile. Secondly, much of the gas dissolved at or below the first intrusion. The initial plume buoyancy contributed by the gas was up to 81% of the total buoyancy (Socolofsky et al., 2011), and if all of the gas dissolved, then \( B_2/B_1 = 0.19 \). Combining these two effects,

\[
\frac{h_{T2}}{h_{T1}} = \left( \frac{0.19} {1 + \frac{h_{T2}}{h_{T1}}} \right)^{3/8}
\]

(7)

or

\[
\frac{h_{T2}}{h_{T1}} = 0.56
\]

(8)

Thus it appears that the combination of non-linear stratification and gas dissolution could explain the observed ratios of \( h_{T2}/h_{T1} \).

To explore further, we conducted laboratory experiments that could eliminate the effects of variable \( B \) and \( N \) on \( h_{T2}/h_{T1} \), by making \( B_2/B_1 \) and \( N_2/N_1 \) both equal to 1. Our experiments explored the conditions under which secondary intrusions occur in multiphase plumes, and the effects of varying \( U_N \) and plume core width on changing the trap depth of secondary intrusions in particle plumes. The trap depth of particle plumes simulated in lab experiments is analogous to trap heights for droplet plumes in the field, and we refer to the two plume types interchangeably. It is noted that additional factors such as ambient current, rotation, and outlet
orientation likely affect secondary intrusions, but these factors were not studied.

EXPERIMENTS

Experimental Set-Up

Experiments took place in an acrylic glass tank with dimensions 2.5 m (width) × 1.1 m (length) × 2.2 m (height). A separate cylindrical mixing tank with dimensions 1.57 m (diameter) × 1.5 m (height) was used to create linear stratification using the two-tank method described by Hill (2002). Salt was used as the stratifying agent. To minimize vertical mixing and hence retain stratification, a buoyant splash plate made of marine-grade plywood and overlaid by porous horsehair was attached to the outlet of the flexible filling hose as the tank was filled before each experiment. A conductivity probe was used to determine the conductivity, thus the density of water at various locations in the tank.

Experiments used sinking, negatively buoyant glass beads mixed with brine to simulate rising, positively buoyant oil droplets and gas bubbles in an inverted frame of reference. The discharge mixture was allowed to descend through the tank. During the descent, the plume dynamics were studied via photo imaging and in-situ fluorescence profile measurements at multiple locations after the experiments.

The discharge device consisted of six bottles arranged circularly at equal distances from the center, and each other (Figure 4). Each bottle had a flexible tube (3 mm in diameter) extending from the bottom of the bottle. As shown in Figure 4,
the tubes could be brought close together to form a clustered discharge with a small effective diameter (1 cm between opposing pairs of bottles) or brought farther apart to create a distributed release with a larger effective diameter (8 cm between opposing pairs of bottles). The acrylic bottom plate enabled this by carrying two sets of differentially spaced holes into which the tubes could be plugged.

Experiments were conducted using \( N = 1, 3 \) or 5 bottles. The flexible tubes connecting each source were identical ensuring equal flow to each “active” bottle. For 3 bottles, every other bottle was filled making the typical distance between filled bottles about 6.9 cm. For 5 bottles, all but one was filled so the typical distance between bottles was 4 cm (We had intended to fill all 6 bottles rather than 5 but found that the secondary intrusion was too close to the tank floor).

Clearly our approach to approximating a distributed source results in non-uniform plume velocity at short distances from the source. However, this distance can be shown to be relatively short. Conservatively assuming that each source is a point source that is advected vertically downward while spreading at a rate of 10% (Fischer et al., 1979), adjacent plumes for \( N = 3 \) will intersect their neighbors (3.5 cm away) at a depth of about 35 cm which is roughly half of the values of \( h_{T1} \) shown in Table 1 for \( N = 3 \). For \( N = 5 \), adjacent sources will begin merging with their neighbors (roughly 2 cm away) at a distance of 20 cm, which is between one-quarter and one-third of the values of \( h_{T1} \) shown in Table 1. In addition to the assumptions made above, additional conservatism comes from the fact that adjacent jets will experience dynamic pressures on their “inside” that will cause them to be sucked closer together, shortening the merging distance (Lai and Lee, 2012). Supplementary Figure 1 shows an image of the merging of opposing jets for \( N = 5 \) (Experiment SG07081865).

Each of the six bottles contained dense spherical glass beads with a specific gravity of 2.45, together with Rhodamine dye and brine, whose density matched the ambient water at the discharge level. The resulting mixture, in the form of a slurry, was kept well-mixed by vibration motors during the release. The mass ratio of glass beads to brine was determined to ensure both phases finished discharging simultaneously. The bead size dictated both the flow rate of the beads and the flow rate of the brine draining through the voids.

![Figure 4](image-url)

**Figure 4** (A) Glass beads dispensing device (Side view). (B) Discharge nozzle configurations: clustered and distributed sources. Both configurations consist of six equal-sized holes.
Three bead sizes (B, C, and AD) with decreasing settling (slip) velocities $U_s$ were used. The discharge flow rate, thus the buoyancy flux $B$, could be controlled by using fewer or greater numbers of bottles for the release. The variations in $U_s$ and $B$ were reflected in the change in $U_N$. Table 1 describes the properties and discharge conditions of the glass beads. The flow rates were consistent across different discharge bottles and steady in time (Supplementary Table 2).

### Plume Illumination

For visualization and photo image analysis, a high-power laser was used to illuminate the center cross-section of the axisymmetric plume. We used a Dantec DuoPower 100–100 laser, which could generate pulsed laser light sheets at $2 \times 100$ mJ at a maximum of 100 Hz, with a wavelength of 532 nm (green light). We chose the dye concentration based on the most desirable brightness and contrasts for imaging the spreading of the dyed, entrained fluid and particles in the plume and the intrusion layer.

In addition to image analysis, vertical fluorescence profiles were taken in situ at various locations in the tank after each experiment. In previous experiments, it has proven challenging to visualize and measure secondary intrusions (Socolofsky and Adams, 2005) because the dye was only introduced at the point of discharge with the slurry, and most of it followed the detraining phase(s) into the first intrusion. To better highlight secondary intrusions where they exist, we positioned a rigid, submerged tube aligned with the surface discharge point to deliver dye at the secondary intrusion’s anticipated depth. The tube was made of transparent plastic and had an inside diameter of 2 mm. The top of the tube was attached to the bottom of a dye reservoir as in an interveinal injection system to eliminate any air bubbles, and the flow rate of dye could be controlled by adjusting a valve. In order not to disturb the flow, dye was introduced with minimum momentum and with a density close to that of the local ambient. Dye injection began once the plume dynamics were seen to have fully developed. The optimal delivery depth was just above the second intrusion, as suggested in Figure 5.

### RESULTS

For each experiment, 3–5 profiles were taken. Intrusion depths $h_{T1}$ and $h_{T2}$ (when observed) were computed from the first spatial moments of each profile, and then averaged to provide entries in Table 1. Reasonable repeatability in these averages can be seen by comparing runs with similar experimental conditions shown in the table. Figure 6 plots the experimentally observed ratio of $h_{T2}/h_{T1}$ versus $U_N$ superimposed on plume type as summarized by Chan et al. (2014). The figure suggests no secondary intrusion for Types 3 and 1a*, and declining ratio as one progresses from Type 2 (ratio = 1) to 1b* (ratio approaches 0.7).

It was anticipated that $h_{T2}/h_{T1}$ might be equal to unity as values of $B$ and $N$ do not change over the trajectory of a
FIGURE 5 | The time revolution of an experimental plume released from the surface ~2.2 m above the tank floor. The development of one side of the plume profile (plume is axisymmetric) with time is shown from left to right.

FIGURE 6 | $h_{T2}/h_{T1}$ as a function of $U_N$, showing increasing $h_{T2}/h_{T1}$ with $U_N$ for clustered source (green squares) configuration. Open circles denote the mean, and the solid line represents the trend. $h_{T2}/h_{T1}$ with a value of zero means no secondary intrusion was observed. Hence secondary intrusion was only observable for a range of $U_N$. The plume types indicated on top of the figure (top four panels) are consistent with Figure 3.
given experiment. While this was the case for Type 2 plumes ($U_N > 1.5$), $h_{T2}/h_{T1}$ was less than one for Type 1b* ($U_N \sim [0.4, 1.5]$), implying that the secondary intrusion occurs sooner than the primary intrusion. The main difference between the two types, as evident in Figure 3, is the width of the plume source as the plume "restarts" after the primary intrusion. As Type 1b* plumes are characterized by droplets that detrain but do not enter the intrusion, they have a wider source for the secondary plume than Type 2 plumes, which do not experience detrainment. The widened plume core in Type 1b* may be responsible for a reduced $h_{T2}/h_{T1}$.

To further test this hypothesis, we observed the primary intrusions created using the two source widths, as illustrated in Figure 4B. Other than the effective source width, the two sources were identical, and the buoyancy fluxes, in particular, were identical. By focusing on the primary intrusion, we thus avoided the possibility that the source buoyancy might have been reduced, as discussed above. Figure 7 shows that for the clustered sources, the mean and std dev of the normalized first intrusion height $h_{T1}/L_c$ were 2.92 (std dev of 0.21), close to the value of 2.8 reported by others (e.g., Mingotti and Woods, 2019). For distributed sources, the corresponding mean and std dev were 2.36 and 0.06.

The mean trapping depth for the distributed sources is, on average, 81% of the trapping depth of the "clustered" source, with no apparent dependence on $U_N$. The shallower trapping depth of the distributed source makes sense as both single-phase plumes (Hunt and Kaye, 2001) and multiphase plumes (Zhou, 2019) have a negative virtual origin. Zhou (2019) analyzed the trap depths resulting from the numerically simulated bubble plumes generated by large eddy simulations (LES). Zhou found that, compared with bubble plumes emanating from point sources, the trap levels of bubble plumes produced by a source of moderate radius $b_o$ were reduced by a factor of $9b_o / [L_c(4.77−0.34U_N)]$. For wide sources, the fractional reduction was about half of this. Considering our distributed source to be "wide," the percentage reduction in our experiments ranged from 13 to 22%, within the same ballpark as the observed 19% reduction in Figure 7.

CONCLUSIONS

Driven by field observations at DWH, we present a laboratory investigation that explores conditions under which secondary intrusions occur in multiphase plumes. The occurrence and the trap elevations of secondary intrusions are correlated with $U_N$, the non-dimensional particle slip velocity, as well as the plume core width.

We conclude that the smaller trap heights observed at DWH for secondary versus primary intrusions could have resulted, in part, from decreasing plume buoyancy (due to gas dissolution) and increasing ambient stratification with elevation above the source. However, secondary intrusions observed in the lab, where $B$ and $N$ remain nominally constant with depth, also show a smaller ratio of $h_{T2}/h_{T1}$, with this ratio decreasing with decreasing droplet size ($U_N$). Additional laboratory experiments focusing on primary intrusions resulting from plumes of different source width, but otherwise similar properties, including $B$, show that more distributed sources tend to trap at a shallower depth. This observation is consistent with observations of lazy plumes in the literature and could provide at least a partial explanation for the smaller secondary intrusions observed at DWH.

Our paper has explored the height of potential secondary intrusions. These heights are important, environmentally, because they determine the second layer within the water column at which dissolved hydrocarbons, and those remaining in the form of small droplets, are likely to intrude. Of course, hydrocarbon concentrations within the layer are also important, but are more complicated to analyze because they depend not only on the volumetric flow of seawater, but the mass flux of hydrocarbons, entering the intrusion. Such calculations can be addressed with the help of models such as TAMOC (Dissanayake et al., 2018), but are outside the scope of our study.
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