Abstract—A major challenge in multi-agent systems is that the system complexity grows dramatically with the number of agents as well as the size of their action spaces, which is typical in real world scenarios such as autonomous vehicles, robotic teams, network routing, etc. It is hence in imminent need to design decentralized or independent algorithms where the update of each agent is only based on their local observations without the need of introducing complex communication/coordination mechanisms. In this work, we study the finite-time convergence of independent entropy-regularized natural policy gradient (NPG) methods for potential games, where the difference in an agent’s utility function due to unilateral deviation matches exactly that of a common potential function. The proposed entropy-regularized NPG method enables each agent to deploy symmetric, decentralized, and multiplicative updates according to its own payoff. We show that the proposed method converges to the quantal response equilibrium (QRE)—the equilibrium to the entropy-regularized game—at a sublinear rate, which is independent of the size of the action space and grows at most sublinearly with the number of agents. Appealingly, the convergence rate further becomes independent with the number of agents for the important special case of identical-interest games, leading to the first method that converges at a dimension-free rate. Our approach can be used as a smoothing technique to find an approximate Nash equilibrium (NE) of the unregularized problem without assuming that stationary policies are isolated.

I. INTRODUCTION

Reinforcement learning (RL) has garnered a growing amount of interest in recent years, due to its excellent empirical performance in a wide variety of applications, such as Go [44], motor control [25], chip design [38], and so on. There is a growing interest to applying RL techniques such as Q-learning and policy gradient methods to the setting with multiple agents, i.e., multi-agent reinforcement learning (MARL) problems.

While it seems appealing to apply single-agent RL methods to each agent in a multi-agent system in a straightforward fashion, this approach neglects non-stationarity of the environment due to the presence of other agents, and thus lacks theoretical support in general. The complication has given rise to the paradigm of centralized training with decentralized execution (CTDE) [29], where the policies are first obtained through training with a centralized controller with access to all agents’ observations and then disseminated to each agent for execution. However, this approach falls short of adapting to changes in the environment without retraining and raises privacy concerns as well. It is hence of great interest to understand and design more versatile independent learning algorithms that only depend on the agents’ local observations, require minimal coordination between agents, and provably converge.

In this work, we focus on independent learning algorithms for potential games [40], an important class of games that admit a potential function to capture the differences in each agent’s utility function induced by unilateral deviations. In particular, the analysis established in this work is tailored to potential games in their most basic setting, i.e., static potential games, an important stepping stone to the more general Markov setting. Despite its simple formulation and decades-long research, however, the computational underpinnings of such problems are still far from mature, especially when it comes to finding the Nash equilibrium (NE) of potential games in a decentralized manner. While several recent works have made significant breakthroughs by achieving logarithmic regrets with independent learning dynamics [12], [2], these results only guarantee convergence to coarse correlated equilibrium or correlated equilibrium, which are arguably much weaker equilibrium concepts than NE and hence do not lead to an approximate NE solution.

A. Our contributions

We seek to find the quantal response equilibrium (QRE) [34], the prototypical extension of NE for games with bounded rationality [43], where each agent runs independent natural policy gradient (NPG) methods [22] involving symmetric, decentralized, and multiplicative updates according to its own payoff. This amounts to solving a potential game with entropy regularization, whose algorithmic role has been studied in the setting of single-agent RL [36], [7] as well as two-player zero-sum games [8], but yet to be explored in more general
settings. Our contributions are summarized below.

- **Finite-time global convergence of independent entropy-regularized NPG methods.** We show that independent entropy-regularized NPG methods provably converge to the QRE of a potential game, and it takes no more than

\[\mathcal{O}\left(\frac{\min\{\sqrt{N}, \Phi_{\text{max}}\} \Phi_{\text{max}}}{\tau^2 \epsilon^2}\right)\]

iterations to find an \(\epsilon\)-optimal QRE (to be defined precisely). Here, \(N\) stands for the number of agents, \(\tau \geq 0\) the entropy regularization parameter, and \(\Phi_{\text{max}} > 0\) the maximum value of the potential function.

- **Finite-time global convergence to \(\epsilon\)-NE without isolation assumption.** By setting the entropy regularization parameter \(\tau\) sufficiently small, the result translates to finding an approximate NE with non-asymptotic convergence guarantees, thereby obviating the additional assumption in prior literature [16], [42], [52] that requires the set of stationary policies to be isolated. Specifically, it takes no more than

\[\mathcal{O}\left(\frac{\min\{\sqrt{N}, \Phi_{\text{max}}\} \Phi_{\text{max}}}{\epsilon^4}\right)\]

iterations to find an \(\epsilon\)-NE for the unregularized potential game, where \(\mathcal{O}\) hides logarithmic dependencies.

These rates give the first set of iteration complexities—to the best of our knowledge—that are independent of the size of the action spaces, up to logarithmic factors. In addition, the iteration complexities exhibit a sublinear dependency with the number of agents, outperforming existing NE-finding algorithms whose complexities depend at least linearly with the number of agents. Even more appealingly, when interpreting our convergence rates for the important special case of identical-interest games with bounded payoffs [39], they further become independent with the number of agents, leading to the first method that achieves a dimension-free convergence rate of \(\mathcal{O}(1/\epsilon^4)\) to find an \(\epsilon\)-NE.

**B. Related works**

We review some related works, focusing on the theoretical advances on policy gradient methods and independent learning in games.

- **Global convergence of policy gradient methods:** Only recently theoretical understandings on the global convergence of policy gradient (PG) methods have emerged, mostly in the single-agent setting, including but not limited to [15], [1], [36], [7], [5], [28], [26], [35], [46], [48]. In addition, several works developed finite-time guarantees of independent PG methods for zero-sum two-player Markov games [13], [47], [54], [8] in the competitive MARL setting. A recent line work has been successful in extending PG methods with direct parameterization to Markov potential games [53], [24], [14], [31]. In addition, [52] studies the finite-time convergence rate of PG methods with softmax parameterization for Markov potential games. Given that NPG methods often have better finite-time convergence rates than vanilla PG methods in the single-agent setting, our work focuses on the understanding of NPG methods for potential games.

- **Fast convergence of natural policy gradient methods with entropy regularization:** Entropy regularization as a de facto trick to promote exploration in RL [18] and has been shown to provably accelerate convergence of policy gradient methods for single-agent RL [36], [7], [8], [51], [23]. In particular, combining entropy regularization with NPG methods leads to fast linear convergence at a desirable dimension-free rate [7], [51], [23], which continues to hold in two-player zero-sum games [8]. Extending such results to potential games, however, is non-trivial, due to the non-uniqueness of NE even with regularization. [16], [42], [52] established asymptotic convergence of independent NPG methods for Markov potential games with an additional assumption that requires the set of stationary policies to be isolated. [19] demonstrated asymptotic convergence of NPG with diminishing step sizes for potential games in the bandit feedback setting. In addition, [52] proposed to use a log-barrier regularization along with NPG to sidestep the isolation assumption and achieved the same iteration complexity as that of PG methods with direct parameterization. In contrast, we consider NPG with entropy regularization, which achieves a convergence rate that has better dependencies with the size of the action spaces and the number of agents.

- **Independent learning in general-sum games:** Considerable progress has been made towards understanding independent learning dynamics in general-sum games [12], [2] and general-sum Markov games (also known as stochastic games) [45], [21], [30] by establishing non-asymptotic convergence to correlated equilibrium and coarse correlated equilibrium. However, such successes do not directly extend to potential games where NE is of interest. Specialized analysis for potential games is thus needed as finding approximate NE in a two-player game can be PPAD-hard even with full information [11]. Notably, there have been attempts to establish asymptotic convergence with independent learning dynamics [32], [33], [49] for weakly acyclic games [50], which includes potential games as a special case.

**C. Notation and paper organization**

We use \(\Delta(A)\) to denote the probability simplex over the set \(A\). For a vector \(a \in A^N\), we use \(a_i \in A\) and \(a_{-i} \in A^{N-1}\) to denote the entry with index \(i\) and all the rest entries as a vector, respectively. The application of scalar functions such as exp and log to vectors are defined in an entry-wise fashion. Let \(1\) be the all-one vector, and \([N] = \{1, \ldots, N\}\). Given two distributions \(\pi_1\) and \(\pi_2\) over \(A\), the
Kullback-Leibler (KL) divergence from $\pi'_1$ to $\pi_1$ is defined by $KL(\pi_1 \parallel \pi'_1) = \sum_{a \in A} \pi_1(a) \log \frac{\pi_1(a)}{\pi'_1(a)}$. Note that KL divergence is additive for product distributions in the sense that $KL(\pi \parallel \pi') = \sum_{i \in [N]} KL(\pi_i \parallel \pi'_i)$ for $\pi = \pi_1 \times \cdots \times \pi_N \in \Delta(A)^N$ and $\pi' = \pi'_1 \times \cdots \times \pi'_N \in \Delta(A)^N$. We denote Jeffrey divergence [20] by $J(\pi, \pi') = KL(\pi \parallel \pi') + KL(\pi' \parallel \pi)$, which is the symmetric version of the KL divergence.

The rest of this paper is organized as follows. Section II presents the backgrounds of the potential game setup. Section III introduces independent NPG methods and presents the finite-time global convergence guarantees. Detailed proof and numerical results can be found in [6]. Finally, we conclude in Section IV.

II. POTENTIAL GAMES WITH ENTROPY REGULARIZATION

In this section, we introduce the basics of potential games, as well as the incorporation of entropy regularization into its formulation.

A. Potential games

A strategic game $\mathcal{G} = \{N, A, \{u_i\}_{i \in [N]}\}$ consists of $N$ agents each with an individual utility or payoff function $u_i : A^N \rightarrow [0, 1]$, $i \in [N]$, where $A$ is, without loss of generality, a finite action space shared by all agents. The policy or mixed strategy of agent $i$ is denoted by $\pi_i \in \Delta(A)$, which is a distribution over the action space $A$. By an abuse of notation, let $u_i(\pi)$ denote agent $i$’s expected utility function under the joint policy $\pi = \pi_1 \times \cdots \times \pi_N \in \Delta(A)^N$, i.e., $u_i(\pi) = E_{a_i \sim \pi_i, \forall i \in [N]} [u_i(a_i)]$, where we denote the action profile $(a_1, \ldots, a_N)$ of all agents by $a \in A^N$. We shall often instead write $a = (a_i, a_{-i})$ where $a_{-i} = \{a_j\}_{j \neq i}$ collects the actions of all agents but $i$; similarly, we write $\pi = (\pi_i, \pi_{-i})$, where $\pi_{-i} = \{\pi_j\}_{j \neq i}$ collects the policies of all agents but $i$.

The game $\mathcal{G}$ is said to be a potential game if there exists a potential function $\Phi : A^N \rightarrow \mathbb{R}$ such that

$$u_i(a_i, a_{-i}) - u_i(a'_i, a_{-i}) = \Phi(a_i, a_{-i}) - \Phi(a'_i, a_{-i})$$

for any $a_i, a'_i \in A$, $a_{-i} \in A^{N-1}$ and $i \in [N]$. We assume that

$$0 \leq \Phi(a) \leq \Phi_{\text{max}}, \quad \forall a \in A^N,$$

where $\Phi_{\text{max}}$ upper bounds the potential function. An important special case of the potential game is when all the agents share the same utility function, known as the identical-interest game [39]. It is straightforward to see that for an identical-interest game, we can set $\Phi = u_i$ for all $i \in [N]$, and therefore $\Phi_{\text{max}} = 1$ due to the fact that the individual payoff is bounded in $[0, 1]$.

By linearity of expectation, we have

$$u_i(\pi_i, \pi_{-i}) - u_i(\pi'_i, \pi_{-i}) = \Phi(\pi_i, \pi_{-i}) - \Phi(\pi'_i, \pi_{-i}),$$

where, again with slight abuse of notation, we denote

$$\Phi(\pi) = E_{a \sim \pi} [\Phi(a)] = E_{a_i \sim \pi_i, \forall i \in [N]} [\Phi(a)],$$

for any $\pi, \pi' \in \Delta(A)$, $\pi_{-i} \in \Delta(A)^{N-1}$ and $i \in [N]$.

a) Nash equilibrium: We now introduce the important notion of Nash equilibrium in a potential game.

Definition 2.1 (Nash equilibrium): A joint policy $\pi^*$ is called a Nash equilibrium (NE) when it holds that

$$u_i(\pi_i, \pi_{-i}) \geq u_i(\pi'_i, \pi_{-i}), \quad \forall \pi'_i \in \Delta(A), \forall i \in [N].$$

In other words, every agent cannot improve its utility function by deviating from the current policy. It is known that there exists at least one NE in a strategic game with finite agents and actions [41]. It follows immediately that the policy or strategy profile maximizing $\Phi$ in a potential game is an NE.

b) Marginalized utility: Before continuing, let us introduce an important quantity called the marginalized utility $r_i^\pi : A \rightarrow \mathbb{R}$:

$$r_i^\pi(a) = E_{a_{-i} \sim \pi_{-i}} [u_i(a, a_{-i})],$$

which can be viewed as the “single-agent” payoff or reward function when the policies of other agents are fixed. It is immediate to see that the utility function $u_i$ can be written as

$$u_i(\pi) = E_{a \sim \pi} [u_i(a)] = E_{a_{-i} \sim \pi_{-i}} [r_i^\pi(a)] = (r_i^\pi, \pi_i).$$

Here and throughout this paper, we shall often abuse the notation to treat $\pi_i$ and $r_i^{(\pi)}$ as vectors.

B. Entropy-regularized potential games

The quantal response equilibrium (QRE) is proposed by McKelvey and Palfrey [34] as a seminal extension to the Nash equilibrium, which enables players to combat randomness in payoffs. A QRE or logit equilibrium $\pi^*_i = \pi^*_{1,i} \times \cdots \times \pi^*_{N,i}$ necessitates every agent to maximize its own utility function with entropy regularization [37], i.e.,

$$u_i,\tau(\pi^*_i, \pi_{-i}) \geq u_i,\tau(\pi'_i, \pi_{-i}), \quad \forall \pi'_i \in \Delta(A),$$

where the entropy-regularized individual utility function is given by

$$u_i,\tau(\pi) = u_i(\pi) + \tau H(\pi_i).$$

Here, $\pi = \pi_1 \times \cdots \times \pi_N$, $\tau > 0$ is the regularization parameter, and $H(\pi_i) = -\sum_{a \in A} \pi_i(a) \log \pi_i(a)$ is the Shannon entropy of the policy $\pi_i$ employed by agent $i$. By introducing the regularized potential function

$$\Phi_\tau(\pi) = \Phi(\pi) + \tau H(\pi) := \Phi(\pi) + \tau \sum_{i \in [N]} H(\pi_i),$$

it is easy to verify

$$u_i,\tau(\pi_i, \pi_{-i}) - u_i,\tau(\pi'_i, \pi_{-i}) = \Phi_\tau(\pi_i, \pi_{-i}) - \Phi_\tau(\pi'_i, \pi_{-i}).$$

for any $\pi_i, \pi'_i \in \Delta(A), \pi_{-i} \in \Delta(A)^{N-1}$ and $i \in [N]$, as long as the unregularized game is a potential game.
a) Fixed-point characterization of QRE: An equivalent interpretation of QRE is to let each agent assign the probability mass in its policy according to every action’s utility in a bounded rationality fashion [43]:

\[ \pi^*_{\tau,i}(a) \propto \exp \left( r^\pi_{i,t}(a)/\tau \right), \quad \forall i \in [N], \quad (3) \]

where \( r^\pi_{i,t} \) is the marginalized utility of \( \pi^* \) defined in (2). Note that the above relation defines a fixed-point equation of \( \pi^* \).

III. Finite-Time Global Convergence of Independent Natural Policy Gradient Methods

A popular approach in the game theory literature to find an NE of a potential game is for each agent to switch to the best or better response policy, one at a time, and is generally referred to as best-response dynamics. This approach converges to an NE in finite iterations [40] and underlies the algorithm design of a considerable number of works on, e.g., cut games [10], congestion games [9], weakly acyclic games [49], and, more recently, their extensions in the Markovian setting [45], [4]. It is noted, however, that this approach isolates itself from the independent learning paradigm as the update sequence needs to be scheduled in a centralized manner that is not often possible. Therefore, it is greatly desirable to design independent update rules, where each agent updates simultaneously without observing the payoffs of other agents, that achieves faster convergence. In this section, we answer this call by developing the independent natural policy gradient method to solve (entropy-regularized) potential games with finite-time global convergence guarantees.

A. Independent natural policy gradient method

In policy optimization, it is common practice to parameterize the policy class in a way that obviates the need for tackling probability simplex constraint. We consider the standard softmax parameterization, where every agent \( i \) generates its own policy \( \pi_{\theta_i} \) parameterized with \( \theta_i \in \mathbb{R}^{|A_i|} \) through the softmax transform:

\[ \pi_{\theta_i}(a) = \frac{\exp(\theta_i(a))}{\sum_{a \in A} \exp(\theta_i(a))}. \]

Every agent \( i \) evaluates and updates its policy independently using the natural policy gradient (NPG) method [22]:

\[ \theta_i \leftarrow \theta_i + \eta (\mathcal{F}^{\theta_i})^\dagger \nabla_{\theta_i} u_{i,r}(\pi), \quad (4) \]

where \( (\mathcal{F}^{\theta_i})^\dagger \) denotes the Moore-Penrose pseudo-inverse of the Fisher information matrix \( \mathcal{F}^{\theta_i} \), which is defined as

\[ \mathcal{F}^{\theta_i} = \mathbb{E}_{a \sim \pi_{\theta_i}(\cdot)} \left[ (\nabla_{\theta_i} \log \pi_{\theta_i}(a)) (\nabla_{\theta_i} \log \pi_{\theta_i}(a))^\top \right], \]

and \( \eta > 0 \) is the learning rate. Moreover, the gradient \( \nabla_{\theta_i} u_{i,r}(\pi) \) can be expressed as

\[ \nabla_{\theta_i} u_{i,r}(\pi) = r^\pi_i - \tau \log \pi_i - \tau \mathbf{1}. \]

It turns out that with some algebra, the NPG update rule (4) can be equivalently rewritten with respect to the policies in use [7]:

\[ \pi^{(t+1)}_i(a) \propto \pi^{(t)}_i(a) \frac{1}{1-\eta} \exp(\eta r^{(t)}_i(a)), \quad (5) \]

where \( r^{(t)}_i \) denotes agent \( i \)’s policy in the \( t \)-th iteration, and \( \pi^{(t)}_i \) denotes the marginalized utility of \( \pi^{(t)} \) (cf. (2)). The complete procedure is summarized in Algorithm 1.

| Algorithm 1: Independent NPG for Entropy-regularized Potential Games |
| --- |
| 1 **Input:** Regularization parameter \( \tau > 0 \), step size for policy update \( \eta > 0 \). |
| 2 **Initialization:** Set \( \pi^{(0)}_i \) as uniform policy for all \( i \in [N] \). |
| 3 for \( t = 0, 1, \ldots \) do |
| 4 for all agent \( i \in [N] \) do in parallel |
| 5 Observe agent \( i \)'s marginalized utility \( r^{(t)}_i \). |
| 6 Perform policy update |
| \[ \pi^{(t+1)}_i(a) \propto \pi^{(t)}_i(a) \frac{1}{1-\eta} \exp(\eta r^{(t)}_i(a)). \] |

To better understand the update rule (5) as well as prepare for follow-up analysis, we introduce \( \pi^{*\pi}_i(t) \) to denote agent \( i \)'s best-response policy in the \( t \)-th iteration, which is the policy that obeys

\[ u_{i,r}(\pi^{\pi}_i(t), \pi_{-i}^{(t)}) = \max_{\pi \in \Delta(A)} u_{i,r}(\pi^{\pi}_i(t), \pi_{-i}). \quad (6) \]

It is easily seen that

\[ \pi^{*\pi}_i(t)(a) \propto \exp(r^{(t)}_i(a)/\tau). \quad (7) \]

Therefore, the updated policy in (5) can be regarded as a multiplicative combination of the current policy \( \pi_i^{(t)} \) and the best-response policy \( \pi_i^{*\pi}(t) \), where the weight is controlled by the learning rate \( \eta \). Note that the un-regularized counterpart of the method is equivalent to Multiplicative Weights Update method (MWU) [27], [3] or Hedge [17].

B. Finite-time global convergence

We are now ready to present our main theorem concerning the finite-time global convergence of independent NPG for solving entropy-regularized potential games. We introduce

\[ \text{NE-gap}(\pi) = \max_{i \in [N], \pi_{-i} \in \Delta(A)} \left[ u_i(\pi^{\pi}_i, \pi_{-i}) - u_i(\pi_i, \pi_{-i}) \right] \]

and

\[ \text{QRE-gap}_r(\pi) = \max_{i \in [N], \pi_{-i} \in \Delta(A)} \left[ u_{i,r}(\pi^{\pi}_i, \pi_{-i}) - u_{i,r}(\pi_i, \pi_{-i}) \right] \]

to characterize how close the joint policy \( \pi \) is to an equilibrium. A joint policy \( \pi \) is said to be an \( \epsilon \)-QRE
(resp. $\epsilon$-NE) when $\text{QRE-gap}(\pi) \leq \epsilon$ (resp. $\text{NE-gap}(\pi) \leq \epsilon$). For notational simplicity, we denote

$$\Phi^{(t)} := \Phi_{\tau}(\tau^{(t)}), \quad \text{QRE-gap}_{\tau}^{(t)} := \text{QRE-gap}_{\tau}(\tau^{(t)}),$$

and $\text{NE-gap}^{(t)} := \text{NE-gap}(\pi^{(t)})$.

Our main theorem is as follows, whose proof is deferred to [6].

**Theorem 3.1:** Suppose that the learning rate $\eta$ satisfies $\eta \leq \frac{1}{2(\min\{\sqrt{N}, 2\Phi_{\max}\} + \tau)}$, then for independent NPG updates (5), it holds that

$$\frac{1}{T} \sum_{t=1}^{T} \text{QRE-gap}_{\tau}^{(t)} \leq \frac{2}{\eta^2 T} \left( \frac{\tau}{2} \log \pi^{(0)} - \log \pi^{*}(0) \right)_{\infty} + \sqrt{2\eta T(\Phi^{(T)}_{\tau} - \Phi^{(0)}_{\tau})},$$

where $\Phi_{\max}$ is the maximum value of $\Phi_{\tau}$.

Theorem 3.1 suggests that the average iterate of independent NPG converges to an $\epsilon$-QRE at a sublinear rate when we initialize it via uniform policies, as indicated in the following corollary. The proof can be found in [6].

**Corollary 3.2:** Assume the independent NPG method is initialized with uniform policies at all agents. Setting the learning rate $\eta = 1/(2(\min\{\sqrt{N}, 2\Phi_{\max}\} + \tau))$ and $\tau = O(1)$, then independent NPG updates ensure that

$$\frac{1}{T} \sum_{t=1}^{T} \text{QRE-gap}_{\tau}^{(t)} \leq \epsilon$$

with at most

$$T = \tilde{O} \left( \frac{\min\{\sqrt{N}, \Phi_{\max}\} \Phi_{\max}}{\epsilon^2} \right)$$

iterations.

a) **Finding approximate NEs:** It is possible to leverage the entropy-regularized potential game to find an approximate NE by setting the regularization parameter sufficiently small. Note that

$$\text{NE-gap}(\pi) = \max_{i \in [N], \pi_\tau \in \Delta(A)} \left[ u_i(\pi_i, \pi_{-i}) - u_i(\pi_i, \pi_{-i}) \right]$$

\[\leq \max_{i \in [N], \pi_\tau \in \Delta(A)} \left[ u_{i,\tau}(\pi_i, \pi_{-i}) - u_{i,\tau}(\pi_i, \pi_{-i}) \right] + \max_{i \in [N], \pi_\tau \in \Delta(A)} \left[ -\tau\mathcal{H}(\pi_i) + \tau\mathcal{H}(\pi_i) \right]$$

\[\leq \text{QRE-gap}_{\tau}(\pi) + \tau \log |A| \]

Therefore, by setting the entropy regularization at $\tau = \frac{1}{2\log|A|}$, with at most

$$T = \tilde{O} \left( \frac{\min\{\sqrt{N}, \Phi_{\max}\} \Phi_{\max}}{\epsilon^4} \right)$$

iterations, we can ensure $\frac{1}{T} \sum_{t=1}^{T} \text{NE-gap}_{\tau}^{(t)} \leq \epsilon$.

b) **Comparisons with prior art:** Importantly, our iteration complexities do not depend on the size of the action space (up to logarithmic factors), which is in sharp contrast to existing analyses of potential games using other policy gradient approaches, such as direct PG [53], [24], [14], [31] and NPG with log-barrier regularization [52], where the iteration complexity scales as $\tilde{O} \left( N|A|\Phi_{\max}/\epsilon^2 \right)$ to find an $\epsilon$-approximate NE. In comparison, while our rate $\tilde{O} \left( \min\{\sqrt{N}, \Phi_{\max}\} \Phi_{\max}/\epsilon^4 \right)$ is worse in terms of $\epsilon$, it is almost independent of the size $|A|$ of the action space, as well as exhibits only a sublinear dependency with the number of agents $N$, thus can be beneficial for problems with large action spaces and a large number of agents. Furthermore, for the special case of identical-interest games [39] where $\Phi_{\max} = 1$, the convergence rate of our method simplifies to

$$\tilde{O} \left( \frac{1}{\epsilon^4} \right),$$

which leads to the first method that achieves a dimension-free iteration complexity (up to a logarithmic factor) for finding an $\epsilon$-NE without imposing any isolation assumptions.

**IV. Conclusions and Discussions**

This paper studies independent NPG methods for entropy-regularized potential games and develops a sublinear rate of convergence to quantum response equilibrium, which is independent of the size of the action spaces up to logarithmic factors and grows only sublinearly with respect to the number of agents. In addition, the method achieves the first dimension-free convergence rate for the important special case of identical-interest games, where the rate is independent of both the size of the action space and the number of agents. The approach can also be used as a smoothing technique to find Nash equilibria by setting the regularization parameter sufficiently small, without imposing the isolation assumption as often required in prior works. This work leaves open a number of interesting questions:

- Can we tighten the convergence rate in terms of the dependencies on $\epsilon$?
- Can we extend the analysis to establish finite-time global convergence for Markov potential games?
- We leave the answers to future work.
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