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Many freight trains for special lines have in common the characteristics of a fixed group. Centralized Condition-Based Maintenance (CCBM) of key components, on the same freight train, can reduce maintenance costs and enhance transportation efficiency. To this end, an optimization algorithm based on the nonlinear Wiener process is proposed, for the prediction of the train wheels Remaining Useful Life (RUL) and the centralized maintenance timing. First, Hodrick–Prescott (HP) filtering algorithm is employed to process the raw monitoring data of wheel tread wear, extracting its trend components. MK_hen, a nonlinear Wiener process model is constructed. Model parameters are calculated with a maximum likelihood estimation and the general deterioration parameters of wheel tread wear are obtained. Then, a nonlinear Wiener process model is constructed. Model parameters are calculated with a maximum likelihood estimation and the general deterioration parameters of wheel tread wear are obtained. Then, the updating algorithm for the drift coefficient is deduced using Bayesian formula. The online updating of the model is realized, based on individual wheel monitoring data, while a probability density function of individual wheel RUL is obtained. A prediction method of RUL for centralized maintenance is proposed, based on two set thresholds: “maintenance limit” and “the ratio of limit-arriving.” Meanwhile, a CCBM timing prediction algorithm is proposed, based on the expectation distribution of individual wheel RUL. Finally, the model is validated using a 500-day online monitoring data on a fixed group, consisting of 54 freight train cars. The validation result shows that the model can predict the wheels RUL of the train for CCBM. The proposed method can be used to predict the maintenance timing when there is a large number of components under the same working conditions and following the same path of degradation.

1. Introduction

There are three main maintenance policies for railway freight trains, including corrective maintenance, scheduled maintenance, and condition-based maintenance. The condition-based maintenance is actually getting increasing attention. One of the key points in condition-based maintenance of railway freight trains is Remaining Useful Life (RUL) prediction of vehicle parts, based on reliability theory and online monitoring data. Moreover, determining a reasonable maintenance time is essential for improving freight train operation efficiency and maintenance cost reduction. In a fixed group of a freight train consisting of 54 railway freight cars, there is a large number of parts of the same type and under the same working conditions, such as wheels and bogies. If the condition of each vehicle part is considered independently, then the train maintenance time will be significantly long, leading to high maintenance costs and low operation efficiency. Hence, Centralized Condition-Based Maintenance approach is proposed in this paper, which means to find a reasonable maintenance time point where all vehicle parts of the same type are repaired simultaneously, thus improving the maintenance efficiency.

Understandably, the wheel status will directly affect the train operation quality and safety, as an important part of any railway freight car. The wheel tread wear is one of the key parameters reflecting the wheel state in relation to the service time. The RUL of wheels can be predicted using a degradation model based on offline history tread wear data and online monitoring data, serving as an important basis for
vehicle CCBM. The dispersion of tread wear data for different wheels will gradually increase over operation time, producing different degradation curves for each individual wheel. A set reasonable maintenance time can avoid exceeding the operation limit of the wheel with a fast wear speed, thus avoiding compromising safety, while also avoiding over repair.

At present, there are many researches on the degradation process of railway vehicle wheels. Most of them are based on the mechanism to model the wheel wear, rolling contact fatigue and other degradation processes [1, 2]. Hossein-Nia et al. [3] developed a model to estimate the evolution of surface-initiated Rolling Contact Fatigue (RCF). In this model for RCF calculations, a shakedown-based theory is applied locally, and the FaStrip algorithm is used to estimate the tangential stresses. While considering the mechanism, the prediction of wheel wear needs to consider various factors such as lines, rails, vehicles, etc., and it will be difficult to update the model based on real-time degradation, which is easy to cause error accumulation. This study uses a data-driven approach that is flexible and easy to achieve real-time online prediction.

A lot of research has been carried out on condition-based maintenance, applying performance degradation data [4–6]. Wiener process is a commonly used method for remaining life modeling, as the first hitting time is inversely Gaussian-distributed and it can, furthermore, reflect nonmonotonic random changes [7–9]. The performance degradation model derived from standard Wiener process has been widely discussed in recent years and can be used to describe the performance degradation of many typical products. Si et al. [10] proposed a remaining life prediction model based on nonlinear Wiener process. The unknown parameters in the established model are estimated using the maximum likelihood estimation approach, leading to a probability density function for the RUL. The model is based on offline monitoring data, which means that no real-time updating of mode parameters is possible. Zhang et al. [11] incorporate the inspection influence into degradation modeling based on Wiener process. The impact of the inspection of the system in the process of obtaining degraded data on the degradation process is considered. The proposed approach was demonstrated by a case study using the mechanical gyroscopes. Peng et al. [12] proposed a switchable state-space degradation model to characterize degradation paths with non-deterministic switching manner dynamically. The proposed method was applied to a real bearing degradation process with phase transitions.

The purpose of modeling the degradation process is to guide the formulation and optimization of maintenance strategies. The Wiener process approach is often combined with the optimization problem of maintenance decision [13, 14]. Sun et al. [15] studied multicomponent systems, where the degradation of each component was assumed to comply with the Wiener process. In their study, the optimal maintenance decision-making problem of multunit systems was studied, under the premise of periodic inspection. Wei et al. [16] studied a binary degradation system affected by shock and used Wiener process to simulate degradation.

And according to the system state, the optimal action includes no action, imperfect repair, preventive replacement, or corrective replacement. Zhang et al. [17] published an overview of the current research status of the Wiener process. The paper reviews recent developments in the Wiener process-based modeling methods for degradation data analysis and RUL estimation, as well as their applications in the field of prognostics and health management (PHM). Specifically, the modifications in the Wiener process are introduced considering nonlinearity, multsource variability, covariates, and other multivariable factors involved in the degradation processes.

In this paper, a prediction algorithm of individual RUL, based on nonlinear Wiener process, is proposed for the prediction of centralized maintenance time of railway freight train wheels. The structure of the article is as follows: Section 2 introduces the HP filtering algorithm, which is used to extract the degradation trend of the monitoring data, in order to model the degradation process. In Section 3, the modeling process is described for the overall degradation model of the wheel tread circumferential wear, based on the nonlinear Wiener process. The model parameters are estimated by the maximum likelihood method, while the parameters updating algorithm is derived based on the Bayesian formula. Then, the real-time prediction of RUL for the individual wheel is provided, using the updated parameters. In Section 4, a method for determining the maintenance time of the whole train is proposed, by setting a maintenance limit and a ratio called limit-arriving. Weibull distribution is employed to fit the RUL distribution of different wheels on the same train, followed by a prediction for the centralized maintenance time. Finally, the algorithm was verified using 500-day data from a train.

2. Degradation Trend Extraction from Monitoring Data

In this paper, the monitoring data of wheel tread wear are obtained from an online train wheel monitoring system, called Train Wheel Detection System (TWDS), and mounted on the railway line. The system is used to detect wheel parameters such as tread wear, rim width, wheel diameter, etc. Particularly, as the operation mileage increases, the diameter of a wheel at different positions will vary. In addition, due to wheel vibration and sensor measurement errors, there is fluctuation in the monitoring data itself. The measurements show that even though the actual value of degradation is low, the relative fluctuation is quite large. Therefore, it is necessary to apply filtering on the degradation data, in order to extract the trend component, achieving better results for the RUL prediction.

HP filtering, proposed by Hodrick and Prescott in 1981, is widely used in economic analysis, but can be generally applied on data containing fluctuations, to extract trend components [18, 19]. Ouahilal et al. [20] used HP filter in the stock price forecasting field and proposed an approach combining Support Vector Regression with HP filter. The experimental results confirm that the proposed model is more powerful in terms of predicting stock prices. Poloni
and Sbrana [21] extend HP filtering to multidimensional conditions, offering an interesting option for industrial production analysis in several European countries. Dai et al. [22] first used HP filtering for degradation data processing in 2018 to extract the trend characteristics of solder joint failure data. Still, there are only a few studies on HP filtering for degradation data trend extraction.

In this paper, HP filter is used to process the monitoring data of wheel tread wear, while the trend component of wheel wear degradation is extracted for model parameters estimation and individual RUL prediction. The process of HP filtering algorithm is described as follows:

Suppose there is a time series \( Y = \{Y(1), Y(2), Y(3), \ldots, Y(m)\} \), which consists of a trend component \( X(t) \) and a fluctuation component \( C(t) \), as shown in

\[
Y(t) = X(t) + C(t). \tag{1}
\]

Trend component \( X(t) \) can be obtained by calculating the following equation, as described in [23]:

\[
\min \left\{ \sum_{t=1}^{m} (Y(t) - X(t))^2 + \beta \sum_{t=2}^{m-1} [(X(t+1) - X(t)) - (X(t) - X(t-1))]^2 \right\}. \tag{2}
\]

Equation (2) can be divided into two parts, the first part being

\[
\sum_{t=1}^{m} (Y(t) - X(t))^2. \tag{3}
\]

This part reflects the reductive degree of the original sequence. The lower the value of this part, the better tracking performance of \( X(t) \) to the original sequence is.

The remaining part of (2) is defined as Part Two; i.e.,

\[
\sum_{t=2}^{m-1} [(X(t+1) - X(t)) - (X(t) - X(t-1))]^2. \tag{4}
\]

Part Two measures the smoothness of the new sequence; that is, the lower it is, the higher the smoothness of \( X(t) \) is. \( \beta \) is a penalty factor to control the smoothness degree. Its value is a result of compromise between the fidelity to the raw data tracking and the smoothness degree of the raw data sequence. According to [24] and the monitoring frequency of tread wear monitoring data, \( \beta \) value is empirically set to 1000, as more suitable to the purpose of this study.

Partial derivatives of \( X(1), X(2), \ldots, X(1) \) are derived from (2) and set to 0, in order to solve for \( X(t) \), as shown in the following equation:

According to (5), the coefficient matrix \( F \) of dimensions \( N \times N \) can be obtained as follows:

\[
F = \begin{bmatrix}
1 & -2 & 1 & 0 & \cdots & 0 \\
-2 & 5 & -4 & 1 & 0 & \cdots & 0 \\
1 & -4 & 6 & -4 & 1 & 0 & \cdots & 0 \\
0 & 1 & -4 & 6 & -4 & 1 & 0 & \cdots & 0 \\
\vdots & & & & & & & & \\
0 & \cdots & 0 & 1 & -4 & 6 & 4 & 1 & 0 \\
0 & \cdots & 0 & 1 & -4 & 6 & 4 & 1 & 0 \\
0 & \cdots & 0 & 1 & -5 & 5 & -2 & 0 & \cdots \\
0 & \cdots & 0 & 1 & -2 & 1 & & & \\
\end{bmatrix}. \tag{6}
\]

Equation (5) can be expressed as a matrix, as shown in

\[
C = \beta FX, \tag{7}
\]

where,

\[
X = (X(1), X(2), \ldots, X(m))^\prime, \tag{8}
\]

\[
C = (C(1), C(2), \ldots, C(m))^\prime, \tag{9}
\]

where \( (\cdot)^\prime \) denotes the vector transposition. Combining (1) and (7), letting \( Y = (Y(1), Y(2), \ldots, Y(m))^\prime \), the following relation is derived:

\[
X = (\beta F + I)^{-1} Y, \tag{10}
\]

where \( I \) is the identity matrix.

The trend series \( X \) of time series \( Y \) can be obtained by (10).

The degradation trend data of wheel tread wear, after HP filtering, is used to establish the Wiener process model, as described in the next section.

3. Degradation Modeling and RUL Prediction Based on Wiener Process

The RUL prediction of wheels includes three steps: degradation model establishment, model parameters estimation, and calculation of the RUL. Because the wear rate of wheels increases as the service time progresses, a nonlinear Wiener
process model is selected as basis for the wheel tread wear model. The estimation of model parameters is carried out in two steps: (1) estimating the overall model parameters, using the degradation data of all wheels on the same train, to reflect the overall characteristics of the degradation process; (2) updating the model parameters, using Bayesian formula, based on the monitoring data of each individual wheel to better fit the degradation process of each individual unit. As new monitoring data are acquired, the individual degradation parameters are updated in the course of online RUL prediction. Then, the probability density distribution function (PDF) of the RUL is obtained, according to the concept of the first hitting time.

3.1. Nonlinear Wiener Process Modeling. A reasonable performance degradation model is the key to accurately predict the RUL of components. Due to the nonlinearity of wheel tread wear data, a nonlinear Wiener process model is selected as basis for the wheel tread wear model. 

\[ X(s) = X(0) + \lambda s^b + \sigma_B B(s), \]  

where \( X(s) \) is the degradation when the mileage is \( s \). \( X(0) \) is the initial degradation at the beginning of monitoring. \( \lambda \) is the drift coefficient, reflecting the degradation rate. It is often set as a random variable, subject to \( \lambda \sim N(\mu_\lambda, \sigma_{\lambda}^2) \), and \( b \) is a nonlinear coefficient, \( \sigma_B \) is a diffusion coefficient, and \( B(s) \) is a standard Brownian motion, subject to \( B(s) \sim N(0, s) \).

Most current studies often assume \( X(0) = 0 \) in order to facilitate the calculations. However, different wheels may have different initial degradation due to different service mileage; thus, \( X(0) \) cannot be assumed to be the same on all wheels, in this situation. Equation (10) is rewritten as (11), in order to simplify the model and take \( X(0) \) into account.

\[ \tilde{X}(s) = \lambda s^b + \sigma_B B(s), \]  

where

\[ \tilde{X}(s) = X(s) - X(0). \]  

In this way, the various values of initial degradation of different individual wheels are all converted to 0.

3.2. Model Parameters Estimation. There are four unknown parameters \( \theta = [\mu_\lambda, \sigma_\lambda, b, \sigma_B] \) in the wheel degradation model. First, the degradation data of all wheels on the same train is taken as a sample set, where the overall model parameter \( \theta \) is estimated, according to the maximum likelihood estimation method. Following, the updating algorithm for the mean and variance of the drift coefficient in the model is deduced, according to the Bayesian formula, and then the parameters update of the individual model is realized.

3.2.1. Overall Model Parameter Estimation. The analytical solution of the parameters in the Wiener process model can be obtained using the maximum likelihood estimation method. It is assumed that \( N \) wheels are monitored \( m \) times up to the current mileage \( s_m \). The degradation data of the \( N \) wheels is denoted as \( X \), and the degradation of the \( n \)th wheel at the monitoring mileage \( s_1, s_2, \ldots, s_m \) is recorded as

\[ X_n = (X_n(s_1), X_n(s_2), \ldots, X_n(s_m))^T. \]

Let

\[ s = (s_1, s_2, \ldots, s_m)^T. \]

According to (12), \( \tilde{X}_n \) can be described as follows:

\[ \tilde{X}_n = (X_n(s_1) - X_n(0), X_n(s_2) - X_n(0), \ldots, X_n(s_m) - X_n(0))^T. \]

According to (11) and the independent incremental characteristics of the Wiener process, \( \tilde{X}_n \) follows the multivariate normal distribution, \( \tilde{X}_n \sim N(\tilde{\mu}, \tilde{\sigma}) \). The mean and variance are, respectively,

\[ \tilde{\mu} = \mu_\lambda s, \]

\[ \tilde{\sigma} = M + \sigma^2_B s's', \]

where

\[ M = \sigma^2_B T, \]

\[ T = \begin{bmatrix} 1 & s_1 & s_1 \cdots & s_1 \\ s_1 & 1 & s_2 & \cdots & s_2 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ s_1 & s_2 & \cdots & 1 \end{bmatrix}, \]

Assuming that the degradation of different wheels is independent of each other, the logarithmic likelihood function of \( \theta = [\mu_\lambda, \sigma_\lambda, b, \sigma_B] \) can be obtained [25] as

\[ L(\theta | \tilde{X}) = -\frac{Nm \ln (2\pi)}{2} - \frac{1}{2} N \ln(|M|(1 + \sigma^2_B s'M^{-1}s)), \]

where

\[ |M| = |M|(1 + \sigma^2_B s'M^{-1}s), \]

\[ \sigma^{-1} = M^{-1} - \frac{\sigma^2_B s'M^{-1}s}{1 + \sigma^2_B s'M^{-1}s}. \]

By calculating partial derivatives of logarithmic likelihood functions for \( \mu_\lambda \) and \( \sigma_\lambda \), we can derive the following:

\[ \frac{\partial l(\theta | \tilde{X})}{\partial \mu_\lambda} = \sum_{n=1}^{N} s^n M^{-1}\tilde{X}_n - N\mu_\lambda s'M^{-1}s, \]

\[ \frac{\partial l(\theta | \tilde{X})}{\partial \sigma_\lambda} = \frac{N\sigma_\lambda s'M^{-1}s}{1 + \sigma^2_B s'M^{-1}s} + \frac{\sigma^2_B \sum_{n=1}^{N} (\tilde{X}_n - \mu_\lambda s')M^{-1}s'M^{-1}(\tilde{X}_n - \mu_\lambda s)}{(1 + \sigma^2_B s'M^{-1}s)^2}. \]

For a specific set of \( b \) and \( \sigma_B \), given that the two partial derivatives of equations (20) and (21) equal zero, the
maximum likelihood estimates for \( \mu_\lambda \) and \( \sigma_\lambda \) can be calculated as

\[
\mu_\lambda = \frac{\sum_{n=1}^{N} s'M^{-1}\bar{X}_n}{Ns'M^{-1}X_n}, \tag{22}
\]

\[
\sigma_\lambda = \left\{ \frac{1}{N}\left[ \frac{1}{N s'M^{-1}X_n} \sum_{n=1}^{N} (\bar{X}_n - \bar{\mu}_s)^t M^{-1} s'M^{-1} (\bar{X}_n - \bar{\mu}_s) - \frac{1}{s'M^{-1}s} \right] \right\}^{1/2}. \tag{23}
\]

Equation (18) can be reformulated by introducing equations (22) and (23) into the maximum likelihood function:

\[
L(\theta | X_n, \bar{X}_n, \bar{\mu}_s) = -\frac{Nm \ln(2\pi)}{2} - \frac{N}{2} \ln |M| - \frac{1}{2} \ln \frac{\sum_{n=1}^{N} (s'M^{-1}\bar{X}_n)^2}{\sum_{n=1}^{N} (s'M^{-1}X_n)^2}.
\]

The maximum likelihood estimated value of \( \sigma_B^b \) and \( b \) can be derived by calculating the maximum value of equation (24), applying two-dimensional search method. The estimated values of \( \mu_\lambda \) and \( \sigma_\lambda \) can be obtained, using equations (22) and (23) with the estimated values of \( \sigma_B^b \) and \( b \), as previously calculated. The overall model can only describe the general trend of the degradation process. The case of the degradation process of each individual wheel is quite different, so the model parameters need to be updated accordingly, in order to accurately characterize the degradation process of any individual wheel. In this paper, the Bayesian formula is used to solve the posterior distribution of drift coefficients \( \lambda \).

**3.2. Online Updating of Model Parameters.** Assuming that at the mileage point \( s_m \), the model parameters of the \( n \)th sample are updated with the \( m \) elements of the monitoring data time series. Degradation increments are represented as follows:

\[
x_i = X_n(s_i) - X_n(s_{i-1}) = \mu(s_i - s_{i-1}) + \sigma_B(B(s_i) - B(s_{i-1})). \tag{25}
\]

The updated model parameter \( \lambda \) can be calculated based on given degradation data and using the conditional distribution \( P(\lambda | x_1, \ldots, x_m) \), as this is expressed according to the Bayesian theory:

\[
P(\lambda | x_1, \ldots, x_m) \propto f(x_1, \ldots, x_m | \lambda) \pi(\lambda). \tag{26}
\]

The following equation can be acquired based on the independent incremental properties of the Wiener process:

\[
f(x_1, x_2, \ldots, x_m | \lambda) = \frac{1}{\prod_{i=1}^{m} 2\pi \sigma_B^2 (s_i - s_{i-1})} \exp \left( -\frac{1}{2\sigma_B^2} \left( s_{i-1}^2 - 2\lambda (s_i^2 - s_{i-1}^2) \right) \right). \tag{27}
\]

According to equation (27), we can get

\[
P(\lambda | x_1, x_2, \ldots, x_m) \propto f(x_1, x_2, \ldots, x_m | \lambda) \pi(\lambda)
\]

\[
\propto \exp \left( -\frac{1}{2\sigma_B^2} \left( s_{i-1}^2 - 2\lambda (s_i^2 - s_{i-1}^2) \right) \right) \exp \left( -\frac{1}{2\sigma_B^2} \left( s_{i-1}^2 - 2\lambda (s_i^2 - s_{i-1}^2) \right) \right).
\]

Since the parameter \( \lambda \) is assumed to be normally distributed, the posterior distribution is also normal. Considering the monitoring data, the following relation is derived:

\[
P(\lambda | x_1, \ldots, x_m) = \frac{1}{\sqrt{2\pi\sigma^2_{\lambda, sm}}} \exp \left( -\frac{1}{2\sigma^2_{\lambda, sm}} \left( \lambda - \mu_{\lambda, sm} \right)^2 \right).
\]

The posterior expression of the parameter is obtained by comparing equations (28) and (29).

\[
\mu_{\lambda, sm} = \mu_B \sigma_B^2 + X(s_m)\sigma^2_{\lambda}, \tag{30}
\]

\[
\sigma^2_{\lambda, sm} = \frac{\sigma_B^4}{\sigma^2_{m} \sigma^2_{\lambda} + \sigma_B^2}. \tag{31}
\]

**3.3. Individual RUL Prediction.** Based on the concept of the first hitting time, the remaining life \( L_m \) of the component, at the mileage \( s_m \), is defined as

\[
L_m = \inf \left\{ t_m : x(s_m + t_m) \geq w \right\}, \tag{32}
\]

where \( w \) is the preset degradation threshold, which refers to the “maintenance limit,” as it is defined in this paper. As the current degradation \( X(s_m) \) is known, the PDF of the remaining life \( L_m \) can be obtained [10].
\[ f_{L_m}(l_m) = \frac{1}{\sqrt{2\pi l_m^2} \sigma^2 l_m} \left( \frac{(w - X(s_m) - \eta(l_m)) - b l_m (l_m + s_m)^{b-1}}{\sigma^2 l_m^2 + \sigma^2 l_m} \right) \times \exp \left[ \frac{((w - X(s_m) - \eta(l_m)) - b l_m)^2}{2(\sigma^2 l_m^2 + \sigma^2 l_m)} \right], \]  
\tag{33}

where
\[ \eta(l_m) = (l_m + s_m)^b - s_m^b \]  
\tag{34}

The updated model parameters \( \mu_{l_m}, \sigma_{l_m} \) are brought into equation (33) in order to obtain the individual PDF of the RUL, after the parameters update.

### 4. Centralized Maintenance Timing Prediction

The calculations, as described in the previous section, provide the PDF of the RUL of each individual wheel at the current moment. Since the differences between the various wheels are significant, they should be taken into account, in order to determine a reasonable time for centralized maintenance. This paper proposes that the time of centralized maintenance of train wheels is determined by the maintenance limit \( w \) and the ratio of limit-arriving \( p \). The ratio of limit-arriving \( p \) is the proportion of individuals who exceed the maintenance limit \( w \) in all wheels. It is suggested that the CCBM be carried out, when the proportion of individual wheels, with degradation greater than \( w \), reaches \( p \). Among others, the setting method for the \( w \) and \( p \) values should take into account the relevant technical specifications, equipment maintenance capability, equipment operation safety, maintenance economy, etc., matters that are not discussed in this paper. In order to ensure the safety, \( w \) should be selected less than the use limit, as specified in the respective technical specifications.

In the case where \( w \) and \( p \) are known, a maintenance timing prediction algorithm, based on the distribution of remaining life expectation, is proposed. Suppose, that at some point, \( N_1 \) out of \( N \) wheels, have reached \( w \), while \( N_2 \) wheels have not reached this limit. The remaining life of \( N_2 \) individual wheels was predicted, under the condition that the threshold is \( w \). The expectation of the remaining life probability density is taken as RUL prediction value.

\[ L_n = \int_{0}^{\infty} l_m f_{L_m}(l_m) dl_m, \]  
\tag{35}

where \( f_{L_m}(l_m) \) represents the PDF of the RUL of the \( n \)th individual wheel, after parameter updating.

The set of RUL prediction value of the \( N_2 \) individual wheels will be recorded as

\[ L = (L_1, L_2, L_3, \ldots, L_{N_2}). \]  
\tag{36}

The distribution function of \( L \) is required, in order to accurately find the remaining life, when the proportion of individual wheels whose deterioration reaches \( w \) is \( p \). Weibull distribution, having high applicability in product failure and life analysis, is used to fit the set \( L \). The distribution function and PDF of the set of individual remaining life prediction values are obtained as

\[ F(l) = 1 - e^{-(\mu_l^\alpha l)^\beta}, \]  
\[ f(l) = \frac{a}{m} (1 - m)^{a-1} e^{-(\mu_l^\alpha l)^\beta}. \]  
\tag{37}

The process of solving parameters \( a \) and \( m \) in Weibull distribution, by maximum likelihood method, is relatively simple and thus it is not discussed here.

The quantile \( I_R \) of the probability distribution function must be calculated, in order to find a remaining life value, when the percentage of degradation, exceeding the threshold \( w \) in all individuals at that mileage, reaches exactly \( p \).

\[ \frac{N_1 + a \cdot N_2}{N} = p, \]  
\tag{38}

\[ a = \frac{N \cdot p - N_1}{N_2}, \]

where \( I_R \) corresponds to the remaining life of the train, for centralized maintenance.

Let \( \alpha = F(I_R) \) provide the remaining life of centralized maintenance as follows:

\[ I_R = \frac{(-\ln (1 - a))^{1/\alpha}}{m}. \]  
\tag{39}

### 5. Model Verification

Tread wear is one of the most important characteristics of wheel degradation. As shown in Figure 1, the measuring point of tread wear is at the tread 70 mm from the end face of wheel flange. The distance between the current tread wear measurement point and the original profile measurement point is defined as tread wear.

The wheel wear monitoring data comes from the monitoring system called TWDS (Train Wheel Detection System), which is mounted on the railway line, as shown in Figure 2. TWDS system uses structural optical sensors to measure the profile size of wheels as the trains pass by. TWDS system is mainly composed of a laser source and a digital camera with filter plate in front of the lens. When the lowest point of the wheel set reaches the laser plane, the system issues a shooting command to shoot the image. Through the image processing algorithm, the contour size of the wheel is measured. The measurement error of TWDS system is ±0.3 mm.

Taking the 500-day monitoring data of tread wear, in a 54 fixed group of railway freight cars, as an example, based
on the prediction of individual RUL, we further forecast the
timing of wheel centralized maintenance. The 54 fixed group
railway freight cars are special trains for coal transportation
of the same type, with rated load of 80 tons. All the freight
cars are used under the same conditions and run on fixed
railway lines with an average daily mileage of 550 km.

According to the HP filtering algorithm, introduced in
Section 2, the online monitoring data are processed to ex-
tract the trend components of the degradation data. The filtering effect of three wheels wear data is shown in Figure 3.

It can be seen from the graph that the new sequence, after
HP filtering, provides a better sense of the trend in the
original sequence, while the fluctuation obviously decreases. The trend components obtained after filtering can better
model the degradation process.

The obtained trend component data are translated
according to (12) and substituted into the parameters esti-
imation algorithm of Section 3.2.1. The estimated values of
the parameters of the overall degradation process are ob-
tained as shown in Table 1.

From the overall model parameters, the overall degra-
dation process can be simulated, as demonstrated in Fig-
ure 4, along with some individual degradation paths.

It can be seen from Figure 4 that the degradation model,
as derived from the overall parameters, can reflect the
degradation trend, but there is still a certain gap between
the individual degradation paths and the overall degradation
path. Therefore, the model parameters should be updated
according to the data of the individual wheels. The individual
degradation model parameters and the PDF of the RUL,
after parameter updating, can be obtained by the algorithms
presented in Sections 3.2 and 3.3.

Each time a group of real monitoring data is obtained,
the model parameters are updated according to equations
(36) and (37). Tables 2 and 3 show the updates of model
parameters of four wheels at different mileage. For different
wheels, the mean values of drift parameters have their own
update paths, and the standard deviation of drift parameters
is related to monitoring mileage.

The degradation paths of these four wheels simulated
by real-time updating model parameters are shown in
Figure 5, where the red line represents the overall deg-
radation path, the blue line is the true degradation path of
various individual wheels, and the green lines represent
degradation paths simulated by real-time updating model
parameters of individual wheels. Each time a real mon-
itoring data is acquired, the parameters are updated. It can
be seen that the parameter updating method can better
modify the model parameters, to make them consistent
with the real state.

In order to verify the prediction effect of the proposed
method on the wheel tread wear degradation path, it was
compared with the modeling methods in other references.
The measurement data of the wheels with 160,000 kilometers
is used for model parameter estimation and parameters
update. The model parameters at 160,000 kilometers are
used to predict the wear at different mileages thereafter, and
the model prediction accuracy is measured by calculating the

| Table 1: Model parameters of overall degradation process. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Parameters | $\mu_1$ | $\sigma_1$ | $b$ | $\sigma_b$ |
| Estimated values | $1.54 \times 10^{-6}$ | $1.26 \times 10^{-6}$ | 1.19 | $3.69 \times 10^{-3}$ |
Table 2: The mean value of drift parameters at different mileage after parameter update of four wheels.

| Monitoring mileage (km) | 5.81 × 10^4 | 1.10 × 10^5 | 1.51 × 10^5 | 1.91 × 10^5 | 2.27 × 10^5 | 2.70 × 10^5 |
|-------------------------|--------------|--------------|--------------|--------------|--------------|--------------|
| Wheel (a)               | 1.09 × 10^{-6} | 1.03 × 10^{-6} | 9.05 × 10^{-7} | 8.88 × 10^{-7} | 8.18 × 10^{-7} | 7.76 × 10^{-7} |
| Wheel (b)               | 1.55 × 10^{-6} | 1.22 × 10^{-6} | 9.97 × 10^{-7} | 8.76 × 10^{-7} | 8.14 × 10^{-7} | 7.97 × 10^{-7} |
| Wheel (c)               | 9.74 × 10^{-7} | 9.29 × 10^{-7} | 8.34 × 10^{-7} | 7.56 × 10^{-7} | 6.96 × 10^{-7} | 6.70 × 10^{-7} |
| Wheel (d)               | 6.62 × 10^{-7} | 8.43 × 10^{-7} | 8.38 × 10^{-7} | 8.32 × 10^{-7} | 8.06 × 10^{-7} | 7.96 × 10^{-7} |

Table 3: The standard deviation of drift parameters at different mileage.

| Monitoring mileage (km) | 106 | 200 | 276 | 348 | 415 | 492 |
|-------------------------|-----|-----|-----|-----|-----|-----|
| σ_{λ,w}                 | 2.20 × 10^{-7} | 1.07 × 10^{-7} | 7.00 × 10^{-8} | 5.32 × 10^{-8} | 4.20 × 10^{-8} | 3.47 × 10^{-8} |

Figure 4: Overall and individual degradation processes.

Figure 5: Continued.
RMSE (root-mean-square error) at different mileages. RMSE is defined as

$$\text{RMSE}_k = \sqrt{\frac{\sum_{i=1}^{n} (x_{i,k} - x_{i,k}^p)^2}{n}}. \quad (40)$$

RMSE$_k$ represents root-mean-square error of predicted value of wheel wear at mileage $s_k$. $x_{i,k}$ is the trend component value of the $i$th wheel tread wear monitoring data after HP filtering when the mileage is $s_k$, and $x_{i,k}^p$ is the predicted value at this time.

As shown in Figure 6, the red line is the prediction error using the method in [10]. This method used the overall model parameters to predict the degradation path of different individuals, and the model parameters are not updated. The blue line is the prediction error obtained with the method in [8]. Reference [8] adopted a linear Wiener process model and updated the model parameters using monitoring data based on the overall model parameters. The green line is the prediction error obtained by our proposed method. It can be seen that all the prediction errors of three methods gradually increase with the increase of the predicted mileage, but the method proposed in this paper has smaller prediction error than the other two methods.

After the model parameters are updated, the PDF of the remaining life of the wheel individuals can be obtained according to (39). For example, the RUL probability density value of one wheel at different mileage is shown in Figure 7. If the expectation value of remaining life is taken as the predicted value, then the predicted remaining life under different using mileage can be obtained. The predictions of two individual wheels are shown in Figure 8.

Figure 8 shows that the variance of the probability density of remaining life decreases as the updated data increase. At the initial stage of just a small volume of monitoring data, there is a certain deviation between the predicted value and the real value of remaining life. As monitoring data are accumulated, the model parameters are constantly updated to improve the prediction accuracy.

In order to evaluate the effect of this algorithm on the prediction of centralized maintenance time, the whole train is predicted to be under maintenance, after monitoring for 191000 km. The parameters of each individual wheel are updated, using the monitoring data of the first 191000 km, and the probability density of the RUL of each wheel, under the limit $w$, is obtained, as shown in Figure 9.

Using Section 4 method, a set of expected values of remaining life and the distribution functions of remaining life of each wheel are calculated and demonstrated in Figure 10.

In order to verify the accuracy of the proposed algorithm, the prediction of centralized maintenance mileage under different maintenance thresholds was carried out after being monitored for 191000 km. When the predicted maintenance mileage was reached, the accuracy of the algorithm was judged by comparing the real arrival limit ratio to the set value. For example, $w$ is set to 4 mm; the predicted centralized maintenance mileage is set to 25700 km and 82700 km, while $p$ is set to 40% and 50%, respectively. When the recommended maintenance mileage is reached, the true arrival limit ratio is 38.3% and 48.9%, respectively. Similarly, $w$ can be set to 3.5 mm. The experimental prediction results are as shown in Table 4.

From the results, we can see that when the scheduled maintenance mileage is reached, there is a gap between the true arrival limit ratio and the expected value. And the average error of the four test results is 1.28%. The error
Figure 6: Prediction effect comparison.

Figure 7: The RUL probability density value of one wheel at different mileage.

Figure 8: RUL prediction results. (a) and (b) are the remaining life prediction effects of the two wheels, respectively.
comes from the randomness of wheel wear degradation path. The degradation model obtained from the monitoring data of the first 191000 km may be different from the real degradation path behind. Therefore, there are some differences between the predicted and actual values of remaining life. Such prediction accuracy can meet the requirements for the organization and arrangement of railway freight car maintenance. According to the experimental results, it is evident that by setting thresholds \( w \) and \( p \), the model can better predict the remaining life of CCBM of train wheels.

6. Conclusions

Predicting the time of centralized maintenance of wheels based on the degradation is of great significance for realizing condition-based maintenance of railway freight cars. This paper presents a prediction algorithm for CCBM timing of freight train wheels, based on the nonlinear Wiener process and, more specifically, on the basis of solving the problem of RUL prediction for individual wheels.

In order to solve the problem of fluctuations in the directly collected monitoring data, this paper uses the HP filtering algorithm to extract the trend components in the monitoring data. Using trend components for modeling provides a better fit to the real degradation path. According to the nonlinearity of wheel degradation, a nonlinear Wiener process model is constructed to describe the wheel tread wear, with model parameters that are solved by maximum likelihood estimation method. In order to make the model fit the degradation paths of different individuals better, based on the Bayesian formula, the updating algorithm of model parameters is deduced, and the real-time updating of individual model parameters is realized, providing the PDF of individual RUL. A prediction method of centralized maintenance timing is proposed based on two set thresholds: “maintenance limit” and “the ratio of limit-arriving.” The remaining life of each wheel can be obtained by setting “maintenance limit,” and the predicted mileage for CCBM can be obtained by setting “the ratio of limit-arriving.” The accuracy of the algorithm is verified by using 500-day monitoring data from a 54 fixed group of railway freight cars. According to the test results, it is considered the fact that the prediction accuracy of this algorithm can meet the requirements of application.

The method can be extended to other equipment with multiple parts of the same type and under the same working conditions, to determine the time for centralized maintenance of these parts, reducing thus downtime, increasing operational lifetime, and improving operation efficiency.

Data Availability

The data used to support the findings of this study are available from the corresponding author upon reasonable request.

Conflicts of Interest

The authors declare that there are no conflicts of interest regarding the publication of this paper.

Acknowledgments

This research was supported by the China Energy Project number SHGF-17-56-9.

References

[1] C. Y. Huang, R. Luo, J. Zeng, and C. Y. Song, “Effect of system parameters on tread-hollow wear of high-speed train wheels,” Journal of Traffic and Transportation Engineering, vol. 16, no. 3, pp. 55–62, 2016.
[2] B. Dirks and R. Enblom, “Prediction model for wheel profile wear and rolling contact fatigue,” Wear, vol. 271, no. 1-2, pp. 210–217, 2011.

[3] S. Hossein-Nia, M. S. Sichani, S. Stichel, and C. Casanueva, “Wheel life prediction models—an alternative to the FASTSIM algorithm for RCF,” Vehicle System Dynamics, vol. 56, no. 7, pp. 1051–1071, 2017.

[4] M. Yildirim, X. A. Sun, and N. Z. Gebrael, “Sensor-driven condition-based generator maintenance scheduling-part II: incorporating operations,” IEEE Transactions on Power Systems, vol. 31, no. 6, pp. 4263–4271, 2016.

[5] M. C. A. Olde Keizer, S. D. P. Flapper, and R. H. Teunter, “Condition-based maintenance policies for systems with multiple dependent components: a review,” European Journal of Operational Research, vol. 261, no. 2, pp. 405–420, 2017.

[6] H. Ma, J. Wu, X. Li, and R. Kang, “Condition-based maintenance optimization for multi-component systems under imperfect repair–based on RFAADT model,” IEEE Transactions on Fuzzy Systems, vol. 27, no. 5, pp. 917–927, 2018.

[7] Z.-S. Ye, N. Chen, and Y. Shen, “A new class of Wiener process models for degradation analysis,” Reliability Engineering & System Safety, vol. 139, no. 1, pp. 58–67, 2015.

[8] Z. Q. Wang, C. H. Hu, X. S. Si, J. X. Zhang, and H. Y. Wang, “A new remaining useful life prediction approach for independent component based on the Wiener process and Bayesian estimating paradigm,” in Proceedings of the IEEE 2013 25th Chinese Control and Decision Conference (CCDC), pp. 4808–4812, Guiyang, China, May 2013.

[9] H.-W. Wang, T.-X. Xu, and W.-Y. Wang, “Remaining life prediction based on Wiener processes with ADT prior information,” Quality and Reliability Engineering International, vol. 32, no. 3, pp. 753–765, 2016.

[10] X.-S. Si, W. Wang, C.-H. Hu, D.-H. Zhou, and M. G. Pecht, “Remaining useful life estimation based on a nonlinear diffusion degradation process,” IEEE Transactions on Reliability, vol. 61, no. 1, pp. 50–67, 2012.

[11] Z.-X. Zhang, X.-S. Si, C.-H. Hu, X.-X. Hu, and G.-X. Sun, “An adaptive prognostic approach incorporating inspection influence for deteriorating systems,” IEEE Transactions on Reliability, vol. 68, no. 1, pp. 302–316, 2019.

[12] Y. Peng, Y. Wang, and Y. Zì, “Switching state-space degradation model with recursive filter/smoother for prognostics of remaining useful life,” IEEE Transactions On Industrial Informatics, vol. 15, no. 2, pp. 822–832, 2019.

[13] C. Guo, W. Wang, B. Guo, and X. Si, “A maintenance optimization model for mission-oriented systems based on Wiener degradation,” Reliability Engineering & System Safety, vol. 111, pp. 183–194, 2013.

[14] J. Zhang, X. Huang, Y. Fang, J. Zhou, H. Zhang, and J. Li, “Optimal inspection-based preventive maintenance policy for three-state mechanical components under competing failure modes,” Reliability Engineering & System Safety, vol. 152, pp. 95–103, 2016.

[15] Q. Sun, Z. S. Ye, and N. Chen, “Optimal inspection and replacement policies for multi-unit systems subject to degradation,” IEEE Transactions on Reliability, vol. 67, no. 1, pp. 401–413, 2017.

[16] G. Wei, X. Zhao, S. He, and Z. He, “Reliability modeling with condition-based maintenance for binary-state deteriorating systems considering zoned shock effects,” Computers & Industrial Engineering, vol. 130, pp. 282–297, 2019.

[17] Z. Zhang, X. Si, C. Hu, and Y. Lei, “Degradation data analysis and remaining useful life estimation: a review on Wiener-process-based methods,” European Journal of Operational Research, vol. 271, no. 3, pp. 775–796, 2018.

[18] A. Choudhary, N. Hanif, and J. Iqbal, “On smoothing macroeconomic time series using HP and modified HP filter,” MPRA Paper, vol. 46, no. 19, pp. 2205–2214, 2013.

[19] D. Doorn, “Consequences of Hodrick-Prescott filtering for parameter estimation in a structural model of inventory behavior,” Applied Economics, vol. 38, no. 16, pp. 1863–1875, 2006.

[20] M. Ouahilal, M. E. Mohajir, M. Chahhou, and B. E. E. Mohajir, “Optimizing stock market price prediction using a hybrid approach based on HP filter and support vector regression,” in Proceedings of the 4th IEEE International Colloquium on Information Science and Technology (CIST), pp. 290–294, Tangier, Morocco, October 2016.

[21] F. Poloni and G. Sbrana, “Multivariate trend-cycle extraction with the hodrick-prescott filter,” Macroeconomic Dynamics, vol. 21, no. 6, pp. 1336–1360, 2016.

[22] H. D. Dai, J. Li, B. Jing, and Z. J. Sheng, “Study on degradation modeling and failure distribution based on HP filtering and nonlinear Wiener process,” Chinese Journal of Scientific Instrument, vol. 39, no. 8, pp. 63–71, 2018.

[23] E. Mise, T.-H. Kim, and P. Newbold, “On suboptimality of the Hodrick-Prescott filter at time series endpoints,” Journal of Macroeconomics, vol. 27, no. 1, pp. 53–67, 2005.

[24] M. O. R. H. Uhlig, “On adjusting the hodrick-prescott filter for the frequency of observations,” The Review of Economics & Statistics, vol. 84, no. 2, pp. 371–375, 2002.

[25] C. Y. Peng and S. T. Tseng, “Mis-specification analysis of linear degradation models,” IEEE Transactions on Reliability, vol. 58, no. 3, pp. 444–455, 2009.