Invariant Measures for Stochastic PDE’s in Unbounded Domains
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Abstract
We study stochastically forced semilinear parabolic PDE’s of the Ginzburg-Landau type. The class of forcings considered are white noises in time and colored smooth noises in space. Existence of the dynamics in $L^\infty$, as well as existence of an invariant measure are proven. We also show that the solutions are with high probability analytic in a strip around the real axis and give estimates on the width of that strip.

1 Introduction
We consider the stochastic partial differential equation (SPDE) given by
\begin{equation}
\begin{aligned}
du_\xi(t) &= \Delta u_\xi(t) \, dt + (1 - |u_\xi(t)|^2)u_\xi(t) \, dt + Q \, dW(t), \\
u_\xi(0) &= \xi, \quad \xi \in L^\infty(\mathbb{R}).
\end{aligned}
\tag{SGL}
\end{equation}

In this equation, $dW(t)$ denotes the canonical cylindrical Wiener process on the Hilbert space $L^2(\mathbb{R}, dx)$, \textit{i.e.} we have the formal expression
\[
\mathbb{E}(dW(s, x) \, dW(t, y)) = \delta(s-t)\delta(x-y) \, ds \, dt.
\]

Think for the moment of $u_\xi(t)$ as a distribution on the real line. We will introduce later the space of functions in which (SGL) makes sense. The symbol $Q$ denotes a bounded operator of the type $Qf = \varphi_1 * (\varphi_2 f)$ where $\varphi_1$, the Fourier transform of $\varphi_1$, is some positive $C_0^\infty$ function and $\varphi_2$ is some smooth function that decays sufficiently fast at infinity to be square-integrable. In fact, we will assume for convenience that there are constants $c > 0$ and $\beta > 0$ such that
\[
|\varphi_2(x)| \leq \frac{c}{\langle x \rangle^{1/2+\beta}}, \quad \langle x \rangle \equiv \sqrt{1+x^2}.
\tag{1.1}
\]

The space in which we show the existence of the solutions is $C_u(\mathbb{R})$, the Banach space of complex-valued uniformly continuous functions. The reason of this choice is that we want to work in a
translational invariant space which is big enough to contain the interesting part of the dynamics of
the deterministic part of the equation, \( i.e. \) the three fixed points 0 and \( \pm 1 \), as well as various kinds
of fronts and waves. The meaning of the assumptions on \( \varphi_1 \) and \( \varphi_2 \) is the following.

- The noise does not shake the solution too badly at infinity (in the space variable \( x \)). If it did,
  the solution would not stay in \( L^\infty \).
- The noise is smooth in \( x \) (it is even analytic), so it will not lead to irregular functions in \( x \)-
  space. This assumption is crucial for our existence theorem concerning the invariant measure.

For convenience, we write \((SGL)\) as

\[
du_{\xi}(t) = (Lu_{\xi}(t) + F(u_{\xi}(t))) \, dt + Q \, dW(t) ,
\]

\( L = \Delta - 1 \), \( (F(u))(x) = u(x) + (1 - |u(x)|^2)u(x) \). \( (1.2) \)

This is also to emphasize that our proofs apply in fact to a much larger class of SPDE’s of the form
\((1.2)\). For example, all our results apply to the stochastically perturbed Swift-Hohenberg equation

\[
du_{\xi}(t) = (1 - \Delta)^2u_{\xi}(t) \, dt + (1 - |u_{\xi}(t)|^2)u_{\xi}(t) \, dt + Q \, dW(t) ,
\]

but one has to be more careful in the computations, since one does not know an explicit formula for
the kernel of the linear semigroup. It is also possible to replace the nonlinearity by some slightly
more complicated expression of \( u(t) \).

For any Banach space \( \mathcal{B} \), a \( \mathcal{B} \)-valued stochastic process \( u_{\xi}(t) \) is called a \textit{mild solution} of \((1.2)\)
with initial condition \( \xi \) if it satisfies the associated integral equation

\[
u_{\xi}(t) = e^{Lt}\xi + \int_0^t e^{L(t-s)} F(u_{\xi}(s)) \, ds + \int_0^t e^{L(t-s)} Q \, dW(s) ,
\]

in the sense that every term defines a stochastic process on \( \mathcal{B} \) and that the equality holds almost
surely with respect to the probability measure on the abstract probability space underlying the
Wiener process. The initial condition does not have to belong to \( \mathcal{B} \), provided \( e^{Lt}\xi \in \mathcal{B} \) for all
times \( t > 0 \).

To a Markovian solution, we can associate (under suitable conditions) the \textit{transition semigroup} \( \mathcal{P}_t \) defined on and into the set of bounded Borel functions \( \varphi : \mathcal{B} \rightarrow \mathbb{C} \) by

\[
(\mathcal{P}_t \varphi)(\xi) = \int_{\mathcal{B}} \varphi(\eta) \mathbf{P}(u_{\xi}(t) \in d\eta) . \quad (1.4)
\]

Its dual semigroup \( \mathcal{P}_t^* \) is defined on and into the set of Borel probability measures \( \nu \) on \( \mathcal{B} \) by

\[
(\mathcal{P}_t^* \nu)(\Gamma) = \int_{\mathcal{B}} \mathbf{P}(u_{\xi}(t) \in \Gamma \, \nu(d\xi) , \quad (1.5)
\]

where \( \Gamma \) is a \( \mathcal{B} \)-Borel set. If the existence of the solutions is shown for initial conditions in a larger
Banach space \( \mathcal{B}' \) in which \( \mathcal{B} \) is continuously embedded, \( \mathcal{P}_t^* \) can be extended to a map from the
\( \mathcal{B}' \)-Borel probability measures into the \( \mathcal{B} \)-Borel probability measures.

An \textit{invariant measure} for \((1.2)\) is a probability measure on \( \mathcal{B} \) which is a fixed point for \( \mathcal{P}_t^* \).
If \( \mathcal{T} \) is a weaker topology on \( \mathcal{B} \), we can under appropriate conditions extend \( \mathcal{P}_t^* \) by \((1.5)\) to a
mapping from the \( \mathcal{T} \)-Borel probability measures into themselves. In the case of \( L^\infty(\mathbb{R}) \), we may
for example consider a “weighted topology” \( \mathcal{T}_\rho \) induced by some weighted norm \( \| \varrho \cdot \|_\infty \).
If we take $\varphi_2(x) = 1$, it is known (we refer to [DPZ96] for details) that (1.2) possesses a mild solution in $L^p(\mathbb{R}, g(x) \, dx)$ for a weight function $g$ that decays at infinity. Our choice for $Q$ makes it possible to work in flat spaces, since the noise is damped at infinity. In fact, we will show that, for every initial condition $u_0 \in L^\infty(\mathbb{R})$, (1.2) possesses a mild solution in $C_u(\mathbb{R})$, the space of bounded uniformly continuous functions on $\mathbb{R}$. This leads to slight technical difficulties since neither $L^\infty(\mathbb{R})$ nor $C_u(\mathbb{R})$ are separable Banach spaces, and thus standard existence theorems do not apply.

After proving the existence of the solutions, we will be concerned with their regularity. We prove that with high probability the solution $u_\xi(t)$ of (SGL) for a fixed time is analytic in a strip around the real axis. We will also derive estimates on the width of that strip. These estimates will finally allow to show the existence of an invariant measure for $P_t^*$, provided we equip $C_u(\mathbb{R})$ with a slightly weaker topology. The existence of an invariant measure is not a trivial result since

1. The linear semigroup of (SGL) is not made of compact operators in $C_u(\mathbb{R})$.
2. The deterministic equation is not strictly dissipative, in the sense that there is not a unique fixed point that attracts every solution.
3. The deterministic equation is of the gradient type, but the operator $Q$ is not invertible, so we can not make the a priori guess that the invariant measure is some Gibbs measure.

The results we found in the literature about the existence of invariant measures for infinite-dimensional stochastic differential equations (see e.g. [JLM85, DPZ92a, DPZ96, BKL00] and references therein) usually assume that the converse of either a., b. or c. holds. The main result of this paper is the following.

**Theorem 1.1** There exist slowly decaying weight functions $g$ such that the extension of $P_t^*$ to the $\mathcal{T}_g$-Borel probability measures is well-defined and admits a fixed point.

**Remark 1.2** The hypotheses of this theorem have been made with the following future project in mind. We hope to prove that the measure found in Theorem 1.1 is unique. The basic idea is to apply the methods of [EPR99] to the context of SPDE’s to show uniqueness of the measure by the tools of control theory. In this context, it is interesting if the noise drives the system only in the dissipative range, namely in a finite interval of frequencies which need not contain the unstable modes of the deterministic Ginzburg-Landau equation. In particular, such forces do not have invertible covariances and hence methods such as those found in [DPZ96] do not apply.

This is also the reason why the setting considered in this paper imposes $\hat{\varphi}_1$ to have compact support, although the extension to exponentially decaying functions would have been easy.

The next sections will be organized as follows. In Section 2, we give detailed bounds on the stochastic convolution, i.e. on the evolution of the noise under the action of the semigroup generated by $L$. In Section 3 we then prove the existence of a unique solution for (1.2) and derive an a priori estimate on its amplitude. Section 4 is devoted to the study of the analyticity properties of the solution. In Section 5, we finally show the existence of an invariant measure for the dynamics, i.e. we prove Theorem 1.1 which will be restated as Theorem 5.4. The appendix gives conditions under which one can prove the existence of a global strong solution to a class of semilinear PDE’s in a Banach space.
1.1 Definitions and notations

Consider the sets $A_{\eta}$ of functions that are analytic and uniformly bounded in an open strip of width $2\eta$ centered around the real axis. They are Banach spaces with respect to the norms

$$
\| f \|_{\eta,\infty} \equiv \sup_{z : \| \text{Im} z \| < \eta} | f(z) | .
$$

Fix $T > 0$. We define $B_T$ as the Banach space of functions $f(t,x)$ with $t \in (0,T]$ and $x \in \mathbb{R}$ such that for fixed $t > 0$, $f(t,\cdot)$ is analytic and bounded in the strip $\{ z = x + iy \mid |y| < \sqrt{t} \}$. We equip $B_T$ with the norm

$$
\| f \|_T \equiv \sup_{t \in (0,T]} \| f(t,z) \|_{\sqrt{t},\infty} .
$$

In the sequel we denote by $\| \cdot \|_p$ the norm of $L^p(\mathbb{R},dx)$. For $M$ a metric space and $B$ a Banach space, the symbol $C_b(M,B)$ (resp. $C_u(M,B)$) stands for the Banach space of bounded (uniformly) continuous functions $M \to B$ endowed with the usual sup norm. If $B = C$, it is usually suppressed in the notation. Moreover, the symbol $C$ denotes a constant which is independent of the running parameters and which may change from one line to the other (even inside the same equation).

The symbol $\mathcal{L}(X)$ denotes the probability law of a random variable $X$. The symbol $B(M,r)$ denotes the open ball of radius $r$ centered at the origin of a metric vector space $M$.

2 The Stochastic Convolution

This section is devoted to the detailed study of the properties of the stochastic process obtained by letting the semigroup generated by $L$ act on the noise.

2.1 Basic properties

Let us denote by $(\Omega, \mathcal{F}, \mathbb{P})$ the underlying probability space for the cylindrical Wiener process $dW$, and by $\mathbb{E}$ the expectation in $\Omega$. We define the stochastic convolution

$$
W_L(t,\omega) = \int_0^t e^{L(t-s)}QdW(s,\omega), \quad \omega \in \Omega .
$$

(2.1)

The argument $\omega$ will be suppressed during the major part of the discussion. For a discussion on the definition of the stochastic integral in infinite-dimensional Banach spaces, we refer to [DPZ92b]. Notice that since $\hat{\varphi}_1$ has compact support, we can find a $C_0^\infty$ function $\hat{\psi}$ such that $\hat{\psi}(x) = 1$ for $x \in \text{supp} \hat{\varphi}$. We define $\hat{Q}f = \hat{\psi} \ast f$ and fix a constant $R$ such that

$$
\text{supp} \hat{\varphi} \subset \text{supp} \hat{\psi} \subset \{ x \in \mathbb{R} \mid |x| \leq R \} .
$$

(2.2)

We have of course $\hat{Q}Q = Q$. An important consequence of this property is

**Lemma 2.1** Fix $\eta > 0$ and $\alpha < 1/2$. Then there exists a version of $W_L$ with $\alpha$-Hölder continuous sample paths in $A_{\eta}$. Furthermore, for every $T > 0$, the mapping

$$
W_L^\eta : \Omega \to C_b([0,T], A_{\eta}) , \\
\omega \mapsto W_L(\cdot,\omega) ,
$$

(2.3)

is measurable with respect to the Borel $\sigma$-field generated by the strong topology on $C_b([0,T], A_{\eta})$. 


Remark 2.2 The meaning of the word “version” is that the process constructed here differs from (2.1) only on a set of \( P \)-measure 0. We will in the sequel not make any distinction between both processes.

Proof of Lemma 2.1. We first notice that \( W_L(t) \) has an \( \alpha \)-Hölder continuous version in \( L^2(\mathbb{R}) \). This is a consequence of the fact that the Hilbert-Schmidt norm in \( L^2(\mathbb{R}) \) of \( \exp(Lt)Q \) is bounded by \( e^{-t\|\varphi_1\|_2\|\varphi_2\|_2} \). Since \( L^2(\mathbb{R}) \) is separable, the mapping

\[
W_L : \Omega \to C_b([0, T], L^2(\mathbb{R})) ,
\]

\[
\omega \mapsto W_L(\cdot, \omega),
\]

is measurable [DPZ92b, Prop 3.17]. Since \( L \) and \( \tilde{Q} \) commute, we can write

\[
W_L(t, \omega) = \int_0^t \tilde{Q}^2 e^{L(t-s)} Q dW(s, \omega) = \tilde{Q}^2 W_L(t, \omega),
\]

(2.4)

where we used [DPZ96, Prop. 4.15] to commute the operator and the integral. We will show that \( \tilde{Q} \) is measurable [DPZ92b, Prop 3.17]. Since \( L \) and \( \tilde{Q} \) commute, we can write

\[
W_L(t, \omega) = \int_0^t \tilde{Q}^2 e^{L(t-s)} Q dW(s, \omega) = \tilde{Q}^2 W_L(t, \omega),
\]

(2.4)

where we used [DPZ96, Prop. 4.15] to commute the operator and the integral. We will show that \( \tilde{Q}^2 \) defines a bounded continuous linear operator from \( L^2(\mathbb{R}) \) into \( \mathcal{A}_\eta \). The claim then follows if we define the map \( Q^n_L = \tilde{Q}^2 \circ W_L \), where we denote by \( Q^n_L \) the operator constructed in an obvious way from \( \tilde{Q}^2 \) as a map from \( C_b([0, T], L^2(\mathbb{R})) \) into \( C_b([0, T], \mathcal{A}_\eta) \).

Notice first that if \( f \in L^2(\mathbb{R}) \), we have by the Young inequality \( \tilde{Q}f \in L^\infty(\mathbb{R}) \) and the estimate

\[
\| \tilde{Q}f \|_\infty \leq \| \psi \|_2 | f |_2
\]

holds. Take now \( f \in L^\infty(\mathbb{R}) \). Since \( \tilde{Q} \) maps any measurable function onto an entire analytic function, \( \tilde{Q}f(z) \) has a meaning for every \( z \in \mathbb{C} \). We have for any \( x \in \mathbb{R} \)

\[
| (\tilde{Q}f)(x + i\eta) | = \left| \int_\mathbb{R} \psi(x + i\eta - y) f(y) dy \right| .
\]

By assumption, the Fourier transform of \( \psi \) belongs to \( C^\infty_0 \). We know that such functions enjoy the property – see e.g. [RS80] – that for each \( N > 0 \) there exists a constant \( C_N \) such that

\[
| \psi(x + i\eta) | \leq \frac{C_N e^{R|\eta|}}{(1 + x^2 + \eta^2)^N},
\]

where the constant \( R \) is defined in (2.2). We thus have the estimate

\[
| (\tilde{Q}f)(x + i\eta) | \leq \|f\|_\infty \int_\mathbb{R} | \psi(x + i\eta - y) | dy
\]

\[
\leq C e^{R|\eta|} \|f\|_\infty,
\]

(2.7)

and thus

\[
\| \tilde{Q}f \|_{\mathcal{A}_{\eta}} \leq C e^{R|\eta|} \|f\|_\infty .
\]

(2.8)

Collecting (2.5) and (2.8) proves the claim. \( \square \)

Remark 2.3 As an evident corollary of the proof of the lemma, note that \( W_L(t) \in \mathcal{D}(L) \) for all times \( t \geq 0 \) and that the mapping

\[
W_L : \Omega \to C_b([0, T], \mathcal{D}(L)) ,
\]

\[
\omega \mapsto W_L(\cdot, \omega),
\]

(2.9)

has the same properties as the mapping \( W^n_L \) if we equip \( \mathcal{D}(L) \) with the graph norm. In particular, \( W_L \) has almost surely \( \alpha \)-Hölder continuous sample paths in \( \mathcal{D}(L) \).
We will now give more precise bounds on the magnitude of the process $W_L$. Our main tool will be the so-called “factorization formula” which will allow to get uniform bounds over some finite time interval.

### 2.2 Factorization of the stochastic convolution

We define, for $\delta \in (0, 1/2)$,

$$Y_{L,\delta}(t) = \int_0^t (t - s)^{-\delta} e^{L(t-s)} Q dW(s),$$

$$(G_\delta \Psi)(t) = \int_0^t (t - s)^{\delta-1} e^{L(t-s)} \Psi(s) ds.$$  

Notice that we can show by the same arguments as in Lemma 2.1 that the process $Y_{L,\delta}(t)$ has a version which takes values in $A_{\eta}$. Thus, in particular the expression $Y_{L,\delta}(t,x)$ is a well-defined complex-valued random variable. A corollary of the stochastic Fubini theorem (sometimes referred to as the “factorization formula” [DPZ92b]) shows that

$$W_L(t) = \frac{\sin \pi \delta}{\pi} (G_\delta Y_{L,\delta})(t).$$  

(2.10)

Before we start to estimate $\|W_L(t)\|_\infty$, we state without proof the following trivial consequence of the Young inequality:

**Lemma 2.4** Denote by $g_t$ the heat kernel and choose $p > 1$. Then there exists a constant $c$ depending on $p$ such that

$$\|g_t * f\|_\infty \leq c t^{-1/(2p)} \|f\|_p,$$

holds for every $f \in L^p(\mathbb{R})$.

We have, using (2.10), Lemma 2.4, and the Hölder inequality,

$$\|W_L(t)\|_\infty \leq C \int_0^t (t - s)^{\delta-1/2} \|g_{t-s} * Y_{L,\delta}(s)\|_\infty ds$$

$$\leq C \int_0^t (t - s)^{\delta-1/(2p)} \|Y_{L,\delta}(s)\|_p ds$$

$$\leq C \left( \int_0^t (t - s)^{q(\delta-1-(1/(2p))} ds \right)^{1/q} \left( \int_0^t \|Y_{L,\delta}(s)\|_p^p ds \right)^{1/p},$$

where $q$ is chosen such that $p^{-1} + q^{-1} = 1$. It is easy to check that the first integral converges when

$$p > \frac{3}{2\delta}.$$  

(2.12)

In that case, we have

$$\|W_L(t)\|_p^p \leq C t^\gamma \int_0^t \|Y_{L,\delta}(s)\|_p^p ds, \quad \gamma = p\delta - \frac{3}{2}.$$  

(2.13)

So it remains to estimate $\|Y_{L,\delta}(t)\|_p$. 
2.3 Estimate on the process $Y_{L,\delta}(t)$

This subsection is devoted to the proof of the following lemma.

**Lemma 2.5** Let $Y_{L,\delta}$ be as above and choose $p \geq 2$ and $\delta \in (0, 1/2)$. There exists a constant $c$ depending on $\delta$, $p$, $\varphi_1$ and $\varphi_2$ but independent of $t$ such that $E\|Y_{L,\delta}(t)\|_p^p \leq c$.

Remember that the convolution of two decaying functions decays like the one that decays slower at infinity:

**Lemma 2.6** Let $f$ and $g$ be two positive even functions which are integrable and monotone decreasing between $0$ and $\infty$. Then the estimate

$$|(f * g)(x)| \leq |f(x/2)| \|g\|_1 + |g(x/2)| \|f\|_1$$

holds.

**Proof.** Assume $x \geq 0$ (the case $x < 0$ can be treated in a similar way) and define $I_x = (x/2, 3x/2)$. We can decompose the convolution as

$$|(f * g)(x)| \leq \int_{I_x} |f(y-x)g(y)| \, dy + \int_{\mathbb{R}\setminus I_x} |f(y-x)g(y)| \, dy$$

$$\leq |g(x/2)| \int_{\mathbb{R}} |f(y)| \, dy + |f(x/2)| \int_{\mathbb{R}} |g(y)| \, dy ,$$

which proves the assertion. \qed

**Proof of Lemma 2.5.** We use the formal expansion

$$dW(x,t) = \sum_{j=1}^{\infty} e_j(x) \, dw_j(t) ,$$

where the $e_i$ form an orthonormal basis of $L^2(\mathbb{R}, dx)$ (say the eigenfunctions of the harmonic oscillator) and the $dw_i$ are independent Wiener increments. We also denote by $T_x$ the translation operator $(T_x f)(y) = f(y-x)$. We then have

$$E\|Y_{L,\delta}(t, x)\|^2 = E \left| \int_0^t \sum_{j=1}^{\infty} (t-s)^{-\delta} e^{-(t-s)} (g_{t-s} * \varphi_1 * (\varphi_2 e_j))(x) \, dw_j(s) \right|^2$$

$$= \int_0^t \sum_{j=1}^{\infty} (t-s)^{-2\delta} e^{-2(t-s)} \| (g_{t-s} * \varphi_1 * (\varphi_2 e_j))(x) \|^2 \, ds$$

$$= \int_0^t (t-s)^{-2\delta} e^{-2(t-s)} \sum_{j=1}^{\infty} \langle \varphi_2 T_x (g_{t-s} * \varphi_1), e_j \rangle^2 \, ds$$

$$= \int_0^t s^{-2\delta} e^{-2s} \| \varphi_2 T_x (g_s * \varphi_1) \|^2 \, ds .$$

An explicit computation shows the equality

$$\| \varphi_2 T_x (g_s * \varphi_1) \|^2 = (\varphi_2^2 * (g_s * \varphi_1)^2)(x) .$$
Using Lemma 2.6, the fact that $\varphi_1(x) \leq C_N \langle x \rangle^{-N}$ for every $N$, and the well-known inequality $|g_s * \varphi_1(x)| \leq \|\varphi_1\|_\infty$, we get the estimate

$$(g_s * \varphi_1)^2(x) \leq C \left( \frac{e^{-x^2/(16s)}}{\langle s \rangle} + \frac{1}{\langle x \rangle^N} \right).$$

Using again Lemma 2.6 and (1.1), we get

$$\|\varphi_2 T_x (g_s * \varphi_1)\|_2^2 \leq C \left( \frac{e^{-x^2/(64s)}}{\langle s \rangle} + \frac{1}{\langle x \rangle^{1+2\beta}} \right).$$

It is now an easy exercise to show that

$$\sup_{s > 0} \|\varphi_2 T_x (g_s * \varphi_1)\|_2^2 \leq C \left( \frac{1}{\langle x \rangle^{2}} + \frac{1}{\langle x \rangle^{1+2\beta}} \right).$$

Defining $\beta' = \min\{1/2, \beta\}$, and using $\|x\| \geq 1$, we have

$$\mathbb{E}|Y_{L,\delta}(t, x)|^2 \leq C \langle x \rangle^{-1-2\beta'} \int_0^t s^{-2\delta} e^{-2s} \, ds \leq C \langle x \rangle^{-1-2\beta'}.$$

Since $Y_{L,\delta}(t, x)$ is a Gaussian random variable, this implies, for $p \geq 2$

$$\mathbb{E}\|Y_{L,\delta}(t)\|_p^p = \int_\mathbb{R} \mathbb{E}|Y_{L,\delta}(t, x)|^p \, dx \leq C \int_\mathbb{R} (\mathbb{E}|Y_{L,\delta}(t, x)|^2)^{p/2} \, dx \leq C \int_\mathbb{R} \frac{1}{\langle x \rangle^{p/2+\beta'p}} \, dx \leq C.$$  \hspace{1cm} (2.14)

This proves the assertion. \hfill \Box

As a corollary of Lemma 2.5, we have the following estimate on the process $W_L(t)$.

**Corollary 2.7** For any $p \geq 2$, there is a constant $C > 0$ such that $\mathbb{E}\|W_L(t)\|_\infty^p \leq C$ for all times $t \geq 0$.

**Proof.** Using again the equality $W_L(t) = \tilde{Q} W_L(t)$, we notice that it is enough to have an estimate on $\mathbb{E}\|W_L(t)\|_p^p$. This can be done by retracing the proof of Lemma 2.5 with $\delta$ replaced by 0. \hfill \Box

We have now collected all the necessary tools to obtain the main result of this section.

**Theorem 2.8** For every $\epsilon > 0$, there are constants $C, R > 0$ depending only on the choices of $\varphi_1$, $\varphi_2$ and $\epsilon$ such that the estimate

$$\mathbb{E}\|W_L\|_T \leq C e^{RT T^{1/2-\epsilon}}$$

holds. \hfill \Box
Proof. The estimate
\[ \|W_L\|_T \leq C e^{RT} \sup_{t \in [0,T]} \|W_L(t)\|_\infty, \] holds as a consequence of Eqs. (2.6) and (2.8). We thus need an estimate on \( \|W_L(t)\|_\infty \) which is uniform on some time interval. This is achieved by combining Lemma 2.5 with Eq. (2.13). Let us first choose a constant \( \delta > 1/2 \), but very close to \( 1/2 \) and then a (big) constant \( p \) such that \( p > \max\{2,3/(2\delta)\} \). Since \( \sup_{t \in [0,T]} \|W_L(t)\|_\infty \) is a positive random variable, we have
\[ E\left( \sup_{t \in [0,T]} \|W_L(t)\|_\infty \right) \leq C \left( E(\sup_{t \in [0,T]} \|W_L(t)\|_\infty^p) \right)^{1/p} \]
\[ = C \left( E(\sup_{t \in [0,T]} \|W_L(t)\|_\infty^p) \right)^{1/p} \]
\[ \leq C \left( T^\gamma \int_0^T E[\|Y_{L,\delta}(s)\|_p^p] ds \right)^{1/p} \]
\[ \leq CT^{(\gamma+1)/p} \leq CT^{\delta-1/(2p)}. \] (2.16)
The exponent \( \delta - 1/(2p) \) can be brought arbitrarily close to \( 1/2 \). This, together with the previous estimate (2.15), proves the claim. \( \square \)

We have now the necessary tools to prove the existence of a unique solution to the SPDE (1.2).

3 Existence of the Solutions

Throughout this section, we denote by \( \mathcal{B} \) the Banach space \( C_u(\mathbb{R}) \) of bounded uniformly continuous complex-valued functions on the real line endowed with the norm \( \| \cdot \|_\infty \). The reason why we can not use a standard existence theorem is that \( \mathcal{B} \) is not separable. Nevertheless, the outline of our proof is quite similar to the proofs one can find in [DPZ92b]. The technique is to solve (1.2) pathwise and then to show that the result yields a well-defined stochastic process on \( \mathcal{B} \) which is a mild solution to the considered problem. In order to prepare the existence proof for solutions of (1.2), we study the dynamics of the deterministic equation
\[ \dot{X}_\xi(W, t) = L X_\xi(W, t) + F(X_\xi(W, t) + W(t)), \quad X_\xi(W, 0) = \xi. \] (3.1)
In this equation, \( \xi \in L^\infty(\mathbb{R}) \) is an arbitrary initial condition and \( W \in C_b([0, T], \mathcal{A}_\eta) \) is an arbitrary noise function with \( W(0) = 0 \) and \( \eta > 0 \) fixed. For the moment, we choose an arbitrary time \( T > 0 \) and study the solutions up to time \( T \). The reason why we study (3.1) is that if \( X_\xi \) is a solution of (3.1), then \( Y_\xi(t) = X_\xi(t) + W(t) \) is a solution of
\[ \dot{Y}_\xi(t) = L Y_\xi(t) + F(Y_\xi(t)) + \dot{W}(t), \quad Y_\xi(0) = \xi, \]
provided \( W : [0, T] \to \mathcal{A}_\eta \) is a differentiable function. Because of the dissipativity of \( F \), we will show that (3.1) possesses a unique bounded and continuous solution in \( \mathcal{B} \) for all times \( t \in (0, T] \).
Consider the map
\[ S^T_{\xi} : C_b([0, T], \mathcal{A}_\eta) \to C_b((0, T], \mathcal{B}), \]
\[ W(\cdot) \quad \mapsto \quad X_\xi(W(\cdot)), \]
that associates to every noise function \( W \) and every initial condition \( \xi \in L^\infty(\mathbb{R}) \) the solution of (3.1). (We do not show explicitly the value of \( \eta \) in the notations, since the map \( S^T_{\xi} \) is in an obvious sense independent of \( \eta \).) We have the following result.
Lemma 3.1 The map \( (\xi, W) \mapsto S^T_\xi (W) \) is locally Lipschitz continuous in both arguments. Furthermore, the estimates

\[
\|S^T_\xi (W)\| \leq \max\{\|\xi\|_\infty, C(1 + \|W\|^3)\}, \tag{3.2a}
\]

\[
\|S^T_\xi (W) - S^T_\xi (W)\| \leq e^T\|\xi - \zeta\|_\infty, \tag{3.2b}
\]

hold.

Proof. The proof relies on the results of Appendix A. As a first step, we verify that the assumptions of Theorem A.2 are satisfied with \( F_t(x) = F(x + W(t)) \). It is well-known [Lun95] that \( A_1 \) is satisfied for the Laplacean and thus for \( L \). Using the easy-to-check inequality

\[
|(a - b) + \alpha (a|a|^2 - b|b|^2)| \geq |a - b| \left( 1 + \alpha \frac{|a|^2 + |b|^2}{2} \right),
\]

which holds for any \( a, b \in \mathbb{C} \) and \( \alpha \geq 0 \), it is also straightforward to check that the mapping \( L + F_t \) is \( \kappa \)-quasi dissipative for all times with \( \kappa = 1 \) and therefore \( A_2 \) holds. Assumption \( A_3 \) can be checked in a similar way. To check \( A_4 \), notice that by Cauchy’s integral representation theorem, \( \mathcal{N} \subset \mathcal{D}(L) \), and so \( F_t \) maps \( \mathcal{D}(L) \) into itself. Furthermore, it is easy to check the inequality

\[
\|\partial_x v\|_\infty^2 \leq C\|v\|_\infty\|\partial^2_x v\|_\infty, \quad v \in \mathcal{D}(L). \tag{3.3}
\]

We leave it to the reader to verify, with the help of (3.3), that \( A_4 \) is indeed satisfied. It is clear by the continuity of \( W(\cdot) \) that \( A_5 \) holds as well, so we are allowed to use Theorem A.2.

We will show that (3.2) holds for arbitrary initial conditions in \( \mathcal{D}(L) \). To show that they also hold for arbitrary initial conditions in \( L^\infty(\mathbb{R}) \), we can apply arguments similar to what is done at the end of the proof of Theorem A.2.

Until the end of the proof, we will always omit the subscript \( \infty \) in the norms. Denote by \( X(t) \) the solution of (3.1). Since \( X(t) \) is strongly differentiable by Theorem A.2, the left lower Dini derivative \( D_-\|X(t)\| \) satisfies by (A.2)

\[
D_-\|X(t)\| \leq \liminf_{h \to 0^+} h^{-1}(\|X(t)\| - \|X(t) - hLX(t) - hF_t(X(t))\|)
\leq -\|X(t)\| + C(1 + \|W(t)\|^3), \tag{3.4}
\]

where the last inequality is easily obtained by inspection, absorbing the linear instability into the strongly dissipative term \( -X(t)|X(t) + W(t)|^2 \). The estimate (3.2a) follows immediately from a standard theorem about differential inequalities [Wal64].

Inequality (3.2b) is an immediate consequence of Theorem A.2.

It remains to show that \( S^T_\xi (W) \) is a locally Lipschitz continuous function of \( W \). We call \( X(t) \) and \( \tilde{X}(t) \) the solutions of (3.1) with noise functions \( W \) and \( \tilde{V} \) respectively. We also denote by \( F^W_t \) and \( F^\tilde{V}_t \) the corresponding nonlinearities. In a similar way as above, we obtain the inequality

\[
D_-\|X(t) - \tilde{X}(t)\| \leq \|X(t) - \tilde{X}(t)\| + \frac{\|(F^W_t - F^\tilde{V}_t)(X(t))\|}{2}
+ \frac{\|(F^W_t - F^\tilde{V}_t)(\tilde{X}(t))\|}{2}.
\]

The claim now follows from the estimate

\[
\|(F^W_t - F^\tilde{V}_t)(x)\| \leq C\|W - \tilde{V}\|(1 + \|x\|^2 + \|W\|^2 + \|\tilde{V}\|^2),
\]

and from the \textit{a priori} estimate (3.2a) on the norms of \( X(t) \) and \( \tilde{X}(t) \). \qed
Before we state the existence theorem, let us define the following.

**Definition 3.2** A transition semigroup $P_t$ on a Banach space $\mathcal{B}$ has the weak Feller property if $P_t\varphi \in C_u(\mathcal{B})$ for every $\varphi \in C_u(\mathcal{B})$.

**Theorem 3.3** For every initial condition in $L^\infty(\mathbb{R})$, the SPDE defined by (SGL) possesses a unique continuous mild solution in $\mathcal{B}$ for all times. The solution is Markov, its transition semigroup is well-defined and weak Feller and its sample paths are almost surely $\alpha$-Hölder continuous for every $\alpha < 1/2$.

**Proof.** The main work for the proof was done in Lemma 3.1. Recall the definition (2.3) of the mapping $\mathcal{W}_\eta$ that associates to every element of $\Omega$ a continuous noise function in $\mathcal{A}_\eta$. Since $\mathcal{A}_\eta$ is continuously embedded in $\mathcal{B}$, we can define the random variable $u^T_{\xi}: \Omega \to C_b((0,T],\mathcal{B}), \omega \mapsto (S^T_{\xi} \circ W^\eta_L)(\omega) + W^\eta_L(\omega),$ for some $\eta > 0$ and some $T > 0$. This allows to define the stochastic process $u_{\xi}(t): \Omega \to \mathcal{B}, \omega \mapsto (u^T_{\xi}(\omega))(t),$ for some $T > t$. It is clear by the uniqueness of the solutions to the deterministic equation (3.1) that this expression is well-defined, i.e. does not depend on the particular choice of $T$. It is also independent of the choice of $\eta$. Since $W^\eta_L$ is measurable and $S^T_{\xi}$ is continuous, $u_{\xi}$ is a well-defined stochastic process with values in $\mathcal{B}$. It is immediate from the definitions of $W^\eta_L$ and $S^T_{\xi}$ that $u_{\xi}$ is indeed a mild solution to (SGL). The Markov property follows from the construction and the Markov property of $W_L$.

To show that the transition semigroup is well-defined, it suffices by Fubini’s theorem to show that the function $P_{\xi,t}(\Gamma) = \mathbf{P}(u_{\xi}(t) \in \Gamma) = \int_{\Omega} \chi_\Gamma(u_{\xi}(t,\omega)) \mathbf{P}(d\omega),$ is measurable as a function of $\xi$ for every $\mathcal{B}$-Borel set $\Gamma$ and every $t \geq 0$. This is (again by Fubini’s theorem) an immediate consequence of the measurability of $W_L$ and the joint continuity of $S^T_{\xi}(W)$.

The weak Feller property is an immediate consequence of (3.2b), since $|P_t\varphi(\xi) - (P_t\varphi)(\zeta)| \leq \int_{\Omega} |\varphi(u_{\xi}(t,\omega)) - \varphi(u_{\xi}(t,\omega))| \mathbf{P}(d\omega).$

Now choose $\varepsilon > 0$. Since $\varphi \in C_u(\mathcal{B})$, there exists $\delta > 0$ such that $|\varphi(x) - \varphi(y)| < \varepsilon$ for $\|x-y\| < \delta$. It suffices to choose $\xi$ close enough to $\zeta$ such that $\|u_{\xi}(t,\omega) - u_{\xi}(t,\omega)\| \leq e^t\|\xi - \zeta\| < \delta$ holds.

The $\alpha$-Hölder continuity of the sample paths is a consequence of the strong differentiability (and thus local Lipschitz continuity) of the solutions of (3.1) and of the almost sure $\alpha$-Hölder continuity of the sample paths of $W_L$. \hfill $\Box$

We now show that the solution of (1.2) not only exists in $C_b(\mathbb{R})$ but also stays bounded in probability. In fact we have
Lemma 3.4 Let \( u_\xi(t) \) be the solution of (1.2) constructed above with \( \xi \in L^\infty(\mathbb{R}) \). There exist a time \( T^* > 0 \) depending on \( \xi \) and a constant \( C > 0 \) such that \( \mathbb{E}\|u(t)\|_\infty \leq C \) for every time \( t > T^* \).

Proof. From (3.4), we obtain the estimate

\[
\|u(t) - W_L(t)\|_\infty \leq e^{-t}\|\xi\|_\infty + C \int_0^t e^{-(t-s)}(1 + \|W_L(s)\|_\infty)^3 ds.
\]

This yields immediately

\[
\sup_{t > T} \mathbb{E}\|u(t)\|_\infty \leq e^{-T}\|\xi\|_\infty + C \sup_{s > 0} \mathbb{E}(1 + \|W_L(s)\|_\infty + \|W_L(s)\|_\infty^3).
\]

The claim follows now easily from Corollary 2.7.

4 Analyticity of the Solutions

Our first step towards the existence proof for an invariant measure consists in proving that the solution of (SGL) constructed in Section 3 lies for all times in some suitable space of analytic functions. More precisely, we show that there is a (small) time \( T \) such that the solution of (SGL) up to time \( T \) belongs to \( B_T \). (Recall the definition of \( B_T \) given in Subsection 1.1.) The proof is inspired by that of [Col94] for the deterministic case, making use of the estimates of the preceding sections, in particular of Theorem 2.8.

We split the evolution into a linear part and the remaining nonlinearity. Recall the definitions

\[
L = \Delta - 1 \quad \text{and} \quad F(u)(x) = u(x)(2 - |u(x)|^2).
\]

Throughout this section, we assume that \( u(t) \) is a stochastic process solving (SGL) in the mild sense, i.e. there exists a \( \xi \in L^\infty(\mathbb{R}) \) such that \( u(t) \) satisfies (1.3). Such a process exists and is unique (given \( \xi \)) by Theorem 3.3.

For given functions \( g \in L^\infty(\mathbb{R}) \) and \( h \in B_T \), we define the map \( M_{g,h} : B_T \to B_T \) as

\[
(M_{g,h}(f))(t) = h(t) + e^{Lt}g + \int_0^t e^{L\tau}F(f(t - \tau))d\tau \\
\equiv h(t) + (Lg)(t) + (N_f)(t).
\]

Until the end of this proof, we write \( \| \cdot \| \) instead of \( \| \cdot \|_T \). It is possible to show – see [Col94] – that \( M_{g,h} \) is always well-defined on \( B_T \) and that there are constants \( k_1, k_2, k_3 \) such that

\[
\|Lg\| \leq k_1\|g\|_\infty, \\
\|N_f\| \leq k_2\|f\|_3, \\
\|M_{g,h}f_1 - M_{g,h}f_2\| \leq k_3T(1 + \|f_1\| + \|f_2\|)^2\|f_1 - f_2\|.
\]

We now show that \( u(t) \in \mathcal{A}_\eta \) with high probability for some \( \eta > 0 \). The precise statement of the result is

**Theorem 4.1** For any \( \varepsilon > 0 \) there are constants \( \eta, \tilde{T}, C > 0 \) such that \( \mathbb{P}(u(t) \in B(\mathcal{A}_\eta, C)) > 1 - \varepsilon \) for every time \( t > \tilde{T} \).
Proof. We fix $\tilde{T}$ bigger than the value $T^*$ we found in Lemma 3.4, say $\tilde{T} = T^* + 1$. We also fix some time $T < 1$ to be chosen later and we choose an arbitrary time $t > \tilde{T}$. We show that with high probability, the solution $u(t - T + \cdot)$ belongs to $\mathcal{B}_T$. To begin, we take $g = u(t - T)$ and, for $s > 0$, we define

$$h(s) = \int_{t - T}^{t - T + s} e^{L(t - T + s - \cdot)} Q dW(\cdot).$$

Since the Wiener increments are identically distributed independent random variables, it is clear that $L(h(s)) = L(W_L(s))$. In particular, Theorem 2.8 ensures the existence of a constant $C_1$ such that $E\|h\| \leq C_1$. By Lemma 3.4, there exists another constant $C_2$ such that $E\|g\|_\infty < C_2$.

Since the solution is Markovian, $g$ and $h$ are independent random variables and we have

$$P\left(\|g\|_\infty < \frac{2C_2}{\varepsilon}, \|h\| < \frac{2C_1}{\varepsilon}\right) > 1 - \varepsilon.$$

From now on we assume that the above event is satisfied. Thus there is a constant $C_3 \approx O(1/\varepsilon)$ such that

$$\|M_{g,h}f\| \leq C_3 + k_2 T\|f\|^3.$$

If we impose now $T < 1/(8k_2 C_3^2)$, we see that $M_{g,h}$ maps the ball of radius $2C_3$ centered at 0 into itself. If we also impose the condition

$$T < \frac{1}{k_3(1 + 4C_3)^2},$$

we see that $M_{g,h}$ is a contraction on that ball. This, together with the uniqueness of the solutions of (SGL), proves the claim. It moreover shows that the width $\eta$ of analyticity behaves asymptotically like $\eta \approx O(\varepsilon).$

The above theorem tells us the probability for the solution to be analytic in a strip at a fixed time. Another property of interest is the behavior of the individual sample paths. We will show that any given sample path is always analytic with probability 1. Recall that $\mathcal{F}$ denotes the $\sigma$-field of the probability space underlying the cylindrical Wiener process.

**Proposition 4.2** There is an event $\Gamma \in \mathcal{F}$ with $P(\Gamma) = 1$ such that for every $\xi \in L^\infty(\mathbb{R})$, every $\omega \in \Gamma$, and every positive time $t > 0$, there exists a strictly positive value $\eta(t) > 0$ such that $u_\xi(t, \cdot, \omega) \in \mathcal{A}_\eta$.

**Proof.** Define for each integer $n$ the set $\Gamma_n$ as

$$\Gamma_n = \{w \in \Omega \mid W_L(\cdot, w) \in C([0, n], \mathcal{A}_n)\}.$$

We have $P(\Gamma_n) = 1$ for all $n$ by Lemma 2.1. By $\sigma$-completeness, $\Gamma = \bigcap_{n>0} \Gamma_n$ belongs to $\mathcal{F}$ and $P(\Gamma) = 1$. We claim that $\Gamma$ is the right event.

By the construction of $\Gamma$, the sample paths $u_\xi(\cdot, \omega)$ and $W_L(\cdot, \omega)$ are continuous and thus bounded on every finite time interval. Furthermore, $W_L(t, \omega) \in \mathcal{A}_\eta$ for every time and every positive $\eta$. The claim now follows easily from the proof of Theorem 4.1. □
5 Existence of an Invariant Measure

We can now turn to the proof of Theorem 1.1. We first define the set of weight functions \( \mathcal{W} \) as the set of all functions \( \varrho : \mathbb{R} \to \mathbb{R} \) which satisfy

\[\text{a. The function } \varrho(x) \text{ is bounded, two times continuously differentiable and strictly positive.}\]

\[\text{b. For every } \varepsilon > 0 \text{ there exists } x_\varepsilon > 0 \text{ such that } |\varrho(x)| \leq \varepsilon \text{ if } |x| \geq x_\varepsilon.\]

\[\text{c. There exist constants } c_1 \text{ and } c_2 \text{ such that}\]

\[\left| \frac{\partial_x \varrho(x)}{\varrho(x)} \right| \leq c_1 \quad \text{and} \quad \left| \frac{\partial^2_x \varrho(x)}{\varrho(x)} \right| \leq c_2, \quad (5.1)\]

for all \( x \in \mathbb{R} \).

Remark 5.1 The meaning of the expression “slowly decaying” used in Theorem 1.1 becomes clear from the following statement, the verification of which we leave to the reader. For every strictly positive decreasing sequence \( \{x_n\}_{n=0}^\infty \) satisfying \( \lim_{n \to \infty} x_n = 0 \) and such that \( x_n/x_{n+1} \) remains bounded, it is possible to construct a function \( \varrho \in \mathcal{W} \) such that \( \varrho(n) = x_{|n|} \) for every \( n \in \mathbb{Z} \). In particular, \( x_n \) may decay as slowly as \( 1/\log(\log(\ldots \log(C+n) \ldots)) \), but is not allowed to decay faster than exponentially.

For every \( \varrho \in \mathcal{W} \), we define the weighted norm

\[\| f \|_\varrho = \| \varrho f \|_\infty.\]

We can now consider the topological vector space \( \mathcal{B}_{\varrho} \) which is equal as a set to \( \mathcal{B} = C_u(\mathbb{R}) \), but endowed with the (slightly weaker) topology induced by the norm \( \| \cdot \|_\varrho \). The space \( \mathcal{B}_{\varrho} \) is a metric space, but it is neither complete nor separable. Since the topology of \( \mathcal{B}_{\varrho} \) is weaker than that of the original space \( \mathcal{B} \), every \( \mathcal{B}_{\varrho} \)-Borel set is also a \( \mathcal{B} \)-Borel set and every probability measure on \( \mathcal{B} \) can be restricted to a probability measure on \( \mathcal{B}_{\varrho} \). Let us show that we can define consistently a transition semigroup \( \mathcal{P}_{t,\varrho}^* \) acting on and into the set of \( \mathcal{B}_{\varrho} \)-Borel probability measures. We have

**Proposition 5.2** For every \( \varrho \in \mathcal{W} \), the transition semigroup \( \mathcal{P}_{t}^* \) associated to (SGL) can be extended to a transition semigroup \( \mathcal{P}_{t,\varrho}^* \) such that (1.5) holds for every \( \mathcal{B}_{\varrho} \)-Borel set \( \Gamma \). Furthermore, the transition semigroup \( \mathcal{P}_{t,\varrho}^* \) is weak Feller.

In order to prove this proposition, we will show the Lipschitz continuous dependence of the solutions on the initial conditions in the new topology. For this, we need (see Appendix A for the definition of a dissipative mapping in a Banach space):

**Lemma 5.3** The operator \( \Delta \) is quasi dissipative with respect to the norm \( \| \cdot \|_\varrho \).

**Proof.** We have the equality

\[\varrho \Delta u = \Delta(\varrho u) - \frac{\Delta \varrho}{\varrho}(\varrho u) + 2 \nabla \varrho(\varrho u) - 2 \left| \frac{\nabla \varrho}{\varrho} \right|^2(\varrho u).\]

The claim follows from (5.1) and the fact that \( \Delta \) and \( \nabla \) are dissipative operators with respect to \( \| \cdot \|_\infty \). \(\blacksquare\)
Proof of Proposition 5.2. Using Lemma 5.3, it is easy to check that the operator $L + F_t$ is, for all times and for a $\kappa \in \mathbb{R}$, $\kappa$-quasi dissipative with respect to the norm $\| \cdot \|_\varrho$. This yields as in Lemma 3.1 the estimate
\[ \| S^T_\xi (W) - S^T_\eta (W) \|_\varrho \leq e^{\kappa T} \| \xi - \eta \|_\varrho . \]
Using this estimate, we can retrace the arguments exposed in the proof of Theorem 3.3 to show that $\mathcal{P}_{t, \varrho}$ is well-defined and weak Feller. \hfill \Box

This construction is reminiscent of what was done in [MS95, FLS96] to construct an attractor for the deterministic case. They also introduce a weighted topology on $L^\infty (\mathbb{R})$ to overcome the fact that the attractor of the deterministic Ginzburg-Landau equation is not compact. Our result is the following.

**Theorem 5.4** For every $\varrho \in \mathcal{W}$, there exists a $\mathcal{B}_\varrho$-Borel probability measure $\mu_\varrho$ which is invariant for the transition semigroup $\mathcal{P}_{\varrho, t}$.

The proof follows from a standard tightness argument. The main point is to notice that the unit ball of $\mathcal{A}_\varrho$ is compact in $\mathcal{B}_\varrho$ for any weight function $\varrho \in \mathcal{W}$. We formulate this as a lemma.

**Lemma 5.5** The unit ball of $\mathcal{A}_\varrho$ is a compact subset of $\mathcal{B}_\varrho$ for every $\varrho \in \mathcal{W}$.

**Proof.** Since $\mathcal{B}_\varrho$ is a metric space, compact sets coincide with sequentially compact sets [Köt83]. We use the latter characterization. Choose a sequence $\mathcal{F} = \{ f_n \}_{n=1}^\infty$ of functions in $\mathcal{A}_\varrho$ with $\| f_n \|_{\varrho, \infty} \leq 1$ for all $n$. It is a standard theorem of complex analysis [Die68] that if $\mathcal{D} \subset \mathbb{C}$ is open and $\mathcal{F}$ is a family of analytic functions uniformly bounded on $\mathcal{D}$, then for every compact domain $\mathcal{K} \subset \mathcal{D}$ there is a subsequence of $\mathcal{F}$ that converges uniformly on $\mathcal{K}$ to an analytic limit.

We define the subsequences $\mathcal{F}_n$ inductively by the following construction. First we choose $\mathcal{F}_{-1} = \mathcal{F}$. Then we consider the compact sets $\mathcal{D}_n = [-n, n]$ and we define $\mathcal{F}_n$ as a subsequence of $\mathcal{F}_{n-1}$ that converges uniformly on $\mathcal{D}_n$. Call $\hat{f}_n$ the resulting limit function on $\mathcal{D}_n$. We now define a global limit function $\hat{f}_\infty$ by $\hat{f}_\infty (x) = \hat{f}_n (x)$ if $x \in \mathcal{D}_n$. This procedure is well-defined since different $\hat{f}_n$ must by construction coincide on the intersection of their domains.

It remains now to exhibit a subsequence of $\mathcal{F}$ that converges to $\hat{f}_\infty$ in the topology of $\mathcal{B}_\varrho$. For every $n \geq 1$, choose $g_n \in \mathcal{F}_n$ such that $| g_n (z) - f_n (z) | < 1/n$ for $z \in \mathcal{D}_n$. The $g_n$ form a subsequence of $\mathcal{F}$. We have moreover
\[ \| g_n - \hat{f}_\infty \|_\varrho \leq \| g_n - \hat{f}_N \|_\varrho + \| \hat{f}_N - \hat{f}_\infty \|_\varrho \leq \frac{\| \varrho \|_\infty}{N} + 4 \sup_{|z| \geq N} | \varrho (x) | . \]

By hypotheses $a.$ and $b.$ on $\varrho$, this expression tends to 0 as $N$ tends to $\infty$. \hfill \Box

**Remark 5.6** By the compatibility of the various topologies with the linear structures, every bounded closed subset of $\mathcal{A}_\varrho$ is compact as a subset of $\mathcal{B}_\varrho$.

**Proof of Theorem 5.4.** We choose an initial condition $\xi \in L^\infty (\mathbb{R})$ and consider the family of $\mathcal{B}_\varrho$-Borel probability measures given by
\[ \mu_t = \frac{1}{t} \int_0^t \mathcal{P}_{\varrho, \xi} (\delta \eta) \, dt . \]
Fix now an arbitrary \( \varepsilon > 0 \). By Theorem 4.1 there exist \( \eta, C, T > 0 \) such that \( \mu_t(B(\mathcal{A}_\eta, C)) > 1 - \varepsilon \) for every \( t > T \). Since \( B(\mathcal{A}_\eta, C) \) is compact in \( \mathcal{B}_\varepsilon \) by Lemma 5.5, the family \( \{\mu_t\}_{t>T} \) is tight and thus contains a weakly convergent subsequence by Prohorov’s theorem. Denote by \( \mu_\varepsilon \) the limit measure. Remember that a Borel probability measure on a metric space \( M \) is uniquely determined by its values on \( C_u(M) \) [Bil68]. The weak Feller property of \( P_{0,t}^\varepsilon \) is thus sufficient to retrace the proof of the Krylov-Bogoluboff existence theorem [BK37, DPZ96], which states that \( \mu_\varepsilon \) is invariant for \( P_{0,t}^\varepsilon \).

\[ \square \]

## A Dissipative Maps

This appendix will first give a short characterization of dissipative maps in Banach spaces. We will then prove a global existence theorem for the solutions of non-autonomous semilinear PDE’s with a dissipative nonlinearity.

**Definition A.1** Given a Banach space \( \mathcal{B} \) and a map \( F: \mathcal{D}(F) \subset \mathcal{B} \to \mathcal{B} \), one says [DPZ92b] that \( F \) is dissipative if

\[
\|x - y\| \leq \|x - y - \alpha(F(x) - F(y))\| ,
\]

(A.1)

holds for every \( x, y \in \mathcal{D}(F) \) and every \( \alpha > 0 \). If there exists a \( \kappa \in \mathbb{R} \) such that \( x \mapsto F(x) - \kappa x \) is dissipative, we say that \( F \) is \( \kappa \)-quasi dissipative (or quasi dissipative for short).

In the following, \( u: (0, \infty) \to \mathcal{B} \) denotes a differentiable map. The function \( \|u(\cdot)\| \) is of course continuous and its left-handed lower Dini derivative satisfies the inequality

\[
D_-\|u(t)\| = \liminf_{h \to 0^+} \frac{\|u(t)\| - \|u(t - h)\|}{h} 
\leq \liminf_{h \to 0^+} \left( \frac{\|u(t)\| - \|u(t - h\hat{u}(t))\|}{h} + \frac{\|u(t - h) - u(t) + h\hat{u}(t)\|}{h} \right) 
= \liminf_{h \to 0^+} \frac{\|u(t)\| - \|u(t - h\hat{u}(t))\|}{h} .
\]

(A.2)

This estimate allows to get easily very useful estimates on the norm of the solutions of dissipative differential equations. For example, if \( \dot{u}(t) = F(u(t)) \) holds for all times and \( F \) is \( \kappa \)-quasi dissipative, then the estimate

\[
\|u(t)\| \leq e^{\kappa t} \|u(0)\| - \|F(0)\| + \|F(0)\|
\]

(A.3)

holds as a consequence of a standard theorem about differential inequalities [Wal64].

We will now use standard techniques to prove a global existence theorem for the Cauchy problem

\[
\dot{X}_\xi(t) = LX_\xi(t) + F_t(X_\xi(t)) , \quad X_\xi(0) = \xi ,
\]

(A.4)

and the associated integral equation

\[
X_\xi(t) = e^{Lt} \xi + \int_0^t e^{L(t-s)} F_s(X_\xi(s)) \, ds ,
\]

(A.5)

in a Banach space \( \mathcal{B} \). We do not require that the domain of \( L \) be dense in \( \mathcal{B} \). Let us denote by \( \mathcal{D}(L) \) the Banach space obtained by closing the domain of \( L \) in \( \mathcal{B} \). Since, by assumption A1 below, \( L \) is chosen to be closed, we can equip \( \mathcal{D}(L) \) with the graph norm \( \|x\| = \|x\| + \|Lx\| \) to obtain a Banach space. Our assumptions on \( L \) and \( F_t \) will be the following.
A1. The operator $L$ is sectorial in the sense that its resolvent set contains the complement of a sector in the complex plane and that its resolvent satisfies the usual bounds [Lun95, Def 2.0.1].

This assumption implies [Lun95] that $L$ generates an analytic semigroup $S(t)$ which is strongly continuous on $\mathcal{D}(L)$ and maps $\mathcal{B}$ into $\mathcal{D}(L^k)$ for any $k \geq 0$. Furthermore, a bound of the form $\|S(t)\| \leq Me^{\Omega t}$ holds. We will assume without loss of generality that $M \leq 1$ and $\Omega = 0$. The latter assumption can be made since a constant can always be added to the nonlinear part. The former assumption is only made for convenience to simplify the notations. All the results also hold for $M > 1$. Another useful property of $S(t)$ is that there exists a constant $c$ such that $\|S(t)\xi\|_{\mathcal{L}} \leq ct^{-1}\|\xi\|$ for $\xi \in \mathcal{B}$ and $t > 0$.

A2. There exist a positive time $T$ and a real constant $\kappa$ such that the mapping $x \mapsto Lx + F_t(x)$ is $\kappa$-quasi dissipative for all times $t \in [0, T]$.

This assumption will ensure the existence of the solutions up to the time $T$, which may be infinite.

A3. The function $F_t$ is everywhere defined and there exist continuous increasing functions $a, \tilde{a} : \mathbb{R}_+ \to \mathbb{R}_+$ such that

\[
\|F_t(x)\| \leq a(\|x\|), \quad \|F_t(x) - F_t(y)\| \leq \|x - y\| \cdot \tilde{a}(\|x\| + \|y\|),
\]

holds for every $x, y \in \mathcal{B}$ and for every $t \in [0, T]$.

A4. The map $F_t$ maps $\mathcal{D}(L)$ into $\mathcal{D}(L)$ for all times and there exist continuous at most polynomially growing functions $b, \tilde{b} : \mathbb{R}_+ \to \mathbb{R}_+$ such that

\[
\|F_t(x)\|_{\mathcal{L}} \leq b(\|x\|) , \quad \|F_t(x) - F_t(y)\|_{\mathcal{L}} \leq \|x - y\| \cdot \tilde{b}(\|x\| + \|y\|),
\]

holds for every $x, y \in \mathcal{D}(L)$ and for every $t \in [0, T]$.

A5. The mapping $t \mapsto F_t(x)$ is continuous as a mapping $[0, T] \to \mathcal{B}$ for every $x \in \mathcal{B}$, and as a mapping $[0, T] \to \mathcal{D}(L)$ for every $x \in \mathcal{D}(L)$.

These assumptions allow us to show the existence of the solutions of (A.4) in the mild sense for any initial condition $\xi \in \mathcal{B}$ and in the strict sense for $\xi \in \mathcal{D}(L)$. Furthermore, we show that for any initial condition $\xi \in \mathcal{B}$, the solution lies in $\mathcal{D}(L)$ after an infinitesimal amount of time. Similar results can be found in the literature (see e.g. [Lun95, Hen81] and references therein), but with slightly different assumptions. The present result has by no means the pretention to generality but is tailored to fit our needs. Since the proof is not excessively long, we give it here for the sake of completeness.

**Theorem A.2** Assume A1–A5 hold and choose $\xi \in \mathcal{B}$. Then there exists a unique function $X_\xi : [0, T] \to \mathcal{B}$ solving (A.5) for $t \in [0, T]$. The solutions satisfy $\|X_\xi(t) - X_\eta(t)\| \leq e^{\kappa t}\|\xi - \eta\|$ for all times. Furthermore, $t \mapsto X_\xi(t)$ is differentiable for $t > 0$, $X_\xi(t) \in \mathcal{D}(L)$ and its derivative satisfies (A.4).
Proof. Assume first that the initial condition \(\xi\) belongs to \(\mathcal{D}(L)\). We denote by \(\mathcal{B}_{L,T}\) the Banach space \(C([0, T], \mathcal{D}(L))\) with the usual sup norm. We show the local existence of a classical solution to (A.4) in \(\mathcal{B}_{L,T}\) by a standard contraction argument. Choose \(T_0 > 0\) and define the map \(\mathcal{M}_\xi : \mathcal{B}_{L,T_0} \to \mathcal{B}_{L,T_0}\) by

\[
(\mathcal{M}_\xi f)(t) = S(t)\xi + \int_0^t S(t - s)F_s(f(s))\,ds.
\]

It is clear by A1, A3, A4 and A5 that \(\mathcal{M}_\xi\) is well-defined and that the bounds

\[
\|\mathcal{M}_\xi f\| \leq \|\xi\|_L + T_0b(\|f\|) , \tag{A.8a}
\]

\[
\|\mathcal{M}_\xi f - \mathcal{M}_\xi g\| \leq T_0\|f - g\| \cdot \tilde{b}(\|f\| + \|g\|) , \tag{A.8b}
\]

\[
\|\mathcal{M}_\xi f - \mathcal{M}_\xi f\| \leq \|\xi - \zeta\|_L , \tag{A.8c}
\]

hold. It is clearly enough to take \(T_0\) small enough, for example

\[
T_0 < \min\left\{ \|\xi\|_L, \frac{1}{b(4\|\xi\|_L)} \right\} , \tag{A.9}
\]

to find a contraction in the ball \(B(\mathcal{B}_{L,T_0}, 2\|\xi\|_L)\). Thus \(\mathcal{M}_\xi\) possesses a unique fixed point \(X_\xi\) in \(\mathcal{B}_{L,T_0}\). By [Lun95, Lem. 4.1.6], \(X_\xi\) is strongly differentiable in \(\mathcal{B}\) and its derivative satisfies (A.4).

Using (A.2) and A2, we see immediately that for any \(\xi, \zeta \in \mathcal{D}(L)\) and \(t > 0\) such that the strong solutions \(X_\xi\) and \(X_\zeta\) exist up to time \(t\), the estimates

\[
\|X_\xi(t)\| \leq \|\xi\| - a(0)e^{nt} + a(0) ,
\]

\[
\|X_\zeta(t) - X_\xi(t)\| \leq e^{nt}\|\zeta - \xi\| , \tag{A.10}
\]

hold. The global existence of the solution now follows by iterating the above arguments, using (A.10) to ensure the non-explosion of the solutions. We leave it to the reader to verify that one can indeed continue the solutions up to the time \(T\).

We next now show that for any initial condition \(\xi \in \mathcal{B}\), the solution of (A.5) exists locally and lies in \(\mathcal{D}(L)\) for positive times. We define \(\mathcal{M}_\xi\) as above, but replace the space \(\mathcal{B}_{L,T_0}\) by the larger space \(\mathcal{B}_{L,T_0}\) given by the measurable functions \(f : (0, T_0) \to \mathcal{D}(L)\) with finite norm

\[
\|f\| = \sup_{t \in (0, T_0]} \|tf(t)\|_L + \sup_{t \in (0, T_0]} \|f(t)\| .
\]

We first show that \(\mathcal{M}_\xi\) is well-defined on \(\mathcal{B}_{L,T_0}\). Choose \(f \in \mathcal{B}_{L,T_0}\). It is easy to check that, by A3, \(\|\mathcal{M}_\xi f(t)\| \leq \|\eta\| + T_0a(\|f\|)\). By A4, we can choose \(n\) such that \(b\) and \(\tilde{b}\) grow slower than \((1 + x)^n\). We also choose an exponent \(N > n\) and choose \(T_0 < 1\). We have, by the remark following A1, the estimate

\[
\|t(\mathcal{M}_\xi f)(t)\|_L \leq \|tS(t)\xi\|_L + \int_0^{t-N} \left\|tS(t - s)F_s(f(s))\right\|_L\,ds \\
+ \int_{t-N}^t \left\|tS(t - s)F_s(f(s))\right\|_L\,ds \\
\leq c\|\xi\| + \int_0^{t-N} \frac{ct}{t-s}a(\|f(s)\|)\,ds + \int_{t-N}^t \tilde{b}(\|f(s)\|_L)\,ds \\
\leq c\|\xi\| + C_1t\ln(t)a(\|f\|) + C_2t^{N+1}(1 + \frac{\|f\|}{t})^n .
\]
A similar estimate holds for $\| M_\xi f - M_\xi g \|$. Since $N > n$, there exists a function $\chi$ such that estimates of the type

$$
\| M_\xi f \| \leq \sqrt{T_0} \chi(\| f \|) \quad \text{and} \quad \| M_\xi f - M_\xi g \| \leq \sqrt{T_0} \| f - g \| \chi(\| f \| + \| g \|)
$$

hold. It follows that $T_0$ can be chosen sufficiently small to make $M_\xi$ a contraction on some ball of $\bar{B}_{L,T_0}$, and so the fixed point of $M_\xi$ takes its values in $D(L)$.

In order to complete the proof of the theorem, it remains to show that (A.10) holds for arbitrary initial conditions. We again consider the same mapping $M_\xi$, but this time on $C_b((0,T_0], \mathbb{B})$. It is straightforward to check, using the assumptions, that bounds similar to (A.8), but with $\| \cdot \|_L$ replaced by $\| \cdot \|$ and $b, \bar{b}$ replaced by $a, \bar{a}$ hold. We notice that, by (A.8a), we can, for arbitrary $\varepsilon > 0$, choose $\delta$ so small that $\| u_\eta(\delta) \| \leq (1 + \varepsilon) \| \eta \|$. Since $u(\delta) \in D(L)$, this gives the estimate $\| u_\eta(t) \| \leq (1 + \varepsilon) \| \eta \| - a(0) e^{\kappa(t-\delta)} + a(0)$, holding for every $\varepsilon > 0$. By using (A.8b) and a similar argument, we can show that $\| u_\eta(t) - u_\xi(t) \| \leq e^{\kappa(t-\delta)}(1 + \varepsilon) \| \eta - \xi \|$ holds and thus (A.10) is true for $\eta, \xi \in \mathbb{B}$.
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