Statistical and topological summaries aid disease detection for segmented retinal vascular images
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Abstract

Objective: Disease complications can alter vascular network morphology and disrupt tissue functioning. Microvascular diseases of the retina are assessed by visual inspection of retinal images, but this can be challenging when diseases exhibit silent symptoms or patients cannot attend in-person meetings. We examine the performance of machine learning algorithms in detecting microvascular disease when trained on statistical and topological summaries of segmented retinal vascular images.

Methods: We compute 13 separate descriptor vectors (5 statistical, 8 topological) to summarize the morphology of retinal vessel segmentation images and train support vector machines to predict each image's disease classification from the summary vectors. We assess the performance of each descriptor vector, using five-fold cross validation to estimate their accuracy. We apply these methods to four datasets that were assembled from four existing data repositories; three datasets contain segmented retinal vascular images from one of the repositories, whereas the fourth “All” dataset combines images from four repositories.

Results: Among the 13 total descriptor vectors considered, either a statistical Box-counting descriptor vector or a topological Flooding descriptor vector achieves the highest accuracy levels. On the combined “All” dataset, the Box-counting vector outperforms all other descriptors, including the topological Flooding vector which is sensitive to differences in the annotation styles between the different datasets.

Conclusion: Our work represents a first step to establishing which computational methods are most suitable for identifying microvascular disease and assessing their current limitations. These methods could be incorporated into automated disease assessment tools.
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1 | INTRODUCTION

Blood vessel networks deliver nutrients, and remove waste, to maintain tissue homeostasis. Disease complications can alter vascular network morphology, which may lead to insufficient oxygen levels or the accumulation of waste products that disrupt tissue function. Many systemic and ocular diseases are associated with altered vessel morphology, including diabetic retinopathy (DR), glaucoma, occlusion, and Coat’s disease. For example, DR is a common complication of both types 1 and 2 diabetes mellitus (T1DM and T2DM) that stems from high blood sugar levels, which damage small retinal blood vessels. DR is the leading cause of blindness in the United States for individuals between the ages of 20 and 64. Due to the high prevalence of T1DM and T2DM worldwide, DR incidence is expected to increase over the next 20 years. Current therapeutic options for DR include intravitreal drug injection and laser photocoagulation treatment. Since these treatments can be dangerous and may be ineffective, they are typically only administered to patients with severe DR progression.

To prevent DR, the United States and United Kingdom recommend that patients diagnosed with T1DM or T2DM attend annual eye exams at which physicians image patients’ retinas using fundus photography. These images are then visually inspected for signs of DR, which include leaking blood vessels, edema, capillary non-perfusion, and damaged nerve tissue. In extreme cases, more advanced imaging techniques can be used to provide a more detailed view of the retinal vasculature. While these examinations are effective in preventing DR severity, DR incidence is still projected to increase due to patients exhibiting silent DR symptoms, low exam compliance, and a lack of patient access to healthcare. Thus, there is a growing need for the development of widely accessible screening tools that can detect early signs of DR as a means to reduce its economic and healthcare impact on the global population. In this study, we will investigate several publicly available medical image datasets; DR is the most common disease classification in these datasets.

Computational methods that quantify vascular morphology represent a promising tool to aid microvascular disease detection. The development of automated methods that can detect changes in patient microvascular morphology during disease progression is an ongoing area of research. Multiple metrics summarizing static vascular features have been proposed to improve microvascular disease detection, including artery and vessel diameter ratios, vessel tortuosity, and average daughter vessel branching angle. The fractal dimension (Df) descriptor is also widely used to quantify network complexity for microvascular disease detection. Fractals are self-similar spatial patterns that repeat across multiple spatial scales. Popovic et al. showed that Df values increase with DR severity on the Standard Diabetic Retinopathy Database Calibration Level 1 dataset. The effectiveness of the Df descriptor for DR detection is limited, however, as in this study, the Df descriptor was only applied to images of retinal vascular networks with many branches. Further, there is no consensus about how Df varies with microvascular disease severity: several studies have reported that Df increases with increasing DR severity, while others report that it decreases with increasing DR severity. We note that the Df descriptor has been widely used to describe morphological changes in a range of biological systems, and that care is needed to ensure that there is sufficient spatial resolution in the data to calculate the Df. Indeed, some studies have suggested that the Df may have been inappropriately used in some neuroscience and ecological applications. In practice, the Df is computed from a multiscale vector which we term the Box-counting vector; here, we consider both the scalar-valued Df and the Box-counting vector for our analyses.

Topological data analysis (TDA) provides an alternative computational method to aid disease detection. TDA is a recent field of mathematics that uses concepts from topology and geometry to infer the structure of data. Persistent homology (PH) is a commonly used area of TDA that identifies topological features (e.g., connected components and loops) that are characteristic of a dataset. In contrast to scalar-valued summary statistics, the output from PH summarizes features in the data across multiple scales. Additionally, previous theoretical results guarantee that PH computations are robust to noisy and/or incomplete data. TDA summaries have been used to detect disease from medical data, with applications in melanoma, breast cancer, pulmonary disease, heart disease, and Covid-19. Disease prediction is then performed by computing the same topological summaries on data that was not used for model training and identifying the cluster to which each data point is most likely to belong.

Thus, TDA and, in particular, PH computations represent a promising multiscale approach to describe vascular network morphology, which may aid microvascular disease detection. PH has been applied to vascular network data previously: Bendich et al. showed that PH summaries can reveal the effects of aging on brain vascular morphology, and Stolz et al. used PH to uncover effects of radiotherapy on tumor vascular structure that were not seen using statistical methods. We recently applied PH computations and a machine learning algorithm to cluster a large collection of simulated vessel networks according to their topological features. We found that simulations within the same clusters were generated from similar input model parameters. We propose that both statistical and PH computations of segmented retinal vascular network images, can be combined with machine learning algorithms to detect disease in medical images. While we focus on segmented vascular images, Garside et al. combined PH computations of colored fundus images with machine learning to detect DR. Their prediction algorithms required many input summaries to achieve high accuracy levels. We apply our methods to detect the presence of general microvascular disease on four publicly available datasets and are able to achieve similar accuracy levels with only one statistical or topological summary vector.

In this work, we show that both statistical and topological computations provide summaries that can aid general microvascular disease
detection from segmented vascular images. We apply these methods to four datasets that we construct from four existing data repositories, namely the STructured Analysis of the REtina (STARE), Digital Retinal Images for Vessel Extraction (DRIVE), Child Heart and Health Study in England (CHASE), and High-Resolution Fundus (HRF) repositories. Each repository contains two-dimensional binary image segmentations that were manually annotated by experts from fundus images and disease classifications for each image. DR is the most common disease classification in these repositories. The four datasets that we analyze comprise two separate sets of vessel segmentation images (VSIs) from the STARE repository, one set of VSIs from the HRF repository, and an “All” dataset that we construct by merging the VSIs from the STARE, DRIVE, CHASE, and HRF repositories. We train support vector machines to predict disease classification from either statistical or topological computations and use fivefold cross-validation to estimate the accuracy of each approach on the four datasets we consider. We find that both statistical and topological descriptor vectors can achieve high accuracy levels on the four datasets: a topological Flooding descriptor achieves the highest accuracy level on the STARE datasets, and the statistical Box-counting vector performs best on the HRF dataset. On the combined “All” dataset, the same statistical descriptor vector leads to the highest accuracy levels. Further analysis of the Flooding descriptor vector reveals that it is sensitive to how each vessel segmentation is annotated within this data. This work represents a first step to establishing which computational methods are most suitable for identifying microvascular disease. In the longer term, the statistical and topological descriptor vectors could be integrated to develop automated tools that aid disease diagnosis and assist clinical decision-making, while also making healthcare more effective, accessible, and affordable.

2 | MATERIALS AND METHODS

We obtained two-dimensional binary VSIs and their disease classifications from four publicly available repositories, which we used to create four separate datasets for analysis. We summarize the morphology of each VSI by computing standard and topological descriptor vectors. These vectors are then used to train a machine-learning algorithm that predicts VSI disease classification. By comparing the algorithm’s accuracy when trained with different types of input vectors, we identify those descriptor vectors that are most informative for disease prediction. The study pipeline is summarized in Figure 1 and consists of three steps:

**Figure 1** Overview of methods pipeline. Step 1. Available data. Two-dimensional fundus images, their previously annotated binary vessel segmentation images (VSIs), and disease classifications were extracted from four publicly available repositories. Step 2. Data analysis. We compute standard descriptor vectors and topological descriptor vectors for each VSI. (A) Standard descriptors and the Box-counting vector. We represent each VSI as a graph using the Network Extraction From Images (NEFI) software. We count the number of nodes and edges in the graph, and compute its average edge length. We also compute the fractal dimension and the Box-counting vector for each VSI. (B) Topological data analysis (TDA). We construct Flooding, Vietoris–Rips, Radial inward, and Radial outward filtrations for each VSI. Each filtration yields 2-dimensional persistence images (PIs) that describe the connected components and loops of the filtration. The PIs are then vectorized. Step 3. Disease prediction. VSI disease classification is predicted using either a standard descriptor vector or a vectorized PI from Step 2. (A) Principal component analysis (PCA) is used to project the descriptor vectors onto their two dominant principal components. (B) Support vector machines are trained to predict the disease classification of each VSI using either dimension-reduced descriptor vectors or scalar-valued descriptor vectors.
Step 1. Available data,
Step 2. Data analysis, and,
Step 3. Disease prediction.

All code used in our implementation uses publicly available python software and is available at https://github.com/johnnardinivsi_automated_disease_detection.git.

2.1 | Available data

Vessel segmentation images are two-dimensional binary images, in which pixel values of one denote the presence of blood vessels and pixel values of zero denote their absence. VSIs and their disease classifications were obtained from the STARE, DRIVE, CHASE, and HRF data repositories. Each VSI has previously been manually annotated from fundus images by expert inspection. To generate each manual segmentation, experts magnify the original fundus image on a computer and label each pixel based on whether it contains a blood vessel or not. All VSIs in this study were inherited from the four existing data repositories; we do not perform any additional data segmentation in this work.

We summarize below technical information about the data from the four repositories. We then detail the four datasets that we generate from these repositories for our subsequent analysis.

2.1.1 | Previously existing data repositories

We collect data from four existing data repositories (Table 1).

| TABLE 1 Summary of the data repositories used to generate the datasets used throughout the study |
|---------------------------------|----------|----------|----------|----------|
|                                | STARE    | DRIVE    | CHASE    | HRF      |
| Number of patients             | 20       | 20       | 14       | 45       |
| VSIs per patient               | 2        | 1        | 4        | 1        |
| Total number of VSIs           | 40       | 20       | 56       | 45       |
| Disease classes                | Normal (n = 20), Diseased (n = 20) | Normal (n = 17), Diseased (n = 3) | n/a | Normal (n = 15), Diseased (n = 30) |

Abbreviations: CHASE, Child Heart and Health Study in England; DR, diabetic retinopathy; DRIVE, digital retinal images for vessel extraction; HRF, high-resolution fundus; STARE, Structured Analysis of the RETina; VSI, vessel segmentation image.

| TABLE 2 Summary of datasets used throughout the study |
|---------------------------------|----------|----------|----------|----------|
|                                | STARE Expert 1 | STARE Expert 2 | HRF      | All      |
| Total number of VSIs           | 20       | 20       | 45       | 161      |
| Disease classes                | Normal (n = 10), Diseased (n = 10) | Normal (n = 10), Diseased (n = 10) | Normal (n = 15), Diseased (n = 30) | Normal (n = 108), Diseased (n = 53) |
| VSI size (pixels)              | 700 x 605 | 700 x 605 | 3304 x 2336 | 700 x 605 |

Note: The All dataset is constructed by merging VSIs from the STARE, CHASE, HRF, and DRIVE data repositories from Table 1. Abbreviations: CHASE, Child Heart and Health Study in England; DR, diabetic retinopathy; DRIVE, digital retinal images for vessel extraction; HRF, high-resolution fundus; STARE, Structured Analysis of the RETina; VSI, vessel segmentation image.

The STARE repository
This repository contains fundus images from 20 patients. Each image was annotated separately by two experts and has size 700 x 605 pixels. Of the 20 patients, 10 were diagnosed as 'Normal', and 10 were diagnosed with a specific disease, such as Hollenhorst emboli and vein occlusion. For simplicity, we classify the latter patients as 'Diseased'. The VSI disease classifications do not differ between the two experts’ annotations. The STARE data are available at https://cecas.clemson.edu/ahoover/stare/.

The DRIVE repository
This repository includes fundus images from 20 patients. Each image was annotated once and has size 565 x 584 pixels. Of the 20 patients, 17 were diagnosed as Normal and 3 as Diseased. The DRIVE data are available at https://drive.grand-challenge.org/.

The CHASE repository
This repository contains fundus images from the left and right retinas of 14 school children. Each image was annotated separately by two experts and has size 999 x 960 pixels. No diagnoses were made, so we classify all children as Normal. The CHASE data are available at https://blogs.kingston.ac.uk/retinal/chase-db1/.

The HRF repository
This repository includes fundus images from 45 patients. Each image was annotated once and has size 3304 x 2336 pixels. Of the patients, 15 were diagnosed as Normal, and 30 were diagnosed as Diseased. The HRF data are available at https://www5.cs.fau.de/research/data/fundus-images/.
2.1.2 | The datasets used in this study

From the four data repositories mentioned above, we create four separate datasets for this study (Table 2). The first three datasets include the two separate sets of VSIs from the STARE repository and the set of VSIs from the HRF repository; we refer to these datasets as the STARE Expert 1, STARE Expert 2, and HRF datasets. For the fourth dataset, we combine the VSIs from all four data repositories into an “All” dataset that contains 161 VSIs, with 109 diagnosed as Normal and 52 as Diseased. To compensate for the differences in VSI sizes between repositories, each VSI in the “All” dataset has been cropped about its field of view and resized to a common size of 700 x 605 pixels. Because the STARE and DRIVE datasets do not provide fields of view for each VSI, we estimated each VSI’s field of view from these datasets by determining the smallest rectangle that contains all nonzero pixels.

2.2 | Data analysis

2.2.1 | Standard descriptors and the Box-counting vector

We summarize VSIs by computing three graph-based and one complexity vector and refer to them collectively as standard descriptor vectors. Additionally, we consider a novel multiscale complexity vector which we refer to as the Box-counting vector.

In order to compute the graph-based standard descriptor vectors, we first use the Network Extraction From Images (NEFI) software to generate a graph for each VSI. As shown in Figure 2, we place nodes at locations where three vessel segments intersect and also at terminal points of vessel segments. Edges connect pairs of nodes that are connected by a vessel segment in the VSI. We use the resulting graph to compute three network quantities: the number of nodes, the number of edges, and the average length of each edge.

We compute the fractal dimension (Df) of each VSI using the Box-counting method as a standard descriptor vector to quantify VSI complexity. An illustration of the Box-counting method is shown in Figure S1. This method decomposes the VSI into boxes of pre-determined side lengths. We consider 10 box side lengths, s: for the smallest value of s, each box is the size of one pixel; for the largest value, two boxes cover the shorter side of the VSI. For each value of s, boxes are assigned a value of one if they contain at least one nonzero pixel; otherwise, they are assigned a value of zero. We denote by N(s) the number of boxes of size s with value one. We assume that ln(N(s)) is linearly proportional to ln(s), in which case the slope of the line of best fit between s and ln(N(s)) approximates the Df of a given VSI. We consider two summary vectors to quantify vessel complexity: the fractal dimension (Df) and the Box-counting vector. The Df is a standard descriptor that has been used previously to quantify VSI complexity; the Box-counting vector is a multiscale descriptor that, to the best of our knowledge, has not been used previously to quantify VSI complexity.

2.2.2 | Topological data analysis

Topological data analysis is an emerging field of research that combines concepts from algebraic topology and computational

**FIGURE 2** An illustrative graph representation of a vessel segmentation image (VSI). A graph generated with the Network extraction from images (NEFI) software superimposed over the input VSI from the STARE dataset. Graph nodes and edges are depicted by blue dots and red lines respectively, and the central node is indicated by the green star. For this VSI, the computed standard descriptor values are: # nodes = 224, # edges = 234, Avg. edge length = 38.38 pixel lengths, and fractal dimension = 1.64.
geometry to analyze the shape of high-dimensional data. Persistent Homology (PH) is a widely used methodology within TDA.\textsuperscript{26–28} In contrast to descriptors that summarize data at a single scale, PH quantifies features of the data over many scales by varying a specific scale parameter (for VSIs, suitable scale parameters include distance from a vessel segment or distance from the optic disk).

Persistent Homology achieves a multiscale description of data by constructing filtrations. From a range of values of the scale parameter, a filtration generates a sequence of embedded graph-like structures on the data points. These structures are sparsely connected for small values of the scale parameter and highly connected for large values. PH quantifies topological features in the filtration. The topological features we consider are connected components and loops (loops form when connections between data points enclose an empty region). Features that are present across a large range of scale parameter values are called persistent and may be characteristic of a dataset. The outputs from PH are barcodes and persistence diagrams, which visualize the existence and persistence of topological features in the data. In order to compare PH outputs, perform statistical analyses, and/or apply classification methods from machine-learning, persistence diagrams can be transformed into two-dimensional persistence images which can, in turn, be converted into vectors (i.e. vectorized).\textsuperscript{47}

We investigate how disease alters retinal morphology by computing four filtrations for each VSI: the Vietoris–Rips, Flooding, Radial outward, and Radial inward filtrations. Before describing each filtration, we present an illustrative example that highlights the key concepts of PH (Figure 3).

**Persistent Homology: an example**

We illustrate our PH pipeline (Figure 4) by applying the Flooding filtration to the VSI from step 1B of Figure 1.

In part 1 of the PH pipeline, we compute the Flooding filtration by constructing a sequence of two-dimensional binary images. The first binary image identifies the vessel segments present in the VSI as white pixels, the second identifies the original vessel segments and their nearest neighbors as white pixels, while the third identifies the original segments and their first and second nearest neighbors as white pixels, and so on. The process terminates when all pixels are white (for the VSI in Figure 4, this corresponds to binary image 5, not shown). We apply four Flooding steps in this example, but typically more steps are needed to analyze VSIs from retinal images.

The sequence of binary images is then converted into a filtration by replacing each binary image with a set of points, lines, and triangles, known collectively as a simplicial complex. The $i^{th}$ $\psi = 1, 2, 3, 4$ simplicial complex, $K_i$, is generated from the $i^{th}$ binary image in the following way: a point is placed at the centroid of each white pixel, lines are drawn between any two neighboring points, and filled in triangles are included where three neighboring points form a right triangle (see inset of $K_i$ in Figure 4). The filtration is given by $K = \{K_1, K_2, K_3, K_4\}$.

We use PH to quantify the lifetime, or persistence, of topological features (connected components and loops) in $K$. A feature is born in filtration step $b$ if it first appears in $K_b$, the feature dies on filtration step $d > b$ if it is no longer present in $K_d$ for $i > d$ and its persistence is defined to be $d - b$. For example, in $K_1$, there are three connected components and one loop; in $K_2$, one connected component dies (because two connected components from $K_1$ join together), one loop dies (because it becomes filled in), and a new loop is born; in $K_3$, one connected component dies, and a new loop is born; finally, in $K_4$, a single connected component persists, and both previous loops die. Any additional Flooding steps result in an entirely white binary image, whose simplicial complexes contain one connected component and no loops.

In part 2 of the PH pipeline, we summarize the lifetimes of the topological features using barcodes and persistence diagrams. Within a barcode, each feature is represented by a bar of length $d - b$ placed in the interval $(b, d)$. For the example in Figure 4, the barcode of connected components is given by $\{(1, 2), (1, 3), (1, \infty)\}$, and the barcode of loops is given by $\{(1, 2), (2, 4), (3, 4)\}$. Persistence diagrams are an alternative way to depict the topological features; each persistence interval $(b, d)$ is represented by a two-dimensional point with coordinates $(b, d)$.

In part 3, we convert persistence diagrams into two-dimensional persistence images (PIs). The birth-death coordinates, $(b, d)$, of topological features are replaced by a two-dimensional Gaussian distribution, centered at $(b, d - b)$ with constant variance ($\sigma = 1.0$). PIs are created by multiplying each Gaussian distribution by its persistence, $d - b$, and then summing over all weighted distributions. The resulting function is then converted into a discretized image, with a fixed grid size that we chose to be $N_p \times N_p = 50 \times 50$. PIs for connected components and loops are created separately and can be converted into vectors to facilitate subsequent analyses and comparison of VSIs.

**Topological filtrations**

There is currently no consensus about which topological filtrations are best suited for determining how disease alters retinal morphology and, in turn, predicting the presence of disease from VSI data. To address this issue, we consider four filtrations: the Flooding

**FIGURE 3** Persistent homology (PH) pipeline to quantify vessel segmentation image (VSI) morphology. The Flooding filtration is applied to the VSI from step 1B of Figure 1. (1) Topological filtration. A sequence of binary images, starting with the initial VSI, is constructed by applying a Flooding step to the previous image. Each binary image is then converted into a simplicial complex, $K_i$, for $i = 1, 2, 3, 4$. PH quantifies the lifetimes of connected components (CC) and loops within the filtration $K = \{K_1, K_2, K_3, K_4\}$. (2) Barcodes and persistence diagrams. The lifetime of each topological feature type is summarized by a barcode or persistence diagram. (3) Topological descriptor vectors - persistence images. Persistence diagrams are converted into two-dimensional persistence images, a form of topological descriptor vector that is suitable for machine-learning tasks.
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filtration, the Vietoris–Rips filtration, and the “Radial outward” and “Radial inward” filtrations (Figure 4).

For each filtration, we define $N$ values of its scale parameter; from the $i^{th}$ ($i = 1, \ldots, N$) value, we build a simplicial complex, $K_i$. A simplicial complex is a structure consisting of points, lines, triangles, and their higher-order counterparts that connect data points together. We refer to the resulting sequence of simplicial complexes, $K = \{K_1, K_2, K_3, K_4\}$, as a filtration.

**The flooding filtration.** We generate a sequence of two-dimensional binary images, starting with the original VSI (Figure 4, top row). We create a new binary image by looping over all nonzero pixels in the previous binary image. In addition to holding fixed the values of all nonzero pixels, the values of their eight neighboring pixels are set to one. This process is repeated until a sequence of 70 binary images has been generated, which fills each VSI. We retain the odd-numbered images (resulting in a final sequence of 35 images) to ease subsequent computation. Since the Flooding filtration is computationally expensive, VSIs from the HRF dataset are resized from $2336 \times 3504$ pixels to $779 \times 1168$ pixels prior to computing the Flooding filtration to ease computations on this dataset.

To construct the Flooding filtration, $K_{\text{flood}}$, we convert the $i^{th}$ binary image into the simplicial complex, $K_{\text{flood}}^{i} (i = 1, 2, \ldots, 35)$, by placing points at the centroids of all nonzero pixels, drawing lines between any two points that are within the eight surrounding pixels of each other, and placing filled-in triangles where three connected points form a right triangle.
The Vietoris–Rips filtration. We convert each VSI into a two-dimensional point cloud by placing a point at the centroid of each nonzero pixel (Figure 4, second row). Since the Vietoris–Rips filtration is computationally expensive, we subsample the point cloud to reduce computational time: we use a Greedy furthest point sampling algorithm to extract 2000 representative points from the original point cloud data (i.e., approximately 10% of the points). We compute the Vietoris–Rips filtration (and the corresponding persistence images for connected components and loops) for 50 separate subsamplings and then save the averaged persistence images for connected components and loops.

To construct the Vietoris–Rips filtration, $K_{\text{VR}}$, for a given point cloud, we define $N = 40$ distance values $0 \leq \epsilon_1 < \epsilon_2 < \ldots < \epsilon_N$ and place a circle of radius $\epsilon_i$ around each subsampled point. We connect, with a line, any two points whose circles overlap, and connect with a filled-in triangle any three points whose circles pairwise overlap. Each $K_{\text{VR}}^i (i = 1, 2, \ldots, N)$ is generated by combining all such points, lines, and filled-in triangles that result from $\epsilon_i$. We choose $\epsilon_i = (i - 1)185 / 39$ to analyze each dataset.

The Radial outward and Radial inward filtrations. We consider a Radial outward filtration, $K_{\text{outward}}$, and a Radial inward filtration, $K_{\text{inward}}$ (the Radial outward and inward filtrations are depicted in Figure 4 in the third and fourth rows, respectively). In both cases, for a given VSI, we first compute a graph that comprises a set of nodes, $V$, and a set of edges, $E$ (Figure 2). Nodes are placed at locations where three vessel segments intersect and at terminal points of vessel segments. Edges connect pairs of nodes that are connected by a vessel segment in the VSI. We use the NEFI software to generate each graph. We designate the node from $V$ with the highest betweenness centrality measure as the graph’s central node, $v^*$. The betweenness centrality measure for each node $v$ is the proportion of shortest paths between all pairs of nodes that pass through $v$. This definition for $v^*$ is chosen to identify a node located near the optic disk of each VSI.

To construct $K_{\text{outward}} = \{K_1^{\text{outward}}, \ldots, K_40^{\text{outward}}\}$, we consider $N = 40$ radial values $0 \leq r_1 < r_2 < \ldots < r_40$. All nodes from $V$ located within distance $r_i$ of $v^*$ are included as points in $K^{\text{outward}}$. If two nodes included in $K^{\text{outward}}$ are connected by an edge from $E$, then we connect them with a line in $K^{\text{outward}}$. We do not include filled-in triangles in $K^{\text{outward}}$. For the HRF dataset; we choose $r_i = (i - 1)3000 / 39$ pixel lengths; for all other datasets, we choose $r_i = (i - 1)1700 / 39$ pixel lengths. These values ensure that all computed NEFI graphs are covered by the end of the filtration.

To construct $K^{\text{inward}} = \{K_1^{\text{inward}}, \ldots, K_40^{\text{inward}}\}$, we use the same radial values $r_i (i = 1, 2, \ldots, N)$ as those used for the Radial outward filtration, and proceed as follows. All nodes from $V$ located at a distance $r_i$ or greater, from $v^*$ are included as points in $K^{\text{inward}}$. If two nodes included in $K^{\text{inward}}$ are connected by an edge in $E$, then we connect them with a line in $K^{\text{inward}}$. We do not include filled in triangles in $K^{\text{inward}}$.

Barcodes and persistence diagrams

Persistent homology uses barcodes and persistence diagrams to quantify the lifetimes of topological features, here connected components and loops, in a filtration. As discussed in the example, a barcode is a collection of intervals $\{b_1, d_1\}, \ldots, \{b_N, d_N\}$ designating the birth and death times of each topological feature, and a persistence diagram is a collection of two-dimensional points $\{(b_1, d_1), \ldots, (b_N, d_N)\}$ summarizing the lifetime of each topological feature (Figure 3). We create two separate persistence diagrams from each filtration, one for connected components and one for loops. We use the software Ripser (version 0.4.1) to compute the Vietoris–Rips filtration because it efficiently computes this filtration. Ripser cannot compute the remaining filtrations, so we use Gudhi (version 3.4.1) to compute the Flooding and radial filtrations. Both Ripser and Gudhi are publicly available.

Persistence images

We require vectors of the same length to represent each VSI for disease prediction. Therefore, we map all persistence diagrams into two-dimensional persistence images (PIs) of the same size and convert the PIs into vectors of a fixed length (Figure 4). The resulting topological descriptor vectors are stable to perturbations in data and can be used for machine-learning and data science algorithms.

Briefly, a PI is computed from a persistence diagram in the following way:

1. Each birth-death pair $(b, d)$ is transformed into a birth-persistence pair $(b, p) = (b, d - b)$;
2. Each $(b, p)$ pair is recast as a two-dimensional Gaussian normal distribution, with mean $(b, p)$ and variance $\sigma$ (here, we fix $\sigma = 1.0$);
3. Each Gaussian distribution is discretized to produce a two-dimensional image of size $N_{\text{PI}} \times N_{\text{PI}}$ (here, we fix $N_{\text{PI}} = 50$);
4. All Gaussian images are multiplied by their persistence, $p$, and then summed to produce the PI;
5. The PI is vectorized to produce a topological descriptor vector of length $N_{\text{PI}}^2$ that is subsequently used for disease prediction.

More information on PIs and their computation is available in.

We compute separate PIs for connected components and loops from each filtration, producing 8 topological descriptor vectors for each VSI.

2.2.3 Disease prediction

We assess the performance of each standard descriptor and topological descriptor vector in predicting VSI disease classification. Our disease prediction pipeline uses principal component analysis (PCA) to reduce the dimension of the descriptor vectors and support vector machines (SVMs) for disease prediction. Our implementation is available on the Github repository and employs publicly available software (Sci-kit learn, version 0.24.2).

Dimensionality reduction

Each Box-counting vector is of length 10 because we consider 10 box side lengths, and each vectorized PI is of length 2500 because
we fix $N_{pi} = 50$. The information contained in these large vectors can often be condensed into smaller vectors.

As one example, the Df descriptor assumes that the information content of the Box-counting vector, $\ln(N(s))$, can be summarized by the slope of the best-fit line between $s$ and $\ln(N(s))$. The PCA algorithm optimizes vector information content by projecting each vector onto a smaller number of directional coordinates (or principal components).\(^{50}\) The first principal component is the direction that maximizes the variance in the data. Each successive principal component maximizes the remaining variance in the data while being orthogonal to all previously chosen principal components.

We use PCA to project each descriptor vector onto the 2-dimensional subspace spanned by the first two principal components (see Step 3A of Figure 1). PCA is performed on all topological descriptor vectors and the Box-counting vector; PCA is not performed on the remaining standard descriptors because they are scalar-valued. We chose to reduce each vector to a length of 2 because reducing each vector to a length of 3 did not significantly change our subsequent disease classification results (results not shown).

**Disease classification**

For each descriptor vector, we use a supervised learning algorithm to predict VSI disease classification. In more detail, we implement SVMs, with linear kernels,\(^{51}\) to identify the curves or surfaces that best partition the data into distinct groups according to disease type (see Step 3B in Figure 1).

In the schematic from Step 3B of Figure 1, we have plotted several two-dimensional vectors as two-dimensional points and colored each point according to its disease classification. An SVM is the curve $y = g(x)$ that best partitions a training portion of the data by disease classification. Details for training SVMs to determine this curve from these data and their classifications are provided in.\(^{52}\) After training, an SVM can be used to predict the classification of any “new” data points by determining the relationship between each point and the curve $y = g(x)$. For example, in Step 3B of Figure 1, $y = g(x)$ is the curve separating the gray and yellow regions. The SVM will predict that any new point located to the left of the curve $y = g(x)$ has a Normal classification (as marked in yellow) and any other point has a Diseased classification (as marked in gray).

Cross-validation is commonly used to assess the accuracy with which machine-learning classifiers predict the classification of data not used during model training. We perform fivefold cross-validation to quantify and then compare the accuracy of SVMs associated with each of the standard and topological descriptor vectors. Given $M$ data-classification points $(x_1, y_1), (x_2, y_2), \ldots, (x_M, y_M)$, where $x_i$ is a descriptor vector and $y_i$ is the corresponding disease classification ($y_i = 1$ for Normal, $y_i = 0$ for Diseased), cross-validation is performed as follows. During a given round of cross-validation, $80\%$ of the data-classification points are placed into a training dataset and the remaining $20\%$ are placed into a testing dataset. An SVM is trained on the training dataset to predict $y_i$ from $x_i$; afterwards, the trained SVM is then used to predict the classification of each $x_i$ from the testing dataset. The SVM’s out-of-sample (OOS) accuracy is the percentage of these predictions that match the true classification labels. In fivefold cross-validation, the mean OOS accuracy of the SVM is determined from five different training–testing splits, and each data-classification pair is placed in the testing dataset only once. Since the OOS accuracy score depends on how the data are split, we perform 100 rounds of fivefold cross-validation and report average values and their standard deviations.

## 3 | RESULTS

### 3.1 The Box-counting vector is more accurate than the standard descriptors in predicting VSI disease classification

We predicted VSI disease classifications using SVMs associated with each standard descriptor vector and the Box-counting vector for the STARE, HRF, and All datasets (Table 3). We treated the two STARE experts’ annotated VSI collections as separate datasets. SVMs associated with the Box-counting vector usually outperformed the standard descriptors, achieving the highest OOS accuracy for all datasets except the STARE expert 2 dataset. Plotting the computed Box-counting vectors for the HRF dataset shows that, for small values of $s$, Normal VSIs have higher computed $N(s)$ values when compared to Diseased VSIs (Figure 5). The difference in computed $N(s)$

| Standard descriptors | STARE expert 1 (%) | STARE expert 2 (%) | HRF (%) | All (%) |
|----------------------|--------------------|--------------------|---------|---------|
| Box-counting         | 83 (3.5)           | 82 (3.0)           | 94 (1.5) | 81 (1.0) |
| Df                   | 75 (6.5)           | 84 (4.1)           | 88 (2.0) | 65 (1.7) |
| # Edges              | 68 (5.2)           | 75 (6.9)           | 68 (4.4) | 71 (1.3) |
| # Nodes              | 66 (5.2)           | 71 (6.9)           | 69 (3.3) | 71 (1.3) |
| Avg. edge length     | 54 (7.8)           | 64 (6.0)           | 68 (3.7) | 67 (2.3) |

Note: We highlight in bold the highest OOS accuracy for a given dataset. Rows are ordered by vectors with the highest mean OOS accuracy score across all four datasets. Principal component analysis (PCA) was used to reduce each Box-counting vector $\ln(N(s))$ to two-dimensions before prediction; PCA was not used on the remaining descriptors because they are scalar-valued. Abbreviations: Avg., average; Df, fractal dimension.
values may be due to Normal VSIs having higher computed average numbers of edges and nodes than Diseased VSIs on the HRF dataset (Table S1).

The mean Df values decrease in the presence of disease for the STARE and HRF datasets (Table 4). On the STARE and HRF datasets, the mean Df values for normal and diseased VSIs vary, but the relative percentage reductions (3.2%, 6.1%, and 3.0%, respectively) are similar in magnitude. We conclude that, for the diseased retinas contained within the datasets, the associated vascular networks are less complex than those for healthy retinas. On the All dataset, the mean Df value does not change in the presence of disease. The discrepancy between these results may be an artifact of the data: over half of the Diseased images in the All datasets are from the HRF dataset (which has more complex VSIs) while over half of the Normal images are from the STARE, DRIVE, and CHASE datasets (which have simpler VSIs).

### 3.2 | Topological descriptor vectors accurately (but inconsistently) predict disease classification

We used SVMs associated with each topological descriptor vector to predict VSI disease classifications for all four datasets (Table 5). Forest plots of these summaries are also available (Figure S2). On the STARE datasets, SVMs associated with Flooding (loops) PIs perform best and outperform all standard descriptor vectors. However, the Flooding (loops) descriptor does not perform well on the remaining datasets. The SVM trained on the Radial outward (loops) PIs performs best on the HRF dataset, but it does not outperform the Df and Box-counting vectors on this dataset. On the All dataset, the SVM associated with the Radial inward (loops) PIs performs best, but SVMs trained on the Box-counting vector achieve higher accuracy scores on this dataset.

### 3.3 | Interpretation of the topological descriptor vectors

Projecting the dimension-reduced Flooding (loops) PIs from the STARE expert 1 dataset onto their first two principal components clearly partitions the Normal and Diseased data (Figure 6). Visual inspection of the VSI data reveals structural differences between the two groups: Normal VSIs exhibit highly branched and intertwined vessel networks, whereas Diseased VSIs contain fewer secondary branches and form loosely connected vessel networks. The Flooding (loops) PIs are able to summarize these dominant (topological) features. A representative PI from a Normal patient has a high PI density along the vertical line \( b = 0 \), indicating that many loops are present in the VSI. A representative PI from a Diseased VSI has smaller densities along this line because it has fewer loops. We observe similar results when the dimension-reduced Flooding (loops) PIs from the STARE expert 2 dataset are projected onto their first two principal components (Figure S3).
Support vector machines trained on the dimension-reduced Radial outward (loops) PIs achieve the highest mean OOS accuracy scores on the HRF dataset. Projecting these PIs onto their first two principal components partitions the Normal and Diseased Data (Figure S2). In these data, Normal VSIs exhibit more loops than Diseased VSIs. One consequence of this morphological difference is that the Normal PIs have a peak density that occurs near \( b = 5 \) whereas Diseased PIs have a peak that occurs near \( b = 10 \). The locations of these peaks suggest that, for Normal VSIs, more loops are located closer to the optic disk than for Diseased VSIs.

### 3.4 | Topological descriptor vectors are sensitive to VSI annotation styles

Even though the same fundus images were manually annotated to create the VSIs from the two STARE datasets, visual inspection of VSIs reveals different morphological patterns are present in the data (Figure 7A,B). For example, expert 1 did not include as many small vessel segments in their VSI annotations as expert 2. As a result, fewer loops are present in the VSIs from the first expert. VSIs from the HRF dataset also include more vessel segments and loops when compared to VSIs from the STARE expert 1 dataset (Figure 7C).
We investigated the discrepancies in VSI loop counts by computing the number of loops in each VSI from the STARE and HRF datasets by disease classification (Figures 7D,E) and by computing the mean number of loops (Table 6). The mean computed numbers of loops per VSI in the STARE expert 2 and HRF datasets are much higher than the mean values for the STARE expert 1 dataset for both Normal and Diseased data. The presence of disease decreases the mean number of loops in both STARE datasets, however, the mean number of loops in a Diseased VSI from the STARE expert 2 is higher than the mean number of loops in a Normal VSI from the STARE expert 1 dataset. In contrast with the two STARE datasets, the presence of disease leads to an increase in the mean number of loops within the HRF dataset.

4 DISCUSSION

We studied the accuracy of machine-learning classifiers in predicting general disease status from retinal VSIs when trained with standard descriptor vectors, a novel multiscale Box-counting vector, or topological descriptor vectors. The classifiers achieved the highest predictive accuracy on the HRF and All datasets when trained with either the Box-counting vector or the fractal dimension. On the STARE dataset, the Flooding (loops) descriptor achieved the best results. Further analysis showed that, for three of the four datasets of interest, disease reduces VSI complexity, as quantified by the fractal dimension. We also found that diseased VSIs have fewer loops, as quantified by the Flooding (loops) filtration. These findings point to morphological differences between Normal and Diseased VSIs in the datasets.

In this study, we have shown how statistical and topological methods can aid the assessment of general microvascular disease. Each of the top-performing methods have limitations, however, which suggests that more research is needed to determine which metrics (or combinations of metrics) should be used to analyze and classify VSIs. For example, the Box-counting vector performs the best on the HRF and All datasets but is outperformed by the Flooding (loops) descriptor on both STARE datasets. The Flooding (loops) descriptor
TABLE 6  Mean VSI number of loops by dataset and disease class. Summaries of the mean number of loops in the STARE expert 1, STARE expert 2, and HRF datasets (standard deviations in parentheses).

|                | STARE expert 1 | STARE expert 2 | HRF      |
|----------------|----------------|----------------|----------|
| Normal VSIs    | 43 (14.7)      | 86 (25.8)      | 83.2 (29.3) |
| Diseased VSIs  | 20 (9.4)       | 53 (40.4)      | 106.9 (39.8) |

Abbreviation: VSI, vessel segmentation image.

does not perform well on the HRF and All datasets. Further analysis of the computed Flooding (loops) descriptors from the All dataset suggests that this method is sensitive to how each VSI is annotated. The fractal dimension and Radial outward (loops) descriptors also perform well, though the accuracy of both descriptors change by at least nine percentage points between the two STARE datasets. One possible explanation for these discrepancies is the small size of the datasets. In future work, we aim to analyze larger datasets, including longitudinal data, to determine how descriptors change with disease progression and to identify methods that perform consistently and robustly across datasets. We aim also to determine how to combine statistical and topological methods to leverage their respective advantages and, in turn, to improve the overall accuracy of disease assessment.

We combined statistical and topological methods with a machine learning algorithm to detect microvascular disease from VSIs. In separate work, Garside et al. applied another TDA method to fundus images in order to detect diabetic retinopathy.40 Taken together, these studies provide preliminary evidence supporting the potential for combining methods from statistics and TDA with machine learning algorithms to automate detection of retinal diseases from medical images. A strength of TDA is that it is underpinned by mathematical theory, including stability results which guarantee that small changes to input data (e.g., the removal or addition of vessel segments) do not significantly alter the resulting output.59 However, we found in this work that many topological descriptor vectors performed inconsistently between datasets due to differences in expert annotation styles. For example, the Flooding (loops) descriptor vector did not perform well on the HRF and All datasets, and several topological descriptor vectors, including the Radial outward (loops) and Radial outward (connected components) descriptors, achieved notably different accuracy scores on the two STARE datasets. This finding was surprising because both STARE datasets were annotated from the same fundus images. The inconsistent results for the TDA descriptors on the STARE datasets suggest that they are not practically stable to changes in the data, which is a current limitation of these descriptors. Several algorithms have been developed in recent years to overcome practical stability challenges for persistent homology computations, including extended persistence and multiparameter persistence.53,54 In future work, we plan to incorporate these methods into our data analysis pipeline to establish whether they provide practically stable computations of VSI morphology.

We note that artificial neural networks are an alternative approach to automate the detection of general microvascular disease.55 Because deep neural networks perform exceptionally well on computer vision tasks, several recent studies have proposed their use to extract VSIs from fundus images and then to use them for disease classification.56–58 A concern about the use of neural networks, however, is that it can be challenging to interpret the outputs from these black-box models.59 Topological and statistical analyses, on the other hand, generate metrics that are interpretable. In future work, we will combine topological and statistical methods with machine learning algorithms and mathematical modeling to infer the mechanisms that lead to diabetic retinopathy and other microvascular diseases of the retina.39,60

A limitation of this study is the small sample size. We focused on the STARE, DRIVE, CHASE, and HRF datasets due to their wide use in the scientific community and public availability. In the future, we aim to produce a fully automated pipeline that uses neural networks to extract VSIs from fundus images and then uses our methodology for their analysis and classification.61 This will enable us to analyze larger retinal image datasets and to distinguish different disease types (e.g., Normal, Diabetic retinopathy, or Glaucoma).

In this work, we focused on two-dimensional VSIs, but TDA methods have been used to characterize three-dimensional vascular networks in the brain and in cancer.37,38,62 These methods could be adapted to analyze three-dimensional, optical coherence tomography angiography images.62

5  | PERSPECTIVE

Our work shows how statistical and topological methods can be combined with machine learning algorithms to predict whether retinal vascular networks are Normal or Diseased. A statistical approach, namely the Box-counting descriptor vector, provides the most accurate classification results over the four datasets considered. A topological descriptor, generated from a Flooding filtration, performed well on some datasets, though we found that this approach is sensitive to how vascular images are annotated. Taken together, these results highlight the importance of testing a range of alternative metrics when designing automated tools to analyze, quantify, and classify biomedical imaging data.

The methods developed in this work could also contribute to the growing use of telemedicine in making healthcare more accessible, affordable, and effective. Digital images of a patient’s eyes, taken using smartphones, could be sent to clinics for automated analysis and disease classification, prior to review by a medical expert. In addition to delivering remote clinical services to patients, automated diagnoses prior to medical consultations, would enable doctors to devote more time to evaluating non-standard cases.
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