Defect-driven shape transitions in elastic active nematic shells
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Active matter is characterized by its ability to induce motion by self-generated stress. In the case of a solid, such motion can lead to shape transformations. The stress-generating components can be anisotropic endowing the material with mesoscopic orientational order. It is currently unknown how the specific positions and orientations of these active constituents influence morphological changes. We study theoretically the effects of imposing topological point defects in the arrangements of the stress-generating components on the morphology of elastic active nematic shells. We show that topological defects of charge +1 are uniquely capable of increasing, reducing or maintaining the intrinsic curvature of the shell. These changes depend on the nature of the active stress and the phase angle of the defect. We apply our theory to experiments conducted on contracting actomyosin sheets. By combining defects of different charges, we can generate shells with arbitrary complexity. We confirm this flexibility by reproducing the shape of the freshwater polyp Hydra, in which topological defects have been associated with morphological features of the animal. In addition to understanding morphogenetic processes, these principles can be applied to the design of programmable active mechanical metamaterials that form the basis of autonomous soft robots.

I. INTRODUCTION

Mechanical stress plays a crucial role in many morphogenetic processes during animal development. Prominent examples are gastrulation or neural tube formation. This stress can be generated by the actin cytoskeleton, a polymer network consisting of actin filaments, myosin molecular motors, and other proteins [1]. How self-generated ‘active’ stress is organized to lead to shape changes remains largely unknown.

Due to the filamentous nature of the actin assemblies, actomyosin gels can exhibit macroscopic orientational order, which can extend over tissue length-scales [2–4]. Orientational order fields often exhibit topological defects [5], where the orientation cannot be well defined, for example at the center of a vortex. In active materials, topological defects appear spontaneously [6] and can focus stress [7–9].

Topological defects have been proposed to play important roles in organizing stress during organismal development [4, 10–12]. A particularly striking recent example is given by the freshwater polyp Hydra, in which the locations of the mouth, foot, and tentacles, were shown to correlate with topological defects in the actin network present in the early stages of morphogenesis [4]. How shape changes depend on the various features of topological defects remains an unsolved problem.

Reconstituted systems provide a powerful means to understand how the actin cytoskeleton induces cellular processes [13]. In this approach, components of the cytoskeleton are extracted from cells, purified, and studied in well-controlled environments. Such systems have played an important role in understanding aspects of cell motility [14–17], the propensity of actin networks to self-organize [18, 19], to contract [20–25], and to generate shape changes [26, 27].

In this work, we explore the morphology of thin elastic active nematic shells featuring topological defects. We first study thin disks with a single topological defect and compare our results to reconstituted actomyosin gels. We then extend our analysis to topological defects on thin spherical shells. Finally, we show how this approach can be used to recover the complex morphology of Hydra from the positions and charges of topological defects.

II. RESULTS

A. An agent-based model for an anisotropic elastic active nematic material

Consider an isotropic elastic material with embedded active components capable of locally inducing uniaxial expansion or contraction. This is in contrast to previous works that have examined isotropic active stresses [21, 28, 29]. Such active components could be pairs of actin filaments linked by myosin motors, actinomyosin bundles, or elongated cells.

We capture the effects of the material’s activity by a change of its reference state in which the elastic energy is
minimal [30]. This is evidently appropriate if the material is a network of bundles linked at crossing sites and where the bundle lengths change or the crossing sites move due to active processes. However, this method applies to a broader class of active materials and the changing reference state is complementary to introducing an active stress [31–33].

We describe the material as a continuum and the (coarse-grained) anisotropy of the local expansions or contractions is captured by an orientation field \( \hat{\mathbf{p}} \) with \( \hat{\mathbf{p}}^2 = 1 \). It is coupled to an order parameter, \( S \in [0, 1] \), accounting for the local degree of anisotropy. Let us point out that since the orientational order is nematic in character, the sign of \( \hat{\mathbf{p}} \) is inconsequential to the mechanics of the system.

To analyze deformations due to changes in the reference state, we introduce an agent-based model. In this model, we partition the volume of the material into polyhedra by means of a Voronoi tessellation, see SI for details. The tessellation is such that there are multiple Voronoi cells across the shortest dimensions of the material, which ensures resistance to bending. The corresponding Delaunay triangulation describes a network connecting the centers of each Voronoi cell. We account for the average stress through the faces of the Voronoi cells by springs along the edges of the Delaunay network. It should be noted that the Delaunay network is not a representation of the material’s molecular structure.

We describe changes of the reference state due to activity through time-dependent modifications of the springs’ rest lengths. Explicitly, the rest length \( l_i \) of spring \( i \) at time \( t \) with initial orientation \( \hat{\mathbf{l}}_i \) and midpoint position \( \mathbf{r}_i \) is given by

\[
l_i = \hat{l}_i (1 + \zeta(t)) \times \sqrt{1 + \xi(t)S(r_i) + \lambda(t)S(r_i)[(\hat{\mathbf{p}} \cdot \hat{\mathbf{l}}_i)^2 - 0.5]},
\]

where \( \hat{l}_i \) is the initial rest length. The phenomenological parameters \( \zeta, \xi \) and \( \lambda \) represent active strain coefficients. Depending on their sign, they describe activity-induced expansion or contraction. The time-dependence of the strain coefficients reflects the evolution of the reference state and is, in principle, determined by dynamic equations capturing the effects of activity. Since we focus on how stress patterns induced by topological defects affect deformations of elastic active nematic materials, we refrain from giving these equations and instead prescribe in the following the coefficients’ evolution.

The differential anisotropic strain coefficient \( \lambda \) controls changes of the rest length depending on their alignment with the orientation field, hence induces anisotropic contraction or expansion. We consider linear growth up to a predetermined stall value \( \lambda^s \) at time \( t^* \):

\[
\lambda(t) = \begin{cases} 
\lambda^s & \text{if } t < t^*, \\
\lambda^s & \text{otherwise.}
\end{cases}
\]

The differential isotropic strain coefficient \( \xi \) controls changes of the rest length depending on the local order parameter, \( S \). This then describes isotropic expansion or contraction regardless of the orientation of the spring. We set \( \xi = 0 \); an in depth discussion of the effect of \( \xi \) is presented in the SI. Finally, the global strain coefficient \( \zeta \) represents homogenous, isotropic expansion or contraction, thus only contributes to a global re-scaling of the system and we set \( \zeta = 0 \) for the remainder of this work.

We consider the case where the intrinsic dynamics of the orientation field are negligible. Consequently, the values \( \hat{\mathbf{p}} \cdot \hat{\mathbf{l}}_i \) and \( S(r_i) \) are defined on the un-deformed material and remain constant in time. This is consistent with an active elastic, in which these fields deform with the material. We choose all springs to have the same spring constant, \( k \), and evolve the system according to an over-damped Langevin Equation. All simulations run for at least \( 2t^* \) and the final configurations of the gels are given as a function of the coefficients’ stall values.

### B. Defects in elastic active nematic disks

We first consider originally flat, thin circular disks with thickness \( h \). Neglecting variations across the thickness of the sheet, we describe the planar nematic texture as

\[
\hat{\mathbf{p}} = \cos(\theta)\hat{\mathbf{e}}_\psi + \sin(\theta)\hat{\mathbf{e}}_\Phi,
\]

where we have employed the orthonormal cylindrical basis \((\hat{\mathbf{e}}_\psi, \hat{\mathbf{e}}_\Phi, \hat{\mathbf{e}}_r)\). The angle \( \theta \) describes the orientation of the nematic director relative to the radial direction \( \hat{\mathbf{e}}_r \).

We first consider a single topological defect with charge \( q \) situated at the center of the material. The nematic texture around this defect is calculated by minimizing the Frank free energy to give

\[
\theta = (q - 1)\Phi + \psi,
\]

where we have introduced the constant \( \psi \) which is referred to as the phase of the defect. For a nematic, \( q \in \frac{1}{2}\mathbb{Z} \), and the textures around the four lowest charge defects are shown in Fig. 1a-d. For all defects with \( q \neq 1 \), changes of the phase are associated with a global rotation of the nematic texture around the defect. However, when \( q = 1 \) the defect is an aster for \( \psi = 0 \), a spiral for \( 0 < |\psi| < \pi/2 \), and a vortex for \( \psi = \pi/2 \), see SI. At the center of a topological defect, the nematic director is not well defined and the order parameter \( S \) vanishes. Close to the center of the defect, it depends monotonically on the radial distance \( r \). For simplicity we consider the case where \( S(r) = r^2/R^2 \) with \( R \) being the initial radius of the disk.

Distortions of an orientation order field typically come with an energy cost. In nematic solids, where orientation is tightly coupled to the solid’s configuration, this can lead to interesting forms [34, 35]. However, we consider the regime where the corresponding elastic constants associated with deformation of the nematic field are small.
The sign of the Gaussian curvature induced around a topological defect with charge $q = 1$ is the same as the sign of $\lambda^s$, Fig. 1f. This implies that such a defect is capable of generating both, dome and saddle shapes, Fig. 2a,b. By varying the phase $\psi$ and the sign of $\lambda^s$ of the $q = 1$ topological defect and the sign of the active stress, it is possible to generate a continuum of Gaussian curvatures, Fig. 2d. The Gaussian curvature passes through zero at $\psi = \pi/4$ for all values of $\lambda^s$ at which the sheet remains approximately flat, Fig. 2c,d.

We find $G(\psi, \lambda) = G(\pi/2 - \psi, -\lambda)$. This property is due to the fact that a phase change of $\Delta \psi = \pi/2$ is equivalent to changing the sign of $\lambda$, Eq. (1). Once again we see that the magnitude of positive Gaussian curvature is lower than the equivalent negative Gaussian curvature when $\lambda \rightarrow -\lambda$ due to the snap-through like instability. The point at which the disk becomes flat is associated with a minimum in the stored elastic energy, however it is not entirely dissipated. This is due to a detectable in-plane twist shear, see Fig. 2c, inset.

We can gain further quantitative insight into the mechanism governing the transition between positive and negative Gaussian curvature through a continuum description of the steady state. In this description, the configuration of an elastic sheet of thickness $h$ is determined by its mid-plane, which is parameterized by the coordinates $u^1$ and $u^2$. Similar to the agent-based description, the active elements are considered to determine the reference state, which is encoded in the metric tensor $\overline{g}$. We account for the bending and strain energies $E_b$ and $E_s$ of

FIG. 1. Dynamics of elastic active nematic disks. a-d) Nematic textures minimizing the Frank energy around topological defects with phase $\psi = 0$ and charge $q = -1$ (a), $-1/2$ (b), $1/2$ (c), and $1$ (d). e) Elastic energy $E$ stored in and f) integrated Gaussian curvature $G$ of elastic active nematic disks as a function of time $t$. Colors in (e,f) correspond to those in (a-d). We used $\xi = 0$, $\lambda^s = 0.5$ (+) and $-0.5$ (×). Compared to those associated with activity or deformation of the bulk material. This is consistent with the behavior of molecular motors within the cytoskeleton [36].

The stored elastic energy in the material increases monotonically as the activity induces a change in the reference lengths of the springs, Fig. 1e. This energy cannot be dissipated since the strain pattern around the defect is incompatible with the disk shaped geometry of the material.

In order to quantify the shapes of the disks, we introduce the integrated Gaussian curvature, $G = \int_A K$, which is dimensionless. We refer to the shapes with $G < 0$ as ‘saddles’ and with $G > 0$ as ‘domes’. We see that only materials featuring a $q = 1$ topological defect undergo a significant change in geometry with all other disks remaining essentially flat, Fig. 1f. This is particularly interesting, as previous studies have coupled Gaussian curvature to topological charge in active nematic systems [37, 38]. Furthermore, we see a delay in the adoption of positive Gaussian curvature relative to that of negative Gaussian curvature. This is due to a snap-through like instability in which sheets with $G > 0$ globally break symmetry. This can lead to the sheets being trapped in a state with sub-optimal Gaussian curvature, Fig. 1f, inset.
the sheet [30]. Explicitly, we write

$$E_b = \frac{h^3 Y}{12(1-\nu^2)} \int dA \left[ 2(H-H_0)^2 - (1-\nu)K \right]$$

and

$$E_s = \frac{h}{2} \int dA \frac{Y}{1+\nu} \left[ \frac{\nu}{1-\nu} u^\alpha_\alpha u^\beta_\beta + u^\alpha_\beta u^\beta_\alpha \right].$$

Here, $Y$ is the Young’s modulus and $\nu$ the Poisson ratio of the material. We set $\nu = 0.5$. The local mean and Gaussian curvatures of the surface are given by $H$ and $K$, respectively. For the time being we choose the spontaneous curvature $H_0$ to be zero, but will consider non-vanishing values below. Furthermore, $u = (g - \tilde{g})/2$ is the two dimensional strain tensor, where $g$ is the 2D metric tensor. Finally, we define $u^\alpha_\beta = \tilde{g}^{\alpha\gamma} u^\gamma_\beta$. Greek indices take the values 1 and 2 and we apply Einstein’s summation convention.

In the same spirit that led to Eq. (1), we write

$$\tilde{g}_{\alpha\beta} = (1 + \zeta(t))^2 [g_{\alpha\beta}(1 + \xi(t))S(r)]$$

$$+ \lambda(t)S(r)[\tilde{p}_\alpha \tilde{p}_\beta - \tilde{g}_{\alpha\beta}]$$,

where $\tilde{g}$ is the reference metric in the absence of activity and the parameters $\zeta$, $\xi$ and $\lambda$ retain their meaning. We again take $\zeta = 0$. It is worth noting that the reference metric given by Eq. (7) may be non-embeddable. In this case the strain cannot be completely released by any sheet configuration and it remains in a state of self stress. A state of self stress is typically associated with increased stiffness and may play a role in biological systems.

Again we study initially flat circular disks. In polar coordinates, the material’s reference metric in the absence of activity is given by $g_{rr} = 1$, $g_{\Phi\Phi} = r^2$ and $g_{r\Phi} = 0$. For the nematic texture given by Eq. (3) and the order parameter $S(r) = r^2/R^2$, the continuum description yields the same states as the agent-based model, see SI.

We will now consider how the reference metric changes around a topological defect with charge $q$, phase $\psi$ and anisotropic strain coefficient $\lambda$. Consider a closed loop at constant $r$. Its perimeter is

$$p(r) = \int_0^{2\pi} \sqrt{\tilde{g}_{\Phi\Phi}} d\Phi$$

and its average distance from the center

$$\rho(r) = \frac{1}{2\pi} \int_0^{2\pi} \int_0^r \sqrt{\tilde{g}_{rr}} dr' d\Phi.$$  

For a flat reference metric, $p(r) = 2\pi \rho(r)$, whereas for a surface with positive (negative) integrated Gaussian curvature $p(r) < 2\pi \rho(r)$ ($p(r) > 2\pi \rho(r)$).

We now introduce

$$\Delta \kappa = \frac{1}{2\pi} \left( \frac{\tilde{p}(r)}{\rho(r)} - \frac{p(r)}{\rho(r)} \right),$$

where $\tilde{p}(r)$ and $\rho(r)$ are the perimeter and radius of the loop in the absence of activity defined through $\tilde{g}$. The quantity $\Delta \kappa$ gives us a measure of how we expect the integrated Gaussian curvature to change due to the presence of activity.

We calculate $\Delta \kappa$ for the reference metric (7), nematic texture (4) with $q = 1$ and order parameter $S(r) = r^2/R^2$, to obtain the values given in Fig. 2e, inset. In particular, we find $\kappa = 0$ for $\psi = \pi/4$ for all values of $\lambda'$. At this point the integrated azimuthal and radial strains balance and the sheet remains flat. Furthermore, $\Delta \kappa$ has an additional symmetry compared to $G$ as $\Delta \kappa(\psi, \lambda) = -\Delta \kappa(\pi/2 - \psi, \lambda)$. This implies that the reduced positive Gaussian curvature observed in Fig. 1f and Fig. 2d are due the sheet becoming trapped in a non-optimal configuration.

A closer look at $\Delta \kappa$ reveals why only defects with charge $q = 1$ can generate Gaussian curvature. If $q \neq 1$, all orientations of the director field are equally represented on the perimeter of a circle centered on the defect regardless of the phase, Eq. (4). Thus all anisotropic expansions and contractions cancel out when integrated azimuthally, implying $\Delta \kappa = 0$. In contrast, when $q = 1$, then $\theta = \psi$ leading to $\Delta \kappa$ becoming a function of the phase of the defect.

It should be noted that even for $\Delta \kappa = 0$, the final reference metric $\tilde{g}$ may not be compatible with the starting configuration of the material $g$. This leads to the observed increase in the stored energy also for defects with $q \neq 1$, Fig. 1e. In particular, the reference metric can have non-zero off diagonal components leading to an in-plane shear. Specifically, when $q = 1$, we have $\tilde{g}_{r\Phi} = \lambda^s S(r) p_r p_\Phi = \lambda^s r^3 \sin(2\psi)/(2R^2)$ leading to the chiral shear presented in Fig. 2c, insert and SI. Thus, the chirality of the twist changes sign according to $\text{sign}(\psi) \times \text{sign}(\lambda^s)$.

In conclusion, the phase $\psi$ can be used to control the induced Gaussian curvature and in-plane chirality when $q = 1$. This is particularly important when viewed in the light of the Poincaré-Hopf theorem, which states that while the topological charge of a nematic texture is constrained by the boundaries of the material, the phase is free to vary.

C. Generation of Gaussian curvature in reconstituted actomyosin gels

We now compare this analysis to the experimental setup of Ref. [27]. There, actin monomers, muscle myosin-II motors (MyoII), the strong cross-linker fascin, and ATP were introduced simultaneously into a sealed chamber with a lateral extension of 3.5 mm and heights between 100 $\mu$m and 250 $\mu$m, see SI for details. Subsequently, actin polymerized and formed an elastic network with MyoII and fascin embedded. The network then contracted and quickly reached its final thickness, which could be controlled by the chamber height and the
material with spontaneous curvature. d) Height profile of the gel (c) at the position of the dotted line. c) Thick sheet with positive Gaussian curvature. a) Thin sheet with negative active nematic disk with a saddle as $h$ is increased, see SI.

We utilize spherical polar coordinates with $\Theta$ being the polar angle and $\Phi$ being the azimuthal angle. These are associated with the orthonormal basis $\mathbf{\hat{e}}_\Theta$ and $\mathbf{\hat{e}}_\Phi$ of the tangent space. We again consider a thin shell with a tangential nematic texture given by

$$\mathbf{\hat{p}} = \cos(\theta)\mathbf{\hat{e}}_\Phi + \sin(\theta)\mathbf{\hat{e}}_\Theta.$$  

We take nematic textures given by Eq. (4) with $q = 1$ which results in a pair of +1 topological defects at opposite poles each with phase $\psi$. As before we can identify $\psi = 0$ with a pair of aster defects, $0 < |\psi| < \pi/2$ with a pair of counter rotating spirals, and $\psi = \pi/2$.

D. Defects on elastic active nematic spheres

We now turn to spherical shells to demonstrate that this behavior is not limited to initially flat disks. Nematic textures on the surface of a sphere are restricted to have net topological charge $+2$ by the Poincaré-Hopf Theorem.

We utilize spherical polar coordinates with $\Theta$ being the polar angle and $\Phi$ being the azimuthal angle. These are associated with the orthonormal basis $\mathbf{\hat{e}}_\Theta$ and $\mathbf{\hat{e}}_\Phi$ of the tangent space. We again consider a thin shell with a tangential nematic texture given by

$$\mathbf{\hat{p}} = \cos(\theta)\mathbf{\hat{e}}_\Phi + \sin(\theta)\mathbf{\hat{e}}_\Theta.$$  

We take nematic textures given by Eq. (4) with $q = 1$ which results in a pair of +1 topological defects at opposite poles each with phase $\psi$. As before we can identify $\psi = 0$ with a pair of aster defects, $0 < |\psi| < \pi/2$ with a pair of counter rotating spirals, and $\psi = \pi/2$.

FIG. 3. Shapes of contracted actomyosin sheets containing fluorescently labeled myosin. a) Thin sheet with negative Gaussian curvature. b) Height profile of the gel (a) at the position of the dotted line. c) Thick sheet with positive Gaussian curvature. d) Height profile of the gel (c) at the position of the dotted line. e) Integrated Gaussian curvature and f) stored elastic energy of a simulated elastic active nematic material with spontaneous curvature $H_0 = 1$ and $\lambda^0 = 0.25$ as thickness is increased.
with a pair of vortices, see SI. We couple this with an order parameter, $S(\Theta)$, which has boundary conditions $S(0) = S(\pi) = 0$. We set it to $S(\Theta) = \cos^2(\Theta)$.

The spherical system is evolved using the same linear growth model and Langevin dynamics previously described until a mechanical equilibrium state is reached. Here we see both oblate and prolate spheres with an intermediate twisted spherical shell, Fig. 4a-c. These are associated with a local decrease, increase or conservation of the Gaussian curvature at the center of each topological defect. We measure the integrated Gaussian curvature in the patches $\Theta < 0.4\pi$ and $\Theta > 0.6\pi$ which are centered around each topological defect.

Similar to the flat disks, we see a transition between increasing and decreasing Gaussian curvature based on the sign of the active stress and the phase of the defects, Fig. 4d,e. Contrary to flat disks, we do not see a large asymmetry between increasing and decreasing Gaussian curvature. This is likely due to the fact that the initial Gaussian curvature on the sphere is positive, so the system does not need to spontaneously break symmetry. As in flat disks, the crossover between increasing and decreasing Gaussian curvature is associated with a local minimum in the stored elastic energy, Fig. 4e.

Once again this transition can be understood by calculating $\Delta \kappa$ on the surface of the sphere, Fig. 4e, inset. As in the case of flat disks, the transition at $\Delta \kappa = 0$ is associated with an in-plane shear with a chirality depending on the sign of $\lambda^a$ and $\psi$, Fig. 4e, inset.

We have shown that $+1$ topological defects are able to locally raise or lower the Gaussian curvature of the surface in which they are embedded. Additionally, we see that topological defects with $q \neq 1$ do not induce a specific Gaussian curvature response. We can combine these effects to generate more complex morphologies from elastic active nematic materials.

The organism Hydra is a freshwater polyp with a tubular body and a number of thin tentacles around the mouth, Fig. 5a. Hydra’s body wall consists of two cell layers, separated by an elastic extracellular matrix [40], such that it is appropriate to describe it as an elastic active nematic shell. The actin cytoskeleton in the outer cell layer is ordered in bundles that are largely parallel to the main axis of the animal or tentacles. This results in the existence of topological defects within the actin cytoskeleton, Fig. 5b. The mouth, foot and the tip of each tentacle are co-located with a $+1$ topological defect, all
in the aster configuration [4]. Due to the Poincaré-Hopf theorem, the total topological charge on the animal must be $+2$, which necessitates the existence of an additional pair of $-1/2$ defects at the base of each tentacle.

During morphogenesis, Hydra transitions from an initially spherical shape into its final form. This involves elongation of the body between the mouth and foot and the elongation of the tentacles. This results in an increase in Gaussian curvature at each of the features associated with an aster topological defect. Considering $\Delta \kappa$, aster defects ($q = 1, \psi = 0$) are associated with an increase in Gaussian curvature during anisotropic extension ($\lambda^* > 0$). However, the additional $-1/2$ defects give $\Delta \kappa = 0$ and we do not expect them to influence the local Gaussian curvature.

We approximate the positions of the topological defects in spherical polar coordinates for a Hydra with two tentacles in Fig. 5c. We reconstruct a nematic texture, $\hat{p}$, that minimizes the elastic energy around these defects using stereographic projection from the complex plane [41]. We then evolve an initially spherical surface according to Eq. (1) to obtain the final shape given in Fig. 5d. The dynamics of this process are given in Supp. Movie 1. This figure is highly reminiscent of the final shape of Hydra with this pattern of topological defects.

III. DISCUSSION

In summary, we applied the idea that active stresses can modify the reference metric of a material in a manner linked to the orientation of the stress generating elements. We found that elastic active nematic shells featuring a $+1$ topological defect are uniquely able to induce Gaussian curvature with a sign controlled by the nature of the active stress, and the phase of defect.

Our results have important consequences when viewed in light of the Poincaré-Hopf theorem. This theorem constrains the net topological charge of the defects on a surface according to its boundaries. Since $q \neq 1$ defects do not change Gaussian curvature, they can be used to compensate for an arbitrary number of $q = 1$ defects. These defects can thus be used freely to induce morphological changes with an arbitrary degree of complexity.

In this way, we provide further support for the idea that topological defects play a central role in guiding morphogenetic events during organismal development. In addition, these principles could be applied in the design of synthetic active materials, wherein a morphological pathway is “programmed” into the material by the careful arrangement of defects within the stress generating machinery [42]. Furthermore, dynamic control over the growth parameters $\zeta(t), \xi(t)$ and $\lambda(t)$ could lead to materials able to undergo a sequence of morphological changes. This could be employed, for example, in the design of soft robots.
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