An enhanced latent semantic indexing with term frequency-inverse document frequency variant for software traceability
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Abstract. This paper proposes an improved Latent Semantic Indexing (LSI) with Term Frequency-Inverse Document Frequency (TFIDF) variant for software traceability. The main advantage of the method is the simplicity and accuracy of the algorithm such that it can produce high precision and recall. The accuracy of tracing precise links between software artefacts is achieved by feeding the LSI with TF-IFDF variant that halves the TF and IDF values, thus increases the probability of yielding precise links. To test the accuracy of the proposed method, two case studies were evaluated, namely Mushroom Management System (MMS) and Robotic Wheelchair System (RWS). The superiority of the proposed method over a conventional LSI is confirmed by 409.09%, 900.00%, and 620.00% improvements for precision, recall, and harmonic mean scores, respectively, in MMS case study, at cosine threshold of 0.94. It is anticipated that the method could be beneficial in the design of a practical and accurate system for retrieving precise software traceability links.

1. Introduction
In Software Development Life Cycle (SDLC), traceability plays a crucial role in analyzing the impact of alteration across different software artefacts. Traceability is described as the ability to trace links between source artifact and target artifact [1].

Successful traceability relies on the ability to concisely trace source artifact to target artifact. In real world scenarios, SDLC is often plagued by an overloading of information as software information is continuously generated. Researchers are in agreement that an immense wealth of information may be useful to assist in successful traceability across various SDLC phases via formulating traceability problem through the lens of an information retrieval (IR) [2-3]. Researchers have utilized and proposed various IR methods in literature. Several instances include algebraic models [2], probabilistic models [4], and statistical language models [5]. Widely used algebraic models include Vector Space Model (VSM) [6] and Latent Semantic Indexing (LSI) [7]. Fundamental understanding of algebraic models involves computing similarity between documents to determine the extent of document relevance. Researchers have argued that conventional LSI suffers poor accuracy (i.e. yielding low precision and recall scores) [2]. In addition, combination of conventional LSI with regular TF-IDF in retrieving latent meanings in software documents often have poor accuracy as shown by studies in [2, 8]. Thus, a new method is needed which could improve the accuracy in tracing software trace links between software artefacts.

In this study, the authors evaluate conventional LSI and the proposed LSI with TF-IDF variant and report the experiments with two case studies. The evaluation indicated that the proposed method improved precision and recall. The paper is structured as follows. Section 2 elaborates conventional
LSI. Section 3 elaborates TF-IDF. Section 4 describes the proposed TF-IDF variant. Section 5 describes the case studies. Section 6 describes the evaluation measures. Section 7 elaborate the experiment results. Section 8 concludes the paper.

2. Latent Semantic Indexing (LSI)
LSI is an extension of Vector Space Model (VSM) that was proposed by [7] to solve synonymy and polysemy issues. LSI operates by reducing document noise via vector space dimension reduction and utilizes single value decomposition (SVD) to determine new dimensions. The k-dimensional LSI is used to compute similarities between vectors. A query vector, \( q_k \), is mapped into its representation in the LSI space by the transformation as in Equation 1:

\[
\mathbf{q}_k = \Sigma_k^{-1} U_k \tilde{q}
\]  

(1)

Where \( \mathbf{q}_k \) is query vector with respect to coefficient of low-rank approximation dimension, \( k \), \( \Sigma_k^{-1} \) is the inverse of diagonal matrix \( \Sigma_k \), and \( U_k \) is transposed singular value decomposition term matrix with respect to \( k \).

3. Term Frequency-Inverse Document Frequency (TF-IDF)
Term frequency, as expressed in Equation 2, refers to a normalized term weight occurring in document that is proportionate to term frequency [9]:

\[
\text{tf}(t, d) = \frac{f(t,d)}{\max(\{f(\cdot, d)\})}
\]  

(2)

Where \( \text{tf}(t, d) \) is normalized term frequency of a term \( t \) that occurs in document \( d \), \( f(t,d) \) is the raw count of frequency of term \( t \) in document \( d \), and \( \max(\{f(\cdot, d)\}) \) is the max value of term frequency in document \( d \).

Meanwhile, inverse document frequency, as expressed in Equation 3, refers to specificity of terms quantifiable as inverse function of the number of documents in which the terms occur [10]:

\[
\text{idf}(t, D) = \ln \frac{N}{|\{d \in D : t \in d\}|}
\]  

(3)

Where \( \text{idf}(t, D) \) refers to inverse document frequency of a term \( t \) that occurs in corpus \( D \), \( N \) is the total number of documents in corpus, and \( |\{d \in D : t \in d\}| \) is the number of documents where term \( t \) appears.

4. TF-IDF Variant
In this paper, the authors proposed to halve TF-IDF through removing logarithm in IDF and replacing it with square root. Resulting TF-IDF variant is expressed in Equation 4.

\[
\text{tf}(t, d) \cdot \sqrt{\text{idf}(t, D)} = \sqrt{\frac{f(t,d)}{\max(\{f(\cdot, d)\})}} \cdot \sqrt{\frac{N}{|\{d \in D : t \in d\}|}}
\]  

(4)

Where \( \sqrt{\frac{f(t,d)}{\max(\{f(\cdot, d)\})}} \) is the square root of normalized frequency and \( \sqrt{\frac{N}{|\{d \in D : t \in d\}|}} \) is the square root of the inverse document frequency.

5. Case Studies
The authors utilize Mushroom Management System (MMS) and Robotic Wheelchair System (RWS). MMS is a general software developed by final year students from the School of Computing, Universiti Teknologi Malaysia for a local mushroom producer. RWS is a safety-critical, wheelchair equipped
with AMD188ES microcontroller, parallel I/O, serial I/O, ADC/DAC, and an on/off switch [11]. The characteristics of case studies are listed in Table 1.

| Characteristics | MMS | RWS |
|-----------------|-----|-----|
| Domain          | General | Safety-critical |
| Number of requirements | 11 | 7 |
| Number of test cases | 38 | 29 |
| Number of trace links | 38 | 29 |

6. Evaluation Measures
Precision is defined in Equation 5, meanwhile Recall is defined in Equation 6. In addition, harmonic is also used, which is also referred to as F1 measure, as defined in Equation 7.

\[
\text{Precision} = \frac{\text{Correct}}{\text{Correct} + \text{Incorrect}}
\]  \hfill (5)

\[
\text{Recall} = \frac{\text{Correct}}{\text{Correct} + \text{Missed}}
\]  \hfill (6)

\[
\text{F1 measure} = 2 \cdot \frac{P \times R}{P + R}
\]  \hfill (7)

Where \( P \) stands for Precision, while \( R \) stands for Recall.

7. Experiment Results
This section describes the results obtained from MMS and RWS case studies. Table 2 presents the results obtained from MMS case study. In general, the results in Table 2 revealed that the proposed LSI with TF-IDF variant had improved the precision, recall, and F1 measures significantly at cosine threshold of 0.94. Referring to Table 2, improvements of 409.09%, 900.00%, and 620.00% were observed for precision, recall, and F1 measures, respectively, for cosine threshold of 0.94, in comparison to conventional LSI. Meanwhile, a 100% improvement was observed for MMS’ precision score at cosine threshold of 0.99. Such improvements indicate that the enhanced LSI with TF-IDF variant is capable of yielding higher accuracy at higher cosine thresholds. Meanwhile, at lower cosine thresholds (i.e. 0.80 and 0.60), no improvements but decrements of precision, recall, and F1 measures were observed for MMS, at cosine threshold of 0.60. This indicates that at lower cosine threshold, the proposed method was not able to return precise trace links for MMS case study.

Meanwhile, Table 3 presents the results obtained from RWS case study. Generally, precision and F1 measures improved significantly with values of 30.77% and 127.27%, respectively, when cosine threshold was 0.80. Meanwhile, high precision was maintained at cosine threshold of 0.90. The improvements at higher cosine thresholds were attributed to square-rooting the TF-IDF vector values, which yielded favorable results, particularly at cosine threshold of 0.94 for MMS case studies. Overall, in comparison with conventional LSI, the proposed LSI with TF-IDF variant produced unfavorable results for low cosine thresholds (i.e. 0.60). However, the findings could be inconclusive as the scale of the case studies were rather small.

In general, the results showed that the proposed LSI with TF-IDF variant is promising in improving precision to higher levels in all case studies, at higher cosine thresholds. In contrast, conventional LSI performed better at lower cosine threshold of 0.60, particularly in RWS. Based on this observation, the authors concluded that proposed LSI with TF-IDF variant has the most potential as a method to be used for automating software traceability at higher cosine thresholds.
8. Conclusion
In this study, two IR methods have been investigated, conventional LSI and the proposed LSI with TF-IDF variant, across two case studies. The proposed method was targeted to solve the issue of poor accuracy of conventional LSI in capturing trace links between software requirements and test cases, encompassing precision, recall, and F1 scores. The findings of the experiment suggest that the proposed LSI with TF-IDF variant improved conventional LSI significantly at higher cosine thresholds (i.e. 0.99 and 0.94), particularly in MMS case study. Despite varied performances across the two case studies, the proposed method indicates a potential to improve the overall accuracy of IR-based software traceability systems.
As future works, further evaluation of benchmark datasets and larger case studies could be conducted. In addition, the future works could also consider comparing other IR-based techniques. Finally, hybridization of TF-IDF with other weighting schemes could also be investigated to produce precise IR-based software traceability systems.
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