An Ensemble Approach to Identify Firearm Listing on Tor Hidden-Services
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Abstract: The ubiquitous nature of the internet has made it easier for criminals to carry out illegal activities online. The sale of illegal firearms and weaponry on dark web cryptomarkets is one such example of it. To aid the law enforcement agencies in curbing the illicit trade of firearms on cryptomarkets, this paper has proposed an automated technique employing ensemble machine learning models to detect the firearms listings on cryptomarkets. In this work, we have used part-of-speech (PoS) tagged features in conjunction with n-gram models to construct the feature set for the ensemble model. We studied the effectiveness of the proposed features in the performance of the classification model and the relative change in the dimensionality of the feature set. The experiments and evaluations are performed on the data belonging to the three popular cryptomarkets on the Tor dark web from a publicly available dataset. The prediction of the classification model can be utilized to identify the key vendors in the ecosystem of the illegal trade of firearms. This information can then be used by law enforcement agencies to bust firearm trafficking on the dark web.
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1 Introduction

The dominance of Internet-based technology is growing at a fast pace which also opens up the opportunity to perform illicit activities online. Cryptomarkets are one such byproduct on the Dark web that provides a safe environment for the number of illegal activities to be performed. From counterfeit currency to forged documents and prohibited drugs to firearms, all under one roof [1]. The Silk Road marketplace was one of the finest examples of these cryptomarkets [2]. The cryptomarkets usually employ The Onion Routing (Tor) [3] technique and cryptocurrency to ensure the anonymity of each transaction thereby disguising the real identity of their customers and vendors.
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The weapon trafficking on the dark web came into limelight after several mass shootings and terror attacks that took place in the European countries. The firearms used by the perpetrators in the November 2015 Paris attacks and the 2016 Munich shooting were reportedly bought from the dark web marketplace [4]. Moreover, the same type of firearms called assault rifles were used in the Charlie Hebdø attack followed by the November attacks in Paris in the year 2015 [4,5]. The firearm used in the Munich attack was a Glock 17 pistol that belongs to the category of handguns [6]. Recently, a teenager has also been jailed for ordering a handgun (Glock 17) on the dark web [7]. Studies have found that the pistols and rifles were used in the majority of the mass shootings that happened in the United States [8]. These findings indicate that the executors of the mass shootings prefer pistols and rifles over other firearms.

Despite limited research available regarding the trafficking of illegal firearms on the dark web, two of the studies have identified firearms belonging to the category of pistols and rifles as the most commonly available weapon on the cryptomarkets [9,10]. These findings indicate the popularity of pistols and rifles among the customers on the dark web. The identification of key vendors of these specific types of firearms operating on the single cryptomarket or multiple marketplaces could prove beneficial for the law enforcement agencies. The law enforcement agencies could use the vendor information to tracking them down. In an attempt to aid the law enforcement agencies, we present an automated approach to detect the listings of pistols and rifles on the cryptomarkets for the identification of the key vendors.

The main contributions of our study are as follows:

- We found that the part-of-speech tagged features belonging to the noun category could improve the classification performance when used exclusively in the feature set.
- We investigated the different N-grams (N = 1, 2, 3) model for optimal feature extractions and found that the combination of unigrams and bigrams provide the best results.
- We proposed a stacked ensemble of Naïve Bayes and Random Forest classifiers to predict the firearm listings on the crytomarkets with better performance than the individual base classifiers.
- We carried out the experiments on a publicly available dataset to show the efficacy of the proposed classification model.
- The predicted firearm listings by the ensemble classification model can be mapped to their associated vendor profile. By aggregating all such listings, the key vendors selling illegal firearms across multiple marketplaces are identified.

The rest of the paper is organized as follows: Section 2 describes the related work. Also, section 2 elaborates on the proposed approach. Section 3 provides the experiment settings followed by results. Finally, Section 4 and Section 5 draw the discussion and conclusions of work.

2 Materials and Methods

2.1 Pertinent Related Works

The academic research concentrated on illegal weapon trafficking on the dark web is limited. Despite lacking in research on this issue, there have been a number of cases that indicate the prevalence of weapon trafficking on the Dark web [11]. Moreover, multiple sellers are under prosecution for the charges of illegal weapon trafficking on the dark web cryptomarkets [12–14]. One of the first studies on firearm trafficking on the dark web was conducted by the RAND Corporation [9]. The study has analyzed nearly eight hundred firearm-related listings across twelve cryptomarkets on the Tor dark web. Pistols are the most commonly available firearm followed by the rifles and sub-machine guns. Digital products that include guides and manuals on manufacturing firearms and explosives at home are the second most common category. However, the firearms were reasonably expensive as compared to the retail market. The study has not included the vendor shops operated exclusively by a single seller in the analysis.
Another study, similar to the RAND Corporation, has analyzed six online shops explicitly dealing in the firearms on the Tor dark web (Copeland [10]). Handguns especially pistols, were the most popular product as found in the earlier study (Paoli et al. [9]). Though, only a single shop among the six was accounted for the majority of handguns listings. Handguns were also a popular product among the vendors such that each of the identified vendors was dealing in handguns. Vendors often provide a range of products at premium prices. Rhumorbarbe et al. [15] analyzed the webpages of nine cryptomarkets to get insight into the trafficking of weapons on the dark web. Non-lethal weapons like pepper sprays, tasers, etc. contribute to around 28% of all the 386 weapons listings identified, followed by the firearms with 25%. They have identified 96 different vendor profiles with some vendors that were found operating across several markets. They concluded that the weapons trafficking on the cryptomarkets is much less when compared with other products like illicit drugs. A study has proposed an automated approach to identify the posts on the dark web forum for the procurement of weapons [16]. The datasets from four dark web discussion forums were manually labeled by the experts. The machine learning techniques were used to classify these labeled posts.

The above studies were exploratory in nature that attempts to uncover the size of cryptomarkets in terms of weapon trafficking, characteristics of vendors and the types of weapons on sale. Handguns (pistols) were the most preferred product category both on the cryptomarkets and the vendor shops. Pistols were also used in many of the mass shootings that happened recently. Therefore, identifying the key vendors of pistols and rifles on these online platforms could help the law enforcement agencies in taking down these vendors. To the best of the author’s knowledge, no study has leveraged the data of weapon trafficking on cryptomarkets for identifying top vendors. Hence, we present our ensemble machine learning approach to detect firearm of the category of pistols and rifles. Henceforth, the term firearms shall be used to refer to the pistols and rifles together.

### 2.2 Proposed Approach

The proposed approach for detecting the firearms listings consists of the four steps: i) Pre-processing, ii) Feature Construction, iii) Detection of Firearm Listing and iv) Key Vendor Identification. These steps are explained in detail in the following subsections. Fig. 1 shows the diagrammatic representation of the proposed approach.

![Figure 1: Proposed methodology](image-url)
2.2.1 Pre-Processing

The aim of the data pre-processing step is to remove all the irrelevant and noisy data before proceeding to the feature extraction and then classification. The following steps were applied to the dataset during pre-processing:

- **Tokenization:** It breaks the string of text into individual tokens (words or numbers) at every whitespace character encountered.
- **Removal of Stop-words:** Stop-words are the common words (like a, am, the, is, of, etc.) that are frequently used in text and bear no meaning to the context of the text. Removing stop-words reduce the size of the text and improve the efficiency of the classification model. A list of stop-words is used to identify and remove them from the text.
- **Noise Removal:** Noisy data like special characters, Uniform Resource Locator (URLs), punctuations are removed as they did not convey any meaning.

2.2.2 Feature Construction

Feature extraction is performed to extract the most appropriate and relevant features to reduce the dimensionality of the feature space, which may help in better classification performance. The feature extraction consists of Part-of-Speech (PoS) tagging and N-grams extraction.

- **Part-of-Speech tagging:** The Part-of-Speech tagging method has been used to extract key tokens that could affect the classification performance like the verb, noun, adverb, adjective, etc. In our work, we have extracted the tokens that have been tagged as nouns. Much of the information about the weapon listings contains features like the manufacturer name, make, model number, caliber, finesse, action type, etc. which are nouns. Hence, it was decided to extract the noun tagged tokens for further processing and to see its effect on the classification performance.
- **Extraction of N-grams:** The N-gram techniques are common in classification and have been used in a variety of problems. N-gram is a string of consecutive words where N represents the number of words in the string. The most common N-grams are unigram (N = 1), bigram (N = 2) and trigram (N = 3). The listings of products in the dataset include the name of products, their manufacturers and other identifying information (like semi-automatic) that may consist of two or three words. Therefore in our work, we shall be using the combination of unigram, bigram, and trigram for adequate feature representation.
- **Feature Representation and Weighting:** The feature vector is represented in the Bag of Words (BoW) model, where the vocabulary of each of the unique features in the dataset is created. Feature occurring in less than two instances are removed from the vocabulary. We have used term frequency-inverse document frequency (TF-IDF) to assign a weight to each of the features in the vocabulary. The TF-IDF assigns high weight to the frequently appearing feature in an individual instance of the dataset. However, if the feature frequently appears in most of the instances of the dataset, then it will be assigned a lower weight.

2.2.3 Detection of Firearm Listing

The identification of firearm listing is achieved with the help of two classification models, namely: Naïve Bayes and Random Forest.

- **Naïve Bayes:** Naïve Bayes (NB) is a probabilistic supervised classifier based on the Bayes theorem. It makes a naïve assumption that the features are conditionally independent of each other. NB predicts the probability of an event by calculating the joint probability with respect to the occurrence of the other event. NB is among one of the popular classification algorithms with good classification performance. The simplicity along with the easy and fast implementation of the NB classifier motivated us to select it as one of the base classifiers for our ensemble model.
Random Forest: Random Forest (RF) classifier is based on the decision tree algorithms. It is an ensemble of multiple individual decision trees that form a forest. Multiples samples from the training dataset are chosen to generate each decision tree. A final class value is chosen from the trees based on the majority voting scheme. RF can effectively manage the missing values and proper parameter tuning can prevent it from over-fitting. Given the track record of achieving good performance in previous studies, RF has been selected as another base model for the ensemble.

The ensemble technique leverages the power of multiple base classifiers in order to obtain improved classification performance as compared to a single base classifier. It combines the weak classifier with a strong classifier to get overall better classification output. The base classifier can be combined in several different ways to form the ensemble. To enhance the overall classification performance, we have applied the stacking ensemble technique that combines the two base classifiers in a sequential manner in stacking. In stacking, the base classifiers are placed one over the other resembling stack data structure such that each of the base classifiers passes its prediction to the classifier above it. The classifier at the bottom layer accepts the input data and the top-most classifier makes the final prediction.

2.2.4 Key Vendor Identification

It has been identified that the vendors manage their profile across several cryptomarkets to resist the cost of disruption in markets by law enforcement agencies [17]. It also gives them the opportunity to advertise their products in multiple markets to expand their business [18]. The aggregation of such vendors across several marketplaces will help in identifying the key vendors. To link the vendors operating on several marketplaces, we shall be considering the usernames and the PGP key of the vendors as characteristic features identified by Broseus et al. [18]. However, unlike Broseus et al. [18], we ignore the case of the username while matching them. The method of identification of the key vendor of firearms is described in the next paragraph.

The listings of the firearms predicted by the best classification model are identified. The username and the corresponding PGP key of the vendor associated with the listings are extracted. Two usernames were considered to be belonging to the same vendor profile if the usernames are matched exactly (ignoring the case). In case of mismatch, the Levenshtein distance between the username is calculated. If the Levenshtein distance is less than 25 percent and the PGP key is the same, then the vendor profile is considered to be the same. The common vendor profiles were aggregated based on the number of listings they are associated with. The vendors with the most number of listings might be the key vendors of the firearms.

2.3 Experimental Setup

2.3.1 Dataset

The experiment was conducted on a publicly available dataset collected by an independent researcher Gwern Branwen [19]. The dataset comprises of the downloads from 87 marketplaces and 37 forums related to these marketplace spanning a period of nearly two years. This dataset has been used in the number of previous peer-reviewed studies [20–22]. From the 87 marketplaces, we have selected the data from the following marketplaces: Alphabay, Armory and Dreammarket. These marketplaces have selected because they have been identified as offering the maximum number of weapon-related listings in the previous research [9,15].

The weapon-related listings from the download of each of the marketplace were identified and extracted. These listings were manually labeled into three classes: pistol class, rifle class that contains the listings of the pistols and rifles respectively and the other class contains all other listings including ammunition, other types of guns, digital materials and all other products on cryptomarkets like drugs, etc. The distribution of the listings among the three classes is given in Tab. 1.
Table 1: Dataset description

| Class   | Number of Listings |
|---------|-------------------|
| Pistols | 392               |
| Rifles  | 378               |
| Others  | 2230              |
| Total   | 3000              |

The listing pages were parsed with the BeautifulSoup to extract all the textual content, including the product and vendor information and stored as textual documents. These text documents shall be used in the classification model. The final model is tested on the 3000 product listings and the key vendors are identified from it.

2.3.2 Evaluation Metrics

The proposed classification models need to be evaluated on certain metrics. Accuracy, precision, recall and F-score can be used to evaluate the effectiveness of the proposed model. Accuracy is the ratio of the correctly classified instances to the total number of instances in the dataset under consideration. However, accuracy may not provide a good measure of the effectiveness of the model when the instances are not distributed equally among the classes. Therefore, in the case of imbalanced classification, precision, recall and F-score can be used for evaluation.

3 Data Interpretation and Results

To detect firearm listings, two classification models are used: NB and RF. Initially, we have used these two models individually to assess their performance on the dataset. The dataset was split into the training and testing set with a k-fold cross-validation scheme. Tab. 2 shows the comparison of the results between the individual classifiers and the stacking ensemble to further improve the prediction performance.

Table 2: Comparison of the individual classifiers and the ensemble

| Classifier     | Precision | Recall | F-score |
|----------------|-----------|--------|---------|
| NB             | 78.88     | 80.49  | 79.68   |
| RF             | 85.20     | 83.73  | 84.46   |
| Stacking (NB, RF) | 87.58   | 88.37  | 87.97   |

In the stacking ensemble, the NB and RF are the base estimators and the logistic regression is the final estimator. Tabs. 3 and 4 shows the effect of taking only PoS tagged noun with N-gram (N = 1, 2, 3) tokens for the feature set on the performance of the classification models.

The size of the features space when using POS tagged features is given in Tab. 5. Further, Tab. 6 shows the top five key vendors identified being involved in the trade of pistols and rifles in the dataset.

All the experiments were conducted on Python v3.6 IDLE on Windows machine with the hardware configuration of 4 GB Random Access Memory and Intel i5 processor.
The assessment of the proposed method is done using precision, recall and the F-score. The stacking ensemble consists of the NB and RF as the base classifiers and the logistic regression as the final estimator. The base classifiers are first evaluated separately and then compared with the performance of the stacking ensemble of NB and RF. While evaluating the base classifier individually, RF performs better than the NB; however, NB was computationally faster than the RF. The ensemble of the two

### Table 3: Comparison of the individual classifier with part-of-speech tagged features and n-grams

| Classifier   | Precision | Recall | F-score |
|--------------|-----------|--------|---------|
| NB uni       | 89.42     | 79.52  | 84.07   |
| NB uni+bi    | 90.54     | 79.02  | 84.39   |
| NB uni+bi+tri| 91.28     | 79.02  | 84.32   |
| RF uni       | 88.90     | 87.26  | 88.07   |
| RF uni+bi    | 94.83     | 94.65  | 94.74   |
| RF uni+bi+tri| 92.31     | 91.79  | 92.05   |

### Table 4: Performance of the stacking ensemble with part-of-speech tagged features and n-grams

| Classifier       | Precision | Recall | F-score |
|------------------|-----------|--------|---------|
| Stacking (NB, RF)| 91.43     | 92.15  | 91.79   |
| Stacking (NB, RF)| 97.15     | 96.84  | 96.99   |
| Stacking (NB, RF)| 93.46     | 92.75  | 93.10   |

### Table 5: Size of the feature space

| Type of Feature Set                                      | Size  |
|----------------------------------------------------------|-------|
| Full                                                     | 2003  |
| POS Tagged with Unigrams                                  | 1063  |
| POS Tagged with Unigrams and Bigrams                      | 2470  |
| POS Tagged with Unigrams, Bigrams & Trigrams              | 3874  |

### Table 6: Key firearm vendors

| Vendor | Number of Listings | Type of Firearm   |
|--------|--------------------|-------------------|
| V1     | 14                 | Pistols & Rifles  |
| V2     | 10                 | Pistols           |
| V3     | 9                  | Pistols           |
| V4     | 6                  | Rifles            |
| V5     | 5                  | Pistols           |

### 4 Discussion

The assessment of the proposed method is done using precision, recall and the F-score. The stacking ensemble consists of the NB and RF as the base classifiers and the logistic regression as the final estimator. The base classifiers are first evaluated separately and then compared with the performance of the stacking ensemble of NB and RF. While evaluating the base classifier individually, RF performs better than the NB; however, NB was computationally faster than the RF. The ensemble of the two
classifiers produced much better results than the individual models. The output of the stacking managed to get 87.97% for F-score which indicates that the ensemble of NB+RF is more capable of predicting the specific weapon listings. The final estimator of Logistic Regression yielded a better output of integrating NB and RF. The combination of NB and RF has a significant lead over the individual performance of the NB and RF. The only limitation with this ensemble setting is the longer time needed to construct the model which is common in such setup.

Tab. 3 shows the evaluation of the individual classifiers when they are fed with the POS extracted feature set. The result of utilizing the POS tagged features with a different combination of N-grams (N = 1, 2, 3) is presented. The use of POS tagged features instead of the full feature space has significantly increased the F-score both for the NB and the RF classifiers. However, the best performance is achieved when using the combination of unigrams and bigrams of the POS tagged features with a slight increase in the dimensionality of the feature set, as can be seen in Tab. 5. Many of the firearms names are of two words like the Glock pistol series and M1 Garand, M 1841, Ruger M77 rifles. The use of POS tagged features (nouns in our case) with bigrams may act as the discriminative features in the classification and hence produced better performance.

In this work, we have made a comparison between the performance of the stacking ensemble without the original feature set and the stacking ensemble with the POS extracted feature set with unigrams and bigrams. The classification results show that the stacking of the base classifiers NB and RF with the combination of unigram and bigrams POS extracted features significantly improves the performance of the model. The predictions of our proposed model can be applied to the cryptomarket data for identifying the key vendors of firearms.

5 Conclusions

In this paper, we have put forward a methodology to detect the listings of pistols and rifles for the identification of the key vendors across the cryptomarkets. The proposed method aims to identify the features in the dataset having contextual meaning to improve the performance. Therefore, we have extracted the POS tagged nouns, followed by their N-grams, to obtain the most representative feature set. We then use the stacking ensemble of NB and RF for the detection of the specific firearm listings. The experimental results show that the feature set with part-of-speech tagged nouns particularly with the combination of unigrams and bigrams features and ensemble classifiers, produces the best classification performance on the dataset.
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