The wave equation with a discontinuous coefficient depending on time only: generalized solutions and propagation of singularities
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1. Introduction

This paper is devoted to propagation of singularities in linear hyperbolic partial differential equations with non-smooth coefficients in the framework of the Colombeau theory of generalized functions [2, 3]. Such equations involve a nonlinear interaction of coefficient singularities with those in the solution which emanate from the initial data. In the past years, this problem has been investigated intensively in a series of papers, in which the coefficients and the solution have been viewed as elements of the Colombeau algebra of generalized function.

So far, microlocal elliptic regularity is well understood for general equations and systems in this framework [6, 8, 18]. Further, generalized Fourier integral operators have been introduced in order to describe the wave front set of generalized solutions [7, 9, 10, 11]. These methods have allowed to describe the propagation of singularities in scalar first order hyperbolic equations with generalized function coefficients [5, 12, 16]. As a new phenomenon, the Colombeau wave front set has been shown to possess a more refined structure than the corresponding distributional wave front set [22]. For a survey of these methods and relations to various classical approaches we refer to [15].

In the special situation of hyperbolic equations and systems with piecewise constant coefficients (with possibly jumps across smooth hypersurfaces), the problem may be interpreted as a transmission problem and can be solved classically by a piecewise distributional solution. In case of systems or higher order equations, an incoming singularity will split at the interface into a refracted and a reflected wave. While in many cases it has been shown that the Colombeau solution is associated with the distributional solution of the transmission problem [13, 20], the task of identifying the refracted and reflected singularity by means of the Colombeau wave front set – directly in the generalized solution without considering the associated distribution – has remained open.

The purpose of this paper is to demonstrate – in a simple model problem – that the splitting of singularities at an interface can indeed be observed in the Colombeau solution. At the same time, the effect depends on the interplay of the scale of regularization of coefficients and data. We consider the Cauchy problem for the one-dimensional wave equation with a discontinuous coefficient depending on time

\[
\partial_t^2 u - c(t)^2 \partial_x^2 u = 0, \quad t > 0, \quad x \in \mathbb{R},
\]

\[
u|_{t=0} = u_0, \quad \partial_t u|_{t=0} = u_1, \quad x \in \mathbb{R}. \tag{1.1}
\]

We will seek solutions in the Colombeau algebra \( \mathcal{G}((0, \infty) \times \mathbb{R}) \) of generalized functions, which will be defined in Section 2 below. The Colombeau algebras are constructed as factor algebras of nets of smooth functions, depending on a regularization parameter. They are differential algebras; the space of distributions can be imbedded as a subspace using regularization by convolution with a Friedrichs mollifier. The initial data as well as the coefficient will be taken from the algebra \( \mathcal{G}(\mathbb{R}) \), which contains the space \( \mathcal{D}'(\mathbb{R}) \) of distributions.
As a model situation, we consider the case when \( c(t) = c_0 + (c_1 - c_0)H(t-1) \), \( u_0 = 0 \) and \( u_1 = \delta \), where \( c_0, c_1 > 0 \), \( c_0 \neq c_1 \), \( H \) is the Heaviside function and \( \delta \) is the delta function. The singularity of the initial data propagates from the origin in the two characteristic directions until it hits the coefficient discontinuity at time \( t = 1 \). As the coefficient has a discontinuity in time, the singular support is expected to split at time \( t = 1 \) into a transmitted and a refracted part. In the classical setting, the piecewise distributional solution exhibits this splitting. We will demonstrate the occurrence of the splitting effect in the Colombeau setting as well, using the generalized singular support. However, in the Colombeau setting the effect depends on the scale in terms of the regularization parameter. If the initial data and the coefficient are regularized on the same scale, both the transmitted and the refracted ray will be shown to belong to the Colombeau singular support. If the coefficient is regularized by means of a slow scale mollifier, only the transmitted ray belongs to the Colombeau singular support.

In order to be able to observe this effect, we have to prove a new existence result for the Cauchy problem (1.1) which does not restrict the choice of scale for the regularization of the coefficient. The equation can be rewritten as a one-dimensional first-order hyperbolic system with discontinuous coefficients in the Colombeau algebra of generalized functions. This transformation will be used in the existence and regularity results. We also demonstrate that the Colombeau solution has the piecewise solution of the transmission problem as its associated distribution. That is, the nets defining the Colombeau solution converge to the piecewise distributional solution. This latter argument relies on energy estimates.

The paper is organized as follows: we recall the definition and basic properties of the Colombeau algebra \( \mathcal{G} \) in Section 2. In Section 3, we show that problem (1.1) is uniquely solvable in the Colombeau algebra \( \mathcal{G}([0, \infty) \times \mathbb{R}) \) without restriction on the scale of regularization of the coefficient (Theorem 3.1). The problem of propagation of singularities is addressed in Section 4 (Theorem 4.1). The question whether the regularity of the coefficient affects that of the solution is discussed in Section 5 (Theorem 5.1). In Section 6, we show that the Colombeau generalized solutions to problem (1.1) with arbitrary distributions as initial data admit the piecewise distributional solutions of the corresponding transmission problem as associated distributions (Theorem 6.1).

2. The Colombeau theory of generalized functions

We will employ the special Colombeau algebra denoted by \( \mathcal{G}^s \) in [14], which was called the simplified Colombeau algebra in [1]. However, here we will simply use the letter \( \mathcal{G} \) instead. Let us briefly recall the definition and basic properties of the algebra \( \mathcal{G} \) of generalized functions. For more details, see [14].

Let \( \Omega \) be a non-empty open subset of \( \mathbb{R}^d \). Let \( C^\infty([0,1]) \) be the differential algebra of all maps from the interval \( (0,1] \) into \( C^\infty(\Omega) \). Thus each element of
$C^\infty(\Omega)^{0,1}$ is a family $(u^\varepsilon)_{\varepsilon \in (0,1)}$ of real valued smooth functions on $\Omega$. The subalgebra $E_M(\Omega)$ is defined by all elements $(u^\varepsilon)_{\varepsilon \in (0,1)}$ of $C^\infty(\Omega)^{0,1}$ with the property that, for all $K \subset \Omega$ and $\alpha \in \mathbb{N}_d^0$, there exists $p \geq 0$ such that
\[
\sup_{x \in K} |\partial_\alpha u^\varepsilon(x)| = O(\varepsilon^{-p}) \quad \text{as } \varepsilon \downarrow 0.
\] (2.1)

The ideal $N(\Omega)$ is defined by all elements $(u^\varepsilon)_{\varepsilon \in (0,1)}$ of $C^\infty(\Omega)^{0,1}$ with the property that, for all $K \subset \Omega$, $\alpha \in \mathbb{N}_d^0$ and $q \geq 0$,
\[
\sup_{x \in K} |\partial_\alpha u^\varepsilon(x)| = O(\varepsilon^q) \quad \text{as } \varepsilon \downarrow 0.
\]

The algebra $G(\Omega)$ of generalized functions is defined by the quotient space $G(\Omega) = E_M(\Omega)/N(\Omega)$.

The Colombeau algebra on a closed half space $[0, \infty) \times \mathbb{R}$ is constructed in a similar way.

We use capital letters for elements of $G$ to distinguish generalized functions from distributions and denote by $(u^\varepsilon)_{\varepsilon \in (0,1)}$ a representative of $U \in G$. Then for any $U, V \in G$ and $\alpha \in \mathbb{N}_d^0$, we can define the partial derivative $\partial_\alpha U$ to be the class of $(\partial_\alpha u^\varepsilon)_{\varepsilon \in (0,1)}$ and the product $UV$ to be the class of $(u^\varepsilon v^\varepsilon)_{\varepsilon \in (0,1)}$. Also, for any $U = \text{class of } (u^\varepsilon(t,x))_{\varepsilon \in (0,1)} \in G([0, \infty) \times \mathbb{R})$, we can define its restriction $U|_{t=0} \in G(\mathbb{R})$ to the line $\{t = 0\}$ to be the class of $(u^\varepsilon(0,x))_{\varepsilon \in (0,1)}$.

**Remark 2.1.** The algebra $G(\Omega)$ contains the space $\mathcal{E}'(\Omega)$ of compactly supported distributions. In fact, the map $f \mapsto \text{class of } (f * \rho_\varepsilon |_{\Omega})_{\varepsilon \in (0,1)}$ defines an imbedding of $\mathcal{E}'(\Omega)$ into $G(\Omega)$, where
\[
\rho_\varepsilon(x) = \frac{1}{\varepsilon^d} \rho \left( \frac{x}{\varepsilon} \right)
\]
and $\rho$ is a fixed element of $\mathcal{S}(\mathbb{R}^d)$ such that $\int \rho(x) \, dx = 1$ and $\int x^\alpha \rho(x) \, dx = 0$ for any $\alpha \in \mathbb{N}_d^0$, $|\alpha| \geq 1$. This can be extended in a unique way to an imbedding of the space $\mathcal{D}'(\Omega)$ of distributions. Moreover, this imbedding turns $C^\infty(\Omega)$ into a subalgebra of $G(\Omega)$.

**Definition 2.2.** A generalized function $U \in G(\Omega)$ is said to be associated with a distribution $w \in \mathcal{D}'(\Omega)$ if it has a representative $(u^\varepsilon)_{\varepsilon \in (0,1)} \in E_M(\Omega)$ such that
\[
u^\varepsilon \rightarrow w \quad \text{in } \mathcal{D}'(\Omega) \quad \text{as } \varepsilon \downarrow 0.
\]

We write $U \approx w$ and call $w$ the associated distribution of $U$ provided $U$ is associated with $w$.

Regularity theory for linear equations has been based on the subalgebra $G^\infty(\Omega)$ of regular generalized functions in $G(\Omega)$ introduced in [21]. It is defined
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by all elements which have a representative \((u^\varepsilon)_{\varepsilon \in (0,1]}\) with the property that, for all \(K \Subset \Omega\), there exists \(p \geq 0\) such that, for all \(\alpha \in \mathbb{N}^d\),

\[
\sup_{x \in K} |\partial^\alpha u^\varepsilon(x)| = O(\varepsilon^{-p}) \quad \text{as } \varepsilon \downarrow 0.
\]

We observe that all derivatives of \(u^\varepsilon\) have locally the same order of growth in \(\varepsilon > 0\), unlike elements of \(E_M(\Omega)\). This subalgebra \(G^\infty(\Omega)\) has the property \(G^\infty(\Omega) \cap D'(\Omega) = C^\infty(\Omega)\), see [21, Theorem 25.2]. Hence, for the purpose of describing the regularity of generalized functions, \(G^\infty(\Omega)\) plays the same role for \(G(\Omega)\) as \(C^\infty(\Omega)\) does in the setting of distributions. The \(G^\infty\)-singular support (denoted by \(\text{sing supp} G^\infty\)) of a generalized function is defined as the complement of the largest open set on which the generalized function is regular in the above sense.

We end this section by recalling the notion of slow scale nets. A net \((r^\varepsilon)_{\varepsilon \in (0,1]}\) is called a slow scale net if

\[
|r^\varepsilon|^p = O(\varepsilon^{-1}) \quad \text{as } \varepsilon \downarrow 0
\]

for every \(p \geq 0\). A positive slow scale net is a slow scale net \((r^\varepsilon)_{\varepsilon \in (0,1]}\) such that \(r^\varepsilon > 0\) for all \(\varepsilon \in (0,1]\). We refer to [17] for a detailed discussion of slow scale nets.

**Example 2.3.** Let \(\varphi\) be a fixed element of \(C^\infty_0(\mathbb{R})\) such that \(\varphi\) is symmetric, \(\varphi' \geq 0\) on \([-1,0]\), \(\text{supp } \varphi \subset [-1,1]\) and \(\int_{\mathbb{R}} \varphi(x) \, dx = 1\). Put \(\varphi_\varepsilon(x) = \varphi(x/\varepsilon)/\varepsilon\). Then \(U \in G(\mathbb{R})\) defined by the class of \((\varphi_\varepsilon)_{\varepsilon \in (0,1]}\) is associated with the delta function \(\delta\), and \(\text{sing supp } G^\infty U = \{0\}\). On the other hand, if \(U \in G(\mathbb{R})\) is defined as the class of \((\varphi_{h(\varepsilon)})_{\varepsilon \in (0,1]}\), where \((1/h(\varepsilon))_{\varepsilon \in (0,1]}\) is a positive slow scale net, then it is associated with the delta function again, but \(\text{sing supp } G^\infty U = \emptyset\). More generally, for any distribution \(f \in D'(\Omega)\), there exists a generalized function \(U \in G^\infty(\Omega)\) which is associated with \(f\), see e.g. [4]. Thus, any distribution on \(\Omega\) can be interpreted as an element of \(G^\infty(\Omega)\) in the sense of association.

### 3. Existence and uniqueness of generalized solutions

We rewrite problem (1.1) in the form

\[
\partial_t^2 U - C^2 \partial_x^2 U = 0 \quad \text{in } G([0,\infty) \times \mathbb{R}),
\]

\[
U|_{t=0} = U_0, \quad \partial_t U|_{t=0} = U_1 \quad \text{in } G(\mathbb{R})
\]

(3.1) in the space of generalized functions, where \(C\) is an element of \(G([0,\infty) \times \mathbb{R})\). In the Colombeau setting, existence and uniqueness follows, for example, from results in [19, 20], provided the coefficient \(C\) is of logarithmic type, i.e., satisfies bounds of type \(O(\log |\varepsilon|)\) in [24]. When the coefficient depends on time only, this hypothesis is not required, as we are going to show in the following existence and uniqueness theorem for problem (3.1).

**Theorem 3.1.** Assume that \(C \in G([0,\infty) \times \mathbb{R})\) has a representative \((c^\varepsilon(t))_{\varepsilon \in (0,1]}\) independent of \(x\) and satisfying the following two conditions:
(i) there exist two constants \(c_0, c_1 > 0\) such that, for any \(\varepsilon \in (0, 1]\) and \(t \geq 0\),
\[c_1 \geq c^\varepsilon(t) \geq c_0 > 0;\]

(ii) for any \(\varepsilon \in (0, 1]\),
\[\int_0^\infty |(c^\varepsilon)'(t)| \, dt < \infty.\]

Then for any initial data \(U_0, U_1 \in \mathcal{G}(\mathbb{R})\), problem 3.1 has a unique solution \(U \in \mathcal{G}([0, \infty) \times \mathbb{R})\).

**Proof.** Put \(V = \partial_t U - C \partial_x U\) and \(W = \partial_t U + C \partial_x U\). Then problem 3.1 can be rewritten as the Cauchy problem for a first-order hyperbolic system
\[
\begin{align*}
(\partial_t + C \partial_x)V &= MV - MW \quad \text{in } \mathcal{G}([0, \infty) \times \mathbb{R}), \\
(\partial_t - C \partial_x)W &= MW - MV \quad \text{in } \mathcal{G}([0, \infty) \times \mathbb{R}), \\
V|_{t=0} &= V_0 = U_1 - (C|_{t=0})U_0', \quad \text{in } \mathcal{G}(\mathbb{R}), \\
W|_{t=0} &= W_0 = U_1 + (C|_{t=0})U_0' \quad \text{in } \mathcal{G}(\mathbb{R}),
\end{align*}
\]
where \(M = C'/(2C) \in \mathcal{G}([0, \infty) \times \mathbb{R})\). If problem 3.2 has a unique solution \((V, W)\), then so does problem 3.1. To prove the existence of a solution \((V, W)\), let \((v^\varepsilon, w^\varepsilon)\) be the unique \(C^\infty\)-solution to the Cauchy problem
\[
\begin{align*}
(\partial_t + c^\varepsilon(t) \partial_x)v^\varepsilon &= \mu^\varepsilon(t)v^\varepsilon - \mu^\varepsilon(t)w^\varepsilon, \quad t > 0, \ x \in \mathbb{R}, \\
(\partial_t - c^\varepsilon(t) \partial_x)w^\varepsilon &= \mu^\varepsilon(t)w^\varepsilon - \mu^\varepsilon(t)v^\varepsilon, \quad t > 0, \ x \in \mathbb{R}, \\
v^\varepsilon|_{t=0} &= v_0^\varepsilon = u_1^\varepsilon - c^\varepsilon(0)(u_0^\varepsilon)', \quad x \in \mathbb{R}, \\
w^\varepsilon|_{t=0} &= w_0^\varepsilon = u_1^\varepsilon + c^\varepsilon(0)(u_0^\varepsilon)', \quad x \in \mathbb{R},
\end{align*}
\]
where \((u_0^\varepsilon)_{t\in(0,1]}, (u_1^\varepsilon)_{t\in(0,1]}, (c^\varepsilon)_{t\in(0,1]}\) and \((\mu^\varepsilon)_{t\in(0,1]}\) are representatives of \(U_0, U_1, C\) and \(M\), respectively, such that \(c^\varepsilon\) is as in the statement and \(\mu^\varepsilon = (c^\varepsilon)'/(2c^\varepsilon)\).

For the existence of such \((v^\varepsilon, w^\varepsilon)\), see [20]. If we show that \((v^\varepsilon)_{t\in(0,1]}\) and \((w^\varepsilon)_{t\in(0,1]}\) belong to \(E_M([0, \infty) \times \mathbb{R})\), their equivalence classes in \(\mathcal{G}([0, \infty) \times \mathbb{R})\) will form a solution of problem 3.2. To show that the zeroth derivatives of \(v^\varepsilon\) and \(w^\varepsilon\) satisfy estimate 2.1, consider the characteristic curves \(\gamma^\varepsilon_+(t, x, \tau)\) and \(\gamma^\varepsilon_-(t, x, \tau)\) passing through \((t, x)\) at time \(\tau = t\) which satisfy
\[
\begin{align*}
\partial_\tau \gamma^\varepsilon_+(t, x, \tau) = c^\varepsilon(\tau), \quad &\gamma^\varepsilon_+(t, x, t) = x, \\
\partial_\tau \gamma^\varepsilon_-(t, x, \tau) = -c^\varepsilon(\tau), \quad &\gamma^\varepsilon_-(t, x, t) = x.
\end{align*}
\]

Along these characteristic curves, \(v^\varepsilon\) and \(w^\varepsilon\) are respectively calculated as
\[
\begin{align*}
v^\varepsilon(t, x) &= v_0^\varepsilon(\gamma^\varepsilon_+(t, x, 0)) + \int_0^t \mu^\varepsilon(s)(v^\varepsilon - w^\varepsilon)(s, \gamma^\varepsilon_+(s, t, x, s)) \, ds, & (3.4)
\\
w^\varepsilon(t, x) &= w_0^\varepsilon(\gamma^\varepsilon_-(t, x, 0)) + \int_0^t \mu^\varepsilon(s)(w^\varepsilon - v^\varepsilon)(s, \gamma^\varepsilon_-(s, t, x, s)) \, ds. & (3.5)
\end{align*}
\]
For each $T > 0$, we define $K_T$ as the trapezoidal region with corners $(0, -\xi)$, $(T, -\xi + c_1 T)$, $(T, \xi - c_1 T)$, $(0, \xi)$. Using \textcolor{red}{[34]} and \textcolor{blue}{[35]}, we see that

$$
\|v^\varepsilon\|_{L^\infty(K_T)} \leq \|v_0^\varepsilon\|_{L^\infty(K_0)} + \int_0^t |\mu^\varepsilon(s)| (\|v^\varepsilon\|_{L^\infty(K_s)} + \|w^\varepsilon\|_{L^\infty(K_s)}) \, ds,
$$

$$
\|w^\varepsilon\|_{L^\infty(K_T)} \leq \|w_0^\varepsilon\|_{L^\infty(K_0)} + \int_0^t |\mu^\varepsilon(s)| (\|v^\varepsilon\|_{L^\infty(K_s)} + \|w^\varepsilon\|_{L^\infty(K_s)}) \, ds.
$$

We add these two inequalities and apply Gronwall’s inequality to get

$$
\|v^\varepsilon\|_{L^\infty(K_T)} + \|w^\varepsilon\|_{L^\infty(K_T)} \leq \left( \|v_0^\varepsilon\|_{L^\infty(K_0)} + \|w_0^\varepsilon\|_{L^\infty(K_0)} \right) \exp \left( 2 \int_0^t |\mu^\varepsilon(s)| \, ds \right).
$$

On the right-hand side, the terms involving $v_0^\varepsilon$ and $w_0^\varepsilon$ are of order $O(\varepsilon^{-p})$ for some $p \geq 0$. The exponential term is uniformly bounded in $\varepsilon$ by the condition (ii) on $c^\varepsilon$. Hence, the zeroth derivatives of $v^\varepsilon$ and $w^\varepsilon$ satisfy estimate \textcolor{red}{[2.1]} on $K_T$. We can obtain analogous estimates for all derivatives of $v^\varepsilon$ and $w^\varepsilon$ by differentiating the equations and using the same argument. Thus, $(v^\varepsilon)_{\varepsilon \in (0,1]}$ and $(w^\varepsilon)_{\varepsilon \in (0,1]}$ belong to $\mathcal{E}_M([0, \infty) \times \mathbb{R})$.

For the proof of uniqueness, we only need to obtain the zero-order estimates (by Lemma 1.2.3 in \textcolor{red}{[14]}), which follow along the same line as above. \hfill $\square$

We remark that condition (ii) in Theorem 3.1 can be weakened to the requirement that $\exp \left( \int_0^\infty |\mu^\varepsilon(t)| \, dt \right) = O(\varepsilon^{-p})$ as $\varepsilon \downarrow 0$ for some $p \geq 0$.

### 4. Propagation of singularities

In this section we study the phenomenon of propagation of singularities in the generalized solution to problem \textcolor{red}{[1.1]} with $c(t) = c_0 + (c_1 - c_0)H(t - 1)$, $u_0 \equiv 0$ and $u_1 = \delta$, where $c_0, c_1 > 0$, $c_0 \neq c_1$, $H$ is the Heaviside function and $\delta$ is the delta function. Let us begin by regularizing the coefficient and initial data. Let $\varphi$ be as in Example 2.3 and put

$$
c^\varepsilon(t) = (c * \varphi_\varepsilon)(t) = c_0 + (c_1 - c_0) \int_\mathbb{R} H(t - 1 - \varepsilon s) \varphi(s) \, ds.
$$

Then $c^\varepsilon \in \mathcal{D}'(\mathbb{R})$ as $\varepsilon \downarrow 0$, and the family $(c^\varepsilon)_{\varepsilon \in (0,1]}$ belongs to $\mathcal{E}_M([0, \infty) \times \mathbb{R})$. We define $C \in \mathcal{G}([0, \infty) \times \mathbb{R})$ as the class of $(c^\varepsilon)_{\varepsilon \in (0,1]}$. Then $\text{supp}_{\mathcal{G}_1} C = \{ t = 1 \}$. We also define $U_0 \equiv 0$ and $U_1 \in \mathcal{G}(\mathbb{R})$ as the class of $(\varphi_\varepsilon)_{\varepsilon \in (0,1]}$, where $\varphi$ again is a mollifier as in Example 2.3. (Actually, the mollifier need not be the same as the one chosen for the regularization of the coefficient $c$.) Thus we interpret problem \textcolor{red}{[1.1]} with $c(t) = c_0 + (c_1 - c_0)H(t - 1)$, $u_0 \equiv 0$ and $u_1 = \delta$ as problem \textcolor{red}{[3.1]} with $C$, $U_0$ and $U_1$ defined above. The existence and uniqueness of a generalized solution is then ensured by Theorem 6.1. As may be seen from the following theorem, the splitting of the singularities occurs at points of discontinuity of the coefficient (see Figure 1).
Theorem 4.1. Let $C$, $U_0$ and $U_1$ be as above and let $U \in \mathcal{G}([0, \infty) \times \mathbb{R})$ be the solution to problem (3.1). Then it holds that

\[
\text{sing supp}_{\mathcal{G}_\infty} U = \left\{ (t, x) \mid x = \pm \int_0^t c(s) \, ds, \ t \geq 0 \right\} \cup \left\{ (t, x) \mid x = \pm \left( 2 \int_0^1 c(s) \, ds - \int_0^t c(s) \, ds \right), \ t \geq 1 \right\}.
\]

(4.1)

Proof. For the sake of presentation, we first assume that $c_1 > c_0$. To show that assertion (4.1) holds, we first calculate the $\mathcal{G}_\infty$-singular support of the solution $(V, W)$ to problem (3.3) with $V_0 = U_1$ and $W_0 \equiv 0$. As may be seen from the proof of Theorem 3.1, the solution $(V, W)$ has a representative $(v^\varepsilon, w^\varepsilon)_{\varepsilon \in (0,1]}$, which satisfies the integral equations (3.4) with $v^\varepsilon_0 = \varphi_\varepsilon$ and (3.5) with $w^\varepsilon_0 = 0$:

\[
v^\varepsilon(t, x) = \varphi_\varepsilon(\gamma^\varepsilon_+(t, x, 0)) + \int_0^t \mu^\varepsilon(s)(v^\varepsilon - w^\varepsilon)(s, \gamma^\varepsilon_+(t, x, s)) \, ds,
\]

\[
w^\varepsilon(t, x) = \int_0^t \mu^\varepsilon(s)(w^\varepsilon - v^\varepsilon)(s, \gamma^\varepsilon_-(t, x, s)) \, ds,
\]

where

\[
\gamma^\varepsilon_+(t, x, s) = \gamma^\varepsilon_+(t, x, 0) + \int_0^s c^\varepsilon(\tau) \, d\tau, \quad \gamma^\varepsilon_+(t, x, t) = x,
\]

\[
\gamma^\varepsilon_-(t, x, s) = \gamma^\varepsilon_-(t, x, 0) - \int_0^s c^\varepsilon(\tau) \, d\tau, \quad \gamma^\varepsilon_-(t, x, t) = x.
\]
The solution \((v^\varepsilon, w^\varepsilon)\) is obtained by iteration, see [21]. From this, we can check that \(v^\varepsilon(t, x) \geq 0\) and \(w^\varepsilon(t, x) \leq 0\) for \(t \geq 0\) and \(x \in \mathbb{R}\). Using this fact, we get

\[
v^\varepsilon(t, x) \geq \varphi_\varepsilon(\gamma_+^\varepsilon(t, x, 0)) \geq 0, \quad (4.2)
\]

\[
w^\varepsilon(t, x) \leq -\int_0^t \mu^\varepsilon(s) v^\varepsilon(s, \gamma_+^\varepsilon(t, x, s)) \, ds
\]

\[
\leq -\int_0^t \mu^\varepsilon(s) \varphi_\varepsilon(\gamma_+^\varepsilon(s, \gamma_+^\varepsilon(t, x, s), 0)) \, ds
\]

\[
= -\int_0^t \mu^\varepsilon(s) \varphi_\varepsilon(\gamma_+^\varepsilon(t, x, 0) - 2 \int_0^s c^\varepsilon(\tau) \, d\tau) \, ds \leq 0. \quad (4.3)
\]

**Step 1.** We first prove that

\[
\text{sing supp}_{G^\infty} V = \left\{ (t, x) \mid x = \int_0^t c(s) \, ds, \ t \geq 0 \right\}. \quad (4.4)
\]

It is easy to check that \(V \in \mathcal{G}([0, \infty) \times \mathbb{R})\) vanishes off \(\{ (t, x) \mid x = \int_0^t c(s) \, ds, \ t \geq 0 \}\) and thus is \(G^\infty\)-regular there. We will show first that \(\{ (t, x) \mid x = \int_0^t c(s) \, ds, \ t \geq 0 \}\) is contained in \(\text{sing supp}_{G^\infty} V\).

Fix \(t > 0\) arbitrarily, and consider

\[
A_{t, \varepsilon} = \left| \frac{v^\varepsilon(t, \gamma_+^\varepsilon(0, \varepsilon, t)) - v^\varepsilon(t, \gamma_+^\varepsilon(0, 0, t))}{\gamma_+^\varepsilon(0, \varepsilon, t) - \gamma_+^\varepsilon(0, 0, t)} \right|.
\]

By inequality (4.2), we have \(v^\varepsilon(t, \gamma_+^\varepsilon(0, 0, t)) \geq \varphi(0)/\varepsilon > 0\). Noting that \(v^\varepsilon(t, x) = 0\) for \(x \geq \gamma_+^\varepsilon(0, \varepsilon, t)\), we get \(v^\varepsilon(t, \gamma_+^\varepsilon(0, \varepsilon, t)) = 0\). Furthermore, \(\gamma_+^\varepsilon(0, \varepsilon, t) - \gamma_+^\varepsilon(0, 0, t) = \varepsilon\). Hence, we see that \(A_{t, \varepsilon} \geq \varphi(0)/\varepsilon^2\). The mean value theorem shows that there exists \(x^\varepsilon_1 \in (\gamma_+^\varepsilon(0, 0, t), \gamma_+^\varepsilon(0, \varepsilon, t))\) such that

\[|\partial_x v^\varepsilon(t, x^\varepsilon_1)| \geq \frac{\varphi(0)}{\varepsilon^2}
\]

Repeat this process to find that for any \(n \geq 2\) there exists \(x^\varepsilon_n \in (x^\varepsilon_{n-1}, \gamma_+^\varepsilon(0, \varepsilon, t))\) such that

\[|\partial_x^n v^\varepsilon(t, x^\varepsilon_n)| \geq \frac{\varphi(0)}{\varepsilon^{n+1}}
\]

Since \(x^\varepsilon_n \to \int_0^t c(s) \, ds\) as \(\varepsilon \downarrow 0\), assertion (4.3) holds.

**Step 2.** We next prove that

\[
\text{sing supp}_{G^\infty} W = \left\{ (t, x) \mid x = 2 \int_0^1 c(s) \, ds - \int_0^t c(s) \, ds, \ t \geq 1 \right\}. \quad (4.5)
\]

The proof is similar. We can easily check that \(W\) equals 0 outside \(\{ (t, x) \mid x = 2 \int_0^1 c(s) \, ds - \int_0^t c(s) \, ds, \ t \geq 1 \}\) and thus is \(G^\infty\)-regular there. We will show below that \(\{ (t, x) \mid x = 2 \int_0^1 c(s) \, ds - \int_0^t c(s) \, ds, \ t \geq 1 \} \subset \text{sing supp}_{G^\infty} W\).
Fix $t > 1$ arbitrarily. Let $\varepsilon < t - 1$, and consider
\[
B_{t, \varepsilon} = \left| \frac{w^\varepsilon(t, \varphi^\varepsilon(1, \int_0^1 \epsilon^\varepsilon(\tau) d\tau, t)) - w^\varepsilon(t, \varphi^\varepsilon(1 - \varepsilon, -\varepsilon + \int_0^{1-\varepsilon} \epsilon^\varepsilon(\tau) d\tau, t))}{\varphi^\varepsilon(1, \int_0^1 \epsilon^\varepsilon(\tau) d\tau, t) - \varphi^\varepsilon(1 - \varepsilon, -\varepsilon + \int_0^{1-\varepsilon} \epsilon^\varepsilon(\tau) d\tau, t)} \right|.
\]
We see that, for $s \geq 0$,
\[
\varphi^\varepsilon(1, \int_0^1 \epsilon^\varepsilon(\tau) d\tau, s) = 2 \int_0^1 \epsilon^\varepsilon(\tau) d\tau - \int_0^s \epsilon^\varepsilon(\tau) d\tau. \tag{4.6}
\]
Using this, inequality (4.3) and supp $\varphi^\varepsilon \subset [1 - \varepsilon, 1 + \varepsilon]$, we get
\[
w^\varepsilon(t, \varphi^\varepsilon(1, \int_0^1 \epsilon^\varepsilon(\tau) d\tau, t)) \leq -\int_{1-\varepsilon}^{1+\varepsilon} \mu^\varepsilon(s) \varphi^\varepsilon(a\varepsilon) ds \tag{4.7}
\]
Choose $a \in (0, 2c_1)$ so that $\varphi(a) > 0$. Then, for $1 - \varepsilon \leq 1 - (a\varepsilon)/(2c_1) \leq s \leq 1 + (a\varepsilon)/(2c_1) \leq 1 + \varepsilon$, we have $2 \int_0^s \epsilon^\varepsilon(\tau) d\tau \leq a\varepsilon$. Using this and noting that $\varphi' > 0$ on $[-1, 0]$ and the symmetry of $\varphi$, we find that $\varphi(2 \int_0^s \epsilon^\varepsilon(\tau) d\tau) \geq \varphi(c_1)$ for $1 - (a\varepsilon)/(2c_1) \leq s \leq 1 + (a\varepsilon)/(2c_1)$. Therefore, by inequality (4.7), we obtain
\[
w^\varepsilon(t, \varphi^\varepsilon(1, \int_0^1 \epsilon^\varepsilon(\tau) d\tau, t)) \leq -\int_{1-\varepsilon}^{1+\varepsilon} \mu^\varepsilon(s) \varphi^\varepsilon(a\varepsilon) ds
\]
where
\[
\beta = \frac{c_1^\varepsilon(1 + (a\varepsilon)/(2c_1))}{c_1^\varepsilon(1 - (a\varepsilon)/(2c_1))} = \frac{c_0 + (c_1 - c_0) \int_{-\infty}^{a/(2c_1)} \varphi(y) dy}{c_0 + (c_1 - c_0) \int_{-\infty}^{-a/(2c_1)} \varphi(y) dy}
\]
is independent of $\varepsilon$ and greater than 1. Thus, we obtain
\[
w^\varepsilon(t, \varphi^\varepsilon(1, \int_0^1 \epsilon^\varepsilon(\tau) d\tau, t)) \leq -\frac{1}{2} \log \beta \cdot \frac{\varphi(a)}{\varepsilon} < 0.
\]
We also see that, for $s \geq 0$,
\[
\varphi^\varepsilon(1 - \varepsilon, -\varepsilon + \int_0^{1-\varepsilon} \epsilon^\varepsilon(\tau) d\tau, s) = -\varepsilon + 2 \int_0^{1-\varepsilon} \epsilon^\varepsilon(\tau) d\tau - \int_0^s \epsilon^\varepsilon(\tau) d\tau, \tag{4.8}
\]
on which $w^\varepsilon \equiv 0$. Furthermore, by (4.6) and (4.8), we have
\[
\varphi^\varepsilon(1, \int_0^1 \epsilon^\varepsilon(\tau) d\tau, t) - \varphi^\varepsilon(1 - \varepsilon, -\varepsilon + \int_0^{1-\varepsilon} \epsilon^\varepsilon(\tau) d\tau, t) = \varepsilon + 2 \int_{1-\varepsilon}^1 \epsilon^\varepsilon(\tau) d\tau \leq (1 + 2c_1)\varepsilon.
\]
Hence, $B_{t, \varepsilon} \geq (\log \beta \cdot \varphi(a))/(2(1 + 2c_1)\varepsilon^2)$. By the mean value theorem, there exists $x_1^\varepsilon \in (\varphi^\varepsilon(1 - \varepsilon, -\varepsilon + \int_0^{1-\varepsilon} \epsilon^\varepsilon(\tau) d\tau, t); \varphi^\varepsilon(1, \int_0^1 \epsilon^\varepsilon(\tau) d\tau, t))$ such that
\[
|\partial_x w^\varepsilon(t, x_1^\varepsilon)| \geq \frac{\log \beta \cdot \varphi(a)}{2(1 + 2c_1)\varepsilon^2}.
\]
Repeating this process gives that for any \( n \geq 2 \), there exists \( x_n^\varepsilon \in (\gamma^\varepsilon (1 - \varepsilon, -\varepsilon + \int_0^{1-\varepsilon} \gamma^\varepsilon (\tau) \, d\tau, t), x_{n-1}^\varepsilon) \) such that
\[
|\partial_\tau^n w^\varepsilon (t, x_n^\varepsilon)| \geq \frac{\log \beta \cdot \varphi (a)}{2(1 + 2c_1)\varepsilon^{n+1}}.
\]
Since \( x_n^\varepsilon \to 2 \int_0^1 c(s) \, ds - \int_0^1 c(s) \, ds \) as \( \varepsilon \downarrow 0 \), assertion (4.5) holds.

**Step 3.** We finally prove that assertion (4.1) holds. Similarly to Steps 1 and 2, we can show that
\[
\text{sing supp}_{G^\infty} V = \left\{ (t, x) \mid x = -\left( 2 \int_0^1 c(s) \, ds - \int_0^t c(s) \, ds \right), \ t \geq 1 \right\}, \quad (4.9)
\]
\[
\text{sing supp}_{G^\infty} W = \left\{ (t, x) \mid x = -\int_0^t c(s) \, ds, \ t \geq 0 \right\}, \quad (4.10)
\]
if \( V_0 \equiv 0 \) and \( W_0 = U_1 \). By the definitions of \( V \) and \( W \), the \( G^\infty \)-singular support of \( U \) coincides with the union of (4.4), (4.5), (4.9) and (4.10). Thus, assertion (4.1) follows.

The case \( c_0 > c_1 \) can be treated by the same arguments, using a change of sign in \( U_1 \) and invoking the linearity of the equation. The proof of Theorem 4.1 is now complete.

We remark that assertion (4.1) in Theorem 4.1 still holds when \( U_1 \in G(\mathbb{R}) \) is given by the class of \( (\varphi^\varepsilon)_\varepsilon \in (0, 1) \) with \( n \in \mathbb{N} \), i.e., \( U_1 \) is any power of the delta function.

### 5. Slow scale coefficients and regularity along the refracted ray

We here discuss how the regularity of the coefficient \( C \) affects that of the solution \( U \) to problem (3.1). As mentioned in Example 2.3, one may regularize the piecewise constant propagation speed \( c(t) = c_0 + (c_1 - c_0)H(t - 1) \) in such a way that the corresponding element \( C \in G(\mathbb{R}) \) belongs to \( G^\infty(\mathbb{R}) \). In fact, it suffices to use a mollifier \( \varphi_{h(\varepsilon)} \), where \( 1/h(\varepsilon) \varepsilon \in (0, 1) \) is a positive slow scale net. It has been shown in 4.8 that a bounded element \( C \in G(\mathbb{R}) \) belongs to \( G^\infty(\mathbb{R}) \) if and only if all derivatives satisfy slow scale bounds. Consider problem (3.1) with \( U_0 \equiv 0 \) and \( U_1 \) given by the class of \( (\varphi^\varepsilon)_\varepsilon \in (0, 1) \) as in Theorem 4.1. Then as may be seen from the following theorem, the refracted rays
\[
\Gamma_+ = \left\{ (t, x) \mid x = 2 \int_0^t c(s) \, ds - \int_0^t c(s) \, ds, \ t > 1 \right\}
\]
\[
= \left\{ (t, x) \mid x = c_0 - c_1(t - 1), \ t > 1 \right\}
\]
\[
\Gamma_- = \left\{ (t, x) \mid x = -2 \int_0^t c(s) \, ds + \int_0^t c(s) \, ds, \ t > 1 \right\}
\]
\[
= \left\{ (t, x) \mid x = -c_0 + c_1(t - 1), \ t > 1 \right\}
\]
do not belong to \( \text{sing supp}_{G^\infty} U \), if \( C \) belongs to \( G^\infty(\mathbb{R}) \) (see Figure 2).
Theorem 5.1. Let $C$, $U_0$ and $U_1$ be as above and let $U \in \mathcal{G}([0, \infty) \times \mathbb{R})$ be the solution to problem (3.1). If $C \in \mathcal{G}^\infty(\mathbb{R})$, then

$$\text{sing supp}_{\mathcal{G}^\infty} U = \left\{ (t, x) \mid x = \pm \int_0^t c(s) \, ds, \, t \geq 0 \right\}.$$ 

Proof. As can be seen from the proof of Theorem 4.1, it suffices to consider problem (3.2) when $V_0 = U_1$ and $W_0 \equiv 0$:

\begin{align*}
(\partial_t + C \partial_x)V &= MV - MW \quad \text{in } \mathcal{G}([0, \infty) \times \mathbb{R}), \\
(\partial_t - C \partial_x)W &= MW - MV \quad \text{in } \mathcal{G}([0, \infty) \times \mathbb{R}), \\
V|_{t=0} &= U_1, \quad W|_{t=0} = 0 \quad \text{in } \mathcal{G}(\mathbb{R}).
\end{align*}

(5.1)

The same argument as in the proof of Theorem 4.1 shows that

$$\text{sing supp}_{\mathcal{G}^\infty} V = \left\{ (t, x) \mid x = \int_0^t c(s) \, ds, \, t \geq 0 \right\}$$

holds. Thus, it remains to show that $W$ is $\mathcal{G}^\infty$-regular in a neighborhood of $\Gamma_-$. A simple calculation shows that the commutator of $\partial_t - C(t)\partial_x$ and $\partial_t + C(t)\partial_x$ is given by

$$[\partial_t - C(t)\partial_x, \partial_t + C(t)\partial_x] = 2C'(t)\partial_x.$$ 

Using this commutator relation and the second line of system (5.1), we have

\begin{align*}
(\partial_t - C \partial_x)(\partial_t + C \partial_x)W &= (\partial_t + C \partial_x)(\partial_t - C \partial_x)W + 2C' \partial_x W \\
&= (\partial_t + C \partial_x)\left(M(W - V)\right) + 2C' \partial_x W \\
&= M(\partial_t + C \partial_x)W - M(\partial_t + C \partial_x)V + M'(W - V) + 2C' \partial_x W.
\end{align*}
From the first line of system (5.1),
\[(\partial_t + C\partial_x)V = M(V - W).\]

Further,
\[
\partial_x W = \frac{1}{2C} \left( (\partial_t + C\partial_x)W - (\partial_t - C\partial_x)W \right) = \frac{1}{2C} \left( (\partial_t + C\partial_x)W + M(V - W) \right).
\]

Together with \(C'/2C = M\) this leads to
\[(\partial_t - C\partial_x)(\partial_t + C\partial_x)W = 3M(\partial_t + C\partial_x)W + (M^2 - M')(V - W).\]

Let \(K_T\) be as in Theorem 3.1. Then the representatives \((v^\varepsilon, w^\varepsilon)\) of \((V, W)\) are of order \(\varepsilon^{-N}\) on \(K_T\) for some \(N\). Further, \(M\) and its derivatives are slow scale by assumption; hence \(|(\mu^\varepsilon)^2 - (\mu^\varepsilon)'| \leq \lambda_1(\varepsilon)\) for some slow scale net \((\lambda_1(\varepsilon))_{\varepsilon \in (0, 1]}\).

From integration along characteristics and Gronwall’s inequality as in the proof of Theorem 3.1 we get
\[
\|((\partial_t + c^\varepsilon \partial_x)w^\varepsilon)\|_{L^\infty(K_T)} \leq \lambda_1(\varepsilon)\varepsilon^{-N} T \exp \left( \int_0^T 3|\mu^\varepsilon(s)| \, ds \right) = \mathcal{O}(\lambda_1(\varepsilon)\varepsilon^{-N})
\]

since \(\int_0^T |\mu^\varepsilon(s)| \, ds\) is bounded by construction. Recursively we find that
\[(\partial_t - C\partial_x)(\partial_t + C\partial_x)^k W = (2k + 1)(\partial_t + C\partial_x)^k W + L(V, W, M, C)\]

where \(L\) depends linearly on \(V, W, (\partial_t + C\partial_x)W, \ldots, (\partial_t + C\partial_x)^k W\) and may contain derivatives of \(C, M\) and their products and powers. The linearity of \(L\) in the first variables and the slow scale property of \(C, M\) and their derivatives yield by induction that
\[
\|((\partial_t + c^\varepsilon \partial_x)^k w^\varepsilon)\|_{L^\infty(K_T)} = \mathcal{O}(\lambda_k(\varepsilon)\varepsilon^{-N})
\]

for some slow scale net \((\lambda_k(\varepsilon))_{\varepsilon \in (0, 1]}\).

For the remainder of the proof we may use the fact – already shown in Theorem 4.1 – that \(V\) vanishes on \(\Gamma_-\), hence
\[(\partial_t - C\partial_x)W = MW, \quad (\partial_t - C\partial_x)^2 W = M(\partial_t - C\partial_x)W + M'W, \ldots\]

along \(\Gamma_-\). Again the higher order directional derivatives of \(W\) in the direction \(\partial_t - C\partial_x\) can be estimated inductively and bounded by some slow scale net times \(\varepsilon^{-N}\). Similarly, all mixed derivatives \((\partial_t \pm C\partial_x)^k(\partial_t \mp C\partial_x)^l W\) can be estimated by reduction to previously computed terms. In conclusion, all derivatives of \(W\) can be bounded by some slow scale net times \(\varepsilon^{-N}\), hence are of order \(\mathcal{O}(\varepsilon^{-N-1})\). Thus \(W\) is \(G^\infty\) along \(\Gamma_-\). \(\square\)

We remark that the result can be generalized in various ways. For example, the integral bound on \(|\mu^\varepsilon|\) can be replaced by the requirement that the net \(\exp(\int_0^\infty |\mu^\varepsilon(t)| \, dt)\) is slow scale. The proof is expected to go through for arbitrary initial data \(U_1\) whose \(G^\infty\)-singular support is \(\{0\}\).
6. Associated distributions

We consider again the wave equation in one space dimension with propagation speed \( c = c(t) \) depending on time, i.e.,

\[
\partial_t^2 u - c(t)^2 \partial_x^2 u = 0
\]  

(6.1)

with initial conditions

\[
u|_{t=0} = u_0, \quad \partial_t u|_{t=0} = u_1.
\]  

(6.2)

If \( c(t) \) is piecewise constant, say \( c(t) = c_0 + (c_1 - c_0)H(t-1) \), and \( u_0, u_1 \in D' \), this problem has a unique solution

\[
u \in C^1([0, \infty) : D'(\mathbb{R})) \cap (C^2([0, 1) : D'(\mathbb{R})) \oplus C^2(1, \infty) : D'(\mathbb{R})).
\]  

(6.3)

Thus the problem is interpreted as a transmission problem across a discontinuity at \( t = 1 \); the transmission condition is that the solution should be a continuously differentiable function of time with values in \( D'(\mathbb{R}) \). It is simply obtained by solving the wave equation for \( t < 1 \) and for \( t > 1 \) and taking the terminal values at \( t = 1 \) as initial values for \( t > 1 \).

On the other hand, imbedding \( u_0, u_1 \) and \( c \) into the Colombeau algebra by convolution with suitable compactly supported mollifiers (concerning \( c \), we use a mollifier as in Example 2.3), problem (6.1), (6.2) has a unique solution \( U \in G([0, \infty) \times \mathbb{R}) \). We are going to show that the Colombeau solution is associated with the piecewise distributional solution.

**Theorem 6.1.** Let \( c(t) \) be a piecewise constant, strictly positive function and let \( u_0, u_1 \in D'(\mathbb{R}) \). Then the corresponding generalized solution \( U \in G([0, \infty) \times \mathbb{R}) \) is associated with the piecewise distributional solution \( u \) satisfying (6.3).

**Proof.** We first assume that \( u_0 \in C^2(\mathbb{R}) \) and \( u_1 \in C^1(\mathbb{R}) \) and that both have compact support. Fix some \( T > 1 \). Let \((u^\varepsilon)_{\varepsilon \in (0,1]} \) be a representative of the generalized solution that vanishes for \( x \) outside some compact set, independently of \( t, 0 \leq t \leq T \). This and the smoothness imply that \( u^\varepsilon \) belongs to \( C^\infty([0,T) : H^\infty(\mathbb{R})) \). Thus we can use energy estimates. Multiplying the wave equation \( u^\varepsilon_{tt} - c^\varepsilon(t)^2 u^\varepsilon_{xx} = 0 \) by \( u^\varepsilon_t \) and integrating by parts we get

\[
\int_{\mathbb{R}} (u^\varepsilon_{tt} u^\varepsilon_t + (c^\varepsilon)^2 u^\varepsilon_x u^\varepsilon_{xt}) \, dx = 0.
\]

Observing that

\[
\frac{1}{2} \frac{d}{dt} (c^\varepsilon u^\varepsilon_x)^2 = (c^\varepsilon)^2 u^\varepsilon_x u^\varepsilon_{xt} + c^\varepsilon (c^\varepsilon)'(u^\varepsilon_x)^2
\]

we obtain that

\[
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}} \left( |u^\varepsilon_t|^2 + (c^\varepsilon)^2 |u^\varepsilon_x|^2 \right) \, dx = \int_{\mathbb{R}} c^\varepsilon (c^\varepsilon)' |u^\varepsilon_x|^2 \, dx
\]

for \( t \in [0,T) \) and thus the energy estimate

\[
\int_{\mathbb{R}} \left( |u^\varepsilon_t|^2 + (c^\varepsilon)^2 |u^\varepsilon_x|^2 \right) \, dx \leq \int_{\mathbb{R}} \left( |u^\varepsilon_0|^2 + (c^\varepsilon)^2 |u^\varepsilon_0|^2 \right) \, dx + 2 \int_0^t |c^\varepsilon (c^\varepsilon)'| \int_{\mathbb{R}} |u^\varepsilon_x|^2 \, dx \, dt.
\]
By assumption, $c^\varepsilon(c^\varepsilon)'$ is bounded in $L^1(0, T)$, and so Gronwall’s inequality shows that $\int_\mathbb{R} |u^\varepsilon_x(t, x)|^2 \, dx$ and hence also $\int_\mathbb{R} |u^\varepsilon_{xt}(t, x)|^2 \, dx$ remain bounded on $[0, T]$, uniformly in $\varepsilon$. In particular, the family $(u^\varepsilon)_{\varepsilon \in (0, 1]}$ is bounded in $C([0, T) : H^1(\mathbb{R}))$ as well as in $C^1([0, T) : L^2(\mathbb{R}))$. By construction, the supports of the functions $u^\varepsilon$ are contained in a common bounded set. Thus the first property implies that $(u^\varepsilon(\cdot, t))_{\varepsilon \in (0, 1]}$ is relatively compact in $L^2(\mathbb{R})$ for every $t$. The second property shows that $(u^\varepsilon)_{\varepsilon \in (0, 1]}$ is an equicontinuous subset of $C([0, T) : L^2(\mathbb{R}))$. By Ascoli’s theorem, the net $(u^\varepsilon)_{\varepsilon \in (0, 1]}$ is relatively compact in $C([0, T) : L^2(\mathbb{R}))$.

Taking $x$-derivatives in equation (6.1) we can apply the same argument to $u^\varepsilon_x$ and conclude that both $\int_\mathbb{R} |u^\varepsilon_{xt}(t, x)|^2 \, dx$ and $\int_\mathbb{R} |u^\varepsilon_{xxt}(t, x)|^2 \, dx$ remain bounded on $[0, T]$, uniformly in $\varepsilon$. By the differential equation (6.1), the same is true of $\int_\mathbb{R} |u^\varepsilon_{tt}(t, x)|^2 \, dx$. By the same argument as above, $(u^\varepsilon_t)_{\varepsilon \in (0, 1]}$ is relatively compact in $C([0, T) : L^2(\mathbb{R}))$ and so $(u^\varepsilon)_{\varepsilon \in (0, 1]}$ is relatively compact in $C^1([0, T) : L^2(\mathbb{R}))$.

There exists a subsequence $(u_k^\varepsilon)_{k}$ such that

$$
\lim_{k \to \infty} u_k^\varepsilon = \overline{u} \in C^1([0, T) : L^2(\mathbb{R})) \subset C^1([0, T) : D'(\mathbb{R})).
$$

But on every compact subinterval of $(0, 1)$ and of $(1, T)$, $c^\varepsilon$ is identically equal to $c_0$ or $c_1$, respectively, when $\varepsilon$ is sufficiently small. This implies that $\overline{u}$ is a distributional solution of the wave equation (6.1) on both strips. Since $\overline{u} \in C([0, T) : D'(\mathbb{R}))$, so is $\overline{u}_{xx}$. From the equation, we get that

$$
\overline{u} \in (C^2((0, 1) : D'(\mathbb{R})) \oplus C^2((1, \infty) : D'(\mathbb{R}))).
$$

In other words, $\overline{u}$ is the unique piecewise distributional solution to (6.1), (6.2). Consequently, the whole net $(u^\varepsilon)_{\varepsilon \in (0, 1]}$ converges to $u = \overline{u}$.

If $u_0 \in C^2(\mathbb{R})$ and $u_1 \in C^1(\mathbb{R})$ do not have compact support, we consider an arbitrary rectangle $[-R, R] \times [0, T]$ and take a cut-off function $\chi(x)$ identically equal to 1 on a neighborhood of $[-R - T \max_{0 \leq t \leq T} c(t), R + T \max_{0 \leq t \leq T} c(t)] \times [0, T]$. By the derivation above, the Colombeau solution with initial data $\chi u_0$, $\chi u_1$ is associated with the piecewise distributional solution with the corresponding initial data. But both solutions coincide with the corresponding solutions without cut-off on the rectangle $[-R, R] \times [0, T]$, by finite propagation speed. This shows that the association result holds without the assumption of compact support.

In the next to last step, take $u_0, u_1 \in D'(\mathbb{R})$ and assume that they are distributions of finite order. Write $u_0 = u_0^- + u_0^+$, where $u_0^-$ has its support bounded from the right, and $u_0^+$ has support bounded from the left, and similarly for $u_1$. There is an integer $n$ such that $u_0^+ * I_n \in C^2(\mathbb{R})$ and $u_1^+ * I_n \in C^1(\mathbb{R})$, where $I_n$ is the $n$-fold convolution of the Heaviside function with itself; a similar assertion holds for $u_0^- * I_n$ and $u_0^- * I_n$. We may assume without loss that $u_0^- = u_1^- = 0$. Let $u$ and $U$ be the piecewise distributional solution and the Colombeau solution with initial data $u_0, u_1$, respectively. Let $\tilde{u}$ and $\tilde{U}$ be the piecewise distributional solution and the Colombeau solution with initial data $u_0 * I_n$ and $u_1 * I_n$, respectively. By the previous step, $\tilde{U}$ is associated with $\tilde{u}$. But $\partial_x^n \tilde{U} = U$ and $\partial_x^n \tilde{u} = u$, since
both satisfy the wave equation with initial data $u_0, u_1$ in the appropriate settings. Therefore, $U$ is associated with $u$ as well.

Finally, if $u_0, u_1 \in \mathcal{D}'(\mathbb{R})$ are arbitrary distributions, we use the fact that they are locally of finite order and argue by cut-off and finite propagation speed as above. □

Remark 6.2. The compactness argument in the first step of the proof can be set up in various spaces. For example, the uniform boundedness of $\int_{\mathbb{R}} |u_{\varepsilon}^{xt}(t,x)|^2 \, dx$ on $[0,T]$ implies the equicontinuity of $(u_{\varepsilon})_{\varepsilon \in (0,1]}$ in $C([0,T) : H^1(\mathbb{R})) \subset C([0,T) : C(\mathbb{R}))$. Hence $(u_{\varepsilon})_{\varepsilon \in (0,1]}$ is actually relatively compact in $\mathcal{C}([0,T) : C(\mathbb{R})) = \mathcal{C}(\mathbb{R} \times [0,T])$.
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