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Abstract—Leveraging unmanned aerial vehicle (UAV) is convenient to collect data from ground sensor. However, in the presence of unknown urban environment, the data collection is subject to the blockage of urban buildings. In this paper, considering the urban environment during flight, we propose dynamic adaptive modulation and height control for UAV-sensor data harvesting in urban areas. In each time slot, the modulation format and flight height are selected based on current system states, with the aim of minimizing the expected transmission energy of sensor under data volume and flight height constraints. The dynamic adaptive modulation and height control problem is formulated as constrained finite-horizon Markov decision processes (CMDP), which can be solved by backward induction algorithm. The advantage of proposed joint design over modulation selection only is illustrated via the computer simulations, where 48.23% expected transmission energy can be saved for ground sensor.

Index Terms—Flight height control, MDP, adaptive modulation, UAV communication, urban environment.

I. INTRODUCTION

Collecting data from ground sensors via unmanned aerial vehicle (UAV) has attracted a lot of interests in recent years. Due to the high maneuverability and flexibility of UAV, it is convenient to collect data from sensors via UAVs [1]. In urban environment, the abundant surrounding building incur unexpected blockage during air-ground communications. If the locations of buildings are known, we can plan the flight to avoid blockage and increase the communication efficiency. However, it is a cumbersome task to obtain all building locations. Hence, for convenience, the urban blockage is modeled as probability with area related parameters.

On the other hand, MDP has been considered in resource allocation of wireless networks. For example, finite-horizon MDP was used to allocate power and transmission symbols in wireless caching network [2], [3]. In edge computing system, the offloading of computing tasks can be optimized via infinite-horizon MDP [4], [5]. In [6], a partially-observed MDP was applied in age-of-information-based scheduling. Nevertheless, for non-dynamic scheduling problem, the pure-binary integer programming was used in [7], where optimal performance is obtained.

In this paper, we proposed an online modulation and flight height design for UAV-enabled data collection in urban areas with blockage. We consider a scenario that a fixed-wing UAV hovers over a sensor to collect data with a circle trajectory [8]. To minimize the transmission energy consumption of sensor under data volume and flight height constraints, the UAV needs to select the modulation scheme from a modulation set, and to decide to elevate, descend or maintain the height at each time slot. We use the Markov decision processes (MDP) approach to tackle this. By defining the MDP state, action, reward, and transition probability, the constrained optimization problem is transformed into finite-horizon MDP formulation, and then solved by backward induction algorithm. Simulation results show that our proposed design performs better than the online modulation with fixed height design. This demonstrates the benefit of online flight height, i.e., the UAV can adjust the blockage probability and distance-dependent fading based on real-time realization. Simulation results also show that the performance enhancement by increasing the size of modulation set gets saturated if the set is sufficiently large.

The organization of remaining letter is provided as follows: System model is depicted in Section-II. MDP approach is given in Section-III. Simulation is shown in Section-IV. We draw the conclusion in Section-V.

II. SYSTEM MODEL

A. UAV-Sensor Data Harvesting

The considered UAV-enabled data collection scenario is depicted in Fig. 1, where a fixed-wing UAV collects a certain amount of data from a battery-limited sensor in an urban area. The UAV hovers over a sensor with a circle and a fixed speed. Both the UAV and the sensor are equipped with single antenna. The duration of flying is divided into $N$ time slots, where each time slot has $\tau$ duration. There is $D$ amount of data to collect, such that bit error rate (BER) is required to be less than $\gamma$ and symbol rate is $r$. At time slot 1, the UAV just takes off and is at height $u$, and at time slot $N$ the UAV is about to land and at height $u$, where $u$ is the minimal distance of height adjustment. At each time slot, UAV needs to decide to elevate, maintain, or descend and select the modulation scheme from a modulation set.

Mathematically, the transmission and reception relationship at time slot $t$ is given by

$$y_t = \sqrt{g_t} x_t + n_t, \quad t \in \{1, \cdots, N\}$$

where the transmit signal is denoted by $x_t$, the received signal is denoted by $y_t$, the additive white noise (AWGN) is denoted by $n_t \sim \mathcal{CN}(0, \sigma^2)$, the path loss is denoted by $g_t$. The power of transmit signal $x_t$ is denoted by $p_t$.

The research of fundamental limits of achievable rate can be found in [9]–[16] and reference therein.
and the probability of LoS is given by
\[ \Pr_{\text{LoS}}(\theta) = \frac{1}{1 + a \exp(-b(\theta - \alpha))} \]  

where \( a, b \) represent the S-curve parameters, which can be directly related to the environment variables, \( \theta \) denotes the elevation angle. Since the distance between the UAV and the sensor at time slot \( t \) can be calculated by
\[ d_t = \sqrt{H_t + R} \]
where \( H_t \) denotes the height at time slot \( t \) and \( R \) denotes the hovering radius. Since both the flight speed and sensor location are fixed, \( R \) is a constant. Based on Fig. 1, we can re-write the elevation angle-dependent probabilistic LoS model in (2) to the following expression:
\[ g_t = \begin{cases} \beta_0 d_t^{-\alpha}, & \text{LoS} (B_t = 0) \\ \kappa \beta_0 d_t^{-\alpha}, & \text{NLoS} (B_t = 1) \end{cases} \]  

and the probability of LoS is given by
\[ \Pr_{\text{LoS}}(H_t) = \frac{1}{1 + a \exp(-b(\arctan(H_t/R) - \alpha))} \]

where we can see that, for a fixed \( R \), elevating the flight height will increase the probability of LoS.

### C. Transmission Energy Consumption

M-QAM adaptive modulation is adopted, because the flexible modulation selection has a better performance than the fixed modulation \([19], [20]\). According to [19], [20], the BER can be approximately calculated by
\[ \text{BER} \approx 0.2 \exp \left[ -\frac{1.6g_t p_t}{\sigma^2(M_t - 1)} \right] \]

where \( M_t \in \{1, 2, \ldots\} \) denotes the selected modulation scheme. Note that we require that \( M_t = 1 \) represents transmission muting, and \( M_t \neq 1 \) represents \( 2^{M_t-1}\)-QAM. Given the BER threshold \( \gamma \), the corresponding energy consumption at time slot \( t \) is given by
\[ E_t = p_t \tau = \frac{\sigma^2(M_t - 1) \tau \ln(\gamma/0.2)}{-1.6g_t} \]

### III. Problem Formulation and Solution

#### A. MDP Problem Formulation

We use MDP approach to tackle this problem, since the MDP is a powerful mathematical approach to solve online problem \([21]\). We carefully define the MDP state, action, reward, transition probability as follows:

**MDP State**: A tuple of height \( H_t \), remaining data to send \( D_t \), and blockage indicator \( B_t \).

**MDP Action**: A tuple of elevating-maintaining-descending variable \( U_t \in \{u, 0, -u\} \) and modulation variable \( M_t \in \mathcal{M} \).

**MDP Reward**: The transmission energy consumption at time slot \( t \), i.e., \( E_t \).

**MDP Transition Probability**: A product of transition probability of \( H_t \) to \( H_{t+1} \), transition probability of \( D_t \) to \( D_{t+1} \), and transition probability of \( B_t \) to \( B_{t+1} \). In particular, we have
\[ \Pr(H_{t+1}|H_t) = \begin{cases} 1, & H_{t+1} = H_t + U_t \\ 0, & \text{otherwise} \end{cases} \]

and
\[ \Pr(D_{t+1}|D_t) = \begin{cases} 1, & D_{t+1} = D_t - r_t \tau \log_2(M_t) \\ 0, & \text{otherwise} \end{cases} \]

Due to the circle trajectory, we can assume that the blockage events are independent, i.e., \( \Pr(B_{t+1}|B_t) = \Pr(B_{t+1}) \). The probability of event \( B_{t+1} = 0 \) can be calculated by \([6]\), and the probability of event \( B_{t+1} = 1 \) is equal to \( 1 - \Pr(B_{t+1} = 0) \).

**Constraints on MDP State**: In addition, to deal with data volume and flight height constraints, we enforce two constraints on MDP state.

1. **Data Volume Constraint**: \( D_1 = D, D_{N+1} = 0 \)
2. **Flight height Constraint**: \( H_1 = u, H_N = u \)

Once the optimal action at each time slot is obtained, the offline lookup table can be formulated. We show the format of lookup table at time slot \( t \) in Tab. I, where we enumerate all possibility of MDP states and present the optimal action for corresponding MDP states.
B. Online Policy

Via the design of modulation and flight height, we attempt to minimize the transmission energy consumption of sensor under data volume and flight height constraints. The aforementioned problem can be formulated as follows:

\[
\min_{\{U_i,H_i\}_{i=1}^N} \mathbb{E}\left\{ \sum_{t=1}^N E_t \right\} \quad \text{s.t.} \quad \text{BER} \leq \gamma
\]

(11)

where \( r_sT \) is the data rate per time slot, \( \alpha \) is the path loss exponent, \( \beta_0 \) is the line-of-sight (LoS) path loss coefficient, \( \rho_t \) is the density of AWGN, and \( \delta \) is the maximum distance-dependent fading. For path loss model, we set \( \alpha = 3 \), \( \beta_0 = 1 \), \( \rho_t = 10^{-3} \), and \( \delta = b = 1 \). Without loss of generality, we assume that there is no blockage in the initial state, i.e., LoS.

As a solution of above problem, an offline lookup table can be designed accordingly, which contains all underlying situations and recommends the best policy.

C. MDP Problem Solution

To solve the above finite-horizon MDP, we should define the value function for MDP state first, which is given as follows:

\[
V_i \triangleq \sum_{t=i}^N E_t,
\]

which is the cumulated rewards from time slot \( i \) to time slot \( N \) and function of MDP state. Therefore, we need to minimize the value function at initial state w.r.t. data volume and flight height constraints. This constrained finite-horizon MDP problem is written as follows:

\[
\min_{\{M_i,U_i\}_{i=1}^N} V_1
\]

(12)

s.t.

\[
D_1 = D, D_{N+1} = 0
\]

(13)

\[
H_1 = u, H_N = u
\]

(14)

According to [21], the Bellman optimality equation is given in [15]. The current value function can be represented by the summation of current reward and future reward. That is to say, if we know the value of \( V_{i+1} \), we can derive the value of \( V_i \). Because we can assign the value of \( V_{N+1} \). Through Bellman equation, we must know the value of \( V_1 \) and corresponding the series of optimal actions for all time slots. The resultant algorithm is given in Algorithm 1, where the optimal action is calculated in a backward manner and the constraints on MDP state are also considered.

IV. SIMULATION

We examine the performance of proposed design via simulation. The setting used throughout the simulation are given as follows: The total flight time is 500s, which is divided into 10 time slots. The radius of circle trajectory is 50m. The power density of AWGN is \(-120\text{dBm/Hz}\). The BER threshold is \(10^{-5}\). For path loss model, we set \( \alpha = 3 \), \( \beta_0 = 1 \), \( \rho_t = 10^{-3} \), and \( \delta = b = 1 \). Without loss of generality, we assume that there is no blockage in the initial state, i.e., LoS.

Tab. II shows a realization of proposed online modulation and flight height design, where the modulation set is \{Muting, BPSK\} and the minimal distance of height adjustment is 30m. 30Mbits data needs to be transmitted by sensor. Tab. II shows that the UAV elevates the height in the early stage to avoid blockage, maintains the height in the medium stage to balance the blockage probability and distance-dependent fading, and descends the height in the late stage for landing. Tab. II also shows that the UAV begin to transmit with BPSK modulation when there is no blockage in this time slot, and mutes when there is a blockage in this time slot.

According to [21], the Bellman optimality equation is given in [15]. The current value function can be represented by the summation of current reward and future reward. That is to say, if we know the value of \( V_{i+1} \), we can derive the value of \( V_i \). Because we can assign the value of \( V_{N+1} \). Through Bellman equation, we must know the value of \( V_1 \) and corresponding the series of optimal actions for all time slots. The resultant algorithm is given in Algorithm 1, where the optimal action is calculated in a backward manner and the constraints on MDP state are also considered.

Algorithm 1 Backward Induction Algorithm

1: \( i = N + 1 \): we set \( V_{N+1} = 0 \) for the case \( D_{N+1} = 0 \) and \( H_{N+1} = 0 \), and \( V_{N+1} = +\infty \) for other cases.

2: \( i = N \):

\[
V_N = \min_{U_i,M_i} \left\{ E_N + \sum_{B_{N+1}} \Pr(D_{N+1} = 0 | D_N) \times \Pr(H_{N+1} = 0 | H_N = u) \Pr(B_{N+1}) V_{N+1} \right\}
\]

3: for \( i = N - 1 : -1 : 2 \) do

\[
V_i = \min_{U_i,M_i} \left\{ E_i + \sum_{D_{i+1}} \sum_{H_{i+1}} \sum_{B_{i+1}} \Pr(D_{i+1} | D_i) \Pr(H_{i+1} | H_i) \Pr(B_{i+1}) V_{i+1} \right\}
\]

4: end for

5: \( i = 1 \):

\[
V_1 = \min_{U_1,M_1} \left\{ E_1 + \sum_{D_2} \sum_{H_2} \sum_{B_2} \Pr(D_2 | D_1 = D) \Pr(H_2 | H_1 = u) \Pr(B_2) V_2 \right\}
\]
\begin{equation}
V_i = \min_{U_i, M_i} \left\{ E_{\text{current}} \sum_{D_{i+1}} \sum_{H_{i+1}} \sum_{B_{i+1}} \Pr(D_{i+1} | D_i) \Pr(H_{i+1} | H_i) \Pr(B_{i+1} | V_{i+1}) \right\}
\end{equation}

### TABLE II

| Time Slot | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-----------|---|---|---|---|---|---|---|---|---|----|
| Blockage  | No | Yes | No | Yes | No | No | Yes | No | Yes | No |
| Modulation | BPSK | Muting | BPSK | Muting | BPSK | BPSK | Muting | BPSK | Muting | Muting |
| height    | 60m | 90m | 120m | 120m | 120m | 90m | 60m | 30m |

reduce the distance-dependent fading when there are few blockage events.

In Fig. 3 we compare the performance of different size of modulation set to examine the impact of size of modulation set. The high-order modulation performs better in mild path loss and the low-order modulation is more preferable in severe path loss [19, 20], hence it is necessary to adjust the modulation scheme based on real-time situations. Fig. 3 shows that enlarging the size of modulation set will not always reduce the total transmission energy consumption. In this setting, the performance enhancement gets saturated if the size of modulation set is more than 6, i.e., modulation set is \{Muting, BPSK, 4-QAM, 8-QAM, 16-QAM, 32-QAM\}. This is because, higher-order modulations need an unacceptable transmission energy, thus will not be adopted even if they can provide a higher data rate.

### V. CONCLUSION

We proposed an online modulation and flight height design for UAV-enabled data collection in urban areas with blockage. Via MDP approach, the proposed design can acquire minimal sensor transmission energy consumption, through adjusting the modulation scheme, deciding to elevate, descend, or maintain the height, in an online manner. Simulation results demonstrate the benefit of online flight height through comparison with fixed height design. Simulation results also show that the performance enhancement by increasing the size of modulation set gets saturated if the set is sufficiently large.
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