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Abstract

We consider the growth rate of the Mahler measure in discrete dynamical systems with the Laurent property, and in cluster algebras, and compare this with other measures of growth. In particular, we formulate the conjecture that the growth rate of the logarithmic Mahler measure coincides with the algebraic entropy, which is defined in terms of degree growth. Evidence for this conjecture is provided by exact and numerical calculations of the Mahler measure for a family of Laurent polynomials generated by rank 2 cluster algebras, for a recurrence of third order related to the Markoff numbers, and for the Somos-4 recurrence. Also, for the sequence of Laurent polynomials associated with the Kronecker quiver (the cluster algebra of affine type $\tilde{A}_1$) we prove a precise formula for the leading order asymptotics of the logarithmic Mahler measure, which grows linearly.

1 Introduction, definitions and main conjecture

Given $P(x_1, \ldots, x_N) \in \mathbb{C}[x_1^{\pm 1}, \ldots, x_N^{\pm 1}] \setminus \{0\}$, a non-zero Laurent polynomial in $N$ variables with complex coefficients, its logarithmic Mahler measure is defined to be

$$m(P) := \int_{\mathbb{T}^N} \log |P(x_1, \ldots, x_n)| \, d\Omega,$$

obtained by integrating over all points on the $N$-torus with respect to the Haar measure

$$d\Omega = \frac{dt_1 \wedge \cdots \wedge dt_N}{(2\pi i)^N}$$

for $(x_1, \ldots, x_N) = (e^{it_1}, \ldots, e^{it_N}) \in \mathbb{T}^N$ with local coordinates $t_j \in (-\pi, \pi]$, which can be considered as the restriction to the real torus of the log-canonical meromorphic $N$-form

$$d\Omega = \frac{dx_1 \wedge \cdots \wedge dx_N}{(2\pi i)^N \prod_{j=1}^N x_j}$$

on $(\mathbb{C}^*)^N$ (or $\mathbb{C}^N$), with $i = \sqrt{-1}$. The name Mahler measure is also given to the quantity $M(P) = \exp m(P)$, but henceforth we will use the name without qualification to refer to the
logarithmic version. For a polynomial \( P(x) \in \mathbb{C}[x] \) in one variable of degree \( d \), with leading coefficient \( c \neq 0 \) and roots \( \alpha_j, j = 1, \ldots, d \), the Mahler measure is found explicitly by Jensen’s formula to be

\[
m(P) = \log |c| + \sum_{j=1}^{d} \log |\alpha_j|_+\tag{1.4}
\]

(here \( |a|_+ = \max(a, 0) \)), and while the existence of the \( N \)-variable integral in (1.1) is not immediately obvious, it is guaranteed by a result of Lawton [43], which shows that this reduces to the case of one variable, in the sense that

\[
m(P(x_1, \ldots, x_N)) = \lim_{k_2, \ldots, k_N \to \infty} m(P(x^{k_2}, \ldots, x^{k_N})).\tag{1.5}
\]

In particular, this implies that \( m(P) \geq 0 \) for Laurent polynomials with integer coefficients. There are many interesting arithmetical questions concerning Mahler measure, like Lehmer’s problem about the smallest non-zero value of \( m(P) \) for \( P(x) \in \mathbb{Z}[x] \), as well as the fact that explicit evaluations of \( m(P) \) for specific multivariable polynomials \( P \) can be expressed in terms of \( \zeta \)-functions, or volumes of hyperbolic polyhedra [5, 11, 41]. The first such example in two variables is due to Smyth [57], who obtained the formula

\[
m(x_1 + x_2 + 1) = L'(\chi_{-3}, -1)\tag{1.6}
\]

in terms of the \( L \)-function for the Dirichlet character \( \chi_{-3} \).

Cluster algebras, introduced in [14], are a class of commutative algebras which, rather than being specified a priori, have distinguished sets of generators called clusters, which are produced recursively from an initial \( N \)-tuple of generators \( \mathbf{x} = (x_1, \ldots, x_N) \) by a process called mutation. One of the basic features of cluster algebras is the Laurent property: the \( \mathbb{Q} \)-coefficient-free \( \mathbb{Q} \)-algebra generated by all cluster variables in \( \mathbb{Q}[x_1, \ldots, x_N] \) consists of Laurent polynomials in the initial generators, with integer coefficients. In fact, Zelevinsky once gave the following informal definition [62]: “A cluster algebra is a machine for generating non-trivial Laurent polynomials.” More precisely, a coefficient-free cluster algebra \( \mathcal{A} = \mathcal{A}(\mathbf{x}, B) \) of rank \( N \) is generated by starting from an initial \( N \)-tuple of generators \( \mathbf{x} = (x_1, \ldots, x_N) \) by a process called mutation. For a variable \( x_j \), \( 1 \leq j \leq N \), we define the \( x_j \)-mutation \( \mathcal{A}(\mathbf{x}, B) \to \mathcal{A}(\mathbf{x}', B') = \mu_k(\mathbf{x}, B) \), where \( \mathbf{x}' = (x'_j) \) with

\[
b'_{ij} = \begin{cases} -b_{ij} & \text{if } i = k \text{ or } j = k, \\ b_{ij} + \text{sgn}(b_{ik})b_{ik}b_{kj} & \text{otherwise}, \end{cases}\tag{1.7}
\]

and \( \mathbf{x}' = (x'_j) \) with

\[
x'_j = \begin{cases} x_k^{-1} \left( \prod_{j=1}^{N} x_j^{[b_{kj}]_+} + \prod_{j=1}^{N} x_j^{-[b_{kj}]_+} \right) & \text{for } j = k, \\ \frac{x_j}{x_k} & \text{for } j \neq k. \end{cases}\tag{1.8}
\]

Now for an arbitrary composition of mutations \( \mu = \mu_{k_n} \circ \cdots \circ \mu_{k_1} \) of any length \( |\mu| = n \geq 0 \), the Laurent property says that every element of the cluster \( \mathbf{x} \) belongs to \( \mathbb{Z}[x_1^{\pm 1}, \ldots, x_N^{\pm 1}] \), and the cluster algebra \( \mathcal{A} \) is defined to be the \( \mathbb{Z} \)-algebra generated by all cluster variables in all clusters, that is \( \mathcal{A} = \mathbb{Z}[\bigcup_{\mu} \mathbf{x}] \). The cluster algebra \( \mathcal{A} \) is determined by the seed \( (\mathbf{x}, B) \) up
to mutation equivalence, i.e. $\mathcal{A}(x, B)$ is isomorphic to $\mathcal{A}(x', B')$ for $(x, B) \sim (x', B')$, where
the equivalence relation means that $(x', B') = \mu(x, B)$ for some composition of mutations $\mu$.

For discrete dynamical systems defined by iteration of a rational map $\varphi$ in dimension $N$, there are various notions of entropy that are used to measure the growth of complexity of the
iterates. Letting $\deg \varphi^n$ denote the maximum of the degrees of the rational functions defining
the components of $\varphi^n(x)$, the algebraic entropy was defined in [4] as follows.

**Definition 1.1.** The algebraic entropy of a rational map $\varphi$ is given by

$$ E := \lim_{n \to \infty} \frac{\log \deg \varphi^n}{n}. \quad (1.9) $$

Note that the existence of the above limit is guaranteed by the subadditive property of
the log degrees and Fekete’s lemma [12]. This measure of growth was first used extensively
to study certain birational transformations arising in statistical mechanics (see [1, 3] and
references therein). For birational maps $\mathbb{P}^2 \to \mathbb{P}^2$ it is possible to perform blowups at singular
points and reduce the computation of $E$ to a calculation in terms of the induced linear action
of the pullback $\varphi^*$ on the cohomology of the resulting enlarged space [10, 58], but in dimension
$N > 2$ the problem is more difficult, because where the map has singularities it is not always
possible to remove exceptional hypersurfaces from the dynamical system by blowups. In
general, numerical computation of the algebraic entropy of $\varphi$ is extremely computationally
intensive, because it requires exact calculation of the iterates of $\varphi$, and generically $\deg \varphi^n$
grows exponentially with $n$.

Due to the fact that matrix mutations (1.7) change the exponents that appear in (1.8), and because there are $N$ possible mutations that can be applied to any cluster, generically a
seed in a cluster algebra $\mathcal{A}$ defines a set of evolutions on an $N$-regular tree rather than a single
dynamical system (apart from the so-called bipartite belt when $N = 2$) [14]; nevertheless, one can define a corresponding notion of algebraic entropy, analogous to (1.9), via

$$ E(\mathcal{A}) := \lim_{n \to \infty} \sup_{\deg \mu(x) = n} \frac{\log \deg \mu(x)}{n}, \quad (1.10) $$

where $\deg \mu(x)$ is the largest total degree of the elements in the cluster $\mu(x)$, considered as
rational functions of the variables in the initial cluster $x = (x_1, \ldots, x_N)$. This definition only
depends on the mutation equivalence class of the seed $(x, B)$ defining $\mathcal{A}$, as it should, because
the algebraic entropy is invariant under birational transformations [4].

Inspired by Vojta’s dictionary between Nevanlinna theory and Diophantine approximation, Halburd proposed that when a rational map $\varphi$ is defined over $\mathbb{Q}$ (or a number field), instead of degree growth it is easier (at least experimentally) to measure the growth of the
logarithmic height $h(\varphi^n(x))$ along an orbit $O$ with specific numerical values for the initial
data $x$, where, for $x \in \mathbb{Q}^N$, $h(x) = \log H(x)$, with the height $H(x)$ being the maximum
modulus of the numerators and denominators of the components of $x$ (written as fractions
in lowest terms, with the convention that the number 0 has height 1). The fact that growth
of (naive) height is a useful measure of complexity was already noted for birational transforma-
tions appearing in the context of statistical mechanics [1], and the additional observations
made by Halburd suggest that the following definition is worthwhile.

**Definition 1.2.** For a rational map $[1,20]$, the Diophantine entropy of a particular non-
singular orbit $O$ is defined by

$$ E_H(O) := \lim_{n \to \infty} \frac{\log h(\varphi^n(x))}{n}, \quad (1.11) $$
while the Diophantine entropy of the map is taken to be
\[ \mathcal{E}_H(\varphi) := \sup \mathcal{E}_H(O), \]
where the supremum is taken over all non-singular orbits \( O \).

In the latter definition, where it is possible the supremum can be taken over all orbits of an extension of \( \varphi \) to a regular morphism on an enlarged phase space (with the expectation being that the value of \( \mathcal{E}_H(O) \) should be the same for “almost all” orbits \( O \), in an appropriate sense). Except in the case of very simple maps, an exact determination of the Diophantine entropy \( \mathcal{E}_H \) is usually at least as difficult as finding the algebraic entropy \( \mathcal{E} \), but it can sometimes be computed explicitly for special families of orbits \([31]\), and a numerical calculation of rational values of iterates along several orbits is much less computationally intensive than computing the corresponding sequence of rational functions and obtaining their degrees. Empirical evidence suggests that the algebraic entropy and the Diophantine entropy should coincide, so that \( \mathcal{E} = \mathcal{E}_H(\varphi) \), but we do not know how to prove this except for some particular maps \( \varphi \) (cases where \( \varphi \) is an integrable map in the Liouville sense \([6, 46, 59]\), when both entropies are zero, are often the most tractable ones). Furthermore, if the dimension \( N \) is large then even the exact arithmetic required to compute \( \mathcal{E}_H(O) \) numerically becomes difficult.

The purpose of this article is to propose that, for discrete dynamical systems that generate Laurent polynomials, and for cluster algebras in particular, the growth of Mahler measure provides another natural notion of entropy, which in many cases coincides with the algebraic entropy and the Diophantine entropy, but is much easier to compute numerically. Before proceeding to formulate precise definitions and conjectures, we will give some motivation for why restricting to dynamics with the Laurent property need not be unnecessarily restrictive.

There are many examples of recurrences, birational maps or difference equations with the Laurent property. Some of the first known examples, discussed in \([21]\), were recurrence relations of the form
\[ x_{n+N}x_n = F(x_{n+1}, \ldots, x_{n+N-1}) \] (1.12)
for certain polynomials \( F \). Notable examples include a recurrence attributed to Dana Scott, that is
\[ x_{n+3}x_n = x_{n+2}^2 + x_{n+1}^2 \] (1.13)
which produces sequences of Markoff triples: Markoff’s equation
\[ x^2 + y^2 + z^2 = 3xyz \] (1.14)
arises in Diophantine approximation theory \([5]\), and starting from any triple of positive integers \( (x, y, z) \) satisfying this equation, each subsequent set of three adjacent terms generated by (1.13) is a solution, e.g. taking initial data \((x_1, x_2, x_3) = (1, 1, 1)\) produces the sequence
\[ 1, 1, 2, 5, 29, 433, 37666, 48928105, \ldots \] (1.15)
(A064098 in \([50]\)), yielding further Markoff triples \((1, 1, 2), (1, 2, 5), (2, 5, 29), \text{etc.} \) Another famous example is the Somos-4 recurrence
\[ x_{n+4}x_n = x_{n+3}x_{n+1} + x_{n+2}^2 \] (1.16)
which generates the integer sequence
\[ 1, 1, 1, 1, 2, 3, 7, 23, 59, 314, 1529, 8209, 83313, \ldots \] (1.17)
(A006720 in [50]) from the initial data \((x_1, x_2, x_3, x_4) = (1, 1, 1, 1)\); for the connection with sequences of points on elliptic curves, see [29]. In tandem with the development of cluster algebras, an approach to proving the Laurent property for recurrences of the form (1.12) via the so-called Caterpillar Lemma was presented in [15], and it was subsequently shown that a large class of examples with \(F\) being a sum of two monomials can be constructed systematically from cluster algebra exchange relations (1.8) defined by exchange matrices \(B\) with a suitable periodicity property under sequences of mutations [19] (generalized in [49]), while examples with more than two monomials on the right-hand side arise in the broader setting of LP algebras [42]. Recurrences with the Laurent property, including those of Somos type like (1.16), also occur naturally in the theory of integrable systems, in the form of bilinear discrete Hirota equations for tau functions of lattice equations and their reductions to integrable maps/discrete Painlevé equations [18, 20, 33, 34, 35, 38, 40, 47, 51].

However, as pointed out in [33], there is a very close connection between the Laurent property and the notion of singularity confinement, which can be combined with algebro-geometric entropy as a tool to detect integrability (see [38] and references), and in this context one finds more general forms of discrete systems with the Laurent property which do not seem to arise from iteration of exchange relations \(x'_i, x_i = F(x)\) in a cluster algebra or LP algebra. As described in [25], given a birational map with confined singularities, which need not have the Laurent property, we conjecture that it is always possible to construct its “Laurentification”, that is, a lift to a map in higher dimensions that does have the Laurent property. This conjecture is very natural in the context of discrete integrable systems, where one usually starts from a symplectic map, or a lattice equation that preserves a Poisson bracket [38], and then the existence of appropriate tau functions implies that this lifts to a system of discrete Hirota equations [60], for which the Laurent property is known to hold [15]. Beyond the setting of integrability, Hietarinta and Viallet’s example

\[
u_{n+1} + u_{n-1} = u_n + \frac{a}{u_n^n}\tag{1.18}
\]

is a symplectic map of standard type in the plane, with a parameter \(a \neq 0\), that has confined singularities but displays chaotic orbits and positive entropy \(E = \log \left(\frac{1}{2}(3 + \sqrt{5})\right)\) [28, 58]; the singularity pattern suggests lifting it to 5 dimensions via \(u_n = (x_{n+1} x_{n+2})^{-2} x_{n+3} x_{n+4}\), and this provides a Laurentification of (1.18) because \(x_n\) satisfies

\[
x_{n+5} x_{n+3}^2 - x_{n+2} x_{n+1}^2 = x_n^3 x_{n+1}^3 - x_n^2 x_{n+2}^2 x_{n+3}^3 x_n + a x_n^6 x_{n+2}^6.	ag{1.19}
\]

with \(x_n \in \mathbb{Z}[a, x_1^{\pm 1}, x_2^{\pm 1}, x_3^{\pm 1}, x_4^{\pm 1}, x_5^{\pm 1}]\) for all \(n \in \mathbb{Z}\) [32]. For other analogues of tau functions and the Laurent property for nonintegrable systems outside the setting of cluster algebras, including multidimensional generalizations of (1.18), see [39] and references.

We now formulate the main definition of entropy that we would like to consider, for the case of maps \(\varphi\) in dimension \(N\) with the Laurent property, of the form

\[
x \mapsto \varphi(x),
\]

where the Laurent property means that for all \(n\), each of the components of \(\varphi^n(x)\) is a Laurent polynomial in the variables appearing in the initial data \(x = (x_1, \ldots, x_N)\) with integer coefficients. Usually we are interested in birational maps, so this means \(\forall n \in \mathbb{Z}\), in which case \(\varphi\) can be regarded as an automorphism of the field of fractions \(\mathbb{C}(x_1, \ldots, x_N)\), but it is also possible to consider non-invertible \(\varphi\) and restrict to \(n \geq 0\). Then we will use \(m(\varphi^n(x))\) to denote the maximum of the Mahler measures of the components of \(\varphi^n(x)\).
Definition 1.3. For a map (1.20) with the Laurent property, the Mahler entropy $E_M$ is
\[ E_M(\varphi) := \lim_{n \to \infty} \frac{\log m(\varphi^n(x))}{n}, \tag{1.21} \]
whenever the limit exists.

Remark 1.4. All of the examples considered below are of recurrence form,
\[ \varphi : (x_n, \ldots, x_{n+N-1}) \mapsto (x_{n+1}, \ldots, x_{n+N}), \]
with $x_{n+N}$ defined by a relation of the form (1.19), so that it is sufficient to take
\[ E_M := \lim_{n \to \infty} \frac{\log m(x_n)}{n}, \tag{1.22} \]
which turns out to coincide with the preceding definition in this case.

It is also natural to consider the growth of Mahler measure for a cluster algebra $\mathcal{A} = \mathcal{A}(x, B)$ defined by an initial seed $(x, B)$, by evaluating the Mahler measure $m(x'_j)$ for each cluster variable $x'_j$ belonging to a cluster $x' = \mu(x)$ obtained by a composition of $n$ mutations, and taking the limit $n \to \infty$. In this context, we let $m(x')$ denote the maximum of the Mahler measures of the elements of the cluster $x'$.

Definition 1.5. For a cluster algebra $\mathcal{A} = \mathcal{A}(x, B)$, the Mahler entropy $E_M$ is
\[ E_M(\mathcal{A}) := \lim_{n \to \infty} \sup_{|\mu| = n} \frac{\log m(\mu(x))}{n}, \tag{1.23} \]
assuming that the limit exists.

Remark 1.6. For cluster algebras with coefficients, given by additional frozen variables that do not mutate, or for maps such as (1.19) with parameters, one can either fix specific (integer) values for these coefficients before evaluating the Mahler measure, or integrate over an additional torus for each extra parameter that appears, e.g. perform an extra integration $\int_{T^d} \cdots \ d \log a$ to evaluate $m(x_n)$ for the case of (1.19).

Aside from the issue of existence, it is not obvious that the above definition is independent of the choice of seed, up to mutation equivalence. However, if the Mahler entropy coincides with the algebraic entropy, then this is clearly the case.

Conjecture 1.7. For cluster algebras $\mathcal{A}$, or for maps $\varphi$ with the Laurent property obtained from cluster algebras with periodicity (in the sense of [19] or [49]), the algebraic and Mahler entropies coincide, i.e. $E = E_M$.

Remark 1.8. The assumptions on $\varphi$ mean that it is a composition of finitely many mutations in a cluster algebra, possibly also composed with a permutation of the coordinates; such maps were referred to as cluster maps in [18]. (Several examples will be given below, but see [18, 19, 49] for many more.) The above conjecture is certainly false without imposing any restriction on the class of maps $\varphi$ with the Laurent property, as can be seen by considering the case of monomial maps, which are closely related to toral endomorphisms (or automorphisms, if we restrict to birational $\varphi$). Any Laurent monomial $P$ has $m(P) = 0$, hence $E_M = 0$ for all monomial maps, but generic monomial maps have algebraic entropy $E > 0$ [27].
Henceforth we will mainly be concerned with studying examples that provide evidence for the preceding conjecture. There are various reasons why it seems particularly fruitful to focus on the Mahler entropy for cluster algebras or maps generated by compositions of cluster mutations. Firstly, the meromorphic $N$-form \[ (1.3) \] is invariant under cluster mutations \[ (1.8) \] up to a sign, that is $\mu_k^*(d\Omega) = \pm d\Omega$, which might allow for some simplification in explicitly evaluating the Mahler measure of cluster variables. Secondly, it is already interesting to consider Mahler measure in the case of the simplest non-trivial cluster algebra, namely the cluster algebra of finite Dynkin type $A_2$, obtained from the Lyness recurrence

$$ \varphi : \quad x_{n+2} = x_{n+1} + 1, \quad (1.24) $$

which produces the 5-cycle of cluster variables

$$ x_1, x_2, x_3 = \frac{x_2 + 1}{x_1}, x_4 = \frac{x_1 + x_2 + 1}{x_1 x_2}, x_5 = \frac{x_1 + 1}{x_2}, \quad (1.25) $$

with the sequence $(x_n)$ repeating with period 5 thereafter. In this case, we clearly have $m(x_1) = 0 = m(x_2)$, and from Jensen’s formula it is easy to see that $m(x_3) = 0 = m(x_5)$, so the only non-zero Mahler measure is $m(x_4) = m(x_1 + x_2 + 1)$ which is given by Smyth’s formula \[ (1.6) \]. (In the latter example it is clear that $E_M(\varphi) = E_M(A) = 0 = E$ because the algebra is of finite type.) Thirdly, other examples of Mahler measures for cluster variables have explicit formulae in terms of the classical dilogarithm $\text{Li}_2$, or the Bloch-Wigner dilogarithm $D$, evaluated at algebraic arguments (see the next section), while the dilogarithm is ubiquitous in the theory of cluster algebras, appearing in the generating functions that produce (part of) mutations as canonical transformations preserving an associated presymplectic structure, and in terms of the functional identities satisfied by $\text{Li}_2$ or $D$ [13, 22, 35, 49]; in particular, the elements of the 5-cycle \[ (1.25) \], related to the associahedron $K_4$ [16], correspond to the arguments in the five-term relation for $D$ [61].

Before proceeding to study other concrete examples in the rest of the paper, we present a simple result that connects the Mahler entropy with the Diophantine entropy and the algebraic entropy, but is based on the non-trivial fact of positivity for cluster variables: they are Laurent polynomials with positive coefficients, as was proved for the case of skew-symmetric $B$ in [45], and for the general case of skew-symmetrizable $B$ in [23].

**Proposition 1.9.** Suppose that $\varphi$ is a cluster map of recurrence type. Let $1 = (1, \ldots, 1)$ denote the $N$-tuple consisting of $N$ 1s, and let $E_H(1)$ denote the Diophantine entropy of the orbit of $\varphi$ with initial data $1$. Then (assuming it exists) the Mahler entropy of $\varphi$ satisfies

$$ E_M \leq E_H(1). \quad (1.26) $$

Suppose further that $\deg x_n = C\lambda^n(1 + o(1))$, $m(x_n) = C'\lambda^n(1 + o(1))$ for some real $\lambda > 1$ and $C, C' > 0$, so that Conjecture \[ (1.7) \] holds with $E = E_M = \log \lambda > 0$. Then $E_H(1) = \log \lambda$ also.

**Proof:** For any $P \in \mathbb{C}[x]$, the standard bounds

$$ M(P) \leq L(P) \leq 2^{s\deg P} M(P) $$

hold, where $L$ denotes the length of $P$ (the sum of the absolute values of the coefficients of $P$) and $s\deg$ denotes the sum of the degrees of $P$ taken in each variable separately. Now suppose
that \( x_n \in \mathbb{Z}_{>0}[x_1^{\pm 1}, \ldots, x_N^{\pm 1}] \) is a positive Laurent polynomial generated by a cluster map \( \varphi \) of recurrence type. This means that \( x_n \) has a canonical expression of the form

\[
x_n = \frac{P_n(x)}{x^{d_n}}
\]

(1.27)

where the polynomial \( P_n \in \mathbb{Z}_{>0}[x_1, \ldots, x_N] \) is not divisible by any \( x_j \) for \( j \in [1, N] \), and the monomial \( x^{d_n} \) is defined by the integer \( N \)-tuple \( d_n \) (d-vector), which consists entirely of positive integers for \( n \) large enough; see [17] or [18] for further details. In terms of the total degree of \( x_n \) as a rational function of \( x \) this also means that, for sufficiently large \( n \), \( \deg x_n = \deg P_n \), and clearly \( \deg P_n \leq N \deg P_n \). Also, by positivity we have \( L(P_n) = P_n(1) = x_n(1) = H(x_n(1)) \), so substituting into the bounds above and taking logs yields

\[
m(x_n) \leq h(x_n(1)) \leq N' \deg x_n + m(x_n), \quad N' = N \log 2.
\]

From the upper bound on \( m(x_n) \), taking logs and dividing by \( n \) immediately gives \([1.26]\) in the limit \( n \to \infty \). On the other hand, if \( \deg x_n \) and \( m(x_n) \) have the given asymptotic behaviour, then substituting this into the same bounds, taking logs and dividing by \( n \) gives

\[
\frac{\log \lambda + \left( \frac{\log C + \log (1 + o(1))}{n} \right)}{n} \leq \log \frac{h(x_n(1))}{n} \leq \log \lambda + \left( \frac{\log C'' + \log (1 + o(1))}{n} \right),
\]

where \( C'' = CN \log 2 + C' \), and hence \( \mathcal{E}_h(1) = \log \lambda \) in the limit \( n \to \infty \). \( \square \)

**Remark 1.10.** With a slightly more detailed analysis, the analogue of Proposition [1.9] should also hold for an arbitrary cluster map given (up to a permutation) by a composition of mutations, and for the corresponding entropies for any cluster algebra \( \mathcal{A} \), but a complete proof requires keeping track of the growth of the different components within each cluster.

At this stage it is worth pointing out the numerical advantages of working with the Mahler entropy rather than using exact arithmetic to compute growth of degrees or heights of rational numbers. We will describe this for a general map \( \varphi \) with the Laurent property, but the same considerations apply to computations with cluster variables, with minor modifications. The main idea is to write an approximation to the Mahler measure of the components of the \( k \)th iterate \( \varphi^k(x) = (x_{1,k}, \ldots, x_{N,k}) \) in terms of a Riemann sum, that is

\[
m(x_{j,k}) \approx \frac{1}{|I|} \sum_{i \in I} \log |x_{j,k}(x_i^*)|, \quad j \in [1, N],
\]

(1.28)

where the points \( x_i^* \) for \( i \) belonging to some index set \( I \) are equidistributed on \( \mathbb{T}^N \) in the limit \( |I| \to \infty \). There are various equidistribution results in the literature which are relevant to numerical approximation of Mahler measure, in particular the work on torsion points in [2], which here corresponds to the obvious choice of a regular lattice of points on the flat torus i.e. choosing the components of \( x_i^* \) to be \( M \)th roots of unity, so that \( x_i^* = (e^{2\pi i j_i/M}, \ldots, e^{2\pi i j_N/M}) \) for \( 0 \leq j_1, \ldots, j_N \leq M - 1 \), with \( |I| = M^N \), or the results on Gaussian periods in [24]; for a different approach, based on the doubling map, see [52]. Another convenient method, which reduces the likelihood of hitting a divergent logarithm when a point on the zero locus is chosen, is to use a Monte Carlo method, generating the points \( x_i^* \) with a (pseudo)random number generator with a uniform distribution on the torus (in some sense, the doubling map
used in [52] can be regarded as a pseudorandom number generator). However, regardless of what method is used to select equidistributed points \( x_i^* \), here the main point is that one can regard each choice of point \( x_i^* \) as initial data for \( \varphi \), and then one computes its orbit \( x_i^*, \varphi(x_i^*), \ldots, \varphi^n(x_i^*) \) up to some desired \( n \), and for each \( k \in [1, n] \) adds the contribution \( \log |\cdot| \) of the \( j \)th component to the sum (1.28). Thus one obtains an approximation to the Mahler measures of each Laurent polynomial appearing in the first \( n \) iterates of the orbit, then takes the component with largest Mahler measure in each iterate, and all of the computations are done very rapidly with floating point arithmetic. This is in contrast to the exact arithmetic with rational functions, or with rational numbers, that is required for numerical computation of the algebraic entropy \( E \), or the Diophantine entropy \( E_H \), respectively.

2 Families of Laurent polynomials in rank 2

In this section we consider a family of Laurent polynomials indexed by two positive integers \( n, r \), generated by recurrence relations of second order, of the form

\[
\varphi: \quad x_{n+2}x_n = F(x_{n+1}),
\]

where \( F \) is specified by

\[
F(x) = x^r + 1.
\]

All recurrences of the form (2.1) preserve the log-canonical symplectic form

\[
\omega = d \log x_1 \wedge d \log x_2,
\]

proportional to (1.3) when \( N = 2 \), and there are more general choices of \( F \in \mathbb{Z}[x] \) that give the Laurent property for the map \( \varphi \); in particular, it was observed by Speyer that if \( F \) is reciprocal, in the sense that \( F(x) = x^{\deg F} F(x^{-1}) \), then (2.1) has the Laurent property, but there are other possible choices of \( F \) that work (see [33, 34] for a complete classification). Here we restrict to the reciprocal polynomials (2.2) for \( r \geq 1 \), because they are precisely what arises from rank 2 cluster algebras \( A \) defined by the skew-symmetric exchange matrices

\[
B = \begin{pmatrix}
0 & r \\
-r & 0
\end{pmatrix},
\]

by composing the mutation \( \mu_1: x_1^2 x_1 = x_2^2 + 1 \) with the permutation \( \rho: x_1 \leftrightarrow x_2 \), so that \( \varphi = \rho \circ \mu_1 = \mu_2 \circ \rho \). The periodicity property \( \mu_2 \circ \mu_1(B) = B \) and the fact that \( \mu_2 \) is conjugate to \( \mu_1 \) implies that \( \varphi \) generates all of the cluster variables, in the form of the sequence \( (x_n)_{n \in \mathbb{Z}} \) with \( x_n = x_n(x_1, x_2) \in \mathbb{Z}_{>0}[x_1^{\pm 1}, x_2^{\pm 1}] \), and the reversibility of the recurrence (2.1) implies that \( x_n(x_1, x_2) = x_{-n+3}(x_2, x_1) \) for all \( n \). As a consequence, we have \( E_M(A) = E_M(\varphi) \) (evidence of existence will be provided below).

Similarly, the algebraic entropy \( E(A) \) for the cluster algebra is the same as the algebraic entropy \( E \) of the map \( \varphi \), being given by

\[
E = \begin{cases}
0 & \text{for } r = 1, 2, \\
\log \left( \frac{r + \sqrt{r^2 - 4}}{2} \right) & \text{for } r \geq 3.
\end{cases}
\]
The case $r = 1$ is the cluster algebra of finite type $A_2$, generated by the cluster variables (1.25), while for $r = 2$ the sequence of polynomials is given explicitly by the formula

$$x_{n+3} = \frac{1}{x_{n+1} x_2^{n+1}} \left( x_2^{2(n+1)} + \sum_{0 \leq i+j \leq n} \binom{n-j}{i} \binom{n+1-i}{j} x_1^{2i} x_2^{2j} \right),$$

(2.5)

obtained in [7]; there is another formula for these polynomials in terms of Chebyshev polynomials [55], and below we will employ yet another closed-form expression for all $n$. It is clear from (2.5) that the degrees grow linearly with $n$, hence $E = 0$ for $r = 2$. There is an explicit combinatorial formula for the Laurent polynomials $x_n$ in terms of lattice paths [44], valid for any $r$, but for $r \geq 3$ the degree growth is exponential in $n$, and it appears unlikely that there is any expression for the coefficients as simple as (2.5). The entropy value in (2.4) for $r \geq 3$ can be derived directly from the combinatorial formula, or by writing the polynomials in the form (1.27) and using the fact that the degree vector (d-vector) of the denominator monomial in a cluster algebra satisfies the tropical version of the exchange relation, so for the recurrence (2.1) with $F$ given by (2.2) we have

$$d_{n+2} + d_n = \max(rd_{n+1}, 0),$$

(2.6)

satisfied componentwise, with the initial values $d_1 = (-1, 0)^T$, $d_2 = (0, -1)^T$. For $n \geq 3$, both components of $d_n$ are non-negative, so they both satisfy the same scalar linear recurrence $d_{n+2} + d_n = rd_{n+1}$, hence $d_n \sim C \lambda^n$ for some $C > 0$, $\lambda = (r + \sqrt{r^2 - 4})/2$, and this fixes the same order of growth for the numerator of $x_n$, leading to the stated value of the entropy (see e.g. [17, 18, 20] for more details on tropical dynamics and degree growth).

Immediate evidence for Conjecture 1.7 can be seen in Figures 1 and 2, which were obtained by computing the approximation $S_n \approx m(x_n)$, using (1.28) with a Monte Carlo method, picking $100^2 = 10^4$ points uniformly distributed on $\mathbb{T}^2$ with a pseudorandom number generator in MAPLE; this took about one minute to produce each plot on a small laptop. For the case $r = 2$, the growth of $m(x_n)$ appears to be linear in $n$, as is the degree growth of the polynomials (2.5); below we will give a proof of the linear growth of Mahler measure for this case, but for now we just record the numerical estimate

$$\frac{S_{100} - S_{50}}{50} \approx 0.4837566998$$

(2.7)
Theorem 2.1. For each positive integer \( r \) the Mahler measure of the Laurent polynomial \( x_4 \) given in (2.8) is
\[
m(x_4) = \frac{r}{\pi} D(e^{i\pi}),
\]
which equals \( r \) times the value (1.6) found by Smyth, while for \( r \geq 2 \) the Mahler measure of \( x_5 \) is
\[
m(x_5) = \frac{r}{\pi} \sum_{j=1}^{r} (-1)^{j+1} (D(e^{ij\pi_r^*}) - D(e^{ij\pi_j^*})),
\]
where \( 0 < t_1^* < \cdots < t_s^* < \pi \) are the solutions of \( 2^{r-1} |\sin(\frac{z}{2})|^r = \sin(\frac{z}{2}) \) on \( (0, \pi) \), or equivalently are given by \( t_j^* = \arccos X_j^* \), with \( X_j^* \) being a root of the polynomial
\[
P_r(X) = \left( \frac{1 - T_r(X)}{2^{1-r}(1-X)} \right)^r - 1
\]
on the interval \(-1 < X < 1\).

**Proof:** First note that taking Mahler measures of both sides of (2.1) with \( F \) given by (2.2) yields the recursion
\[
m(x_{n+2}) + m(x_n) = m(x_{n+1} + 1),
\]
for the slope in Fig[4] which should be compared with the exact value (2.17) obtained below. For \( r = 3, 4, 5 \) the plots show exponential growth of Mahler measure, and because the growth is so rapid there is a restriction on the size of \( n \) that can be calculated before MAPLE gives a floating point error; in those cases we have plotted \( \log S_n \) against \( n \), up to the values \( n = 49, 36, 31 \), respectively. For \( r = 3 \) we find the estimate \( \log(S_{49}/S_{25})/24 \approx 0.9624236504 \) for the slope, which should be compared with the value \( E = \log\left(\frac{1}{2}(3+\sqrt{5})\right) \approx 0.9624236498 \) for the algebraic entropy in this case. Similarly, for \( r = 4 \) we have \( \log(S_{36}/S_{16})/20 \approx 1.316957896 \), which is extremely close to the algebraic entropy \( E = \log(2+\sqrt{3}) \approx 1.316957897 \), and for \( r = 5 \) we find \( \log(S_{31}/S_{16})/15 \approx 1.566799237 \), which agrees with the value \( E = \log\left(\frac{1}{2}(5+\sqrt{21})\right) \) to 9 d.p.

We now consider exact evaluation of these Mahler measures. The first two are clearly trivial: \( m(x_1) = m(x_2) = 0 \). More interesting to consider are the Laurent polynomials
\[
x_3 = \frac{x_2^r + 1}{x_1^r}, \quad x_4 = \frac{(x_2^r + 1)^r + x_1^r}{x_1^r x_2^r}, \quad x_5 = \frac{1}{x_2^r} \left( \sum_{j=1}^{r} \frac{r}{j} x_3^{jr-1} + x_1^r \right), \quad (2.8)
\]
where (for any \( r \)) the latter expression for \( x_5 \) is written most compactly with a sum over powers of \( x_3 \), making it clear that it is an element of \( \mathbb{Z}[x_1^\pm 1, x_2^\pm 1] \). Then it is easy to see from Jensen’s formula that \( m(x_3) = 0 \). The next two cases will require the integral evaluation
\[
\int_0^\theta |2 \sin t| \ dt = -\frac{1}{2} D(e^{i\theta}) = -\frac{1}{2} \sum_{n=1}^{\infty} \frac{\sin(2n\theta)}{n^2}, \quad \theta \in \mathbb{R}, \quad (2.9)
\]
which is used extensively in [41], where \( D(z) = \Im(Li_2(z)) + \log |z| \arg(1 - z) \) in terms of the classical dilogarithm \( Li_2(z) = \sum_{n=1}^{\infty} \frac{z^n}{n^2} \) for \( |z| < 1 \) [61]. We will also need the Chebyshev polynomials of the first kind, defined by \( T_r(\cos \theta) = \cos(r\theta) \).
so since \( m(x_2) = 0 \) this gives \( m(x_4) = m(x_5 + 1) = m((x_5 + 1)^r + x_5) \), as powers of \( x_1, x_2 \) in the denominator make no contribution; this can also be seen directly from the formula in (2.8). Thus, by applying Jensen’s formula to carry out the integration over \( x_1 \), we find

\[
\frac{r}{2\pi i} \int_{|z|^2 + 1 > 1} \log |y^2 + 1| \, d \log y = \frac{r}{2\pi i} \int_{|y + 1| > 1} \log |y + 1| \, d \log y = \frac{r}{2\pi i} \int_{|2 \cos(t/2)| > 1} \log |2 \cos(t/2)| \, dt,
\]

where we substituted \( y = x_1^2 \in \mathbb{T}^1 \) and included an extra factor of \( r \) coming from the fact that \( y \) winds around the torus \( r \) times. Then rewriting the integrand as \( \log |2 \sin s| \) for \( s = (t + \pi)/2 \), this becomes

\[
m(x_4) = \frac{r}{2\pi} \int_{\mathbb{T}^1} \log |2 \sin s| \, ds = -\frac{r}{2\pi} \left( D(e^{i\pi}) - D(e^{-i\pi}) \right),
\]

by (2.9), which equals the required answer (2.10) from the fact that \( D(e^{2i\theta}) \) is an odd function of \( \theta \), and for \( r = 1 \) this coincides with the value \( (1.6) \), approximately 0.3230659473. Similarly, for \( x_5 \) it is convenient to use (2.13) and \( m(x_3) = 0 \) to obtain

\[
m(x_5) = m(x_4 + 1) = m((x_2^r + x_5^r + 1)^r + 1) = m(x_2^r + x_5^r) = m((x_1^r + x_2^r + x_5^r)^r + 1).
\]

In the latter expression, we can replace \( x_1 \rightarrow x_1^{-1} \) without changing the Mahler measure, and then substitute \( y = x_1^2 \) as before (noting the factor of \( r \) that drops out from the winding number), to find

\[
m(x_5) = m((y(x_2^r + 1)^r + 1)^r + x_5^r).
\]

As a polynomial in \( y \), the argument of \( m \) on the right-hand side above is of degree \( r \), with roots \( y = (x_5^r + 1)^{-r}(-1 + e^{i\pi(2k+1)/r}x_2) \) for \( k = 0, \ldots, r - 1 \), so Jensen’s formula produces a sum of \( r \) integrals over suitable values of \( x_2 \in \mathbb{T}^1 \), but each of these integrals transforms to the case \( k = 0 \) by multiplying \( x_2 \) by a suitable power of \( e^{i\pi/r} \), giving \( r \) copies of the same integral, and changing variables to \( z = e^{i\pi/r}x_2 \) in this integral yields

\[
m(x_5) = \frac{r}{2\pi i} \int_{|\rho(z)| > 1} \log |\rho(z)| \, d \log z, \quad \rho(z) = \frac{1 - z}{(1 - z^r)^r}.
\]

We have already seen that this vanishes when \( r = 1 \). The value of this integral for \( r \geq 2 \) is given by evaluating the Bloch-Wigner dilogarithm at certain \( D \) corresponding to the boundary points where \( |\rho(z)|^2 = 1 \) on the torus, given by algebraic values of modulus one that are roots of the equation \( \rho(z)\bar{\rho}(z^{-1}) = 1 \), which can be converted into a polynomial in \( z \). However, for computational purposes it is more effective to set \( z = e^{it} \), \( t \in (-\pi, \pi] \) and note that \( |\rho| = 1 \) is equivalent to \( 2^{-1} \sin(\frac{t^2}{2}) \frac{r}{|\sin(t)|} \) with \( t \neq 0 \), and by symmetry it is sufficient to consider the interval \( (0, \pi) \), where the modulus sign on the right-hand side can be removed. There are clearly \( r \) solutions which we order as \( 0 < t_0^* < \ldots < t_r^* < \pi \), and \( |\rho| > 1 \) on the subintervals \([0, t_1^*], (t_2^*, t_3^*), \ldots\), up to \((t_r^*, \pi]\) for \( r \) even, or \((t_r^*, t_{r+1}^*] \) for \( r \) odd. For finding the endpoints it is convenient to rewrite the equation \( |\rho|^{-2} = 1 \) as \( P_r(X) = 0 \), expressed in the form (2.12) with Chebyshev polynomials (note that this is a polynomial of degree \( r^2 - 1 \) because \( T_r(1) = 0 \)), and then find \( t_0^* = \arccos X_j^* \) for \( P_r(X_j^*) = 0 \), \(-1 < X_j^* < 1 \). Thus, setting \( t_0^* = 0 \), and \( t_{r+1}^* = \pi \) for \( r \) even, we arrive at

\[
m(x_5) = \frac{r}{\pi} \int_0^\pi \log |\rho(e^{it})| \, dt = \frac{r}{\pi} \sum_{k=0}^{[\frac{r}{2}]} \int_{t_{2k}^*}^{t_{2k+1}^*} \log \frac{|2 \sin(\frac{t}{2})|}{|2 \sin(\frac{t}{2})|^r} \, dt,
\]
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and then writing the integrand as \( \log |2\sin(t)| - r \log |2\sin(t)| \) and applying (2.9) to each of the latter terms separately, the result (2.11) follows.

In the rest of this section, we focus on the case \( r = 2 \), which is very special compared with \( r \geq 3 \): the dynamics of the map \( \varphi \) defined by \( x_{n+2}x_n = x_{n+1}^2 + 1 \) is integrable, since there is a conserved quantity

\[
K = \frac{x_1}{x_2} + \frac{x_2}{x_1} + \frac{1}{x_1x_2}, \quad \varphi^*(K) = K,
\]

(2.14)

whose level sets are conics, and also linearizable, in the sense that the iterates satisfy the linear relation

\[
x_{n+2} - Kx_{n+1} + x_n = 0
\]

(2.15)
on each level set. (For many more examples of cluster variables satisfying linear relations, see [18, 19, 20, 32, 53] and references.) This means that the general solution can be parametrized explicitly as

\[
x_n = \frac{\cos(u + nv)}{\sin v},
\]

(2.16)

(for \( K \neq \pm 2 \)) where the parameters \( u, v \) are related to the initial values \( x_1, x_2 \) by the same formula for \( n = 1, 2 \) and the conserved quantity is given in terms of \( v \) alone by \( K = 2 \cos v \).

A short calculation shows that the symplectic form is rewritten in terms of \( u, v \) as \( \partial \cot x_1 \wedge \partial \cot x_2 = dv \wedge du \), so in the case of real dynamics, when \( |K| < 2 \) and there are compact Liouville tori these are the action-angle coordinates, while in the non-compact case \( |K| > 2 \) one can introduce suitable factors of \( i \) and rewrite (2.16) in terms of hyperbolic functions.

(For \( K = \pm 2 \) the solution of (2.15) depends linearly on \( n \).)

**Theorem 2.2.** For the map \( \varphi \) defined by (2.1) with (2.2) for \( r = 2 \), the Mahler entropy is zero, hence also \( E_M(A) = 0 \) for the cluster algebra. More precisely, the Mahler measure of the Laurent polynomials grows linearly with \( n \) in this case, that is

\[
m(x_n) = C^*n + O(1), \quad \text{with} \quad C^* = \int_{T^2} \left| \log \left| \frac{K + \sqrt{K^2 - 4}}{2} \right| \right| d\Omega \approx 0.483997..., \quad (2.17)
\]

where \( K = K(x_1, x_2) \) is defined by (2.14).

**Proof:** Substituting the formula (2.16) into the integral for the Mahler measure gives

\[
m(x_n) = \int_{T^2} \log |e^{u+iv} + e^{-(u+iv)}| d\Omega + O(1) = n \int_{T^2} |\text{Im } v| d\Omega + O(1),
\]

where \( e^{\pm iv} \) are the roots of the characteristic quadratic for the linear recurrence (2.15), and so each is given by \( \frac{1}{2}(K \pm \sqrt{K^2 - 4}) \) for one of the choices of square roots. Hence we have \( \text{Im } v = \pm \log \frac{1}{2}(K \pm \sqrt{K^2 - 4}) \), and the result follows. It appears that the numerical evaluation of the integral in (2.17) converges much faster with a regular grid of \( M^2 \) points on \( T^2 \) (corresponding to taking \( x_1, x_2 \) to be \( M \)th roots of unity) than with the Monte Carlo method, and we have checked the value of \( C^* \) up to 6 d.p. by taking successively \( M = 25, 50, 100, 200, 500, 1000, 2000, 4000 \).
3 Recurrence for Markoff numbers

Given the exchange matrix

\[ B = \begin{pmatrix} 0 & 2 & -2 \\ -2 & 0 & 2 \\ 2 & -2 & 0 \end{pmatrix}, \]  

the mutation \( \mu_1 : x_1'x_1 = x_2^2 + x_3^2 \) defines an involution on the cubic surface defined by fixing

\[ K = \frac{x_1^2 + x_2^2 + x_3^2}{x_1x_2x_3}, \]

which is associated with the moduli space of once-punctured 2-tori \([9]\), and corresponds to Markoff’s equation (1.14) when \( K = 3 \). The same is true for the mutations \( \mu_2, \mu_3 \), and by including the cyclic permutation \( \rho : (x_1, x_2, x_3) \mapsto (x_3, x_1, x_2) \), we find that \( \varphi = \rho^{-1} \circ \mu_1 \), where \( \varphi \) corresponds to a single iteration of (1.13), and \( \varphi^2 = \rho^{-2} \circ \mu_2 \circ \mu_1 \) corresponds to two iterations. The exchange matrix (3.1) is cluster mutation-periodic with period 2, in the terminology of \([19]\), since \( \mu_2 \circ \mu_1 (B) = B \). In general, period 2 \( B \) matrices lead to a coupling between two different relations, depending on the parity of \( n \), but in this case \( \mu_1(B) = -B \), so the exponents on the right-hand side are the same in both mutations, and there is just a single recurrence.

It is shown in [37] that \( \mathcal{E} = \log \left( \frac{1}{2} (1 + \sqrt{5}) \right) \approx 0.4812118246 \) for (1.13), and an analogous calculation with the sequence (1.15) shows that \( \mathcal{E}_H(1) \) takes the same value [31]. As is well known [8], certain combinations of involutions of the Markoff surface generate solutions to Pell equations, corresponding to linear dynamics and subexponential degree growth, and it turns out that (up to symmetry) the composition of a mutation together with a permutation in \( \varphi \) corresponds to the maximum possible growth rate that can be produced by mutations alone, so \( \mathcal{E} = \mathcal{E}(A) \) also. To investigate the growth of Mahler measure, we introduce the monomials \( y_1 = x^{v_1} = x_2/x_1, \ y_2 = x^{v_2} = x_3/x_2 \) associated with the integer basis \( v_1 = (-1,1,0)^T, \ v_2 = (0,-1,1)^T \) for \( \text{im} B \), leading to the two-dimensional map \( \hat{\varphi} \) defined by

\[ \hat{\varphi} : \ y_{n+2} = y_n \left( y_{n+1} + \frac{1}{y_{n+1}} \right), \quad y_n = x_{n+1}/x_n, \]  

which is anti-symplectic with respect to the log-canonical 2-form

\[ d \log y_1 \wedge d \log y_2 = -\hat{\varphi}^*(d \log y_1 \wedge d \log y_2). \]
Then for $N = 3$ we can make a change of variables to rewrite (1.3) as $d\Omega = (2\pi i)^{-3} d\log y_1 \wedge d\log y_2 \wedge d\log x_2$, and from (3.2) we can recursively calculate
\[
m(x_{n+1}) = m(x_n) + m(y_n)
\]
where the last term above reduces to an integral over the 2-torus, namely
\[
m(y_n) = \frac{1}{(2\pi i)^2} \int_{T^2} \log |y_n(y_1, y_2)| d\log y_1 \wedge d\log y_2.
\]

Note that the sequence of $y_n$ are not all Laurent polynomials in $y_1, y_2$, but rational functions in general, because (3.2) does not have the Laurent property, so in general $m(y_n)$ is a difference of Mahler measures of polynomials in these two variables.

To see how this works, note that we have the trivial integrals
\[
m(x_1) = m(x_2) = m(x_3) = 0
\]
and clearly $m(y_1) = m(y_2) = 0$. Then for $x_4 = (x_3^2 + x_3^3)/x_1$, it follows from (3.4), (3.2) and (3.5) that $m(x_4) = m(y_3) = m(y_1(y_2 + y_2^{-1})) = m(y_2^3 + 1) = 0$ by Jensen’s formula. Thus the first non-zero value turns out to be the case of $x_5 = (x_3^4 + x_3^7 x_3^3 + 2 x_3^2 x_3^2 + x_1^3)/(x_2 x_1^2)$, with
\[
m(x_5) = m(y_4) = m(y_2(y_2 + y_2^{-1})) = m(y_2^3 + 1) - m(y_3) = m(y_2^3(y_2 + y_2^{-1})^2 + 1).
\]

Then, by Jensen again, this gives an integral evaluation equal to twice (1.6), namely
\[
m(x_5) = 2 \int_{T^1} \log |y_2 + y_2^{-1}|^{-1} \frac{d\log y_2}{2\pi i} = \frac{2}{\pi} D(e^{i\pi}).
\]

For subsequent terms in the sequence of Mahler measures $m(y_n)$ given by (3.5), we have done a numerical evaluation using (1.28) with a Monte Carlo method, selecting $10^4$ pseudo-random points $(y_1', y_2') \in T^2$ as before, iterating the map (3.2) for each of these choices of initial data to calculate an approximation to $m(y_n)$, and then applied (3.4), which allowed us to calculate as far as $S_{97} \approx m(x_{97})$ before getting a floating point error in MAPLE; the results are plotted in Fig.3. The approximate slope is $(\log(S_{97}/S_{50}))/47 \approx 0.481218249$, differing from the value of $E$ only in the 9th decimal place.

Figure 3: Markoff recurrence: numerical approximation to $\log m(x_n)$ versus $n$. 
4 Somos-4 recurrence

Starting from the exchange matrix

\[
B = \begin{pmatrix}
0 & 1 & -2 & 1 \\
-1 & 0 & 3 & -2 \\
2 & -3 & 0 & 1 \\
-1 & 2 & -1 & 0
\end{pmatrix},
\]

(4.1)

the Somos-4 recurrence (1.16) is given by the composition \( \varphi = \rho^{-1} \circ \mu_4 \circ \mu_3 \circ \mu_2 \circ \mu_1 \), and this is an example of cluster mutation-periodicity with period 1 [19]. The \( d \)-vectors in this case grow quadratically with \( n \) [18], as do the heights of the integers in (1.17) (this is related to the fact that each iteration of the map corresponds to a addition of the same point on an elliptic curve [29]), so this is an example with \( \mathcal{E} = 0 = \mathcal{E}_H(1) \). Given a seed defined by (4.1), other sequences of mutations produce cluster variables with exponential degree growth, so in this case the algebraic entropy of the map \( \varphi \) does not equal \( \mathcal{E}(A) > 0 \).

For an efficient computation of the Mahler measures, we introduce the coordinates

\[
y_n = \frac{x_{n+2}x_n}{x_{n+1}^2},
\]

(4.2)

which satisfy a well-known map of QRT type [53], that is

\[
y_{n+2} = \frac{y_{n+1} + 1}{y_n y_{n+1}^2},
\]

(4.3)

with the invariant symplectic form \( d \log y_1 \wedge d \log y_2 \), and again we can rewrite (1.3), in this case with \( N = 4 \), as a log-canonical form, namely \( d\Omega = (2\pi i)^{-1} d \log y_1 \wedge d \log y_2 \wedge d \log x_3 \wedge d \log x_4 \), which restricts to the 4-torus in terms of the new coordinates \((y_1, y_2, x_3, x_4) \in T^4 \). Thus from (4.2) we obtain the recursion

\[
m(x_{n+2}) = 2m(x_{n+1}) - m(x_n) + m(y_n).
\]

(4.4)

Then just as in the Markoff case, we have a sequence of rational functions \( y_n(y_1, y_2) \), and the problem of evaluating the Mahler measures of the 4-variable Laurent polynomials \( x_n(x) \) with \( x = (x_1, x_2, x_3, x_4) \) is reduced to evaluating integrals of the form (3.5) over \( T^2 \) and applying a recursion, in this case the relation (4.4).

Now the trivial initial values are \( m(x_1) = m(x_2) = m(x_3) = m(x_4) = 0 \) and \( m(y_1) = m(y_3) = 0 \), while for \( y_3 = y_1^{-1}y_2^{-2}(y_2 + 1) \) Jensen’s formula gives \( m(y_3) = 0 \implies m(x_3) = 0 \) by (4.4), where \( x_3 = x_1^{-1}(x_1x_2 + x_1x_3) \). Thus \( x_6 = x_1^{-1}x_2^{-1}(x_1x_2^2 + x_2x_3x_4 + x_3^2) \) is the first interesting case, for which (4.4) implies that the Mahler measure is

\[
m(x_6) = m(y_4) = m\left( \frac{y_1y_2y_3(1 + y_2 + y_2)}{(y_2 + 1)^2} \right) = m(y_1y_2^2 + y_2 + 1) = \int_{|y_2 + 1| > 1} \log |y_2 + 1| \frac{d \log y_2}{2\pi i},
\]

hence \( m(x_6) = \pi^{-1} D(e^{\pi i}) \), the same as the value in Smyth’s result (1.16).

Upon doing a numerical calculation of the sequence \( m(y_n) \), defined as integrals over \( T^2 \), we observe that these values seem to oscillate quite erratically, but the corresponding sequence
of approximations to the Mahler measures \( m(x_n) \), obtained from the recursion (4.4), does indeed seem to trace out a parabola when plotted against \( n \), suggesting that
\[
m(x_n) = Cn^2 + O(n), \quad \text{for some} \quad C > 0,
\]
which would imply that indeed \( \mathcal{E}_M = 0 \) in this case. This quadratic growth is consistent with the growth of logarithmic heights under iterated translation by a point on an elliptic curve [55], and with the growth of degrees for maps of surfaces with an invariant elliptic fibration [10]. In Fig. 4 we have also done a log-log plot, which asymptotically looks like a line with slope roughly \( (\log S_{100} - \log S_{50})/(\log 100 - \log 50) \approx 2.07 \), so very close to 2, as expected, and we have estimated the value of \( C \) by calculating the differences \( S_{n+1} - S_n \approx m(x_{n+1}) - m(x_n) \sim 2Cn \), which suggests that \( C \approx 0.04 \).

To give more support to the conjectured asymptotic formula (4.5), we can refer to the analytic solution to the initial value problem for the Somos-4 recurrence, as presented in [29]. To be precise, the general analytic solution of (1.16) is given by
\[
x_n = AB^n \frac{\sigma(z_0 + nz)}{\sigma(z)^{n^2}},
\]
where \( A, B \in \mathbb{C}^* \) and \( \sigma(\cdot) = \sigma(\cdot; g_2, g_3) \) is the Weierstrass sigma function for an associated cubic curve \( y^2 = 4x^3 - g_2 x - g_3 \). In the formula (4.6), the invariants \( g_2, g_3 \in \mathbb{C} \) of the associated curve and the parameters \( z_0, z \in \mathbb{C} \) appearing in the argument of \( \sigma \) depend only on the pair of initial values \( y_1, y_2 \) for the map (4.3). This implies that the Mahler measure in this case is given to leading order by an integral over the 2-torus, namely
\[
m(x_n) = \frac{1}{(2\pi)^2} \int_{\mathbb{T}^2} \left( \log |\sigma(z_0 + nz)| - n^2 \log |\sigma(z)| \right) d\log y_1 \wedge d\log y_2 + O(n),
\]
where \( z_0 = z_0(y_1, y_2) \) and \( z = z(y_1, y_2) \) are determined by elliptic integrals, and the invariants \( g_2, g_3 \) are rational functions of \( y_1, y_2 \). However, as it stands, the expression (4.7) does not immediately yield the result (4.5), because the term \( \log |\sigma(z_0 + nz)| \) contains some hidden \( n^2 \) growth, which is best seen by rewriting this expression in terms of a Jacobi theta function (cf. the asymptotic calculation for numerical growth of Somos-5 sequences in [30]).

5 Concluding remarks

It appears that the Mahler entropy gives a useful numerical tool for measuring growth in cluster algebras and dynamical systems with the Laurent property, but so far in rank 2 we...
have only been able to determine it precisely for the simplest examples defined by (2.2) with \( r = 1, 2 \). The numerical results for \( r = 3, 4, 5 \) suggest that

\[
m(x_{n+2}) + m(x_n) = rm(x_{n+1}) + O(1),
\]

but it is not clear that this follows immediately from the exact relation (2.13). If it should turn out that, to leading order, the sequence of Mahler measures satisfies a tropical version of the original dynamical system, then this could provide a key to relating it to the dynamics of d-vectors and degree growth, possibly leading to a proof of Conjecture 1.7.

A next step in a more interesting case would be to use the analytic formula in [29], expressing the solution of Somos-4 in terms of the Weierstrass sigma function, to give a proof of the conjectured asymptotics (4.5), by deriving an exact integral formula for the constant \( C \). So far we have merely indicated a possible way to go about this, using the expression (4.7), and we propose to leave the detailed analysis for future work.

It is interesting that all of the Mahler measures of cluster variables that we have been able to evaluate explicitly so far are written in terms of the Bloch-Wigner dilogarithm with algebraic arguments, similar to the examples in [41], which are related to volumes of hyperbolic polytopes. Given the connections between cluster algebras and Teichmüller theory, it is tempting to suggest that there should be a deeper explanation for this phenomenon.
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