Distortion-Adaptive Grape Bunch Counting for Omnidirectional Images
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Abstract—This paper proposes the first object counting method for omnidirectional images. Because conventional object counting methods cannot handle the distortion of omnidirectional images, we propose to process them using stereographic projection, which enables conventional methods to obtain a good approximation of the density function. However, the images obtained by stereographic projection are still distorted. Hence, to manage this distortion, we propose two methods. One is a new data augmentation method designed for the stereographic projection of omnidirectional images. The other is a distortion-adaptive Gaussian kernel that generates a density map ground truth while taking into account the distortion of stereographic projection. Using the counting of grape bunches as a case study, we constructed an original grape-bunch image dataset consisting of omnidirectional images and conducted experiments to evaluate the proposed method. The results show that the proposed method performs better than a direct application of the conventional method, improving mean absolute error by 14.7% and mean squared error by 10.5%.

I. INTRODUCTION

Grapes are one of the most important crops in the world. One essential task of growing grapes is bunch pruning, which reduces the number of immature green bunches on a grape trellis. Grapevines, like other fruit trees, tend to bear a large number of fruit, but the amount of sugar that the plant can produce by photosynthesis is limited. Therefore, pruning bunches is necessary to increase the photosynthetic capacity of a grapevine depending on the area of leaf that receives sunlight, the pruning standard is based on the number of bunches per unit area of trellis. Usually, farmers divide the trellis into squares of a particular size and prune bunches so that the number of bunches in a square meets the standard. To ensure this standard is met, farmers must count the bunches. Therefore, counting the bunches is a laborious but vital task in the process of bunch pruning.

To reduce the effort needed to manually count bunches, we automate this task using an object counting technique such as [1]–[15]. We describe how the farmer performs this task below. Fig. 1 shows grapes grown on a trellis. The trellis is parallel to the ground, and bunches hang from it. Hence, a natural way to capture images of the bunches is to take the images from under the trellis. Usually, the height of the trellis is about 1.6 m, and the size of a unit area is 2 m × 2 m. Hence, to capture the whole region of a unit area, a camera with a wide field of view such as an omnidirectional camera is required.

However, conventional object counting methods such as [1]–[15] assume images are perspective images and are not suitable for omnidirectional images. As shown in Fig. 2, omnidirectional images have particular distortion caused by projecting a spherical field of view onto a 2D plane. In contrast to target objects in perspective images, the appearance of the target object changes according to location in omnidirectional images. This distortion degrades the performance of conventional object counting methods. One workaround is an iterative image conversion from an omnidirectional image to a perspective image [16]. However, this is a complex process and requires special treatment for overlapping regions covered by multiple images. Another workaround is to use a specially designed convolution for omnidirectional images such as [17]–[19]. However, it is known that such a convolution also degrades performance when compared with the standard convolution used on perspective images [18], [19].

Therefore, we propose a new object counting method for omnidirectional images. To the best of our knowledge, this
is the first attempt to use omnidirectional images for object counting. The proposed method uses omnidirectional images that have been transformed by a stereographic projection (called stereographic images hereafter), as shown in Fig. 2(b). In contrast to equirectangular images, stereographic images are less distorted and the distortion is easier to manage. In addition, we propose two methods to manage the remaining distortion. One is a new data augmentation method designed for stereographic images, and the other is a distortion-adaptive Gaussian kernel that generates a density map ground truth taking into account the distortion of the stereographic projection.

Though we need an appropriate dataset to evaluate the proposed framework, to the best of our knowledge, there is no object counting dataset that consists of omnidirectional images. Hence, we constructed an original grape-bunch dataset consisting of 527 omnidirectional images and their manually annotated ground truth. We used this dataset to perform the experiments in this study. The experimental results show that the mean absolute error (MAE) and mean squared error (MSE) of the proposed method are respectively 14.7% and 10.5% better than the results obtained by directly applying the conventional method.

II. RELATED WORK

A. Grape detection

Grape detection methods can be modified for counting grapes. Grape detection is an especially important task because it is an essential technique for predicting yield and constructing automatic harvesting systems. Thus, many grape detection methods have been proposed [20]–[30].

Color is the simplest way to detect grapes. Some methods use images taken in the daytime, and detect grapes with color-based classifiers [20]–[22]. Color-based detection methods are easy to implement but are easily affected by sunlight. To avoid the influence of sunlight, some methods use illuminated grape field images at night [23], [24]. These methods are suitable for ripe grapes whose color is different from the color of the leaves. However, it is difficult to detect green grapes that have the same color as the leaves. Because we focus on counting green grape bunches, color-based methods are not suitable for our problem.

Using the shape of berries is another strategy for detecting grapes. Shape-based methods can detect both ripe and green berries because they detect circles using edge information. Methods using edge information [25] and the Hough transformation [26], [27] have been proposed and obtained better detection results than color-based methods. These methods can detect bunch regions but cannot recognize individual bunches. Therefore, we still need to develop a bunch counting method to achieve the aim of this study.

Grape detection methods based on deep neural networks have also been proposed. Škrabánek proposed a ConvNet-based grape region detection method [28]. This method achieves high detection accuracy but cannot detect bunches. Santos et al. used Mask R-CNN [29] to detect grape bunches, and successfully detected instance-level grape bunches [30]. However, this method does not detect occluded bunches well. As the image in Fig. 2(b) shows, grape bunches in the images we use have occlusion and overlap. Therefore, this method is not suitable for the bunch-counting problem.

B. Object counting

Grape bunch counting is a type of object counting task. Object counting is a popular topic in computer vision research and has been studied for a long time. People [1]–[5], biological cells [6], [7], cars [8]–[10], and leaves [11]–[14] are popular targets for the object counting. There is no grape bunch counting method as far as we know; therefore, we believe this paper is the first attempt to count grape bunches.

Object counting methods are roughly divided into detection-based and regression-based methods. Detection-based methods use object detectors to determine the locations of object instances in an image and then count the detected instances [10], [31], [32]. However, most object detectors are not robust against occlusion, which degrades counting accuracy. Thus, detection-based methods are inappropriate for grape-bunch counting because images for grape-bunch counting have a lot of occlusion and overlapping bunches.

Regression-based methods estimate the number of instances directly from image characteristics. Usually, regression-based methods learn the dependency between dependent and independent variables. However, this approach does not use the
positions of instances, which helps count objects. Therefore, Lempitsky et al. [15] proposed a method that estimates the density map of the target object, and the number of instances is given by the integral of the density map. Most recent object counting methods adopt the density map estimation method and obtain good results [1], [3]–[5], [8], [9]. Hence, we also apply a regression-based method that estimates a density map for counting grape bunches.

C. Object detection for omnidirectional images

An omnidirectional camera is a sensor whose field of view is the entire sphere. Because omnidirectional cameras are able to capture all 360 degrees of a scene at once, they have been used for mobile robot navigation [33]–[35] and autonomous driving systems [36]–[39]. Object detection methods using omnidirectional images were also proposed in [17]–[19].

The biggest problem with using omnidirectional images is distortion. Object detection methods for omnidirectional images are categorized into two approaches according to how they deal with the distortion: by either using distorted images directly or by using special convolutions. Using distorted images as they are is the simplest way to deal with omnidirectional images, and several methods that use this approach have been proposed [36]–[39]. However, because the appearance of an object changes according to its location in the image, the object detection accuracy of such a method is lower than that of a method using perspective images.

The special convolution-based approach considers the distortion and modifies it through the convolution. Methods such as SPHCONV [17], Spherical CNNs [18], SphereNet [19], SpherePHD [40] take this approach. These methods obtain better detection accuracy than the methods that use distorted images directly. However, the integration of a unique convolution takes effort.

As described above, many object detection methods for omnidirectional images have been proposed, but there is no object counting method using omnidirectional images as far as we know.

III. OBJECT COUNTING METHOD USING REGRESSION

In this section, we present the framework for regression-based object counting methods for perspective images. Then, we explain S-DCNet [5], which we use for the proposed method.

A. Framework

We follow the regression-based object counting framework proposed in [15], which adopts the most recent object counting methods. In the framework, a regression model predicts a density map using an input image, and the number of objects is given by the integral of the density map. The relationship between input images and density maps is learned from training data.

We define the density function, which gives us the density map ground truth. Let \( I_i \) be the \( i \)th training image, \( p \) be a pixel in image \( I_i \), \( c(i) \) be the number of annotated objects in \( I_i \), and \( P_i = \{ p_i^j | j = 1, 2, \ldots, c(i) \} \) be the positions of annotated objects in \( I_i \). The density function \( F_i^0(p) \) of the \( i \)th image at pixel \( p \) is then given by

\[
F_i^0(p) = \sum_{j=1}^{c(i)} N \left( p; P_i^j, \sigma^2 I_{2 \times 2} \right),
\]

where \( N \left( p; P_i^j, \sigma^2 I_{2 \times 2} \right) \) is a 2D Gaussian kernel with mean \( P_i^j \) and isotropic covariance matrix \( I_{2 \times 2} \) with coefficient \( \sigma \). Usually, the value of \( \sigma \) in (1) is fixed to few pixels.

B. S-DCNet

We use S-DCNet [5] for estimating the density map. S-DCNet was originally proposed as a method for crowd counting. As the range of the number of people extends to infinity, i.e., \([0, \infty)\), it is difficult to estimate the number of people from training data, which are usually finite. S-DCNet solves this problem by dividing the input images and counting the people in sub-images so that their numbers are within the range desired for the training data. S-DCNet has also been successfully applied to maize-tassel counting, which shows that S-DCNet can be effective for plant counting tasks. Thus, we adopt it as the regression model of the proposed method.

In S-DCNet, the count value is discretized so that regression problem becomes a classification problem. The discretization level should be adjusted for each problem.

IV. PROPOSED METHOD

We propose a new object counting method for omnidirectional images. To make the conventional object counting methods suitable for omnidirectional images, we propose the use of stereographic images for object counting. We also propose a new data augmentation method for stereographic images and a distortion-adaptive Gaussian kernel for managing the distortion. We first explain stereographic projection and describe its properties. Then, we describe both proposed methods.

A. Stereographic projection

A stereographic projection [41] maps a scene taken by an omnidirectional camera onto a 2D images, as shown in Fig. 2(b). We give its formula and discuss its characteristics below.

We begin by presenting the projection model of omnidirectional images. A scene taken by an omnidirectional camera is projected in two steps. First, any points in 3D space are projected onto the unit sphere. Next, the unit sphere is projected onto the image plane.

Of the various methods that project from the unit sphere to the plane, we use stereographic projection. This is because images projected by stereographic projection have less distortion than those of equirectangular projection, which is the most popular projection method for omnidirectional images. Fig. 3 shows a world map with Tissot’s indicatrix transformed by equirectangular and stereographic projections. Tissot’s indicatrix was proposed by Nicolas Auguste Tissot.
in 1859 to characterize the distortion of a projection from a sphere to a plane. As shown in Fig. 3, the circles on the equirectangular image are highly distorted. Moreover, the circles on the stereographic image are not as distorted.

In addition, stereographic projection is the only projection in which small circles on the sphere are projected on the image plane as circles, although the centers of the projected circles are shifted slightly [42]. Therefore, circles on perspective images can be expressed as circles on stereographic images. Because a density map in the conventional framework for perspective images is expressed as a summation of 2D isotropic Gaussian kernels, which are circular, the density maps for stereographic images are also approximately expressed as 2D isotropic Gaussian kernels.

Let us formulate the stereographic projection. As shown in Fig. 4, we suppose a 3D space whose origin is the center of an omnidirectional camera $C$ and consider how the 3D space is projected onto plane $\Pi$ through spherical and stereographic projections. First, any point $X = (x, y, z)$ of the 3D space is projected onto point $X_s$ on the unit sphere whose origin is $C$.

Using $r = \sqrt{x^2 + y^2 + z^2}$, the 3D coordinate of $X_s$ is represented as

$$X_s = \left(\frac{x}{r}, \frac{y}{r}, \frac{z}{r}\right).$$

Next, the surface of the unit sphere is projected onto a plane. In general, stereographic projection is defined as a projection in which the unit sphere is projected onto a plane $z = 0$ or tangent plane $z = -1$ of the south pole $S = (0, 0, -1)$, with north pole $N = (0, 0, 1)$ as the projection center. In this paper, expanding the original definition, we define stereographic projection as a projection in which the unit sphere is projected onto a plane $\Pi (z = -d, d \geq 1)$. Then, point $X_p$, which is the projection of $X_s$ onto plane $\Pi$, is given as

$$X_p = \left(\frac{1 + d}{r - z}x, \frac{1 + d}{r - z}y, -d\right).$$

Suppose plane $z = k$ is projected onto plane $\Pi$. Then, from [3], the coefficient of $x$- and $y$-coordinates, $(1 + d)/(r - z)$, is a function of $r$. On plane $z = k$, $r$ is expressed as $r = \sqrt{x^2 + y^2 + k^2}$. Hence, coefficient $(1 + d)/(r - z)$ is a function of $x^2 + y^2$ on plane $z = k$. This means that a plane in a stereographic image is distorted depending on the distance from the center of the image $O_c$, which is the intersection of $\Pi$ and the $z$ axis.

B. Data augmentation by image rotation

Object counting problems such as crowd and plant counting have a shortage of annotated data, and most object counting methods solve this problem by data augmentation such as random cropping. Because the distortion of perspective images is less than that of stereographic images, the distortion of randomly cropped images from perspective images is almost consistent. However, stereographic images are distorted by the distance from the image center. If random cropping is applied to stereographic images, the distortion of the cropped images will vary from image to image and the appearance of the object will also vary. Thus, it is inappropriate to use random cropping to augment stereographic image data.

Hence, we propose a data augmentation method for stereographic images. The outline of the proposed method is shown in Fig. 5. We first rotate a stereographic image randomly about the image center. Next, we divide the rotated stereographic image into four images. Finally, we align the divided images by placing the image center in the upper-left corner. Using this augmentation method, the distortions of the augmented images are consistent.
images are the same, and the appearances of the objects in the same position are consistent.

C. Distortion-adaptive Gaussian kernel

Because the scale of target objects in stereographic images varies because of distortion, the density function represented in (1) does not represent object density appropriately. To overcome the multi-scale problem caused by the perspective distortion, various methods such as the maximum excess over sub arrays (MESA) distance for optimization [15], estimation of perspective distortion model [43], learning-based ground truth estimation [44], [45], and multi-scale feature representation [46] have been proposed. However, these methods do not consider the distortion of stereographic images.

A model of the distortion of a stereographic projection image is given in Section IV-A. The change in scale is roughly in inverse proportion to the distance from the image center in (3). Thus, we generate density map ground truth using (1) with a 2D Gaussian kernel whose $\sigma$ is in inverse proportion to the distance from the image center. We call this kernel the distortion-adaptive Gaussian kernel, and it is represented as follows. Let $(u_j^i, v_j^i), (u_c^i, v_c^i)$ be the coordinates of $P^i_j$ and the center of image $I_i$. Then, the distance between $P^i_j$ and the image center $D(P^i_j)$ is expressed as

$$D(P^i_j) = \sqrt{(u - u_c)^2 + (v - v_c)^2}.$$  

The distortion-adaptive Gaussian kernel is then represented as

$$\mathcal{N}(p; P^i_j, (\sigma(P^i_j))^21_{2 \times 2}),$$

where coefficient $\sigma(P^i_j)$ is defined with a constant $\sigma_0$ as

$$\sigma(P^i_j) = \frac{1}{D(P^i_j)}\sigma_0.$$  

The density function is expressed as (1), replacing $\mathcal{N}(p; P^i_j, \sigma^21_{2 \times 2})$ with the distortion-adaptive Gaussian kernel. Examples of the density maps are shown in Fig. 6.

V. GRAPE-BUNCH COUNTING DATASET

We constructed a grape bunch dataset to train and evaluate the proposed method. The dataset consists of 527 omnidirectional images. The images were generated by stereographic projection, and the unit areas for counting are cropped. The resolution of all dataset images is $2,688 \times 2,688$ pixels, and bunches in the unit area are annotated by bounding boxes. An example image from the dataset is shown in Fig. 6(a). The average number of bunches per image is 40.5. Hereafter, we explain the data collection setup and the image processing used to construct the dataset.

A. Data collection setup

We recorded images in the grape field of the Research Institute of Environment, Agriculture and Fisheries, Osaka Prefecture on May 13 and 20, 2019. The weather of both recording days was fair. The variety of grape is the Delaware and the grapes were grown on two trellises that are parallel to the ground in greenhouses. The omnidirectional camera used for recording was the Theta S (Ricoh), which consists of two fisheye cameras and a gyroscope.

To follow the process used by farmers to count grape bunches described in Section I, we estimate the number of grape bunches in each $2 \times 2$ m unit area. Therefore, we divided the trellises into unit areas and recorded each unit area. We put a marker on the corner of each unit area and attached
an identification number to each area so we could recognize them. Each trellis had 60 unit areas. We recorded images with the camera at the center of each unit area, which was estimated by eye, and at a distance of 0.5–1.5 m from the trellis. We recorded two or three images for each unit area each day. We took 268 images from one trellis and 259 images from the other trellis, which is a total of 527 images. The raw images were recorded every 12 hours at a distance of 0.5–1.5 m from the trellis.

The experimental results are shown in TABLE I. When the geometry-adaptive kernel without alignment is used, the best MAE and MSE are obtained, improving MAE by 0.59 and MSE by 0.54 with respect to the method in which S-DCNet is directly applied to the stereographic images. When the distortion-adaptive Gaussian kernels with \( \sigma \) is used, it was directly applied to the geometry-adaptive kernel without alignment, and evaluated three conditions for generating image density ground truth: a fixed \( \sigma \) in (1), the geometry-adaptive kernels proposed in [46], and the proposed distortion-adaptive Gaussian kernels with \( \sigma = 12.24 \). The geometry-adaptive kernel is a method that roughly estimates the perspective distortion using the distance between objects and adapts the \( \sigma \) of the 2D Gaussian accordingly. In addition, the geometry-adaptive kernel is that used in the original S-DCNet. The results were evaluated by MAE and MSE.

B. Results

The experimental results are shown in TABLE I. When the geometry-adaptive kernel without alignment, which corresponds with S-DCNet, is used, it was directly applied to the stereographic images. When the distortion-adaptive Gaussian kernel with \( \sigma = 12 \) and alignment are used, the best MAE and MSE are obtained, improving MAE by 0.59 and MSE by 0.54 with respect to the method in which S-DCNet is directly applied to stereographic images. This shows that the proposed methods are effective for stereographic images.

VI. EXPERIMENTS

We evaluated the proposed methods using the dataset described in Section V. In this section, we explain the experimental setting and present the results.

A. Experimental setting

We divided the dataset into training and test sets according to trellis: the 269 images from the first trellis were used for training and the 259 images from the other trellis were used for testing. The training data were augmented using the proposed augmentation method described in Section V-B. The rotation angle \( \theta \) was given by a random number such that \( 0 < \theta < \pi/2 \). We executed the data augmentation method twice on the training set. We also divided the images of the training set into four images and used these divided sub-images for training. In addition, we flipped the training set and executed the same process on the flipped data. Thus, the number of images for training was 268 × (1 + 2) × 4 × 2 = 6,432. We reduced the resolution of the training set to 1,024 × 1,024 pixels and divided the images so that the resolution of the training data was 512 × 512 pixels. When we generated the density map ground truth, the position of a bunch was given by the center of its bounding box and the constant \( \sigma \) in (5) was fixed to either 12 or 24.

We conducted experiments with code implemented by the authors of [5]. We chose two discretization steps to adjust the grape bunch counting problem: 0.05 for the ranges from 0 to 0.5 and 0.5 for the range from 0.5 to \( \infty \). Therefore, we discretized the count value as \{0\}, \{(0, 0.05)\}, \{(0.05, 0.1)\}, \{(0.1, C_{\text{max}})\}, \{(C_{\text{max}} - 0.5, C_{\text{max}})\}, \{(C_{\text{max}}, \infty)\}, \text{where } C_{\text{max}} \text{ is the maximum number of bunches in the training data.}

The default settings of the other parameters were used for training and evaluation.

To evaluate the proposed method, we conducted eight experiments while changing the settings of the augmented data alignment and image density ground truth. We evaluated two conditions for the training data: divided images with and without alignment, and evaluated three conditions for generating image density ground truth: a fixed \( \sigma \) in (1), the geometry-adaptive kernels proposed in [46], and the proposed distortion-adaptive Gaussian kernels with \( \sigma = 12.24 \). The geometry-adaptive kernel is a method that roughly estimates the perspective distortion using the distance between objects and adapts the \( \sigma \) of the 2D Gaussian accordingly. In addition, the geometry-adaptive kernel is that used in the original S-DCNet. The results were evaluated by MAE and MSE.
In addition, the result using alignment data are better than those using unaligned data, regardless of which density function was used. This shows that the alignment improves the accuracy of the object-counting results.

The distortion-adaptive Gaussian kernel also improves accuracy. For example, when compared with the density functions, the results obtained using the distortion-adaptive Gaussian kernel with $\sigma_0 = 12$ have the best MAE and MSE with and without alignment.

An example of a test image, its ground truth, its estimated density maps, and the number of bunches is shown in Fig. 8. The input image shown in Fig. 8(a) has 46 annotated bunches. The sizes of the bunches are almost equal, but their scales in the image vary as a result of the distortion. In the results in Fig. 8(b) the geometry-adaptive kernel performed the worst. This kernel varies the kernel size according to the density of the objects, but it does not consider omnidirectional distortion. However, the distortion-adaptive Gaussian kernel changes the size of the kernel based on the distortion. Thus, the distortion-adaptive Gaussian kernel can obtain better estimation results on stereographic images. In addition, the fixed-size and distortion-adaptive Gaussian kernels have the same estimation results without alignment, but the proposed method obtains better estimation results when alignment is used. Other test images in which the proposed method obtained the best estimation results showed the same tendency. This demonstrates that alignment improves accuracy and the distortion-adaptive Gaussian kernel boosts the effect of alignment.

VII. CONCLUSION

In this paper, we proposed the use of omnidirectional images for object counting. To easily deal with the distortion of omnidirectional images, we proposed the use of stereographic images, which are less distorted than equirectangular images, the most popular format of omnidirectional images. However, because stereographic images are still distorted, we proposed two methods to manage it. One is a data augmentation method: rotating the images around the image centers, dividing the rotated images into four sub-images, and placing the image centers in the upper-left corner. As a result, the appearance of objects at a certain location in the augmented images becomes uniform, and training becomes easier. The other method is a distortion-adaptive Gaussian kernel to generate the density map ground truth. The kernel changes the coefficient $\sigma$ to be inversely proportional to the distance from the image center as the density map changes the distortion. We used grape bunches as a target object and conducted experiments on our original grape bunch dataset. The results show that the proposed methods are effective for grape-bunch counting using omnidirectional images.
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