Hall viscosity and hydrodynamic inverse Nernst effect in graphene
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Motivated by Hall viscosity measurements in graphene sheets, we study hydrodynamic transport of electrons in a channel of finite width in external electric and magnetic fields. We consider electric charge densities varying from close to the Dirac point up to the Fermi liquid regime. We find two competing contributions to the hydrodynamic Hall and inverse Nernst signals that originate from the Hall viscous and Lorentz forces. This competition leads to a non-linear dependence of the full signals on the magnetic field and even a cancellation at different critical field values for both signals. In particular, the hydrodynamic inverse Nernst signal in the Fermi liquid regime is dominated by the Hall viscous contribution. We further show that a finite channel width leads to a suppression of the Lorenz ratio, while the magnetic field enhances this ratio. All of these effects are predicted in parameter regimes accessible in experiments.

Introduction.—In the last two decades, electronic fluids have become a main research object in condensed matter physics, allowing for the realization of new transport effects. The main platform for electron hydrodynamics studies and applications is graphene [11,14], for which hydrodynamic behavior can be experimentally accessed both close to the Dirac point as well as in the Fermi liquid regime [12–14]. In particular, graphene allows for the investigation of new transport effects induced by the Hall viscosity $\eta_H$ that was recently measured to be of the same magnitude as the shear viscosity $\eta$ [9] and, hence, strongly affects graphene’s hydrodynamic properties. More precisely, both $\eta$ and $\eta_H$ determine the transport properties of electronic fluids in finite sample geometries [9,14,15]. This was observed experimentally in GaAs [16,18], graphene [3,4,7,9], and PdCoO$_2$ compounds [1]. Moreover, the full ballistic-to-hydrodynamic crossover [16,17] as well as a negative magnetoresistance due to viscous effects [19,22] were observed in channel geometries.

The Hall viscosity $\eta_H$ breaks parity and time reversal symmetries [23,25], and is generated in a parity-invariant electronic fluid by an external magnetic field [9,20]. Based on this, in [20], a non-monotonic magnetic field dependence of the Hall effect in GaAs Fermi liquids was predicted. This arises from the competition of the Hall viscous and Lorentz forces acting on the fluid. In contrast to GaAs, in graphene, the relativistic Dirac spectrum allows for new hydrodynamic transport effects close to the Dirac point.

In this Letter, we find new contributions to the thermo- and electric transport of the electronic fluid in graphene in the presence of an external magnetic field. Similarly to the Hall effect in [26], we show that the hydrodynamic inverse Nernst effect receives, in addition to the contribution from the Lorentz force, a new contribution from the Hall viscosity. This contribution arises both close to charge neutrality as well as in the Fermi liquid regime. Moreover, close to the Dirac point [27], we find that the quantum critical (or incoherent) conductivity $\sigma_Q$ [12,28], originating from momentum-conserving scattering between electrons and holes, crucially contributes to the hydrodynamic inverse Nernst signal as well. In addition, we predict a cancellation between the Hall viscous and Lorentz force contributions in both the hydrodynamic Hall and inverse Nernst signals at different critical magnetic fields of the order of 10 mT. The critical fields increase with increasing $\mu/k_B T$. Let us emphasize that our new hydrodynamic inverse Nernst effect scales very differently with a system size and an out-plane-magnetic field in comparison with Nernst/inverse Nernst effects in ballistic or diffusive regimes of metals, ferromagnets and spin-orbit systems [29,31].

Finally, we calculate the thermal and electric conductivities for our flows and show their ratio violates the Wiedemann-Franz law [2] [32,33] and, for the first time, show that the magnitude of the violation is a monotonically increasing function of both the external magnetic field and the width of the channel.

Hydrodynamics in a graphene channel.—We consider a graphene channel of finite width $W$ and length $L \gg W$ subjected to an electric field $E = E_x e_x$ and a magnetic
field $B = B_z e_z$, as shown in Fig. 1. The electrons, with charge $-e$, are pumped through the channel by $E$ and are deflected towards the channel boundaries by the Lorentz force density $f_B$ and the Hall viscous force density $f_{\eta H}$ defined in Eq. (2e) below. The Hall viscous force density $f_{\eta H}$ is induced by the Hall viscosity $\eta_H$, defined in the Supplemental Material (SM) 34, which is a parity-breaking dissipationless transport coefficient in the hydrodynamic expansion of the stress tensor 23 24 35. These forces trigger the transverse temperature gradient $\Delta T$ (inverse Nernst effect) and Hall voltage $\Delta x T$, as shown in Fig. 1. The electrons, with graphene’s Fermi velocity $v_F$ and an effective Hall viscosity $\eta_H$, are the equilibrium chemical potential $\mu$, the non-zero electric field $E_x$, and the Vlasov potential generated by the backreaction of the fluid to the electric field $E$ 13 20 43. Due to graphene’s relativistic dispersion relation, the hydrodynamic variables are fixed by the equations of relativistic hydrodynamics at linear order in the velocities $v_x, v_y$ and an effective electrical field $(c/v_F)E$. Using the ansatz in Eq. (1), the hydrodynamic equations read 34

$$v = (v_x(y), v_y(y)),$$

$$\mu_{\text{tot}} = \mu + \delta \mu(y) + c\tau x E_x,$$

$$T_{\text{tot}} = T + \delta T(y) + x\nabla_y T,$$

where $\mu$ and $T$ are the equilibrium chemical potential and temperature respectively, whereas $\delta \mu$, $\delta T$ are the fluctuation fields. Linear response requires $\delta \mu \ll \mu$ and $\delta T \ll T$, while the $x$-translation invariance along the channel implies the fluctuation fields can depend only on $y$. Note that $\delta \mu$ can be further split into two contributions as $\delta \mu(y) = \delta \mu_T(y) - \phi v(y)$, where $\delta \mu_T$ is due to deviation from thermal equilibrium and $\phi v$ is the Vlasov potential generated by the backreaction of the fluid to the electric field 13 20 43.

Due to graphene’s relativistic dispersion relation, the hydrodynamic variables are fixed by the equations of relativistic hydrodynamics at linear order in the velocities 23 49 50 51, with a limit velocity $v_F$ and an effective electrical field $(c/v_F)E$. Using the ansatz in Eq. (1), the hydrodynamic equations read 34

$$w \partial_y v_y = w v'_y = 0,$$

$$en E_1 - \eta v''_x - f_{\eta H, x} = -\frac{P_x}{\tau_{\text{MR}} v_F^2} + f_{B, x},$$

$$\delta p' - f_{\eta H, y} - \eta v''_y - en \phi' v = -\frac{P_y}{\tau_{\text{MR}} v_F^2} + f_{B, y},$$

$$\partial_y J_y = 0,$$

$$f_B = \frac{1}{n} \epsilon_{ij} e_i J_j B_z,$$

$$f_{\eta H} = \frac{\eta_H}{n} \epsilon_{ij} e_i v''_y.$$

Equations (2a)-(2d) correspond to the conservation of energy, longitudinal momentum, transversal momentum, and charge, respectively. The transport coefficients $\eta$ and $\eta_H$ are the shear and Hall viscosities, which are both positive in our setup as shown in Fig. S2 of the SM 34. Moreover, $n$, $n_E$, $p$, $w$, and $s$ are the equilibrium particle number density, energy density, pressure, enthalpy, and entropy density, respectively. They are all known functions of $\mu$ and $T$ satisfying $w = n_E + p = 3n_E/2 = \mu_T n + sT$ 34. The deviation of the pressure away from energy relaxation does not lead to qualitative changes of our results.

The hydrodynamic variables describing the fluid are the flow velocity $v$, the electrochemical potential $\mu_{\text{tot}}$, and the total temperature $T_{\text{tot}}$. At global equilibrium and vanishing external sources, these are the usual velocity, chemical potential, and temperature characterizing a thermal state. This changes when external sources are turned on. In particular, within linear response, a non-zero electric field $E_x$ and temperature gradient $\nabla_y T$ can be incorporated into $\mu_{\text{tot}}$ and $T_{\text{tot}}$. Thus, restricting ourselves to small fluctuations around global equilibrium with zero velocity and constant chemical potential and temperature, we consider the following ansatz for our hydrodynamic variables

$$v = (v_x(y), v_y(y)),$$

$$\mu_{\text{tot}} = \mu + \delta \mu(y) + c\tau x E_x,$$

$$T_{\text{tot}} = T + \delta T(y) + x\nabla_y T,$$

where $\mu$ and $T$ are the equilibrium chemical potential and temperature respectively, whereas $\delta \mu$, $\delta T$ are the fluctuation fields. Linear response requires $\delta \mu \ll \mu$ and $\delta T \ll T$, while the $x$-translation invariance along the channel implies the fluctuation fields can depend only on $y$. Note that $\delta \mu$ can be further split into two contributions as $\delta \mu(y) = \delta \mu_T(y) - \phi v(y)$, where $\delta \mu_T$ is due to deviation from thermal equilibrium and $\phi v$ is the Vlasov potential generated by the backreaction of the fluid to the electric field 13 20 43.

Due to graphene’s relativistic dispersion relation, the hydrodynamic variables are fixed by the equations of relativistic hydrodynamics at linear order in the velocities 23 49 50 51, with a limit velocity $v_F$ and an effective electrical field $(c/v_F)E$. Using the ansatz in Eq. (1), the hydrodynamic equations read 34

$$w \partial_y v_y = w v'_y = 0,$$

$$en E_1 - \eta v''_x - f_{\eta H, x} = -\frac{P_x}{\tau_{\text{MR}} v_F^2} + f_{B, x},$$

$$\delta p' - f_{\eta H, y} - \eta v''_y - en \phi' v = -\frac{P_y}{\tau_{\text{MR}} v_F^2} + f_{B, y},$$

$$\partial_y J_y = 0,$$

$$f_B = \frac{1}{n} \epsilon_{ij} e_i J_j B_z,$$

$$f_{\eta H} = \frac{\eta_H}{n} \epsilon_{ij} e_i v''_y.$$

Equations (2a)-(2d) correspond to the conservation of energy, longitudinal momentum, transversal momentum, and charge, respectively. The transport coefficients $\eta$ and $\eta_H$ are the shear and Hall viscosities, which are both positive in our setup as shown in Fig. S2 of the SM 34. Moreover, $n$, $n_E$, $p$, $w$, and $s$ are the equilibrium particle number density, energy density, pressure, enthalpy, and entropy density, respectively. They are all known functions of $\mu$ and $T$ satisfying $w = n_E + p = 3n_E/2 = \mu_T n + sT$ 34. The deviation of the pressure away from
equilibrium is related to the hydrodynamic variables by \( \delta \rho = \mu \delta T + s \delta T \). A central ingredient of our analysis is that the Lorentz force density \( f_B \) and the Hall viscous force density \( f_{\eta H} \) have opposite signs. The relative and overall signs of the force densities stem from the following considerations: The origin of the relative sign is the opposite signs of the Poiseuille flow, \( \nu_x > 0 \), and its curvature, \( \nu_x'(y) < 0 \), in the coordinate system of Fig. 1. The overall sign is set by \( eB_z \), which enters both force densities in the same way. The forces point in exactly opposite directions since the dominant \( \nu_x \) and \( \nu_y \) generate \( f_B \) and \( f_{\eta H} \), respectively. These forces are in turn responsible for creating the velocity profile \( v_y \), whose magnitude is much smaller than that of \( v_x \), \( |v_x| \gg |v_y| \). Summarizing, the antiparallel configuration of the forces gives rise to the unconventional thermoelectric response we find below.

The charge currents \( J_{x,y} \) and momenta \( P_{x,y} \) entering the conservation equations (2) are

\[
J_x = -ev_x + \sigma_Q (B_z v_y + E_z), \quad (3a)
\]

\[
J_y = -ev_y + \sigma_Q \left[ -B_z v_x + \frac{1}{e} (\delta \mu' - \frac{\mu}{T} \delta T') \right], \quad (3b)
\]

\[
P_x = \nu_x v_x, \quad P_y = \nu_y v_y. \quad (3c)
\]

To simplify notation, we have recombined the sources into \( E_1 = E_z + \nu_x T/(en) \) and \( E_2 = E_z - \mu \nu_x T/(eT) \). From Eq. (3), we see that \( E_1 \) drives the momentum density \( P_x \) and \( E_2 \) the quantum current density \( J_Q = \sigma_Q E_2 \). In principle, we should also consider the electrostatic Poisson equation to calculate the Vlasov field and close our system of equations. However, since the problem is linear, we can combine \( \phi' \) and \( \delta \mu' \) to \( \delta \mu' \) in Eq. (2c) and solve Eq. (2) for the variables \( v_x, v_y, \delta \mu \), and \( \delta T \). Note that the above considerations are valid for an electron-dominated flow. A hole-dominated one is obtained by replacing \( e \to -e \) and \( \eta_H \to -\eta_H \) in Eqs. (2b) and (2c) [19, 92, 93]. In this case, both the Lorentz and Hall viscous forces change signs but the relative sign is preserved, leading only to an overall opposite Hall signal.

The transport coefficients \( \sigma_Q, \eta, \) and \( \eta_H \) are known functions of \( \mu/k_BT \) and \( B_z \) [82, 92] (see also SM [34]). Their most important features pertinent to our analysis are that \( \eta \) and \( \eta_H \) decrease for increasing \( |B_z| \), while \( \sigma_Q \) decreases with increasing \( \mu/k_BT \).

Finally, we fix the boundary conditions of \( \nu \) by requiring a vanishing current outflow in the \( y \)-direction and a finite current along the channel boundaries. That is,

\[
v_x(\pm W/2) = l_s v_y(\pm W/2) = v_y(\pm W/2) = 0,
\]

with the slip length \( l_s \) [cf. Fig. 1] parameterizing the diffusivity of the channel [54]. The boundary conditions on \( \delta \mu \) and \( \delta T \) are fixed through the conservation of the total charge and energy within the channel, which implies

\[
\int_{-W/2}^{W/2} dy \delta n = 0 = \int_{-W/2}^{W/2} dy \delta n_E.
\]

Inserting Eq. (4) in Eqs. (2a) and (2d), one finds \( J_y = P_y = v_y = 0 \). With this, the velocity profile reads

\[
v_x = -\frac{e n E_1 l_G^2}{\eta} \left[ 1 - \frac{l_G^2 \cosh \frac{\nu}{l_G} \sinh \frac{W}{2l_G}}{l_G^2} \right], \quad (5)
\]

while \( \delta \mu \) and \( \delta T \) are presented in the SM [34]. We have defined the Gurzhi length \( l_G = e_F \sqrt{\eta \tau_{MR}/W} \) [12, 53, 57] and the effective Gurzhi length \( l_{G\text{eff}} = l_G |\coth(W/2l_G) + l_s/l_G|^{-1} \), which takes into account the effect of the channel geometry and the slip length on the flow. As sketched in Fig. 1, \( l_{G\text{eff}} \) reflects the effective segmentation of the channel of width \( W \) into two boundary segments of width \( l_G \) and an interior segment of width \( W - 2l_{G\text{eff}} \). For our range of parameters \( l_G > 0.5 \mu m \) at \( B_z = 0 \) and decreases as \( B_z \) increases.

Some comments on \( v_x \) are in order: At \( B_z = 0 \), \( l_{ee} < W < l_G \), the system is in the Poiseuille regime and \( v_x \) exhibits a parabolic dependence on \( y \). Due to the large curvature of the flow, the Hall viscous effect becomes more important in this regime, as seen from Eq. (2c). When we increase the magnitude of \( B_z \), the Gurzhi length \( l_G \) decreases and drives the system into the Porous regime \( l_{ee} < l_G < W \) [3]. The velocity \( v_x \) then exhibits a plateau with a maximum \( v_{x,max} = -e n E_1 v_y^2 \tau_{MR}/W \) in the interior of the channel [34], rendering the Hall viscous effect negligible.

We now draw our attention to the generalized Ohm’s law for the conductivity matrix. Substituting Eq. (5) into Eq. (3) we obtain the average charge and heat currents along the channel. Imposing \( J_y = P_y = v_y = 0 \), the Onsager relations along the channel reduce to

\[
\left( \frac{J_{x,avg}(Q_{x,avg})}{Q_{x,avg}} \right) = \int dy \left( \frac{J_x}{Q_x} \right) = \left( \frac{\sigma}{\alpha T} \right) \left( \frac{E_x}{-\nabla T} \right), \quad (6)
\]

\[
\left( \frac{\sigma}{\alpha T} \right) \left( \frac{E_x}{-\nabla T} \right) = \left( \frac{\sigma Q + \frac{\mu}{T} \delta \mu' \nu_x}{\nu_x} \right) \left( \frac{\sigma Q + \frac{\mu}{T} \delta T' \nu_x}{\nu_x} \right) \left( \frac{\sigma Q + \frac{\mu}{T} \delta \mu' \nu_y}{\nu_y} \right) \left( \frac{\sigma Q + \frac{\mu}{T} \delta T' \nu_y}{\nu_y} \right) = \left( \frac{\sigma Q + \frac{\mu}{T} \delta \mu' \nu_x}{\nu_x} \right) \left( \frac{\sigma Q + \frac{\mu}{T} \delta T' \nu_x}{\nu_x} \right) = \left( \frac{\sigma Q + \frac{\mu}{T} \delta \mu' \nu_x}{\nu_x} \right) \left( \frac{\sigma Q + \frac{\mu}{T} \delta T' \nu_x}{\nu_x} \right),
\]

with the heat current \( Q_x = P_x v_F - \frac{\nu_x}{c} J_x \), electrical conductivity \( \sigma \), thermoelectric conductivities \( \alpha \) and \( \alpha \), and thermal conductivity \( \kappa \). We have also defined the average momentum relaxation time \( \tau_{MR} = \tau_{MR}(1 - 2l_{G\text{eff}}/W) \). It showcases the effect of finite boundaries on momentum relaxation. We note that \( 0 < \tau_{avg}^{MR} \leq \tau_{MR} \) holds for finite \( W, l_G, l_s \). In the SM [34], we show that Eq. (6) agrees with the Onsager relation at \( W \to \infty \) limit [50, 58].

Hall voltage and hydrodynamic inverse Nernst effect.—Given the solution for \( \delta \mu \) and \( \delta T \), we can calculate explicitly both the total Hall voltage \( \Delta V \) and temperature gradient \( \Delta T \) across the channel. Furthermore, the linear response assumption allows us to split both into two contributions; one due to the Lorentz force \( \Delta V_B, \Delta T_B \) and another due to \( \eta_H \) and the Hall viscous
force $\Delta V_{\eta H}, \Delta T_{\eta H}$. Namely,

$$\Delta V = (\delta \mu(W/2) - \delta \mu(-W/2))/(-e) = \Delta V_B + \Delta V_{\eta H},$$

$$\Delta V_B = -\frac{w B_z}{e w} \left( e^2 n v_F^2 T_{\text{MR}} v \sigma_Q E_1 + \mu \sigma_Q E_2 \right),$$ (7)

$$\Delta V_{\eta H} = -\frac{2\mu \eta H G}{\eta w} E_1,$$

and

$$\Delta T = \delta T(W/2) - \delta T(-W/2) = \Delta T_B + \Delta T_{\eta H},$$ (8)

$$\Delta T_B = \frac{w B_z T \sigma_Q}{w} E_2, \quad \Delta T_{\eta H} = \frac{2\eta \eta H G}{\eta w} E_1,$$

The decomposition in Eq. (7) showcases that the Hall viscous voltage, $\Delta V_{\eta H}$, is generated from the curvature of the flow within the two boundary segments of size $l_{\text{eff}}^G$. In contrast, $\Delta V_B = -WB_zJ_x^{\text{eps}}$ takes the traditional form expected from the Hall effect. In our case, the current is given by Eq. (6) and contains two contributions; one from the quantum critical conductivity $\sigma_Q$ and another from a Drude conductivity, proportional to $\tau_{\text{MR}}^{\text{avg}}$, renormalized by the finite channel width and shear viscosity. Remarkably, $\Delta T_B$ does not receive a contribution from momentum relaxation, due to the vanishing momentum density in $y$ direction [cf. Eq. (5)].

Most notably, for electrons $\text{sgn}(\eta H) = -\text{sgn}(B_z)$ results in $\Delta V_B (\Delta T_B)$ and $\Delta V_{\eta H} (\Delta T_{\eta H})$ having opposite sign. Thus, the total Hall voltage or temperature gradient can become zero if the two contributions become equal. We can see from their ratio at $\nabla_s T = 0$,

$$\Delta V_{\eta H} \Delta V_B = \frac{2\eta \mu \eta H G}{\eta w B_z (e^2 n v_F^2 T_{\text{MR}} v \sigma_Q + \mu \sigma_Q)} \frac{\Delta T_{\eta H}}{\eta W B_z \sigma_Q},$$ (9)

that both the ratios can be comparable to unity only for small $l_s$, $W$, and $B_z$, which restricts ourselves to $l_s \ll W \sim 1\mu m$. For increasing $l_s$, $W$, and $B_z$, $\eta H$ becomes flatter and as a result the $\eta H$ induced force becomes smaller. Hence, while $\Delta V_{\eta H}$ and $\Delta T_{\eta H}$ saturate according to Eqs. (7) and (8), $|\Delta V_B|$ and $|\Delta T_B|$ keep growing with increasing $|B_z|$ and, eventually, $\Delta V$ and $\Delta T$ are dominated by $\Delta V_B$ and $\Delta T_B$, respectively. This leads to the non-monotonic behavior in Fig.2 and in particular to a zero of both $\Delta V$ and $\Delta T$ at a non-vanishing value of $B_z$. We note that the non-monotonic behavior appears only in the regime $\mu \geq k_B T$, but is absent or very weak for $\mu < k_B T$. This can be seen from the limit $\mu/k_B T \ll 1$ in which $n \to 0$ and both ratios in Eq. (9) become equal and less than 1 within our parameters range.

It is important to emphasize, however, that the non-monotonic behavior of $\Delta V$ is different to the one of $\Delta T$, due to the Drude contribution in $\Delta V_B$. First, the critical magnetic field for $\Delta V$ is smaller than that for $\Delta T$. Second, since $\sigma_Q$ is small in the Fermi liquid regime $\mu \gg k_B T$, the ratio $\Delta T_{\eta H}/\Delta T_B$ is enhanced and the

$$\mu \kappa_0 T = \Delta V_B = \Delta V_{\eta H} = \Delta T_{\eta H} = \Delta T_B,$$

and

$$\nabla_s T = 0,$$

that $\mu \kappa_0 T = \mu \sigma_Q,$

$$L_0 = \frac{\kappa \sigma T}{e^2 n v_F^2 T_{\text{MR}} v \sigma_Q}, \quad n_0 = \frac{w \sigma_Q}{e^2 v_F^2 T_{\text{MR}}^{\text{avg}}},$$

with the thermal conductivity $\kappa$ defined by $Q_x^{\text{avg}} = -\kappa \nabla_x T$ at $J_x^{\text{avg}} = 0$ characterizing the pure heat flow. The Wiedemann-Franz law $L_{\text{WF}} = \pi^2 k_B^2 / (3e^2)$ [32], which is valid for non-interacting systems, was found to be violated for strongly correlated systems [2] [59]. In our channel setup, both the Onsager relation and the Lorenz ratio $L$ take their hydrodynamic form in boundaryless graphene [2], with the momentum relaxation time $\tau_{\text{MR}}$ replaced by the average $\tau_{\text{MR}}^{\text{avg}}$. As shown in Fig. 3 the Lorenz ratio $L$ implicitly depends on $B_z$ and $W$ via $\tau_{\text{MR}}^{\text{avg}}$. If we increase $W$ or $B_z$ such that $\tau_{\text{MR}}^{\text{avg}} \to \tau_{\text{MR}}$, $L$ also approaches its value $L_{\infty}$ for $W \to \infty$.

**Conclusion.**—By considering a channel sample of graphene subjected to electric and magnetic fields, we have shown that the electronic fluid is characterized by
two effective scales due to the finite channel width, i.e., the effective Gurzhi length $l_{G}^{\text{eff}}$ and average momentum relaxation time $\tau_{\text{MR}}^{\text{eff}}$. The generated Hall voltage in Eq. (7) and temperature gradient in Eq. (8) exhibit a non-monotonic dependence on the magnetic field that reflects the competition between the Hall viscous and Lorentz effects, where the former is dominant at small and the latter at large magnetic field. Furthermore, one can directly relate the hydrodynamic inverse Nernst signal in the Fermi liquid regime to its Hall viscous contribution since the Lorentz contribution is suppressed by the small $\sigma_Q$. Finally, we find that the Lorenz ratio in Eq. (10) is suppressed by a finite width $W$ through $\tau_{\text{MR}}^{\text{eff}}$, while a magnetic field leads to an enhancement of Lorenz ratio. Possible extensions of this work include calculating the Hall signal via kinetic theory [60], investigating the effect of out-of-plane magnetic fields and the Hall viscosity on the preturbulent vortex shedding in graphene [61] as well as on fully developed turbulence in Kagome metals [62], analyzing the interplay of parity-breaking Hall viscosity with the parity anomaly present, e.g., in quantum anomalous Hall systems [63, 64], an analysis of the AC version of the Poiseulle flow [65] including the Hall viscosity, as well as investigating the inverse Nernst effect in multiterminal [7, 15] or Corbino geometries [67]. Finally, it was recently suggested that collective effects due to plasmons may also modify thermoelectric transport in graphene [68, 69]. It is of interest to examine if including plasmon dynamics to the hydrodynamic equations, in particular including a magnetic field, lead to discernible differences in the Hall voltage and inverse Nernst effect.
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SUPPLEMENTAL MATERIAL

1. Equation of state for graphene

Electrons in graphene have a relativistic dispersion relation $\varepsilon_k = \pm \hbar v_F |k|$ around the two Dirac points at which conduction and valence bands cross in the Brillouin zone \[70 \, 71\], where $v_F \approx 10^6 \text{ m/s}$ is the Fermi velocity. The density of states is $\nu(\varepsilon) = N\varepsilon/(2\pi \hbar^2 v_F^2)$, where $N = 4$ counts the two spin and two valley degrees of freedom. The charge density, imbalance density, and energy density read \[72\]

\[
\begin{align*}
\tilde{n} &= \text{Li}_2(-e^{-\xi}) - \text{Li}_2(-e^{\xi}), \\
\tilde{n}_{\text{imb}} &= -\text{Li}_2(-e^{-\xi}) - \text{Li}_2(-e^{\xi}), \\
\tilde{n}_E &= -\text{Li}_3(-e^{-\xi}) - \text{Li}_3(-e^{\xi}),
\end{align*}
\]

respectively, where $\xi = \mu/k_B T$. At one-loop, $v_F$ acquires a logarithmic running due to the marginally irrelevant nature of the Coulomb interaction, and the resummation of one-loop diagrams is summarized in the renormalization factor \[52 \, 73\]

\[
R_A = 1 + \frac{\alpha}{4} \ln \left( \frac{T_A}{T_{\text{max}}(1, \xi)} \right).
\]

The ultraviolet cutoff scale is set to the temperature $T_A \approx 8.34 \times 10^4 \text{ K}$ of the band cutoff. The bare dimensionless Coulomb interaction coupling constant is

\[
\alpha = \frac{\epsilon^2}{4\pi \hbar e v_F} \approx 0.5,
\]

with the dielectric constant $\epsilon \approx 4\epsilon_0$ in graphene on a SiO$_2$ substrate taken from Refs. \[71 \, 74 \, 75\].

2. Two-dimensional charged relativistic hydrodynamics

We describe the electronic fluid in graphene by two-dimensional relativistic charged hydrodynamics, with the speed of light replaced by the Fermi velocity $v_F$. The hydrodynamic equations are the conservation equations of energy, momentum, and charge, \[12 \, 50 \, 58\]

\[
\partial_\mu T^{\mu \nu} = F^{\mu \nu} J_{\nu} + \Gamma^\mu, \quad \partial_\mu J^{\mu} = 0.
\]

Here, the metric tensor is $\eta_{\mu \nu} = \text{diag}(-,+,+)$. $T^{\mu \nu}$ and $J^{\mu}$ are the energy-momentum (EM) tensor and the charge current of the fluid, respectively. $F^{\mu \nu}$ is the Maxwell tensor of external electromagnetic fields, that also includes the self-consistently determined Vlasov field. For small non-conservation of energy and momentum, there is a relaxation term $\Gamma^\mu$. We will express the EM tensor and charge current as functions of the hydrodynamic variables, velocity $\mu = (v_F, \mathbf{v})/\sqrt{1 - |\mathbf{v}|^2/v_F^2}$, chemical potential $\mu$, and temperature $T$. We work in Landau frame,

\[
\begin{align*}
\mu \nu T^{\mu \nu} &= -n_E u^\nu, \quad \mu \nu J^{\mu} = -q n u_F^2,
\end{align*}
\]

where $n_E$ and $n$ are the energy density and carrier density for charge $q$ particles, respectively. Equation \[16\] identifies the energy and charge densities in the co-moving frame with the corresponding thermodynamic quantities. The EM tensor and charge current is defined in terms of the hydrodynamic variables to first order in derivatives by \[24\]

\[
\begin{align*}
T^{\mu \nu} &= n_E u^\mu u^\nu/v_F^2 + P \Delta^{\mu \nu} + \tau^{\mu \nu}, \\
J^{\mu} &= q n u^\mu + \nu^\mu,
\end{align*}
\]
where $P$ is pressure. $\Delta^{\mu\nu} = \eta^{\mu\nu} + u^{\mu} u^{\nu}/v_F^2$ is the spatial projector, $\tau^{\mu\nu}$ and $\nu^\mu$ are the dissipative as well as non-dissipative first-order corrections. Contracting Eq. [16] with $u^\mu$, we find the entropy production rate to be

$$\partial_\nu J_\mu = \partial_\mu \left( s u^\mu - \frac{\mu_T}{q} T u^\mu \right) = -\nu^\mu \left( \frac{\mu_T}{q} T F_{\mu\nu} u^\nu \right) - \frac{1}{T} \tau^{\mu\nu} \partial_\mu u_\nu,$$

(18)

where $J_\mu$ is the entropy current, $s$ is the entropy density, and $V_{\mu\nu} = 2\partial_\mu u_\nu - \eta_{\mu\nu} u^\rho \partial_\rho u^\rho$. In deriving Eq. [18], we have used the first law of thermodynamics and the Gibbs-Duhem relation

$$dn_E = T ds + \mu_T dn,$$

(19a)

$$n_E + P = Ts + \mu_T n.$$

(19b)

By requiring a non-negative entropy production rate and isotropy, the constitutive relations are obtained to be [12, 24, 35]

$$J_\mu = q u^\mu + \sigma_Q \Delta^{\mu\nu} \left( -\frac{T}{q} \partial_\nu \frac{\mu_T}{T} + F_{\nu\rho} u^\rho \right),$$

(20a)

$$T^{\mu\nu} = n_E u^\mu u^\nu - \frac{1}{2} \eta \Delta^{\mu\nu} - \eta \Delta^{\mu\rho} \Delta^{\nu\sigma} V_{\rho\sigma} - \eta_T \epsilon^{\mu\rho\sigma} \frac{u^{\rho}}{v_F^2} V_{\sigma} - \zeta \Delta^{\mu\nu} \partial_\alpha u^\alpha.$$

(20b)

Here, $\epsilon^{\mu\rho\sigma}$ is the totally antisymmetric symbol breaking parity. Moreover, $\sigma_Q$ is the quantum critical conductivity, $\zeta$ is the bulk viscosity, $\eta$ is the shear viscosity, and $\eta_H$ is the dissipationless Hall viscosity. The condition $\sigma_Q, \eta, \zeta \geq 0$ is imposed by the non-negativity of the entropy production rate, while the sign of $\eta_H$ is determined by kinetic theory in the next section. The term proportional to $\eta_H$ breaks both parity and time-reversal symmetry. Inserting Eq. (1) of the main text and Eq. (20) into Eq. (15), we arrive at the equations of motion that are presented in Eq. (2) of the main text.

3. Dependence of the transport coefficients on temperature and chemical potential

The quantum critical conductivity $\sigma_Q$ calculated in Ref. [28] stems from momentum-preserving Coulomb interactions between electrons and holes. Its functional dependence on $T$ and $\mu$ is given by

$$\sigma_Q = \frac{e^2}{\hbar} \frac{1}{\alpha^2} \frac{N}{2g_1(\mu)} \left( \tau_{ee} \frac{\alpha^2 k_B T}{\hbar} \right)^2,$$

(21)

where the electron-electron scattering time reads

$$\tau_{ee}^{-1} = \alpha^2 \frac{N}{2g_1(\mu)} \frac{k_B T}{\hbar} \left[ \frac{N}{2\pi} \ln \left( 2 \cosh \left( \frac{\mu}{2k_B T} \right) \right) - \frac{(e\hbar v_F)^2}{wT} \right]^{-1},$$

(22)

FIG. 4. Ratio $\sigma_Q(\mu)/\sigma_Q(\mu = 0)$ as a function of $\mu/k_B T$. Figure adapted from Ref. [28].
with the function \( \hat{g}_1(\mu) \) evaluated by the matrix formalism in Ref. [28]. As shown in Fig. [4] \( \sigma_Q \) is highly suppressed when approaching the Fermi liquid regime \( \mu \gg k_BT \). In our simulations, we use the viscosities calculated from kinetic theory [48 52 53 79]

\[
\zeta \approx 0, \quad \eta = \frac{k_B^2 T^2}{\hbar v_F^2 \alpha^2} \tilde{\eta}, \quad \eta_H = \frac{k_B^2 T^2}{\hbar v_F^2 \alpha^2} \tilde{\eta}_H,
\]

where

\[
\tilde{\eta} = \frac{T}{4k_BT} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} \hat{\Pi}_h \left( 1 + \pi^2 \gamma_B^2 \hat{\mathfrak{K}}_R \hat{\mathfrak{K}}_R^{-1} \hat{\mathfrak{K}}_R \right)^{-1} \hat{\mathfrak{K}}_R^{-1} \left( (\xi^2 + \pi^2/3)/2 \right), \quad (24a)
\]

\[
\tilde{\eta}_H = -\pi \gamma_B \frac{T}{4k_BT} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} \hat{\Pi}_h \left( 1 + \pi^2 \gamma_B^2 \hat{\mathfrak{K}}_R \hat{\mathfrak{K}}_R^{-1} \hat{\mathfrak{K}}_R \right)^{-1} \hat{\mathfrak{K}}_R^{-1} \left( (\xi^2 + \pi^2/3)/2 \right), \quad (24b)
\]

and

\[
T = 2k_BT \ln \left( 2 \cosh \left( \frac{\xi}{2} \right) \right), \quad \gamma_B = \frac{\hbar|v_F^2 B_z|}{\alpha^2 k_B^2 T^2}.
\]

The matrices \( \hat{\Pi}_h \) and \( \hat{\Pi}_h \) depend on \( \xi \) only, while the matrix \( \hat{\mathfrak{K}}_R \) depends on \( \xi \) and \( \alpha \) [52]. The components of \( \hat{\mathfrak{K}}_R \) are

\[
(\hat{\mathfrak{K}}_R)_{ij} = \frac{2\pi}{\alpha^2 N k_B^2 T^2} \tau_{ij}^{-1} = (2\pi)^4 \int_0^\infty \int_{-\infty}^{+\infty} dQ \int_{-\infty}^{+\infty} dW \frac{2\pi Q}{(2\pi)^2 2\pi \sinh^2(W)} \frac{[\tilde{U}]^2}{Y_{00} \tilde{Y}_{ij} - \tilde{Y}_{0j} \tilde{Y}_{0i}}, \quad (26)
\]

where \( q = |q| \), and \( Q = v_F R_A \hbar q / 2k_BT \) and \( W = \hbar \omega / 2k_BT \) are the dimensionless momentum and frequency, respectively. \( Y_{00} \) and \( \tilde{Y}_{ij} \) are functions of \( Q, W, \) and \( \xi \) only and their integral expressions are given in Appendix C of Ref. [48]. The dynamically screened Coulomb potential is

\[
U(\omega, q) = U_0 \tilde{U}, \quad U_0 = \frac{2\pi \hbar v_F}{q}, \quad \tilde{U} = (1 + U_0 \Pi_R)^{-1}, \quad (27)
\]

with the polarization operator

\[
\Pi_R = \frac{q}{4\pi^2 \hbar v_F R_A^2} \int_0^1 dz_1 dz_2 \frac{dz_1 dz_2}{z_1 \sqrt{(1 - z_1^2)(1 - z_2^2)}} \left[ (z_1^2 - 1) \left( \frac{Q}{z_2 Q + W + i\eta} + \frac{Q}{z_2 Q - W - i\eta} \right) J_1(z_1^{-1}, z_2, \xi) \\
+ (1 - z_2^2) \left( \frac{Q}{z_1^{-1} Q + W + i\eta} + \frac{Q}{z_1^{-1} Q - W - i\eta} \right) J_2(z_1^{-1}, z_2, \xi) \right], \quad (28)
\]

with two functions \( J_{1,2}(z_1^{-1}, z_2, \xi) \) as given in Ref. [72]. We show the viscosity \( \eta \) and Hall viscosity \( \eta_H \) as a function of the magnetic field \( B_z \) in Fig. [6]. In the Fermi liquid region, the polarization operator at static screening is well approximated by the thermodynamic density of states [52 72], namely,

\[
\Pi_R \approx \frac{\partial n}{\partial \mu} = \frac{N T}{2\pi \hbar^2 v_F^2 R_A^2}. \quad (29)
\]

4. Momentum relaxation

Momentum is relaxed in graphene due to electron-impurity and electron-phonon scattering. In the limit of weak momentum relaxation, the relaxation time approximation can be employed, simplifying the relaxation term to

\[
\Gamma^i = -\tau_{MR}^{-1} T^{li}, \quad i = x, y. \quad (30)
\]
The momentum relaxation time $\tau_{\text{MR}}$ is related to the electron-impurity scattering time $\tau_{\text{imp}}^{-1}$ and electron-phonon scattering time $\tau_{\text{ph}}^{-1}$ by Matthiessen’s rule

$$\tau_{\text{MR}}^{-1} = \tau_{\text{imp}}^{-1} + \tau_{\text{ph}}^{-1}.$$  \hspace{1cm} (31)

Here,

$$\tau_{\text{imp}}^{-1} = \frac{n_{\text{imp}} n_{\text{imb}}}{\hbar v_F} \left( \frac{e^2}{4\epsilon} \right)^2, \quad \tau_{\text{ph}}^{-1} = \frac{g^2 \mu k_B T}{2\hbar^3 v_F^2},$$  \hspace{1cm} (32)

where $n_{\text{imp}} \approx 2.1 \times 10^9 \text{ cm}^{-2}$ is the density of charged impurities [8], $g = D/\sqrt{2\rho_m v_s^2}$ is the electron-phonon coupling, $D \approx 20 \text{ eV}$ is the deformation potential constant, $\rho_m \approx 0.77 \text{ mg/m}^2$ is the mass density of the graphene sheet, and $v_s \approx 2 \times 10^4 \text{ m/s}$ is the longitudinal acoustic (LA) sound velocity. We further consider $T > T_{\text{BG}}$ for $\tau_{\text{ph}}^{-1}$, where $T_{\text{BG}} = 2v_s k_F / k_B$ is the Bloch-Grüneisen temperature that is below 100 K throughout our work. Hence, only the acoustic phonons with momentum $k_{\text{ph}} \leq 2k_F$ can scatter from electrons. For typical scattering times, $\tau_{\text{imp}} \approx 1 \text{ ps}$ and $\tau_{\text{ph}} \approx 100 \text{ ps}$, so that $\tau_{\text{imp}} \ll \tau_{\text{ph}}$ and $\tau_{\text{MR}} \approx \tau_{\text{imp}}$.

5. Energy relaxation

The origin of energy relaxation of the electron fluid are electron-phonon collisions involving impurities. In electronic cooling experiments in graphene [45-48], the electron and holes heated up by photo excitation or Joule heating relax their energy to phonons. With the lattice temperature $T_{\text{ph}}$, the power density of the energy relaxation in the charged fluid at temperature $T$ is found to be [41, 42, 44]

$$\Gamma^0 = -A_1(T - T_{\text{ph}}) - A_2(T^3 - T_{\text{ph}}^3),$$  \hspace{1cm} (33)

where

$$A_1 = \pi N g^2 \nu (\mu)^2 \hbar k_F^2 v_s^2 k_B,$$  \hspace{1cm} (34a)

$$A_2 = 9.62 \times \frac{g^2 \nu^2 (\mu) k_B^3}{\hbar k_F l_{\text{imp}}}.\hspace{1cm} (34b)$$

Here, $l_{\text{imp}} = v_F \tau_{\text{imp}}$ is the disorder mean free path. The standard cooling pathways mediated by optical and acoustic phonons resulting in the first term is inefficient due to the large value of the optical phonon energy and the strong constraint of the Fermi surface and momentum conservation on the phase space for acoustic phonon scattering [41, 42]. On the other hand, disorder could assists the electron-phonon collisions (supercollisions) by exploring the available phonon phase space [41, 46]. It results in the second term and becomes dominated for electron temperatures $T \gtrsim 3T_{\text{BG}}$.

We will consider that the electron fluid reaches global equilibrium at the lattice temperature, namely $T = T_{\text{ph}}$. For small deviations $\delta T = T - T_{\text{ph}}$, we can approximate the energy relaxation term on the right hand side of Eq. (2a) in the main text at the linear level as

$$\Gamma^0 = -\tau_{\text{ER}}^{-1} C \delta T,$$  \hspace{1cm} (35)
with the energy relaxation rate
\[
\tau_{ER}^{-1} = \frac{A_1}{\gamma T} + \frac{3A_2T}{\gamma}.
\] (36)

Here, we have used \(\delta n_E = C\delta T\), the specific heat \(C = \gamma T\), and \(\gamma = \frac{1}{4}\pi^2N\nu(\mu)k_B^2\). For the typical values of parameters, we have \(\tau_{ER} \sim 1000\text{ps}\), which is negligible compared to the other scales in the system.

6. Analytic solutions for \(\delta\mu\) and \(\delta T\)

The analytic solution for \(\delta\mu\) and \(\delta T\) in the linearized approximation is
\[
\delta\mu = \frac{1}{\eta w} \left[ eE_1n_G\left(\epsilon wB_zl_G^2 - \mu\eta_H\right) \operatorname{csch}\left(\frac{W}{2l_G}\right) \sinh\left(\frac{y}{l_G}\right) - yB_z \left( e^2E_1n_Gl_G^2 + E_2\eta\mu\sigma_Q \right) \right], \quad (37a)
\]
\[
\delta T = -\frac{T}{\eta w} \left[ E_2\eta yB_z\sigma_Q + eE_1n_G\eta_Hl_G^2 \operatorname{csch}\left(\frac{W}{2l_G}\right) \sinh\left(\frac{y}{l_G}\right) \right], \quad (37b)
\]
with \(l_G^2\) and \(E_{1,2}\) as defined in the main text. Their profiles, together with \(v_x\), are shown in Fig. 6 from which we see that their boundary values change sign when the magnetic field is increased.

7. Thermoelectric transport in infinite geometries

We apply a homogeneous electric field \(E = E_x e_x\) and temperature gradient \(\nabla_x T\) to an infinite sample of graphene, namely,
\[
\mu = \mu + x\epsilon E_x + \delta\mu(y), \quad T = T + x\nabla_x T + \delta T(y). \quad (38)
\]
The velocity profile is homogeneous and the viscosity terms can be neglected. The momentum conservation in Eq. (2) in the main text is simplified as

\begin{align}
0 &= \partial_x \delta p - BJ_y + \frac{v_x w}{\tau_{MR} v_F^2}, \quad \text{(39)} \\
0 &= \partial_y \delta p + BJ_x + \frac{v_y w}{\tau_{MR} v_F^2} - en\partial_y \phi_V, \quad \text{(40)}
\end{align}

with currents in Eq. (3) in the main text. For a system that has infinite width in \(x\) and \(y\) direction, the general Onsager relations in the DC frequency limit and momentum space are given by [50, 58]

\[
\begin{pmatrix}
J_x \\
J_y
\end{pmatrix} = \begin{pmatrix}
\sigma & \alpha \\
\alpha T & \kappa
\end{pmatrix} \begin{pmatrix}
E_x \\
E_y
\end{pmatrix} - \begin{pmatrix}
Q_x \\
Q_y
\end{pmatrix} \cdot \nabla T,
\]

where \(J = (J_x, J_y)\), \(Q = (Q_x, Q_y)\), \(E = (E_x, E_y)\), \(\nabla T = (\nabla_x T, \nabla_y T)\), and \(\sigma, \alpha, \kappa\) are \(2 \times 2\) antisymmetric matrices. Their matrix components are

\[
\begin{align}
\sigma_{xx} &= \sigma_{yy} = \frac{\Gamma \sigma_Q (\gamma + \Gamma + \omega_c^2/\gamma)}{(\gamma + \Gamma)^2 + \omega_c^2}, \\
\sigma_{xy} &= -\sigma_{yx} = -\frac{\omega_c \sigma_Q (\gamma + 2\Gamma + \omega_c^2/\gamma)}{(\gamma + \Gamma)^2 + \omega_c^2}, \\
\alpha_{xx} &= \alpha_{yy} = \frac{\Gamma (\gamma + \Gamma) \mu \sigma_Q / e T - s \omega_c / B_z}{(\gamma + \Gamma)^2 + \omega_c^2}, \\
\alpha_{xy} &= -\alpha_{yx} = \frac{s \gamma^2 + \omega_c^2 + \Gamma (1 - \mu n T/w)}{B_z (\gamma + \Gamma)^2 + \omega_c^2},
\end{align}
\]

\[
\kappa_{xx} = \kappa_{yy} = \frac{\Gamma \mu^2 (\gamma + \Gamma) \sigma_Q / e^2 + v_F^2 (\gamma w + \Gamma s^2 T^2/w)}{T ((\gamma + \Gamma)^2 + \omega_c^2)},
\]

\[
\kappa_{xy} = -\kappa_{yx} = \frac{\omega_c s^2 T^2 - (\gamma + (\gamma + 2\Gamma) s T/w) \mu B_z \sigma_Q / e}{T w ((\gamma + \Gamma)^2 + \omega_c^2)},
\]

where \(\Gamma = 1/\tau_{MR}\), \(\omega_c = en B_z v_F^2/w\), and \(\gamma = B_z^2 v_F^2 \sigma_Q/w\). However, the boundary conditions in \(y\) direction require that \(J_y = Q_y = 0\) locally, from which we solve for the two generated sources \(E_y\) and \(-\nabla_y T\) in terms of the sources \(E_x\) and \(-\nabla_x T\). They read

\[
\begin{pmatrix}
E_y \\
-\nabla_y T
\end{pmatrix} = \frac{B_z}{w} \begin{pmatrix}
-\frac{\mu \sigma_Q}{e} - en v_F\tau_{MR} + \frac{\mu^2 \sigma_Q}{e^2 T \tau_{MR}} + s v_F^2 \tau_{MR} \\
\mu \sigma_Q / e - \frac{en s^2 v_F^2}{w} \tau_{MR} + \frac{\mu^2 \sigma_Q}{e^2 T \tau_{MR}} + \frac{s^2 v_F^2}{w} \tau_{MR}
\end{pmatrix} \begin{pmatrix}
E_x \\
-\nabla_x T
\end{pmatrix},
\]

(43)

Using these, we obtain the reduced Onsager relation along the \(x\) direction

\[
\begin{pmatrix}
J_x \\
Q_x
\end{pmatrix} = \begin{pmatrix}
\sigma_Q / e^2 + \frac{\epsilon^2 s^2 v_F^2}{w} \tau_{MR} + \frac{\mu \sigma_Q}{e^2 T \tau_{MR}} - \frac{en s^2 v_F^2}{w} \tau_{MR} \\
\mu \sigma_Q / e^2 T \tau_{MR} - \frac{en s^2 v_F^2}{w} \tau_{MR} + \frac{\mu^2 \sigma_Q}{e^2 T \tau_{MR}} + \frac{s^2 v_F^2}{w} \tau_{MR}
\end{pmatrix} \begin{pmatrix}
E_x \\
-\nabla_x T
\end{pmatrix},
\]

(44)

that takes into account the effects of a finite width in \(y\) direction. Equation (6) in the main text is of the same form but with \(\tau_{MR}\) replaced by \(\tau_{MR}^{avg}\).

8. More on the Hall voltage and inverse Nernst effect

We show the total Hall voltage \(\Delta V\) and temperature gradient \(\Delta T\) as functions of \(\mu/k_B T\) and magnetic field \(B_z\). Furthermore, we compare the contributions from Lorentz and Hall viscous effects in Figs. 7 and 8. In general, the critical magnetic field for \(\Delta V = 0\) is small compared to the one for \(\Delta T = 0\). It could be explained by comparing the coherent and incoherent contributions in the Lorentz contributions \(\Delta V_B\) and \(\Delta T_B\), where the coherent and incoherent contributions refer to the parts related to the momentum density \(P_z\) sourced by \(E_1\) and the quantum critical current density \(J_Q\) sourced by \(E_2\). While the former becomes dominant in the Fermi liquid regime, the latter is dominant in the Dirac regime. In Eq. (7) in the main text, \(\Delta V_B\) contains both coherent and incoherent contributions that stay
FIG. 7. $\Delta V$ and $\log_{10}|\Delta V_{\eta H}/\Delta V_B|$ as functions of $\mu/k_B T$ and $B_z$ at $T = 120$ K. The contours of 0 are labeled. The competition between $\Delta T_B$ and $\Delta T_{\eta H}$ mainly depends on the magnetic field $B_z$.

FIG. 8. $\Delta T$ and $\log_{10}|\Delta T_{\eta H}/\Delta T_B|$ as functions of $\mu/k_B T$ and $B_z$ at $T = 120$ K. The contours of 0 are labeled. The deep blue regime is clipped as $\Delta T < -10K$. The competition between $\Delta T_B$ and $\Delta T_{\eta H}$ mainly depends on the ratio $\mu/k_B T$ and $\Delta T_{\eta H}$ becomes dominant when $\mu \gg k_B T$.

finite for general values of $\mu/k_B T$. In contrast, $\Delta T_B$ in Eq. (8) in the main text contains the incoherent contribution only, which is suppressed in the Fermi liquid regime. Hence, we find $|\Delta T_{\eta H}| \gg |\Delta T_B|$ in the Fermi liquid regime, as shown in Fig. 8 which allows to extract the pure Hall viscous effect from the total temperature gradient $\Delta T$. 