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Abstract

In this paper, we consider the locally convex spaces of entire functions with growth given by proximate orders, and study the representation as a differential operator of a continuous homomorphism from such a space to another one. As a corollary, we give a characterization of continuous endomorphisms of such spaces.
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1 Introduction

A linear differential operator often defines a linear continuous operator on a function space when the considering space is endowed with a natural topology, and sometimes also defines an endomorphism of a sheaf of functions. Therefore, there arises a natural question whether every linear continuous operator or every endomorphism of a given space or sheaf of functions is represented as a differential operator, and this problem has been studied in various situations.

In the smooth cases, Jaak Peetre [16] and [17] proved that an endomorphism of the sheaf of smooth functions is noting but a linear differential operator locally of finite order. In the analytic cases or ultradifferentiable cases, a continuous endomorphism of corresponding sheaf is characterized rather as a differential operator of infinite order with symbol satisfying certain growth condition ([18] and [12]). For the cases of entire functions, in the paper [3], we proved with coauthors Struppa and Uchida that any continuous endomorphism of the space of entire functions with a given constant order $\rho > 0$ is characterized as an infinite order partial differential operator with the symbol satisfying certain growth conditions. As remarked in [3], we can largely generalize these results to the case of proximate order in the sense of Valiron [19], instead of a constant order. Such generalizations were first proved by Jin [11, Corollaries 6.5 and 6.6], where he considered in a more general framework of formal power series of class M.

In this paper, we consider continuous homomorphisms between spaces of entire functions given by possibly different proximate orders, and will give their differential operator representations. See Theorems 4.5 and 4.7. The characterization of continuous endomorphisms of a space given by a proximate order is then given as corollaries (Corollaries 4.6 and 4.8). By studying homomorphisms between two spaces rather than endomorphisms of one space, it is now much more visible that two proximate orders of the source and the target spaces play almost independent roles in the growth conditions for symbols. See the conditions (4.5) and (4.6) in Definition 4.2.

Note that such a differential operator representation is very important not only for the curiosity but also for the applications, since we can possibly employ a symbol theory for the study of algebraic and exponential calculus ([1,2]) in a class of operators. An example is given in Example 4.9, where we extend the previous discussions of symbol calculus and superoscillation problem in [3–5] and give a finer control of the growth of the function space of initial values.

The plan of this paper is as follows. After recalling the notion of a proximate order for a positive order in Sect. 2, we prepare topological properties of the spaces of entire functions with a given proximate order in Sect. 3. In Sect. 4, we give our main results and their proofs. Note that we use, in this paper, the terminology “continuous homomorphism” instead of “continuous linear operator”, although the latter seems more familiar in functional analysis.
2 Proximate Orders and Their Properties

We recall several notions and properties concerning the spaces of entire functions with growth order. Principally, we will follow [13].

The notion of a proximate order was introduced by G. Valiron [19].

Definition 2.1 (Proximate order) A differentiable function \( \varphi(r) \geq 0 \) defined for \( r \geq 0 \) is said to be a proximate order for the order \( \rho \geq 0 \) if it satisfies

(i) \( \lim_{r \to +\infty} \varphi(r) = \rho \),

(ii) \( \lim_{r \to +\infty} \varphi'(r)r \ln r = 0 \).

Note that in many literatures (for ex., [13,14,19]), a proximate order and its order share the same symbol like a proximate order \( \varphi(r) \) and its order \( \rho \), and they are distinguished by the existence of postfixed “(r)” or “(·)”. However, in this paper, we use different symbols \( \varphi(r) \) and \( \rho \) in order for an easy distinguishability even without a postfix.

It is well-known that if \( \rho > 0 \), there exists a large \( r_0 > 0 \) such that the function \( r\varphi(r) \) is strictly increasing on \( r > r_0 \), and tending to \( +\infty \). If moreover \( \rho > 1 \), \( r\varphi(r) - 1 \) is also strictly increasing for large \( r \), (see e.g. [14, Chapter I, Sect. 12]). We remark that these facts follow from

\[
\frac{d}{dr} r\varphi(r) = r^{\varphi(r)-1}(\varphi'(r)r \ln r + \varphi(r)).
\]

Throughout this section, \( \varphi(r) \) denotes a proximate order for a positive order \( \rho = \lim_{r \to +\infty} \varphi(r) > 0 \). As is noted in [13, p.16, Note.], we can always take another proximate order \( \tilde{\varphi}(r) \) which satisfies:

there exists a constant \( r_1 > 0 \) such that \( \hat{\varphi}(r) = \varphi(r) \) for any \( r \geq r_1 \), (2.1)

\( r \mapsto r^{\hat{\varphi}(r)} \) is strictly increasing on \( r > 0 \) and maps \((0, \infty)\) onto \((0, \infty)\). (2.2)

Definition 2.2 (Normalization of a proximate order) For a proximate order \( \varphi(r) \) for a positive order, a proximate order \( \hat{\varphi}(r) \) satisfying (2.1) and (2.2) is said to be a normalization of \( \varphi(r) \).

Though there are many choices of such \( \hat{\varphi}(r) \), we fix one \( \hat{\varphi}(r) \) for \( \varphi(r) \), and following to [13], we denote by \( r = \varphi(t) \) for \( t > 0 \), the inverse function of \( t = r^{\hat{\varphi}(r)} \) (\( r > 0 \)). As in [13, p.203], we set

\[
G_q = G_{\hat{\varphi}, q} := \frac{\varphi(q)^q}{(e\rho)^{q/\rho}}, \quad \text{for } q \in \mathbb{N},
\]

(2.3)

where they denote by \( A_q \) instead. (Note that \( \varphi(t) \) for \( t \gg 1 \) and so \( G_{\hat{\varphi}, q} \) for \( q \gg 1 \) do not depend on the choice of a normalization.) Remark that for a constant proximate order, that is, \( \varphi(r) \equiv \rho \), we take \( \hat{\varphi}(r) = \varphi(r) \equiv \rho \) and we have \( \varphi(q) = q^{1/\rho} \), which
implies

\[ G_q = \frac{q^{q^1/\rho}}{(e \rho)^{q^1/\rho}} = \left(\frac{q^q}{e^q q!}\right)^{1/\rho} \rho^{-q^1/\rho} q^{q^1/\rho} \sim \left(\rho^q \sqrt{2\pi q}\right)^{-1/\rho} q^{q^1/\rho} \sim' q^{q^1/\rho}. \]

Here we denote by \( a_q \sim b_q \) and by \( a_q \sim' b_q \) the relations \( a_q/b_q \to 1 \) and \( \ln(a_q/b_q) = O(q) \) as \( q \to \infty \) respectively.

We prepare some auxiliary properties of proximate orders.

**Lemma 2.3** There exist constants \( \kappa > 0 \) and \( B > 0 \) depending only on \( \hat{\varrho} \) such that

\[ \forall r > 0, \forall s > 0, (r + s)\hat{\varrho}(r + s) \leq \kappa (r\hat{\varrho}(r) + s\hat{\varrho}(s)) + B. \]

Precisely speaking, we can choose \( \kappa \) depending only on the order \( \rho = \lim_{r \to +\infty} \varrho(r). \)

**Proof** By [13, p.16, Proposition 1.20], for any \( \varepsilon > 0 \), we have \( R(\varepsilon) \) such that

\[ 1 \leq (r + s)\hat{\varrho}(r + s) \leq (1 + \varepsilon) (1 + s/r)k^\rho r\hat{\varrho}(r). \]

Since \( (kr)\hat{\varrho}(kr) \) is bounded on \( 1 \leq k \leq 2, 0 < r < R(\varepsilon) \), we have some \( C_\varepsilon \) such that

\[ 1 \leq (r + s)\hat{\varrho}(r + s) \leq (1 + \varepsilon) k^\rho r\hat{\varrho}(r) + C_\varepsilon. \]

Now, for any \( s \) and \( r \) satisfying \( 0 < s \leq r \), we define \( k := 1 + s/r \leq 2 \) and get

\[ (r + s)\hat{\varrho}(r + s) = (kr)\hat{\varrho}(kr) \leq (1 + \varepsilon) 2^\rho (r\hat{\varrho}(r) + s\hat{\varrho}(s)) + C_\varepsilon. \]

The inequality \( (r + s)\hat{\varrho}(r + s) \leq (1 + \varepsilon) 2^\rho (r\hat{\varrho}(r) + s\hat{\varrho}(s)) + C_\varepsilon \) also holds for \( 0 < r \leq s \) by symmetry.

To conclude the proof, it suffices to take \( \kappa > 2^\rho \) arbitrarily and \( B = C_\varepsilon \) with \( \varepsilon := \kappa/2^\rho - 1. \)

**Lemma 2.4** The sequence \( \{G_p\}_p \) is supermultiplicative, that is,

\[ G_p G_q \leq G_{p+q}, \text{ for any } p, q \in \mathbb{N}. \]

**Proof** We have the following inequality

\[
\frac{G_p G_q}{G_{p+q}} = \frac{\varphi(p)^p}{(e \rho)^{p^1/\rho}} \cdot \frac{\varphi(q)^q}{(e \rho)^{q^1/\rho}} \cdot \frac{(e \rho)^{(p+q)/\rho}}{\varphi(p+q)^{p+q}} = \left(\frac{\varphi(p)}{\varphi(p+q)}\right)^p \cdot \left(\frac{\varphi(q)}{\varphi(p+q)}\right)^q \leq 1,
\]

for \( p, q \in \mathbb{N} \), since \( \varphi(t) \) is increasing.

As for \( \varphi \), by [13, the proof of Theorem 1.23] (c.f. for example [11, the proof of Lemma 6.2]), we give
Lemma 2.5 For every $\delta > 0$ with $\delta < \frac{1}{\rho}$, there exists $T_0 > 0$ such that if $t \geq T_0$, we have

$$\left(\frac{1}{\rho} - \delta\right) \frac{d}{dt} \ln t < \frac{d}{dt} \ln \varphi(t) < \left(\frac{1}{\rho} + \delta\right) \frac{d}{dt} \ln t. \quad (2.4)$$

Lemma 2.6 For $u, t, \sigma > 0$, we define

$$y_{\sigma}(u, t) := \ln \frac{\varphi(t)}{\varphi(u)} - \sigma \frac{t}{u}.$$ 

Then for any $\sigma'$ with $0 < \sigma' < \sigma$, there exists $T_1$ such that

$$y_{\sigma}(u, t) + \frac{1}{\rho} \ln(e \rho) \leq -\frac{1}{\rho} \ln \sigma', \text{ for any } u, t \geq T_1.$$

Proof For every $\delta$ with $0 < \delta < 1/\rho$, we can apply Lemma 2.5 and get a constant $T_{\delta}$ such that

$$\left(\frac{1}{\rho} - \delta\right) \frac{d}{dt} \ln t < \frac{d}{dt} \ln \varphi(t) < \left(\frac{1}{\rho} + \delta\right) \frac{d}{dt} \ln t$$

holds for $t \geq T_{\delta}$.

By applying the integration $\int_u^t (\cdot) dt$ to the right inequality in the case $t \geq u \geq T_{\delta}$ and to the left one in the case $u \geq t \geq T_{\delta}$, we get

$$y_{\sigma}(u, t) \leq \left(\frac{1}{\rho} + \delta\right) \ln \frac{t}{u} - \sigma \frac{t}{u}, \text{ for } t \geq u \geq T_{\delta},$$

$$y_{\sigma}(u, t) \leq \left(\frac{1}{\rho} - \delta\right) \ln \frac{t}{u} - \sigma \frac{t}{u}, \text{ for } u \geq t \geq T_{\delta}.$$ 

Using the notations $v := t/u$ and

$$g_{\pm}(v) := \left(\frac{1}{\rho} \pm \delta\right) \ln v - \sigma v, \text{ for } v > 0,$$

$y_{\sigma}(u, t)$ admits the estimate

$$y_{\sigma}(u, t) \leq \max\{\sup_{v \geq 1} g_+(v), \sup_{0 < v \leq 1} g_-(v)\}, \text{ for } u, t \geq T_{\delta}.$$ 

Since

$$g_{\pm}'(v) = \left(\frac{1}{\rho} \pm \delta\right) \frac{1}{v} - \sigma = 0 \iff v = v_{\pm} := \frac{1/\rho \pm \delta}{\sigma} = \frac{1}{\sigma \rho} \pm \frac{\delta}{\sigma} > 0,$$

we have

$$\sup_{v > 0} g_{\pm}(v) = g_{\pm}(v_{\pm}) = \left(\frac{1}{\rho} \pm \delta\right) \ln \frac{1/\rho \pm \delta}{e \sigma}.$$
which implies
\[
y_{\sigma}(u, t) + \frac{1}{\rho} \ln(e \rho) \leq \max_{\pm} \left[ \left( \frac{1}{\rho} \pm \delta \right) \ln \frac{1/\rho \pm \delta}{e \sigma} + \frac{1}{\rho} \ln(e \rho) \right]
\leq \max_{\pm} \left[ \left( \frac{1}{\rho} \pm \delta \right) \ln \left( \frac{1}{\sigma} \left( \frac{1}{\rho} \pm \delta \right) \right) - \left( \frac{1}{\rho} \pm \delta \right) + \frac{1}{\rho} (1 + \ln \rho) \right]
\leq \frac{1}{\rho} \max_{\pm} \left[ (1 \pm \delta \rho) \ln \left( \frac{1}{\sigma} \left( \frac{1}{\rho} \pm \delta \right) \right) \mp \delta \rho + \ln \rho \right].
\]
for any \( u, t \geq T_\delta \).
We can rewrite the estimate above as
\[
y_{\sigma}(u, t) + \frac{1}{\rho} \ln(e \rho) \leq \frac{1}{\rho} \max_{\pm} \tilde{y}(\pm \delta),
\]
by defining
\[
\tilde{y}(\delta) := (1 + \delta \rho) \ln \left( \frac{1}{\sigma} \left( \frac{1}{\rho} + \delta \right) \right) - \delta \rho + \ln \rho.
\]
Note that for arbitrarily fixed \( \rho \) and \( \sigma \), the function \( \tilde{y}(\delta) \) is continuous in \( \delta \) with \( |\delta| < 1/\rho \), and satisfies \( \tilde{y}(0) = -\ln \sigma \). Therefore, for any given \( \sigma' \) with \( 0 < \sigma' < \sigma \), we have \( -\ln \sigma' > -\ln \sigma \), and we can choose a sufficiently small \( \delta := \delta(\sigma') > 0 \) satisfying
\[
\max_{\pm} \tilde{y}(\pm \delta) \leq -\ln \sigma'.
\]
Therefore, for any \( \sigma' \) with \( 0 < \sigma' < \sigma \), we take such a choice of \( \delta := \delta(\sigma') \) and define \( T_1 := T_{\delta(\sigma')} \). Then, we have,
\[
y_{\sigma}(u, t) + \frac{1}{\rho} \ln(e \rho) \leq -\frac{1}{\rho} \ln \sigma', \quad \text{for any } u, t \geq T_1,
\]
which concludes the proof. \( \square \)

### 3 Spaces of Entire Functions with Growth Given by a Proximate Order

We use the standard notations around multi-indices. For multi-indices \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n) \), \( \beta = (\beta_1, \beta_2, \ldots, \beta_n) \in \mathbb{N}^n \) with \( \mathbb{N} := \{0, 1, 2, 3, \ldots\} \) and \( z = (z_1, z_2, \ldots, z_n) \in \mathbb{C}^n \), we set:
\[
|\alpha| := \alpha_1 + \alpha_2 + \cdots + \alpha_n, \quad \alpha! := \alpha_1! \alpha_2! \cdots \alpha_n!, \quad \left( \frac{\alpha}{\beta} \right) := \frac{\alpha!}{(\alpha - \beta)! \beta!}
\]
\[
|z| := \sqrt{|z_1|^2 + |z_2|^2 + \cdots + |z_n|^n}, \quad \partial_z^\alpha := \partial_{z_1^{\alpha_1}} \partial_{z_2^{\alpha_2}} \cdots \partial_{z_n^{\alpha_n}}.
\]

\[
\]
Let $\varrho(r)$ be a proximate order for a positive order $\rho > 0$. For any $\sigma > 0$, we consider the Banach space

$$A_{\varrho,\sigma} := \{ f \in O(\mathbb{C}^n) \mid \| f \|_{\varrho,\sigma} := \sup_{z \in \mathbb{C}^n} |f(z)| \exp(-\sigma |z|^{\varrho(|z|)}) < \infty \}$$

with the norm $\| \cdot \|_{\varrho,\sigma}$.

In the sequel, for the simplicity, we will sometimes write $w_\sigma(z) := \sigma |z|^{\varrho(|z|)}$. By the meaning of [15, the proof of Lemme 1], we have:

**Lemma 3.1** If $\sigma_2 > \sigma_1 > 0$, the inclusion map $A_{\varrho,\sigma_1} \hookrightarrow A_{\varrho,\sigma_2}$ is compact.

**Proof** Set the unit ball with respect to $w_\sigma_1$:

$$B := \{ f \in A_{\varrho,\sigma_1} \mid \| f \|_{\varrho,\sigma_1} \leq 1 \}$$

and we will show $B$ is relatively compact in $A_{\varrho,\sigma_2}$: for this, it is sufficient to prove that any sequence $\{ f_k \} \subset B$ has an accumulation point.

First remark that $B$ is compact in $C(\mathbb{C}^n)$ by the Ascoli-Arzelà Theorem: in fact, for any compact convex set $K \subset \mathbb{C}^n \simeq \mathbb{R}^{2n}$ and $f \in B$, for $\forall x, y \in K$, we have

$$|f(x) - f(y)| \leq C \cdot |x - y|$$

with $C := \sup_{u \in K} |\nabla f(u)|$. As $f \in B \subset A_{\varrho,\sigma_2} \subset O(\mathbb{C}^n)$, by the Cauchy’s inequality, we have $\exists C_K > 0$ such that $\sup_{x \in K} |\nabla f(x)| \leq C_K$ ($f \in B$) and thus $B$ is equicontinuous in $C(\mathbb{C}^n)$. As $B$ is also bounded in $C(\mathbb{C}^n)$, we have the conclusion.

Therefore, (replacing with a sub-sequence), we may assume $\{ f_k \} \subset B$ converges to $f \in B$ in $C(\mathbb{C}^n)$ with the compact convergence topology.

Next we will show $\forall \delta > 0, \exists R > 0$ such that

$$e^{w_{\sigma_1}(z) - w_{\sigma_2}(z)} < \frac{\delta}{2}, \text{ for } |z| > R.$$

This follows from

$$w_{\sigma_2}(z) - w_{\sigma_1}(z) = (\sigma_2 - \sigma_1) |z|^{\varrho(|z|)} \to \infty \text{ as } |z| \to \infty.$$ 

Thus we have for $|z| > R$,

$$|f_k(z) - f_l(z)| e^{-w_{\sigma_2}(z)} = |f_k(z) - f_l(z)| e^{-w_{\sigma_1}(z)} \cdot e^{w_{\sigma_1}(z) - w_{\sigma_2}(z)} \leq \| f_k - f_l \|_{\varrho,\sigma_1} \frac{\delta}{2} \leq 2 \cdot \frac{\delta}{2} = \delta.$$ 

We know, from the convergence in $C(\mathbb{C}^n)$ that

$$\exists N > 0, \forall k \geq \forall l \geq N, \sup_{|z| \leq R} |f_k(z) - f_l(z)| e^{-w_{\sigma_2}(z)} \leq \sup_{|z| \leq R} |f_k(z) - f_l(z)| < \delta.$$
Therefore for all \( z \in \mathbb{C}^n \), we have \(|f_k(z) - f_l(z)|e^{-u_\sigma(z)} < \delta\), or

\[
\|f_k - f_l\|_{\rho, \sigma_2} < \delta,
\]

for \( k \geq l \geq N \). As \( A_{\rho, \sigma_2} \) is a Banach space, we have \( f_k \to f \) in \( A_{\rho, \sigma_2} \). \( \square \)

**Definition 3.2 (The spaces \( A_{\rho} \) and \( A_{\rho, +0} \))** We define the space

\[
A_{\rho} := \lim_{\sigma \to 0} A_{\rho, \sigma}
\]

of entire functions at most of normal type with respect to the proximate order \( \rho(r) \). By the preceding Lemma 3.1, this space is a (DFS)-space, which can be seen by taking an increasing sequence \( (\sigma_j) \) tending to \(+\infty\) instead of all \( \sigma > 0 \). See \([6, Definition 2.2.1 and Section 2.6]\) for the one-variable case. We also define, as in \([15]\),

\[
A_{\rho, \sigma +0} := \lim_{\varepsilon \to 0} A_{\rho, \sigma +\varepsilon}
\]

the locally convex space of entire functions at most of type \( \sigma \geq 0 \) with respect to a proximate order \( \rho(r) \), which is (by taking a decreasing sequence \( (\varepsilon_j) \) tending to \( 0 \) instead of all \( \varepsilon > 0 \)), an (FS)-space by the preceding Lemma 3.1. In particular, if \( \sigma = 0 \), the space \( A_{\rho, +0} \) is the locally convex space of entire functions at most of minimal type with respect to the proximate order \( \rho(r) \).

Let \( \hat{\rho}(r) \) be a normalization of \( \rho(r) \). Throughout this section, we fix it and define \( \varphi(t) \) and \( G_{\hat{\rho}, q} \) according to \( \hat{\rho} \).

Then, for any \( \sigma > 0 \), the Banach space \( A_{\hat{\rho}, \sigma} \) coincides with \( A_{\rho, \sigma} \) as subspaces of \( \mathcal{O}(\mathbb{C}^n) \), and \( \|\cdot\|_{\hat{\rho}, \sigma} \) becomes an equivalent norm with \( \|\cdot\|_{\rho, \sigma} \). In fact, it follows from \((2.1)\), that

\[
c(\rho, \hat{\rho}) := \sup_{r > 0} \left| r^{\hat{\rho}(r)} - r^{\rho(r)} \right| < +\infty,
\]

which implies

\[
e^{-\sigma c(\rho, \hat{\rho})} \|f\|_{\hat{\rho}, \sigma} \leq \|f\|_{\rho, \sigma} \leq e^{\sigma c(\rho, \hat{\rho})} \|f\|_{\hat{\rho}, \sigma}.
\]

Therefore, \( A_{\hat{\rho}, \sigma} \) and \( A_{\rho, \sigma} \) are homeomorphic.

As a conclusion, the spaces \( A_{\rho} \) and \( A_{\hat{\rho}} \) coincide and they share the same locally convex topologies as well, and the same holds for \( A_{\rho, +0} \) and \( A_{\hat{\rho}, \sigma +0} \). In particular, an entire function is of type \( \sigma \) with respect to \( \rho(r) \) if and only if it is of the same type with respect to a normalization of \( \rho(r) \).

We recall a theorem of \([13]\):

**Theorem 3.3 ([13, Theorem 1.23])** Let \( f(z) = \sum f_\alpha z^\alpha \in \mathcal{O}(\mathbb{C}^n) \) be an entire function of finite order \( \rho > 0 \) and of proximate order \( \rho(r) \). Then its type \( \sigma \) with respect to \( \rho(r) \) is given by

\[
\frac{1}{\rho} \ln \sigma = \limsup_{q \to \infty} \left( \frac{1}{q} \ln K_q + \ln \varphi(q) \right) - \frac{1}{\rho} - \frac{\ln \rho}{\rho}
\]

where \( K_q := \sup_{|z| \leq 1} |\sum |\alpha| = q f_\alpha z^\alpha| \).
Using the above Theorem, we have several characterizations for an entire function to belong to the spaces given in Definition 3.2. For the proof of Lemma 3.4, Corollary 3.5 and Proposition 3.6 below, we refer to [9, Section 3].

**Lemma 3.4** ([9, Lemma 2]) An entire function \( f(z) = \sum f_\alpha z^\alpha \in \mathcal{O}(\mathbb{C}^n) \) belongs to \( A_{\varrho,\sigma+0} \) if and only if we have

\[
\limsup_{q \to \infty} (K_q G^*_{\varrho,q})^{\rho/q} \leq \sigma
\]  

where \( K_q := \sup_{|z| \leq 1} \left| \sum |\alpha| = q f_\alpha z^\alpha \right| \).

**Corollary 3.5** ([9, Corollary 1]) If \( f(z) = \sum f_\alpha z^\alpha \in \mathcal{O}(\mathbb{C}^n) \) belongs to \( f \in A_{\varrho,\sigma+0} \),

then we have

\[
\limsup_{q \to \infty} \left( \max_{|\alpha| = q} |f_\alpha| G^*_{\varrho,q} \right)^{\rho/q} \leq \sqrt{n} \rho \sigma.
\]  

Conversely, if \( \{ f_\alpha \} \) satisfies (3.6), then we have \( f(z) \in A_{\varrho,\sqrt{n} \rho \sigma+0} \).

By the corollary, we have

**Proposition 3.6** ([9, Proposition 1]) An entire function \( f(z) = \sum f_\alpha z^\alpha \in \mathcal{O}(\mathbb{C}^n) \) belongs to \( A_{\varrho} \) if and only if we have

\[
\limsup_{q \to \infty} \left( \max_{|\alpha| = q} |f_\alpha| G^*_{\varrho,q} \right)^{\rho/q} < \infty.
\]  

We prepare some estimates of norms of monomials. (C.f. [10, Lemma 5.1]).

**Lemma 3.7** Suppose \( \rho > 0 \). For any \( \sigma \) and \( \sigma' \) with \( 0 < \sigma' < \sigma \), there exists \( C > 0 \) such that for any \( \beta \in \mathbb{N}^n \), we have

\[
\| z^\beta \|_{\varrho,\sigma} \leq C \sigma'^{-|\beta|/\rho} G^*_{\varrho,|\beta|}.
\]  

**Proof** In this proof, we use the abbreviation \( G_q \) for \( G^*_{\varrho,q} \).

Since the norms \( \| \cdot \|_{\varrho,\sigma} \) and \( \| \cdot \|_{\varrho,\sigma'} \) are equivalent, we may assume from the beginning that \( \varphi(r) \) satisfies (2.2) and \( \varrho(r) \equiv \varrho(r) \).

We will first prove

\[
|z^\beta e^{-w_\varphi(z)}| \leq \sigma'^{-|\beta|/\rho} G^*_{\varrho,|\beta|}
\]

for sufficiently large \( |z| \) and \( |\beta| \). Recall that \( r = \varphi(t) \) denotes the inverse function of \( t = r e^{\varphi(r)} \). Setting \( q := |\beta| \) and \( r = |z| = \varphi(t) \), we have

\[
|z^\beta e^{-w_\varphi(z)}| G_q^{-1} \leq r^q e^{-\sigma r e^{\varphi(r)}} G_q^{-1}
\]

\[
= \exp(q \ln \varphi(t) - \sigma t - \ln G_q)
\]

\[
= \exp\left[ q\left\{ \ln \varphi(t) - \sigma \frac{t}{q} - \ln \varphi(q) + \frac{1}{\rho} \ln(e\rho) \right\} \right]
\]

\[
= \exp\left[ q\left\{ \frac{\ln \varphi(t)}{\varphi(q)} - \sigma \frac{t}{q} + \frac{1}{\rho} \ln(e\rho) \right\} \right].
\]
Applying Lemma 2.6 to
\[ y_\sigma(u, t) := \ln \frac{\varphi(t)}{\varphi(u)} - \frac{t}{u} \]
and \( \sigma' \) with \( 0 < \sigma' < \sigma \), we get \( T_1 > 0 \) such that
\[ y_\sigma(u, t) + \frac{1}{\rho} \ln(e^\rho) \leq -\frac{1}{\rho} \ln \sigma', \quad \text{for any } u, t \geq T_1, \]
and therefore that
\[ |z^\beta e^{-w_\sigma(z)}| G_q^{-1} \leq \exp\left( -\frac{q}{\rho} \ln \sigma' \right) = \sigma'^{-q/\rho}, \quad \text{for } |\beta| = q \geq T_1, |z| \geq \varphi(T_1). \quad (3.9) \]

Next we consider the case \( |z| \leq \varphi(T_1), |\beta| = q \gg 1 \). Similarly, we have, for \( |z| = r \),
\[ |z^\beta e^{-w_\sigma(z)}| G_q^{-1} \leq r^q e^{-\sigma r^{\varrho(r)} G_q^{-1}} \]
\[ = \exp(q \ln r - \sigma r^{\varrho(r)} - \ln G_q) \]
\[ = \exp\left[ q \left\{ \ln \frac{\varphi(t)}{\varphi(q)} - \sigma \frac{t}{q} + \frac{1}{\rho} \ln(e^\rho) \right\} \right] \]
\[ = \exp\left[ q \left\{ \ln \frac{\varphi(T_1)}{\varphi(q)} + \frac{1}{\rho} \ln(e^\rho) \right\} \right] \]
\[ \leq \exp\left[ q \left\{ \ln \frac{\varphi(T_1)}{\varphi(q)} + \frac{1}{\rho} \ln(e^\rho) \right\} \right]. \]

Here at the last inequality, we used \( r = \varphi(t) \leq \varphi(T_1) \) and neglected the non-positive term \( -\sigma t/q \). Note that for any given \( \sigma' > 0 \), we can take \( T_2 \geq T_1 \) such that
\[ \ln \frac{\varphi(T_1)}{\varphi(T_2)} + \frac{1}{\rho} \ln(e^\rho) \leq -\frac{1}{\rho} \ln \sigma', \]
and therefore that
\[ |z^\beta e^{-w_\sigma(z)}| G_q^{-1} \leq \sigma'^{-q/\rho}, \quad \text{for } |\beta| = q \geq T_2, |z| \leq \varphi(T_1). \quad (3.10) \]

These two inequalities (3.9) and (3.10) imply
\[ |z^\beta e^{-w_\sigma(z)}| G_q^{-1} \leq \sigma'^{-q/\rho}, \quad \text{for } |\beta| = q \geq T_2, z \in \mathbb{C}^n, \]
or,
\[ ||z^\beta||_{\varrho, \sigma} \leq \sigma'^{-|\beta|/\rho} G|\beta|, \quad \text{for } |\beta| \geq T_2. \]

We know already that \( ||z^\beta||_{\varrho, \sigma} < +\infty \) for any \( \beta \). Therefore, under the choice of \( C \) with
\[ C \geq \max \left\{ 1, \max_{|\beta| < T_2} ||z^\beta||_{\varrho, \sigma} G^{-1}_{|\beta|} \sigma'^{|\beta|/\rho} \right\}, \]
we get the estimate (3.8).

We also prepare some estimates of differential operators.

**Lemma 3.8** There exists a constant $\kappa$ depending only on $\rho$ for which the following statement holds: For any $\sigma > 0$, we can take $C(\sigma)$ such that for any $f \in A_{\hat{\varrho}, \sigma}$, and any $\alpha \in \mathbb{N}^n$, the inequality

$$1 \frac{\| \partial^\alpha_z f(z) \|_{\hat{\varrho}, \kappa \sigma}}{\alpha!} \leq C(\sigma) \frac{\| f \|_{\hat{\varrho}, \sigma}}{G_{\hat{\varrho}, q}^{(2\kappa n^{p/2})q/\rho}}$$

holds. Here we denote $q = |\alpha|$. (C.f. [3, Lemma 2.1]).

**Proof** First we apply Lemma 2.3 to $\hat{\varrho}(r)$, and get constants $\kappa$ and $B$ such that

$$(r + s)\hat{\varrho}(r + s) \leq \kappa (r \hat{\varrho}(r) + s \hat{\varrho}(s)) + B, \quad \text{for } r, s > 0.$$ 

Note that $\kappa$ depends only on $\rho$ while $B$ depends on $\hat{\varrho}(r)$. The Cauchy estimate gives us, for $|z| \leq r$, $|\alpha| = q$,

$$\frac{\| \partial^\alpha_z f(z) \|}{\alpha!} \leq \inf_{s > 0} \frac{1}{(s/\sqrt{n})^{\alpha}} \max_{|\zeta| = (s/\sqrt{n})} |f(z + \zeta)|$$

$$\leq \| f \|_{\hat{\varrho}, \sigma} \inf_{s > 0} \frac{n^{q/2}}{s^q} \text{exp}(\sigma (r + s)\hat{\varrho}(r + s))$$

$$\leq \| f \|_{\hat{\varrho}, \sigma} \inf_{s > 0} \frac{n^{q/2}}{s^q} \text{exp}(\kappa \sigma (r \hat{\varrho}(r) + s \hat{\varrho}(s)) + B\sigma)$$

$$= e^{B\sigma} \| f \|_{\hat{\varrho}, \sigma} \text{exp}(\kappa \sigma r \hat{\varrho}(r)) n^{q/2} \inf_{s > 0} \frac{\text{exp}(\kappa \sigma s \hat{\varrho}(s))}{s^q}.$$ 

The infimum can be estimated as

$$\inf_{s > 0} \frac{\text{exp}(\kappa \sigma s \hat{\varrho}(s))}{s^q} \leq \inf_{t > 0} \frac{\text{exp}(\kappa \sigma t)}{\varphi(t)^q} \leq \frac{\text{exp}(\kappa \sigma t)}{\varphi(t)^q} \bigg|_{t = q/(\kappa \sigma \rho)} \leq \frac{e^{q/\rho}}{\varphi(q/(\kappa \sigma \rho))^q}.$$ 

Therefore, we have

$$\frac{\| \partial^\alpha_z f(z) \|}{\alpha!} \leq e^{B\sigma} \| f \|_{\hat{\varrho}, \sigma} \text{exp}(\kappa \sigma r \hat{\varrho}(r)) \frac{(n^{p/2}e)^{q/\rho}}{\varphi(q)^q} \cdot \left( \frac{\varphi(q)}{\varphi(q/(\kappa \sigma \rho))} \right)^q.$$ 

It follows from

$$\lim_{q \to \infty} \frac{\varphi(q)}{\varphi(q/(\kappa \sigma \rho))} = (\kappa \sigma \rho)^{1/\rho}$$
(see [14, p.42, (1.58)]), that there exists $C(\sigma)$ depending on $\sigma$ and $\hat{\rho}$ such that

$$e^{B_\sigma \left( \frac{\varphi(q)}{\varphi(q/(\kappa \sigma \rho))} \right)^q} \leq C(\sigma)(2\kappa \sigma \rho)^{q/\rho}.$$ 

Therefore, we have

$$\left| \frac{\partial^\alpha f(z)}{\alpha!} \right| \leq C(\sigma) \| f \|_{\hat{\rho}, \sigma} \exp(\kappa \sigma r_{\hat{\rho}}(r)) \frac{(n^{p/2}e)^{q/\rho}}{\varphi(q)^q} (2\kappa \sigma \rho)^{q/\rho}$$

which conclude the proof.

By these preparations, we give

**Proposition 3.9** For an entire function $f(z)$ belonging to $A_{\hat{\rho}, \sigma+0}$, its Taylor expansion

$$\sum_{\alpha \in \mathbb{N}^n} f_{\alpha} z^{\alpha}$$

converges to $f(z)$ in the space $A_{\hat{\rho}, \sqrt{n^{p}}\sigma+0}$. In particular, the set of polynomials $\mathbb{C}[z]$ is dense in $A_{\hat{\rho}, +0}$ and also dense in $A_{\hat{\rho}}$.

**Proof** For the former statement, it suffices to show that $\sum_{\alpha \in \mathbb{N}^n} \| f_{\alpha} z^{\alpha} \|_{\hat{\rho}, \sqrt{n^{p}}(\sigma+\varepsilon)}$ is finite for any $\varepsilon > 0$.

By Lemma 3.7, there exists a constant $C_0$ such that

$$\| z^{\alpha} \|_{\hat{\rho}, \sqrt{n^{p}}(\sigma+\varepsilon)} \leq C_0 (\sqrt{n^{p}}(\sigma+\varepsilon/2))^{-|\alpha|/\rho} G_{\hat{\rho}, |\alpha|}, \text{ for any } \alpha \in \mathbb{N}^n.$$ 

On the other hand, by Corollary 3.5, there is a constant $C_1$ such that

$$\max_{|\alpha|=q} | f_{\alpha} | G_{\hat{\rho}, q} \leq C_1 (\sqrt{n^{p}}(\sigma+\varepsilon/4))^{q/\rho}, \text{ for any } \alpha \in \mathbb{N}^n.$$ 

Therefore, we have

$$\sum_{\alpha \in \mathbb{N}^n} \| f_{\alpha} z^{\alpha} \|_{\hat{\rho}, \sqrt{n^{p}}(\sigma+\varepsilon)} = \sum_{q \in \mathbb{N}} \sum_{|\alpha|=q} | f_{\alpha} | G_{\hat{\rho}, q} \cdot \| z^{\alpha} \|_{\hat{\rho}, \sqrt{n^{p}}(\sigma+\varepsilon)} / G_{\hat{\rho}, q}$$

$$\leq \sum_{q \in \mathbb{N}} \sum_{|\alpha|=q} C_0 (\sqrt{n^{p}}(\sigma+\varepsilon/2))^{-q/\rho} C_1 (\sqrt{n^{p}}(\sigma+\varepsilon/4))^{q/\rho}$$

$$\leq C_0 C_1 \sum_{q \in \mathbb{N}} n H_q \left( \frac{\sigma+\varepsilon/4}{\sigma+\varepsilon/2} \right)^{q/\rho}$$

$$< +\infty.$$ 

Here we used $0 < \frac{\sigma+\varepsilon/4}{\sigma+\varepsilon/2} < 1$ and

$$n H_q := \sum_{|\alpha|=q} 1 = \binom{n + q - 1}{q} \leq (q + 1)^{n-1}. \quad (3.11)$$
For the latter statement in the case $f \in A_{\varrho,+0}$, it follows from the former with $\sigma = 0$ that
\[
\lim_{q \to \infty} \sum_{|\alpha| \leq q} f_\alpha z^\alpha = f(z),
\]
in the space $A_{\varrho,+0}$.
In the case $f \in A_{\varrho,}$, there exists $\sigma$ such that $f \in A_{\varrho,\sigma+0}$. Then the same convergence holds in the space $A_{\varrho,\sqrt{n^\alpha} \sigma+0}$, and therefore in the space $A_{\varrho}$.

\section*{4 Differential Operator Representations of Continuous Homomorphisms}

Before studying continuous homomorphisms between $A_{\varrho_i}$ ($i = 1, 2$) and those between $A_{\varrho_i,+0}$ ($i = 1, 2$), we prepare a differential operator representation of homomorphisms from $\mathbb{C}[z]$ to $\mathbb{C}[[z]]$. We define the space of formal differential operators of infinite order with coefficients in $\mathbb{C}[[z]]$ by
\[
\hat{D} := \{ P = \sum_{\alpha \in \mathbb{N}^n} a_\alpha(z) \partial_z^\alpha \mid a_\alpha(z) \in \mathbb{C}[[z]] \}.
\]
Note that $\hat{D}$ is linearly isomorphic to $\prod_{\alpha \in \mathbb{N}^n} \mathbb{C}[[z]]$, by the correspondence
\[
\sum_{\alpha \in \mathbb{N}^n} a_\alpha(z) \partial_z^\alpha \mapsto (a_\alpha(z))_{\alpha \in \mathbb{N}^n}.
\]

\begin{proposition}
There are two linear isomorphisms:
\[
\hat{D} \xrightarrow{\sim} \text{Hom}_{\mathbb{C}}(\mathbb{C}[z], \mathbb{C}[[z]]) \xrightarrow{\sim} \prod_{\beta \in \mathbb{N}^n} \mathbb{C}[[z]],
\]
where the first and second mappings are given by
\[
\sum_{\alpha \in \mathbb{N}^n} a_\alpha(z) \partial_z^\alpha \mapsto \left( \mathbb{C}[z] \ni \sum_{\gamma} f_\gamma z^\gamma \mapsto \sum_{\alpha \leq \gamma} a_\alpha(z) \frac{f_\gamma z^{\gamma - \alpha}}{(\gamma - \alpha)!} \in \mathbb{C}[[z]] \right),
\]
\[
F \mapsto (Fz^\beta/\beta!)_{\beta \in \mathbb{N}^n},
\]
respectively.
\end{proposition}

\begin{proof}
We can easily see that both mappings are injective linear mappings between vector spaces and that their composition is given by
\[
\sum_{\alpha \in \mathbb{N}^n} a_\alpha(z) \partial_z^\alpha \mapsto \left( \sum_{\alpha \leq \beta} a_\alpha(z) \frac{z^{\beta - \alpha}}{(\beta - \alpha)!} \right)_{\beta \in \mathbb{N}^n}.
\]
\end{proof}
Therefore, it suffices to show that the relation
\[ b_\beta(z) = \sum_{\alpha \leq \beta} a_\alpha(z) \frac{z^{\beta - \alpha}}{(\beta - \alpha)!}, \quad \beta \in \mathbb{N}^n, \] (4.1)
induces a bijection
\[ \prod_{\alpha \in \mathbb{N}^n} \mathbb{C}[[z]] \ni (a_\alpha(z))_{\alpha \in \mathbb{N}^n} \mapsto (b_\beta(z))_{\beta \in \mathbb{N}^n} \in \prod_{\beta \in \mathbb{N}^n} \mathbb{C}[[z]]. \]
This follows from the fact that the relation (4.1) can be inverted as
\[ a_\alpha(z) = \sum_{\beta \geq \alpha} b_\beta(z) \frac{(-z)^{\alpha - \beta}}{(\alpha - \beta)!}, \quad \alpha \in \mathbb{N}^n. \] (4.2)
(C.f. [3, the proof of Theorem 3.3]). In fact, we can calculate the \( \gamma \)-element of the image of \((a_\alpha(z))_\alpha\) by the composition of (4.2) and (4.1) as
\[ \sum_{\beta \leq \gamma} \sum_{\alpha \leq \beta} a_\alpha(z) \frac{z^{\beta - \alpha}}{(\beta - \alpha)!} \frac{(-z)^{\gamma - \beta}}{(\gamma - \beta)!} = \sum_{\alpha \leq \gamma} a_\alpha(z) \frac{(z - z)^{\gamma - \alpha}}{(\gamma - \alpha)!} = a_\gamma(z), \]
which implies the composition is the identity. We can similarly show that the composition of (4.1) and (4.2) is the identity. \( \Box \)

Now we study continuous homomorphisms from \( A_{\varrho_1} \) to \( A_{\varrho_2} \) and those from \( A_{\varrho_1, +0} \) to \( A_{\varrho_2, +0} \), where \( \varrho_i \) (\( i = 1, 2 \)) are two proximate orders for positive orders \( \rho_i = \lim_{r \to \infty} \varrho_i(r) > 0 \) satisfying
\[ r^{\varrho_1(r)} = O(r^{\varrho_2(r)}), \quad \text{as } r \to \infty. \] (4.3)
For such \( \varrho_i \) (\( i = 1, 2 \)), we define two subspaces of \( \hat{\mathbb{D}} \).

**Definition 4.2** Let \( \varrho_i \) (\( i = 1, 2 \)) be two proximate orders for orders \( \rho_i > 0 \) satisfying (4.3). We take a normalization \( \hat{\varrho}_1 \) of \( \varrho_1 \) as in Definition 2.2 and \( G_{\hat{\varrho}_1, q} \) by (2.3). We denote by \( D_{\varrho_1 \to \varrho_2} \) and by \( D_{\varrho_1 \to \varrho_2, 0} \) the sets of all formal differential operator \( P \) of the form
\[ P = \sum_{\alpha \in \mathbb{N}^n} a_\alpha(z) \partial_z^\alpha, \] (4.4)
where the multisequence \((a_\alpha(z))_{\alpha \in \mathbb{N}^n} \subset A_{\varrho_2}\) satisfies
\[ \forall \lambda > 0, \exists \sigma > 0, \exists C > 0, \forall \alpha \in \mathbb{N}^n, \| a_\alpha \|_{\varrho_2, \sigma} \leq C \frac{G_{\hat{\varrho}_1, |\alpha|}}{\alpha!} \lambda^{|\alpha|}, \] (4.5)
and
\[ \forall \sigma > 0, \exists \lambda > 0, \exists C > 0, \forall \alpha \in \mathbb{N}^n, \| a_\alpha \|_{\varrho_2, \sigma} \leq C \frac{G_{\hat{\varrho}_1, |\alpha|}}{\alpha!} \lambda^{|\alpha|}, \] (4.6)
respectively. Note that in the latter case, each \( a_\alpha \) belongs to \( A_\varrho, +0 \).

For the case \( \varrho_1 = \varrho_2 \), we denote \( D_{\varrho_1 \rightarrow \varrho_2} \) by \( D_0 \), and \( D_{\varrho_1 \rightarrow \varrho_0} \) by \( D_{\varrho,0} \). That is,

**Definition 4.3** Let \( \varrho \) be a proximate order for an order \( \rho > 0 \). We take a normalization \( \hat{\varrho} \) and a sequence \( G_{\hat{\varrho},q} \), given by Definition 2.2 and (2.3). We denote by \( D_{\varrho} \) and by \( D_{\varrho,0} \) the sets of all formal differential operator \( P \) of the form

\[
P = \sum_{\alpha \in \mathbb{N}^n} a_\alpha(z) \partial_\alpha^\alpha,
\]

where the multisequence \( (a_\alpha(z))_{\alpha \in \mathbb{N}^n} \subset A_\varrho \) satisfies

\[
\forall \lambda > 0, \exists \sigma > 0, \exists C > 0, \forall \alpha \in \mathbb{N}^n, \|a_\alpha\|_{\varrho, \sigma} \leq C \frac{G_{\hat{\varrho},|\alpha|} \lambda^{|\alpha|}}{\alpha!}, \tag{4.7}
\]

and

\[
\forall \sigma > 0, \exists \lambda > 0, \exists C > 0, \forall \alpha \in \mathbb{N}^n, \|a_\alpha\|_{\varrho, \sigma} \leq C \frac{G_{\hat{\varrho},|\alpha|} \lambda^{|\alpha|}}{\alpha!}, \tag{4.8}
\]

respectively. Note also that in the latter case, each \( a_\alpha \) belongs to \( A_\varrho, +0 \).

Note that the definitions above are well-defined, that is, they do not depend on the choice of normalizations of \( \varrho_1 \) and \( \varrho_2 \).

**Remark 4.4** By adding \( \ln c / \ln r \) for a constant \( c > 0 \) (with a suitable modification near \( r = 0 \)) to a proximate order \( \varrho_2(r) \) with order \( \rho_2 \), we get a new proximate order \( \tilde{\varrho}_2(r) \) for the same order \( \rho_2 \) satisfying \( \tilde{\varrho}_2(r) = \varrho_2(r) + \ln c / \ln r \) for \( r \gg 1 \), that is, \( r^{\tilde{\varrho}_2(r)} = cr^{\varrho_2(r)} \) eventually. Then \( \|\cdot\|_{\varrho_2, \sigma} \) and \( \|\cdot\|_{\tilde{\varrho}_2, c\sigma} \) become equivalent norms for \( \sigma > 0 \), and the spaces \( A_{\varrho_2} \) and \( A_{\tilde{\varrho}_2, +0} \) are homeomorphic to \( A_{\varrho_2} \) and \( A_{\varrho_2, +0} \) respectively. By taking sufficiently large \( c \), we can take \( \tilde{\varrho}_2 \) as

\[
\varrho_1(r) \leq \tilde{\varrho}_2(r), \quad \text{for } r \geq r_0
\]

for a suitable \( r_0 \), and we can choose normalizations \( \hat{\varrho}_1 \) of \( \varrho_1 \) and \( \hat{\varrho}_2 \) of \( \tilde{\varrho}_2 \) as

(i) \( \hat{\varrho}_1(r) \leq \hat{\varrho}_2(r) \) for \( r \geq 0 \).

Since a proximate order and its normalization define equivalent norms, we have

(ii) \( \|\cdot\|_{\hat{\varrho}_2, \sigma} \) and \( \|\cdot\|_{\hat{\varrho}_2, c\sigma} \) are equivalent for any \( c > 0 \),

(iii) \( D_{\varrho_1 \rightarrow \varrho_2} = D_{\hat{\varrho}_1 \rightarrow \hat{\varrho}_2}, D_{\varrho_1 \rightarrow \varrho_2, 0} = D_{\hat{\varrho}_1 \rightarrow \hat{\varrho}_2, 0} \).

Note further that Theorems 4.5 and 4.7 below are not affected by the replacement of \( \varrho_1 \) and \( \varrho_2 \) by \( \hat{\varrho}_1 \) and \( \hat{\varrho}_2 \).

Now we will prove:

**Theorem 4.5** Let \( \rho_i \) \( (i = 1, 2) \) be two proximate orders for orders \( \rho_i > 0 \) satisfying (4.3).
(i) Suppose that \( P \in D_{\varrho_1 \rightarrow \varrho_2} \) has the form (4.4). For an entire function \( f \in A_{\varrho_1} \),
\[
P f := \sum_{\alpha} a_{\alpha}(z) \partial_\alpha f
\]
converges and \( P f \in A_{\varrho_2} \). Moreover, \( f \mapsto P f \) defines a continuous homomorphism \( P : A_{\varrho_1} \rightarrow A_{\varrho_2} \).

(ii) Let \( F : A_{\varrho_1} \rightarrow A_{\varrho_2} \) be a continuous homomorphism. Then there is a unique \( P \in D_{\varrho_1 \rightarrow \varrho_2} \) such that \( F f = P f \) holds for any \( f \in A_{\varrho_1} \).

Proof We can replace \( \varrho_i \) by \( \hat{\varrho}_i \) \( (i = 1, 2) \) as in Remark 4.4, and we may assume from the beginning that \( \varrho_i \) \( (i = 1, 2) \) are normalized proximate orders satisfying
\[
\varrho_1(r) \leq \varrho_2(r), \quad \text{for } r \geq 0,
\]
which implies
\[
\| f \|_{\varrho_2, \tau} \leq \| f \|_{\varrho_1, \tau} \quad (4.9)
\]
for any \( f \) and \( \tau > 0 \).

(i) Using Lemma 3.8 and the estimate (4.5) for \((a_{\alpha}(z))_{\alpha \in \mathbb{N}^n} \) in Definition 4.2, we have a constant \( \kappa = \kappa(\varrho_1) \) depending only on \( \varrho_1 \) such that for any \( \varepsilon > 0, \tau > 0 \) there exists positive constants \( \sigma(\varepsilon), C(\varepsilon) \) and \( C'(\tau) \) with the estimate
\[
\sum_{\alpha \in \mathbb{N}^n} \| a_{\alpha} \partial_\alpha f \|_{\varrho_2, \sigma(\varepsilon) + \kappa \tau} \leq \sum_{\alpha \in \mathbb{N}^n} \| a_{\alpha} \|_{\varrho_2, \sigma(\varepsilon)} \| \partial_\alpha f \|_{\varrho_2, \kappa \tau} \\
\leq \sum_{\alpha \in \mathbb{N}^n} \| a_{\alpha} \|_{\varrho_2, \sigma(\varepsilon)} \| \partial_\alpha f \|_{\varrho_1, \kappa \tau} \\
\leq \sum_{\alpha \in \mathbb{N}^n} C(\varepsilon) G_{\varrho_1, |\alpha|} \alpha! \varepsilon^{|\alpha|} \cdot C'(\tau) \| f \|_{\varrho_1, \tau} \alpha! G_{\varrho_1, |\alpha|} \left(2\kappa n^{\rho_1/2} \tau\right)^{|\alpha|/\rho_1} \\
= C(\varepsilon) C'(\tau) \| f \|_{\varrho_1, \tau} \sum_{q \in \mathbb{N}} \sum_{|\alpha| = q} \varepsilon^q \left(2\kappa n^{\rho_1/2} \tau\right)^q/\rho_1 \\
= C(\varepsilon) C'(\tau) \| f \|_{\varrho_1, \tau} \sum_{q \in \mathbb{N}} n H_q \left(\sqrt{n}(2\kappa \tau)^{1/\rho_1} \varepsilon\right)^q \quad (4.10)
\]
for any \( f \in A_{\varrho_1, \tau} \). Here we have used
\[
\| g_1 g_2 \|_{\varrho, \tau_1 \tau_2} \leq \| g_1 \|_{\varrho, \tau_1} \| g_2 \|_{\varrho, \tau_2}, \quad \text{for } g_i \in A_{\varrho, \tau_i}, \quad (i = 1, 2), \quad (4.11)
\]
at the first inequality and (4.9) at the second. Note that \( \sigma(\varepsilon), C(\varepsilon) \) and \( C'(\tau) \) are independent of \( f \). It follows from (3.11) that the last sum in (4.10) converges if \( \varepsilon < (\sqrt{n}(2\kappa \tau)^{1/\rho_1})^{-1} \). For such a choice of \( \varepsilon > 0 \) depending on \( \rho_1 \) and \( \tau \), we set
\( \tau' = \sigma(\epsilon) + \kappa \tau \) and

\[
C'' = C(\epsilon) C' (\tau) \sum_{q \in \mathbb{N}} n H_q \left( \sqrt{n} (2 \kappa \tau)^{1/\rho_1} \epsilon \right)^q.
\]

Then, \( \sum_{\alpha} a_{\alpha} \partial_{z}^{\alpha} f \) converges in \( A_{\rho, \tau'}(\tau) \) and defines an element \( Pf \in A_{\rho, \tau'}(\tau) \) satisfying

\[
\| Pf \|_{\rho_2, \tau'}(\tau) \leq C'' \| f \|_{\rho_1, \tau}.
\]

Since \( f \in A_{\rho, \tau} \) was chosen arbitrarily, this implies the well-definedness and the continuity of \( P : A_{\rho_1, \tau} \to A_{\rho_2, \tau'}(\tau) \). Also since \( \tau > 0 \) was chosen arbitrarily, we get the well-definedness and the continuity of \( P : A_{\rho_1} \to A_{\rho_2} \) by the definition of the inductive limit of locally convex spaces.

(ii) Let \( F : A_{\rho_1} \to A_{\rho_2} \) be a continuous homomorphism. Then, thanks to the theory of locally convex spaces, we can conclude, using Lemma 3.1, that for any \( \tau > 0 \), there exist \( \tau' = \tau'(\tau) > 0 \) such that \( F(A_{\rho_1, \tau}) \subset A_{\rho_2, \tau'}(\tau) \) and that

\[
F : A_{\rho_1, \tau} \to A_{\rho_2, \tau'}(\tau)
\]

is continuous. (Refer to [7, Chap. 3, Sect. 1, Proposition 7], or [8, Chap 4, Part 1, 5, Corollary 1]). Therefore, we can in particular take \( C(\tau) \) depending on \( \tau > 0 \) for which

\[
\| Ff \|_{\rho_2, \tau'}(\tau) \leq C(\tau) \| f \|_{\rho_1, \tau}, \quad \text{for any } f \in A_{\rho_1, \tau}.
\] (4.12)

Let us define a multisequence of entire functions \( (a_{\alpha}(z))_{\alpha \in \mathbb{N}^n} \) by

\[
a_{\alpha}(z) = \sum_{\beta \leq \alpha} \frac{(-z)^{\alpha-\beta}}{(\alpha-\beta)!} F_{\beta} \beta!.
\] (4.13)

whose convergence in \( A_{\rho_2} \) will be proved together with their estimates. We define a formal differential operator \( P \in \hat{D} \) of infinite order by

\[
P = \sum_{\alpha} a_{\alpha}(z) \partial_{z}^{\alpha}.
\] (4.14)
First we show that \( P \in D_{\varrho_1 \to \varrho_2} \). For any fixed \( \tau_0 \) and \( \tau_1 \) with \( 0 < \tau_0 < \tau_1 \), we have

\[
\|a_\alpha\|_{\varrho_2, \tau_1 + \tau'(\tau_1)} \leq \sum_{\beta \leq \alpha} \frac{\|z^{\alpha-\beta}\|_{\varrho_2, \tau_1} \|Fz^{\beta}\|_{\varrho_2, \tau'(\tau_1)}}{(\alpha - \beta)! \beta!}
\]

\[
\leq \sum_{\beta \leq \alpha} \frac{\|z^{\alpha-\beta}\|_{\varrho_1, \tau_1} C(\tau_1) \|z^{\beta}\|_{\varrho_1, \tau_1}}{(\alpha - \beta)! \beta!}
\]

\[
\leq \sum_{\beta \leq \alpha} \frac{C(\tau_0, \tau_1) \tau_0^{-|\alpha-\beta|/\rho_1} G_{\varrho_1, |\alpha-\beta|} C(\tau_0, \tau_1) \tau_0^{-|\beta|/\rho_1} G_{\varrho_1, |\beta|}}{(\alpha - \beta)! \beta!}
\]

\[
\leq C(\tau_1) C(\tau_0, \tau_1)^2 \sum_{\beta \leq \alpha} \left(\frac{\alpha}{\beta}\right) \frac{G_{\varrho_1, |\alpha|} \tau_0^{-|\alpha|/\rho_1}}{\alpha!} \cdot \frac{2|\alpha|}{\alpha!} \tau_0^{-|\alpha|/\rho_1}.
\]

Here we used (4.11) at the first inequality, (4.9) and (4.12) at the second, Lemma 3.7 with \( 0 < \tau_0 < \tau_1 \) at the third, and Lemma 2.4 at the fourth.

For a given \( \varepsilon > 0 \), we can take \( \tau_0 > 0 \) large enough such that

\[
2\tau_0^{-1/\rho_1} < \varepsilon.
\]

Then, by choosing \( \tau_1 \) as \( \tau_1 > \tau_0 \) and by putting \( \sigma := \tau + \tau'(\tau_1) \), we have

\[
\|a_\alpha\|_{\varrho_2, \sigma} \leq C' \cdot \frac{G_{\varrho_1, |\alpha|} \varepsilon |\alpha|}{\alpha!}
\]

for any \( \alpha \), which implies \( P \in D_{\varrho_1 \to \varrho_2} \).

Now we show that \( Pf = Ff \) for any \( f \in A_{\varrho_1} \). Since (4.13) corresponds to (4.2), it follows from Proposition 4.1 that this equality holds for any polynomial \( f \). It extends to \( A_{\varrho_1} \) by the continuity since polynomials form a dense subset of \( A_{\varrho_1} \), which was shown in Proposition 3.9.

As a corollary, we give

**Corollary 4.6** ([11, Corollary 6.5]) Let \( \varrho \) be a proximate order for an order \( \rho > 0 \).

(i) Suppose that \( P \in D_{\varrho} \) has the form (4.4). For an entire function \( f \in A_{\varrho} \),

\[
Pf := \sum_\alpha a_\alpha(z) \partial_z^\alpha f
\]

converges and \( Pf \in A_{\varrho} \). Moreover, \( f \mapsto Pf \) defines a continuous endomorphism of \( A_{\varrho} \).

(ii) Let \( F \) be a continuous endomorphism of \( A_{\varrho} \). Then there is a unique \( P \in D_{\varrho} \) such that \( Ff = Pf \) holds for any \( f \in A_{\varrho} \).
For the case of minimal type, we will prove:

**Theorem 4.7** Let \( \rho_i \) (\( i = 1, 2 \)) be two proximate orders for orders \( \rho_i > 0 \) satisfying (4.3).

(i) Let \( P \in D_{\varrho_1 \to \varrho_2, 0} \) be of the form (4.4). For an entire function \( f \in A_{\varrho_1, +0} \),

\[
P f := \sum_{\alpha} a_\alpha (z) \partial_\alpha^\alpha f
\]

converges and \( Pf \in A_{\varrho_2, +0} \). Moreover, \( f \mapsto Pf \) defines a continuous homomorphism \( P : \ A_{\varrho_1, +0} \to A_{\varrho_2, +0} \).

(ii) Let \( F : \ A_{\varrho_1, +0} \to A_{\varrho_2, +0} \) be a continuous homomorphism. Then there is a unique \( P \in D_{\varrho_1 \to \varrho_2, 0} \) such that \( F f = Pf \) holds for any \( f \in A_{\varrho_1, +0} \).

**Proof** Again we can make a replacement of proximate orders as in Remark 4.4, and we may assume from the beginning that \( \varrho_i \) (\( i = 1, 2 \)) are normalized proximate orders satisfying (4.9).

(i) We assume condition (4.6) for \( (a_\alpha (z))_{\alpha \in \mathbb{N}^n} \), and denote by \( \lambda_\sigma \) the constant \( \lambda \) given there according to \( \sigma \). Similar computations as in (4.10) yield

\[
\sum_{\alpha} \| a_\alpha \partial_\alpha^\alpha f \|_{\varrho_2, \sigma + \kappa \tau} \\
\leq \sum_{\alpha} \| a_\alpha \|_{\varrho_2, \sigma} \| \partial_\alpha^\alpha f \|_{\varrho_2, \kappa \tau} \\
\leq \sum_{\alpha} \| a_\alpha \|_{\varrho_2, \sigma} \| \partial_\alpha^\alpha f \|_{\varrho_1, \kappa \tau} \\
\leq \sum_{\alpha} C(\sigma) \frac{G_{\varrho_1, |\alpha|}}{\alpha!} \lambda_\sigma^{|\alpha|} \cdot C'(\tau) \| f \|_{\varrho_1, \kappa} \frac{\alpha!}{G_{\varrho_1, |\alpha|}} (2\kappa n^{\rho_1/2} \tau)^{|\alpha|/\rho_1} \\
= C(\sigma) C'(\tau) \| f \|_{\varrho_1, \kappa} \sum_{q \in \mathbb{N}} \sum_{|\alpha| = q} \lambda_\sigma^q (2\kappa n^{\rho_1/2} \tau)^q/\rho_1 \\
= C(\sigma) C'(\tau) \| f \|_{\varrho_1, \kappa} \sum_{q \in \mathbb{N}} a H_q (\sqrt{n}(2\kappa \tau)^{1/\rho_1} \lambda_\sigma)^q \quad (4.16)
\]

for any \( \sigma, \tau > 0, f \in A_{\varrho_1, +0} \). Here \( \kappa = \kappa(\rho_1) \) depends only on \( \rho_1 \), and \( C(\sigma) \), \( C'(\tau) \) are independent of \( f \). Note that in view of (3.11), the last sum is finite if \( \sqrt{n}(2\kappa \tau)^{1/\rho_1} \lambda_\sigma < 1 \).

For any \( \varepsilon > 0 \), we can choose \( \sigma = \sigma(\varepsilon) > 0 \) and \( \tau = \tau(\varepsilon) > 0 \) so that \( \sigma + \kappa \tau \leq \varepsilon \) and \( \sqrt{n}(2\kappa \tau)^{1/\rho_1} \lambda_\sigma < 1 \). In fact, we may first choose \( \sigma \) as \( 0 < \sigma < \varepsilon/2 \), which determines \( \lambda_\sigma \), and then secondly choose \( \tau > 0 \) as

\[
\kappa \tau < \varepsilon/2, \quad \sqrt{n}(2\kappa \tau)^{1/\rho_1} \lambda_\sigma < 1.
\]

Therefore, for any \( \varepsilon > 0 \), there exist \( C''(\varepsilon) > 0 \) and \( \tau(\varepsilon) > 0 \) such that

\[
\| Pf \|_{\varrho_2, \varepsilon} \leq C''(\varepsilon) \| f \|_{\varrho_1, \tau(\varepsilon)}, \quad \text{for } f \in A_{\varrho, +0},
\]

which implies that \( P : A_{\rho_1,0} \to A_{\rho_2,0} \) is continuous.

(ii) For a given continuous homomorphism \( F : A_{\rho_1,0} \to A_{\rho_2,0} \), we construct \( P = \sum_\alpha a_\alpha(z) \partial_z^{\alpha} \) via (4.13) in the same way as in the proof of Theorem 4.5(ii).

Let us show the convergence of (4.13) in \( A_{\rho_2,0} \) together with the estimates. For any \( \sigma > 0 \), there exists \( \tau_1 > 0 \) and \( C \) by continuity such that

\[
\| Ff \|_{\rho_2, \sigma/2} \leq C \| f \|_{\rho_1, \tau_1} , \quad \text{for } f \in A_{\rho_1,0} .
\]  

(4.17)

Take \( \tau_0 \) with \( 0 < \tau_0 < \min\{ \tau_1, \sigma/2 \} \). Similarly to (4.15), we have

\[
\| a_\alpha \|_{\rho, \sigma} \leq \sum_{\beta \leq \alpha} \frac{\| z^{\alpha-\beta} \|_{\rho_1, \sigma/2} \| Fz^\beta \|_{\rho_2, \sigma/2}}{(\alpha - \beta)!\beta!} \\
\leq \sum_{\beta \leq \alpha} \frac{\| z^{\alpha-\beta} \|_{\rho_1, \sigma/2} C \| z^\beta \|_{\rho_1, \tau_1}}{(\alpha - \beta)!\beta!} \\
\leq C \sum_{\beta \leq \alpha} \frac{C(\tau_0, \sigma/2) \tau_0^{-|\alpha-\beta|/\rho_1} G_{\rho_1,|\alpha-\beta|} C(\tau_0, \tau_1) \tau_0^{-|\beta|/\rho_1} G_{\rho_1,|\beta|}}{(\alpha - \beta)!\beta!} \\
\leq CC(\tau_0, \sigma/2)C(\tau_0, \tau_1) \sum_{\beta \leq \alpha} \frac{\alpha}{(\beta)} \frac{G_{\rho_1,|\alpha|}}{\alpha!} \tau_0^{-|\alpha|/\rho_1} \\
= CC(\tau_0, \sigma/2)C(\tau_0, \tau_1) \cdot \frac{G_{\rho_1,|\alpha|}}{\alpha!} 2|\alpha| \tau_0^{-|\alpha|/\rho_1} .
\]  

(4.18)

Here we used (4.11) at the first inequality, (4.9) and (4.17) at the second, Lemma 3.7 twice with \( 0 < \tau_0 < \sigma/2, 0 < \tau_0 < \tau_1 \) at the third, and Lemma 2.4 at the fourth.

Therefore, by defining

\[
\lambda := 2\tau_0^{-1/\rho_1} ,
\]

we have

\[
\| a_\alpha \|_{\rho, \sigma} \leq C' \cdot \frac{G_{\rho_1,|\alpha|}}{\alpha!} \lambda^{\alpha}
\]

for any \( \alpha \). Since \( \sigma > 0 \) can be chosen arbitrarily, this implies \( P \in D_{\rho_1 \to \rho_2,0} \).

The remaining thing is to show \( Ff = Pf \) for \( f \in A_{\rho_1,0} \). This can be done completely in the same way as in the case of normal type, that is, the equality for polynomial \( f \) due to Proposition 4.1 can be extended to \( A_{\rho_1,0} \) by continuity, since polynomials form a dense subset of \( A_{\rho_1,0} \), for which we again refer to Proposition 3.9.

\( \square \)

Again, as a corollary, we give

**Corollary 4.8** ([11, Corollary 6.6]) Let \( \rho \) be a proximate order for an order \( \rho > 0 \).

(i) Let \( P \in D_{\rho,0} \) be of the form (4.4). For an entire function \( f \in A_{\rho,0} \),

\[
Pf := \sum_\alpha a_\alpha(z) \partial_z^{\alpha} f
\]
converges and \( P f \in A_{\varrho,+0} \). Moreover, \( f \mapsto Pf \) defines a continuous endomorphism of \( A_{\varrho,+0} \).

(ii) Let \( F \) be a continuous endomorphism of \( A_{\varrho,+0} \). Then there is a unique \( P \in D_{\varrho,0} \) such that \( Ff = Pf \) holds for any \( f \in A_{\varrho,+0} \).

**Example 4.9** ([3, Example 5.3]) We consider the following operator

\[
P = \exp\left(-i\left(tz + \frac{t^3}{6}\right)\right) \exp\left(i\frac{t}{2} \frac{\partial^2}{\partial z^2} + \frac{t^2}{2} \frac{\partial}{\partial z}\right)
\]

in one variable \( z \in \mathbb{C} \) with parameter \( t \in \mathbb{C} \), which is expected to be a solution operator of the initial value problem for an unknown \( \psi(t, z) \):

\[
\begin{align*}
    i\partial_t \psi &= \left(-\frac{1}{2} \frac{\partial^2}{\partial z^2} + z\right) \psi, \\
    \psi(0, z) &= \phi(z).
\end{align*}
\]

That is, \( \psi \) is given by \( \psi(t, z) = P \phi(z) \). In [3, Example 5.3], we claimed that for each fixed \( t \), \( P \) belongs to \( D_p \) in one variable \( z \) if \( 1 \leq p < 2 \).

For a (constant) order \( p \), we can easily see that \( P \) for fixed \( t \) does not belong to \( D_p \) in case \( p \geq 2 \), and also that it belongs to \( D_{p,0} \) if and only if \( 1 < p \leq 2 \). For example, in order to prove \( P \notin D_p \) for \( p \geq 2 \), it suffices to show that for some \( \varepsilon > 0 \), there is no \( C \) such that

\[
\frac{1}{j!} \leq C \frac{(2j)^{2j/p}}{(2j)!} \varepsilon^{2j}, \quad \text{for any } j.
\]

In particular, \( P \) belongs to \( D_{2,0} \) but not to \( D_2 \).

Now we consider a proximate order \( \varrho(r) \) for the order \( \rho = \lim_{r \to +\infty} \varrho(r) = 2 \). If moreover \( \varrho(r) \) satisfies

\[
\lim_{r \to +\infty} \frac{r^{\varrho(r)}}{r^2} = 0, \quad (4.19)
\]

or, equivalently,

\[
\lim_{t \to +\infty} \frac{t}{\varphi(t)^2} = 0, \quad (4.20)
\]

then, we see below that \( P \) for fixed \( t \) belongs to \( D_{\varrho} \).

For the proof, it suffices to show that

\[
\exp\left(i\frac{t}{2} \frac{\partial^2}{\partial z^2}\right) = \sum_{j \in \mathbb{N}} \frac{1}{j!} \left(i\frac{t}{2}\right)^j \left(\frac{\partial}{\partial z}\right)^{2j} \in D_{\varrho},
\]

or, equivalently,

\[
\sup_j \frac{|t|^j}{2^j j!} \frac{(2j)!}{G_{2j}^{\varrho}} \cdot \frac{1}{\varepsilon^{2j}} < +\infty,
\]

for any \( \varepsilon > 0 \). We have that

\[
\frac{|t|^j}{2^j j!} \frac{(2j)!}{G_{2j}^{\varrho}} = \frac{|t|^j}{(2j)!!} \frac{(2j)!}{\varphi(2j)^2} \frac{(2e)^{2j/p}}{\varepsilon^{2j}} = \left(\frac{2j}{\varphi(2j)^2 \varepsilon^2}\right)^j \frac{2e |t|^j}{(2j)^j} \cdot (2j - 1)!!
\]
and that this sequence in $j$ converges to 0 as $j \to \infty$. Here we used (4.20) and $(2j - 1)!! \leq (2j)^j$. Therefore, it is in particular bounded.

Note also that there are many proximate orders for the order $\rho = 2$ satisfying (4.19). Consider, for example, proximate orders $\varrho(r)$ given by $\varrho(r) = 2 + k \frac{\ln \ln r}{\ln r}$ or by $\varrho(r) = 2 + k \frac{\ln \ln \ln r}{\ln r}$ for large $r$ with a negative constant $k$.
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