HERMITE RECIPROCITY AND SCHWARZENBERGER BUNDLES
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ABSTRACT. Hermite reciprocity refers to a series of natural isomorphisms involving compositions of symmetric, exterior, and divided powers of the standard $SL_2$-representation. We survey several equivalent constructions of these isomorphisms, as well as their recent applications to Green’s Conjecture on syzygies of canonical curves. The most geometric approach to Hermite reciprocity is based on an idea of Voisin to realize certain multilinear constructions cohomologically by working on a Hilbert scheme of points. We explain how in the case of $P^1$ this can be reformulated in terms of cohomological properties of Schwarzenberger bundles. We then proceed to study these bundles from several perspectives:

1. Introduction

The goal of this article is to uncover a close relationship between Hermite reciprocity and cohomological properties of Schwarzenberger bundles, and to highlight their importance by connecting to a series of recent results in the literature. Specifically, we discuss the applications of Hermite reciprocity to proving Green’s conjecture for rational cuspidal curves [AFP+19], and for canonical ribbons [RS19]. We also explain how to recover the description of the class group of a Hankel determinantal ring and its property of having rational singularities [CMSV18], by working on the natural desingularizations, via Schwarzenberger bundles, of the secant varieties to rational normal curves.

Classically, Hermite reciprocity is the statement that the composition of two symmetric powers is commutative when applied to a 2-dimensional vector space, that is, there exists a $GL_2(C)$-equivariant isomorphism [FH91, Exercise 11.34]

$$\text{Sym}^m(\text{Sym}^n C^2) \cong \text{Sym}^n(\text{Sym}^m C^2).$$

The existence of such an isomorphism can be proven combinatorially by computing the characters of both sides. However, the isomorphism is not unique (it can be chosen independently
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Classically, Hermite reciprocity is the statement that the composition of two symmetric powers is commutative when applied to a 2-dimensional vector space, that is, there exists a $GL_2(C)$-equivariant isomorphism [FH91, Exercise 11.34]

$$\text{Sym}^m(\text{Sym}^n C^2) \cong \text{Sym}^n(\text{Sym}^m C^2).$$

The existence of such an isomorphism can be proven combinatorially by computing the characters of both sides. However, the isomorphism is not unique (it can be chosen independently
on each isotypic component), and it may not exist if we replace \( C \) with a field \( k \) of arbitrary characteristic, when the representations involved are no longer completely reducible. To get a correct statement for arbitrary fields, one has to replace \( \text{Sym}^m \) with the divided power \( D^m \). We explain in Section 2 how to construct a commutative diagram of explicit \( SL_2(k) \)-equivariant isomorphisms (see also [FH91, Exercise 11.35])

\[
\begin{array}{ccc}
\bigwedge^m(\text{Sym}^{m+n-1}k^2) & \simeq & \bigoplus_{n \geq 0} \text{Sym}^n(D^m k^2) \\
D^m(\text{Sym}^n k^2) & \simeq & \bigoplus_{n \geq 0} \text{Sym}^n(D^m k^2)
\end{array}
\]

and we loosely refer to any one of them as Hermite (reciprocity) isomorphisms. Notice that we have relaxed the requirement of \( GL_2 \)-equivariance to \( SL_2 \)-equivariance: this is only done to avoid twisting by appropriate powers of the determinant representation \( \det(k^2) = \bigwedge^2 k^2 \) of \( GL_2(k) \). For instance, to make the diagonal isomorphisms in the above diagram respect the \( GL_2 \)-action, one would need to tensor the bottom representations with \( (\det(k^2))^\otimes(n) \).

We give two constructions of Hermite isomorphisms: the first one uses only elementary multilinear algebra, while the second one uses Schwarzenberger bundles and only some elementary facts of algebraic geometry. A third construction that passes through (a truncation of) the ring of symmetric polynomials is explained in [AFP+19, Section 3]. The fact that all of the constructions agree is a consequence of a strong compatibility between the Hermite isomorphisms as we vary the parameters. For instance, if we vary \( n \) then we get

\[
\bigoplus_{n \geq 0} \bigwedge^m(\text{Sym}^{m+n-1}k^2) \simeq \bigoplus_{n \geq 0} \text{Sym}^n(D^m k^2)
\]

where the right side is manifestly a polynomial ring, the symmetric algebra \( \text{Sym}(D^m k^2) \). A natural action of \( D^m k^2 \) on the left side makes it into a free \( \text{Sym}(D^m k^2) \)-module of rank one, with generating set \( \bigwedge^m(\text{Sym}^{m-1}k^2) \simeq k \).

The geometric approach to Hermite reciprocity, suggested by Rob Lazarsfeld, is based on a construction considered in [Voi02, Section 2]. Specializing it to the case of \( P^1 \), we get an incidence correspondence

\[
\begin{array}{ccc}
Z & \xrightarrow{\pi_1} & \text{Hilb}^m(P^1) \simeq P^m \\
\pi_2 & \downarrow & \\
P^1
\end{array}
\]

where \( Z \) consists of pairs \( (\Xi, p) \), where \( \Xi \) is a subscheme of \( P^1 \) of length \( m \) and \( p \in \Xi \). Letting

\[
\mathcal{E} = \pi_{1*}(\pi_2^*(\mathcal{O}_{P^1}(m+n-1)))
\]

one has that \( \mathcal{E} \) is a vector bundle of rank \( m \) on \( P^m \), with \( \det(\mathcal{E}) = \bigwedge^m \mathcal{E} = \mathcal{O}_{P^m}(n) \). It is noted in [Voi02, (2.11)] that there exists an isomorphism

\[
\bigwedge^m H^0(P^1, \mathcal{O}_{P^1}(m+n-1)) \simeq H^0(P^m, \det(\mathcal{E}))
\]

and upon identifying the left side with \( \bigwedge^m(\text{Sym}^{m+n-1}k^2) \) and the right side with \( \text{Sym}^n(D^m k^2) \), one discovers an instance of Hermite reciprocity. We treat this in more detail in Section 2.2,
where we note that $E = E^m_{n-1}$ is a Schwarzenberger bundle, with presentation [Sch61, Proposition 2]

$$0 \rightarrow \text{Sym}^{n-1} k^2(-1) \rightarrow \text{Sym}^{m+n-1} k^2 \otimes O_{P_m} \rightarrow E \rightarrow 0.$$ 

In the diagram (1.2), in can be shown that $Z \simeq P^1 \times P^{m-1}$, and that the morphism $\pi_1$ is defined by a linear series of type $(1, 1)$. As such, $E$ arises as a special case of the construction of [ES09, Theorem 6.1], and is therefore a supernatural vector bundle. In Section 3 we give a similar realization, which appears to be new, for all of the exterior powers $\bigwedge^i E$. We remark here that the natural generalizations of the Schwarzenberger bundles, obtained by replacing $P^1$ in (1.2) with a higher genus curve, have been also notably used in the Ein–Lazarsfeld proof of the gonality conjecture [EL15] and in the recent work of Ein–Niu–Park on secant varieties of nonsingular curves [ENP15].

In the final chapters we discuss two applications of Hermite reciprocity and Schwarzenberger bundles. The first is to the study of secant varieties of rational normal curves, and is developed in Section 4. These secant varieties have desingularizations given by the total space of Schwarzenberger bundles (see [Sch61, Section 2], [OV06, Section 6], [ENP20, Section 3]). We review some basic known properties of the secant varieties using what we have developed, such as showing that they are normal Cohen–Macaulay varieties which have rational singularities, and showing that the minimal free resolution of their homogeneous coordinate rings are given by the Eagon–Northcott complex of a Hankel matrix. We also discuss the classification of the rank one maximal Cohen–Macaulay modules on these varieties and show that there is always a distinguished one which is an Ulrich module and is self-dual. Most of the properties of secant varieties that we present are classical, but the results on rational singularities and on the rank one MCMs have been obtained only recently [CMSV18], based on a more algebraic approach. In Section 5, we recast Hermite reciprocity in terms of the self-duality of the rank one Ulrich module, and also show that it characterizes the unique global section of an appropriate twist of a symmetric power of $E$.

The second application of the ideas behind Hermite reciprocity is to give a purely algebraic proof of Green’s conjecture for generic curves of genus $g$, and is discussed in Section 6. There are two different approaches [AFP+19, RS19], each of which involves studying a mapping cone and showing that certain comparison maps are surjective. Surprisingly, in both cases, by considering all $g$ at once, the Tor groups involved in these comparison maps can be given the structure of finitely generated modules over polynomial rings, in the spirit of (1.1). This hidden structure is most easily observed using Hermite reciprocity, and we explain the calculations leading up to this observation, referring the reader to the original articles for the rest of the technical aspects.

**Notation.** Throughout we fix a field $k$. Since all of our results are independent of characteristic and compatible with change of rings, one can work over a general commutative ring with the proper rephrasing. We will make use of standard multilinear functors: $D^m$ denotes the $m$-th divided power functor, which is the subspace of symmetric tensors in the $m$-th tensor power, $\text{Sym}^m$ denotes the $m$-th symmetric power functor, and $\bigwedge^m$ denotes the $m$-th exterior power functor. For any finite dimensional vector space $V$, we have a natural identification $D^m(V) = \text{Sym}(V^\vee)^\vee$ (see [AFP+19, Section 3.1] for a quick discussion of the relevant constructions).
2. Hermite reciprocity

Consider a 2-dimensional vector space $U$ (which we identify with its dual space $U^\vee$ after picking a volume form, i.e., a nonzero element of $\Lambda^2 U$). We let $SL = SL(U) \cong SL_2(\mathbb{k})$ denote the special linear group, i.e., the group of invertible operators on $U$ of determinant 1. The careful reader can upgrade all of the statements in this paper to account for the general linear group $GL(U)$ by inserting appropriate powers of determinant characters, but we avoided this to simplify the notation. In this section, we give two different constructions of the isomorphisms in the following result and then we show that they agree with each other, and with the isomorphisms constructed in [AFP+19, Section 3].

**Theorem 2.1** (Hermite reciprocity). We have natural $SL(U)$-equivariant isomorphisms:

\[
\Lambda^m (\text{Sym}^n U) \cong \text{Sym}^{n-m+1}(D^m U), \quad (2.1a)
\]

\[
D^m (\text{Sym}^{n-m} U) \cong \text{Sym}^{n-m}(D^m U), \quad (2.1b)
\]

2.1. **An algebraic construction.** Given vector spaces $A$ and $B$, we have a canonical map

\[
D^m A \otimes \Lambda^m B \rightarrow \Lambda^m (A \otimes B) \tag{2.2}
\]

given by realizing $\Lambda^m B$ as the skew-symmetric tensors in $B^\otimes m$. More precisely, if $\sum_\alpha a_\alpha \otimes \cdots \otimes a_{\alpha_m}$ is invariant and $\sum_\beta b_\beta \otimes \cdots \otimes b_{\beta_m}$ is skew-invariant, then $\sum_{\alpha, \beta} (a_\alpha \otimes b_\beta) \otimes \cdots \otimes (a_{\alpha_m} \otimes b_{\beta_m})$ is also skew-invariant. Similarly, we have a canonical map

\[
D^m A \otimes D^m B \rightarrow D^m (A \otimes B).
\]

In particular, we can define multiplication maps

\[
D^m U \otimes \Lambda^m (\text{Sym}^d U) \rightarrow \Lambda^m (\text{Sym}^{d+1} U) \tag{2.3a}
\]

\[
D^m U \otimes D^m (\text{Sym}^d U) \rightarrow D^m (\text{Sym}^{d+1} U) \tag{2.3b}
\]

by using the canonical maps above followed by either the functor $\Lambda^m$ or $D^m$ applied to the multiplication map $U \otimes \text{Sym}^d U \rightarrow \text{Sym}^{d+1} U$. If we do it twice, the resulting map is invariant under swapping the copies of $D^m U$, so $\bigoplus_{d \geq 0} \Lambda^m (\text{Sym}^d U)$ and $\bigoplus_{d \geq 0} D^m (\text{Sym}^d U)$ acquire the structure of modules over $\text{Sym}(D^m U)$.

**Proposition 2.4.** If $U$ has basis $\{1, x\}$, then $\bigoplus_{d \geq 0} \Lambda^m (\text{Sym}^d U)$ is a free $\text{Sym}(D^m U)$-module of rank one. If $m \geq 1$ then the generator is $x^{m-1} \wedge x^{m-2} \wedge \cdots \wedge 1$ in degree $m-1$, and if $m = 0$ then the generator is in degree 0. Similarly, $\bigoplus_{d \geq 0} D^m (\text{Sym}^d U)$ is a free $\text{Sym}(D^m U)$-module of rank one generated in degree 0.

**Proof.** The $m = 0$ case is obvious, so we assume that $m > 0$. We claim that the multiplication $D^m U \otimes \Lambda^m (\text{Sym}^d U) \rightarrow \Lambda^m (\text{Sym}^{d+1} U)$ is surjective if $d \geq m-1$. First, $D^m U$ has a basis

\[
\{x^{(k)} \mid 0 \leq k \leq m\}
\]

where $x^{(k)}$ is the sum over all $\left( \begin{array}{c} m \\ k \end{array} \right)$ ways of tensoring $k$ copies of $x$ and $m-k$ copies of 1. The multiplication map is then described by

\[
x^{(k)} \otimes (x^{d_1} \wedge \cdots \wedge x^{d_m}) \mapsto \sum_{S \subseteq \{1, \ldots, m\} \atop |S| = k} x^{d_1} \wedge \cdots \wedge x^{d_m}
\]
where \( d'_j = d_j \) if \( j \notin S \) and \( d'_j = d_j + 1 \) if \( j \in S \). Now consider an element of the form \( x^{d_1} \wedge \cdots \wedge x^{d_m} \) with \( d_1 > \cdots > d_m \). Let \( j \geq 0 \) be maximal such that \( d_j = d + 2 - j \) (we set \( j = 0 \) if \( d_i \neq d + 2 - i \) for all \( i \)). We show how \( x^{d_1} \wedge \cdots \wedge x^{d_m} \) is in the image of the multiplication map by induction on \( j \). If \( j = 0 \), then \( d + 1 \notin \{d_1, \ldots, d_m\} \), so we can multiply \( x^{d_1} \wedge \cdots \wedge x^{d_m} \) by \( x^{(0)} \). Otherwise, if \( j > 0 \), multiply \( x^{d_1-1} \wedge x^{d_2-1} \cdots x^{d_j-1} \wedge x^{d_j+1} \cdots x^{d_m} \) by \( x^{(j)} \). This is a sum of the term we want together with terms covered by our induction hypothesis, so the claim is proven.

It follows from the prove above that \( \bigoplus_{d \geq 0} \bigwedge^m (\text{Sym}^d U) \) is a cyclic \( \text{Sym}(D^m U) \)-module, generated by \( x^{m-1} \wedge x^{m-2} \wedge \cdots \wedge 1 \) in degree \( m - 1 \). Since

\[
\dim \bigwedge^m (D^{m-1+d} U) = \binom{m+d}{d} = \dim \text{Sym}^d(D^m(U)) \quad \text{for all } d \geq 0,
\]

it follows that \( \bigoplus_{d \geq 0} \bigwedge^m (\text{Sym}^d U) \) is a free module, as desired.

The symmetric case is similar: we just need to show that the multiplication map \( D^m U \otimes D^m(\text{Sym}^d U) \to D^m(\text{Sym}^{d+1} U) \) is surjective. We have a basis of \( D^m(\text{Sym}^d U) \) consisting of the sum of the unique permutations of \( x^{d_1} \otimes \cdots \otimes x^{d_m} \) where \( d \geq d_1 \geq \cdots \geq d_m \geq 0 \), which we denote by \( x^{d_1} \cdots x^{d_m} \). The product of \( x^{(k)} \) with \( x^{d_1} \cdots x^{d_m} \) is almost as before, namely, it is a sum (with coefficients) of \( x^{d_1} \cdots x^{d_m} \) where \( d+1 \geq d'_1 \geq \cdots \geq d'_m \geq 0 \) and \( (d'_1, \ldots, d'_m) \) is obtained by adding 1 to \( k \) of the \( d_i \) and sorting. The exact coefficients will not be relevant, rather we will show that \( x^{d_1} \cdots x^{d_m} \) is in the image of the multiplication map by induction on how many exponents are equal to 1. If there are none, then this is the product of \( x^{(0)} \) and \( x^{d_1} \cdots x^{d_m} \in D^m(\text{Sym}^d U) \). Otherwise, if \( d_k = d+1 > d_{k+1} \), then consider the product of \( x^{(k)} \) with \( x^{d_1} \cdots x^{d_{k+1}} \cdots x^{d_m} \in D^m(\text{Sym}^d U) \). It will contain \( x^{d_1} \cdots x^{d_{k+1}} \cdots x^{d_m} \) with coefficient 1, and all other terms will have less than \( k \) exponents equal to 1. These latter terms are in the image of the multiplication map by induction, so we are done.

\[ \square \]

**Proof of Theorem 2.1.** By Proposition 2.4, the multiplication map

\[
\text{Sym}^{n-m+1}(D^m U) \otimes \bigwedge^m (\text{Sym}^{m-1} U) \to \bigwedge^m (\text{Sym}^n U)
\]

is an isomorphism, and \( \bigwedge^m (\text{Sym}^{m-1} U) \simeq k \) is a trivial \( SL(U) \)-representation. Similarly, the multiplication map

\[
\text{Sym}^{n-m}(D^m U) \otimes D^m(\text{Sym}^0 U) \to D^m(\text{Sym}^{n-m} U)
\]

is an isomorphism and \( D^m(\text{Sym}^0 U) \simeq k \).

\[ \square \]

2.2. **Via Schwarzenberger bundles.** We let \( P^m = \text{Proj}(\text{Sym}(D^m U)) \). For \( d \geq 1 \), consider the composition \( \text{Sym}^d U \otimes O_{P^m}(-1) \to \text{Sym}^d U \otimes \text{Sym}^m U \to \text{Sym}^{d+m} U \). This has locally constant rank, so we have a locally free sheaf \( \mathcal{E}^m_d \), the **Schwarzenberger bundle** on \( P^m \) defined by the short exact sequence

\[
0 \to \text{Sym}^d U(-1) \to \text{Sym}^{d+m} U \otimes O_{P^m} \to \mathcal{E}^m_d \to 0. \tag{2.5a}
\]

It follows from (2.5a) that

\[
\text{rank}(\mathcal{E}_d^m) = m \quad \text{and} \quad \text{det}(\mathcal{E}_d^m) = O_{P^m}(d + 1). \tag{2.5b}
\]
Proof of Theorem 2.1. The \( m \)-th exterior power of (2.5a) with \( d = n - m \) gives a resolution \( \mathcal{F}_n^i \) of \( \det(\mathcal{E}_{n-m}^m) \cong \mathcal{O}_{\mathbf{P}^m}(n - m + 1) \) by locally free sheaves, where
\[
\mathcal{F}_i^n = \bigwedge^{m-i}(\text{Sym}^n U) \otimes D^i(\text{Sym}^{n-m} U) \otimes \mathcal{O}_{\mathbf{P}^m}(-i), \text{ for } i = 0, \ldots, m.
\]
Since the sheaves \( \mathcal{F}_i^n \) have no cohomology for \( i = 1, \ldots, m \), it follows that
\[
\bigwedge^m(\text{Sym}^n U) = \text{H}^0(\mathbf{P}^m, \mathcal{F}_0^n) = \text{H}^0(\mathbf{P}^m, \det(\mathcal{E}_{n-m}^m)) = \text{Sym}^{n-m+1}(D^m U),
\]
proving (2.1a). To prove (2.1b), we note that \( \det(\mathcal{E}_{n-m}^m) \otimes \mathcal{O}_{\mathbf{P}^m}(-1) \cong \mathcal{O}_{\mathbf{P}^m}(n - m) \). Since the sheaves \( \mathcal{F}_i^n(-1) \) have no cohomology for \( i = 0, \ldots, m - 1 \), it follows that
\[
D^m(\text{Sym}^{n-m} U) = \text{H}^m(\mathbf{P}^m, \mathcal{F}_m^n(-1)) = \text{H}^0(\mathbf{P}^m, \det(\mathcal{E}_{n-m}^m)(-1)) = \text{Sym}^{n-m}(D^m U).
\]

Remark 2.6. We have a natural identification between \( \mathbf{P}^m \) and \( \text{Hilb}^m(\mathbf{P}^1) \) (the Hilbert scheme of \( m \) points on \( \mathbf{P}^1 \)), where a point \([f] \in \mathbf{P}^m\) with \( 0 \neq f \in \text{Sym}^m U \) corresponds to the zero locus of \( f \in \text{H}^0(\mathbf{P}^1, \mathcal{O}(m)) \). The incidence correspondence
\[
Z = \{([f], [p]) \in \mathbf{P}^m \times \mathbf{P}^1 \mid f(p) = 0\},
\]
is defined by an exact sequence
\[
0 \to \mathcal{O}_{\mathbf{P}^m \times \mathbf{P}^1}(-1, -m) \to \mathcal{O}_{\mathbf{P}^m \times \mathbf{P}^1} \to \mathcal{O}_Z \to 0,
\]
where the defining equation of \( Z \) is given by the unique \( \text{SL}(U) \)-invariant subspace in
\[
\text{H}^0(\mathbf{P}^m \times \mathbf{P}^1, \mathcal{O}_{\mathbf{P}^m \times \mathbf{P}^1}(1, m)) = D^m U \otimes \text{Sym}^m U.
\]
In coordinates, if \( z_0, \ldots, z_m \) are the coordinate functions in \( \mathbf{P}^m \), and \( x, y \) are those in \( \mathbf{P}^1 \), then \( Z \) is defined by the equation
\[
z_0x^m + z_1x^{m-1}y + \cdots + z_i x^{m-i}y^i + \cdots + z_my^m = 0.
\]
We write \( \pi_1: Z \to \mathbf{P}^m \) and \( \pi_2: Z \to \mathbf{P}^1 \) for the natural projections. Given \( n \geq m \), it follows from (2.6a) that we have
\[
E_{n-m}^m = \pi_{1*}(\pi_2^*\mathcal{O}_{\mathbf{P}^1}(n)) = \pi_{1*}(\mathcal{O}_Z(0, n)).
\]
In Section 3 we generalize the isomorphism above to all exterior powers of Schwarzenberger bundles, showing that they can be realized as direct images of line bundles on a product of projective spaces.

2.3. The isomorphisms agree. We now prove that the Hermite reciprocity isomorphisms given in Section 2.1 and Section 2.2 agree with each other and also with the one given by [AFP+19, Lemma 3.3]. We focus on (2.1a). The proof for (2.1b) is similar, so we omit it. To do this, we check that there is a commutative diagram
\[
\begin{array}{ccc}
\bigwedge^m(\text{Sym}^n U) \otimes D^m U & \longrightarrow & \bigwedge^m(\text{Sym}^{n+1} U) \\
\downarrow & & \downarrow \\
\text{Sym}^{n-m+1}(D^m U) \otimes D^m U & \longrightarrow & \text{Sym}^{n-m+2}(D^m U)
\end{array}
\]
where the vertical maps are isomorphisms induced by the isomorphism in Section 2.2, the bottom map is the natural multiplication, and the top map is (2.3a). Since the Hermite reciprocity isomorphisms are characterized by the commutativity of (2.7), as seen in the proof of [AFP+19, Lemma 3.3], we conclude by verifying the following.
**Proposition 2.8.** The diagram (2.7) is commutative.

**Proof.** The following square commutes (the vertical maps are the usual multiplication maps)

\[
\begin{array}{ccc}
0 & \longrightarrow & \text{Sym}^{n-m} U \otimes U (-1) \\
\downarrow & & \downarrow \\
0 & \longrightarrow & \text{Sym}^{n-m+1} U (-1) \longrightarrow \text{Sym}^{n+1} U
\end{array}
\]

which induces a map on cokernels

\[
\mathcal{E}^m_{n-m} \otimes U \longrightarrow \mathcal{E}^m_{n+1-m}.
\] (2.8a)

This in turn gives rise to natural maps

\[
\bigwedge^m \mathcal{E}^m_{n-m} \otimes D^m U \longrightarrow \bigwedge^m \big(\bigwedge^m (\text{Sym}^{n-m} U) \otimes D^m U\big)
\] (2.8b)

which lifts to a map of resolutions \(F^m_n \otimes D^m U \longrightarrow F^m_{n+1}\), as follows. For each \(i = 0, \ldots, m\), the map \(F^m_i \otimes D^m U \longrightarrow F^m_{i+1}\) is given as the composition

\[
\bigwedge^m \big(\text{Sym}^{n-m} U \otimes D^m U\big) \longrightarrow \bigwedge^m \big(\text{Sym}^{n+1-m} U \otimes D^m U\big),
\]

where all maps are induced by multiplication and comultiplication. The map on global sections

\[
H^0(P^m, F^m_0 \otimes D^m U) \longrightarrow H^0(P^m, F^m_{n+1})
\]

is the top map in (2.7), while the bottom map in (2.7) is the map induced from (2.8b) by taking global sections, from which the commutativity follows.

\[\square\]

**2.4. Compatibility of Hermite isomorphisms.** We end our discussion of Hermite reciprocity by constructing one last isomorphism and discussing its compatibility with the ones from Theorem 2.1. We define \(\alpha\) as the composition

\[
\text{D}^m(\text{Sym}^{n-m} U) \xrightarrow{\sim} \text{D}^m(\text{Sym}^{n-m} U) \otimes \bigwedge^m (\text{Sym}^{m-1} U) \longrightarrow \bigwedge^m (\text{Sym}^{n-1} U)
\]

where the first isomorphism follows from the identification \(k \cong \bigwedge^m (\text{Sym}^{m-1} U)\) given by \(1 \mapsto x^{m-1} \wedge \cdots \wedge x \wedge 1\), while the second map is induced by (2.2) and the multiplication \(\text{Sym}^{n-m} U \otimes \text{Sym}^{m-1} U \longrightarrow \text{Sym}^{n-1} U\).

**Theorem 2.9.** The map \(\alpha\) is an isomorphism, and we have a commutative diagram

\[
\begin{array}{ccc}
\text{D}^m(\text{Sym}^{n-m} U) & \xrightarrow{\alpha} & \bigwedge^m (\text{Sym}^{n-1} U) \\
\downarrow & & \downarrow \beta \\
\left(\bigwedge^m (\text{Sym}^{n-1} U) \right) & \xrightarrow{\beta} & \text{Sym}^{n-m}(\text{D}^m U)
\end{array}
\]

where \(\beta\) comes from (2.1a) and \(\gamma\) from (2.1b).
Proof. Fix $m$ and consider the direct sum of the terms in the triangle over all $n \geq m$ to get

$$
\bigoplus_{n \geq m} D^m(S\text{ym}^{n-m} U)
\bigoplus_{n \geq m} \bigwedge^m(S\text{ym}^{n-1} U) \xrightarrow{\beta'} \text{Sym}(D^m U)
\bigoplus_{n \geq m} \bigwedge^m(S\text{ym}^{n-1} U)
\xrightarrow{\alpha'} \text{Sym}(D^m U)
\xrightarrow{\gamma'} \text{Sym}(D^m U)
$$

where all 3 terms are free $\text{Sym}(D^m U)$-modules of rank one, and the maps $\alpha', \beta', \gamma'$ are linear with respect to the $\text{Sym}(D^m U)$-action. Let $*$ denote the $\text{Sym}(D^m U)$-action in all cases. For $f \in \text{Sym}(D^m U)$, we have $\gamma'(f) = f \ast 1$ where $1 \in k \cong D^m(\text{Sym}^0 U)$, and $\beta'^{-1}(f) = x^{m-1} \wedge \cdots \wedge x \wedge 1 \in \bigwedge^m(\text{Sym}^{m-1} U)$. By construction, $\alpha'(1) = x^{m-1} \wedge \cdots \wedge x \wedge 1$, so the triangle commutes. $\square$

3. Exterior powers of Schwarzenberger bundles

The goal of this section is to prove that exterior powers of $E^m$ arise as special cases of the construction of supernatural vector bundles from [ES09, Section 6].

Theorem 3.1. For $0 \leq i \leq m$ consider the multiplication map

$$
\mu : P^i \times P^{m-i} \rightarrow P^m.
$$

We have an isomorphism

$$
\bigwedge^i E^m_d \cong \mu_* \mathcal{O}(d + m - i + 1, 0),
$$

and in particular the bundle $\bigwedge^i E^m_d$ has supernatural cohomology, with root sequence

$$
-1, -2, \ldots, -(m - i), -(m - i + d + 2), \ldots, -(m + d + 1).
$$

If $i = 0$ or $i = m$ then there is nothing to prove, so we may assume that $m \geq 2$ and $0 < i < m$. Inside the product $P = P^i \times P^m$, consider the locus (see also [EH16, Section 2.1.8])

$$
Z = \{(f, g) \mid f \text{ divides } g\},
$$

with the reduced scheme structure. We have an isomorphism

$$
\phi : P^i \times P^{m-i} \cong Z \subset P, \quad (f, h) \mapsto (f, fh),
$$

and under this isomorphism we have

$$
\phi^*(\mathcal{O}_Z(a, b)) = \mathcal{O}_{P^i \times P^{m-i}}(a + b, b).
$$

The divisibility $f|g$ is equivalent to the existence of a form $h \in \text{Sym}^{m-i} U$ and a scalar $c \in k$, not both 0, such that $hf + cg = 0$. It follows that $Z$ can (set-theoretically) be realized as the degeneracy locus (i.e., where the map fails to have full rank) of a map of vector bundles

$$
\text{Sym}^{m-i} U(-1, 0) \oplus \mathcal{O}_P(0, -1) \longrightarrow \text{Sym}^m U \otimes \mathcal{O}_P,
$$

$$(h \otimes f, c \otimes g) \mapsto hf + cg.
$$

We write $\alpha : P \rightarrow P^i$ for the first projection, and observe that if we restrict the domain of the morphism above to the first summand then we get from (2.5a) an injective map

$$
\text{Sym}^{m-i} U(-1, 0) \hookrightarrow \text{Sym}^m U \otimes \mathcal{O}_P,
$$

with cokernel given by $\alpha^*(E^m_{m-i})$. 
Lemma 3.2. Z is the zero scheme of the induced map

\[ \mathcal{O}_P(0, -1) \longrightarrow \alpha^*(\mathcal{E}^i_{m-i}). \]

Proof. Since \( \phi \) is a closed immersion, and \( \phi^*(\mathcal{O}_P(1, 1)) = \mathcal{O}_{P \times P_{m-i}}(2, 1) \), we can compute the degree of \( Z \) with respect to \( \mathcal{O}_P(1, 1) \) as the \( m \)-fold self-intersection of \( \mathcal{O}_{P \times P_{m-i}}(2, 1) \). This is the coefficient of \( s^it^m \) in \( (2s + t)^m \), which is \( 2^i \binom{m}{i} \).

Since \( \text{codim} Z = i \), the cohomology class of the zero locus of this section is the top Chern class of \( \alpha^*(\mathcal{E}^i_{m-i})(0, 1) \). Writing the Chow ring of \( P \) as \( \mathbb{Z}[s, t]/(s^{i+1}, t^{m+1}) \) (using [EH16, Theorem 2.10]), the top Chern class of \( \alpha^*(\mathcal{E}^i_{m-i})(0, 1) \) is by [EH16, Proposition 5.17]

\[
\sum_{j=0}^i c_j(\mathcal{E}^i_{m-i}, s)t^{i-j}
\]

where \( c_j(\mathcal{E}^i_{m-i}, s) \) denotes the \( j \)th Chern class of \( \alpha^*(\mathcal{E}^i_{m-i}) \). Using (2.5a) and [EH16, Theorem 5.3(c)], the Chern polynomial of \( \alpha^*(\mathcal{E}^i_{m-i}) \) is (see also [EH16, Section 9.3.3])

\[
(1 - s)^{m-i+1} = \sum_{j=0}^i \binom{m-i+j}{j}s^j.
\]

Since \( Z \) has dimension \( m \), the degree of the zero locus with respect to \( \mathcal{O}_P(1, 1) \) is the coefficient of \( st^m \) in \( (1-s)^{m-i+1}(s+t)^m \), which is

\[
\sum_{j=0}^i \binom{m-i+j}{j}\binom{m}{i-j} = \sum_{j=0}^i \binom{m}{i-j} = 2^i \binom{m}{i}.
\]

This agrees with the degree of \( Z \), and hence we conclude that \( Z \) is scheme-theoretically the zero locus of the claimed map of vector bundles.

Proof of Theorem 3.1. We will prove the result by induction on \( m \). From Lemma 3.2, we obtain an exact Koszul resolution (using (2.5b))

\[
0 \longrightarrow \mathcal{O}_P(0, -1) \longrightarrow \alpha^*(\mathcal{E}^i_{m-i})(0, -i+1) \longrightarrow \cdots \longrightarrow \alpha^*(\det(\mathcal{E}^i_{m-i})) \longrightarrow \mathcal{O}_Z(m-i+1, 0) \longrightarrow 0.
\]

If we let \( \beta: P \longrightarrow P^m \) denote the second projection, then \( \mu = \beta \circ \phi \), and in particular

\[
\mathcal{F} := \mu_*(\mathcal{O}_{P \times P_{m-i}}(d + m - i + 1, 0)) = \beta_*(\mathcal{O}_Z(d + m - i + 1, 0))
\]

is resolved by the push-forward along \( \beta \) of the earlier Koszul complex twisted by \( \mathcal{O}_P(d, 0) \):

\[
0 \longrightarrow \mathcal{O}_P(d, -i) \longrightarrow \alpha^*(\mathcal{E}^i_{m-i})(d, -i+1) \longrightarrow \cdots \longrightarrow \alpha^*(\det(\mathcal{E}^i_{m-i}))(d, 0).
\]

By induction, we know that \( \bigwedge^j \mathcal{E}^i_{m-i}(d) \) has no higher cohomology, and

\[
H^0(P^i, \bigwedge^j(\mathcal{E}^i_{m-i}(d))) = \text{Sym}^{m-j+1+d}(D^i U) \otimes \text{Sym}^d(D^{i-j} U)
\]

\[
\cong \bigwedge^j(\text{Sym}^{m+d} U) \otimes D^{i-j}(\text{Sym}^d U),
\]

where the last isomorphism follows from Hermite reciprocity. Since \( \beta \) is a finite map, we get that \( \beta_* \) is exact, and hence the sheaf \( \mathcal{F} \) is resolved by a complex

\[
\cdots \longrightarrow \bigwedge^j(\text{Sym}^{m+d} U) \otimes D^{i-j}(\text{Sym}^d U)(-i+j) \longrightarrow \cdots \longrightarrow \bigwedge^i(\text{Sym}^{m+d} U) \otimes \mathcal{O}_{P^m}.
\]
We claim that the rightmost differential in the above complex can be identified with the rightmost differential in the $i$-th exterior power of the 2-term resolution
\[ \text{Sym}^d U(-1) \rightarrow \text{Sym}^{m+d} U \otimes \mathcal{O}_P \]
of $\mathcal{E}_d^m$. Once shown, this implies that $F \simeq \bigwedge^i \mathcal{E}_d^m$.

To prove the claim, in the exact sequence (3.3), replace each term $\alpha^* \left( \bigwedge^i \mathcal{E}_m U(-1) \right)$ by its resolution $\alpha^* \left( \bigwedge^i \text{Sym}^{m-i} U(-1) \rightarrow \text{Sym}^m U \right)$. Then we get a double complex mapping to the complex in question, and we take sections of the rightmost two terms to get:

\[
\begin{array}{c}
\bigwedge^{i-1} (\text{Sym}^{m+d} U) \otimes \text{Sym}^d U(-1) \\
\bigwedge^{i-1} (\text{Sym}^m U) \otimes \text{Sym}^d (D^i U)(-1)
\end{array}
\rightarrow
\begin{array}{c}
\bigwedge^i (\text{Sym}^{m+d} U) \otimes \mathcal{O}_P \\
\bigwedge^i (\text{Sym}^m U) \otimes \text{Sym}^d (D^i U) \otimes \mathcal{O}_P
\end{array}
\]

The vertical maps from the second row to the top row are surjective and the second row comes from the $i$th exterior power of the 2-term complex $\mathcal{O}(-1) \rightarrow \text{Sym}^m U$ tensored with $\text{Sym}^d (D^i U)$. This implies that the differentials in the first row are determined by the second row and the vertical maps, so it suffices to show that the claimed differential for the first row gives a commutative square.

For $j = i, i-1$, the vertical map
\[ \bigwedge^j (\text{Sym}^{m+d} U) \otimes \text{Sym}^d (D^i U)(-i+j) \rightarrow \bigwedge^j (\text{Sym}^{m+d} U) \otimes \text{Sym}^d (D^i U)(-i+j) \]
factors as
\[ \bigwedge^j (\text{Sym}^{m+d} U) \otimes \text{Sym}^d (D^i U)(-i+j) \rightarrow \bigwedge^j (\text{Sym}^{m+d} U) \otimes \text{Sym}^d (D^i U) \otimes \text{Sym}^d (D^i U)(-i+j) \rightarrow \bigwedge^j (\text{Sym}^{m+d} U) \otimes \text{Sym}^d (D^i U)(-i+j) \]
where in the second map we use the action of $\text{Sym}(D^i U)$ on $\bigoplus_{n \geq 0} \bigwedge^j (\text{Sym}^n U)$ from the previous section on the first two factors (which we denote by $\ast$). The second factor is the identity map in both cases.

It suffices to consider the case $d = 1$ due to the associativity of $\ast$. The square becomes
\[ \begin{array}{c}
\bigwedge^{i-1} (\text{Sym}^{m+1} U) \otimes U(-1) \\
\bigwedge^{i-1} (\text{Sym}^m U) \otimes D^i U(-1)
\end{array}
\rightarrow
\begin{array}{c}
\bigwedge^i (\text{Sym}^{m+1} U) \otimes \mathcal{O}_P \\
\bigwedge^i (\text{Sym}^m U) \otimes D^i U \otimes \mathcal{O}_P
\end{array}
\]

Pick $\omega \otimes x^{(j)} \otimes f \in \bigwedge^{i-1} (\text{Sym}^m U) \otimes D^i U(-1)$. The bottom path is
\[ \omega \otimes x^{(j)} \otimes f \mapsto \omega \wedge f \otimes x^{(j)} \mapsto x^{(j)} \ast (\omega \wedge f), \]
while the top path is
\[
\omega \otimes x^{(j)} \otimes f \mapsto x^{(j-1)} \ast \omega \otimes x \otimes f + x^{(j)} \ast \omega \otimes 1 \otimes f
\]
\[
\mapsto (x^{(j-1)} \ast \omega) \wedge xf + (x^{(j)} \ast \omega) \wedge f
\]
where by convention, \(x^{(-1)} = 0\). The two final quantities agree, which proves the claim. \(\square\)

4. Secant varieties of rational normal curves

In this section we give an SL-equivariant construction of the rank one maximal Cohen–Macaulay modules over a Hankel determinantal ring \(B\), and recover the description of the divisor class group of \(B\) from [CMSV18, Section 3], as well as the property of \(B\) having rational singularities. We formulate our results and arguments geometrically, using the usual identification of \(\text{Spec}(B)\) with the affine cone \(\hat{\Sigma}\) over a secant variety of a rational normal curve. In the process we recover well-known properties of \(\hat{\Sigma}\), such as normality and the Cohen–Macaulay property, along with the explicit description of its equations and syzygy modules. The key ingredients that we employ are the desingularization of \(\hat{\Sigma}\) via Schwarzenberger bundles, as explained in [OV06, Section 6], and the Kempf–Weyman technique for constructing syzygies, as explained in [Wey03, Chapter 5]. We will assume that \(k\) is algebraically closed in order to make valid set-theoretic arguments involving the \(k\)-points of our varieties, but the careful reader may wish to rephrase the justifications in order to remove this hypothesis.

Before going into more details, we establish some notation used throughout the section. If \(\mathcal{F}\) is a coherent locally free sheaf on a variety \(X\), we consider the sheaf of (graded) algebras
\[
\text{Sym}_{\mathcal{O}_X}(\mathcal{F}) = \mathcal{O}_X \oplus \mathcal{F} \oplus \text{Sym}^2(\mathcal{F}) \oplus \cdots
\]
and write \(\mathbb{P}_X(\mathcal{F})\) for \(\text{Proj}_X(\text{Sym}_{\mathcal{O}_X}(\mathcal{F}))\). Similarly, we write \(\mathbb{A}_X(\mathcal{F})\) for \(\text{Spec}_X(\text{Sym}_{\mathcal{O}_X}(\mathcal{F}))\). When \(X\) is understood from the context, we simply write \(\text{Sym}(\mathcal{F}), \mathbb{P}(\mathcal{F}), \text{and } \mathbb{A}(\mathcal{F})\).

We let \(\mathbb{P}^n = \mathbb{P}(\text{Sym}^n U)\), and note that its \(k\)-points \([f] \in \mathbb{P}^n\) are represented by non-zero elements \(f \in \mathbb{D}^n U\) up to scaling. Every \(u \in U\) gives rise to a symmetric tensor
\[
u^{(n)} = u \otimes u \otimes \cdots \otimes u \in \mathbb{D}^n U,
\]
the \(n\)-th divided power of \(u\). We get an SL-equivariant map
\[
\mathbb{P}^1 \longrightarrow \mathbb{P}^n, \quad [u] \longrightarrow [u^{(n)}],
\]
called the degree \(n\) Veronese embedding of \(\mathbb{P}^1\). We denote its image by \(\Gamma\), which is a rational normal curve of degree \(n\), and write \(\Sigma_k\) for the \(k\)-secant variety of \(\Gamma\). Recall that this is the Zariski closure of the union of all linear spaces \(\text{Span}(x_1, \ldots, x_k)\), ranging over all choices of points \(x_1, \ldots, x_k \in \Gamma\). In particular, we have \(\Sigma_1 = \Gamma\). We consider the affine space \(\mathbb{A}^{n+1} = \mathbb{A}(\text{Sym}^n U)\), and write \(\hat{\Sigma}_k \subset \mathbb{A}^{n+1}\) for the affine cone over \(\Sigma_k\). We let \(B\) denote the coordinate ring of \(\hat{\Sigma}_k\) (or the homogeneous coordinate ring of \(\Sigma_k\)), which is called a Hankel determinantal ring in [CMSV18]. The following theorem summarizes some of the basic properties of \(\hat{\Sigma}_k\):

**Theorem 4.1.** The variety \(\hat{\Sigma}_k\) is normal, Cohen–Macaulay, and has rational singularities. Its divisor class group is isomorphic to \(\mathbb{Z}/(n - 2k + 2)\mathbb{Z}\).
The conclusions of Theorem 4.1 are not new. Our goal is to provide a unified proof of this theorem based on properties of Schwarzenberger bundles and the Kempf–Weyman geometric technique. For a more in-depth study of other aspects of the theory, the reader can consult [GP82, Eis88, Wat97, Con98, CMSV18] or [EH16, Section 10.4].

We consider the Schwarzenberger bundle $\mathcal{E} = \mathcal{E}_{n-k}^k$ on $P^k = \mathbb{P}(D^k U)$, along with the diagram of spaces and maps

$$
\begin{array}{ccc}
A^{n+1} & \xleftarrow{q} & A^{n+1} \times P^k \xrightarrow{\pi} P^k \\
\downarrow{\iota} & & \downarrow{\psi} \\
Y = A_{P^k}(\mathcal{E}) & & \\
\end{array}
$$

where $\iota$ is the closed immersion induced by the surjection $\text{Sym}^n U \otimes O_{P^k} \to \mathcal{E}$ in (2.5a), the maps $p, q$ are the projections to the two factors, and $\pi = q \circ \iota$. The map $\psi = p \circ \iota$ is the structure map of the geometric vector bundle $Y$ over $P^k$, whose $k$-points correspond to pairs $(f, [g])$, where $f$ belongs to the dual of the fiber of $\mathcal{E}$ at $[g] \in P^k$. To make this more explicit, we use the perfect pairing

$$
\langle -, - \rangle : D^d U \times \text{Sym}^d U \longrightarrow k,
$$

which exists for each $d \geq 0$ and is SL-equivariant. It will be important to note that if we think of $P \in \text{Sym}^d U$ as a homogeneous polynomial of degree $d$ on $U^r = U$, then for each $u \in U$, the evaluation of $P$ at $u$ is computed by

$$
P(u) = \langle u^{(d)}, P \rangle. \quad (4.2a)
$$

We can construct more generally a contraction map

$$
\langle -, - \rangle : D^d U \times \text{Sym}^r U \longrightarrow D^{d-r} U \text{ for } d \geq r \geq 0,
$$

induced by the comultiplication $D^d U \to D^{d-r} U \otimes D^r U$ and the pairing $D^r U \times \text{Sym}^r U \longrightarrow k$. Suppose now that $[g] \in P^k$, where $0 \neq g \in \text{Sym}^k U$. If we restrict (2.5a) to the fiber at $[g]$ and dualize, we can identify the fiber of $\mathcal{E}^\vee$ at $[g]$ with the kernel of the contraction

$$
\langle -, g \rangle : D^n U \longrightarrow D^{n-k} U. \quad (4.2b)
$$

This yields the explicit description of the $k$-points in $Y$ as

$$
Y = \{ (f, [g]) : 0 \neq g \in \text{Sym}^k U, \ f \in \ker \langle -, g \rangle : D^n U \longrightarrow D^{n-k} U \}. \quad (4.3)
$$

The connection between Schwarzenberger bundles and secant varieties is given as follows.

**Lemma 4.4.** The image of $\pi$ is $\hat{\Sigma}_k \subseteq A^{n+1}$.

*Proof.* Consider a general point $(f, [g]) \in Y$, where $g \in \text{Sym}^k U$ is a homogeneous polynomial with distinct roots $u_1, \ldots, u_k \in U$. It follows from (4.2a) that $u_1^{(n)}, \ldots, u_k^{(n)}$ belong to the kernel of the map (4.2b), and since they are linearly independent, they must generate the fiber of $\mathcal{E}^\vee$ at $[g]$. We conclude that $f \in \text{Span} \{u_1^{(n)}, \ldots, u_k^{(n)}\}$, hence $f \in \hat{\Sigma}_k$. Conversely, since every general point $f \in \hat{\Sigma}_k$ belongs to $\text{Span} \{u_1^{(n)}, \ldots, u_k^{(n)}\}$ for some distinct $u_1, \ldots, u_k \in U$, it follows by considering $g \in \text{Sym}^k U$ with roots $u_1, \ldots, u_k$, that $f \in \text{Im}(\pi)$. This shows that $\text{Im}(\pi)$ is dense in $\hat{\Sigma}_k$, but since $\pi$ is a projective morphism, it follows that $\text{Im}(\pi) = \hat{\Sigma}_k$. $\square$
We will see shortly that \( \pi \) is in fact birational, and therefore it provides a resolution of singularities of \( \hat{\Sigma}_k \). We make the usual identification between quasi-coherent sheaves on affine space and their global sections, and let 
\[
S = \mathcal{O}_{\mathbb{A}^{n+1}}, \quad B = \mathcal{O}_{\hat{\Sigma}_k}, \quad \hat{B} = \pi_* \mathcal{O}_Y.
\]

**Proposition 4.5.** We have that \( \hat{B} = B \) has an SL-equivariant minimal graded free resolution \( F_\bullet \) over \( S \), whose terms are given by
\[
F_0 = S, \quad F_i = D^{i-1}(\text{Sym}^k U) \otimes \bigwedge^{i+k}(\text{Sym}^{n-k} U) \otimes S(-i - k) \text{ for } i = 1, \ldots, n - 2k + 1.
\]

**Proof.** Since the natural map \( \text{Sym}^k U \otimes \text{Sym}^{n-k} U \) suffices to check that \( S \) surjects onto \( B \), we do so by applying [Wey03, Theorem 5.1.2] with \( V = P^k, \mathcal{V} = \mathcal{O}_{\mathbb{P}^k}, X = \mathbb{A}^{n+1}, \eta = \mathcal{E}, \) and \( \xi = \text{Sym}^{n-k} U(-1) \). We get a complex \( F_\bullet \) of free \( S \)-modules, with
\[
F_i = \bigoplus_{j \geq 0} H^j \left( P^k, \bigwedge^{i+j}(\text{Sym}^{n-k} U(-1)) \right) \otimes S(-i - j)
\]
\[
= \bigoplus_{j \geq 0} H^j \left( P^k, \mathcal{O}_{\mathbb{P}^k}(-i - j) \right) \otimes \bigwedge^{i+j}(\text{Sym}^{n-k} U) \otimes S(-i - j),
\]
whose homology groups vanish in positive degrees, and satisfy
\[
H_{-i}(F_\bullet) = H^i(Y, \mathcal{O}_Y) = \bigoplus_{d \geq 0} H^i(P^k, \text{Sym}^d \mathcal{E}), \text{ for } i \geq 0.
\]

To identify the terms in the complex \( F_\bullet \), we note that a line bundle \( \mathcal{O}_{\mathbb{P}^k}(d) \) has no intermediate cohomology and
\[
H^0(P^k, \mathcal{O}_{\mathbb{P}^k}(d)) = \begin{cases} 
\text{Sym}^d(D^k U) & \text{if } d \geq 0, \\
0 & \text{otherwise},
\end{cases}
\]
\[
H^k(P^k, \mathcal{O}_{\mathbb{P}^k}(d)) = \begin{cases} 
D^{-d-k-1}(\text{Sym}^k U) & \text{if } d \leq -k - 1, \\
0 & \text{otherwise}.
\end{cases}
\]

It follows that \( F_0 = S \), and the only other non-zero terms are
\[
F_i = D^{i-1}(\text{Sym}^k U) \otimes \bigwedge^{i+k}(\text{Sym}^{n-k} U) \otimes S(-i - k) \text{ for } i = 1, \ldots, n - 2k + 1.
\]
We conclude that \( H_i(F_\bullet) = 0 \) for \( i < 0 \), and that \( F_\bullet \) gives a minimal free resolution of \( \hat{B} \). Since \( F_0 = S \), the natural map \( S \to \hat{B} \) is surjective, hence \( \hat{B} = B \), as desired. \( \square \)

To make the results of Proposition 4.5 even more explicit, consider for a moment the general situation of a \( k \)-linear map
\[
\varphi: V_1 \to V_0 \otimes W,
\]
where \( W, V_0, V_1 \) are finite dimensional \( k \)-vector spaces of dimensions \( k + 1, n + 1, \) and \( m + 1 \) respectively. After choosing bases for \( W, V_0, V_1 \), we can represent \( \varphi \) either as an \( (m + 1) \times (n + 1) \) matrix \( A \) of linear forms in \( \text{Sym}(W) \simeq k[y_0, \ldots, y_k] \), or as an \( (m+1) \times (k+1) \) matrix \( A' \) of linear forms in \( \text{Sym}(V_0) = k[z_0, \ldots, z_n] \). Such matrices occur frequently, for instance in
the study of Rees algebras, when one is the presentation matrix of an ideal, while the other is the Jacobian dual [Vas91, SUV93]. Of interest to us is the encoding of \( \varphi \) as a morphism of sheaves on \( \mathbb{P}W \cong \mathbb{P}^k \)

\[
V_1 \otimes \mathcal{O}_{\mathbb{P}W}(-1) \rightarrow V_0 \otimes \mathcal{O}_{\mathbb{P}W}.
\]  

(4.6)

Taking the \((k + 1)\)-st symmetric power yields a Koszul complex \( \mathcal{K}_\bullet \)

\[
0 \rightarrow \bigwedge^{k+1} V_1 \otimes \mathcal{O}_{\mathbb{P}W}(-k-1) \rightarrow \cdots \rightarrow V_1 \otimes \text{Sym}^k V_0 \otimes \mathcal{O}_{\mathbb{P}W}(-1) \rightarrow \text{Sym}^{k+1} V_0 \otimes \mathcal{O}_{\mathbb{P}W} \rightarrow 0.
\]

The intermediate sheaves in the above complex have no cohomology, and the hypercohomology spectral sequence involves precisely one interesting map

\[
H^k \left( \mathbb{P}W, \bigwedge^{k+1} V_1 \otimes \mathcal{O}_{\mathbb{P}W}(-k-1) \right) \rightarrow H^0(\mathbb{P}W, \text{Sym}^{k+1} V_0 \otimes \mathcal{O}_{\mathbb{P}W})
\]

(4.7)

If we think of the basis of \( \bigwedge^{k+1} V_1 \) as being indexed by collections of \((k + 1)\) rows of the matrix \( A' \), then this map associates to every such collection the corresponding (maximal) \((k + 1) \times (k + 1)\) minor of \( A' \).

We specialize this discussion to the case when \( V_1 = \text{Sym}^{n-k} U \) (where \( m = n - k + 1 \), \( V_0 = \text{Sym}^n U \), \( W = D^k U \), and the map \( \varphi \) is induced by the dual of the contraction map discussed earlier. If we choose the standard monomial bases on the three vector spaces, and denote them \( x_\bullet \) on \( V_1 \), \( z_\bullet \) on \( V_0 \), \( y_\bullet \) on \( W \), then we have

\[
\varphi(x_i) = \sum_{j=0}^{k} z_{i+j} \otimes y_j \text{ for } i = 0, \ldots, n - k.
\]

(4.8)

The matrix \( A' \) then takes the form

\[
A' = \begin{bmatrix}
    z_0 & z_1 & \cdots & z_k \\
    z_1 & z_2 & \cdots & z_{k+1} \\
    \vdots & \vdots & \ddots & \vdots \\
    z_{n-k} & z_{n-k+1} & \cdots & z_n
\end{bmatrix}
\]

which is called a Hankel (or catalecticant) matrix. The map (4.6) is the presentation of \( \mathcal{E} \) from (2.5a), and therefore \( \mathcal{K}_\bullet \) is a resolution of \( \text{Sym}^{k+1} \mathcal{E} \). The map (4.7) is the degree \((k+1)\) component of the differential \( d_1 : F_1 \rightarrow F_0 \) (whose cokernel is \( B_{k+1} = H^0(\mathbb{P}^k, \text{Sym}^{k+1} \mathcal{E}) \)). Since \( F_1 \) is generated by its degree \((k+1)\) component, it follows that the image of \( d_1 \) (which is the defining ideal of \( \Sigma_k \)) is the ideal \( I \) generated by the \((k+1) \times (k+1)\) minors of the Hankel matrix \( A' \). The complex \( F_\bullet \) is the Eagon–Northcott complex associated with \( A' \).

**Corollary 4.9.** The variety \( \Sigma_k \) is arithmetically Cohen–Macaulay. Its dimension and degree are computed by:

\[
\dim(\Sigma_k) = 2k - 1, \quad \deg(\Sigma_k) = \binom{n - k + 1}{k} \text{ for } 1 \leq k \leq \frac{n + 1}{2}.
\]
Proof. We will prove shortly that the Hilbert series of \(B\) can be expressed in lowest terms as

\[
\text{HS}_B(t) = \frac{\sum_{i=0}^{k} \binom{n-2k+i}{i}}{(1-t)^{2k}}. \tag{4.9a}
\]

This implies that \(\dim(\Sigma_k) + 1 = \dim(B) = 2k\), and setting \(t = 1\) in the numerator we obtain

\[
\text{deg}(\Sigma_k) = \sum_{i=0}^{k} \binom{n-2k+i}{i} = \binom{n-k+1}{k}.
\]

(the sum is the number of monomials of degree \(\leq k\) in \((n+1-2k)\) variables, which by homogenization, is the number of monomials of degree exactly \(k\) in \((n+2-2k)\) variables, which is the right side). Since \(B\) has codimension \((n+1-2k)\), equal to the projective dimension as computed by the resolution in Proposition 4.5, it follows that \(B\) is a Cohen–Macaulay module, hence \(\Sigma_k\) is arithmetically Cohen–Macaulay.

To prove (4.9a), we use the minimal free resolution of \(B\) from Proposition 4.5 to obtain

\[
\text{HS}_B(t) = \frac{1 + \sum_{i=1}^{n-2k+1} (-1)^i (i-1+k) \binom{n-k+1}{i+k} \cdot t^{i+k}}{(1-t)^{n+1}}.
\]

If we write \(F(t)\) for the numerator, then (4.9a) is equivalent to \(F(t) = G(t)\), where

\[
G(t) = (1-t)^{n+1-2k} \cdot \sum_{i=0}^{k} \binom{n-2k+i}{i} \cdot t^i.
\]

Since \(F(t)\) and \(G(t)\) have constant term 1, to show they coincide it suffices to check that \(F'(t) = G'(t)\). We have

\[
F'(t) = \sum_{i=1}^{n-2k+1} (-1)^i \binom{i-1+k}{k} \binom{n-k+1}{i+k} (i+k) \cdot t^{i+k-1}
\]

\[
= \sum_{i=1}^{n-2k+1} (-1)^i \binom{n-k}{k} \binom{n-2k}{i-1} (n-k+1) \cdot t^{i+k-1}
\]

\[
j=i-1 \implies -(n-k+1) \binom{n-k}{k} \cdot t^k \cdot \sum_{j=0}^{n-2k} (-1)^j \binom{n-2k}{j} \cdot t^j
\]

\[
= -(n-k+1) \binom{n-k}{k} \cdot t^k \cdot (1-t)^{n-2k}.
\]

Using the product rule for \(G'(t)\) and dividing by \((1-t)^{n-2k}\), we obtain

\[
\frac{G'(t)}{(1-t)^{n-2k}} = -(n-2k+1) \cdot \left( \sum_{i=0}^{k} \binom{n-2k+i}{i} \cdot t^i \right) + (1-t) \cdot \left( \sum_{i=0}^{k} \binom{n-2k+i}{i} i \cdot t^{i-1} \right).
\]

In the above sum, the coefficient of \(t^i\) vanishes for \(0 \leq i \leq k-1\) due to the identity

\[
-(n-2k+1) \binom{n-2k+i}{i} + \binom{n-2k+i+1}{i+1} (i+1) - \binom{n-2k+i}{i} i = 0,
\]

while the coefficient of \(t^k\) is

\[
-(n-2k+1) \binom{n-k}{k} - \binom{n-k}{k} k = -(n-k+1) \binom{n-k}{k}.
\]
This shows that $F'(t) = G'(t)$, concluding the proof. \qed

**Corollary 4.10.** The morphism $\pi$ is birational onto $\hat{\Sigma}_k$. The variety $\hat{\Sigma}_k$ is normal with rational singularities.

**Proof.** Since $\dim(Y) = \dim(\hat{\Sigma}_k)$, it follows that $\pi : Y \to \hat{\Sigma}_k$ is generically finite. Combining this with the equality $\pi_* O_Y = O_{\hat{\Sigma}_k}$ established in Proposition 4.5, we see that $\pi$ is birational [TS20, Tag 03H2], hence it provides a resolution of singularities of $\hat{\Sigma}_k$. The fact that $\hat{\Sigma}_k$ is normal with rational singularities is now a consequence of [Wey03, Theorem 5.1.3(c)], and of the description of the sheaf cohomology groups of $O_Y$ explained in the proof of Proposition 4.5. \qed

Returning to the explicit presentation (4.8) of the bundle $E$, and using the affine coordinates $z_0, \ldots, z_n$ on $A^{n+1}$, and the projective coordinates $y_0, \ldots, y_k$ on $P^k$ as before, it follows that $Y$ is defined as a subvariety in $A^{n+1} \times P^k$ by the condition

$$
\begin{bmatrix}
z_0 & z_1 & \cdots & z_k \\
z_1 & z_2 & \cdots & z_{k+1} \\
\vdots & \vdots & \ddots & \vdots \\
z_{n-k} & z_{n-k+1} & \cdots & z_n
\end{bmatrix} \cdot 
\begin{bmatrix}
y_0 \\
y_1 \\
\vdots \\
y_k
\end{bmatrix} = 0.
$$

Representing each element of $A^{n+1}$ as a Hankel matrix $M$, and each element of $P^k$ as a non-zero column vector $\vec{v}$ up to scaling, we get

$$
Y = \{(M, [\vec{v}]) : M \cdot \vec{v} = 0\}, \quad \text{and} \quad \pi : Y \to A^{n+1}\text{ is given by } \pi(M, [\vec{v}]) = M.
$$

Since the generic element $M \in \hat{\Sigma}_k$ has rank $k$, we have that $\ker(M)$ is one-dimensional, hence the non-zero vector $\vec{v}$ in $\ker(M)$ is uniquely defined up to scaling. This gives a more concrete interpretation of the fact that $\pi$ is birational onto $\hat{\Sigma}_k$. It also shows that the locus where $\pi$ fails to be an isomorphism is identified with the set of Hankel matrices of rank $\leq (k - 1)$, that is, with $\hat{\Sigma}_{k-1}$. We are now ready to prove the final conclusion of Theorem 4.1.

**Proposition 4.11.** The class group of $\hat{\Sigma}_k$ is isomorphic to $\mathbb{Z}/(n - 2k + 2)\mathbb{Z}$.

**Proof.** We let $U = \hat{\Sigma}_k \setminus \hat{\Sigma}_{k-1}$, define

$$
Z = \pi^{-1}(\hat{\Sigma}_{k-1}) \subset Y,
$$

and note that as remarked earlier that $\pi$ establishes an isomorphism between $Y \setminus Z$ and $U$. We will show that $Z$ is a divisor on $Y$, defined by a section of $\psi^*(O_P(-n + 2k - 2))$ (see also [OV06, Proposition 6.14]). Since $\hat{\Sigma}_{k-1}$ has codimension two inside $\hat{\Sigma}_k$, it follows that

$$
\text{Cl}(\hat{\Sigma}_k) = \text{Cl}(U) = \text{Cl}(Y \setminus Z).
$$

Moreover, we have an exact sequence

$$
\mathbb{Z} \to \text{Cl}(Y) \to \text{Cl}(Y \setminus Z) \to 0,
$$

where the first map sends 1 to $[Z]$ [TS20, Tag 02RX]. Since $Y$ is a vector bundle over $P^k$, it follows that $\text{Cl}(Y) = \mathbb{Z}$, generated by the pullback of a hyperplane class along $\psi$ ([TS20, Tag 02TY] and [TS20, Tag 0BXJ]). Since $Z$ is cut out by a section of $\psi^*(O_P(-n + 2k - 2))$, $[Z]$ generates the subgroup $(n - 2k + 2)\mathbb{Z} \subset \mathbb{Z} = \text{Cl}(Y)$, from which the desired conclusion follows.
To prove that \( Z \) has the desired properties, we consider the natural map on \( \mathbb{P}^k \)

\[
\operatorname{Sym}^{k-1} U \otimes \mathcal{E}_{n-2k+1}^{k} \longrightarrow \mathcal{E}, \tag{4.11a}
\]
defined analogously to (2.8a) by the multiplication \( \operatorname{Sym}^{n-k+1} U \otimes \operatorname{Sym}^{k-1} U \longrightarrow \operatorname{Sym}^{n} U \).

Pulling back along \( \psi \) and applying the natural map \( \psi^{*}(\mathcal{E}) \longrightarrow \mathcal{O}_{Y} \), we obtain a morphism

\[
\Delta
\begin{array}{ccc}
\operatorname{Sym}^{k-1} U \otimes \mathcal{O}_{Y} & \longrightarrow & \psi^{*}(\mathcal{E}) \otimes \psi^{*} \left( \mathcal{E}_{n-2k+1}^{k} \right)^{\vee} \\
& & \longrightarrow \psi^{*} \left( \mathcal{E}_{n-2k+1}^{k} \right)^{\vee}
\end{array}
\]
of vector bundles of rank \( k \) on \( Y \). Since \( \det(\mathcal{E}_{n-2k+1}^{k}) = \mathcal{O}_{\mathbb{P}^k}(n-2k+2) \), we have that \( \det(\Delta) \) defines a section of \( \psi^{*}(\mathcal{O}_{\mathbb{P}^k}(-n+2k-2)) \), so to conclude we need to check that \( Z \) is the degeneracy locus of \( \Delta \). The restriction of \( \Delta \) to the fiber at a point \( (f, [g]) \in Y \) as in (4.3) is given by a map

\[
\operatorname{Sym}^{k-1} U \longrightarrow \ker \left( D^{n-k+1} U \stackrel{(-g)}{\longrightarrow} D^{n-2k+2} U \right), \quad h \mapsto \langle f, h \rangle.
\]

This map drops rank precisely when there exists a non-zero \( h \in \operatorname{Sym}^{k-1} U \) with \( \langle f, h \rangle = 0 \),

that is, when \( (f, [h]) \in \mathbb{A}_{\mathbb{P}^{k-1}}(\mathcal{E}_{n-k+1}^{k-1}) \).

By Lemma 4.4, this happens if and only if \( f \in \mathbb{S}_{k-1} \), or equivalently \( (f, [g]) \in Z \).

Thus, \( \det(\Delta) \) defines \( Z \) set-theoretically. Hence \( n-2k+2 \) gives an upper bound on the size of the class group of \( \mathbb{S}_{k} \). But we will construct \( n-2k+2 \) different representatives in Lemma 4.13, so in fact, \( \det(\Delta) \) must define \( Z \) scheme-theoretically as well.

It is noted in [CMSV18, Remark 3.7] that each class in \( \text{Cl}(\mathbb{S}_{k}) \) is represented by a rank one MCM (maximal Cohen–Macaulay) module, and an explicit construction is given in terms of ideals of minors of Hankel matrices. For an SL-equivariant realization of these MCM modules we argue using the Kempf–Weyman geometric technique. We define

\[
M_{r} = \pi_{*}(\psi^{*}(\mathcal{O}_{\mathbb{P}^k}(r))) = H^{0}(Y, \psi^{*}(\mathcal{O}_{\mathbb{P}^k}(r))) \text{ for } r = 0, \ldots, n-2k+1, \tag{4.12}
\]

and prove the following (note that \( M_{0} = B \)).

Lemma 4.13. Up to isomorphism, the rank one maximal Cohen–Macaulay \( B \)-modules are \( M_{0}, \ldots, M_{n-2k+1} \). The minimal number of generators of \( M_{r} \) is

\[
\mu(M_{r}) = \binom{r+k}{k},
\]

and \( M_{n-2k+1} \) is an Ulrich module.

We recall that an MCM module \( M \) is called \textbf{Ulrich} (short for \textit{maximally generated maximal Cohen–Macaulay}) if \( \mu(M) \) equals the multiplicity of \( M \), see [BHUr87, HUB91] for basic information and references.

Proof. Since \( M_{r} \) is the direct image of a line bundle on the desingularization \( Y \) of \( \mathbb{S}_{k} \), it follows that \( M_{r} \) is a rank one \( B \)-module. To see that \( M_{r} \) is Cohen–Macaulay, we apply [Wey03, Corollary 5.1.5]. With the notation in loc. cit., if \( \mathcal{V} = \mathcal{O}_{\mathbb{P}^k}(r) \) then we have that \( \mathcal{V}^{\vee} = \mathcal{O}_{\mathbb{P}^k}(2n-k-r) \). We then have to check that

\[
R^{i} \pi_{*}(\psi^{*} \mathcal{V}^{\vee}) = 0 \text{ for } i > 0.
\]
Equivalently, we have to show that for each \( d \geq 0 \),
\[
H^i(P^k, \text{Sym}^d E \otimes O_{P^k}(2n - k - r)) = 0 \text{ for } i > 0.
\]
By our assumption on \( r \), we have \( 2n - k - r + 1 \geq 0 \). The 2-step resolution \((2.5a)\) of \( E \) induces for each \( d \geq 0 \) a resolution of \( \text{Sym}^d(E) \), where the \( i \)-th step is isomorphic to a direct sum of line bundles of the form \( O_{P^k}(-i) \). This implies that \( \text{Sym}^d(E) \) is a 0-regular sheaf. Therefore it is also \((2n - k - r + 1)\)-regular, hence the desired vanishing statement holds.

To calculate \( \mu(M_r) \), we consider the minimal free resolution \( F^r_\bullet \) of \( M_r \). As in the proof of Proposition 4.5, we have using [Wey03, Theorem 5.1.2] that
\[
F^r_0 = \bigoplus_{j \geq 0} H^j(P^k, O_{P^k}(-j + r)) \otimes \bigwedge^j (\text{Sym}^{n-k} U) \otimes S(-j)
\]
\[
= H^0(P^k, O_{P^k}(r)) \otimes S = \text{Sym}^r(D^k U) \otimes S.
\]
The space of minimal generators of \( M_r \) is then \( \text{Sym}^r(D^k U) \), which has dimension \( \binom{r+k}{k} \). Since the numbers \( \mu(M_r) \) are distinct, it follows that the modules \( M_r \) are pairwise non-isomorphic. Since \( B \) is normal, the class group of \( B \) is isomorphic to the group of isomorphism classes rank 1 reflexive \( B \)-modules [TS20, Tag 0EBM]. Since the class group of \( B \) has size \( (n-2k+2) \), it follows that every rank 1 MCM \( B \)-module is isomorphic to \( M_r \) for some \( r \).

Since \( M_r \) is a rank one MCM module supported on \( \Sigma_k \), it follows from Corollary 4.9 that its multiplicity is \( \binom{n-k+1}{k} \). This quantity agrees with \( \mu(M_r) \) precisely when \( r = n - 2k + 1 \), proving that \( M_{n-2k+1} \) is Ulrich.

\[ \square \]

5. Self-duality for the rank one Ulrich module

In this section we analyze the Ulrich module \( M_{n-2k+1} \) in Lemma 4.13, and prove that it is self-dual. To explain this, we note that the definition \((4.12)\) can be extended to arbitrary \( r \in \mathbb{Z} \), but the resulting modules will typically fail to be Cohen–Macaulay. With the notation in Lemma 4.13, if \( V = O_{P^k}(n-2k+1) \) then \( V^\vee = O_{P^k}(-1) \), so in fact \( M_{-1} \) is MCM and is the dual of \( M_{n-2k+1} \). We will show that the section \( \det(\Delta) \) constructed in the proof of Proposition 4.11 gives rise to an isomorphism \( M_{-1} \simeq M_{n-2k+1} \) which is given at the level of minimal generators by Hermite reciprocity.

**Theorem 5.1.** The graded modules \( M_{-1} \) and \( M_{n-2k+1} \) are generated in a single degree, with spaces of minimal generators
\[
\bigwedge^k (\text{Sym}^{n-k} U) \text{ and } \text{Sym}^{n-2k+1}(D^k U)
\]
respectively. There is an isomorphism \( M_{-1} \simeq M_{n-2k+1} \) which restricts to \((2.1a)\) on the space of minimal generators.

**Proof.** We begin by describing the minimal free resolutions \( F^n_{-2k+1} \) and \( F^r_{-1} \) of \( M_{n-2k+1} \) and \( M_{-1} \) respectively. We obtain using [Wey03, Theorem 5.1.2] that (up to a shift in grading)
\[
F^n_{-2k+1} = H^0(P^k, \bigwedge^i (\text{Sym}^{n-k} U(-1)) \otimes O_{P^k}(n - 2k + 1)) \otimes S(-i)
\]
\[
= \bigwedge^i (\text{Sym}^{n-k} U) \otimes \text{Sym}^{n-2k+1-i}(D^k U) \otimes S(-i), \text{ and}
\]
\[ F_i^{-1} = H^k \left( P^k, \bigwedge^{i+k} (\text{Sym}^{n-k} U(-1)) \otimes \mathcal{O}_{P^k}(-1) \right) \otimes S(-i) \]

\[ = \bigwedge^i (\text{Sym}^{n-k} U) \otimes D^i(\text{Sym}^k U) \otimes S(-i), \text{ for } i = 0, \ldots, n - k + 1. \]

By taking \( i = 0 \) we obtain the desired description for the spaces of minimal generators of \( M_{n-2k+1} \) and \( M_{-1} \). Since \( \mu(M_{n-2k+1}) = \mu(M_{-1}) \) and \( M_{n-2k+1}, M_{-1} \) are rank one MCMs, it follows from Lemma 4.13 that they must be isomorphic. Before describing the isomorphism, we make explicit the graded structure of the two modules, which is induced by the usual identification of \( \mathcal{O}_Y \) with the sheaf of graded algebras \( \text{Sym}(\mathcal{E}) \) on \( P^k \). We have that

\[ (M_{n-2k+1})_d = H^0(P^k, \text{Sym}^d \mathcal{E} \otimes \mathcal{O}_{P^k}(n - 2k + 1)), \quad \text{and} \]

\[ (M_{-1})_d = H^0(P^k, \text{Sym}^{d+k} \mathcal{E} \otimes \mathcal{O}_{P^k}(-1)). \]

To construct an isomorphism, we note that the section \( \det(\Delta) \) of \( \psi^*\mathcal{O}_{P^k}(-n + 2k - 2) \) in Proposition 4.11 defines an injective morphism of invertible sheaves on \( Y \)

\[ \delta: \psi^*\mathcal{O}_{P^k}(n - 2k + 1) \longrightarrow \psi^*\mathcal{O}_{P^k}(-1). \]

Making the identification of the source and target with sheaves of graded \( \text{Sym}(\mathcal{E}) \)-modules, we see that in degree \( d \) the map is given by

\[ \delta_d: \text{Sym}^d \mathcal{E} \otimes \mathcal{O}_{P^k}(n - 2k + 1) \longrightarrow \text{Sym}^{d+k} \mathcal{E} \otimes \mathcal{O}_{P^k}(-1). \]

Since \( \delta_d \) is injective, the same is true for \( H^0(P^k, \delta_d): (M_{n-2k+1})_d \longrightarrow (M_{-1})_d \). Since the source and target are finite dimensional vector spaces, we see that \( \delta \) induces an isomorphism between \( M_{n-2k+1} \) and \( M_{-1} \). To conclude, we need to check that \( \delta_0 \) induces (2.1a).

Note that \( \delta_0 \otimes \mathcal{O}_{P^k}(1) \) is constructed from (4.11a), as the composition

\[ \mathcal{O}(n - 2k + 2) \simeq \bigwedge^k (E_{n-2k+1}^k) = \bigwedge^k (\text{Sym}^{k-1} U) \otimes \bigwedge^k (E_{n-2k+1}^k) \longrightarrow \text{Sym}^k \mathcal{E}. \]

The presentation (2.5a) induces a resolution \( \mathcal{F}_* \) of \( \bigwedge^k (E_{n-2k+1}^k) \), with

\[ \mathcal{F}_i = D^i(\text{Sym}^{n-2k+1} U) \otimes \bigwedge^{k-i} (\text{Sym}^{n-k+1} U) \otimes \mathcal{O}_{P^k}(-i), \]

and a resolution \( \mathcal{G}_* \) of \( \text{Sym}^k \mathcal{E} \), with

\[ \mathcal{G}_i = \bigwedge^i (\text{Sym}^{n-k} U) \otimes \text{Sym}^{k-i}(\text{Sym}^n U) \otimes \mathcal{O}_{P^k}(-i). \]

We lift \( \delta_0 \otimes \mathcal{O}_{P^k}(1) \) to a map of complexes \( \mathcal{F}_* \longrightarrow \mathcal{G}_* \), using the comultiplication

\[ k \simeq \bigwedge^k (\text{Sym}^{k-1} U) \longrightarrow \bigwedge^i (\text{Sym}^{k-1} U) \otimes \bigwedge^{k-i} (\text{Sym}^{k-1} U), \]

and the natural maps

\[ D^i(\text{Sym}^{n-2k+1} U) \otimes \bigwedge^i (\text{Sym}^{k-1} U) \longrightarrow D^i(\text{Sym}^{n-2k+1} U \otimes \text{Sym}^{k-1} U) \rightarrow D^i(\text{Sym}^{n-k} U) \]

and

\[ \bigwedge^{k-i} (\text{Sym}^{n-k+1} U) \otimes \bigwedge^{k-i} (\text{Sym}^{k-1} U) \longrightarrow \text{Sym}^{k-i}(\text{Sym}^{n-k+1} U) \otimes \text{Sym}^{k-1} U \longrightarrow \text{Sym}^{k-i}(\text{Sym}^{n} U). \]
We get a morphism of exact complexes

\[
\begin{array}{ccccccc}
0 & \longrightarrow & \mathcal{F}_k(-1) & \longrightarrow & \cdots & \longrightarrow & \mathcal{F}_0(-1) & \longrightarrow & \mathcal{O}_{\mathbb{P}^k}(n-2k+1) & \longrightarrow & 0 \\
& & \downarrow & & & & \downarrow & & \delta_0 & & \\
0 & \longrightarrow & \mathcal{G}_k(-1) & \longrightarrow & \cdots & \longrightarrow & \mathcal{G}_0(-1) & \longrightarrow & \text{Sym}^k(\mathcal{E}) \otimes \mathcal{O}_{\mathbb{P}^k}(-1) & \longrightarrow & 0
\end{array}
\]

and note that the sheaves $\mathcal{F}_i(-1)$ and $\mathcal{G}_i(-1)$ have no cohomology for $0 \leq i \leq k - 1$, while $\mathcal{F}_k(-1)$, $\mathcal{G}_k(-1)$ only have top cohomology. Taking hypercohomology we obtain a commutative square

\[
\begin{array}{ccc}
H^k(\mathbb{P}^k, \mathcal{F}_k(-1)) &=& D^k(\text{Sym}^{n-2k+1} U) \xrightarrow{\gamma} (M_{n-k+1})_0 = \text{Sym}^{n-2k+1}(D U) \\
& \xrightarrow{\alpha} & \wedge^k(\text{Sym}^{n-k} U) \xrightarrow{H^0(\mathbb{P}^k, \delta_0)} (M_{-1})_0
\end{array}
\]

The vertical map $\alpha$ is by construction the isomorphism in Section 2.4, while $\gamma$ is the Hermite isomorphism (2.1b), as constructed in Section 2.2. We wrote the bottom map as an equality, because this is how we identify $(M_{-1})_0$ with $\wedge^k(\text{Sym}^{n-k} U)$. It follows from Theorem 2.9 that

\[H^0(\mathbb{P}^k, \delta_0) = \alpha \circ \gamma^{-1} = \beta^{-1},\]

is the inverse of the Hermite isomorphism (2.1a), concluding our proof. \qed

In [Val00, Proposition 1.2], it is shown that $\text{Sym}^2(\mathcal{E}^\ast_{-2}) \otimes \mathcal{O}_{\mathbb{P}^2}(-n+2)$ has non-zero global sections. We show that in fact it has only one non-zero section up to scaling, and that this property extends to higher rank Schwarzenberger bundles as follows.

**Proposition 5.2.** For $n \geq 2k-1$ we have that $H^0(\mathbb{P}^k, \text{Sym}^k(\mathcal{E}) \otimes \mathcal{O}_{\mathbb{P}^k}(-n+2k-2))$ is one-dimensional.

**Proof.** The proof of Theorem 5.1 shows that $H^0(\mathbb{P}^k, \text{Sym}^k(\mathcal{E}) \otimes \mathcal{O}_{\mathbb{P}^k}(-n+2k-2))$ contains at least one non-zero section, and that any such section yields an isomorphism $M_{n-2k+1} \simeq M_{-1}$. Suppose now that $s_1, s_2$ are non-zero sections, write $M = M_{n-2k+1}$, and let $s = s_1^{-1} \circ s_2$ denote the induced automorphism of $M$. Since $M$ is a rank one reflexive module, we have an isomorphism $\text{Hom}_B(M, M) \simeq B$. Moreover, identifying $M$ with a fractional ideal, we can represent $s$ as the multiplication by an element in the fraction field $\text{Frac}(B)$, which we also denote by $s$. Since $sM \subseteq M$ and $M$ is a finitely generated $B$-module, it follows from the Cayley–Hamilton theorem that $s$ is integral over $B$. By Theorem 4.1, $B$ is normal, hence $s \in B$. Since $M$ is graded, and multiplication by $s$ is an isomorphism on $M$, it follows that $s$ must have degree 0, that is, $s \in \mathbb{k}$. It follows that $s_1, s_2$ are proportional, concluding our proof. \qed

The following remark explains how to think of the unique, up to scaling, non-zero section of $\text{Sym}^k(\mathcal{E}) \otimes \mathcal{O}_{\mathbb{P}^k}(-n+2k-2)$ as Hermite reciprocity.

**Remark 5.3.** Using the resolution $\mathcal{G}_*$ of $\text{Sym}^k(\mathcal{E})$ in the proof of Theorem 5.1, we can identify $H^0(\mathbb{P}^k, \text{Sym}^k(\mathcal{E}) \otimes \mathcal{O}_{\mathbb{P}^k}(-n+2k-2))$ as the kernel of the natural map

\[H^k(\mathbb{P}^k, \mathcal{F}_k(-n+2k-2)) \longrightarrow H^k(\mathbb{P}^k, \mathcal{F}_{k-1}(-n+2k-2)).\]
We have
\[ H^k(\mathbb{P}^k, \mathcal{F}_k(-n + 2k - 2)) = \bigwedge^k (\text{Sym}^{n-k} U) \otimes D^{n-2k+1}(\text{Sym}^k U) \]
\[ = \text{Hom}_k \left( \text{Sym}^{n-2k+1}(D^k U), \bigwedge^k (\text{Sym}^{n-k} U) \right). \]

Our results can be summarized as saying that \( H^0(\mathbb{P}^k, \text{Sym}^k(\mathcal{E}) \otimes \mathcal{O}_{\mathbb{P}^k}(-n + 2k - 2)) \) is naturally identified with the subspace of \( \text{Hom}_k \left( \text{Sym}^{n-2k+1}(D^k U), \bigwedge^k (\text{Sym}^{n-k} U) \right) \) spanned by the inverse of the Hermite isomorphism (2.1a).

The isomorphism between \( M_{n-2k+1} \) and \( M_1 \) lifts to an isomorphism between their free resolutions, leading up to a series of SL-isomorphisms that extend Theorem 2.1.

**Corollary 5.4.** For each \( i = 0, \ldots, n - k + 1 \) we have SL-equivariant isomorphisms
\[ \bigwedge^i (\text{Sym}^{n-k} U) \otimes \text{Sym}^{n-2k+1-i}(D^k U) \simeq \bigwedge^{i+k} (\text{Sym}^{n-k} U) \otimes D^i(\text{Sym}^k U). \]

**Proof.** The two sides of the isomorphism above correspond to the minimal generators of the free modules \( F^{n-2k+1}_i \) and \( F^{-1}_i \) in the resolutions of \( M_{n-2k+1} \) and \( M_1 \) constructed in the proof of Theorem 5.1. \( \square \)

6. **Syzygies of canonical curves**

In this section we summarize some recent applications of Hermite reciprocity to Green’s conjecture for generic canonical curves (see [Gre84] for the original reference, and [Eis92, EL20] and [Eis05, Chapter 9] for some expository accounts). The first proof is due to Voisin [Voi02, Voi05] (using different methods), and a streamlined version of Voisin’s arguments was recently explained in [Kem20]. The approaches we discuss here are more elementary and also deal with the problem in positive characteristics. Throughout the section we work over an algebraically closed field \( k \) and assume that \( \text{char}(k) \neq 2 \).

Let \( C \) be a smooth curve of genus \( g \geq 3 \) over \( k \), and let \( \omega_C \) be its canonical bundle. The canonical ring \( S_C = \bigoplus_{n \geq 0} H^0(C, \omega_C^\otimes n) \) is finitely generated over the \( g \)-dimensional polynomial ring \( S = \text{Sym}(H^0(C, \omega_C)) \) and hence we can define the graded Betti numbers
\[ \beta_{i,j}(C, \omega_C) = \dim_k \text{Tor}_i^S(k, S_C)_j. \]

Green’s conjecture asserts that, when \( \text{char}(k) = 0 \), we have \( \beta_{i,i+2}(C, \omega_C) = 0 \) for \( i < \text{Cliff}(C) \), where \( \text{Cliff}(C) \) is the Clifford index of \( C \). We do not need the definition of the Clifford index here, but instead note that for most curves, we have \( \text{Cliff}(C) = d - 2 \) where \( d \) is the gonality of \( C \) (recall that the gonality of an algebraic curve \( C \) is the minimum degree of a non-constant map from \( C \) to \( \mathbb{P}^1 \); here “most” means that it holds for a Zariski open subset of the locus of curves of each fixed gonality in the moduli space of curves).

To show that Green’s conjecture holds generically, that is, for a non-empty Zariski open subset of curves in the moduli space of curves, one can appeal to degeneration techniques and check that it is satisfied by a single (smoothable) curve. Several examples of such curves have been proposed over the years, including rational cuspidal curves suggested independently by Buchweitz–Schreyer and O’Grady, and ribbon curves put forward by Bayer and Eisenbud [BE95]. We discuss these examples separately in Section 6.1 and 6.2 below. Examples of Schreyer show that Green’s conjecture does not hold in positive characteristic [Sch86],
but a careful analysis of cuspidal and ribbon curves allows one to keep track effectively of the characteristics where Green’s conjecture holds generically.

6.1. **Rational cuspidal curves.** This section follows [AFP+19]. A rational curve with $g$ simple cusps has genus $g$ and can be smoothed out, i.e., there exist flat families whose special fiber is a rational cuspidal curve $C$ and whose generic fiber is smooth. The upper bound for the Clifford index of a genus $g$ curve is $[(g-1)/2]$. This means that it suffices to show that $\beta_{i,i+2}(C,\omega_C) = 0$ for $i < [(g-1)/2]$. We can realize $C$ as a hyperplane section of the tangential variety of the rational normal curve in its $g$-uple embedding, so the computation can equivalently be done for the tangential variety. The advantage of the latter is that it has $\text{SL}_2$-symmetry.

To be precise, the **tangential variety** $T_g$ is the union of all tangent lines to the rational normal curve $\Gamma$ in $\mathbb{P}^g = \mathbb{P}(\text{Sym}^g U)$. We have an inclusion of sheaves over $\mathbb{P}^1 = \mathbb{P}(U)$ given by $(\text{Sym}^{g-2}U)(-2) \to \text{Sym}^g U \otimes \mathcal{O}_{\mathbb{P}^1}$ whose cokernel $\mathcal{J}$ is the **bundle of principal parts** of $\mathcal{O}_{\mathbb{P}^1}(g)$ [EH16, Section 7.2]. This induces a map $\mathcal{P}^1(\mathcal{J}) \to \mathcal{P}^g$ which is birational onto $T_g$.

It turns out that there is a short exact sequence

$$0 \to k[T_g] \to \widehat{k[T_g]} \to \omega_T(-1) \to 0,$$

where $k[T_g]$ is the homogeneous coordinate ring of $T_g$, $\widehat{k[T_g]}$ is its normalization, and $\omega_T$ is the canonical module of the homogeneous coordinate ring of $\Gamma$. Hence we can use [Wey03, Theorem 5.1.2] with $V = \mathcal{P}^1$, $X = \mathcal{A}(\text{Sym}^g U)$, $\xi = (\text{Sym}^{g-2}U)(-2)$, and $\mathcal{V} = \mathcal{O}_{\mathbb{P}^1}$ to compute Tor groups for $k[T_g]$ over $S = \text{Sym}(\text{Sym}^g U)$:

$$\text{Tor}^S_i(k, \widehat{k[T_g]})_{i+1} = D^{2i} U \otimes \bigwedge^{i+1} (\text{Sym}^{g-2}U) \quad \text{for } i = 0, \ldots, g-2.$$

All other Tor groups vanish except $\text{Tor}^S_0(k, \widehat{k[T_g]})_0 = k$. The canonical module $\omega_T$ can be realized as $\bigoplus_{n \geq 0} H^0(\mathcal{P}^1, \mathcal{O}_{\mathbb{P}^1}(ng + g - 2))$, so again using [Wey03, Theorem 5.1.2] with $V = \mathcal{P}^1$, $X = \mathcal{A}(\text{Sym}^g U)$, $\xi = (\text{Sym}^{g-1}U)(-1)$, and $\mathcal{V} = \mathcal{O}_{\mathbb{P}^1}(g - 2)$, its Tor groups can be computed:

$$\text{Tor}^S_i(k, \omega_T(-1))_{i+1} = \text{Tor}^S_i(k, \omega_T)_i = \bigwedge^i (\text{Sym}^{g-1} U) \otimes \text{Sym}^{g-2-i}(U) \quad \text{for } i = 0, \ldots, g-2.$$

Using the long exact sequence on Tor, our goal then is to show that the map

$$\text{Tor}^S_i(k, \widehat{k[T_g]})_{i+1} \to \text{Tor}^S_i(k, \omega_T(-1))_{i+1}$$

is surjective for $i \leq [(g-1)/2]$. Using our computations above, the terms are

$$D^{2i} U \otimes \bigwedge^i (\text{Sym}^{g-2}U) \to \bigwedge^i (\text{Sym}^{g-1} U) \otimes \text{Sym}^{g-2-i}(U).$$

Describing these maps directly is quite subtle! What is done in [AFP+19] is to realize

$$\bigwedge^i (\text{Sym}^{g-1} U) \otimes \text{Sym}^{g-2-i}(U) = \ker \left( D^{i+1} U \otimes \bigwedge^i (\text{Sym}^{g-1} U) \xrightarrow{(2.3a)} \bigwedge^{i+1} (\text{Sym}^g U) \right),$$

and rewrite (6.1) as the (middle) homology of a 3-term complex

$$D^{2i} U \otimes \bigwedge^{i+1} (\text{Sym}^{g-2}U) \to D^{i+1} U \otimes \bigwedge^{i+1} (\text{Sym}^{g-1} U) \xrightarrow{(2.3a)} \bigwedge^{i+1} (\text{Sym}^g U),$$

where
The corresponding subspaces, and for each $x$ rational normal scroll $X_v$, we have the Veronese embeddings called rational ribbon curves allowing us to keep track not only of the genus, but also of the gonality.

6.2. Ribbon curves. This section follows [RS19]. A ribbon structure on a variety $X$ is a non-reduced scheme whose structure sheaf is a square-zero extension of $\mathcal{O}_X$ by some line bundle on $X$ [BE95, Section 1]. We will be interested in ribbon structures on $\mathbb{P}^1$, which are called rational ribbon curves. They offer more flexibility than cuspidal curves, in that they allow us to keep track not only of the genus, but also of the gonality.

Given an integer $a \leq (g - 1)/2$, we consider the projective space

$$
\mathbb{P}^g = \mathbb{P}(\text{Sym}^a U \oplus \text{Sym}^{g-1-a} U).
$$

We have the Veronese embeddings $v_1 : \mathbb{P}^1 \to \mathbb{P}(\text{Sym}^a U)$ and $v_2 : \mathbb{P}^1 \to \mathbb{P}(\text{Sym}^{g-1-a} U)$ into the corresponding subspaces, and for each $x \in \mathbb{P}^1$ we get a line joining $v_1(x)$ and $v_2(x)$. The rational normal scroll $S(a, g - 1 - a)$ is the union of these lines as we vary over $x \in \mathbb{P}^1$ [EH87]. Let $B$ be the coordinate ring of $S(a, g - 1 - a)$. There is a ribbon structure $\mathcal{X}(a, g - 1 - a)$ on $S(a, g - 1 - a)$, called a K3 carpet, whose coordinate ring $A$ fits into a short exact sequence

$$
0 \to \omega_B \to A \to B \to 0
$$

where $\omega_B$ is the canonical module of $B$. Most importantly, a hyperplane section of the K3 carpet $\mathcal{X}(a, g - 1 - a)$ gives a genus $g$ canonically embedded ribbon that can be smoothed out to a curve of Clifford index $a$. As in Section 6.1, we can reduce to the study of the syzygies of the K3 carpet, which like $T_g$, has SL$_2$-symmetry.

The multiplication map

$$
U \otimes (\text{Sym}^{a-1} U \oplus \text{Sym}^{g-2-a} U) \to \text{Sym}^a U \oplus \text{Sym}^{g-1-a} U
$$

gives a $2 \times (g - 1)$ matrix whose entries are linear forms in $\mathbb{P}^g$, and the Eagon–Northcott complex for this matrix gives a minimal free resolution for $B$. Hence, if we let

$$
S = \text{Sym}(\text{Sym}^a U \oplus \text{Sym}^{g-1-a} U)
$$

denote the coordinate ring of $\mathbb{P}^g$, then we have for $i \geq 1$

$$
\text{Tor}^S_i(\mathbf{k}, B)_{i+1} = D^{i-1} U \otimes \bigwedge^{i+1} (\text{Sym}^{a-1} U \oplus \text{Sym}^{g-2-a} U),
$$

$$
\text{Tor}^S_i(\mathbf{k}, \omega_B)_{i+2} = \text{Sym}^{g-3-i} U \otimes \bigwedge^{i} (\text{Sym}^{a-1} U \oplus \text{Sym}^{g-2-a} U).
$$

As in the previous section, using the long exact sequence on Tor, our goal becomes to show that the connecting homomorphism

$$
\text{Tor}^S_{i+1}(\mathbf{k}, B)_{i+2} \to \text{Tor}^S_i(\mathbf{k}, \omega_B)_{i+2}
$$

(6.2)
is surjective for \( i < a \). However, it is better to view all the Tor groups as being bigraded, using the usual decomposition of exterior powers

\[
\bigwedge^n (V \oplus W) = \bigoplus_{n' + n'' = n} \bigwedge^{n'} V \otimes \bigwedge^{n''} W,
\]

with \( V = \text{Sym}^{a-1} U \) and \( W = \text{Sym}^{g-2-a} U \). The map then looks like

\[
\bigoplus_{u + v = i} D^i U \otimes \bigwedge^{u+1} (\text{Sym}^{a-1} U) \otimes \bigwedge^{v+1} (\text{Sym}^{g-2-a} U) \to (6.3)
\]

\[
\bigoplus_{u + v = i} \text{Sym}^{g-3-i} U \otimes \bigwedge^{u} (\text{Sym}^{a-1} U) \otimes \bigwedge^{v} (\text{Sym}^{g-2-a} U),
\]

and we can concentrate on a specific \((u, v)\)-bigraded component, while taking the direct sum over all \( a, g \). Via Hermite reciprocity as in Section 2.1, the source (6.3) becomes a free module over \( \tilde{S} = \text{Sym}(D^{u+1} U \oplus D^{v+1} U) \), more precisely \( D^{u+v} U \otimes \tilde{S}(-1, -1) \). The target (6.4) also becomes a finitely generated \( \tilde{S} \)-module, though this is not at all obvious! In fact, it can be identified with the (middle) homology of \( D^{u+v+2} U \otimes \tilde{S}(-1, -1) \to D^{u+1} U \otimes \tilde{S}(-1, 0) \oplus D^{v+1} U \otimes \tilde{S}(0, -1) \to \tilde{S} \),

where the maps are now completely transparent (\( D^{u+v+2} U \) embeds into \( D^{u+1} U \otimes D^{v+1} U \) and \( D^{v+1} U \otimes D^{u+1} U \) via comultiplication). Letting \( Q_{u,v} = D^{u+v+2} U \oplus D^{u+v} U \) (or rather an appropriate \( \text{SL}_2 \)-equivariant extension of the summands) leads to a subcomplex of the (bi-graded) Koszul complex of \( \tilde{S} \):

\[
Q_{u,v} \otimes \tilde{S}(-1, -1) \to D^{u+1} U \otimes \tilde{S}(-1, 0) \oplus D^{v+1} U \otimes \tilde{S}(0, -1) \to \tilde{S}.
\]

Its middle homology is the bi-graded Weyman module \( W^{(u+1, v+1)} \), a special instance of a bi-graded Koszul module, for which appropriate vanishing theorems are established in [RS19, Section 3]. Based on this, it can be shown that the desired surjectivity of (6.2) holds when \( \text{char}(k) = 0 \) or \( \text{char}(k) \geq a \), but we refer to [RS19] for details.

We finish by noting that this improves the approach via cuspidal curves in two ways. First, the bound on the characteristic for generic curves is slightly better than the one given by rational cuspidal curves since there we have \( a = \lfloor (g - 1)/2 \rfloor \), and in particular it confirms a conjecture from [ES19]. Second, this allows us to prove that generic Green’s conjecture holds for each gonality, and not just the maximum value.
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