Detecting and Recovering Adversarial Examples from Extracting Non-robust and Highly Predictive Adversarial Perturbations
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ABSTRACT
Deep neural networks (DNNs) have been shown to be vulnerable against adversarial examples (AEs) which are maliciously designed to fool target models. The normal examples (NEs) added with imperceptible adversarial perturbation, can be a security threat to DNNs. Although the existing AEs detection methods have achieved a high accuracy, they failed to exploit the information of the AEs detected. Thus, based on high-dimension perturbation extraction, we propose a model-free AEs detection method, the whole process of which is free from querying the victim model. Research shows that DNNs are sensitive to the high-dimension features. The adversarial perturbation hiding in the adversarial example belongs to the high-dimension feature which is highly predictive and non-robust. DNNs learn more details from high-dimension data than others. In our method, the perturbation extractor can extract the adversarial perturbation from AEs as high-dimension feature, then the trained AEs discriminator determines whether the input is an AE. Experimental results show that the proposed method can not only detect the adversarial examples with high accuracy, but also detect the specific category of the AEs. Meanwhile, the extracted perturbation can be used to recover the AEs to NEs.

CCS CONCEPTS
• Computer systems organization → Embedded systems; Redundancy; Robotics; • Networks → Network reliability.
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1 INTRODUCTION
Deep Neural Networks (DNNs) have achieved state-of-the-art performance in a wide range of real-world applications, such as speech recognition, image classification, object detection, etc [16]. However, it has been shown by recent studies that DNNs can be fooled easily by adversarial examples, which are crafted by maliciously adding designed perturbations. Despite the imperceptibility of adversarial examples (AEs), these intentionally-perturbed inputs can induce the network to make incorrect predictions with high confidence [31]. This undesirable phenomenon of deep networks has raised much concern about the security of DNNs in real-world applications, such as self-driving cars and identity recognition. The countermeasures for adversarial examples have also been proposed, which can be roughly categorized into following types: adversarial detection, robust models and data preprocessing. In this paper, we intend to reveal the properties of adversarial perturbations, and exploit them for adversarial detection.

Even though there has been many robust classification strategies [11], most of them are still not effective when the AEs are generated by some advanced attacks like [3]. Therefore, defending against adversarial attack is the top priority. Comparing with the other two methods, adversarial detection cost less without sacrificing the accuracy of the models. In many practical applications, the crafted samples will be distinguished by detector and then can guide a better defense strategy.

In recent years, research on AEs has caused widespread concern. AEs are geometrically close to normal examples, but they are maliciously designed to cross the decision boundary with minimized perturbation magnitude, as proposed by Szegedy in 2013 [30]. According to the dependence of the generation process on victim models, the threat models can be divided into three parts, white-box, grey-box, and black-box attack. In white-box attacks, the parameters and structure of the model are known by attackers. The gradient-based attack is the classical method that directly adds the sign of gradients to the normal examples [10] and iterative
These high-dimension artifacts are sensitive for DNNs and tend vulnerability did not stem from using a specific model class or a validated their hypothesis in [15] and they revealed that adversarial features or logits output of the classification results. To get rid of the detection need to query the victim model to get some deep previous studies above. We find that most of the existing methods features are almost imperceptible to humans.

The existence of adversarial examples seriously affects the robustness of the DNNs. To solve this problem, previous work has proposed a variety of explanations. Meng and Chen constructed a denoiser model to transform adversarial examples into normal examples, and the reconstruction error was calculated as a score to judge whether the given sample is an adversarial example or not [21]. Lewis Smith projected the uncertainty of the adversarial example onto lower-dimensional spaces, and improved the quality of uncertainty estimates using probabilistic model ensembles [27]. Freitas extracted the object-based features from the input sample, and these low-level features in the adversarial example contains the information of the target category [9], so the comparison of the low-level features between the original category and target category can help to detect whether it is an adversarial example. Andrew proposed that adversarial examples are not bugs, but features and validated their hypothesis in [15] and they revealed that adversarial vulnerability did not stem from using a specific model class or a specific training method. The noise added into the normal example is what we called adversarial perturbation and can be viewed as a special artifact in the input sample. The classifiers can be more robust if they are learned by highly predictive features. However, the guide of non-robust features will have the models overlearned. These high-dimension artifacts are sensitive for DNNs and tend to make the neural network misjudge [34], while these kind of features are almost imperceptible to humans.

Previous work has laid a solid foundation for us, inspired by the previous studies above. We find that most of the existing methods of AEs detection need to query the victim model to get some deep features or logits output of the classification results. To get rid of the dependence on the victim models, we propose a model-free method to detect adversarial example from the angle of the adversarial perturbation itself even the protected model is not accessible. The high-dimension information in the adversarial examples is fully exploited to learn the feature of AEs.

In this paper, we present an adversarial perturbation extractor to extract the high-dimension feature of the AEs. The detector acts as a discriminator to distinguish the extracted perturbation and help the extractor to converge quickly and extract precisely. The fundamental idea is to simulate the adversarial perturbation hiding in examples by a reconstruction network and then find the differences between the normal and the adversarial examples by a discriminator. Experimental results have shown that the perturbations extracted from the NEs and AEs are obviously different, which can be easily distinguished by the discriminator. The recovered samples can be obtained by subtracting extracted adversarial perturbations from AEs.

Before experiments, the statistical histogram of color on different adversarial perturbations is shown in Figure 1. According to the experimental results we have, the deviation on adversarial perturbations between the same attack methods is less than that in different attack methods, even the adversarial examples are generated from different victim models. The adversarial perturbations in the different attack methods are different visually as shown in Figure 6. Thus the adversarial perturbation can be the gist of detection. Based on this observation, a multi-classification discriminator is proposed to identify the attack methods operated on NEs instead of a binary detector in previous works. The specific classification of adversarial examples can help the victim model effectively carry out specific defense strategies against the attack of this type of adversarial examples.

The contributions of our work in this paper can be concluded as follows:

- We propose model-free adversarial example detection for the detection of AEs to protect DNNs under both white-box and black-box settings and it is more applicable in the real world for it is model-free. The excellent performance of the multi-classification discriminator have also shown the superiority of our work.
- Our extensive experiments on adversarial perturbation extraction reveal the properties of AEs and validate the hypothesis that adversarial perturbations are the features which are non-robust but highly predictive. From the perspective of interpretability, they are the intrinsic properties of models.
- Considering the original value of NEs, the perturbations extracted can help to have the samples, which are crafted, recovered. The recovery experiments show that we can take advantage of the AEs again instead of just ignoring them in the previous studies.

The rest of this paper is organized as follows: Related works about AEs detection will be introduced in Section 2. Our proposed method will be illustrated in Section 3. In Section 4, we will introduce the experimental setup and explain the results of the experiments. In Section 5, we summarise our work of this paper and propose the directions for future improvement.
Figure 2: Overview of the adversarial perturbation extracting and perturbation discriminating. The adversarial examples are generated from trained victim models. The adversarial examples are put into the APE to extract the adversarial perturbation. In adversarial examples detection, the extracted adversarial perturbations are discriminated by the discriminator. In adversarial examples recovery, the extracted perturbations are subtracted from adversarial examples, after normalizing, the adversarial examples are recovered.

2 ADVERSARIAL EXAMPLE DETECTION

This section provides a brief introduction to the existing AEs detection method. According to the dependency on victim models, the detection task on the adversarial examples can be described as a binary classification on the whole. A variety of methods have been proposed, which can be divided into unsupervised and supervised methods.

2.1 Supervised method

Under supervised settings, the discriminator is trained by adversarial examples generated from trained victim models. Regarding the adversarial example as a new category to retrain the model, Kathrin et al. put the adversarial example into the model directly to detect the abnormal examples[12, 14]. Aigrain used the logits of original examples and adversarial examples from trained models to learn a binary classifier to distinguish them [2]. The artifacts in different samples can behave at different densities: those in adversarial examples subspaces are lower than that of the original examples. Based on this theory, Feinman proposed Kernel Density estimation for each class in training data and then trained a binary classifier[8]. Another work extracted the deep features by putting original examples and adversarial examples into a trained model, in which the difference of these deep features between AEs and NEs was learned [28]. [1] presented the first graph-based adversarial detection method in which a latent neighborhood graph and a graph attention discriminator around input samples was constructed to determine whether the input samples are AEs. The supervised methods need to query the victim model more or less, many methods concentrate on the deep feature or the related classification information from the output of the victim model.

2.2 Unsupervised method

Under unsupervised settings, the detector is only accessible to original examples. In this scene, the usual method is to enlarge the difference between adversarial examples and original examples. MagNet was proposed and was trained by normal examples only, in which the adversarial examples can be detected according to the difference of the reconstruction error with a reconstruct network [21]. Carrara et al. came out with a $k$-NN classifier to score the category of the output from a trained victim model and detected adversarial examples by a specified threshold [4]. Reverse cross-entropy was used to retrain the victim classifier for learning the deep feature of normal and adversarial examples. The adversarial ones can be detected by a trained threshold [24]. Liang at el. proposed a feature squeezing approach: they used the image entropy as a metric to implement the adaptive noise reduction, and the detector would judge the input as a adversarial one if the output result is different from the original one [18]. Color bit-depth reduction and local smoothing also belong to feature squeeze methods [33]. The unsupervised methods usually lack the training process, through the difference in threshold compared with the normal examples.
3 METHODOLOGY

The proposed detection mechanism concentrates on extracting the high-dimension features of the adversarial examples from which the adversarial perturbations are extracted. Since DNNs are sensitive to high-dimension features, the discriminator will learn the differences of different attack methods projected on high dimension. The perturbation in normal example and adversarial example will be extracted by a U-Net structure to exploit the perturbation textures of AEs and NEs with the guidance of discriminator, then the extracted perturbation will be forwarded into the discriminator. The overview of the proposed detection mechanism is shown in Figure 1.

3.1 Perturbation Exraction

An adversarial example can be simply separated into a normal example and an adversarial perturbation theoretically. However, to distinguish the adversarial examples directly is hard. Instead, we can tell the difference from the perceptive of adversarial perturbations easily, so the design of U-Net is to extract the perturbation from the samples. The structure of U-Net has been widely applied in many reconstruction tasks. For example, Chen proposed a method that used U-Net to extract OSN[32]. The structure of U-Net in our method, which can be seen in Figure 1, is common and easy to reproduce. Five downsample encoder blocks are used, following five upsampling blocks in U-Net. In every encoder block, there are two two-dimensional convolutional layers, two ReLU [23] activation layers, and two two-dimensional Batch Normalization. After one downsample block, the MaxPooling layer will reduce the shape of the data. In the encoding process, the 5 blocks will make the size of the input data get flatter, and the high-dimension feature of the adversarial example will be squeezed into a 512-channel and small matrix whose length and width are 28-dimension. In each decoder block, 1 two-dimensional convolutional layer, 1 ReLU activation layer, and 1 two-dimensional Batch Normalization are contained. In the decoding process, two data will be concatenated by Skip Connection to enlarge the features. At last, the shape of the output will be as same as input.

For each training iteration, we first sample two pristine 3-channel (RGB) color images which contains input examples $X$ and ground truth of perturbations $Y = X - x$, where $x$ are the normal examples. The $Y$ are the target of the U-Net. To reconstruct the adversarial perturbation, the target of U-Net is set as the ground truth perturbation to assure the extracted perturbation is close to the ground truth. Additionally, to ensure that the quality of recovered images, the error between adversarial perturbation and the ground truth should also be restricted, so the Mean Square Error (MSE) is considered:

$$\text{loss}_{\text{MSE}} = \frac{1}{N} \sum_{i=1}^{N} \text{MSE}(G(X_i), Y_i)$$  \hspace{1cm} (1)

where $N$ is the number of input examples in a batch; $X_i$ is the input example; $G()$ represents the U-Net. For NEs $x$, the MSE loss guarantees that $G(x)$ is close to 0. In the meantime, for crafted examples $x^*$, the MSE loss guarantees that the $x^* - G(x^*)$ is close to NEs $x$. For the consideration of the victim classifier, the output of the adversarial examples subtracts the generated adversarial perturbation should also be correctly classified $f(x^* - G(x^*)) = y$ to guarantee the quality of the recovered image. To ensure that the extracted perturbations are non-robust but highly predictive, which means that the victim model is vulnerable to these perturbations, the cross-entropy loss is used:

$$\text{loss}_{\text{CE}} = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{C} -y_{ij} \ln f(x_{ij} - G(x_{ij}))$$ \hspace{1cm} (2)

where $y$ is the output of the victim models given NEs, $C$ is quantity of the category. For NEs $x$, the cross-entropy loss guarantees that the outputs of $x - G(x)$ and $x$ are consistent. In the meantime, for crafted examples $x^*$, the cross-entropy loss guarantees that the recovered examples $x^* - G(x^*)$ can be classified correctly. The loss of cross-entropy will not update the parameters of victim classifier. The total loss function, combined with the corresponding coefficients, can be described as follows:

$$\text{loss} = \alpha \cdot \text{loss}_{\text{MSE}} + \beta \cdot \text{loss}_{\text{CE}}$$  \hspace{1cm} (3)

The weighted sum of these two loss functions will help the U-Net to extract the adversarial perturbation as similar to the ground truth perturbation.

3.2 Perturbation Discriminator

The extracted perturbation from normal and adversarial examples can be seen in Figure 3. From the third column, the fourth column of the figure, we can see that the perturbations extracted from the adversarial examples are close to the ground truth perturbation, but the perturbations extracted from the normal examples are different from the extracted adversarial examples. DNNs are sensitive to high-dimension features [34], adversarial perturbation belongs to the high-dimension features. The normal example added with high-dimension adversarial perturbation can confuse the classifier. Inspired by this hypothetical, the design of the discriminator to detect the difference in extracted perturbation may work, and the sensitivity of DNNs may help to learn more specific information than using adversarial examples directly. The obvious difference between normal and adversarial perturbation can be enlarged in the high dimension.

After extracting perturbations from adversarial examples and normal examples, the extracted perturbations will be put into the discriminator as images. To meet the requirements of a lightweight model, we choose a simple binary discriminator $D$ to detect the extracted perturbations. The choice of loss function is cross-entropy, it can be seen as follows:

$$\text{loss} = \frac{1}{N} \sum_{i=1}^{N} -[z_i \ln D(x - G(x)) + (1 - z_i) \ln (1 - D(x - G(x)))]$$ \hspace{1cm} (4)

where $z$ denotes the categories of the input samples including 0 and 1. The label of the adversarial example is set as 1, and the normal example is 0. For the detection of different adversarial attacks, this binary detector could be extended to a multi-classification detector.

4 EXPERIMENT

In this section, we conducted several experiments to test the detection capacity of proposed method. Some other usages of the
Table 1: Performance of trained victim image classifiers on different data set and models are shown in the right. The test accuracy of three adversarial attack methods are shown in different data set and models are shown in the right. The test chosen from CIFAR-10.

| DataSet   | Model Name | Test Accuracy(%) |
|-----------|------------|------------------|
| CIFAR-10  | MobileNetV2 | 67.73 21.73 10.37 20.16 |
|           | ResNet50   | 66.19 23.54 9.79 20.16 |
|           | VGG19      | 79.85 15.27 9.79 20.15 |
| ImageNet  | MobileNetV2 | 65.73 4.71 3.33 11.54 |
|           | ResNet50   | 62.97 6.28 3.40 12.41 |
|           | VGG19      | 60.70 6.22 3.42 13.21 |

Figure 3: Five columns are normal images, adversarial examples, ground truth adversarial perturbation, extracted perturbation from adversarial examples and extracted perturbation from original examples, respectively. Images are all chosen from CIFAR-10.
Table 2: Adversarial examples detected rate between different models. The training data of proposed method is generated from one model and single attack method. The DL in table is DeepFool.

|        | MobileNetV2 |        | ResNet50 |        | VGG19 |
|--------|-------------|--------|----------|--------|-------|
|        | PGD (%)     | CW (%) | DL (%)   | PGD (%)| CW (%)| DL (%)|
| MobileNetV2 | 93.48       | 94.40  | 55.03    | 93.58  | 93.35 | 54.88  |
| CW      | 50.00       | 99.98  | 50.00    | 50.00  | 100.00| 50.00  |
| DF      | 50.03       | 49.80  | 89.30    | 49.75  | 49.83 | 89.88  |
| PGD     | 100.00      | 99.35  | 52.98    | 99.88  | 99.28 | 53.53  |
| ResNet50 | 50.01       | 100.00 | 50.00    | 50.00  | 100.00| 50.00  |
| CW      | 50.05       | 50.15  | 89.43    | 50.03  | 50.28 | 89.85  |
| DF      | 100.00      | 99.78  | 51.13    | 100.00 | 99.53 | 51.33  |
| PGD     | 50.00       | 100.00 | 50.00    | 50.00  | 100.00| 50.00  |
| VGG19   | 50.03       | 49.80  | 89.30    | 49.75  | 49.83 | 89.88  |

The results of the experiments are shown in Table 2, it is the detection accuracy of AEs. In every row of the table, the U-Net and the discriminator are trained by the data generated from one victim model and one attack method. In every column of the table, the test set is generated from different victim models and different attack methods. We can see that the same attack methods can be detected with a high accuracy, even the AEs are generated by different victim models. It means that different AEs which generated from different victim models still have similar adversarial perturbations in the same attack method. But the proposed method trained by PGD can detect the unseen adversarial examples, but that trained by C&W cannot distinguish other methods except for itself. According to the extracted adversarial perturbations by U-Net, the distribution of PGD perturbation is less complex than that of C&W, the classifier trained by C&W will detect the PGD as a normal one, thus the detection results are all close to 50%.

4.3 Comparison with state-of-the-art

In this section, we compare the performance of the proposed method in detecting AEs with the other three state-of-the-art (SOTA) and classic detection methods. MagNet [21] learns the manifold of NEs and then reconstructs a new manifold. If there is an existing abnormal difference, the system will give a judge. It is suitable to compare our method with another reconstruct method. PACA [5] is a two-stream network construct that combines the deep feature of image and gradient from the victim classifier, these two data will be put into a designed binary classification network. DLA [28] is a transfer learning which transforms the multi-classification task into a binary classification task, the binary classifier will learn the deep features of AEs from the victim classifier. All the methods are trained in the same condition including our method, the training data is generated by three known adversarial attack methods and the AEs in test data are also generated by the same attack methods.

To test the generalization of different detection methods on different victim models, the test set is generated from the other two trained victim models, three different attack methods are in one test set. To improve the performance of the detection methods, we turn up the adversarial perturbation in the experiments.

The results of comparison experiments are shown in Table 3 which contains detection accuracy and F1 Score. In every row of the table, the training data of the four methods is generated from one single victim model, in every column of the table, the test data is generated from other victim models, except that the MagNet is trained by the normal examples. We can conclude from table 3 that the proposed method can outperform other methods in generalization to other victim classifiers except for the PACA. Different attack methods have different adversarial perturbations, the proposed method can extract the salient feature of the attack method, so we can detect the AEs from different perturbations, the proof experiment will be put in the next subsection.

We also consider testing the methods on other unseen adversarial attack methods. The attack method may not be easily known by us in reality, the generalization to other unseen attack methods should also be considered. So in this experiment, the trained methods above are to detect the newly generated AEs, and the result can be seen in Figure 4. AutoAttack [6], MI-FGSM [19], and OnePixel Attack [29] are contained in the generated adversarial examples. In Figure 4, our method is better than others in detecting unseen adversarial attacks. These three methods can detect the large-perturbation unseen adversarial examples with not very high detection accuracy, but the detection accuracy of less-perturbation unseen adversarial examples is very low. In our method, both large-perturbation and less-perturbation can be detected with high accuracy. In discriminator of our method, the gradient-based perturbations and optimize-based perturbations are learned, so the MI-FGSM and AutoAttack can be detected, and the perturbation of the OnePixel Attack may have similarity with learned adversarial perturbations. Thus the unseen adversarial examples can be detected with high accuracy.

4.4 AEs recovery

To verify that the extracted adversarial perturbations by U-Net from adversarial examples are non-robust but predictable to the protected models, the AEs recovery experiments are set. In the victim models, the AE $x^\star$ will be misclassified, $f(x^\star) \neq y$. But if the adversarial perturbations $\delta$ are subtracted from the adversarial examples, the results of the recovered examples should be corrected, $f(x^\star - \delta) = y$. In this section, we recover AEs $x^\star$ to be close to the NEs $x$. The AE directly subtracts the extracted perturbation, we called it recovered example $x' = x^\star - G(x^\star)$, in this way the adversarial perturbation
Table 3: Experimental results of Comparison, three SOTA and classic methods are chosen to compare with the proposed method. The detection accuracy and f1Score are chosen to measure effect of all methods. These experiments are conduct in ImageNet dataset.

| methods         | MobileNetV2 | ResNet50 | VGG19 |
|-----------------|-------------|----------|-------|
|                 |             |          |       |
| ACC(%)          | f1Score(%)  | ACC(%)   | f1Score(%) | ACC(%)   | f1Score(%) |
| MagNet          | 58.20       | 48.52    | 57.73  | 48.24    | 57.84      | 48.45     |
| DLA             | 90.74       | 90.35    | 77.60  | 72.75    | 77.51      | 72.61     |
| PACA            | 99.98       | 99.98    | 99.97  | 99.97    | 99.99      | 99.99     |
| proposed        | 99.97       | 99.97    | 99.97  | 99.97    | 99.97      | 99.97     |
| ResNet50        |             |          |       |
| MagNet          | 58.20       | 48.52    | 57.73  | 48.24    | 57.84      | 48.45     |
| DLA             | 81.02       | 76.99    | 92.97  | 92.58    | 92.57      | 92.12     |
| PACA            | 99.98       | 99.98    | 99.97  | 99.97    | 99.99      | 99.99     |
| proposed        | 99.95       | 99.95    | 99.96  | 99.96    | 99.96      | 99.96     |
| VGG19           |             |          |       |
| MagNet          | 58.20       | 48.52    | 57.73  | 48.24    | 57.84      | 48.45     |
| DLA             | 88.51       | 88.77    | 83.96  | 84.62    | 83.57      | 84.18     |
| PACA            | 99.98       | 99.98    | 99.97  | 99.97    | 99.99      | 99.99     |
| proposed        | 100.00      | 100.00   | 100.00 | 100.00   | 100.00     | 100.00    |

in the example is discarded. Under this hypothesis, the classification accuracy of the recovered examples should be close to the NEs.

In this experiment, we test the classification accuracy of recovered examples from three victim models. The AEs are generated in the three attack methods described above. And the U-Net is trained by three different AEs generated from the victim model. The results are in Table 4, we can see that the classification accuracy of AEs is low, but the recovered examples can be back to the high accuracy. It means that the proposed method can simulate the ground truth adversarial perturbation very well. The more detailed information of perturbation U-Net can extract, the more specific discriminator can learn. If the inner information of adversarial perturbation can be extracted by the U-Net, the usage of the extracted perturbations can be expanded to many aspects, we will describe it in Section 4.5.

Table 4: Performance of trained model on different datasets and models.

| DataSet       | Model Name | Test Accuracy(%) |
|---------------|------------|------------------|
|               |            | original | adversarial | recovered |
| CIFAR-10      | MobileNetV2| 67.27    | 19.35      | 67.60     |
|               | ResNet50   | 65.78    | 18.17      | 57.27     |
|               | VGG19      | 79.47    | 19.42      | 63.68     |
| ImageNet      | MobileNetV2| 66.73    | 5.69       | 53.78     |
|               | ResNet50   | 62.47    | 5.80       | 52.62     |
|               | VGG19      | 60.13    | 24.47      | 51.29     |

4.5 AEs classification

The experimental results above illustrate that the unknown source AEs can be detected by the proposed method with high accuracy. The following experiments will illustrate how model-free our method is. According to our hypothesis mentioned in Section 1, the adversarial perturbation of the same attack method is similar.

4.6 Robustness analysis

In the real-world scene, the input examples are easy to be distorted. Therefore, if the NEs are polluted by salt and pepper noise which is similar to adversarial perturbation visually, the accuracy of detection may degenerate. In this section, we test the robustness of our detection methods. In this experiment, we add salt and pepper noise to NEs to simulate the distortion of images.

In this experiment, the adversarial examples are generated from VGG19 and the images are chosen from ImageNet. The NEs on test set are added with different densities of pepper and salt noise. The higher the density is added, the more seriously the NE is distorted. The value of the density ranges from 0.1 to 0.6. The NE will be abandoned for it is seriously damaged. Compared with the well-performed DLA and PACA, the result is shown in Figure 7. According to the line chart, three methods are all influenced by the noise, among which PACA is more sensitive to the noise and its detection accuracy is unstable. The accuracy of DLA and our method reduces a little, but our method...
keeps higher accuracy than that of DLA. Consequently, our method may be affected by the random noise, but our method is still robust while detecting the examples polluted by the slight noise.

5 CONCLUSION

In this paper, a model-free adversarial perturbation extractor and an adversarial example detector are proposed, both of which are free from querying the victim models. We concentrate on extracting the high-dimension and adversarial features of the input examples by U-Net, and detect the adversarial examples using their corresponding extracted high-dimension features. The adversarial perturbations projected by non-robust but predictive features of the victim classifiers are extracted as much as possible by our method. With perturbation extracted, we can restore the adversarial examples, thus the AEs can be recycled and the quality of the recovered examples is close to the normal examples. The difference in perturbation between AEs and NEs is more obvious than that among the NEs, and the detection accuracy in large-perturbation attacks can reach 100%. We also test the generalization of our method on unseen methods which include the few-perturbation attack, and experimental results show superior performance over other SOTA methods. To verify the independence of our method on victim models, the validation experiment is set that the detector is used to classify the extracted perturbations generated from three different models and the results met expectations. The perturbation generated by same attack method is similar, even though the examples are generated from different models. Besides, the difference of the different attacks is fully exploited by detectors to distinguish the categories of the adversarial attacks. Considering the acceptable pollution to the NEs after extraction which does not affect the performance, the robustness of our method is also guaranteed. However, there are still some problems in AEs recovery, for the test accuracy of the recovered examples is not good enough to achieve the same accuracy as the original samples. In future work, we will work on

Figure 4: Detection accuracy of three unseen adversarial examples. This experiment compares with other three SOTA detection methods.
Detecting and Recovering Adversarial Examples from Extracting Non-robust and Highly Predictive Adversarial Perturbations

Figure 5: Confusion matrix of the adversarial examples classification.

Figure 6: Four columns are normal examples, extracted adversarial perturbation of PGD, extracted adversarial perturbations of C&W, extracted adversarial perturbations of DeepFool, respectively. Images are chosen from ImageNet.

improving the quality of the recovered adversarial examples based on this work.
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