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We show that the Rényi uncertainty relations give a good description of the dynamical behavior of wave packets and constitute a sound approach to revival phenomena by analyzing three model systems: the simple harmonic oscillator, the infinite square well, and the quantum bouncer. We prove the usefulness of entropic uncertainty relations as a tool for identifying fractional revivals by providing a comparison in different contexts with the with the usual Heisenberg uncertainty relation and with the common approach in terms of the autocorrelation function.
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I. INTRODUCTION

The temporal evolution of wave packets displays a wide variety of non-classical effects and, in this regard, revivals and fractional revivals have raised great interest during the last years \cite{1}. Revivals occur when a wave packet solution of the Schrödinger equation returns to a state that closely reproduces its initial wave form, at multiples of a revival time $T_{\text{rev}}$. Fractional revivals appear as the temporal self-splitting of the initial wave packet into a collection of a number of scaled copies. Assuming that the initial state is a superposition of eigenstates $u_n(x)$ sharply peaked around some $n_0$, revival times can then be obtained from the Taylor series of the energy spectrum $E_n$ around $E_{n_0}$

$$E_n \approx E_{n_0} + E_{n_0}'(n - n_0) + \frac{E_{n_0}''}{2}(n - n_0)^2 + \ldots$$  \hspace{1cm}  (1)

as $T_{\text{rev}} = 2\hbar/|E_{n_0}'|$. Fractional revival times are given by rational fractions of the revival time \cite{2,3}. These phenomena have been observed in many experimental situations and studied theoretically in a variety of quantum systems such as Rydberg wave packets in atoms and molecules, Bose-Einstein condensates, etc \cite{1,6}. Interestingly, the phenomenon of revivals is at the basis of a method for isotope separation \cite{7} as well as for number factorization \cite{8}.

Revivals and fractional revivals are usually quantified using the autocorrelation function

$$A(t) \equiv \int_{-\infty}^{\infty} \psi^*(x,t)\psi(x,0)dx = \int_{-\infty}^{\infty} \phi^*(p,t)\phi(p,0)dp,$$  \hspace{1cm}  (2)

which is the overlap between the initial and the time-evolving wave packet in either the position or momentum representation. Given an initial state, $A(t)$ decreases in time and the occurrence of revivals reflects in the return of $A(t)$ to its initial value of unity, or in the appearance of relative maxima in the case of fractional revivals.

Revival phenomena have been studied as well by tracking the time evolution of the expectation values of some quantities \cite{3,9,10}, and an approach based on a finite difference eigenvalue method has been recently put forward from which the various orders of revivals can be directly calculated rather than searching for them \cite{11}.

Recently, the sum of Shannon information entropies in position and momentum conjugate spaces has been shown to provide a useful tool for describing fractional revivals, complementary to the usual approach in terms of the autocorrelation function \cite{12}. The underlying idea is that the position-space Shannon entropy measures the uncertainty in the localization of the particle in space \cite{20}, so the lower is this entropy the more concentrated is the probability density $|\psi(x,t)|^2$, the smaller is the uncertainty, and the higher is the accuracy in predicting the localization of the particle. Equivalently, the momentum-space entropy measures the uncertainty in predicting the momentum of the particle. Thus, the sum of Shannon entropies gives an account of the spreading (high entropy values) and the regenerating (low entropy values) of initially well localized wave packets during the time evolution, and the temporary formation of fractional revivals of the wave function is given by the relative minima of the sum of Shannon information entropies in both conjugate spaces due to the fact that the uncertainty relation is saturated only for Gaussian wave packets \cite{12}.

In this article, we expand on the entropic uncertainty approach by describing fractional revivals by means of the sum of the Rényi entropies in position and momentum conjugate spaces, and make a comparison with an analysis based on the time evolution of the standard uncertainty relation in terms of the variance of the probability density in both position and momentum spaces. In the next section we review some basic properties of the Rényi entropy and apply it to three specific model systems: the harmonic oscillator, which can be worked out analytically; the infinite square well, which exhibits perfect revival behavior, and the quantum bouncer, which
has been recently realized using neutrons\textsuperscript{13} and atomic clouds\textsuperscript{14}.

II. FRACTIONAL REVIVALS AND THE RÉNYI UNCERTAINTY RELATION

The Rényi entropy is a generalization of the Shannon entropy and has been widely employed in the study of quantum systems. Among others applications, it was used in the analysis of quantum entanglement\textsuperscript{12}, quantum communication protocols\textsuperscript{10}, localization properties of Rydberg states and spin systems\textsuperscript{17}, and quantum measurement and decoherence\textsuperscript{18}. It is defined in terms of a general probability density $f(x)$ as (see\textsuperscript{19} and references therein)

$$R_f^{(α)} ≡ \frac{1}{1−α} \ln \int_{−∞}^{∞} [f(x)]^α dx \quad \text{for } 0 < α < ∞ \quad α \neq 1.$$  \hfill (3)

In terms of the probability density in position and momentum spaces, $ρ(x) = |φ(x)|^2$ and $γ(p) = |φ(p)|^2$, respectively, the Rényi uncertainty relation is given by\textsuperscript{19}

$$R^α_ρ + R^β_γ ≥ \frac{1}{2(1−α)} \ln \frac{α}{π} − \frac{1}{2(1−β)} \ln \frac{β}{π}$$  \hfill (4)

where $1/α + 1/β = 2$. From the continuous or integral Rényi entropy, as defined in equation (4), it is straightforward to obtain the following limiting behaviors

$$R_f^{(α)} \xrightarrow{α→1} S_f ≡ −∫ f(x) \ln f(x)dx,$$

$$R_f^{(α)} \xrightarrow{α→∞} −\ln[\max f(x)].$$  \hfill (5)

Consequently, in the limits $α \rightarrow 1$ and $β \rightarrow 1$ the Rényi uncertainty relation\textsuperscript{14} reduces to Shannon’s\textsuperscript{20},

$$S_ρ + S_γ ≥ 1 + \ln(π)$$  \hfill (6)

which can thus be considered a particular case of the former. Clearly, all of the above discussion on the benefits of using the Shannon entropy to study revival phenomena carries over to the Rényi entropy as well. It is noteworthy, however, that at the core of the success of the entropic approach is the existence of the uncertainty relations\textsuperscript{14} and\textsuperscript{10}. For this same reason, it is expected that insights on fractional revivals can also be gleaned from the standard variance-based Heisenberg uncertainty relation, which in the case of the usual position and momentum variables leads to the celebrated inequality\textsuperscript{21}

$$Δx Δp ≥ \frac{h}{2}.$$  \hfill (7)

with $(Δx)^2 = ⟨x^2⟩ − ⟨x⟩^2$ and $(Δp)^2 = ⟨p^2⟩ − ⟨p⟩^2$. Note that inequalities\textsuperscript{11} and\textsuperscript{16} are saturated by Gaussian probability distributions.

Next, we make use of the relations\textsuperscript{14} and\textsuperscript{17} to study revival and fractional revivals in three illustrative cases.

A. Simple harmonic oscillator

The harmonic oscillator provides the most straightforward example of a system showing bound states for which the periodic motion of wave packet solutions (especially Gaussian) is easily derivable. In the present case $V(x) = \frac{1}{2}mω^2x^2$ and all wave packet solutions, Gaussian or not, satisfy $ψ(x, t + mT_δ) = (−1)^mψ(x, t)$, where $T_δ = 2π/ω$ is the classical period. The associated time dependent expectation values $(x)_t$ and $(p)_t$ behave exactly as for a classical particle\textsuperscript{4, 23},

$$\langle x \rangle_t = \langle x \rangle_0 \cos(ωt) + \langle p \rangle_0 \sin(ωt)/mω,$$

$$\langle p \rangle_t = −mω^2\langle x \rangle_0 \sin(ωt) + \langle p \rangle_0 \cos(ωt).$$  \hfill (8)

The behavior of the uncertainties can also be worked out explicitly. For our purposes, it suffices to focus on initial Gaussian wave functions, also known as squeezed states,

$$ψ(x, 0) = \frac{1}{\sqrt{σ}} e^{−x^2 σ^2/2} e^{−ωσ^2/2}.$$  \hfill (9)

The time-evolved wave function is then given in closed form for arbitrary times as\textsuperscript{4}

$$ψ(x, t) = \frac{1}{\sqrt{|L(t)|} \sqrt{π}} e^{−\frac{4(x−L(t))^2}{σ(t)^2}}$$  \hfill (10)

with

$$L(t) = σ \cos(ωt) + \frac{iℏ}{mωσ} \sin(ωt)$$  \hfill (11)

and

$$S(x, t) = −x_0^2 \cos(ωt) − \frac{2x_0p_0 \sin(ωt)}{mω} − \frac{iσ^2p_0^2 \sin(ωt)}{mωℏ} +$$

$$+ 2 \left( x_0 + \frac{iσ^2p_0}{ℏ} \right) x$$

$$− \left[ \cos(ωt) + \frac{imωσ^2 \sin(ωt)}{ℏ} \right] x^2,$$  \hfill (12)

from which the following position and momentum uncertainties can be computed

$$Δx(t) = |L(t)|/\sqrt{2},$$

$$Δp(t) = \sqrt{\frac{(ℏ/σ)^2 \cos^2(ωt) + (mωσ)^2 \sin^2(ωt)}{2}}.$$  \hfill (13)

Thus, unless $σ^2 = ℏ/mω$, both of them oscillate with a period equal to half of the natural period of the classical simple harmonic oscillator\textsuperscript{4, 23}, and so does their product $Δx Δp$. However, for the particular value $σ^2 = ℏ/mω$ one finds a so-called coherent state for which the shape of the wave packet does not change in time. Consequently, its width also remains constant in time. One finds $Δx = σ = ℏ/√{2}$ and $Δp = ℏ/(√{2}σ)\textsuperscript{coh}$ and therefore the product of the uncertainties is time
systems whose states remain Gaussian-like. The time-dependent wave function for a localized quantum wave packet is expanded as a one-dimensional superposition of energy eigenstates as
\[
\psi(x, t) = \sum_n a_n u_n(x) e^{-iE_n t / \hbar},
\]
where the \(u_n(x)\) represent the normalized eigenstates and \(E_n\) the corresponding eigenvalues,
\[
u_n(x) \sqrt{\frac{2}{L}} \sin \left( \frac{n \pi x}{L} \right), \quad E_n = \frac{n^2 \hbar^2 \pi^2}{2mL^2}.
\]
The infinite square well has exact revivals because the energy levels are integral multiples of a common value (but not equally spaced). The classical and revival periods are \(T_{cl} = 2mL^2 / \hbar \pi v_0\) and \(T_{rev} = 4mL^2 / \hbar \pi\), respectively. It is easy to see by direct substitution in equation (17) that \(\psi(L - x, t) = -\psi(x, 0)\), so at a time \(t = T_{rev}/2\) the initial state reforms exactly, reflected around the center of the well. This is the reason why the time span of the following analysis is \(T_{rev}/2\) rather than \(T_{rev}\).

We shall consider an initial Gaussian wave packet with a width \(\sigma\), centered at a position \(x_0\) and with a momentum \(p_0\) as in equation (17). Assuming that the integration region can be extended to the whole real axis, the expansion coefficients can be approximated with high accuracy by the analytic expression
\[
av_n \approx \sqrt{\frac{\Delta \sigma^2 \pi}{\hbar^2}} e^{-ip_0x_0/\hbar} \left[ e^{i\pi x_0 / L} e^{-\sigma^2 (p_0 + n \pi \hbar / L)^2 / 2\hbar^2} - e^{-i\pi x_0 / L} e^{-\sigma^2 (p_0 - n \pi \hbar / L)^2 / 2\hbar^2} \right].
\]
To calculate the corresponding time dependent, momentum wave function we use the Fourier transform of the equation (17), that is,
\[
\Psi(p, t) = \sum_n a_n \phi_n(p) e^{-iE_n t / \hbar}
\]
where
\[
\phi_n(p) = \sqrt{\frac{\hbar}{\pi L p^2}} \frac{p_n}{p_n^2} \left[ (-1)^n e^{ipL / \hbar} - 1 \right],
\]
with \(p_n = \hbar \pi n / L\). Without loss of generality, we shall henceforth take \(2m = \hbar = L = 1\), \(\sigma = \sqrt{2}/10\), and \(x_0 = L/2 = 0.5\) for the initial wave packet. In our exemplary cases, we use \(p_0 = 400\pi\) to obtain an appropriate relative time scale.

In figure 1 we show the manifestation of fractional revivals with different tools: the usual autocorrelation function (top panel), the expectation-value uncertainty product \(\Delta x \Delta p\) (middle panel), and the sum of Rényi entropies with \(\alpha = 2/3\), \(\beta = 2\) (bottom panel). At early times, the Gaussian wave packet evolves quasiclassically but in a few periods begins to delocalize and spread almost uniformly across the entire well. This is the so-called collapse phase. The time-scale for this collapse has been estimated by means of an expectation value analysis to be \(4, 25\).
FIG. 2: (color online). Time dependence of (top panel, red curve) $R^{(1/2)}(t) + R^{(2/3)}(t)$ (Shannon entropy), (middle panel, blue curve) $R^{(2/3)}(t) + R^{(2/3)}(t)$, and (bottom panel, black curve) $R^{(1/2)}(t) + R^{(inf)}(t)$ for an initial Gaussian wave packet in an infinite square-well. The main fractional revivals are indicated by vertical dotted lines and the vertical green curve stands for the collapse time. Parameters as in Fig. 1.

for the set of parameters defined above. It is marked by the solid green line of figure I and coincides with the first maximum of the sum of Rényi entropies. By contrast, neither the autocorrelation function nor the curve for the position-momentum uncertainty show any significant feature at $T_{coll}$.

At later times, the system undergoes a sequence of fractional revivals, the most important of which are shown by vertical dotted lines. It can be observed that the sum of Rényi entropies accounts for them in the form of relative minima, only reaching the lower bound at the revival times. As shown in [12], cases can be found within the infinite square well where the autocorrelation function fails to detect fractional revivals whereas the sum of entropies does, the reason being that information entropies take into account the individual subpackets the initial wave packet breaks up into, irrespective of their relative positions. Additionally, it is shown here that the uncertainty relation for position and momentum also captures the main fractional revivals, even though in a much less clear fashion (see, for instance, the fractional revivals occurring at $t = 1/10$ or $t = 1/5$). The time evolution of the uncertainty product was first used to study the evolution of wave packets in the context of revival phenomena in [5]. The fact that the expectation value analysis gives a poorer description than the entropic one suggests that the formulation of the uncertainty principle in terms of Rényi entropies is indeed stronger than that of the standard Heisenberg relation [19, 26].

In contrast to the Shannon entropy, the Rényi entropy has a free parameter and in figure 2, it is shown how the fractional revivals show up in three representative cases: the top panel corresponds to $\alpha = 1, \beta = 1$, that is, to the sum of Shannon entropies [12]; the middle panel corresponds to the ‘unspecial’ case $\alpha = 2, \beta = 2/3$; the bottom panel corresponds to $\alpha = 1/2, \beta = \infty$. Notice that in this latter case $R^{(inf)} = -\ln[\max_p |\psi(p)|^2]$. Although the three cases reported here yield similar results, it cannot be discarded that the freedom in choosing, say, $\alpha$ may be used with advantage in some specific cases. The vertical, green solid line indicates again that collapse time-scales can be estimated within the entropic approach as the first maximum of the sum of entropies.

If figure 3 we illustrate the importance of taking the sum of the entropies as an indicator of fractional revivals, and not either of them separately. The top curve corresponds to $R^{(1/2)}$, the bottom curve to $R^{(inf)} = -\ln[\max_p |\psi(x)|^2]$ (which owes its wavy-looking appearance to the presence of the max operator), and the middle one to their sum. It is only the sum of the entropies that embraces both the configurational and dynamical aspects of the wave packet evolution through the uncertainty relation.

C. Quantum bouncer

Next, consider a particle bouncing on a hard surface under the influence of gravity, that is, a particle in a potential $V(z) = mgz$, if $z > 0$ and $V(z) = +\infty$ otherwise. The eigenfunctions and eigenvalues are given by [27]

$$\hat{E} = z_n; \quad u_n(\tilde{z}) = N_n \tilde{z}^{\alpha/2} \tilde{z}^{-\alpha/2}; \quad n = 1, 2, 3, \ldots$$

(22)

where $l_g = (\hbar/2mg)^{1/3}$ is a characteristic gravitational length, $\tilde{z} = z/l_g$, $\tilde{E} = E/mgl_g$, $Ai(z)$ is the Airy func-
tion, $-z_n$ denotes its zeros, and $N_n = |\text{Ai}'(-z_n)|^{-1}$ is the $u_n(\tilde{z})$ normalization factor. In the remainder of this paper the tildes on the energy and position variables will be omitted. $z_n$ and $N_n$ were determined numerically by using scientific subroutine libraries for the Airy function, although accurate analytic approximations for them can be found in [27]. We have verified that the numeric approach yields slightly better results. The corresponding coefficients of the wave function can be obtained analytically as [28]

$$a_n = N_n \left(2^{3/2} \pi \sigma\right)^{1/4} \text{Ai} \left(z_0 - z_n + \frac{\sigma^4}{6}\right) e^{-\frac{\pi^2}{2}} (z_0 - z_n + \frac{\sigma^4}{6})^{1/4}.$$

(23)

Consider now an initial Gaussian wave packet localized at a height $z_0$ above the floor, with a width $\sigma$ and an initial momentum $p_0 = 0$. The classical period can be calculated to obtain $T_{cl} = 2\sqrt{z_0}$. As for the revival time, the state $n_0$ around which the initial wave packet is peaked can be identified via $z_0 = E_{n_0}$ with the help of $z_n \simeq [3\pi (4n - 1)]^{2/3}$ [27]. One finds by direct substitution $T_{rev} = 2h/|E{\rho}^{(n)}| = 8z_0^2/\pi$, but it can be shown that at a time half of this value the wave packet reforms half of period out of phase with the classical motion (see [27]). Therefore, we henceforth take $T_{rev} = 4z_0^2/\pi$. The temporal evolution of the wave packet in momentum-space was obtained numerically by the fast Fourier transform method.

We have computed the temporal evolution of the uncertainty product $\Delta x \Delta p$ and the sums of Rényi entropies $R_\rho^{(2)}(t) + R_\gamma^{(2/3)}(t)$ and $R_\rho^{(1)}(t) + R_\gamma^{(1/2)}(t)$ for the initial conditions $z_0 = 100$, $\sigma = 1$ and $p_0 = 0$. Figure 4 displays these quantities and the location of the main fractional revivals. The top panel shows that $\Delta x(t)\Delta p(t)$ decreases and reaches a minimum at some fractional revivals. Analogous behavior is seen in the middle and bottom panels for the sum of Rényi entropies. The description in these latter cases is somewhat more complete. Also shown in the same figure is the collapse time-scale $T_{coll} = T_{cl}^3/(4\sqrt{2}\sigma) \simeq 1414.21$ located close to the maximum entropy area [27].

III. SUMMARY

In this paper we have generalized and expanded on the entropic approach put forward in [12] by using Rényi uncertainty relations to study revival behavior in three model systems, namely, the simple harmonic oscillator, the infinite square well, and the quantum bouncer. We have found that they provide a useful framework for visualizing fractional revivals, alternative to the usual autocorrelation function and expectation value analyses.

Additionally, we have also successfully used the standard variance-based uncertainty product to search for the fractional revivals, but the information entropy turns out to be very useful for visualizing fractional revivals, alternative to the usual autocorrelation function and expectation value analyses. We have also found that they provide a useful framework for visualizing fractional revivals, alternative to the usual autocorrelation function and expectation value analyses.

In summary, we have shown that entropic uncertainty relations are a good tool to investigate properties of the temporal evolution of wave packets.
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