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Abstract

We consider different large $N$ limits of the one-dimensional Chern-Simons action $i \int dt \, \text{Tr}(\partial_0 + A_0)$ where $A_0$ is an $N \times N$ antihermitian matrix. The Hilbert space on which $A_0$ acts as a linear transformation is taken as the quantization of a $2k$-dimensional phase space $\mathcal{M}$ with different gauge field backgrounds. For slowly varying fields, the large $N$ limit of the one-dimensional CS action is equal to the $(2k + 1)$-dimensional CS theory on $\mathcal{M} \times \mathbb{R}$. Different large $N$ limits are parametrized by the gauge fields and the dimension $2k$. The result is related to the bulk action for quantum Hall droplets in higher dimensions. Since the isometries of $\mathcal{M}$ are gauged, this has implications for gravity on fuzzy spaces. This is also briefly discussed.
1 Introduction

Over the last few years there has been a lot of research interest in noncommutative and fuzzy spaces [1]. Such spaces can arise as solutions in string and M-theories. For example, in the matrix model version of M-theory, noncommutative branes can be obtained as \((N \times N)\)-matrix configurations whose large \(N\) limits tend to smooth manifolds. Fluctuations of such branes are described by gauge theories and, naturally for this reason, there has been a large number of papers on these spaces. For some compact manifolds of finite volume, it is possible to obtain noncommutative versions which are described by finite dimensional matrices [2]. Being finite dimensional, these matrices give a fuzzy version of the manifold. Fields on such spaces have a finite number of modes, and therefore, the fuzzy version of a manifold may also be thought of as a regularization for the manifold itself and for field theories defined on it. As a regularization, fuzzification has the advantage of preserving various symmetries which we expect for the smooth manifold. In the context of branes, matrix models (or fuzzy versions) have even become a fairly standard method of analysis [3]. Some other advantages of fuzzification, such as application to the fermion doubling problem, have also been investigated [4].

One interesting class of noncommutative field theories which has been extensively investigated is the Chern-Simons theory [5]. Properties of these theories on flat noncommutative spaces are fairly well understood by now. Their formulation on fuzzy spaces, i.e., in terms of finite dimensional matrices, has been a little tricky. This has been achieved for a number of two-dimensional spaces, although a general formulation is not yet possible. In this article, we will investigate the one-dimensional Chern-Simons theory which is given by the action

\[ S = i \int dt \, \text{Tr}(D_0), \]

where \(D_0\) is some \((\mathcal{N} \times \mathcal{N})\) antihermitian matrix. We consider different large \(\mathcal{N}\) limits of this theory. For the purpose of the large \(\mathcal{N}\) analysis, let \(\mathcal{H}\) denote the vector space on which \(D_0\) is a linear transformation. We may regard \(\mathcal{H}\) as the quantization of the phase space \(S^2 = SU(2)/U(1)\), where the symplectic form is \(\omega = -i n \omega_K\), \(\omega_K\) being the Kähler form on \(S^2\). \(\mathcal{N}\) will be a function of \(n\). Taking \(n\) large in this way defines a specific large \(\mathcal{N}\) limit. Notice that \(\omega\) is a background \(U(1)\) field on \(S^2\), and so, we could also consider a deformation of this situation where \(\omega = -i n \omega_K + F\), where \(F\) is topologically trivial (so that the dimension of \(\mathcal{H}\) is not changed). The large \(n\) limit now gives \(S^2\) with a different choice of background field on it. One could also consider \(\mathcal{H}\) as the quantization of, say, \(\mathbb{CP}^k = SU(k + 1)/U(k)\), with a suitable choice of symplectic form (with the dimensions of \(\mathcal{H}\)’s matching dimensions of a class of \(SU(k + 1)\) irreducible representations). This would give yet another set of large \(\mathcal{N}\) limits. In a gradient expansion where the fields (like \(F\)) are slowly varying, we can then show that, as \(\mathcal{N}\) becomes large,

\[ i \int dt \, \text{Tr}(D_0) = S_{CS}(a + A) + \cdots \tag{1} \]
where \( a \) is the potential for the symplectic form and \( A \) is any background field on the space. \( S_{CS}^{(2k+1)} \) is the \((2k+1)\)-dimensional Chern-Simons form and the omitted terms are smaller by powers of \( n \) or involve higher gradients of fields. The choice of \( a, A \) parametrize the different large \( N \) limits which give the right hand side of (1). This equation shows that we may consider the one-dimensional Chern-Simons form as a ‘universal’ Chern-Simons theory. We may, for example, use it as a regularized version of the CS theory on \( S^2 \times \mathbb{R} \), or on \( \mathbb{CP}^2 \times \mathbb{R} \), or on various other spaces, the particular manifolds being recovered as specific large \( n \) limits.

We now come to the motivation for this result. A first application is to the quantum Hall effect in higher dimensions which has been extensively studied over the last few years [6, 7, 8]. The lowest Landau level for the Landau problem (of a charged particle in magnetic field) on an even dimensional space \( \mathcal{M} \) defines a Hilbert space \( \mathcal{H} \) which is the quantization of \( \mathcal{M} \) with a symplectic form which is the background magnetic field [7]. The lowest Landau level is thus a model for the fuzzy version of \( \mathcal{M} \) and dynamics confined to the lowest Landau level is a matrix model to which all of the analysis mentioned above can be applied [9]. Our result then leads to the computation of the bulk action for quantum Hall droplets. The bulk action, with fluctuations of the gauge fields, it should be mentioned, has previously been obtained by other methods. In reference [10], the bulk action is obtained by requiring that the gauge transformation of \( D_0 \) is induced by the gauge transformation of the background fields. This leads to an elegant calculation of the bulk and boundary actions. The anomaly cancellation between the bulk and boundary actions is also demonstrated. (The boundary actions, without gauge field fluctuations, have been obtained previously in [7] for arbitrary dimensions. The case of the two-dimensional flat space has been analyzed along similar lines in [11].) Needless to say, the bulk action derived by the methods in this paper agrees with the results in [10].

The variation of the background gauge fields can also be interpreted as gravitational perturbations of the manifold since the isometry groups are being gauged. Thus gravity on fuzzy spaces is another natural application of our analysis. In fact, we present arguments that \( i \int dt \text{Tr}(D_0) \) is the natural action for gravity on fuzzy spaces. This is outlined here and explained more fully in a separate article [12]. In the large \( N \) limit of smooth manifolds, what is obtained is then Chern-Simons gravity. It is interesting to point out at this stage that there are indications that \( M \)-theory can lead to CS gravity [13]. We expect that our results do have some implications for the matrix analysis of \( M \)-theory.

This paper is organized as follows. In section 2, we give a resumé of some basic results on the quantum Hall effect on \( \mathbb{CP}^k \) and the fuzzy version of \( \mathbb{CP}^k \) which are needed for the subsequent analysis. Section 3 is a brief aside showing how our results, at least for the Abelian case, can be obtained by a simple phase space analysis without the use of matrices. In section 4, we give the main arguments leading to the result (1). Since this is a long technical
section, we first show how the result \( S^2 \times \mathbb{R} \) emerges for \( S^2 \times \mathbb{R} \). This will also show how we may interpret \( S^2 \times \mathbb{R} \) as a fuzzy version of the CS action on spaces of different topologies. The following subsections of section 4 derive the general result. In section 5, we discuss applying our result to the quantum Hall effect and to fuzzy gravity.

2 Resumé of Hall effect on \( \text{CP}^k \) and fuzzy \( \text{CP}^k \)

We begin by considering Hall effect on \( \text{CP}^k = SU(k+1)/U(k) \), concentrating on the lowest Landau level. The states corresponding to the lowest Landau level can also be considered as the (finite-dimensional) Hilbert space \( \mathcal{H} \) which is part of the definition of fuzzy \( \text{CP}^k \). With this re-interpretation, our results can be applied to matrix models and to fuzzy spaces.

Let \( g \) denote a \((k+1) \times (k+1)\) matrix corresponding to a general element of \( SU(k+1) \) in the fundamental representation. Further, let \( t_a, a = 1, 2, \cdots, k^2 + 2k \), be a set of hermitian matrices which form a basis of the Lie algebra of \( SU(k+1) \), again in the fundamental representation. These are taken to obey

\[
[t_a, t_b] = i f_{abc} t_c, \quad \text{Tr}(t_a t_b) = \frac{1}{2} \delta_{ab} \tag{2}
\]

\( f_{abc} \) are the structure constants of \( SU(k+1) \) in this basis. On \( g \), we can define left and right translation operators by

\[
L_a g = t_a g, \quad R_a g = g t_a \tag{3}
\]

It is convenient to split these into the \( R_{k^2+2k} \) which is the \( U(1) \) generator in \( U(k) \subset SU(k+1) \), \( R_j, j = 1, 2, \cdots, k^2 - 1 \), which are \( SU(k) \) generators and \( R_{\pm i}, i = 1, 2, \cdots, k \) which are in the complement of \( U(k) \) in the Lie algebra \( SU(k+1) \). (A similar splitting can be made for the left translations, but will not be necessary for what follows.)

Since \( \text{CP}^k = SU(k+1)/U(k) \), we can choose constant background magnetic fields which take values \( U(k) \), the Lie algebra of \( U(k) \); in other words, we can have \( SU(k) \)-valued and \( U(1) \)-valued fields. These will be proportional to the Riemann curvatures of \( \text{CP}^k \). Both possibilities have been considered and explored in some detail before. Here it is sufficient to consider the case of \( U(1) \) background. In this case, the wave functions must obey

\[
R_j \Psi(g) = 0, \quad j = 1, \cdots, k^2 - 1
\]

\[
R_{k^2+2k} \Psi(g) = nk \frac{1}{\sqrt{2k(k+1)}} \Psi(g) \tag{4}
\]

where \( n \) is an integer characterizing the strength of the field. (The integrality of \( n \) can be understood via standard arguments similar to the Dirac quantization for monopoles.)
the lowest Landau level, we have an additional condition

\[ R_{++} \Psi(g) = 0 \] (5)

As discussed in [7], the wave functions obeying the conditions (4) and (5) are given in terms of the Wigner \( \mathcal{D} \)-functions of \( SU(k+1) \). These can be defined as

\[ \mathcal{D}^{(J)}_{pq}(g) \equiv \langle J, p | \hat{g} | J, q \rangle \] (6)

Evidently, these are the representatives of \( g \) in the representation \( J \) and may be thought of as the matrix elements of a general operator version of \( g \), namely \( \hat{g} \), with the states of the representation \( J \). The conditions (4) and (5) tell us that, for the case at hand, we need \( \mathcal{D}^{(n)}_{m,n}(g) = \langle n, m | \hat{g} | n, n \rangle \), corresponding to the symmetric rank \( n \) representation, denoted by \( (n) \), and the state on the right is chosen to be the highest weight state \( |w\rangle = |n, n\rangle \), which is an \( SU(k) \)-singlet and has the charge \( nk/\sqrt{2k(k+1)} \) for \( R_{k^2+2k} \). Being the highest weight state, we also get the condition (5). The left index \( m \) can take \( N \) values, where \( N \) is the dimension of the symmetric rank \( n \) representation; explicitly

\[ N = \dim J = \frac{(n+k)!}{n! \, k!} \] (7)

The properly normalized wave functions are

\[ \Psi_m(g) = \sqrt{N} \mathcal{D}^{(n)}_{m,n}(g) \] (8)

These are normalized by virtue of the orthogonality theorem

\[ \int d\mu(g) \mathcal{D}^{(n)}_{m,n}(g) \mathcal{D}^{(n)}_{m',n}(g) = \frac{\delta_{mm'}}{N} \] (9)

Notice that the wave functions carry a representation of the left action of \( SU(k+1) \); this corresponds to the freedom of magnetic translations in the Hall effect interpretation.

We can introduce a local coordinate description of these as follows. Let \( g_{\alpha,k+1} \equiv u_\alpha \), with \( \alpha = 1, 2, \cdots, k+1 \). In terms of the \( u_\alpha \), \( \mathcal{D}^{(n)}_{m,n} \sim u_{\alpha_1} u_{\alpha_2} \cdots u_{\alpha_n} \). Since \( u^* \cdot u = 1 \), we can parametrize them as

\[ u_i = \frac{\xi_i}{\sqrt{1 + \xi \cdot \xi}} \quad i = 1, \cdots, k \]

\[ u_{k+1} = \frac{1}{\sqrt{1 + \xi \cdot \xi}} \] (10)

\(^1\)In references [7], we used \( R_{k^2+2k} \Psi = -nk/\sqrt{2k(k+1)} \Psi \). The symbols were then defined using \( g^* \) and \( g^T \). It is simpler to use \( g \), \( g^T \) in the definition of the symbol. Since \( (e^{it^a g})^* = e^{i(-t^a)^T g^*} \), we can use \( g \), \( g^T \) for the symbol if the \( t \)-matrices in this paper are taken as \(-t^T\) of the usual fundamental representation for \( SU(k+1) \) or the basis used in [7]. Thus, for example, for \( SU(3) \), \( t_a \) in this paper are \( t_a = -\frac{1}{2} \lambda_a^T \) in terms of the Gell-Mann matrices \( \{\lambda_a\} \). This is equivalent to using the conjugate representation, \( t \rightarrow -t^T \) being the automorphism of the Lie algebra corresponding to conjugation.
The Wigner $D$-functions are now

$$D_{m,n}^{(n)}(g) = \left[ \frac{n!}{i_1!i_2!\cdots i_k!(n-s)!} \right]^{1/2} \frac{\xi_1^{i_1} \xi_2^{i_2} \cdots \xi_k^{i_k}}{(1 + \xi \cdot \xi)^{n/2}}$$

The complex projective space $\mathbb{CP}^k$ is a Kähler manifold; the Kähler form may be written in terms of the local coordinates as

$$\omega_K = i \left[ \frac{d\xi^i \, d\bar{\xi}^i}{(1 + \xi \cdot \bar{\xi})} - \bar{\xi}^i \xi^j \frac{d\xi^i \, d\bar{\xi}^j}{(1 + \xi \cdot \bar{\xi})} \right]$$

The background field we have chosen is given by $-i n \omega_K$ (in an antihermitian basis). The states are obtained by quantization of the symplectic form $\omega = -i n \omega_K$. Thus the lowest Landau level wave functions correspond to sections of the line bundle with curvature $-i n \omega_K$.

The volume of $\mathbb{CP}^k$ is given by

$$d\mu(\mathbb{CP}^k) = \left( \frac{\omega_K}{2\pi} \right)^k = \frac{k! \, d^2\xi^1 \, d^2\xi^2 \cdots d^2\xi^k}{(1 + \xi \cdot \bar{\xi})^{k+1}}$$

In real coordinates this can be written as

$$d\mu(\mathbb{CP}^k) = \frac{1}{(2\pi)^k} \left[ \frac{1}{2} (\omega_K)_{\mu\nu} dx^\mu \, dx^\nu \right]^k = \frac{1}{(4\pi)^k} 2^k k! \sqrt{\det \omega_K} \, d^2 x$$

In equation (13), the quantity $d^2 \xi = d\xi \, d\bar{\xi}$ is equal to $d^2 x$ in real coordinates.

The inner product for the wave functions can also be written in terms of this measure and reads

$$\langle \Psi | \Psi' \rangle = \int d\mu(\mathbb{CP}^k) \, \Psi^* \, \Psi'$$

The states in the lowest Landau level are elements of a finite-dimensional Hilbert space $\mathcal{H}_N$. This space is what is obtained by quantizing the symplectic form $-i n \omega_K$. The algebra of matrices which are linear transformations on $\mathcal{H}_N$ tend to the algebra of functions on $\mathbb{CP}^k$ as $N$ becomes large. We may therefore identify the space $\mathcal{H}_N$ as defining a fuzzy version of $\mathbb{CP}^k$. (There is a natural choice of Laplace operator on the set of matrices which will complete the required triple of algebra, Hilbert space and Laplacian.)

The notion of the symbol is useful in analyzing the large $N$ limit which leads to the continuous $\mathbb{CP}^k$. If $\hat{A}$ is a matrix, taken as a linear transformation on $\mathcal{H}_N$, then the symbol corresponding to $\hat{A}$ is given by

$$(\hat{A}) = A(g) = \sum_{\rho, \sigma} D_{m,n}^{(n)}(g) A_{\rho,\sigma} D_{\sigma,n}^{(n)}(g) = \langle w \, | \, \hat{g}^{-1} \hat{A} \, \hat{g} \, | \, w \rangle$$
The symbol of \( \hat{A} \) coincides with the expectation value of \( \hat{A} \) in the large \( n \) limit. The symbol corresponding to the product of two matrices is given by the star product of the symbols of the matrices. It can be written as

\[
(\hat{A} \hat{B}) \equiv (\hat{A}) \ast (\hat{B}) = \sum_s (-1)^s \left[ \frac{(n-s)!}{n!} \right] \sum_{i_1, \ldots, i_k = s} \frac{s!}{i_1! \cdots i_k!} \hat{R}^{i_1}_{-1} \hat{R}^{i_2}_{-2} \cdots \hat{R}^{i_k}_{-k} A(g) \\
\times \hat{R}^{i_1}_{+1} \hat{R}^{i_2}_{+2} \cdots \hat{R}^{i_k}_{+k} B(g)
\]

\[
= AB - \frac{1}{n} \hat{R}_{-i} A \hat{R}_{+i} B + O(1/n^2)
\] (17)

The trace of a matrix can be related to the integral over the phase space of the symbol of the matrix,

\[
\text{Tr} \hat{A} = \sum_m A_{mm} = N \int d\mu(g) A(g)
\] (18)

Let \( T_a \) be matrices corresponding to \( t_a \) in the representation \( J \); they are \( N \times N \)-matrices, obeying the commutation rules in (2). The symbol for the action of \( T_a \) on a matrix \( \hat{A} \) can be worked out as follows.

\[
(T_a \hat{A}) = \langle w | \hat{g}^{-1} T_a \hat{A} \hat{g} | w \rangle = S_{ab} \langle w | T_b \hat{g}^{-1} \hat{A} \hat{g} | w \rangle = \frac{nk}{\sqrt{2k(k+1)}} S_{ak^{2+2k}} A(g) + \sum_{i=1}^{2k} S_{ai} \langle w | T_i \hat{g}^{-1} \hat{A} \hat{g} | w \rangle
\]

\[
= \left[ \frac{nk}{\sqrt{2k(k+1)}} S_{ak^{2+2k}} - \frac{1}{2} \sum_{i=1}^{k} S_{a-i} R_{+i} \right] A(g)
\] (19)

where \( S_{ab} = 2 \text{Tr}(g^{-1} t_a g t_b) \) and we have also used the fact that \( T_+ |w\rangle = 0 \). Further, \( R_a g = g t_a \), and \( R_a g^{-1} = -t_a g^{-1} \). In a similar way,

\[
(\hat{A} T_a) = \left[ \frac{nk}{\sqrt{2k(k+1)}} S_{ak^{2+2k}} + \frac{1}{2} \sum_{i=1}^{k} S_{a+i} R_{-i} \right] A(g)
\] (20)

These results also show that

\[
([ -i T_a, \hat{A} ]) = \sum_{i=1}^{2k} S_{ai} i R_i A(g)
\] (21)

The summation is over the basis of the coset \( SU(k+1) - U(k) \). Notice also that the large \( n \) limit of \( T_a \) are given by the \( S_{ak^{2+2k}} \) which may be interpreted as giving the Cartesian coordinates for embedding of \( \mathbb{C}P^k \) in \( \mathbb{R}^{k^2+2k} \).

It is also useful to describe fuzzy \( \mathbb{C}P^k \), before we take the large \( n \) limit, directly in terms of embedding in \( \mathbb{R}^{k^2+2k} \). For this we start with \( k^2 + 2k \) hermitian matrices \( X_a \) which are of
dimension \((N \times N)\). We take \(N\) to be of the form \((7)\) for some integer \(n\). The embedding conditions are then given by

\[
X_a X_a = \frac{nk(n + k + 1)}{2(k + 1)} \equiv C_n
\]

\[
d_{abc} X_b X_c = (k - 1) \frac{(2n + k + 1)}{4(k + 1)} X_a \equiv \alpha_n X_a
\]

Consider the \(SU(k + 1)\)-generators \(T_a\) in the symmetric representation of rank \(n\). They may be written as \(T_a = a_\alpha(t_a)_{\alpha \beta} a_\beta = a_\beta^\dagger(t_a)_{\alpha \beta} a_\alpha\), for bosonic annihilation-creation operators \(a_\beta, a_\alpha^\dagger, \alpha, \beta = 1, ..., (k + 1)\). By using completeness relations, it is easy to prove that these obey representation-dependent identities which are identical to (22) with \(T_a\) replacing \(X_a\). In other words, the matrices \(T_a\) in the symmetric rank \(n\) representation of \(SU(k + 1)\) give a solution of the embedding conditions (22) via \(X_a = T_a = a_\alpha^\dagger t_a a_\alpha\). In equation (22), \(C_n\) is the quadratic Casimir operator and \(\alpha_n\) is another invariant related to the properties of the \(d_{abc}\)-symbol.

We may rewrite the conditions (22) in terms of \(-iT_a\) as

\[
(-iT_a)(-iT_a) = -C_n
\]

\[
d_{abc}(-iT_b)(-iT_c) = -i\alpha_n(-iT_a)
\]

3 The effective bulk action for the \(U(1)\) background

We consider Hall droplets on a \(\mathbb{CP}^k\) with symplectic two-form \(\omega = \frac{1}{2} \omega_{ij} d\xi^i \wedge d\xi^j\). As mentioned in the previous section, the lowest Landau levels are described by the quantization of the space with this symplectic form. The background magnetic field is given by \(\omega\) itself, with a potential \(a(\xi)\) such that \(\omega = da\). We now consider the addition of a \(U(1)\) magnetic field described by a gauge potential \(A\); in other words the total potential is now \(a + A\). The new dynamics is given by the symplectic form \(\omega + F\). Let \(H = V\) be the original Hamiltonian. The new Hamiltonian is \(H = V + A_0\), where \(A_0\) is the time-component of the gauge potential. We consider the case where \(\omega + F\) has the same phase volume, so that the number of states in the Hilbert space, the lowest Landau level, is not changed. We can now pose the following problem: Describe the dynamical system of \((\omega + F, H = V + A_0)\) as \((\omega, H = A)\), where we use the old symplectic form but a different Hamiltonian. At least for the \(U(1)\) case, this can be accomplished by choosing a new set of variables in phase space. We write \(\xi = v - w\), where \(v\)'s are coordinates on \(\mathbb{CP}^k\) and \(w\) is viewed as a series in powers of \(F\) and derivatives of \(A, A_0\). To accomplish the change to using \(\omega\) as the symplectic form, we need

\[
(\omega + F)\bigg|_\xi = \omega\bigg|_v
\]
The change $\xi \rightarrow v$ is a coordinate transformation which is not canonical. The strategy is to find $w$ as a series and then the Hamiltonian is given by

$$H \equiv A = \left( V + A_0 \right)_{v-w}$$

(25)

Rather than implementing (24) at the level of $\omega$'s, we can use the potentials and write the equivalent version of (24) as

$$(a + A)_{v-w} - a = d\theta$$

(26)

where $\theta$ is arbitrary. It can be considered as a gauge transformation of the gauge potentials; evidently it does not contribute to the symplectic forms. Written out in coordinate notation, this equation becomes

$$[a_i(v - w) - a_i(v)] - a_j(v - w)\partial_iw^j + A_i(v - w) - A_j(v - w)\partial_iw^j \approx 0$$

(27)

where the weak equality sign $\approx$ indicates equivalence up to a gauge transformation. We now write $w = \lambda w_1 + \lambda^2 w_2 + \cdots$, where $\lambda$ is a parameter introduced to keep track of various terms of the same order; eventually it is set to one. The potential $V$ is taken to be of order $\lambda^0$ and the fluctuation $A$ is taken to be of order one, thus $A \rightarrow \lambda A$. The requirement (27) can be written, for the first two powers of $\lambda$, as

$$w^1 \cdot \partial a_i + a_j \partial_i w^j - A_i \approx 0$$

(28)

$$w^2 \cdot \partial a_i + a_j \partial_i w^j + w_1 \cdot \partial A_i + A_j \partial_i w^j - \frac{1}{2} w^k w^l \partial_k \partial_l a_i - w_1 \cdot \partial a_j \partial_i w^j \approx 0$$

(29)

By a suitable choice of the gauge function $\theta$, the first of these equations can be brought to the form

$$w^1 i^j A_i \approx 0$$

(30)

which has the simple solution

$$w^1 = -\omega^{-1jk} A_k$$

(31)

Equation (29) can be simplified, again by removal of a suitable $\theta$-factor, as

$$w^2 i^j F_{ij} + \frac{1}{2} w^k w^l \partial_k \partial_l a_i + \partial_i w^1 w_1 \cdot \partial a_j \approx 0$$

(32)

Replacing derivatives of $a$ in terms of $\omega$, we can further simplify this as

$$\omega_{ij} w^j + F_{ij} w^1 + \frac{1}{2} w^k w^l \partial_k \omega_{li} + \frac{1}{2} w^k \partial_i w^1 \omega_{kl} \approx 0$$

(33)

and has the solution

$$w^2_j = -\omega^{-1jk} \left[ F_{kl} w^1 + \frac{1}{2} w^m w^1 \partial_m \omega_{nk} + \frac{1}{2} w^m \partial_k w^1 \omega_{mn} \right]$$

(34)
These results can now be used to calculate the new Hamiltonian as given by (25), to the second order in the \( A \)'s and derivatives. We find

\[
H = A = (V + A_0) \bigg|_{v = w}
\]

\[
= V + A_0 - w_1 \cdot \partial (V + A_0) + \frac{1}{2} w^k w^l \partial_k \partial_l (V + A_0) - w_2 \cdot \partial (V + A_0) + \cdots
\]

\[
= V + A_0 + \omega^{-1ij} A_k \partial_j (V + A_0) + \frac{1}{2} \omega^{-1ik} \omega^{-1lj} A_k A_l \partial_i \partial_j V
\]

\[
+ \omega^{-1jk} \partial_j V \left[ F_{kl} w^l + \frac{1}{2} w^m w^n \partial_m \omega_{nk} + \frac{1}{2} w^m \partial_k w^n \omega_{mn} \right] + \cdots
\]

(35)

We shall now define \( u^i = \omega^{-1ij} \partial_j V \). This would be the velocity (or \( \dot{v}^i \)) if the Hamiltonian were just \( V \). Second derivatives like \( \partial_i \partial_j V \) can now be written in terms of derivatives of \( u \), with a compensating term involving derivatives of \( \omega \). We also use the expression for \( w_1 \) from (31) to bring the Hamiltonian to the form

\[
H \equiv A = V + A_0 - u \cdot A + \omega^{-1ij} \partial_i A_0 A_j - \frac{1}{2} \omega^{-1ik} A_k A_j \partial_l u^i
\]

\[
- \frac{1}{2} w^k w^l w^m \left[ \partial_m \omega_{kn} + \partial_k \omega_{nm} + \partial_n \omega_{mk} \right] + u^k \omega^{-1ln} A_n F_{kl}
\]

\[
+ \frac{1}{2} w^k (u \cdot \partial A_k) + \cdots
\]

(36)

Using the fact that \( \omega \) is closed, i.e., \( \partial_m \omega_{kn} + \partial_k \omega_{nm} + \partial_n \omega_{mk} = 0 \), and with some further simplification, this gives

\[
A = V + A_0 - u \cdot A + \omega^{-1ij} \partial_i A_0 A_j - \frac{1}{2} \omega^{-1ij} A_j A_k \partial_i u^k + \frac{1}{2} \omega^{-1ij} A_j u \cdot \partial A_i
\]

\[
- \omega^{-1ij} u^k A_j \partial_i A_k + \cdots
\]

(37)

Since we just used \( V + A_0 \) without the time-derivative term, this procedure does not fix the terms in the Hamiltonian which involves time-derivatives. We can obtain these terms by noting that \( A_0 \) is defined only up to a gauge transformation. Thus \( A_0 \) and \( A_0 + \partial_0 \Lambda \) should give \( A \)'s which differ by \( \partial_0 \Lambda \). This identifies the correction term as \( \frac{1}{2} \omega^{-1ij} A_i \partial_0 A_j \). The total result is thus

\[
A = V + A_0 - u \cdot A + \omega^{-1ij} \left[ \partial_i A_0 A_j + \frac{1}{2} A_i \partial_0 A_j \right]
\]

\[
+ \omega^{-1ij} \left[ \frac{1}{2} A_j u \cdot \partial A_i - u^k A_j \partial_i A_k - \frac{1}{2} A_j A_k \partial_i u^k \right] + \cdots
\]

(38)

This is the basic result for Abelian fields. It agrees with the result in (10) with the identification \( \omega = - n \Omega \) of that paper.

The expression (38) can be related to Chern-Simons action as follows. The \((2k + 1)\)-dimensional Chern-Simons action is given by

\[
S_{CS} = \frac{i^{k+1}}{(2\pi)^k k!} \int A(dA)^k
\]

(39)
We replace \( A \) by \( a + A \) and expand this to obtain
\[
S_{CS} = \frac{i^{k+1}}{(2\pi)^k k!} \int \left[ \omega^k A_0 + \frac{k}{2} \omega^{k-1} AdA + \frac{k(k-1)}{3!} \omega^{k-2} AdA + \cdots \right]
\]  
(40)

In equations (39) and (41), we have used antihermitian fields, to be in conformity with our later discussions of the nonabelian case. Thus, in these equations, \( \omega \) is given in terms of the Kähler form \( \omega_K \) on \( \mathbb{CP}^k \). 

For the product of the (real) components of \( \omega \)'s we can use the rules
\[
\epsilon^{a_1a_2\cdots a_{2k}} \omega_{a_1a_2} \cdots \omega_{a_{2k-1}a_{2k}} = 2^k k! \sqrt{\det \omega}
\]

Simplifying (40) using these results, and writing everything in terms of real or hermitian fields, we find
\[
S_{CS} = \frac{n^k}{k!} \int dt \mu(\mathbb{CP}^k) \left[ A_0 + \omega^{-1ij} \left( \frac{1}{2} A_i \partial_j A_j - A_i \partial_i A_0 \right) + \frac{1}{2} A_i \partial_j A_j - \frac{1}{3} A_i \partial_0 A_j \partial_j A_i \right] 
\times \left( \omega^{-1ij} \omega^{-1kl} + \omega^{-1ik} \omega^{-1lj} + \omega^{-1il} \omega^{-1jk} \right) + \cdots
\]

(43)

In this equation, we now replace \( A_0 \) by \( A_0 + V \) and again expand to quadratic terms in the \( A \)'s keeping in mind that \( V \) is taken to be of order zero. This gives, finally,
\[
S_{CS}(V + A_0, a + A) = \frac{n^k}{k!} \int dt \mu(\mathbb{CP}^k) \left[ V + A_0 - u \cdot A + \omega^{-1ij} \left( \frac{1}{2} A_i \partial_j A_j - A_i \partial_0 A_0 \right) + \omega^{-1ij} \left( u^k A_i \partial_j A_k - \frac{1}{2} \partial_i u^k A_j A_k - \frac{1}{2} A_i u \partial_0 A_j \right) + \cdots \right]
\]

\[
= \frac{n^k}{k!} \int dt \mu(\mathbb{CP}^k) \mathcal{A}
\]

(44)

It may be worth emphasizing that, in this expression, \( \omega^{-1} = \omega_K^{-1}/n \). Equation (44) gives the relation between the Chern-Simons action and \( \mathcal{A} \) in (38). Expressions (38) and (44) are in
complete agreement with the expressions in [10]. (In making this comparison, it should be kept in mind that $n\Omega$ in [10] is the negative of our $\omega$. This is due to the definition of the total field in [10] as $-a + A$, rather than $a + A$.)

Notice also that the phase volume $d\mu_P$ is given by

$$d\mu_P = \frac{n^k}{k!} d\mu(\mathbb{C}P^k)$$

with $n^k/k!$ being the number of states in the large $n$ limit. Thus the basic result of this section can be expressed as

$$S_{CS} = \int dt \, d\mu_P \, A$$

4 General matrix formulation

4.1 General framework and results

The previous derivation is expressed entirely in classical language, without considering transformations directly on the Hilbert space. Secondly, it is not clear how the arguments can be extended to nonabelian fields. While it is possible to write symplectic forms including nonabelian degrees of freedom, as one does for the Wong equations of motion, the kind of coordinate changes we need to make and their implementation in terms of matrix representation of the nonabelian algebra are not obvious. In any case, we want to take the point of view that the Hilbert space is the fundamental entity, with the classical description being just a large $n$ simplification. This is also the proper starting point if we think of the Hilbert space as defining a fuzzy version of the space. In such cases, it is important to have a matrix version of the calculations of the previous section; this section will address this question.

The action we start with is a matrix action and therefore, there is, initially, no notion of space or spatial geometry. The Hilbert space $\mathcal{H}_N$ on which the matrices act as linear transformations can be taken as arising from quantization of $\mathbb{C}P^k$ for one, or different values of $k$, or from some other phase space. Even for the same geometry and topology for the phase space, the choice of symplectic form is not unique. For example, one could use a specific form $\omega$ or some perturbation of it which does not change the phase volume so that the total number of states upon quantization does not change. For each such possibility there is a corresponding large $N$ limit. Thus the same matrix action can be expanded out in many ways for large $N$. We shall work this out by expanding around some specific choice of background, which is the analogue of the $a$ of the previous section, with extra gauge potentials $A$. The final result will not be sensitive to the choice of background, so that it can be used for a number of different backgrounds.
The matrix version of the action which we consider is given by

\[ S = i \int dt \text{ Tr} \left( \rho_0 U^\dagger D_0 U \right) \]  

(47)

where \( \rho_0 \) denotes the density matrix of the system initially and \( A_0 \) is related to the Hamiltonian. From now on we will use properly antihermitian \( A_0 \)'s in line with the spatial components; thus \( D_0 = \partial_0 + A_0 \) and the Hamiltonian is given by \( H = -iA_0 \). The action (47) leads to the correct evolution equation for the density matrix, namely,

\[ i D_0 \rho = i \frac{\partial \rho}{\partial t} + i [A_0, \rho] = i \frac{\partial \rho}{\partial t} - [H, \rho] = 0 \]  

(48)

where \( \rho = U^\dagger \rho_0 U \) is the density matrix at time \( t \). Eventually we can take \( A_0 \to A_0 + iV \) to include a background potential.

The unitary transformation \( U \) encodes the fluctuations of the chosen density matrix, or the edge states in the quantum Hall way of thinking about this problem. Equivalently, it gives the boundary effects for dynamics in a subspace of a fuzzy space. The bulk dynamics is not sensitive to \( U \), and can be extracted by taking \( \rho = 1 \). Effectively, we are then seeking the simplification of \( S = i \int dt \text{ Tr} D_0 \) in the limit of large matrices. This action is the one-dimensional Chern-Simons action for the matrix theory.

In the following, the specific background we choose corresponds to \( \text{CP}^k \). The gauge fields \( A_0, A_i \) will be expanded around this background; thus the fields \( A_0, A_i \) are actually functions on fuzzy \( \text{CP}^k \). To carry out the expansion, we write \( A_0, A_i \) in terms of \((N \times N)\)-blocks. In other words, we can take \( \mathcal{H}_N = \mathcal{H}_N \otimes \mathcal{H}_M \) so that the matrix elements of \( A_i, i = 0, 1, 2, \ldots, \) may be written as \( A_{iAB} = \langle A|A_i|B \rangle = \langle \alpha \ a|A_i|\beta \ b \rangle, \alpha, \beta = 1, 2, \cdots, N, a, b = 1, 2, \cdots, M. \) \( \mathcal{H}_N \) will carry an irreducible representation of \( SU(k+1) \), specifically the symmetric rank \( n \) representation.

The chosen background has an Abelian background field which corresponds to \( \omega = -in\omega_K \). A general gauge field is introduced by the prescription \( D_a = -iT_a + A_a \). This will involve \( k^2 + 2k \) spatial components for the gauge potential, which are obviously too many for \( \text{CP}^k \). Thus there are restrictions on \( D_a \) which ensure that there are only \( 2k \) spatial components for the potentials. These conditions may be taken as the gauged version of the conditions (23),

\[
D_a D_a = -C_n \\
d_{abc} D_b D_c = -i\alpha_n D_a
\]

(49)

In other words, even after gauging, the derivatives obey the same embedding conditions as before gauging [15]. (In the limit of a continuous manifold, there is some redundancy in
these conditions. While they are sufficient for our purpose, whether they are necessary and sufficient in the noncommutative case is not quite a settled issue.)

With this set-up, the simplification of the matrix action can now be carried out. We will consider the variation of the matrix action $i \text{Tr} D_0$ under a change of the background fields. $D_0$ is a matrix function, and so, it can be expressed in terms of a basis made up of powers of $T_a$. Since $T_a = D_a - A_a$, it is then possible to expand $D_0$ in terms of the $D_a$’s which give the same basis on a background with additional gauge fields $A_a$. In a large $n$-expansion, we can also replace the matrices by their symbols. The resulting action is then given by

$$i \int dt \text{Tr}(D_0) \approx S_{CS} + \cdots$$  \hspace{1cm} (50)$$

where $S_{CS}$ is the Chern-Simons $(2k+1)$-form on $\mathbb{C}P^k \times \mathbb{R}$. $S_{CS}$ is the star-version of the same action, i.e., $S_{CS}$ with star products connecting the various fields in it. The gauge potentials in the Chern-Simons action are given by $a + A$, where $a$ is the background value corresponding to the symplectic form and $A$ is the additional potential or gauge field fluctuation.

The integer $n$ may be written in terms of the scale parameter $R$, which is the analog off the radius of the manifold, as $n = 2BR^2$, $B$ being the field strength for the symplectic form. If we take the large $R$ limit, and further take the gradients of the fields to be small compared to their values, so that $D^2 F \ll FF$, for example, then we can simplify the result (50) as

$$i \int dt \text{Tr}(D_0) \approx S_{CS} + \cdots$$ \hspace{1cm} (51)$$

In other words, in the spirit of a gradient expansion, and at large $R$, the higher terms in the star product are negligible.

Equations (50) and (51) are the main results we will show over next few subsections. However, the general analysis is algebraically rather involved, with many calculational steps. Therefore, before continuing with the general matrix formulation, it is useful to work out the case of a two-sphere. This will exemplify the calculational steps required for the general analysis.

4.2 The effective action on the two-sphere

In the case of the two-sphere, we need rank $n SU(2)$ representations, so that $N = n + 1$. The gauge fields are written in terms of $(n+1) \times (n+1)$-blocks as $A_{iAB} = \langle A|A_i|B \rangle = \langle \alpha a|A_i|\beta b \rangle$, $\alpha, \beta = 1, 2, \cdots, n + 1$, $a, b = 1, 2, \cdots, M$. The large $n$ analysis is facilitated by the use of the symbol which we define as

$$(A_i)_{ab} = \sum_{\alpha, \beta} D^{(n)}_{\alpha, \beta}(g) \langle \alpha a|A_i|\beta b \rangle D^{(n)}_{\beta, \alpha}(g)$$  \hspace{1cm} (52)$$
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where $D$’s are the Wigner $D$-functions for $SU(2)$. $(A_i)_{ab}$ is thus a matrix-valued function on
$S^2$; it takes values in the Lie algebra of $U(M)$ and, in the large $n$ limit, it can be identified
as the gauge potential on $S^2 \times \mathbb{R}$, where $\mathbb{R}$ is the temporal dimension.

A parenthetical remark is in order at this point. In the case of higher dimensional group
coset manifolds of the form $G/H$, where $H$ is nonabelian, such as $\mathbb{C}P^k$, it is possible to choose
a nonabelian background field $[7]$. The relevant wave functions are of the form $D_{A_{\alpha}}^{(j)}(g)$, where $J$
denotes a representation of $G$, and we have a nontrivial representation of $H$ for the right
translations of $g$, corresponding to the index $a$. The symbol can then be defined as

$$(A_i)_{ab} = \sum_{A,B} D_{A_{\alpha}}^{(j)}(g) \langle A | A_i | B \rangle D_{B_{\beta}}^{(j)}(g)$$

This was the definition used in $[7]$ and $[10]$. It is a little bit different from (52). We will use
(52). In the simplification of the action, this will lead to traces over the remaining matrix
labels such as $a, b$ in (52). At this stage, if $G \in U(M)$, we can rewrite the $M \times M$-matrix
products and traces by introducing additional $D$’s and using $\delta_{ab} = D_{ac}^{K} D_{bc}^{K}$, where $D_{K}$’s are
suitable representations of $G$. (More than one irreducible representation may be needed).
We can then reduce the product $D_{(\alpha)}^{(n)} D_{bc}^{K}$ to get wave functions like $D_{B_{\beta}}^{(j)}$. Results using (53)
can thus be recovered from results obtained using (52). This argument also shows that at
least a part of the remaining gauge group can be identified with gauge fields for the isometries,
namely the group $G$, of the space. The indices $a, b$ in (52) play the role of the tangent space
indices.

Returning now to the main line of reasoning, let $T_{\mu}$ be $(n + 1) \times (n + 1)$-matrices which
are the generators of the $SU(2)$ Lie algebra in the $j = \frac{1}{2} n$ representation. The covariant
derivative of a function $f$ can be written as $D_{\mu} f = [-iT_{\mu}, f] + A_{\mu} f$. Evidently the covariant
derivatives obey

$$[D_{\mu}, D_{\nu}] = f_{\mu\nu\alpha} D_{\alpha} + F_{\mu\nu}$$

where

$$F_{\mu\nu} = [-iT_{\mu}, A_{\nu}] - [-iT_{\nu}, A_{\mu}] + [A_{\mu}, A_{\nu}] - f_{\mu\nu\alpha} A_{\alpha}$$

For the matrices $T_{\mu}$ we have the condition $T_{\mu} T_{\mu} = C_n = \frac{1}{4} n (n + 2)$, where $C_n$ is the
quadratic Casimir for the representation with $j = \frac{1}{2} n$. We can define $X_{\mu} = T_{\mu}/\sqrt{C_n}$ as
the coordinates of the fuzzy sphere; they correspond to the fuzzy version of the coordinates
one has by embedding the two-sphere in $\mathbb{R}^3$, since $X_{\mu} X_{\mu} = 1$. This is the $k = 1$ case of the
equations $[22]$. At the level of the $D$’s, notice that there are three $D$’s and three $A$’s, whereas
we should have only two independent ones for the two-sphere. We must have a constraint
which is the analogue of the condition $T^2 = C_n$. The required constraint may be taken as
$D_{\mu} D_{\mu} = -C_n$. In other words, even after the gauging $-iT_{\mu} \rightarrow -iT_{\mu} + A_{\mu} = D_{\mu}$, we must
have the sum of squares equal to the quadratic Casimir value.
In the following, we shall denote the commutator \([D_\mu, D_\nu]\) by \(\Omega_{\mu\nu}\). Explicitly, \(\Omega_{\mu\nu} = f_{\mu\nu\alpha}D_\alpha + F_{\mu\nu}\). \(\Omega_{\mu\nu}\) is not invertible in general, but on the restricted subspace with fixed value of \(D^2\), it has an inverse; equivalently, we can find a matrix \(N_{\mu\nu}\), at least as a series in \(F\)'s and their derivatives, such that

\[
N_{\mu\nu}\Omega_{\nu\alpha} = \delta_{\mu\alpha} + \frac{1}{C_n}D_{\alpha}D_\mu
\]  

Notice that, at least in the large \(n\) limit, the right hand side of (56) is a projection operator to directions tangential to the sphere. If we keep just the first term in \(\Omega_{\mu\nu}\), namely \(\omega_{\mu\nu} \equiv f_{\mu\nu\alpha}D_\alpha\), we find

\[
N_{\mu\nu} \approx N^0_{\mu\nu} = \frac{1}{C_n}f_{\mu\nu\alpha}D_\alpha
\]  

In writing \(\Omega_{\mu\nu} = f_{\mu\nu\alpha}D_\alpha + F_{\mu\nu}\), the second term, \(F_{\mu\nu}\) is of lower order in powers of \(n\) compared to the first one, since \(D\) is of order \(n\). (Recall that \(D^2 = -C_n\) is of order \(n^2\).) Thus \(N_{\mu\nu}\) is the leading term we need at large \(n\), the corrections to (57) are subdominant. They will be needed for higher dimensional spaces, as we shall see later.

Using equation (56), we find

\[
\delta D_\alpha = \frac{1}{2}\left(\delta D_\mu N_{\mu\nu}[D_\nu, D_\alpha] + [D_\alpha, D_\nu]N_{\nu\mu}\delta D_\mu\right) - \frac{1}{2C_n}(\delta D_\mu D_\alpha D_\mu + D_\mu D_\alpha \delta D_\mu) - \frac{1}{4C_n}(\delta D \cdot D - D \cdot \delta D, D_\alpha)
\]

The second set of terms on the right hand side may be simplified as

\[
-\frac{1}{2C_n}(\delta D_\mu D_\alpha D_\mu + D_\mu D_\alpha \delta D_\mu) = \frac{1}{2C_n}(\delta D_\mu \delta_{\mu\nu}[D_\nu, D_\alpha] + [D_\alpha, D_\nu] \delta_{\nu\mu}\delta D_\mu)
\]

Since \(D^2\) is fixed, the last term is actually zero. Using this equation, we find

\[
\delta D_\alpha = \frac{1}{2}\left(\xi_\nu[D_\nu, D_\alpha] + [D_\alpha, D_\nu] \xi_\nu\right) - \frac{1}{4C_n}[\delta D \cdot D - D \cdot \delta D, D_\alpha]
\]

\[
\xi_\nu = \delta D_\mu M_{\mu\nu}, \quad \xi_\nu = M_{\nu\mu}\delta D_\mu
\]

\[
M_{\mu\nu} = N_{\mu\nu} + \frac{\delta_{\mu\nu}}{C_n}
\]

The second term on the right hand side gives a unitary transformation of \(D_\alpha\).

Let \(K\) be a matrix acting on the Hilbert space \(\mathcal{H}\). We may write \(K\) in an expansion in \(D\)'s as a sum of terms of the form

\[
K = K^{\mu_1\mu_2\cdots\mu_s} D_{\mu_1} D_{\mu_2} \cdots D_{\mu_s}
\]
(Our results extend by linearity to sums of such terms, so it is sufficient to consider one such term, for a fixed value of \( s \).)

In the large \( n \) limit, the \( D \)'s typically become the coordinates for the space \( \mathcal{M} \), in an embedding of \( \mathcal{M} \) in \( \mathbb{R}^d \) of suitable dimension \( d \), as indicated after equation (21). The question of interest is thus how we can express \( K \) in an expansion around a perturbed version of the \( D \)'s, namely, \( D'_\mu = A_\mu + \delta A_\mu \). Clearly this can be achieved by writing \( D_\mu = D'_\mu - \delta A_\mu = D'_\mu - \delta D_\mu \). The change in \( K \) is thus given by \( D_\mu \rightarrow D_\mu - \delta D_\mu \). Using equation (60), we may write

\[
\delta K = \frac{1}{2} (\delta_1 K + \delta_2 K) \tag{62}
\]

where

\[
\delta_1 K = -K^{\mu_1 \mu_2 \cdots \mu_s} \left( \xi^\alpha [D_\alpha, D_{\mu_1}] D_{\mu_2} \cdots D_{\mu_s} + D_{\mu_1} \xi^\alpha [D_\alpha, D_{\mu_2}] D_{\mu_3} \cdots D_{\mu_s} + \cdots \right)
\]

\[
\delta_2 K = -K^{\mu_1 \mu_2 \cdots \mu_s} \left( [D_{\mu_1}, D_\alpha] \xi^\alpha D_{\mu_2} \cdots D_{\mu_s} + D_{\mu_1} [D_{\mu_2}, D_\alpha] \xi^\alpha D_{\mu_3} \cdots D_{\mu_s} + \cdots \right) \tag{63}
\]

We have not written the unitary transformation by \((\delta D \cdot D - D \cdot \delta D)\) which will lead to a unitary transformation of \( K \). Eventually we take a trace to get the action, so this will not affect our considerations for the bulk terms. If we were to keep the boundary terms, such a term would be important. If all \( \xi \)'s are moved to the left end of the expression for \( \delta_1 K \), we will get \( \xi^\alpha [D_\alpha, K] \). This will be the leading term at large \( n \). In moving the \( \xi \)'s to the left, we will get extra commutator terms, which will be related to Poisson brackets at large \( n \), and are subdominant. The commutator terms will be discussed later in this section, but for now, we focus on the dominant terms at large \( n \) and write,

\[
\delta K \approx -\frac{1}{2} (\xi^\alpha [D_\alpha, K] + [K, D_\alpha] \tilde{\xi}^\alpha) \tag{64}
\]

We are now in a position to apply this line of reasoning to the computation of the effective action (47). As mentioned before, the bulk dynamics is not sensitive to \( U \), and for obtaining the bulk action we can set \( \rho = 1 \). Thus we need the simplification of \( \text{Tr} D_0 \) in the limit of large matrices. We start with the expansion of \( D_0 \) around a background with potential \( A_\mu + \delta A_\mu \). This can be worked out by taking \( K = D_0 \) in the above equations. The first correction due to change of \( A_\mu \) is found as

\[
\delta D_0 = -\frac{1}{2} \left[ \delta A_\mu M_{\mu \nu} [D_\nu, D_0] + [D_0, D_\nu] M_{\nu \mu} \delta D_\mu \right]
= -\frac{1}{2} \left( \delta A_\mu M_{\mu \nu} F_{\nu 0} - F_{\nu 0} M_{\nu \mu} \delta A_\mu \right) \tag{65}
\]

In using the expression for \( M_{\mu \nu} \) from (60), the contribution of \( \delta_{\mu \nu} / C_n \) is zero by cyclicity...
of trace. Also keeping just the $N_{0\mu\nu}$-term in $N_{\mu\nu}$ as explained after (57), we find

$$\delta S \approx -i\frac{(n+1)}{2} \int dtd\mu(\mathbb{C}P^1) \text{tr}(\delta A_\mu N_{0\mu\nu}F_{\nu0} - F_{\nu0}N_{\nu\mu})$$

$$\approx - \frac{n(n+1)}{2C_n} \int dtd\mu(\mathbb{C}P^1) f_{\mu\nu\alpha} S_\alpha \text{tr}(\delta A_\mu F_{\nu0})$$

(66)

We have used equation (18) to go to the integral over phase space. We have also used the fact that

$$N_{0\mu\nu} = 1$$

Further, we have replaced the matrices by symbols, so that $\delta A_\mu$ and $F_{\nu0}$ in this equation are $M \times M$-matrices.

Further simplification is as follows. Notice that $f_{\mu\nu\alpha} S_\alpha = f_{ab} S^a S^b$ from the definition of $S_{\mu\alpha}$. From (21), we see that $S_{ab} F_{\nu0} = F_{b0} = [iR_b, A_0] - \partial_0 A_b + \cdots$. $F_{b0}$ is in a basis where the derivatives are the $R_i$'s. We can convert these to the standard coordinate basis by writing $S_{ab} F_{\nu0} = (E^{-1})_b^a F^0_0$ where $E_i^a$ is the frame field for the metric. This yields

$$\delta S \approx - \frac{n(n+1)}{2C_n} \int dtd\mu(\mathbb{C}P^1) \epsilon_{ab}(E^{-1})_a^i (E^{-1})_b^j \text{tr}(\delta A_i F^0_j)$$

$$\approx - \frac{1}{2\pi} \int dtd\mu(S^2) (\det E)^{-1} \epsilon^{ij} \text{tr}(\delta A_i F^0_j) = - \frac{1}{2\pi} \int dt \text{tr}(\delta AF)$$

(68)

We had normalized the volume $d\mu(\mathbb{C}P^1)$ to unity; so, in the second step, we changed to the standard normalization of $4\pi$. (We have also used $C_n \approx n^2/4$ and, in the last step, changed to differential forms for the fields.)

The variation of the $(2k+1)$-dimensional Chern-Simons term is given by

$$\delta S_{CS} = \frac{i^{k+1}}{(2\pi)^k k!} \int \text{tr}(\delta AF^k)$$

(69)

For $k = 1$, we find $\delta S = -(1/2\pi) \int \text{tr}(\delta AF)$, so that, comparing with (68) we conclude

$$S \equiv i \int dt \text{Tr}(D_0) \approx S_{CS}$$

(70)

A number of remarks are in order at this point. At finite values of $n$, the Hilbert space $\mathcal{H}_N$ defines a fuzzy version of the phase space, specifically, in this case, the two-sphere. Thus the action $\int dt \text{Tr}(D_0)$ is a matrix model action, or equivalently a fuzzy space action. What we have shown is that the large $n$ limit is given by the continuum Chern-Simons theory on $S^2 \times \mathbb{R}$. (Notice that, as should be expected, the result is independent of the metric on $S^2 \times \mathbb{R}$, only the topology is relevant in this action.) Chern-Simons theories have been
formulated and analyzed on many noncommutative spaces such as the fuzzy sphere and the noncommutative plane. For example, on the plane, the action is given by

\[
S = -\frac{1}{2\pi} \left[ \frac{\theta}{3} \operatorname{Tr}(D_\mu D_\nu D_\alpha) \epsilon^{\mu\nu\alpha} - i \operatorname{Tr}(D_0) \right]
\]

These actions are different from \( \int dt \operatorname{Tr}(D_0) \) at the matrix level, and explicitly involve the spatial components of the gauge field. However, their commutative limits lead to the standard commutative Chern-Simons action. What we have shown is that the action \( \int dt \operatorname{Tr}(D_0) \), expanded in a suitable background, also leads to the same commutative limit. This is not surprising if one views the finite \( n \) case as a regularization of the continuum theory. It is, of course, possible to have many theories which are different at the regulated level but which coincide when the regulator is eventually removed. One can study the different noncommutative Chern-Simons theories as genuinely different theories at the matrix level. But if we only ask for a matrix theory whose commutative limit gives the Chern-Simons theory, then the action (47) is a good choice. In this sense, it defines a fuzzy version of the Chern-Simons theory.

In generalizing this construction, it is clear that there are three basic ingredients that we must take account of. First of all, we need to show that a suitable construction of the matrix \( N_{\mu\nu} \) can be made for the full \( \Omega_{\mu\nu} \), at least as an expansion in powers of \( 1/n \). Secondly, the extra terms in equations which arise from reordering must be calculated. And finally, the definition of the symbol is altered when we make the shift \( A_\mu \rightarrow A_\mu + \delta A_\mu \), and this must be incorporated at the step of replacing matrices by their symbols. In the next three subsections, we will address these issues.

4.3 Construction of \( N_{ac} \)

We start with equation again, \( [D_a, D_b] = f_{abc}D_c + F_{ab} = \Omega_{ab} \). First, we want to obtain \( N_{ac} \) in a form suitable for large \( n \) analysis. For this purpose, we define a gauge covariant quantity \( R_{ab} \) by the equation

\[
f_{ack}D_k f_{cld}D_l = D_b D_a + \frac{C_n}{k} \delta_{ab} + i \frac{2n + k + 1}{2} d_{abc} D_c - \frac{k - 1}{4} f_{abc} D_c + R_{ab}
\]

The key observation is that \( R_{ab} \), which is naively of order \( n^2 \), is actually of lower order in powers of \( n \). This follows from the fact that in \( D_a = -iT_a + A_a \), \( T_a \) is of order \( n \), but \( A_a \) is of order 1. If \( A_a = 0 \), we just have the \( T \)-matrices and, in the symmetric rank \( n \) representation, they obey the identity

\[
-f_{ack} T_k f_{cld} T_l = -T_b T_a + \frac{C_n}{k} \delta_{ab} + i \frac{2n + k + 1}{2} d_{abc} T_c + i \frac{k - 1}{4} f_{abc} T_c
\]
Thus $R_{ab}$ vanishes to leading order in $n$. It does not vanish at the next order, but its contribution to the action will be down by two powers of $n$ compared to the leading term.

There are other, equivalent, ways of writing $R_{ab}$. For example, the identity

$$f_{cak} f_{cbl} = \frac{2}{k+1} (\delta_{ab} \delta_{kl} - \delta_{al} \delta_{kb}) + 4 (d_{abm} d_{klm} - d_{alm} d_{kbm})$$

leads to

$$R_{ab} = (k-1) \frac{C_n}{k+1} \left( \delta_{ab} + \frac{D_b D_a}{C_n} \right) + \frac{(k-3)(2n+k+1)}{2(k+1)} d_{abc} D_c$$

$$+ 4 d_{alm} d_{bkm} D_k D_l + \frac{k-1}{4} f_{abc} D_c$$

(75)

Going back to (72), we rewrite it as

$$\left[ f_{ack} D_k + \frac{1}{4} (k-1) \delta_{ac} \right] f_{cbl} D_l = D_b D_a + \frac{C_n}{k} \delta_{ab} + \frac{2n+k+1}{2} d_{abc} D_c + R_{ab}$$

(76)

We now define a quantity

$$Y_{ab} = d_{abc} D_c + i \frac{(k-1)(2n+k+1)}{8(k+1)} \delta_{ab} = d_{abc} D_c + i \frac{\alpha_2}{2} \delta_{ab}$$

(77)

Equation (76) now becomes

$$\left[ f_{ack} D_k + \frac{1}{4} (k-1) \delta_{ac} \right] f_{cbl} D_l = D_b D_a + B_n \delta_{ab} + \frac{2n+k+1}{2} Y_{ab} + R_{ab}$$

(78)

where

$$B_n = \frac{n(n+k+1)}{4} + \frac{k^2-1}{16}$$

(79)

Notice that $B_n = C_n$ for $SU(2)$ for which $k = 1$. We now define

$$N_{0ac} = \frac{1}{B_n} \left[ f_{ack} D_k + \frac{1}{4} (k-1) \delta_{ac} \right]$$

(80)

Equation (78) can now be written as

$$(N_0 \omega)_{ab} = \delta_{ab} + \mathcal{X}_{ab} + i \mathcal{Y}_{ab} + \mathbb{R}_{ab}$$

$$\mathcal{X}_{ab} = \frac{D_b D_a}{B_n}, \quad \mathcal{Y}_{ab} = \frac{1}{B_n} (n + \frac{1}{2} (k+1)) \mathcal{Y}_{ab}, \quad \mathbb{R}_{ab} = \frac{R_{ab}}{B_n}$$

(81)

$\mathcal{X}$ and $\mathcal{Y}$ are of order 1; while $\mathbb{R}$ is naively of the same order, it is actually of lower order, as argued before. For the full $\Omega_{ab} = f_{abc} D_c + F_{ab}$, we can now define $N_{ab}$ by the equation

$$(N \Omega)_{ab} = \delta_{ab} + \mathcal{X}_{ab} + i \mathcal{Y}_{ab}$$

(82)
\( N_{ab} \) can be obtained as a series by writing \( N = N_0 + N_1 + N_2 + \cdots \), and matching terms of the same order in powers of \( n \) in (82). The first few terms are given by

\[
N_{ab} = N_{0ab} - (\Re abN_0)_{ab} - (N_0F N_0)_{ab} + (\Re(\bar{X} + i\bar{Y})N_0)_{ab} + (N_0F(\bar{X} + i\bar{Y})N_0)_{ab} + (N_0FN_0FN_0)_{ab} + \cdots \tag{83}
\]

In this series, we encounter terms like \( \Re N_0 \) and \( \Re N_0 \) which are, again, seemingly of the same order, since \( \bar{X} \) is of order 1. However, the product \( \bar{X}N_0 \) reduces the power of \( n \) by one, as seen from the following.

\[
(\bar{X}N_0)_{ab} = \frac{D_cD_a}{B_n} \left[ \frac{f_{abk}D_k}{B_n} + \mathcal{O}(1/n^2) \right]
\]

\[
= -\frac{1}{2B_n^2} f_{abk}D_a[D_c, D_k] + f_{cam} f_{cbk} \frac{D_mD_k}{B_n^2} + f_{cbk} \frac{F_{ca}D_k}{B_n^2} + \cdots \tag{84}
\]

Each term on the right hand side is seen to be of order \( 1/n^2 \), one order less than what is expected from the order of \( X \) and \( N_0 \). In a similar fashion, using the identity

\[
\left[ d_{abc}(-iT_c) + \frac{(k-1)(2n+k+1)}{8(k+1)} \delta_{ab} \right] f_{ckl}(-iT_l) = -\frac{k+1}{4} d_{abk}(-iT_k) \tag{85}
\]

we can easily check that \( \Re_{ac}N_{0bc} = \mathcal{O}(1/n^2) \), even though the left hand side is naively of order \( 1/n \). In conclusion, the terms \( \Re(\bar{X} + i\bar{Y})N_0, N_0F(\bar{X} + i\bar{Y})N_0 \) are indeed smaller by a power of \( n \), at large \( n \), compared to the corresponding terms \( (\Re_{ab}N_0)_{ab} \) and \( (N_0FN_0)_{ab} \). Thus the expansion (83) is appropriate at large \( n \).

What we have shown is that we can construct a matrix \( N \) which obeys equation (82); it is obtained as a series (83), the subsequent terms in the series being smaller by powers of \( n \), as \( n \) becomes large.

### 4.4 The variation of the action at large \( n \)

**Re – expressing the variation of** \( D \)

We shall now express the variation of \( D_a \) in a form suitable for application to functions. Equation (82) tells us that

\[
N_{ac}\Omega_{cb} = \delta_{ab} + X_{ab} + iY_{ab}
\]

\[
\Omega_{bc}N_{ca} = \delta_{ba} + X_{ba} + iY_{ba} \tag{86}
\]

The second equation is the hermitian conjugate of the first. Multiplying the first by \( \delta D_a \) on the left and the second by \( \delta D_a \) on the right and adding, we get

\[
\frac{1}{2} (\delta D_a N_{ac}\Omega_{cb} + \Omega_{bc}N_{ca}\delta D_a) = \delta D_b + \frac{\delta D_a D_b D_a + D_a D_b \delta D_a}{2B_n} \tag{87}
\]
In this simplification, we have used the fact that
\[ \delta D_a Y_{ab} + Y_{ba} \delta D_a = \frac{2n + k + 1}{2B_n} \left[ d_{abc} (\delta D_a D_c + D_c \delta D_a) + i \alpha_n \delta D_b \right] \]
\[ = \frac{2n + k + 1}{2B_n} \delta \left[ (d_{abc} D_c D_c) + i \alpha_n D_b \right] \]
\[ = 0 \quad (88) \]
by virtue of equation (49). Equation (87) is of the same form as (58) and further simplification is done using (59) as before to arrive at
\[ \delta D_b = \frac{1}{2} \left( \xi_c [D_c, D_b] + [D_b, D_c] \xi_c \right) - \frac{1}{4B_n} [\delta D \cdot D - D \cdot \delta D, D_b] \]
\[ \xi_c = \delta D_a M_{ac}, \quad \tilde{\xi}_c = M_{ca} \delta D_a \quad (89) \]
We have used both the embedding conditions (49) in arriving at this equation.

**Variation of a matrix function under change of gauge fields**

As in the case of SU(2), we can now consider a matrix function \( K \) acting on the Hilbert space \( \mathcal{H} \). \( K \) can be taken as the sum of terms of the form \( K = K^{a_1 a_2 \cdots a_s} D_{a_1} D_{a_2} \cdots D_{a_s} \), where, we can also take, without loss of generality the coefficients \( K^{a_1 a_2 \cdots a_s} \) to be symmetric in all indices. (Any antisymmetric pair may be reduced to a single \( D \) and \( F \); \( F \) itself may be re-expanded in terms of \( D \)'s, to bring it to this form.) We may thus write \( K \) as
\[ K = \int d\mu \ e^{\bar{z} \cdot D} \ K(z) \quad (90) \]
where
\[ d\mu = \prod_a dz_a d\bar{z}_a \pi e^{-\bar{z} \cdot z}, \quad K(z) = K^{a_1 a_2 \cdots a_s} z_{a_1} z_{a_2} \cdots z_{a_s} \quad (91) \]
For the variation of \( K \) under \( D \rightarrow D - \delta D \) we get
\[ \delta K = -\int d\mu \int_0^1 d\alpha \ e^{\bar{z} \cdot D} \bar{z} \cdot \delta D \ e^{(1-\alpha)\bar{z} \cdot D} \ K(z) \quad (92) \]
Upon taking traces, this leads to
\[ \text{Tr} \ \delta K = -\text{Tr} \ (\delta D_a K^a) \]
\[ K^a = \int d\mu \bar{z}^a e^{\bar{z} \cdot D} K(z) = \int d\mu \ e^{\bar{z} \cdot D} \frac{\partial K}{\partial z_a} \quad (93) \]
Substituting from (89), we get the result
\[ \text{Tr} \ (\delta K) = -\frac{1}{2} \text{Tr} \left[ \delta D_a N_{ab} (\Omega_{bc} K^c) - \delta D_a (K^c \Omega_{bc}) N_{ba} \right. \]
\[ \left. + \frac{1}{B_n} [\delta D_a (\Omega_{ab} K^b) - \delta D_a (K^b \Omega_{ab})] \right] \quad (94) \]
Consider now the commutator $[D_a, K]$; this can be expanded as

$$[D_a, K] = \int d\mu d\alpha \ e^{\alpha \bar{z} \cdot D} e^{-\alpha \bar{z} \cdot D} \ K(z)$$

$$= [D_a, D_b]K^b - \frac{1}{2}[[D_a, D_b], D_c] K^{bc} + \cdots$$  \hspace{1cm} (95)

$$K^{bc} = \int d\mu \ \bar{z}^b z^c \ e^{\bar{z} \cdot D} K(z)$$

Since $D \sim n$ and the commutator reduces the power of $n$ by one, the first term in the series (95) is of order $K$, the second of order $K/n$, etc. From the definition of the coefficients, $[D_a, K^a] = 0$, $[D_b, K^{bc}] = 0$. Using the change of variables $\alpha \rightarrow 1 - \alpha$, we also get

$$[D_a, K] = K^b[D_a, D_b] + \frac{1}{2}K^{bc}[[D_a, D_b], D_c] + \cdots$$  \hspace{1cm} (96)

Since the second term on the right hand side is of order $1/n$, and commutators will further reduce the power of $n$, by adding (95) and (96), we find

$$[D_a, K] = \frac{1}{2} \left( \Omega_{ab} K^b + K^b \Omega_{ab} \right) + \mathcal{O}(1/n^2)$$ \hspace{1cm} (97)

Equivalently, we can write this as

$$\Omega_{bc} K^c = [D_b, K] + \frac{1}{2}[[\Omega_{bc}, K^c] + \mathcal{O}(1/n^2)$$

$$K^c \Omega_{bc} = [D_b, K] - \frac{1}{2}[[\Omega_{bc}, K^c] + \mathcal{O}(1/n^2)$$  \hspace{1cm} (98)

Using this result, equation (94) may be simplified as

$$\text{Tr} (\delta K) = -\frac{1}{2} \text{Tr} \left[ \delta D_a N_{ab} [D_b, K] - [D_b, K] N_{ba} \delta D_a$$

$$+ \frac{1}{2} \left( \delta D_a N_{ab} [\Omega_{bc}, K^c] - [\Omega_{bc}, K^c] N_{ab} \right) + \mathcal{O}(1/n^3) \right]$$

$$= -\frac{1}{2} \text{Tr} \left[ \delta D_a N_{ab} [D_b, K] - [D_b, K] N_{ba} \delta D_a + \frac{1}{2} \delta D_a [N_{ab} [\Omega_{bc}, K^c]] + \mathcal{O}(1/n^3) \right]$$

$$= -\frac{1}{2} \text{Tr} \left[ \delta D_a N_{ab} [D_b, K] - [D_b, K] N_{ba} \delta D_a + \mathcal{O}(1/n^3) \right]$$  \hspace{1cm} (99)

We have used the fact that $[N_{ab}, [\Omega_{bc}, K^c]]$ is of order $1/n^3$ since $N_{ab}$ is of order $1/n$. This result shows that the change in $\text{Tr} K$ is given by the first set of terms to order $1/n^2$, as $n$ becomes large.

\textit{Variation of Tr($D_0$)}

The expansion of the action (47) can now be carried out, taking $K = D_0$. The relevant terms in $N_{ab}$, from equation (83), are

$$N_{ab} = \omega_{ab}^{-1} + \frac{(k-1)}{4B_n} \delta_{ab} - \omega_{ac}^{-1} F_{cd} \omega_{db}^{-1} - R_{ac} \omega_{db}^{-1} + \mathcal{O}(1/n^3)$$  \hspace{1cm} (100)
where
\[ \omega_{ab}^{-1} = \frac{f_{abc}D_c}{B_n} \]  
(101)

(This will become the inverse of the symplectic form in the large \( n \) limit; the notation anticipates this. However, at this stage \( \omega_{ab}^{-1} \) is still a matrix.) Upon using this in (99), the term involving \( \delta_{ab} \) will drop out by cyclicity of the trace, the term involving \( R_{ac} \) will turn out to be of order \( 1/n^3 \), as shown later. For the variation of the action, up to order \( 1/n^2 \), we then get

\[
\begin{align*}
\text{Tr} (\delta D_0) &= \delta D_0^{(1)} + \delta D_0^{(2)} + \cdots \\
\delta D_0^{(1)} &= -\frac{1}{2} \left( \delta A_a \omega_{ab}^{-1} F_{b0} + F_{b0} \omega_{ab}^{-1} \delta A_a \right) \\
\delta D_0^{(2)} &= \frac{1}{2} \left( \delta A_a \omega_{ab}^{-1} F_{bc} \omega_{cd}^{-1} F_{db} + F_{d0} \omega_{ab}^{-1} F_{bc} \omega_{cd}^{-1} \delta A_a \right)
\end{align*}
\]  
(102)

This can now be converted to an integral of the symbol of this expression over \( \mathbb{C}P^k \) with a trace over the remaining (small) matrix labels. First of all, in (\( \delta D_0^{(1)} \)), we bring the \( \omega_{ab}^{-1} \) to the left end by the cyclicity of the trace, and then we can take it out of the symbol by using (19). In other words, for this term, we can write

\[
\omega_{ab}^{-1} = \frac{1}{B_n} \left[ -i \frac{nk}{\sqrt{2k(k+1)}} f_{abc} S_{c,k^2+2k} + i \frac{1}{2} f_{abc} S_{c,-i R_{+i}} + f_{abc} S_{c i A_i} \right]
\]  
(103)

where we have also used the fact the symbol of the gauge field may be written as \( A_c = S_{ci} A_i \) where the summation is over \( i = 1 \) to \( 2k \). The fact that the symbol of \( A_c \) has this restricted form is due to the constraints (49). The first term on the right hand side of (103) is also related to \( \omega^{-1 \mu \nu} \) in the coordinate basis as

\[
-\frac{nk}{B_n \sqrt{2k(k+1)}} f_{abc} S_{c,k^2+2k} = -i \frac{nk}{B_n \sqrt{2k(k+1)}} f_{ij,k^2+2k} S_{ai} S_{bj}
\]

\[
= \omega^{-1 \mu \nu} E^i_{\mu} E^j_{\nu} S_{ai} S_{bj}
\]  
(104)

\[
\omega^{-1 \mu \nu} = -i \frac{nk}{B_n \sqrt{2k(k+1)}} f_{ij,k^2+2k} (E^{-1})^i_{\mu} (E^{-1})^j_{\nu}
\]

\( E \)'s are the frame fields for the metric on \( \mathbb{C}P^k \). There is one more correction which we must take account of. Originally, we defined the symbol using the states with the gauge potential equal to zero. As we change the potential, the definition of the symbol also changes. This correction may written, for any matrix \( K \), as

\[
(K) = (K)_0 - \frac{1}{4} \left( (\omega_{ab}^{-1} F_{ab} + F_{ab} \omega_{ab}^{-1}) K \right) + \cdots
\]  
(105)

To keep the continuity of our main line of argument, we do not give the derivation of this result here; it is shown in the next subsection. For our case of applying this to (102), we take
\( K = -\frac{1}{2}(\delta A_a \omega^{-1}_a F_{b0} + F_{b0} \omega^{-1}_a \delta A_a) \). In using equation (105), \( \omega^{-1} \) is given by just the first term in (103), since that is all we need to get terms of order 1/n^2. Similarly, for \( (\delta D_0^{(2)}) \), we can replace \( \omega^{-1}_a \) by the first term on the right hand side of (103).

We can now write
\[
\int dt \; \text{Tr}(\delta D_0^{(1)}) = -\frac{1}{2} \text{Tr} \left[ \omega^{-1}_{ab} (\delta A_a F_{b0} + F_{b0} \delta A_a) \right]
\]
\[
= \text{Term I} + \text{Term II} + \text{Term III} + \text{Term IV} + \text{Term V} \tag{106}
\]

In writing this expression in terms of symbols, we will also need the first term of the star product for \( \delta A_a F_{b0} + F_{b0} \delta A_a \); this is indicated as Term II. Explicitly,
\[
\text{Term I} = N \int dtd\mu (\mathbf{C} \mathbf{P}^k) \left[ -\frac{1}{2} \omega^{-1}_{\mu\nu} E^{i}_{\mu} E^{j}_{\nu} S_{ai} S_{bj} \text{tr} (\delta (A_a) (F_{b0}) + (F_{b0}) (\delta A_a)) \right]
\]
\[
= N \int dtd\mu (\mathbf{C} \mathbf{P}^k) \left[ -\omega^{-1}_{\mu\nu} \text{tr} (\delta A_a F_{\nu 0}) \right] \tag{107}
\]
We have used the components of \( A \) and \( F \) in the coordinate basis.

For the second term, we need the correction from the star product. For functions which are built up of sums of products of \( D \)'s, this is given by the term \( S_{a-i} R_{+i} \) when \( D \)'s are replaced by the formula (103). Noting that \( \delta F/\delta D \) is given by \( N_{ab} [D_b, F] \) according to (108), we can write
\[
F \ast G = FG + \frac{n k}{2 \sqrt{2} k (k + 1)} S_{a-i} (R_{+i} S_{c, k^2 + 2k}) (N_{ab}) ([D_b, F]) ([N_{cd}] [D_d, G]) + \cdots
\]
\[
= FG - \frac{n}{4} \omega^{-1}_{\mu\nu} \omega^{-1\alpha\beta} E^{\mu}_{\alpha} E^{\nu}_{\beta} [D_{\mu}, F] [D_{\beta}, G] + \cdots \tag{108}
\]
The second term can be simplified as follows.

\[
\text{Term II} = N \int dtd\mu (\mathbf{C} \mathbf{P}^k) \omega^{-1}_{\mu\nu} E^{i}_{\mu} E^{j}_{\nu} S_{ai} S_{bj} (E^{-k}_{\alpha} E^{+k}_{\gamma} + E^{+k}_{\alpha} E^{-k}_{\gamma})
\]
\[
\times \left[ \frac{n}{8} \omega^{-1\alpha\beta} \omega^{-1\gamma\delta} \text{tr} ([D_{\beta}, \delta A_a] [D_{\delta}, F_{b0}]) \right]
\]
\[
= N \int dtd\mu (\mathbf{C} \mathbf{P}^k) \frac{n}{4} \omega^{-1}_{\mu\nu} \omega^{-1\alpha\beta} \omega^{-1\gamma\delta} g_{\alpha\gamma} \text{tr} ([D_{\beta}, \delta A_a] [D_{\delta}, F_{\nu 0}]) \tag{109}
\]
where \( g_{\alpha\gamma} \) is the metric tensor. The product of \( \omega^{-1} \)'s in this equation can be simplified as
\[
\omega^{-1\alpha\beta} \omega^{-1\gamma\delta} g_{\alpha\gamma} = -\frac{n^2}{4 B_6^2} g^{\beta\delta}
\]
\[
\tag{110}
\]
The expression for the second term now reads
\[
\text{Term II} = N \int dtd\mu (\mathbf{C} \mathbf{P}^k) \left[ -\frac{n^3}{16 B_6^2} \omega^{-1}_{\mu\nu} g^{\alpha\beta} \text{tr} ([D_{\alpha} \delta A_{\mu}] [D_{\beta} F_{\nu 0}]) \right]
\]
\[
= N \int dtd\mu (\mathbf{C} \mathbf{P}^k) \left[ \frac{n^3}{16 B_6^2} \omega^{-1}_{\mu\nu} \text{tr} ([\delta A_{\mu} D^2 F_{\nu 0}]) \right]
\]
\[
\approx N \int dtd\mu (\mathbf{C} \mathbf{P}^k) \left[ \frac{1}{n} \omega^{-1}_{\mu\nu} \text{tr} ([\delta A_{\mu} D^2 F_{\nu 0}]) \right] \tag{111}
\]
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The third term arises from the derivatives \( R_{+i} \) in (103) and reads

\[
\text{Term III} = N \int dtd\mu (\mathbf{CP}^k) \left[ -i \frac{f_{abc} S_{c \rightarrow i} R_{+i} \text{tr}(\delta A_a F_{b0})}{2 B_n} \right]
\]

\[
= N \int dtd\mu (\mathbf{CP}^k) \left[ i \frac{f_{abc} (R_{+i} S_{c \rightarrow i}) \text{tr}(\delta A_a F_{b0})}{2 B_n} \right]
\]

\[
= N \int dtd\mu (\mathbf{CP}^k) \left[ -i \frac{k + 1}{n} \omega^{-1\mu\nu} \text{tr}(\delta A_\mu F_{\nu0}) \right]
\]

The fourth term involves the combination \( f_{abc} S_{ci} \delta A_a F_{b0} \). Since the fields only involve the coset components, this leads to \( f_{ijk} \) where all indices belong to the coset; this is zero,

\[
\text{Term IV} = 0.
\]

The fifth term in (106) corresponds to the modification of the symbol due to the change in \( A_a \), as shown in (105). This is given by

\[
\text{Term V} = \frac{1}{4} \text{Tr} \left[ \omega^{-1ab} \omega^{-1cd} (\delta A_a F_{b0} + F_{b0} \delta A_a) F_{cd} \right]
\]

\[
= N \int dtd\mu (\mathbf{CP}^k) \left[ \frac{1}{4} \omega^{-1\mu\nu} \omega^{-1\alpha\beta} \text{tr} \left[ (\delta A_\mu F_{\nu0} + F_{\nu0} \delta A_\mu) F_{\alpha\beta} \right] \right]
\]

Collecting terms from equations (107, 111, 112), we get

\[
\int dt \text{Tr}(\delta D^{(1)}_0) = N \int dtd\mu (\mathbf{CP}^k) \left[ -\omega^{-1\mu\nu} \text{tr}(\delta A_\mu F_{\nu0}) \right.
\]

\[
+ \frac{1}{4} \omega^{-1\mu\nu} \omega^{-1\alpha\beta} \text{tr} \left[ (\delta A_\mu F_{\nu0} + F_{\nu0} \delta A_\mu) F_{\alpha\beta} \right]
\]

\[
- \frac{1}{n} \omega^{-1\mu\nu} \text{tr} \left[ \delta A_\mu \left( -D^2 + (k + 1) \right) F_{\nu0} \right] \] (114)

We can simplify \( \delta D^{(2)}_0 \) in a similar way. Only the leading term in \( \omega^{-1ab} \) will contribute to the order of interest, so the evaluation of this term is even simpler. Putting it together with (114), we find

\[
\int dt \text{Tr}(\delta D_0) = N \int dtd\mu (\mathbf{CP}^k) \left[ -\omega^{-1\mu\nu} \text{tr}(\delta A_\mu F_{\nu0}) \right.
\]

\[
+ \frac{1}{2} \left( \omega^{-1\alpha\beta \mu \nu} + \frac{1}{2} \omega^{-1\alpha\beta \mu \nu} \right) \text{tr} \left[ (\delta A_\alpha F_{\beta0} + F_{\beta0} \delta A_\alpha) F_{\mu\nu} \right]
\]

\[
- \frac{1}{n} \omega^{-1\mu\nu} \text{tr} \left[ \delta A_\mu \left( -D^2 + (k + 1) \right) F_{\nu0} \right] + \mathcal{O}(1/n^3) \] (115)

Relation to the Chern–Simons action
The first set of terms in the expression (115) can be related to the Chern-Simons form as before. The variation of the $(2k+1)$-dimensional Chern-Simons term gives
\[
\delta S = \frac{i^{k+1}}{(2\pi)^k k!} \int \text{tr}(\delta AF^k)
\] (116)

We replace $F$ by $\omega + F$ and write this out as
\[
\delta S = \frac{i^{k+1}}{(2\pi)^k k!} \int \text{tr}\left(\omega^k \delta A + k\omega^{k-1} \delta AF + \frac{1}{2} k(k-1) \omega^{k-2} \delta AF^2 + \cdots\right)
\] (117)

(Various terms in this expansion are obviously related to Kähler-Chern-Simons actions [17].) Equation (117) can be simplified using equations (41, 42). The first term is
\[
\frac{i^{k+1}}{(2\pi)^k k!} \omega^k \text{tr}(\delta A) = i \frac{n^k}{k!} dtd\mu(\mathbb{C}P^k) \text{ tr}(\delta A_0)
\] (118)

The second term can be simplified as
\[
\frac{i^{k+1}}{(2\pi)^k k!} k\omega^{k-1} \text{tr}(\delta A_0 F_{\nu 0}) \, dx^\mu dx^\nu dt = i \frac{i^{k+1}}{2} \frac{k^2 (2\pi)^k k!}{k^2-1} \omega^{k-1} \text{tr}(\omega^{-1 \mu \nu}) \text{tr}(\delta A_0 F_{\nu 0})
\]
\[
= i \frac{n^k}{k!} dtd\mu(\mathbb{C}P^k) \left[\omega^{-1 \mu \nu} \text{tr}(\delta A_0 F_{\nu 0})\right]
\] (119)

For the third term we get
\[
\frac{i^{k+1}}{(2\pi)^k k!} \frac{k(k-1)}{2} \omega^{k-2} \text{tr}(\delta AFF) = i \frac{n^k}{k!} \int dtd\mu(\mathbb{C}P^k) \left[\omega^{-1 \mu \nu} \omega^{-1 \beta \nu} + \frac{1}{2} \omega^{-1 \mu \nu} \omega^{-1 \alpha \beta}\right]
\]
\[
\times \text{tr}\left[(\delta A_\alpha F_{\beta 0} + F_{\beta 0} \delta A_\alpha) F_{\mu \nu}\right]
\] (120)

Comparing (119) and (120) with (115), we see that
\[
i \int \, dt \, \text{Tr}(\delta D_0) = \frac{N k!}{n^k} \frac{i^{k+1}}{(2\pi)^k k!} \left[k\omega^{k-1} \text{tr}(\delta AF) + \frac{1}{2} k(k-1) \omega^{k-2} \text{tr}(\delta AFF) + \cdots\right]
\]
\[
- i \frac{N}{n} \int dtd\mu(\mathbb{C}P^k) \omega^{-1 \mu \nu} \text{tr}\left[\delta A_\mu \left(-D^2 + (k + 1) F_{\nu 0}\right) + O(1/n^3)\right]
\] (121)

This gives the change in the expression for $i \text{Tr}(D_0)$ as we expand around a background with potential $A_\mu + \delta A_\mu$ rather than $A_\mu$. There could also be a change due to variation of $A_0$, i.e., due to a change in the functional form of $A_0$, which is given by
\[
i \text{Tr}\delta f A_0 = \frac{N k!}{n^k} \frac{i^{k+1}}{(2\pi)^k k!} \omega^k \text{tr}(\delta A_0)
\] (122)

Including this, we find, for the total variation,
\[
i \int \, dt \, \text{Tr}(\delta D_0) = \frac{N k!}{n^k} \delta S_{\text{CS}} - i \frac{N}{n} \int dtd\mu(\mathbb{C}P^k) \omega^{-1 \mu \nu} \text{tr}\left[\delta A_\mu \left(-D^2 + (k + 1) F_{\nu 0}\right) + O(1/n^3)\right]
\]
\[
\approx \delta S_{\text{CS}} - i \frac{N}{n} \int dtd\mu(\mathbb{C}P^k) \omega^{-1 \mu \nu} \text{tr}\left[\delta A_\mu \left(-D^2 + (k + 1) F_{\nu 0}\right) + O(1/n^3)\right]
\] (123)
The first term on the right hand side of this equation integrates to give the Chern-Simons form. The second term is due to the higher terms in the star product. This is clearly seen from the fact they arise from the higher terms in (108) and from the term involving \( R_{+i} \) in the large \( n \) limit of \( N_{ab} \). In fact, we may write the variation of the action in (115) as

\[
i \int dt \text{Tr}(\delta D_0) = iN \int dt d\mu (\mathbf{CP}^k) \left[ -\omega^{-1\mu\nu} \text{tr}(\delta A_{\mu} F_{\nu 0}) + \frac{1}{2} \left( -\omega^{-1\alpha\mu} \omega^{-1\beta\nu} - \frac{1}{2} \omega^{-1\alpha\beta} \omega^{-1\mu\nu} \right) \text{tr}\left( \delta A_{\alpha} F_{\beta 0} + F_{\beta 0} \delta A_{\alpha} F_{\mu\nu} \right) + \mathcal{O}(1/n^3) \right]
\]

(124)

We could also write the second set of terms with star products between the various factors, since, to the order we have calculated, they would just become ordinary products. This means that the right hand side can be interpreted as the variation of \( S_{\ast \text{CS}} \), the Chern-Simons term defined with star products used for the products of fields and their derivatives occurring in it. The integrated version is thus

\[
i \int dt \text{Tr}(D_0) \approx S_{\ast \text{CS}} + \cdots
\]

(125)

**Simplification in a gradient expansion**

Actually, we can go a little further. We define the basic scale parameter, the analog of radius for the manifold, by \( n = 2BR^2 \), \( B \) being the value of the ‘magnetic field’. The prefactor for the action scales as \( N \sim n^k \sim R^{2k} \) and this can be absorbed into the definition of the volume element for the space. In other words, the volume we have defined is in terms of dimensionless coordinates, so we write \( R^{2k} d\mu (\mathbf{CP}^k) = dV \). \( \omega^{-1\mu\nu} \) arises from \( f_{abc} D_c / B \) and so it has the form

\[
\omega^{-1\mu\nu} \sim \frac{1}{R^2} \omega^{-1\mu\nu} \equiv \frac{1}{R^2} \omega^{-1\mu\nu}
\]

(126)

Since \( A_\mu \) must scale like the derivative, we can define the gauge fields of proper dimension as \( \tilde{A}_\mu = A_\mu / R \). Thus the combination \( \omega^{-1\mu\nu} \text{tr}(\delta A_{\mu} F_{\nu 0}) \) is independent of \( R \), written in terms of \( \tilde{A}_\mu \) as \( \tilde{\omega}^{-1\mu\nu} \text{tr}(\delta \tilde{A}_\mu \tilde{F}_{\nu 0}) \). The term in (124) with two powers of \( \omega^{-1} \) is also independent of \( R \). Among the terms in (124) which arise from the star product, we find

\[
-i \frac{N}{n} (k + 1) \int dt d\mu (\mathbf{CP}^k) \omega^{-1\mu\nu} \text{tr}\left( \delta A_{\mu} F_{\nu 0} \right) = \frac{k + 1}{2BR^2} \int dV \text{tr} \left[ \delta \tilde{A}_\mu \tilde{F}_{\nu 0} \right]
\]

(127)

This term is therefore negligible in the large \( R \) limit. The remaining term in (124), namely, the term involving \( (-D^2) \), becomes

\[
-i \frac{N}{n} \int dt d\mu (\mathbf{CP}^k) \omega^{-1\mu\nu} \text{tr}\left[ \delta A_{\mu} (-D^2) F_{\nu 0} \right] = -\frac{i}{2B} \int dtdV \text{tr} \left[ \delta \tilde{A}_\mu (-\tilde{D}^2) \tilde{F}_{\nu 0} \right]
\]

(128)
This term is evidently independent of $R$, and so, survives the large $R$-limit. However, notice that it involves the spatial gradients of the field $F_{\nu 0}$. We can thus envisage a gradient expansion where we keep $F_{\nu 0}$, $F_{\mu \nu}$, as in the Chern-Simons term, but consider gradients of these fields to be smaller, i.e., $|D^2 F_{\nu 0}| \ll |F_{\mu \nu}| |\omega^{-1}||F_{\nu 0}|$. In this case, the term (128) is also small.

Thus, if we take the large $R$ limit, and consider the leading terms in a gradient expansion, the result of our long analysis is

$$i \int dt \text{Tr}(D_0) \approx S_{CS} + \cdots$$ (129)

This is one of the main results of this paper. It shows that the expansion of $\text{Tr}(D_0)$ around different backgrounds can be approximated, in the large $n$ limit and for small gradients for the field strengths, by the Chern-Simons form, with $A$ replaced by $a + A$, $a$ being the desired background potential.

Strictly speaking, our calculation has explicitly verified this result (129) only up to order $1/n^2$, or, equivalently, up to the term involving the 5-dimensional Chern-Simons form for $A$. To this order, we do get $S_{CS}(a + A)$. The full result, whatever it is, should be a functional of only the combination $a + A$, since the separation between the background and fluctuation is arbitrary, it should have the correct gauge invariance property and it should agree with $S_{CS}(a + A)$ when expanded up to the term with the 5-dimensional Chern-Simons form for $A$. The only such term, apart from the ambiguity of higher gradients of fields, is $S_{CS}(a + A)$. This argument completes the demonstration of our result (129).

4.5 Two ancillary results

We shall now show two results which were needed for the analysis done in the last subsection. We will begin with the result (105) which is for the change in the symbol for a matrix.

**Change in the symbol for a matrix**

We go back to (99) and write the first correction to $\text{Tr} K$ due to the change in $A_a$ as

$$\delta_A \text{Tr}(K) = -\frac{1}{2} \text{Tr} \left[ \delta D_a N_{ab} [D_b, K] - [D_b, K] N_{ba} \delta D_a \right]$$ (130)

If we also consider a change in the functional form of $K$, denoted by $\delta_f K$, we get

$$\delta_f \delta_A \text{Tr} K = -\frac{1}{2} \text{Tr} \left[ \delta D_a N_{ab} [D_b, \delta_f K] - [D_b, \delta_f K] N_{ba} \delta D_a \right]$$

$$= \frac{1}{2} \text{Tr} \left[ [D_b, \delta D_a N_{ab} - N_{ba} \delta D_a] \delta_f K \right]$$ (131)
Here we are interested in the term of order $1/n$. For this, we can take $N_{ab} = \omega_{ab}^{-1} = f_{abc} D_c / B_n$ and write

$$[D_b, \delta D_a N_{ab}] = \frac{f_{abc}}{B_n} ([D_b, \delta D_a] D_c + \delta D_a [D_b, D_c])$$

$$= \frac{f_{abc}}{B_n} \left( \frac{1}{2} \delta ([D_b, D_a]) D_c + \delta D_a (f_{bck} D_k + F_{bc}) \right)$$

$$= \left[ k + 1 \right] \frac{1}{2} \frac{\delta D \cdot D}{-\omega_{ab}^{-1} + \frac{f_{abc} \delta D_a F_{bc}}{B_n}}$$

(132)

In a similar way,

$$-[D_b, N_{b\alpha} \delta D_a] = \left[ k + 1 \right] \frac{1}{2} \frac{\delta D \cdot D}{-\omega_{ab}^{-1} + \frac{f_{abc} \delta D_a F_{bc}}{B_n}}$$

(133)

The symbol corresponding to $f_{abc} F_{bc} \delta D_a$, which occurs in the above expression, is of the form $f_{abc} S_{ai} S_{bj} S_{ck} F_{ij} \delta A_k$, where $i, j, k$ are coset indices, since the fields have only coset components at the symbol-level; this combination is then zero. Further, using $\delta D^2 = 0$, we find

$$\delta_f \delta_A \text{Tr} K = -\frac{1}{4} \text{Tr} \left( \delta F_{ab} \omega_{ab}^{-1} + \omega_{ab}^{-1} \delta F_{ab} \right)$$

(134)

In $\omega_{ab}^{-1} = f_{abc} (-iT + A_c) / B_a$, the second term is of order $1/n^2$. Keeping this in mind, we may integrate over $A$ to obtain

$$\text{Tr} \delta_f K = \text{Tr} (\delta_f K)_{A=0} - \frac{1}{4} \text{Tr} \left[ (F_{ab} \omega_{ab}^{-1} + \omega_{ab}^{-1} F_{ab}) \delta_f K \right] + \cdots$$

(135)

(On the right hand side, it is sufficient to retain the $f_{abc} (-iT_c$ part of $\omega_{ab}^{-1}$.) This equation shows that there is a modification of the symbol to be used in the presence of nonzero $A_a$, given for any matrix $K$

$$(K) = (K)_0 - \frac{1}{4} \left( (F_{ab} \omega_{ab}^{-1} + \omega_{ab}^{-1} F_{ab}) K \right) + \cdots$$

(136)

This is the same as equation (135).

**The contribution of $R_{ab}$**

We shall now show that the contribution of $R_{ab}$ is of order $1/n^3$ to the variation of the action. We are interested in the term of order $n$ in the expression for $R_{ab}$, which was defined in equation (132). These terms are given by

$$R_{ab} \approx -i f_{ack} f_{cld} (T_k A_l + A_l T_k) + i (T_b A_a + A_b T_a) - i \left( n + \frac{k+1}{2} \right) d_{abc} A_c + O(1)$$

(137)

Using the formula (134) for the product of $f$’s, this can be written as

$$iR_{ab} \approx -\frac{2}{k+1} (T \cdot A + A \cdot T) \delta_{ab} - \frac{k-1}{k+1} \left( T_b A_a + A_b T_a \right) - \left( n + \frac{k+1}{2} \right) d_{abc} A_c$$

$$-4 (d_{abm} d_{klm} - d_{alm} d_{kml}) (T_k A_l + T_l A_k) + O(1)$$

(138)
\[ T \cdot A + A \cdot T \approx 0 \] to this order, since \( D^2 = -C_n \). Further, the second condition in (49) gives

\[
d_{klm}(T_l A_m + A_m T_l) \approx \frac{k - 1}{4(k+1)} \left( n + \frac{k+1}{2} \right) A_k
\]  

(139)

Using these, we can simplify (138) as

\[
i R_{ab} \approx -\frac{k - 1}{k+1} (T_b A_a + A_b T_a) + \frac{2n + k + 1}{k+1} d_{abc} A_c + 4d_{alm}d_{klm}(T_k A_l + A_k T_l) + \mathcal{O}(1)
\]  

(140)

We now take the symbol of this expression. The term with the \( d \)-symbol becomes, for example,

\[
(d_{klm} T_k) \approx d_{klm} \frac{nk}{\sqrt{2k(k+1)}} S_{k,w} = \frac{nk}{\sqrt{2k(k+1)}} d_{w\alpha\beta} S_{b,\alpha} S_{m,\beta}
\]  

(141)

where, for brevity, we use the index \( w \) to denote the \((k^2 + 2k)\)-th component. For the \( d \)-symbol we have the formula

\[
d_{\omega\alpha\beta} = \begin{cases} 
-\frac{1}{\sqrt{2k(k+1)}} \delta_{\omega\alpha} & \alpha, \beta \in SU(k) \\
\frac{k-1}{2} \frac{1}{\sqrt{2k(k+1)}} \delta_{\omega\alpha} & \alpha, \beta \in SU(k+1) - U(k) \\
\frac{k-1}{2} \frac{1}{\sqrt{2k(k+1)}} & \alpha = \beta = w
\end{cases}
\]  

(142)

(The signs are as given for \( t_a = -\frac{1}{2} \lambda_a^T \).) Equation (141) can be worked out as

\[
(d_{klm} T_k) \approx -\frac{n}{2(k+1)} \delta_{bm} + \frac{n}{4} (S_{bi} S_{mi} + S_{bw} S_{mw})
\]  

(143)

The gauge potential can be taken to have the form \( A_i = S_i A_i \) where \( i \) is a coset index taking values 1, 2, ..., 2k. The symbol for \( R_{ab} \) is now simplified as

\[
i R_{ab} \approx A_i \left[ -\frac{k - 1}{k+1} \frac{nk}{\sqrt{2k(k+1)}} (S_{ba} S_{ai} + S_{bi} S_{aw}) + \frac{n(k - 1)}{2\sqrt{2k(k+1)}} (S_{bw} S_{ai} + S_{bi} S_{aw}) 
\right.
\]

\[
-\frac{2n}{k+1} d_{abc} A_c \left] + n \sum_{ij} \left[ S_{aA} S_{bi} A_j + S_{bA} S_{ai} A_j \right] + \mathcal{O}(1)
\]  

(144)

The index \( \alpha \) in the last term on the right hand side can be \( w \) or an \( SU(k) \) index. Again writing \( A_c = S_{ci} A_i \) and collecting similar terms, we find

\[
i R_{ab} \approx n \frac{k - 1}{k+1} d_{Aij}(S_{aA} S_{bi} + S_{ai} S_{bA}) A_j + \mathcal{O}(1)
\]  

(145)

where the index \( A \) refers to the \( SU(k) \)-algebra. This contributes a term of order \( 1/n \) in \( R_{ab} = R_{ab}/B_n \). However, it does not contribute to the variation of \( \text{Tr} D_0 \) at this order. The relevant term in the variation of the action comes from the term \( (\mathbb{R} N_0)_{ab} \) in the expansion of \( N_{ab} \) as in (58) and is given by

\[
i \delta \text{Tr} D_0 \approx \text{Tr}(\delta A_i \mathbb{R}_{ab} N_{0bc} F_{0}) + \text{h.c.}
\]

\[
\approx -i \frac{n^2 k(k+1)}{B_n^2 \sqrt{2k(k+1)^2}} d_{Ajk} \delta A_i S_{ai}(S_{aA} S_{bj} + S_{aj} S_{bA}) f_{wrs} A_k S_{br} S_{cs} + \text{h.c.}
\]

\[= 0 \]  

(146)
where the indices $i, j, k, r, s$ are in the coset and we have used the fact that $S_{ai}S_{aA} = 0$, $S_{bA}S_{br} = 0$. Thus $R_{ab}$ does not contribute to this order (i.e., at $1/n^2$ order) to the variation of $\text{Tr}D_0$. Its contribution starts at order $1/n^3$.

5 Applications

5.1 Quantum Hall effect in arbitrary dimensions

The analysis we have done can be applied to some physical situations. The first and simplest case is to the quantum Hall effect [6, 7, 8]. When Hall effect is generalized to higher dimensions, generically, we will be dealing with $\mathbb{CP}^k = SU(k+1)/U(k)$. The “constant” background magnetic field then takes values in the Lie algebra of $U(k)$, the local isotropy group of the space. It is then possible to consider fluctuations $\delta A$ in these gauge fields. The effective action for these fluctuations will have two contributions, the bulk part and the boundary part, the later describing the boundary excitations of a droplet of fermions. The bulk part may be viewed as the integration of $\int J \cdot \delta A$ where $J$ is the Hall current. It is clear that our calculation will give this bulk action as $S_{CS}(a + A)$.

As mentioned in the introduction, this has been calculated in reference [10] starting from the matrix action $S = i \int dt \text{Tr}(U^\dagger D_0 U)$. The gauge invariance of this action requires the transformation of the gauge potential as given by $D_0 \rightarrow e^{-i\lambda}D_0e^{i\lambda}$, where $\lambda$ is some hermitian matrix. On the other hand, in the large $n$ limit, we have background gauge fields $A_i$ which are functions on the space $\mathcal{M}$ and transform as $A_i \rightarrow e^{-i\Lambda(\partial_i + A_i)}e^{i\Lambda}$, where $\Lambda$ is a $\mathcal{M} \times \mathcal{M}$-matrix-valued function. The idea is to regard the symbol of $A_0$ as a function of $A_i$ so chosen that the $\Lambda$-transformation of $A_i$ induces the $\lambda$-transformation of $A_0$ at the level of symbols. One can solve for $A_0$, and the bulk action $\int dt \text{Tr}(D_0)$, as series in powers of $1/n$.

The calculation also requires a background potential $V$ to confine the fermions to a droplet, which may be taken as a part of $A_0$, namely, by writing $A_0 \rightarrow A_0 + V$. The final result in [10] is then

$$S = i \int dt \text{Tr}(D_0) = S_{CS}(A_0 + V, a + A)$$

Evidently, this is identical to our result, although our method has been along the lines of extracting different large $n$ limits for the matrix one-dimensional Chern-Simons action.

5.2 A matrix version of gravity

Gauge fields in the case of quantum Hall effect take values in the Lie algebra of $U(k)$. From the matrix model point of view, where we write matrices in terms of the $\mathcal{H}_N \otimes \mathcal{H}_M$ splitting,
there is no obstruction to extending this to $SU(k+1)$ or even any unitary group. (If we allow all possible types of fluctuations, it is a unitary group $U(l)$ for some $l$, rather than $SU(l)$, that is relevant.) At this stage, it is worth recalling that ordinary Minkowski space may be considered as the coset space $P/L$, where $P$ is the Poincaré group and $L$ is the Lorentz group. For the case of $\mathbb{CP}^k = SU(k+1)/U(k)$, the group $SU(k+1)$ is the analog of the Poincaré group and the isotropy group $U(k)$ is the analog of the Lorentz group. The gauge fields we have introduced correspond to gauging of these groups, and so, the most natural interpretation for them is in terms of gravitational degrees of freedom. In other words, our framework and action naturally lead to a matrix version of gravity. (There are many points of connection between quantum Hall droplets and gravity [18]. Our use of the quantum Hall analogy is different; we focus on constructing gravity on a fuzzy space.)

There are, evidently, some missing ingredients which have to be taken care of before this can be interpreted in terms of gravity. First of all, the gauge fields are of the form $A_\mu^a dx^\mu(-it^a)$, which are one-forms on $\mathbb{CP}^k \times \mathbb{R}$ (because $dt$ is included in this expression) and the Lie algebra matrices form a basis for $U(k+1)$, or some other unitary group. There is, so far, no analog of $e_\mu^0 dx^\mu$ or $\omega_\mu^a dx^\mu$, corresponding to the time-components of the frame field or spin connection. Secondly, there is a dimensional mismatch since $U(k+1)$ gives $(k+1)^2$ one-form fields on a $(2k+1)$-dimensional space, where as we need $(2k+1)(k+1)$ one-forms to describe gravity. Thirdly, the matrix traces are naturally positive and lead to Euclidean signature for the tangent space. We shall now discuss some of these questions, leaving a more detailed treatment for a separate article [12].

A fuzzy space is described by a finite dimensional Hilbert space. This means that points on the space are described by states of a Hilbert space. Our point of view is that these degrees of freedom should therefore be treated exactly as the states of any quantum system. The choice of states in any quantum system is given as density matrix $\rho_0$, with its evolution given by

$$i\partial_0 \rho = i \frac{\partial \rho}{\partial t} = [K, \rho]$$  \hspace{1cm} (148)

This equation is essentially the definition of $K$. However, if $K$ is given, it can be taken as defining the evolution of $\rho$. The action which leads to this equation is given by

$$S = i \int dt \ \text{Tr}[\rho_0 (\partial_0 + A_0)U] \equiv i \int dt \ \text{Tr}[\rho_0 U^\dagger D_0 U]$$  \hspace{1cm} (149)

where $A_\tau = iK$. This action (149) has a natural gauge invariance, $U \to MU$, $A_0 \to MA_0 M^\dagger - \partial_0 MM^\dagger$. The action (149) is to be regarded as a function of $U$ and gives equation (148) as the variational equation $\delta S = 0$ for variations of $U$.

Our strategy is then the following. We separate this quantum system into a part corresponding to the degrees of freedom of space and a part which describes all other, material,
degrees of freedom, labeling the states as $|\alpha, A\rangle$. The Greek labels $\alpha, \beta, \ldots$ pertain to the degrees of freedom of space and the labels $A, B, \ldots$ describe the material system of interest. Correspondingly, the operator $D_0$ is separated as

$$
\langle \alpha, A | D_0 | \beta, B \rangle = \delta_{AB} \langle \alpha | D_0^{(e)} | \beta \rangle + \langle \alpha, A | D_0^{(s)} | \beta, B \rangle \tag{150}
$$

The operator $D_0^{(e)}$ is relevant for the dynamics of space and the remainder, $D_0^{(s)}$, describes the material part. The latter includes effects of coupling the material system to the spatial degrees of freedom. Since all the spatial points are to be included in our description, the density matrix is the identity for the space-part,

$$
\langle \alpha, A | \rho_0 | \beta, B \rangle = \delta_{\alpha\beta} \langle A | \rho_0 | B \rangle \tag{151}
$$

Our proposal for fuzzy gravity is then the following. We take the action (149) as the action for the theory, including gravity, where $U$ and $D_0^{(e)}$ are regarded as quantities to be varied. $D_0^{(s)}$ is to be regarded as a given operator, specifying the subsystem of interest.

The notion of continuous space emerges in the limit of the dimension of $H_N$ becoming large. One may regard $H_N$ as arising from the quantization of some phase space $M$, with an appropriate symplectic form. The background fields on this phase space can be varied. Thus it is possible to calculate the action, expanding $D_0^{(e)}$ in terms of the background gauge fields, in the limit of the dimension of $H_N$ becoming large. This is, of course, what we have done in the previous sections. The best background to expand around is then given by the extremization of the action.

If we ignore the matter degrees of freedom and concentrate just on the space-part, then we can approximate the action as

$$
S \approx i \int dt \ Tr(D_0^{(e)}) \tag{152}
$$

For expansion around $CP^k$, we can simplify this, in the large $n$ limit and for slowly varying fields, as the Chern-Simons action $S_{CS}$ with the gauge fields being $a + A$. Notice that this depends only on the full gauge field, the separation into $a$ and the fluctuation $A$ is immaterial. Renaming the combination $a + A$ as $A$, we see that the choice of spatial geometry is determined by the CS action [19]. The isometries of $CP^k$ correspond to $SU(k + 1)$, so that the natural choice for the gauge group which occurs in the CS action, i.e., $U(M)$, is $U(k + 1)$.

It is possible to handle the dimensional mismatch by using an idea similar to compactification. The simplest case is for $k = 3$, corresponding to the group $U(4)$. The Chern-Simons action is thus defined on a seven-dimensional space, which we assume has the topology $S^2 \times M^5$, where $M^5$ is some five-dimensional manifold. Writing $U(4) \sim SU(4) \times U(1)$, the
gauge field is taken to be of the form $-il\omega_K + \mathcal{F}$, where $\omega_K$ is the Kähler form of the two-sphere $S^2$, $l$ is an integer and $\mathcal{F}$ belongs to the $SU(4)$ Lie algebra. The effective action is then given by the level $l$, five-dimensional Chern-Simons action with the gauge group $SU(4)$,

$$S = -\frac{i}{24\pi^2} \int \text{tr} \left( A \, dA \, dA + \frac{3}{2} A^3 \, dA + \frac{3}{5} A^5 \right) \quad (153)$$

Since $SU(4)$ is locally isomorphic to $O(6)$, we see that we have the correct set of gauge fields to describe Euclidean gravity in five dimensions. In fact, the gauge potential can be expanded as

$$A = P^a \, e^a_{\mu} \, dx^\mu + \frac{1}{2} J^{ab} \, \omega^{ab}_{\mu} \, dx^\mu \quad (154)$$

where $J_{ab}$ are the generators of $O(5) \subset O(6)$ and $P_a$ are a basis for the complement of $O(5)$ in $O(6)$. $e^a$ are the frame fields and $\omega^{ab}$ is the spin connection. The variation of the action (153) can now be simplified as

$$\delta S = -\frac{l}{128\pi^2} \int \left[ \delta \omega^{ab} \, R^{cd} \, (De)^e + \delta e^a \, R^{bc} \, R^{de} \right] \epsilon_{abcdef} \quad (155)$$

where $(De)^a \equiv de^a + \omega^{ac} e^c$ is the torsion and $R^{ab} = d\omega^{ab} + \omega^{ac} \omega^{cb}$ is the Riemann tensor for the spin connection $\omega^{ab}$. Further, $R^{ab} = R^{ab} - e^a \, e^b$. The equations of motion for gravity, with no matter field, are then

$$\epsilon_{abcdef} \, R^{cd} \, (De)^e = 0$$

$$\epsilon_{abcdef} \, R^{bc} \, R^{de} = 0 \quad (156)$$

The solution to these equations, corresponding to empty space with no matter, is thus given by

$$A = g^{-1} \, dg, \quad g \in O(6) \quad (157)$$

This space is $O(6)/O(5) = S^5$ which is the Euclidean version of de Sitter space. It is given in a basis where the cosmological constant has been scaled out; it may be introduced by the replacement $e^a \to \sqrt{\Lambda} \, e^a$.
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