Protein Folding: Search for Basic Physical Models
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How a unique three-dimensional structure is rapidly formed from the linear sequence of a polypeptide is one of the important questions in contemporary science. Apart from biological context of in vivo protein folding (which has been studied only for a few proteins), the roles of the fundamental physical forces in the in vitro folding remain largely unstudied. Despite a degree of success in using descriptions based on statistical and/or thermodynamic approaches, few of the current models explicitly include more basic physical forces (such as electrostatics and Van Der Waals forces). Moreover, the present-day models rarely take into account that the protein folding is, essentially, a rapid process that produces a highly specific architecture. This review considers several physical models that may provide more direct links between sequence and tertiary structure in terms of the physical forces. In particular, elaboration of such simple models is likely to produce extremely effective computational techniques with value for modern genomics.
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EXPERIMENTAL STUDIES AND THERMODYNAMIC ANALYSES THAT MATCH THE EXPERIMENT

Detailed experimental studies[1] have shown an amazing feature of protein folding as a physical process: formation of complex architectures is extremely fast and can occur even in a microsecond. In comparison to many other of the related cellular processes (for example, synthesis of the polypeptides or formation of protein-protein interfaces), native-like structures emerge during the folding of a polypeptide chain almost instantaneously. At the same time,
proteins have highly specific and regular “folds” (spatial architectures)[2,3] and these specific architectures are likely to be related to specific biological functions[4].

An important early event in the folding process is nucleation[5]. This process does not imply "classic" nuclei (such as those potentially identified by hydrogen exchange experiments[6]), but rather short “diffused” sequence regions and separate residues. Cooperativity of the folding (in thermodynamics) and nucleation (in kinetics) can be reproduced by folding simulations (at least in the case of some small proteins[7]). Statistical analyses of the energy landscapes derived from native structures[8,9,10] allow prediction of the folding mechanisms. One of the important conclusions that follow from the thermodynamic descriptions (TD)[10] is that mechanisms of the protein folding could be intrinsically related to the topology of the native state (i.e., final state of the folding). Although being largely diffusional models[11] that do not explicitly incorporate more basic physical forces, such models can identify potential folding nuclei[8].

Often, these thermodynamic models incorporate the notion that the lowest-energy states correspond to the native structures of globular proteins[12]. This assumption is not always true. For example, in alpha-lytic protease the unfolded states have a lower equilibrium free energy than the native state[13,14]. The native state of this protein is metastable[15]; its apparent stability perhaps derives from a large kinetic barrier to unfolding. In other words, the observation of kinetic stability (which is related to nonequilibrium phenomena) shows that the equilibrium free energy is not always crucial for the protein folding.

Folding of alpha-lytic protease[13,14] is made possible by an attached folding catalyst, the “proregion”, which is degraded on completion of folding thus leaving the protein trapped in the native state by a large kinetic barrier. The native state of a protein being less stable than a partially folded or misfolded state shatters long-standing prejudices about protein folding[15]. The kinetics of folding and unfolding processes cannot be measured under identical conditions but a thorough characterization of the denaturant dependence[13,14] has allowed estimates of the unfolding rates in the absence of the denaturant. Despite an unusual peculiarity of this folding system (alpha-lytic protease folds efficiently to its metastable conformation only with the assistance of its proregion[13]), the thermodynamic postulate of “folding towards an energy minimum” is clearly not applicable to this protein. It is also interesting to notice that conformational rigidity of alpha-lytic protease is much higher than has ever been observed for “thermodynamically stabilized” proteins[14]. In other words, a kinetic barrier does not imply a loosely packed structure but quite the opposite, actually. The alpha-lytic protease is not the only protein for which the native folded state is not the lowest energy conformation. The recombinant mouse prion protein can be folded either to a monomeric alpha-helical or oligomeric beta-sheet–rich isoform. Using circular dichroism spectroscopy and size-exclusion chromatography, it was shown that the beta-rich isoform (i.e., the misfolded form) is thermodynamically more stable than the native (correctly folded) alpha-helical isoform[16]. Free energy of folding of wild type subtilisin may be very small[15], thus the concept of the “folding funnel” (that implies that the native folded state is the lowest energy conformation) will not also be entirely applicable in this case.

HYDROPHOBIC CORE MODEL

Structures of the bulk of the globular native proteins have hydrophobic interior and polar exterior. This observation of the native structures of proteins has suggested a global hydrophobic collapse to be an important stage in protein folding[17]. In the framework of the hydrophobic core model, the extended polypeptide chain is compacted in the manner of many small hydrophobic oil-drops that join into one large spot on water surface. However, additional energy terms may be important for protein folding[18]. The electrostatic interactions, long range (charged side chains, up to 15 Å) as well as short range (hydrogen bonding), may be not less important than the hydrophobic
effect. In physical chemistry, the hydrophobic effect can be measured as the equilibrium partitioning of a nonpolar solute between aqueous and nonaqueous environments. Achievement of an equilibrium in such a system usually requires significant time. Consequently, the hydrophobic effect is likely to be more important for slow, long-term processes (like minor repacking of the already formed protein core, for example). However, electrostatic effects propagate at light speed and thus are likely to be important for rapid kinetics (a discussion of possible time scales of the electrostatic and hydrophobic effects is provided further).

There are other problems with “hydrophobic core” as a physically complete model. “Forces” that are referred to as driving protein folding (such as “burial of exposed hydrophobic groups”[15]) and those that oppose it (such as “loss of configurational entropy”)[15] are not actual physical forces (such as electrostatics and Van Der Waals forces) but rather thermodynamic generalizations of the whole process. The term “hydrophobic effect” itself[19] is a thermodynamic approximation (another example of such an approximation would be Born cycle) and it implicitly includes both van der Waals and electrostatic interactions. Although the term “hydrophobic effect” does not explicitly represent any fundamental physical force (such as electrostatics), the closest analogy to “hydrophobic effect” in the realm of fundamental physical forces will be Van der Waals interactions. Van der Waals interactions are nonspecific and nondirectional, and the same two characteristics are also implied in the concept of “hydrophobic interactions”.

“Hydrophobic interactions” are nonspecific, therefore any model that involves only hydrophobic interactions does not provide satisfactory explanations of the high fold specificity. Hydrophobicity-only patterns do not allow unequivocal recognition of protein folds[20]. The specific fold is more efficiently recognized using rather a binary pattern of hydrophobic and polar (including charged) residues. Such hydrophobic/hydrophilic binary patterns at least select unique fold topologies with higher accuracy[21]. Our results at CASP-5[22] also show that using charged-only or charged+hydrophobic patterns produces better results (in terms of correct fold recognition) than using hydrophobic-only patterns. Successful methods of ab initio protein modeling include potentials that mimic the physical forces (electrostatic and Van der Waals interactions) involved in protein folding[23]. Of course, the results of fold recognition do not provide any conclusive evidence for the roles of electrostatics and folding and can serve, at best, only as an indirect indication. Nevertheless, elaboration of simple physical models that take into account both the electrostatics and hydrophobicity (in terms of Van der Waals interactions) may allow finding more direct links between the sequence and the tertiary structure than it is possible with a classical thermodynamic approach.

**FOLDING IS A RAPID PROCESS**

Most experimental studies on the dynamics of protein folding have been confined to time scales of 1 ms and longer[24]. The initial multiparallel steps in protein folding — such as intrachain diffusion and formation of alpha-helices, beta-hairpins, and loop structures — occur on the microsecond to nanosecond time scale[25]. At the same time, this complex and multiparallel process leads to formation of highly specific protein architectures. Cotranslational folding may be an effective way to reduce the complexity[26] (and also as suggested by an indirect evidence from structural studies[27]). However, cotranslational folding proceeds on the hundreds of milliseconds to second scale, while it is possible for a protein to fold in a microsecond[1]. The thermodynamic descriptions, based on the general theory of polymers, can be correlated with the experimental data[8,10,28] and the rapid folding of certain proteins thus can be described using an energy landscape in the shape of a folding funnel. Such descriptions alone, without the direct experimental data on protein folding, can predict little. They also are based on the assumption that the native state has the lowest energy, which is not always true[13,14,15,16], as it was
already mentioned. Using such descriptions alone, it is hardly possible to analyze the roles of the two basic physical forces (electrostatics and Van der Waals) in the protein folding. The TD models have provided valuable explanations[8,9,10,12,28], however, the classical TD approach is only one of the many instruments in modern physics. It is limited to the thermodynamics of near-equilibrium states and the above examples of alpha-lytic protease, prion protein, and subtilisin might show that assuming near-equilibrium in protein folding is not always correct (alpha-lytic protease is stabilized by a large kinetic barrier to unfolding — apparently, a nonequilibrium state). Therefore, other appropriate theoretical tools, which can incorporate the rapid time scales, high specificity of protein architectures, and basic physical forces must be found and applied to study protein folding — the process that determines biological function of a protein.

ELECTROSTATIC FORCES IN THE PROTEIN FOLDING PROCESS

Protein folding is a very complex physical process[29]. The polypeptide consists of thousands of atoms and, formally, millions of interatomic interactions are possible. How this complexity is solved in the actual process of folding is not well understood in fundamental physical terms: the physical forces. Thermodynamic descriptions can be successfully used to match experimental data[8], however, the concepts of "the native state" (which is a spatial structure) and "the folding" (which is a physical process) are not identical. Using the TD approach alone does not always prevent this confusion between a structure and a process. Modeling the folding kinetics by allowing only one residue to become ordered/disordered at a time[8,10] also disregards the essentially multiparallel nature of the folding process. These features of the TD descriptions suggest that further experimental and theoretical analyses of the roles of the physical forces in the protein folding are required.

Van der Waals forces are largely taken into account in the hydrophobic core model as was already mentioned. One of the main features of the hydrophobic core model is that it does not provide even a qualitative explanation for the rapid selection of a highly specific architecture. This feature is intrinsic to the hydrophobic core-only model and correlates with Van der Waals interactions (which are the primary physical force important for a hydrophobic effect), being short-range and nonspecific. Therefore, an investigation into the physical models that take into account some specific long-range interactions may give a clue for the specificity and the rapidity of the folding process. Electrostatic interactions can be short range (hydrogen bonding, for example, is a specific type of short-range electrostatic interaction that is important for secondary and super-secondary structure formation) and long range. Electrostatic interactions are more specific than Van der Waals interactions: charges of one sign form a repulsive, while charges of the opposite signs form an attractive interaction. Although the roles of the electrostatic interactions in protein folding are not well studied[30,31], there is growing experimental and theoretical evidence of the importance of electrostatics in protein folding[32,33]. Roles of electrostatic interactions in protein folding have been variously assessed from being of little importance[31] to being one of the most important factors determining the secondary structure[34]. Optimization of the electrostatic interactions in different proteins suggests that one of the roles of the electrostatic forces in the protein folding may be the rejection of the repulsive contacts[35].

COMPARATIVE TIME SCALES OF ELECTROSTATIC AND HYDROPHOBIC EFFECTS

Any change in protein conformation requires rearrangement of the water structure and thus is limited by the relaxation time of water. The relaxation time of water can be determined
experimentally; for example, using nonlinear optical Kerr effect microscope[36]. This approach allows registration of ultra-fast diffusive motions of intracellular water molecules. Although average relaxation times of water inside a cell and of pure water differ (1.4 and 0.8 ps, respectively, that is, the viscosity of the cell liquid is about 2 times higher than that of pure water at room temperature), both values are of order of 1 ps[36]. The relaxation time of water puts certain time constraints on any conformational changes of a macromolecule, independently of what physical force has induced the conformational change. It should be remembered, though, that variations of electrostatic field propagate at light speed; thus, the relaxation time of water describes the minimal rate of the propagation of the long-range electrostatic effects in proteins in water. However, for any kind of a “hydrophobic effect” (which is a clustering of hydrophobic groups after their escape from contact with the solvent; thus “hydrophobic effect” necessarily implies rearrangement of the water structure), the relaxation time of water describes the maximal rate of propagation of a “hydrophobic effect” in proteins.

Another important difference between polar (i.e., involved in electrostatic interactions) and hydrophobic surfaces is the structuring of water around the surfaces. It is commonly assumed that essentially all water in cells and around macromolecules has the same ideal motional and colligative properties as does the “bulk” pure water in the liquid state. However, water molecules adjacent to hydrophobic surfaces form pentagonal structural arrays (summarized in [37]). Experimental study of water-solute interactions in solutions of individual amino acids, peptides, and proteins shows that this model of solute-induced water structuring near hydrophobic surfaces gives excellent correlation with the experimental data[37]. Independently proposed concepts of “low density water” and “high density water”[38] are equivalent to the terms of “structured water” and “destructured water”[37]. Physically, water molecules adjacent to polar surfaces are dielectrically aligned towards the polar surface and thus are not in optimal orientation for hydrogen bonding with one another. Therefore, they do not form as many hydrogen bonds with one another as the water molecules over hydrophobic surfaces. Pentagonal arrangement of water molecules around hydrophobic patches was directly observed in structures of crambin at ultra-high resolution (0.54 Å)[39] and in lysozyme at high resolution[40]. The rearrangement of water accompanies any change in protein conformation. A pentagonal water arrangement around hydrophobic surfaces (the surfaces directly related to any kinds of “hydrophobic effects”) contains more solvent-solvent hydrogen bonds and thus will require more time and energy to be restructured. As the water around the charged/polar groups is less structured, the rearrangement of water will take less time for polar groups. Moreover, the electrical field of a charged side chain will also radially orient the water molecules at somewhat greater distances from the charge and this longer-range destructuring of solvent-solvent hydrogen bonding can also contribute to faster propagation of conformational changes induced by the charged groups (i.e., due to electrostatic interactions).

There are other important differences between a “hydrophobic effect” (which can be described in terms of Van der Waals forces) and electrostatic interaction; these differences will further drive apart the relative time scales of the two processes. Firstly, hydrophobic effect, as any stochastic process, would be intrinsically slower. Secondly, “hydrophobic interaction” is short ranged, i.e., changes in conformation cannot be coordinated over distances larger than 3–5 Å. Electrostatic interactions are long range (12–15 Å). This was observed experimentally in a protein[41]. In molecular dynamics simulations of nucleic acids and proteins, an accurate treatment of the long-range electrostatic interactions is crucial for achieving stable nanosecond trajectories[42,43] and restricting long-range electrostatics; even a 14-Å limit is still too short a cutoff[44]. Thirdly, hydrophobic-hydrophobic interactions are nonspecific. Any pair of hydrophobic side chains always forms a weak attractive interaction with almost no significant geometrical restraints put on the possible configurations. Electrostatic interactions are more specific. Side chains of one charge sign repulse while side chains of opposite charge signs attract each other. Thus, the number of possible conformations of the molecule is less than it would be in
the framework of hydrophobic-core only model. As the number of possible conformations is less, the total time of the “conformational search” will also be less for a system with electrostatically interacting groups. These multiple factors (structuring of the water, stochasticity, specificity or nonspecificity of interactions and their range) make difficult a quantitative a priori assessment of the relative time scales of the electrostatics and the hydrophobicity in the folding. However, it can be said that the conformational changes induced by the electrostatic interactions are likely to propagate at the level of the water relaxation time, which is ~1 ps (or even less than 1 ps because of destructuring of the water-water hydrogen bonding around the charged/polar groups, as already mentioned above). However, the rate of propagation of conformational changes due to hydrophobic interactions will be lower, perhaps several times or an order of magnitude (say, ~10 ps), although evidence on the actual differences is still to be found. Taking the time scale of folding of a protein to be ~1 µs[1], apparently, more of ~1 ps “steps” (induced by electrostatics, structurally specific interaction) can happen during a microsecond, while less of ~10 ps steps (induced by hydrophobicity, structurally nonspecific interaction) can be made during the microsecond. Therefore, more rapid and more specific electrostatic interactions can, in principle, dominate the fast-folding kinetics. The higher specificity of electrostatic interactions, whether short (as hydrogen bonding) or long range, can also resolve imaginary contradictions between various assessments of the role of electrostatics in protein folding (like a contradiction between the statements “of little importance”[31] and “most important factor”[34]).

DEVELOPING NEW MODELS

Investigation into the new physical models of folding may require estimating the relative roles of the Van Der Waals and the electrostatic interactions. Mimicking the physical forces involved in protein folding[22] leads to more accurate predictions of protein structure. Several new models of folding show promise in further elucidation of the relative roles of the hydrophobic and the electrostatic interactions, as well as in determining more direct relationships between the sequence and the structure.

Hydrophobic collapse may be global (when the general architecture of a protein is formed) and local (collapse of a short sequence fragment). The local hydrophobic collapse depends on a much shorter sequence and thus will proceed more rapidly than the global one. Analysis of protein sequences of 23 fully sequenced bacterial genomes shows that protein structure can be viewed as a compact linear array of closed loops of 25–30 amino acid residues[45]. As the end-to-end contacts in the loops are likely to be hydrophobic[45], this opens a new perspective to understand protein folding as consecutive looping of the polypeptide chain with the loops ending at hydrophobic nuclei[45]. At least, this model correlates well with the biologically established notion of the cotranslational protein folding[23,45] and does not contradict the emerging understanding that protein folding is essentially a rapid process (thus, there is no time for a random search of the native architecture). Proteins often contain specific short sequences that may play a role as nucleation centers in protein folding[46]. Helix signal hypothesis[47] is also related to the local collapse, which may be both hydrophobic and short-range electrostatic[47].

Thermodynamic and experimental studies suggest that it should be possible to describe the fundamental physics of the folding process using relatively low-resolution models[10]. One of such low-resolution models is the charge centers (CC) model[33]. At low resolutions (for example, when considering a protein inside the cell), the electrostatic field of the whole molecule can be described in terms of charge center(s). The positive and negative charge centers characterize the general distribution of the positive and negative residues in a protein molecule. This model has no adjustable parameters and the CCs are calculated solely on the basis of the spatial structure using a simple nonempiric formula[33]. Several important implications of the CC model[33] are summarized as follows:
1. There seems to be a semi-quantitative correlation linking the distribution of the charged residues in the sequence and their distribution in the native (tertiary) structure. The constant in this correlation is specific for a certain “fold” type (alpha, a+b, a/b, and beta).

2. Short hydrophobic sequences in the framework of the CC model are likely to be involved in the local hydrophobic collapse[33], and this has been directly confirmed by experimental data at least in one case[48] and, in part, by genome-wide analysis of “hydrophobic loops”[45].

3. The analyses based on the CC model suggest the following general order of events in folding: local hydrophobic nucleation, electrostatic collapse of the core, global hydrophobic collapse, and slow annealing to the native state[33]. This scheme agrees with the experimental data for CI2[48].

4. The CC model allows the prediction of the residues of the hydrogen exchange core with relatively high accuracy (70–100%)[33]. The hydrogen exchange core is likely to be an important intermediate in the protein folding[6,49]. Moreover, an analysis of the radial distribution of the residues around the charge centers identifies the residues of the folding nuclei more precisely[48]. In terms of the identified residues, the CC model[33] produces results comparable to those produced by more detailed molecular dynamics analyses[50] and Monte Carlo simulations[51]. A recent experimental discovery of long-range interactions within a non-native protein[52] suggests that the significance of the hydrophobic collapse should not be overestimated and thus provides an additional support for the charge center model.

COMPARISON OF BIOCHEMICAL AND STRUCTURAL DATA IN THE FRAMEWORK OF THE CHARGE CENTER MODEL: FOLDING OF CI2

Although the role of electrostatics in folding has not been studied in detail, electrostatic interactions may be particularly important for the folding of CI2 (chymotrypsin inhibitor 2)[53]. The charge center analysis[33] suggests four general stages of protein folding (presented in Fig. 1). Residues identified by the analytical procedure and those from the biochemical experiments are summarized in Table 1.

Let us consider folding of CI2 stage by stage. **Stage 1.** The analysis[33] suggests that continuous hydrophobic sequences (in CI2 there are 3 of them: 19–21 VIL; 29–35 IIVLPVG, and LFV 49–51) are likely to be the earliest folding events. Indeed, NMR experiments and molecular dynamics of CI2 unfolding[54] has shown “hydrophobic clustering” of the sequence 29–35 as well as 19–21 (which is part of the helix in CI2, Fig. 1A). Hydrophobic collapse would be significantly easier when hydrophobic residues are located sequentially, because there will be less of that so-called “random conformational search”[33]. **Stage 2.** Nucleation site for folding of the CI2 was suggested to include regions of the protein around the residues Ala-16, Leu-49, and Ile-57[54]. These residues belong to the residue clusters around the positive and negative charge centers (Table 1). The major event in the folding seems to be closing of the helix to the beta-sheet[54], which agrees with the charge centers being located between the helix and the beta-sheet (Fig. 1B). **Stage 3.** Hydrogen exchange cores are likely to be important intermediates in folding[6] and the residues of these cores can be identified using the CC model[33]. Global hydrophobic collapse would complete formation of such an intermediate core and also of the active/binding site (Fig. 1C, the binding loop is 54–64[55], residues 35–45 in PDB 1 ciq) The binding loop is located between the strands brought together in this stage. **Stage 4.** Slow annealing (Fig. 1D) is, perhaps, the longest stage in folding, and it would include minor repacking of the almost completely folded structure.
FIGURE 1.
The four-stage scenario for the folding of a protein, illustrated on the example of chymotrypsin inhibitor 2 (PDB 1 ciq), see text for the details on biochemistry of CI2 folding. (A) Local hydrophobic collapse; (B) formation of the residue cluster(s) around the charge centers, then electrostatic collapse; (C) global hydrophobic collapse, formation of the active/binding site; (D) slow annealing to the native state. HX (hydrogen exchange) residues (cyan), continuous hydrophobic sequences (green dots), residues of folding nucleus (yellow), charge centers (positive, blue sphere, negative, red), and the binding site (loop colored in red) are shown.
TABLE 1
Residues Around the Positive and Negative Charge Centers (CC+, CC-), of the Hydrogen Exchange Core (HX) and of the Folding Nucleus (NMR), CI2 from Barley (PDB 1 ciq)

| CC+ | CC- | HX[44] | NMR[42] |
|-----|-----|--------|---------|
| W5* | W5  | —      | A16     |
| L8* | L8  | —      | —       |
| A16*| A16 | —      | A16     |
| I20*| I20 | I20    | —       |
| —   | L21 | L21    | —       |
| I29 | I29 | —      | —       |
| I30 | I30 | I30    | —       |
| —   | —   | L32_   | —       |
| V47*| V47 | V47    | —       |
| L49 | L49 | L49    | L49     |
| F50 | F50 | F50    | —       |
| I57 | I57 | —      | I57     |
| P61*| P61 | —      | —       |

Note: Only hydrophobic residues are listed. Conserved residues are marked with *.
Residues in this table comprise less than 1/3 of all hydrophobic residues in CI2.

CONCLUSIONS AND PERSPECTIVES

Thermodynamic analyses successfully match the results of the experimental studies of protein folding for a number of proteins. The standard hydrophobic core model provides a qualitative description of the protein structure and can be used for modeling. Such a description, however, does not explicitly treat any of the basic physical forces (in particular, long-range electrostatic interactions). Folding is also a rapid process that occurs on millisecond and microsecond timescales. The thermodynamic descriptions, being inherently statistical, cannot provide a clear physical base for a rapid formation of a highly specific architecture of a protein in such a short time. At the same time, incorporating electrostatic interactions even on a simplistic level (such as in a charge center model, for example) as well as not overestimating the significance of the hydrophobic collapse (such as in the models of local hydrophobic collapse) at least provides a qualitative description for both of the rapidness and the specificity of the protein folding. In other words, the folding is considered as the result of the dynamic balance (cooperation) between the electrostatic and the Van Der Waals forces. Such simple but qualitatively accurate physical models not only allow us to formulate folding scenarios that correlate well with the experimental data, but also can be used for an effective identification of the folding cores and folding nuclei solely from a spatial structure of a protein.

ACKNOWLEDGMENT

The work was supported in part by the NIH grants CA 76259 and GM 62920. We thank Dr. I. Weber for corrections of English grammar and for helpful remarks on the manuscript.
REFERENCES

1. Eaton, W.A., Munoz, V., Thompson, P.A., Chan, C.K., and Hofrichter, J. (1997) Submillisecond kinetics of protein folding. Curr. Opin. Struct. Biol. 7(1), 10–14.

2. Murzin, A.G., Brenner, S.E., Hubbard, T., and Chothia, C. (1995) SCOP: a structural classification of proteins database for the investigation of sequences and structures. J. Mol. Biol. 247(4), 536–540.

3. Pearl, F., Todd, A.E., Bray, J.E., Martin, A.C., Salamov, A.A., Suwa, M., Swindells, M.B., Thornton, J.M., and Orenge, C.A. (2000) Using the CATH domain database to assign structures and functions to the genome sequences. Biochem. Soc. Trans. 28(2), 269–275.

4. Martin, A.C., Orenge, C.A., Hutchinson, E.G., Jones, S., Karmirantzou, M., Laskowski, R.A., Mitchell, J.B., Taroni, C., and Thornton, J.M. (1998) Protein folds and functions. Structure 6(7), 875–884.

5. Fersht, A.R. (1997) Nucleation mechanisms in protein folding. Curr. Opin. Struct. Biol. 7(1), 3–9.

6. Woodward, C. (1993) Is the slow exchange core the protein folding core? Trends Biochem. Sci. 18(10), 359–360.

7. Shakhnovich, E.I. (1997) Theoretical studies of protein-folding thermodynamics and kinetics. Curr. Opin. Struct. Biol. 7(1), 29–40.

8. Alm, E. and Baker, D. (1999) Prediction of protein-folding mechanisms from free-energy landscapes derived from native structures. Proc. Natl. Acad. Sci. U. S. A. 96(20), 11305–11310.

9. Brooks, C.L., III (1998) Simulations of protein folding and unfolding. Curr. Opin. Struct. Biol. 8(2), 222–226.

10. Alm, E. and Baker, D. (1999) Matching theory and experiment in protein folding. Curr. Opin. Struct. Biol. 9(2), 189–196.

11. Jacob, M. and Schmid, F.X. (1999) Protein folding as a diffusional process. Biochemistry 38(42), 13773–13779.

12. Yue, K. and Dill, K.A. (1996) Folding proteins with a simple energy function and extensive conformational searching. Protein Sci. 5(2), 254–261.

13. Sohl, J.L., Jaswal, S.S., and Agard, D.A. (1998) Unfolded conformations of alpha-lytic protease are more stable than its native state. Nature 395(6704), 817–819.

14. Jaswal, S.S., Sohl, J.L., Davis, J.H., and Agard, D.A. (2002) Energetic landscape of alpha-lytic protease optimizes longevity through kinetic stability. Nature 415(6869), 343–346.

15. Baker, D. (1998) Metastable states and folding free energy barriers. Nat. Struct. Biol. 5(12), 1021–1024.

16. Baskakov, I.V., Legname, G., Prusiner, S.B., and Cohen, F.E. (2001) Folding of prion protein to its native alpha-helical conformation is under kinetic control. J. Biol. Chem. 276(23), 19687–19690.

17. Dill, K.A. (1990) Dominant forces in protein folding. Biochemistry 29(31), 7133–7155.

18. Lins, L. and Brassere, R. (1995) The hydrophobic effect in protein folding. FASEB J. 9(7), 535–540.

19. Ben-Naim, A. (1980) Hydrophobic Interactions. Cambridge Press. pp 3–15.

20. Lomize, A.L., Pogozeveva, I.D., and Mosberg, H.I. (1999) Prediction of protein structure: the problem of fold multiplicity. Proteins 37(S3), 199–203.

21. Huang, E.S., Subbiah, S., and Levitt, M. (1995) Recognizing native folds by the arrangement of hydrophobic and polar residues. J. Mol. Biol. 252(5), 709–720.

22. Torshin, I.Y. (2002) Net Charge Center for Protein Fold Recognition. CASP-5 Meeting. December. Asilomar, CA, A171. An extended abstract is available at http://predictioncenter.llnl.gov/casp5/doc/Abstr.doc

23. Osoguthorpe, D.J. (1999) Improved ab initio predictions with a simplified, flexible geometry model. Proteins 37(S3), 186–193.

24. Callender, R.H., Dyer, R.B., Gilmanshin, R., and Woodruff, W.H. (1998) Fast events in protein folding: the time evolution of primary processes. Annu. Rev. Phys. Chem. 49, 173–202.

25. Bieri, O. and Kiefhaber, T. (1999) Elementary steps in protein folding. Biol. Chem. 380(7–8), 923–929.

26. Fedorov, A.N. and Baldwin, T.O. (1997) Cotranslational protein folding. J. Biol. Chem. 272(52), 32715–32718.

27. Alexandrov, N. (1993) Structural argument for N-terminal initiation of protein folding. Protein Sci. 2(11), 1989–1991.

28. Woynes, P., Luthey-Schulten, Z., and Onuchic, J. (1996) Fast-folding experiments and the topography of protein folding energy landscapes. Chem. Biol. 3(6), 425–432.

29. Baker, D. (2000) A surprising simplicity to protein folding. Nature 405(6782), 39–42.

30. Oliveberg, M. and Fersht, A.R. (1996) Formation of electrostatic interactions on the protein-folding pathway. Biochemistry 35(8), 2726–2737.

31. Looladze, V.V. and Makhatadze, G.I. (2002) Removal of surface charge-charge interactions from ubiquitin leaves the protein folded and very stable. Protein Sci. 11(1), 174–177.

32. Allesswell, N.M. and Oberoi, H. (1991) Electrostatic effects in protein folding, stability, and function. Methods Enzymol. 202, 3–19.

33. Torshin, I.Y. and Harrison, R.W. (2001) Charge centers and formation of the protein folding core. Proteins 43(4), 353–364.
34. Avbelj, F. and Fele, L. (1998) Role of main-chain electrostatics, hydrophobic effect and side-chain conformational entropy in determining the secondary structure of proteins. J. Mol. Biol. 279(3), 665–684.
35. Spassov, V.Z., Karshikoff, A.D., and Ladenstein, R. (1994) Optimization of the electrostatic interactions in proteins of different functional and folding type. Protein Sci. 3(9), 1556–1569.
36. Potma, E.O., de Boeij, W.P., and Wiersma, D.A. (2001) Femtosecond dynamics of intracelluar water probed with nonlinear optical Kerr microscopy. Biophys. J. 80, 3019–3024.
37. Cameron, I.L., Kanal, K.M., Keener, C.R., and Fullerton, G.D. (1997) A mechanistic view of the non-ideal osmotic and motional behavior of intracelluar water. Cell Biol. Int. 21(2), 99–113.
38. Wiggins, P. (1996) High and low density water in resting, active and transformed cells. Cell Biol. Int. 20, 429–435.
39. Jelsch, C., Teeter, M.M., Lamzin, V., Pichon-Pesme, V., Blessing, R.H., and Lecomte, C. (2000) Accurate protein crystallography at ultra-high resolution: valence electron distribution in crambin. Proc. Natl. Acad. Sci. U. S. A. 97(7), 3171–3176.
40. Blake, C.C., Pulford, W.C., and Artymiuk, P.J. (1983) X-ray studies of water in crystals of lysozyme. J. Mol. Biol. 167(3), 693–723.
41. Russell, A.J., Thomas, P.G., and Fersht, A.R. (1987) Electrostatic effects on modification of charged groups in the active site cleft of subtilisin by protein engineering. J. Mol. Biol. 193(4), 803–813.
42. Mark, P. and Nilsson, L. (2002) Structure and dynamics of liquid water with different long-range. J. Comput. Chem. 23(13), 1211–1219.
43. Norberg, J. and Nilsson, L. (2000) On the truncation of long-range electrostatic interactions in DNA. Biophys. J. 79(3), 1537–1553.
44. Schreiber, H. and Steinhauser, O. (1992) Cutoff size does strongly influence molecular dynamics results on solvated polypeptides. Biochemistry 31(25), 5856–5860.
45. Berezovsky, I.N., Kirzhner, V.M., Kirzhner, A., and Trifonov, E.N. (2001) Protein folding: looping from hydrophobic nuclei. Proteins 45(4), 346–350.
46. Zielenkiewicz, P., Plochocka, D., and Rabczenko, A. (1988) The formation of protein secondary structure. Its connection with amino acid sequence. Biophys. Chem. 31(1–2), 139–142.
47. Presta, L.G. and Rose, G.D. (1988) Helix signals in proteins. Science 240(4859), 1632–1641.
48. Torshin, I.Y., Harrison, R.W., Weber, I.T., and Petock, J.M. (2002) Identification of protein folding cores using charge center model of protein structure. TheScientificWorldJOURNAL 2(1), 84–86.
49. Woodward, C., Barbar, E., Carulla, N., Battiste, J., and Barany, G. (2001) Experimental approaches to protein folding based on the concept of a slow hydrogen exchange core. J. Mol. Graph. Model. 19(1), 94–101.
50. Doholyan, N.V., Buldyrev, S.V., Stanley, H.E., and Shakhnovich, E.I. (2000) Identifying the protein folding nucleus using molecular dynamics. J. Mol. Biol. 296(5), 1183–1188.
51. Vendruscolo, M., Paci, E., Dobson, C.M., and Karplus, M. (2001) Three key residues form a critical contact network in a protein folding transition state. Nature 409(6820), 641–645.
52. Klein-Seetharaman, J., Oikawa, M., Grimshaw, S.B., Wirmer, J., Duchardt, E., Ueda, T., Imoto, T., Smith, L.J., Dobson, C.M., and Schwalbe, H. (2002) Long-range interactions within a nonnative protein. Science 295(5560), 1719–1722.
53. Tan, Y.J., Oliveberg, M., Davis, B., and Fersht, A.R. (1995) J. Mol. Biol. 254, 980–992.
54. Kazmirski, S.L., Wong, K.B., Freund, S.M.V., Tan Y.J., Fersht, A.R., and Daggett, V. (2001). Proc. Natl. Acad. Sci. U. S. A. 98, 4349–4354.
55. Neira, J.L., Davis, B., Ladurner, A.G., Buckle, A.M., Cay, G., and Fersht, A.R. (1996) Fold Des. 1189.
BIOSKETCH

**Ivan Y. Torshin** received his Ph.D. in Physical Chemistry from Moscow State University and currently holds a Research Associate/Faculty position at Georgia State University in Atlanta. His research interests include protein folding, folding nucleus, protein structure prediction, bioinformatics, biophysics, molecular mechanics, molecular simulations, biochemistry, immunology, sequence analysis, databases, prediction of functional properties of proteins, ribozymes, nucleic acid binding proteins, enzymatic catalysis, protein association/dissociation, protein-protein interactions, etc.