We thank Lee et al. 1 for engaging with the article by Hale et al. 2 “Trends in the Risk of Cognitive Impairment in the United States, 1996–2014” (“Hale et al. 2”). Both research teams agree with the original article’s main point: when modeling trends in cognitive health using longitudinal data, practice effects (PEs) and nonrandom attrition must be addressed. The teams, however, reached opposite substantive conclusions.

Hale et al. 2 document that dementia trends are not declining. We reached this conclusion after a careful accounting of many potential biasing factors, including practice effects and selective mortality. Lee et al. 1 argue that Hale et al. 2 failed to account for selective attrition. Using a series of regressions, Lee et al. 1 argue that if practice effects (or panel conditioning) and attrition were jointly accounted, the results suggest a declining dementia trend.

This rejoinder has two sections. We first argue that the proposed alternative modeling strategy by Lee et al. 1 is problematic. We then acknowledge and discuss their conceptual contribution. We conclude that more refined estimation strategies, including using complementary data sources, may be necessary to precisely identify trends, an undertaking beyond the scope of this rejoinder.

The differences between the Hale et al. 2 and Lee et al. 1 model specifications are that Lee et al. 1:

1. uses a slightly different analytical sample,
2. measures practice effects in a way we deem questionable,
3. includes an interaction between current interview count and proxy interview marker,
4. includes the total number of interviews ever taken, including future interviews, as a proxy for propensity-to-attract.

Lee et al. 1 do not explain differences (1)–(2) above. They claim that (3) improves estimation of panel conditioning. They argue that (4) is the key difference that adjusts for attrition. We analyze the implications of each of these differences by sequentially implementing the changes. Thanks to the provision of replication code by Lee et al., 1 we can exactly replicate their models.

The following paragraphs describe the models in the Table and are numbered according to the sequence of differences outlined above:
Table: Odds Ratios (Exponentiated Coefficients) and 95% Confidence Intervals From Logistic Regression Models for Dementia

| Variable | Baseline Model: Hale et al. | Model Modifications | Model Modifications | Model Modifications |
|----------|-----------------------------|---------------------|---------------------|---------------------|
|          | (A)                         | (B)                 | (C)                 | (D)                 | (E)                 | (F)                 |
| Time trend (unit: 10 years) | 1.29 (1.16, 1.44) | 1.32 (1.20, 1.45) | 1.22 (1.11, 1.35) | 1.01 (0.87, 1.17) | 0.71 (0.63, 0.81) | 1.30 (1.19, 1.43) |
| Interview/test count (reference 1st) | | | | | | |
| 2nd | 0.91 (0.83, 1.00) | 0.90 (0.82, 1.00) | 0.93 (0.84, 1.03) | 0.98 (0.89, 1.09) | 1.18 (1.07, 1.31) | 0.94 (0.85, 1.03) |
| 3–4 | 0.66 (0.59, 0.74) | 0.65 (0.59, 0.73) | 0.69 (0.62, 0.78) | 0.77 (0.68, 0.87) | 1.20 (1.07, 1.34) | 0.72 (0.65, 0.80) |
| 5–7 | 0.46 (0.40, 0.53) | 0.45 (0.40, 0.52) | 0.54 (0.46, 0.62) | 0.65 (0.54, 0.78) | 1.53 (1.32, 1.79) | 0.58 (0.52, 0.66) |
| 8+ | 0.33 (0.27, 0.40) | 0.32 (0.27, 0.39) | 0.41 (0.34, 0.49) | 0.54 (0.43, 0.69) | 1.85 (1.52, 2.26) | 0.46 (0.38, 0.55) |
| Proxy × IC (reference 1st) | | | | | | |
| 2nd | 1.24 (0.97, 1.59) | 1.27 (0.98, 1.64) | 1.25 (0.98, 1.64) | | | |
| 3–4 | 2.25 (1.86, 2.74) | 2.31 (1.88, 2.83) | 2.31 (1.88, 2.83) | | | |
| 5–7 | 3.05 (2.49, 3.74) | 3.15 (2.53, 3.91) | 3.15 (2.53, 3.91) | | | |
| 8+ | 4.79 (3.63, 6.32) | 5.37 (4.04, 7.14) | 5.37 (4.04, 7.14) | | | |
| Total interviews (reference 1st) | | | | | | |
| 2nd | 1.33 (0.96, 1.84) | 1.45 (1.02, 2.08) | | | | |
| 3–4 | 0.95 (0.70, 1.30) | 1.16 (0.83, 1.62) | | | | |
| 5–7 | 0.70 (0.51, 0.95) | 1.15 (0.82, 1.62) | | | | |
| 8+ | 0.36 (0.26, 0.49) | 0.75 (0.53, 1.06) | | | | |
| Age (unit: 10 years) | | | | | | |
| Slope | 3.16 (2.70, 3.70) | 3.18 (2.71, 3.73) | 3.04 (2.59, 3.55) | 2.70 (2.29, 3.18) | 2.63 (2.22, 3.13) | 3.52 (2.98, 4.17) |
| Quadratic | 0.98 (0.96, 1.01) | 0.98 (0.95, 1.01) | 0.99 (0.96, 1.02) | 1.00 (0.97, 1.03) | 1.00 (0.97, 1.03) | 0.96 (0.93, 0.99) |
| Race/ethnicity (reference White) | | | | | | |
| Black | 4.31 (3.78, 4.91) | 4.25 (3.72, 4.85) | 4.29 (3.76, 4.91) | 4.36 (3.81, 4.99) | 4.39 (3.82, 5.04) | 4.23 (3.70, 4.84) |
| Latinx | 3.18 (2.72, 3.73) | 3.13 (2.67, 3.68) | 3.20 (2.72, 3.76) | 3.26 (2.77, 3.84) | 3.34 (2.84, 3.93) | 3.15 (2.69, 3.70) |
| Other | 1.94 (1.13, 3.36) | 1.87 (1.07, 3.27) | 1.89 (1.08, 3.29) | 1.94 (1.11, 3.38) | 1.88 (1.07, 3.31) | 1.81 (1.02, 3.19) |
| Men (reference women) | 1.00 (0.92, 1.09) | 0.98 (0.91, 1.06) | 1.01 (0.94, 1.09) | 1.02 (0.95, 1.10) | 0.98 (0.91, 1.06) | 0.96 (0.89, 1.04) |
| Proxy response (reference self-response) | 10.69 (9.36, 12.20) | 12.54 (10.91, 14.42) | 13.93 (12.10, 16.02) | 9.36 (7.62, 11.49) | 7.98 (6.45, 9.87) | 13.63 (11.88, 15.65) |
| Phone interview (reference face-to-face) | 0.78 (0.72, 0.86) | 0.77 (0.72, 0.82) | 0.77 (0.72, 0.83) | 0.76 (0.71, 0.81) | 0.77 (0.72, 0.83) | 0.79 (0.74, 0.84) |
| Proxy × men | 0.37 (0.32, 0.43) | 0.38 (0.33, 0.44) | 0.37 (0.32, 0.43) | 0.37 (0.32, 0.42) | 0.39 (0.34, 0.45) | 0.40 (0.34, 0.46) |
| Phone × men | 0.95 (0.84, 1.08) | 0.95 (0.84, 1.08) | 0.95 (0.84, 1.08) | 0.95 (0.84, 1.08) | 0.95 (0.84, 1.08) | 0.95 (0.84, 1.08) |
| Constant | 0.004 (0.003, 0.005) | 0.004 (0.003, 0.005) | 0.004 (0.003, 0.005) | 0.005 (0.004, 0.006) | 0.007 (0.005, 0.01) | 0.004 (0.002, 0.006) |
| N | 179,236 | 180,159 | 180,159 | 180,159 | 180,159 | 180,159 |

Column (A) shows the coefficient estimates reported in Hale et al. Column (B) shows the same model applied to the data sample by Lee et al. It is the reference model for Columns C–F, as all these models use the same sample and differ only by the following: Column (C) uses IC by Lee et al. Column (D) adds an interaction of Lee et al. IC to proxy marker (Model 2 in Lee et al.). Column (E) further controls for the total number of interviews taken by a subject (Model 3 in Lee et al.). Finally, Column (F) applies variable definitions from the original Hale et al. specifications, but adds a control for the total number of interviews.

The original model of Hale et al. (Column A) has a slightly different specification for sex, proxy, and interview mode. Coefficients on these variables and their interactions are not strictly comparable to the other models in the Table. The difference in specification is minor and does not affect estimates of the other coefficients in the model.

The constant represents the baseline odds (not odds ratio) when categorical variables are at their reference values and age and time at values to which these were centered (age 50, year 2000).

IC indicates interview count.

(1) Sample: Column (A) is the main results model from Hale et al. Column (B) shows the same model estimated on the Lee et al. sample. The coefficients are similar, so sample differences are negligible. For comparability, the remaining regressions use the sample by Lee et al.
Measurement: Our measure of practice effects assumes that practice happens solely for the cognitive test taker; thus, the variable counts only self-interviews in which the respondent took a cognitive test. Lee et al. count the number of participation waves regardless of whether the cognitive test score came from a self-interview or a proxy interview. Such a variable does not meaningfully reflect practice. Changing the measurement of practice from number of tests taken to number of participation waves attenuates the time trend odds ratio (OR) from 1.32 (95% confidence interval (CI) = 1.20, 1.45) (Column [B]) to 1.22 (95% CI = 1.11, 1.35) (Column [C]).

Interaction: Lee et al. argue the interaction accounts for view count and proxy. This model estimates a time trend very different (Column [3]), is added to a model that has a justifiable practice effects measure and no interaction between current interview count and proxy. This model estimates a time trend very close to our original result (OR = 1.30; 95% CI = 1.19, 1.43 vs. 1.32; 95% CI = 1.20, 1.45). In other words, the declining trend result by Lee et al. is not driven by the variable that is supposed to capture propensity-to-attrit, in contrast to what Lee et al. imply, but by the other model choices that we critique above.

We conclude the empirical section by highlighting two issues related to both articles. Both are based on measures of cognitive function that include imputed values. Although imputed values should not accrue practice effects, most imputations only concern a single component of the 27-point score, so removing imputed item responses is unlikely to impact results. Second, to capture all the waves in which the HRS consistently administered the four test components, we begin analysis at 1995/1996. In earlier waves, some groups of respondents were exposed to parts of the test. Both Lee et al. and Hale et al. ignore the potential practice effects emerging from these partial tests. It is unclear how accounting for partial tests affects the quality of the practice effect control, as it captures potential practice, but confounds different types of tests. Regardless, even if we re-count our practice effect variable under reasonable assumptions, the estimated OR for the time trend changes from 1.32 (95% CI = 1.20, 1.45) (Column [B]) to 1.25 (95% CI = 1.15, 1.36) (specifications in replication script).

Despite our critique of the empirical implementation of the Lee et al. model, their conceptual idea of jointly considering practice effects and selective attrition is important to consider. While we addressed this in two robustness checks—estimating joint models to test for selective mortality (Hale et al. eAppendix; http://links.lww.com/EDE/B677) and stratifying estimation by interview count to purge the sample of other forms of sample selection (selective attrition and selective nonresponse)—Lee et al. take a different approach. They begin by motivating their regression models using directed acyclic graphs (DAGs). However, it is unclear which of DAGs by Lee et al. and Hale et al. ignore the potential practice effects emerging from these partial tests. It is unclear how accounting for partial tests affects the quality of the practice effect control, as it captures potential practice, but confounds different types of tests. Regardless, even if we re-count our practice effect variable under reasonable assumptions, the estimated OR for the time trend changes from 1.32 (95% CI = 1.20, 1.45) (Column [B]) to 1.25 (95% CI = 1.15, 1.36) (specifications in replication script).

Column (F) shows what happens when the key propensity-to-attrit variable by Lee et al. total number of interviews (difference [4]), is added to a model that has a justifiable practice effects measure and no interaction between current interview count and proxy. This model estimates a time trend very close to our original result (OR = 1.30; 95% CI = 1.19, 1.43 vs. 1.32; 95% CI = 1.20, 1.45). In other words, the declining trend result by Lee et al. is not driven by the variable that is supposed to capture propensity-to-attrit, in contrast to what Lee et al. imply, but by the other model choices that we critique above.

We conclude the empirical section by highlighting two issues related to both articles. Both are based on measures of cognitive function that include imputed values. Although imputed values should not accrue practice effects, most imputations only concern a single component of the 27-point score, so removing imputed item responses is unlikely to impact results. Second, to capture all the waves in which the HRS consistently administered the four test components, we begin analysis at 1995/1996. In earlier waves, some groups of respondents were exposed to parts of the test. Both Lee et al. and Hale et al. ignore the potential practice effects emerging from these partial tests. It is unclear how accounting for partial tests affects the quality of the practice effect control, as it captures potential practice, but confounds different types of tests. Regardless, even if we re-count our practice effect variable under reasonable assumptions, the estimated OR for the time trend changes from 1.32 (95% CI = 1.20, 1.45) (Column [B]) to 1.25 (95% CI = 1.15, 1.36) (specifications in replication script).

Despite our critique of the empirical implementation of the Lee et al. model, their conceptual idea of jointly considering practice effects and selective attrition is important to consider. While we addressed this in two robustness checks—estimating joint models to test for selective mortality (Hale et al. eAppendix; http://links.lww.com/EDE/B677) and stratifying estimation by interview count to purge the sample of other forms of sample selection (selective attrition and selective nonresponse)—Lee et al. take a different approach. They begin by motivating their regression models using directed acyclic graphs (DAGs). However, it is unclear which of DAGs by Lee et al. and Hale et al. ignore the potential practice effects emerging from these partial tests. It is unclear how accounting for partial tests affects the quality of the practice effect control, as it captures potential practice, but confounds different types of tests. Regardless, even if we re-count our practice effect variable under reasonable assumptions, the estimated OR for the time trend changes from 1.32 (95% CI = 1.20, 1.45) (Column [B]) to 1.25 (95% CI = 1.15, 1.36) (specifications in replication script).
propensity-to-attrit variable does not conclusively control for sample selection bias and may introduce additional biases—a complicated subject that goes beyond the scope of this short rejoinder.

We thank Lee et al.1 for engaging with our article and for their commitment to open science. Replication code for all our analyses is available.4 We hope that this rejoinder will facilitate further discussion on this important matter, as both teams agree that these multiple analytical challenges must be tackled to accurately assess dementia trends from the HRS data.
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