Abstract—Outdoor-to-indoor communications in millimeter-wave (mmWave) cellular networks have been one challenging research problem due to the severe attenuation and the high penetration loss caused by propagation characteristics of mmWave signals. We propose a viable solution to implement the outdoor-to-indoor mmWave communication with the aid of an active intelligent transmitting surface (active-ITS), where the active-ITS allows the incoming signal from an outdoor base station (BS) to pass through the surface and be received by indoor users (UEs) after shifting its phase and magnifying its amplitude. Then, the problem of joint precoding of the BS and active-ITS is investigated to maximize the weighted sum-rate (WSR) of the system. An efficient block coordinate descent (BCD) based algorithm is developed to solve it with the suboptimal solutions in nearly closed-forms. In addition, to reduce the size and hardware cost of active-ITSs, we provide a block-amplifying architecture to partially remove the circuit components for power-amplifying, where multiple transmissive-type elements (TEs) in each block share the same power amplifier. Simulations indicate that active-ITS has the potential of achieving a given performance with much fewer TEs compared to the passive-ITS under the same total system power consumption, which makes it suitable for application to the space-limited and aesthetic-needed scenario, and the performance degradation caused by the block-amplifying architecture is negligible.
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I. INTRODUCTION

MILLIMETER-WAVE (mmWave) cellular networks are capable of supplying the ever-increasing demand of rates for advanced fifth-generation communications thanks to their abundant available bandwidth. However, a fundamental challenge for mmWave communications is that the mmWave signal experience severe attenuation and a high penetration loss compared with the lower frequency bands, which makes mmWave signals highly vulnerable to obstacles [1], [2], [3]. The emerging technique of reconfigurable intelligent surfaces (RISs) have been proposed as a promising candidate for alleviating the unfavorable properties of mmWave signals. RIS is an ultra-thin metasurface comprising multiple programmable elements, which enables to achieve a high beamforming gain by smartly manipulating the incident signal for proactively customizing the radio propagation environment [4], [5], [6], [7]. More importantly, RIS can significantly reduce the outage caused by the presence of random blockages by establishing virtual line-of-sight (LoS) links between base stations (BSs) and users (UEs), which can considerably enhance the reliability of mmWave communications, especially in harsh urban propagation environments [8], [9], [10]. These benefits have inspired a lot of work to investigate RIS-assisted mmWave communication networks and verify that RIS in favor of enhancing the signal strength, extending the service range, and improving the spectral- and energy-efficiency [10], [11], [12], [13], [14].

On the other hand, outdoor-to-indoor communication in mmWave cellular networks is a common communication scenario as most mobile data traffic is consumed indoors, however, which is challenging since BSs and UEs are located on the opposite side of building structures [15], e.g., walls and windows, while penetrating them leads a severe attenuation (measurements have shown that around 40 and 28 dB for tinted-glass and brick [16], respectively), which limits the feasibility for an outdoor BS communicates with indoor UEs inside the buildings. Relay-enabled system is a potential solution for outdoor-to-indoor mmWave communications but has some drawbacks, e.g., expensive hardware components and high signal processing complexity, while these shortcomings of relays can be overcome by utilizing the superiority of the RISs [17], [18], [19]. However, the widely studied RISs-assisted systems focused on traditional reflective-type RISs, also referred to intelligent reflecting...
surfaces (IRSSs) [20], as objects hanging on walls or facades of buildings, which face a placement restriction: both BSs and UEs have to be located on the front side of an IRS, and hence IRSs can only achieve a half-space coverage and are not up to the outdoor-to-indoor communication. As a remedy, some works [21], [22] innovative deployed multiple IRSs in a cooperative multi-hop manner to bypass the obstacle. Nevertheless, this does not apply to outdoor-to-indoor communications due to no matter where IRSs are placed, the signal after reflecting cannot bypass the wall to UEs behind the IRSs [17], [20].

To challenge this restriction and facilitate more flexible deployment of RIS, the novel concept of transmissive (refractive)-type RIS, also named intelligent transmitting surfaces (ITS), has been proposed [23], [24], [25]. ITS is a metamaterial reflection-less surface structure, which is equipped with a large number of transmissive-type elements (TEs), and provides beam shaping, steering, and focus capabilities [25]. A key feature of ITS is that the incoming signal can pass through each TE, and then the refracted signal can be received by UEs behind the ITS. As shown in Fig. 1, the main difference between the architecture design of the IRS and ITS is that the reflective-type element (RE) of IRS reuses the patch for receiving and reflecting, while the TE consists of a pair of patches respectively for receiving and transmitting. In addition, the IRS needs a metal backplane to avoid signal energy leakage [14]. Both the RE and TE themselves can directly modify their responses by changing the corresponding tunable load [26]. Specifically, they can be accurately described by an equivalent lumped circuit model, where the waveguide can be regarded as a transmission line, $L_1$, $L_2$, $C_n$, and $R_n$ denote the bottom layer inductance, top layer inductance, effective capacitance, and effective resistance, respectively. For a detailed analysis of this circuit model, please refer to [27] and [26]. More importantly, different from the IRS that is hanging on walls or facades of buildings, ITSs can be flexibly deployed by coexisting with existing infrastructures in the middle of a communication environment, such as embedded in walls or windows between two different environments (outdoor-to-indoor, room-to-room, etc.) [17], [20], [28]. ITSs can fully unleash the potential of RISs on breaking the half-space (reflection space) limitation of signal propagation manipulated by IRS, and so that covers the backside space (transmission space). It is worth noting that by integrating IRS and ITS together, a highly flexible full-space manipulation of signal propagation can be achieved [23]. As an energy-efficient alternative to realize full-space coverage, the authors proposed a pair of novel prototypes, simultaneously transmitting and reflecting RISs (STAR-RISs) and reconfigurable intelligent Omni-surfaces (RIOSs) [28], [29], [30], where the surfaces can simultaneously transmit and reflect the incident signals. ITS or IRS can be regarded as a special full transmission or reflection mode of these concepts.

However, identically with the reflective cascaded channel, the transmissive cascaded channel in the ITS-empowered communication system will still suffer a multiplicative fading effect [31], which potentially causes the ITS to achieve a poor performance gain. A common approach to improve the performance gain of RISs is increasing the number of REs or TE [32]. Intuitively speaking, this approach is feasible for the IRS but might not be practical for the ITS due to that the number of TEs is limited by the physical size of windows and the aesthetic appearance effect, which might be the price to be paid for that the ITS is embedded with existing building structures [20], [28]. Additionally, the substantial electromagnetic penetration loss when the mmWave signal impinges upon and penetrates the ITS is unavoidable [17]. These concerns imply that the performance gain reaped by the ITS might be much weaker than the IRS.

Inspired by the active-IRS [33], [34], [35], [36] and active-RIOS [28], the deployment of an active-ITS will bring a notable leap forward for improving performance. The noticeable difference between the active- and passive- ITS is that the former can refract the incoming signals after amplifying amplitudes and shifting phases, rather than only refracting them after changing phases as done by the latter, which offers an extra degree of freedom (DoF) to reconfigure the incident signal. Identical to the principle of active REs, an active TE equips with an additional power amplifier for magnifying the signal amplitude [34]. As a result, the number of active TEs can be beneficially reduced compared with the passive-ITS with the same performance [36], [37], [38]. It should note that the fundamental operation mechanisms of the active-ITS and the conventional amplify-and-forward (AF) relay are quite different [35]. Specifically, the architecture design of the active-ITS is quite simple that does not need expensive and high power-consuming ratio-frequency (RF) chains, it directly refracts the incident signal with power amplification at the electromagnetic level [31]. In contrast, the conventional AF relays generally need RF chains to receive the signal first and then transmit it after power amplification [19]. Compared to the AF relay, although the active-ITS has no capability for signal processing, it has a shorter delay and allows us to avoid complex and expensive components to compensate for the multiplicative fading effect and achieve a similar performance [28].

Motivated by the above background, we aim to utilize the superiority of an active-ITS to alleviate the negative effects of the mmWave signal so that to implement the challenging but important outdoor-to-indoor communication system in the mmWave cellular network with high performance. Particularly, the main contributions are summarized as follows:

- To our best knowledge, this is the first work investigating outdoor-to-indoor mmWave communication with the aid of an active-ITS, where the incoming signal is refracted to the back side of the active-ITS after magnifying its amplitude and manipulating its phase.
- We investigate the joint optimization of the precoding matrices of both the BS and active-ITS with respect to

Fig. 1. The architecture schematic of the IRS and ITS.
the weighted sum-rate (WSR), and propose a suboptimal method to solve this non-convex problem. The original problem is first transformed into an equivalent form, then a block coordinate descent (BCD) based algorithm is developed to alternately solve the subproblems with respect to the linear precoding matrix of BS and transmissive coefficient of active-ITS.

- Particularly, the linear precoding matrix is optimized by resorting to the dual-based method, while for the transmissive coefficient, by investigating its particular structures of the objective function and constraints, we decompose it into a pair of subproblems with respect to the amplification factor and phase-shifting. Then, an efficient iterative algorithm based on alternating optimization and price-mechanism is developed to solve them, which can significantly reduce the computational complexity.

- We extend the proposed algorithm so that it can be adopted into the block-amplifying ITS architecture with a low hardware complexity in which multiple TEs in each block share the same power amplifier.

- Simulation results demonstrate that the active-ITS can significantly improve the WSR performance of the outdoor-to-indoor mmWave communication system and the performance loss caused by the block-amplifying ITS architecture is negligible.

The paper is organized as follows. In Section II, we describe the active-ITS-empowered outdoor-to-indoor communications and formulate the WSR maximization problem. In Section III, we propose an efficient joint precoding algorithm to solve it. Then, in Section IV, the proposed algorithm is extended to solve the problem with the block-amplifying ITS architecture. Simulation results are presented in Section V, and finally, the paper is concluded in Section VI.

Notations: Scalars, vectors, and matrices are presented by lower-case, bold-face lower-case, and bold-face upper-case letters, respectively. $\mathcal{CN}(0, I_N)$ denotes the circularly symmetric complex Gaussian (CSCG) distribution with zero mean and covariance matrix $I_N$, where $I_N$ denotes an $N \times N$ identity matrix. $\circ$ denotes the Hadamard products. $A^H$ and $\text{Tr}(A)$ denote the Hermitian and trace operators of matrix $A$, respectively. $\Re\{a\}$ is the real part of a scalar $a$.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 2, we consider the downlink of an active-ITS-empowered outdoor-to-indoor mmWave communication scenario. Thanks to the transmissive characteristic of the ITS, the incoming mmWave signal can pass through the surface when impinging upon it, and hence, the signal can be refracted from the outdoor BS to the indoor UEs through the ITS. To alleviate the severe attenuation of mmWave signals and greatly reduce the number of TEs for application to the space-limited window, we assume each active TE of the ITS can not only manipulate the phase but also magnify the amplitude of the incident signal with the aid of the power supply [34]. In addition, a smart controller is attached to the active-ITS and responsible to operate the active-ITS with the transmissive coefficients coordinated by the BS [23], [39], [40], [41].

A. Channel Model

Let $M_t$, $M_r$, and $N$ denote the number of the transmitting antennas, the receiving antennas, and the TEs equipped by the BS, UEs, and active-ITS, respectively. The complicated uniform planar arrays (UPA) antenna configuration is employed at the BS, UEs, and active-ITS, which is more practical than uniform linear array (ULA) for RIS-assisted MIMO systems [12]. In addition, due to the low diffraction from objects of mmWave signals, mmWave channels are usually characterized according to the widely used Saleh-Valenzuela model [11], [12], [13], [14]. Hence, the channel matrices from the BS to the active-ITS, from the active-ITS to the $k$-th UE, and from the BS to the $k$-th UE are denoted by $G \in \mathbb{C}^{N \times M_t}$, $H_k \in \mathbb{C}^{N \times M_r}$, and $B_k \in \mathbb{C}^{M_t \times M_r}$, $\forall k$, respectively, which can be mathematically determined as follows

$$G = \sqrt{\frac{M_t N}{L_{BI}}} \sum_{l=1}^{L_{BI}} \alpha_l a_{\text{ITS}} \left(\nu^{AOD}_l, \vartheta^{AOD}_l\right) a_{\text{BS}}^H \left(\nu^{AOD}_l, \vartheta^{AOD}_l\right),$$

$$H_k = \sqrt{\frac{M_r N}{P_{BI}}} \sum_{p=1}^{P_{BI}} \beta_p a_{\text{UE}} \left(\nu^{AOD}_p, \vartheta^{AOD}_p\right) a_{\text{ITS}}^H \left(\nu^{AOD}_p, \vartheta^{AOD}_p\right), \forall k,$$

$$B_k = \sqrt{\frac{M_t M_r}{Q_{BU}}} \sum_{q=1}^{Q_{BU}} \varpi_q a_{\text{UE}} \left(\vartheta^{AOD}_q, \vartheta^{AOD}_q\right) a_{\text{BS}}^H \left(\nu^{AOD}_q, \vartheta^{AOD}_q\right), \forall k,$$

where $L_{BI}$, $P_{BI}$, and $Q_{BU}$ are the number of propagation paths between the BS and the active-ITS, between the active-ITS and the $k$-th UE, and between the BS and the $k$-th UE, and where variables $\alpha_l$, $\beta_p$, and $\varpi_q$ denote the complex gains for links, with $l = 1$, $p = 1$, and $q = 1$ stand for the LoS path and the remaining are NLoS paths. $a_{\text{BS}} \left(\nu^{AOD}_l, \vartheta^{AOD}_l\right)$ and $a_{\text{ITS}} \left(\nu^{AOD}_l, \vartheta^{AOD}_l\right)$ are transmit array response vectors of the BS and the active-ITS, respectively. $a_{\text{UE}} \left(\nu^{AOD}_q, \vartheta^{AOD}_q\right)$ and $a_{\text{ITS}} \left(\nu^{AOD}_q, \vartheta^{AOD}_q\right)$ are receive array response vectors of the UEs and the active-ITS, respectively, where $\nu^{AOD}$ ($\vartheta^{AOD}$) denote the azimuth and elevation angles of arrival (departure), respectively. The typical array response vector for the UPA model can be mathematically expressed by

$$a \left(\nu, \vartheta\right) = \frac{1}{\sqrt{HV}} \left[1, \ldots, e^{j\frac{2\pi}{L}} \left(h \sin(\vartheta) \sin(\nu) + v \cos(\nu)\right), \ldots, e^{j\frac{2\pi}{L}} \left((H-1) \sin(\vartheta) \sin(\nu) + (V-1) \cos(\nu)\right)\right]^T,$$

where $H$ and $V$ denote the number of TEs (antennas) in the horizontal and vertical directions of the active-ITS (BS/UEs), and the element spacing is set to be $d = \lambda/2$. To unveil the theoretical upper bound of performance gain achieved by the active-ITS, we follow the assumption [18], [30], [39], [40], [41] that the full instantaneous channel state information (CSI) knowledge can be perfectly estimated [42] at the BS and all the calculations are performed at the BS.
B. Active-ITS Model

Similar to the widely-employed ideal active-IRS, we assume the ideal active-ITS that the phase and power factor can be controlled independently and continuously. Let \( \mathbf{A} = \text{diag}(a_1, a_2, \ldots, a_N) \in \mathbb{R}^{N \times N} \) and \( \mathbf{\Theta} = \text{diag}(e^{j\varphi_1}, e^{j\varphi_2}, \ldots, e^{j\varphi_N}) \in \mathbb{C}^{N \times N} \) represent the power amplification factor matrix and the transmissive phase-shifting matrix at the active-ITS with \( \varphi_n \in [0, 2\pi) \), \( \forall n \in N \). It is worth noting that with the power amplification, \( a_n \) can be extended into greater than 1, and should be limited by a predetermined maximum value \( a_n^{\text{max}} \) that the amplifying circuit (active load) can provide [35]. As a result, we have the following constraint

\[
0 \leq a_n \leq a_n^{\text{max}}, \forall n \in N. 
\tag{3}
\]

In practice, due to the circuit limitation, the power amplification factor generally depends on its corresponding phase [27]. In order to investigate the upper bound performance and get some insightful results, we first adopt the ideal active TE model, and in Section III-D, we further discuss the practical TE model that power amplification factor is phase-dependent.

C. System Model

The signal from the BS is given by \( \mathbf{x} = \sum_{k=1}^{K} \mathbf{W}_k \mathbf{s}_k, \forall k \), where \( \mathbf{s}_k \in \mathbb{C}^{1 \times 1} \) represents \( s \) desired streams for the \( k \)-th UE and satisfies \( \mathbf{s}_k \sim \mathcal{CN} (\mathbf{0}, \mathbf{I}_1) \), and \( \mathbf{W}_k \in \mathbb{C}^{M_x \times s} \) denotes the linear precoding matrix. As a result, the signal received at the active-ITS can be expressed as follows

\[
\mathbf{y}^{\text{ITS}} = \kappa \mathbf{A} \mathbf{\Theta} (\mathbf{G} \mathbf{x} + \mathbf{v}), 
\tag{4}
\]

where \( \kappa \) characterizes the extent of loss corresponding to the absorption and the reflection of the power when the mmWave signal impinges upon and penetrates the ITS. The noise \( \mathbf{v} \) after power amplifying cannot be negligible, which is significantly different from the passive-ITS [28].

The signal received by the \( k \)-th UE can be mathematically expressed as follows

\[
\mathbf{y}_k = (\mathbf{B}_k^H + \kappa \mathbf{H}_k^H \mathbf{A} \mathbf{\Theta}) \sum_{i=1}^{K} \mathbf{W}_i \mathbf{s}_i 
+ \kappa \mathbf{H}_k^H \mathbf{A} \mathbf{\Theta} \mathbf{v} + \mathbf{n}_k, \forall k, 
\tag{5}
\]

where \( \mathbf{n}_k \in \mathbb{C}^{M_r \times 1} \) represents the thermal noise at the \( k \)-th UE and satisfying \( \mathbf{n}_k \sim \mathcal{CN} (\mathbf{0}_{M_r}, \mathbf{\Sigma}_n) \). Similar to the widely-employed ideal active-IRS, we assume that the amplifying circuit (active load) can provide [35]. As a result, we have the following constraint

\[
0 \leq a_n \leq a_n^{\text{max}}, \forall n \in N. 
\tag{3}
\]

In practice, due to the circuit limitation, the power amplification factor generally depends on its corresponding phase [27]. In order to investigate the upper bound performance and get some insightful results, we first adopt the ideal active TE model, and in Section III-D, we further discuss the practical TE model that power amplification factor is phase-dependent.

C. System Model

The signal from the BS is given by \( \mathbf{x} = \sum_{k=1}^{K} \mathbf{W}_k \mathbf{s}_k, \forall k \), where \( \mathbf{s}_k \in \mathbb{C}^{1 \times 1} \) represents \( s \) desired streams for the \( k \)-th UE and satisfies \( \mathbf{s}_k \sim \mathcal{CN} (\mathbf{0}, \mathbf{I}_1) \), and \( \mathbf{W}_k \in \mathbb{C}^{M_x \times s} \) denotes the linear precoding matrix. As a result, the signal received at the active-ITS can be expressed as follows

\[
\mathbf{y}^{\text{ITS}} = \kappa \mathbf{A} \mathbf{\Theta} (\mathbf{G} \mathbf{x} + \mathbf{v}), 
\tag{4}
\]

where \( \kappa \) characterizes the extent of loss corresponding to the absorption and the reflection of the power when the mmWave signal impinges upon and penetrates the ITS. The noise \( \mathbf{v} \) after power amplifying cannot be negligible, which is significantly different from the passive-ITS [28].
The formulated problem is non-convex and arduous to tackle optimally, in this section, we propose an efficient joint precoding algorithm to handle it with suboptimal solutions. Compared to the WSR maximization problem with the existing algorithm cannot be directly employed to solve it. By introducing an auxiliary variable \( F_k \in \mathbb{C}^{N \times s} \) for the \( k \)-th UE and defining \( F = \{ F_k, \forall k \} \), Problem (8) can be equivalently transformed into

\[
\begin{align}
\max_{F, U, W, \Phi} \ & \sum_{k=1}^{K} \alpha_k h_k (F, U, W, \Phi) \\
\text{s.t.} \ & (8b) - (8d),
\end{align}
\]

where \( h_k (F, U, W, \Phi) = \log |F_k| - \text{Tr} (F_k E_k) + s, \forall k. \)

Although the above problem has been significantly simplified compared with Problem (8), it is still challenging to tackle. Fortunately, based on the fact that the objective function in (10a) is concave with respect to any one of the four variables (i.e., \( U, F, W, \) and \( \Phi \)) when the other three variables being fixed, which makes the problem more amenable. In the following, we provide an efficient BCD-based algorithm for solving Problem (10) in an iterative manner.

Note that the MMSE decoding matrix \( U \) and the auxiliary matrix \( F \) do not exist in any constraints in Problem (10), which implies that with fixed \( W \) and \( \Theta \), the calculation of \( F^* \) and \( U^* \) constitute a pair of unconstrained optimization problems. Therefore, the optimal solutions can be obtained by setting the first-order partial derivatives of the objective function of Problem (10) with respect to \( U_k, \forall k \) and \( F_k, \forall k \) to be zeros, respectively. After some matrix manipulations, the optimal closed-form solutions can be determined by

\[
U_k^* = (\overline{V}_k)^{-1} Z_k^H W_k, \forall k, \tag{11}
\]

where \( \overline{V}_k = V_k + Z_k^H W_k W_k^H Z_k, \) and

\[
F_k^* = (E_k^H)^{-1}, \forall k. \tag{12}
\]

where \( E_k^* \) is determined by \( E_k^* = I_s - W_k^H Z_k \overline{V}_k^{-1} Z_k^H W_k, \forall k. \)

Once both \( U^* \) and \( F^* \) are determined, the remaining work is to optimize the linear precoding matrix \( W \) and the transmissive coefficient matrix \( \Phi \). Note that \( W \) and \( \Phi \) are intricately coupled in \( E_k, \forall k \), we consider decomposing Problem (10) into two subproblems with respect to these two variables. In particular, the two subproblems can be expressed by

\[
W^* = \arg \min_W \sum_{k=1}^{K} \alpha_k \text{Tr} (F_k E_k), \text{s.t.} \ (8b) \text{ and } (8c), \tag{13a}
\]

\[
\Phi^* = \arg \min_{\Phi} \sum_{k=1}^{K} \alpha_k \text{Tr} (F_k E_k), \text{s.t.} \ (8c) \text{ and } (8d). \tag{13b}
\]

In the rest of this section, we propose a pair of methods to solve the above two subproblems.

### B. Linear Precoding Matrix Optimization

In this subsection, we focus on the subproblem state in (13a) for optimizing linear precoding matrix \( W^* \) at the BS with the fixed transmissive coefficient matrix \( \Phi \). Since the part terms of the objective function in Problem (13a), i.e., \( \text{Tr} (\alpha_k \delta^2 U_k^H \Phi \Phi^H U_k) \) and \( \text{Tr} (\sigma_k^2 U_k^H U_k) + I_s \) are irrelevant constants with respect to \( W \), and hence, by omitting them, the optimal solution of \( W \) can be determined by solving
the following subproblem

\[
\begin{align*}
\min_{W} & \quad \sum_{k=1}^{K} \text{Tr} (W_k^H Q W_k) - \sum_{k=1}^{K} \text{Tr} (\alpha_k F_k U_k^H Z_k^H W_k) \\
& \quad - \sum_{k=1}^{K} \text{Tr} (\alpha_k F_k W_k^H Z_k U_k), \quad (14a) \\
\text{s. t.} & \quad \sum_{k=1}^{K} \text{Tr} (W_k H W_k) \leq \hat{P}_{\text{max}}^\text{BS}, \quad (14b) \\
& \quad \sum_{k=1}^{K} \text{Tr} (\kappa^2 W_k^H G_k^H \Phi_k^H \Phi_k G W_k) \leq \hat{P}_{\text{max}}^\text{ITS}, \quad (14c)
\end{align*}
\]

where \( \hat{P}_{\text{max}}^\text{BS} = P_{\text{max}}^\text{BS} - P_{\text{cire}}^\text{BS} \), \( \hat{P}_{\text{max}}^\text{ITS} = P_{\text{max}}^\text{ITS} - P_{\text{cire}}^\text{ITS} \) - \text{Tr} \( (\partial^2 \kappa^2 \Phi_k^H \Phi_k) \), and \( Q = \sum_{k=1}^{K} \alpha_k Z_k U_k F_k U_k^H Z_k^H \).

It can be proved that \( Q \) is a non-negative definite matrix, therefore the objective function in (14a) is a convex function. In addition, the constraints in (14b) and (14c) are convex with respect to \( W \), and so Problem (14) constitutes a convex optimization problem, which can be effectively solved by employing convex solver toolbox, e.g., CVX [45]. Instead of relying on the generic solver with high computational complexity, we provide the following duality method to further proceed with Problem (14) efficiently. By introducing a pair of auxiliary variables \( \lambda \geq 0 \) and \( \mu \geq 0 \), the constraints in (14b) and (14c) can be combined as

\[
\lambda \sum_{k=1}^{K} \text{Tr} (W_k H W_k) + \mu \sum_{k=1}^{K} \text{Tr} (\kappa^2 W_k^H G_k^H \Phi_k^H \Phi_k G W_k) \leq P_{\text{max}}^\text{sum}, \quad (15)
\]

where \( P_{\text{max}}^\text{sum} \) is defined by \( P_{\text{max}}^\text{sum} = \lambda \hat{P}_{\text{max}}^\text{BS} + \mu \hat{P}_{\text{max}}^\text{ITS} \). Consequently, Problem (14) can be recast by

\[
g(\lambda, \mu) = \left\{ \min_{W} (14a), \text{ s. t. } (15) \right\}. \quad (16)
\]

It is evident that a feasible solution to Problem (14) is also feasible for Problem (16). The relationship of the optimal values between the two problems is shown in the following lemma.

**Lemma 1:** The optimal value of Problem (16) for any given pair of \( \{ \lambda, \mu \} \), \( \lambda \geq 0, \mu \geq 0 \), is a lower bound on the optimal value of Problem (14). Furthermore, the optimal value of the dual problem of Problem (16), i.e., \( \max_{\lambda, \mu} g(\lambda, \mu) \), is equal to that of Problem (14).

**Proof:** This lemma follows Propositions 4 in [46], and hence, is omitted here for brevity.

With the fixed variables \( \{ \lambda, \mu \} \), introduce a Lagrangian multiplier \( \varepsilon \geq 0 \) associated with the combined constraint in (15), the corresponding Lagrangian function can be represented by

\[
\mathcal{L}(W, \varepsilon) = \sum_{k=1}^{K} \text{Tr} (W_k^H \hat{Q}(\varepsilon) W_k) - \sum_{k=1}^{K} \text{Tr} (\alpha_k F_k W_k^H Z_k U_k) 
\]

**Algorithm 1** Iterative Subgradient Algorithm

1. Initialize: \( \lambda^0, \mu^0, \) and iteration index \( p = 0. \)
2. **repeat**
3. \( \lambda^{p+1} \leftarrow \lambda^p + \xi f_{\text{BS}}^p, \quad \mu^{p+1} \leftarrow \mu^p + \xi f_{\text{ITS}}^p, \)
4. **until** \( |\lambda^{p+1} - \lambda^p| \leq \varepsilon \) and \( |\mu^{p+1} - \mu^p| \leq \varepsilon. \)

\[
\begin{align*}
\nabla_{W_k} \mathcal{L}(\varepsilon) &= 2\partial \mathcal{L}(\hat{W}, \varepsilon) / \partial W_k = 0, \forall k, \quad (18a) \\
\varepsilon f(W_k(\varepsilon)) &= \lambda \sum_{k=1}^{K} \text{Tr} (W_k^H W_k) + \mu \sum_{k=1}^{K} \text{Tr} (\kappa^2 W_k^H G_k^H \Phi_k^H \Phi_k G W_k) - P_{\text{max}}^\text{sum}. \quad (18b)
\end{align*}
\]

Otherwise, we have to find \( \varepsilon \) for ensuring \( f(W_k(\varepsilon)) = 0 \) satisfied. Note that \( f(W_k(\varepsilon)) \) is a monotonically decreasing function of \( \varepsilon \) that enables a bisection search method to find \( \varepsilon. \)

Then, the remaining work is to solve the dual problem \( \max_{\lambda, \mu} g(\lambda, \mu) \). We employ the iterative subgradient method [40] to find the solutions. First, the subgradient directions of the above problem are determined by

\[
\begin{align*}
\nabla_{\text{BS}} &= \sum_{k=1}^{K} \text{Tr} (W_k^H W_k) - \hat{P}_{\text{max}}^\text{BS}, \quad (21a) \\
\nabla_{\text{ITS}} &= \sum_{k=1}^{K} \text{Tr} (\kappa^2 W_k^H G_k^H \Phi_k^H \Phi_k G W_k) - \hat{P}_{\text{max}}^\text{ITS}. \quad (21b)
\end{align*}
\]

Then, the values of \( \lambda \) and \( \mu \) can be updated in an iterative manner, the details are summarized in Algorithm 1, where \( \xi \) denotes the step size of the subgradient algorithm, \( \varepsilon \) represents the tolerance, and the superscript stands for the number of iteration. The overall dual-based method for optimizing the linear precoding matrix at the BS is summarized in Algorithm 2, and the optimal solution \( W^* \) can be obtained when the algorithm converged.

**C. Transmissive Coefficient Matrix Optimization**

Now, we consider solving the subproblem of optimizing the transmissive coefficient matrix at the active-ITS. With the fixed \( W^* \) by employing Algorithm 2 and define
Algorithm 2 Dual-Based Algorithm for Calculating $W$

1: Initialize: $\lambda^0, \mu^0, W^0, c^0$, and iteration index $r = 0$.
2: Calculate the value of the function in (14a) as $v(W^0)$.
3: repeat
4: Calculate $W^{r+1}$ and search $\varepsilon^{r+1}$.
   Update $\lambda^{r+1}$ and $\mu^{r+1}$ by employing Algorithm 1.
5: until $|v(W^{r+1}) - v(W^{r})|/v(W^{r}) \leq \epsilon$. Output: $W^* = W^r$.

\[ \hat{W} = \sum_{i=1}^{K} W_i W_i^H, \] after dropping the constant terms, Problem (13b) can be simplified expressed by

\[ \min_{\Phi} \sum_{k=1}^{K} \alpha_k \text{Tr} \left( F_k U_k^H Z_k W_k U_k^H \right) \]

\[ + \sum_{k=1}^{K} \alpha_k \delta^2 \text{Tr} \left( F_k U_k^H H_k^H \Phi \Phi^H H_k U_k^H \right) \]

\[ - \sum_{k=1}^{K} \alpha_k \text{Tr} \left( F_k U_k^H H_k W_k \right) \]

\[ - \sum_{k=1}^{K} \alpha_k \text{Tr} \left( F_k W_k^H Z_k U_k \right) \]

s.t. (8c) and (8d). (22b)

By substituting $Z_k$ into the objective function, we have

\[ \Phi^H D_k \Phi T = \Phi^H L_k \Phi + c_{1,k}, \]

\[ \text{Tr} \left( \Phi^H D_k \Phi T \right) = \text{Tr} \left( \Phi^H L_k \Phi \right) + \text{Tr} \left( \Phi^H H_k \Phi \right) + c_{1,k}, \]

(23a)

Then, by defining $G_k = \alpha_k H_k U_k F_k W_k^H$, we have

\[ \alpha_k \text{Tr} \left( F_k U_k^H H_k \Phi \Phi^H H_k \Phi W_k \right) = \text{Tr} \left( G_k^H \Phi \right) + c_{2,k}, \]

where $c_{2,k} = \text{Tr} \left( F_k U_k^H H_k \Phi W_k \right)$.

Similarly, by defining $P_{\text{max}} = \left( F_k U_k^H H_k \Phi W_k \right)$, we have

\[ \text{Tr} \left( G_k^H \Phi \right) + \delta^2 \kappa^2 \text{Tr} \left( \Phi^H \Phi \right) \leq \bar{P}_{\text{max}}. \]

Consequently, Problem (22) can be transformed into the following equivalent form

\[ \min_{\Phi} \text{Tr} \left( \Phi^H D \Phi T \right) + \delta^2 \kappa^2 \text{Tr} \left( \Phi^H D \Phi \right), \]

\[ - \text{Tr} \left( \Phi^H C \right) - \text{Tr} \left( \Phi^H H \Phi \right), \]

s.t. (24) and (8d), (24b)

where $D = \sum_{k=1}^{K} D_k$ and $C = \sum_{k=1}^{K} \text{Tr} \left( \Phi^H H \Phi \right), \]

Note that the above problem is still difficult to tackle. In the following, we transform Problem (24) into an equivalent form by employing some further algebraic manipulations. We define a sequence of equalities as follows

\[ \text{Tr} \left( \Phi^H D \Phi T \right) = \phi^H \Omega \Phi \text{Tr} \left( \Phi^H D \Phi \right) \]

\[ = \phi^H \hat{T} \Phi, \]

\[ \text{Tr} \left( \Phi^H \Phi \right) = \phi^H, \]

\[ \text{Tr} \left( \Phi^H C \right) = \phi^H, \]

\[ \text{Tr} \left( \Phi^H H \Phi \right) = \phi^H, \]

\[ \text{Tr} \left( \Phi^H \Phi \right) = \phi^H \Phi, \]

\[ \text{Tr} \left( \Phi^H H \Phi \right) = \phi^H, \]

\[ \Phi = \Phi^H. \]

where $\Omega = D \circ T^T$, $\phi = \text{Vecd} (\Phi)$, $\hat{T} = \delta^2 \kappa^2 (D \circ I_k^T)$, $\Phi = \text{Vecd} (\Phi)$ and $c = \text{Vecd} (C)$, with $\text{Vecd} (X)$ forms a vector out of the diagonal of its matrix argument. The above equalities given above follow from the properties in [47, Theorem 1.11]. Additionally, the constraint $|\phi_n| \leq a_n^{\max}$ is convex and can be recast by $\phi^H e_n e_n^T \phi \leq (a_n^{\max})^2$, where $e_n$ is the elementary vector with one in the $n$-th position and zeros elsewhere. Consequently, by defining $\hat{\Omega} = \Omega + \hat{T}$ and $\hat{T} = \hat{T} + \delta^2 \kappa^2 I_n$, Problem (24) can be reformulated by

\[ \min_{\Phi} \phi^H \hat{\Omega} \Phi - \phi^H c - c^H \phi, \]

s.t. $\Phi^H T \Phi \leq \bar{P}_{\text{max}}$, (25b)

\[ \phi^H e_n e_n^T \phi \leq (a_n^{\max})^2, \forall n \in N. \]

Since Problem (25) is a convex quadratic constraint quadratic programming (QCQP) problem, the optimal solution of $\phi$ can be determined by employing the Lagrangian multiplier method, i.e.,

\[ \phi^* = \left( \hat{\Omega} + \varphi^* \hat{T} + \sum_{n=1}^{N} \tau_n e_n e_n^T \right)^{-1} c, \]

(26)

where $\varphi^*$ and $\tau_n, \forall n$ denote the searched optimal Lagrangian multipliers associated with the constraints in (25b) and (25c). However, for a given accuracy tolerance $\epsilon$, the total computational complexity for obtaining the transmissive coefficient $\phi^*$ by employing the Lagrangian multiplier method is $O((\frac{N^2}{2}) \sqrt{N+1} (3N+1) N^3) \approx O(N^{4.5})$, which is mainly due to the matrix inversion and the two-dimensional grid search for multipliers. To reduce the computational complexity so that the algorithm can be adopted to real-time communications systems in practice, hereinafter, we provide a computationally efficient algorithm (on the order of $O(N^2)$) by investigating the particular structures of the objective function and constraints in Problem (25). In addition, the proposed algorithm can be easily extended to optimize the transmissive coefficient $\phi$ under the more practical TE models [26], [40], which is to be discussed in Section III-D.

Here, our objective is to obtain the transmissive coefficient vector $\phi = a \circ \theta$, which consists of amplification factor $a$ and phase-shifting $\theta$, where $a = \text{Vecd} (A)$ and $\theta = \text{Vecd} (\Theta)$, respectively. In addition, since $\text{Tr} \left( \Phi^H \Phi \right) = a^T_a$, the terms in Problem (24) can be recast as $\text{Tr} \left( \Phi^H \Phi \right) = a^2_n$. Similarly, $\text{Tr} \left( \Phi^H D \Phi \right) = a^2_n D_{n.n}$, and $\text{Tr} \left( \Phi^H \Phi T \right) = a^2_n T_{n.n}$, which have no impact on updating $\theta$. As a result, the amplification power budget constraint in (24) can be recast by $\sum_{n=1}^{N} a_n^2 \left( T_{n.n} + \delta^2 \kappa^2 \right) \leq \bar{P}_{\text{max}}$. Based on the above discussion, Problem (24) can be equivalently transformed as follows

\[ \min_{a, \theta} \left( a^T_a \circ \theta^H \right) \Omega (a \circ \theta) + \delta^2 \kappa^2 \sum_{n=1}^{N} a_n^2 D_{n.n} \]
\[
\begin{align*}
- \left( a^T \circ \theta^H \right) c &= c \circ H (a \circ \theta), \quad (27a) \\
\text{s.t. } \sum_{n=1}^{N} a_n^2 \left( T_{n,n} + \delta^2 \kappa^2 \right) &\leq P_{\text{max}}^\text{TS}, \quad (27b) \\
|\theta_n| &= 1, \forall n \in N, \quad (27c) \\
0 &\leq a_n \leq a_{\text{max}}, \forall n \in N. \quad (27d)
\end{align*}
\]

Although Problem (27) has been significantly simplified compared with Problem (24), it is still non-convex due to the constant modulus constraint (27c). As a result, the dual-based algorithm cannot be employed here due to the dual gap is not zero. Therefore, we transform the above challenging problem by employing the price mechanism [48] as follows:

\[
\begin{align*}
\min_{\eta, a, \theta} \quad h(\eta, a, \theta) &= f(a, \theta) + \eta g(a), \quad (28a) \\
\text{s.t. } (27c) \text{ and } (27d).
\end{align*}
\]

where \(\eta \geq 0\) is the introduced price of the function \(g(a) = \sum_{n=1}^{N} a_n^2 \left( T_{n,n} + \delta^2 \kappa^2 \right)\), which is the left hand of constraint in (27b), and \(f(a, \theta)\) is the objective function of Problem (27). Then, for a given \(\eta\), we propose an efficient pair-wise alternate sequential optimization (ASO) algorithm [18], [49] to obtain the high-quality suboptimal solutions \(a\) and \(\theta\) [43].

More specifically, we further express the terms of the objective function \(h(\eta, a, \theta)\) as follows

\[
\left(a^T \circ \theta^H \right) \Omega (a \circ \theta) = \sum_{i=1, i \neq n}^{N} \left(a^T \circ \theta^H \right) \Omega_{i,n} a_i \theta_i + \left(a^T \circ \theta^H \right) \Omega_{n,n} a_n \theta_n
\]

\[
= \sum_{i=1, i \neq n}^{N} a_n \theta_n \Omega_{i,n} a_i \theta_i + \sum_{j=1, j \neq i, i \neq n}^{N} a_j \theta_j \Omega_{j,i} a_i \theta_i + a_n \theta_n \Omega_{n,n} a_n \theta_n
\]

and \(\left(a^T \circ \theta^H \right) c = a_n \theta_n c_n + \sum_{i=1, i \neq n}^{N} a_i \theta_i c_i\). It can be readily verified that \(\Omega = D \circ \mathbf{T}^T\) is a positive semi-definite matrix due to \(D\) and \(\mathbf{T}^T\) are semi-definite matrices, and hence, we have \(\Omega_{n,i} = \Omega_{i,n}\). Similarly, the constraint on the amplification power budget in (27b) can be expressed by \(a_n^2 \left( T_{n,n} + \delta^2 \kappa^2 \right) \leq P_{\text{max}}^\text{TS}\) where \(P_{\text{max}}^\text{TS} = P_{\text{max}}^\text{TS} - \sum_{i=1, i \neq n}^{N} a_i^2 \left( T_{i,i} + \delta^2 \kappa^2 \right)\).

Clearly, the objective function \(h(\eta, a, \theta)\) can be recast as an equivalent function with respect to the transmissive coefficients of \(n\)-th active TE, i.e., \(a_n\) and \(\theta_n\), which is given by

\[
h(\eta, a_n, \theta_n) = 2 R \left\{ a_n \theta_n \left[ \sum_{i \neq n}^{N} \Omega_{i,n} a_i \theta_i - c_n \right] \right\} + a_n^2 \left[ T_{n,n} + \delta^2 \kappa^2 \right] + \chi_n,
\]

where \(\chi_n\) is a constant value with respect to the \(n\)-th pair of optimization variables \(\{a_n, \theta_n\}\), which is given by

\[
\chi_n = \sum_{i \neq n}^{N} a_i \theta_i \Omega_{i,n} a_i \theta_i + \delta^2 \kappa^2 \sum_{i \neq n}^{N} a_i^2 D_{i,i} + 2 R \left\{ \sum_{i \neq n}^{N} a_i \theta_i c_i \right\} + \eta \sum_{i \neq n}^{N} a_i^2 \left( T_{i,i} + \delta^2 \kappa^2 \right) \}
\]

Consequently, we can only investigate the following problem for sequentially optimizing a pair of values \(\{a_n, \theta_n\}\) while fixing the remaining \(N-1\) pairs. By omitting the constant term \(\chi_n\) in \(h(\eta, a_n, \theta_n)\), which has no impact on optimizing \(\{a_n, \theta_n\}\), and defining \(e_n = c_n - \sum_{i \neq n}^{N} \Omega_{i,n} a_i \theta_i\), we have the following surrogate problem with respect to \(\{a_n, \theta_n\}\), and takes the forms

\[
\min_{a_n, \theta_n} \quad -2 R \left\{ a_n \theta_n e_n \right\} + a_n^2 \left( T_{n,n} + \delta^2 \kappa^2 \right) + \eta \left( T_{n,n} + \delta^2 \kappa^2 \right), \quad (30a)
\]

s.t. (27c) and (27d).

Note that \(\theta_n\) and \(a_n\) only constrained by (27c) and (27d), respectively, we decompose Problem (30) into two subproblems

\[
\begin{align*}
\theta_n &= \arg \max_{\theta_n} \quad \mathbb{R} \left\{ a_n^2 e_n \right\}, \quad \text{s.t. } (27c), \quad (31a) \\
a_n &= \arg \min_{a_n} \quad (30a), \quad \text{s.t. } (27d).
\end{align*}
\]

An equivalent expression for Problem (31a) is given by

\[
\max \cos (-\varphi_n + \angle e_n), \quad \text{s.t. } (27c). \quad (32a)
\]

The optimal solution to the above problem is

\[
\varphi_n = \angle e_n. \quad (33)
\]

Note that with the obtained solution of \(\varphi_n\) by employing (33), the value of \(\cos (-\varphi_n + \angle e_n)\) can be calculated as 1, and hence, the term of \(2 R \left\{ a_n^2 e_n \right\}\) in (30a) reduce to \(2a_n |e_n|\). Consequently, the solution to Problem (31b) is given in a semi-closed-form expression as follows

\[
a_n = \min \left\{ \frac{|e_n|}{\delta^2 \kappa^2 D_{n,n} + \Omega_{n,n} + \eta (T_{n,n} + \delta^2 \kappa^2)}, a_{\text{max}} \right\}. \quad (34)
\]

Based on the above discussions, a pair of \(\{a_n, \theta_n\}\) can be conducted by successively optimizing with the other \(N-1\) pairs being fixed, and then repeating until converging. The details of the pair-wise ASO algorithm in \(l\)-th iteration are summarized in Algorithm 3, where \(\theta_n^{(n+1)}\) and \(a_n^{(n+1)}\) denote the optimized vectors after updating the \(n\)-th TE at the \(m\)-th inner-iteration of the \(l\)-th iteration for optimizing the transmissive coefficients. It can be readily verified Algorithm 3 is guaranteed to converge and obtain a high-quality suboptimal solution [50]. Then, the remaining work is to find the price \(\eta^*\) so that the complementary slackness condition for constraint (27b) is satisfied, i.e., \(\eta \left( g(\alpha(\eta)) - P_{\text{max}}^\text{TS} \right) = 0\). Since \(g(\alpha(\eta))\) is a non-increasing function of \(\eta\), the optimal solution of \(\eta\) can be obtained by employing the bisection search method [48]. Searching the optimal price \(\eta^*\) is similar to searching the multiplier \(\epsilon^*\) when updating \(W\) in (20), and it is omitted for simplicity. Based on the above discussion, the details of the price-mechanism-based algorithm for alternating optimizing \(\eta^*, \alpha^*, \text{ and } \theta^*\) are provided in Algorithm 4.

D. Extension to Practical Active TE Models

In the above discussion, we follow the widely-employed ideal active TE model that the phase shift and amplification factor are perfectly decoupled, and hence they can be tuned independently and continuously. However, limited by hardware implementation, the assumption is impractical. Specifically,
in practice, the phase shift of the TE generally can only take a finite number of discrete values from the discrete phase set for economic reasons [40]. In addition, the amplification factor is phase-dependent due to the circuit limitation, which introduces the additional constraint between the amplification factor and the phase shift of the -th TE are coupled together, and hence the amplification factor becomes a function with respect to its phase, which is referred to as the BCD-based joint precoding algorithm [26].

Algorithm 3: Pair-Wise ASO Algorithm

1. Initialize \( \eta_l, a_0^{(0)} \triangleq a^l, \theta_0^{(0)} \triangleq \theta^l \), and inner-iteration index \( m = 0 \). With \( \eta_l \), let the initial value of (29a) in \( l \)-th iteration as \( \rho (a_0^{(0)}, \theta_0^{(0)}) \).
2. Repeat
3. Sequentially Optimize: \( a_n^{(m+1)} \) and \( \theta_n^{(m+1)} \), \( n = 1, \ldots, N \), by using (34) and (33);
4. Calculate \( \rho (a_N^{(m+1)}, \theta_N^{(m+1)}) \);
5. until \( |\rho (a_N^{(m+1)}, \theta_N^{(m+1)}) - \rho (a_N^{(m)}, \theta_N^{(m)})| \leq \epsilon \), output \( a_+^{(m)} \triangleq a_N^{(m)}, \theta_+^{(m)} \triangleq \theta_N^{(m)} \).

Algorithm 4: Price-Mechanism-Based Algorithm

1. Initialize \( a^0, \eta^{up,0}, \eta^{low,0} \), and iteration index \( l = 0 \).
2. Calculate: \( (a (\eta^l))^{l+1} \) and \( (\theta (\eta^l))^{l+1} \) by using Algorithm 3;
3. Calculate: \( \eta^{l+1} = \eta^{up,l} + \eta^{low,l} \triangleq g (\eta^l) \), and then Update: \( \eta^{up,l+1} \triangleq \eta^{up,l} + h (\eta^l) \), \( \eta^{low,l+1} \triangleq \eta^{low,l} - h (\eta^l) \);
4. if \( |h^{l+1} - h^l| \leq \epsilon \), terminate and output \( \eta^* \triangleq \eta^l \), \( a^* \triangleq a^l, \theta^* \triangleq \theta^l \). Otherwise, go to step 2.

Algorithm 5: BCD-Based Joint Precoding Algorithm

1. Initialize \( W^{(0)}, A^{(0)}, \Theta^{(0)} \), and iteration index \( t = 0 \).
2. Repeat
3. Update \( U^{(t+1)} \) by using (11);
4. Update \( F^{(t+1)} \) by using (12);
5. Update \( W^{(t+1)} \) by employing Algorithm 2;
6. Update \( \Theta^{(t+1)} \) and \( A^{(t+1)} \) by employing Algorithm 4;
7. until \( |R^{(t+1)} - R^{(t)}| < \epsilon \), output \( W^* \triangleq W^{(t)}, A^* \triangleq A^{(t)} \), and \( \Theta^* \triangleq \Theta^{(t)} \).

E. Convergence and Complexity Analysis

The detailed description of the proposed BCD-based joint precoding algorithm is summarized in Algorithm 5, we update one of the variables while the others are fixed. Algorithm 5 guarantees to converge which can be proved as follows. For each updating step, with the fixed other variables, it can be readily proved that the value of \( R \) is monotonically increasing after each step. Additionally, since the power budget constraints at the BS and active-ITS, \( R \) is upper bounded by a finite value, thus Algorithm 5 guarantees to converge.

Now we briefly analyze the total computational complexity of Algorithm 5. The complexities for updating \( U \) and \( F \) in Steps 3, 4 are \( O \left( KM_1^2 \right) \) and \( O \left( Ks^2 \right) \), respectively. In Step 5, the major computational cost of Algorithm 2 is on calculating the inverse operation, which is \( O \left( M_1^2 \right) \), and the number of inner-iterations required for employing Algorithm 2 is \( I_2 \). In Step 6, the complexity of Algorithm 3 is \( O \left( N^2 \right) \) for each inner-iteration, and the number of required inner-iterations is \( I_2 \). Therefore, the total complexity of Algorithm 5 is \( O \left( I_0 \log \left( \frac{\epsilon^{|N|}}{\epsilon^{|M_1|}} \right) \right) K M_1^2, I_2 \log \left( \frac{\epsilon^{|N|}}{\epsilon^{|M_1|}} \right) N^2 \), where \( I_0 \) is the total number of iterations of Algorithm 5, and \( \log \left( \frac{\epsilon^{|N|}}{\epsilon^{|M_1|}} \right) \) and \( \log \left( \frac{\epsilon^{|N|}}{\epsilon^{|M_1|}} \right) \) are the required iterations for searching the \( \epsilon \)-optimal solutions of multipliers and price factor, respectively.
Fig. 3. Block-amplifying architecture of the active-ITS.

IV. THE PROPOSED BLOCK-AMPLIFYING ARCHITECTURE OF ACTIVE-ITS

In this section, we provide a block-amplifying architecture of active-ITS to partially remove the circuit components for power-amplifying, which is beneficial for reducing the surface size and hardware cost. More specifically, as illustrated in Fig. 3, for the block-amplifying architecture, the total active TEs are divided into several blocks, and the TEs in each block are assumed to share the same power amplifier. In practice, the phase shifts of elements of the passive-RIS are generally controlled by row or column due to the circuit limitation and implementation cost [51]. Therefore, from the hardware implementation point of view, TEs can be partitioned by row or column, and then deploy a circuit for power amplification, where TEs in each row(column) share the same amplification factor. Although this block partition strategy might not be optimal for performance, it facilitates the practical hardware implementation of the active-ITS.

Discussion of the inevitable performance degradation: Compared with element-amplifying architecture, the block-amplifying architecture can reduce the scale of the power-amplifying circuit, which makes it further suitable for application to the space-limited scenario. In addition, by partially removing the circuit components for power amplifying, the total static circuit power consumption of the block-amplifying architecture reduces to $P_{\text{circ}} = N P_{\text{SW}} + R P_{\text{DC}}$, where $R$ ($R \leq N$) denotes the number of blocks. Clearly, the power consumption of the block-amplifying architecture is less than that of the element-amplifying architecture, i.e., $N (P_{\text{SW}} + P_{\text{DC}})$, and according to constraint (8c), the more power will be used to perform the amplitude-magnifying, while it can counteract some inevitable performance loss caused by such an architecture.

Hereinafter, we modify the proposed algorithm to maximize the WSR of the system with block-amplifying ITS. Note that the variables $\mathbf{U}$, $\mathbf{F}$, $\mathbf{W}$, and $\mathbf{\Theta}$ can be directly obtained as that under element-amplifying architecture, and hence, the remaining work is to optimize the power amplifying factor matrix $\mathbf{A}$. In the following, we extend the proposed ASO algorithm from the pair-wise form into the block-wise form, which can optimize $\mathbf{A}$ in a block-by-block manner.

Remark: From a mathematical point of view, since the element-amplifying architecture can be interpreted as a special case ($R = N$) of the block-amplifying architecture, the proposed ASO Algorithm under the block-wise form is a superset of the pair-wise form.

Particularly, we partition the power amplifying factor $\mathbf{a}$ into $R$ blocks, i.e., $\mathbf{a} = [\mathbf{a}_1^T, \mathbf{a}_2^T, \cdots, \mathbf{a}_R^T]$, where $\mathbf{a}_r \in \mathbb{R}^{N_r \times 1}$ is the power amplifying factor vector corresponding to $\hat{N}_r$. TEs in the $r$-th block, which is given by $\mathbf{a}_r = [\mathbf{a}_r(1), \mathbf{a}_r(2), \cdots, \mathbf{a}_r(\hat{N}_r)]^T = \mathbf{a}_r \mathbf{1}_{\hat{N}_r}^T$, where $\mathbf{a}_r(m)$ is the $(\sum_{l=1}^{r-1} \tilde{N}_l + m)$-th element of $\mathbf{a}$ with $r = 2, 3, \cdots, R$ and $m = 1, 2, \cdots, \hat{N}_r$. Here, let us revisit Problem (27). First, $(\mathbf{a}_r ^T \circ \mathbf{\theta}^H) \mathbf{\Omega} (\mathbf{a} \circ \mathbf{\theta})$ can be expanded as the following form

$$
(\mathbf{a}_r ^T \circ \mathbf{\theta}^H) \mathbf{\Omega} (\mathbf{a} \circ \mathbf{\theta}) = \sum_{i \neq r} \sum_{j=1}^{R} \left( \mathbf{a}_r ^T \circ \mathbf{\theta}^H \right) \mathbf{\Omega}_{j,i} (\mathbf{a}_i \circ \mathbf{\theta}_i)
$$

$$
+ \sum_{i \neq r} \left( \mathbf{a}_r ^T \circ \mathbf{\theta}^H \right) \mathbf{\Omega}_{r,i} (\mathbf{a}_i \circ \mathbf{\theta}_i)
$$

$$
+ \mathbf{a}_r ^T \circ \mathbf{\theta}^H \mathbf{\Omega}_{r,i} (\mathbf{a}_i \circ \mathbf{\theta}_i),
$$

where $\mathbf{\Omega} = [\mathbf{\Omega}_1, \cdots, \mathbf{\Omega}_R]$ with $\mathbf{\Omega}_r = [\mathbf{\Omega}_{1,r}, \cdots, \mathbf{\Omega}_{R,r}]^T$, and $\mathbf{\theta} = [\mathbf{\theta}_1^T, \cdots, \mathbf{\theta}_R^T]^T$ with $\mathbf{\theta}_r = [\mathbf{\theta}_r(1), \cdots, \mathbf{\theta}_r(\hat{N}_r)]^T$ where $\mathbf{\theta}_r(m)$ denotes the $(\sum_{l=1}^{r-1} \tilde{N}_l + m)$-th element of $\mathbf{\theta}$ with $r = 2, 3, \cdots, R$ and $m = 1, \cdots, \hat{N}_r$. Furthermore, we have $(\mathbf{a}_r ^T \circ \mathbf{\theta}^H) \mathbf{\Omega}_{r,r} (\mathbf{a}_r \circ \mathbf{\theta}_r) = a_r \mathbf{1}_{\hat{N}_r} \mathbf{1}_{\hat{N}_r} ^T \mathbf{\Omega}_{r,r} \mathbf{1}_{\hat{N}_r} \mathbf{1}_{\hat{N}_r} ^T$ and $(\mathbf{a} ^T \circ \mathbf{\theta}^H) \mathbf{\Omega} (\mathbf{a} \circ \mathbf{\theta}) = \sum_{i \neq r} \sum_{j=1}^{R} \mathbf{a}_r ^T \circ \mathbf{\theta}^H \mathbf{\Omega}_{j,i} (\mathbf{a}_i \circ \mathbf{\theta}_i) + \mathbf{a}_r ^T \circ \mathbf{\theta}^H \mathbf{\Omega}_{r,i} (\mathbf{a}_i \circ \mathbf{\theta}_i) + \mathbf{a}_r ^T \circ \mathbf{\theta}^H \mathbf{\Omega}_{r,r} (\mathbf{a}_r \circ \mathbf{\theta}_r).

Consequently, Problem (27) can be reformulated by

$$
\min_{\mathbf{a}_r} f (\mathbf{a}_r) = a_r^2 m_r + 2R \{ a_r z_r + \chi_r \},
$$

s.t. $a_r^2 g_r \leq \hat{P}_{\text{ITS}}^\text{max}, 0 \leq a_r \leq a_r^\text{max}$,

where $m_r = \mathbf{\theta}_r^H \mathbf{\Omega}_{r,r} \mathbf{\theta}_r + \delta^2 \mathbf{\delta}^2 \sum_{p=1}^{\tilde{N}_r} \mathbf{d}_r(p)$, $z_r = \sum_{i \neq r} a_i \mathbf{\theta}_r^H \mathbf{\Omega}_{r,i} \mathbf{\theta}_i - \mathbf{\theta}_r^H \mathbf{\Omega}_{r,r} \mathbf{\theta}_r = \sum_{p=1}^{\tilde{N}_r} \mathbf{t}_r(p) + \mathbf{k}_r^2 z_r$, $F_{\text{max}} = \hat{P}_{\text{ITS}}^\text{max} - \sum_{i \neq r} a_i a_i^* \sum_{q=1}^{\tilde{N}_r} \mathbf{d}_i(q)$, $\chi_r = \sum_{i \neq r} \sum_{j=1}^{R} a_j a_j^* \sum_{q=1}^{\tilde{N}_r} \mathbf{d}_i(q) + 2R \{ \sum_{i \neq r} a_i a_r \mathbf{\theta}_i^H \mathbf{\theta}_r^* \mathbf{c}_r \} + \kappa^2 \mathbf{\delta}^2 \mathbf{\delta} \sum_{i \neq r} a_i a_i^* \sum_{q=1}^{\tilde{N}_r} \mathbf{d}_i(q)$ denotes a constant value with respect to $a_r$, and does not affect its solution.
Note that the above problem can be solved similarly to Problem (31b) and hence it is omitted for brevity.

Based on the above discussions, $a_k, \forall r$ can be conducted by successively optimizing with the other $R-1$ blocks being fixed, and then repeating until the convergence is attained [50].

V. SIMULATION RESULT

In this section, numerical results are provided to evaluate the WSR achieved by the proposed BCD-based joint precoding algorithm under the two architectures of active-ITSs.

We consider a three-dimensional setup as illustrated in Fig. 4. The BS, ITS, and UEs are assumed in a straight line, and their heights of them are 3m, 6m, and 1.5m, respectively, and the total horizontal distances $d_{BU} = 80$ m. The $K = 4$ UEs are uniformly and randomly distributed in a circle centered at $(0 \text{ m}, 70 \text{ m})$ with a radius of 10 m. For the array response vector, the azimuth angles of arrival and departure are uniformly distributed in the interval $[-\pi, \pi]$. The elevation angles of arrival and departure are uniformly distributed in the interval $[-\frac{\pi}{2}, \frac{\pi}{2}]$. The complex gains of LOS paths $\alpha_l, \forall l$ and $\beta_p, \forall p$ are independently distributed with $CN(0, 10^{-0.1PL})$, where the distance-dependent path loss PL for both the LoS and the NLoS paths can be modeled by $PL = PL_0 + 10b \log_{10}(D) + \zeta$ dB, where $D$ is the individual link distance and $\zeta$ denotes lognormal shadow fading following $\zeta \sim N(0, \sigma_\zeta^2)$. As the real-world channel measurements for the carrier frequency of 28 GHz suggested in [3, Table I], the parameters are set as $PL_0 = 61.4$, $b = 2$, $\sigma_\zeta = 5.8$ for LoS paths, and $PL_0 = 72$, $b = 2.92$, $\sigma_\zeta = 8.7$ for NLoS paths. The bandwidth $B = 251$ MHz and the noise power is $\sigma^2 = -90$ dBm.

Unless otherwise stated, the other parameters are set as follows: the paths $L_{\text{HI}} = 4$, $P_{\text{R}} = 4$, $Q_{\text{BU}} = 4$, the distance $d_{\text{HI}} = 70$ m, the circuit power consumption for phase-shifting and power-amplifying is $P_{\text{BS}} = -10$ dBm and $P_{\text{DC}} = -5$ dBm [35], the power budgets of the BS and active-ITS are $P_{\text{BS}}^{\text{max}} = 25$ dBm and $P_{\text{ITS}}^{\text{max}} = 15$ dBm, the number of TEs of $N = 4 \times 5$, the number of antennas of $M_c = 2 \times 3$ and $M_r = 2 \times 2$, the weighting factor of $\alpha_k = 1$, the penetration efficiency of $\kappa = 0.8$, the power conversion efficiency of $\zeta = 1$, the static circuit power at the BS of $P_{1\text{BS}}^{\text{circ}} = 50$ dBm, and the target accuracy of $\varepsilon = 10^{-3}$.

A. Performance Comparison

1) Convergence Behavior: We first show the convergence of the proposed algorithm in Fig. 5. It can be observed that the WSR converges to corresponding stationary points after a few iterations. Due to the number of TEs of the active-ITS is small, the convergence speed is quick. In addition, the impacts of the maximum amplification factor at each TE, and the number of TEs at each block on the convergence speed are slight.

2) Energy Efficiency Comparison Among the Active/Passive ITS and AF Relay: Specifically, the energy efficiency is determined by $\mathcal{E} = \frac{R}{P_{\text{af}} + P_{\text{circ}}^{\text{ITS}} + P_{\text{circ}}^{\text{AF}} + P_{\text{BS}}^{\text{max}}}$. For the active-ITS, $P_{\text{af}} = P_{\text{max}}^{\text{ITS}} + P_{\text{circ}}^{\text{ITS}}$ and for the passive-ITS, $P_{\text{af}} = 0$, and $P_{\text{circ}}^{\text{ITS}} = NP_{\text{BS}}^{\text{SW}}$. While for the AF relay, $P_{\text{af}} = P_{\text{max}}^{\text{AF}} + NP_{\text{circ}}^{\text{RF}}$ with $P_{\text{circ}}^{\text{RF}} = 15$ dBm being the static power to supply single energy-intensive RF chain [28]. It can be seen from Fig. 6, the active/passive-ITS achieve higher energy efficiencies than the AF relay. More specifically, the increased $N$ has no discernible influence on the energy efficiency of the active/passive-ITS, while significantly impacting that of the AF relay. This can be attributed to that the static circuit power consumption of each TE is small, while each RF chain is power-hungry. Additionally, in the large $P_{\text{max}}^{\text{BS}}$ region, both types of ITS have almost the same energy efficiency. This is because as $P_{\text{max}}^{\text{BS}}$ increases, the incident power at the active-ITS becomes large, resulting in less amplification gain at the active-ITS. It can conclude from the figure, that active-ITS is a low implementation-cost and high energy-efficiency option for mmWave outdoor-to-indoor communication.
3) **Impact of System Parameters:** Hereinafter, we investigate the impact of key system parameters on the WSR. We consider different architectures of the active-ITS as well as other benchmark schemes, as indicated by the following terminology:

- **EA-ITS-ASO/SDR/CVX:** The schemes denote the performance achieved by the proposed Algorithm 3, semi-definite relaxation (SDR) technique [33], [36], and CVX toolbox [45] to solve Problem (25) under the element-amplifying architecture of active-ITS, with the active load can provide an unlimited gain (i.e., $a_{\text{max}} = \infty$);
- **BA-ITS, 10/15/20:** All TEs are partitioned by row that each block consists of $N_{r} = 5, \forall r$ TEs and the maximum value of amplification factor $a_{\text{max}} = 10/15/20$ dB;
- **IA-ITS, 10/15/20:** All TEs share the same amplifier (i.e., $R = 1$) that they have identical amplitudes [36] with the maximum amplification factor $a_{\text{max}} = 10/15/20$ dB;
- **AF Relay/Passive-ITS:** Exploiting the AF relay or the conventional passive-ITS in the place of the active-ITS.
- **Without-ITS:** Only exists the direct links.

For fair comparisons, we assume the power budget at the BS for the Passive-ITS and Without-ITS schemes are $P_{\text{max}} + P_{\text{BS}}^{\text{max}}$, then all ITS-related schemes have the same total power consumption. All the simulation results as follows are averaged over 500 independent channel realizations.

In Fig. 7, we investigate the WSR for different locations of the ITS by varying $d_{\text{BI}}$. One important observation is that $a_{\text{max}}$ is one of the dominant parameters for boosting the WSR. More specifically, even for the active-ITS schemes with $a_{\text{max}} = 10$ dB, the WSR has been enhanced compared to that of Passive-ITS scheme, but the trends of the corresponding curves are still similar to that of Passive-ITS scheme. While for the active-ITS scheme with $a_{\text{max}} = 20$ dB, with increasing $d_{\text{BI}}$, the WSR monotonically increased, its trend is different from Passive-ITS scheme. This observation can be explained as follows. With increasing $d_{\text{BI}}$, the channel gain of $G$ becomes weaker, resulting in less incident signal power at the active-ITS, and according to the constraint (8c), the active-ITS can provide a higher amplification gain, which compensates for the attenuation caused by the multiplicative path loss fading effect and contributes to increasing the WSR.

However, since the amplification factor is limited by the circuit loads, the attenuation cannot be compensated well for the active-ITS with a small value of $a_{\text{max}}$. This interesting observation indicates that the active-ITS should be deployed closer to UEs to fully unleash their potential on achieving a better WSR performance, especially for the active-ITS with a small value of $a_{\text{max}}$. Intuitively speaking, the deployment strategy meets the requirements of a practical outdoor-to-indoor communication scenario where the active-ITS is usually very close to UEs, i.e., $d_{U} \ll d_{\text{BI}}$. In addition, it can observe that the proposed algorithm achieves almost the same WSR compared to SDR and CVX, while the proposed algorithm has a much smaller computational complexity, which demonstrates its superiority. Moreover, it can observe that the active-ITS schemes perform constantly better than Passive-ITS scheme in all locations, which implies that the active-ITS brings a significant performance gain due to the amplified signal is only attenuated once. More importantly, it can be seen that the WSR of EA-ITS, 20 scheme outperforms that of BA/IA-ITS, 20 schemes. This observation indicates the importance of carefully optimizing the power amplification factor at the active-ITS for enhancing the WSR. While for the schemes with small $a_{\text{max}}$, the performance degradation caused by the block architecture is slight due to amplification factors of TEs can easily reach the maximum value.

The WSR performances versus the number of TEs are shown in Fig. 8. It illustrates that with the increasing number of TEs, both curves of the active-ITS and Passive-ITS schemes monotonically increase due to more TEs introducing more DoFs to proactively configure signals which yields a higher WSR performance. The usage of active ITSs can greatly reduce the number of TEs compared with the passive-ITS for reaping a given performance level, and hence greatly decreases both the size and the complexity of ITS, which is beneficial for embedding in space-limited and aesthetic-needed building structures. It can be explained by that when equipped with a small number of active TEs in the active-ITS, according to the constraint in (8c), a larger power amplification factor will be allocated at each active TE. In addition, it can observe that with a small number of TEs, the performance gap between EA-ITS and BA-ITS is slight, while it in the large $N$ region also is acceptable. This is because, for a small number of TEs,
the large WSR in a given performance level. In addition, it can be observed that the active-ITS scheme can significantly reduce the power consumption compared to the Passive-ITS scheme when achieving the same performance level. This is also the reason that the curves with \( a_{\text{max}} = 10/15 \) do not change as \( P_{\text{max, ITS}} \) increases. Therefore, it can be concluded that the amplification gain provided by the active-ITS is limited by the maximum value of the amplification factor [35].

VI. CONCLUSION

In this paper, an active-ITS-empowered outdoor-to-indoor mmWave communication system was investigated, where the active-ITS could greatly reduce the number of TEs while maintaining a given performance compared with the passive-ITS. To jointly optimize the linear precoding matrix of the BS and transmissive coefficients of the active-ITS, we formulated a WSR maximization problem, and then a computational efficiently BCD-based joint precoding algorithm was proposed for solving it. In order to further reduce the size and hardware cost of active-ITS, a block-amplifying architecture was proposed to partially remove the hardware components for power amplifying. And then we extended the proposed algorithm into the block-wise form for optimizing the transmissive coefficients of the active-ITS under the block-amplifying architecture. Simulation results demonstrated that the active-ITS could significantly enhance the system performance, and the performance degradation caused by the block-amplifying ITS architecture was negligible.
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