Neural Tangent Kernel (NTK) theory is widely used to study the dynamics of infinitely-wide deep neural networks (DNNs) under gradient descent. But do the results for infinitely-wide networks give us hints about the behavior of real finite-width ones? In this paper, we study empirically whether a network is in the NTK regime depends on the hyperparameters of random initialization and the network’s depth. In particular, NTK theory does not explain the behavior of sufficiently deep networks initialized so that their gradients explode as they propagate through the network’s layers: the kernel is random at initialization and changes significantly during training in this case, contrary to NTK theory. On the other hand, in the case of vanishing gradients, DNNs are in the NTK regime but become untrainable rapidly with depth. We also describe a framework to study generalization properties of DNNs, in particular the variance of network’s output function, by means of NTK theory and discuss its limits.
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1 Introduction

Deep neural networks (DNNs) have gained a lot of popularity in the last decades due to their success in a variety of domains, such as image classification [Krizhevsky et al., 2012], speech recognition [Hannun et al., 2014], playing games [Mnih et al., 2013], etc. Consequently, there has been a tremendous interest in the theoretical properties of DNNs: expressivity [Montufar et al., 2014], optimization [Goodfellow et al., 2014] and generalization [Hardt et al., 2016]. However, many aspects of DNNs, in particular their surprising generalization properties, still remain unclear to the community [Zhang et al., 2016].

To study theoretical properties of DNNs, numerous recent papers have considered them in the infinite-width limit. In particular, there is a line of research which shows that untrained fully-connected networks of depth $L$ and widths $M_1, \ldots, M_L$ with weights and biases initialized randomly as

$$W_{ij}^l \sim \mathcal{N}(0, \sigma_w^2/M_l), b_i^l \sim \mathcal{N}(0, \sigma_b^2)$$

behave as Gaussian processes (GP) in the infinite-width limit (for any $l \in [1, L], \sigma_w \rightarrow \infty$) [Lee et al., 2017, Matthews et al., 2018, Novak et al., 2018]. These GPs are then fully described by a so-called Neural Network Gaussian Process (NNGP) kernel, and a number of publications have studied properties of this kernel depending on the network’s depth and initialization hyperparameters [Poole et al., 2016, Schoenholz et al., 2016]. These works developed a mean field theory formalism for NNs and identified that there exist two situations – depending on hyperparameters $(\sigma_w^2, \sigma_b^2)$ – in which signal propagation through the network differs substantially: ordered and chaotic phases, which correspond to vanishing and exploding gradients. However, these results only concern untrained randomly initialized networks.

There have also been recent successes in the theory of trained infinitely wide DNNs. In particular, it has been shown that the evolution of NN’s output during gradient flow training can be captured by a so-called Neural Tangent Kernel
This work adds to the line of research that studies the correspondence between finite- and infinite-width DNNs. In particular, the difference between theoretical (infinite-width) and empirical (finite-width) NTK. In this section, we survey the prior results in this direction and position our contribution within them.

A number of papers have studied the convergence of the empirical NTK at initialization to the theoretical NTK. The first fundamental result of NTK theory is that the NTK converges to a deterministic limit as $M$ goes to infinity \cite{Jacot2018}. The following work proved a non-asymptotic bound on minimal $M$ required to guarantee this behavior of finite-width networks in most of the hyperparameters space \cite{Xiao2019, Geiger2020}. Other authors argue that the behavior of networks in the NTK regime is trivial and does not yield good generalization properties, that are however observed for DNNs in practice \cite{Chizat2019}. We show how to compute data-independent variance of the network’s output when it evolves according to NTK theory. However, given our empirical results for when NTK theory is applicable, we discover that these findings do not explain the behavior of finite-width networks in most of the hyperparameters space $(\sigma_w^2, \sigma_b^2, L, M)$.

\section{1.1 Contribution}

Our aim in this work is to understand when the inferences of NTK theory \cite{3} and \cite{4} hold for real NNs depending on hyperparameters $(\sigma_w^2, \sigma_b^2, L, M)$ and what this implies for the existing theoretical results about DNNs based on NTK theory. The contributions of our work are as follows:

\begin{itemize}
  \item **NTK variance at initialization.** We study empirically when the NTK is approximately deterministic at initialization for finite-width fully-connected ReLU and $\tanh$ networks with different hyperparameters $(\sigma_w^2, \sigma_b^2, L, M)$. Our results suggest that, depending on the initialization hyperparameters $(\sigma_w^2, \sigma_b^2)$, there is a phase in the hyperparameter space where the NTK is close to deterministic for any depth $L$, so \cite{4} holds. However, there is also a phase where the NTK variance grows with $L/M$, so \cite{4} does not hold for deep networks. Following the terminology from \cite{Poole2016}, we will call these phases ordered and chaotic, respectively.
  \item **NTK change during training.** We also empirically study changes in the NTK matrix during gradient descent training for ReLU and $\tanh$ networks. Our results show that, in the ordered phase, the relative change in the NTK matrix norm caused by training is small and does not increase with $L$, so \cite{3} holds. However, in the chaotic phase the NTK matrix change during training is large and grows with depth $L$. This implies that \cite{3} does not hold, i.e. DNNs initialized in the chaotic phase do not behave as NTK theory suggests.
  \item **NTK theory approach for generalization.** Some recent publications analyze properties of the NTK and draw conclusions about DNNs’ generalization thereof \cite{Xiao2019, Geiger2020}. Other authors argue that the behavior of networks in the NTK regime is trivial and does not yield good generalization properties, that are however observed for DNNs in practice \cite{Chizat2019}. We show how to compute data-independent variance of the network’s output when it evolves according to NTK theory. However, given our empirical results for when NTK theory is applicable, we discover that these findings do not explain the behavior of finite-width networks in most of the hyperparameters space $(\sigma_w^2, \sigma_b^2, L, M)$.
\end{itemize}

\section{1.2 Related work}

This work adds to the line of research that studies the correspondence between finite- and infinite-width DNNs. In particular, the difference between theoretical (infinite-width) and empirical (finite-width) NTK. In this section, we survey the prior results in this direction and position our contribution within them.

The following work proved a non-asymptotic bound on minimal $M$ required to guarantee
convergence in case of ReLU networks [Arora et al. 2019]. This bound on $M$ depends on the depth as $O(L^6 \log(L))$, therefore $L/M$ is always small for deep networks when the bound holds. Then, a recent theoretical work improved this result in a special case of ReLU networks with initialization $(\sigma_w = 2, \sigma_b = 0)$ by showing the precise exponential dependence of the NTK variance at initialization on $L/M$ [Hanin and Nica, 2019]. That is, (4) does not hold for such networks when $L/M$ is bounded away from zero. However, the proofs given in the paper are not immediately generalizable for different activation functions and different initialization parameters. Thus, there is still no solid understanding of the NTK randomness depending on the choice of a network. Therefore, in Section 3 we empirically study the randomness of the NTK at initialization for ReLU and $\tanh$ networks with a variety of hyperparameters $(M, L, \sigma_w, \sigma_b)$ and observe the precise dependence on 1) the position of initialization $(\sigma_w, \sigma_b)$ in either ordered or chaotic phase, 2) depth-to-width ratio $L/M$ in the chaotic phase.

Changes of the NTK matrix during gradient descent training have also been analyzed in the literature mostly as a function of $L$. In particular, it has been proven [Huang and Yang, 2020] and shown experimentally [Lee et al., 2019] that the change of the NTK matrix during gradient descent training is bounded by $O(1/M)$ when the depth $L$ is fixed. For ReLU networks with initialization $(\sigma_w = 2, \sigma_b = 0)$ it has also been proven that the change of the NTK in a gradient descent step depends exponentially on $L/M$ [Hanin and Nica, 2019]. We add to these results in Section 3 by investigating the NTK changes during training for two activation functions and hyperparameters $(\sigma_w, \sigma_b, L)$.

A different line of research has also studied the theoretical (infinite-width) NTK as a function of depth and initialization parameters [Xiao et al., 2019, Hayou et al., 2019]. These contributions found that the spectrum of infinite-width NTK behaves differently in ordered and chaotic phases. The authors also showed that the infinite-depth limit of the theoretical NTK (when first the limit $M \to \infty$ is taken with fixed $L$ and then $L \to \infty$) yields trivial performance and cannot explain properties of finite DNNs. These papers showed that both in ordered and chaotic phases the NTK approaches its trivial limit exponentially in $L$, and only in the border between phases (EOC) this convergence is sub-exponential. However, the setting of these contributions requires $L/M$ values to be small, therefore they do not explain how the randomness of NTK and its changes during training impact the results. Our work shows that in the chaotic phase and at the EOC the NTK does not behave as its theoretical limit when $L/M$ is bounded away from zero, therefore we cannot draw conclusions about such DNNs based on the theoretical NTK.

In generalization research, the recent trend is double descent — the phenomenon that highly overparametrized models, including DNNs, tend to generalize surprisingly well [Belkin et al., 2018, Nakkiran et al., 2019, Belkin et al., 2019, Hastie et al., 2019]. The recent developments in the theory of double descent showed that overparametrized linear models reach low generalization error because, counterintuitively, their variance decreases when the number of parameters increases beyond the number of samples [Hastie et al., 2019]. However, there is still no double descent theory for DNNs, which are significantly more theoretically complex than linear models. In Section 3 we studied the variance of DNNs’ output with the simplifications of NTK theory, which can be seen as the first step into this direction.

## 2 Mean field approach for wide neural networks

A number of recent papers used the mean field formalism to study forward- and backpropagation of signal through randomly initialized DNNs [Poole et al., 2016, Schoenholz et al., 2016, Karakida et al., 2018, Yang and Schoenholz, 2017]. We first describe this approach and show how ordered and chaotic phases, which correspond to vanishing and exploding gradients, arise from it.

Suppose there is a fully-connected feed-forward neural network initialized randomly as in (1) with hidden layers’ widths $M_1, \ldots, M_L$. Forward propagation through the network is given by

$$x^l(x_s) = \phi(h^l(x_s)), \quad h^l(x_s) = \mathbf{W}^l x^{l-1}(x_s) + b^l, \quad l = 1, \ldots, L,$$

$$x^0(x_s) = x_s, \quad s = 1, \ldots, S,$$

where $\phi$ is the activation function, $x^l$ are activations, $h^l$ are pre-activations in each layer $l$, and $D = (X, Y) = \{(x_s, y_s)\}_{s=1,\ldots,S}$ is a dataset.

Consider variances $q^l(x_s) := \mathbb{E}[(h^l(x_s))^2]$ of the pre-activations in each layer for a given input vector $x_s$. The mean field theory approach assumes that $h_i^l(x_s), i = 1, \ldots, M_l$ are i.i.d Gaussian, so by central limit theorem in the limit of $M \to \infty$, the variance can be seen as a sum over different neurons in the same layer $q^l(x_s) = \frac{1}{M^l} \sum_{i=1}^{M_l} (h_i^l(x_s))^2$.

Then it can be computed through a recursive relation:

$$q^l(x_s) = \sigma_w^2 \int Dz \cdot \phi(\sqrt{q^{l-1}(x_s)} z)^2 + \sigma_b^2,$$

(5)
where the average over numerous neurons in layer \( l - 1 \) is replaced by an integral over a Gaussian distribution \( Dz = \frac{dz}{\sqrt{2\pi}}e^{-z^2/2} \). Then the variance of activations \( q^l(x_s) := E[(\chi^l(x_s))^2] \) is given by

\[
q^l(x_s) = \int Dz \cdot \phi(\sqrt{q^l(x_s)}z)^2.
\]

In the same fashion, Poole et al. \[2016\] and Schoenholz et al. \[2016\] derive a recursive map for the correlation between pre-activations of two different inputs and the correlation between activations of two different inputs, denoted correspondingly \( q^l(x_s, x_r) := E[h^l(x_s)h^l(x_r)] \) and \( \chi^l(x_s, x_r) := E[\chi^l(x_s)\chi^l(x_r)] \):

\[
q^l_{sr}(x_s, x_r) = \sigma_w^2 \int Dz_1 Dz_2 \cdot \phi(u_1)\phi(u_2) + \sigma_b^2,
\]

\[
q^l_{sr}^{-1}(x_s, x_r) = \int Dz_1 Dz_2 \cdot \phi(u_1)\phi(u_2),
\]

\[
u_1 = \sqrt{q^l_{sr}^{-1}(x_s)}z_1, \quad u_2 = \sqrt{q^l_{sr}^{-1}(x_r)}[c^l_{sr}z_1 + \sqrt{1 - (c^l_{sr})^2}z_2],
\]

\[
c^l_{sr} = \frac{q^l_{sr}^{-1}(x_s, x_r)}{\sqrt{q^l_{sr}^{-1}(x_s)q^l_{sr}^{-1}(x_r)}}.
\]

The gradients of the network are given by the backpropagation chain:

\[
\frac{\partial f}{\partial W^l_{ij}} = \delta^l_i \phi(h^l_j), \quad \frac{\partial f}{\partial b^l_i} = \delta^l_i,
\]

\[
\delta^l_i = \frac{\partial f}{\partial h^l_i} = \phi'(h^l_i) \sum_j \delta^l_{sr} W^{l+1}_{ji},
\]

where we omitted the dependence on input \( x_s \) for simplicity. With an additional assumption that weights in forward- and backpropagation are drawn independently, i.e. \( \phi(h^l_j) \) and \( \delta^l_i \) are independent, Schoenholz et al. \[2016\] derived a recursive relation for the variance of the backpropagated errors \( p^l(x_s) := E[\sum_i (\delta^l_i(x_s))^2] \):

\[
p^l(x_s) = \sigma_w^2 p^{l+1}(x_s) M_{l+2} \int Dz [\phi'(\sqrt{q^l(x_s)}z)]^2.
\]

And for the corresponding correlation between backpropagated errors of two different input vectors \( p^l_{sr}(x_s, x_r) := E[\sum_i (\delta^l_i(x_s)\delta^l_i(x_r))] \):

\[
p^l_{sr}(x_s, x_r) = \sigma_w^2 p^{l+1}(x_s, x_r) M_{l+1} M_{l+2} \int Dz_1 Dz_2 \cdot \phi'(u_1)\phi'(u_2),
\]

\[
u_1 = \sqrt{q^l(x_s)}z_1, \quad u_2 = \sqrt{q^l(x_r)}[c^l_{sr}z_1 + \sqrt{1 - (c^l_{sr})^2}z_2],
\]

\[
c^l_{sr} = \frac{q^l_{sr}^{-1}(x_s, x_r)}{\sqrt{q^l_{sr}^{-1}(x_s)q^l_{sr}^{-1}(x_r)}}.
\]

Note that for certain activation functions, e.g. ReLU and \( \sigma \), the integrals in \(5, 6, 7, 8 \) and \(9 \) can be taken analytically. One can refer to Appendix E for these analytical expressions.

We can now introduce, following the notation from Poole et al. \[2016\] and Schoenholz et al. \[2016\], a quantity that controls the backpropagation of variance \( p^l(x_s) \):

\[
\chi^l_1 = \sigma_w^2 \int Dz [\phi'(\sqrt{q^l z})]^2,
\]

\[
p^l = p^{l+1} \cdot \chi^l_1,
\]

where we assumed that the network’s width is constant, i.e. \( M_{l+1}/M_{l+2} = 1 \). Then \( \chi_1 \) also controls the propagation of the gradients at initialization:

\[
E[(\frac{\partial f^0(x_s)}{\partial W^l_{ij}})^2] = E[(\delta^l_i)^2]E[(\phi(h^l_j)))] \propto p^l(x_s).
\]
In particular, when the initialization parameters are such that $\chi^1_1 < 1$ in all the layers, the gradients vanish, and when $\chi^1_1 > 1$ the gradients explode. These two situations are referred to as ordered and chaotic phases correspondingly, and the border between these phases defined by $\chi^1_1 = 1$ is called edge of chaos (EOC) initialization. Several authors suggest that networks should be initialized near EOC to allow deeper signal propagation [Hayou et al., 2018, Schoenholz et al., 2016].

In the next two sections of the paper, we test empirically how different parameters of random initialization $(\sigma^2_w, \sigma^2_b)$, as well as network’s architecture $(M, L)$, impact the behavior of the empirical NTK $\Theta^0$. Our observation is that for finite-width networks chaotic and ordered phases give rise to very different behavior of the empirical NTK as compared to the theoretical NTK, which has not been considered in the community before to the best of our knowledge.

### 3 NTK variance at initialization

First we aim to verify empirically when the theoretical result (4) that the NTK is deterministic at initialization in the infinite-width limit holds for finite-width NNs. Following Hanin and Nica [2019], we computed the ratio $E[(\Theta^0(x, x))]/E^{2}[(\Theta^0(x, x))] \in [1, \infty)$ to study the distribution of the NTK. When the NTK at initialization is close to deterministic, its distribution is similar to a delta function around its mean and the value of the ratio is close to one.

On the other hand, when this ratio is bounded away from one, the NTK’s variance is comparable to its mean value and therefore cannot be disregarded.

One can see the results of our experiments for fully-connected ReLU and $\tanh$ networks with constant width $M$ in Figure 1. We observe that when $\sigma^2_w$ is small enough (ordered phase), the NTK variance is small and does not increase.
with depth \( L \), implying that Fig. 4 holds for any depth and NTK theory can be used to study NNs initialized in this way. However, for large \( \sigma_w^2 \) (chaotic phase) the variance grows significantly with \( L \), hence for very deep networks in this phase Fig. 4 does not hold. At the EOC, the variance of the NTK is a fraction of its mean even for very deep networks, so NTK theory can approximate the average behavior of networks initialized near EOC, but the random effects may still be significant. One can also see that as \( M \) grows, the vertical red region gets narrower, i.e. the transition becomes sharper. This is consistent with the fact that the theoretical border between vanishing and exploding gradients is sharp and computed in mean field theory (Section 2) by taking the limit \( M \to \infty \). These results are similar for ReLU and tanh networks, taking into account that the theoretical boundary between phases — given by \( \chi_1^2 = 1 \) and indicated by the dashed line in the figures — is located at larger \( \sigma_w^2 \) values for sigmoid networks. One also observes that the NTK variance is small for sufficiently shallow NNs with any \( \sigma_w^2 \) value. Such shallow networks were mostly considered in recent empirical studies on behavior of wide NNs under gradient descent [Lee et al., 2019]. It is thus important to note, that such empirical results may be invalid for much deeper networks, depending on the initialization parameters.

Moreover, when depth \( L \) is fixed and width \( M \) increases, the the NTK variance decreases in the chaotic phase, which supports the hypothesis that the variance depends on the ratio \( L/M \). To examine this dependence on \( L/M \) in more detail, we present Figure 2. It shows the ratio \( \frac{\mathbb{E}[\Theta_0^0(x, x)^2]}{\mathbb{E}^2[\Theta_0^0(x, x)]} \) for a wider range of \( M \) values for four different initialization parameters sets: \( (\sigma_w^2, \sigma_b^2) \in \{(1, 1), (1.5, 1), (2, 0), (3, 1)\} \). Each curve is plotted against both \( L \) and \( L/M \). We notice that in the ordered phase \( (\sigma_w^2 = 1 \text{ and } \sigma_b^2 = 1.5) \) the ratio is close to 1, does not grow with \( L/M \) and decreases with \( M \). In this phase, the NTK converges to its deterministic limit with increasing \( M \) regardless of the \( L \) value, which is the expected behaviour within NTK theory. However, in the chaotic phase \( (\sigma_w^2 = 3) \) the ratio grows exponentially as a function of \( L/M \). This observation gives a precise scaling for minimal \( M \) values required to assume that the NTK of a network with a given depth \( L \) is deterministic at initialization, which improves the previous asymptotic result in [Jacot et al. 2018] and the bound on required \( M \) in [Arora et al. 2019]. In case of ReLU networks and initialization \( (\sigma_w^2, \sigma_b^2) = (2, 0) \), [Hanin and Nica 2019] theoretically showed that the ratio is indeed exponential in \( L/M \), but their analysis is not trivially generalizable for different activation functions and initialization parameters. Our experiments confirm these findings in the special case but also show that changing initialization parameters impacts the behaviour of the the NTK variance significantly.

We also checked if the value of \( \sigma_b^2 \) impacts the NTK variance behavior at initialization significantly. In Appendix A we provide figures showing the NTK variance with different \( \sigma_b^2 \) values. We observed that lower \( \sigma_b^2 \) values yield narrower boundary between the two phases identified in Figure 1 but the general picture stays similar.
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In this section, we present the numerical experiments that we conducted to check whether the second result of NTK theory holds, i.e., whether the empirical NTK of finite-width ReLU and tanh networks stays approximately constant during training with gradient descent. We trained networks with a variety of hyperparameters \((\sigma_w^2, \sigma_b^2, L)\) and measured the relative change of NTK’s Frobenious norm \(\|\Theta^t - \Theta^0\|_F / \|\Theta^0\|_F\) that occurs during training. The results for tanh and ReLU networks are in Figures 3a and 4a. In Figures 3b and 4b, we also plotted the minimal losses that the networks reached in the experiments.

We draw the following conclusions from the experiments’ results:

- **Phase transition for empirical NTK.** For both ReLU and tanh networks, the NTK behavior during training changes significantly around the theoretical border between chaotic and ordered phases.

- **Chaotic phase.** In the chaotic phase, the relative change in the NTK matrix norm is significant and increases with depth \(L\), so one cannot assume that the kernel stays constant during training for deep networks. However,
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Figure 4: a) Relative change in the NTK norm \( \frac{\|\Theta_t - \Theta_0\|_F}{\|\Theta_0\|_F} \) for ReLU networks of width \( M = 256 \) trained by gradient descent with MSE loss on a subset of MNIST (128 samples). The dashed line indicates the theoretical border between ordered and chaotic phases (\( \chi_1^l = 1 \)). We used early stopping when the loss did not decrease by at least \( 10^{-7} \) in 100 consecutive steps, otherwise the number of training steps was limited by \( 10^5 \). The learning rate is constant and equals \( 10^{-5} \) for all the networks, which is chosen so that, for all the hyperparameters, it does not exceed the theoretical maximal learning rate for wide networks derived in [Karakida et al. 2018]. b) Minimal loss value that the networks managed to reach in our experiments. Networks in the red area are untrainable with the given learning rate, networks in the blue area are trainable.
for very shallow networks the NTK at initialization may still be a good approximation for the NTK after training. In the previous section we also saw that the NTK matrix of shallow networks in the chaotic phase is close to deterministic at initialization, which shows that NTK theory approximates only shallow networks in the chaotic phase.

- **Ordered phase.** In the ordered phase, the relative change in the NTK matrix norm is small throughout training for any depth. We saw in the previous section that the NTK is also close to deterministic at initialization in this phase. It follows that in the ordered phase finite-width DNNs behave as NTK theory suggests even when depth \( L \) is large.

- **EOC.** There is a region close to the border between phases where the change in the NTK norm is larger than in the ordered phase but still remains way below 1 for deep networks. We also saw in the previous section that in this region the standard deviation of the NTK is lower than its mean value for deep networks. Thus, NTK theory can approximate behavior of deeper networks in case of EOC initialization in comparison to the chaotic phase, but the effects of randomness and change during training may still play a significant role.

- **Trainability.** Networks become untrainable with depth much faster in the ordered phase than in the chaotic phase. In our experiments, networks in the ordered phase with \( L = 20 \) almost never converge on training loss values. This is consistent with the results on trainability provided in Xiao et al. [2019].

We thus have discovered two regions in the hyperparameters space \((\sigma^2_w, \sigma^2_b, L, M)\) where both statements of NTK theory \((3)\) and \((4)\) hold: the ordered phase with any depth \( L \) and the chaotic phase where the \( L/M \) ratio is low. For other choices of architecture and initialization, our experiments suggest that finite-width networks do not behave according to NTK theory.

Note that the networks in Figures \((3a)\) and \((4a)\) take different number of training steps to reach their final loss values. Somewhat counterintuitively, we observe that the networks which take more iterations to train show mostly small changes in the NTK matrix norm. To provide more insight about the NTK dynamics during different stages of training, we also include figures that show changes in the NTK matrix norm as a function of the number of training steps, as well as figures with changes of the NTK for different \( M \) values, in Appendix \([D]\).

## 5 NTK theory approach for generalization

If the NTK stays constant during training \((3)\), then the dynamics in \((2)\) are identical to kernel regression with kernel \(\Theta^0\). In such dynamics, the output function of a network that is trained until convergence \((t \to \infty)\) by gradient flow with MSE loss is given by:

\[
f^{t=\infty}(x) = \Theta^0(x, X)\Theta^0(X)^{-1}y + f^0(x) - \Theta^0(x, X)\Theta^0(X)^{-1}f^0(X),
\]

where \(\Theta^0(X)\) is the kernel matrix of all the pairs of inputs in \(X = [x_s]_{s=1,...,S}\), i.e. \(\Theta(X) = [\Theta^0(x_s, x_r)]_{s,r=1,...,S}\) and \(\Theta(x, X) = [\Theta^0(x, x_s)]_{s=1,...,S}\) and \(f^0(X) = [f^0(x_s)]_{s=1,...,S}\). One can refer to Arora et al. [2019] or Lee et al. [2019] for the derivation of this equation. If the NTK is also deterministic at initialization \((4)\), then the only variables in \((10)\) that are random with respect to the network’s parameters at initialization \(w_0\) are \(f^0(x)\) and \(f^0(X)\), which greatly simplifies the analysis of the generalization properties of \(f^{t=\infty}\).

Let us denote \(R(x) := \mathbb{E}_{w_0,D}[f^{t=\infty}(x) - y_{true}]^2\) – the expected error on an arbitrary test point \(x\), given that the initialization is random. Then we can write the bias-variance decomposition as follows:

\[
R(x) = \text{Var}(f^{t=\infty}(x)) + \text{Bias}(f^{t=\infty}(x)),
\]

where

\[
\text{Var}(f^{t=\infty}(x)) = \mathbb{E}_{w_0,D}[\mathbb{E}_{w_0,D}[f^{t=\infty}(x)]^2 - \mathbb{E}_{w_0,D}[f^{t=\infty}(x)]^2],
\]

\[
\text{Bias}(f^{t=\infty}(x)) = \mathbb{E}_{w_0,D}[(\mathbb{E}_{w_0,D}[f^{t=\infty}(x)] - y_{true})^2].
\]

Then NTK theory allows us to analyze the variance term to characterize the generalization error of the network \(\mathbb{E}_x[R(x)]\). To do so, first let us show how distributions of the terms in \((10)\) can be characterized by the mean field theory quantities introduced in Section \([2]\). First of all, the distribution of the network’s output at initialization is given directly by the definitions of \(q^L\) and \(q_{s,r}^L\). Hence, the following lemma is immediate.

**Lemma 5.1** The variance of the output function \(f^0\) of a randomly initialized network and the covariance of outputs on two different input vectors are given by:

\[
\mathbb{E}[(f^0(x))^2] = \mathbb{E}[(h^L(x))^2] = q^L(x),
\]

\[
\mathbb{E}[(f^0(x)) \cdot (f^0(y))] = \mathbb{E}[(h^L(x)) \cdot (h^L(y))] = q_{s,r}^L(x, y),
\]

\[
\mathbb{E}[(f^0(x)) \cdot (h^L(y))] = \mathbb{E}[(h^L(x)) \cdot (f^0(y))] = q_{s,r}^L(x, y),
\]

\[
\mathbb{E}[(f^0(x))^2] = \mathbb{E}[(h^L(x))^2] = q^L(x),
\]

\[
\mathbb{E}[(f^0(x)) \cdot (h^L(y))] = \mathbb{E}[(h^L(x)) \cdot (f^0(y))] = q_{s,r}^L(x, y),
\]

\[
\mathbb{E}[(f^0(x)) \cdot (h^L(y))] = \mathbb{E}[(h^L(x)) \cdot (f^0(y))] = q_{s,r}^L(x, y),
\]

\[
\mathbb{E}[(f^0(x))^2] = \mathbb{E}[(h^L(x))^2] = q^L(x),
\]

\[
\mathbb{E}[(f^0(x)) \cdot (h^L(y))] = \mathbb{E}[(h^L(x)) \cdot (f^0(y))] = q_{s,r}^L(x, y),
\]

\[
\mathbb{E}[(f^0(x)) \cdot (h^L(y))] = \mathbb{E}[(h^L(x)) \cdot (f^0(y))] = q_{s,r}^L(x, y),
\]

\[
\mathbb{E}[(f^0(x))^2] = \mathbb{E}[(h^L(x))^2] = q^L(x),
\]
We give a proof for this lemma in Appendix A. We note that the same statement is also proven in Karakida et al. [2018].

This leads to data-independent limits with depth. Let us denote their data-independent means by \( \hat{\kappa}_2 \) as a part of Theorem 3.

Recall that the NTK is composed of gradients as \( \Theta^0(x_s, x_r) = \nabla_w f^0(x_s)^T \nabla_w f^0(x_r) \) and its expected values are therefore proportional to the variances of gradients, considered in Section 2. Then, assuming that the the NTK matrix at initialization is deterministic and equal to its expected value, we can express it through quantities \( q^l, p^l, q^l_{sr}, p^l_{sr} \) by the following lemma.

**Lemma 5.2** For a fully-connected network with widths \( M \equiv \alpha M, l = 0, \ldots, L \) (where \( M_0 \) is the input dimension), deterministic the NTK matrix on a sample \( X = \{x_s\}_{s=1,\ldots,S} \) at initialization is given by:

\[
\Theta^*(X) = \alpha M \left( \Lambda + O(1/M) \right),
\]

\[
\Lambda = \begin{bmatrix}
\kappa_1(x_1) & \kappa_2(x_1, x_2) & \ldots & \kappa_2(x_1, x_S)
\kappa_2(x_1, x_2) & \kappa_1(x_2) & \ldots & \kappa_2(x_2, x_{S-1})
\ldots & \ldots & \ldots & \ldots
\kappa_2(x_1, x_S) & \kappa_2(x_2, x_{S-1}) & \kappa_2(x_{S-1}, x_{S-1}) & \kappa_1(x_S)
\end{bmatrix},
\]

\[
\kappa_1(x) = \sum_{l=1}^{L} \frac{\alpha_{l-1}}{\alpha} q^{l-1}(x)p^l(x), \quad \kappa_2(x_s, x_r) = \sum_{l=1}^{L} \frac{\alpha_{l-1}}{\alpha} q^l_{sr}(x_s, x_r)p^l_{sr}(x_s, x_r),
\]

where \( \alpha = \sum_{l=1}^{L-1} \alpha_{l-1} \).

We give a proof for this lemma in Appendix A. We note that the same statement is also proven in Karakida et al. [2018] as a part of Theorem 3.

We can also notice that \( \kappa_1 \) and \( q^l \) depend only on the norm of input \( x \), so for normalized inputs they become data-independent. On the other hand, \( \kappa_2 \) and \( q^l_{sr} \) depend on covariances of points in the dataset and therefore are data-dependent. However, it has also been observed in Poole et al. [2016] that both \( q^l \) and \( q^l_{sr} \) converge to their data-independent limits with depth. Let us denote their data-independent means by \( \hat{q}^l \) and \( \hat{q}^l_{sr} \) respectively. Then we can also write data-independent means \( \hat{p}^l \) and \( \hat{p}^l_{sr} \) for the backpropagated errors, as well as \( \hat{q}^l \) and \( \hat{q}^l_{sr} \) for the activations.

This leads to data-independent \( \hat{\kappa}_1 = \sum_{l=1}^{L} \frac{\alpha_{l-1}}{\alpha} \hat{q}^{l-1} \hat{p}^l \) and \( \hat{\kappa}_2 = \sum_{l=1}^{L} \frac{\alpha_{l-1}}{\alpha} \hat{q}^l_{sr} \hat{p}^l_{sr} \). We also notice that the changes in \( \kappa_2 \) that come from the changes in covariance are small with respect to its mean value \( \hat{\kappa}_2 \) for ReLU and eRF.

Figure 5: \( \kappa_2 \) as a function of depth for a) eRF, b) ReLU networks. The colorbar shows the initial value of the covariance between inputs \( x^l_s x_r \in [0, 1] \). For both activation functions, \( (\sigma^2_a, \sigma^2_p) \) values are chosen to lie in ordered and chaotic phases and at the border between them.

\[
E[f^0(x_s) f^0(x_r)] = E[h^L_f(x_s) h^L_f(x_r)] = q^L_{sr}(x_s, x_r).
\]
We note that this result about the structure of the NTK is consistent with the analysis of Xiao et al. [2019], where the authors study the NTK at large depths.

The following theorem characterizes the dependence of the variance of the output function $f^{t=\infty}(x)$ on the data-independent part of the NTK.

**Theorem 5.3** Suppose a network evolves according to NTK theory under gradient flow and is fully trained ($t \to \infty$) on a dataset of size $S$. Suppose also that the NTK matrix is well-conditioned. Then the variance of its output is characterized by:

$$
V a r(f^{t=\infty}(x)) \approx (1 + \frac{A^2}{S})(q^L - \bar{q}^L_s) + (A - 1)^2 \bar{q}^L_s,
$$

where $A = A(\kappa_1, \kappa_2) = \frac{\kappa_1}{\kappa_2 + (S - 1)}$.

We give a proof for this result in the Appendix [B].

In the next paragraphs, we analyze the behavior of the given variance expression and the applicability of the theorem in different situations:

2We expect $\tanh$-networks that we studied empirically in other sections to behave similar to $\text{erf}$-networks.
• **Ordered phase.** One can notice that in the ordered phase $A(\kappa_1, \kappa_2)$ converges to 1 rapidly with depth, as $\bar{\kappa}_1/\bar{\kappa}_2 \rightarrow 1$. This implies $\text{Var}(f^{t=\infty}(x)) \propto \bar{q}^L - \bar{q}^L_{\text{tr}}$, i.e. the variance is small and decreases with depth. However, the NTK is also ill-conditioned, therefore small data-dependent changes can cause significant changes in the output function. Thus, the data-independent estimate for variance given by NTK theory does not explain the behavior of DNNs in the ordered phase and it is important to take into account data-dependent effects.

• **Chaotic phase.** In the chaotic phase, the NTK is well-conditioned for any depth. However, only networks with depth to width ratio $L/M \approx 0$ behave as NTK theory suggests under gradient flow in the chaotic phase according to our experiments. As we saw in the previous sections, the NTK changes significantly during training and is random at initialization for deep networks, therefore the expression for the output function after training \[10\] does not hold. The ratio $\kappa_1/\kappa_2$ increases with depth in the chaotic phase, so $A(\kappa_1, \kappa_2)$ decreases, and $\bar{q}^L$ is much larger than $\bar{q}^L_{\text{tr}}$ [Poole et al., 2016]. Therefore the data-independent variance $\text{Var}(f^{t=\infty}(x)) \propto \bar{q}^L$ is high and proportional to the variance of outputs of a randomly initialized network. This is consistent with observations in Chizat et al. [2019] and Xiao et al. [2019]. Thus, NTK theory can explain poor generalization, which shallow wide networks in the chaotic phase display. However, deeper networks may have very different behavior due to randomness at initialization and changes during gradient descent training, so they require more investigation.

• **EOC.** At EOC, the conditioning of the NTK at as a function of depth is similar to the chaotic phase: $\bar{\kappa}_1/\bar{\kappa}_2$ grows with depth, hence the kernel is well-conditioned. However, at EOC $\bar{q}^L$ is smaller than in the chaotic phase [Poole et al., 2016]. This implies that networks initialized close to EOC generalize better than networks in the chaotic phase and at the same time remain trainable at large depths. We observed in the previous sections that at the border between phases NTK theory gives an approximation of network’s average behavior even for deep networks, but the finite-width effects can still be significant and should be considered.

6 Conclusions and future work

In this work, we have shown that NTK theory does not generally describe the training dynamics of finite-width DNNs accurately. Only relatively shallow networks and deep networks in the ordered phase, i.e. initialized with small $\sigma^2_w$, behave as NTK theory suggests under gradient descent. The analysis of the data-independent variance of the output function based on NTK theory shows that it is proportional to the output variance at initialization $\bar{q}^L$ in the chaotic phase and at EOC. This result is not surprising, in that it does not explain how training effects NNs’ performance. It would provide more insight into networks’ behavior if we could understand the data-dependent changes in the NTK that are significant for deep networks at EOC and shallow networks in the chaotic phase and study how these changes impact the output function. To study deep networks in the chaotic phase and at EOC, it is also essential to account for randomness in the NTK matrix at initialization and its changes during training, which cannot be done within NTK theory. Thus, an entirely new conceptual viewpoint is required to provide a full theoretical analysis of DNNs behavior under gradient descent.
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A Lemma 5.2

By definition, each component of the NTK matrix is a scalar product of network’s gradient vectors:

\[ \Theta^0(X) = [\nabla_w \phi^0(x_s)^T \nabla_w \phi^0(x_r)]_{x_s, x_r \in X}. \]

In Section 2 we show for the network’s gradients that

\[ \mathbb{E} \left[ \left( \frac{\partial f^0(x)}{\partial w_{ij}} \right)^2 \right] = \mathbb{E}[\delta_j^2] = \frac{1}{M} p_l(x) q^{l-1}(x), \]

and similarly

\[ \mathbb{E} \left[ \left( \frac{\partial f^0(x)}{\partial b_i} \right)^2 \right] = \mathbb{E}[\delta_i^2] = \frac{1}{M} p_l(x), \]

Thus, we get the following expression for non-diagonal elements of the NTK:

\[
\Theta^0(x_s, x_r) = \sum_{i,j} \frac{\partial f^0(x_s)}{\partial W_{ij}} \frac{\partial f^0(x_r)}{\partial W_{ij}} = \frac{1}{M} p_{\sigma}(x_s, x_r) q^{l-1}(x_s, x_r) + \sum_i p_l(x_s, x_r)
\]

Similarly, we get the expression for diagonal elements of the NTK matrix:

\[ \Theta^0(x, x) = \alpha M \left( \kappa_1(x) + O(1/M) \right), \]

which gives the statement of the lemma.

B Theorem 5.3

Recall the formula of the output function after training:

\[ f^{t=\infty}(x) = \Theta^0(x, X) \Theta^0(X)^{-1} Y + f^0(x) - \Theta^0(x, X) \Theta^0(X)^{-1} f^0(X). \]

As initialization of the network’s parameters \( w_0 \) is centered Gaussian, the expectation of the output at initialization is equal to zero:

\[ \mathbb{E}_{w_0}[f^0(x)] = 0, \quad \mathbb{E}_{w_0}[f^0(X)] = \mathbf{0}_S. \]

Then if the NTK is deterministic at initialization we can write the expectation as follows:

\[ \mathbb{E}_{w_0}[f^{t=\infty}(x)] = \mathbb{E}_{w_0}[\Theta^0(x, X) \Theta^0(X)^{-1} Y] = \Theta^*(x, X) \Theta^*(X)^{-1} Y \]

because neither \( Y \) nor \( \Theta^* \) are random with respect to the initialization parameters.
To obtain the variance of output, we also need to write the expected values of all the terms of squared $f^{t=\infty}$. First, by Lemma 5.1

$$E_{w_0}[(f^{0}(x))^2] = q^L(x).$$

Then,

$$E_{w_0}[(\Theta_0(x, X)\Theta_0(X)^{-1}Y)^2] = (\Theta^*(x, X)\Theta^*(X)^{-1}Y)^2 = E_{w_0}^2[f^{t=\infty}(x)].$$

And

$$E_{w_0}[(\Theta_0(x, X)\Theta_0(X)^{-1}f^{0}(X))^2]$$

$$= tr(E_{w_0}[f^{0}(X)f^{0}(X)^T]\Theta^*(X)^{-1}\Theta^*(x, X)^T\Theta^*(x, X)\Theta^*(X)^{-1})$$

$$= tr(K(X)\Theta^*(X)^{-1}\Theta^*(x, X)^T\Theta^*(x, X)\Theta^*(X)^{-1}),$$

where

$$K(X) = \begin{bmatrix}
q^L(x_1) & q^L_{sr}(x_1, x_2) & \ldots & q^L_{sr}(x_1, x_S) \\
q^L_{sr}(x_1, x_2) & q^L(x_2) & \ldots & \ldots \\
\vdots & \ddots & \ddots & \ddots \\
q^L_{sr}(x_1, x_S) & \ldots & q^L_{sr}(x_1, x_{S-1}) & q^L(x_S)
\end{bmatrix}.$$ $K(X)$ is the NNGP matrix, which characterizes the Gaussian process of a randomly initialized network. Finally:

$$E_{w_0}[f^{0}(x)\Theta^0(x, X)\Theta^0(X)^{-1}f^{0}(X)] = \Theta^*(x, X)\Theta^*(X)^{-1}E_{w_0}[f^{0}(x)f^{0}(X)]$$

$$= \Theta^*(x, X)\Theta^*(X)^{-1}q^L_{sr}(x, X),$$

where $q^L_{sr}(x, X) = [q^L_{sr}(x, x_s)]^T$. The other terms are equal to zero. Moreover, we can see that terms of variance with $Y$ cancel each other.

We now recall that $\Theta^*(X) = \bar{\Theta}^*(I_S + \epsilon(X))$ and $\bar{\Theta}^* = \alpha M((\tilde{\kappa}_1 - \tilde{\kappa}_2)I_S + \tilde{\kappa}_2I_S^T)$. Then we can invert $\bar{\Theta}^*$ by Woodbury identity:

$$\bar{\Theta}^*^{-1} = \frac{1}{\alpha M(\tilde{\kappa}_1 - \tilde{\kappa}_2)}(I_S - \frac{\tilde{\kappa}_2}{\tilde{\kappa}_1 + (S-1)\tilde{\kappa}_2}I_SI_S^T)$$

We assumed that the NTK matrix is well-conditioned, so the change in the $\bar{\Theta}^*^{-1}$ caused by the perturbation term is relatively small and we can write $\Theta^*^{-1}(X) = \bar{\Theta}^*^{-1}(I_S + \epsilon(X))$. Then we can also approximate the above expectation as follows:

$$\Theta^*(x, X)\Theta^*(X)^{-1}q^L_{sr}(x, X) \approx \frac{\tilde{\kappa}_2}{(\tilde{\kappa}_1 - \tilde{\kappa}_2)}(I_S - \frac{\tilde{\kappa}_2}{\tilde{\kappa}_1 + (S-1)\tilde{\kappa}_2}I_SI_S^T)q^L_{sr}(x, X)$$

$$\approx \frac{\tilde{\kappa}_2}{(\tilde{\kappa}_1 - \tilde{\kappa}_2)}\frac{1}{S}q^L(x_s) + (1 - \frac{1}{S})q^L_{sr}(x_s, x_r))$$

Taking expectation of the above expressions over a random dataset $D$, which is independent to random initialization $w_0$, we get.
Putting everything together, we get

\[
\mathbb{E}_{w_0,X}[f_{t=\infty}^2(x)] - \mathbb{E}_{w_0,X}[f_{t=\infty}^2(x)] \approx \frac{S}{\bar{k}_1/\bar{k}_2 + (S-1)}q_{s}^L - 2 \frac{S}{\bar{k}_1/\bar{k}_2 + (S-1)}q_{s}^L + \frac{S^2}{(\bar{k}_1/\bar{k}_2 + (S-1))^2} \left( \frac{1}{S}q^L + (1 - \frac{1}{S})q_{s}^L \right).
\]

Denoting \( A = \frac{S}{\bar{k}_1/\bar{k}_2 + (S-1)} \), we can rewrite the above expression as

\[
Var(f_{t=\infty}^2(x)) \approx (1 + A^2)q^L - q_{s}^L + (A - 1)^2q_{s}^L.
\]

### C Effects of biases initialization on the NTK variance at initialization

Figure 7 shows the dependence of the NTK variance at initialization on \( \sigma^2_b \). One can see that lower \( \sigma^2_b \) values yield narrower boundary between the two phases, but the general picture stays similar to the one in Figure 1.

### D Additional experiments on the NTK change during training

Here we provide additional figures on changes of the NTK during gradient descent training.

Figures 8 and 9 show changes in the NTK matrix norm as a function of the number of training steps for \( \tanh \) and ReLU networks, respectively. One can see how the NTK changes after 10, 10^2, 10^3 and 10^4 training steps. The findings from these figures are similar to the analysis we provided in Section 4, the NTK behaviour changes significantly around the border between ordered and chaotic phases. One can also see that for deep networks in the chaotic phase the NTK changes significantly already in the early stages of training, while networks in the ordered phase display very low changes in the NTK norm for a long time.

Figures 10 and 11 show the effects of the network width on the changes of the NTK matrix during training. We provide experiments for \( M = 128, 256, 512 \). One can see that, as expected in NTK theory, higher \( M \) values overall result in smaller changes of the NTK. However, with all the width values, one can see the transition from ordered to chaotic phase, which gets more pronounced with the network’s depth.

### E Analytical relations for integrals in Section 2

#### E.1 ReLU networks

ReLU activation function is defined by

\[
\phi(x) = \begin{cases} 
  x & x > 0, \\
  0 & x \leq 0.
\end{cases}
\]
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Figure 7: \( \frac{\mathbb{E}[\Theta_0^2(x, x)]}{\mathbb{E}[\Theta_0^2(x, x) \mid x]} \) ratio for fully-connected a) \( \tanh \), b) ReLU networks of width \( M = 100 \) for different \( \sigma_b \) values. The dashed line shows the theoretical border between ordered and chaotic phases (\( \chi_1 = 1 \)) for the given hyperparameters. For \( \tanh \) networks the location of the border between phases depends on \( \sigma_b^2 \), while for ReLU networks it is the same for all the \( \sigma_b^2 \) values.

Then to obtain analytical expressions for \( q^l \) and \( q^l_{sr} \), we can take the following integrals, which appear in (5) and (8):

\[
\int Dz \cdot \phi(az)^2 = a^2/2,
\]
\[
\int Dz \cdot [\phi'(az)]^2 = 1/2,
\]

Then we immediately get

\[
q^l = \frac{\sigma_w^2}{2} q^{l-1} + \sigma_b^2,
\]
\[
p^{l-1} = \frac{\sigma_w^2}{2} p^l M_l / M_{l+1}.
\]

Similarly, to get analytical expressions for \( q^l_{sr} \) and \( p^l_{sr} \), we can take the integrals in (7) and (9):

\[
\int Dz_1 Dz_2 \cdot \phi(az_1) \phi(bz_1 + \sqrt{a^2 - b^2 z_2}) = \frac{a}{2\pi} (\sqrt{1 - c^2} + c\pi/2 + c \arcsin(c)),
\]
\[
\int Dz_1 Dz_2 \cdot \phi'(az_1) \phi'(bz_1 + \sqrt{a^2 - b^2 z_2}) = \frac{1}{2\pi} (\pi/2 + \arcsin(c)),
\]

Then to obtain analytical expressions for \( q^l \) and \( q^l_{sr} \), we can take the following integrals, which appear in (5) and (8):

\[
\int Dz \cdot \phi(az)^2 = a^2/2,
\]
\[
\int Dz \cdot [\phi'(az)]^2 = 1/2,
\]

Then we immediately get

\[
q^l = \frac{\sigma_w^2}{2} q^{l-1} + \sigma_b^2,
\]
\[
p^{l-1} = \frac{\sigma_w^2}{2} p^l M_l / M_{l+1}.
\]

Similarly, to get analytical expressions for \( q^l_{sr} \) and \( p^l_{sr} \), we can take the integrals in (7) and (9):

\[
\int Dz_1 Dz_2 \cdot \phi(az_1) \phi(bz_1 + \sqrt{a^2 - b^2 z_2}) = \frac{a}{2\pi} (\sqrt{1 - c^2} + c\pi/2 + c \arcsin(c)),
\]
\[
\int Dz_1 Dz_2 \cdot \phi'(az_1) \phi'(bz_1 + \sqrt{a^2 - b^2 z_2}) = \frac{1}{2\pi} (\pi/2 + \arcsin(c)),
\]
Figure 8: Relative change in the NTK norm $\|\Theta_t - \Theta^0\|_F / \|\Theta^0\|_F$ for $\tanh$ networks after a) $10^1$, b) $10^2$, c) $10^3$, d) $10^4$ gradient descent steps. The training parameters are the same as in Figure 3.
Figure 9: Relative change in the NTK norm $\|\Theta_t - \Theta_0\|_F / \|\Theta_0\|_F$ for ReLU networks after a) $10$, b) $10^2$, c) $10^3$, d) $10^4$ gradient descent steps. The training parameters are the same as in Figure 4.
Figure 10: Relative change in the NTK norm $\|\Theta^t - \Theta^0\|_F / \|\Theta^0\|_F$ for $\tanh$ networks of width
a) $M = 128$, b) $M = 256$, c) $M = 512$ in the end of training. The training parameters are the same as in Figure 3.
Figure 11: Relative change in the NTK norm $\|\Theta^t - \Theta^0\|_F / \|\Theta^0\|_F$ for ReLU networks of width a) $M = 128$, b) $M = 256$, c) $M = 512$ in the end of training. The training parameters are the same as in Figure...
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Evaluating the expressions for $q_{sr}^l$ and $p_{sr}^{l-1}$:

$$q_{sr}^l = \frac{\sigma_w^2}{2\pi} q_{sr}^{l-1} (\sqrt{1 - c^2} + c \pi/2 + c \arcsin c) + \sigma_b^2,$$

$$p_{sr}^{l-1} = \frac{\sigma_w^2}{2\pi} p_{sr}^l M_l M_{l+1} \frac{\pi/2 + \arcsin c}{(\pi/2 + \arcsin c)} + \sigma_b^2,$$

where $c = q_{sr}^{l-1} / q_{sr}^l$.

Then, to compute the values of $q_{sr}^0, q_{sr}^l, p_{sr}^l$ and $p_{sr}^{l-1}$ in all the layers, we only need to set the following initial conditions:

$$q_{sr}^0 = 1$$ when data is normalized,

$$q_{sr}^0 \in [0, 1]$$ is the covariance between two inputs,

$$p_{sr}^L = p_{sr}^{L-1} = 1$$ as the output depends linearly on the activations in the last layer.

E.2 Erf networks

Error function, which is a kind of sigmoid function, is defined by

$$\phi(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt.$$

Then, same as for ReLU activation, we analytically take the integrals from (5) and (8):

$$\int Dz \cdot \phi(az)^2 = \frac{2}{\pi} \arctan \frac{a^2}{\sqrt{a^2 + 1/4}},$$

$$\int Dz \cdot [\phi'(az)]^2 = \frac{2}{\pi} \frac{1}{\sqrt{a^2 + 1/4}}$$

to obtain expressions for $q^l$ and $p^l$:

$$q^l = \frac{2\sigma_w^2}{\pi} \arctan \frac{q^{l-1}}{\sqrt{q^{l-1} + 1/4}} + \sigma_b^2,$$

$$p^{l-1} = \frac{2\sigma_w^2}{\pi} p^l M_l \frac{1}{\sqrt{q^{l-1} + 1/4}} + \sigma_b^2,$$

And similarly we take the integrals in (7) and (9):

$$\int Dz_1 Dz_2 \cdot \phi(az_1) \phi(bz_1 + \sqrt{a^2 - b^2} z_2) = \frac{2}{\pi} \arctan \frac{2b}{\sqrt{(1 + 2a)^2 - 4b^2}},$$

$$\int Dz_1 Dz_2 \cdot \phi'(az_1) \phi'(bz_1 + \sqrt{a^2 - b^2} z_2) = \frac{4}{\pi} \frac{1}{\sqrt{(1 + 2a)^2 - 4b^2}},$$

to obtain the analytical expressions for $q_{sr}^l$ and $p_{sr}^{l-1}$:

$$q_{sr}^l = \frac{2\sigma_w^2}{\pi} \arctan \frac{2\sqrt{q_{sr}^{l-1}}}{\sqrt{(1 + 2\sqrt{q_{sr}^{l-1}})^2 - 4q_{sr}^{l-1}}} + \sigma_b^2,$$

$$p_{sr}^{l-1} = \frac{4\sigma_w^2}{\pi} p_{sr}^l M_l M_{l+1} \frac{1}{\sqrt{(1 + 2\sqrt{q_{sr}^{l-1}})^2 - 4q_{sr}^{l-1}}} + \sigma_b^2,$$

And the initial conditions can be specified in the same way as for the ReLU networks in the previous subsection.