Reliability and Security Analysis of An Entanglement Based QKD Protocol in A Dynamic Ground-to-UAV FSO Communications System

NANCY ALSHAER1, (IEEE Member), AHMED MOAWAD2, AND TAWFIK ISMAIL2,3, (Senior IEEE Member).

1Department of Electronics and Electrical Communication, Faculty of Engineering, Tanta University, Gharbiya 31527 Egypt
2Wireless Intelligent Networks Center (WINC), Nile University, Giza 12677, Egypt
3National Institute of Laser Enhanced Sciences, Cairo University, Giza 12613, Egypt.
Corresponding author: Tawfik Ismail (tismail@cu.edu.eg).

ABSTRACT Quantum cryptography is a promising technology that achieves unconditional security, which is essential to a wide range of sensitive applications. In contrast to optical fiber, the free-space optical (FSO) link is efficiently used as a quantum channel without affecting the polarization of transmitted photons. However, the FSO link has several impairments, such as atmospheric turbulence and pointing errors, which affect the performance of the quantum channel. This paper proposes a quantum key distribution (QKD) scheme that uses a time-bin entanglement protocol over the FSO channel that suffers from various channel impairments. Due to the interest in unmanned aerial vehicles (UAVs) and their usefulness for many social, internet-of-things (IoT), civil, and military applications, the proposed QKD-FSO system is integrated with the ground-to-UAV platform. Furthermore, variances in the position and orientation of the UAV are investigated using a tracking system. These variances are considered when evaluating the overall performance of the proposed integrated system. For this purpose, closed-form expressions are obtained for the system average symbol error rate (ASER) and outage probability. The Monte Carlo simulation is used to verify the validity of the proposed expressions. The system security is investigated assuming photon number splitting (PNS) attack. Moreover, the transmit power, time-bin number, and modulation order are optimized to maximize the raw and secret key rates. The results show that for 500 m link, ASER < 10^{-1} and link outage probability < 10^{-1} with tolerating boresight displacement up to 30 cm, the system should be configured at receiver’s field-of-view > 22 mrad and signal-to-noise ratio > 7.5 dB which leads SNR_{th} < 2.5 dB and raw key rate maximized by adjusting the number of time bins according to the received SNR.

INDEX TERMS FSO communication, channel fluctuations, quantum cryptography, entanglement photon, E91 protocol, raw key rate, unmanned aerial vehicles (UAVs), tracking system, Kalman filter, performance evaluation, photon number splitting (PNS).

I. INTRODUCTION

Maintaining a high-performance communication system, including the appropriate security level, is of great importance for many applications. Secure communication between the two parties, namely Alice and Bob, can be accomplished by encrypting their messages using a one-time-pad scheme. This involves a long random string of secret bits, i.e., a secret key, to be exchanged securely between the two legitimate parties. Unfortunately, all traditional key distribution approaches are inherently unpredictable as they rely entirely on computational mechanisms that are vulnerable to future developments in computer hardware and algorithms. With the exponential growth of quantum computing, it is expected that the existing public key infrastructure will become more vulnerable within a few years due to the availability of large-scale quantum computers [1] [2].
Quantum Key Distribution (QKD) or quantum cryptography is a revolutionary security technology that uses the principle of unconditional security based on the laws of quantum physics. Quantum cryptography involves the random generation and distribution of a secret key over the quantum channel. In the QKD protocols, the eavesdropper, namely Eve, cannot preserve a perfect copy of the quantum signals because perfect quantum copy machines cannot exist. Also, Eve is prevented from perfect eavesdropping due to the quantum non-cloning principle that no measurement can be performed without perturbing the quantum system unless it is compatible with the quantum state. For this unique characteristic, QKD is becoming an essential element of the future secure quantum communication [3]. Furthermore, the QKD protocols can be implemented in both optical fiber and free-space optical (FSO) communication links [4] [5] [6].

There are currently two main QKD protocols: a continuous variable (CV) and a discrete variable (DV). In CV-QKD protocols, the shared key encodes in the continuous quantum variables expressed by the amplitude and/or phase of weakly modulated light pulses [7] [8] [9]. In the DV-QKD, the shared key is mapped to discrete variables of the quantum state of a single photon, such as the polarization or phases. The DV-QKD protocols can be subdivided into the prepare-and-measure protocol (PMP) and entanglement-based protocol (EBP), depending on how the random key is encoded into the states of a single photon [10]. In PMP, Alice prepares a random quantum state and then sends it to Bob through a quantum channel, which performs a measurement and detects which state was sent. The best-known PMPs are the Bennett-Brassard-1984 (BB84) protocol [11] and the Bennett-1992 (B92) protocol [12]. Unlike PMP, the EBP was developed to share entangled photon pairs between two parties where Alice possesses an entangled bipartite state for which she sends the first engagement photon to Bob while chooses and measures the state of the second one, respectively. The famous EBP is the Ekert-1991 (E91) protocol [13] and the Bennett-Brassard-Mermin-1992 (BBM92) protocol [14].

The FSO is a communication technology used to transmit data wirelessly employed light propagating in free space. The FSO is a narrow line-of-sight (LoS) technology that offers high data security [15] [16]. Moreover, the FSO has an added benefit of flexibility and cost-effectiveness in infrastructure deployment compared to the optical fiber. However, the performance of the FSO systems is highly affected by the misalignment between the transmitter and the receiver. So, acquisition, tracking, and pointing (ATP) mechanisms are necessary to achieve such alignment. Hence attaining the LoS, which is vital for effective FSO communications [17] [18] [19]. Recently, communications using FSO links with QKD technology offer an innovative way of sharing secure information. A drawback in the QKD-based FSO systems is the probability of multiple photons emission, which was made based on the Poisson distribution of the optical source. This might cause a possibility of photon-number-splitting (PNS) that can be captured by eavesdroppers.

Unmanned aerial vehicle (UAV) is a lightweight aerospace platform that is getting the most attention recently because it can be used in various applications, such as surveillance, search, and monitoring. UAV-based communication draws attention because it can be deployed much faster, especially in emergency scenarios. Although UAV communication offers a variety of advantages, it also faces security challenges. Integrating UAVs with FSO systems allows a large set of applications involving transmitting huge amounts of data [20].

In [21], an entanglement-based quantum key distribution over 144 km FSO link has been experimentally demonstrated. Additionally, implementing an active stabilization of their optical link via a closed-loop tracking system to correct the beam induce by atmospheric changes. A free-space entanglement-based QKD experiment using a parametric down-conversion (PDC) source was reported in [22]. The distances between the PDC source and two receivers are both above 7.8 km. The final key rate is increased compared to the standard BB84 protocol. Authors of [23] have demonstrated a satellite-based distribution of entangled photon pairs to two locations separated by 1203 km on the Earth. The first quantum entanglement distribution from an octocopter drone to share polarization-entangled photons to ground stations has been demonstrated in [24] and [25]. In [24], the main devices have been developed for a lightweight airborne quantum node to fit into a small drone airframe, including a polarization entanglement source and acquiring, pointing, and tracking (APT) units while focusing on a local-area network with 40 minutes and 200 m of on-demand coverage. In [25], the flying drone has been generalized for multiple mobile nodes with optical relay among them. Besides developing the first optical relay that reshapes the wavefront of photons for their low diffraction loss in free-space transmission. The previously mentioned researchers were interested in the experimental implementation, and their goal was increasing the transmission distance. However, they did not consider channel modeling or parameters optimization.

Moreover, an accurate and computationally efficient channel model was presented in [26] for hovering UAV-based FSO communication links. Also, it considered the optimization of the transmitter/receiver (Tx/Rx) tunable parameters. A simplified and more robust channel model for UAV-based FSO systems was introduced in [27]. The authors in [28] has analyzed the performance of UAV-assisted FSO systems using an Avalanche photodiode (APD) at the receiver and modeled end-to-end signal to noise ratio of the considered FSO link and derived closed-form expressions for the BER of the system under different turbulence conditions. The outage probability for multi-hop vehicle-to-vehicle FSO communication over the atmospheric turbulence has been studied in [29].
security analysis in their systems. Also, they did not deal with UAV tracking. The integration between UAV, FSO, and QKD, including UAV tracking mobility, security analysis of the quantum channel, outage probability, and secrecy capacity, are the key objectives of this work.

Additionally, One of the challenges associated with quantum key distribution requires time synchronization between the receiver and the transmitter. Synchronous resolution of 1.023 ns was achieved in [30] adopting a synchronous pulse that has the same wavelength as the quantum signal, and a single photodetector was used to detect the synchronous pulse. A high-resolution time measurement module was utilized to measure the instance of synchronous pulse and signal pulse. A design method was given in [31] for the process that detected the time frame, which included an optical pulse during synchronization. In addition, the specifications of the applied SPAD were described. To ensure a probability of correct detection higher than 99.9%, optimal criteria for limiting the sampling scope in each time window were established. A technique presented in [32] allowed exchanging time-bin encoded photons between Alice and Bob without the need for synchronized time references. This was accomplished using a framing protocol that permitted Alice to encode a time reference along with a key determined by her before transmission. An absolute timing synchronization with an accuracy of 20 ps was demonstrated.

This work proposes an FSO system from Earth to UAV to satisfy on-demand services while achieving security requirements using the E91-QKD protocol. The main contributions of this paper, summarized in Fig.1, are (1) develop an automatic correction-tracking system that minimizes the error-variance of tracking system between mobile UAV and fixed ground station; (2) introduce a QKD system over an optical free space channel applying time-bin with EBP considering a variety of channel impairments; (3) propose closed-form expressions of average-symbol error rate (ASER) and outage probability for UAV-based FSO communication link considering misalignment due to tracking errors and non-zero boresight pointing errors; (4) obtain expressions of raw-key and secret-key rates to perform the security analysis and capacity of the QKD system; (5) report the optimal value of $\sigma_o$, $\sigma_p$, and $\theta_{FoV}$ parameters of the proposed system for achieving high performance.

The rest of this paper is structured as follows. In Section II preliminary research information is given. Section III introduces the proposed MPPM-entanglement system model. The components and algorithm of the tracking system are explained in Section IV. The model of the free-space optical channel is demonstrated in Section V. The derivation of the proposed closed-form expressions for the average symbol error rate, outage probability, and the system security analysis are described in Section VI. Numerical results which validated the derived expressions and optimized the system parameters are presented in Section VII. Finally, conclusions are drawn in Section VIII.

II. PRELIMINARIES

A. ENTANGLEMENT-BASED PROTOCOL (E91)

The E91 protocol uses the Einstein–Podolsky–Rosen photons pair (EPR pair) to establish a sequence of shared keys between the sender (Alice) and the receiver (Bob). It was invented by Artur Ekert in 1991 and developed experimentally over short and long transmission distances. The entangled photons can be prepared by Alice, Bob, or any third party and are distributed in such a way that Alice and Bob have one photon of each pair. In FSO-based QKD, the polarization entanglement is preferred to be used since free space does not affect light polarization. Furthermore, the air is a perfect channel for polarization-entanglement QKD. In the E91 protocol, photons are distributed so that both Alice and Bob end up with one photon of each pair. The scheme is based on entanglement properties. Until measurement occurs, none of the two photons carrying any information, i.e., neither has a definite polarization state. As soon as one of the two parties performs photon measurement, the state of the other one will immediately be determined due to quantum entanglement. This is valid regardless of the spatial separation between the two measurements (non-local correlation). Alice and Bob thus exchange the resulting photon states via a classical (public-authenticated) channel. Finally, Alice and Bob agree on identical measured states and the corresponding bits for
the shared key and discard the mismatched measurements. We assume that the FSO link between Alice and Bob is completely time-synchronized, and they will discard any insecure data in case the photon sent by Alice does not interact with Bob [33]. The block diagram of photon entanglement and key verification is shown in Fig. 2.

Single entangled photon pair generation is critical for improving the efficiency of QKD systems. However, many entangled sources are not accurate single entangled photon-pair sources. For example, in parametric down-conversion sources, the emission of entangled pairs is probabilistic with the generation of multiple pairs of entangled states. The multiple pairs of entangled states can be a source of dropping by Eve. She can use a beam splitter to steal parts of the shared photons. This became impossible if (1) she is located away from Bob (time-secure) or (2) a single generated photon (splitting-secure). In any case, Alice and Bob will detect the eavesdropping and will terminate the connection.

In an eavesdropping attack, Eve should also be a UAV who suffers from Bob’s same challenging issues when locating herself close to Bob. This is a novel security situation completely different from a traditional scenario with Eve in a fixed position. She must also maintain a safe distance from Bob to avoid crashing with Bob due to random hovering, but she must remain within the beam footprint to receive a signal. The relative distance between Eve and Bob concerning the random misalignments of the beam centroid should have a considerable impact on the possible SKR, especially when pointing errors in the legitimate links are assumed. This practical issue is out of the scope of the current framework of this paper, and we assumed that Eve has a mechanism that keeps her close to Bob and avoid collision with him.

\[ P_i = e^{-\mu} \frac{\mu^i}{i!}, \]

where \( \mu \) is the mean number of photons per pulse, \( i \) is the number of photons per pulse, and \( P_i \) is the probability that a pulse contains \( i \) photons when the average is \( \mu \). Fig. 3 shows the measured photon statistics of generating photon number with different mean values \( \mu \). If \( \mu = 0.2 \), the probability of generating a single photon is 18%, which increases by increasing \( \mu \). However, a higher value of \( \mu \) increases the probability of producing more than one photon per pulse. The \( \mu \) with a value less than 1.2 is considered to be the dominant value. In contrast, the probability of having a single generation at \( \mu = 1 \) is 38%, while the probability of two photons is 20%, and the other is less than 5%.

![FIGURE 2. Schematic diagram of the E91-protocol.](image)

**B. PHOTONS GENERATION WITH MPPM-TIME-BIN ENCODING**

A single-photon light beam is such a beam constituted of individual photons separated by some time delay. The generation of a single photon is an essential requirement for optical quantum communications. However, this is practically difficult even in extremely low intensity (weak) laser beam. Given the Poisson statistics of the distribution of the photons in a laser beam [34]:

The Free space-based QKD system with a single-photon transmission offers a fully secure quantum channel. However, it limits the communication distance to only a few hundred meters or data transmissions less than a few Mbps due to low transmitted energy with single-photon and atmospheric turbulence of FSO link. If the distance increases, the performance of the QKD systems is highly decreasing. In order to overcome this problem and achieve a longer communication distance, it is required to increase the number of transmit photons per pulse or reduce the transmission rate. However, with the advantage of the power efficiency of M-ary pulse position modulation (MPPM), it can be considered a reliable solution to overcome this issue. Therefore, integrating MPPM into the QKD protocol (MPPM-QKD protocol) could significantly improve system performance and increase the communication distance. It helps to increase the utilization efficiency of weak laser pulses. Furthermore, each generated photon will introduce \( \log_2 M \) bits in the raw key rather than only one bit in the system without an MPPM scheme. Additionally, using a time-bins compression technique with an MPPM scheme can further improve power efficiency and increase system security [35] [36].
In the classical MPPM scheme, the pulse occupies a single time slot in a symbol with $M$ slots, i.e., the number of time-bins is one as shown in Fig. 4(a). On the other hand, if the number of time-bins is higher than one, this implies a pulse to be compressed to fill a particular time-bin in the slot rather than the entire slot time as seen in Fig. 4(b,c). Accordingly, the time-averaged transmit power will increase with increasing the number of time bins. The number of time-bins is adapted according to the power, and the position of the active bin is randomly selected to improve the system security and reduce the system quantum bit error rate (QBER) [37].

III. PROPOSED MPPM-ENTANGLEMENT SYSTEM
This section presents the overall system architecture, including photon generation and detection and MPPM modulation scheme with time-bin.

A. OVERALL SYSTEM ARCHITECTURE
Fig. 5 shows a schematic diagram of the architecture components and connectivities of the system. The system is composed of three primary components: the ground control station (GCS), the unmanned aerial vehicle (UAV), and the mobile base station (MBS). The FSO connection represents the quantum channel that is utilized to transmit shared keys from the GCS to the UAV. The microwave link constitutes the conventional (public) channel used for key verification and data communication such as GPS, sensing, video, etc..., from the UAV to the GCS. Furthermore, it is also used for controlling purposes by the GCS. A tracking system on the GCS offers a high pointing accuracy within a limited, narrow field of view (FoV). It is supported by a coarse tracking subsystem, which locates and mechanically points the GCS in the direction of the location of the UAV.

B. QUANTUM PREPARATION AND DETECTION
In the proposed system shown in Fig. 6, Alice performs two operations, entanglement generation, and entanglement detection. In contrast, Bob has only the detection entanglement operation. A random bit stream emits from a random number generator (RNG) and modulates with the MPPM technique [38] [36]. In the classical MPPM, each symbol contains only one pulse located in a specific time slot. In compressed MPPM each slot is divided into several time-bins and the pulse is compressed to occupy only one time-bin. This increases the transmitted power and minimizes the quantum bit error rate (QBER) as well present in the results section. A laser source operates at 775 nm wavelength is modulated with an electro-optic-modulator (EOM) drives with the MPPM electrical signal. The modulated light is then attenuated via the variable optical attenuator (VOA). The output focuses by a lens into a nonlinear beta-barium-borate (BBO) crystal of type II. Using the phenomenon of a PDC, which is a nonlinear instant optical process that converts one photon of higher energy (a pump photon) into a pair of photons (a signal photon and an idler photon) of lower energy following the law of conservation of energy and law of conservation of momentum, an entangled photon pair is generated with 1550 nm wavelength and orthogonal polarization with states given by [39] [40]:

$$|\Psi^+\rangle = \frac{1}{\sqrt{2}}(|H_A\rangle|V_B\rangle + |V_A\rangle|H_B\rangle)$$  (2)

where $|H\rangle$ and $|V\rangle$ are the horizontal and vertical polarization respectively, and the subscripts $A$ and $B$ label Alice and Bob systems. Half-wave plates (HWP) and phase compensation crystals (PCCs) in the form of small BBO plates are used to compensate for the relative delay of signals of opposite polarization in the birefringent crystal. The photon energy entering the BBO crystal decays into two photons, each with half the original energy, after a nonlinear process. One photon is transmitted through a transmitter lens over the free-space optical link (quantum channel) to the Bob end, after being...
FIGURE 6. Block diagram of the integrated MPPM-E91 system. RNG: random number generator; VOA: variable optical attenuator; HWP: half wave plate; PBS: polarizing beam splitter; SPAD: single-photon avalanche detector; EOM: electro-optic modulator; DSP: digital signal processor; TDC: time-to-digital converter; MW int.: microwave interface; GPS: global positioning system; NP-FDL: non-polarized fiber-delay-line; PCC: phase compensation crystal; OPC: optical pulse compressor.

Compressed through an optical pulse compressor (OPC). The bin selection of the transmitted photon is chosen randomly using the RNG. The RNG uses to produce a number from 1 to 4. This produced number controls the OPC of both the Alice and Bob paths. At Alice end, the entangled photon is delayed by the propagation time via a non-polarized fiber-delay-line (NP-FDL), compressed through the OPC, and then measured locally in the Alice measurement unit.

At the measurement units, Alice and Bob perform polarization measurements in bases randomly chosen by the polarizing beam splitters (PBSs) by using two single-photon avalanche detectors (SPADs) at the output. Alice will obtain the measurement results 0 or 1 (that represent the quantum states $|H\rangle$ and $|V\rangle$), corresponding to the detection of a photon by SPAD$_1$ or SPAD$_2$, respectively, each with equal probability. Since the photons’ polarization states are entangled, the state of the photon at Bob will be determined as soon as Alice performs her measurement. Consequently, Bob’s beam splitter will detect the same quantum state as Alice, and its corresponding bit value will be detected correctly by the corresponding SPAD. This is known as the sifting process. So, entanglement photons improve the basis-sift factor from 0.5 to 1, compared to the well-known BB84 and B92 protocols. This can be guaranteed by the proper orientation $\varphi_A$ and $\varphi_B$ of PBSs at Alice and Bob, respectively. The quantum prediction for the number of cases where Alice detects $|H\rangle$ with her PBS at orientation $\varphi_A$ and Bob detects $|H\rangle$ with orientation $\varphi_B$ is given as [41]:

$$N(H_{\varphi_A}, H_{\varphi_B}) = \frac{N_o}{2} \cos^2 (\varphi_A - \varphi_B) ,$$

where $N_o$ is the number of pairs emitted by the source. This procedure is valid when detecting $|V\rangle$ at both parties. This procedure is valid in whatever basis of polarization that Alice decides to perform the measurements. Bob will produce the same outcome if he selects the same basis. Since the photon state is entangled, Alice can predict the outcome of Bob with certainty immediately.

Time-to-digital converters (TDCs) are used to record separately the individual times at which each detection event occurred with the time scale disciplined by both the global positioning system (GPS) for coarse synchronization and the local crystal oscillator for fine synchronization. The TDCs are linked to digital signal processor (DSP) connected through a microwave (MW) link (public channel). Bob transmits his time records and detected bits via the public channel to Alice. The corresponding photon pairs (using the measured bit values) could be identified in real-time and maximizing the cross-correlation of recorded time using fast time-correlation software. Alice accepts bits with the same values for creating raw keys simultaneously, while other bits are discarded.

The output of the MPPM modulator modulates the intensity of the laser source via an EOM. The EOM output aligns to the BBO crystal after being attenuated to a proper value by the VOA, which produces a single/multiple entanglement photon pair/s. The enlargement pairs are then compressed into a single time bin using an optical pulse compressor and sent to Alice and Bob.

The SPAD operates above the breakdown voltage in the so-called "gated Geiger mode," in which the absorption of a single photon can result in the generation of a macroscopic...
current that can be detected by electronic threshold detection [42]. It is essentially noiseless; however, false counts (i.e., dark counts) can be induced by creating dark carriers by thermal or tunneling processes. The noise variance $\sigma_n^2$ of the gated Geiger-Mode avalanche photodiode (GM-APD), assuming no afterpulsing, is $[e^{PDE} \lambda_p + \lambda_d] n_{\text{gates}}$, where PDE is the photon detection efficiency, $\lambda_p$ is the average number of photo-generated carriers per gate, the average number of dark current-generated carriers per gate is $\lambda_d$, and $n_{\text{gates}}$ is the total number of gates [43].

### IV. TRACKING SYSTEM

This section aims to apply a tracking system in order to determine its position and attitude angles in real-time. Different sensors have been used for the six degrees of freedom to generate our data set for both position and attitude angles. Sensor fusion using an accelerometer, a gyroscope, a magnetometer, and a global positioning system (GPS) is implemented to reduce the uncertainty of position and attitude angles and define the UAV location more precisely. Furthermore, an extended Kalman filter (EKF) is being developed to combine the data sensing from multiple sensors [44] [45].

Assuming position (1) is the current UAV location and attitude angles that satisfy the LoS connection. In contrast, position (2) might be the current state of the UAV resulting from the uncertainty as shown in Fig. 7. The goal is to evaluate the UAV position and attitude variances by applying the extended Kalman filter (EKF) algorithm. The UAV position variance is calculated in the Cartesian coordinates in the directions $x$, $y$, and $z$. In contrast, the UAV attitude variance is determined in Euler coordinates by pitch ($\theta$), roll ($\phi$), and yaw ($\psi$) orientation angles. Such parameters, position and attitude variances, help evaluating the Ground-to-UAV system reliability against outage (link failure), as will be discussed in details.

The operation of the Kalman filter requires the design of two mathematical models, the process model and the measurement model [50]. In the process model, the UAV condition at each step consists of the position, velocity, and orientation angles. The inputs to the process model are the specific force (the output of the accelerometer is the specific force) and the angular rate measurements. Position and velocity in $x$, $y$, and $z$ axes might well be expressed in 3D state vectors as $P_k = [p_x \ p_y \ p_z]^T$ for position and $V_k = [v_x \ v_y \ v_z]^T$ for velocity. Also, the quaternion approach is used to represent the orientation of the UAV rather than the representation of the Euler Angle since it does not suffer from singularity [51]. However, the system dimensions are increased to four $q_k = [q_0 \ q_1 \ q_2 \ q_3]^T$. Accordingly, the state vector and inertial measurement input vector are defined as:

$$X_k = \begin{bmatrix} P_k^T \\ V_k^T \\ q_k^T \end{bmatrix} \in \mathbb{R}^{10} \quad \text{and} \quad u_k = \begin{bmatrix} f_k \\ \omega_k \end{bmatrix} \in \mathbb{R}^6, \quad (4)$$

UAVs state measurement systems are often divided into two subsystems: the attitude and heading reference system (AHRS) and the position-velocity estimator known as the global positioning system/inertial navigation system (GPS/INS). The tracking system used in this work is responsible for determining the instantaneous position and attitude of the UAV. The AHRS function is related to the stability of the UAV [46]. Its main task is to provide the UAVs with an attitude. On the other hand, GPS/INS calculates the position and the translational velocity of the vehicle, relying mainly on the GPS unit.

One of the key technologies focused on high-precision, and real-time position and attitude estimation is the data fusion of multiple sensors. Different filtering techniques are applied to combine multiple sensing data. For example, the Kalman filter (KF) is widely used in linear system estimation [47]. However, the process and measurement model of most position and attitude estimation systems are nonlinear. The extended Kalman filter (EKF) and unscented Kalman filter (UKF) with the core idea of approximation are proposed with the characteristics of different degrees of linearization errors [48], [49]. The block diagram of sensor fusion and filtering using EKF is presented in Fig. 8. As will be seen later, multiple sensor data (including those from an accelerometer, gyroscope, magnetometer, and GPS) are integrated with an EKF algorithm to calculate the position and attitude variations ($\sigma_p$ and $\sigma_0$).

![FIGURE 8. Sensor fusion and filtering.](image-url)
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The operation of the Kalman filter requires the design of two mathematical models, the process model and the measurement model [50]. In the process model, the UAV condition at each step consists of the position, velocity, and orientation angles. The inputs to the process model are the specific force (the output of the accelerometer is the specific force) and the angular rate measurements. Position and velocity in $x$, $y$, and $z$ axes might well be expressed in 3D state vectors as $P_k = [p_x \ p_y \ p_z]^T$ for position and $V_k = [v_x \ v_y \ v_z]^T$ for velocity. Also, the quaternion approach is used to represent the orientation of the UAV rather than the representation of the Euler Angle since it does not suffer from singularity [51]. However, the system dimensions are increased to four $q_k = [q_0 \ q_1 \ q_2 \ q_3]^T$. Accordingly, the state vector and inertial measurement input vector are defined as:

$$X_k = \begin{bmatrix} P_k^T \\ V_k^T \\ q_k^T \end{bmatrix} \in \mathbb{R}^{10} \quad \text{and} \quad u_k = \begin{bmatrix} f_k \\ \omega_k \end{bmatrix} \in \mathbb{R}^6, \quad (4)$$

UAVs state measurement systems are often divided into two subsystems: the attitude and heading reference system (AHRS) and the position-velocity estimator known as the global positioning system/inertial navigation system (GPS/INS). The tracking system used in this work is responsible for determining the instantaneous position and attitude of the UAV. The AHRS function is related to the stability of the UAV [46]. Its main task is to provide the UAVs with an attitude. On the other hand, GPS/INS calculates the position and the translational velocity of the vehicle, relying mainly on the GPS unit.

One of the key technologies focused on high-precision, and real-time position and attitude estimation is the data fusion of multiple sensors. Different filtering techniques are applied to combine multiple sensing data. For example, the Kalman filter (KF) is widely used in linear system estimation [47]. However, the process and measurement model of most position and attitude estimation systems are nonlinear. The extended Kalman filter (EKF) and unscented Kalman filter (UKF) with the core idea of approximation are proposed with the characteristics of different degrees of linearization errors [48], [49]. The block diagram of sensor fusion and filtering using EKF is presented in Fig. 8. As will be seen later, multiple sensor data (including those from an accelerometer, gyroscope, magnetometer, and GPS) are integrated with an EKF algorithm to calculate the position and attitude variations ($\sigma_p$ and $\sigma_0$).

![FIGURE 8. Sensor fusion and filtering.](image-url)
where $X$ is the state vector, $P_k \in \mathbb{R}^3$ [m], $V_k \in \mathbb{R}^3$ [m/s], and $q_k \in \mathbb{R}^4$ [-] denote the position, velocity, and attitude angles (quaternion representation) of the navigation system at time instant $k$, respectively. Further, $u$ is a known exogenous control input, $f_k \in \mathbb{R}^3$ [m/s^2] and $\omega_k \in \mathbb{R}^3$ [rad/s] denote the specific force and angular velocity at time instant $k$, respectively. The process model is given by the non-linear equation:

$$X_k = f(X_{k-1}, u_k) = FX_{k-1} + Bu_k,$$

(5)

where $F$ is a transition matrix, $B$ is the control matrix.

The position and velocity are given as

$$P_k = P_{k-1} + \Delta t V_{k-1} + \frac{\Delta t^2}{2} (C_{b}^{n}(q_{k-1}) f_k - g),$$

(6)

$$V_k = V_{k-1} + \Delta t (C_{b}^{n}(q_{k-1}) f_k - g),$$

(7)

where $\Delta t$ is the system sample interval, and $C_{b}^{n}(q)$ denotes the directional cosine matrix (rotation matrix) that rotates a vector from the body coordinate frame (b-frame) to the navigation coordinate frame (n-frame). Further, $g$ denotes the gravity vector expressed in the navigation coordinate system.

According to [52], the discrete-time form of the system process model for the quaternion representation can be described as:

$$q_k = \{I_{4 \times 4} + \frac{\Delta t}{2} [\Omega \times]\} q_{k-1}.$$  

(8)

where $[\Omega \times]$ denotes the first-order quaternion dynamic model, which is given by the angular rate $\omega_k = (\omega_x, \omega_y, \omega_z)^T$.

The EKF algorithm is summarized in Algorithm 1. In this algorithm, we included the measuring models for GPS and magnetometers for the measurements. The GPS provides the position and velocity, and the magnetometer measures the yaw in the global frame. After filtering the raw data, the attitude angles of $\theta$, $\phi$, and $\psi$ can be determined from the quaternion representation according to [53]. The data set derived from the fusion sensors is analyzed to determine the standard position and orientation variance, as seen in the results section. The variance of position deviation of the UAV is given by:

$$\sigma_p^2 = \sigma_x^2 + \sigma_y^2 + \sigma_z^2,$$

(9)

where $\sigma_x^2$, $\sigma_y^2$, and $\sigma_z^2$ are the position variances in $x$, $y$, and $z$ directions, respectively. The variance of the orientation deviation is given by:

$$\sigma_\theta^2 = \sigma_\phi^2 + \sigma_\psi^2 + \sigma_\omega^2,$$

(10)

where $\sigma_\theta^2$, $\sigma_\phi^2$, and $\sigma_\psi^2$ are the attitude variances calculated by $\theta$, $\phi$, and $\psi$ orientation angles. Equations (9) and (10), derived from fusing the data set of various sensors, will be employed in Section VI to calculate the average symbol error rate and outage probability. Moreover, the numerical values declared in Table 2 will be exploited in the numerical results and discussion section.

Algorithm 1 Extended Kalman Filter for Position and Attitude Estimation

1: \( k = 1 \)
2: \( X_o \leftarrow \text{Initial State} \)
3: \( P_o \leftarrow \text{Initial Kalman filter state covariance matrix} \)
4: \text{while no abort command received do}
5: \text{State Prediction: Predict the state vector with the process model and the inertial measurement unit (IMU) measurements.}
6: \( X_k^- = FX_{k-1} + Bu \)
7: \text{Covariance Prediction: Time update of the KF state covariance with the covariance matrix of process model noise (Q).}
8: \( P_k^- = FP_{k-1}F^T + Q \)
9: \text{Kalman Gain: Update the Kalman gain with the covariance matrix of the measurement model noise (R).}
10: \( G_k = P_k^- [P_k^- + R]^{-1} \)
11: \text{State Correction: Update the state vector with the GPS measurements vector \((Z_k)\).}
12: \( X_k = X_k^- + G_k (Z_k + X_k^-) \)
13: \text{Covariance Update: Update of the state covariance}
14: \( P_k = [I_{4 \times 4} - G_k]P_k^- \)
15: \text{end if}
16: \text{end while}

V. OPTICAL FREE-SPACE CHANNEL MODEL

The model introduced in this work considers the combined effect of four channel impairments, namely, the atmospheric path loss $h_a$, the atmospheric turbulence $h_t$ due to intensity fluctuations of the optical signal while traveling through space, the pointing error loss $h_p$ due to misalignment between the beam and detector centers, and the link interruption $h_{pa}$ due to the angle-of-arrival (AoA) fluctuations. Note that the factor $h_a$ is constant at given propagation distance and weather conditions while the other factors are random variables. The ground-to-UAV instantaneous channel state $h$ is obtained as [27]:

$$h = h_a h_t h_p h_{pa}.$$  

(11)

Considering a ground-to-UAV FSO link, the probability density function (PDF) of the channel under moderate-to-strong turbulence condition is given as [26]:
\[ f_h(h) = \exp\left(-\frac{\theta^2_{P_{dV}}}{2\sigma^2_0}\right) \delta(h) + \left[ 1 - \exp\left(-\frac{\theta^2_{P_{dV}}}{2\sigma^2_0}\right) \right] \times \sum_{j=0}^{J} \frac{1}{j!} \left( \frac{\alpha \beta}{A_0 h_a} \right)^j \left( v_j(\alpha, \beta) h^{\beta-1+j} - v_j(\beta, \alpha) h^{\alpha-1+j} \right), \]

where

\[ v_j(\alpha, \beta) = \frac{\pi \gamma^2 \left( \frac{\alpha \beta}{A_0 h_a} \right)^\beta}{\Gamma(\alpha) \Gamma(\beta) \Gamma(j + (\alpha - \beta) + 1) - (\beta - \gamma^2 + j)} \times \exp\left(-\frac{s^2}{2\sigma^2_{pg}} - \frac{s^2 \gamma^2 / \sigma^2_{pg}}{2\beta - 2\gamma^2 + 2j} \right), \]

and

\[ v_j(\beta, \alpha) = \frac{\pi \gamma^2 \left( \frac{\alpha \beta}{A_0 h_a} \right)^\alpha}{\Gamma(\alpha) \Gamma(\beta) \Gamma(j + (\alpha - \beta) + 1) - (\alpha - \gamma^2 + j)} \times \exp\left(-\frac{s^2}{2\sigma^2_{pg}} - \frac{s^2 \gamma^2 / \sigma^2_{pg}}{2\alpha - 2\gamma^2 + 2j} \right), \]

\[(13) \quad \text{and} \quad (14) \quad \text{are deduced in [54] considering the general case of nonzero boresight pointing error.} \quad \alpha \quad \text{and} \quad \beta \quad \text{are the effective number of large-scale and small-scale turbulence eddies, respectively; they are directly related to the atmospheric conditions [55]. Also,} \quad A_0 = \left[ \text{erf}(\nu) \right]^2 \text{is the fraction of power collected at} \quad r = 0, \quad r \quad \text{is the radial displacement from the photodetector (PD) center [56, Fig.2],} \quad \nu = \sqrt{\pi/2}(r_o/\omega_z), \quad \nu \quad \text{is the ratio between aperture radius} \quad r_o \quad \text{and the beam waist} \quad \omega_z \quad \text{at distance} \quad z, \quad \text{and} \quad \text{erf}(\cdot) \quad \text{is the standard error function [56]. Moreover,} \quad |J = \gamma^2 - \alpha|, \quad \gamma = \omega_{eq}/2\sigma_{pg} \quad \text{is the ratio between the equivalent beamwidth} \quad \omega_{eq} = \omega_z^2(\sqrt{\pi} \text{erf}(\nu)/2\nu \text{exp}(-\nu^2)) \quad \text{and jitter standard deviation (SD), that measures the pointing error severity [54].} \]

The radial displacement \( r = |r| = \sqrt{r_x^2 + r_y^2 + r_z^2} \) follows the Beckmann distribution [57]. The Beckmann distribution is a versatile distribution used to describe the PDF of fading channels in general. It includes many distributions as a special case. For example, it can be specialized to Rician, Raylight, Hoyt, and single-sided Gaussian according to the values of the means and variances of the random variables \( r_x, r_y, \) and \( r_z [54]. \) Generally, \( r_x, r_y, \) and \( r_z \) are modeled as nonzero mean Gaussian distributed independent RVs, i.e., \( r_x \sim N(\mu_x, \sigma^2_x), \quad r_y \sim N(\mu_y, \sigma^2_y), \quad \text{and} \quad r_z \sim N(\mu_z, \sigma^2_z), \text{ respectively. In addition to the random jitters, this work considers a nonzero boresight error, where} \quad s = \sqrt{\mu_x^2 + \mu_y^2 + \mu_z^2} \quad \text{is the boresight displacement. The jitter displacement is} \quad \sigma^2_{pg} = \sigma^2_p + \sigma^2_g, \quad \text{where} \quad \sigma^2_p \quad \text{is the variance of Tx position fluctuations. In this work, the Tx is fixed on a ground station. Thus its variance is small and can be ignored relative to the Rx on-board UAV.}

### VI. ERROR AND OUTAGE PROBABILITIES WITH SECURITY ANALYSIS

In this section, closed-form expressions for the average symbol error rate (ASER) and outage probability (P_{out}) are derived for MPPM modulation in the ground-to-UAV optical link considering atmospheric turbulence, atmospheric attenuation, nonzero boresight pointing errors, and the link interruption due to the AoA fluctuations.

#### A. PROPOSED EXPRESSION FOR AVERAGE SYMBOL ERROR RATE

The upper bound of the received instantaneous error probability \( P_e(h) \) for MPPM for a given channel state \( h \) is deduced in [58] and provided as a function of average signal to noise ratio \( \text{SNR} \) in [59] and [60] as:

\[ P_e(h) \leq \frac{M - 1}{2} \text{erfc} \left( \sqrt{\frac{(M \log_2 M) \text{SNR} h^2}{4}} \right), \]  \quad (15)

where \( \text{SNR} \) is given by [43]:

\[ \text{SNR} = \frac{\text{PDE} \lambda_p}{n_{gates}} \sqrt{\frac{p}{(1-p)n_{gates}}}, \]  \quad (16)

where \( p = 1 - e^{\text{PDE} \lambda_p + \lambda_d} \). Considering the effect of the quantum channel \( \lambda_p = \eta_s \times \mu, \) where \( \eta_s \in [0,1] \), is the transmittance coefficient of the quantum channel, which represents the percentage of photons arrive at the receiver aperture through the channel.

The average symbol error rate is obtained by averaging the instantaneous error probability \( P_e(h) \) of MPPM over the PDF \( f_h(h) \) as [58]:

\[ P_e = \int_0^\infty P_e(h) f_h(h) dh, \]  \quad (17)

From (12) and (15) the ASER in (17) is obtained as:

\[ P_c = M - 1 - \int_0^\infty \text{erfc} \left( \sqrt{\frac{(M \log_2 M) \text{SNR} h^2}{4}} \right) \times \left[ \exp\left(-\frac{\theta^2_{P_{dV}}}{2\sigma^2_0}\right) \delta(h) + \left[ 1 - \exp\left(-\frac{\theta^2_{P_{dV}}}{2\sigma^2_0}\right) \right] \times \sum_{j=0}^{J} \frac{1}{j!} \left( \frac{\alpha \beta}{A_0 h_a} \right)^j \left( v_j(\alpha, \beta) h^{\beta-1+j} - v_j(\beta, \alpha) h^{\alpha-1+j} \right) \right] dh. \]  \quad (18)

The close-form expression of the ASER is extracted by using [61, eq.(06.27.21.0132.01)], as:
\[ P_e = \frac{M - 1}{2} \left[ \exp \left( -\frac{\theta^2_{\text{FoV}}}{2\sigma^2_o} \right) + \frac{M - 1}{2\sqrt{\pi}} \left[ 1 - \exp \left( -\frac{\theta^2_{\text{FoV}}}{2\sigma^2_o} \right) \right] \sum_{j=0}^{j} \frac{1}{j!} \left( \frac{\alpha\beta}{A_0h_a} \right)^j \times \left[ \frac{\Gamma \left( \frac{\beta+j+1}{2} \right)}{\beta+j} \left( \sqrt{\frac{M \log_2 M}{4}} \right)^{-(\beta+j)} v_j(\alpha, \beta) \right. \right. \]
\[ \left. \left. - \frac{\Gamma \left( \frac{\alpha+j+1}{2} \right)}{\alpha+j} \left( \sqrt{\frac{M \log_2 M}{4}} \right)^{-(\alpha+j)} v_j(\beta, \alpha) \right] \right] \]  

(19)

**B. PROPOSED EXPRESSION FOR OUTAGE PROBABILITY**

A further figure of merit in determining the performance of the ground-to-UAV system is the outage probability, which is defined as the probability that the instantaneous signal-to-noise ratio SNR(h) = \( \frac{SNR}{h^2} \) goes below a certain threshold SNR\(_{th}\), and it is given by [60] [62]:

\[ P_{\text{out}} = P_r(\text{SNR}(h) < \text{SNR}_{th}) = P_r(h < \gamma_o) = F_h(\gamma_o), \]  

(20)

where \( \gamma_o = \sqrt{\text{SNR}_{th}/\text{SNR}} \) and \( F_h(\gamma_o) \) is the well known cumulative distribution function (CDF) of \( h \), defined as:

\[ F_h(\gamma_o) = \int_0^{\gamma_o} f_h(h) \, dh. \]  

(21)

Substituting (12) and (21) into (20), the outage probability is obtained as:

\[ P_{\text{out}} = \int_0^{\gamma_o} \exp \left( -\frac{\theta^2_{\text{FoV}}}{2\sigma^2_o} \right) \delta(h) \, dh + \left[ 1 - \exp \left( -\frac{\theta^2_{\text{FoV}}}{2\sigma^2_o} \right) \right] \times \int_0^{\gamma_o} \sum_{j=0}^{j} \frac{1}{j!} \left( \frac{\alpha\beta}{A_0h_a} \right)^j \left[ v_j(\alpha, \beta)h^{\beta+1+j} - v_j(\beta, \alpha)h^{\alpha+1+j} \right] dh, \]  

(22)

The integration in (22) can be calculated using simple integration rules, then close-form expression for \( P_{\text{out}} \) is derived as:

\[ P_{\text{out}} = \left[ \exp \left( -\frac{\theta^2_{\text{FoV}}}{2\sigma^2_o} \right) + \left[ 1 - \exp \left( -\frac{\theta^2_{\text{FoV}}}{2\sigma^2_o} \right) \right] \times \exp(\frac{-\alpha\beta}{A_0h_a}) \right] \times \frac{1}{\Gamma(\alpha)\Gamma(\beta)\sin(\pi(\alpha - \beta))} \sum_{j=0}^{j} \left( \frac{\alpha\beta}{A_0h_a} \right)^j \times \left[ \left( \frac{\alpha + (\beta+j)}{\alpha+j} \right)^{\beta \exp(-\frac{\gamma_o^2/\sigma^2_o}{2\gamma_o})} \Gamma(j - (\alpha - \beta) - 1) \Gamma(j - (\beta - \gamma^2) - 1) \right. \]
\[ \left. \left[ \left( \frac{\alpha + (\beta+j)}{\alpha+j} \right)^{\alpha \exp(-\frac{\gamma_o^2/\sigma^2_o}{2\gamma_o})} \Gamma(j + (\alpha - \beta) + 1) \Gamma(j + (\beta - \gamma^2) + 1) \right] \right], \]  

(23)

**C. RKR AND SKR ANALYSIS**

The probability distribution of the atmospheric channel transmittance that describes the fluctuations of the transmittance \( \eta_s \) is given by [63, Eq. (15)]. The transmittance is mainly affected by beam wandering, and distortion of the spot size and shape. It can be accurately (provided beam ellipticity is small) approximated by the transmittance of the circular Gaussian beam as [64]:

\[ \eta_s = \eta_0 \exp \left[ -\left( \frac{\gamma_0}{\Lambda} \right)^R \right], \]  

(24)

where \( \Lambda \) and \( R \) are the shape and scale parameters, respectively, \( \gamma_0 \) is the beam-deflection distance, and \( \eta_0 \) is the transmittance for the centered beam, i.e., for \( r_0 = 0 \).

The raw key rate (RKR) and secret key rate (SKR) of the quantum channel are important metrics for measuring the efficiency of the FSO link. Here, we present the expressions for the RKR and SKR when the MPPM-E91 protocol is used. As described in (1), the probability of generating a pulse with \( i \) photons is \( P_i = e^{-\mu} \mu^i/i! \) while \( i \geq 0 \) and the probability of generating a pulse with zero photons is \( P_0 = e^{-\mu} \). So, the probability that an MPPM-frame of length \( M \) has a slot with a pulse of \( i \) photons while the remaining \( (M - 1) \) slots are empty follows the Binomial distribution as [35]:

\[ P_{i,\text{MPPM}} = \left( \frac{M}{1} \right) P_i P_0^{M-1}. \]  

(25)

The raw key rate (RKR) per frame is given as [65]:

\[ R_{\text{raw}} = \frac{\log_2 M}{M} \sum_{i=2}^{i} P_{i,\text{MPPM}}[1 - (1 - (\eta_D \eta_s)^i)], \]  

(26)

where \( \eta_D \) is the detector efficiency. The RKR of MPPM-E91 protocol over the quantum (free space) channel, \( R_{\text{raw,qu}} \), taking into account the free space channel impairments discussed in Section V is derived by using the ASER, \( P_e \), in (19) and the RKR in (26) as follows:

\[ R_{\text{raw,qu}} = R_{\text{raw}} \times \left( 1 - \frac{P_e}{\log_2 M} \right). \]  

(27)
In a PNS attack, the Poisson photon source allows Eve to acquire information due to the probability of multiple-photon generations. Considering a pulse with multiple photons, Eve could trap one or more photons from the quantum channel. After both parties (Alice and Bob) identified and preserve the states, Eve could easily predict the shared key. The information collected by Eve through the PNS is given as [65]:

$$R_{\text{Eve}} = \frac{\log_2 M}{M} \sum_{i \geq 2} P_i, \text{MPPM} \eta_D \tag{28}$$

Taking into account the deterioration effects of the quantum (FSO) channel, Eve’s gained information is derived from (19) and (28) as:

$$R_{\text{Eve, qu}} = \frac{\log_2 M}{M} \sum_{i \geq 2} P_i, \text{MPPM} \eta_D \times \left(1 - \frac{P_e}{\log_2 M}\right) \tag{29}$$

The SKR of MPPM-E91 protocol over the quantum channel is obtained using (27) and (29) as:

$$R_{\text{SKR, qu}} = R_{\text{raw, qu}} - R_{\text{Eve, qu}} \tag{30}$$

where $R_{\text{SKR, qu}}$ is normalized to the system bit rate, $R_B$. So, the SKR generated by the proposed system in bits/sec is $R_{\text{SKR, qu}} \times R_B$.

**VII. NUMERICAL RESULTS AND DISCUSSION**

In this section, the numerical results in terms of ASER and outage probability are given. These expressions are used to evaluate the impact of essential parameters and channel influences such as receiver’s FoV angle, propagation distance, and boresight displacement in the proposed ground-to-UAV FSO system. The system parameters adopted here are shown in Table 1 according to relevant recent literature in [27] and [66]. The Monte Carlo simulation confirm the validity of the resulting closed-form expressions. Moreover, the system security is investigated in terms of RKR and SKR assuming a PNS attack, taking into account the effect of the modulation order $M$, the total number of photons per pulse, and the number of time-bins.

The standard deviation of the position $x$, $y$, and $z$ from RTK-GPS and before applying the fusion algorithm with EKF was around 11 cm for the $x$ and $y$ and 16 cm for $z$. The use of the fusion algorithm limits the standard deviation to 5.21 cm, 5.02 cm, and 7.03 cm for the places in $x$, $y$, and $z$, respectively. The variation of position is presented in Fig. 9, where the sample output is calculated using the noisy data and the outputs given by the fusion algorithm. According to those results, the standard deviation of the position variations ($\sigma_p$) is determined from (9) as 10 cm.

Furthermore, the standard deviation of the angle of attitude before implementing the fusion algorithm with EKF was about 5 mrad for the angle of pitch/roll and 7.5 mrad for the angle of yaw. Since implementing the fusion algorithm, it was reduced to 2.6 mrad, 2.04 mrad, and 4.06 mrad for...
pitch, roll, and yaw angles. The variance of the angle of attitude is seen in Fig. 10. Attitude angles are computed in the sample output using raw outputs (angles of the accelerometer and magnetometer sensors) and outputs given by the fusion algorithm. Based on those values, the standard deviation of the orientation variance ($\sigma_\theta$) is determined from (10) to be 5 mrad. Table 2 summarizes the tracking results.

**Table 2. Tracking System Results**

| Parameter                           | Symbol | Value   |
|-------------------------------------|--------|---------|
| Orientation                         |        |         |
| Standard deviation of fluctuations around pitch | $\sigma_p$ | 2.6 mrad |
| Standard deviation of fluctuations around roll | $\sigma_\theta$ | 2.04 mrad |
| Standard deviation of fluctuations around yaw | $\sigma_C$ | 4.06 mrad |
| Position                            |        |         |
| Standard deviation of fluctuations in x-direction | $\sigma_x$ | 5.23 cm  |
| Standard deviation of fluctuations in y-direction | $\sigma_y$ | 5.02 cm  |
| Standard deviation of fluctuations in z-direction | $\sigma_z$ | 7.03 cm  |

The simulation and analytical results of ASER versus the receiver’s FoV is presented in Fig. 11 for SNR of 5 dB, 10 dB, and 15 dB. It can be clearly seen exactly matching between the simulation and analytical results when $\theta_{FovOv}$ $\geq$ 18 mrad while the difference is about 0.1 when $\theta_{FovOv}$ $<$ 18 mrad. Furthermore, the figure demonstrates that the ASER decreases when $\theta_{FovOv}$ increases for all SNR values, achieving an optimum value at $\theta_{FovOv}$ = 18 mrad, 20 mrad, and 22 mrad for SNR 5 dB, 10 dB, and 15 dB, respectively. Consequently, we will choose $\theta_{FovOv}$ = 22 mrad for precision results in order to ensure accuracy as well as to keep the ASER below $10^{-1}$.

Fig. 12 shows the relationship between the ASER and the FSO transmission distance at signal-to-noise ratio of 5 dB, 10 dB, and 15 dB, with $M = 16$, standard orientation deviation $\sigma_\theta = 5$ mrad, and position standard deviation $\sigma_p = 10$ cm. As expected, the ASER increases with longer transmission distances. In order to limit ASER below $10^{-1}$, the maximum allowable link distances are 525 m, 700 m, and 900 m for SNR 5 dB, 10 dB, and 15 dB, respectively. In this work, the operating transmission distance is chosen to be 500 m to satisfy ASER threshold for 5 dB $<$ SNR $<$ 15 dB.

The performance is also evaluated for 5 dB $<$ SNR $<$ 15 dB under different atmospheric turbulence, including strong turbulence ($\sigma^2_R = 5.5$), moderate turbulence ($\sigma^2_R = 2.5$), and weak turbulence ($\sigma^2_R = 0.5$). By considering $\theta_{FovOv}$ = 22 mrad and $L = 500$ m, Fig. 13 shows exactly matching between the simulation and analytical results of the ASER expressions in (18) and (19). It aslo given that, the ASER can be kept below the system threshold of $10^{-1}$ for turbulence conditions provided that the average SNR $>$ 9 dB.

Note that all of the above results have been calculated at zero boresight displacement. Therefore, the effect of non-zero boresight on the ASER is presented in Fig. 14 at different SNR with $M = 16$ and $L = 500$ m. Using the optimized values of $\sigma_\theta$, $\sigma_p$, and $\theta_{FovOv}$, the ASER is lightly
FIGURE 14. The effect of boresight displacement on the ASER for different SNR with $M = 16$, $L = 500$ m, and optimal $\theta_{FoV}$.

FIGURE 15. Composite probability density function versus the channel state.

FIGURE 16. Outage probability versus average SNR of FSO link for different turbulence conditions, $L=500$ m and $\theta_{FoV} = 22$ mrad.

FIGURE 17. Outage probability versus the signal-to-noise ratio and the threshold SNR, $L = 500$ m.

affected by the variation in boresight displacement from 0 to 30 cm. In addition, the composed PDF has been verified by comparing the proposed and stimulated results, as shown in Fig. 15. From the results, we can recognize an exact matching between the two proposed and stimulated PDFs with the achieved results from the previous discussions.

Similarly by considering $\theta_{FoV} = 22$ and communication distance $L = 500$ m, Fig. 16 shows exactly matching between the simulation and analytical results of the outage probability ($P_{out}$) expressions in (22) and (23). It aslo given that, the outage probability can be kept below the system threshold of $10^{-1}$ under different turbulences for SNR $> 10$ dB as shown in Fig. 16. So, SNR greater than 10 dB is required to guarantee efficient system performance, in terms of ASER and outage probability, under the three atmospheric turbulences.

The results of the outage probability as a function of received SNR and the threshold SNR ($SNR_{th}$) under moderate turbulence are illustrated in Fig. 17 for the proposed closed-form and Monte Carlo simulation. The outage probability is directly proportional to $SNR_{th}$ and inversely proportional to SNR. For the outage probability to be less than $10^{-1}$, the system should be configured at $SNR_{th} > 7.5$ dB, which equivalent to $SNR_{th} < 2.5$ dB.

Fig. 18 illustrates the effects of modulation order on the system performance and security in terms of RKR and SKR. It can be seen that MPPM outperforms OOK when $\mu < 0.25$ which has very low probability of multi-photon generation as shown in fig.3. Considering the operation below $\mu = 0.25$, at $M = 16$, the RKR is 0.08 which is almost the same as the SKR. That means guaranteeing system security against PNS attack. On the other hand, increasing the modulation order leads to higher RKR at expense of increased opportunity of Eve’s attack.
Based on the standard deviation of the UAV position and orientation variations extracted from the tracking system, it is found that the optimum values of $\theta_{\text{FoV}}$ that achieved threshold ASER of $10^{-4}$ are 18, 20, and 22 mrad for SNR 5, 10, and 15 dB, respectively. For a 500m link distance, optimal $\theta_{\text{FoV}}$, and SNR > 7.5, the system exhibits good reliability in terms of ASER and outage probability for boresight displacement up to 30 cm. Using laser source with $\mu < 0.25$ the proposed MPPM-E91 protocol outperforms OOK in terms of the RKR. System security against PNS attack is guaranteed at M=16, while lower modulation orders introduces higher RKR at expense of increased chance of Eve’s attack. The system’s RKR is maximized by adapting the number of time bins according to the received SNR.

The validity of analytical results deduced in this paper was verified using the Monte-Carlo simulation that showed a good match. The derived expressions and analytical results in this paper will help design and optimize such integrated systems. This study might further be extended to include the implementation of different QKD protocols, the Malaga distribution, which can be used as a general statistical model, and fine-tracking techniques.
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