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Abstract

It is critical to obtain high resolution features with long range dependency for dense prediction tasks such as semantic segmentation. To generate high-resolution output of size $H \times W$ from a low-resolution feature map of size $h \times w$ ($hw \ll HW$), a naive dense transformer incurs an intractable complexity of $O(hwHW)$, limiting its application on high-resolution dense prediction. We propose a Dual-Flattening Transformer (DFlatFormer) to enable high-resolution output by reducing complexity to $O(hw(H + W))$ that is multiple orders of magnitude smaller than the naive dense transformer. Decomposed queries are presented to retrieve row and column attentions tractably through separate transformers, and their outputs are combined to form a dense feature map at high resolution. To this end, the input sequence fed from an encoder is row-wise and column-wise flattened to align with decomposed queries by preserving their row and column structures, respectively. Row and column transformers also interact with each other to capture their mutual attentions with the spatial crossings between rows and columns. We also propose to perform attentions through efficient grouping and pooling to further reduce the model complexity. Extensive experiments on ADE20K and Cityscapes datasets demonstrate the superiority of the proposed dual-flattening transformer architecture with higher mIoUs.

1. Introduction

Obtaining high-resolution features is important in many computer vision tasks, especially for dense prediction problems such as semantic segmentation, object detection and pose estimation. Typical approaches employ convolutional encoder-decoder architectures where the encoder outputs low-resolution features and decoder upsamples features with simple filters such as bilinear interpolation. Bilinear upsampling has limited capacity in obtaining high-resolution features, as it only conducts linear interpolation between neighboring pixels without considering non-linear dependencies in global contexts. Various approaches have been proposed to improve the high-resolution feature quality, such as PointRend [20] and DUpsample [28]. PointRend [20] carefully selects uncertain points in the downsampled feature space and refines them by incorporating low-level features. DUpsample [28] adopts a data-dependent upsampling strategy to recover segmentation from the coarse prediction. However, these approaches lack the ability in capturing long-range dependency for fine-grained details. Diverse non-local or self-attention based schemes have been proposed to enhance the output features [3, 17, 18, 31], but mostly in the downsampled feature space. They still rely on bilinear upsampling procedure to obtain high-resolution features which tends to lose global information.

Recently, transformers have drawn tremendous interests, due to its great success in capturing long-range dependency. As the first standard-alone transformer for computer vision, Vision Transformer(ViT) [13] shows impressive result on image classification with patch-based self-attentions. However there is still a large room to improve when applying to dense prediction tasks due to its low-resolution feature map caused by non-overlapping patches and intractable computing costs. The complexity of a naive dense transformer scales rapidly w.r.t the high-resolution output, limiting its application to dense prediction problems. Multi-scale ViTs [24, 33, 35, 37] have been presented to achieve hierarchical features with different resolutions and have boosted the performance of many dense prediction tasks. However, upper-level features with low spatial resolution still rely on bilinear upsampling to recover the full-resolution features. The naive bilinear upsampling is inherently weak since it is intrinsically linear and local in recovering fine-grained details by linearly interpolating from local neighbors.

Several efficient attention designs can reduce the model
complexity, such as Axial-attention [31], Criss-Cross attention [18] and LongFormer [2]. However, they mainly focus on feature enhancement in the downsampled space without recovering the high-resolution features or recovering the fine-grained details by modeling the non-linear dependency on a more global scale from non-local neighbors. Therefore, in this paper, we strive to develop a transformer architecture that is not only efficient to recover full-resolution features but also able to recover the fine-grained details by exploring full contexts nonlinearly and globally.

For this purpose, to reduce the complexity w.r.t. to the high-resolution size, we propose a Dual-Flattening transformer (DFlatFormer) with decomposed row and column queries to capture global attentions. The key idea is to decompose the output feature space into row and column ones, and utilize the corresponding queries to output row and column representations separately. The final feature map can be obtained by integrating the two outputs. Let the size of a column representation be $O(h)$, and the size of a row representation be $O(w)$.

With these dual-flattened sequences as input, the DFlatFormer employs a row and a column transformer, each generating row and column outputs at a higher resolution, respectively. Each transformer is composed of several layers of multi-head attentions between the decomposed queries, and utilizes the corresponding queries to output row and column representations separately. The final feature map can be obtained by integrating the two outputs. Let the size of a low-resolution input be $h \times w$, and the target high-resolution output size be $H \times W$. Our model only incurs a complexity of $O(hw(H + W))$, while the naive dense transformer has a much larger complexity of $O(hwHW)$ as $h \ll H$ and $w \ll W$. Our motivation is partially analogy to depth-wise separable convolution [8] which decomposes regular convolution into depth-wise and point-wise ones for reducing the complexity, whereas ours decompose a transformer into rows and columns before they interact with each other and are eventually re-coupled to form a dense feature map.

To accommodate with the decomposed row and column queries, we propose to flatten an input feature map row-wise and column-wise into two separate sequences, so that successive rows and columns are put together to preserve their row and column structures, respectively. This will enable row and column queries to retrieve their immediate contexts from the neighboring rows and columns. In this way, the dual-flattened sequences will ideally align with the query sequences of rows and columns, resulting in a dual-flattening transformer architecture presented in this paper.

With these dual-flattened sequences as input, the DFlatFormer employs a row and a column transformer, each generating row and column outputs at a higher resolution, respectively. Each transformer is composed of several layers of multi-head attentions between the decomposed queries and dual-flattened inputs followed by feed-forward networks (FFNs). Moreover, to refine the spatial details, we introduce row-column interactive attentions to reflect the crossing points between rows and columns. In this way, the sequences of row and column outputs will fully interact to share their learned representations in their vertical and horizontal contexts when they spatially cross each other. To further reduce the complexity, we apply grouping and pooling to query sequences and/or flattened inputs, enabling more efficient computing of attentions.

Our major contributions are summarized below.

- We propose an efficient dual-flattening transformer architecture to obtain high-resolution feature map, with a complexity of $O(hw(H + W))$ where $h \times w$ and $H \times W$ are the input and output feature map sizes, respectively. The proposed architecture can serve as a flexible plug-in module into any CNN or transformer-based encoders to obtain high-resolution dense predictions.

- For this purpose, we propose to flatten input sequences row-wise and column-wise before they are fed into multi-head attentions along with decomposed queries. Interactive attentions are also presented to share vertical and horizontal contexts between rows and columns.

- We also propose efficient attentions via grouping and pooling in the feature space, which further reduces complexity to $O((\beta_g + \beta_p)hw(H + W))$, with $\beta_g$ and $\beta_p$ the fractions of grouped and pooled features, respectively.

- Experimental results demonstrate the superior performance of DFlatFormer as a universal plug-in into various CNN and transformer backbones for semantic segmentation on multiple datasets.

2. Related work

Self-attention. For CNN based architecture, numerous efforts have been made on increasing the receptive field, through dilated convolutions or introducing self-attention modules [3, 15, 17, 18, 29]. DANet [15] employs both spatial and channel attention modules to model the semantic inter dependencies for segmentation. Traditional dense self-attention imposes heavy computation and memory cost. Various works have been proposed with improved efficiency [18, 31]. Axial self-attention [31] applies local window along horizontal and vertical axis sequentially to achieve global attention. CCNet [18] adopts self-attention on its criss-cross path in a recursive manner. These methods have shown impressive capacity in modeling long-range contextual information at a much smaller memory size and complexity.

Transformers for vision. Transformers have been known for their Superior capability in modeling long-range dependency. As a first pure transformer for vision, Vision Transformer(ViT) [13] has achieved tremendous success in image classification. Rapid and impressive progresses have been made for dense prediction [9, 12, 24, 30, 33–35, 37, 38, 41]. DETR [4] formulates the object detection into set matching problem and proposes a learnable query based framework to directly retrieve object information. MaX-DeepLab [30] employs a dual-path transformer for panoptic segmentation which contains a global memory path in addition to a
CNN path. Swin Transformer [24] employs self-attention within local windows but effectively captures long-range dependency through cyclic window shift. Pyramid vision transformer (PVT) [33] exploits hierarchical transformer structure to obtain multi-level features which greatly benefits dense prediction. SETR [41] deploys a transformer along with a simple decoder from sequence to sequence perspective. Recently SegFormer [37] presented a positional-encoding-free hierarchically structured Transformer encoder and a lightweight MLP decoder which achieves superior performance with improved computation efficiency. There is a resurgence of efficient transformer design from various aspects including attention pattern, memory, and low-rank methods [7, 21, 32].

Semantic segmentation. Since the seminal work of fully convolutional network (FCN) [25] leading to significant progress in semantic segmentation, a series of model architectures have been proposed to further improve performance. Some works target at improving the receptive field of CNNs through dilated convolution [5]. Other works improve fine-grained contexts through hierarchical structures [22, 27], exploring object contextual correlation [40], and feature refinement [20, 28]. Besides CNN-based models, Transformers [13, 21, 24, 41] have shown their capability in capturing global contexts which are important for segmentation.

3. The proposed model: DFlatFormer

In this section, we present in details the proposed Dual-Flattening transformer (DFlatFormer). Consider a general semantic segmentation framework that consists of an encoder to extract features and a decoder for pixel-wise classification. The encoder typically gives a low-resolution feature map, and the decoder aims to output a dense feature map to enable high-resolution segmentation.

Suppose the encoder outputs a feature map \( S_o \in R^{h \times w \times d} \), and the decoder seeks to output a feature map \( S \in R^{H \times W \times d} \) at a target resolution, where \( h(H), w(W) \) and \( d \) are the height, width and channel dimension of encoder (decoder) feature map, respectively. Normally \( h \ll H \) and \( w \ll W \). Our goal is to obtain a high-resolution feature map \( S \) from the encoder output \( S_o \) through the DFlatFormer.

3.1. The overall framework

Naively, a dense transformer needs a full-size query sequence to embed a flattened sequence of low-resolution input to a high-resolution output. This is intractable as the full size sequence of \( H \times W \) queries would result in demanding memory and computational overheads.

On the contrary, in the proposed DFlatFormer, we decompose full-size queries in a naive dense transformer into \( h \) row and \( W \) column ones, and use them to embed rows and columns separately through multi-head and interactive attentions (see Sec. 3.3). The input sequence from the encoder will be flattened row-wise and column-wise to spatially align with the sequences of decomposed queries (cf. Sec. 3.2) before it is fed into row and column transformers separately. These embedded row and column representations will further interact with each other to aggregate vertical and horizontal contexts at the row-column crossing points, before they are eventually expanded and combined to generate a dense feature map of high resolution.

Fig. 1 summarizes the overall pipeline. Specially, the DFlatFormer consists of a row transformer and a column transformer. Given the low-resolution output \( S_o \) from an encoder, it is flattened row-wise and column-wise into two separate sequences \( R \) and \( C \) with the respective positional encodings (cf. Sec. 3.2). The flattened row and column sequences together with the decomposed sequences of learnable row \( Z^r_q \) and column \( Z^c_q \) queries are fed through row and column transformers to output corresponding embeddings. The resultant row/column embeddings for each layer are further refined by interacting with their column/row counterpart through an interactive attention module (see Sec. 3.3). Suppose the row (column) transformer consists of \( L \) layers, the resultant last-layer embeddings of rows \( Z^r_L \) and columns \( Z^c_L \) are finally expanded and combined to output a full-resolution feature maps \( S \) (see Sec. 3.3).

Let us take a closer look at each layer of DFlatFormer. Taking the row transformer as an example, a layer is composed of a multi-head attention (MHA) module and a row-column interactive attention module. Its MHA module takes as inputs the original row-flattened sequence \( R \), the row query sequence \( Z^r_q \) and the last layer output of row embeddings \( Z^r_{l-1} \), and it outputs \( O^r_l \) after a multi-layer perceptron (MLP) of Feed-Forward Network (FFN). Then a row-column interactive attention module follows by coupling intermediate embeddings of \( O^r_l \) and \( O^c_l \) output from the row and column MHAS. This module allows a row representation to aggregate all column embeddings in vertical contexts as they cross the row. It outputs the row representation of \( Z^r_l \) for layer \( l \), which will be fed into the next layer for further modeling. The details will be presented in Sec. 3.3.

To further improve the computational efficiency, we propose a grouping and pooling module by reducing the number of row/column flattened tokens fed into each layer. The details are explained in Sec. 3.4. DFlatFormer can serve as a plug-in module to be connected to any CNN or transformer based encoder and generate high-resolution output.

3.2. Dual flattening and positional encodings

First, we flatten the encoder output \( S_o \) row-wise and column-wise to align with the row and column queries separately. This preserves the row and column structures by
putting entire rows and columns together in the flattened sequences, respectively. Meanwhile, row-wise and column-wise positional encodings will also be applied to the dual-flatten sequences (cf. Sec. 3.2.1). This will enable the row and column queries to apply the multi-head attentions to the respective flattened sequences.

3.2.1 Row-wise and column-wise positional encodings

Typically, the target feature map has much larger size than the encoder output. To align the query sequence with the row/column flattened key/value sequence, we need a row/column-wise positional encodings as well.

Formally, taking the row part for example, we have a sequence of $H$ row queries. Meanwhile, the row sequence only has $h$ rows before it is row-wise flattened to $R \in \mathbb{R}^{h \times d}$. As shown in Fig. 2, we start with an initial 1D positional encoding $t^0_r \in \mathbb{R}^{h \times d}$ through sinusoidal function following [29]. This encoding can be upsampled by linear interpolation to $t^q_r \in \mathbb{R}^{H \times d}$, which aligns with the size of query sequence and thus can be used to initialize the positional encoding of queries directly. Meanwhile, $t^0_r$ can also be column-wise replicated to $t^0_v \in \mathbb{R}^{h \times w \times d}$. The resultant encoding aligns with the size of input feature map $S_o$, and thus can be row-wise flattened to $t^k_v \in \mathbb{R}^{hw \times d}$ and used as the positional encoding of the row-wise flattened $R$. This is a row-wise positional encoding since each row has the same code, thereby aligning with the row-wise flattening. The similar column-wise positional encoding can be applied to the corresponding column-wise flattening.

While the above depicts the mechanism of aligning absolute positional encodings with row/column-wise flattening, it is not hard to apply the similar idea of row/column-wise expansion to extend relative positional encodings [1, 26] as well. Interested readers can refer to our source code \footnote{It will be available upon the acceptance of this submission.} for more details.

3.3. Multi-head and row-column interactive attentions

Multi-head attention. First we embed row and column queries separately through multi-head attention with dual-flatten sequences. Let $Z_{r,l-1}^e$ ($Z_{c,l-1}^e$) be the row (column) output sequence for layer $l-1$ that will be fed into the next layer as input. The first layer input $Z_{r,0}^e$ ($Z_{c,0}^e$) is set to 0. Then, taking a row transformer for example, a single-head attention is formulated as

$$\text{ATTN}(Z_{r,l-1}^e, R, Z_{r,q}^e) = Z_{r,l-1}^e + \text{SoftMax} \left( (Z_{r,l-1}^e + Z_{r,q}^e)W_q((R + t_{kv})W_k)^T \right) R W_v,$$

where $W_q$, $W_k$ and $W_v$ are the linear projection matrices, and $d_m$ is the embedding dimension for each head. $Z_{r,q}^e$ is the learnable sequence of row queries and $t_{kv}^e$ is the positional encodings defined in Sec. 3.2.1. Then, the multi-head attention is obtained by putting together single-head outputs

$$\tilde{O}_{r}^e = [\text{ATTN}_0(Z_{r,0}^e, R, Z_{r,q}^e); \ldots; \text{ATTN}_{n-1}(Z_{r,1}^e, R, Z_{r,q}^e)] W^O,$$

where $W^O$ is a linear projection matrix. The output of each layer further goes through a feed-forward network $\mathcal{F} \mathcal{F} \mathcal{N}$ with

![Figure 1. Illustration of DFlatFormer framework. Residual connections and normalization are omitted in the figure for better exposition to avoid unnecessary cluttering.](image1)

![Figure 2. Positional coding of row queries and row-flattened sequence.](image2)
a residual connection:

\[ O_r' = \hat{O}_r' + \text{FFN}(\hat{O}_r') \]

Layer normalization is omitted for the notational simplicity.

**Row-column interactive attention.** After a multi-head attention module, we also have a row-column interactive attention. As illustrated in Figure 3, this interactive attention aims to capture the relevant information when a row (column) crosses all columns (rows) spatially. This allows the learned row (column) representation to further integrate the vertical (horizontal) contexts along the crossed columns (rows) through an interactive attention mechanism.

Formally, the row and column outputs from their interactive attentions can be obtained below,

\[
Z_r^i = \text{SoftMax}\left(\frac{O_r^i O_r^T}{\sqrt{d}}\right)O_r^i + O_r^i, \tag{2}
\]

\[
Z_c^j = \text{SoftMax}\left(\frac{O_c^j O_c^T}{\sqrt{d}}\right)O_c^j + O_c^j.
\]

This module can be seen as taking the intermediate row output \(O_r^i\) as the query to aggregate the relevant information from all crossing columns. For simplicity, we do not use linear projections as in multi-head attention to map \(O_r^i\) and \(O_c^j\) into query, key and value sequences.

**Final dense feature map.** At the output end, each pixel at \((i, j)\) in the final feature map is represented as a direct combination of the outputs from the row and column transformers at the same location. Formally, it can be written as

\[
S_{ij} = Z_{r,i}^i + Z_{c,j}^j,
\]

where \(S_{ij}\) is the final feature vector in the dense map at \((i, j)\), and \(Z_{r,i}^i, Z_{c,j}^j\) are the representation of row \(i\) and column \(j\) in the last layer, respectively.

Note that through row-column interactive attention, each row (column) representation has already aggregated the information from all column (rows) before it is finally added to the column (row) representations to generate the dense feature output. Thus, the DFlatFormer does not wait until the final layer to re-couple rows and columns. The early interaction between rows and columns allows them to fully explore the vertical and horizontal contexts across layers while still keeping the DFlatFormer tractable.

**3.4. Efficient attentions via grouping and pooling**

If all the pixels in the encoder output are taken to form keys/values, the computational complexity is \(O(hw(H + W))\), as there are totally \(H\) rows and \(W\) columns for queries and \(hw\) keys/values fed into the DFlatFormer. To further reduce complexity, we propose to perform multi-head attention via grouping and (average) pooling. Grouping divides both queries and the input feature map into several groups, where each query can only access features within the corresponding feature group. On the other hand, the features in a row and a column are average-pooled to form shorter flattened sequences, further reducing the model complexity.

Specifically, as shown in Fig. 4, for a row transformer, the row queries and the row-flattened sequence are equally divided into \(n_p\) groups. Multi-head attention is conducted within each group in parallel such that a row query only performs the multi-head attention on the corresponding group of the flattened sequence. On the other hand, we also average-pool the row-flattened sequence through a non-overlapping window of size \(n_w\) over each row, resulting in a shorter sequence where each row query can access the whole one for performing the multi-head attention. The resultant outputs from both grouping and pooling are added to give the output.

We note that the grouping and pooling compliment with each other – in the grouping, each query accesses a smaller but part of the flattened sequence at its original grained level. In contrast, in the pooling, the query access the whole sequence but at a coarse level with pooled features. By combining both, the output can reach a good balance between the computational cost and the representation ability.
3.5. Complexity analysis

As aforementioned, with decomposed row and column queries, the overall complexity of DFlatFormer is reduced to $O(hw(H + W))$. Next let us analyze the complexity with the grouping and pooling. Let $\beta_g = 1/n_p$ be the fraction of the features within each group over the flattened sequence, and $\beta_p = 1/n_w$ be the fraction of pooled features over the sequence. Each query only accesses a group of $\beta_g hw$ features. There are only $\beta_p hw$ pooled features in total, and they are shared among all the queries. Hence the total number of features that a query can access is $(\beta_g + \beta_p)hw$, resulting in an overall complexity of $O((\beta_g + \beta_p)hw(H + W))$. In our experiment, we typically have $\beta_g = \frac{1}{4}$ and $\beta_p = \frac{1}{2}$, hence the overall complexity is reduced to $O(\frac{1}{4}hw(H + W))$ by half.

4. Experimental results

Datasets. Experiments are conducted on three datasets: ADE20K [42], Cityscapes [11] and Pascal VOC 2012 [14]. ADE20K is a large-scale scene parsing benchmark composed of 150 classes. The number of training/validation/test images is 20k/2k/3k. Cityscapes is an urban scene understanding dataset containing 19 classes. It has 2975/500/1525 training/validation/test images. Pascal VOC consists of 21 classes, containing 1464 images with high-quality annotations, and an extra 10582 images with coarse annotations to serve as training set. The number of images for validation/testing is 1449 and 456, respectively.

Baseline and our models. With the CNN as backbone, DeepLabv3+ [5] with ResNet-50/101 are taken as the baseline models. We deploy our DFlatFormer as the decoder upon the output of DeepLabv3+ encoder. For the ResNet-50 baseline, if low-level features are explored, we implement separate DFlatFormers to take in both high-level and low-level features to generate outputs of the same spatial size. The final feature map is given by channel-wise concatenation. We present in Appendix more details of models.

Implementation details. For ADE20K and Pascal VOC datasets, we crop images into a size of $520 \times 520$. For Cityscapes, the crop size is also $520 \times 520$, except with MiT [37] backbone which uses $1024 \times 1024$ crop size. We adopt the standard pixel-wise cross-entropy loss as the loss function. More details are provided in Appendix.

4.1. Main results

We adopt the mean intersection over union (mIoU) to measure segmentation performance. To compare memory sizes and computation complexities, the number of parameters (“Param”) and Giga-floating-point operations (“GFLOPs”) are used. “Size” $a$ in all tables, if not specified, denotes a crop size of $a \times a$. “mIoU” in the tables refers to mIoU with single-scale inference, and “+MS” denotes mIoU with multi-scale inference and horizontal flipping.

In Table 1 we compare the DFlatFormer with ResNet-50 baseline based on bilinear upsampling and DUpsample [28]. Without low-level features, DFlatFormer gives 4.5% performance gain over bilinear upsampling and 3.5% gain over DUpsample. With exploration on low-level features, DFlatFormer provides a 0.5% additional gain in mIoU. A further comparison of DFlatFormer with PointRend [20] is given in Appendix. The above results suggest that DFlatFormer outperforms both bilinear upsampling and data-dependent upsampling in recovering high-resolution features for semantic segmentation. In Table 2 we compare performances between the DFlatFormer with DeepLabv3+ on three datasets: Pascal VOC 2012, Cityscapes and ADE20K. All methods adopt the ResNet-50 as backbone. DFlatFormer achieves 2.4%, 2.0% and 3.3% gains over DeepLabv3+ respectively. The results suggest that DFlatFormer can well capture the global contexts and achieve universal gains across datasets.

In the following we make more comparisons between our model and other state-of-art architectures, and show that the DFlatFormer can be used as a universal plug-in decoder for highly-accurate dense predictions for segmentation.

Comparison With CNN backbones. In Table 3 and Table 4, we show a comprehensive comparison of DFlatFormer with other models on ADE20K and Cityscapes datasets, respectively. All models adopt the CNN backbones. For ADE20K segmentation, with ResNet-50 as backbone, DFlatFormer outperforms DeepLabv3+ baseline by 3.3% and 3.7% for single-scale and multi-scale inference, respectively; with ResNet-101 as backbone, DFlatFormer outperforms DeepLabv3+ by 2.7% for single-scale inference. For Cityscapes semantic segmentation, DFlatFormer with single-scale inference outperforms DeepLabv3+ by 2.0% and 1.8% with backbone ResNet-50 and ResNet-101, respectively.

Comparison with Transformer backbone. Given trans-
former as backbone, Table 5 and Table 6 provide performance comparisons of DFlatFormer with other architectures on ADE20K val and Cityscapes val datasets, respectively. For ADE20K segmentation, with Swin-T as backbone, DFlatFormer has 2.6% gain over UperNet for single-scale inference. With Swin-S as backbone, DFlatFormer surpasses UperNet by 0.6%. On the other hand, the model size and GFLOPs of DFlatFormer are much smaller than the baselines. When comparing with SegFormer [37], with MiT-B2 as backbone, DFlatFormer outperforms SegFormer by 0.9%. With MiT-B4 as backbone, DFlatFormer outperforms SegFormer by 0.5%. While the model size is slightly increased over SegFormer, our model enjoys a much smaller GFLOPs. More detailed structure comparison with SegFormer are provided in Sec. 4.2. Note that in SegFormer, AlignedResize [37] is utilized which potentially provides extra gain over the normal inference. For fair comparison with others we follow the normal procedure as in MMSegmentation [10]. The results demonstrate that DFlatFormer can further leverage the multi-level features to strengthen the power of hierarchical structures in dense prediction.

**Visualization results.** For qualitative comparison, we visualize the segmentation results in Fig. 5 to compare DFlatFormer with SegFormer. It can be seen that DFlatFormer provides better predictions for small objects such as traffic signs and lights. In Fig. 6 more comparisons are presented for DeepLabv3+ (ResNet-101), SegFormer and DFlatFormer on ADE20K. From the first two images we observe that DFlatFormer can predict more accurate and complete boundaries for objects such as curtain and lamp. From the last image we observe that among the three methods, only DFlatFormer can accurately predict the segmentation for chest of drawers. The results show that DFlatFormer can effectively capture more fine-details through long-range attentions on the contexts.

### Table 3. Semantic segmentation performance on ADE20K val dataset with CNN backbone.

| Method                  | Backbone | Size Param(M) | GFLOPs | mIoU | +MS |
|-------------------------|----------|---------------|--------|------|-----|
| DeepLabv3+ [5]          | ResNet-50| 512 43.6      | 176.4  | 41.5 | 43.2|
| MaskFormer [6]          | ResNet-50| 512 41        | –      | 44.5 | 46.7|
| DFlatFormer(ours)       | ResNet-50| 512 45.4      | 407.4  | 44.8 | 46.9(+3.7)|

### Table 4. Semantic segmentation on Cityscapes val dataset with CNN backbone. † denotes a crop size of 512×1024.

| Method                  | Backbone | Size Param(M) | GFLOPs | mIoU | +MS |
|-------------------------|----------|---------------|--------|------|-----|
| DeepLabv3+ [5]          | ResNet-50| 512 43.6      | 176.4  | 77.6 | 78.4|
| DFlatFormer(ours)       | ResNet-50| 512 45.4      | 407.4  | 79.6 | 80.9(+2.5)|

### Table 5. Semantic segmentation performance on ADE20K val dataset, with transformer backbone. †: model pretrained on ImageNet-22K. +: AlignedResize used in inference.

| Method                  | Backbone | Size Param(M) | GFLOPs | mIoU | +MS |
|-------------------------|----------|---------------|--------|------|-----|
| SETR [41]               | ViTL     | –             | 508    | 48.6 | 50.3|
| PVT+Trans2Seg           | PVT-S [33]| –       | 32.1   | 31.6 | 42.6|
| Semantic FPN [19]       | PVT-M [33]| 512        | 219.0  | 41.6 | –   |
| Semantic FPN P2T-S [35] | PVT-S     | 512           | 41.7   | 44.4 | –   |
| Semantic FPN P2T-B [35] | PVT-B     | 512           | 57.5   | 46.2 | –   |
| Semantic FPN Swin-S [24]| PVT-S     | 512           | 270.4  | 45.2 | –   |
| Semantic FPN CrossFormer-S [34]| 512 | 220.7 | 46.0 | –   |
| UperNet CrossFormer-S [34]| 512 | 979.5 | 47.6 | 48.4 |
| UperNet CrossFormer-T [34]| 512 | 945 | 44.5 | 46.1 |
| MaskFormer [6]          | Swin-T   | 512           | 46.7   | –    | 48.8 |
| DFlatFormer(ours)       | Swin-T   | 512           | 532    | 47.1 (+2.6) | 48.4 (+2.3)|
| UperNet Swin-S [24]     | –        | 1038          | 47.6   | 49.3 | –   |
| MaskFormer [6]          | Swin-S   | –             | 49.8   | 51.0 | –   |
| DFlatFormer(ours)       | Swin-S   | –             | 719.6  | 48.0 (+0.6) | 49.8 (+0.5)|

| Semantic FPN            | CrossFormer-B [34]| 512 | 55.6 | 47.7 |
| Semantic FPN            | CrossFormer-L [34]| 512 | 95.4 | 48.7 |
| UperNet                 | CSWin-T [12]     | 512 | 959 | 49.3 |
| UperNet                 | CSWin-S [12]     | 512 | 1027 | 50.0 |
| UperNet                 | Twins-SVT-B [9]  | 512 | 261 | 47.7 |
| UperNet                 | Twins-SVT-L [9]  | 512 | 297 | 48.8 |
| UperNet                 | Focal-T [38]     | 640 | 998 | 45.8 |
| UperNet                 | Focal-S [38]     | 640 | 1130 | 48.0 |
| SegFormer [37]          | MT-B2           | 512 | 62.7 | 46.5 |
| DFlatFormer(ours)       | MT-B2           | 512 | 64.1 | 46.5 |
| UperNet Swin-S [24]     | –               | 1038 | 47.6 | 49.3 |
| MaskFormer [6]          | Swin-S           | –          | 49.8  | 51.0 |
| DFlatFormer(ours)       | Swin-S           | –          | 719.6 | 48.0 (+0.6) | 49.8 (+0.5)|

### Table 6. Semantic segmentation on Cityscapes val dataset with transformer backbone. †: crop size of 512 × 1024.

| Method                  | Backbone | Size Param(M) | GFLOPs | mIoU | +MS |
|-------------------------|----------|---------------|--------|------|-----|
| Semantic FPN PVT-T [33]| 1024    | 17.0          | 71.7   | –   | –   |
| Semantic FPN PVT-S [33]| 1024    | 14.9          | –      | 77.3 | –   |
| Semantic FPN P2T-S [35]| 1024    | 28.2          | –      | 75.5 | –   |
| Semantic FPN P2T-B [35]| 1024    | 26.8          | –      | 78.6 | –   |
| Semantic FPN P2T-M [33]| 1024    | 48.0          | –      | 76.6 | –   |
| Semantic FPN P2T-B [35]| 1024    | 39.9          | –      | 79.7 | –   |
| SEITR [41]              | ViTL     | –             | 79.5   | –   | –   |
| SEITR [41]              | ViTL     | –             | 82.2   | –   | –   |
| SegFormer [37]          | MT-B2    | 1024 27.5     | 717.1  | 81.0 | –   |
| DFlatFormer(ours)       | MT-B2    | 1024 36.2     | 384.2  | 81.9 (+9.0) | 82.8 (+0.6)|
| SegFormer [37]          | MT-B4    | 1024 64.1     | 1240.6 | 82.3 | 83.8 |
| DFlatFormer(ours)       | MT-B4    | 1024 72.8     | 612.6  | 82.8 (+0.5) | 84.5 (+0.7) |

### 4.2. Ablation studies

**Attention through grouping and pooling.** We conduct ablation study on attentions through grouping and pooling in Table 7 for ADE20K. Performance with grouping and pooling is slightly better the one without them. We hypothe-
Figure 5. Cityscapes results for semantic segmentation. Top Left: RGB image; Top right: Ground-truth label; Bottom left: SegFormer; Bottom right: DFlatFormer. DFlatFormer provides better predictions for small objects such as traffic signs and lights.

Figure 6. ADE20K segmentation examples for different schemes. DFlatFormer has better predictions than DeepLabv3+ and SegFormer for highlighted objects: first image: more complete prediction of curtain; second image: better shape prediction of lamp; third image: DFlatFormer accurately predicted chest of drawers, while other two failed.

Table 7. DFlatFormer performance with grouping and pooling attentions, and with row-column interactive attentions.

| Backbone    | Grouping and pooling attentions | mIoU     | Row-column interactions | mIoU     |
|-------------|--------------------------------|----------|-------------------------|----------|
| ResNet-50   | ✓                              | 44.5     | ✓                       | 43.3     |
|             |                                | 44.8     |                         | 44.8     |
| MiT-B2      | ✓                              | 47.3     | ✓                       | 46.1     |
|             |                                | 47.4     |                         | 47.4     |

Table 8. Comparison of DFlatFormer and SegFormer with backbone MiT-B2.

| Method          | Performance | Decoder size and complexity |
|-----------------|-------------|-----------------------------|
|                 | mIoU        | Param(M) | GFLOPs   |
| SegFormer       | 46.5        | 3.3    | 42.1     |
| DFlatFormer(ours) | 47.4        | 6.1    | 27.1     |

with interactive attentions, performance increases by 1.5% and 1.3% with backbone ResNet-50 and MiT-B2, respectively. Results demonstrate the importance of earlier interactions between rows and columns before they are eventually combined at the output end.

Comparison with SegFormer decoder. SegFormer employs a light-weighted MLP decoder with output of all-level features concatenated. Although its model size is smaller than DFlatFormer, its GFLOPs is much larger than ours. Detailed comparisons of model size and GFLOPs are presented in Table 8. We notice that an embedding dimension of 768 is employed for each hierarchical level in SegFormer to achieve decent performance. In DFlatFormer, we only set the embedding dimension up to 256. As there are four levels of output features, after the channel-wise concatenation, SegFormer has the total number of channels much larger than ours, leading to heavier computational cost as well as memory footprint although it has a smaller number of model parameters.

Ablations on other factors. The comparisons of other factors are presented in Appendix, including positional codes and number of decoder layers, etc.

5. Conclusion

We propose a dual-flattening transformer to learn dense feature maps for high-resolution semantic segmentation. Given an input feature map of size $h \times w$ and an output target of size $H \times W$, the proposed model merely incurs a complexity of $O(hw(H+W))$ by employing decomposed row and column queries to capture global attentions. Input feature maps are row-wise and column-wise flattened to maintain their row and column structures, and hence the decomposed queries can retrieve immediate contexts from neighboring rows and columns. To recover the spatial details of high resolution, we introduce row-column interactive attentions at their crossing points. We further present...
efficient attentions via grouping and pooling in the feature space to further reduce the complexity. Experiments have demonstrated superior performances of the proposed DFlatFormer over others with both CNN and Transformer backbones.
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