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Abstract: Feature selection and sentiment analysis are two common studies that are currently being conducted; consistent with the advancements in computing and growing the use of social media. High dimensional or large feature sets is a key issue in sentiment analysis as it can decrease the accuracy of sentiment classification and make it difficult to obtain the optimal subset of the features. Furthermore, most reviews from social media carry a lot of noise and irrelevant information. Therefore, this study proposes a new text-feature selection method that uses a combination of rough set theory (RST) and teaching-learning based optimization (TLBO), which is known as RSTLBO. The framework to develop the proposed RSTLBO includes numerous stages: (1) acquiring the standard datasets (user reviews of six major U.S. airlines) which are used to validate search result feature selection methods, (2) preprocessing of the dataset using text processing methods. This involves applying text processing methods from natural language processing techniques, combined with linguistic processing techniques to produce high classification results, (3) employing the RSTLBO method, and (4) using the selected features from the previous process for sentiment classification using the Support Vector Machine (SVM) technique. Results show an improvement in sentiment analysis when combining natural language processing with linguistic processing for text processing. More importantly, the proposed RSTLBO feature selection algorithm is able to produce an improved sentiment analysis.
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1 Introduction

Sentiment analysis is a text-classification task aimed at evaluating the polarity (positive or negative) of the opinions expressed within a single document. It serves to analyze and identify the type of sentiments in text-based user reviews [1]. With the development of internet and social media, people use social sites, websites, blogs, and forums more often as the primary mediums for expressing their comments, views, opinions on services, issues, ideas, and various other things [2]. Thus, sentiment analysis plays an important role in analyzing reviews, views, and opinions presented by users in order to evaluate the feedback on a specific aspect [3]. The results...
of this analysis are very useful to service providers in improving the quality of their respective services. Indirectly, these results can also help service providers increase the profitability of their respective organizations.

Sentiment analysis originates from text mining technology, natural language processing, and text classification methods [4]. It helps classify text-shaped information such as customer reviews of services, politics, products, and others such as positive or negative sentiments [5–8]. Sentiment analysis can be divided into three techniques: lexicon-based techniques, machine learning-based techniques, and hybrid techniques [9]. Machine learning technique is one of the most popular methods for classifying sentiments. This technique is combined with language methods to identify the categories of sentiments present in a text [1]. Three main processes in sentiment analysis were implemented in this study, namely data processing, feature selection, and sentiment classification.

One of the key problems in the study of sentiments is managing user feedback on social media, websites, forums, and blog texts that contain noisy and unimportant details. Such data need to be managed and processed regularly before the performance of sentiment analysis can be carried out [10]. From a study conducted by [10], it was found that text-processing techniques play an important role in ensuring the accuracy of sentiment prediction and also in influencing the computation time during sentiment classification. Text processing was developed to analyze and prepare the text for sentiment classification [11].

In addition, the presence of large feature size is a common problem in sentiment analysis. Large feature size affects the performance of sentiment classification and its processing time. However, this problem can be overcome using machine learning methods that use appropriate feature set selection techniques to eliminate noisy and irrelevant features [1,5,12–16]. Feature selection is a volatile polynomial problem and requires efficient algorithms such as metaheuristic algorithms to assist [17–19].

According to [20], most of the existing feature selection algorithms require specific parameters. Algorithms that use specific parameters need to adjust the value of those parameters to an exact value in order to get good results. For example, genetic algorithms require specific parameters such as cross-probability, mutation rate, and selection method parameters. Accordingly, [20] introduced the teaching–learning-based optimization (TLBO) algorithm that does not require specific parameters to function properly.

Typically, the reviews in datasets containing user reviews have a lot of noise and irrelevant information that makes it difficult to process and analyze information accurately and in detail for identifying customer sentiments regarding service quality and the types of services preferred and disliked by customers. This information that is obtained from social sites and the internet is constantly evolving and changing over time, which renders the manual analysis of reviewing information to become ineffective, irrelevant, and one that requires a lot of effort, often resulting in inaccurate findings. This is a major problem faced by service providers in identifying customer sentiments towards the services and customer feedback provided as a whole. Therefore, a mechanism needs to be developed to analyze user reviews to identify customer sentiments. Therefore, in this study, we have identified a great opportunity to develop a feature selection and feature reduction algorithm for sentiment classification. For this, we used a combination of feature selection based on RST and TLBO, which is referred to as RSTLBO, to reduce the dimension size of features and select a subset of quality features for sentiment classification. The following contributions made by this paper have been summarized as follow.
• It has identified the effect of text-processing methods from natural language processing categories on the accuracy of sentiment analysis predictions.
• It has proposed an RSTLBO-based algorithm for feature selection and feature reduction in sentiment classification.

The following sections in this paper present the following aspects: Section 2 describes the studies conducted on the topics discussed. Section 3 describes the research methodology. Section 4 discusses the results of this study. Lastly, Section 5 summarizes the results of this study.

2 Related Studies

Text processing and feature selection are two very important processes in sentiment classification systems. Text processing involves preparing a dataset with user reviews that were obtained from social sites, websites, forums, and more. This dataset of reviews usually contains a lot of noise, irrelevant, and meaningless fragments such as HTML tags, scripts, advertising, and other such things. Therefore, these reviews need to be cleaned and converted into a dataset format to prepare them to be processed for feature selection and sentiment classification through text processing. The feature selection process helps reduce the dimensions of the dataset generated from text processing. Typically, this user review dataset contains features of various sizes and is relatively difficult to be processed manually. In order to tackle this difficulty, it is processed through computing operations using feature selection algorithms. These feature selection algorithms produce small-dimensional datasets that can be used in the sentiment-classification process. Various feature selection algorithms have been developed, but most of them are recommended for studies in the field of engineering and other fields. Very few studies have been conducted on sentiment analysis.

Manimekalai et al. [21] described sentiments as opinion mining, which is the field of studying customer reviews and opinions, ideas, evaluations, human emotions, or attitudes towards different aspects such as services, organizations, products, events, individuals, and so on. Reference [22] used the example of a dataset of text documents with user reviews on a topic and cited that the main purpose of sentiment analysis is to identify and evaluate the features of the comments on an object within a document. Reference [23] explained that sentiment analysis works by extracting sentiments or opinions from textual documents. It is based on text-mining technology, natural language processing, and text classification. It involves the study of the relationship between text-shaped data through text processing. It serves to categorize text-shaped information such as consumer reviews of services, politics, products, and others into positive or negative sentiments [5,6]. Sentiment analysis can be divided into three techniques—lexicon-based sentiment analysis, machine learning-based sentiment analysis, and hybrid techniques, as shown in Fig. 1.

The machine learning technique is one of the most popular methods of classifying sentiments. This technique is combined with language methods to categorize sentiments within the text [1]. Three main processes in sentiment analysis were implemented in this study; namely data processing, feature selection, and sentiment classification. Each process plays an important function in improving the performance of sentiment classification and also helps to improve the accuracy of the results of the sentiment analysis. Before performing sentiment analysis, it is important to identify the data sources; whether they were obtained from social media, reports, documents, databases, or others. These data sources contain hidden information that needs to be analyzed to uncover information hidden in the information. Most data derived from social media contain noise and irrelevant data, as well as meaningless information [24]. These elements make the process of classifying sentiment on information obtained from social media very challenging. Accordingly, to
enable the smooth processing of this information, it needs to undergo a transformation process, i.e., a process of purification and analysis called text processing [25]. The data that has gone through this process can then be used for the feature selection method, and then the sentiments with the information can be classified.
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Figure 1: Category of sentiment analysis [7]

The rough set theory (RST) technique, which was introduced by [26], comes from simple model information. RST is considered a new mathematical tool for processing uncertain information after the uncertainty theory [27] and fuzzy set theory [28] for data analysis and data processing. RST has been identified as an effective mathematical method of minimizing data from information systems as well as a mathematical tool for solving uncertain problems [29]. RST has well-structured procedures, algorithms, and specialized tools to identify patterns and has the ability to find valid reductions, i.e., find the minimum set of features using the reduct function.

Teaching-learning-based optimization (TLBO) is similar to other algorithms inspired by natural situations in learning sessions within classrooms [20]. It is a population-based metaheuristic algorithm that uses population solutions to find global solutions. In TLBO, a population is a group of students or a full class. The process of TLBO can be divided into two sessions: the first session is the teaching phase, while the second session is the learning phase. The teaching session involves learning from the instructor, and the learning session is related to the learning process between students and students. This TLBO method is based on the effect of the teacher’s influence on student output; in this case, student outputs correspond to student results or performance. Instructors are generally considered to be highly educated individuals and will share their knowledge with their students. The quality of instructors will affect the quality of students’ performance. Thus, it can be said that quality teachers will produce quality students. TLBO is carried out to obtain a global solution without the need for burdensome computational efforts and high consistency [20].

There are three types of classification levels in sentiment analysis—document, sentence, and feature levels. At the document sentiment classification level, each document is classified according to positive and negative groups [23,30]. Classification of sentiments at the sentence level categorizes sentences into positive or negative groups. Finally, the classification of sentiments at the feature level helps identify sentiments behind each word based on the elements and features found in the review sentence, for example, as per the studies conducted by [31,32]. One of the challenges in identifying the relationship of sentiment words with a feature is that a sentiment word can have different meanings depending on the circumstances and fields in which it has been used. The classification at the feature level is very complicated as it entails clear identification of the
relationship between the feature and the sentiment word in the review sentence. Despite these challenges, the result of this classification is more accurate and complete as compared to the classification at the document and sentence levels [33].

3 Research Methodology

The research methodology consists of four phases starting with text processing phase, feature selection algorithm development phase, classification of sentiment phase; and testing, evaluation, and analysis phase, as shown in Fig. 2. The benchmark dataset used in this study was obtained from the Kaggle website. The dataset includes user reviews of six major U.S. airlines obtained from Twitter in February 2015. It contains 14,640 reviews, 2,363 of which have been labeled positive, 3,099 as neutral, and the remaining 9,178 as negative.

![Figure 2: Research methodology](image)

3.1 Phase 1: Text Processing

This process involves data cleaning and arranging the selected dataset into a format that would allow it to be processed through feature selection. The input in this phase is a benchmark dataset consisting of user reviews on Twitter that were labeled with sentiment information.

3.1.1 Text Processing Methods

In this process, every sentence in user reviews is extracted and stored in the MySQL database. This dataset then goes through two types of text processing: linguistic processing and natural
language processing. The linguistic processing used in this study consists of nine text processing techniques, including conversion to lowercase, URL removal, ‘#’ removal, ‘@’ removal, symbol removal, number removal, blank space removal, stop word removal and coded text removal. Tab. 1 presents four text processing models that were tested and evaluated. The model that produced the best sentiment classification results was selected as the text processing method to create a list of small-sized feature sets. For the latter, three techniques have been chosen: spelling correction, stemming, and lemmatization.

Table 1: Text processing models

| Model   | Text processing method                                                   |
|---------|-------------------------------------------------------------------------|
| Model A | Linguistic processing + spelling correction (natural language processing) |
| Model B | Linguistic processing + stemming (natural language processing)           |
| Model C | Linguistic processing + lemmatize (natural language processing)          |
| Model D | Only linguistic processing                                               |

a) Linguistic Processing

Tab. 2 presents the techniques of linguistic processing along with examples performed in this study.

Table 2: Techniques and examples of linguistic processing

| No. | Technique       | Before                                                                                       | After                                                                 |
|-----|-----------------|-----------------------------------------------------------------------------------------------|----------------------------------------------------------------------|
| 1   | Conversion to lowercase | @ V margin A merica S eri ously would pay $ 30 a flight for sea ATS that did not have this playing !!! I t is really the only bad thing about flying & amp; C lick here http://t.co/ UT S G r R w A a A # 29 D ays T o G o | @ V margin of a pepper s eriously would pay $ 30 a flight for seaats that did not have this playing !!! i t is really the only bad thing about flying & amp; c lick here http://t.co/ ut 5 g r w a a a a 29 d ays t o g o |
| 2   | URL removal      | @virginamerica seriously would pay $ 30 a flight for seaats that did not have this playing !!! it is really the only bad thing about flying & amp; click here http://t.co/ut5grwaaa # 29daystogo | @virginamerica seriously would pay $ 30 a flight for seaats that did not have this playing !!! it is really the only bad thing about flying & amp; click here # 29daystogo |
| 3   | Deletion of ‘#’  | @virginamerica seriously would pay $ 30 a flight for seaats that did not have this playing !!! it is really the only bad thing about flying & amp; click here 29daystogo | @virginamerica seriously would pay $ 30 a flight for seaats that did not have this playing !!! it is really the only bad thing about flying & amp; click here |
| 4   | Deletion of ‘@’  | @virginamerica seriously would pay $ 30 a flight for seaats that did not have this playing !!! it is really the only bad thing about flying & amp; click here | seriously would pay $ 30 a flight for seaats that did not have this playing !!! it is really the only bad thing about flying & amp; click here |

(Continued)
Table 2: Continued

| No. | Technique         | Before                                              | After                                              |
|-----|-------------------|-----------------------------------------------------|----------------------------------------------------|
| 5   | Coded text deletion | seriously would pay $30 a flight for seats that did not have this playing!!! it is really the only bad thing about flying & amp; click here | seriously would pay $30 a flight for seats that did not have this playing!!! it is really the only bad thing about flying click here |
| 6   | Symbol removal    | seriously would pay $30 a flight for seats that did not have this playing!!! it is really the only bad thing about flying click here | seriously would pay $30 a flight for seats that did not have this playing it is really the only bad thing about flying click here |
| 7   | Numbers removal   | seriously would pay 30 a flight for seats that did not have this playing it is really the only bad thing about flying click here | seriously would pay a flight for seats that did not have this playing it is really the only bad thing about flying click here |
| 8   | Deletion of stop word | seriously would pay a flight for seats that did not have this playing it is really the only bad thing about flying click here | seriously pay flight seats playing really bad thing about flying really bad thing about flying click |
| 9   | Removal of empty spaces | seriously pay flight seats playing really bad thing about flying click | seriously pay flight seats playing really bad thing about flying click |

b) Natural Language Processing

Natural language processing consists of three text processing techniques: spelling correction, lemmatization, and stemming, as shown in Tab. 3.

Table 3: The technique of natural language processing with examples

| No. | Technique      | Before                                           | After                                           |
|-----|----------------|--------------------------------------------------|-------------------------------------------------|
| 1   | Spelling correction | seriously pay flight seats playing really bad thing about flying click | seriously pay flight seats playing really bad thing about flying click |
| 2   | Lemmatization  | seriously pay flight seats playing really bad thing about flying click | seriously pay flight seats playing really bad thing about flying click |
| 3   | Stemming       | seriously pay flight seats playing really bad thing about flying click | seriously pay flight seats playing really bad thing about flying click |

3.1.2 Tokenization

Tokenization is the process of breaking down a review sentence from a dataset into a series of features. For example, the sentence “seriously pay flight seats playing really bad thing about flying click” is converted into a series of the following words—“seriously,” “pay,” “flight,” “seats,” “playing,” “really,” “bad,” “thing,” “flying,” “click.” Each resultant word from this tokenization is considered a feature set, which will be used for text-classification steps in text processing methods.
3.1.3 Text Processing Evaluation

This evaluation process is performed using a set of features generated from the tokenization process, which are evaluated through the accuracy of sentiment classification. The classification algorithm used in this process is SVM. This evaluation is used to identify the combination of text processing methods that can produce the highest sentiment classification accuracy, which would then be selected and used in this study.

3.2 Phase 2: Development of Feature Selection Algorithm

This third phase is also the development of the RSTLBO feature selection algorithm that consists of RST and TLBO algorithm. It is developed using PHP programming and the MySQL database.

3.2.1 Development of Rough Set Theory (RST)

The technique rough set theory (RST), which was introduced by [26], was developed to reduce the dimensions of feature sets obtained from the text processing phase using the reduct function. This function evaluates and removes overlapping and irrelevant features in order to reduce the dimension size of the feature. For this process, the feature set is produced from the text processing method, as represented by the table of information system in Tab. 4. The value ‘1’ indicates the attribute of the selected feature, and ‘0’ indicates the attribute of the feature not selected.

| Comments | a: seriously | b: flying | c: really | d (Class) |
|----------|-------------|-----------|-----------|-----------|
| S1       | 0           | 1         | 1         | Negative  |
| S2       | 1           | 0         | 0         | Negative  |
| S3       | 1           | 1         | 1         | Positive  |
| S4       | 0           | 1         | 1         | Negative  |
| S5       | 1           | 0         | 1         | Positive  |
| S6       | 0           | 0         | 0         | Negative  |

From the example in Tab. 4, there are three feature attributes, namely seriously (a), flying (b), and really (c) contained in the six user reviews (S1–S6) that have been given a class of (d) either positive or negative. Assuming \( U = \{S1, S2, S3, S4, S5, S6\} \), \( W = \{a, b, c, d\} \), \( C = \{a, b, c\} \), and \( D = \{d\} \), RST helps eliminate feature attributes by calculating the degree of dependency using the reduct function. For example, the degree of dependency of attribute \( \{d\} \) with attributes \( \{a, b\} \) is calculated using Eq. (1) presented below:

\[
k = \gamma_{\{a,b\}}(\{d\}) = \frac{|POS(a, b)(\{d\})|}{|U|} = \frac{|\{S1, S3, S4, S6\}|}{|\{S1\}, \{S2\}, \{S3\}, \{S4\}, \{S5\}, \{S6\}|} = \frac{4}{6} = \frac{2}{3}
\]

From the equation above, attribute \( \{b\} \) can be deleted because it does not have the value of dependency or the minimum dependency, i.e., it returns zero. The final results of the information are shown in Tab. 5.
Table 5: Representation of features in the information system table after using the reduct function

| Comments | a: seriously | c: really | d (Class) |
|----------|--------------|-----------|-----------|
| S1       | 0            | 1         | Negative  |
| S2       | 1            | 0         | Negative  |
| S3       | 1            | 1         | Positive  |
| S4       | 0            | 1         | Negative  |
| S5       | 1            | 1         | Positive  |
| S6       | 0            | 0         | Negative  |

3.2.2 Development of TLBO Algorithm

The development of the TLBO algorithm is based on the pseudocode shown in Fig. 3. In general, this algorithm's development consists of three main parts: the declaration of general parameters, the generation of a subset of initial solution features, and improvements.

a) General Parameter Declaration Division

In the general parameter declaration section, there are two types of parameters that need to be set, namely the population size and the number of generations. In this study, the population parameter size is set to 30, and the number of generations is set to 100 [34].

b) Early Settlement Subset Generation Division

The initial solution subset is randomly generated and stored in one-dimensional-array form, as shown in Fig. 4. For example, a subset of solutions consists of six feature attributes, labeled from F1 to F6. Cells with a value of 1 represent the attributes of the selected feature, and cells with a value of 0 represent the attributes of the feature not selected.

A population is considered a class, and each subset of solutions is considered a student. Meanwhile, feature attributes are considered as the subjects taken by the student. The score value is the average score for each subject taken by the student. Then, the position of the students in the class will be arranged according to the average score of the subjects taken in descending order.

Repair Division

In the repair section, this algorithm is divided into teaching and learning sessions. Before proceeding to these sessions, the termination criteria will be reviewed.

i. Teaching Session

In a teaching session, a subset of solutions with the best sentiment classification scores will be selected as instructors. Subsequently, a subset of solutions is randomly selected to be used as a student. In this example, the feature set is represented by F1, F2, F3, F4, F5, and F6. The teaching session between the instructor and the student takes place with the crossover method as shown in Fig. 5.

This teaching session will produce two new solutions, both of which will undergo the process of evaluating sentiment classification. Based on the results of this assessment, only those solutions that produce better scores than the student scores in the existing list is accepted into the population, and their position in the population will be sorted based on their scores.
General parameter declaration section
1 Declaration of population size
2 Declaration of termination criteria (number of generations/iterations)

Subset generation part of the initial solution
3 Generate a random initial population
4 Evaluation of the initial solution set
5 Arrangement of the solution according to the evaluation score

Repair section
6 Check whether the termination criteria is not met
7

Teaching session
8 Choose the best solution as an instructor
9 Randomly select a solution as a student
10 The teaching process takes place (crossing) between the instructor and the student
11 Evaluation of new solutions produced
12 If a new solution produces better results:
13 Enter the solution into the settlement population
14 Arrange the solution according to the evaluation score
15 Vice versa:
16 New settlement not accepted

Learning session
17 Randomly choose two solutions as Student 1 and Student 2
18 The learning process takes place (crossing) among the selected students
19 Evaluation of new solutions produced
20 If the new solution produces a better score:
21 Enter the solution into the settlement population
22 Arrange the solution according to the evaluation score
23 Vice versa:
24 New settlement not accepted
25 Repeat step 6
26
27 Return a subset of features with the best score as a set of quality features.

Figure 3: TLBO algorithm pseudo-code

| F1 | F2 | F3 | F4 | F5 | F6 |
|----|----|----|----|----|----|
| 1  | 0  | 1  | 0  | 1  | 1  |

Figure 4: Example of solution subset array
ii. Learning Session

In the learning session, all students will study together to improve their scores. Therefore, in this session, two students will be randomly selected from the existing settlement population. Then, these two students will go through learning process together. In this algorithm, the learning process between the two students takes place through the crossover method, as shown in Fig. 6. The learning outcome produced two new solutions and will be evaluated based on sentiment classification performance. Then, based on the sentiment assessment scores, if the new solution is better than the original, it will be accepted, and its position in the population will be sorted according to the new score.

Teaching and learning sessions will be repeated until the stop criteria are met. If the stop criteria are not met, then the entire repair process will be repeated. The output of this algorithm is a subset of quality small-sized features that will be used in the sentiment classification phase.
3.3 **Phase 3: Classification of Sentiment**

Phase 4 entails the classification of sentiments. In this phase, the sentiment classification method will be implemented through the SVM algorithm, using a set of features selected in the feature selection phase. SVM is also known as a support vector network. In the early stages, SVM was developed for binary classification, i.e., two-dimensional classification only. In line with the development of classification techniques, performance, and classification strategies, this SVM has become well-known in the field of sentiment classification. SVM is capable of creating boundary lines or hyperplanes that separate data by class. Support vector represents data closest to the hyperplane. The margin is the distance between the surface of the vector closest to the hyperplane.

A supervised SVM classifier requires a set of training data to calculate and produce an optimal hyperplane that separates and categorizes input data into two groups. When these SVMs are used for more classes than two-dimensional classes, these two-dimensional spaces are replaced with high-level multi-dimensional spaces, i.e., performing a combination of several two-dimensional SVM classifications. The implementation of this merger is done through the function of kernels. This function helps convert inseparable class problems into separable ones. It is especially significant for non-linear class separation. SVM is one of the most commonly used classifiers for text classification [30]. Accordingly, SVM was selected as the classification algorithm in this study.

This sentiment classification was carried out using the WEKA (*Waikato Environment for Knowledge Analysis*) version 3.8 software. In WEKA, the SVM algorithm is known as LibSVM. In this study, the parameters for SVM algorithm are as follow: parameter $c$ is set to 1, the $gamma$ function is set to 0, and the $kernel$ parameter is set to linear and uses the ten-fold cross-validation method [35] which is being used by other baseline model to be compared with this study. Cross validation splitting can help in reducing the chances of overfitting of a model. It works by randomly shuffle and splitting the dataset into k number of groups. For each group, a part of the dataset will be used as a validation set while the other part will be used as a training set. The model will be learned from the training set and applied to the unseen validation set. The process is repeated for all groups and the accuracy produced will be combined and the mean accuracy will be chosen as the final accuracy.

3.4 **Phase 4: Testing, Evaluation, and Analysis**

Phase 5 consists of testing, evaluating, and analyzing, which was carried out based on the results of sentiment classification. The classification results were tested based on the confusion matrix obtained from those results. The confusion matrix presents information pertaining to the actual number of a class and the number of predictions generated by the classification algorithm.

Three performance testing criteria were used, namely accuracy, precision, and retrieval. For comparison and evaluation of the algorithms used in this study, the tests that were carried out by several studies have been selected. Finally, an analysis is performed on the experimental results to evaluate the performance of the combination of RST and TLBO algorithm known as RSTLBO for the selection of features in the sentiment-classification process.

4 **Results and Discussions**

This section describes the results of this study on the selection of text processing methods and the selection of features using the RSTLBO algorithm.
4.1 Selection of Text Processing Methods

From this study, it was found that Model A, which is a combination of linguistic processing and spelling correction, had the best accuracy, precision, and recall rates of 76.9%, 76.3, and 76.9%, respectively, as shown in Tab. 6.

| Model | Accuracy (%) | Precision (%) | Recall (%) |
|-------|--------------|---------------|------------|
| Model A | 76.9         | 76.3          | 76.9       |
| Model B | 75.1         | 75.6          | 75.1       |
| Model C | 74.2         | 73.2          | 74.2       |
| Model D | 73.4         | 67.2          | 73.4       |

Table 7 shows that Model A is in the best position with a score of 3 as compared to the other models. From the text processing of this model, a total of 8,424 features were identified.

| Model | Accuracy | Precision | Recall | Total score | Final Score |
|-------|----------|-----------|--------|-------------|-------------|
| Model A | 1        | 1         | 1      | 3           | 1           |
| Model B | 2        | 2         | 2      | 6           | 2           |
| Model C | 3        | 3         | 3      | 9           | 3           |
| Model D | 4        | 4         | 4      | 12          | 4           |

Notes: Total Score: total sum of accuracy, precision and recall score. Final Score: performance ranking based on total score.

4.2 Feature Selection Using RSTLBO

The confusion matrix of sentiment classification results using the RSTLBO algorithm is shown in Tab. 8. From this table, it is apparent that negative sentiments obtained the highest classification accuracy of 95%, followed by positive sentiments at 86%, with the last being neutral sentiments at 28%. This large gap in accuracy difference indicates that the dataset used in this study is unbalanced.

Tab. 9 shows the comparison of the results of this study with those of the others. From this table, it can be seen that RSTLBO, has the best accuracy of 80.2%, as compared to 63.1% for IG, 77.3% for TF and 72.0% for TF-IDF. Moreover, it is evident that this algorithm has a precision of 83.6% as compared to 77.0% for TF and 86.7% for TF-IDF. In terms of recall, it has the highest score of 80.2% as compared to 63.1% for IG, 70.0% for TF and 72.0% for TF-IDF, as shown in Fig. 7.

The number of features was successfully reduced by 98.9%, 95 features were selected from the original 8,424 features. These results show that the RSTLBO algorithm, as a feature selection algorithm, perform well and produce good results in sentiment classification. This high-quality
function is driven by the fact that the RSTLBO algorithm does not require specific parameter adjustments to operate optimally.

### Table 8: Confusion matrix of sentiment classification

| Classification results | Actual Amount | Percent accuracy (%) |
|------------------------|---------------|----------------------|
|                        | Negative      | Neutral              | Positive |
| Real                   | *8802         | 20                   | 356      | 9178 | 95 |
| Neutral                | 1137          | *889                 | 1073     | 3099 | 28 |
| Positive               | 278           | 30                   | *2055    | 2363 | 86 |

Note: *Accurate prediction.

### Table 9: Comparison of feature selection algorithm decisions

| Feature selection | Accuracy (%) | Precision (%) | Recall (%) |
|-------------------|--------------|---------------|------------|
| RSTLBO            | 80.2         | 83.6          | 80.2       |
| IG                | 63.1         | 97.9          | 63.1       |
| TF                | 77.3         | 77.0          | 70.0       |
| TF-IDF            | 72.0         | 86.7          | 72.0       |

Figure 7: Comparison of feature selection algorithm

A statistical test was performed in this study to identify whether two machine learning models are statistically significantly different or whether one of them is better than the other. Specifically, the paired corrected t-test was performed to the data. RSTLBO, IG, TF and TF-IDF are evaluated against this dataset with a twin-tailed confidence of 0.05 (95%). In this experiment, RSTLBO served as the baseline using accuracy as the basis of comparison.
From Tab. 10, the TF is the base for comparison which has the accuracy of 77.3%. The result is compared to IG, TLBO and TF-IDF. The asterisk symbol (*) next to IG results indicates that the results are significantly different from the TF results. A small letter ‘v’ next to RSTLBO indicates that the results are significantly better than the TF result with 80.2% accuracy. This show that RSTLBO is the best performner and the result is statistically significant at the 0.05 level.

|       | TF  | IG     | RSTLBO | TF-IDF |
|-------|-----|--------|--------|--------|
|       | 77.3% | 63.1%* | 80.2% v | 72.0%  |

## 5 Conclusion

This study shows that the spelling correction through natural language processing in the text processing method, combined with natural linguistic processing technique, has a more significant effect on the accuracy of sentiment classification as compared to other natural language processing methods. Moreover, this study also shows that now the RSTLBO algorithm can perform feature selection for classification sentiment better or on par with the existing feature selection algorithms with a classification accuracy of 80.2%, precision of 83.6%, and retrieval rate of 80.2%. Furthermore, this algorithm managed to reduce the feature size by 98.9%, which is 95 features from the total of the original 8,424 features.

Furthermore, this study’s results highlight that the rate of classification accuracy using a combination of text processing methods and RSTLBO feature selection algorithm at 80.2% is higher than that of the sentiment classification with just text processing method resulting in 76.9% accuracy. This is because RSTLBO can reduce the dimensions of the feature set and select a feature set that has a good quality to be used in sentiment classification. Statistical relevance of the experimental results is determined by the paired t-test based on ten-fold cross-validation and the results demonstrate the RSTLBO is statistically significant and outperformed other method.

This study also demonstrates that the text processing methodology has a very significant effect on sentiment analysis, as text processing immensely helps in eliminating noisy and irrelevant information from the data and, as a result, can generate relatively good classification results. If this noisy and irrelevant information is not eliminated, the feature selection process will be difficult, requiring high processing resources and indirectly negatively affecting the accuracy of sentiment classification. Thus, the feature selection algorithm RSTLBO helps to improve the accuracy of sentiment classification, based on the results of text processing, to a higher level.
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