Analysis and Prediction of Pulmonary Tuberculosis Using an ARIMA Model in Shaanxi Province, China
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Abstract. An analysis and prediction for the incidence of tuberculosis (TB) is particularly important since TB still has a high fatality rate in the world. However, this prediction is often influenced by inaccurate forecasting ways. We used data from 364,762 reported TB cases between January 2005 and December 2015 in Shaanxi Province, China. The known number of cases in 2016 was used to assess the accuracy of the model’s predictions. Through all aspects of analysis and comparison, the ARIMA (0, 1, 2) (0, 1, 1)12 were the most model. In the fitting dataset, for the ARIMA (0, 1, 2) (0, 1, 1)12 model, RMSE, MAPE, MAE and MER were 0.7667, 6.7810, 6.04944 and 0.06836, respectively; And in the forecasting dataset were 0.32808, 6.01834, 0.2899 and 0.0615, respectively. The model can predict the seasonal changes and trends of tuberculosis in the Shaanxi province’s population.

1. Introduction
Tuberculosis (TB) is a disease caused by bacterial infection, which mainly affects the lungs but also can affect any other organ. A normal model is autoregressive integrated moving average (ARIMA) model, this is a time series model first put forward in the 1970s. This model works by treating the order of data to be predicted as a random sequence. The model is simple in structure, internal parameter is needed, and the prediction accuracy is high. ARIMA model was used in earthquake prediction such diseases as malaria, influenza, hemorrhagic fever or hand, foot and mouth disease. So, the model has become a widely used method in fields such as biological sciences. In predicting the incidence of malaria in Afghanistan, Anwar et al. used the model ARIMA (4,1,1)(1,0,1)12. When using ARIMA model to predict the hemorrhagic fever, Li et al. used ARIMA(0,1,1)(2,1,0)12 model. In predicting smear-positive TB cases, Mahmood et al. constructed the ARIMA(0,1,1)(0,1,1)12 model to complete the prediction.

2. Construction of the ARIMA Model
ARIMA(p, d, q) model is included in autoregressive (AR), moving average (MA), and ARMA models. All of models are suitable for data in order to better analyze future points or prediction sequence (forecasting). The significance of parameters p, d and q corresponding to autoregressive order, variance degree and moving average order respectively. The ARIMA model is generally recognized as the best model for forecasting non-seasonal data. Since the data in this study are highly seasonal, we use the ARIMA (SARIMA [p, d, q] [P, D, Q] s) seasonal model. P, D and Q represent seasonal autoregression, seasonal integration and seasonal moving average, respectively. s represent seasonal cycle length. When
building an ARIMA model, it is generally divided into three steps: analysis, fitting and prediction. First, we get the stationary data. When the original data is unstable, we conduct differential processing on this data. The autocorrelation function (ACF) and partial autocorrelation function (PACF) of the model residual are drawn from the obtained stationary sequence. Second, we first determine the parameters of the seasonal parts (P and Q), and then define the Bayesian information criterion (BIC) according to the Akaike information criterion (AIC), where the minimum data obtained is the optimal model. The residuals of ACF and PACF and the white test were used to assess the fitness. Finally, we predict the incidence of every month in 2016. Then, a comparative analysis was conducted based on the known data in 2016 to verify the predictive power of this model. This model takes the dataset of previous years as the original data, performs data fitting, and predicts the data of 2016. The accuracy of the forecast was analyzed using RMSE, MAPE, MER, and MAE.

3. Results
Monthly bulletin sequence charts show a downward trend and seasonal fluctuations (see Figure 1). The trough of the disease mostly occurs in November and December (s=12). The time series analysis model needs the data of stable sequence, but the original data is not stable enough. We have to make a difference to the initial data. Usually we choose first order or second order, in which the sequence after the first difference is stable (d=1, D=1). The ADF test is important in the time series, indicating that it is a stationary sequence(P<0.001). Figure 2(A) shows the ACF and PACF diagrams of the static notification series. At the seasonal part, ACF graph and PACF graph have important peaks at the lag of 12, while ACF graph and PACF graph have no important peaks at the lag of 24(P=0, Q=1). For the non-seasonal part, after preliminary analysis, we summarize the feasibility of 8 models, since ACF and PACF graphs don’t performance obvious patterns. Table 1 lists the AIC and BIC values of eight paradoxical models. Because its AIC and BIC values are the minimum, we selected ARIMA (0,1,2) (0,1,1)12 which is considered to be the optimal model. All of the model’s parameters were clear (P<0.001). All of the basic parameters of the model are shown in table 2. As we see in figure 2(B), the remaining ACF and PACF graphs are all white noise because the coefficients were not significantly correlated. Ljung-Box test proves that the residual is noise, not data error (P>0.05). Although both ACF and PACF exceeded the rated value, since it only happened once in the 24 lag times, the probability of occurrence is very small, so we can still regard it as an accidental situation. Therefore, the monthly incidence of TB in 2016 was predicted using the ARIMA (0,1,2) (0,1,1)12 model by fitting the previous data, which are shown in table 3. The prediction accuracy of the ARIMA model can meet the needs of normal prediction, and the relative error of the predicted value is less than 10% per month. The number of fitting data from 2005 to 2015 is 36,423; the number of forecasts for 2016 is 3,419.

![Figure 1. Monthly TB notification rate in Shaanxi province, China](image-url)
Figure 2. The ACF and PACF of the TB notification sequence after a non-seasonal and a seasonal difference in Figure 2(A), the residuals of ARIMA (0,1,2) (0,1,1)12 models in Figure 2(B).

Table 1. The AIC and BIC values of the model that meet the first step requirements.

| Type                          | AIC               | BIC               |
|-------------------------------|-------------------|-------------------|
| ARIMA (0,1,1) (0,1,1)12       | 61.55212447926002 | 69.83864628365329 |
| ARIMA (0,1,2) (0,1,1)12       | 58.26856281284353 | 69.28292357726899 |
| ARIMA (1,1,0) (0,1,1)12       | 73.79520523824802 | 82.107259111645   |
| ARIMA (1,1,1) (0,1,1)12       | 58.22557018109034 | 69.27426592028137 |
| ARIMA (1,1,2) (0,1,1)12       | 58.54934041342724 | 72.3172913689591  |
| ARIMA (2,1,0) (0,1,1)12       | 64.76815894410252 | 75.85089744196519 |
| ARIMA (2,1,1) (0,1,1)12       | 61.22498036588064 | 75.03585003986942 |
| ARIMA (2,1,2) (0,1,1)12       | 60.51648273892411 | 77.038023855623   |

Table 2. Parameter estimation of ARIMA (0,1,2) (0,1,1)12 model.

| Parameter               | Coefficient | Standard error | t       | P      |
|-------------------------|-------------|----------------|---------|--------|
| Moving average, lag 1   | -0.4013     | 0.076          | -5.295  | 0.000  |
| Moving average, lag 2   | -0.2869     | 0.081          | -3.548  | 0.000  |
| Seasonal moving         | -0.3068     | 0.076          | -4.058  | 0.000  |

4. Discussion
The fatality rate of this disease is relatively low, considering the large population in our country, the annual death toll is still not optimistic, China has a high incidence of the disease in the world. In order to get the purpose of “ending tuberculosis”, precise prediction of tuberculosis has important biological value for meaningful control of tuberculosis. Based on the forecast datatest, we will implement pertinence prevention and regulatory measures and effectively distribution public resources. So far, many kinds of prediction models have been developed⁰. This paper studies the application of ARIMA model in the prediction of tuberculosis in Shaanxi province, China, and analyzes the prediction error. The ARIMA model predicts future data by fitting predictions based on past and present data⁰. According to whether the target sequence has seasonality or not, ARIMA model have two different series, which is more widely used than the general time series model and breaks the conventional limitations. The model is optimized to overcome the process of repeated identification, analysis, fitting and diagnosis⁰.
ARIMA model can meet the requirements of different time series analysis, which is a commonly used model at present. However, this model still has some disadvantages, which are generally applicable to the prediction in a short time, and generally applicable to the capture of linear relations. Because the development of tuberculosis is affected by some unknown factors, the trends in morbidity of tuberculosis is often non-linear, which cannot be effectively solved by ARIMA model.

Table 3. The ARIMA model was used to predict the monthly TB notification rate in 2016.

| Month    | Actual rate (1/100,000) | Predicted rate (1/100,000) | Relative error (%) |
|----------|-------------------------|-----------------------------|--------------------|
| January  | 5.24752                 | 5.62395                     | 7.1734             |
| February | 4.88196                 | 4.5305                      | 7.1992             |
| March    | 5.98921                 | 6.06697                     | 1.2983             |
| April    | 4.96673                 | 5.21335                     | 4.9644             |
| May      | 4.81309                 | 5.19226                     | 7.8779             |
| June     | 4.60118                 | 4.40752                     | 4.3478             |
| July     | 4.47668                 | 4.50129                     | 0.6711             |
| August   | 4.68065                 | 4.47466                     | 4.4871             |
| September| 4.22503                 | 4.5482                      | 7.6449             |
| October  | 4.11907                 | 3.87752                     | 5.8752             |
| November | 4.13762                 | 4.1153                      | 0.5394             |
| December | 4.429                   | 4.29215                     | 3.0932             |

5. Conclusion
The ARIMA model could be predicted trends in the incidence of TB in the Shaanxi Province, which has a high accuracy in predicting morbidity. At present, there is no unified model to predict. Although it is possible to achieve more accurate modelling by considering the way in which data should be counted locally. As a result, the model remains the dominant method for predicting TB incidence.
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