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ABSTRACT

Conversational and question-based recommender systems have gained increasing attention in recent years, with users enabled to converse with the system and better control recommendations. Nevertheless, research in the field is still limited, compared to traditional recommender systems. In this work, we propose a novel Question-based recommendation method, Qrec, to assist users to find items interactively, by answering automatically constructed and algorithmically chosen questions. Previous conversational recommender systems ask users to express their preferences over items or item facets. Our model, instead, asks users to express their preferences over descriptive item features. The model is first trained offline by a novel matrix factorization algorithm, and then iteratively updates the user and item latent factors online by a closed-form solution based on the user answers. Meanwhile, our model infers the underlying user belief and preferences over items to learn an optimal question-asking strategy by using Generalized Binary Search, so as to ask a sequence of questions to the user. Our experimental results demonstrate that our proposed matrix factorization model outperforms the traditional Probabilistic Matrix Factorization model. Further, our proposed Qrec model can greatly improve the performance of state-of-the-art baselines, and it is also effective in the case of cold-start user and item recommendations.
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1 INTRODUCTION

Online shopping on Internet platforms, such as Amazon, and eBay, is increasingly prevalent, and helps customers make better purchase decisions [44]. The high demand for online shopping calls for task-oriented conversational agents which can interact with customers helping them find items or services more effectively [34]. This greatly stimulates related research on conversational and question-based recommender systems [34, 41].

Traditional recommender systems infer user preferences based on their historical behaviors, with the assumption that users have static preferences. Unfortunately, user preferences might evolve over time due to internal or external factors [31]. Besides, the quality of traditional recommendations suffers greatly due to the sparsity of users’ historical behaviors [33]. Even worse, traditional recommendation systems fail to generate recommendations for new users or new items, for which the historical data is entirely missing: the cold-start problem [33]. Compared to the traditional approaches, question-based and conversational recommender systems overcome these issues by placing the user in the recommendation loop [34, 41]. By iteratively asking questions and collecting feedback, more accurate recommendations can be generated for the user.

Work on conversational and question-based recommenders [7, 21, 34, 41] demonstrates the importance of interactivity. Christakopoulou et al. [7] presented a recommender system, which elicits user preferences over items. Sun and Zhang [34] and Li et al. [21] train their models on a large number of natural language conversations, either on the basis of predefined and well-structured facets [34] or based on free-style dialogues but require dialogues to mention items [21]. Zhang et al. [41] proposed a unified paradigm for product search and recommendation, which constructs questions on extracted item aspects, and utilizes user reviews to extract values as simulated user answers. While these works have developed a successful direction towards conversational recommendation, research in the field is still limited. Christakopoulou et al. [7] collects user preferences over items, which is inefficient when the item pool is large and continuously updated. Sun and Zhang [34], Zhang et al. [41] and Li et al. [21] make certain assumptions over their input data, most importantly the availability of historical conversational data, or the availability of hierarchical item facets and facet-value pairs. In our work, we drop these assumptions: we only hypothesize that items can be discriminated based on textual information associated with them, e.g. descriptions and reviews [44, 46]. Our model asks questions based on extracted descriptive terms in the related contents, and beliefs are updated based on collaborative filtering, which is one of the most successful technologies in recommender systems [13, 33].

In this work, we propose a novel Question-based recommendation method, Qrec, to assist users to find items interactively. Our proposed model (1) follows the works by Zou et al. [46] and Zou and
Kanoulas [44], and generates questions over extracted informative terms; a question pool is constructed by entities (informative terms) extracted from the item descriptions and reviews. (2) proposes a novel matrix factorization method to initialize the user and item latent factors offline by using user-item ratings; (3) develops a belief-updating method to track the user’s belief (preferences over items), and uses Generalized Binary Search (GBS) [28] to select a sequence of questions based on the tracked user belief, aiming at learning to ask discriminative questions to gain new information about the user; (4) asks questions, receives answers, updates the user and item latent factors online accordingly by incorporating feedback from the user based on our proposed matrix factorization algorithm, and also renews the user belief to select the next question to ask; (5) generates a recommendation list based on the final user and item latent factors.

Our model combines the advantages of collaborative filtering based on matrix factorization and content analysis by querying users about extracted informative terms. The matrix factorization model is able to utilize the rating data and discover latent correlation between items, while incorporating question-answering over content information, provides explicit content discrimination to assist the recommender systems. By iteratively asking questions over informative terms and collecting the immediate feedback from the user, our question-based recommender can track the shifted user preferences, clarify the user needs, and improve capturing the true underlying user latent factors and item latent factors. Besides, the information gathered from the user constitutes the new observations to overcome the sparsity and cold-start problem.

The main contribution of this paper is three-fold: (1) We propose a novel question-based recommendation method, Qrec, that interacts with users by soliciting their preferences on descriptive item characteristics. (2) We propose a novel framework, that incorporates the online matrix factorization and online users’ belief tracking for sequential question asking. (3) We propose a novel matrix factorization method which can incorporate the offline training and efficient online updating of the user and item latent factors.

To the best of our knowledge, this is the first work that incorporates online matrix factorization and question asking for item related features. The evaluation results show that our Qrec model achieves the highest performance compared to state-of-the-art baselines and our model is effective in both user and item cold-start recommendation scenarios.

2 RELATED WORK

Recommender systems can be classified into three categories: content-based [29], collaborative filtering [13, 17], and hybrid [42] systems. Conversational and question-based recommender systems can extend recommender systems in any of the three categories. Early related attempts include the work by Bridge [2], Carenini et al. [3], Felfernig et al. [8], Mahmood and Ricci [24, 25], Thompson et al. [35]. More recently, different ways of feedback are introduced [7, 10, 15, 23, 32, 39, 40, 43]. Zhao et al. [43] studied the problem of interactive collaborative filtering, and proposed methods to extend Probabilistic Matrix Factorization (PMF) [27] using linear bandits to select the item to ask feedback for and incorporate the rating back to the PMF output. Loepp et al. [23] focused on set-based feedback, while Graus and Willemse [10] focused on choice-based feedback to learn the latent factors and perform interactive preference elicitation online. Contrary to these works that update the individual user’s latent representation, Christakopoulou et al. [7] proposed a method to update all user and item latent factor parameters of a PMF variant at every feedback cycle, obtaining absolute and pairwise user feedback on items. We refer the reader to He et al. [12] and Jugovac and Jannach [16] for a literature review of interactive recommendation. Compared with Christakopoulou et al. [7], our model also updates all user and item latent factor parameters but based on our own matrix factorization model. Further, while Christakopoulou et al. [7] elicit user ratings on items, our Qrec model asks questions about extracted descriptive terms of the items, and learns a strategy of asking sequential questions. Furthermore, the selection of questions in Qrec is adaptive to the change of user preferences, instead of relying on the distribution of the items [7]. Last, Christakopoulou et al. [7] focus on rating prediction while our work focus on the top-N recommendation. They use semi-synthetic data for which they need to obtain the ground truth of the user’s preference to every item (like/dislike) using bootstrapping, and thus simulate user’s answers for each question, which is not available in our case.

Zhang et al. [41] designed a unified framework for product search and recommendation, and proposed a Personalized Multi-Memory Network (PMMN) architecture for conversational search and recommendation by asking questions over “aspects” extracted from user reviews by the means of sentiment labeling. Their model obtains the opinion of the user (i.e. value of the aspect-value pair) for the “aspect” as feedback. They utilize the user query as an initial query and use the aspect-value pairs of the conversation to expand the representation of the user’s query, and thus to match the search and recommendation results. Different from this work which uses only the content of user reviews, we incorporate user ratings by collaborative filtering based on our proposed matrix factorization model. Besides, their work trains a model using the data for each user while our online question answering can work without these training data for cold start users and items. Moreover, they query the aspect-value pairs extracted from user review and choose questions based on the log-likelihood of probability estimation over aspects, while we ask questions about descriptive terms of items and select questions based on the user belief tracking and GBS.
Reinforcement learning and deep learning on dialogue agents have also been studied for recommendations [4, 6, 11, 20, 22]. Sun and Zhang [34] proposed a deep reinforcement learning framework to build a conversational recommendation agent, which queries users on item facets and focuses on the long-term utility of success or conversion rate. Li et al. [21] presented a publicly available dataset called ReDial, and explored a neural method based on dialogue for composing conversational recommendations. They try to predict user opinion over the mentioned items based on the dialogue and sentiment classification to generate a recommendation. On the basis of the ReDial dataset, Chen et al. [4] proposed a knowledge-based recommender dialog system framework, which incorporates a recommender into a dialog system by using knowledge graphs and transformers. All the aforementioned works are trained on usage data (i.e. existing natural language conversations or interactions with the recommender system). Sun and Zhang [34] require a large number of repeated interactions between the users and the information seeking system to train upon, while Li et al. [21] and Chen et al. [4] require mentioning items during the natural language dialogue. Such kind of data is not always available.

Learning to ask is another recent and related field of study [14, 37]. Hu et al. [14] presented a policy-based reinforcement learning method to identify the optimal strategy of question selection by continuously learning the probability distribution over all the objects on a 20 Questions game setup. They regard the learned probability distribution on confidence as a state and select the next question according to this state. Different from our work, their work introduces data-hungry techniques, which require having large numbers of labeled data and repeated interactions from multiple users for a target item to train upon. A recent line of work that also involves learning to ask is the work in dialogue and information seeking [14, 37]. Hu et al. [14] presented a policy-based reinforcement learning method to identify the optimal strategy of question selection by continuously learning the probability distribution over all the objects on a 20 Questions game setup. They regard the learned probability distribution on confidence as a state and select the next question according to this state. Different from our work, their work introduces data-hungry techniques, which require having large numbers of labeled data and repeated interactions from multiple users for a target item to train upon. A recent line of work that also involves learning to ask is the work in dialogue and information seeking [14, 37]. Hu et al. [14] presented a policy-based reinforcement learning method to identify the optimal strategy of question selection by continuously learning the probability distribution over all the objects on a 20 Questions game setup. They regard the learned probability distribution on confidence as a state and select the next question according to this state. Different from our work, their work introduces data-hungry techniques, which require having large numbers of labeled data and repeated interactions from multiple users for a target item to train upon.

3 METHODOLOGY

In this section, we discuss how we build our question-based recommender system. Our framework shown in Figure 1 comprises of five modules: (1) an offline initialization module (Section 3.1); (2) a continuous updating module (Section 3.1); (3) a question learning module (Section 3.2); (4) a question asking module (Section 3.3); and (5) a recommendation module (Section 3.4).

3.1 Latent Factor Recommendation

In this section, we describe two of the subcomponents of our Qrec model (shown in Figure 1): the offline initialization module and the continuous updating module.

Let \( R \in \mathbb{R}^{N \times M} \) be a user-item matrix, and \( R_{ij} \) represents the \( i \)-th row of \( R \). \( R_{ij} \) represents the \( j \)-th column of \( R \). Here \( N \) and \( M \) are the number of users and the number of items, respectively. Similarly, we use \( Y_i \) to represent the \( i \)-th row of our online affinity matrix \( Y \in \mathbb{R}^{N \times M} \), which is for incorporating user feedback (will be discussed later), use \( Y_{ij} \) to represent the \( j \)-th column of \( Y \). \( U = [u_1, u_2, \ldots, u_N] \), \( V = [v_1, v_2, \ldots, v_j, \ldots, v_M] \), where \( u_i, v_j \) are user and item latent factors respectively. \( u_i \) and \( v_j \) are column vectors. Unless mentioned otherwise, all the vectors in this paper are column vectors. \( D \) is the item collection represented by item documents (descriptions and reviews).

Matrix factorization recommendation techniques have proven to be powerful tools to perform collaborative filtering in recommender systems [19]. Assume we have \( N \) users and \( M \) items, matrix factorization decomposes a partially-observed matrix \( R \in \mathbb{R}^{N \times M} \) into two low-rank matrices, the user latent factors \( U \in \mathbb{R}^{N \times K} \) and the item factors \( V \in \mathbb{R}^{M \times K} \) where \( K \) is the dimension of user and item latent factors. The prediction of the unobserved entries in \( R \) is performed as a matrix completion, i.e. \( R \approx UV^\top \). Matrix factorization-based methods have been proposed and successfully applied to various recommendation tasks [7, 17, 19, 27]. In matrix factorization, users and items are mapped to the same latent space. Items that have been co-liked by users will lie close in a low dimensional embedding space (latent vector).

In this paper, we propose a novel model to perform the matrix factorization recommendation, and we refer to it as QMF. The generative process for our model is:

1. For each user \( i = 1, \ldots, M \), draw a user latent factor \( u_i \sim N(0, \lambda_u I) \);
2. For each item \( j = 1, \ldots, N \), draw an item latent factor \( v_j \sim N(0, \lambda_v I) \);
3. For each user-item pair \((i, j)\) \( \in \mathcal{R} \), draw \( R_{ij} \sim N(p^\top(u_i \circ v_j), 1) \).
4. In each user session targeting at a certain item, for each user-item pair \((i, j)\) \( \in \mathcal{Y} \), draw \( Y_{ij} \sim N(q^\top(u_i \circ v_j), \gamma^{-1}I) \) for each question asked.

In the above, \( \lambda_u, \lambda_v \) are the hyper-parameters modeling the variances in latent vectors, and \( \gamma \) is a hyper-parameters modeling the variance in \( Y_{ij} \). \( p \) and \( q \) are the free parameters of column vector with \( K \) dimension for \( R_{ij} \) and \( Y_{ij} \), respectively. The intuition behind is that \( p \) and \( q \) can capture some general information across users and items.

3.1.1 Optimization. When optimizing our model, the maximization of posterior distributions over \( U \) and \( V \) can be formulated as follows according to the generative process:

\[
\max_{U, V, p, q} p(U, V, p, q | R, Y, \lambda_u, \lambda_v, \lambda_p, \lambda_q, \gamma).
\] (1)

Then the maximization of the posterior probability can be reformulated as the minimization of its negative logarithm, which is
"cotton" as an important entity. If the question is "Are you seeking for a [cotton] item?" and the target item description includes "cotton" as an entity, then $y^j_l = 1$ for all items that also have "cotton" as an important entity. If the question is "Are you seeking for a [beach towel] item?" and the target product does not contain "beach towel" in its description or reviews (hence the answer of the user is "no") then $y^j_l = 1$ for all the items that are not beach towels. $Y_j$ is the accumulated $y^j_l$ with the dimension corresponding to $j$-th item until the $l$-th question.

Based on whether or not the target item is relevant to the requested entity, the feedback from user becomes a new or an updated observation for our system, and hence it is used to update $Y$ related to the particular user, i.e. $Y_l$. $Y_l$ is a vector of the online affinity for user $i$, with each of the dimension $Y_{ij}$ corresponding to $j$-th item. Then $u_l$ and all item factors $V$ are updated by Eq. (3) and Eq. (4). Note that this observation only affects the current user’s interaction session, and not any follow-up user interactions. As we ask about an entity $e$ and observe the user’s response, the user’s preference over the items which are consistent with the answer increases. The variance of the inferred noisy preferences over these items which is consistent with the answer as well as the variance of the nearby items in the learned embedding are reduced. The model’s confidence in its belief over the user’s preference on these items increases. As the system keeps asking questions to user $i$ and incorporates his/her responses, the latent user feature vectors $U$ and latent item feature vectors $V$ change and move towards the true underlying user and item latent vectors.

After updating our matrix factorization model, we use the final user latent factor $U$ and item latent factor $V$ to computing $UV^\top$ to yield a ranking of items to generate the recommendation list, which constitutes the recommendation module in Figure 1.

### 3.2 Question Learning

In this section, we describe how we select the next question to ask from the question pool (see Section 3.3 for the question pool construction). After the offline initialization by using all of the historical ratings, the user initiates an interaction with our recommender system, our system asks a few questions to learn about the user latent factor, the item latent factor, and the user’s belief. During this interactive phase, it is important to select the most informative questions that lead to learning effectively the user’s preference, so as to minimize the number of questions asked and locate the target item effectively.

Similar to Wen et al. [38] and Zou et al. [46], we use the estimated user preferences to help the question learning module to learn the most discriminative question to ask next. We model the user preferences for the items by a (multinomial) probability distribution $\pi^*$ over items $D$, and the target item is drawn i.i.d. from this distribution. We also assume that there is a prior belief $P$ over the user preferences $\pi^*$, which is a probability density function over all the possible realizations of $\pi^*$.

$$P_I = \text{Dir}(\alpha + Y_l),$$

where $P$ is a Dirichlet distribution with parameter $\alpha$. Having applied the offline initialization of our matrix factorization model, items can be scored and ranked for each user, the rank of each item expresses our initial belief on the preference of items for each given user. This initial belief will be used to initialize the hyper-parameter $\alpha$ of the Dirichlet distribution. In particular, we set $\alpha_i$ for item $i$ to $1/(p_i + 1)$, where $p_i$ is the index of item $i$ in the ranked list. $Y_l$ is the vector for the user by each dimension corresponding to accumulated $y^j_l$ until the $l$-th question.
We compute the user preferences \( \pi_i \) prior to the \( l \)-th question by:
\[
\pi_i(d) = \frac{\beta_{\pi_i \alpha} \pi(d)}{\sum_d \beta_{\pi_i \alpha} \pi(d)} \forall d \in D.
\] (8)

The \( \pi * \) is a multinomial distribution over items \( D \), and \( \beta \) is modeled by the conjugate prior of the multinomial distribution, i.e. the Dirichlet distribution. From the properties of the Dirichlet distribution, the user preferences \( \pi_i * \) can be updated by counting and re-normalization of \( \alpha \) and \( Y_i \). As the system keeps asking questions to the user and incorporates his/her response, the predicted belief and preferences about the user is updated accordingly. This belief tracker thus specifies the direction for moving towards the true underlying belief distribution and true user preferences. This predicted user preferences will be used for guiding the question selection.

Same to Wen et al. [38] and Zou et al. [46], we apply GBS to find the entity that best splits the probability mass of predicted user preferences closest to two halves for the remaining of the items during the \( l \)-th question, as the nearly-optimal entity to ask:
\[
e_l = \arg \min_{\epsilon \in C_l} \sum_{d \in C_l} (2 \epsilon(d) - 1) \pi_i(d) \] (9)

where \( e_l \) is the \( l \)-th chosen entity, \( C_l \) is the candidate version space containing the set of remaining items when asking the \( l \)-th question; the initial \( C_l \) is equal to \( D \), \( e_d \) expresses whether the item \( d \) contains the entity \( e \) or not. Specifically, for the entity embedding in this paper, the entity is represented by one-hot encoding, i.e. if the entity appears in a certain item documents, the value of the dimension corresponding to this item is 1 \(( e_d = 1 )\), otherwise the value of the dimension corresponding to this item is 0 \(( e_d = 0 )\). After each question is asked and the answer is obtained, the user preferences \( \pi * \) are updated by the belief tracker module. GBS tend to select entities by minimizing the objective function of Eq. (9). This means, GBS selects the entity which is able to split the sum of calculated user preferences corresponding to the item with \( e^d = 1 \) and the sum of user preferences corresponding to the item with \( e^d = 0 \) closest to two halves.

### 3.3 Question Asking

The proposed method of learning informative questions to ask to users, depends on the availability of a pool of questions regarding informative terms. Given an item, the user should be able to answer questions about this item with a "yes" or a "no," having a reference to the relevant item (or item in mind).

In this work, we use the approach taken by Zou et al. [46], and Zou and Kanoulas [44] to extract meaningful short-phrases – typically entities – from the surface text to construct the question pool using the entity linking algorithm TAGME [9]. These entities are recognized to comprise the most important characteristics of an item [44, 46], and we generate questions about the presence or absence of these entities in the item related documents. One could also use other sources like labelled topics, extracted keywords, item categories and attributes, to construct questions.

In TAGME, each annotated short-phrase in unstructured text is weighted using a probability, that measures the reliability of that substring being a significant mention. Only the short-phrases with high probability should be considered as entities. In this paper, similar to Ferragina and Sciacia [9], and after a set of preliminary experiments, we set the threshold to 0.1 and filter out the short-phrases whose probability is below 0.1. Prior to this, we also removed stop words such as "about," "as well" etc..

Having extracted the most important entities from the corpus, the proposed algorithm asks a sequence of questions in the form of "Are you seeking for a [entity] related item?" to locate the target item. In this case, the users can respond with a "yes", a "no" or a "not sure" according to their belief.

### 3.4 Question-based Recommender System

The algorithm of our question based recommender system is provided in Algorithm 1. Our Qrec model performs two rounds: the offline phase and the online phase. The offline phase includes line 3-5, and the online phase includes line 6-17 in Algorithm 1. During the offline phase, we firstly initialize our model parameters offline by using the history rating data across all users. We make the assumption that we have access to historical user-item interaction data (e.g., rating or purchasing data), even though our system can work without it as well. When a new user session starts, we use the initialized user’s latent factors and items’ latent factors to yield the preliminary ranking of candidate items. We then utilize this ranking score to initialize the Dirichlet prior parameter \( \alpha \). When there is a new user session starts in online phase, we calculate the user belief with this \( \alpha \) and \( Y_l \). After that, we compute the user preferences with prior belief equal to \( \pi_l \) and find the optimal entity \( e_l \) by GBS. We ask whether the entity \( e_l \) is present in the target item that the user wants to find, \( d^* \), observe the reply \( e_l^* \), remove \( e_l \) from the question pool, and update the candidate version space \( C_l \). Then we
Table 1: Statistics of the dataset. #entity is the number of unique entities.

| Dataset         | #users | #items | #ratings | density | #entity |
|-----------------|--------|--------|----------|---------|---------|
| Home and Kitchen| 9,124  | 557    | 10,108   | 0.20%   | 9,296   |
| Pet Supplies    | 2,248  | 2,475  | 15,488   | 0.28%   | 71,074  |

update \( Y_i \) by the user response, and update the user latent factors \( U \) and the item latent factors \( V \) using ALS based on the updated \( Y_i \). After the online question asking phase is over, the recommendation list is generated by sorting the inner product of the last updated user latent factors \( U_{N_q} \) and item latent factors \( V_{N_q} \).

4 EXPERIMENTS AND ANALYSIS

4.1 Experimental Setup

4.1.1 Dataset. In our experiments we use a collection of Amazon items \(^1\) [26]. Each item contains rich metadata such as title, descriptions, categories, and reviews from users as well. Following Van Gysel et al. [36] and Zou and Kanoulas [44], we use four different product domains from the Amazon product dataset, but due to the limited space, we only report two domains in this paper, which are “Home and Kitchen”, and “Pet Supplies” respectively. The documents associated with every item consist of the item description and the reviews provided by Amazon customers. On the two item domains, we use the same item list \(^2\) with Van Gysel et al. [36], and filtered those items and users that appeared in less than five transactions to construct the user-item recommendation matrix like most of Collaborative Filtering papers [13]. We randomly split the entire dataset of user-item interactions to a training, validation and testing set with 80%, 10% and 10% split similar to other recommendation papers, e.g., Sun and Zhang [34]. Statistics on the dataset are shown in Table 1.

4.1.2 Parameter Setting. To learn the matrix factorization embedding, we set the hyper-parameters to the combination that achieved the highest pairwise accuracy in the offline observations: the maximum training iterations of PMF and our matrix factorization model is set to 100, and \( \lambda_u = \lambda_v = \lambda_p = \lambda_q = 0.1 \). The parameters \( y \), the dimension of the latent factors \( K \), and the number of questions asked \( N_q \) are decided in RQ1.

4.1.3 Evaluation Metrics. We use average Recall at cut-off 5 (recall@5), Average Precision at 5 (AP@5), and Mean Reciprocal Rank (MRR) and Normalized Discounted Cumulative Gain (NDCG) as our evaluation metrics, which are commonly used metrics for capturing accuracy in recommendation [7, 41, 43]. NDCG is calculated by top 100 items like other paper [36]. The ground truth used to compute the aforementioned metrics is constructed by looking at the historical buying behavior of the user; an item is considered relevant if the user wrote a review and gave a rating to it, similar to other works [36, 41].

4.1.4 Baselines. We compare our method with five baselines; the first two are static baselines, while the other three are interactive baselines. In particular the baselines are: (1) PMF, which is a typical, static recommendation approach; (2) NeuMF [13], which is one of the state of the art approaches of collaborative filtering and widely used as the baseline by other papers. (3) QMF+Random, which uses our proposed matrix factorization for offline initialization and then randomly chooses a question from the question pool to ask; (4) SBS, which is the sequential Bayesian search algorithm. We applied the SBS [38] to our recommendation task and uses the same question asking strategy with our Qrec model, but with the uniform prior; and (5) PMMN [41], the Personalized Multi-Memory Network model, which is a state-of-the-art conversational recommender system asking questions on aspect-value pairs. For the PMF, QMF+Random, and SBS baselines, we use the same parameter setting with our Qrec model. For the NeuMF and PMMN, we use the optimal parameters reported in the corresponding paper and tuned their hyper-parameters in the same way as they reported.

4.1.5 Simulating Users. Our experimentation depends on users responding to questions asked by our method. In this paper we follow recent work [34, 41, 44–46] and simulate users. We also conduct a small user study described next. During the simulation, we follow the approach proposed by Zou et al. [46] and Zou and Kanoulas [44], i.e. we assume that the user will respond to the questions with full knowledge of whether an entity is present or not in the target item. Hence, we assume that the user will respond with “yes” if an entity is contained in the target item documents and “no” if an entity is absent. This simulation also follows the one used by Zhang et al. [41], which assumes that the user has perfect knowledge of the value of an aspect for the target product.

4.1.6 Online User Study. To confirm some of the assumptions made in this work and test how well our recommender system works “in-situ” we also conduct a small online user study. The ideal users would be ones who have actually bought a number of items on an online shopping platform and now converse with our system embedded in the platform to find their next target item. In the absence of such a user base and commercial recommender system we use a crowdsourcing platform. First, we let the crowd worker select a product category she feels familiar with. Then, we randomly sample a product from our test data as a target product. To let the user familiarize herself with the target product we provide her with a product image, title, description, and the entities extracted from the product reviews. After the user indicates that she is familiar with the product and the conversation with the system can start, the information of the target item disappears from the screen and a question is selected by our algorithm to be asked to the user. In this paper we follow recent work [34, 41, 44–46] and simulate users. We also conduct a small user study described next. During the simulation, we follow the approach proposed by Zou et al. [46] and Zou and Kanoulas [44], i.e. we assume that the user will respond to the questions with full knowledge of whether an entity is present or not in the target item. Hence, we assume that the user will respond with “yes” if an entity is contained in the target item documents and “no” if an entity is absent. This simulation also follows the one used by Zhang et al. [41], which assumes that the user has perfect knowledge of the value of an aspect for the target product.

4.1.7 Research Questions. Through the experiments in this work we aim to answer the following research questions:

RQ1 What is the impact of the trade-off \( y \), the dimension of the latent factors \( K \), and the number of questions asked \( N_q \)?

RQ2 How effective is Qrec compared to prior works?
within the first 10 questions, while asking more than 10 questions does not add much regarding the performance.

4.3 Performance Comparison (RQ2)

To answer how effective is our proposed method compared to prior works, we compare our results with five baselines, PMF, NeuMF, QMF+Random, SBS, and PMMN. The results on the two categories are shown in Table 2. From Table 2, we can see that our proposed model, Qrec, achieves the highest results on all four metrics compared with the interactive baselines QMF+Random, SBS, and PMMN, on these two categories, which suggests that our question-based recommender system Qrec is effective. Our Qrec model performs better than QMF+Random, this suggests that our question selection is effective. There are few fluctuations on some metrics for QMF+Random with different number of questions asked, this is because the uncertainty of random question selection in different number of questions asked. Our Qrec model is superior to the SBS model, this suggests that using the prior from the offline initialization is beneficial. We will further discuss this in RQ4. Further, our Qrec model performs better than PMMN [41], especially after 5 questions asked. This might be explained by the fact that asking questions on extracted entities can gather more information from users and is able to better learn user true preferences than asking questions on aspect-value pairs. Further, what we indeed observed is that the results of all four metrics regarding PMMN do not increase much and the result differences between PMMN and our Qrec become big when the number of questions is larger than 10. The reason for this is the fact that it is rather difficult to extract more than 10 aspect-value pairs from each user review for a certain item. As a consequence, there are no more available questions to ask, and thus the metric results never increase. Overall, this suggests that asking question on extracted entities is more effective.

It also can be observed that our proposed matrix factorization model achieves better performance than PMF on the four metrics, this suggests that our proposed matrix factorization model is rather helpful. The reason might be because that adding the parameter $P$ improves the model capability of fitting. The NeuMF model outperforms linear models PMF and QMF, this is because the nonlinear deep neural model can obtain more subtle and better latent representations. But note that the stacked neural network structures also make them difficult to train and incur a high computational cost. Specifically, our model is able to achieve better results than the NeuMF model on all of four different metrics with less than 5 questions. With more questions being asked, the result differences between NeuMF and our Qrec become bigger. This shows that interactive or question-based recommendation can improve the performance over static models as interactive or question-based recommendation can continuously learn from the user.

4.4 Cold Start Performance Analysis (RQ3)

To explore if our proposed method is effective for the cold-start user and the cold-start item problem or not, we extract cold-start user tuples (i.e. user-item interactions in which the user never appear in the training set) and cold-start item tuples (i.e. user-item interactions in which the item never appear in the training set).
Table 2: The comparison with PMF, NeuMF, QMF+Random, SBS, and PMMN on the "Home and Kitchen" (top) and the "Pet Supplies" (bottom) categories. * represents the number of asked questions. QMF+Rand. represents the QMF+Random model. Our proposed model achieve highest results when compared with interactive baselines, and our model performs better than the state of the art collaborative filtering model NeuMF on all of four different metrics with less than 5 questions.

| #. | PMF | QMF | NeuMF | QMF+Rand. | SBS | PMMN | Qrec | PMF | QMF | NeuMF | QMF+Rand. | SBS | PMMN | Qrec |
|----|-----|-----|-------|-----------|-----|------|------|-----|-----|-------|-----------|-----|------|------|
| 2  | 0.011 | 0.062 | **0.222** | 0.075 | 0.060 | 0.073 | 0.130 | 0.004 | 0.037 | **0.121** | 0.047 | 0.028 | 0.021 | 0.072 |
| 5  | 0.011 | 0.062 | **0.222** | 0.095 | 0.353 | 0.194 | **0.413** | 0.004 | 0.037 | 0.121 | 0.064 | 0.170 | 0.091 | **0.247** |
| 10 | 0.011 | 0.062 | **0.222** | 0.121 | 0.883 | 0.216 | **0.943** | 0.004 | 0.037 | 0.121 | 0.088 | 0.661 | 0.105 | **0.884** |
| 15 | 0.011 | 0.062 | **0.222** | 0.151 | 0.933 | 0.216 | **0.982** | 0.004 | 0.037 | 0.121 | 0.117 | 0.863 | 0.105 | **0.973** |
| 20 | 0.011 | 0.062 | **0.222** | 0.188 | 0.962 | 0.216 | **0.995** | 0.004 | 0.037 | 0.121 | 0.144 | 0.911 | 0.105 | **0.990** |

Table 3: The results on cold-start tuples. The top table represents the cold-start user tuples on "Home and Kitchen" and bottom table represents the cold-start item tuples on "Pet Supplies" category. Our Qrec model can still achieve high performance for cold start users and cold start items.

| # of questions | recall@5 | AP@5 | NDCG | MRR |
|----------------|----------|------|------|-----|
| PMF            | 0.005    | 0.002 | 0.039 | 0.011 |
| 2              | 0.127    | 0.071 | 0.215 | 0.099 |
| 5              | 0.448    | 0.245 | 0.442 | 0.293 |
| 10             | 0.944    | 0.883 | 0.914 | 0.889 |
| 15             | 0.985    | 0.974 | 0.981 | 0.976 |
| 20             | 0.996    | 0.991 | 0.994 | 0.992 |

| # of questions | recall@5 | AP@5 | NDCG | MRR |
|----------------|----------|------|------|-----|
| PMF            | 0.000    | 0.000 | 0.000 | 0.000 |
| 2              | 0.000    | 0.000 | 0.008 | 0.003 |
| 5              | 0.046    | 0.011 | 0.157 | 0.035 |
| 10             | 0.853    | 0.561 | 0.676 | 0.576 |
| 15             | 0.991    | 0.961 | 0.971 | 0.962 |
| 20             | 1.000    | 1.000 | 1.000 | 1.000 |

from our testing dataset. Because there are very few cold-start item tuples in "Home and Kitchen" category, and very few cold-start user tuples in "Pet Supplies" category, the extent that results would not be reliable, we only use cold-start user tuples from the "Home and Kitchen" category and cold-start item tuples from the "Pet Supplies" category to validate the cold-start addressing ability of our model. Statistics on two categories shows that there are about 84% cold-start user tuples on the "Home and Kitchen" category and about 7% cold-start item tuples on the "Pet Supplies" category. The results on the two categories are shown in Table 3. As it is observed, our Qrec model can still achieve high recall@5, AP@5, NDCG, and MRR for cold start users and cold start items. As it is known, PMF does not really work for cold start users and cold start items, which is indeed what we observe. We conclude that our Qrec model is capable of tackling the cold-start recommendation problem.

4.5 Contribution of Offline Initialization (RQ4)

In this research question, we investigate the effect of our offline initialization. We compare the performance results including the offline initialization and the performance results excluding the offline initialization of our model (i.e. random initialization for the model parameters when the new user session starts). Our hypothesis is that the offline learned parameters from the historical ratings capture some general trend and provide a generic prior to guide the model. Indeed, the results shown in Table 4 demonstrates the model with offline initialization achieves higher performance than the one without offline initialization, especially when the early stage of question asking (here: the number of asked questions is less than 10). Based on the observation of performance improvements when initializing the model from the offline data, we conclude that using offline initialization is highly beneficial.
Table 4: Results for the effects of offline initialization on the "Home and Kitchen" (top) and the "Pet Supplies" (bottom) categories. Qrec_offl. represents the Qrec including offline initialization, Qrec_rand. represents the Qrec with random initialization (i.e., excluding offline initialization). The Qrec including offline initialization is superior to the Qrec excluding offline initialization.

| # of questions | recall@5 | AP@5 | NDCG | MRR |
|----------------|----------|------|------|-----|
|                | Qrec_offl. | Qrec_rand. | Qrec_offl. | Qrec_rand. | Qrec_offl. | Qrec_rand. | Qrec_offl. | Qrec_rand. | Qrec_offl. | Qrec_rand. |
| 2              | 0.13      | 0.08  | 0.07  | 0.04 | 0.22  | 0.19  | 0.10  | 0.07 |
| 5              | 0.44      | 0.34  | 0.25  | 0.17 | 0.44  | 0.39  | 0.29  | 0.22 |
| 10             | 0.94      | 0.93  | 0.88  | 0.88 | 0.91  | 0.91  | 0.89  | 0.89 |
| 15             | 0.98      | 0.98  | 0.97  | 0.97 | 0.98  | 0.98  | 0.97  | 0.97 |
| 20             | 1.00      | 0.99  | 0.99  | 0.99 | 0.99  | 0.99  | 0.99  | 0.99 |

4.6 Online User Study (RQ5)

In this research question we first want to examine the assumptions made in this work. In particular, we first want to understand how many questions actual users are willing to answer, how well do they answer them, and how is their experience with the system. We collected 489 conversations made between our system and 21 crowd workers on 33 target items. From the collected data, we observe that users answered an average number of 15 questions per target item in the system (with the median being 12). Further, in the exit questionnaire, 71.4% of the users declare that they are willing to answer between 10 and 20 questions. Despite a median time of 5 seconds to answer a question, in the exit questionnaire, 95.2% of the users indicate that the system’s questions were easy to answer. From the results we collected, most of the users think the conversational system is helpful and they will use it in the future. In particular, 81% of users found the experience positive, 14.3% neutral, and 4.7% negative. Last but not least, the users provided the correct answers to the system’s question 95% of the time, they were not sure about their answers 3.5% of the time, and they gave the wrong answers (i.e., their answers disagreed with the description of the product) 1.5% of the time.

The second important question is how well the system performed. We measured performance after 5, 10, 15, and 20 queries asked (for those conversations that had this number of questions), as well as the performance when the user indicated that she wanted to stop. The results are shown in Table 5, and are in agreement with the Qrec results of Table 2.

5 CONCLUSIONS AND DISCUSSION

In this paper, we propose a novel question-based recommendation method, Qrec, which directly queries users on the automatically extracted entities in relevant documents. Our model is initialized offline by our proposed matrix factorization model QMF and updates the user and item latent factors online by incorporating the modeling of the user answer for the selected question. Meanwhile, our model tracks the user belief and learns a policy to select the best question sequence to ask. Experiments on the Amazon product dataset demonstrate that the effectiveness of the Qrec model compared to existing baselines.

Table 5: System effectiveness on user study. Results are in agreement with the Qrec results of Table 2.

| # of questions | recall@5 | AP@5 | NDCG | MRR |
|----------------|----------|------|------|-----|
|                | Qrec_offl. | Qrec_rand. | Qrec_offl. | Qrec_rand. | Qrec_offl. | Qrec_rand. | Qrec_offl. | Qrec_rand. |
| 5              | 0.333     | 0.082 | 0.305 | 0.129 |
| 10             | 0.848     | 0.717 | 0.777 | 0.727 |
| 15             | 0.879     | 0.760 | 0.806 | 0.762 |
| 20             | 0.909     | 0.775 | 0.820 | 0.776 |
| stopping       | 0.939     | 0.790 | 0.834 | 0.791 |

In this work, the questions asked to users are based on the presence or absence of entities in the target items, following past work. Richer type of questions could be constructed by using other sources such as categories, keywords, labelled topics [47, 48], structural item properties, and domain-specific informative terms. Also, we ignore the fact that entities may be semantically related to the target item even though they are not contained lexically in the item documents. Further, we leave the number of questions asked as a parameter to be predefined instead of algorithmically decided. Our work uses a stand-alone algorithm that learns the informativeness of questions to ask based on GBS. One can also use other techniques (e.g., reinforcement learning) to learn the optimal question asking strategy, or incorporate more factors, e.g., the relatedness and importance level of different informative terms, to extend the work. Still, the user may change their target item during the interaction with the system [30]. Theoretically our method is able to deal with this kind of situation, with new answers received gradually for the new target item. Last, we conduct a small user study, however a larger and in-situ user study by intervening at the interface of a commercial recommender system would be more informative. We leave all these as future work.
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