The Impact Effect of Coal Price Fluctuations on China’s Agricultural Product Price
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Abstract: Few studies have used China’s latest economic data to verify the interaction between coal price fluctuation and vegetable price fluctuation. Therefore, the sharing of existing knowledge in the academic community is mainly reflected in this paper, which explores the influence between coal prices and agricultural product prices for the first time. Further, it supplements the verification of the effective parameters of vegetable price fluctuation in academia. The current study investigates the relationship between coal prices (thermal coal price) and agricultural product prices (vegetable prices) in China from 2016 to 2021. It uses separate time-series models to verify the effect of China’s coal price fluctuation on the price of agricultural products and explores the effect of the coal price on the vegetables’ price trend. The results confirm that the thermal coal price significantly impacts and positively affects vegetable prices. There is also a linkage between the price of coal and the security of agricultural products. It might mainly be due to coal usage in various stages of the growing, storage, transportation, and distribution of agricultural products. Higher coal prices may lead to higher agricultural prices, threatening China’s coal-dominant energy structure. These higher coal prices will endanger domestic energy security and agricultural security. Finally, this study also suggests ways to manage the effect of increased coal prices on agricultural product prices and then puts forward policy suggestions.
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1. Introduction

Recently, the price of agricultural products has been rising, and the price index is invariably fluctuating similar to a “roller coaster”, impinging the consumers’ and farmers’ incomes [1]. As necessities of life, agricultural products occupy a significant product market share [2]. This also presents many related problems [3]. One of them is the volatile agricultural product prices, which require an acute focus on relations between supply and demand, and price stability [4]. Vegetables are significant farm products and daily necessities related to the national economy and people’s livelihood. Their unstable prices have directly impacted the interests of consumers and producers [5]. China is the world’s greatest manufacturer and consumer of vegetables. Its vegetable gross output value has exceeded its grain gross output value, making it its most important agricultural product [6]. According to the China Agricultural Product Price Survey and Statistical Yearbook, released by the National Bureau of Statistics of China (NBS), during the past two decades (2001–2020), the average annual price of vegetables declined in 2001, 2002, 2014, and 2017 and variably rose in other years. Vegetable prices rose by more than 10% in most years from 2003 to 2010, and less than 10% in most years from 2011 to 2020. (NBS, 2021). Factors such as internal time series, natural disasters, the uniqueness of vegetables, and
the substitution and combination of various vegetables influence the increased vegetable price fluctuation. High vegetable prices may negatively impact consumers, further hurting vegetable farmers and leaving them in heavy losses, or even bankruptcy [7]. It is important to clarify the influencing factors of the fluctuating vegetable product prices for vegetable farmers’ planting benefits and the healthy development of the industrial chain in China.

As the international agricultural products market rapidly integrates, the agricultural price volatility in China is influenced by traditional internal parameters, including supply and demand and production cost factors [7,8]. The supply of agricultural products is insufficient due to resource scarcity and abnormal global weather [9], leading to rising prices. The agricultural product prices are also subjected to external factors, such as international energy price fluctuations, the demand for biomass energy development, future market price transmission, financial crises, and monetary policy [10–12]. Energy prices and agricultural prices are highly correlated [13,14]. There are two ways in which energy price fluctuation affects domestic agricultural price fluctuation. One is the cost-driven effect, where energy price fluctuations cause changes in agricultural production costs, and the cost-driven effect leads to price fluctuations of farm products [14,15]. The other is the substitution effect, where the rise in traditional energy prices induces the replacement of traditional energy with biomass energy. As the demand for biomass energy rises, it causes the rising demand for raw materials of biomass energy. This causes a growing land mismatch between raw materials and other agricultural products and leads to price fluctuation [16].

As one of the core components of China’s economic development, changes in energy prices will greatly affect economic development [17]. It is one of the most basic problems in energy economics to research the effect of energy prices on the macro and micro-economy [18]. Energy prices immediately influence the consumption cost of residents as a means of production and living. It even influences production and transportation product costs in upstream and downstream industrial enterprises as raw materials and production factors and the consumer price of goods [19]. China is the world’s second-greatest energy manufacturer and consumer, using coal as its main energy source. According to the China energy revolution progress report (2020), released by the Institute of Resources and Environmental Policy, Development Research Center of the State Council, China, they maintain a coal-dominated primary energy consumption structure. As to their energy mix, more than 50% of the whole energy consumption is related to coal consumption. High-quality fossil energy such as oil and natural gas is relatively deficient, and the proportion of oil, gas, and clean energy is small.

Many studies show that higher international crude oil prices lead to higher agricultural logistics costs and fuel costs for farmers, farms, and enterprises. This will lead to higher agricultural product prices of vegetables and grains [20,21]. In addition, lower crude oil prices result in low-price transport and agricultural costs (such as pesticides and chemical fertilizer), reducing the price of agricultural materials in the international markets [22]. China still maintains a primary energy consumption structure dominated by coal as its highest proportion. Coal prices in China have soared since September 2021. The prices of thermal coal, coking coal, and coke have rapidly risen and broken the record due to multiple factors such as environmental protection production limits and a lack of coal imports from Australia. Since China is a big consumer of electricity, coal-fired power generation is significant in China’s power structure, and thermal coal is the main raw material for its thermal-powered enterprises. This will affect the rise in electricity prices and the increase in enterprise or farmer’s costs. It may even raise vegetable prices.

Some studies tried to prove that energy prices and price fluctuations of vegetables and other agricultural products are highly correlated. However, few studies deal with whether domestic coal prices respond similarly to the impact of vegetable price volatility. Some also examined whether this response direction and speed of different vegetables impact coal prices similarly. Therefore, this paper will analyze the relative price changes of vegetable prices under the impact of coal price fluctuations by running separate time-series models.
established by the thermal coal port liquidation price for vegetable price fluctuations. It will study the dynamic adjustment path of vegetable prices from short-term fluctuation to long-term equilibrium affected by coal prices to test whether the impact effect changed over time.

2. Literature Review

Recently, the factors influencing the price fluctuation of agriculture products have been studied regularly. Some primary reasons are supply and demand factors, economic factors, and energy prices. Firstly, supply–demand explanations include weather, seasonal fluctuations, and rising fertilizer and pesticide prices. Bad weather has reduced grain production in the world, dissatisfying the request for food and significantly increasing food prices [23]. Some people believe that precipitation has a shock effect on vegetable prices, and excessive daily precipitation positively impacts its price, and this impact is inversely related to the vegetable demand’s price elasticity [24]. Empirical tests indicate that the driving factor of rising grain prices is not climate change but rather the increased fertilizer prices in production [25]. Decreased spending by governments and international institutions on research and development has slowed agricultural revenue growth, leading to higher food prices [26]. Seasonal fluctuations can also impact vegetable prices. Some scholars used the X-12-ARIMA seasonal regulation model and ARCH model to verify the seasonal fluctuation features and short-term fluctuation characteristics of cabbage, tomato, cucumber, vegetable pepper, and green bean prices. They analyzed the seasonal fluctuation situation of five vegetables in Hubei Province between 2000 and 2001 [7]. Secondly, the demand pull cannot be ignored. Some argue that rising incomes and population growth from developing countries globally increased agricultural prices [27].

The price fluctuation of China’s agricultural products, especially that of vegetable prices, is influenced by the changing endogenous factors such as planting cost, supply, and demand, and by macroeconomic parameters such as money supply and the trading volume of agricultural futures [28]. Some scholars analyzed the monthly data of garlic and mung bean price fluctuations through monetary liquidity, agricultural future trading volume, and international hot money variables to construct the TVP-SV-VAR model. They analyzed the influence of financialization factors on garlic and mung bean prices and calculated their speculative prices by using the price decomposition model [29]. The primary reasons for the increasing price of agricultural products are their supply and demand variations, the increase in production cost, and the money supply in the price change of agricultural products [30,31]. Some analyzed the long-term stable relationship between vegetable prices and money supply and indicated that the dynamic change of the regression coefficient corresponding to money supply could predict that if the money supply in circulation increases, the vegetables’ overall price level will increase [32]. However, the impact of macroeconomic factors on product prices tends to bring synchronous fluctuations, and the violent fluctuations of vegetable prices rising one after another have a strong linkage effect [33]. In addition, some scholars investigated the effect of inflation and future prices on vegetable price fluctuations [34].

As China gradually opens to the outside world, the fluctuating energy prices will also affect the fluctuation of China’s agricultural prices. Firstly, energy price fluctuations cause changes in agricultural production costs, and the cost-driven effect causes price fluctuations in agricultural products [35,36]. According to input costs, some foreign scholars specified that the oil price fluctuations impacted the agricultural products price in the United States but that different agricultural prices were different [37]. Other studies showed that energy prices in 2008 had a co-integration relationship with the prices of cereals, cotton, and soybeans in the United States [38]. Eleni and other scholars indicate that crude oil prices can influence the price of agricultural products employed in the production of biodiesel and ethanol, demonstrating the interaction of energy and agricultural commodity markets [39]. Studies by Chinese scholars show that crude oil, as one of the essential parameters along with wheat, corn, and soybean prices, can influence the price of rice in China [40].
Other studies verified the relationship between energy and food prices over the period of 2000–2016 through a Panel-VAR model for eight Asian economies. They demonstrated the considerable impact of the energy price (oil price) on food prices [41]. The rising oil prices increase the production cost of vegetables. Several products in agricultural production also include petroleum products, among which chemical fertilizers, agricultural plastics, and pesticides are necessities for vegetable planting [42]. However, the increasing oil prices raised that of vegetable means of production, which resulted in the increasing vegetable prices [43]. Since it is low-valued, vegetables belong to low-value-added primary agricultural products and have limited bearing capacity for freight. Long-distance transportation compared to local transportation is an important cause of vegetable prices increase. The continuous increase in oil price will raise the transportation cost, which will affect the selling price of vegetables [44].

Price fluctuations of vegetables are mainly affected by supply and demand factors, economic factors, and energy prices. Studies related to energy shock serve to verify the interaction between oil price fluctuations and agricultural prices. However, most research is directed at the oil shock instead of coal. China’s energy mix, however, is still influenced by coal, which accounts for the highest proportion. Therefore, based on the existing studies, this paper will consider the coal price and use separate time-series models to verify the effect of coal price variations on vegetable prices in China.

3. Materials and Methods

3.1. Data Sources and Selection

The coal prices in the current study are the coal spot prices. China’s thermal coal spot price transaction takes the Bohai Rim closing warehouse prices as the reference standard for contract signing. The Bohai Rim thermal coal Price Index (BSPI) is the domestic coal price vane, which reflects the offshore closing warehouse price level of the Bohai Rim thermal coal port. Thus, this paper used the closing price of the Qinhuangdao thermal coal port released by United Metal Network to estimate the parameters. This paper chose five main kinds of vegetables that are consumed by Chinese residents and sell the most and selected vegetable prices from the daily prices of these 5 kinds of vegetables (radish, garlic sprout, leek, green pepper, tomato) in supermarkets and markets in 36 cities released by the National Development and Reform Commission. This paper selected BSPI data and daily data of 5 vegetables from 25 July 2016 to 4 November 2021. Logarithms were taken before the separate time-series models and analysis as data’s natural logarithm transformation will not change the co-integration relationship between data. The relevant data were then used for test and analysis.

3.2. Model Specification and Settings

The separate time-series models used here help analyze the impact of domestic coal prices on vegetable prices. The separate time-series models adopt the simultaneous formation of multiple equations. It helps forecast the interrelated time series system and analyze the effect of random disturbance on the system variables to verify the effect of several economic shocks on economic parameters. It takes each endogenous variable as a function of all endogenous system variables’ lag values to construct the model. It avoids the problem of modeling the endogenous variables’ lag values for each of them in the structural modeling method. This paper firstly tests the time series model’s stationarity based on the Augmented Dickey–Fuller (ADF) value. Through separate time-series models, the CUSUM test is conducted to judge the co-integration relation between variables. Finally, the impulse response function and variance decomposition help verify the effect of coal prices on vegetable prices. The general mathematical representation of the time series model ($p$) model can be described as:

$$ Y_t = \alpha + \sum_{i=1}^{p} \beta_i Y_{t-i} + \epsilon_t $$ (1)
In Equation (1), \( E(\epsilon_t) = 0, E(\epsilon_t, Y_{t-1}) = 0, i = 1, 2, \ldots, p; Y_t \) indicates a linear random process of homovariance stability composed of \((n+1)\) order vectors. \( \beta_i \) indicates the coefficient matrix of \((n+N)\) order, and \( Y_{t-1} \) is the lag variable of \( Y_t \); \( \mu \) is the mean vector of the series; \( \epsilon_t \) is the random interference term.

\[
\epsilon_t = (\epsilon_{1t}, \ldots, \epsilon_{kt})^T
\]  

(\( \epsilon_{1t}, \ldots, \epsilon_{kt} \)) represent independently and identically distributed random innovation vectors with a zero mean and constant dispersion matrix \( \Sigma \) \cite{45}.

In lag operator notation, the time series model \((p)\) can be described as:

\[
\beta_i(B)Y_t = \alpha + \epsilon_t
\]  

\[
\beta_i(B) = I_n - \sum_{i=1}^p \beta_i B_i
\]  

All variables were employed as endogenous variables; all equations have similar exogenous and lagged exogenous variables. All endogenous variables can be described by their lagged or previous values and the lagged values of the other endogenous model variables \cite{46}. A primary stage in the model establishment is to choose the separate time series model’s lag order. The optimal lag order can be derived using the minimum information measures, including the Akaike information criterion (AIC), the Bayesian information criterion (BIC), and the Hannan–Quinn information criterion (HQIC) \cite{46}.

3.2.1. Stationarity Test and CUSUM Test

The use of separate time-series models in the current work required applying stationary condition criteria, described with a condition with constant mean and variance and time-varying covariance \cite{47}. The stationarity in the current work was evaluated based on the unit root test through the Augmented Dickey–Fuller (ADF) approach, described with the following relation \cite{47}.

\[
\Delta y_t = \beta_0 + \theta y_{t-1} + \sum_{i=2}^p \varphi_i \Delta y_{t-1+i} + \epsilon_t
\]  

\( \Delta y_t \) represents the time series value at the \( t \) time subtracted by the corresponding one in the previous sample time (the \( t-1 \) time), while \( \theta \) describes a constant value \( (\beta_1 + \ldots + \beta_{p-1} - 1) \) employed to detect the unit roots with hypothesis \( H_0: \theta = 0 \) (the data include unit roots) and \( H_1: \theta < 0 \) (the data do not include unit roots) \cite{47}. Moreover, \( \varphi_i \) represents the trend coefficient on the time series data, described as \( \varphi_i = -\sum_{j=1}^p \beta_i \) \cite{47}. It can be concluded that non-stationary data have unit roots. In contrast, stationary data do not have unit roots. For the non-stationary data, a differencing procedure should frequently be performed on the related data to make them stationary \cite{48,49}.

CUSUM tests are generally employed in econometrics and statistics to detect structural variations (or structural breaks) in a regression equation of interest \cite{50}. Inference employs a sequence of sums of recursive residuals obtained iteratively from successive subsamples of the data. The calculation relies on standardized one-step-ahead prediction errors \cite{51}. The CUSUM test calculates recursive residuals starting with the first \((k + 1)\) observations, where \( k \) represents the number of regression coefficients. They will be added to attain the number of observations \cite{50}.

3.2.2. Impulse Response Function and Variance Decomposition Analysis

Impulse response functions acquired through separate time-series models are utilized to evaluate the effect of variation in one parameter on the other. They can generate the dependent variables’ time path in the separate time-series models owing to the shocks induced by all the explanatory variables. The current and lagged impacts over time variations in error terms \( (\epsilon_{1t}, \epsilon_{2t}, \ldots, \epsilon_{kt}) \) are observed on the endogenous variables \((y_{1t}, y_{2t}, \ldots, y_{kt})\). Suppose the error term \( \epsilon_t \) has immediate impacts and \((\epsilon_{2t}, \epsilon_{3t}, \ldots, \epsilon_{kt})\) have lagged impacts on \( y_{1t} \). In this case, the separate time series model process of order “\( p \)” is stable \cite{46}. The
Wald representation of each covariance stationary separate time series model \((p)\) process has the following form:

\[ Y_t = \mu + \varepsilon_t + \varphi_1 \varepsilon_{t-1} + \varphi_1 \varepsilon_{t-2} + \ldots \]  

(6)

where \(\varphi\) describes the \((n \times n)\) moving average matrices, and the impulse response \(\varphi_{ij}^s\), of the \((i, j)\)th element of \(\varphi\), is described as

\[
\frac{\partial y_{i,t+s}}{\partial \varepsilon_{j,t}} = \frac{\partial y_{i,t}}{\partial \varepsilon_{j,t-s}} = \varphi_{ij}^s, \quad i, j = 1, 2, \ldots, n
\]  

(7)

It can be performed if a separate time series model \((\varepsilon_t) = \sum\) represents a diagonal matrix, where \(\varepsilon_t\) are uncorrelated [46].

The variance decomposition was also carried out to separate the change in an endogenous variable into component shocks to the separate time series model. The variance decomposition shows the relative significance of each random innovation in affecting the variables in the time series model [52].

4. Results

4.1. Stationarity Test

In an econometric analysis, the logarithmic form of statistical data eliminates any possible heteroscedasticity. At first, all indicators were processed by a natural logarithm. As the application of the time series model requires stationary variables, we conducted a unit root test on thermal coal variables and vegetable prices to test their stationarity. In the current work, the unit root test of time series for thermal coal prices and five vegetable prices is conducted by using the ADF test method [47]. The specific test results are presented in Table 1.

According to Table 1, the original time series ADF test results of thermal coal prices are not stationary. The test results of five vegetable prices are stationary, and their sequences after the first-order difference are stationary. After the first-order difference, the ADF values of thermal coal prices and five vegetable prices are significant at the 1% level, rejecting the null hypothesis, that is, they are stationary time series. Therefore, this paper uses the time series of first-order differences to establish separate time-series models.

4.2. Time Series Model Establishment and CUSUM Test

As the above six variables are stationary time series, the original sequence can help directly construct the time series model. The influence of coal prices on the prices of all links in the transmission mechanism of thermal coal price has a certain lag, which is crucial to the establishment of the time series model. This study determines the optimal lag order by simulating the residual autocorrelation and normality several times by using the Schwartz Information Criterion (SIC) [46]. The specific test results are presented in Table 2.

In Table 2, seven days is a lag order. The AIC criterion, BIC criterion, FPE criterion, and HQIC criterion are adopted to derive the time series model’s optimum lag order. According to the SIC, the order with the most “*” is the optimal one. If two orders have the same number of “*”, the order with the smallest AIC criterion is selected. According to its results, the optimal lag order of the five models is 2 or 14 days.

The stationarity of the time series model is the premise of the empirical analysis. This paper uses the CUSUM test to examine its stationarity and whether the time series model is effective [50]. According to Table 3, the \(p\)-values of the five time-series models with second-order lag are more than 5%, so the null hypothesis is accepted. The long-term stationary interaction between the two variables in each time series model can be determined. Impulse response analysis and variance decomposition can be conducted to investigate the interaction between the two variables in each time series model.
4.3. Impulse Response Function and Variance Decomposition Analysis

We will adopt the impulse response function (IRF) under the separate time-series models to study the response of vegetable prices to the impulse from the thermal coal price variables. IRF is the best method to verify the impulse response of economic variables to indicators. It further explains what factors affect each variable in different lag periods and change their order to test the robustness. The impulse response function is the dynamic impact of thermal coal prices hit by vegetable prices on the whole thermal coal price system [46]. It is also the dynamic impact of vegetable prices hit by thermal coal prices on the overall vegetable prices system. This provides better information about the price fluctuation of thermal coal and vegetables.

Figure 1a shows that when the radish prices had a positive impact in the current period, thermal coal prices reached the negative maximum during the first period. It then reached its positive maximum during the eighth period and stabilized during the fortieth period. We see from Figure 1b that after a positive impact on thermal coal price in the current period, the radish price reached the maximum negative in the first period. It then reached its maximum positive direction during the second period and stabilized around the fortieth period. The pulse response function diagram shows that radish prices are greatly influenced by the price of thermal coal, which promotes radish prices rapidly in the second period. The response of thermal coal price to radish price pulse in Figure 1b indicates that the trend of radish prices and thermal coal prices has been similar since the second period, and there is a strong correlation.

As depicted in Figure 1c, when garlic sprout prices were given a positive impact in the current period, thermal coal prices reached a positive maximum in the 10th period and stabilized around the 40th period. This shows in Figure 1d that after a positive impact on the thermal coal price in the current period, the garlic sprout prices reached a positive maximum in the second period and stabilized around the fiftieth period. The impulse response shows that the garlic sprout prices are struck by the thermal coal price, and the thermal coal price promotes the garlic moss prices rapidly in the second period.

We see from Figure 1e that when the prices of leek in this period were positively impacted, the thermal coal price reached a positive maximum during the tenth period and stabilized around the fortieth period. We see from Figure 1f that, after exhibiting a positive effect on thermal coal price in this period, the price of leek reached a positive maximum during the 12th period and stabilized around the 60th period.

It follows in Figure 1g that when the price of green pepper was positively impacted in this period, the thermal coal price reached a positive maximum during the eighth period and stabilized around the fortieth period. Then, after positively impacting thermal coal prices in this period, the price of green pepper reached a positive maximum during the 12th period and stabilized around the 60th period (Figure 1h).

When the tomato prices were positively impacted in this period, as shown in (Figure 1i), the thermal coal price reached a positive maximum during the eighth period and then stabilized around the fortieth period (Figure 1i). After having a positive impact on thermal coal prices in this period, the tomato prices reached a positive maximum in the second period and stabilized around the 60th period (Figure 1j).

Finally, the primary result of Figure 1 is the positive cumulative response of five vegetable prices to thermal coal prices. This implies that any sharp rise in thermal coal prices will raise the prices of five vegetables.
Table 1. Unit root test results (ADF).

| Variables          | ADF Value | Model Type                              | Critical Value 1% | Critical Value 5% | Critical Value 10% | Stationary |
|--------------------|-----------|-----------------------------------------|-------------------|-------------------|--------------------|------------|
| Thermal coal       | -0.324    | Constant and trend term                 | -3.966            | -3.414            | -3.129             | No         |
| Radish             | -4.039    | Constant and trend term                 | -3.966            | -3.414            | -3.129             | Yes        |
| Garlic sprout      | -3.545    | Constant and trend term                 | -3.966            | -3.414            | -3.129             | Yes        |
| Leek               | -4.543    | Constant and trend term                 | -3.966            | -3.414            | -3.129             | Yes        |
| Green pepper       | -3.980    | Constant and trend term                 | -3.966            | -3.414            | -3.129             | Yes        |
| Tomato             | -3.745    | Constant and trend term                 | -3.966            | -3.414            | -3.129             | Yes        |
| ∆ Thermal coal     | -6.141    | Only trend term                         | -3.435            | -2.864            | -2.568             | Yes        |
| ∆ Radish           | -9.047    | Only trend term                         | -3.436            | -2.864            | -2.568             | Yes        |
| ∆ Garlic sprout    | -7.254    | Only trend term                         | -3.436            | -2.864            | -2.568             | Yes        |
| ∆ Leek             | -4.916    | Only trend term                         | -3.436            | -2.864            | -2.568             | Yes        |
| ∆ Green pepper     | -7.720    | Only trend term                         | -3.436            | -2.864            | -2.568             | Yes        |
| ∆ Tomato           | -7.988    | Only trend term                         | -3.436            | -2.864            | -2.568             | Yes        |

Table 2. Optimal lag phase selection.

**Thermal Coal and Radish**

| Lag Phase | AIC     | BIC     | FPE       | HQIC    |
|-----------|---------|---------|-----------|---------|
| 0         | -19.03  | -19.02  | 5.433 × 10^{-9} | -19.03  |
| 1         | -19.15  | -19.03  | 4.803 × 10^{-9} | -19.11  |
| 2         | -19.18  | -18.94  | 4.688 × 10^{-9} | -19.09  |
| 3         | -19.16  | -18.81  | 4.765 × 10^{-9} | -19.03  |

**Thermal Coal and Garlic Sprout**

| Lag Phase | AIC     | BIC     | FPE       | HQIC    |
|-----------|---------|---------|-----------|---------|
| 0         | -19.54  | -19.53  | 3.280 × 10^{-9} | -19.53  |
| 1         | -19.92  | -19.79  | 2.238 × 10^{-9} | -19.87  |
| 2         | -19.18  | -19.70  | 2.191 × 10^{-9} | -19.85  |
| 3         | -19.92  | -19.57  | 2.225 × 10^{-9} | -19.79  |

**Thermal Coal and Leek**

| Lag Phase | AIC     | BIC     | FPE       | HQIC    |
|-----------|---------|---------|-----------|---------|
| 0         | -19.49  | -19.48  | 3.433 × 10^{-9} | -19.49  |
| 1         | -19.80  | -19.68  | 2.517 × 10^{-9} | -19.75  |
| 2         | -19.85  | -19.61  | 2.404 × 10^{-9} | -19.76  |
| 3         | -19.83  | -19.47  | 2.452 × 10^{-9} | -19.69  |

**Thermal Coal and Green Pepper**

| Lag Phase | AIC     | BIC     | FPE       | HQIC    |
|-----------|---------|---------|-----------|---------|
| 0         | -19.08  | -19.07  | 5.193 × 10^{-9} | -19.07  |
| 1         | -19.52  | -19.40  | 3.337 × 10^{-9} | -19.47  |
| 2         | -19.56  | -19.32  | 3.209 × 10^{-9} | -19.47  |
| 3         | -19.54  | -19.19  | 3.259 × 10^{-9} | -19.41  |

**Thermal Coal and Tomato**

| Lag Phase | AIC     | BIC     | FPE       | HQIC    |
|-----------|---------|---------|-----------|---------|
| 0         | -19.01  | -19.01  | 5.523 × 10^{-9} | -19.01  |
| 1         | -19.36  | -19.24  | 3.897 × 10^{-9} | -19.32  |
| 2         | -19.40  | -19.17  | 3.740 × 10^{-9} | -19.31  |
| 3         | -19.39  | -19.04  | 3.799 × 10^{-9} | -19.26  |

Lag Phase 1 = 7 days, Lag Phase 2 = 14 days, Lag Phase 3 = 21 days; * indicates the minimum.
### Table 3. CUSUM test results.

| Variables     | p Value | Conclusions |
|---------------|---------|-------------|
| Radish        | 0.544   | Stationary  |
| Garlic sprout | 0.530   | Stationary  |
| Leek          | 0.373   | Stationary  |
| Green pepper  | 0.583   | Stationary  |
| Tomato        | 0.675   | Stationary  |

$p > 0.05$.

It follows in Figure 1g that when the price of green pepper was positively impacted in this period, the thermal coal price reached a positive maximum during the eighth period and stabilized around the fortieth period. Then, after positively impacting thermal coal prices in this period, the price of green pepper reached a positive maximum during the 12th period and stabilized around the 60th period (Figure 1h).

When the tomato prices were positively impacted in this period, as shown in (Figure 1i), the thermal coal price reached a positive maximum during the eighth period and then stabilized around the fortieth period (Figure 1i). After having a positive impact on thermal coal prices in this period, the tomato prices reached a positive maximum in the second period and stabilized around the fortieth period (Figure 1j).

Finally, the primary result of Figure 1 is the positive cumulative response of five vegetable prices to thermal coal prices. This implies that any sharp rise in thermal coal prices will raise the prices of five vegetables.

(a) (b)

(c) (d)

**Figure 1. Cont.**
Figure 1. Pulse Response Analysis. (a,c,e,g,i) have shown that pulse response analysis function diagram of five vegetables and thermal coal prices. (b,d,f,h,j) have shown that pulse response analysis function diagram of thermal coal prices and five vegetables.
The ANOVA obtains the importance of each structural shock, according to the contribution degree of each variable, to the endogenous variable. We can interpret the data in Table 4 as follows: The prediction variance of thermal coal price 60 days ahead is entirely by itself. Even if the prediction is made 60 days ahead, 97% to 98% of the prediction variance is still by itself, and the remaining 2% to 3% is from the price of five vegetables. We see from the variance decomposition results of the five vegetable prices that the impact of thermal coal price on radish prices appeared in the 0-lag period and gradually increased, and it stabilized at approximately 1.9% during the 20-lag period. The impact of thermal coal prices on garlic prices appeared in the 0-lag period, then gradually strengthened, and stabilized at approximately 2% during the 40-lag period. The impact of thermal coal prices on leek prices gradually stabilized at approximately 2.1% during the 50th lag period. The impact of thermal coal prices on green pepper prices appeared in the 0-lag period and gradually stabilized at approximately 4% during the 40-lag period. The impact of thermal coal prices on tomato prices gradually stabilized at approximately 2.7% during the late period of approximately the 40th lag. This indicates that the thermal coal prices may have impacted the prices of five vegetables and contributed to the impact.

Table 4. Variance decomposition.

| Product                          | Lag Period | 0       | 10      | 20      | 30      | 40      | 50      | 60      |
|----------------------------------|------------|---------|---------|---------|---------|---------|---------|---------|
| Thermal coal and radish         |            |         |         |         |         |         |         |         |
| Thermal coal variance decomposition |            | 1.000   | 0.9851  | 0.9832  | 0.9830  | 0.9830  | 0.9830  | 0.9830  |
| Radish variance decomposition    |            | 0.0000  | 0.0149  | 0.0168  | 0.0170  | 0.0170  | 0.0170  | 0.0170  |
| Thermal coal                     |            | 0.0032  | 0.0174  | 0.0196  | 0.0199  | 0.0200  | 0.0200  | 0.0200  |
| Radish                           |            | 0.9968  | 0.9826  | 0.9804  | 0.9801  | 0.9800  | 0.9800  | 0.9800  |
| Thermal coal and garlic sprout   |            |         |         |         |         |         |         |         |
| Thermal coal variance decomposition |            | 1.000   | 0.9864  | 0.9833  | 0.9830  | 0.9830  | 0.9830  | 0.9829  |
| Garlic sprout variance decomposition |            | 0.0000  | 0.0136  | 0.0167  | 0.0170  | 0.0170  | 0.0170  | 0.0171  |
| Thermal coal                     |            | 0.0013  | 0.0116  | 0.0177  | 0.0197  | 0.0202  | 0.0202  | 0.0203  |
| Garlic sprout                    |            | 0.9987  | 0.9884  | 0.9823  | 0.9803  | 0.9798  | 0.9797  | 0.9797  |
| Thermal coal and leek            |            |         |         |         |         |         |         |         |
| Thermal coal variance decomposition |            | 1.000   | 0.9750  | 0.9727  | 0.9721  | 0.9718  | 0.9716  | 0.9716  |
| Leek variance decomposition      |            | 0.0000  | 0.0250  | 0.0273  | 0.0279  | 0.0282  | 0.0284  | 0.0284  |
| Thermal coal                     |            | 0.0003  | 0.0047  | 0.0134  | 0.0176  | 0.0198  | 0.0209  | 0.0215  |
| Leek                             |            | 0.9997  | 0.9953  | 0.9866  | 0.9824  | 0.9802  | 0.9791  | 0.9785  |
| Thermal coal and green pepper    |            |         |         |         |         |         |         |         |
| Thermal coal variance decomposition |            | 1.000   | 0.9777  | 0.9744  | 0.9741  | 0.9741  | 0.9741  | 0.9741  |
| Green pepper variance decomposition |            | 0.0000  | 0.0223  | 0.0256  | 0.0259  | 0.0259  | 0.0259  | 0.0259  |
| Thermal coal                     |            | 0.0055  | 0.0166  | 0.0314  | 0.0371  | 0.0392  | 0.0398  | 0.0400  |
| Green pepper                     |            | 0.9945  | 0.9834  | 0.9686  | 0.9629  | 0.9608  | 0.9602  | 0.9600  |
| Thermal coal and tomato          |            |         |         |         |         |         |         |         |
| Thermal coal variance decomposition |            | 1.000   | 0.9811  | 0.9788  | 0.9785  | 0.9785  | 0.9785  | 0.9785  |
| Tomato variance decomposition    |            | 0.0000  | 0.0189  | 0.0212  | 0.0215  | 0.0215  | 0.0215  | 0.0215  |
| Thermal coal                     |            | 0.0007  | 0.0146  | 0.0249  | 0.0270  | 0.0274  | 0.0274  | 0.0275  |
| Tomato                           |            | 0.9993  | 0.9854  | 0.9751  | 0.9730  | 0.9726  | 0.9725  | 0.9725  |

5. Conclusions

This study aims to find whether coal prices influence vegetable price changes and determine whether energy and Chinese agricultural prices are related. The Bohai Rim thermal coal price index, the daily prices of five vegetables, such as radish, garlic moss, leek, green pepper, and tomato, and separate time-series models were used to explore the influence of coal price fluctuations on vegetable prices in China. This paper studies the relationship between the coal price and vegetable price fluctuation through the impulse response function and the variance decomposition method.

The following results can be drawn from the estimation results:

First, the coal price is the primary factor causing vegetable price fluctuations. The fluctuation of coal prices has a positive influence on the volatility of vegetable prices in the short- and medium-term. The empirical analysis indicates that the effect of coal prices on the prices of radish, garlic moss, and tomato is concentrated in the short term, and the coal prices have a significant positive effect on the prices of these three vegetables. The fast increase in the prices of three vegetables has been exacerbated by the general
prices of coal. Meanwhile, the price of coal also impacts the leek and green pepper price fluctuations. Besides, the influence of coal prices on the price of leek and green pepper is mainly concentrated in the medium term, and the coal prices have a considerable positive effect on the prices of leek and green pepper vegetables. However, the rise in coal prices may limit thermal power enterprises’ production and power generation. These five vegetables are suitable for growing in plastic greenhouses. It increases the cost of farmers’ greenhouses, ultimately increasing the price of vegetables. The results show that the fluctuation of energy price leads to the change in agricultural production cost, and then the agricultural product price fluctuates just because of the cost-driven effect. That is consistent with the previous research results [14].

Second, coal prices and these five vegetables’ prices are positively correlated. According to the impulse response function outcomes, following any coal price shock, vegetable prices respond positively. An increase in coal prices may raise vegetable production costs. This is because of different parts of the growing, storage, transportation, and distribution of agricultural products. Therefore, increasing coal prices will lead to increased production costs. This implies that for China, whose energy structure is still coal-dominant, higher coal prices will endanger its energy security and its agricultural security. It can be observed that the price fluctuation of agricultural products, especially vegetables, is influenced by the change in endogenous production factors such as planting cost, transportation, supply, and demand, which is compatible with the preceding research results [28].

Based on the research findings and conclusions, the possible specific measures are as follows:

First, we must introduce and improve policies for setting coal market prices. We need to make the industry and the market aware that our country will further strengthen the regulation and supervision of coal market prices, guide upstream and downstream sectors to form stable market expectations, and curb capital speculation. Coal prices should be regulated to fall reasonably at the current level. We should also stabilize supply to support the steady production of coal mines and the steady output of coal and electricity.

Second, coal prices and electricity prices should be linked effectively. Coal and electricity prices can be effectively transmitted within reason. Thus, coal-fired power generation enterprises can fully transmit fuel cost changes through market methods under the current mechanism.

Third, we must actively use electricity pricing policies to support farmers in growing crops. Measures for allocating and managing subsidies for electricity charges should be introduced. National and provincial policies should be implemented to support electricity prices. We also need to subsidize power generation enterprises and effectively reduce the operating costs of planting, storing, transporting, and distributing agricultural products.

Fourth, we must focus on price monitoring’s “early warning” role. We will strengthen the developing price-monitoring system and focus on abnormal changes in the prices of major agricultural products. We even need to closely follow the changes in the prices of the agricultural products, monitoring the prices daily and analyzing weekly price monitoring and early warnings. During special circumstances, we could immediately launch emergency price monitoring for key commodities, provide early warning of emerging problems, and propose targeted suggestions.

Fifth, we must establish a vegetable products’ price information mechanism, providing effective information for the vegetable product market. The agricultural department monitors the domestic and international energy market fluctuation, giving timely and accurate feedback on price information. The vegetable product prices of the government, transportation departments, and farmers should be connected to prevent various financial risks for farmers.
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