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Abstract
Fan et al. (Ann Stat 47(6):3009–3031, 2019) constructed a distributed principal component analysis (PCA) algorithm to reduce the communication cost between multiple servers significantly. However, their algorithm’s guarantee is only for sub-Gaussian data. Spurred by this deficiency, this paper enhances the effectiveness of their distributed PCA algorithm by utilizing robust covariance matrix estimators of Minsker (Ann Stat 46(6A):2871–2903, 2018) and Ke et al. (Stat Sci 34(3):454–471, 2019) to tame heavy-tailed data. The theoretical results demonstrate that when the sampling distribution is symmetric innovation with the bounded fourth moment or asymmetric with the finite 6th moment, the statistical error rate of the final estimator produced by the robust algorithm is similar to that of sub-Gaussian tails. Extensive numerical trials support the theoretical analysis and indicate that our algorithm is robust to heavy-tailed data and outliers.
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1 Introduction

Principal component analysis (PCA) is a well-known dimensionality reduction technique initiated by Pearson (1901) that extracts from the original data the main information and discards the irrelevant information. In early research, Davis (1977) extended Anderson (1963)’s asymptotic results about PCA under Gaussian assumption to the case of non-Gaussian distributions with only bounded fourth moment. Davis derived that when the fourth-order moment of samples exists, the eigenvalues and eigenvectors of the sample covariance matrix enjoy a similar statistical error rate for the case of Gaussian distribution. Although the sample covariance matrix has been applied in numerous fields, in the theoretical properties, it relies heavily on Gaussian distribution (Wang and Fan 2017) and presents poor performance if the Gaussian assumption is neglected (cf., Bickel and Levina 2008; Fan et al. 2008). Additionally, the conventional PCA does not consider the presence of outliers and heavy-tailed data. Therefore, constructing tail-robust covariance matrix estimators with heavy-tailed data has been a hot research topic over the past few decades. For example, regarding the elliptically symmetric distribution, which is a popular way to simulate heavy-tailed data, Fan et al. (2018) designed a procedure to estimate the spiked covariance matrix of the elliptical factor model when the random samples have the fourth moment bounded. They derived the error bound of the robust estimator under max norm and the statistical error rate of the corresponding eigenvalues and eigenvectors. Furthermore, Fan et al. (2019b) employed the approximate factor model to recover the covariance matrix of the heavy-tailed data. Fan et al. (2021b) constructed a $\ell_4$-norm truncated sample covariance matrix when the bounded fourth moment of heavy-tailed distributions exists, and they demonstrated that the robust covariance estimator has the statistical error rate of $O_P(\sqrt{d\log d/n})$ under the spectral norm. Under only the $(2 + \epsilon)$th moment assumption, Avella-Medina et al. (2018) proposed employing Huber (1964)’s loss and adaptive thresholding function to construct robust estimators for recovering weakly sparse covariance and precision matrix. In this study, the phase transition for the convergence rate of the covariance estimation was mentioned. From the random matrix perspective, Minsker (2018) and Ke et al. (2019), respectively, proposed different robust covariance matrix estimators such that the computing amount of estimating the population covariance matrix can be remarkably reduced and derived exponential-type concentration inequality under the spectral norm. Minsker generalized Catoni (2012)’s $M$-estimator from a robust mean estimation of the univariate random variables to a multivariate version of the self-adjoint random matrices. Ke employed Huber’s loss function and its derivative to construct a Huber-type $M$-estimator and a truncated covariance matrix estimator for heavy-tailed distributions with the bounded fourth moment. Finally, it should be noted that a lot of literature suggests several robust covariance estimators such as Catoni et al. (2016), Minsker and Wei (2020) and Mendelson and Zhivotovskiy (2018).

With the emergence of massive datasets, many distributed algorithms based on various statistical models have been recently suggested including Tian and Gu (2017) for distributed sparse linear discriminant analysis, Lee et al. (2017), Jordan et al. (2018) and Fan et al. (2021a) for distributed regression model, and El Karoui and d’Aspremont (2010), Schizas and Aduroja (2015), Chen et al. (2016), Fan et al. (2019a) and Chen
et al. (2021) for distributed PCA. Fan et al. (2019a) constructed a distributed PCA algorithm via utilizing the sample covariance matrix. Specifically, they computed the leading eigenvectors of the sample covariance matrix on each server and forwarded them to the data center. Their theoretical analysis and numerical simulation assumed that the samples obey the sub-Gaussian distribution, which in practice is very restrictive since real-world data usually do not exactly satisfy this assumption. To address this problem, in this paper, we first focus on the tail-robust covariance matrix estimators proposed by Minsker (2018) and Ke et al. (2019) in the case of finite \((2 + \epsilon)\)th moment, and then we enhance the robustness of the distributed PCA algorithm by utilizing these user-friendly covariance estimators to ensure the algorithm’s reliability in the presence of heavy-tailed data. Even when some servers have many large outliers, the robust algorithm can still be useful. Besides, the theoretical results show that the distributed estimator achieves a similar statistical error rate to that of sub-Gaussian distributed data in Fan et al. (2019a), when the sampling distribution is symmetric innovation and has only finite fourth moment. For the generic heavy-tailed distribution, the proposed algorithm applies to the finite 6th moment case. We only require samples with symmetric innovation satisfying the bounded 4th moment condition, which makes it easier for the occurrence of data far away from the mean. Our simulation study supports the corresponding theoretical analysis.

The remainder of this paper is organized as follows: Sect. 2 introduces some definitions and notation, while Sect. 3 introduces the proposed robust distributed PCA algorithm. Section 4 revisits two user-friendly robust covariance matrices and generalizes their application conditions, and we embed them in the suggested algorithm. Extensive simulation results are presented in Sect. 5 supporting the theoretical analysis. A brief discussion is provided in Sect. 6. Finally, all the proofs are presented in Appendix A.

2 Notation and definitions

Given \(A \in \mathbb{R}^{d \times d}\), let \(A^T \in \mathbb{R}^{d \times d}\) be the transpose of \(A\) and \(\text{tr}(A)\) be the trace of \(A\). The matrix norms are defined as follows: the spectral and Frobenius norms are denoted by \(\|A\|_2 := \sqrt{\lambda_{\text{max}}(A^T A)}\) and \(\|A\|_F = \sqrt{\text{tr}(A^T A)}\), respectively, where \(\lambda_{\text{max}}(A^T A)\) is the largest eigenvalue of \(A^T A\). If \(A\) is symmetric, the max norm is defined as \(\|A\|_{\text{max}} = \max_{1 \leq i, j \leq d} |A(i, j)|\). For two vectors \(X, Y \in \mathbb{R}^d\), \(\|X\|_2 := \sqrt{X^T X}\) and \(\langle X, Y \rangle := X^T Y\). For any positive integer \(n\), the set \(\{1, 2, \ldots, n\}\) is denoted by \([n]\). Given two sequences \(\{a_n\}_{n=1}^{\infty}\) and \(\{b_n\}_{n=1}^{\infty}\), if there are some positive constants \(C, C_1\) such that \(C b_n \leq a_n \leq C_1 b_n\) holds for \(n \geq 1\), we denote it by \(a_n = O(b_n)\), and if only \(a_n \leq C_1 b_n\) holds, we denote it by \(a_n \lesssim b_n\). For a random variable \(X \in \mathbb{R}^d\), we denote \(X(k)\) as the \(k\)th entry of \(X\), and if \(d = 1\), we define \(\psi_1\)-norm of \(X\) as \(\|X\|_{\psi_1} = \sup_{k \geq 1} \sqrt{\mathbb{E}|X|^k}/k\). \(T_d(v, \mu, \Sigma)\) is the \(d\)-variate \(t\) distribution with degrees of freedom \(v\), mean vector \(\mu\) and positive definite matrix \(\Sigma\). In this paper, we suppose that the random sample \(X \in \mathbb{R}^d\) has the population covariance matrix \(\Sigma\) and \(\Delta := \lambda_K - \lambda_{K+1}\) is positive such that the top \(K\) eigenspace is uniquely determined. \(r := \text{tr}(\Sigma)/\lambda_1\) is the effective rank of \(\Sigma\).
The following definition is presented in Minsker (2018) and Ke et al. (2019).

**Definition 1** Let $f$ be a real-valued function defined on $\mathbb{R}$, and $A \in \mathbb{R}^{d \times d}$ be a symmetric matrix with the eigenvalue decomposition $A = V \Lambda V^T$ such that $\lambda_i(A) \in \mathbb{R}$, $i = 1, \ldots, d$. We define $f(A)$ as $f(A) = V f(\Lambda) V^T$, where $f(\Lambda) = \text{diag}(f(\lambda_1), f(\lambda_2), \ldots, f(\lambda_d))$.

The following definition is defined in Fan et al. (2019a).

**Definition 2** For a $d$-dimensional random vector $X$ with covariance $\Sigma = V \Lambda V^T$, if for all $j \in [d]$, $Z \overset{d}{=} \left( I_d - 2e_j e_j^T \right) Z$ where $Z \sim \mathcal{N}^{-\frac{1}{2}} V^T X$, $X$ is named as symmetric innovation.

The symmetric innovation embodies various distributions such as multivariate Gaussian distribution, multivariate $t$ distribution with mean zero, and their generalization: symmetric elliptical distribution.

### 3 Robust distributed PCA algorithm

**Algorithm 1:** Robust Distributed PCA Algorithm

**Input:** Data $\left\{ X_i^{(\ell)} \right\}_{i=1,\ldots,m}^{n,m}$ with $\left\| \mathbb{E}[X_i^{(\ell)} X_i^{(\ell)T}] \right\|_2 < \infty$, the tuning parameter $\theta(\ell)$ (or $\tau(\ell)$).

for $\ell = 1, 2, 3, \ldots, m$ do

1. The $\ell$th server calculates locally the robust covariance matrix estimator $\hat{\Sigma}_n^{(\ell)}(2, \theta(\ell))$ and its top $K$ eigenvectors $\hat{V}_K^{(\ell)} = (\hat{v}_1^{(\ell)}, \ldots, \hat{v}_K^{(\ell)}) \in \mathbb{R}^{d \times K}$, and transmits the eigenvectors to the central server.

end

if Receive $\left\{ \hat{V}_K^{(\ell)} \right\}_{\ell=1}^m$ from $m$ servers then

2. The central server calculates $\hat{\Sigma} = \frac{1}{m} \sum_{\ell=1}^{m} \hat{V}_K^{(\ell)} \hat{V}_K^{(\ell)T}$ and its top $K$ eigenvectors $\{\hat{v}_i\}_{i=1}^K$.

end

**Output:** $\hat{V}_K = (\hat{v}_1, \ldots, \hat{v}_K) \in \mathbb{R}^{d \times K}$.

Let $N = m \cdot n$ be independent samples $\left\{ X_i^{(\ell)} \right\}_{i=1,\ldots,m}^{n,m}$ that are dispersed on $m$ servers with $\mathbb{E}X_i^{(\ell)} = 0_{d \times 1}$, $\mathbb{E}X_i^{(\ell)} X_i^{(\ell)T} = \Sigma^{(\ell)}$ and $\left\| \mathbb{E}[X_i^{(\ell)} X_i^{(\ell)T}] \right\|_2 < \infty$ for all $\ell \in [n]$. $\{\Sigma^{(\ell)}\}_{\ell=1}^m$ have the same top $K$ eigenvectors $V_K$ and each server $\ell$ possesses $n$ samples. In the heavy-tailed setting, we plug the user-friendly robust covariance matrix estimators of Minsker (2018) and Ke et al. (2019) in the proposed robust distributed PCA algorithm.

Similar to Section 4 in Fan et al. (2019a), to measure the statistical error $\rho(V_K, V_K^*) := \left\| V_K V_K^T - V_K^* V_K^T \right\|_F$, it is decomposed into the sample variance term $\rho(\hat{V}_K, V_K)$ and the bias term $\rho(V_K^*, V_K)$, where $V_K^* = (v_1^*, \ldots, v_K^*) \in \mathbb{R}^{d \times K}$ is defined as the top $K$ eigenvectors of $\Sigma^* := \frac{1}{m} \sum_{\ell=1}^{m} \mathbb{E}\left( \left\| \hat{V}_K^{(\ell)} \hat{V}_K^{(\ell)T} \right\|_2 \right)$ and $V_K$ is the top
K eigenvectors of $\Sigma^{(t)}$. For further details on the statistical error, the reader is referred to Section 4 of Fan et al. (2019a).

4 Main results

4.1 Robust covariance estimation

This section initially presents the definitions of the robust covariance matrix estimators of Minsker (2018) and Ke et al. (2019).

Minsker’s shrinkage covariance estimator is defined as follows: Assume that $n$ i.i.d. $d$ dimensional random vectors $\{X_i\}_{i=1}^n$ have finite $v^\alpha := \|E|X_i X_i^T|^\alpha\|_2$ for some $\alpha \in (1, 2]$. Let

$$\hat{\Sigma}_n(\alpha, \theta) := \frac{1}{n\theta} \sum_{i=1}^n \psi_\alpha \left( \theta X_i X_i^T \right) = \frac{1}{n\theta} \sum_{i=1}^n \psi_\alpha \left( \theta \|X_i\|_2^2 \right) \frac{X_i X_i^T}{\|X_i\|_2^2}$$

where $\psi_\alpha(x) : \mathbb{R} \mapsto \mathbb{R}$ be a nondecreasing function such that for all $x \in \mathbb{R}$ and $c_\alpha = \frac{\alpha-1}{\alpha} \sqrt{\frac{2-\alpha}{\alpha}}$,

$$-\log \left( 1 - x + c_\alpha |x|^{\alpha} \right) \leq \psi_\alpha(x) \leq \log \left( 1 + x + c_\alpha |x|^{\alpha} \right).$$

Similar to Minsker’s estimator, Ke’s truncated covariance estimator is constructed as follows:

$$\hat{\Sigma}_n(\alpha, \tau) := \frac{1}{n} \sum_{i=1}^n \psi_\tau \left( \|X_i\|_2^2 \right) \frac{X_i X_i^T}{\|X_i\|_2^2},$$

where $\psi_\tau(x) = (|x| \wedge \tau) \text{sign}(x)$.

The tuning parameters $\theta$ and $\tau$ control the bias-robustness trade-off. Because of the above concise expression, we utilize these estimators in Algorithm 1 such that the computational efficiency is comparable with that of the sample covariance matrix.

In Lemma 1, we slightly ameliorate Theorem 3.3 and 3.2 of Minsker (2018) for the Minsker’s shrinkage estimator.

**Lemma 1** Let $X \in \mathbb{R}^d$ be a random vector such that $E X = 0_{d \times 1}$, for some $\alpha \in (1, 2]$, $\|E|X X^T|^\alpha\|_2 < \infty$ and $\Sigma = E [XX^T]$. Assume that $X_1, \ldots, X_n$ are i. i. d. copies of $X$ and

$$v^\alpha := \|E|X_i X_i^T|^\alpha\|_2, \quad \tilde{a}_\alpha := \frac{\text{tr} \left( E|X_i X_i^T|^\alpha \right)}{\|E|X_i X_i^T|^\alpha\|_2}.$$
For $\theta > 0$, the following inequality holds:

$$
P \left( \left\| \hat{\Sigma}_n(\alpha, \theta) - \Sigma \right\|_2 \geq t \right) \leq 2d_\alpha e^{-\theta nt} \left( e^{c_\alpha n\theta^\alpha v^\alpha} + c_\alpha n\theta^\alpha v^\alpha \right) \left( 1 + \frac{2}{\theta nt} + \frac{2}{(\theta nt)^2} \right).
$$

The following lemma generalizes Ke’s truncated estimator to the case of bounded $(2 + \epsilon)$th moment, with the proof being similar to Lemma 1. The difference is that $\psi_\tau(x) = \tau \psi_1(x/\tau)$ and the inequality that $-\log(1 - x + |x|^\alpha) \leq \psi_1(x) \leq \log(1 + x + |x|^\alpha)$ for all $x \in \mathbb{R}, \alpha \in (1, 2]$ are used. Therefore, the corresponding details are omitted.

**Lemma 2** Under the condition of Lemma 1, for any positive $t$ and $\tau$, we have

$$
P \left( \left\| \hat{\Sigma}_n(\alpha, \tau) - \Sigma \right\|_2 \geq t \right) \leq 2d_\alpha e^{-nt/\tau} \left( e^{n\tau^{-\alpha} \sigma^\alpha} + n\tau^{-\alpha} \sigma^\alpha \right) \left( 1 + \frac{2\tau}{nt} + \frac{2\tau^2}{(nt)^2} \right)
$$

where $\sigma^\alpha := \left\| \mathbb{E}|X_iX_i^T|^\alpha \right\|_2$.

Next, we further study the deviation bound of Ke’s element-wise truncated covariance estimator under max norm, when the samples have only finite $(2 + \epsilon)$th moment. For $1 \leq k, s \leq d$, denote $\tilde{\sigma}_{k,s} := \frac{1}{n} \sum_{i=1}^{n} \psi_{\tau_{k,s}}(X_i(k)X_i(s))$. We weaken the moment assumption of the above robust covariance estimator to show the following theorem.

**Theorem 1** Let $X_1, \ldots, X_n$ be $n$ i.i.d. random vectors with $\mathbb{E}X_1 = 0_{d \times 1}$, $\Sigma = \mathbb{E}X_1X_1^T$. Assume $M := \max_{k,s \in [d]} \sqrt[\alpha]{\mathbb{E} |X_i(k)X_i(s)|^\alpha} < \infty$ for some $\alpha \in (1, 2]$, and $\hat{\Sigma}_{(k,s)} = \tilde{\sigma}_{k,s}$. With probability at least $1 - (1 + d^{-1})\delta$, we have

$$
\left\| \hat{\Sigma} - \Sigma \right\|_{\max} \leq 2M \left( \frac{2\log d + \log \delta^{-1}}{n} \right)^{\frac{\alpha-1}{\alpha}}
$$

where $\tau_{k,s} = \sqrt[\alpha]{n\mathbb{E} |X_i(k)X_i(s)|^\alpha} / (2\log d - \log \delta)$.

In the detailed numerical simulation study of Ke et al. (2019), they demonstrated the statistical performance superiority of the truncated covariance estimator. Although the theoretical properties of their estimator hold only when the fourth moment exists, it still possesses excellent simulation results when the random samples follow $t$ distribution with three degrees of freedom. We believe that the generalized truncated estimator has a better effect than that of them since the selection of our tuning parameter $\tau$ conforms better to the $(2 + \epsilon)$th moment property of random samples.
4.2 Distributed estimation with finite moment

In this subsection, we utilize the above-truncated covariance estimator to analyze the statistical error rate of the resulting distributed estimator $\hat{V}_K$. We omit to present similar results using the shrinkage covariance estimator to avoid redundancy. We slightly modify Theorem 2 in Fan et al. (2019a) to elucidate that when random samples have symmetric innovation, the bias term $\rho (V^*_K, V_K)$ is equal to 0 laying the foundation for the proof of Theorem 2.

**Lemma 3** Assume that in Algorithm 1, the $\ell$th machine has $n$ i.i.d. samples $\{X^{(\ell)}_i\}_{i=1}^n$ which satisfies the condition of Lemma 1. If $\{X^{(\ell)}_i\}_{i=1}^n$ are symmetric innovation and $\|E\hat{V}_K^{(\ell)}\hat{V}_K^{(\ell)T} - V_K V_K^T\|_2 < 1/2$, we have $\rho (V^*_K, V_K) = 0$ where $V^*_K$ is denoted as the top $K$ eigenspaces of $E\hat{V}_K^{(\ell)}\hat{V}_K^{(\ell)T}$.

After finishing Lemma 3, we combine the above results to derive the statistical error rate of $\hat{V}_K$ when the total $N$ samples have symmetric innovation and the same top $K$ principal eigenspaces $V_K$.

**Theorem 2** In Algorithm 1, suppose that $N$ random samples satisfying the symmetric innovation and the condition of Lemma 1 with $\alpha = 2$, are distributed on $m$ machines. In each machine, $n$ samples are i.i.d., but between different machines, samples are only independent and have different tails as well as various covariance structures $\{\Sigma^{(\ell)}\}_{\ell=1}^m$. If we choose $\tau^{(\ell)} = O (\sigma^{(\ell)} \cdot \sqrt{n})$ for $\ell \in [m]$, there exist constants $C_1$ and $C_2$ such that as long as $n \geq C_1 \max_{\ell \in [m]} \left( \bar{d}^{(\ell)}(\sigma^{(\ell)})^2 K \right)$,

$$\|\rho (\hat{V}_K, V_K)\|_{\psi_1} \leq C_2 \left[ \frac{1}{m} \sum_{\ell=1}^{m} \left( \bar{d}^{(\ell)} \frac{\sigma^{(\ell)}}{\Delta^{(\ell)}} \right)^2 \sqrt{K} \frac{2}{N}, \right]$$

where $\Delta^{(\ell)} = \lambda_K (\Sigma^{(\ell)}) - \lambda_{K+1} (\Sigma^{(\ell)}) > 0$.

**Remark 1** $\bar{d}(\ell)$ in the upper bound is indispensable and often much smaller than $d$. In the simulation study presented next, we will illustrate that under some mild conditions, the upper bound of the truncated covariance estimator with $\psi_1$-norm is consistent with the statistical error rate $O_P (\sqrt{d \log d / n})$ of $\ell_4$-norm truncated sample covariance matrix constructed by Fan et al. (2021b).

**Remark 2** When the sample follows the elliptical distribution without finite kurtosis, the sample version of the multivariate Kendall’s tau statistic (Han and Liu 2018) can be employed in Algorithm 1 such that the statistical error rate of estimating eigenspaces is similar to that of the sub-Gaussian tail. Furthermore, if the magnitude of $K$ is in practice unknown, the weighted distributed PCA method proposed by Bhaskara et al. (2019) can reinforce the practicability.

Next, we consider the asymmetric case with finite 6th moment.
Lemma 4 Assume that \( n \) i.i.d. samples \( \{X_i\}_{i=1}^n \) on the 1th machine satisfy \( \mathbb{E}(v^TX_1)^6 \leq R_{(1)}^i \) for \( \forall v \in S^{d-1} \), \( \mathbb{E}X_i = 0_{d \times 1} \) and \( \Sigma^{(1)} = \mathbb{E}X_iX_i^T \). Then there are constants \( C_1 \) and \( C_2 \) such that
\[
\left\| \mathbb{E}\tilde{V}_K^{(1)}\tilde{V}_K^{(1)^T} - V_KV_K^T \right\|_F \leq C_1 \left( \bar{d}_{(1)} \frac{\sigma_{(1)}^2}{\Delta_{(1)}} \right)^2 \frac{\sqrt{K}}{n} + C_2 \frac{R_{(1)}^i d^2}{\sigma_{(1)}^2 \Delta_{(1)}^2} \frac{\sqrt{K}}{n}.
\]

Based on Lemma 4, we have the following theorem.

Theorem 3 Suppose that \( N \) random samples that are distributed on \( m \) machines, satisfy the conditions of Theorem 2 and Lemma 4 except for the symmetric innovation. There exist some constants \( \{C_i\}_{i=1}^3 \) such that
\[
\|\rho(\tilde{V}_K, V_K)\|_{\psi_1} \leq C_3 \left( \frac{1}{m} \sum_{\ell=1}^m \left( \bar{d}_{(\ell)} \frac{\sigma_{(\ell)}^2}{\Delta_{(\ell)}} \right)^2 \frac{\sqrt{K}}{N} \right),
\]
as long as \( n \geq C_1 \max \left( \sum_{\ell=1}^m \left( \bar{d}_{(\ell)} \frac{\sigma_{(\ell)}^2}{\Delta_{(\ell)}} \right)^2, \left( \sum_{\ell=1}^m \frac{R_{(\ell)}^i d^2}{\sigma_{(\ell)}^2 \Delta_{(\ell)}} \right)^2 \right) \) and
\[
n \geq C_2 \max_{\ell \in [m]} \left( \bar{d}_{(\ell)} \frac{\sigma_{(\ell)}^2}{\Delta_{(\ell)}} \right)^2 K.
\]

Remark 3 When the total \( N \) samples are i.i.d., Theorem 3 shows that by adding the additional requirement of \( n \geq \max \left( \frac{\bar{d}^2}{\Delta}, \left( \frac{R_{(\ell)}^i d^2}{\sigma_{(\ell)}^2 \Delta} \right)^2 \right) m \), the robust distributed PCA method possesses the same statistical error rate as the one established in Theorem 2.

5 Numerical experiment

In this section, we first follow the simulation framework of Fan et al. (2019a) to validate that the statistical error rate of \( \tilde{V}_K \) differs from the one of Gaussian tails when the samples are symmetric innovation and have only polynomial and exponential-type tails. Then we compare the statistical performance of \( \tilde{V}_K \) produced by Algorithm 1 with the distributed PCA algorithm proposed by Fan et al. (2019a) under the finite moment assumption and outlier-robust distributed setting. The major conclusion is that the proposed robust distributed estimator performs better than Fan’s estimator.

5.1 Leading eigenvectors of spiked covariance matrix

To validate our results, we consider two types of distributions with fourth bounded moments:

1. Polynomial-type tail case We assume that \( \{X_i\}_{i=1}^N \) i. i. d. follow \( T_d(5, 0_{d \times 1}, \Sigma) \), where \( \Sigma = \text{diag}(\lambda, \lambda/2, \lambda/4, 1, \ldots, 1) \). The population covariance matrix is \( 5/3 \text{diag}(\lambda, \lambda/2, \lambda/4, 1, \ldots, 1) \).

2. Exponential-type tail case Let \( X_1, X_2 \) and \( X_3 \) follow Laplace distributions \( \text{La}(0, \sqrt{\lambda}), \text{La}(0, \sqrt{\lambda/2}) \) and \( \text{La}(0, \sqrt{\lambda/4}) \), respectively, and for \( j \in \{4, 5, \ldots, d\} \), \( X_{(j)} \) follows \( \text{La}(0, 1) \). Denote \( X = (X_1, \ldots, X_d)^T \). We consider that \( \{X_i\}_{i=1}^N \) i. i. d. follow the above distribution. The population covariance matrix is \( 2 \text{diag}(\lambda, \lambda/2, \lambda/4, 1, \ldots, 1) \).
Lemma 2.3 in Minsker and Wei (2017) shows that $r(\Sigma) \frac{\|\Sigma\|_2^2}{2} \leq v^2 \leq R^2 r(\Sigma) \frac{\|\Sigma\|_2^2}{2}$. Hence, by Theorem 2, we can easily obtain that when $\lambda = O(1)$,

$$\|\hat{\Sigma}_n(2, \theta) - \Sigma\|_2 \leq \tilde{d} \frac{v}{\sqrt{n}} \leq \tilde{d} R \frac{r(\Sigma) \|\Sigma\|_2}{\sqrt{n}} = \tilde{d} R \sqrt{\frac{r}{n}} = O \left( \sqrt{\frac{d}{n}} \right).$$

(1)

When $\lambda = O(d)$,

$$\|\rho(\tilde{V}_K, V_K)\|_{\psi_1} = O \left( \frac{\tilde{d} R \|\Sigma\|_2}{\sqrt{N}} \sqrt{\frac{K r(\Sigma)}{N}} \right) = O \left( \frac{\tilde{d}}{\sqrt{m n \delta}} \right)$$

(2)

where $\delta := \lambda_K - \lambda_{K+1}$. On the one hand, as Fan et al. (2021b) mentioned, $R$ can vary with the increase of the dimension $d$ or other parameters. We hide $R$ in $\tilde{d}$ and do not regard it as a single independent variable. On the other hand, the following simulation results show that the effective dimension $\tilde{d}$ in (2) has a minor effect on the statistical error rate. To confirm the result of Theorem 2, we keep $\theta = O \left( \frac{1}{\sqrt{n}} \right)$ where $v$ is estimated via the empirical moment estimator $\sqrt{\|\frac{1}{n} \sum_{i=1}^{n} X_i \|_2 X_i X_i^T \|_2}$ and the constant is controlled by cross-validation.

Both plots above depict the marginal relationship between $\rho(\tilde{V}_K, V_K)$ and the four parameters $d, m, n$ and $\delta$. Each data point on the plots is based on 50 independent Monte Carlo simulations. To highlight the difference against the result of Fan et al. (2019a), we fit the regression model based on all the data points $(d, m, n, \delta, \rho(\tilde{V}_K, V_K))$ from the four plots in Figs. 1 and 2, respectively. The fitting results are that for polynomial-type tail case, $\hat{\beta}_d = 0.5790$, $\hat{\beta}_m = -0.4987$, $\hat{\beta}_n = -0.5085$ and $\hat{\beta}_\delta = -0.5420$ with the multiple $R^2 = 0.9975$, and for the exponential-type tail case, $\hat{\beta}_d = 0.5242$, $\hat{\beta}_m =
Fig. 2 Exponential-type tail case: the statistical error rate with respect to: a the dimension $d$ when $\lambda = 50$ and $n = 1000$; b the number of servers $m$ when $\lambda = 50$ and $n = 1000$; c the subsample size $n$ when $\lambda = 50$ and $m = 50$; d the eigengap $\delta$ when $d = 200$ and $n = 1000$.

$-0.4997, \hat{\beta}_n = -0.5172$ and $\hat{\beta}_\delta = -0.5079$ with the multiple $R^2 = 0.9998$. Note that in both cases $\hat{\beta}_d$ exceed 0.5 which is consistent with (2). This authenticates that $\hat{d} = O(\sqrt{\log d})$ is much smaller than $\sqrt{d}$ and implies that the convergence rate in (1) is the same as the error rate $O_P(\sqrt{d \log d / n}$ of Fan et al. (2021b). $\hat{\beta}_m$ and $\hat{\beta}_n$ are all consistent with (2) and indicate that $\rho(\hat{V}_K, V_K)$ is proportional to $m^{-\frac{1}{2}}$ and $n^{-\frac{1}{2}}$, respectively. Therefore, the robust distributed estimator achieves nearly the same statistical convergence rate as that of sub-Gaussian samples, up to just a small parameter $\hat{d}$.

5.2 Comparison under finite moment assumption

We denote the robust distributed PCA of this paper by RDP and the distributed PCA proposed by Fan et al. (2019a) by DP, respectively. To investigate the robustness against the low order moments of samples and demonstrate the superiority of our method, we offer some numerical results in three scenarios described below to compare the statistical performance between RDP and DP, when the truncated covariance estimator is applied.

In the first scenario, we consider that the samples follow Pareto distributions with $\Sigma = \text{diag}(\lambda, \lambda/2, \lambda/4, 1, \ldots, 1)$ and different shape parameters $k \in \{4.1, 5.1\}$. The total sample size is $N = 5000$. Figure 3 illustrates that after carefully choosing $\tau$ and 50 independent Monte Carlo simulations, the average estimation error slightly rises as $m$ increases.

For each of the following two scenarios, we employ multivariate $t$ distributions with different degrees of freedom $v \in \{4.1, 4.5, 5.0, 5.5, 6.0\}$ and calculate $\rho(\hat{V}_K, V_K)$ based on 50 independent Monte Carlo simulations. Note that if we set the tuning parameter $\tau = O\left(\sqrt{\|E|XX^T|2\|_2\sqrt{n}}\right)$, the constant to be adjusted, which determines
the performance of RDP, is hard to control. Therefore, we solve the following equation of Ke et al. (2019) to adaptively obtain $\tau$:

$$
\left\| \frac{1}{\tau^2} \sum_{i=1}^{n} \left( \|X_i\|_2^2 \wedge \tau \right)^2 \frac{X_i X_i^T}{\|X_i\|_2^2} \right\|_2 = \log(2d) + \log(n).
$$

In Table 1, we generate $n \in \{200, 400, 800, 1600, 2000\}$ i.i.d. subsamples to obtain the logarithmic error when $m = 20$, $\lambda = 50$ and $d = 100, 200, 300, 400$. In Table 2, we increase the number of servers $m$ from 5 to 100 to compare the two methods when $n = 400$, $d = 200$ and $\lambda = 10, 20, 40, 80$. The experimental results indicate that when $\nu$ and $\lambda$ decrease, the estimation result turns to be not viable for the DP method.

From Fig. 3 and Tables 1 and 2, we conclude that RDP provides the following evidence-based advantages:

1. When all parameters (subsample size $n$, dimension $d$, number of servers $m$, $\lambda$ and degree of freedom $\nu$) are fixed, the statistical performance of RDP is superior to DP;
2. For the asymmetric distribution with only finite 4th moment, the result of Theorem 3 still holds;
3. The proposed algorithm is more appealing when $d/n$ increases or $\lambda$ is small.

5.3 Outlier-robust experiment and applications

In this subsection, we conduct the experiment to compare the performance of distributed algorithms in the presence of malicious outliers. We partition $N = 10^5$ samples into $m = 20$ subsamples and the samples i.i.d. follow $d = 1000$ dimensional Gaussian distribution with mean zero and $\Sigma = \text{diag}(5, 4, 3, 2, 1, \ldots, 1)$. The outliers are generated as follows: We randomly replace 100 samples $\left\{ X_i^{(\ell)} \right\}_{i=1}^{100}$ with $\left\{ cX_i^{(\ell)} \right\}_{i=1}^{100}$ in each machine where $c \geq 2$ such that the samples are enlarged to moderate values as outliers. The numerical results are presented in Fig. 4.
| \( \nu \) | \( n \) | \( d = 100 \) | \( d = 200 \) | \( d = 300 \) | \( d = 400 \) |
|---|---|---|---|---|---|
|   |   | RDP | DP | RDP | DP | RDP | DP | RDP | DP | RDP | DP |
| 6.0 | 200 | 6.0 | 6.0 | 6.0 | 6.0 | 6.0 | 6.0 | 6.0 | 6.0 | 6.0 | 6.0 |
|   | 400 | 4.0 | 4.0 | 4.0 | 4.0 | 4.0 | 4.0 | 4.0 | 4.0 | 4.0 | 4.0 |
|   | 800 | 1.8 | 1.8 | 1.8 | 1.8 | 1.8 | 1.8 | 1.8 | 1.8 | 1.8 | 1.8 |
|   | 1600 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 |
|   | 2000 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 |
| \( \hat{\beta}_n \) | 200 | 0.46 | 0.46 | 0.46 | 0.46 | 0.46 | 0.46 | 0.46 | 0.46 | 0.46 | 0.46 |
| 5.5 | 400 | 2.23 | 2.23 | 2.23 | 2.23 | 2.23 | 2.23 | 2.23 | 2.23 | 2.23 | 2.23 |
|   | 800 | 0.51 | 0.51 | 0.51 | 0.51 | 0.51 | 0.51 | 0.51 | 0.51 | 0.51 | 0.51 |
|   | 1600 | 0.35 | 0.35 | 0.35 | 0.35 | 0.35 | 0.35 | 0.35 | 0.35 | 0.35 | 0.35 |
|   | 2000 | 0.33 | 0.33 | 0.33 | 0.33 | 0.33 | 0.33 | 0.33 | 0.33 | 0.33 | 0.33 |
| \( \hat{\beta}_n \) | 5.0 | 0.45 | 0.45 | 0.45 | 0.45 | 0.45 | 0.45 | 0.45 | 0.45 | 0.45 | 0.45 |
| 5.0 | 200 | 2.21 | 2.21 | 2.21 | 2.21 | 2.21 | 2.21 | 2.21 | 2.21 | 2.21 | 2.21 |
|   | 400 | 0.48 | 0.48 | 0.48 | 0.48 | 0.48 | 0.48 | 0.48 | 0.48 | 0.48 | 0.48 |
|   | 800 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 |
|   | 1600 | 0.32 | 0.32 | 0.32 | 0.32 | 0.32 | 0.32 | 0.32 | 0.32 | 0.32 | 0.32 |
|   | 2000 | 0.44 | 0.44 | 0.44 | 0.44 | 0.44 | 0.44 | 0.44 | 0.44 | 0.44 | 0.44 |
Table 1 continued

| $v$  | $n$  | $d = 100$ |  | $d = 200$ |  | $d = 300$ |  | $d = 400$ |  |
|------|------|-----------|---|-----------|---|-----------|---|-----------|---|
|      |      | RDP       | DP| RDP       | DP| RDP       | DP| RDP       | DP|
| 4.5  | 200  | -2.1925   | 1.8714| -1.8972   | 1.3873| -1.7507   | 1.0628| -1.6360   | 0.7544|
| 400  | -2.4865| -2.1903   | -1.8714| -1.3873| -1.7507| -1.0628| -1.6360| -0.7544|
| 800  | -2.7907| -2.5359   | -2.4576| -2.0955| -2.2896| -1.8213| -2.1728| -1.5605|
| 1600 | 2.0074| -2.8379   | -2.7627| -2.4133| -2.5814| -2.1581| -2.4616| -1.9716|
| 2000 | -3.1807| -2.9394   | -2.8643| -2.5613| -2.6727| -2.2653| -2.5479| -2.0959|
| $\hat{\beta}_n$ | -0.4276| -0.4652   | -0.4180| -0.5026| -0.4020| -0.5234| -0.3979| -0.5831|
| 4.1  | 200  | -2.1796   | -1.7943| -1.8958| -1.2879| -1.7413| -0.9472| -1.6291| -0.6703|
| 400  | -2.4849| -2.0848   | -2.1678| -1.6312| -2.0016| -1.2930| -1.8873| -0.9888|
| 800  | -2.7613| -2.3854   | -2.4381| -1.9842| -2.2654| -1.6539| -2.1512| -1.4375|
| 1600 | -3.0578| -2.6833   | -2.7275| -2.2743| -2.5530| -1.9838| -2.4303| -1.7689|
| 2000 | -3.1427| -2.7919   | -2.8216| -2.3681| -2.6459| -2.0903| -2.5210| -1.9035|
| $\hat{\beta}_n$ | -0.4176| -0.4320   | -0.4018| -0.4697| -0.3932| -0.4976| -0.3877| -0.5416|

$\hat{\beta}_n$ represents the regression coefficient between the logarithmic error and log($n$)
Table 2  Comparison between RDP and DP with respect to the number of servers \(m\) under multivariate distribution with different degrees of freedom \(v\) when \(n = 400, d = 200\)

| \(v\) | \(m\) | \(\lambda = 10\) | \(\lambda = 20\) | \(\lambda = 40\) | \(\lambda = 80\) |
|-------|-------|----------------|----------------|----------------|----------------|
|       | RDP   | DP            | RDP            | RDP            | RDP            |
| 6.0   | 5     | -0.4768       | 0.3260         | -1.0391        | -0.4562        | -1.4266        | -1.1926        | -1.7849        | -1.6436        |
|       | 10    | -0.7778       | 0.2021         | -1.3758        | -0.8740        | -1.7711        | -1.5265        | -2.1316        | -1.9811        |
|       | 25    | -1.2141       | -0.0521        | -1.8191        | -1.2951        | -2.2306        | -1.9934        | -2.5837        | -2.4445        |
|       | 50    | -1.5500       | -0.3331        | -2.1558        | -1.6384        | -2.5659        | -2.3275        | -2.9229        | -2.7748        |
|       | 100   | -1.8943       | -0.6161        | -2.5102        | -2.0051        | -2.9144        | -2.6629        | -3.2766        | -3.1365        |
| \(\hat{\beta}_m\) |       |               |                |                |                |                |                |                |                |
| 5.5   | 5     | -0.4562       | 0.3659         | -1.0185        | -0.3527        | -1.4175        | -1.0785        | -1.7607        | -1.5707        |
|       | 10    | -0.7694       | 0.2742         | -1.3626        | -0.7370        | -1.7493        | -1.4270        | -2.1076        | -1.9240        |
|       | 25    | -1.2065       | 0.0197         | -1.8185        | -1.1778        | -2.2079        | -1.9019        | -2.5631        | -2.3892        |
|       | 50    | -1.5533       | -0.2136        | -2.1599        | -1.5313        | -2.5576        | -2.2449        | -2.9123        | -2.7144        |
|       | 100   | -1.8906       | -0.5363        | -2.4955        | -1.8579        | -2.9037        | -2.6026        | -3.2554        | -3.0752        |
| \(\hat{\beta}_m\) |       |               |                |                |                |                |                |                |                |
| 5.0   | 5     | -0.4543       | 0.3879         | -1.0163        | -0.2432        | -1.4058        | -0.9906        | -1.7483        | -1.4754        |
|       | 10    | -0.7638       | 0.3044         | -1.3472        | -0.5742        | -1.7358        | -1.3263        | -2.0978        | -1.8462        |
|       | 25    | -1.2023       | 0.0637         | -1.8103        | -1.0291        | -2.1950        | -1.8032        | -2.5531        | -2.2940        |
|       | 50    | -1.5426       | -0.1657        | -2.1507        | -1.3518        | -2.5406        | -2.1593        | -2.8909        | -2.6528        |
|       | 100   | -1.8781       | -0.4573        | -2.5033        | -1.7247        | -2.8958        | -2.5079        | -3.2364        | -2.9799        |
| \(\hat{\beta}_m\) |       |               |                |                |                |                |                |                |                |
| 4.5   | 5     | -0.4519       | 0.4228         | -0.9994        | -0.1159        | -1.3860        | -0.8647        | -1.7195        | -1.3463        |
|       | 10    | -0.7696       | 0.3511         | -1.3541        | -0.4304        | -1.7114        | -1.2025        | -2.0739        | -1.7388        |
|       | 25    | -1.2020       | 0.1474         | -1.7870        | -0.8586        | -2.1827        | -1.6835        | -2.5203        | -2.1953        |
|       | 50    | -1.5284       | -0.0672        | -2.1456        | -1.1910        | -2.5233        | -2.0196        | -2.8614        | -2.5429        |
|       | 100   | -1.8784       | -0.3802        | -2.4907        | -1.5332        | -2.8705        | -2.3740        | -3.2227        | -2.8817        |
| $\nu$ | $m$ | $\lambda = 10$ | $\lambda = 20$ | $\lambda = 40$ | $\lambda = 80$ |
|------|------|----------------|----------------|----------------|----------------|
|      |      | RDP            | DP             | RDP            | DP             | RDP            | DP             |
|      |      | $\hat{\beta}_m$ |                |                |                |                |                |
| 4.1  | 5    | -0.4750        | -0.2648        | -0.4962        | -0.4728        | -0.4976        | -0.5049        | -0.4989        | -0.5098        |
|      |      |                | $\mathbf{0.4552}$ |                | $\mathbf{0.0372}$ |                |                |                |                |
| 10   |      | -0.4465        | $\mathbf{0.3676}$ | $\mathbf{0.2090}$ | -1.3374        | -0.2477        | -1.7116        | -1.1122        | -2.0424        | -1.6188        |
| 25   |      | -1.1961        | $\mathbf{0.2090}$ | -1.7852        | -0.6790        | -2.1507        | -1.5399        | -2.4959        | -2.0849        |
| 50   |      | -1.5309        | -0.0266        | -2.1278        | -1.0367        | -2.5002        | -1.8884        | -2.8434        | -2.4233        |
| 100  |      | -1.8716        | -0.3068        | -2.4780        | -1.3691        | -2.8556        | -2.2417        | -3.1944        | -2.7798        |
|      |      | $\hat{\beta}_m$ |                |                |                |                |                |                |                |
| 4.1  | 5    | -0.4770        | -0.2505        | -0.4949        | -0.4737        | -0.4943        | -0.5036        | -0.4987        | -0.5090        |

Numbers in bold denote the estimation error greater than 0. $\hat{\beta}_m$ represents the regression coefficient between the logarithmic error and log($m$).
It is evident that as the magnitude of $c$ increases, the proposed algorithm manages a better statistical performance on estimating the top four eigenspace than the original algorithm, especially on the use of the truncated covariance estimator.

Inspired by Chen et al. (2021), we consider the following single index model with finite $(2+\epsilon)$th moment noise as an application of Algorithm 1:

$$y = f(\langle \beta^*, X \rangle) + \epsilon$$

where $y \in \mathbb{R}$ and $X \in \mathbb{R}^d$ are the response and covariate, respectively. $\epsilon$ which is independent of $X$, is the stochastic error with mean zero and $\mathbb{E}|\epsilon|^{2+\epsilon} < \infty$. The covariate $X$ follows the $d$-dimensional standard normal distribution. To estimate the direction of the parameter vector $\beta^*$ via second-order Stein’s identity, we further assume that the link function $f$ is twice differentiable such that $\mathbb{E}\left[f''(\langle \beta^*, X \rangle)\right] \neq 0$.

Under the above assumption, utilizing the second-order Stein’s identity (cf., Janzamin et al. 2014; Yang et al. 2017), we have

$$\mathbb{E}\left[y\left(XX^T - I_d\right)\right] = \mathbb{E}\left[f(\langle X, \beta^* \rangle)\left(XX^T - I_d\right)\right] = C \cdot \beta^* \beta^{*T}$$

where $C = 2\mathbb{E}\left[f''(\langle X, \beta^* \rangle)\right]$. Since

$$\left\|\mathbb{E}\left[y\left(XX^T - I_d\right)\right]\right\|_2^2 \leq \mathbb{E}\left\|y\left(XX^T - I_d\right)\right\|_2^2 = \max\left(\mathbb{E}|y||X||^2 - y|^2, \mathbb{E}|y|^2\right),$$

by $C_r$ inequality and the appropriate choice for $f$, we have $\|\mathbb{E}|yXX^T - yI_d|^2\|_2 < \infty$. Therefore, for $n$ i.i.d. sample $\{y_i, X_i\}_{i=1}^n$, we use the random matrix version of Lemma 2 to obtain the robust estimator $\hat{\Sigma}_n(\tau) := \frac{1}{n} \sum_{i=1}^n \psi_\tau \left(y_i \left(X_iX_i^T - I_d\right)\right)$.
We choose $f(x) = x^2$ and $f(x) = x^4/2$ as the link functions in the distributed environment, respectively. Considering that $\varepsilon$ follows $t$ distributions with different degrees of freedom $\nu$ and $\beta^* = \beta/\|\beta\|_2$ with $\beta \sim N(0_d \times 1_d, \textbf{I}_d)$, then each machine $\ell$ computes the first eigenvector of $\hat{\Sigma}_{n}(\tau(\ell))$ and the central machine yields the final estimator $\hat{\beta}$. We use $\rho(\hat{\beta}, \beta^*) := \min \left\{ \|\|\|\hat{\beta}\|_2^{-1}\hat{\beta} - \beta^*\|_2, \|\|\|\hat{\beta}\|_2^{-1}\hat{\beta} + \beta^*\|_2 \right\}$ to measure the estimation error.

As shown in Fig. 5, there is a more remarkable benefit in using RDP in the presence of heavy-tailed noise.

Finally, we choose the Swarm behaviour dataset\(^1\) (Dua and Graff 2017) from the UCI machine learning repository as a real data example to test Algorithm 1. We randomly select $N = 24000$ instances and conduct PCA in a decentralized manner. The full sample covariance matrix is considered as the population covariance matrix. The performance of two algorithms is shown as below.

Table 3 shows that RDP affords a great improvement on the average estimation error.

### 6 Discussion

In this paper, we extend the theoretical result established by Fan et al. (2019a) to the case that bounded fourth moment of the sample with symmetric innovation and the bounded 6th moment for the asymmetric case. Numerical simulations indicate that the algorithm can adequately deal with heavy-tailed data and outliers. For the asymmetric heavy-tailed distribution, the experiment implies that the case of finite 4th moment still holds, but whether it can be further extended in theory requires further investigation.

---

\(^1\) The original data consists of 24017 instances and 2400 features. We employ the first 1000 features of each instance as the sample.
Table 3  The estimation error of two algorithms with different $K$ and $m$ when the experiments are repeated 50 times

| $m$ | $K$ | 4       | 5       | 6       | 7       |
|-----|-----|---------|---------|---------|---------|
| 10  |     | -3.7060 (0.034) | -2.6527 (0.233) | -2.7707 (0.080) | -1.2707 (0.193) | RDP |
|     |     | -3.7996 (0.153) | -1.7987 (0.200) | -1.7902 (0.188) | -0.4594 (0.330) | DP  |
| 20  |     | -3.2003 (0.029) | -1.9633 (0.189) | -2.0868 (0.096) | -0.6892 (0.214) | RDP |
|     |     | -2.4694 (0.106) | -1.2009 (0.189) | -1.1219 (0.156) | 0.2297 (0.124)  | DP  |
| 30  |     | -2.8153 (0.024) | -1.7639 (0.133) | -1.6917 (0.081) | -0.3158 (0.232) | RDP |
|     |     | -2.4487 (0.111) | -0.7979 (0.169) | -0.6484 (0.202) | 0.3536 (0.028)  | DP  |

Moreover, the tightness of Theorem 1 is also unknown, which will be explored in future research.

A Appendix

A.1 Proof of Lemma 1

Proof Instead of $\max(e^x - 1, 0)$ in the proof of Theorem 3.2 in Minsker (2018), we define $\phi(x) := e^x - x - 1$. For $t \geq 0$,

$$P \left( \lambda_{\max} \left( n \hat{\Sigma}_n (\alpha, \theta) - n \Sigma \right) \geq nt \right) = P \left( \phi \left( \lambda_{\max} \left( n \theta \hat{\Sigma}_n (\alpha, \theta) - n \theta \Sigma \right) \right) \right) \\
\leq \frac{1}{\phi(n \theta t)} \mathbb{E} \left[ \phi \left( n \theta \hat{\Sigma}_n (\alpha, \theta) - n \theta \Sigma \right) \right].$$

By following the proof of Lemma 3.1 in Minsker (2018), we can obtain

$$\mathbb{E} \left[ \exp \left( n \theta \hat{\Sigma}_n (\alpha, \theta) - n \theta \Sigma \right) \right] \leq \left[ \exp \left( \sum_{i=1}^{n} c_\alpha \theta^{\alpha} \mathbb{E} |X_i X_i^T |^{\alpha} \right) \right].$$

Due to

$$- \log \left( I - \theta X_i X_i^T + c_\alpha \theta^{\alpha} |X_i X_i^T |^{\alpha} \right) \leq \psi_\alpha \left( \theta X_i X_i^T \right) \leq \log \left( I + \theta X_i X_i^T + c_\alpha \theta^{\alpha} |X_i X_i^T |^{\alpha} \right)$$
and \( \log(1 + x) \leq x \), it yields

\[
- \mathbb{E} \left[ \text{tr} \left( (n \theta \hat{\Sigma}_n(\alpha, \theta) - n \theta \Sigma) \right) \right] \\
\leq \mathbb{E} \left[ \text{tr} \left( \sum_{i=1}^{n} \log \left( I - \theta X_i X_i^T + c_\alpha \theta^\alpha |X_i X_i^T|^\alpha \right) + n \theta \Sigma \right) \right] \\
\leq \mathbb{E} \left[ \text{tr} \left( \sum_{i=1}^{n} (-\theta X_i X_i^T + c_\alpha \theta^\alpha |X_i X_i^T|^\alpha) + n \theta \Sigma \right) \right] = \text{tr} \left[ \sum_{i=1}^{n} c_\alpha \theta^\alpha \mathbb{E}|X_i X_i^T|^\alpha \right].
\]

Therefore,

\[
\mathbb{E} \left[ \phi \left( n \theta \hat{\Sigma}_n(\alpha, \theta) - n \theta \Sigma \right) \right] \\
\leq \text{tr} \left[ \exp \left( \sum_{i=1}^{n} c_\alpha \theta^\alpha \mathbb{E}|X_i X_i^T|^\alpha \right) + \sum_{i=1}^{n} c_\alpha \theta^\alpha \mathbb{E}|X_i X_i^T|^\alpha - I \right].
\]

Because \( \frac{e^x - x - 1}{x} = \sum_{i=1}^{\infty} \frac{x^i}{(i+1)!} \), we have

\[
\text{tr} \left[ \exp \left( \sum_{i=1}^{n} c_\alpha \theta^\alpha \mathbb{E}|X_i X_i^T|^\alpha \right) + \sum_{i=1}^{n} c_\alpha \theta^\alpha \mathbb{E}|X_i X_i^T|^\alpha - I \right] \\
= \text{tr} \left[ c_\alpha \theta^\alpha \sqrt{n \mathbb{E}|X_i X_i^T|^\alpha} \left( 2I + \sum_{k=2}^{\infty} \left( c_\alpha \theta^\alpha n \mathbb{E}|X_i X_i^T|^\alpha \right)^{k-1} / k! \right) \sqrt{n \mathbb{E}|X_i X_i^T|^\alpha} \right] \\
\leq \text{tr} \left[ c_\alpha \theta^\alpha n \mathbb{E}|X_i X_i^T|^\alpha \left( 2 + \sum_{k=2}^{\infty} \left( c_\alpha \theta^\alpha n \mathbb{E}|X_i X_i^T|^\alpha \right)^{k-1} / k! \right) \right] \\
= \tilde{d}_\alpha \left( \exp \left( c_\alpha \theta^\alpha n \mathbb{E}|X_i X_i^T|^\alpha \right)^2 \right) + c_\alpha \theta^\alpha n \mathbb{E}|X_i X_i^T|^\alpha - 1 \right).
\]

By \( \frac{e^x - 1}{x} \leq 1 + \frac{2}{x} + \frac{2}{x^2} \) for \( x > 0 \), it yields

\[
\left( \exp \left( c_\alpha n \theta^\alpha \mathbb{E}|X_i X_i^T|^\alpha \right)^2 \right) + c_\alpha n \theta^\alpha \mathbb{E}|X_i X_i^T|^\alpha - 1 \right) / \phi(n \theta t) \\
\leq \left( \exp \left( c_\alpha n \theta^\alpha \mathbb{E}|X_i X_i^T|^\alpha \right)^2 - \theta nt \right) + c_\alpha n \theta^\alpha \mathbb{E}|X_i X_i^T|^\alpha \mathbb{E}|X_i X_i^T|^\alpha - 1 \right) \mathbb{E}^{\theta nt} \\
\leq \left( \exp \left( c_\alpha n \theta^\alpha \mathbb{E}|X_i X_i^T|^\alpha \right)^2 - n \theta t \right) + c_\alpha n \theta^\alpha \mathbb{E}|X_i X_i^T|^\alpha \mathbb{E}|X_i X_i^T|^\alpha \mathbb{E}^{\theta nt} \\
\left( 1 + \frac{2}{n \theta t} + \frac{2}{(n \theta t)^2} \right).
\]
Therefore,

\[
P\left( \lambda_{\max} \left( \tilde{\Sigma}_n (\alpha, \theta) - \Sigma \right) \geq t \right) \leq \tilde{d}_a e^{-\theta nt} \left( e^{c_\alpha n \theta^\alpha v^\alpha} + c_\alpha n \theta^\alpha v^\alpha \right) \left( 1 + \frac{2}{\theta nt} + \frac{2}{(\theta nt)^2} \right).
\]

By the same way, we have

\[
P\left( \lambda_{\min} \left( \tilde{\Sigma}_n (\alpha, \theta) - \Sigma \right) \leq -t \right) \leq \tilde{d}_a e^{-\theta nt} \left( e^{c_\alpha n \theta^\alpha v^\alpha} + c_\alpha n \theta^\alpha v^\alpha \right) \left( 1 + \frac{2}{\theta nt} + \frac{2}{(\theta nt)^2} \right).
\]

\[\Box\]

**A.2 Proof of Theorem 1**

**Proof** For \( \forall k, s \in [d] \) and \( t > 0 \), by \( \sigma_{k,s} := \Sigma_{(k,s)} \), we have

\[
P\left( \tilde{\sigma}_{k,s} - \sigma_{k,s} \geq t \right) = P\left( \frac{n}{\tau_{k,s}} \tilde{\sigma}_{k,s} \geq \frac{n}{\tau_{k,s}} \sigma_{k,s} + \frac{nt}{\tau_{k,s}} \right) \leq e^{-n \frac{\tau_{k,s}}{n} \left( t + \sigma_{k,s} \right)} E \left[ \exp \left( n \tilde{\sigma}_{k,s} / \tau_{k,s} \right) \right]
\]

\[
= e^{-n \frac{\tau_{k,s}}{n} \left( t + \sigma_{k,s} \right)} E \left[ \exp \left( \sum_{i=1}^{n} \psi_{\tau_{k,s}} \left( X_i(k)X_i(s) \right) / \tau_{k,s} \right) \right]
\]

\[
= e^{-n \frac{\tau_{k,s}}{n} \left( t + \sigma_{k,s} \right)} E \left[ \exp \left( \sum_{i=1}^{n} \psi_1 \left( X_i(k)X_i(s) / \tau_{k,s} \right) \right) \right]
\]

\[
\leq e^{-n \frac{\tau_{k,s}}{n} \left( t + \sigma_{k,s} \right)} \prod_{i=1}^{n} \left( 1 + X_i(k)X_i(s) / \tau_{k,s} + \left| X_i(k)X_i(s) / \tau_{k,s} \right|^\alpha \right)
\]

\[
= e^{-n \frac{\tau_{k,s}}{n} \left( t + \sigma_{k,s} \right)} \prod_{i=1}^{n} \left( 1 + \sigma_{k,s} / \tau_{k,s} + E \left| X_i(k)X_i(s) / \tau_{k,s} \right|^\alpha \right)
\]

\[
\leq e^{-n \frac{\tau_{k,s}}{n} \left( t + \sigma_{k,s} \right)} \prod_{i=1}^{n} \exp \left( \sigma_{k,s} / \tau_{k,s} + E \left| X_i(k)X_i(s) / \tau_{k,s} \right|^\alpha \right)
\]

\[
= \exp \left( n E \left| X_i(k)X_i(s) \right|^\alpha / \tau_{k,s} - nt / \tau_{k,s} \right).
\]

Setting \( \tau_{k,s} = \left( \frac{2E \left| X_i(k)X_i(s) \right|^\alpha}{t} \right)^{1/\alpha-1} \), it yields

\[
P\left( \tilde{\sigma}_{k,s} - \sigma_{k,s} \geq t \right) \leq \exp \left( -n \left( E \left| X_i(k)X_i(s) \right|^\alpha \right)^{\frac{1}{\alpha-1}} \left( \frac{1}{2} \right)^{1/\alpha-1} \right).
\]

\[\Box\]
When $t = 2 \left( \mathbb{E} \left| X_{i(k)} X_{i(s)} \right|^{\alpha} \right)^{\frac{1}{\alpha}} \left( \frac{2 \log d - \log \delta}{n} \right)^{\frac{\alpha - 1}{\alpha}}$, we have

$$P \left( \hat{\sigma}_{k,s} - \sigma_{k,s} \geq 2 \sqrt{\mathbb{E} \left| X_{i(k)} X_{i(s)} \right|^{\alpha} \left( \frac{2 \log d - \log \delta}{n} \right)^{\frac{\alpha - 1}{\alpha}}} \right) \leq \frac{\delta}{d^2}.$$ Therefore,

$$P \left( |\hat{\sigma}_{k,s} - \sigma_{k,s}| \geq 2 \sqrt{\mathbb{E} \left| X_{i(k)} X_{i(s)} \right|^{\alpha} \left( \frac{2 \log d - \log \delta}{n} \right)^{\frac{\alpha - 1}{\alpha}}} \right) \leq \frac{2 \delta}{d^2}.$$ By the union bound, it yields

$$P \left( \|\hat{\Sigma} - \Sigma\|_{\max} \geq 2M \left( \frac{2 \log d - \log \delta}{n} \right)^{\frac{\alpha - 1}{\alpha}} \right) \leq (1 + d^{-1}) \delta.$$ \qed

### A.3 Proof of Lemma 3

**Proof** Define $D_j := I - 2e_j e_j^T$, for $\forall j \in [d]$. Suppose that $\hat{\lambda} \in \mathbb{R}$ and $\hat{v} \in \mathbb{S}^{d-1}$ are an eigenvalue and the correspondent eigenvector of

$$\hat{\Sigma}_n(\alpha, \tau) = \frac{1}{n} \sum_{i=1}^{n} \psi_{\tau} \left( \|X_i\|^2_2 \right) \frac{X_i^{(\ell)} X_i^{(\ell)T}}{\|X_i^{(\ell)}\|^2_2}$$

such that $\hat{\Sigma}_n(\alpha, \tau) \hat{v} = \hat{\lambda} \hat{v}$. Let $\Sigma^{(\ell)} = V^{(\ell)} \Lambda^{(\ell)} V^{(\ell)T}$ be the eigendecomposition of $\Sigma^{(\ell)}$. For ease of notation, we remove the superscript $\ell$, and define $Z_i = \Lambda^{-\frac{1}{2}} V X_i^T$ and $\hat{S} = \frac{1}{n} \sum_{i=1}^{n} \psi_{\tau} \left( \|X_i\|^2_2 \right) \frac{Z_i Z_i^T}{\|X_i\|^2_2}$. It yields $\hat{\Sigma}_n(\alpha, \tau) = V \Lambda \hat{S} \Lambda \frac{1}{2} V^T$. We denote the matrix $\hat{\Sigma} := V \Lambda \hat{S} \Lambda \frac{1}{2} V^T$. Because $\{X_i\}_{i=1}^{n}$ are symmetric innovation, we have $Z_i \overset{d}{=} D_j Z_i := Z_i^*$, and

$$\hat{\Sigma} = V \Lambda \hat{S} \Lambda \frac{1}{2} V^T = \frac{1}{n} \sum_{i=1}^{n} \psi_{\tau} \left( \|V \Lambda \frac{1}{2} Z_i\|^2_2 \right) \frac{Z_i^* Z_i^{*T}}{\|X_i\|^2_2} \Lambda \frac{1}{2} V^T$$

$$= \frac{1}{n} \sum_{i=1}^{n} \psi_{\tau} \left( \|V \Lambda \frac{1}{2} Z_i\|^2_2 \right) \frac{V \Lambda \frac{1}{2} Z_i^* Z_i^{*T} \Lambda \frac{1}{2} V^T}{\|X_i\|^2_2}.$$
Note that \( \| V \Lambda^{1/2} Z_i \|_2^2 = \| V \Lambda^{1/2} Z_i^* \|_2^2 \). Hence, we have

\[
\hat{\Sigma} = \frac{1}{n} \sum_{i=1}^{n} \psi_\tau \left( \| V \Lambda^{1/2} Z_i^* \|_2^2 \right) \frac{V \Lambda^{1/2} Z_i^* Z_i^T \Lambda^{1/2} V^T}{\| V \Lambda^{1/2} Z_i \|_2^2},
\]

\[
\hat{\Sigma}_n(\alpha, \tau) = \frac{1}{n} \sum_{i=1}^{n} \psi_\tau \left( \| X_i \|_2^2 \right) \frac{X_i X_i^T}{\| X_i \|_2^2} = \frac{1}{n} \sum_{i=1}^{n} \psi_\tau \left( \| V \Lambda^{1/2} Z_i \|_2^2 \right) \frac{V \Lambda^{1/2} Z_i Z_i^T \Lambda^{1/2} V^T}{\| V \Lambda^{1/2} Z_i \|_2^2}.
\]

Therefore, we get that \( \hat{\Sigma}_n(\alpha, \tau) \) and \( \hat{\Sigma} \) are identically distributed. The rest of the proof is the same as that of Theorem 2 in Fan et al. (2019a).

\[\square\]

### A.4 Proof of Theorem 2

**Proof** By Lemma 2 and \( x < e^x \), we can get that for \( \tau = O \left( \sigma \cdot \sqrt{n} \right) \),

\[
P \left( \| \hat{\Sigma}_n(2, \tau) - \Sigma \|_2 \geq t \right) \leq C_1 \tilde{d} \left( 1 + \frac{2\sigma}{t\sqrt{n}} + \frac{2\sigma^2}{t^2 n} \right) \exp \left( -\frac{t\sqrt{n}}{\sigma} \right).
\]

By the equivalent definition of sub-exponential random variable and \( \psi_1 \)-norm,

\[
\mathbb{E} \| \hat{\Sigma}_n(2, \tau) - \Sigma \|_2^k = \int_0^{\infty} P \left( \| \hat{\Sigma}_n(2, \tau) - \Sigma \|_2 \geq s \right) \, ds
\]

\[
= \int_0^{\infty} P \left( \| \hat{\Sigma}_n(2, \tau) - \Sigma \|_2 \geq s^{1/k} \right) \, ds
\]

\[
\leq \int_0^{\infty} C_1 \tilde{d} \left( 1 + \frac{2\sigma}{s^{1/k} \sqrt{n}} + \frac{2\sigma^2}{s^{2/k} n} \right) \exp \left( -\frac{s^{1/k} \sqrt{n}}{\sigma} \right) \, ds
\]

\[
= C_1 \tilde{d} \left( \frac{\sigma}{\sqrt{n}} \right)^k k \int_0^{\infty} e^{-u} \left( u^{k-1} + 2u^{k-2} + 2u^{k-3} \right) du \quad \left( u := \frac{s^{1/k} \sqrt{n}}{\sigma} \right)
\]

\[
= C_1 \tilde{d} \left( \frac{\sigma}{\sqrt{n}} \right)^k k \left( \Gamma(k) + 2\Gamma(k-1) + 2\Gamma(k-2) \right).
\]

Because \( \Gamma(k) \leq k^k \) and for any \( k \geq 1, k^{1/k} \leq e^{1/e} \leq 2 \), we have

\[
\left( C_1 \tilde{d} \left( \frac{\sigma}{\sqrt{n}} \right)^k k \left( \Gamma(k) + 2\Gamma(k-1) + 2\Gamma(k-2) \right) \right)^{1/k} \leq C \left( \tilde{d} \frac{\sigma}{\sqrt{n}} k \right)^{1/k} \leq C \tilde{d} \frac{\sigma}{\sqrt{n}} k.
\]
Hence, \( \| \hat{\Sigma}_n(2, \tau) - \Sigma \|_2 \psi_1 = \sup_{k \geq 1} \left( \mathbb{E} \| \hat{\Sigma}_n(2, \tau) - \Sigma \|_2^k \right)^{1/k} \leq C d \frac{\sigma}{\sqrt{n}}. \)

By the Davis-Kahan theorem Yu et al. (2014),

\[
\rho \left( \hat{V}_K, V_K \right) \psi_1 \lesssim \left\| \hat{\Sigma} - \hat{\Sigma}^* \right\|_F \psi_1 \lesssim \left\| \hat{\Sigma} - \Sigma^* \right\|_F \psi_1 + \left\| \Sigma^* - V_K V_K^T \right\|_F. \tag{3}
\]

By the robust covariance version of Lemma 1 and Theorem 2 in Fan et al. (2019a), if for all \( \ell \in [m] \), \( \| \mathbb{E} \hat{V}_K^{(\ell)} (\hat{V}_K^{(\ell)})^T - V_K V_K^T \|_2 \leq 1/4 \), the first term in (3) can be written as

\[
\simeq \frac{1}{m} \left\{ \sum_{\ell=1}^m \left( \frac{\bar{d}(\ell) \sqrt{K} \sigma(\ell)}{\Delta(\ell) \sqrt{n}} \right)^2 \right\} \lesssim \frac{1}{m} \sum_{\ell=1}^m \left( \frac{\bar{d}(\ell) \sigma(\ell)}{\Delta(\ell)} \right)^2 \frac{\sqrt{K}}{\sqrt{n}}. \tag{4}
\]

Since

\[
\| \mathbb{E} \hat{V}_K^{(\ell)} (\hat{V}_K^{(\ell)})^T - V_K V_K^T \|_2 \leq \mathbb{E} \left\| \hat{V}_K^{(\ell)} (\hat{V}_K^{(\ell)})^T - V_K V_K^T \right\|_2 \\
\leq \sqrt{K} \mathbb{E} \left\| \hat{\Sigma}^{(\ell)}(2, \tau(\ell)) - \Sigma^{(\ell)} \right\|_2 \leq \sqrt{K} \mathbb{E} \left\| \hat{\Sigma}^{(\ell)}(2, \tau(\ell)) - \hat{\Sigma}^{(\ell)} \right\|_2 \psi_1 \\
\lesssim \bar{d}(\ell) \frac{\sqrt{K} \sigma(\ell)}{\Delta(\ell) \sqrt{n}}, \tag{5}
\]

we obtain that if \( C_1 \) is sufficiently large such that \( n \geq C_1 K \max_{\ell \in [m]} \left( \bar{d}(\ell) \sigma(\ell) \right)^2 \), (5) implies that \( \| \mathbb{E} \hat{V}_K^{(\ell)} (\hat{V}_K^{(\ell)})^T - V_K V_K^T \|_2 \leq 1/4 < 1/2 \) for all \( \ell \in [m] \). Therefore, by (4) and Lemma 3, we have for some constant \( C_2 \),

\[
\rho \left( \hat{V}_K, V_K \right) \psi_1 \leq C_2 \left\{ \frac{1}{m} \sum_{\ell=1}^m \left( \bar{d}(\ell) \sigma(\ell) \right)^2 \frac{\sqrt{K}}{\sqrt{n}} \right\}. \]

\( \square \)
A.5 Proof of Lemma 4

Proof For \(\forall v \in S^{d-1}\), we have

\[
\left\| \mathbb{E} |X_i X_i^T|^2 \right\|_2 = \mathbb{E} \left( \| X_i \|_2^2 (v^T X_i)^2 \right) = \sum_{j=1}^{d} \mathbb{E} \left( x_{ij}^2 (v^T X_i)^2 \right)
\]

\[
\leq \sum_{j=1}^{d} \left( \mathbb{E} |x_{ij}|^3 \right) \left( \mathbb{E} (v^T X_i)^6 \right)^{\frac{1}{3}} \leq \sum_{j=1}^{d} \left( \mathbb{E} x_{ij}^6 \right) \left( \mathbb{E} (v^T X_i)^6 \right)^{\frac{1}{3}}
\]

\[
\leq d R_2^2 < \infty.
\]

Therefore, define \(\Omega = \tilde{\Sigma}_n(2, \tau(1)) - \Sigma(1)\), \(\Gamma = V_K V_K^T\), \(\hat{\Gamma} = \hat{V}_K^T \hat{V}_K\), \(\Theta = f (\Omega V_K) V_K^T + V_K f (\Omega V_K)^T\) where \(f\) is a linear function defined in Lemma 2 of Fan et al. (2019a), \(\Phi = \hat{\Gamma} - \Gamma - \Theta\) and \(\omega = \|\Omega\|_2 / \Delta\). Since

\[
\hat{\Gamma} - \Gamma = \Phi 1_{\omega \leq 1/10} + (\hat{\Gamma} - \Gamma) 1_{\omega > 1/10} - \Theta 1_{\omega > 1/10} + \Theta,
\]

we have

\[
\mathbb{E} \left( \| \Phi \|_F 1_{\omega \leq 1/10} \right) + \mathbb{E} \left( \| \hat{\Gamma} - \Gamma \|_F 1_{\omega > 1/10} \right) + \mathbb{E} \left( \| \Theta \|_F 1_{\omega > 1/10} \right) + \mathbb{E} \left( \Theta \right) \leq \sqrt{K} \mathbb{E} \omega^2 (7)
\]

By Theorem 3 in Fan et al. (2019a), it yields

\[
\mathbb{E} \left( \| \Phi \|_F 1_{\omega \leq 1/10} \right) + \mathbb{E} \left( \| \hat{\Gamma} - \Gamma \|_F 1_{\omega > 1/10} \right) + \mathbb{E} \left( \| \Theta \|_F 1_{\omega > 1/10} \right) \leq \sqrt{K} \mathbb{E} \omega^2 (7)
\]

Since \(\mathbb{E} (\omega) = \mathbb{E} \left( \psi_{\tau(1)} \left( \frac{\| X_i \|_2^2}{\| X_i \|_2^2} - X_i X_i^T \right) \right) = \mathbb{E} \left( \left( \psi_{\tau(1)} \left( \frac{\| X_i \|_2^2}{\| X_i \|_2^2} - 1 \right) v^T X_i X_i^T v \right) \right)\), for \(\forall v \in S^{d-1}\), we have

\[
\mathbb{E} \left( \psi_{\tau(1)} \left( \left( \frac{\| X_i \|_2^2}{\| X_i \|_2^2} - 1 \right) v^T X_i X_i^T v \right) \right) = \mathbb{E} \left( \tau(1) \frac{\| X_i \|_2^2}{\| X_i \|_2^2} (v^T X_i)^2 1_{\| X_i \|_2^2 > \tau(1)} \right)
\]

\[
\leq \mathbb{E} \left( (v^T X_i)^2 1_{\| X_i \|_2^2 > \tau(1)} \right) \leq \left( \mathbb{E} (v^T X_i)^6 \right)^{\frac{1}{3}} \left( P \left( \| X_i \|_2^2 > \tau(1) \right) \right)^{\frac{2}{3}}
\]

\[
\leq R_{(1)}^{\frac{1}{3}} \left( \mathbb{E} \| X_i \|_2^6 / \tau(1)^3 \right)^{\frac{2}{3}} \leq R_{(1)}' d^2 / (\sigma^2 (1) n)
\]

where the second and third inequalities follow from Hölder and Markov inequality. The last inequality follows from \(C_r\) inequality. Hence, \(\| \mathbb{E} (\omega) \|_2 \leq R_{(1)}' d^2 / (\sigma^2 (1) n)\)
and
\[
\| E(\Theta) \|_F \lesssim \| f(\mathbb{E}(\Omega)V_K) \|_F \leq \sqrt{K}\mathbb{E}(\Omega)\|_2 / \Delta(1) \lesssim \frac{\sqrt{K} R'_1 d^2}{\Delta(1) \sigma^2(1) n}. \tag{8}
\]

Finally, combing (6)–(8), it can be shown that
\[
\| \mathbb{E}\hat{\Gamma} - \Gamma \|_F \lesssim \sqrt{K} \mathbb{E}\omega^2 + \| E(\Theta) \|_F \lesssim \sqrt{K} \Delta^{-2} \| \Omega \|_2^2 \psi_1 + \frac{\sqrt{K} R'_1 d^2}{\Delta(1) \sigma^2(1) n}.
\]

\[
\lesssim \left( \frac{\bar{d}(1) \sigma(1)}{\Delta(1)} \right)^2 \frac{\sqrt{K}}{n} + \frac{R'_1 d^2}{\sigma(1) \Delta(1)} \frac{\sqrt{K}}{n}.
\]

\[\square\]

A.6 Proof of Theorem 3

**Proof** By Lemma 4 and (4), we obtain that when \( n \geq C_2 K \max_{\ell \in [m]} \left( \frac{\bar{d}(\ell) \sigma(\ell)}{\Delta(\ell)} \right)^2 \),
\[
\| \rho(\tilde{V}_K, V_K) \|_{\psi_1} \leq \| \rho(\tilde{V}_K, V^*_K) \|_{\psi_1} + \| \rho(V^*_K, V_K) \|_{\psi_1} \lesssim \frac{1}{m} \sum_{\ell=1}^{m} \left( \frac{\bar{d}(\ell) \sigma(\ell)}{\Delta(\ell)} \right)^2 \sqrt{K / N} + \frac{1}{m} \sum_{\ell=1}^{m} \left( \frac{\bar{d}(\ell) \sigma(\ell)}{\Delta(\ell)} \right)^2 \frac{R'_1 d^2}{\sigma(\ell) \Delta(\ell)} \frac{\sqrt{K}}{n}.
\]

Therefore, when the requirement on \( m \) and \( n \) is satisfied, we have for a constant \( C_3 \),
\[
\| \rho(\tilde{V}_K, V_K) \|_{\psi_1} \leq C_3 \sqrt{\frac{1}{m} \sum_{\ell=1}^{m} \left( \frac{\bar{d}(\ell) \sigma(\ell)}{\Delta(\ell)} \right)^2 \sqrt{K / N}}.
\]

\[\square\]
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