Multiscale mechanistic modelling of the host defense in invasive aspergillosis reveals leukocyte activation and iron acquisition as drivers of infection outcome
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Abstract

Aspergillus species are ubiquitous environmental molds, the spores of which are inhaled daily by most humans. Immunocompromised hosts can develop an invasive infection resulting in high mortality. There is, therefore, a pressing need for host-centric therapeutics for this infection. To address this need, we created a multi-scale computational model of the infection, focused on its interaction with the innate immune system and iron, a critical nutrient for the pathogen. The model, parameterized using published data, was found to recapitulate a wide range of biological features and was experimentally validated in vivo. Conidial swelling was identified as critical in fungal strains with high growth, whereas the siderophore secretion rate is an essential prerequisite for establishment of the infection in low-growth strains. In immunocompetent hosts, high growth, high swelling probability, and impaired leukocyte activation lead to a high conidial germination rate. Similarly, in neutropenic mice, high fungal growth was achieved through synergy between high growth rate, high swelling probability, slow leukocyte activation, and high siderophore secretion. In summary, the model reveals a small set of parameters related to fungal growth, iron acquisition, and leukocyte activation as key determinants of the fate of the infection.

Introduction

Invasive aspergillosis is a human infection with increasing incidence, related to the use of immunosuppressive therapies, such as cancer chemotherapy and immunosuppression medications. More recently, it has also been observed that 10% to 14% of critically ill patients with COVID-19 developed invasive aspergillosis. Mortality remains high, 30-60% in recent surveys, despite advances in diagnostics and therapy. Increasing triazole resistance in this infection has raised the specter of a “perfect storm” in an increasing population of susceptible individuals with a diminished repertoire of treatment options.
The research presented here was motivated by the search for host-centric interventions in immuno-compromised patients that can be used in combination with antifungal treatments. An important mechanism in innate immunity is the sequestration of iron from pathogens, a nutrient critical for nearly all organisms. A well-established literature supports the concept that the “battle over iron” is characteristic of the host’s attempt to attenuate microbial growth during many infections [7]. Iron is particularly relevant to the pathogenesis of aspergillosis [8]. The iron sequestration feature of the innate immune response involves several intertwined processes that unfold across spatial and temporal scales. This makes it challenging to assess the effect of perturbations of individual mechanisms on infection dynamics. A computational model that captures the key mechanisms, broadly reflects the underlying immune biology, and is well-validated, can play an essential role in hypothesis generation and the discovery of emergent properties of the immune response.

Several models related to respiratory Aspergillus infections and their pathology have been previously published. For example, agent-based models have shown the necessity of chemotactic signals for proper fungal clearance [9,10]. Our own work includes a model of the innate immune response to *A. fumigatus*, showing that a key determinant of infection is the range at which macrophages can detect the fungus [11], and an intracellular regulatory network linking iron metabolism to oxidative stress in a fungal cell [12]. The model presented here is parameterized entirely with information from the literature, rather than through data fitting, and is validated by showing that it can recapitulate a wide range of experimental data and features reported in the literature that were not used in its construction, as well as experimental data generated for the purpose of model validation. The model was then used to identify major drivers of the growth of fungal burden, providing potential targets for intervention.

Materials and methods

A computational model of the immune response to invasive aspergillosis

The model is an agent-based model of invasive pulmonary aspergillosis scaled to a mouse lung, the experimental system used in this study, focusing on the “battle over iron” between host and fungus. It integrates the critical players in the early immune response and the known mechanisms that govern their behavior and interactions. It is divided into six conceptual components: space and time, molecules, host cells, *Aspergillus fumigatus*, interactions between different cells, and cells and molecules, and iron metabolism, as briefly described here.

Space and time

A three-dimensional space representing a small portion of a mouse lung is divided into a discrete grid of one thousand voxels (10 voxels in each of 3 dimensions), representing a total volume of $6.4 \times 10^{-2} \, \mu L$. Each voxel has an edge length of $40 \, \mu m$ ($6.4 \times 10^{-5} \mu L$). Cells and molecules have no space coordinates other than the voxel in which they are located at a given time. This approach is similar to that used in the general immune modeling platform C-IMMSIM [13]. The space has periodic boundary conditions, and simulated time progresses in discrete steps of two minutes.

Molecules

The model includes five kinds of molecules: cytokines (IL6, IL10, TGF, TNF, CXCL2, CCL4), a siderophore (TAFC), iron carrier molecules (transferrin and lactoferrin), iron, and the hormone hepcidin. The cytokines are subject to a half-life of one hour [14–20]. Furthermore, all the molecules are subject to a constant exchange between the simulated volume and the serum (system). Iron in this model is used only as a temporary buffer for the transference of iron between dying cells (i.e., macrophages, *A. fumigatus*) and iron-carrier molecules.

The concentration of a molecule in one voxel is called the local concentration, and we will refer to the concentration across the whole simulated space as the global concentration. In contrast, the serum concentration (i.e., outside the simulator) is the systemic concentration. Equation 1 determines the flux...
of molecules between the serum and the simulated (local) space. For the cytokines lactoferrin and TAFC, 55
we assume as a simplification that the systemic concentration \( x_{\text{system}} \) is zero. Therefore, these molecules are constantly flowing in the direction of the serum, increasing their decay rate. The systemic level of hepcidin and transferrin is dynamically calculated as follows:

\[
y = (x - x_{\text{system}}) \times e^{-k_{\text{turn}} \times t} - x_{\text{system}},
\]

where \( x_{\text{system}} \) is the molecule’s systemic concentration (see terminology above), \( x \) is the local concentration, \( k_{\text{turn}} \) is the turnover rate, and \( t \) is the time-step length (2 min).

Equations 2 and 3 compute the systemic levels of hepcidin and transferrin. Note that the result of the first equation (2) feeds into the second one (3). However, the first equation needs the systemic levels of IL6 as input. However, in this simulator, we only have the local and global levels of IL6. According to Goncalves, SM et al. 2017 [21], a reasonable estimate of the systemic level of IL6 is one-half of its global level. The equations are:

\[
\log_{10}(\text{Hepcidin}_{\text{systemic}}) = \text{hep}_{\text{int}} + \text{hep}_{\text{slope}} \times \log_{10}\left(\frac{\text{IL6}_{\text{global}}}{2}\right),
\]

\[
T_{\text{transferrin}_{\text{systemic}}} = \text{Tf}_{\text{int}} + \text{Tf}_{\text{slope}} \times \log_{10}(\text{Hepcidin}_{\text{systemic}}).
\]

These equations are based on data from Tabbah S et al. 2018 [22], correlating systemic levels of IL-6 to systemic levels of hepcidin, and Moran-Lev H et al. 2018 [23] correlating transferrin and hepcidin. To ensure biologically meaningful values we only evaluate these equations if \( \text{IL6}_{\text{global}} > 1.37 \times 10^{-10} \text{M} \), and \( \text{Hepcidin}_{\text{systemic}} > 10^{-8} \text{M} \).

All these molecules, except iron, diffuse through space, modeled using the Alternating Direction Implicit (ADI) method with a periodic boundary condition [24]. The rationale for periodic boundary conditions is that the simulation covers a small area amid a large infected area. Therefore, the concentration of molecules across the boundaries should be similar.

**Host Cells**

There are three types of host cells: type II pneumocytes, macrophages, and neutrophils. The host cells can assume several different states and transition from one to another upon interacting with other agents or molecules. Figure 1 shows the graph of host cell states. We introduce the states “activating” and “inactivating” to model the delay between signal and phenotype change. For a review of macrophage activation/inactivation, see Duque, GA & Descoteaux, A 2014 [25] and Gordon, S 2003 [26].
Fig 1. Figure showing host cells state changes. The paragon host cells in the model are the macrophages. Therefore, this figure represents the whole state space of a macrophage. The other cells (neutrophils and type II pneumocytes) have a subset of the states macrophages have (see the area in the ellipses). By default, host cells are in a resting state. Swelling conidia, hyphae, or TNF causes them to transition to an activating (intermediate) state and then to the active state. Active host cells secrete TNF, IL-6, and IL-10. Extra priming with TNF makes host cells secrete chemokines as well (CCL4 and CXCL2). All macrophages return to a resting state after 6 hours (180 iterations) in the absence of a continuous stimulus. Apoptotic neutrophils, IL-10, or TGF-β, cause macrophages (including activated macrophages) to transition to an anti-inflammatory TGF-β-secreting state. Active macrophages (blue and purple) can kill hyphae whereas resting and anti-inflammatory ones cannot.

Leukocytes are free to move through the space and can be recruited as well. Recruitment is done according to Equation 4:

\[ n = \frac{k_r \times X}{k_d} \times \left(1 - \frac{N}{K}\right), \]  

(4)

where \(N\) is the current number of cells in the simulator, \(K\) is the carrying capacity, \(k_r\) is the global recruitment rate, \(k_d\) is the dissociation constant of the chemokine, \(X\) is the global amount of the chemokine (i.e., the average concentration of chemokine in the simulator), and \(n\) is the average number of cells to be recruited. This number is used by a Poisson random number generator to decide how many cells will be recruited. Macrophages and neutrophils have half-lives of 24 and 6 hours, respectively [27,28]. The quantity of cells in the simulator is a balance between the number of cells recruited according to Equation 4 and the number of cells that die. Macrophages are recruited by CCL4 and neutrophils by CXCL2.

In the absence of chemokines, cells move randomly, while in their presence, they tend to move to the voxels with higher chemokine concentrations. The rate of movement is constant, and the cells will, on average, traverse a fixed number of voxels per time step. In the presence of chemokines, each voxel receives a weight according to Equation 5.
\[ w_i = 1 - e^{-\frac{x_i}{k_d}}, \]

where \( x_i \) is the chemokine concentration in neighboring voxel \( i \), \( w_i \) is the corresponding weight of this voxel, and \( k_d \) is the chemokine dissociation constant. The cell will then move to a neighboring voxel (\( i' \)) with probability proportional to the voxel weight (\( p_i \propto w_i \)).

**Aspergillus**

In the model, *Aspergillus fumigatus* has three life stages: resting conidia, swelling conidia, and hyphae. The hyphae are more or less continuous structures divided by septae [29]. Each of these subdivisions is a multinucleated cell-like structure, referred to as a hyphal cell for simplicity.

In previous work, a dynamic gene regulatory network of iron uptake by *Aspergillus fumigatus* was developed [12], in the form of a Boolean network, that is used here as a component model, with minor adjustments. While the original network had a TAFC node activating the node LIP, the labile iron pool, representing metabolically available iron, we modified it as follows. Instead, when TAFC is activated, the cell secretes TAFC. Later on, if the cell is expressing the siderophore receptors, the cell takes up TAFCBI (TAFC Bound to Iron) from the environment. The TAFCBI uptake increases the cell’s total iron pool. The LIP node then becomes a function of the iron pool. Using Equation 6, we activate LIP if the iron pool is high. Resting conidia do not produce or take up TAFC in our model. We update the Boolean network every 30 minutes (every 15 iterations of the tissue-scale model) [30].

In simulations, *Aspergillus fumigatus* starts out as a pool of resting conidia; after 4 hours these start swelling with a half-life of 6 hours (see Table S1) - that is, half the conidia swell after 6h. Beyond that, it takes 2 hours until they become able to grow into hyphal cells. However, growth is controlled by LIP. That is, if LIP is off, hyphae cannot develop, consistent with the known importance of iron for hyphal growth.

Although hyphal growth is a continuous process, the model uses a discrete approximation. A tip cell can produce another tip cell (elongation), while a sub-tip cell can form a 45-degree branch (subapical branch) [29,31] with a 25% probability. Other cells cannot originate new cells unless their neighbors are killed, and they become tip or sub-tip cells again.

**Interactions**

Table S2 displays the interactions between all cell types and molecular species. Note that cells/agents may interact with each other in more than one way, depending on their state. For example, the agent “Afumigatus” (that represents *Aspergillus fumigatus*) has the states “resting conidia,” “swelling conidia,” and “hyphae.” The interaction between this agent and a neutrophil will be different depending on this state (see Table S2). Due to software engineering considerations, we consider the secretion of molecules a kind of interaction between a cell and a molecule. Therefore, interactions between molecules and cells can also be of two kinds: receptor binding (interaction in the biological sense) and secretion. Note that, in Table S2, macrophages need to be active in order to interact with hyphae, while neutrophils do not. For agents to interact with each other, they must be in physical proximity, *i.e.*, in the same voxel.

Interactions between cells and molecules follow Equation 6:

\[ p = 1 - e^{-\frac{x}{k_d}}, \]  

where \( x \) is the molecule concentration, \( k_d \) is its dissociation constant, and \( p \) is the probability of receptor activation. Likewise, interactions between molecules (i.e., reactions) follow the Michaelian equation (Equation 7):

\[ v = \frac{K_{cat} \times S1 \times S2}{K_M + S1}. \]
Scaling from the simulated space to the whole mouse lung

A pair of mouse lungs is assumed to have a volume of 1mL, containing $2.3 \times 10^5$ macrophages in the alveolar lumen and $1 \times 10^7$ type-II alveolar epithelial cells. The simulated space is $6.4 \times 10^{-2} \mu L$, thus containing 15 macrophages and 640 type-II epithelial cells initially. A high dose inoculum ($10^7$) is used for initialization. However, according to Pritchard, JN et al. 1985, inoculated material distributes unevenly, with $\approx 1/3$ of the lung infected and the remainder clear. Scaling appropriately, the simulated space should have 1920 conidia. To scale neutrophils, one can also use the fact that infection is limited to $\approx 1/3$ of the lung. In other words, to convert the number of neutrophils and fungal spores in the simulated space to the whole lung number, one needs to multiply by 5028.

Experimental methods

Neutrophil depletion and induction of aspergillosis.

All experiments were performed in accordance with the National Institutes of Health and Institutional Animal Care and Use Guidelines and were approved by the Animal Care and Use Committee of the University of Florida. Eight week-old male and female C57Bl/6 mice were purchased from the Jackson Laboratory and housed under specific pathogen-free conditions in the animal facilities of the University of Florida, and infected with Aspergillus as previously described by us. Briefly, neutrophils were transiently depleted with an intraperitoneal injection of 400 µg of anti-Ly6G antibody (clone IA8, BioXcell) in 0.5ml saline. A cohort of mice received an equivalent amount of isotype control antibody (rat IgG2a, Clone 2A3, BioXcell), a day prior to intratracheal inoculation with $7 \times 10^6$ Aspergillus conidia.

Flow Cytometry

Mouse lung flow cytometry was performed as described in. Briefly, lungs were digested in a mixture of 200 µg/mL DNaseI and 25 µg/mL Liberase TM for 30 mins at 37°C. The digested lungs were serially passed through 70 and 40 µm filters to collect the single-cell suspension. After red blood cell lysis, cells were counted, and $1.5 \times 10^6$ cells were stained with a fixable APC Cy-7 conjugated live dead stain (Thermo Fisher) in PBS for 20 mins. After washing with FAC buffer, cells were incubated with anti-CD16/32 (Fc block, clone 93; eBioscience, San Diego, CA) and stained with PerCP-conjugated anti-CD45 (30-F11), FITC-conjugated anti-CD11b (M1/70), PE-conjugated CD64 (X54-5/7.1), PECy7-conjugated anti-CD11c (N418), V450-conjugated anti-MHCII (I-A/I-E), APC-conjugated anti-CD24 (M1/69), BV605-conjugated anti-Ly6g (1A8), BV711-conjugated Ly6c (HK 1.4), Texas Red-conjugated Siglec F (E50-2440). Flow cytometry data were acquired using 14 color BD Fortessa (BD Biosciences, San Jose, CA). 500,000 events /samples were acquired and analyzed with FlowJo software 9.0 (Tree Star Inc., Ashland, OR).

Bronchoalveolar lavage fluid cytokine measurement

BALF IL-6 and CXCL2 levels were measured using commercial ELISA kits (Invitrogen), as per manufacturers’ instructions.

Results

Model validation

This model was completely parameterized with data from the literature (see Supplementary Materials), thereby assuring a much broader validity than could be obtained through parameter fitting to a small collection of experimental time-course measurements. We have validated the model in two ways. Firstly, we show that it provides a good qualitative fit with several time-course data sets in the literature that were not used in model calibration. We used a collection of papers that report time-series of critical variables present in the model, such as neutrophils, TNF, IL6, and colony-forming units (CFU). These
values are compared with those predicted by model simulation. These data are used to test if the model can reproduce the reported levels of the different variables and, most importantly, their timing. None of the papers selected for validation were used to calibrate the model.

**Fig 2.** Figure showing the comparison of simulated data with data reported in the literature. To produce this figure, 36 simulations were performed, starting with an average of 1920 conidia, 15 macrophages, and 640 epithelial cells. Figure 2A: simulated time series of neutrophils and a time series reported by Bhatia, S et al. 2009 [38]. Figure 2B: simulated time series of conidia and time series reported by Brieland, JK et al. 2001 [39] and Doung, M et al. 1998 [40]. Figure 2C: simulated time series of TNF and time series reported by Brieland, JK et al. 2001 [39]. Figure 2D: simulated time series of IL-6 and time series reported by Doung, M et al. 1998 [40].

Figure 2 exhibits the comparison of simulation results with literature data. One can observe that the simulator correctly captures the timing of cell counts and cytokine levels. Furthermore, CFU dynamics (Figure 2B) is also accurately captured by the model. Concerning the exact levels of these cells and cytokines, the mismatches between our simulator and the data in Figure 2 are within the range of variation between the different experiments reported in the literature (Table 1). Figure 3 shows that our model correctly predicts the fall in CXCL2 upon injection of anti-TNF-α.

Next, we compared model simulations with a published experiment of mice injected with anti-TNF-α. This cytokine is one of the critical drivers of the immune response and one of the key molecules inducing the secretion of chemokines. In Mehrad et al. 1999 [41], the level of chemokines fell 24 hours post-infection upon injection with an anti-TNF antibody. To reproduce this experiment, we estimated the affinity of an antibody for a protein antigen with data from the literature [42]. Note that those estimates are for a generic protein antigen and not for TNF specifically.

We did an extensive literature search for data concerning *Aspergillus fumigatus* infection in mice. We
Fig 3. Figure showing the comparison of simulated data with data reported by Mehrad, B et al. 1999 [41]. Mice were injected with serum or antibody (anti-TNF) concentration of $2 \times 10^{-8}$ M, reaction rate $1.72 \times 10^8 M \cdot s^{-1}$ (Kcat/Km), and half-life of 5 days, 24 before infection. To produce this figure, 36 simulations were performed, initialized with an average of 1920 conidia, 15 macrophages, and 640 epithelial cells.
Fig 4. Figures showing the comparison of simulated data with extended literature reported data (Table 1). Literature: data from the literature (Table 1). Default: simulator run with default values. LHS: simulator run with parameters sampled with LHS. To generate the “Default,” we run 36 simulations with the default parameter values of the simulator; see Supplementary Table S1. To generate the “LHS,” we run 1200 simulations with LHS sampled around the default values.
As discussed above, due to the high variability in experimental design (fungal dose, techniques of infection, etc.) and in the measurements summarized in Table 1 we decided to further validate the model results, in particular the ability of the simulator to reproduce temporal dynamics, with an in vivo experimental design that most closely resembles the simulator setup. We infected immunocompetent mice with $7 \times 10^6$ conidia intratracheally and measured cytokines and leukocytes from 0-72 hours post-infection (see description in the Experimental Methods section). Figure 5 shows that our simulator can correctly predict the timing of the immune response, as indicated by levels of IL-6, neutrophils, macrophages, and CXCL2.

Figure 5 shows remarkable agreement between the timing of cytokines and cells measured by our own experiments and the dynamics produced by the simulator. To recall, ABMs are not continuous-time models, since they advance in discrete time steps. The actual time these steps correspond to is estimated by considering the events that take place from one time step to the next. In our case, we estimated that our time steps correspond to two minutes of simulated time. Thus, the agreement in timing is a key step in validating model predictions, since the timing of events in the immune response to this infection is crucial for infection outcome and determination of interventions.

### Identification of drivers of fungal burden

In order to demonstrate the usefulness of the model as a discovery tool for new immunological insights, we use it to investigate the significance of the different mechanisms for fungal growth over time, by measuring their effect on the maximal fungal burden encountered over a 24 hour time span. For this purpose, we conducted the following simulation experiment. Using Latin Hypercube Sampling, as before, we chose 1200 parameter sets. For each of these, we carried out simulation runs with both immunocompetent and neutropenic hosts and counted the number of live hyphal cells over a 24 hour time period. The maximum number encountered during this simulation run was reported as "fungal burden."
Fig 5. Figure showing the comparison of our experimental data on immunocompetent mice with simulation results. For this purpose, 36 simulations were performed, starting with an average of 1920 conidia, 15 macrophages, and 640 epithelial cells. Figure 5A: Comparison of simulated time series of CXCL2 with experimental data measured in BAL. Figure 5B: Comparison of simulated time series of IL-6 with experimental data measured in BAL. Figure 5C: Comparison of the number of neutrophils in the simulated space with the number of neutrophils in lung homogenate. Figure 5D: Comparison of the number of macrophages/monocytes in simulated space with the number of monocytes in lung homogenate. Experimental data refer to mice infected with $7 \times 10^6$ conidia.
Table 2. Table summarizing the classification results from Figures S2 and S3. The table shows qualitatively the groups of parameters that lead to the extremes of high and low germination and hyphal proliferation over 24 hours of simulated time. Intermediate conditions are not presented here. The plus and minus signs represent, qualitatively, the classifications. For example, in column 4 (immunocompetent, high burden), the three plus signs and one minus sign indicate that the corresponding partition tree (Figures S2) partitioned the data set by the fungal growth rate, activation rate, swelling rate, and recruitment rate, and selected the upper part of the first three partitions (plus sign) and the lower part of the last (minus sign). In a qualitative sense, this means that that class (immunocompetent, high burden) is associated with high growth rate, activation rate, and swelling rate, and with low recruitment rate. The partitioning hierarchy is not represented in this table, as it is meant to be simply a general summary. Some of the parameters shown in the table do not contribute to the extreme cases reported here; they are kept for completeness. These parameters, however, play a role in differentiating intermediate cases of fungal burden (Figures S2 and S3).

| Parameters | Parameter Description | Immunocompetent | Neutropenic |
|------------|-----------------------|-----------------|-------------|
|            |                       | Low Burden | High Burden | Low Burden | High Burden |
| GR_RT      | growth rate           | -          | +            | -          | +            |
| ITER_CH_ST | iterations needed to host cells chance state | + | + | |
| MV_RT      | leukocytes movement rate | - | - | |
| REC_RT     | leukocytes recruitment rate | - | - | |
| PR_SW      | probability of conidia swelling | + | + | |
| TAFC_QTTY  | TAFC secretion rate | - | - | + |
| ITER_GER   | iterations swelling conidia | + | + | |
| PR_BR      | Probability of hyphae branching | - | - | + |
| Max # hyphae | 28 | 1609 | 133 | 5203 |
| Max # hyphae / Initial inoculum | 1.5% | 83.79% | 6.9% | 271% |
burden.” (Note that after initial uninhibited growth, the immune response may cause a subsequent drop in the number of live hyphal cells.)

We carried out a classification of parameters and their influence on fungal growth rate, encoded by a collection of classification trees in Figures S2 and S3 in the Supplementary Materials. The results are summarized in Table 2.

Our analysis shows that eight model parameters are most strongly correlated to fungal burden. As would be expected, the most critical parameter is the intrinsic growth propensity of a given fungal strain to grow, (GR_RT), that remains fixed for a given fungal strain [48]. Fixing this parameter, we then asked which other parameters were associated with high, respectively low, fungal burden over a 24-hour period. To do this, we measured the variation of the square of the correlation $r^2$ between the model parameters and fungal burden as the growth rate increases. Figure 6 shows the variation of $r^2$ for the seven most important parameters (not including intrinsic growth rate) indicated by our analysis in Table 2.

Figure 6 shows that, as the intrinsic growth rate of the fungus increases, the relative importance of the seven other parameters changes. As an example, Figure 6D shows that when the fungal growth rate is very high or very low, the leukocyte movement rate is weakly correlated with fungal burden. However, this parameter is critical in determining the actual fungal burden in strains with an intrinsic growth rate near the default 29 $\mu$m/h (Table S1). The leukocyte movement rate is an intrinsic feature of the immune system. However, according to Figure 6D, this feature is more or less critical, depending on the virulence of the strain, being most important for a moderately virulent strain ($21 - 28 \mu$m/h). This might explain some of the variance in the course of the infection between hosts.

Figure 6 shows that overall the seven parameters tend to be more critical when the intrinsic growth rate is close to its default value. That is, their importance wanes as the growth rate becomes very high or very low. However, the importance of the swelling rate, measured as the average number of time steps needed for conidia to germinate, and the average time to immune cell activation have a bias towards a high growth rate (Figure 6A, B, and D). On the other hand, the TAFC secretion rate has a bias towards a low growth rate (Figure 6C). Finally, the monocyte recruitment rate is not sensitive to intrinsic growth rate variation (Figure S4C).

The results in Figure 6 also show that activation, germination, and recruitment rates have a bigger influence in immunocompetent hosts (Figure 6B, D, and Figure S4C). Meanwhile, swelling rate, TAFC secretion rate, and branching probability are more crucial in neutropenic hosts (Figure 6A, C, and Figure S4A). Finally, the leukocyte movement rate is approximately equally important in neutropenic and immunocompetent hosts (Figure 6D).
Fig 6. Variation of the square of the correlation $r^2$ between the critical model parameters and fungal burden, with the variation of the growth rate. We started with a dataset of 1200 samples generated with LHS and then partitioned this dataset by growth rate. The x-axis shows the range of the growth rate in each partition. We then calculate the correlation between parameters and fungal burden in each partition. Fungal burden was measured as the maximum number of hyphal cells measured over the course of 24 hours of simulation. A: Variation of $r^2$ between the swelling rate and fungal burden. B: Variation of $r^2$ between germination rate and fungal burden. C: Variation of $r^2$ between the TAFC secretion rate and fungal burden. D: Variation of $r^2$ between the leukocyte movement rate and fungal burden.

Discussion

Understanding the innate immune response to pathogens is of the utmost importance for designing effective therapeutic interventions. With the increasing resistance of pathogens to anti-microbial drugs, it is imperative to explore host-centric therapeutics. This is the motivation for the work presented here. The goal was to understand some of the primary components of the innate immune response to fungal pathogens. In order to limit the immense complexity of mechanisms involved, the computational model...
presented here is focused on an essential component of nutritional immunity, the “battle over iron” between the host and the fungus in the context of a respiratory infection. The component of the immune response considered here involves many players, ranging from immune and fungal cells to molecular species such as cytokines, iron, and chemokines. It integrates events at the intracellular, tissue, organ, and system levels and is governed by several intertwined feedback loops that create complex dynamics.

Without a computational model that captures relevant biology and is parameterized in a way that makes it more broadly valid and credible, it would be challenging to understand the interplay between the different components and make predictions about the effect of various perturbations. This paper describes a model that satisfies these criteria and can serve as the basis for future investigations. It is one of the most comprehensive models of this infection, parameterized entirely with information from the literature, and is validated using experimental data specifically generated for this purpose. It is also shown that it is broadly valid by verifying that it reproduces a wide range of experimental data reported in the literature (and not used for model calibration). This approach is different from the commonly used method of fitting the model parameters to one or more time courses of experimental data.

As an important application of the model to understanding key features of respiratory fungal infections, we used it to study the importance of model parameters to fungal burden, an important metric for disease progression. The model predicts that different characteristics of the immune system take on different significance in controlling fungal burden, depending on the virulence of the fungal strain in question. However, other factors can also significantly influence fungal burden, such as the siderophore secretion rate and certain aspects of the immune response. These factors also have different degrees of importance, depending on the intrinsic growth rate of the fungal strain.

It was pointed out in Schrettl M et al. 2004 [49] that TAFC is a critical virulence factor. Likewise, in subsequent work, Schrettl M et al. 2007 [50] show that an Aspergillus knockout strain without intra- and extracellular siderophores has completely attenuated virulence. Figure 6C shows that the TAFC secretion rate is more important when the growth rate is low. In this case, fewer cells are secreting this siderophore. Consequently, the TAFC concentration becomes a bottleneck. In fact, our analysis shows that the concentration of TAFC bound to iron in neutrophenic hosts with a high growth rate is 60% higher than in simulations with a low growth rate (result not shown). For immunocompetent hosts, a smaller and less significant difference was observed.

Interestingly, the classification trees (Figure S3, Table 2) show that a high TAFC secretion rate is also necessary for achieving high fungal burden. However, in this case, the TAFC secretion rate acts only in synergy with other parameters. Inhibiting TAFC secretion alone, nevertheless, can break the synergy and reduce fungal burden.

Conidial swelling is the first step to germination and subsequent hyphal growth. However, this is also the time when the fungus becomes visible to the immune system. Therefore, there are two competing forces upon swelling. The fact that swelling is a necessary step before growth is advantageous for the fungus. This is evidenced by the positive correlation between the swelling rate and fungal burden (results not shown). However, the fact that swelling makes the conidia visible to the immune system and that conidia are easier to kill than hyphae creates a disadvantage for the fungus. This is evidenced by the bias towards a high growth rate (Figure 6A) in this case. That means that swelling is more advantageous if, upon swelling, hyphae develop quickly. A recent model published by Ewald, J et al. 2021 [51] came to similar conclusions.

Interestingly, the parameter ITER GER that controls the time conidia take to germinate after swelling - with two hours being the default value [50] - has a negative correlation with growth rate (result not shown). This negative correlation reinforces that conidia become susceptible to the immune system and need to germinate rapidly upon swelling.

The ability of leukocytes to locate fungal cells is crucial for controlling the infection [3][4]. The factors that affect it are chemotaxis and movement rate. Figure 6D shows that the leukocyte movement rate is one of the most prominent parameters to control fungal burden with a 2 around 0.2 when the growth rate is in the range 21-28 \( \mu m/h \). However, our analysis also indicates saturation. When the growth rate is too high, the immune system is overwhelmed by fungal growth. Conversely, if the growth rate is too low, the immune system quickly gains the upper hand.
Availability of code and data

The model code and all experimental data used for model validation are available in the Github repository https://github.com/NutritionalLungImmunity/IPA_model

Supporting information

S1 File. Contains supplementary information on many aspects of the model, model parameters, and simulation.

Acknowledgments

This work was supported by the following grants: NIH 1U01EB024501-01, NSF CBET-1750183, and NIH 1R01AI135128-01. R.L. was also partially supported by NIH Grant 1R01GM127909-01, B.M. by American Heart Association Grant 18TPA34170486, and B.A. by NIH Grant NIH T90-DE021989.

References

1. Pappas P, et al. Invasive fungal infections among organ transplant recipients: results of the Transplant-Associated Infection Surveillance Network (TRANSNET). Clin Infect Dis. 2010;50:1101–11.

2. Mitaka H, Kuno T, Takagi H, Patrawalla P. Incidence and mortality of COVID-19-associated pulmonary aspergillosis: A systematic review and meta-analysis. Mycoses. 2021;64(9):993–1001. doi:https://doi.org/10.1111/myc.13292.

3. Chong W, Neu K. Incidence, diagnosis and outcomes of COVID-19-associated pulmonary aspergillosis (CAPA): a systematic review. J Hosp Infect. 2021;113:115–129. doi:10.1016/j.jhin.2021.04.012.

4. Neofytus ea D. Epidemiology, outcomes, and mortality predictors of invasive mold infections among transplant recipients: a 10-year, single-center experience. Transpl Infect Dis. 2013;15:233–242.

5. van der Linden J, et al. Aspergillosis due to voriconazole highly resistant Aspergillus fumigatus and recovery of genetically related resistant isolates from domiciles. Clin Infect Dis. 2013;57:513–520.

6. Denning D, et al. Global burden of chronic pulmonary aspergillosis as a sequel to pulmonary tuberculosis. Bull World Health Organ. 2011;89(12):864–72.

7. Ganz T. Iron and infection. Int J Hematol. 2018;107(1):7–15. doi:10.1007/s12185-017-2366-2.

8. Blatzer M, Latge J. Metal-homeostasis in the pathobiology of the opportunistic human fungal pathogen Aspergillus fumigatus. Curr Opin Microbiol. 2017;40:152–159. doi:10.1016/j.mib.2017.11.015.

9. Pollmächer J, Figge MT. Agent-based model of human alveoli predicts chemotactic signaling by epithelial cells during early Aspergillus fumigatus infection. PloS one. 2014;9(10):e111630.

10. Pollmächer J, Figge MT. Deciphering chemokine properties by a hybrid agent-based model of Aspergillus fumigatus infection in human alveoli. Frontiers in microbiology. 2015;6:503.
11. Oremland M, Michels KR, Bettina AM, Lawrence C, Mehrad B, Laubenbacher R. A computational model of invasive aspergillosis in the lung and the role of iron. BMC systems biology. 2016;10(1):1–14.

12. Brandon M, Howard B, Lawrence C, Laubenbacher R. Iron acquisition and oxidative stress response in Aspergillus fumigatus. BMC systems biology. 2015;9(1):19.

13. Castiglione F. In: Meyers RA, editor. Agent Based Modeling and Simulation, Introduction to. New York, NY: Springer New York; 2009. p. 197–200.

14. Huhn RD, Radwanski E, Gallo J, Affrime MB, Sabo R, Gonyo G, et al. Pharmacodynamics of subcutaneous recombinant human interleukin-10 in healthy volunteers. Clinical Pharmacology & Therapeutics. 1997;62(2):171–180. doi:https://doi.org/10.1016/S0009-9236(97)90065-5.

15. Zahn G, Greischel A. Pharmacokinetics of tumor necrosis factor alpha after intravenous administration in rats. Dose dependence and influence of tumor necrosis factor beta. Arzneimittelforschung. 1989;39(9):1180–1182.

16. Oliver J, Bland L, Oettinger C, Arduino M, McAllister S, Aguero S, et al. Cytokine kinetics in an in vitro whole blood model following an endotoxin challenge. Lymphokine Cytokine Res. 1993;12(2):115–120.

17. Kuribayashi T. Elimination half-lives of interleukin-6 and cytokine-induced neutrophil chemoattractant-1 synthesized in response to inflammatory stimulation in rats. Lab Anim Res. 2018;34:80–83. doi:https://doi.org/10.5625/lar.2018.34.2.80.

18. Castell JV, Geiger T, Gross V, Andus T, Walter E, Hirano T, et al. Plasma clearance, organ distribution and target cells of interleukin-6/hepatocyte-stimulating factor in the rat. European Journal of Biochemistry. 1988;177(2):357–361. doi:https://doi.org/10.1111/j.1432-1033.1988.tb14383.x.

19. Toft A, Falahati A, Steensberg A. Source and kinetics of interleukin-6 in humans during exercise demonstrated by a minimally invasive model. Eur J Appl Physiol. 2011;111:1351–1359. doi:https://doi.org/10.1007/s10042-010-1755-5.

20. Wakefield L, Winokur T, Hollands R, Christopherson K, Levinson A, Sporn M. Recombinant latent transforming growth factor beta 1 has a longer plasma half-life in rats than active transforming growth factor beta 1, and a different tissue distribution. The Journal of Clinical Investigation. 1990;86(6):1976–1984. doi:10.1172/JCI114932.

21. Goncalves SM, Lagrou K, Rodrigues CS, Campos CF, Bernal-Martinez L, Rodrigues F, et al. Evaluation of Bronchoalveolar Lavage Fluid Cytokines as Biomarkers for Invasive Pulmonary Aspergillosis in At-Risk Patients. Frontiers in Microbiology. 2017;8:2362. doi:10.3389/fmicb.2017.02362.

22. Tabbah S, Buhimschi C, Rodewald-Millen K, Pierson C, Bhandari V, Samuels P, et al. Hepcidin, an Iron Regulatory Hormone of Inmate Immunity, is Differentially Expressed in Premature Fetuses with Early-Onset Neonatal Sepsis. Am J Perinatol. 2018;35(9):865–872. doi:10.1055/s-0038-1626711.

23. Moran-Lev H, Weisman Y, Cohen S, Deutsch V, Cipok M, Bondar E, et al. The interrelationship between hepcidin, vitamin D, and anemia in children with acute infectious disease. Pediatr Res. 2018;84(1):62–65. doi:10.1038/s41390-018-0005-0.

24. Chang MJ, Chow LC, Chang WS. Improved Alternating-Direction Implicit Method For Solving Transient Three-Dimensional Heat Diffusion Problems. Numerical Heat Transfer, Part B: Fundamentals. 1991;19(1):69–84. doi:10.1080/10407799108944957.
25. Arango Duque G, Descoteaux A. Macrophage Cytokines: Involvement in Immunity and Infectious Diseases. Frontiers in Immunology. 2014;5:491. doi:10.3389/fimmu.2014.00491.

26. Gordon S. Alternative activation of macrophages. Nat Rev Immunol. 2003;3:23–35. doi:https://doi.org/10.1038/nri978.

27. Patel A, Zhang Y, Fullerton J, Boelen L, Rongvaux A, Maini A, et al. The fate and lifespan of human monocyte subsets in steady state and systemic inflammation. The Journal of experimental medicine. 2017;214. doi:10.1084/jem.20170355.

28. Tak T, Tessler J, Pillay J, Borghans JA, Koenderman L. What’s your age again? Determination of human neutrophil half-lives revisited. Journal of Leukocyte Biology. 2013;94(4):595–601. doi:https://doi.org/10.1189/jlb.1112571.

29. Maheshwari R. 1. In: Fungi Experimental Methods in Biology. CRC Press; 2005.

30. OJJr T. In: Nuclear Factor Kappa B (NF-kB) Translocation Assay Development and Validation for High Content Screening. NIH; 2012.

31. Riquelme M, Bartnicki-Garcia S. Key differences between lateral and apical branching in hyphae of Neurospora crassa. Fungal Genet Biol. 2004;41(9):842–851. doi:10.1016/j.fgb.2004.04.006. PMID: 15288020.

32. Irvin CG, Bates J. Measuring the lung function in the mouse: the challenge of size. Respiratory research. 2003;4(1). doi:10.1186/rr199.

33. Bonnett CR, Cornish EJ, Harnsen AG, Burritt JB. Early Neutrophil Recruitment and Aggregation in the Murine Lung Inhibit Germination of Aspergillus fumigatus Conidia. Infection and Immunity. 2006;74(12):6528–6539. doi:10.1128/IAI.00909-06.

34. Dzhuraev G, Rodriguez-Castillo J, Ruiz-Camp J, Salwig I, Szibor M, Vadasz I, et al. Estimation of absolute number of alveolar epithelial type 2 cells in mouse lungs: a comparison between stereology and flow cytometry. Journal of Microscopy. 2019;275:36–50. doi:https://doi.org/10.1111/jmi.12800.

35. Pritchard J, Holmes A, Evans J, Evans N, Evans R, Morgan A. The distribution of dust in the rat lung following administration by inhalation and by single intratracheal instillation. Environmental Research. 1985;36(2):268–297. doi:10.1016/0013-9351(85)90025-8.

36. Cagnina R, et al. Neutrophil-derived TNF drives fungal acute lung injury in chronic granulomatous disease. J Infect Dis. 2021;doi: 10.1093/infdis/jiab188.

37. Barletta K, et al. Adenosine A(2B) receptor deficiency promotes host defenses against gram-negative bacterial pneumonia. Amer J Respir Crit Care Med. 2012;186(10):1044–50.

38. Bhatia S, Fei M, Yarlagadda M, Qi Z, Akira S, Saijo S, et al. Rapid host defense against Aspergillus fumigatus involves alveolar macrophages with a predominance of alternatively activated phenotype. PLoS One. 2011;6(1):e15943. doi:10.1371/journal.pone.0015943.

39. Brieland J, Jackson C, Menzel F, Loebenberg D, Cacciapuoti A, Halpern J, et al. Cytokine networking in lungs of immunocompetent mice in response to inhaled Aspergillus fumigatus. Infect Immun. 2001;69(3):1554–1560. doi:10.1128/IAI.69.3.1554-1560.2001.

40. Duong M, Oudlet N, Simard M, Bergeron Y, Olivier M, Bergeron M. Kinetic study of host defense and inflammatory response to Aspergillus fumigatus in steroid-induced immunosuppressed mice. J Infect Dis. 1998;178(5):1472–1482. doi:10.1086/314425.

41. Mehrad B, Strieter R, Standiford T. Role of TNF-alpha in pulmonary host defense in murine invasive aspergillosis. J Immunol. 1999;162(3):1633–1640.
42. Goldbaum FA, Cauerhoff A, Velikovsky CA, Llera AS, Riottot MM, Poljak RJ. Lack of Significant Differences in Association Rates and Affinities of Antibodies from Short-Term and Long-Term Responses to Hen Egg Lysozyme. The Journal of Immunology. 1999;162(10):6040–6045.

43. Cenci E, Mencacci A, Casagrande A, Mosci P, Bistoni F, Romani L. Impaired antifungal effector activity but not inflammatory cell recruitment in interleukin-6-deficient mice with invasive pulmonary aspergillosis. J Infect Dis. (2001;184(5):610–7. doi:10.1086/322793.

44. Dubourdeau M, Athman R, Balloy V, Philippe B, Sengmanivong L, Chignard M, et al. Interaction of Aspergillus fumigatus with the alveolar macrophage. Med Mycol. (2006;44:S213–S217. doi:10.1080/13693780600904900.

45. Gresnigt M, Rekiki A, Rasid O, Savers A, Jouyon G, Dannaoui E, et al. Reducing hypoxia and inflammation during invasive pulmonary aspergillosis by targeting the Interleukin-1 receptor. Sci Rep. 2016;6:26490. doi:10.1038/srep26490.

46. Hohl T, Van Epps H, Rivera A, Morgan L, Chen P, et al. Aspergillus fumigatus Triggers Inflammatory Responses by Stage-Specific β-Glucan Display. PLOS Pathogens. 2005;1(3):e30. doi:http://doi.org/10.1371/journal.ppat.0010030.

47. Teschner D, Cholaszczynska A, Ries F, Beckert H, Theobald M, Grabbe S, et al. CD11b Regulates Fungal Outgrowth but Not Neutrophil Recruitment in a Mouse Model of Invasive Pulmonary Aspergillosis. Front Immunol. 2019;10:123. doi:10.3389/fimmu.2019.00123.

48. Paisley D, Robson GD, Denning DW. Correlation between in vitro growth rate and in vivo virulence in Aspergillus fumigatus. Medical Mycology. 2005;43(5):397–401. doi:10.1080/13693780400005866.

49. Schrettl M, Bignell E, Kragl C, Joechl C, Rogers T, Arst J Herbert N, et al. Siderophore Biosynthesis But Not Reductive Iron Assimilation Is Essential for Aspergillus fumigatus Virulence. J Exp Med. 2004;200(9):1213–1219. doi:10.1084/jem.20041242.

50. Schrettl M, Bignell E, Kragl C, Sabiha Y, Loss O, Eisendle M, et al. Distinct roles for intra- and extracellular siderophores during Aspergillus fumigatus infection. PLoS Pathog. 2007;3(9):1195–207. doi:10.1371/journal.ppat.0030128.

51. Ewald J, Rivieccio F, Radosa L, Schuster S, Brakhage AA, Kaleta C. Dynamic optimization reveals alveolar epithelial cells as key mediators of host defense in invasive aspergillosis. bioRxiv. 2021;doi:10.1101/2021.05.12.443764.
Multiscale mechanistic modelling of the host defense in invasive aspergillosis reveals leukocyte activation and iron acquisition as drivers of infection outcome

Supplementary Material

Henrique AL Ribeiro, et al.
October 25, 2021

S1 The Parameters

Table S1: Table with the model parameters. Parameters 1-14 were obtained in a unified manner as described in the manuscript. As mentioned in the manuscript, “macrophage” should be interpreted as “macrophage/monocyte.” Probabilities of phagocytosis, killing, and interaction refer to the likelihood of an event succeeding in one iteration if the appropriate conditions apply. The maximum number of cells and the average number of epithelial cells is computed over the whole simulated space.

| Id | Parameter | Description | Value | Reference |
|----|-----------|-------------|-------|-----------|
| 1  | MA_IL6_QTTY | Macrophage/monocyte IL6 secretion rate. | $1.46 \times 10^{-20} \text{ mol} \cdot \text{cell}^{-1} \cdot \text{h}^{-1}$ | [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] |
| 2  | MA_CCL4_QTTY | Macrophage/monocyte CCL4 secretion rate. | $1.79 \times 10^{-20} \text{ mol} \cdot \text{cell}^{-1} \cdot \text{h}^{-1}$ | [11, 12, 13, 14] |
| 3  | MA_CXCL2_QTTY | Macrophage/monocyte CXCL2 secretion rate. | $1.11 \times 10^{-19} \text{ mol} \cdot \text{cell}^{-1} \cdot \text{h}^{-1}$ | [15, 16, 17, 18] |
| 4  | MA_IL10_QTTY | Macrophage/monocyte IL10 secretion rate. | $6.97 \times 10^{-22} \text{ mol} \cdot \text{cell}^{-1} \cdot \text{h}^{-1}$ | [19, 20, 21, 22] |
| 5  | MA_TNF_QTTY | Macrophage/monocyte TNF secretion rate. | $3.22 \times 10^{-20} \text{ mol} \cdot \text{cell}^{-1} \cdot \text{h}^{-1}$ | [23, 24, 25, 26] |
| 6  | MA_TGF_QTTY | Macrophage/monocyte TGF – β secretion rate. | $1.01 \times 10^{-21} \text{ mol} \cdot \text{cell}^{-1} \cdot \text{h}^{-1}$ | [27, 28, 29, 30] |
| 7  | N_IL6_QTTY | Neutrophil IL6 secretion rate. | $8.59 \times 10^{-23} \text{ mol} \cdot \text{cell}^{-1} \cdot \text{h}^{-1}$ | [31] |
| 8  | N_CXCL2_QTTY | Neutrophil CXCL2 secretion rate. | $6.50 \times 10^{-22} \text{ mol} \cdot \text{cell}^{-1} \cdot \text{h}^{-1}$ | [32, 33, 34] |
| 9  | N_TNF_QTTY | Neutrophil TNF secretion rate. | $1.89 \times 10^{-22} \text{ mol} \cdot \text{cell}^{-1} \cdot \text{h}^{-1}$ | [35] |
| 10 | E_IL6_QTTY | Epithelial cell IL6 secretion rate. | $1.46 \times 10^{-20} \text{ mol} \cdot \text{cell}^{-1} \cdot \text{h}^{-1}$ | [36, 37] |
| 11 | E_CCL4_QTTY | Epithelial cell CCL4 secretion rate. | $1.79 \times 10^{-20} \text{ mol} \cdot \text{cell}^{-1} \cdot \text{h}^{-1}$ | [38, 39, 40, 41] |
| 12 | E_CXCL2_QTTY | Epithelial cell CXCL2 secretion rate. | $1.11 \times 10^{-19} \text{ mol} \cdot \text{cell}^{-1} \cdot \text{h}^{-1}$ | [42, 43, 44, 45, 46, 47, 48, 49] |
| 13 | E_TNF_QTTY | Epithelial cell TNF secretion rate. | $3.22 \times 10^{-20} \text{ mol} \cdot \text{cell}^{-1} \cdot \text{h}^{-1}$ | [50, 51, 52] |
| 14 | LAC_QTTY | Lactoferrin secretion rate (Neutrophils) | $4.37 \times 10^{-17} \text{ mol} \cdot \text{cell}^{-1} \cdot \text{h}^{-1}$ | [53] |

Id $k_d$IL6 IL-6 $k_d$ 330 pM [32, 33, 34]
16 Id $k_d$CCL4 CCL4 $k_d$ 180 pM [35]
17 Id $k_d$CXCL2 CXCL2 $k_d$ 91.667 pM [36, 37]
18 Id $k_d$IL10 IL-10 $k_d$ 140 pM [38, 39, 40, 41]
19 Id $k_d$TNF TNF $k_d$ 326 pM [42, 43, 44, 45, 46, 47, 48, 49]
20 Id $k_d$TGF – β TGF – β $k_d$ 26.5 pM [50, 51, 52]
| Variable | Description | Value |
|----------|-------------|-------|
| $k_d$ | Hepcidin intercept (IL6-hepcidin model) | 0.3141 |
| $k_d$ | Hepcidin slope (IL6-hepcidin model) | 0.78 |
| $T_f$ | Transferrin intercept (Tf-hepcidin model) | $-1.194 \times 10^{-5}$ |
| $T_f$ | Transferrin slope (Tf-hepcidin model) | $-5.523 \times 10^{-6}$ |
| $\lambda_{ab}$ | Antibody half-life (Anti-TNF) | 5 days |
| $\lambda$ | Cytokine/chemokine half-life | 1h |
| $T_f$ | Def $T_f$ concentration | 32.25 $\mu M$ |
| $Apo-T_f$ | Apo-Tf relative concentration | 40% |
| $TfFe$ | Monoferric Transferrin relative concentration | 16.57% |
| $TfFe$ | Diferric Transferrin relative concentration | 43.43% |
| $MA_{IRON}$ | Macrophage iron export rate | 1367.30 $M^{-1} \cdot h^{-1}$ |
| $MA_{IRON}$ | Macrophage iron uptake rate | $5.33 \times 10^{-12} L \cdot cell^{-1} \cdot h^{-1}$ |
| $MA_{INT}$ | Macrophage initial internal iron quantity | $1.0086 \times 10^{-14} mol$ |
| $TAFC$ | TAFC secretion rate. | $1.0 \times 10^{-15} mol \cdot cell^{-1} \cdot h^{-1}$ |
| $TAFCBI$ | TAFCBI (Bound to Iron) uptake rate | $1 \times 10^{-12} L \cdot cell^{-1} \cdot h^{-1}$ |
| $k_d$ | A. fumigatus iron sensitivity | 79.05 $\mu M$ |
| $K_{cat}/K_M$ | TAFC-Tf | 397.77 $M^{-1} \cdot s^{-1}$ |
| $K_{cat}/K_M$ | Lactoferrin-Tf. | 399.2 $M^{-1} \cdot s^{-1}$ |
| $K_{cat}$ | Antibody-Antigen | 120 $s^{-1}$ |
| $K_M$ | Antibody-Antigen | 0.697 $\mu M$ |
| $AB$ | Antibody systemic concentration upon injection | 0.2 nM |
| $r$ | A. fumigatus growth rate | 41.3 $\mu m/h$ |
| $MV$ | Leukocyte movement rate | $1.44 \mu m/min$ |
| $N_H$ | Neutrophil-lymphae killing probability | 22.71% |
| $MA$ | Macrophage-lymphae killing probability. | 9.85% |
| $MA$ | Macrophage phagocytosis probability | 90.55% |
| $N_P$ | Neutrophil phagocytosis probability | 14.73% |
| $MA_{MAX}$ | Max ingested conidia by macrophage | 18 |
| $N_{MAX}$ | Max ingested conidia by neutrophils | 3 |
| $E$ | Resting epithelial cell-Aspergillus interaction probability | 4.49% |
| $PHAG$ | Probability of killing internalized conidia (leukocytes) | 1.28% |
**S2 Parameter Acquisition**

The model parameters are described in Table S1. In some cases, acquiring these values involved modeling, simplification, and some assumptions. In some cases, we use the MATLAB App Grabit. With this App, one can extract values directly from graphs and pictures. In cases, where more than one measurement is available, the value reported is the median.

**S2.1 Cytokine and chemokine secretion rate**

The selection of these rates was done using a collection of papers that report the secretion of cytokines in response to β-glucan, *A. fumigatus*, and, in some cases, LPS as a positive control. Because only papers that reported at least two cytokines were used, it was possible to construct a relationship of relative secretion rates. For instance, note that across experimental procedures, the level of IL-6 is approximately 45% of the level of TNF, while the level of IL-10 is approximately 4.7% of the level of IL-6, etc.

Therefore, this relationship specifies that if we secrete \( y \) of TNF, then \( 0.45 \times y \) IL-6 will be secreted. This procedure was adopted because not all papers, notably those with β-glucan, can be quantified. In other words, a response against β-glucan is qualitatively similar to a response against live *A. fumigatus*. However, it is not known which concentration of β-glucan corresponds to which dose of fungus. With this procedure, however, one can use any piece of data with the implication that one has to fit this relationship to the actual secretion rate. However, having the actual secretion rate for only a few or even one cytokine is enough.

For this purpose, some papers for neutrophils and epithelial cells were used that compare cytokine secretion in these cells with macrophages. Therefore, in the model, these cells are scaled versions of macrophages. Neutrophils secrete 5.9% of what macrophages secret, and epithelial cells secrete the same as macrophages. However, none of these cells secrete IL-10 and TGF-β.

The lactoferrin parameter was acquired independently, and it is a rough approximation based on the amount of the protein a neutrophil carries.

**S2.2 TAFC secretion and uptake rates**

To calculate the TAFC secretion rate, Equation S2.1 was used to model the experiment of Hissen, AHT *et al.* 2004 [69]. This equation is a surrogate model for our simulator. It models conidia swelling and then secreting TAFC:

\[
\text{TAFC secretion rate} = \frac{y \times K_{cat}}{1 + y} - \frac{y \times K_{cat}}{1 + y} 
\]
In Equation S2.1, \( \gamma \) is the swelling rate, \( C_0 \) is the concentration of conidia in the experiment, and \( \sigma \) is the TAFC secretion rate, the parameter to be estimated. The value of \( \gamma \) is known from the model (Table S1) and \( C_0 \) from the paper itself. The initial condition is such that TAFC(4) = 0. That is, TAFC is zero at four hours, which comes from Table S1, to be interpreted as conidia starting to swell at four hours. Figure S1 shows the fitting of Eq S2.1 to the experimental data of Hissen, AHT et al. 2004 [69]. It should be noted that only \( \sigma \) is being fitted, and it should also be noted that the best one can obtain from this experiment is an apparent secretion rate.

\[
\frac{d^2}{dt^2} \text{TAFC} + \gamma \ast \text{TAFC} = \gamma \ast \sigma \ast C_0.
\]

(S2.1)

Figure S1: Figure showing the fitting of Eq S2.1. Experimental data from Hissen, AHT et al. 2004 [69] (represented as dots in the graph); computed with Eq S2.1 (solid line); computed with the data model (dashed line). Eq S2.1 was computed only from 4h onwards. Before that, we considered no swelling conidia and, therefore, no TAFC production (Table S1). The fact that the full simulator agrees with the surrogate model (Eq S2.1) shows that our procedure was appropriate.

S2.3 Cytokine and chemokine \( k_d \)
The \( k_d \) of cytokines/chemokines is divided into two distinct sets of data: the \( k_d \) of cytokine/chemokine receptors and dose-response curves for these molecules. As an example of a dose-response curve, consider the level of activation of \( NF-\kappa B \) vs. concentration of TNF. It was found that these two approaches are remarkably consistent; that is, activation of a cell by a molecule seems to depend, at least in general, only on the receptor affinity. To model dose-response curves, Equation 2 (Materials & Methods) was used.

S2.4 Iron dynamics
The IL-6-hepcidin and hepcidin-Tf curves were obtained from the literature. While the macrophage iron import rate was also obtained from the literature, the export rate was assumed to be equal to the import rate. Homeostasis is assumed under normal conditions. Equality of iron import and export are interpreted to mean that the fluxes are equal, not the equations’ constants. Iron import depends on external iron levels while export depends on internal iron levels.

Values for the internal concentration of macrophage iron, transferrin, and saturation are taken from Parmar, JH et al. 2019 [66].

S2.5 Phagocytosis, interaction, and killing rates
A simple law of mass action between leukocytes and conidia is assumed and used to derive Equation, (Eq S2.2). Given time and leukocyte concentration, this equation returns the probability of phagocytosing a conidium. The phagocytosis probability in Table S1 is an extrapolation of Equation S2.2 for a voxel’s local concentration and one time step:

\[
p = 1 - e^{-k \ast [L] \ast t}.
\]

(S2.2)
iron sensitivity (

\[ \text{S2.5} \]

reported by Gresnigt, MS et al. 2018 [87], and for neutrophils, it is a scaling of this number based on the relative size of a neutrophil.

### S2.6 Aspergillus iron sensitivity

*Aspergillus* iron sensitivity (\( k_{d, A}_{Fe,IRON} \) in Table S1) is a critical parameter in the model. This value measures the concentration of iron needed to turn the sreA gene off. This gene, in turn, controls the secretion and uptake of TAFCB (TAFC bound to iron) and then measured the content of iron as \( \mu \text{mol per gram of dry weight} \) (DW) in the colonies.

The first thing to notice is that it is safe to assume that both colonies grew to approximately equal size based on Schrettl, M et al. 2008, and others. As mentioned, the paper measures iron in \( \mu \text{mol/g} \) (DW). To convert this to molar, one can first convert DW into wet weight using data from Bakken, LR, 1983 [93]; this paper also gives the fungal density. With that one is able to calculate molarity.

The sreA KO cannot control the influx of TAFC. Therefore, one can assume, for simplicity, that the iron acquisition in these colonies follows a quasi-linear equation (Eq S2.3):

\[
\frac{d[Fe_{KO}]}{dt} = k_{up} \cdot h(t) \cdot [TAFC],
\]

where \( k_{up} \) is the apparent TAFC uptake rate, \( h(t) \) is the equation describing hyphal growth, and \([TAFC]\) is the amount of TAFC in the experiment. This is assumed to be constant, that is, the quantity taken up by hyphae is small compared to the amount supplied. Integrating this equation, one gets:

\[
[Fe_{KO}] = k_{up} \cdot [TAFC] \cdot \int h(t) \, dt.
\]

This equation gives the quantity of internal iron at the end of the experiment with the sreA KO *Aspergillus*. For WT colonies, as the iron concentration increases, sreA gets activated, which leads to the downregulation of the TAFC receptor. Therefore, for WT, one has:

\[
\frac{d[Fe_{WT}]}{dt} = k_{up} \cdot h(t) \cdot [TAFC] \cdot s([Fe_{WT}]).
\]

Here, \( s([Fe_{WT}]) \) is the unknown sreA activation function, but again, one can employ a surrogate model, namely Eq. 2 (Materials & Methods) as a phenomenological model of sreA activation/inactivation. More specifically, this function is used to activate the LIP node that then inactivates the sreA node (see Brandon, M et al. 2015 [107]). The function \( s([Fe_{WT}]) \) should be the complement of that; therefore, Eq S2.5 becomes:

\[
\frac{d[Fe_{WT}]}{dt} = k_{up} \cdot h(t) \cdot [TAFC] \cdot e^{-\frac{[Fe_{WT}]}{k_{d}}}. \]

Integrating this equation one obtains:

\[
\int e^{-\frac{[Fe_{WT}]}{k_{d}}} \, d[Fe_{WT}] = k_{up} \cdot [TAFC] \cdot \int h(t) \, dt = [Fe_{KO}] + C,
\]

where \( C = k_{d} \). Making some algebraic rearrangements results in:

\[
[Fe_{WT}] = k_{d} \cdot \ln\left(\frac{[Fe_{KO}] + k_{d}}{k_{d}}\right),
\]

where \([Fe_{WT}]\) is the quantity of iron in the WT experiment, \([Fe_{KO}]\) is the quantity of iron in the sreA KO experiment, and \( k_{d} \) is the value to be determined. The \([TAFC]\) concentration is assumed to be high, compared to the amount consumed and that \( h(t) \) is equal for both sreA KO and WT.

### S2.7 Transferrin Michaelis constant

For convenience, Michaelian kinetics is assumed. The TAFC-Tf kinetics is a complex mechanism described by Hisen, AHT & Moore MM 2005 [67]. For convenience, a simplified version is used that does not consider cooperativity or difference in transferrin sites. The reaction rate of lactoferrin is very elusive, not having been studied extensively. Nevertheless, one study injected this protein in vivo and saw a 46% decrease in serum iron upon 4h [31]. That evidence enables an educated guess of the reaction rate.

### S2.8 Fungal biology

Fungal dimensions are obtained from the papers cited in Table S1. In some cases, values can be obtained directly from the photomicrograph reported in these papers using the MATLAB App Grabit. Growth rates come from papers that report hyphal length over time, while branching probability was based on the hyphal growth unit length. This gives an estimate of how many branches per septum there are.

A crucial parameter in the model is the swelling rate. Because swelling is quickly succeeded by germination, the germination rate is used as a proxy for the swelling rate. White, LO 1977 [98] report the rate of germination in vivo, and Gago, S et al. 2018 [77] report a very consistent value in vitro in the presence of bronchoepithelial cells. From these papers, one can make a robust estimate of this value.
S2.10 Turnover rate

To calculate the turnover rate between the lung and the rest of the body, the following system of differential equations was used:

\[
\begin{align*}
\frac{dS}{dt} &= b(t) - \lambda S - k(B - S) \\
\frac{dB}{dt} &= k(B - S) - \lambda S,
\end{align*}
\]

where \(B\) is the concentration of the molecule in BAL, \(S\) is the concentration in serum, and \(\lambda\) is the decay rate. The function \(b(t)\) is the secretion rate, and \(k\) is the exchange rate, the value to be estimated. The ratio of interest is \(B/S\) in the equilibrium. Notice that upon algebraic rearrangements, one finds that this ratio is \((k + \lambda)/k\). But \(\lambda\) is known from the literature (Table S1), and one can estimate \(k\) from an empirical \(B/S\) ratio found in Gonçalves, SM et al. 2017 [102].

S2.11 Leukocyte movement

This movement rate can be obtained from Khandoga, AG et al. 2009 [79]. The value, 1.44 \(\mu m/min\), is conservative compared to other sources. Pollmacher J, & Figge MT, 2014 [111] uses a movement rate of 2-6 \(\mu m/min\), for instance. Nevertheless, the rate used here must be considered a phenomenological movement rate. In the real lung, leukocytes may not move in a straight line but along the alveolar curved surface. That is the case in the Pollmacher J, & Figge MT, 2014 [111] model.

S2.12 Antibodies

Antibody parameters were not specific for TNF. The concentration was obtained based on a measurement of IgG found in mice after an immunization assay. The value of \(k_{\text{out}}\) and \(K_m\) resulted from the imposition of Michaelian kinetics, using data for a generic protein antigen, in this case, the lysosome. Half-life comes from Vieira, P, and Rajewsky K 1988 [63].

S2.13 Other parameters

The time that cells need to change status (\(T_{\text{CHANGE}}\) and \(T_{\text{REST}}\)) were based on in-vitro reports [99]. The half-life of molecules is an average. Likewise, the diffusion rate is an average of the values of the different molecules in living tissue.

For macrophages/monocytes, the 24h value reported for monocytes [91] is used. Other literature sources nevertheless report a longer half-life for macrophages. To calculate macrophage volume, they can be approximated by a sphere, and one can then use the dimensions reported by Krombach, P et al. 1997 [100].

S3 Interaction Rules

Table S2. Table with interaction rules. Column one shows the two agents or molecules involved in the interaction. Column three briefly describes the interaction. Column four describes if the interaction is deterministic or probabilistic and if there is an equation involved. Column five describes the outputs of the interaction, that is, how the agent’s states are modified upon the interaction and how the concentration of the molecules changes upon the interaction. Notice that an agent can interact with another agent or molecule in more than one way. Therefore, there is some duplication in column two. However, this duplication is eliminated upon the description of the interaction.

| Id | Interaction         | Description                          | Type                | Outcome                                      | Ref    |
|----|---------------------|--------------------------------------|---------------------|----------------------------------------------|--------|
| 1  | Macrophage-Neutrophil | Macrophage phagocytoses apoptotic neutrophil | Probabilistic: constant probability | Inactivation signal: macrophage changes to inactive, or remains inactive. | [8]    |
| 2  | Macrophage-Aspergillus | Macrophage phagocytoses swelling conidia | Probabilistic: constant probability | Activating signal: macrophage transition to activating or remains active. Conidia get internalized and subsequently killed | [112, 113, 3] |
| 3  | Macrophage-Aspergillus | Active macrophage kills hyphae | Probabilistic: constant probability | Activating signal: macrophage remains active. Hyphae get killed | [3, 84, 85] |
| 4  | Macrophage-IL6       | Active macrophage secretes IL6 | Deterministic: fixed amount | Local IL6 concentration increases | [11, 22, 5, 9, 20, 2, 114] |
| 5  | Macrophage-IL10      | Active or inactive macrophage secretes IL10 | Deterministic: fixed amount | Local IL10 concentration increases | [5, 9, 13, 20, 114] |
| 6  | Macrophage-TGF       | Inactive macrophage secretes TGF | Deterministic: fixed amount | Local TGF concentration increases | [5, 9, 13, 20, 114] |
| 7  | Macrophage-TNF       | Active macrophage secretes TNF | Deterministic: fixed amount | Local TNF concentration increases | [5, 9, 13, 20, 2, 115, 114, 1] |
| 8  | Macrophage-CCL4      | TNF-primed macrophage secretes CCL4 | Deterministic: fixed amount | Local CCL4 concentration increases | [114, 1] |
Macrophage-He 

- Macrophage is primed by Hepcidin 
- Macrophage secretes CXCL2
- Deterministic: fixed amount 
- Activating signal: neutrophil transi 
- Activating signal: neutrophil transi 
- Activating signal: neutrophil transi 
- Activating signal: neutrophil transi 
- Local CXCL2 concentration increases 

Macrophage- 

- Macrophage is primed by IL10 
- Macrophage secretes CXCL2
- Probabilistic: probability computed according to Equation 6 
- Inactivation signal: macrophage tran 
- Inactivation signal: macrophage tran 
- Inactivation signal: macrophage tran 
- Inactivation signal: macrophage tran 
- Internal and external levels of iron 

Macrophage- 

- Macrophage is primed by TGF 
- Macrophage secretes CXCL2
- Probabilistic: probability computed according to Equation 6 
- Activating signal: macrophage transi 
- Activating signal: macrophage transi 
- Activating signal: macrophage transi 
- Activating signal: macrophage transi 
- Local CXCL2 concentration increases 

Macrophage- 

- Macrophage is primed by TNF 
- Macrophage imports/export iron from/to transferrin 
- Deterministic: import/export quantity is proportional to the external and internal levels of transferrin bound to iron (TfFe2) and internal levels of iron. 
- Activating signal: macrophage transitions to activating; if it is active it moves to TNF-primed and starts secreting chemokines. 

Macrophage- 

- Neutrophil-IL6 
- Active neutrophil secretes IL6 
- Deterministic: fixed amount 
- Local IL6 concentration increases 

Neutrophil- 

- Neutrophil-IL6 
- Active neutrophil secretes IL6 
- Deterministic: fixed amount 
- Local IL6 concentration increases 

Neutrophil- 

- Neutrophil-TNF 
- Active neutrophil secretes TNF 
- Deterministic: fixed amount 
- Local TNF concentration increases 

Neutrophil- 

- Neutrophil-Lactoferrin 
- Active neutrophil secretes lactoferrin 
- Deterministic: fixed amount 
- Local lactoferrin concentration increases 

Neutrophil- 

- Neutrophil-CXCL2 
- TNF-primed neutrophil secretes CXCL2
- Deterministic: fixed amount 
- Local CXCL2 concentration increases 

Neutrophil- 

- Neutrophil-TNF 
- Neutrophil is primed by TNF 
- Probabilistic: probability computed according to Equation 6 
- Activating signal: neutrophil transitions to activating; if it is active it moves to TNF-primed and starts secreting chemokines. 

Neutrophil- 

- Neutrophil-Aspergillus 
- Neutrophil phagocytoses swelling conidia 
- Probabilistic: constant probability 
- Activating signal: neutrophil transitions to activating or remains active; conidia get internalized and subsequently killed 

Neutrophil- 

- Neutrophil-Aspergillus 
- Neutrophil kills hyphae 
- Probabilistic: constant probability 
- Activating signal: neutrophil transitions to activating or remains active; hyphae are killed 

Pneumocyte- 

- Pneumocyte secretes CXCL2
- Probabilistic: probability computed according to Equation 6 
- Activating signal: pneumocyte transitions to activating or remains active; 

Pneumocyte- 

- Pneumocyte-IL6 
- Pneumocyte secretes IL6 
- Deterministic: fixed amount 
- Local IL6 concentration increases 

Pneumocyte- 

- Pneumocyte-TNF 
- Pneumocyte secretes TNF 
- Deterministic: fixed amount 
- Local TNF concentration increases 

Pneumocyte- 

- Pneumocyte-CXCL2 
- TNF-primed pneumocyte secretes CXCL2
- Deterministic: fixed amount 
- Local CXCL2 concentration increases 

Pneumocyte- 

- Pneumocyte-TNF 
- Pneumocyte is primed by TNF 
- Probabilistic: probability computed according to Equation 6 
- Activating signal: pneumocyte transitions to activating; if it is active it moves to TNF-primed and starts secreting chemokines. 

Aspergillus- 

- Aspergillus with TAFC node ON secretes TAFC
- Deterministic: fixed amount 
- Local TAFC concentration increases 

Aspergillus- 

- Aspergillus with nodes MipB and EstB ON uptake TAFC-Bound to Iron
- Deterministic: proportional to the concentration of TAFC-Bound to Iron 
- Local concentration of TAFC Bound to Iron decreases; Aspergillus Iron Pool increases, increasing the probability of activating LIP node
### Drivers of Fungal Burden

| Process | Action | Details |
|---------|--------|---------|
| TAFC-Iron | TAFC sequesters Fe³ | Deterministic: TAFC sequesters the whole iron content in the voxel or the maximum of its capacity; free TAFC and iron decrease; TAFC bound to iron increases |
| Transferrin-Iron | Transferrin sequesters Fe³ | Deterministic: transferrin sequesters the whole iron content in the voxel or the maximum of its capacity; free transferrin and iron decrease; Transferrin Bound to Iron increases |
| Lactoferrin-Iron | Lactoferrin sequesters Fe³ | Deterministic: lactoferrin sequesters the whole iron content in the voxel or the maximum of its capacity; free lactoferrin and iron decrease; Transferrin Bound to Iron increases |

We are using here the macrophage nomenclature used by Gordon, S 2003 [132] where TGF – β secreting macrophages are called inactive. This is equivalent to the M2c macrophages referred by Duque, GA & Descoteaux, A 2014 [133].
Figure S2: Classification trees of fungal burden. We generated 1200 samples with LHS and ran simulations with immunocompetent hosts, and classified the simulations by the maximum number of hyphal cells measured over 24 hours of simulation. For convenience, all the parameters were normalized by their default values. That is, a value of 2 means that the tree made a partition when that parameter was twice its default value (Table S1). We also normalized the fungal burden by the initial dose inocula (1920 conidia). Notice, however, that the measure of fungal burden is the maximum number of hyphal cells encountered at any time over a 24 hour period. This counts only the conidia that germinate and the hyphae that multiply, excluding ungerminated conidia.
Figure S3: Classification trees of fungal burden. We generated 1200 samples with LHS and ran simulations with neutropenic hosts, and classified the simulations by the maximum number of hyphal cells measured over 24 hours of simulation. For convenience, all the parameters were normalized by their default values. That is, a value of 2 means that the tree made a partition when that parameter was twice its default value (Table S1). We also normalized the fungal burden by the initial dose inocula (1920 conidia). Notice, however, that the measure of fungal burden is the maximum number of hyphal cells encountered at any time over a 24 hour period. This counts only the conidia that germinate and the hyphae that multiply, excluding ungerminated conidia.
Figure S4: Variation of the square of the correlation $r^2$ between the critical model parameters and fungal burden, as the growth rate varies along the x-axis. We started with a dataset of 1200 samples generated with LHS and then partitioned this dataset by growth rate. The x-axis in the figure shows the range of the growth rate in each partition. We then calculate the correlation between parameters and fungal burden in each partition. Fungal burden was the maximum number of hyphal cells measured over the course of 24 hours of simulation. A: variation of $r^2$ between the probability of branching and fungal burden. B: variation of $r^2$ between the iterations for host cells to change state and fungal burden. C: variation of $r^2$ between the leukocyte recruitment rate and fungal burden.
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