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Abstract: This paper analyzed the effects of the problem size and the problem proposing mechanism on the decision-making processes, for the manufacturer and the supplier, regarding processing a problem in a new main manufacturer–supplier collaborative system using evolutionary game theory. Unpredicted problems may arise in the process of collaborative research and development (R&D) of complex products, like big passenger aircrafts, without any relative advanced contract, and either player will take risks to announce it. In addition to the factors of traditional cost and income, we take another two factors (i.e., the problem size and the problem proposing mechanism) into account in the examination of the problem processing mechanism. With evolutionary game theory applied, we can obtain the stable decision-making states of both players and how these two factors affect the problem processing mechanism. From the result, we find that the problem size has little effect on the two players’ decisions, while the problem processing mechanism has an impact when the experiences or the capacities of the manufacturer and the supplier are unbalanced. This paper contributes to manufacturer and supplier in a newly-established collaborative system to consider how to behave when unpredicted problems come.
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1. Introduction

Recently, two air crashes involving Boeing 737 MAX 8 in October, 2018 and March, 2019 have attracted our attention once again to the research and development (R&D) of complex products and their special production mode. Complex product refers to a kind of large-scale product or system with a complex product structure, high price, high engineering technology content, and high assembling of parts [1], such as mobile phones, aircraft, large ships, satellites, launch vehicles, and so on. These kinds of products have to be assembled with a wide variety of subsystems, components, and parts, the production process of which is extremely complex and difficult to operate [2–4]. Particularly, due to the personalized and professional needs of customers, complex products are usually produced in single or small batches, which is different from the mass production system of ordinary products. A principle called “main manufacturer–supplier” mode, which is abbreviated as M-S, has been widely used in the R&D of numerous complex products, such as big passenger aircraft [5]. With regards to
complex products’ characteristics, like complex product structure, complex production technology, complex manufacturing activities, and complex management process, M-S mode requires that complex products must be manufactured through collaborative production of multiple enterprises [6–8]. In M-S mode, the manufacturer and its suppliers have to work cooperatively in the R&D of the products, work together when problems arise in the production process, and share the risk [9].

With the progress of material civilization, the demand of complex products is increasing, and the demand orientation is increasingly diversified. Due to technological progress, competition among enterprises, and diversification of development directions of enterprises, the manufacturer is not satisfied with establishing a long-term partnership with only one supplier. In order to produce diversified products to meet the needs of different customers, they began to establish cooperative relationships with substitutable suppliers, such as Boeing’s contract cancellation with GKN, the engine thrust device supplier of 737MAX aircraft, and new relationship establishment with CFM International in 2015, to increase production. Moreover, as a result of the slow transformation for some old enterprises, like MOTOROLA, who was once a highly qualified mobile phone manufacturer, or the need for national strategic development, many new manufacturers and suppliers have emerged as the times require, such as COMAC, China’s manufacturer of big passenger aircraft. Lots of new relationships between manufacturers and suppliers in the R&D of some complex products are established thereby [10].

In these new relationships, some unpredicted problems during the R&D process arise and no relative contract are signed beforehand. For example, there have been frequent controversies over the security problems of C919, the first big passenger aircraft product by COMAC. Many of the problems were unpredicted in advance by the young manufacturer COMAC and its suppliers before they signed the collaboration, even though some of the suppliers are experienced. Due to the complexity of complex products, the problems arising in the R&D of complex products are more complicated and diverse than those of ordinary products [9–12]. Thus, the probability of the unpredicted problems is much higher. The manufacturers and the suppliers would have to bear much more risk during the collaboration in the R&D of complex products than that of ordinary products. For example, the grounding of 737MAX project has brought troubles to Boeing and its suppliers. The loss is considerable, but they still cannot find a way to solve the existing problems and some other unpredicted problem. Therefore, it is important to conduct research on the unpredicted problems in the R&D of complex products. But it will be difficult to quantitatively characterize the unpredicted problems and the way the manufacturer and the supplier behave to the problems.

In our work, we consider that the size of the unpredicted problems in the R&D process of complex products can be quantified in terms of the evaluation of risks [13–15] that the manufacturer and the supplier would bear in common. Here, we consider the risks as financial risks brought by the issues like schedule delay. Different from ordinary products, there are many differences in various risk levels for the manufacturer and supplier brought by different sizes of problems, such as difficulty levels of correcting. For example, in the R&D of aircraft, problems brought by the adjustment of the windows’ sizes are much smaller than the problems brought by the adjustment of the engine’s size. Thus, the problem size may affect the behaviors of the manufacturer and the supplier on the unpredicted problem.

Besides, the one who proposes the problem in the R&D of complex products would take more risk to pay it off [16] in the process of dealing with the problem collaboratively. Plus, the proposer of a problem refers to the one who observes a problem, comes up with the problem, and is primarily responsible for proposing the solution of the problem. Therefore, as our work focus on the behaviors of the manufacturer and the supplier processing the problem, we would also consider the effects of the behaviors of proposing the problem and the relationship between these two kinds of behaviors in our paper.

We consider that the cognitive and computational abilities of the manufacturer and supplier in the newly-established R&D collaborative relationship of a complex product are limited. Given these decision-makers have bounded rationalities in real life, we make an attempt at evolutionary game
theory [17] to explore how the following factors affect both the manufacturer and the supplier processing the problem: (1) the problem size, and (2) whether or not to take the risk of proposing the problem. It would be hard to characterize the unpredicted problem processing mechanism in a newly-established R&D collaborative system in our model, but our work is meaningful. The analysis results on how the factors affect the decision behaviors of the manufacturer and the supplier when processing unpredicted problems can better inform the two players in a newly-established system of how to reduce the risk. Cost can be arranged in a reasonable range when facing various problem sizes and skills can be grasped easily when proposing a problem to avoid waste.

The remaining three sections are organized as follows. Section 2 tracks the relevant theoretical bases and literature bases, details our modeling assumptions, and establishes the game payoff model for the manufacturer and supplier. Section 3 analyses its equilibrium states, as well as the relative existing conditions, and identifies the impacts of the problem size and the problem proposing mechanism. Section 4 offers discussions on the theoretical and practical significance of the paper, and suggestions for future research.

2. Methods

2.1. Theoretical Backgrounds and Assumptions

In order to address the problem posed in Section 1, we will firstly review some relative theoretical backgrounds and propose the assumptions in this section accordingly.

2.1.1. Main Manufacturer–Supplier Collaborative Mode

In 1969, the proposition of the functional capability of integrated circuits at decreasing cost, which is called large-scale integration (LSI) [18], is dedicated to some possible standardization on the systems manufacturer being not “locked in” to one supplier. This is the earliest research about M-S mode to the best of our knowledge. Some early research have been done about the M-S mode’s application in complex products, such as the pilot case study considering suppliers of parts and small components and a major manufacturer of automotive components [2]; the stock turnover data analysis and the manufacturing performances comparison on the motor industry between Japanese and the Western countries with the M-S mode considered [3]; the effective investment option exploration regarding the lead-time variance reduction and a long-term partnership establishment with suppliers for Japanese manufacturers [4]; and so on. Besides, prior research have emphasized the importance of M-S mode in the R&D of complex products. The importance of developing a collaboration relationship between the manufacturer and the supplier is examined and emphasized considering the combination of the manufacturer’s rush order contract and the supplier’s advance order discount contract to avoid the inventory risk [9], global manufacturing networks alignment as the guideline to open logistics performance, and cost potentials [11], the functions and operations of the manufacturer and the supplier to secure preparations for production ramp-up in a new product R&D project [10], and stochastic demand during a selling season and asymmetric cost information of the supplier [12].

In the M-S production system, the manufacturer plays a role as production organizer and system integrator, mainly working on construction of an efficient supply chain; design of overall product, formulation, and supervision on the required quality of supplier; and delivery of final products [19–21]. The supplier needs to cooperate with the manufacturer to complete product assembly [22–24].

Both the manufacturer and the supplier have to share the responsibility for any problems and risks in the production process and even after the delivery of the product. In order to ensure the quality of products and avoid the loss caused by risks, such as brand reputation damage, market share shrinkage, and so on, the manufacturer and supplier need to invest part of their resources to ensure the quality of products [25–28]. Our work will be based on the complete understanding [29] of manufacturer and supplier sharing risks and rewards in an effective collaboration with key strategic and operational results. As long as there are no problems, or problems in the production process are reasonably solved,
according to the contract, both players will share the benefits of the product. Thus, the following assumption is proposed:

A1. We consider a two-echelon supply chain and a collaborative R&D mechanism with one upstream supplier and one downstream manufacturer, where the profits of the manufacturer and the supplier are related to the quality of the collaborative R&D of complex products. When the final delivery product quality meets customer requirements, both firms are assumed to obtain fixed incomes, $I_m$ for the manufacturer and $I_s$ for the supplier.

2.1.2. Problem Processing Mechanism in M-S Collaborative Supply Chain

The problem mentioned here actually refers to the arguments in a supply chain on the issues like corporate social responsibility [30], additional stakeholder requirements [31], and demand information asymmetry [32], between two sides [6], or among three sides [7], or even among multiple sides [8]. There have been a lot of research done about how to process a problem, which we call the problem processing mechanism, especially for M-S collaborative supply chain, such as information sharing integration regarding supplier delivery performance [13], supplier quality integration regarding mass customization and product modularity [14], performance-based contract regarding customer expectations to get both the supplier and the original equipment manufacturer profited [15], and so on. However, to the best of our knowledge, most of the research done with the problem processing mechanism are in correlation with the research on contracting. They have pre-defined contracts to solve supply chain problems, so the work on the problem processing mechanism are more focused on contract formulation and modification. In fact, some unpredicted problems would arise without advance contracts, especially in a newly-established supply chain system. We will focus our work on the unpredicted problems in a new M-S collaborative system, which are big challenges for the manufacturer and the supplier to face together. To the best of our knowledge, the strategies choosing on whether to propose the problems are settled as research backgrounds to solve the model in most literatures, such as centralized supply chain and decentralized supply chain [33–35], while we will attempt to characterize the strategies in the paper. Thus, the following assumptions are proposed:

A2. The unpredicted problem is assumed to arise in a newly-established M-S collaborative system, without any contract signed for it. Plus, both the manufacturer and the supplier have realized the problem. The problem should be processed to a certain extent, and there are two kinds of strategies for manufacturer and supplier to take in this problem processing mechanism: (1) deal with the problem (D) and (2) not deal with the problem (N). Thus, there are four strategy conditions: {DD, DN, ND, NN}.

A3. We assume positive conversion incomes, $\pi_m$ and $\pi_s$, for manufacturer and supplier, respectively, which stand for the part of incomes when neither takes measure to solve the problem. We also assume the positive income impact coefficients, $\alpha$ and $\beta$, for manufacturer and supplier, respectively, by either of which the conversion incomes for both firms would get increased as a way of deriving from one processing the problem. The stronger the ability and the more positive the attitude, the higher the income impact coefficient.

A4. One has to pay for its processing the problem, and the dealing costs vary according to strategies the manufacturer and supplier choose: (1) $c^{DD}_m$ and $c^{DD}_s$ are assumed to be the dealing costs of manufacturer and supplier in the case of both dealing with the problem; (2) $c^{ND}_m$ and $c^{DN}_s$ are assumed to be the dealing costs of manufacturer and supplier, respectively, when the other one chooses not to deal with the problem; (3) the one who does not participate in processing the problem would pay nothing, zero. Thus, as an example, the payoff of the supplier in the strategy condition DD is $(1 + \alpha)(1 + \beta)\pi_s - c^{DD}_s$ regarding processing the problem.

2.1.3. Problem Size and Problem Processing Mechanism

The problem size related to the R&D of a complex product can be evaluated based on how the problem influences the final product quality, as determined by experienced experts, and its value results from the experts’ comprehensive evaluation [36]. Prior research have examined the influence of
the problem size on the problem processing mechanism, and some have been done in M-S collaborative supply chain [37,38]. Besides, the problem size is shown to affect the profits of the manufacturer and the supplier [39,40]. However, to the best of our knowledge, none has been done on how the size of an unpredicted problem affects a newly-established M-S system. Thus, the following assumption is proposed:

A5. We assume that conversion incomes of manufacturer and supplier, \( \pi_m \) and \( \pi_s \), can be derived based on the problem size \( l(l \in (\varepsilon, +\infty)) \). The larger the unpredicted problem, the smaller both firms would earn. And the conversion incomes for manufacturer and supplier are assumed to be zero \( (\pi_m = 0, \pi_s = 0) \) as the problem is big enough \( (l = +\infty) \) to affect the overall quality of the final product. We can; therefore, assume that \( \pi_m \) and \( \pi_s \) are both inversely proportional to \( l \). Those are \( \pi_m(l) = \frac{M}{l} \) and \( \pi_s(l) = \frac{S}{l} \), where both \( M \) and \( S \) are positive constants. Besides, we consider \( M \) and \( S \) as the weights for the manufacturer and the supplier, respectively, in the distribution of the income brought by the problem solved. Additionally, if \( M > S \), it represents that the manufacturer derives more than the supplier after the problem is solved.

2.1.4. Problem Proposing Mechanism and Problem Processing Mechanism

The problem proposing mechanism is considered about the issues of whether to propose the problem and how to propose the problem in the paper. To the best of our knowledge, seldom research has been done about the effect of the problem proposing mechanism on the supply chain. Their research are based on assumed problems. However, nobody can know what will happen in a newly-established system, and unpredicted problems may arise to some extent. Therefore, the research on the relationship between the problem proposing mechanism and the problem processing mechanism with respect to the unpredicted problem will be very beneficial for a newly-established M-S collaborative system. Plus, the one proposing the problem would take the risk, or pay for it to a certain extent, especially in a newly-collaborative supply chain with extremely incomplete information. Thus, the following assumption is proposed:

A6. We assume the opportunity costs in proposing the problem to be \( c_m \) and \( c_s \) for manufacturer and supplier, respectively. We consider the one who proposes the problem should be responsible for the financial loss brought by the problem examination and the schedule delay of the R&D process of the complex product. We also consider the proposer should be primarily responsible for proposing solutions to the problem and share the financial risk if another processes the problem. Thus, the opportunity cost refers to the financial risks including the problem examination, the schedule delay, the solution proposal, and the financial risk sharing in the situation of one another dealing with the problem. The opportunity costs are dependent on the probabilities of manufacturer and supplier proposing the problem, which are \( p_m \) and \( p_s \), as assumed. The one who is more willing to propose the problem will be charged with a greater risk of loss, which means \( c_m \) is in positive correlation with \( p_m \) but in negative correlation with \( p_s \), while \( c_s \) is positively correlated with \( p_i \) and negatively correlated with \( p_m \). Plus, \( c_i = 0(i = m, s) \) in the case of \( p_i = 0 \), which are fairly obvious. We can; therefore, arrive at the following assumption:

\[
\begin{align*}
    c_s(p_m, p_s) &= A_s p_s (2 - p_m), \\
    c_m(p_m, p_s) &= A_m p_m (2 - p_s).
\end{align*}
\]

Here, both \( A_m \) and \( A_s \) are opportunity cost levels for the manufacturer and the supplier, respectively, and are assumed to be positive constants in our work. They represent what the opportunity costs are for the manufacturer and the supplier when both the manufacturer and the supplier propose the problem at the same time \( (p_m = 1 \text{ and } p_s = 1) \). Besides, if \( i \) (i represents the manufacturer or the supplier) processes the problem proposed by \( j \) (\( j \neq i \) represents the manufacturer or the supplier), \( i \) can pay less by the opportunity cost of \( j \). \( \max[p_m, p_s] > 0.5 \), as someone should have the probability of proposing the problem, and \( p_m + p_s \leq 2 \).
Evolutionary game theory is dedicated into the research in that players cannot fully grasp the whole information, and their decision-making would evolve based on the updated knowledge of information on long-term benefits [17]. The theory has been successfully applied in the research of supply chain [41–43]. Actually, in a newly-established supply chain relationship, especially for the M-S mode where the manufacturer and the supplier should collaborate in the whole process of R&D, both players have to share the risk and profit with regard to unpredicted problems. As a result, the information of the unpredicted problem is unknown to the manufacturer and the supplier especially before discovering the problem. Moreover, both sides are not familiar with each other, especially in a newly-established system, and they cannot even predict precisely the decision the other player will make when making their own decision. They may also come across a problem but have a low ability to propose or process it. It will be reasonable to apply evolutionary game theory in the analysis of the manufacturer and the supplier making decisions. Thus, the following assumption is proposed:

A7. Both manufacturer and supplier are assumed to have bounded rationalities, with limited ability to gather and process information.

Therefore, we will address our research questions in the setting of a supplier–main manufacturer evolutionary game-playing model, and the conceptual research model for this paper is shown in Figure 1.

![Conceptual research model](image)

*“D” refers to the strategy “Deal with the problem”, and “N” refers to the strategy “Not deal with the problem”. Thus, for instance, “DD” refers to the strategy condition “both the supplier and the manufacturer choose to deal with the problem”.

Figure 1. Conceptual research model.

2.2. Payoff Matrix for Manufacturer and Supplier.

We will then discuss the payoffs for the manufacturer and the supplier in different situations based on the strategies they choose, as indicated in A2. In the situation that both the manufacturer and the supplier choose to deal with the problem, according to A1, A3, and A5, we can obtain the incomes for the supplier and the manufacturer, respectively:

\[ I_{sDD} = I_s + (1 + \alpha)(1 + \beta) \frac{p_m}{2}, \]
\[ I_{mDD} = I_m + (1 + \alpha)(1 + \beta) \frac{p_s}{2}. \]

Besides, according to A4 and A6, we can obtain the costs for the supplier and the manufacturer in this situation:

\[ C_{sDD} = c_{sDD} + A_m p_m (2 - p_s) + A_s p_s (2 - p_m), \]
\[ C_{mDD} = c_{mDD} + A_m p_m (2 - p_s) - A_s p_s (2 - p_m). \]
Then the payoffs for the supplier and the manufacturer in this situation are obtained as below:

$$\pi_s^{DD} = p_s^{DD} - c_s^{DD} = I_s + (1 + a)(1 + \beta) S - c_s^{DD} + A_m p_m (2 - p_s) - A_p p_s (2 - p_m),$$
$$\pi_m^{DD} = p_m^{DD} - c_m^{DD} = I_m + (1 + a)(1 + \beta) M - c_m^{DD} - A_m p_m (2 - p_s) + A_p p_s (2 - p_m).$$

Accordingly, we can also obtain the payoffs for the supplier and the manufacturer in other situations. Thus, the payoff matrix for the manufacturer and the supplier indicated in Table 1 can be obtained.

| Supplier | Main Manufacturer |
|----------|-------------------|
| Deal with the problem (D) | Not deal with the problem (N) |
| $\pi_s^{DD}$ | $\pi_m^{DD}$ |
| $I_s + (1 + a)(1 + \beta) S - c_s^{DD} + A_m p_m (2 - p_s) - A_p p_s (2 - p_m)$ | $I_m + (1 + a)(1 + \beta) M - c_m^{DD} - A_m p_m (2 - p_s) + A_p p_s (2 - p_m)$ |
| $I_m + (1 + a)(1 + \beta) M - c_m^{DD} - A_m p_m (2 - p_s) + A_p p_s (2 - p_m)$ | $I_s + (1 + a)(1 + \beta) S - c_s^{DD} + A_m p_m (2 - p_s) - A_p p_s (2 - p_m)$ |

Next, we will explore how the manufacturer and the supplier are making decisions. The following analyses will be based on A7.

3. Results

3.1. Equilibrium Points and Their Stability Analysis

We intend to do the research on the evolutionary processes of the two players, the manufacturer and the supplier, making decisions on long-term benefits in our work. Suppose that the probabilities of dealing with the problem (D) for the supplier and the manufacturer are $x$ and $y$, while the probabilities of not dealing with the problem (N) for the supplier and the manufacturer are $(1 - x)$ and $(1 - y)$, respectively.

Assuming the exponential Malthusian equations [44] of growth in the probability of situations. Thus, the payoffs for the supplier and the manufacturer in this situation are obtained as below:

$$\pi_s^{DD} = p_s^{DD} - c_s^{DD} = I_s + (1 + a)(1 + \beta) S - c_s^{DD} + A_m p_m (2 - p_s) - A_p p_s (2 - p_m),$$
$$\pi_m^{DD} = p_m^{DD} - c_m^{DD} = I_m + (1 + a)(1 + \beta) M - c_m^{DD} - A_m p_m (2 - p_s) + A_p p_s (2 - p_m).$$

According to the evolutionary game theory, the decision-making of the manufacturer and the supplier would reach stable conditions when the players stop the evolution of updating decisions based on the accumulation of new information, which are $\frac{dx}{dt} = 0$ and $\frac{dy}{dt} = 0$. Thus, $(0, 0)$, $(1, 0)$, $(0, 1)$, and $(1, 1)$ are the four Nash equilibrium points in the system (I). Besides, given $|a_s^x| < |b_s^x|$, $a_s^x b_s^y > 0$, and $|a_y^x| < |b_y^x|$, $a_y^x b_y^y > 0$, the point $(\frac{a_s^x}{b_s^x}, \frac{a_y^x}{b_y^y})$ is the potential mixed strategy Nash equilibrium point in the system, where we note that

$$a_s^x = I_m + \alpha M - c_m^{ND} + A_p p_s (2 - p_m)$$
$$b_s^x = I_m - \alpha M + c_m^{DD} - c_m^{ND}$$
$$a_y^x = I_s + \beta S - c_s^{DD} + A_m p_m (2 - p_s)$$
$$b_y^y = I_s - \alpha M + c_s^{DD} - c_s^{ND}$$

as a convenient way.
According to local stability analysis of the system’s Jacobian matrix [45], we can determine the stability of each equilibrium point and thus explore the evolutionarily stable strategy (ESS) in the system, as shown in Table 2.

In scenarios 1–3, the mixed strategy Nash equilibrium point \( \left( \frac{a_f}{b_f}, \frac{a_g}{b_g} \right) \) exists as the saddle point of system (I), and \( \left( \frac{a_f}{b_f}, \frac{a_g}{b_g} \right) \) does not exist in system (I) in the next four detailed scenarios.

Based on the analysis above, we can make detailed observations about the effects of the problem size and the problem proposing mechanism and explore how they affect the decisions of the manufacturer and the supplier, as set out in Section 3.2, Section 3.3.

Table 2. ESSs of system (I) and their existing conditions.

| Scenario | The Existing Condition | ESSs |
|----------|------------------------|------|
| 1        | \( b_f < a_f < 0 \) and \( b_g < a_g < 0 \) | \( (0,0) \) and \( (1,1) \) |
| 2        | \( 0 < a_f < b_f < 0 \) and \( 0 < a_g < b_g < 0 \) | \( (0,1) \) and \( (1,0) \) |
| 3        | \( b_f > a_f > 0 \) and \( b_g < a_g < 0 \) | No ESS exists |
| 4        | \( b_f < a_f < 0 \) and \( b_g > a_g > 0 \) | No ESS exists |
| 5        | \( a_f < 0, a_g < 0, \) and \( a_f < b_f \) or \( a_g < b_g \) | \( (0,0) \) |
| 6        | \( a_f < b_f, a_f > 0, \) and \( b_f < a_g < 0 \) | \( (0,1) \) |
| 7        | \( a_f > b_f, a_f > 0, \) and \( b_f < a_g < 0 \) or \( a_g < 0 \) | \( (1,0) \) |
| 8        | \( a_f > b_f, a_f > b_f, \) and \( a_g > 0 \) or \( a_g < 0 \) | \( (1,1) \) |

Note: ESS is the abbreviation of the “Evolutionarily Stable Strategy”.

3.2. Impact of the Problem Size

In this section, we will discuss the impact of problem size with respect to the eight scenarios identified by the circled numbers shown in Table 2. To discover how problem size affects the decision making of both players, simulation analysis was carried out for the following five situations: (1) \( l = l_0 \), where \( l_0 \) is a very small value allowed by the system (shown in orange curve); (2) \( l = 2l_0 \) (shown in red curve); (3) \( l = 10l_0 \) (shown in green curve); (4) \( l = 40l_0 \) (shown in light blue curve); (5) \( l = 400l_0 \) (shown in blue curve). The dotted line stands for the changing curve of \( x \) over time, and the solid line stands for that of \( y \). Generally, as the direct beneficiary of the end product, the manufacturer is more willing to deal with the problem in its starting state. However, the supplier is more reluctant to deal with the problem because of fear of sharing cost in its starting state. Hence, we would set the starting point of \( x \) to be bigger than 0.5 and that of \( y \) to be smaller than 0.5. Moreover, in order to show more clearly in our simulation figures, we set the starting points as \( x_0 = 0.75 \) and \( y_0 = 0.4 \) in our work.

From Figure 2a, for the scenario where the ESSs of the system are \( (0,0) \), \( (1,1) \), the following can be observed: (1) Problem size has an effect on the final decisions of both the manufacturer and the supplier. When the size is very small, both players might choose D, but when it is large enough, their final decisions will be N. We think that this can be also easily observed in reality but verified in our simulation. (2) If the size is small enough for both players to choose D, interestingly, hesitation period appears for the supplier as the size increases, but no hesitation period for the manufacturer. We think that, as the direct beneficiary of the end product, the manufacturer would like to deal with the problem when the problem is very small without doubt. However, for the supplier, as the problem size increases, it has to share more and more cost in dealing with the problem. Thus, when the problem size is not enough to influence its payoff, it would rather not to deal with the problem, and the hesitation period arises. Therefore, the cost-sharing ratio may be in some correlation with the hesitation period when the problem size is small and both players would choose D. (3) If the size becomes so large that both players choose N. Interestingly, rather than the supplier, there is a hesitation period for the manufacturer to finally choose N, and when the size increases, the hesitation time becomes shorter. We also think that this phenomenon may have some correlation with the manufacturer as the direct beneficiary of the end product. The manufacturer would not like the problems to cause the loss of its
benefit and thus hesitate to solve it. (4) The change rates for both vary only a little, from $l = 40l_0$ to $l = 400l_0$.

![Evolution curves](image)

**Figure 2.** Evolution curves of the system (I) with different problem sizes in the scenarios in which the saddle point $sp$ (We abbreviate the saddle point $(\frac{x^{*}}{y^{*}}, \frac{y^{*}}{x^{*}})$ as $sp$ for format convenience.) exists. (a) Scenario ①; (b) Scenario ②; (c) Scenario ③ and (d) Scenario ④.

From Figure 2b, for the scenario where the ESSs of the system are $(0, 1)$, $(1, 0)$, the following can be observed: (1) Changes in problem size have little effect on supplier’s making decisions. (2) The change rate for the manufacturer varies considerably when the problem size changes in the range between $l = l_0$ and $l = 10l_0$, but when $l$ is greater than $10l_0$, changes in problem size have little impact on the change rate. This phenomenon is greatly different from what happens in Scenario ①, as shown in Figure 2a. In order to explore the reasons, we make an attempt on the analysis of the following two examples. In the example of Boeing and its angle of attack sensor supplier of 737 project, some potential problems have already been found in the R&D of Boeing aircraft before the two crashes according to CNN. But nothing was taken to solve the problems by either Boeing or the supplier at that time. According to our model and simulation, we may speculate that the problem size was found to be very big then, and this can be seen from the later long-term grounding of the 737 project after the crashes, regardless of the huge loss. In another example of the R&D of C919, COMAC is less experienced than its supplier but show a more active attitude in processing problems than its supplier. In this situation, problem size has nothing to do with the attitudes of the manufacturer and the supplier towards processing the problem. Thus, what happens in Figure 2b is further speculated to happen in the situation of the unbalanced capacity of the manufacturer and the supplier in our work.
From Figure 2c,d we can see that for the scenarios where only the saddle point \((\frac{\partial f}{\partial x}, \frac{\partial f}{\partial y})\) exists in the system, changes in problem size affect fluctuation amplitudes and frequencies, but the effect grows smaller as the size becomes larger.

From Figure 3a, for the scenario where the unique ESS \((0,0)\) exists in the system, the following can be observed: (1) The hesitation period for the manufacturer becomes shorter as the problem size increases, and when the size is very large, the manufacturer exhibits almost no hesitation time. As the direct beneficiary of the end product, the manufacturer may have some argument with the supplier about whether to process the problem before finally be persuaded not to deal with the problem. This situation happens frequently in the R&D of C919 in terms of COMAC’s lack of experience. We think that the argument is one reason for the manufacturer’s hesitation, and another reason for the manufacturer’s hesitation is considered to be that the manufacturer may think about a way to deal with the problem on its own first. This kind of situation is more likely to occur with experienced manufacturers, such as Boeing and Airbus. (2) As the problem size becomes large enough, it has little effect on the change rate for either player.

From Figure 3b, for the scenario where the unique ESS \((0,1)\) exists in the system, the following can be observed: (1) When the problem size increases, the change rate for the manufacturer becomes smaller and that for the supplier rises. (2) When the problem size is large enough, changes in its size have little influence on the change rate for either player.

From Figure 3c, for the scenario where the unique ESS \((1,0)\) exists in the system, the following can be observed: (1) When the problem size increases, the change rate for the supplier decreases and that...
for the manufacturer becomes greater. (2) When the problem size is large enough, changes in its size have little influence on the change rate for either player.

From Figure 3d, for the scenario where the unique ESS \((1, 1)\) exists in the system, the following can be observed: (1) When the problem size increases, the change rates for both players become smaller. (2) When the problem size is large enough, changes in its size have little influence on the change rate for either player.

Therefore, what is common in Scenario \(1\) and Scenario \(3\) to Scenario \(8\), where problem size may affect the final decisions of both the manufacturer and the supplier, is that when the problem size is large enough, changes in the size have little effect on the change rates associated with the decisions.

According to the simulation, in the situation of the large size of the problem, the reaction periods for the manufacturer and the supplier have little to do with the change of the problem size. In the example of the 737 project, facing the huge losses caused by two air crashes, both Boeing and its supplier react almost directly on the problem of the 737 project. The problem is so big that it cannot give them enough space to think about it.

The following conclusions can then be drawn based on the above analyses.

Firstly, problem size may have little effect on the final decisions for both players when the experiences or the capacities of the manufacturer and the supplier are unbalanced. This may be due to the inexperienced player’s inability to accurately determine the problem size. Or, two players with different experiences may have disputes about the problem size. Therefore, it is essential for manufacturers and suppliers to accumulate sufficient and effective experience for the R&D of complex products.

Secondly, the existing hesitation periods in our simulation may have some correlation with the following two factors: (1) The cost-sharing ratio between the manufacturer and the supplier, and (2) the role of the manufacturer as the direct beneficiary of the end product. Thus, it is beneficial for the manufacturer to establish a reasonable and effective supplier management system. Besides, a balanced collaborative R&D system is also necessary.

Thirdly, in the situations when the problem size is very small, it is easy for both to choose processing the problem; however, when the problem size increases, both show more reluctance to deal with the problem. We believe that this is why many crashes occurred because the problems had not been effectively processed in the R&D process of the aircraft. Except for the example of what occurred on the 737 project, similar problems happened on Sukhoi Superjet 100 (SSJ100), a regional jet developed by Sukhoi, a Russian aircraft manufacturer, and its suppliers. The crash happened in May 5, 2019 due to a technical problem of SSJ100. To avoid more costs on problem processing and gain much more benefit, the manufacturer and the supplier tend to give up processing the R&D problem and risk to share the benefits, with luck, until bigger problems, like the crash of the aircraft, happen. Thus, to measure how the problem would develop in the R&D of the complex product is also a very important factor when considering the measurement of the problem size.

Fourthly, as the problem size becomes large enough, changes in its size could hardly influence the change rate for either player. The reaction periods for the manufacturer and the supplier becomes so short in this situation that we could hardly observe the change of the reactions. However, as time is so valuable in the R&D of complex products, to establish a good problem reaction system is also considered to be very important, even in the situation of the small problem.

### 3.3. Impact of The Problem Proposing Mechanism

This section will give a discussion on the impact of the problem proposing mechanism for the eight scenarios that are numbered as shown in Table 2. To detect how the problem proposing mechanism affects the problem processing mechanism, for each scenario, we discuss the following five situations: (1) \(p_m = p_s\) (shown in green curve); (2) \(p_s\) going up and \(p_m\) keeping unchanged on the basis of situation (1) (shown in orange curve); (3) \(p_s\) going down and \(p_m\) keeping unchanged on the basis of situation (1) (shown in red curve); (4) \(p_m\) going up and \(p_s\) keeping unchanged on the basis of situation (1) (shown in light blue curve); (5) \(p_m\) going down and \(p_s\) keeping unchanged on the basis of situation (1) (shown in
blue curve). The dotted line stands for the changing curve of \( x \) over time, and the solid line stands for that of \( y \). In this section we set the starting points of \( x \) and \( y \) the same as in Section 3.2.

From Figure 4a, for the scenario where the ESSs of the system are \((0, 0), (1, 1)\), the following can be observed: (1) \( p_m \) and \( p_s \) have no effect on the final decision of either the manufacturer or the supplier. For Boeing and its supplier, they have almost the same R&D experiences. Thus, their assessments of whether to process a problem are almost the same. Besides, their abilities to identify problems and their evaluations of whether to propose a problem are almost the same. We think that it is this kind of situation when the problem proposing mechanism has little correlation with the problem processing mechanism. (2) The supplier might exhibit a hesitation period, especially when \( p_s \) is large enough or \( p_m \) is small enough, and when \( p_s \) drops or \( p_m \) goes up, the probability can go straight to 1 rather than first decreasing. This happens frequently in a relationship with an inexperienced manufacturer like COMAC. The manufacturer is less experienced in dealing with a problem and evaluating the risk of a problem. Two forms of the supplier’s hesitations are considered as below. The supplier may have to think of a way to cooperate with the manufacturer to deal with the problem first until they verify that the problem is invalid. On the other hand, the supplier may argue with the manufacturer as the supplier would be unwilling to share the risk of processing the problem and would rather choose N. (3) For the manufacturer, the increase rate decreases as \( p_s \) becomes smaller, and it increases as \( p_m \) becomes smaller.
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**Figure 4.** Evolution curves of the system (I) with different proposing probabilities in the scenarios in which the saddle point \( s_p \) exists. (a) Scenario ①; (b) Scenario ②; (c) Scenario ③ and (d) Scenario ④.

From Figure 4b, for the scenario where the ESSs of the system are \((0, 1), (1, 0)\), the following can be observed: (1) Changes in \( p_m \) or \( p_s \) can lead to different final decisions, and when \( p_m \) decreases or \( p_s \) grows larger, the ESS will transfer from \((1, 0)\) to \((0, 1)\). In this situation, the probabilities of making
decisions for both of them change slowly at first and then directly to the target values. This is completely different from what happens in Scenario ①. In the example of the R&D of C919, the less experienced COMAC would be more likely to propose a problem, and it would also show more willingness to process the problem than its supplier. Thus, we contribute this to the factor of the imbalance of the capacities between the manufacturer and the supplier. We have also noticed that, in this kind of situation, the reaction period is very long. The manufacturer and the supplier may have to spend time examining the existing validity of the proposed problem. (2) If the ESS is (1, 0), the change rates for both players increase as $p_m$ increases or $p_s$ decreases.

From Figure 4c,d we can see that for the scenarios where only the saddle point $(\frac{a}{s}, \frac{d}{s})$ exists in the system, both $p_m$ and $p_s$ affect fluctuation amplitudes and frequencies.

From Figure 5a, for the scenario where the unique ESS $(0,0)$ exists in the system, when $p_m$ increases or $p_s$ decreases, the change rate for the manufacturer increases while that for the supplier declines.

From Figure 4b, for the scenario where the ESSs of the system are $(0,1), (1,0)$, both players increase as $p_m$ grows smaller or $p_s$ declines or $s$ decreases.

From Figure 5b, for the scenario where the unique ESS $(0,1)$ exists in the system, the change rates for both players increase as $p_m$ increases or $p_s$ decreases. This may happen in the situation when the supplier is primarily responsible for the problem but the manufacturer is experienced in detection of the problem. The supplier would have to spend time examining the existing validity of the proposed problem. (2) If the ESS is $(1,0)$, the manufacturer and the supplier may have to spend time examining the existing validity of the proposed problem.

From Figure 5c, for the scenario where the unique ESS $(1,0)$ exists in the system, when $p_m$ increases or $p_s$ grows larger, the change rate for both players increase.

From Figure 5d, for the scenario where the unique ESS $(0,1)$ exists in the system, when $p_m$ increases or $p_s$ grows larger, the change rate for both players increase.

**Figure 5.** Evolution curves of the system (I) with different proposing probabilities in the scenarios in which the saddle point $sp$ does not exist. (a) Scenario ⑤; (b) Scenario ⑥; (c) Scenario ⑦ and (d) Scenario ⑧.

From Figure 5b, for the scenario where the unique ESS $(0,1)$ exists in the system, the following can be observed: (1) When $p_m$ increases or $p_s$ decreases, a hesitation period appears for the supplier to make a decision. This may happen in the situation when the supplier is primarily responsible for the problem but the manufacturer is experienced in detection of the problem. The supplier would think of a way to avoid D until they have to deal with the problem under some kind of pressure policy, such as the supplier management provisions made by experienced Boeing. (2) When $p_m$ becomes smaller or $p_s$ grows larger, the change rates for both players increase.

From Figure 5c, for the scenario where the unique ESS $(1,0)$ exists in the system, the following can be observed: (1) When $p_m$ declines or $p_s$ grows larger, a hesitation period appears for the supplier to make a decision. This may happen in the situation when the manufacturer is less experienced, like COMAC, but have to try its best to process every problem, even those proposed by the supplier.
The supplier may argue with the manufacturer first about the problem processing responsibility after proposing the problem. (2) When $p_m$ increases or $p_s$ decreases, the change rates for both players increase.

From Figure 5d, for the scenario where the unique ESS $(1, 1)$ exists in the system, when $p_m$ becomes smaller or $p_s$ becomes larger, the change rate for the manufacturer increases while that for the supplier declines.

Therefore, according to the observations on the decision change rates for the manufacturer and the supplier in Scenario 1 to Scenario 8, we can get that, to some extent, when the manufacturer demonstrates more willingness to propose the problem and bear the risk, or when the supplier shows greater reluctance to do so, surprisingly, it becomes more difficult for the manufacturer to decide to deal with the problem, but easier for the supplier. With this conclusion, we can give some analysis of the examples of the R&D of the C919 and 737 projects. For the inexperienced COMAC, it may be more likely to propose problems and less experienced in dealing with the problems. But for COMAC’s supplier, it would be more experienced in helping deal with the R&D problems than COMAC as long as the supplier verifies the risk of the proposed problem. Nevertheless, in the R&D of 737, experienced Boeing would rather exert pressure on its supplier about the problems.

Based on all of the above observations, we can then draw the following conclusions.

Firstly, the problem proposing mechanism would hardly influence the final decisions of the manufacturer and the supplier when their capabilities are balanced, which is different from what is explored in the examination of the impact of the problem size. The attempt to establish a balanced collaborative R&D system is effective for the whole supply chain. Thus, as the leader of the R&D process and the direct beneficiary of the end product, the manufacturer should try to make an effective supplier management system.

Secondly, the existing hesitation periods in our simulation about the impact of the problem proposing mechanism may perform in two forms: (1) Argument with the manufacturer, and (2) verification of the reliability of the problem. But both forms are speculated to have correlation with the experience accumulation of the manufacturer in our work. In addition, the accumulation of experience is beneficial for both the manufacturer itself and the supplier, especially in proposing valid problems. This would save time to a large extent, which is extremely important in the R&D of complex products.

Thirdly, the problem proposing mechanism has some correlation with the decision change rates about the problem process mechanism, which is another performing way of the problem reaction periods. We already know that time is precious for the R&D of complex products. Thus, more detailed investigation of the problem processing mechanism is very important for the manufacturer to manage suppliers rationally and organize the R&D process effectively.

4. Discussion

This paper presents an evolutionary game analysis of the impacts of the problem size and the problem proposing mechanism with respect to the processing mechanism of unpredicted problems in a newly-established M-S collaborative system, consisting of one main manufacturer and one supplier. We supposed that, in the problem processing mechanism, both the manufacturer and the supplier could have two strategies, to deal with the problem and not to deal with the problem. They have to make decisions in common without knowing completely about the information of one another in such a newly-established collaboration relationship. Our study contributes to the research literature, with practical implications for the manufacturer and the supplier in the collaboration of R&D of complex products. The main implications of our research conclusions are discussed in the following sections.

4.1. Theoretical Implication

This paper contributes to the collaboration supply chain literature by expanding our understanding of the long-term relationship between the manufacturer and the supplier and the problem processing mechanism under the control of contract. First, this paper sheds light on the importance of
the research on the new M-S collaboration system. Prior research have been done on the basis of that the manufacturer and the supplier have been in a long-term relationship between each other [14,24]. However, with the demand of social development, more and more new relationships between the manufacturers and the suppliers are established. In such a newly-established system, we found that both players are not very familiar with each other. They could not know, completely, about each other’s abilities, attitudes, and the environment of their entire supply chain. It will be hard for both of them to make decisions precisely in the R&D process. Thus, evolutionary game theory is applied here, which is reasonable and practical.

Inspired by the issues of air crashes triggered by Boeing 737 MAX 8, and the delayed schedule of C919, we found that in a newly-established M-S collaboration system, unpredicted problems would arise without any advance contract, which is worth focusing on. Prior research focuses on the problem processing mechanism with contracts [15,23]. This paper investigated the problem processing mechanism without consideration of the contracts, and paid more attention to the decision-making behaviors of the manufacturer and the supplier instead. Hu et al. [27] suggested the behaviors that one player deals with the problem solely, both choose to deal with problem, and neither choose to deal with the problem as the research settings. We specified these actions as possible values between 0 and 1, and detected the changing trajectory of these decision probabilities, which is much more figurative in the exploration of the unpredicted problem processing mechanism.

Prior research has shown the influence of the problem size on the profits of the manufacturer and the supplier [36,40]. We assumed the inversely proportional relationship between the problem size and the conversion incomes that are correlated with the problem processing mechanism. We found, in this assumption, that both players are much more willing to deal with the problem according to the observation of simulation. This phenomenon is obvious in practice but has been verified by the model and simulation. Thus, the assumption is reasonable.

Results show that if the problem size changes in an interval with larger values, it may have little effect on the problem processing mechanism, while the problem proposing mechanism always does. Both the problem size and the probability of proposing the problem influence the stability of the decision making when no evolutionary stable strategy exists, because they significantly affect the fluctuation amplitudes and frequencies of the system evolution curves. What is contrary to instinct is the observation that the main manufacturer finds it more difficult than the supplier to make a final decision, when the manufacturer is more likely to propose the problem and bear the risk while the supplier is reluctant to do so. These findings should inspire action with respect to these two factors when the two players find it difficult to make decisions (e.g., control the evaluation of the problem size during attempts to propose the problem).

4.2. Managerial Implication

Our study provides the manufacturer and the supplier in the R&D of complex products with important implications of how to achieve successful collaboration performance in a newly-established M-S system, especially when facing unpredicted problems without contracts beforehand.

Firstly, it is beneficial for the whole supply chain that both sides propose to solve or not to solve the problem together. At the beginning of the collaborative relationship, an equal and transparent negotiation mechanism should be established between the main manufacturer and the supplier. When unpredicted problems arise, they should have a comprehensive evaluation of the problem size through negotiation, and work together to propose solutions.

Secondly, before the manufacturer and the supplier determine the solution to the problem, both the problem size and the problem proposing mechanism have impacts on the decision-making of both sides. In terms of manufacturers hoping to promote the supplier solving the problem, manufacturers should try to communicate to reduce the problem size to some degree, such as changing the product quality goal planning [46]. Additionally, the supplier should cooperate with the manufacturer to put forward problem-solving strategies, collaboratively, as much as possible from the perspective of
overall supply-chain revenue and long-term R&D, social benefits, people’s lives, and property security. Besides, according to the conclusion in Section 3.2, we have found that when the problem size is large enough, changes in the size have little effect on the change rates associated with the decisions. However, through what happened in the 737 project, we can get the conclusion that if the problem is big enough to threaten people’s lives, the manufacturer and the supplier should agree on not dealing with the problem but, instead, recalling the end product. Otherwise, the result would not be simply measured by size.

Thirdly, it would be fortunate for the manufacturer to see that, when the manufacturer discovers and proposes the problem, the supplier will be very willing to solve the problem even if the manufacturer is not able to do so. Thus, from the perspective of management, the manufacturer should try to play a role as a leader and persuade the supplier to be its follower in the R&D process, like Boeing and its supplier.

Last but not least, the hesitation period found in Section 3.2 and in Section 3.3 is worth paying attention to here. Combined with the simulation conclusions and the analysis of the examples of the C919 and 737 projects, we find that the accumulation of experience and a pressure policy is very important for the manufacturer in managing its supplier.

4.3. Limitations and Future Research Directions

As we have found, the experience of the manufacturer is an important effect on the attitudes of both the manufacturer and the supplier toward processing the problem. But the hesitation period exists actually as a form of contradiction between the manufacturer and the supplier. Thus, the balance between the experience and the attitude should be taken into extended research that is practical and reasonable. Additionally, we derived the conclusion of Section 3.3 that if one player propose the problem, it would share much more risk in proposing the problem as well as processing the problem. Therefore, another extended consideration of our work should also focus on the suitable cost-sharing ratio to make both players willing to solve the problem at the same time, which is also an important factor when considering the hesitation period during exploration of the impact of the problem size in Section 3.2.

Future study of the problem processing mechanism should be conducted with the goal of explaining the reasons for this result of the comparison analysis, between the probabilities of proposing a problem and processing the problem. It will be very interesting to consider what will happen if the consumer is added as a third player in the model. Here, some new problems may arise, for example, consumer demand will play as a factor in affecting the attitudes of the manufacturer and the supplier towards processing the problem. In addition, while we consider the strategies the manufacturer and the supplier choose, the factor of the consumer assessment of the product quality could lead to additional insights.

Moreover, as the idea of M-S mode has also achieved some considerable success in other fields besides the complex product R&D in recent years, such as waste proposal [47], medicine [48], internet retailing [49], and so on, we can also get some implications on the unpredicted problem processing mechanism in a new M-S collaborative system when considering the management of these fields.
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