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Abstract

The network trained for domain adaptation is prone to bias toward the easy-to-transfer classes. Since the ground truth label on the target domain is unavailable during training, the bias problem leads to skewed predictions, forgetting to predict hard-to-transfer classes. To address this problem, we propose Cross-domain Moving Object Mixing (CMOM) that cuts several objects, including hard-to-transfer classes, in the source domain video clip and pastes them into the target domain video clip. Unlike image-level domain adaptation, the temporal context should be maintained to mix moving objects in two different videos. Therefore, we design CMOM to mix with consecutive video frames, so that unrealistic movements are not occurring. We additionally propose Feature Alignment with Temporal Context (FATC) to enhance target domain feature discriminability. FATC exploits the robust source domain features, which are trained with ground truth labels, to learn discriminative target domain features in an unsupervised manner by filtering unreliable predictions with temporal consensus. We demonstrate the effectiveness of the proposed approaches through extensive experiments. In particular, our model reaches mIoU of 53.81% on VIPER → Cityscapes-Seq benchmark and mIoU of 56.31% on SYNTHIA-Seq → Cityscapes-Seq benchmark, surpassing the state-of-the-art methods by large margins.

1. Introduction

Video semantic segmentation, a task of classifying every pixel in every video frame [1, 15, 20, 37], is a fundamental problem in machine vision. Training the segmentation network requires extensive pixel-level annotated data, which costs expensive human labor. On the other hand, advances in computer technology have made it possible to create perfectly annotated synthetic datasets [23, 24, 25]. However, segmentation networks trained with synthetic data perform poorly in the real world because of the domain gap.

To handle this issue, many studies of unsupervised domain adaptation (UDA) have been proposed that improve performance in the target domain without any an-
notations [10, 22, 35, 36]. These were mainly progressed in image-level, while some advances were recently studied with video data. DA-VSN [8] has taken a successful first step in the domain adaptive video semantic segmentation (DAVSS) through adversarial training and intra-domain temporal consistency regularization. TPS [34] applied self-training for video, and Park et al. [27] used both adversarial training and self-training. The mainly used approaches, adversarial training and self-training, are well-known solutions in image-level UDA, and they were effectively exploited by extending the promising solutions in image-level to video data. In this paper, we further exploit the self-training.

In UDA, the self-training on target domain is performed by learning with pseudo-labels that are generated via segmentation networks trained on the source domain. Here, the segmentation networks would generate good quality of the pseudo-labels for easy-to-transfer classes and vice versa. That means, during self-training, the network will be biased toward easy-to-transfer classes, forgetting to predict hard-to-transfer classes. This problem is depicted in Figure 1.

Inspired by recent studies of UDA for image segmentation [29, 33], we design two advanced DAVSS methods to address the bias problem in video: Cross-domain Moving Object Mixing (CMOM) and Feature Alignment with Temporal Context (FATC).

The first contribution, CMOM, is a data augmentation method that mixes moving objects in the source domain and target domain. To do this, we can simply adopt the image-level mixing approach [29]. However, this will break the temporal context of the video, e.g., an object may suddenly disappear in the next frame or a new object may be presented, making it an unrealistic video. To prevent this problem, CMOM cuts the source domain moving objects from the consecutive video frames and pastes them into the target domain. The second contribution, FATC, is additionally used to mitigate the bias problem during self-training. FATC forces to generate discriminative features from target domain videos by reducing distances between robust source features and semantically weak target domain features. Here, we can also adopt the image-level alignment approach [33], but this cannot exploit a rich cue of the video: we can predict the results of the current frame not only from the current frame but also from the previous frame by warping the results of the previous frame. Our FATC effectively exploits this cue by predicting the target domain segmentation mask of the current frame twice and filtering the noisy results. Then, the remained target domain features are aligned with the source domain features, enabling the network to learn discriminative and robust features in the target domain without accurate ground truth labels.

With two proposed methods, we self-train a semantic segmentation network, and we test on standard DAVSS benchmarks. Our proposal achieves the state-of-the-arts performances on both VIPER [23] → Cityscapes-Seq [4] and SYNTHIA-Seq [25] → Cityscapes-Seq benchmarks, showing the effectiveness of our framework. We also conduct extensive ablation studies to demonstrate that our approach facilitates the networks to learn the robust target domain features in videos.

2. Related Work

Video Semantic Segmentation (VSS). VSS is a problem that classifies all pixels in all video frames. The most notable difference between VSS and image semantic segmentation is that VSS can utilize the temporal context of the video. Two primary goals are considered in utilizing the temporal context, one for accurate predictions and the other one for faster predictions [32]. The methods for accurate predictions exploit richer information from multi-frame contexts [5, 20]. On the other hand, the methods for faster prediction save computation costs by reusing the features extracted from the previous frame [26, 37]. Following the previous DAVSS works [8, 34], we adopt ACCEL [15] as a segmentation network. ACCEL modularized the network for segmenting previous and current frames to strike a balance between speed and accuracy, making trade-offs a choice.

Domain Adaptive Semantic Segmentation. The machine learning algorithm optimizes the model on the training data assuming that the training data distribution and the test data distribution are equal. If this assumption is violated, the model performance drops drastically. The goal of domain adaptation is to minimize this performance drop [10]. The most popular methods in unsupervised domain adaptation (UDA) for semantic segmentation are adversarial learning [8, 10, 22, 30, 31] and self-training [13, 35, 36, 39]. Other techniques are also used for domain adaptation: aligning the feature representations of the two domains [13, 28, 33]; augmenting data by changing the source domain image to a target style [3, 18, 35] or mixing two different domain images [17, 29]; and entropy minimization in the target domain [31].

Mixing Image Augmentation. Data augmentation with mixing images are widely used in various image recognition tasks. ClassMix [21] uses the mixing mask generated based on model prediction to create augmented images and pseudo-labels for unlabeled images, and has proven its effectiveness in semi-supervised semantic segmentation task. Ghiasi et al. [6] shows that a simple instance-level mixing only with scale jittering is beneficial for instance segmentation. Mixing techniques were also used in UDA [17, 29] to address the bias problem [39] of self-training approach.
Mix the predictions of the previous frame and the current frame. We train the model with three loss terms: source domain segmentation loss generated mixed domain features and source domain features in the feature bank. The unreliable predictions are excluded by comparing flow, and pseudo-label replace the target domain data sample during the training process. (2) FA TC reduces feature mismatch between the generated mixed domain features and source domain features in the feature bank. The unreliable predictions are excluded by comparing the predictions of the previous frame and the current frame. We train the model with three loss terms: source domain segmentation loss \( L_{source} \), mixed domain segmentation loss \( L_{self} \), and feature alignment loss \( L_{feature} \).

Since the pseudo-label is generated from the model’s prediction, the model biased toward easy-to-transfer generates the biased pseudo-labels. The mixing approaches address the bias problem by pasting source domain data into the target domain. DACS [29] selects random classes from source images and pastes corresponding pixels to target images. Lee et al. [17] mix the tail class objects to further solve the class imbalance problem. All of the image-level mixings, however, have the drawback that they will break the temporal context of the video by ignoring the movement of objects when they are applied to video. Our approach solves the problem by cutting the source domain moving objects from the consecutive video frames and pasting them into the target domain.

**Domain Adaptive Video Semantic Segmentation (DA VSS).** DA VSS was initially tackled by DA-VSN [8]. DA VSS research mainly focuses on extending image domain adaptation strategies to video using temporal information. For example, DA-VSN [8] uses a sequence of predictions for adversarial learning and enforces consistent prediction in consecutive frames in the target domain. Recently, TPS [34] uses consistency learning between frames in the target domain as the main strategy. Meanwhile, Park et al. [27] conduct DA VSS on different architectures and datasets from them, and use both adversarial learning and self-training. Our work also uses self-training, and we further consider the bias problem which has not been explored with video data.

3. Methodology

3.1. Problem Formulation and Overview

Let \( \mathcal{S} \) and \( \mathcal{T} \) be the source and target domains. In the domain adaptive video semantic segmentation (DA VSS) setting, the source domain video frames \( \{x^S_{\tau} \}_{\tau=1}^{N_S} \) with the corresponding pixel-wise labels \( \{y^S_{\tau} \}_{\tau=1}^{N_S} \) and the unlabeled target domain video frames \( \{x^T_{\tau} \}_{\tau=1}^{N_T} \) are given. \( T \) is the length of the video, and \( N_S \) and \( N_T \) denotes the number of video samples in the source and target datasets, respectively. To exploit temporal information, we adopt FlowNet [14] to produce the source and target domain optical flows \( \bar{o}^S_{\tau} \) and \( \bar{o}^T_{\tau} \) from time \( t - \tau \) to \( t \), respectively. In this paper, we further consider the domain \( \mathcal{M} \), a mixture of source and target domains [29].

The overall framework is illustrated in Figure 2. Our framework focuses on the self-training based DA VSS with two proposed methods: Cross-domain Moving Object Mixing (CMOM) and Feature Alignment with Temporal Context (FA TC). At each iteration, source domain video frames \( \{x^S_{\tau} \} \), source domain optical flow \( \bar{o}^S_{\tau} \), mixed domain video frames \( \{x^M_{\tau} \} \), and mixed domain optical flow \( \bar{o}^M_{\tau} \) enter the our video semantic segmentation (VSS) network. Our network makes source and mixed domain predictions, \( p^S_{\tau} \) and \( p^M_{\tau} \) at time \( t \). The frame-level predictions of each domain \( p^S_{\tau} \) and \( p^M_{\tau} \) are used to generate a clip-level prediction \( p^C_{\tau,t} \) with the score fusion module [15]. For training the network, we provide supervision to both source and mixed domains, \( y^S_{\tau} \) and \( y^M_{\tau} \). All mixed domain
samples are produced by our proposed CMOM. In the feature space, our FATC excludes noisy features by exploiting the temporal consensus and enhances target domain feature discriminability.

### 3.2. Cross-Domain Moving Object Mixing

Our method focuses on the self-training. When training the network for DAVSS, due to the absence of the ground truth target labels \(\{y_{1:T}^T\}_{n=1}^N\), the network tends to be biased toward easy-to-transfer classes and forget hard-to-transfer classes. Therefore, the model hard to generate pseudo-labels with hard-to-transfer classes. In the domain adaptive image semantic segmentation, DACS [29] alleviates this problem with a cut-and-paste data augmentation strategy between the source and target domain. DACS data augmentation is formulated as

\[
x^M = M \odot x^S + (1 - M) \odot x^T,
\]

\[
y^M = M \odot y^S + (1 - M) \odot y^T,
\]

where \(M\) is the pixel selection mask of randomly selected classes, and \(\odot\) is the pointwise product, \(x^S\), \(x^T\), and \(x^M\) are the source, target, and mixed domain images, respectively. \(y^S\), \(y^T\), and \(y^M\) are the source ground truth label, target pseudo-label, and mixed domain pseudo-label, respectively.

Inspired by [29], we propose a novel data augmentation method CMOM that cuts several objects, including hard-to-transfer classes, in the source domain video clip and pastes them into the target domain video clip. Unlike image-level domain adaptation, the temporal context should be maintained to mix moving objects in two different videos. Therefore, we design CMOM to mix with consecutive video frames, so that unrealistic movements are not occurring.

The process of CMOM is illustrated in Figure 3. We first randomly select three-quarters of the classes that exist in the current source domain label \(y^S_t\). Secondly, we create binary masks \(\{M_t, \tilde{M}_t\}\) in which the class pixels selected from the source video labels \(\{y^S_t, \tilde{y}^S_{t\rightarrow t}\}\) are 1 and the remainders are 0. Using the masks, the mixed domain video frames \(\{x^M_{t\rightarrow t}, \tilde{x}^M_{t\rightarrow t}\}\), pseudo-label \(\tilde{y}^M_t\), and optical flow \(\tilde{a}^M_{t\rightarrow t\rightarrow t}\) are generated by using the following equations:

\[
x^M_{t\rightarrow t} = M_{t\rightarrow t} \odot x^S_t + (1 - M_{t\rightarrow t}) \odot x^T_t,
\]

\[
x^M_t = M_t \odot x^S_t + (1 - M_t) \odot x^T_t,
\]

\[
y^M_t = M_t \odot y^S_t + (1 - M_t) \odot \tilde{y}^T_t,
\]

\[
\tilde{a}^M_{t\rightarrow t\rightarrow t} = M_{t\rightarrow t\rightarrow t} \odot \tilde{a}^S_{t\rightarrow t\rightarrow t} + (1 - M_{t\rightarrow t\rightarrow t}) \odot \tilde{a}^T_{t\rightarrow t\rightarrow t}.
\]

In this work, we set the \(\tau\) to 1, and the target pseudo-labels \(\{\tilde{y}^T_{1:T}\}\) are obtained by using the pre-trained DAVSS model [8] and IAST pseudo-label policy [19] before the self-training phase. This is due to the stability of the network, and they can be replaced by any pre-trained DAVSS model and pseudo-label policy.

This simple data augmentation method gives us several advantages. First, CMOM provides supervision of all classes, addressing the problem of forgetting to predict hard-to-transfer classes due to bias. In addition, the incorrect pseudo-labels generated by erroneous predictions are alleviated by mixing ground truth labels. It helps to overcome the drawbacks of self-training with biased pseudo-labels. Another advantage is that the temporal context of the video is maintained, which can be easily damaged by the naïve image-level approach. To maintain the context, we selected the same object in both frames and mixed the optical flow; the movement of each object is accessible with a sharp optical flow. Lastly, CMOM is data augmentation for videos with low computational cost and simplicity. In order to use image-level adaptation strategies in the video, the method must be applied to all frames. Therefore, approaches that require much computation are burdensome to be used in the video. CMOM does not require much computation and can be used easily. We reported the computational cost in ablation experiments.

CMOM is used as target domain data augmentation in our paper. In other words, the mixed domain video frames \(x^M\) and pseudo-labels \(\tilde{y}^M\) are used instead of \(x^T\) and \(\tilde{y}^T\) in the training process.

### 3.3. Feature Alignment with Temporal Context

Although CMOM helps to enhance the target feature quality by providing supervision of all classes in the mixed domain, the discriminability of the target domain is not as good as that of a fully-supervised trained source domain. In this section, we propose Feature Alignment with Temporal Context (FATC) for enhancing the discriminability.
of the target domain. FATC exploits the robust source domain features, which are trained with ground truth labels, to learn discriminative target domain features in an unsupervised manner by filtering unreliable predictions with temporal consensus.

Here, we focus on that there are several recent works that focus on the feature alignment for domain adaptive image semantic segmentation [13, 28, 33], and we can adopt image-level alignment approach to FATC. However, image-level approach cannot exploit a rich cue of the video: we can predict the results of the current frame not only from the current frame but also from the previous frame by warping the results of the previous frame. Focusing on this point, we extend the image-level feature alignment [33] to the DAVSS by performing the feature denoising process.

Our FATC is illustrated in Figure 4. The feature denoising process of FATC excludes noisy features using the temporal context of the video clip. We cannot filter only correct predictions from target domains without ground truth labels, but we can exclude obvious incorrect predictions with video frames. Each video frame is strongly correlated and the corresponding pixel should be predicted to be the same class for the frames. In other words, a consistent prediction between two frames does not guarantee correct answers, but different predictions across frames are always inaccurate.

We check this temporal correspondence to detect and exclude noisy features. Using the optical flow $\alpha_{t-\tau}^{M}$, we warp $\{p_t^M, f_t^M\}$ to $\{\tilde{p}_t^M, \tilde{f}_t^M\}$, where $\tilde{p}_t^M$ indicates the features of each class $c$, $p_t^M$ is the predictions, and $\tilde{f}_t^M$ and $p_t^M$ are the warped features and predictions from time $t - \tau$ to $t$, respectively. Then, we generate the class-wise valid region binary mask $v_t^{M,c}$ by comparing $p_t^M$ and $\tilde{p}_t^M$:

$$v_t^{M,c} = 1^C(\tilde{p}_t^M, p_t^M),$$
$$v_t^{M,c} = \{v_t^{M,c_1}, v_t^{M,c_2}, \ldots, v_t^{M,c_k}\} = T(v_t^{M,c}). \quad (3)$$

Here, $1^C$ is a class-wise mask generating function that returns 1 for pixels where $p_t^M = c$ and $\tilde{p}_t^M = \tilde{p}_t^M$; and 0 for otherwise pixels, for $c \in C$. Also, $T$ is the disconnection detection operator to generate instance-wise features that only works for ‘things’ classes [33], and $k$ is the number of instance-wise masks in the corresponding class. Then, the feature centroid in the mixed domain $F_t^{M,c}$ is calculated as follows:

$$F_t^{M,c} = \frac{\sum_{i} v_t^{M,c} f_i^M}{\sum_{i} v_t^{M,c}}. \quad (4)$$

On the other hand, the ground truth labels for the source domain are available. Therefore we exclude features from misclassified pixels using $Y_t$, as in [33].

$$v_t^{S,c} = 1^C(p_t^S, y_t^S),$$
$$v_t^{S,c} = \{v_t^{S,c_1}, v_t^{S,c_2}, \ldots, v_t^{S,c_k}\} = T(v_t^{S,c}). \quad (5)$$

Finally, we can adopt image-level feature alignment method [33] to align the denoised source and mixed domain features in the feature space; create a feature bank that stores $F_t^{M,c}$, and then align $F_t^{M,c}$ to features in the bank. The feature bank has a fixed size for each class, and the oldest feature is emitted whenever a new $F_t^{S,c}$ is generated. The mixed domain foreground features generate the loss with the closest $F_t^{S,c}$ in the bank, and $i$ and $j$ are the indexes of each feature sample. The loss for feature alignment is L1 loss formulated as:

$$L_{feature} = \sum_i \min_j \frac{||F_t^{S,c_i} - F_t^{S,c_j}||_1}{k}. \quad (7)$$

### 3.4. Training

The overall training objective is defined as Eq. (8), where $\lambda$ controls the balance between the loss terms. $L_{source}$ and $L_{self}$ are the supervised loss defined through standard cross entropy loss for the source and mixed domain, respectively.

$$L = L_{source} + \lambda_{M} L_{self} + \lambda_{feature} L_{feature}. \quad (8)$$
Table 1. Quantitative comparisons on VIPER \(\rightarrow\) Cityscapes-Seq. Results are expressed in per-class IoU and mIoU scores. Our method achieved the highest IoU in most classes, and a significant update to the mIoU compared with the state-of-the-art methods. Image: the methods originally proposed for domain adaptive image semantic segmentation. These studies were re-experimented in a structure for video segmentation. Video: the methods proposed for domain adaptive video semantic segmentation. Adv.: Domain adaptation methods based on adversarial training. ST: self-training.

Table 2. Quantitative comparisons on SYNTHIA-Seq \(\rightarrow\) Cityscapes-Seq.

4. Experiments

4.1. Setup

Architecture. Following the previous works for domain adaptive video segmentation [8, 34], we use ACCEL [15] architecture for video semantic segmentation. The architecture consists of two segmentation branches, an optical flow estimation module, and a score fusion module. Each segmentation branch is designed with ResNet-101 [9] backbone and DeepLab [2] classification head to obtain single-frame prediction. The optical flow estimation module and score fusion module are used to combine each single-frame level prediction into video-level prediction. FlowNet [14] is used as the optical flow estimation module, and the score fusion module is a single \(1 \times 1\) convolutional layer.

Datasets. Following [8] and [34], we use VIPER [23], SYNTHIA-Seq [25], and Cityscapes-Seq [4] datasets for benchmarking. Cityscapes-Seq is a benchmark set consisting of 5000 video clips captured from real streets. This set is split into 2975, 500, and 1525 clips for training, validation, and testing, respectively. Each video clip consists of 30 frames, and the ground truth label is provided only in a single frame (20th frame). VIPER is a synthetic dataset generated with the game ‘Grand Theft Auto V’. VIPER contains 134K video frames and corresponding segmentation labels. SYNTHIA-Seq is another synthetic dataset containing 8000 frames and corresponding segmentation labels.

Evaluation Protocols. Following the previous DAVSS methods [8, 34], we measure the Intersection over Union (IoU) score on the validation set of Cityscapes-Seq. IoU
score is measured for common classes of the source and target domain for evaluation. 15 common classes are selected for VIPER to Cityscapes-Seq task, and 11 common classes are selected for SYNTHIA-Seq to Cityscapes-Seq task.

### Training Details

To train our network, we use an SGD optimizer with a momentum of 0.9 and weight decay of $5 \times 10^{-4}$. The initial learning rate was set to $5 \times 10^{-4}$ and decreased according to the polynomial decay with a power of 0.9. We trained our network for 40K iterations. The balancing parameters in Eq. (8) are set to $\lambda_M = 1$, $\lambda_{\text{feature}} = 0.01$. The feature bank size is set to 50. Our model is initialized with the pretrained model of DA-VSN [8] and then we start to self-train. For self-training, we generate pseudo-labels offline with our proposed methods and IAST [19] policy that adjusts the threshold of the prediction score for each class and each image. The pseudo-label hyperparameters of IAST [19] are set to $\alpha = 0.2$, $\beta = 0.9$, $\gamma = 8$.

### 4.2. Comparison with State-of-the-art

In Tables 1 and 2, we compare our framework with the state-of-the-art methods on VIPER $\rightarrow$ Cityscapes-Seq and SYNTHIA-Seq $\rightarrow$ Cityscapes-Seq benchmarks. To our best knowledge, DA-VSN [8] and TPS [34] are the only works, published after peer review, that study domain adaptive video semantic segmentation on the same architectures and datasets as ours. We compare the performance of the proposed method with these baselines and with multiple domain adaptive image segmentation baselines [7, 11, 12, 22, 31, 35, 38, 39]. These baselines are based on various strategies: adversarial training [7, 12, 22, 31], self-training [7, 11, 35, 38, 39], and data augmentation [11, 35]. All methods were tested on the same architecture for video segmentation. As shown in Table 1, our framework, the model trained with CMOM and FATC, achieved mIoU of 53.81% and outperforms all baselines by a large margin. In addition, as shown in Table 2, we achieve the best perfor-
As shown in Table 3d, we empirically find that the mixing ratio of 75% achieves the best performance. In addition, the experimental results of mixing ratios 25%, 50%, and 75% are significantly improved compared to performance without mixing and achieved similar performance. This means that our approach is valid regardless of the mixing ratio.

**Mixing Contents.** Things (e.g., person, sign) and stuff (e.g., road, sidewalk) are well-known categories in panoptic segmentation [16]. However, in the context of moving object mixing, several classes are movable (e.g., person, car) while others are stationary (e.g., light, sign). In this study, we perform CMOM with things, stuff, movable, or stationary classes. The results are given in Table 3c. Interestingly, we find that mixing with all classes achieves the best performance. We conjuncture that every class has movement in the video clip because the data has been collected from moving camera, so every class can be considered movable.

**Complementary Study.** Table 3e shows the performance of our framework built on TPS [34]. As a result of the experiment, our approach boosted the performance of TPS by +5.0 mIoU in both benchmarks. Experimental results show that our approach is not limited to a specific framework and is well generalized.

## 5. Conclusion

In this paper, we introduce a novel DAVSS framework. The proposed CMOM and FATC effectively address the bias problem which is caused by self-training in videos. We demonstrate the effectiveness of the proposed methods with comparison experiments and extensive ablation studies on VIPER → Cityscapes-Seq and SYNTHIA-Seq → Cityscapes-Seq benchmarks. We believe that our motivation and insight in this paper can be an essential step to addressing the problem caused by self-training in videos.
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