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Spectral clustering techniques are valuable tools in signal processing and machine learning for partitioning complex data sets. The effectiveness of spectral clustering stems from constructing a non-linear embedding based on creating a similarity graph and computing the spectral decomposition of the Laplacian matrix. However, spectral clustering methods fail to scale to large data sets because of high computational cost and memory usage. A popular approach for addressing these problems utilizes the Nyström method, an efficient sampling-based algorithm for computing low-rank approximations to large positive semi-definite matrices. This paper demonstrates how the previously popular approach of Nyström-based spectral clustering has severe limitations. Existing time-efficient methods ignore critical information by prematurely reducing the rank of the similarity matrix associated with sampled points. Also, current understanding is limited regarding how utilizing the Nyström approximation will affect the quality of spectral embedding approximations. To address the limitations, this work presents a principled spectral clustering algorithm that makes full use of the information obtained from the Nyström method. The proposed method exhibits linear scalability in the number of input data points, allowing us to partition large complex data sets. We provide theoretical results to reduce the current gap and present numerical experiments with real and synthetic data. Empirical results demonstrate the efficacy and efficiency of the proposed method compared to existing spectral clustering techniques based on the Nyström method and other efficient methods. The overarching goal of this work is to provide an improved baseline for future research directions to accelerate spectral clustering.
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I. INTRODUCTION

Cluster analysis is a fundamental problem in signal processing and exploratory data analysis that divides a data set into several groups using the information found only in the data. Among several techniques [1], [2], spectral clustering [3], [4] is one of the most prominent and successful methods to capture complex structures, such as non-spherical clusters. In these scenarios, spectral clustering outperforms popular Euclidean clustering techniques, such as K-means clustering [5], [6]. Hence, spectral clustering has found applications in various domains, including computer vision [7]–[9], biology [10], neuroscience [11], recommender systems [12], and blind source separation [13].

Spectral clustering expresses data clustering as a graph partitioning problem by constructing an undirected similarity graph with each point in the data set being a node. A popular connectivity measure employs the radial basis kernel function of the form \( \kappa(x_i, x_j) = \exp(-||x_i - x_j||^2/\sigma^2) \), where \( \mathcal{X} = \{x_1, \ldots, x_n\} \) is the set of \( n \) data points in \( \mathbb{R}^d \) to be partitioned into \( k \) clusters, and \( \sigma > 0 \) is the bandwidth parameter. Thus, the first step of spectral clustering involves forming a positive semi-definite kernel matrix \( K \in \mathbb{R}^{n \times n} \) with the \((i, j)\)-th entry \( [K]_{ij} = \kappa(x_i, x_j) \), which describes similarities among \( n \) input data points. Therefore, a significant challenge in applying spectral clustering is the computation and storage of the entire kernel matrix, which requires \( O(n^2d) \) time and \( O(n^2) \) space. The quadratic complexity in the number of input data points renders spectral clustering intractable for large data sets.

In this work, we focus on the popular method of normalized cut [7], [14] to partition the resulting similarity graph. This method forms the normalized Laplacian matrix as follows:

\[
L = D^{-1/2}(D-K)D^{-1/2} = I_n - D^{-1/2}K D^{-1/2},
\]

where \( D = \text{diag}(K1_n) \in \mathbb{R}^{n \times n} \) is the diagonal degree matrix associated with \( K \), \( I_n \) is the identity matrix, and \( 1_n \) is the vector of all ones. The spectral embedding of the original data \( \mathcal{X} \) is then obtained by solving the following trace minimization problem:

\[
\arg \min_{H \in \mathbb{R}^{n \times k}, H^TH=I_k} \text{tr}(H^T L H),
\]

where \( \text{tr}() \) represents the matrix trace. The above optimization problem has a closed-form solution; its optimizer is obtained by eigenvectors corresponding to the \( k \) smallest eigenvalues of the Laplacian matrix \( L \). Thus, spectral clustering learns a non-linear map that embeds the original data into the eigenspace of \( L \) for uncovering the intrinsic structure of the input data.

We can also view the spectral embedding process as solving a low-rank approximation problem [15]. To this end, we substitute \( L \) from (1) into the above minimization problem. Using the constraint \( H^TH = I_k \) allows rewriting the minimization problem in (2) as follows:

\[
\arg \max_{H \in \mathbb{R}^{n \times k}, H^TH=I_k} \text{tr}(H^T M H),
\]

where we used the fact that \( \text{tr}(H^TH) = k \) is a constant, and introduced the modified kernel matrix:

\[
M := D^{-1/2}K D^{-1/2} \in \mathbb{R}^{n \times n}.
\]

The solution of this maximization problem is obtained by computing eigenvectors corresponding to the \( k \) largest eigenvalues of \( M \), denoted by \( U_{M,k} \in \mathbb{R}^{n \times k} \). That is, we should compute the rank-\( k \) approximation of \( M \) to map the original data from \( \mathbb{R}^d \) into \( \mathbb{R}^k \). The computational complexity associated with finding the \( k \) leading eigenvectors of the modified kernel matrix is \( O(n^2k) \) without making assumptions on the structure.
of the kernel matrix, such as $K$ being sparse \[16\]. When the number of data points $n$ is large, the exact solution of this step becomes computationally prohibitive and suffers from large memory overhead.

The third step of spectral clustering is to partition the $n$ rows of $U_{M,k}$ using K-means clustering \[17\], where the goal is to find $k$ centroids and assign each embedded point to the closest centroid for partitioning the original data. Although solving this problem is NP-hard \[13\], it is common to use iterative algorithms that lead to expected approximation guarantees \[19\], \[20\]. As these algorithms should compute distances between $n$ data points and $k$ centroids in $\mathbb{R}^k$, the third step requires $O(nk^2)$ operations per iteration, and a few tens of iterations typically suffice to cluster the data. Since the third step takes linear time in the number of data points, the central challenge that arises in large-scale data settings is computing the leading eigenvectors of the modified kernel matrix $M$, which is the main focus of this paper.

While other variants exist in the literature, including robust methods to noisy data \[21\], \[22\], this work focuses on the standard formulation of spectral clustering. Alg.1 summarizes the three main steps of prototypical spectral clustering. Empirical evidence suggests that normalizing the rows of $U_{M,k}$ improves stability and accuracy \[4\]. As these row vectors are in $\mathbb{R}^k$, the normalization cost scales linearly in terms of the number of data points. Using cross-validation is a common technique for selecting the kernel parameter $\sigma$.

**Algorithm 1 Prototypical Spectral Clustering (SC)**

**Input:** data set $\mathcal{X} = \{x_1, \ldots, x_n\}$, kernel parameter $\sigma$, number of clusters $k$.

1: **function** SC($\mathcal{X}, \sigma, k$)
2: Form the kernel matrix $K \in \mathbb{R}^{n \times n}$;
3: Construct $M = D^{-1/2}KD^{-1/2} \in \mathbb{R}^{n \times n}$, where $D = \text{diag}(K1_n)$;
4: Compute the $k$ leading eigenvectors of $M$ to obtain the spectral embedding $U_{M,k} \in \mathbb{R}^{n \times k}$;
5: Normalize each row of $U_{M,k}$ to have unit length;
6: Perform K-means clustering over the rows of the normalized matrix $U_{M,k}$;
7: return Clustering results.

---

### A. Related Work on Accelerating Spectral Clustering

Various methods have been proposed to accelerate spectral clustering by computing an approximate spectral embedding of the original data. Recent work \[23\] presented an excellent review of the literature on this topic for interested readers. In this paper, we divide the related work into two main categories: (1) methods that circumvent the computation of the full kernel matrix, and (2) techniques that consider the similarity graph as one of the inputs to spectral clustering and, thus, ignore the cost associated with step 2 of Algorithm 1. The former is more realistic since constructing full kernel matrices is computationally prohibitive, even for medium-sized data. We further divide the first line of work into three sub-categories:

1) explicit approximation of the kernel matrix;
2) random Fourier features to approximate the radial basis kernel function;
3) forming a sparse similarity graph.

The Nyström method is one of the most popular techniques for approximating positive semi-definite matrices. In a nutshell, the Nyström method \[24\] selects $m < n$ points from the original data set $\mathcal{X}$ using a sampling strategy, such as uniform sampling or a more complicated non-uniform selection technique \[25\]–\[27\]. After choosing a subset of the data, the so-called landmarks which we denote them by $Z = \{z_1, \ldots, z_m\}$, one should compute similarities between the original data $\mathcal{X}$ and $Z$, as well as pairwise similarities among the elements of $Z$. Hence, the Nyström method constructs two matrices $C \in \mathbb{R}^{n \times m}$ and $W \in \mathbb{R}^{m \times m}$ such that $C_{ij} = \kappa(x_i, z_j)$ and $W_{ij} = \kappa(z_i, z_j)$, which takes $O((nm)d)$ time. We then obtain an approximation of the kernel matrix in the form of:

$$K \approx \hat{K} = CW^T C^T,$$

where $W^T$ is the pseudo-inverse of $W$.

When employing the Nyström method, the number of landmarks should exceed $k$, i.e., the desired number of clusters, and increasing $m$ is a common practice to improve accuracy \[28\], \[29\]. The Nyström approximation results in linear time complexity in the size of the original data for a fixed landmark set \[30\]. However, a critical task is to efficiently integrate the Nyström method with spectral clustering because the ultimate goal is to estimate the $k$ leading eigenvectors of the modified kernel matrix $M$ in linear time (instead of $K$). Therefore, several variants of Nyström-based spectral clustering have been proposed \[31\]–\[33\], where the underlying theme is to compute the spectral decomposition of the inner matrix $W$ to save on computational resources and lift the solution from $\mathbb{R}^m$ back to $\mathbb{R}^n$. Although these methods reduce time complexity, a downside is the lack of a theoretical framework and understanding concerning how the Nyström method affects the quality of resulting spectral embedding.

The second sub-category seeks to directly approximate the radial basis kernel function in the form of $\kappa(x_i, x_j) \approx \phi(x_i)^T \phi(x_j)$, where $\phi(x) \in \mathbb{R}^D$ is known as the random Fourier feature vector \[34\]. The main idea behind this approach is to use the Fourier transform of shift-invariant kernel functions, including Gaussian kernels, for the efficient computation of feature vectors \[35\]–\[37\]. Recent work \[38\] utilized this strategy to implicitly approximate the kernel matrix $K$ for performing spectral clustering in linear time. The introduced method requires the dimension of feature vectors $D$ to be significantly greater than the ambient dimension $d$. However, each feature vector should contain only a few non-zero entries to reduce the subsequent eigenvalue decomposition cost.

The third sub-category utilizes fast nearest neighbor search algorithms \[39\] to form similarity graphs with sparse kernel matrices, which may substantially reduce the computational and memory complexities associated with the spectral decomposition step \[40\], \[41\]. In this case, the number of nearest neighbors is an additional tuning parameter that remarkably impacts the connectivity of the similarity graph and the following spectral embedding.
The second class of accelerated spectral clustering techniques assumes that the similarity graph is one of the inputs. Therefore, the main task is to compute the eigenvalue decomposition of the modified kernel matrix $M$, which is assumed to be available at no cost. A possible solution focuses on utilizing tools from the randomized numerical linear algebra literature, such as randomized subspace iteration [42]. These methods typically employ random projections to identify a subspace that approximately captures the range of $M$ [43]. Another approach seeks to form a sparse similarity matrix according to the effective resistances of all nodes [14], which can be approximated in nearly linear time. However, these techniques are practical only when kernel matrices are accessible.

### B. Main Contributions

In this paper, we design and study an efficient method for incorporating the Nyström approximation into prototypical spectral clustering. The main feature of the proposed approach is to fully utilize the collected information from the Nyström method while achieving linear scalability in terms of the data size. Hence, our approach is suitable for clustering complex data sets containing tens or hundreds of thousands of samples.

As we will discuss in detail, efficient Nyström-based spectral clustering methods take a two-step approach, which entails restricting the rank of the kernel matrix associated with the landmark set, followed by lifting the solution back to the original space. The disentanglement of the two similarity matrices $C$ and $W$ for computing the spectral decomposition gives rise to several issues. First, performing the rank reduction step too early adversely affects the spectral embedding process. Second, the produced eigenvectors are not necessarily orthogonal, which will require additional orthogonalization steps. Third, providing theoretical guarantees to understand the relationship between the Nyström approximation error and the quality of resulting spectral embedding becomes complicated. A serious concern is that a small perturbation of the kernel matrix $K$ may have an out-sized influence on the modified kernel matrix $M = D^{-1/2}K D^{-1/2}$ due to the perturbation of the degree matrix $D$, which is used for normalizing the row and columns of the kernel matrix.

This work improves Nyström-based spectral clustering by utilizing both matrices $C$ and $W$ at the same time. Our proposed approach automatically exploits decay in the spectrum of the inner matrix $W$ to reduce time complexity and memory footprint, instead of enforcing its rank to be $k$ as prescribed by the prior work. We then implicitly form the modified kernel matrix $M$ and compute its leading eigenvectors.

A further advantage of the proposed approach is reducing the current gap in the literature between a provably good kernel matrix accurate estimation of $M$. We derive an upper bound for the Nyström approximation error and the orthogonal, which will require additional orthogonalization steps. Second, the produced eigenvectors are not necessarily orthogonal, which will require additional orthogonalization steps. Third, providing theoretical guarantees to understand the relationship between the Nyström approximation error and the quality of resulting spectral embedding becomes complicated. A serious concern is that a small perturbation of the kernel matrix $K$ may have an out-sized influence on the modified kernel matrix $M = D^{-1/2}K D^{-1/2}$ due to the perturbation of the degree matrix $D$, which is used for normalizing the row and columns of the kernel matrix.

This work improves Nyström-based spectral clustering by utilizing both matrices $C$ and $W$ at the same time. Our proposed approach automatically exploits decay in the spectrum of the inner matrix $W$ to reduce time complexity and memory footprint, instead of enforcing its rank to be $k$ as prescribed by the prior work. We then implicitly form the modified kernel matrix $M$ and compute its leading eigenvectors.

A further advantage of the proposed approach is reducing the current gap in the literature between a provably good low-rank approximation of the kernel matrix $K$ to a provably accurate estimation of $M$. We derive an upper bound for the perturbation of the modified kernel matrix due to the Nyström method by making use of the Taylor series expansion for matrix functions [45]. Our analysis shows that a relatively small perturbation of the kernel matrix results in a practical upper bound for approximating the modified kernel matrix, or equivalently the normalized Laplacian $M$. We present numerical experiments to understand the main assumptions and bounds involved in our theoretical results.

Finally, we present an extensive empirical evaluation of the proposed approach, using both synthetic and real data. We compare our introduced method with other state-of-the-art approximate spectral clustering methods that circumvent the formation of the entire similarity graph, including techniques based on random Fourier features and sparse similarity graphs. We also corroborate the scalability of our proposed spectral clustering method concerning the size of input data and the number of landmarks.

### C. Paper Organization

The rest of the paper is outlined as follows. We first thoroughly review the related work on Nyström-based spectral clustering and exemplify several drawbacks in Section II. Then, Section III explains our proposed scalable approach for improving Nyström-based spectral clustering while providing new theoretical results to reduce the current gap in the literature. We also present numerical experiments to verify the assumptions made in our analysis. Section IV empirically demonstrates trade-offs between accuracy and efficiency of the proposed Nyström-based spectral clustering method on benchmark data sets. We present concluding remarks in Section V.

### D. Notation and Preliminaries

We denote column vectors with lower-case bold letters and matrices with upper-case bold letters. We take $I_n$ to be the $n$-dimensional vector of all ones and $I_n$ represents the $n \times n$ identity matrix. For a vector $x \in \mathbb{R}^n$, let $\|x\|$ be the Euclidean norm and $\text{diag}(x)$ returns a diagonal matrix with the elements of $x$ on the main diagonal. Given a matrix $A \in \mathbb{R}^{n \times m}$, the $(i,j)$-th element is denoted by $[A]_{ij}$ and $A^{\top}$ is the transpose of $A$. The matrix $A$ admits a factorization, known as the truncated singular value decomposition (SVD), in the form of $A = U_A \Sigma_A V_A^{\top}$, where $U_A \in \mathbb{R}^{n \times r}$ and $V_A \in \mathbb{R}^{m \times r}$ are matrices with orthonormal columns referred to as the left singular vectors and right singular vectors, respectively. The parameter $r < \min\{n,m\}$ represents the rank of $A$ and the diagonal matrix $\Sigma_A = \text{diag}(\sigma_1(A), \ldots, \sigma_r(A))$ contains the singular values of $A$ in descending order, i.e., $\sigma_1(A) \geq \ldots \geq \sigma_r(A) > 0$. In this paper, the expression “$A$ has rank $r$” means that the rank of $A$ does not exceed $r$. Using this factorization, we can define several standard matrix norms, including the Frobenius norm $\|A\|_F := \sum_{i=1}^r \sigma_i(A)^2$ and the spectral norm $\|A\|_2 := \sigma_1(A)$.

If $A \in \mathbb{R}^{n \times n}$ is symmetric positive semi-definite, we have $U_A = V_A$ in the previous factorization, which is called the reduced eigenvalue decomposition (EVD) or spectral decomposition. The columns of $U_A \in \mathbb{R}^{n \times r}$ are the eigenvectors of $A$ and $\Sigma_A$ contains the corresponding eigenvalues in descending order. Thus, we get $A = U_A \Sigma_A U_A^{\top}$, where $U_A^{\top} U_A = I_r$. The Moore-Penrose pseudo-inverse of $A$ can be obtained from the EVD as $A^+ = U_A \Sigma_A^{-1} U_A^{\top}$, where $\Sigma_A^{-1} = \text{diag}(\sigma_1(A)^{-1}, \ldots, \sigma_r(A)^{-1})$. When $A$ is full rank, i.e., $r = n$, we have $A^+ = A^{-1}$. The trace of $A$ is equal to the sum of its eigenvalues, i.e., $\text{tr}(A) = \sum_{i=1}^r \sigma_i(A)$. The matrix
A is positive semi-definite of rank $r$ if and only if there exists a matrix $B$ of rank $r$ such that $A = BB^T$.

In this paper, given an integer $k$ that does not exceed the rank parameter $r$, we denote the first $k$ columns of $U_A$, i.e., the $k$ leading eigenvectors of $A$, by $U_{A,k} \in \mathbb{R}^{n \times k}$. Similarly, $\Sigma_{A,k} \in \mathbb{R}^{n \times k}$ represents a diagonal sub-matrix that contains the $k$ largest eigenvalues of $A$. Based on the Eckart-Young-Mirsky theorem, $[A]_k := U_{A,k} \Sigma_{A,k} U_{A,k}^T$ is the best rank-$k$ approximation to $A$ because it minimizes the approximation error $\|A - \tilde{A}\|$ for any unitarily invariant norm over all matrices $\tilde{A}$ of rank $k$. The error incurred in the spectral norm by the best rank-$k$ approximation can be identified as:

$$\|A - [A]_k\|_2 = \sigma_{k+1}(A).$$  \hspace{1cm} (6)

II. REVIEW OF SPECTRAL CLUSTERING USING NYSTRÖM APPROXIMATION

Previous research on integrating the Nyström method with spectral clustering has proposed several techniques to compute an approximate spectral embedding in linear time concerning the data size $n$. The key challenge is how to utilize the Nyström approximation of the kernel matrix, i.e., $\tilde{K} = CW^{-1}C^T$, to compute the top eigenvectors of the approximate modified kernel matrix $\tilde{M} = D^{-1/2}K D^{-1/2}$, where $D = \text{diag}(K_{1:n})$. Obviously, the desired linear complexity in terms of time and space does not permit forming square matrices of size $n \times n$. Thus, the previous research focused on constructing a small matrix of size $m \times m$ as a proxy for the kernel matrix $K$. Although this strategy reduces the cost, a major concern is that critical information regarding the structure of the matrix $C \in \mathbb{R}^{n \times m}$ may be ignored during this process, adversely impacting the accuracy of spectral clustering. In this section, we review two relevant prior techniques and highlight their limitations to motivate our proposed approach.

Exploiting the Nyström approximation for estimating the leading eigenvectors of the modified kernel matrix was first introduced in [31]. The main idea behind this approach is to find the exact EVD of an $m \times m$ matrix, where $m$ refers to the number of selected landmarks. Then, a linear transformation from $\mathbb{R}^m$ to $\mathbb{R}^n$ generates an approximate spectral embedding of the original data. Let us write the Nyström approximation $\tilde{K} = CW^{-1}C^T$ using two sub-matrices $W$ and $B$:

$$\tilde{K} = \begin{bmatrix} W & B \\ B^T & W \end{bmatrix} W^{-1} \begin{bmatrix} W & B \\ B^T & W^{-1}B \end{bmatrix}. \hspace{1cm} (7)$$

where $W \in \mathbb{R}^{m \times m}$ representing similarities between $m$ distinct landmark points using the Gaussian kernel function has full rank [46], which allows calculating the inverse of $W$ (this discussion also holds when using pseudo-inverse). Similarly, the information regarding connectivity measures between $Z$ and the remaining data points $X \setminus Z$ is encoded in $B \in \mathbb{R}^{m \times (n-m)}$. One can compute and decompose the approximate degree matrix $D = \text{diag}(K_{1:n})$ into two diagonal sub-matrices as follows:

$$\tilde{D}_1 = \text{diag}(W_{1m} + B_{1:n-m}) \in \mathbb{R}^{m \times m},$$
$$\tilde{D}_2 = \text{diag}(B_{1:n-m}^T W^{-1} B_{1:n-m}) \in \mathbb{R}^{(n-m) \times (n-m)}.$$  \hspace{1cm} (8)

Thus, we can compute two normalized matrices $\tilde{W} := \tilde{D}_1^{-1/2} W \tilde{D}_1^{-1/2}$ and $\tilde{B} := \tilde{D}_1^{-1/2} B \tilde{D}_2^{-1/2}$. The next step is to define $R \in \mathbb{R}^{m \times m}$ and calculate its EVD:

$$R := \tilde{W} + \tilde{W}^{-1/2} \tilde{B} \tilde{B}^T \tilde{W}^{-1/2} = U_R \Sigma_R U_R^T. \hspace{1cm} (9)$$

The last step is to find the relationship between the spectral decomposition of $R$ and the modified kernel matrix $M$:

$$\tilde{U}_M^{\text{nystr}} := \begin{bmatrix} \tilde{W} & B^T \end{bmatrix} \tilde{W}^{-1/2} U_R \Sigma_R^{-1/2} \in \mathbb{R}^{n \times m}, \quad \Sigma_M^{\text{nystr}} := \Sigma_R. \hspace{1cm} (10)$$

Thus, the main contribution of [31] was to generate a factorization of $M$ without explicitly computing all its entries:

$$\tilde{M} = \tilde{U}_M^{\text{nystr}} \Sigma_M^{\text{nystr}} \left( \tilde{U}_M^{\text{nystr}} \right)^T. \hspace{1cm} (11)$$

Although this technique estimates the leading eigenvectors of the modified kernel matrix, a significant downside is the need to use $\tilde{B}$, or equivalently $C$, more than once to form the matrix $R$ and map its eigenspace from $\mathbb{R}^m$ to $\mathbb{R}^n$ via (10). Hence, this method incurs high computational complexity and memory overhead for clustering huge data sets.

In order to improve the scalability of integrating the Nyström method with spectral clustering, another approach was proposed in [32]. The main idea is to treat the inner matrix $W$ as a proxy for the full kernel matrix. That is, one computes the best rank-$k$ approximation of the normalized matrix $W$ and then the solution will be lifted from $\mathbb{R}^m$ back to $\mathbb{R}^n$ while using the matrix $C \in \mathbb{R}^{n \times m}$ only once. To be formal, the first step is to compute the following EVD:

$$W := D_m^{-1/2} W D_m^{-1/2} = U_W \Sigma_W U_W^T,$$  \hspace{1cm} (12)

where $D_m = \text{diag}(W_{1m}) \in \mathbb{R}^{m \times m}$ is the degree matrix associated with $W$. This approach then immediately utilizes the best rank-$k$ approximation of $W$ to generate a rank-$k$ approximation of the modified kernel matrix $M$ as follows:

$$\tilde{U}_M^{\text{nystr}} := D_n^{-1/2} Q \in \mathbb{R}^{n \times k}, \quad \Sigma_M^{\text{nystr}} := \Sigma_{W,k} \in \mathbb{R}^{k \times k}.$$  \hspace{1cm} (13)

In this equation, we defined the following matrix, which consists of multiplication of the matrix $C$ by the leading eigenvalues and eigenvectors of the normalized matrix $W$:

$$Q := CD_n^{-1/2} U_{W,k} \Sigma_{-1} U_{W,k} \in \mathbb{R}^{n \times k},$$  \hspace{1cm} (14)

and $D_n = \text{diag}(Q \Sigma_{W,k}^{-1} Q^T 1_{n}) \in \mathbb{R}^{n \times n}$ is a diagonal degree matrix, which takes linear time concerning the data size $n$.

Therefore, unlike the approach in [31], this method requires a single pass over the matrix $C$, which is a notable gain when the number of samples $n$ is large. However, this reduction of time complexity leads to two drawbacks. Information loss may occur because of performing the strict rank reduction step on the inner matrix $W$ without taking into consideration the structure of $C$. Also, the produced eigenvectors $\tilde{U}_M^{\text{nystr}}$ in [13] are not guaranteed to be orthogonal. The authors in [32] proposed an orthogonalization step to tackle this problem.

In a nutshell, we discussed two related Nyström-based techniques that seek to accelerate the prototypical spectral clustering algorithm. The first approach builds on the exact spectral
decomposition of the modified kernel matrix. In contrast, the second approach reduces the computational complexity while compromising accuracy by prematurely restricting the rank of the kernel matrix associated with the landmark set. To further illustrate the merits and limitations of these two approaches, we present a numerical experiment to report both accuracy and time complexity as a function of the number of landmarks increases. In this experiment, we use a benchmark data set from LIBSVM [37], named mushrooms, which consists of \( n = 8,124 \) samples with \( d = 112 \) attributes. In Fig. 1, we report the results of our accuracy and timing comparison as a function of the number of landmarks \( m \). Since the landmark selection process involves uniform sampling, we use 50 independent trials for each value of \( m \), and we fix the kernel parameter \( \sigma = 3.5 \). Moreover, the mushrooms data set contains two classes, i.e., \( k = 2 \), and we thus investigate the accuracy of estimating the two leading eigenvectors of the modified kernel matrix \( \tilde{M} \) as follows [31]:

\[
\hat{u}_M (\tilde{U}_{M,2}^n)^T U_{M,2} \parallel_F^2.
\]  

Fig. 1a shows that the first approach achieves higher accuracy levels than the second method introduced in [32]. This observation is consistent with our previous discussion because the method proposed in [31] does not enforce a strict rank reduction step. However, according to Fig. 1b, the first approach suffers from high computational complexity, which is a scalability barrier for clustering massive data sets.

To be formal, let us compare the time complexity of these two approaches. We ignore the shared cost of forming \( C \) and \( \tilde{W} \) in the Nyström method, which is \( O(nmd) \) arithmetic operations. Moreover, we only report dominant costs involving the number of data points \( n \) (e.g., we remove \( O(m^3) \) for the EVD of \( m \times m \) matrices). The time complexity of the first approach is \( O(nm^2) \) to form \( R \) and the estimated eigenvectors based on (9) and (10). However, the second approach takes \( O(nmk) \) operations based on (13). Although the cost of both approaches scales linearly as a function of \( n \), the time complexity of the first approach scales quadratically with the number of landmarks \( m \). To address this problem, we propose a new approach that provides tunable trade-offs between accuracy and efficiency. As we see in Fig. 1, our approach generates accurate estimates of the leading eigenvectors, and its time complexity is similar to that of the efficient approach in [32]. Another shortcoming of the previous research is the lack of theoretical guarantees for the perturbation analysis of the modified kernel matrix \( \tilde{M} \) and its eigenvectors because of leveraging the Nyström approximation.

### III. The Proposed Method

This paper presents a systematic treatment of utilizing the Nyström method for improving the accuracy and scalability of approximate spectral clustering. The proposed approach automatically exploits decay in the spectrum of the inner matrix \( W \) to reduce the computational complexity and memory overhead of the prototypical spectral clustering algorithm, presented in Alg. 1. We will take advantage of the extracted information to construct an approximation of the modified kernel matrix in the form of \( \tilde{M} \approx GG^T \), where \( G \in \mathbb{R}^{n \times l} \) and \( l \) represents the underlying low-rank structure of \( W \). This strategy allows us to use standard SVD solvers for computing the \( k \) leading left singular vectors of \( G \) to obtain the spectral embedding of the original data in linear time concerning both the number of data points and the size of the landmark set. We also offer new theoretical results for the perturbation analysis of the (modified) kernel matrix due to exploiting the low-rank structure of \( W \) and utilizing the Nyström method \( CW^TC^T \). Furthermore, we present two numerical experiments to verify the assumptions made in the analysis and investigate the obtained upper bounds. While the presented results are based on the spectral norm, our analysis can be easily generalized to other unitarily invariant matrix norms, including the Frobenius norm.
A. The Proposed Scalable Spectral Clustering Algorithm

The first step of our proposed approach exploits decay in the spectrum of the inner matrix $W \in \mathbb{R}^{m \times m}$, which is obtained from the Nyström approximation $\tilde{K} = CW^1C^T$, by computing its spectral decomposition as follows:

$$W = U_W \Sigma_W U_W^T,$$

where the matrix $\Sigma_W = \text{diag}([\sigma_1(W), \ldots, \sigma_m(W)])$ contains the decaying spectrum of $W$. A key aspect of our approach is that eigenvectors corresponding to small eigenvalues generate very little error for a low-rank approximation of $W$. Therefore, we propose to retain eigenvectors whose corresponding eigenvalues are above a threshold $0 < \gamma < 1$:

$$l = \max \left\{ i \in \mathbb{N} : \frac{\sigma_i(W)}{\sigma_1(W)} \geq \gamma, \ i \leq m \right\}.$$  

The parameter $\gamma$ should be chosen so that the obtained $l$ exceeds the number of clusters $k$. Hence, the first step of our approach utilizes the decaying spectrum of the inner matrix for replacing $W$ with its best rank-$l$ approximation $\|W\|_l = U_{W,l} \Sigma_{W,l} U_{W,l}^T$, where $U_{W,l} \in \mathbb{R}^{m \times l}$ and $\Sigma_{W,l} \in \mathbb{R}^{l \times l}$ are the $l$ leading eigenvectors and eigenvalues, respectively. Therefore, the parameter $\gamma$ allows controlling the amount of spectral energy captured by the low-rank approximation (note that $\|W\|_2 = \sigma_1(W)$):

$$\|W - [W]_l\|_2 = \sigma_{l+1}(W) < \gamma \|W\|_2.$$  

Next, we generate an approximation of $\tilde{K}$ as follows:

$$\tilde{K} \approx C\|W\|C^T = GG^T,$$

where $\Sigma_W$ and $\Sigma_G$ are the diagonal degree matrices of $W$ and $G$ respectively:

$$G = CU_W \Sigma_{W,l}^{-1/2}.$$  

The next step is to find the diagonal degree matrix $\tilde{D}$ without explicitly computing $GG^T$:

$$\tilde{D} = \text{diag}(G(G^T 1_n)) \in \mathbb{R}^{n \times n},$$

which shows that we can compute $\tilde{D}$ by two matrix-vector multiplications. We thus approximate the modified kernel matrix using the two matrices $G$ and $D$ in the following form:

$$M \approx \tilde{G} \tilde{G}^T,$$

where $\tilde{G}$ is computed using the Nyström method for accelerating the computation of the spectral decomposition of the inner matrix $W$ in the first step of our approach.

Algorithm 2 Proposed Spectral Clustering Algorithm

**Input:** data set $X = \{x_1, \ldots, x_n\}$, landmark set $Z = \{z_1, \ldots, z_m\}$, kernel parameter $\sigma$, number of clusters $k$, threshold parameter $\gamma$.

1. **function** SCNY($X, Z, \sigma, k, \gamma$)
2.   Form $C \in \mathbb{R}^{n \times m}$ and $W \in \mathbb{R}^{m \times m}$, where $|C|_{ij} = \kappa(x_i, z_j)$ and $|W|_{ij} = \kappa(z_i, z_j)$;
3.   Compute the exact (or approximate) EVD of $W = U_W \Sigma_W U_W^T$ and find the value of $l$ as in (17);
4.   Construct $G = CU_W \Sigma_{W,l}^{-1/2} \in \mathbb{R}^{n \times l}$;
5.   Compute the degree matrix $\tilde{D} = \text{diag}(G(G^T 1_n))$;
6.   Find the $k$ leading left singular vectors of $G = \tilde{D}^{-1/2}G$ to obtain $\tilde{U}_M \approx U_G \in \mathbb{R}^{n \times k}$;
7.   Normalize each row of $\tilde{U}_M \approx U_G$ to have unit length;
8.   Perform $K$-means clustering over the rows of the normalized matrix $\tilde{U}_M \approx U_G$.

**return** Clustering results.

**B. Theoretical Results**

The goal of this section is to present theoretical insights and develop a better understanding of the role of the two low-rank approximations that we leveraged in our Nyström-based spectral clustering algorithm. As a reference, the modified kernel matrix of the original data that we introduced in (19) is $M = D^{-1/2}KD^{-1/2}$, and our method substitutes the kernel matrix $K$ with the Nyström approximation $\tilde{K} = CW^1C^T$. While various theoretical guarantees exist on the quality of the Nyström approximation, e.g., upper bounds for $\|K - \tilde{K}\|$ with respect to unitarily invariant matrix norms, a serious concern is that utilizing this approximation may have an out-sized influence on the normalized kernel matrix $M$ due to the perturbation of the degree matrix. The lack of theoretical understanding regarding the approximation quality of $M$ is a critical disadvantage of Nyström-based spectral clustering.

Moreover, the first step of our approach exploits the rank-$l$ approximation of the inner matrix $W$. While the incurred error $\|W - [W]_l\|_2$ is negligible for small values of $\gamma$, this approximation does not necessarily guarantee that the error term $\|\tilde{K} - C\|_F$ is small. To explain this point, note that for any invertible matrices $A$ and $\tilde{A}$, we have $A^{-1} - \tilde{A}^{-1} = (A - \tilde{A})A^{-1}$. Thus, the small norm of $(A - \tilde{A})$ cannot be directly used to conclude their inverses are close to each other or even bounded. In this section, we
Theorem 1 (Rank-\(l\) approximation of \(W\)). Consider a set of \(n\) distinct data points \(\mathcal{X} = \{x_1, \ldots, x_n\}\) and a landmark set \(\mathcal{Z} = \{z_1, \ldots, z_m\}\) sampled from \(\mathcal{X}\) using a set of indices \(\mathcal{I} \subseteq \{1, \ldots, n\}\). Let \(K \in \mathbb{R}^{n \times n}\) denote the kernel matrix associated with \(\mathcal{X}\) using the Gaussian kernel function \(k(x_i, x_j) = \exp(-\|x_i - x_j\|^2/\sigma^2)\). Also, let \(P \in \mathbb{R}^{n \times m}\) be a subset of the columns of \(I_n\) selected according to the set of indices \(\mathcal{I}\). The Nyström method computes \(C = KP \in \mathbb{R}^{n \times m}\) and \(W = P^T KP \in \mathbb{R}^{m \times m}\) to form \(C W^T C^T\). The error incurred by the best rank-\(l\) approximation of the inner matrix \(W\) can be characterized as follows for any \(l < m\):

\[
C(W - \|W\|)C^T = K^{1/2}(U_F U_F^T - U_F U_F^T)K^{1/2},
\]

where \(U_F \in \mathbb{R}^{n \times m}\) represents the left singular vectors of \(F := K^{1/2}P\) and \(U_F \in \mathbb{R}^{n \times l}\) denotes its first \(l\) columns.

Proof. Let us start with the truncated SVD of \(F = U_F \Sigma_F V_F^T\), which allows us to rewrite \(C\) as follows:

\[
C = K^{1/2}(K^{1/2}P) = K^{1/2}F = K^{1/2}U_F \Sigma_F V_F^T,
\]

and we get the following representation for \(W\):

\[
W = (P^T K^{1/2})(K^{1/2}P) = F^T F = V_F \Sigma_F^2 V_F^T.
\]

Using (24) and (25), it is straightforward to show that:

\[
C W^T C^T = K^{1/2}U_F U_F^T K^{1/2},
\]

where we used \(V_F^T V_F = \Sigma_F^2 V_F^T\), since the kernel matrix \(W\) associated with \(Z\) is full-rank when employing the Gaussian kernel function on a set of distinct data points.

Next, we use the best rank-\(l\) approximation of \(W\), i.e., \(\|W\| = V_F \Sigma_F^2 V_F^T\), to simplify the Nyström approximation after replacing \(W\) with \(\|W\|\) as follows:

\[
C \|W\| C^T = K^{1/2}U_F U_F^T K^{1/2},
\]

where \(T := \Sigma_F^2 V_F^TV_F, \Sigma_F^2 V_F^TV_F \Sigma_F \in \mathbb{R}^{m \times m}\). Note that the right singular vectors of \(F\) can be decomposed as:

\[
V_{F,l}^F V_F = [V_{F,l}^F V_{F,l}, V_{F,l}^F V_{F,l}, \ldots] = [I_l, 0_{l \times (m-l)}],
\]

where \(V_{F,l}^F \in \mathbb{R}^{m \times (m-l)}\) represents the tailing \((m-l)\) right singular vectors of \(F\) and we used the fact that the columns of \(V_F\) are orthogonal. Hence, we see that \(T\) has a block structure:

\[
T = \begin{bmatrix}
I_{l \times l} & 0_{l \times (m-l)} \\
0_{(m-l) \times l} & 0_{(m-l) \times (m-l)}
\end{bmatrix}.
\]

As a result, we have \(C \|W\| C^T = K^{1/2}U_F U_F^T K^{1/2}\), which completes the proof.

The presented result in (23) allows us to develop a better understanding of utilizing the rank-\(l\) approximation of \(W\) via the SVD of \(F\) without any matrix inversion. Based on this result and using standard inequalities for the spectral norm, we conclude the error incurred by the low-rank approximation is always bounded for any value of \(l \in \{1, 2, \ldots, m\}\):

\[
\|C \{W - \|W\|\} C^T\|_2 \leq \|K^{1/2}\|_2 \|U_F U_F^T - U_F U_F^T\|_2, = \|K\|_2 = 1.
\]

which can be simplified as:

\[
\frac{\|C \{W - \|W\|\} C^T\|_2}{\|K\|_2} \leq 1.
\]

A significant advantage of this upper bound compared to prior results, such as the bound presented in [50], is that our theoretical analysis does not make any assumptions on the landmark selection process involved in the Nyström method.

We provide numerical evidence measuring the normalized approximation error in (31) using the mushrooms data set that we considered in Section IV. Fig. 2 reports the mean approximation error over 50 independent trials with fixed \(m = 200\) and varying values of the threshold parameter \(\gamma \in \{10^{-3}, 10^{-2}, 10^{-1}, 10^0\}\). As discussed before, the normalized approximation error is less than 1 even when we set the threshold parameter \(\gamma = 1\), yielding the rank-1 approximation of \(W\) under the assumption that \(\sigma_1(\mathcal{W}) > \sigma_2(\mathcal{W})\). In practice, one has the flexibility to reduce the value of \(\gamma\) to lower the resulting rank-1 approximation error, achieving a trade-off between accuracy and scalability. As we increase \(\gamma\) in this experiment, the mean values of the rank parameter \(l\) are 196.6, 76.6, 6.2, and 1, respectively.

Our second theoretical analysis focuses on developing an upper bound for the spectral norm of the perturbation on the modified kernel matrix \(M\) when utilizing the Nyström approximation. Therefore, our theoretical result reduces the current gap between a high-quality approximation of the kernel matrix \(K\) to a provably reasonable estimate of \(M\). Since we have the following relationship between the modified kernel matrix and the graph Laplacian matrix \(L = I_n - M\), our result immediately translates to the perturbation analysis of the graph Laplacian under the Nyström approximation \(\bar{K} = C W^T C^T\).
Theorem 2 (Low-rank approximation of K). Consider the kernel matrix \( K \in \mathbb{R}^{n \times n} \) representing pairwise similarities and the modified kernel matrix \( M = D^{-1/2}KD^{-1/2} \), where \( D = \text{diag}(K1_n) \) is the diagonal degree matrix. Let \( K = K + E \) and \( \hat{D} = D + \Delta \) denote the perturbed kernel matrix and its diagonal degree matrix, respectively. If the amount of perturbation is small in the sense that \( \eta := \|\Delta D^{-1}\|_2 < 1 \), then the normalized difference between \( \hat{M} := \hat{D}^{-1/2}K\hat{D}^{-1/2} \) and \( M \) is bounded in the spectral norm as follows:

\[
\frac{\|M - \hat{M}\|_2}{\|M\|_2} \leq f_1 + f_2,
\]

where

\[
f_1 := (1 + \eta + O(\eta^2)) \frac{\|D^{-1/2}ED^{-1/2}\|_2}{\|M\|_2},
\]

and

\[
f_2 := \eta + O(\eta^2).
\]

Proof. Using \( \hat{K} \) and \( \hat{D} \), we express the perturbed modified kernel matrix \( \hat{M} \) in the following form:

\[
(I_n + \Delta D^{-1})^{-1/2}D^{-1/2}(K + E)D^{-1/2}(I_n + \Delta D^{-1})^{-1/2},
\]

where we used the following relationship:

\[
D + \Delta = D(I_n + D^{-1}\Delta) = (I_n + \Delta D^{-1})D.
\]

and \( D^{-1}\Delta = \Delta D^{-1} \) because both \( D \) and \( \Delta \) are diagonal matrices. Also, for any invertible matrices \( A \) and \( B \), the matrix product is invertible and we have \((AB)^{-1} = B^{-1}A^{-1}\). Next, we use the Taylor series for matrix functions under the assumption that the perturbation amount on the degree matrix satisfies \( \eta := \|\Delta D^{-1}\|_2 < 1 \), which yields [51]:

\[
(I + \Delta D^{-1})^{-1/2} = I_n - \frac{1}{2}\Delta D^{-1} + O((\Delta D^{-1})^2).
\]

We then substitute (37) in the expression for the perturbed modified kernel matrix \( \hat{M} \) given in (35). It is straightforward to show that \( \hat{M} = g_1 + g_2 + g_3 \), where we have:

\[
g_1 = M + \hat{E} - \frac{1}{2}M(D\Delta^{-1}) - \frac{1}{2}\hat{E}(D\Delta^{-1}) + M\hat{O}((\Delta D^{-1})^2) + E\hat{O}((\Delta D^{-1})^2),
\]

and we introduced \( \hat{E} := D^{-1/2}ED^{-1/2} \). Similarly, we get:

\[
g_2 = -\frac{1}{2}(\Delta D^{-1})M\frac{1}{2}(\Delta D^{-1})\hat{E} + \frac{1}{4}(\Delta D^{-1})M(D\Delta^{-1}) + \frac{1}{4}(\Delta D^{-1})\hat{E}(\Delta D^{-1}) - \frac{1}{2}(\Delta D^{-1})M\hat{O}((\Delta D^{-1})^2)
\]

\[- \frac{1}{2}(\Delta D^{-1})\hat{E}\hat{O}((\Delta D^{-1})^2),
\]

and we find the third term:

\[
g_3 = \hat{O}((\Delta D^{-1})^2)M + \hat{O}((\Delta D^{-1})^2)\hat{E}
\]

\[- \hat{O}((\Delta D^{-1})^2)M(D\Delta^{-1}) - \frac{1}{2}\hat{O}((\Delta D^{-1})^2)\hat{E}(\Delta D^{-1}) + \hat{O}((\Delta D^{-1})^2)M\hat{O}((\Delta D^{-1})^2) + \hat{O}((\Delta D^{-1})^2)\hat{E}\hat{O}((\Delta D^{-1})^2).
\]

Therefore, we compute \( M - \hat{M} \) and use standard inequalities for the spectral norm to find the following upper bound:

\[
\|M - \hat{M}\|_2 \leq \|\hat{E}\|_2 + \eta\|E\|_2 + \hat{O}(\eta^2)\|E\|_2
\]

\[+ \eta\|M\|_2 + \hat{O}(\eta^2)\|M\|_2,
\]

and we divide both sides by \( \|M\|_2 \) to complete the proof. \( \Box \)

This theorem provides an upper bound for the spectral norm of the perturbation on the modified kernel matrix \( M \). This result also applies to the perturbation analysis of the normalized graph Laplacian \( L \). The main underlying assumption is that the term \( \eta := \|\Delta D^{-1}\|_2 \) should be less than 1, where both \( \Delta \) and \( D \) are diagonal matrices. That is, the absolute error incurred by estimating the degree of each node when utilizing the perturbed kernel matrix of the similarity graph should be less than the actual degree of the corresponding node. To better understand the influence of utilizing an approximate kernel matrix on the degree matrix, we have the following connection between \( E \) and \( \Delta \):

\[
\hat{D} = \text{diag}(K1_n) = \text{diag}(K1_n) + \text{diag}(E1_n).
\]

Next, we find an upper bound for the spectral norm of the diagonal matrix \( \Delta \) as follows:

\[
\|\Delta\|_2 = \|E1_n\|_\infty \leq \|E1_n\|_2 \leq \sqrt{n}\|E\|_2.
\]

where \( \|x\|_\infty := \max_i |x_i| \) represents the infinity norm for vectors and we used the following inequality for vector norms \( \|x\|_\infty \leq \|x\|_2 \). Therefore, the error associated with estimating the degree matrix depends on the kernel matrix approximation error. Furthermore, according to (32), we find out the upper bound depends on the quality of the Nyström approximation, i.e., \( \|E\|_2 = \|K - CW^TC\|_2 \). As mentioned before, this error term is known to be bounded in the Nyström method for unitarily invariant norms and various landmark selection strategies such as uniform sampling without replacement [25].

To further explain the assumption made in Theorem 2 and understand the upper bound for the normalized difference between \( M \) and \( \hat{M} \), we revisit the numerical simulation performed on the mushrooms data set. For varying values of \( m \), we report the average and standard deviation values of \( \eta := \|\Delta D^{-1}\|_2 \) and \( \|M - \hat{M}\|_2/\|M\|_2 \) over 50 independent trials in Fig. 5a and 5b, respectively. We also set the threshold parameter \( \gamma = 10^{-2} \) in our proposed approach to consider the error introduced by the low-rank approximation of the inner matrix \( W \). As the number of landmarks \( m \) increases, we observe a decreasing trend for both quantities because of obtaining more accurate Nyström kernel matrix approximations. Note that even for small values of \( m \), e.g., \( m = 40 \), the underlying assumption of Theorem 2 is satisfied since \( \eta < 1 \). We also notice that the normalized approximation error for the modified kernel matrix \( M \) gets close to 0.02 for \( m = 320 \).

IV. EXPERIMENTAL RESULTS

In this section, we conduct extensive experiments to assess the performance and time complexity of the proposed spectral clustering method on several synthetic and real data sets.
We compare our proposed method with other competing techniques that circumvent the construction of full similarity graphs in large-scale settings. All the studied spectral clustering methods are implemented in Matlab. In our approach, Matlab built-in functions are used for computing standard matrix factorizations, including SVD and EVD. We also use Matlab’s internal K-means in the last step of spectral clustering to partition the produced spectral embedding into $k$ clusters. For the K-means algorithm in the last step of spectral clustering, we set the maximum number of iterations to 10 since increasing the number of iterations does not make any notable difference based on our evaluation.

This section reports two evaluation metrics to assess the performance of spectral clustering techniques using ground-truth labels. Let $\mathcal{L}_1, \ldots, \mathcal{L}_k$ be the ground-truth partition of the data, and $\hat{\mathcal{L}}_1, \ldots, \hat{\mathcal{L}}_k$ represent the output of a spectral clustering algorithm. Thus, $n_{ij} = |\mathcal{L}_i \cap \hat{\mathcal{L}}_j|$ denotes the number of shared samples in $\mathcal{L}_i$ and $\hat{\mathcal{L}}_j$. Hence, $p_{ij} = n_{ij}/|\mathcal{L}_i|$ and $r_{ij} = n_{ij}/|\hat{\mathcal{L}}_j|$ represent the precision and recall, respectively. Using these two quantities, the F-score between these two partitions is defined as $F_{ij} = (2p_{ij}r_{ij})/(p_{ij} + r_{ij})$ \cite{21}. Let $\Pi$ be the set of all permutations of $\{1, \ldots, k\}$, the average F-score that we report in this paper has the following form:

$$F\text{-score} = \max_{\pi \in \Pi} \frac{1}{k} \sum_{i=1}^{k} F_{i\pi(i)},$$ \hspace{1cm} (44)

where we follow the common practice of permuting the obtained clusters to best match the ground-truth. Another metric that we use for evaluation of spectral clustering methods is normalized mutual information (NMI) \cite{53}, defined as:

$$\text{NMI} = \frac{2I(\mathcal{L}; \hat{\mathcal{L}})}{H(\mathcal{L}) + H(\hat{\mathcal{L}})},$$ \hspace{1cm} (45)

where $I(\mathcal{L}; \hat{\mathcal{L}})$ denotes the mutual information between the ground-truth and returned clusters, and $H(\cdot)$ represents the entropy of each partition. Both evaluation metrics take values between zero and one, with a larger score indicating better clustering performance.

For all Nyström-based spectral clustering algorithms, we employ uniform sampling without replacement to select the landmark set. While landmark selection strategies abound in the literature, the primary purpose of this work is to present a principled spectral clustering method to optimize accuracy-efficiency trade-offs for a given Nyström approximation (i.e., fixed $C$ and $W$). Towards this goal, we presented two theoretical results that hold for any landmark selection process and designing improved landmark selection techniques is out of the scope of this work. As shown in Theorem 2, a more accurate Nyström approximation results in a smaller perturbation of the modified kernel matrix in prototypical spectral clustering. We thus decided to use uniform sampling for simplicity and ease of implementation. Since the sampling step involves randomness, we repeat each experiment over 50 independent trials and report the average values (along with standard deviations for cluster quality evaluations). For our approach, we set the threshold parameter $\gamma$, introduced in \cite{17} for the low-rank approximation of $W$, to $10^{-2}$ unless otherwise specified. We will present a numerical simulation to investigate the sensitivity of our method to $\gamma$. This section starts with demonstrating the performance and efficiency of our method using synthetic data and we then focus on two real data sets, namely mushrooms and MNIST, from LIBSVM \cite{47}.

### A. Experiments on Synthetic Data

In the first experiment, we present a thorough comparison of our approach with the prior scalable Nyström-based spectral clustering method that was introduced in \cite{21}. As discussed in Section II, the prior approximate spectral clustering method based on the Nyström approximation \cite{31} does not scale well with the data size due to the quadratic dependence on the number of landmarks. In our comparison, we consider three synthetic data sets covering different intrinsic structures in real data. In Fig. 3(a) and 3(b) we plot the three data sets (named moons, circles, and blobs) that contain $n = 100,000$ samples in $\mathbb{R}^2$ with up to three clusters. To be fair, we set the kernel
parameter $\sigma = 0.2$ for all three data sets and both spectral clustering methods share the same $C$ and $W$ in each trial.

The mean and standard deviation of the two evaluation criteria, i.e., F-score and NMI, are shown in Fig. 4 for varying values of landmarks $m$ from 40 to 200. For all three cases, we see that our proposed approach outperforms the prior work on Nyström-based spectral clustering [32] with higher accuracy levels and lower standard deviations. Also, the superior performance of our approach is more significant when $m$ is relatively small, which is desirable for reducing the memory overhead associated with storing and processing the matrix $C \in \mathbb{R}^{n \times m}$ obtained from the Nyström approximation. For comparison, we observe that our method provides almost perfect clustering of the blobs data set with $m = 40$ landmarks. On the other hand, the prior work on Nyström-based spectral clustering does not have a satisfactory performance on the same data with $m = 200$ landmarks, which is five times the required number of landmarks in our proposed method.

We also present timing results for all three data sets in Fig. 5. These results confirm that both methods’ computational cost grows linearly as the number of landmarks $m$ increases. However, for a fixed value of $m$, the prior work on spectral clustering is somewhat faster than ours because of enforcing the strict rank reduction step on $W$, which compromises the clustering accuracy as demonstrated in Fig. 4. However, our method exploits the threshold parameter $\gamma$ and the decaying spectrum of $W$ to compute its rank-$l$ approximation to improve the trade-off between accuracy and efficiency. We draw a dashed horizontal line highlighting the running time of our method yielding perfect clustering results using the smallest possible landmark set. This comparison shows that our approach is more time-efficient than the prior Nyström-based spectral clustering method to reach a specific accuracy.

Although our approach’s time complexity is a linear function of $m$ for all three data sets in Fig. 5, we observe that the running time of the proposed method on the blobs data set is noticeably higher than the other experiments. To explain
this increase in running time, we report the average value of \( l \), i.e., the rank of the inner matrix \( W \), in our proposed method for all three data sets in Table I. The reported results reveal that the average number of retained eigenvectors for the all values of \( \gamma \) provides a reasonable trade-off between the performance and time complexity of our approach. However, the introduced technique in [38] should choose \( D \) so that it significantly exceeds the ambient dimension of the original data. To alleviate the cost, this method enforces each row of \( S \) to be sparse with a few non-zero entries, and a state-of-the-art sparse SVD solver is employed. The sparsity of each row of \( S \) is selected to be \( m \) for a fair comparison with spectral clustering methods that utilize the Nyström approximation with \( m \) landmarks to approximate the kernel matrix. We use the provided code by the authors, which is implemented in Matlab and uses C Mex functions for computationally expensive parts.

In Fig. 6, we report accuracy and time complexity results for various values of \( m \) on the blobs data set using the same kernel parameter \( \sigma = 0.2 \). We see that our approach noticeably outperforms Random Features for all values of \( m \). Furthermore, our approach is more efficient, and the computational savings become more prominent as we increase \( m \). We also compared the Random Features technique with our introduced method on the other synthetic data sets omitted to save space, revealing the poor performance of Random Features. The unsatisfactory clustering accuracy of Random Features in our comparison may be related to the lack of careful adjustment of parameters such as the kernel parameter \( \sigma \) and the number of landmarks \( m \). For example, the reported results in the original work [38] primarily focused on a relatively large value of \( m \), such as \( m = 1,024 \). Another recent work also observed that using small values of \( m \) adversely affects the performance of approximate spectral clustering techniques based on Random Features [37]. However, our method successfully clusters the blobs data set in less time with \( m = 40 \) landmarks without

**Table I**

| data set | \( m = 40 \) | \( m = 80 \) | \( m = 120 \) | \( m = 160 \) | \( m = 200 \) |
|----------|----------------|----------------|----------------|----------------|----------------|
| moons    | 35.4           | 55.6           | 66.0           | 72.3           | 77.5           |
| circles  | 34.1           | 52.7           | 63.2           | 69.7           | 74.1           |
| blobs    | 37.9           | 66.5           | 86.9           | 101.2          | 112.1          |

**Table II**

| \( \gamma = 10^{-3} \) | \( \gamma = 5 \times 10^{-3} \) | \( \gamma = 10^{-2} \) | \( \gamma = 5 \times 10^{-2} \) |
|-------------------------|-------------------------|-------------------------|-------------------------|
| F-score                 | 1.00                    | 1.00                    | 1.00                    | 0.96 ± 0.13       |
| NMI                     | 1.00                    | 1.00                    | 1.00                    | 0.97 ± 0.09       |
| time (sec.)             | 0.74                    | 0.61                    | 0.54                    | 0.39               |
tuning $\sigma$ for each experiment separately. A further advantage of our approach is that it does not require SVD solvers specifically tailored to large sparse matrices.

B. Experiments on Real Data

We investigate the performance and computational cost of our proposed spectral clustering method on two public benchmark data sets. For our comparison, we use the prototypical spectral clustering algorithm depicted in Alg. 1 to obtain baselines for both evaluation metrics, i.e., F-score and NMI. Therefore, we consider smaller data sets to run the full spectral clustering algorithm on a single machine. Like the previous section, we compare against the prior scalable spectral clustering technique based on the Nyström method [32]. We use the Matlab built-in spectral clustering algorithm, called “spectralcluster,” with default values to perform spectral clustering on the full data set. The Matlab implementation also allows performing approximate spectral clustering by forming a sparse nearest neighbor similarity graph [4]. For this technique, we explore the influence of the number of nearest neighbors on the clustering accuracy and running time.

As mentioned, we consider two real data sets from LIBSVM [47]. The MNIST data set is a collection of handwritten digit images, where a $d = 28^2 = 784$ dimensional vector represents each image. In this work, we reduce the dimension of the original data to $d = 500$ by using principal component analysis (PCA) [54]. We also consider two subsets of this data set: (1) $k = 2$ classes with $n = 11,800$ samples and (2) $k = 3$ classes with $n = 17,718$ samples. The mushrooms data set contains $n = 8,124$ samples in $\mathbb{R}^{112}$. Each sample in the data set contains information that describes the physical characteristics of a single mushroom. The ground-truth labels provide information regarding poisonous or edible mushrooms; we thus have $k = 2$ clusters. Since these two data sets have a different range of values and structures, we used the Matlab built-in support vector machine classifier to find an appropriate value for the kernel parameter $\sigma$. While this parameter tuning requires the ground-truth labels, we do not use them when performing spectral clustering. We set the threshold parameter $\gamma = 10^{-2}$, which is the same value used in the previous section for all synthetic data sets.

Table III reports the mean and standard deviation of clustering accuracy as well as time complexity for two values of $m = 40$ and $m = 80$. As we see, our proposed approach consistently outperforms the prior work on Nyström-based spectral clustering. Our method often reaches the accuracy of spectral clustering on the full data set with $m = 40$ landmarks while reducing the running time by two to three orders of magnitude. As expected, for a fixed value of $m$, our method is slightly slower than the previous Nyström-based spectral clustering technique. However, our method is more time-efficient when our goal is to reach higher accuracy levels close to those of the full spectral clustering algorithm. Therefore, this experiment using real data further demonstrates the merits of our proposed spectral clustering approach.

Moreover, we used the mushrooms data set to evaluate the number of nearest neighbors for forming sparse similarity graphs to reduce the complexity of prototypical spectral clustering. The Matlab’s default value for the number of neighbors is $\lceil \log(n) \rceil$. Thus, we considered three values $\alpha \lceil \log(n) \rceil$, where $\alpha \in \{1, 10, 100\}$. The mean F-score values are 0.75, 0.37, and 0.63, respectively. This result shows that increasing the number of nearest neighbors does not necessarily guarantee an improved clustering quality. Also, the F-score for the default value is substantially lower than the one obtained via performing the full spectral clustering algorithm. In terms of running time, the spectral clustering method based on sparse similarity graphs takes 2.53, 14.5, and 26.3 seconds, respectively. Thus, in our comparison, another benefit of using the Nyström approximation is the substantial reduction of time complexity compared to sparse similarity graphs.

V. Conclusion

In this paper, we presented a principled approximate spectral clustering algorithm that builds on the Nyström approximation and provided accuracy-efficiency trade-offs. The proposed method has shown to outperform existing Nyström-based spectral clustering methods through several detailed experiments on synthetic and real data. This work also presented two new theoretical results to understand the influence of leveraging low-rank kernel matrices in the context of spectral clustering and normalized cut.
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