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ABSTRACT
In real applications, new object classes often emerge after the detection model has been trained on a prepared dataset with fixed classes. Due to the storage burden and the privacy of old data, sometimes it is impractical to train the model from scratch with both old and new data. Fine-tuning the old model with only new data will lead to a well-known phenomenon of catastrophic forgetting, which severely degrades the performance of modern object detectors. In this paper, we propose a novel Multi-View Correlation Distillation (MVCD) based incremental object detection method, which explores the correlations in the feature space of the two-stage object detector (Faster R-CNN). To better transfer the knowledge learned from the old classes and maintain the ability to learn new classes, we design correlation distillation losses from channel-wise, point-wise and instance-wise views to regularize the learning of the incremental model. A new metric named Stability-Plasticity-mAP is proposed to better evaluate both the stability for old classes and the plasticity for new classes in incremental object detection. The extensive experiments conducted on VOC2007 and COCO demonstrate that MVCD can effectively learn to detect objects of new classes and mitigate the problem of catastrophic forgetting.
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1 INTRODUCTION
Object detection is a basic computer vision task in many multimedia applications, such as autonomous driving, object tracking and so on. Modern object detection methods based on Convolution Neural Networks (CNNs) have achieved state-of-the-art results, which are usually trained on predefined datasets with a fixed number of classes. In many practical applications, new object classes often emerge after the detectors have been trained. Due to the privacy of data and limited storage of the devices, sometimes the old data can not be available for training the detectors from scratch. Even if the old data are available, this procedure will take a long training time. Fine-tuning is a commonly used method to transfer the pre-trained model on new data. However, directly fine-tuning on new classes will severely decrease the performance on old classes [17], which is known as catastrophic forgetting [7] [9] [26]. Therefore, improving the ability of object detectors to learn new object classes continuously is necessary.

Recently, incremental learning has been paid more attention to classification, which aims to continuously learn to address new tasks from new data while preserving the learned knowledge from
the old data. Based on the regularization methods to overcome catastrophic forgetting, the incremental learning methods can be divided into two categories [14]: parameter-based [1] [17] [36] and distillation-based [2] [16] [21] [29] [30]. Due to the difficulty of designing a reasonable metric to evaluate the importance of all parameters, we follow the distillation-based regularization methods to preserve the learned knowledge from the old classes when adapting the old model on the data of new object classes.

Different from image classification, object detection involves distinguishing foreground from complex background and the precise localization of objects, which is more challenging for incremental learning. Existing incremental object detection methods [5] [10] [11] [19] [32] [37] mainly adopt knowledge distillation to regularize the behavior of the incremental model to be similar to the old model for preserving the learned knowledge. The typical way is to minimize the distance between features or output logits of the old and incremental models. However, due to the inherent difference in the categories to be detected, we should preserve the stability to detect old classes and the plasticity to learn new classes. Directly enforcing the incremental model to imitate all activations in the feature maps of the old model (denoted as first-order distillation) makes the incremental model confusing about which knowledge is important and should be transferred. The sufficiently learned valuable knowledge may not be well preserved, instead some unimportant and misleading knowledge may be preserved. As shown in Figure 1(a), the relative relations between the important activations are broken in the distillation procedure.

In the perspective of the linguistic structuralism [25], the meaning of a sign depends on its relations with other signs within the system [27]. Analogously, the meaning of an activation value depends on its relation with other activation values within the feature map. An activation value will be meaningless without regard to its context activation values. Compared with the first-order distillation, the correlation distillation (second-order distillation) transfers a similarity correlation matrix as shown in Figure 1(b), which explores intra-feature structural relations rather than individual activations and transfers a high-level representation of the activations in the feature maps. As studied in the representational similarity analysis in neuroscience [18], the transformed feature contains more information than the original feature, which is the high-level abstractions of the activation behavior in the features of neural network [4]. For object detection, the relations within the activations in feature maps contain more information, such as image-level relations, foreground-background relations and intra-instance relations. Exploring and transferring the relative similarity of the discriminative patterns in the feature space can preserve the stability and plasticity for incremental object detection.

In this paper, we propose a novel multi-view correlation distillation based incremental object detection method (MVCD), which mainly focuses on the design of distillation losses in the feature space of the two-stage object detector Faster R-CNN [31]. It is a dual network including the old model and the incremental model, which cooperate for transferring the old model trained on old classes to incrementally detect new classes. To trade off between the stability to preserve the learned knowledge from the old data and the plasticity to learn new knowledge from new classes, we design the correlation distillation losses from three views in the feature space of the object detector, which consists of the channel-wise, point-wise and instance-wise views as shown in Figure 2. Here, the three views for the feature maps can be seen as three abstractions of activation behaviors obtained from the stimuli from the different parts of the input. The channel-wise view explores the correlation among the feature map channels in the image-level feature. The point-wise view explores the knowledge among the discriminative regions corresponding to the foreground and the background. The instance-wise view explores the correlation among the intra-instance patches to preserve the discriminability of features for detecting the old classes.

The contributions of our work are as follows:

- We propose a novel incremental object detection method, which is the first attempt to explore the multi-view correlations (second-order distillation) in the feature space of the two-stage object detector.
- To get a good trade-off between the stability and the plasticity of the incremental model, we design correlation distillation losses from three views for regularizing the learning in feature space, which transfers the learned channel-wise, point-wise and instance-wise correlations to the incremental model.
- A new metric called Stability-Plasticity-mAP (SPmAP) is proposed to quantify Stability and Plasticity, which is integrated with the original mAP to measure the performance of incremental object detector comprehensively.
- Extensive experiments are conducted on VOC2007 [6] and COCO [23]. The results demonstrate the effectiveness of the proposed method to learn to detect new classes continuously, and it also achieves promising results compared with previous methods.

2 RELATED WORK

Incremental learning aims to develop machine learning systems to continuously deal with streams of new data while preserving the learned knowledge from the old data. The main challenge is to mitigate catastrophic forgetting and find a good trade-off between the stability and the plasticity of the incremental model.

According to the optimization directions to preserve the learned knowledge, existing works can be divided into two categories [14]:
parameter-based and distillation-based. The parameter-based methods aim to preserve important parameters and penalize the changes of these parameters, such as EWC [17] and MAS [1]. However, designing a metric to evaluate the importance of all parameters is also a tough task. Therefore, we mainly focus on distillation-based methods in our work.

Distillation-based Incremental Learning: Knowledge distillation is a commonly used technique to transfer knowledge from one network to another network. Hinton et al. [13] propose to transfer the knowledge from a large network to a small network using distillation by encouraging the responses of these two networks to be similar. For incremental learning, distillation-based methods utilize the learned knowledge from the old model to guide the learning of the new model by minimizing the distillation losses. LwF [21] utilizes a modified cross-entropy loss to preserve original knowledge with only examples from the new task. iCaRL [30] combines representation learning and knowledge distillation for jointly learning feature representation and classifiers, and a small set of exemplars is selected to perform nearest-mean-of-exemplars classification. Ramen et al. [29] propose an auto-encoder based method to retain the knowledge from old tasks, which prevents the reconstructions of the features from changing and leaves space for the features to adjust. Sun et al. [33] [34] propose to maintain a lifelong dictionary, which is used to transfer knowledge to learn each new metric learning task.

Recently, several novel knowledge distillation methods have explored the relationships between samples or instances to transfer the knowledge from teacher model to student model [20] [24] [27]. Liu et al. [24] construct the instance relationship matrix. Park et al. [27] propose the distance-wise and angle-wise distillation losses to minimize the difference in relations. Li et al. [20] propose to explore the local correlations to transfer the knowledge. Inspired by these methods, we believe that transferring the correlations in feature space for incremental learning may not only preserve the learned knowledge of the old model but also maintain the scalability to learn new knowledge, which can get a balance between stability and plasticity of the incremental model.

Incremental Object Detection: The first incremental object detector [32] is based on Fast R-CNN [8]. It uses EdgeBoxes [38] and MCG [3] to precompute proposals, and knowledge distillation is used to regularize the outputs of the final classification and regression layers in order to preserve the performance on old classes. Recently, several end-to-end incremental object detection methods [5] [10] [11] [19] are proposed. Chen et al. [5] propose to use L2 loss to minimize the difference between the feature maps of the old and the incremental models, which is referred to hint loss. Hao et al. [10] introduce a hierarchical large-scale retail object detection dataset called TGFS and presents a class-incremental object detector that utilizes an exemplar set with a fixed size of old data for training. Hao et al. [11] use a frozen duplication of RPN to preserve the knowledge gained from the old classes, and a feature-changing loss (L2 Loss) is proposed to reduce the difference of the feature maps between the old and new classes. Li et al. [19] extract three types of knowledge from the original model, which is based on RetinaNet [22], and it uses smooth L1 loss to minimize the feature difference. A dual distillation training function is proposed in [37] that pre-trains a separate model only for the new classes, such that a student model can learn from two teacher models simultaneously. In addition, several novel works on incremental few-shot object detection are proposed [28] [35]. However, the few-shot setting is more challenging than the many-shot setting in incremental object detection, and the problem of incremental object detection on the many-shot setting has not been well resolved. In our work, we mainly focus on general incremental learning for object detection.

The typical way of the above-mentioned incremental object detection methods to preserve the learned knowledge is to imitate the important activations of the original model by minimizing the first-order distillation losses. However, it is hard for the incremental model to fully understand the transferred knowledge due to the inherent difference in the categories to be detected. Different from these methods, we explore the important correlations in the feature space of the object detector and only transfer the correlations instead of the values in the feature maps, which can preserve the relative relations within the important learned knowledge and maintain the capability to learn to detect new classes.

3 METHOD
3.1 Overview

The proposed multi-view correlation distillation mechanism for incremental object detection is shown in Figure 3, which is a dual network. A frozen copy of the old model trained on the old data provides the learned knowledge of the old classes, such as the activations on feature maps, detection results and the logits from the output layers. The incremental model is adapted to detect both old and new classes on new data with the annotations of new classes.

Figure 3: The whole framework of the proposed method. The old model is a frozen copy of the original model trained on the old data, and the incremental model is an adapted model on new classes. Grey and white indicate the frozen and updated parameters respectively.
as well as the learned knowledge from the old model. Samples of the new data are input into both the old model and the incremental model, then the detection results of the old model are integrated with the ground-truth of new classes to guide the learning of the incremental model. We also use the commonly used distillation loss (L1 loss) on the final output layers (classification layer and regression layer) to penalize the difference between the logits from the old model and the incremental model. In addition to these techniques, in our work, we mainly focus on the distillation in the feature space of the object detector to better preserve the learned knowledge. Different from image classification, the feature space in object detectors can be divided into image-level features and instance-level features, so we elaborately design the distillation losses for both of them to maintain the important knowledge.

### 3.2 Multi-view Correlation Distillation

The typical way to preserve the learned knowledge from the old model in feature space is to minimize the distance such as L1 loss between the activations of the old model and the incremental model. However, it is difficult for the incremental model to fully understand the transferred knowledge in feature space, which may result in the preservation of unimportant information instead of the useful knowledge for minimizing the overall loss. Meanwhile, this constraint may also restrict the plasticity of the incremental model for learning new classes. Incremental object detection aims to not only preserve the learned knowledge but also maintain the scalability for learning new classes. Therefore, we design a novel correlation distillation mechanism, which explores and transfers the important correlations from channel-wise, point-wise and instance-wise views in the feature space of the old object detector. The channel-wise view explores the correlation between the important feature maps in the image-level feature. The point-wise view explores the correlation between the discriminative background and foreground regions. The instance-wise view explores the correlation between the intra-instance patches, which aims to preserve the discriminability of the features for precisely detecting the old classes. The total loss function is defined as:

$$\mathcal{L} = \mathcal{L}_{\text{frcnn}} + \mathcal{D}_{\text{out}} + \lambda (\mathcal{D}_{\text{cc}} + \mathcal{D}_{\text{pc}} + \mathcal{D}_{\text{ic}})$$

(1)

where $\mathcal{L}_{\text{frcnn}}$ is the standard loss function in Faster R-CNN, and $\mathcal{D}_{\text{out}}$ is the commonly used distillation loss on the final classification and regression layers, and here we use L1 loss. $\mathcal{D}_{\text{cc}}$, $\mathcal{D}_{\text{pc}}$ and $\mathcal{D}_{\text{ic}}$ are the proposed channel-wise, point-wise and instance-wise correlation distillation losses. We set $\lambda = 1$ in our experiments.

#### 3.2.1 Channel-wise Correlation Distillation

The convolution kernels are responsible for extracting different patterns, so the channel-wise importances are different for each sample, which is the indispensable knowledge to transfer. However, the correlations between the feature distribution along channels are seldom considered in previous first-order-distillation-based methods. Intuitively, to preserve the plasticity of the incremental object detector, only the important channel-wise activations learned on the old data should be transferred to the incremental model and the rest unimportant channels can be left for learning new classes. Due to the disadvantage of first-order distillation, we propose a channel-wise correlation distillation loss. It constrains the specific inter-channel relations for different samples, and the consistent correlations of feature distribution along channels between the old and incremental model are preserved. It is achieved by distilling the correlations within the important channels of each image rather than restricting the overall activation values to be similar.

The squeeze-and-excitation module (SE module) [15], as a widely used channel attention module, can generate channel-wise weights for each image. SE module consists of squeeze and excitation operations. The original feature maps are aggregated across spatial dimensions, and a channel descriptor is obtained through a squeeze operation. Then, the sample-specific activations are learned for each channel (channel-wise attention vectors $v$) through an excitation operation. The original feature maps are then reweighted to generate the output of the SE block. To measure the importance of channels in image-level features, an SE module is added after the convolution layer in RPN which has higher-level features for discriminating foreground and background. The structure is shown in Figure 4.

After the channel-wise attention vector $v = \{v_1, v_2, ..., v_C\}$ from the old model is obtained for each image, we normalize the vector to $[0, 1]$. The important channels $F_{cc} \in \mathbb{R}^{N'c \times W \times H}$ are classified by a threshold (0.5), where $N'c$ is the number of important channels. The loss can be written as:

$$S^{cc}(i, j) = \psi(F^{cc'}(i), F^{cc'}(j)), \quad S^{cc'}(i, j) = \psi(F^{cc}(i), F^{cc'}(j))$$

$$\mathcal{D}_{cc} = \frac{1}{N'c \times N'c} \sum_{i=1}^{N'c} \sum_{j=1}^{N'c} |S^{cc}(i, j) - S^{cc'}(i, j)|$$

(2)

where $S^{cc}$ is the channel-wise correlation matrix and $F$ and $F'$ represent the features of the incremental model and the old model respectively. $i$ and $j$ are the indexes of the channels. $\psi(\cdot, \cdot)$ is cosine similarity between two vectors. The channel-wise correlation matrices of the old model and the incremental model both use the indexes of important channels obtained from the old model.

The channel-wise correlations represent the relative distribution of specific patterns learned in different channels, which is the abstractions of channel-level activation behaviors. The channel-wise correlation distillation only transfers correlations between the important channels of old classes and removes redundant channel-wise information, which leaves room for learning new classes.
3.2.2 Point-wise Correlation Distillation. RPN is used to discriminate the object-like region proposals and background region proposals. The discriminative points in the activation-based spatial attention map of the feature in RPN correspond to the obvious regions of the background or foreground. Extracting the feature vectors of these points and only transferring the correlation between these point-wise feature vectors can preserve the knowledge of obvious foreground and background learned on the old data. The rest points are left to be optimized on new data.

The obvious regions are the points with high or low responses on the activation-based spatial attention map, which can be obtained by thresholding the attention map. We use \( F_{\text{att}} = \sum_{i=1}^{C} |F_i| \) to get the attention map, where \( C \) is the number of channels. Then, the activation-based spatial attention map is further normalized for selecting the point-wise feature vectors with high or low responses. Here, we use two thresholds \( \theta_{\text{high}} \) and \( \theta_{\text{low}} \) to select these point-wise feature vectors of discriminative regions. The correlation matrix is constructed between them, which also uses the cosine similarity to describe the correlation.

In the dual network, the activation-based spatial attention map is obtained from the image-level feature of the old model (\( F \)), then the attention map is used to select points with high and low responses. After the indexes of these points are obtained \( p_{\text{high}} = \{(x_1, y_1), (x_2, y_2), ..., (x_{N_h}, y_{N_h})\} \) and \( p_{\text{low}} = \{(x_1, y_1), (x_2, y_2), ..., (x_{N_l}, y_{N_l})\} \), where \( N_h \) and \( N_l \) are the numbers of the points with high and low responses respectively, we extract the point-wise feature vectors from the features of the old model and the incremental model (\( \hat{F} \) and \( F \)) respectively. The point-wise correlation matrices are also calculated for these two models respectively, and the distance between these two matrices is minimized. The loss is written as Equation 3.

\[
S^{\text{pc}}(i, j) = \psi(F_{\text{high}}(i), F_{\text{low}}(j)), \quad S^{\text{pc}'}(i, j) = \psi'(F_{\text{high}'}(i), F_{\text{low}'}(j))
\]

\[
D_{\text{pc}} = ||S^{\text{pc}} - S^{\text{pc}'}||_F^2
\]

where \( F_{\text{high}} \in \mathbb{R}^{N_h \times C} \) and \( F_{\text{low}} \in \mathbb{R}^{N_l \times C} \) are the extracted point-wise feature vectors corresponding to the points with high and low responses from the incremental model respectively. Similarly, \( F_{\text{high}'} \in \mathbb{R}^{N_h \times C} \) and \( F_{\text{low}'} \in \mathbb{R}^{N_l \times C} \) represent the corresponding feature vectors from the old model.

The point-wise correlations represent the abstractions of the activation behaviors about the relative responses between foreground and background. The point-wise correlation distillation can preserve the consistent correlations between the feature distributions of obvious foreground and background, and the indistinct regions can be left to learn new classes.

3.2.3 Instance-wise Correlation Distillation. Inspired from [20], the local features and their correlation in each instance also contain many details and discriminative patterns. The old model can generate more discriminative local features with sufficient old data, while the incremental model is hard to achieve that due to the lack of old data. The old model trained on old classes can make right predictions for different categories of objects with similar appearances based on the discriminative local regions of each instance. Therefore, learning the local knowledge of each instance from the old model is an important way to maintain the stability to detect the old classes. The intra-instance correlation is not considered when simply imitating the global activations of instance-level features, which will degrade the discriminability for detecting old classes due to the loss of distinctive local patterns.

To transfer the correlation of the local regions for each instance from the old model to the incremental model, we compute the correlation matrix of the local regions for each instance-level feature, which is the pooled feature after the RoI-Pooling and convolution layers in the detection head. The pooled feature of each instance \( F_i \in \mathbb{R}^{pc \times ph \times pw} \) is divided into \( k \times k \) patches, and each patch has a shape of \( pc \times ph \times pw \) (2048 \times 2 \times 2). The instance-wise correlation distillation loss is defined as:

\[
S^{\text{ic}}(i, j) = \psi(F_i, F_j), \quad S^{\text{ic}'}(i, j) = \psi'(F_i', F_j')
\]

\[
D_{\text{ic}} = \frac{1}{K_k} \sum_{i=1}^{K_k} \sum_{j=1}^{K_k} \| S^{\text{ic}}(i, j) - S^{\text{ic}'}(i, j) \|
\]

where \( F_i \) and \( F_j \) are the vectorized features of the local patches from the incremental model and the old model respectively.

The instance-wise correlations represent the abstractions of activation behaviors within an instance, which explores the correlations between the local parts of an instance. The instance-wise correlation distillation can transfer the relative relationship between the response values of class-specific local features learned from the old model.

3.3 Stability-Plasticity-mAP

For incremental object detection, due to the different numbers of old and new classes and the different difficulties of learning each class, mAP is not very suitable for measuring the performance of the incremental model on handling the stability-plasticity dilemma. Therefore, to quantize Stability and Plasticity, we propose a new metric called Stability-Plasticity-mAP (SPmAP), as written in Equation 5. Because incremental object detection aims to reach the performance of the model trained on all data with only the data of new classes, we use the model train on all classes as the up-bound model to measure stability and plasticity. Stability is the average difference of precisions on old classes, and Plasticity is the average difference of precisions on new classes. We also integrate the overall mAP difference (mAP_{\text{diff}}) representing the overall performance of all classes into the metric to measure the performance comprehensively.

\[
\text{SPmAP} = \left((\text{Stability} + \text{Plasticity})/2 + \text{mAP}_{\text{diff}}\right) / 2
\]

\[
\text{Stability} = \frac{1}{N^o} \sum_{i=1}^{N^o} (UP(i) - INC(i))
\]

\[
\text{Plasticity} = \frac{1}{N^n} \sum_{i=1}^{N^n} (UP(i) - INC(i))
\]

\[
mAP_{\text{diff}} = \frac{1}{N} \sum_{i=1}^{N} \left((UP(i) - INC(i))\right)
\]

where \( N \) is the number of all classes, \( N^o \) and \( N^n \) represent the numbers of old and new classes respectively. \( UP \) and \( INC \) are the average precisions of the up-bound model and the incremental model.
4 EXPERIMENTS AND EVALUATION

4.1 Experiment Setup

Datasets. The proposed method is evaluated on two benchmark datasets: Pascal VOC 2007 and Microsoft COCO. VOC2007 has 20 object classes, and we use the trainval subset for training and the test subset for evaluation. COCO has 80K images in the training set and 40K images in the validation set for 80 object classes, and the minival (the first 5K images from the validation set) split is used for evaluation. There are two schemes to add new classes for evaluation: addition at once and sequential addition.

Evaluation Metrics. The compared methods are fine-tuning and some recent related works [32] [5] [10] [11] [19]. We reproduce the distillation methods and evaluate their performance under the same settings as our proposed method. We also design a baseline (Plain L1) that directly minimizes the L1 loss between the activations in the features of the old model and the incremental model. The basic object detector is Faster R-CNN for all methods. We use both mean average precision (mAP) at 0.5 IoU threshold and the proposed “SPmAP” to measure the performance.

Implementation Details. The old model is trained for 20 epochs, and the initial learning rate is set to 0.001 ($l_r = 0.001$), and decays every 5 epochs with $\gamma = 0.1$. The momentum is set to 0.9. The incremental model is trained for 10 epochs with $l_r = 0.0001$ and decays to 0.00001 after 5 epochs. The confidence and IoU thresholds for NMS are set to 0.5 and 0.3 respectively. The thresholds in Section 3.2.2 are set to $\theta_{\text{high}} = 0.8$ and $\theta_{\text{low}} = 0.1$, and $k$ in Section 3.2.3 is set to 2. ResNet-50 [12] is used as the backbone. We conduct all experiments on a single NVIDIA GeForce RTX 2080 Ti.

4.2 Addition of Classes at Once

In the first experiment, we evaluate the performance on adding new classes at once. We take 19, 15 and 10 classes from VOC2007 sorted in alphabetical order as old classes, and the remaining 1, 5, 10 classes are the corresponding new classes as described in [32]. For COCO, we take the first 40 classes as the old classes and the remaining 40 classes as the new classes. In these settings, if the image contains the categories to be detected, it will be selected for training or testing, so there is an overlap between the old data and the new data. However, the annotations of old classes in the new data are not available.

Table 1 lists the per-category average precision on VOC2007 test subset. Old(•) represents the model trained on the old data, and Up-bound(•) represents the model trained on all data of both old and new classes. On the first setting, the mAP of fine-tuning gets only 26.2%, which has caused severely catastrophic forgetting. Different from the original fine-tuning, which randomly initializes the classification layer for a new task, in order to preserve the learned knowledge, we initialize the parameters in the classification layer and the regression layer of the incremental model with those of the old model learned from the old classes. However, the performance of fine-tuning still degrades a lot. As can be seen, when only add one new class (“tv monitor”), the mAP and SPmAP of MVCD can reach 69.7% and 3.4% respectively, outperforming other L1/L2-distillation-based incremental object detection methods by a large margin. The mAP of MVCD exceeds the suboptimal Plain L1 about 0.8%. It represents our method can better balance stability and plasticity.

For the second setting, we take 15 classes as the old classes, and the remaining 5 classes are added at once. MVCD also performs well compared with other methods. The mAP increases by about 2.0% compared with Plain L1. With the increasing number of new classes, the mAP of fine-tuning is improved, however, the phenomenon of catastrophic forgetting is not mitigated. On the third setting, when 10 classes are added at once, the mAP of MVCD gets 66.1%, outperforming the suboptimal Plain L1 about 0.5%. Similarly, MVCD achieves the best SPmAP compared with other methods.

We also evaluate the performance on adding more classes as shown in Table 2. We take 40 classes from COCO training dataset as the old classes and the remaining 40 classes as the new classes. Both mAP and SPmAP of MVCD outperform Plain L1 and exceeds fine-tuning by a large margin.

The above results demonstrate that MVCD can effectively mitigate catastrophic forgetting on the setting of addition at once. The comparisons with other methods with the metric “SPmAP” also verify the superiority of MVCD on maintaining the stability and plasticity of the incremental model. As can be seen, the designed “Plain L1” achieves comparable performance with other first-order-distillation-based methods. Therefore, in the following experiments, we use “Plain L1” as the baseline for comparison.

4.3 Sequential Addition of Multiple Classes

In this experiment, we evaluate the performance of our method by adding classes sequentially for incremental learning. For the first setting, we also take 15 and 10 classes from VOC2007 sorted in alphabetical order as old classes, and the remaining 5 and 10 classes are as new classes. Table 3 lists the mAP(%) when adding 5 and 10 classes sequentially.

As can be seen, MVCD in the setting of sequential addition of 5 classes outperforms Plain L1 in all incremental learning steps, and it can reach 51.89% after the 5th incremental learning step. The average improvements over all steps is 1.6%, and the max difference can reach 3.25% in the 2th step. We also evaluate the performance on adding 10 new classes sequentially with ten-step and five-step incremental learning respectively. In the ten-step learning, we add one new class at a time step, and in the five-step learning, we add two new classes at a time step. As shown in the ten-step setting result, the proposed MVCD has consistent improvements in all learning steps. After the 6th learning step, MVCD still exceeds Plain L1 6.78% (40.05% vs. 33.27%). Due to the small number of samples in some categories, the performance is decreased slightly. However, MVCD is still better than Plain L1, which demonstrates the effectiveness of multi-view correlation distillation. In the five-step setting, the mAP of MVCD can still reach 48.23% after the 5th incremental learning step, and it outperforms Plain L1 by a large margin in all learning steps. These experiments demonstrate that the proposed MVCD can mitigate catastrophic forgetting better than the first-order distillation even after many incremental learning steps.

We also split the training set of VOC2007 and COCO into four groups: A, B, C and D as described in [11]. For fair comparisons, we also use ResNet-50 [12] in this experiment. For each group, images
Table 1: Per-class average precision (%) on VOC2007 test dataset. Comparisons are conducted under different settings when 1, 5, 10 classes are added at once.

| Method       | Old(1-10) | Old(1-15) | Old(1-19) | Old(1-40) | Old(1-100) | Old(1-200) |
|--------------|-----------|-----------|-----------|-----------|------------|------------|
| aero         | 74.3      | 77.9      | 72.6      | 59.3      | 52.7       | 51.8       |
| bike         | 75.6      | 78.6      | 75.7      | 74.5      | 67.0       | 65.4       |
| bird         | 77.3      | 79.7      | 79.3      | 78.6      | 75.0       | 74.8       |
| boat         | 77.3      | 79.7      | 79.3      | 78.6      | 75.0       | 74.8       |
| bus          | 81.3      | 84.8      | 85.1      | 84.2      | 78.4       | 77.4       |
| car          | 84.1      | 87.4      | 86.4      | 85.6      | 79.7       | 78.7       |
| cat          | 82.7      | 85.3      | 85.1      | 84.3      | 78.5       | 77.5       |
| chair        | 63.3      | 65.6      | 66.8      | 66.0      | 60.4       | 59.7       |
| table        | 77.8      | 81.3      | 81.1      | 80.3      | 74.5       | 73.5       |
| dog          | 75.5      | 78.0      | 77.7      | 76.9      | 71.2       | 70.2       |
| house        | 77.7      | 81.2      | 80.9      | 80.1      | 74.4       | 73.4       |
| mbike        | 88.2      | 91.7      | 91.5      | 90.7      | 84.9       | 84.0       |
| person       | 80.6      | 83.8      | 83.6      | 82.9      | 77.1       | 76.0       |
| plant        | 71.2      | 74.4      | 74.3      | 73.5      | 67.5       | 66.4       |
| sheep        | 69.9      | 73.1      | 72.8      | 72.0      | 66.3       | 65.2       |
| sofa         | 64.4      | 67.6      | 66.5      | 65.7      | 59.6       | 58.5       |
| train        | 72.2      | 76.6      | 76.4      | 75.6      | 69.4       | 68.3       |
| tv           | 77.1      | 81.2      | 80.9      | 80.1      | 74.4       | 73.4       |
| mAP          | 71.2      | 74.4      | 74.3      | 73.5      | 67.5       | 66.4       |
| SPmAP        | -         | -         | -         | -         | -          | -          |

Table 2: Average precision (%) on COCO minival (first 5000 validation images). Comparisons are conducted when 40 classes are added at once.

| Method       | Old(1-40) | Fine-tuning | Plain L1 | MVCD |
|--------------|-----------|-------------|----------|------|
| aero         | 52.26     | 17.85       | 44.46    | 44.62|
| bike         | -          | -           | -        | -    |
| bird         | -          | -           | -        | -    |
| boat         | -          | -           | -        | -    |
| bus          | -          | -           | -        | -    |
| car          | -          | -           | -        | -    |
| cat          | -          | -           | -        | -    |
| chair        | -          | -           | -        | -    |
| table        | -          | -           | -        | -    |
| dog          | -          | -           | -        | -    |
| house        | -          | -           | -        | -    |
| mbike        | -          | -           | -        | -    |
| person       | -          | -           | -        | -    |
| plant        | -          | -           | -        | -    |
| sheep        | -          | -           | -        | -    |
| sofa         | -          | -           | -        | -    |
| train        | -          | -           | -        | -    |
| tv           | -          | -           | -        | -    |
| mAP          | -          | -           | -        | -    |
| SPmAP        | -          | -           | -        | -    |
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that only contain the objects of classes in this group are selected, which means that there are no overlaps in these four groups. The results are shown in Table 4, the performance of MVCD is better than Plain L1 in all incremental learning steps. On VOC2007, MVCD improves about 6.01% compared with Plain L1 after the last learning step. On COCO, MVCD is consistently better than Plain L1 in all learning steps.

4.4 Ablation Study

As listed in Table 5, the proposed multi-view correlation distillation losses \( D_{ic}, D_{pc} \) and \( D_{tc} \) on three settings are evaluated separately.

The baseline only uses the distillation on the final classification and regression layers as shown in the first row in Table 5. “+” represents the increased mAP(%) compared with the baseline.

Firstly, these three distillation losses are evaluated individually. As can be seen, the accuracy increases by about 0.85% on average by using \( D_{ic} \). The average increments of 1.85% and 1.99% are obtained when \( D_{pc} \) and \( D_{tc} \) are individually utilized. It verifies that these three correlation distillation losses are all useful for incremental object detection. The performance on SPmAP also show the effectiveness of these losses on preserving stability and plasticity. Then, we test different combinations of arbitrarily two losses, and the results on mAP show that the performances of these combinations are a little decreased compared with the combination of three correlation distillation losses.

The alternative choices of hyper-parameters \( \theta, k \) and distillation ways on channel-wise, point-wise and instance-wise features are also tested as shown in Table 6. For MVCD in the last row, we use the settings as described in implementation details. For point-wise correlation distillation, we replace the high and low thresholds with a single threshold \( \theta = 0.5 \) to divide the point-wise feature vectors into the vectors with high responses and low responses. Compared with our final setting \( \theta_{high} = 0.8 \) and \( \theta_{low} = 0.1 \), the performance decreases a lot, which verifies that only preserving the correlation between the most discriminative point-wise features can maintain the stability and plasticity of the incremental model.
Table 3: Average precision (%) on VOC2007 test dataset when adding 5 or 10 new classes sequentially.

| Method | +plant | +sheep | +sofa | +train | +tv |
|--------|--------|--------|-------|--------|-----|
| Plain L1 | 66.78 | 62.38 | 61.09 | 56.10 | 51.39 |
| MVCD | 68.19 | 65.63 | 63.31 | 56.72 | 51.89 |

| Method | +table | +dog | +horse | +mbike | +person | +plant | +sheep | +sofa | +train | +tv |
|--------|--------|------|--------|--------|---------|--------|-------|-------|--------|-----|
| Plain L1 | 58.34 | 55.69 | 50.14 | 44.04 | 39.59 | 33.27 | 31.89 | 30.15 | 25.46 | 26.88 |
| MVCD | 59.91 | 58.51 | 55.32 | 50.18 | 46.85 | 40.05 | 34.07 | 32.53 | 27.77 | 27.13 |

Table 4: Results on VOC2007 and COCO, when four groups are added sequentially.

| Method | A | B | C | D | mAP |
|--------|---|---|---|---|-----|
| VOC Plain L1 | 48.75 | - | - | - | 48.75 |
| | 38.96 | 60.55 | - | - | 49.75 |
| | 22.01 | 27.57 | 55.09 | - | 34.89 |
| | 6.03 | 11.69 | 33.06 | 35.81 | 21.65 |
| MVCD | 48.75 | - | - | - | 48.75 |
| | 54.62 | 58.38 | - | - | 51.50 |
| | 30.59 | 33.08 | 55.62 | - | 39.76 |
| | 14.25 | 18.34 | 41.72 | 36.32 | 27.66 |
| COCO Plain L1 | 57.29 | - | - | - | 57.29 |
| | 45.24 | 19.48 | - | - | 32.36 |
| | 30.22 | 14.93 | 23.22 | - | 22.79 |
| | 19.14 | 10.58 | 14.02 | 28.49 | 18.06 |
| MVCD | 57.29 | - | - | - | 57.29 |
| | 48.48 | 20.74 | - | - | 34.61 |
| | 34.75 | 15.45 | 24.29 | - | 24.83 |
| | 21.50 | 10.62 | 16.28 | 29.26 | 19.41 |

better. For the instance-wise correlation distillation, the instance-level feature is divided into $4 \times 4 (k = 4)$ patches, and the result shows $k = 2$ is better than $k = 4$. We also replace the channel-wise, point-wise and instance-wise correlation distillation losses with L1 loss to minimize the distance between the selected features. The performance on SPmAP is worse than preserving the correlations, which demonstrates correlation distillation is more appropriate to get a tradeoff between stability and plasticity for incremental object detection.

We also compare the training time of the proposed incremental learning method with the detector from scratch using similar GPU memory as listed in Table 7. When adding a few new classes, the proposed incremental object detection method has absolute superiority in training time with just a minor accuracy loss.

5 CONCLUSION

In this paper, we propose a novel multi-view correlation distillation based incremental object detection method, which transfers the correlations from the channel-wise, point-wise and instance-wise views in the feature space of the two-stage object detector. The channel-wise and point-wise correlations are designed for image-level features, and the instance-wise correlation is designed for instance-level features, which can get a good trade-off between the stability and the plasticity of the incremental model. Experimental results on VOC2007 and COCO with the new metric “SPmAP” demonstrate the effectiveness of the proposed method on incrementally learning to detect objects of new classes without severely forgetting originally learned knowledge.
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