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Abstract The differences between the sets in which ideal arithmetics takes place and the sets of floating point numbers are outlined. A set of classical problems in correct numerical evaluation is presented, to increase the awareness of newcomers to the field. A self-defense, prophylactic approach to numerical computation is advocated.

1 Introduction

Precision, and its commoditization, particularly due to the plummeting of its cost and because of its reproducibility, has been the base for our industrial societies since the mid XVIIIth century. The numerical precision went even faster and farther than in mechanical manufacturing.

Thirty years after the paper by Goldberg [1], the global population of developers has arguably grown by a factor of about fifty, and if floating-point was already deemed ubiquitous, the then young IEEE 754 norm is now also ubiquitous, on every desk and in every portable device. Yet “floating-point arithmetic is still considered an esoteric subject by” numerous computer practitioners.

While numerical computations are pervasive nowadays, they may appear for what they are not. Obviously, one needs computers, languages, compilers, and libraries for computing. Furthermore one has to rely on some standard, such as IEEE 754 [2,3,4] and its evolutions [5,6], that quickly became ISO standards [7,8,9].

We note that this standard emerged in a rich environment of incompatible formats, and is now supported on all current major microprocessor architectures. Yet all this is but modeling the numbers. Our familiarity with numbers typically used for computational purpose, i.e. the real numbers, may then blur our understanding of floating point numbers.

We will first discuss the common floating point representation of real numbers in a computer and list the differences between the properties of the numbers and the properties of their representation. We will then illustrate common examples where a naive implementation of the computation can lead to unexpectedly large uncertainties. In the next part, we delineate some approaches to understand, contain or mitigate these accuracy problems. We then conclude on the need for a broader awareness about floating point accuracy issue.

2 From real numbers to floating point numbers

Our “intuitive” understanding of numbers, for measurements, payments, arithmetics and higher computations, was developed over years of schooling and essentially builds on decimals which is not only a base-ten positional numeral system, but also the set of all decimal fractions, called $D = \{ \frac{n}{10^p}, n \in \mathbb{Z}, p \in \mathbb{N} \}$ for decimal.

This decimal notation, obvious for us, is rather new, dating back to François Viète in the XVIth century, who introduced systematic use of decimal fractions and modern algebraic notations, and John Napier in the early XVIIth century (improving notations of Simon Stevin) who popularized modern decimal separators (full stop dot as well as comma) to separate the integral part of a number from its fractional part, in his...
Rabdologia (1617). Decimal notation being central for the metric system, its use is widely spread.

But computing with machines rely essentially on binary representations, and computers are using subsets of the binary fractions, called \( B = \left\{ \frac{p}{2^n}, n \in \mathbb{Z}, p \in \mathbb{N} \right\} \) for binary.

\( B = \mathbb{Z}[1/2] \) is generated by adjoining \( 1/2 \) to \( \mathbb{Z} \), in the same way that \( \mathbb{D} = \mathbb{Z}[1/10] \). This construction is a rational extension of ring \( \mathbb{Z} \) or localization of the ring of integers with respect to the powers of two. Therefore, algebraically, \( (\mathbb{B}, +, \ast) \) is a ring (like \( \mathbb{D} \)). As it is not a field, division, as well as all rational functions, will require rounding. As \( B \) (like \( D \)) is only a small subset of the algebraic numbers, all roots will require rounding. As \( B \) (like \( D \)) is only a small subset of the real numbers (\( \mathbb{R} \)), all transcendental functions\(^1\) will also require rounding (even elementary ones: trigonometric functions, logarithms and exponential); and special functions such as \( \text{Bessel} \) functions, \( \text{elliptic} \) functions, \( \text{RIEMANN} \) function, \( \text{hypergeometric} \) series, \( \text{polylogarithms} \ldots \). As \( B \) is a ring, we get most usual good properties we are used to in mathematics:

- commutativity:
  \[
  \forall x \in B, \forall y \in B \quad x + y = y + x,
  \]
  \[
  \forall x \in B, \forall y \in B \quad x \times y = y \times x
  \]
- associativity:
  \[
  \forall x \in B, \forall y \in B, \forall z \in B \quad x + (y + z) = (x + y) + z,
  \]
  \[
  \forall x \in B, \forall y \in B, \forall z \in B \quad x \times (y \times z) = (x \times y) \times z
  \]
- distributivity:
  \[
  \forall x \in B, \forall y \in B, \forall z \in B \quad x \times (y + z) = x \times y + x \times z
  \]

Unfortunately, in practice we are limited to elements of \( B \) with a finite representation.

We call these “binary\(^2\) floating point numbers”, with a given number of \textit{digits}, in this case \textit{bits}: \( m \) bits for their \textit{mantissa} or \textit{significand}, and \( e \) bits for their \textit{exponent}. Let’s note these sets \( F_{m, e} \); they build an infinite lattice of subsets of \( B \). The size \( e \) of the \textit{exponent} and \( m \) of the \textit{mantissa} includes their respective sign bits. Furthermore some implementation do not store the most significant bit of the mantissa as it is one by default, then saving one bit for accuracy. Note that, this saving is possible only as we use a base two representation. Most of the time we rely on the hardware embedded \( F_{21,8} \) for single precision and \( F_{53,11} \) for double precision.

\(^1\) as opposed to \textit{algebraic} functions, \textit{i.e.} functions that can be defined as the root of a polynomial with rational coefficients, in particular those involving only algebraic operations: addition, subtraction, multiplication, and division, as well as fractional or rational exponents

\(^2\) We will not deal here with other bases, except to illustrate the cancellation phenomenon and double rounding in the more natural base ten

Topologically, while \( B \) (like \( \mathbb{D} \)) is dense in \( \mathbb{R} \), which would allow for arbitrarily close approximations of real numbers, the finite counterparts of \( B \) (or \( \mathbb{D} \)) used for floating points, are nowhere dense sets.

Similarly, while \( B \) (like \( \mathbb{D} \)) are closed under addition and multiplication, their finite counterparts \( F_{m, e} \) is not.

- for multiplication, the number of significant digits of the product is usually the sum of significant digits of factors.
- for addition, the sum will be computed after shifting the less significant term relative to the most significant one, the exact resulting significand getting larger than the original one.

If these results happen to fit into the fixed size, then the computation has been performed exactly, else an \textit{inexact} flag can be raised by the processor and this requires rounding. This is a source of trouble: we cannot catch, or \textit{trap} in the specific case of IEEE 754, all \textit{inexact} exception that would appear in any realistic computation. Most of them even appear in the simplest operation (addition), and then we do not have a choice to handle them: dynamically adaptable precision is possible only with a massive loss of speed, and is useless as soon as roots or transcendental functions\(^1\) are used. These exceptions will appear for all level of precision.

When representing a real number \( x \), one find the two nearest representable floating point numbers: \( x \) immediately below \( x \) and \( x_+ \) immediately above \( x \). Let us note \( m \) the middle of the interval \( [x_-, x_+] \) (a real number that cannot be represented in this floating point format). In order to measure the effect of rounding, one

![Fig. 1: The basics of rounding](image)

uses the smallest discrepancy between two consecutive floating point numbers, \( x_- \) and \( x_+ \); they differ by one unit in the last place (ulp): see Fig. 1. So when rounding to the nearest, the difference between the real number and the rounded one should be at most half a ulp: this is called \textit{correct rounding}. As this proves difficult, a less strict requirement is to guarantee the rounding within one ulp (\textit{i.e.} all bits correct but possibly the last one), which is called \textit{faithful rounding}. In Fig. 1, both \( x_- \) and \( x_+ \) are \textit{faithful roundings} of \( x \), but only \( x_+ \) is the \textit{correct rounding} of \( x \).
Thus, the behavior of floats is not the same as the behavior of binary numbers. Addition and multiplication inside the set of binary numbers are stable while for floats, it will be inexact most of the time, requiring round-off. From an object oriented point of view, while the floats $\mathbb{F}_{m,e}$, being smaller sets should be subtypes of the binary number as a subset of $\mathbb{B}$, the extra amount of exceptions they bring come in violation of the Liskov substitution principle (LSP) $[10,11,12]^3$.

We must not regard these subsets as behavioral subtypes, which goes against our intuition.

In the same way, while the defined exceptions for single and double are the same, they will not be triggered as often for the highest precision, and in particular for higher precision representation of the same pure number: a product of singles can overflow, where the product of the same values would be computed correctly, and even exactly, with doubles. So we do not get a tower or lattice of inheriting types, the smaller precision deriving from the higher ones, as new behavior (in the form of more exceptions) would emerge from the subtype, in violation of the LSP: in particular, precondition on domain of functions are stricter in the subtype (to prevent overflow or underflow).

Some may consider that subtypes extends the base type, with extra information. In this respect, higher precision would be considered as subtypes of lower precision, extending it with extra digits, and keeping the same methods. Yet, the exception being triggered more often with the lower precision, the higher precision subtype would lead to different behavior (at least better correctness) of the same program.

In order to avoid too many exceptions, particularly exception out of closure, extra elements are added to the set. First, to take overflow into account, $\mathbb{B}$ is affinely extended by signed infinities: $\mathbb{B} = \mathbb{B} \cup \{-\infty, +\infty\}$. Then signed zeros ($0$, $+0$) are included for consistency. One more element is convenient to cover for undefined results such as functions on real numbers returning complex numbers, but also indeterminate forms: $\text{NaN}$ for “Not a Number”. With this we turn our number system into a broader representation. We then get another source of $\text{NaN}$, as the result of operations involving $\text{NaN}$. Which in turns represents different cases so that we may want different $\text{NaN}$ in our representation to give $\text{NaN}$ a more specific meaning: these extra informations can be stored in the $\text{NaN}$ sign bit and in a payload of 23 bits for single precision (or 52 bits for double)$^4$.

With these extensions the lack of closure of bare float numbers is solved. But this solution comes at the cost of losing associativity and distributivity (a major behavioral shift), that are hard-wired in our ways of thinking about numbers, in the same way the implicit hierarchy of precisions is. Beyond algebraic properties, $\text{NaN}$ also destroys the total order that exists in $\mathbb{R}$ and $\mathbb{B}$. For low-level programming and optimization, it also breaks the connection between logical equality and binary representation equality.

While the exceptional behaviors are usually apparent, even when replaced by their representations $\text{NaN}$ or infinity, and the inexact exception can be triggered with only half a ulp of loss of precision, a much more problematic case will not trigger any more specific exception: “catastrophic cancellation” $[1]$, also known as “loss of significance” occurs when an operation on two numbers increases relative error more than it increases absolute error, for instance, when subtracting close numbers. As a result of this closeness, the number of significant digits in the outcome is less than expected with the precision. For instance, using here decimal floating points with three digits mantissa for the sake of clarity, when one considers $a = 3.34$ and $b = 3.33$, on the one hand the mathematical difference $a - b = 0.01$ is computed exactly with the given floating point format. This computation, while exact, is a cancellation: one recovers only one significant digit out of three. As this result could not be more exact, this cancellation is said to be benign. On the other hand, the mathematical difference of the squares $a^2 - b^2 = 0.0667$ is $6.67 \times 10^{-2}$ in the given floating point format, but will be evaluated naively as $0.1 = 10^{-1}$ with the rounding. No digit of the floating point result is correct, and this result differ by $50\%$ relative error or 333 units in the last place: this cancellation is catastrophic. There is no systematic way to avoid catastrophic cancellation, or to know how many digits have been lost. In particular, catastrophic cancellation will not always lead to a zero, as illustrated with this example.

A corner case among the already pathological behavior of catastrophic cancellation occurs when the absolute value of the computation is below the smallest normal floating point number, i.e. 2 to the power of the smallest exponent for the given format: $2^{-128} \approx 0.29 \times 10^{-38}$ for single precision, $2^{-1024} \approx 0.56 \times 10^{-308}$

---

$3$ Liskov’s notion of a behavioral subtype defines a notion of substitutability for objects; that is, if S is a subtype of T, then objects of type T in a program may be replaced with objects of type S without altering any of the desirable properties of that program (e.g. correctness).

$4$ as is the not well known and even less used case in IEEE 754. Language constructs or libraries to capitalize on this are unfortunately absent. As these payloads are not well known, standard libraries avoid the tedious work of correctly propagating them, which limits even more their usefulness.
for double precision. A strict application of the representation would lead to an underflow exception, turning the result to 0, even if the mathematical result is not strictly null. This could occur when subtracting close small numbers. To prevent this total loss of relative accuracy, a special representation is included for subnormal numbers (formerly known as denormal numbers). While these numbers provide algorithms with more stability, dealing with this anomalous representation can slow down computation by as much as 100: this fact brands this part of the norm a shame to high performance computing. A first thing to take into account is that such a slowdown points out a likely improper normalization of the values (see subsection 4.2). A second aspect when subnormal numbers occur, is that extending the precision from single to double is likely to cure the problem at a vastly less cost than redesigning the algorithm or renormalizing the values.

3 Use cases

In this section we will present a collection of use cases where the developers should be aware of the inaccuracies of the floating point computation, and refrain from using the naive approach.

3.1 Converting decimal to binary and binary to decimal

As $\mathbb{B} \subset \mathbb{D}$, every binary floating point number has an exact decimal representation within a finite number of decimal digits. But not conversely: the decimal numbers with which we count our cents may not always get a finite binary representation to the disarray of beginners, the archetypal example being the violation of the mathematical identity $0.1 + 0.2 = 0.3$, whatever the floating-point precision, but more evidently in single precision.

So when, frequently, there is no $n$ digits binary number corresponding exactly to the input decimal number, we round off towards the closest $n$ digits binary number. This requires converting decimal to a precision larger than $n$ binary digits to correctly round it. Hidden in most hardware, below the least significant bit, one finds first a guard bit, a round bit and then a sticky bit: the two first are just two extra bits of precision, while the sticky bit keeps track of all non zero bits lost during the right-shifts of the mantissa. But the decimal to binary conversion is affected by a problem related to the table-maker dilemma (TMD) [13,14] and these three extra bits may not be sufficient to proceed to the correct rounding. The system standard C libraries usually provide us with elementary and approximate versions of functions atof or strtolf.

As for the binary to decimal conversion, although every binary floating point number has an exact and finite decimal representation, it is usually not this exact conversion that is used in practice, for instance in a printf. This faithful translation would require more digits than the effective precision used for the floating-point format, leading to an absurd overprecision. The decimal number that should be returned is then not the exact one, but the decimal with the shortest expression that stand within one half ulp of the binary number. This minimization leads to comparisons and computations with precision higher than the target precision for the routine. The system libraries typically provided a more pragmatic approach, not aiming at correctly rounded but good enough results [15].

Yet, correctly rounded conversion routines have existed for the last thirty years [16] (C source available on www.netlib.org/fp). Faster algorithms even appeared [17]. But they did not seem to make it in our compilers and system or language libraries. While the compilers have gone a long way to evaluate the literal and named constants in extra precision, and that mitigates the problem, the bulk of the conversions comes from decimal data input/output: as long as these are not commoditized as language construct, these aspects of round-off are often considered for experts.

This kind of round-off can pile up in loop of conversions (from one program to another, for instance when storing intermediate results in decimal format). As a consequence, one should avoid decimal storage as much as possible and prefer binary storage, not only for performance, but also for precision. Moreover, the number of bits for accurately encoding a given number of decimal digits is not the naive estimation: it has been known for over fifty years [18], that the 24 bits of single precision are not enough for an accurate representation of 7 decimal digits, while $24 \log_{10}(2) > 7$. Hence caution is needed when estimating the required precision, usually on number of decimal grounds.

3.2 Double rounding

The classical issue of double rounding occurs when using two different precisions: a high precision and a lower one. The exact result is first rounded to the high precision, then to the lower one. For instance with base 10 floating points, we will consider a mantissa of 2 digits for the high precision and 1 digit for the lower one: with an exact result of 3.47, the rounding to the high precision gives 3.5, and the rounding to the lower precision gives 4, whereas the direct rounding of the exact
result to the lower precision is 2. Double rounding happens when computing in extended precision (such as the hardware implementation of $\mathbb{F}_{64,16}$) that one converts to the smaller working precision; even if the extended precision has been correctly rounded (within half a $\text{ulp}$), the rounding to working precision may lead only to a faithful rounding (within one $\text{ulp}$). The correct solution is addressed in Ref. [19]. In particular, while double correct rounding is not always correct, the double faithful rounding is faithful.

3.3 Difference of two squares

The difference of two squares $a^2 - b^2$ seems innocuous, and if the units of the program have been chosen correctly, we can easily avoid the overflow risk (however it is enough to trigger this overflow that $a$ or $b$ be of order of $10^{19}$ in single precision instead of $10^{154}$ in double precision). The real issue is, when the two terms are close, in the possibility to exhibit “catastrophic cancellation” [1], also known as “loss of significance”. These cancellation occurs in an operation (usually a subtraction) on previously truncated operands, for instance, the product of other operands (here, squares). The numerical result then has only a limited precision compared to that with which the operand computations were made. Even the sign of the result can be wrong.

A contrario the same difference on exact operands leads to a benign cancellation.

Using double precision is usually the way to mitigate this effect.

The best solution is to use a factorized formulation of the computation $a^2 - b^2 = (a - b) \cdot (a + b)$. The remaining subtraction can be the cause of “benign cancellation” at most. In this case factorization used to provide a speed gain (a single multiplication instead of two) on top of the precision gain. On contemporary architectures, the speed gain has disappeared, as multiplication is now as fast as addition. In this simple case, the factorization is trivial, but in the expression of the area of a triangle, or the volume of a tetrahedron, the work required is arduous. More generally, in the determinantal expressions common in geometry, there is no guarantee of the existence of these factorizations, and when they exist such results seems to be found by sheer luck.

3.4 Summation

Another well known algorithm among the community is Monte-Carlo integration: basically, it is a loop sampling a configuration space, then accumulating a given contribution as function of the sampled point. We therefore proceed to add fluctuating values in a growing accumulator. The more one accumulates, the more the accuracy of the individual contribution is blurred.

Ideally, one should sort the contributions from the smallest to the largest (for contributions with the same sign) to be sure to lose as little precision as possible. One could also apply a “divide and conquer” algorithm such as pairwise summation [20]. Another solution is to accumulate in extended arithmetic, or to use the summation algorithm of W. KAHAN [21] or other compensated sums [22,23,24,20,25,26].

Let us specify this essential aspect of sums which is the accumulation of truncation error. As this error will statistically be distributed uniformly as much upwards as downwards, one can assimilate it to a random walk, and in the hypothesis of terms of comparable size, to expect for the sum of $N$ terms to a resulting absolute uncertainty on the total of the order of $O \left( \sqrt{N} \right)$.

This does not seem alarming since the associated relative uncertainty will be in $O \left( \frac{1}{\sqrt{N}} \right)$. This approach is however naive since the absolute error of truncation of a sum is like the relative error compared to the largest term, i.e., the accumulator. The relative error varies like $O \left( \epsilon \sqrt{N} \right)$. Comparatively, pairwise summation has a much tamer relative error varying like $O \left( \epsilon \sqrt{\log_2 N} \right)$. As a matter of fact, the naive addition of $4 \times 10^6$ contributions in a half precision accumulator causes a relative uncertainty of 100 %, and in the case of a single precision accumulator, it reduces the precision within four significant digits at best (if each contribution is correctly calculated to the accuracy of the machine and correctly rounded). The average Monte Carlo can easily produce such a four million events sampling.

We can also combine these mild (and all the more treacherous) losses of precision with catastrophic cancellation. This is, for instance, the case of series falling under the Leibniz’s test for alternating series: a sum of terms of alternating signs, of zero limit at infinity and of decreasing absolute values. The convergence of these series is mathematically guaranteed, and the uncertainty on the partial sum is bounded from above by the absolute value of the first neglected term in truncating the serie. Each pair of successive terms of these series is thus concerned with a potentially disastrous compensation. The latest can be overcome in the case

---

5 technically, when $a$ and $b$ are of different magnitude, the non-factorized version suffers one less rounding error, therefore is more precise, but without affecting the meaning of the result.
where an analytical expression of terms exists, but there is no general solution for purely numerical expressions.

3.5 Quadratic formula

Let’s start with the famous quadratic equation

$$ax^2 + bx + c = 0, \quad \text{where} \quad a \neq 0,$$

with \( \Delta = b^2 - 4ac, \)  

its corresponding discriminant, we note, for \( \Delta > 0, \) its two exact solutions:

$$x = \frac{-b \pm \sqrt{\Delta}}{2a}. \quad \text{(3)}$$

We can identify two possibilities for “catastrophic cancellation”: the first, in expressing the discriminant, and the second in the compensation between \(-b\) and \(\sqrt{\Delta}\). The latter can be overcome reformulating the roots as:

$$q = -b - \text{sgn}(b)\sqrt{\Delta} = -\text{sgn}(b)\left(|b| + \sqrt{\Delta}\right) \quad \text{(4)}$$

$$x_1 = \frac{q}{2a}, \quad \text{(5)}$$

$$x_2 = \frac{q}{2a} = \frac{c}{ax_1}. \quad \text{(6)}$$

\( q \) is then always a sum of two like-sign terms, without catastrophic cancellation. We thus obtain an accurate expression without execution branching. On the other hand, avoiding execution branching blurs the link between the two pairs of roots, and a test might be necessary to match \( x_1 \) to \( x_+ \) or \( x_- \).

A solution for taming the catastrophic cancellation in the discriminant will be presented in Subsection 4.4.

3.6 Polynomial evaluation

It is well known that polynomial function should not be evaluated in the naive way: on the one hand, because of the computational cost of all the exponentiation, on the other hand because of the accuracy loss it represents. As we have seen in Subsection 3.3, when a factored formula exists, it had better be exploited. In addition, when factorization is not known, the best approach is HORNER-RUFFINI method [27]:

$$p(x) = a_0 + a_1 x + \cdots + a_{n-1} x^{n-1} + a_n x^n$$

$$= a_0 + x\left(a_1 + x(\cdots + x(a_{n-1} + x a_n))\right). \quad \text{(7)}$$

It is not only a gain in speed, through the saving of operations that it achieves, but also in accuracy, partly for the same reason, and more importantly it is a guarantee of stability of the result and safety against intermediate overshoots, particularly in the case of single precision. It is even possible to increase the evaluation speed [28].

The democratization of “multiply-accumulate” machine instructions (fma) combining addition and multiplication (see Subsection 4.4), leads us to strongly seek their use in this case [29].

Furthermore, a polynomial being a sum (see Subsection 3.4), compensation summation techniques, such as the summation algorithm of W. KAHAN [21], must be taken into account.

3.7 Variance estimate

The computation of variance estimator is a canonical example of “catastrophic cancellation” in that it is a difference of squares. Let us consider the variance of a sample of \( N \) individuals.

$$\sigma^2 = \frac{(x - \bar{x})^2}{N} = \frac{(\sum_{i=1}^{N} x_i^2 - N \bar{x}^2)}{N - 1}. \quad \text{(8)}$$

A golden rule for students used to be “never compute the variance with single precision”... Because the variance so computed could become negative, it appears abruptly when one extract the square root to obtain the standard deviation. As evaluation occurs more and more online, consequences can be dire if proper safeguard exception handling is not provided.

Certainly, a two-pass approach, when possible, allows to stick with single precision. But one can also take advantage of WELFORD [30] one pass online algorithm. The cost for accuracy then comes as an extra division for each iteration loop.

The problem also appears when evaluating covariance matrices and in evaluating centered moments of higher orders.

3.8 Area of a triangle

The formula of HERON OF ALEXANDRIA, allows to calculate the area \( S \) of any triangle knowing only the lengths \( a, b \) and \( c \) of its three edges:

$$S = \sqrt{p(p-a)(p-b)(p-c)} \quad \text{(9)}$$

with \( p = \frac{a+b+c}{2} \) the half perimeter. This nice symmetrical formula exhibits an instability during the numerical computation, which appears for a needle-like triangle, i.e. a triangle of which one edge is of particularly small dimension compared with the others (confrontation of small and large values).

By labelling the names of edges so that \( a > b > c \), and by reorganizing the terms to optimize the quantities added or subtracted, W. KAHAN proposed a more
stable formula for $S$ in Ref. [31]:

$$\
\frac{1}{4}\sqrt{[a+(b+c)][c-(a-b)][c+(a-b)][a+(b-c)]} 
$$ (10)

While its apparent symmetry is lost, this formula is much more robust than the naive one. He similarly provided a stable formula for the computation of the volume of a tetrahedron based on a non-trivial factorization [32].

These calculations may seem hazy textbook case: they are in fact only the expression with small dimensions ($n = 2$, $n = 3$) of factors which intervene in more general geometric calculations, such as the relativistic phase space volume [33]. These factors turn out to be determinants, notoriously delicate to evaluate precisely if one proceeds naively$^6$. For instance, if we study the production of intermediate bosons and electrons, their square masses are in a ratio of $10^{10}$ and certain kinematic factors will be analogous to the surface of a triangle with edges in such a ratio.

3.9 Complex Arithmetic and Analysis

Complex numbers are a powerful tool for the physicist and the engineer. Unfortunately, they are often presented as the simplest example of Cartesian coordinates, which often gives rise to high school-like implementations$^7$ which are mathematically correct but numerically fragile. These expressions are notably liable to involve intermediate overflows although their result is representable (complex modulus, complex division and even complex multiplication). For instance, when naively evaluating the modulus of a single precision complex number with the largest component greater than $2 \times 10^{19}$, the intermediate sum of squares will overflow while the resulting modulus is representable as a single precision floating point number. Other languages integrate complex numbers better, such as Fortran, Ada and D, and even better, C99.

As for complex analysis, particularly when evaluating radiative corrections in particle physics, but also when modeling 2D irrotational fluid flows, the subtleties of managing the zero sign in the vicinity of the cuts associated with connection points, can lead to results which are not trivially false [36]. It is therefore important to use established libraries to benefit from guarantees, values, for example for one-loop functions in radiative corrections [37].

3.10 Function evaluation

Function evaluation often start with a range reduction: trigonometric functions are first linked to their expression in the range $[0; \frac{\pi}{4}]$, and building upon the binary representation of the argument, square root over $[\sqrt{2}; \sqrt{2}]$, exponential in the range $[0; \ln 2]$, logarithm over $[-\sqrt{2}; \sqrt{2}]$. This apparently trivial transformation can in itself require extra computations to be really accurate. But before algorithms such as power series expansion or Newton-like iteration can be used efficiently, an extra step needs to be taken, as these reduced intervals are already too large for quick convergence. This is commonly achieved through lookup tables (LUT).

3.11 Function Minimization

This almost daily activity in our community, seems well under control. If we look more closely, in the vicinity of its minimum, the studied function is the sum of the minimum value and of a quadratic form (Taylors theorem). With this form's coefficients close to unity, a relative displacement of $O(h)$ around the position $x_0$ of the minimum will generate a relative displacement of $O(h^2)$ of the function to minimize. However, the smallest relative measurable displacement being bounded by the machine epsilon $\epsilon = 2^{-m}$, the variation $\delta x_0$ which will not generate a perceptible difference will be $O(\sqrt{\epsilon})$, half the machine precision. Therefore if we calculate the function with double precision, the uncertainty on the position of the minimum corresponds to the single precision. If we now evaluate the function to minimize in single precision, the position of the minimum will only have the resolution of the half precision. Moreover if we estimate the function by means of the half precision in vogue, the position will be known with less than two significant figures. This half precision being supposed to serve the training in machine learning, which rely essentially on minimization, using half precision casts some doubts on the accuracy of the results.

Some studies have tested the consequences of using half precision in training neural networks, including the use of mixed precision with single precision accumulators (see Refs. [38, 39] or fixed point number instead of floating point numbers (see Refs. [40, 41]). These precisions are sufficient for training and running the network. The question of the accuracy of a neural network reproducing a numerical function is yet open.

---

$^6$ Multivariate polynomial in nature, while relying on “simple” arithmetics, these multi-linear alternating form are the best place to exhibit massive cancellation. Computation examples defeating even quadruple precision rely on these higher degree polynomial cancellation (see Ref. [31, 33]).

$^7$ see comments such as // XXX: This is a grammar school implementation, in the complex header of g++
4 Some approaches to control floating point uncertainty

Now cautious that our prejudice will work against us, we need some way to compute nevertheless.

4.1 Condition number and stability

As we have seen, some computations have a risk of developing large relative uncertainties even with precise input. In this subsection, we will attempt to quantify the amplification factor between input uncertainty and output uncertainty, and to discriminate the part inherent to the function under study, called the condition number, from the part caused by the evaluation algorithm.

The condition number $\kappa$ inherent to a mathematical function $f$ evaluated at argument $x$ with approximate value $x_a$ compares the relative uncertainty on $f(x)$ to the relative uncertainty on the argument. It takes the form:

$$\kappa(x) = \frac{|f(x_a)-f(x)|}{|f(x)|} \sim |x| \frac{\left|f'(x)\right|}{\left|f(x)\right|}$$

(11)

$\kappa$ is also known as the absolute value of the elasticity of the function $f$. Note that $\kappa$ is dimensionless. This simple expression reveal that even the most elementary function is prone to large uncertainties: considering the addition of a constant $c$ ($f : x \rightarrow x + c$), the corresponding condition number $\kappa = \frac{c}{x+c}$ exhibits a singular behavior around $x = -c$, while being tame on the vast majority of value: next to the cancellation point, relative error on the result will be far larger than relative error on the argument. This particular example illustrates that catastrophic cancellation is amplified by a large condition number even before rounding takes place.

Beyond this formal definition, a more concrete consequence of the condition number will help us measure its value as a tool: as the smallest relative uncertainty achievable with a given precision is half a ulp, a neatly computed parameter of a function $f$ will produce a relative uncertainty of $\frac{\kappa}{2}$ ulp in the result of $f$. Hence $\log_{10} \kappa$ is the number of digits of accuracy lost in this computation, and $\log_2 \kappa$ is the number of bits of accuracy lost in this computation.

Moreover, the composition of functions will lead to a net condition number equal to the product of component functions condition numbers. The 23 bits of single precision can then succumb to repeatedly composed evaluation of a function with as moderate a condition number as 2.

This points out the need for different levels of cautiousness in the evaluation strategy of a function, depending on the argument: some subdomains of the definition domain do not exhibit large condition number, others need more care. From the definition, one can easily demonstrate that only power laws $x \rightarrow C \times x^n$ (with $C$ and $n$ some real constants) have a constant condition number $\forall x, \kappa(x) = n$. Hence even functions with a nice unique expression may need piecewise evaluation. Beside lacking of aesthetic appeal, this casuistry has a clear impact on performance as the required tests potentially lead to branch misses. Moreover, these tests come on top on those needed for checking that the argument is inside the function’s domain of definition.

The condition number of the problem reveals that the precision of the computation may have to be larger than the target accuracy.

Note that until this point, we have considered only exact mathematical expression: the condition number $\kappa(x)$ does not consider approximations and rounding. Further uncertainties come from the numerical algorithm used to evaluate the expression: approximation, for instance truncation of a power or Fourier series expansion, as well as the rounding, on each term and on the sum. The condition number and extra uncertainties contribute to define an overall stability of the algorithm under small perturbations. These concepts are as old as computers [42] but deserve to be given a larger exposure: these were for instance not described in Ref. [1], despite the numerous examples of this paper being developed around singular points for their respective condition number.

Once the singular values of the condition number is found (most of the time simple zeros of function $f$ will be singular for its condition number $\kappa$), an asymptotic analysis of $f$ around these singular values must be performed to assess the more stable expression: for instance, considering $f = x \rightarrow \ln x$, one finds that $\kappa(x) = \frac{1}{\ln x}$, with singular value $x = 1$, which brings our attention to the expression of $f$ around 1, $f(x = 1 + h) = \ln (1 + h)$ for which the condition number becomes:

$$\kappa(h) = \frac{h}{(1+h) \ln (1+h)} \overset{h \to 0}{\sim} \frac{1}{1+h}$$

(12)

which is no more singular for $h$ near 0 (but is singular for $h$ near -1). Yet as the expression involves an indetermination, it needs to be evaluated with care as described in Ref. [1]. Nowadays, the mathematical libraries provide us with $\log_1 \gamma p$.

In real situations, the condition number must be extended beyond univariate function by using an arbitrary norm instead of absolute value, and one must take into account the uncertainties on physical constants as
possibly greater than half a uip (as mathematical constants have zero for their condition number).

4.2 Nondimensionalization

Scientists often compute to solve equations or simulate phenomena where variables and parameters have specific units and physical dimensions, following dimensional analysis. Dimensional homogeneity requires that all analytic functions and their arguments must be dimensionless, as these functions can be expressed as an infinite power series of the argument and all terms must have the same dimension. Usage is to extract the characteristic units of the problem at hand, and use these for rescaling the dimensional quantities to dimensionless ones (VASCHY-BUCKINGHAM-BERTRAND π theorem). This choice of units allows one to simplify the equation, with parameters both fewer and dimensionless (such as the REYNOLDS number in hydrodynamics, among others). Beside this aspect, useful to understand the problem, it also proves beneficial numerically as the dimensionless variables are of the order of unity, where the density of representable floating points is the highest (and where the overflow and underflow are as far as possible).

4.3 Interval arithmetic

If one would like a higher precision than the native types of the processor, there are different solutions such as double-double precision, quadruple precision, arbitrary precision, rational representations... An important alternative is to represent each variable by a pair of floating point numbers representing the bounds of an interval ensuring that it contains the true value. Numbers arithmetic then becomes interval arithmetic, which is more than twice as expensive to evaluate, but provides mathematical certainties. This approach can be traced back to ARCHIMEDES and appeared quickly but discreetly in the history of computers. Beyond the calculation of each terminal, it is advisable to round the lower limit towards $-\infty$ and the upper limit towards $+\infty$ and this switching of the control register of the FPU considerably slows down the execution. A number of implementations bypass this problem by systematically subtracting $\epsilon$ from the lower bound and adding $\epsilon$ to the upper bound. As harmless as this extra $\epsilon$ may seem, it feeds the natural demon of interval arithmetic, which constantly increases the size of intervals. The result is then certainly fair, but useless. The recent agreement on a standard will somewhat facilitate the use of the intervals [43, 44]. However, it is not enough to couple a library [45, 46] to its program to automatically benefit from interval calculation. Worse, beyond the transformation of types, literal constants and, more importantly, input-output, these are the expressions and algorithms that must be radically revised to curb the expansion of the resulting intervals. This technique has already been used for a thesis in the context of calculating uncertainties for data acquisitions [47].

4.4 Good news on accuracy front

Since 2008 [5] the IEEE 754 standard takes into account the operations $\text{fma}$ “Fused Multiply and Add” which allows one to perform only a rounding instead of two on the combination of a multiplication and an addition.

This new operation primarily affects two major algorithms: the scalar product [25] (and therefore the products of matrices but also convolutions) and the evaluation of polynomials by the HORNER-RUFFINI method.

These two algorithms, based on sums, are intended to be coupled with compensation techniques such as the summation algorithm of KAHAN [48, 49, 50].

$fma$ can also be used for Error-Free Transformation (EFT) of arithmetics: given one operation $\circ$ and two floating point numbers $a$ and $b$, the rounded operation $a \circ b$ would produce an approximate result $s$, but the corresponding EFT will produce a sum of two floating points values $s + e$ corresponding to the exact result. This capacity is relevant to use when computing a reduced discriminant $\Delta' = b^2 - ac$ riddled with cancellation when $b^2 \sim ac$. The EFT for the multiplication has two steps: the most significant result is computed with a simple, approximate (rounded) product $a \times b$, also noted $a \otimes b$ distinct from the exact product $a \times b$, and the error term is evaluated with a fma as follows:

$$a \times b = a \otimes b + fma(a, b, -a \otimes b) \quad (13)$$

One then apply this EFT to the two terms in $\Delta' = b^2 - ac$ and if there is a cancellation between the most significant terms of the EFT, adding the difference of the least significant terms will provide for the missing accuracy.

4.5 Stochastic Arithmetic

Beyond these self-defense and stability validation approaches, we can use more recent environments for assessing digital precision. These execution environments induce small disturbances at each calculation stage and thus make it possible to measure the fluctuation of
the result. Here the emphasis is about stochastic arithmetic. This technique is akin to Monte Carlo. The disturbance induced in the computation can appear in the form of either a random noise added to the computation or a random change of mode of rounding of the results. These environments are CADNA [51,52,53,54,55], Verificarlo [56,57] and Verrou [58,59,60,61] which can be used with valgrind [62,63,64].

The Verrou environment allows, in addition to its stochastic mode, to force all rounding of the calculation in an unconventional direction instead of the nearest rounding: towards $\pm \infty$, towards 0, and even to test the rounding off “as far as possible”, a good way to get an idea of the resilience of ones numerical code. These programs allow an instrumentation of the code which reveals numerical weaknesses at runtime. Their implementation has an impact on the performance of the code, and must be taken into account in the time budget for testing and optimization.

4.6 Double precision as an insurance

The previous examples have shed a light on numerical computation that is far from common expectation: floating-point computing is not straightforward at all, while expressions like “number crunching” evoke blind use of power. In fact, while a mathematical formula looks like a monolithic, deep-frozen archive of theoretical truth, its practical evaluation often requires to be split between different domains and regimes, each relying on mathematically identical but numerically different expressions. This casuistry may feel uncomfortable for the beginner, but it is also irritating to the optimization expert: as pipelining and vectorization are the modern basis of computing performance, tests in the innermost loops of library are shunned. In the same way, cache-misses induced by lookup table are also a pain for performance computing.

All fields of engineering usually involve “factors of safety” to provide for unexpected situation. The fields where the materials are known the better can afford to minimize these factors of safety: concrete walls or elevator cables can be oversized with security factors of order twenty, but planes have to stay within a security factor of two: this can only be achieved through a deep and thoroughly documented knowledge of the material at hand. One might see the traditional recourse to double precision as such a factor of safety. While most computations will not be used in real life with more than single precision, intermediate result may require double precision to achieve single accuracy. For end user to rely only on single precision, and possibly benefit on its gain in speed, they need a much higher level of test and documentation of their algorithms and their library implementation.

4.7 Mixed precision

As mentioned in Subsection 3.11, the algebraic intensity of machine learning computations and the best use of both memory size and bandwidth had the community turn to accuracies lower than single precision. Namely half-precision, either the IEEE compliant binary16, or FP16 [5], or the bfloat16 of Google Brain [65]. FP16 having a very restricted range (magnitude up to 65,536), one often use a single precision accumulator while multiplying half precision variable.

Besides machine learning, dense and sparse linear algebra, as well as Fast Fourier Transform are studied with mixed precision in Ref. [66].

4.8 Software engineering

The major programming paradigms prevents us from dangerous practices through discipline: structured programming forbids the use of goto, modular programming prevents global variables, functional programming forbids mutations, strong-typing prevents implicit cast of type, polymorphism discipline the indirect transfer of control of pointers to functions, etc. We should be looking for what to forbid to achieve a safer floating-point environment: let us note that it has not to rely on a specific syntax or language, but more on good practices.

The first and most well known approach is that tests for strict equalities should likely be banned (topological aspect of the representation), but it is only the most elementary defense.

To coin Robert MARTIN [67] “A good architecture allows you to defer framework decisions”. The choice of the precision is such a framework decision. In order to defer this choice, generic programming is the paradigm of choice. The easiest way to implement it, is using simple preprocessing of source or C style typedef to specify at compilation time a generic floating-point type with a given precision. Unfortunately, the precision of the floating-point variables does not guarantee in itself the accuracy of the result. Hence the full generic paradigm is required here, allowing to rewrite the function differently for the various precision if needed.

Unit testing and Test Driven Development may also look beneficial to the numerical computation community, but the amount of testing required is rather large.
5 Conclusion

“The purpose of computing is insight, not numbers.” (Richard Wesley Hamming, Turing Award 1968)

Experimental systematic error usually represent a large part of the discussion in a science paper or thesis. However numerical systematic error are rarely discussed. The propagation of numerical errors along the computational process needs to be given attention as part of the systematic error study.

Floating-point numbers are a computer abstraction for real numbers. As we have shown in this paper, this abstraction does not protect us completely from implementation details: to coin Ref. [68, 69] floating-point numbers are a leaky abstraction.

Fifteen years after the computer power growth is no more being driven by the processor frequency, in order to achieve the expectation on science projects, we face the need for keeping the computing power growing, and some in the field consider moving to less precise computation to execute it faster.

Admittedly double precision is not double accuracy. Floating-point precision is a mean to achieve floating-point accuracy, the goal of our computation, that has to be asserted beforehand. The problem stands in complex domain spaces of these computation hidden in the more and more complex domain spaces of the accumulation of round-off errors, but the existence of numerical singularities hidden in the more complex space makes our confidence in floating points computations. In the same way the software engineering has dealt with the growing complexity of modern programs over seventy years, through a set of disciplines enforced by language paradigms as well as helper tools, floating-point computing must be understood as the difficult field it is, deserving also its set of good practices and tools.

As W. Kahan reminds us in the conclusion of Ref. [70], we still have to rely on the usual strategies: different compilers, and if possible different computers (not only a different hardware, but a different architecture, and possibly a different manufacturer), different libraries and different runtime environments also matter. Using binary format data storage from end to end is also a good approach, separating the data model from the data view.

The self-defense techniques suggest us to develop our codes in generic precision, instead of setting from start a fixed precision. The relative safety provided by double precision is dismissed by teams ready for more aggressive approach, particularly with large amount of data, naively confusing precision with accuracy. An empirical, down to earth approach, comparing results of different precisions, should help decide on the precision.

Unfortunately, conducting such tests is not as simple as it seems [71].
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