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Abstract
In a recent paper, we applied Riemann–Hilbert techniques to analyze the Goursat problem for the hyperbolic Ernst equation, which describes the interaction of two colliding gravitational plane waves. Here we generalize this approach to colliding electromagnetic plane waves in Einstein–Maxwell theory.
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1. Introduction

In 1968, Ernst found [8] that each stationary axisymmetric solution of the full vacuum Einstein–Maxwell equations can be described by a system of two nonlinear equations. Chandrasekhar and Xanthopoulos [4] showed later that a similar reduction can be established in the case of colliding electromagnetic plane waves resulting in an integrable hyperbolic system of two nonlinear equations that can be written as

\[
\begin{align*}
\left(\text{Re} \ E - HH\right) \left( E_{xy} - \frac{E_x + E_y}{2(1-x-y)} \right) &= E_x E_y - H(E_y H_x + E_x H_y), \\
\left(\text{Re} \ E - HH\right) \left( H_{xy} - \frac{H_x + H_y}{2(1-x-y)} \right) &= \frac{1}{2}(E_y H_x + E_x H_y) - 2HH_x H_y,
\end{align*}
\]

(1.1)

where the Ernst potentials \( E(x, y) \) and \( H(x, y) \) are complex-valued functions of two real variables. In particular, it turns out that the interaction of two gravitational plane waves, each of
which supports an electromagnetic shock wave, reduces to a Goursat problem for (1.1) in the triangular region (see figure 1)

\[ D = \{ (x, y) \in \mathbb{R}^2 \mid x \geq 0, y \geq 0, x + y < 1 \}. \] (1.2)

We seek (sufficiently regular) functions \( E(x, y) \) and \( H(x, y) \) such that

\[
\begin{align*}
\begin{cases}
E \text{ and } H \text{ satisfy the equations (1.1) in } D, \\
E(x, 0) = E_0(x), \quad H(x, 0) = H_0(x), & x \in [0, 1), \\
E(0, y) = E_1(y), \quad H(0, y) = H_1(y), & y \in [0, 1),
\end{cases}
\end{align*}
\]

for some given boundary data \( \{E_0, E_1, H_0, H_1\} \).

In case of \( H = 0 \), the equations (1.1) reduce to the single hyperbolic Ernst equation. This equation is a variation of the original elliptic Ernst equation [7]. The elliptic version of Ernst’s equation describes stationary axisymmetric spacetimes whereas the hyperbolic version describes the interaction of colliding gravitational plane waves. The Goursat problem for the hyperbolic Ernst equation was analyzed in the recent paper [18] by using the integrable structure of the equation.

In this paper, we generalize the approach adopted in [18] to the case of colliding electromagnetic plane waves. The Ernst–Maxwell equations (1.1) admit a Lax pair involving 3 \( \times \) 3-matrices, whereas the Lax pair for Ernst’s equation is given in terms of 2 \( \times \) 2-matrices. Nevertheless, a similar framework can be established here. However, due to the more complicated structure of the equations and the Lax pair, many steps become more involved.

The existing literature on the equations (1.1) (see e.g. [1, 4, 14]) focuses on the generation of new exact solutions instead of a general approach for solving the Goursat problem for (1.1) as it is established here. However, besides [18], inverse scattering approaches have been used in order to solve a boundary problem for colliding gravitational waves [11] and more recently to analyze boundary value problems for the elliptic version of Ernst’s equation [15, 17, 19]. All the papers [11, 15, 17–19] are partially based on a general framework for solving boundary value problems known as the unified transform or Fokas method [9] (see also [2, 6]). The unified transform has been applied to a variety of different integrable systems (see e.g. [3, 10, 21]).
In order to be relevant in Einstein–Maxwell theory, a solution of the Goursat problem for (1.1) must satisfy the boundary conditions (see [13] and appendix)

\[
(1 - y) \lim_{x \to 0} x \left( \frac{|E_x(x, y) - 2H_0(x)H_y(x, y)|^2}{f_1(y)^2} + \frac{4|H_x(x, y)|^2}{f_1(y)} \right) = 2k_1, \quad (1.3a)
\]

\[
(1 - x) \lim_{y \to 0} y \left( \frac{|E_y(x, y) - 2H_0(x)H_x(x, y)|^2}{f_0(x)^2} + \frac{4|H_y(x, y)|^2}{f_0(x)} \right) = 2k_2, \quad (1.3b)
\]

for some constants \(k_1, k_2 \in [1/2, 1]\). It is therefore crucial to allow for data with derivatives that are singular at the corners of the triangular domain \(D\). Moreover, for a relevant solution \(\{E, H\} \) of (1.1), the term \(\text{Re } E - |H|^2\) is strictly positive. If \(E\) and \(H\) solve the equations (1.1), then other solutions of (1.1) are given by (see [13])

\[
\{E + 2\alpha H + |\alpha|^2, H + \alpha\}, \{\beta^2 E, \beta H\}, \{E + ic, H\},
\]

where \(\alpha, \beta\) are complex constants and \(c\) is a real constant. Hence we may assume that \(H(0, 0) = 0\) and \(E(0, 0) = 1\). This motivates our assumptions on the boundary data:

\[
\begin{align*}
E_0, H_0, E_1, H_1 & \in C([0, 1]) \cap C^0((0, 1)), \\
x^n E_0, x^n H_0, y^n E_1, y^n H_1 & \in C([0, 1]), \\
E_0(0) = E_1(0) & = 1, \\
H_0(0) & = H_1(0) = 0, \\
\text{Re } E_0(x) - |H_0(x)|^2 & > 0 \text{ for } x \in [0, 1), \\
\text{Re } E_1(y) - |H_1(y)|^2 & > 0 \text{ for } y \in [0, 1), 
\end{align*}
\]

(1.4)

for some \(\alpha \in [0, 1]\) and some integer \(n \geq 2\).

In section 2, we introduce the tools that are necessary in the analysis of the Goursat problem for (1.1) and their properties. This includes the Lax pair for (1.1) and its spectral data as well as a corresponding Riemann–Hilbert (RH) problem.

In section 3, we present the three main results of the paper. Theorem 1 treats uniqueness of the solution of the Goursat problem for (1.1) and its representation in terms of a RH problem, whose formulation only involves the given boundary data. Theorem 2 is an existence and regularity result for the same Goursat problem and in theorem 3 we consider the boundary conditions (1.3).

Section 4 is devoted to the proofs of the main results.

In section 5, we present a simple family of examples for solutions of the Goursat problem for (1.1) and compute their boundary values (1.3). In the appendix, we explain how (1.1) and (1.3) can be derived from the formulas given in the literature.

2. Prerequisites and notation

In this section, we present the Lax pair and a Riemann–Hilbert problem corresponding to the hyperbolic Ernst–Maxwell equations (1.1). In this context, we also introduce the notation used throughout the paper, which is adopted from [18].

2.1. Lax pair and spectral data

The equations (1.1) admit a Lax pair given by

\[
\begin{align*}
\Phi_1(x, y, k) &= U(x, y, k)\Phi(x, y, k), \\
\Phi_2(x, y, k) &= V(x, y, k)\Phi(x, y, k),
\end{align*}
\]

(2.1)
where \( k \) is a spectral parameter, \( \Phi \) is a \( 3 \times 3 \)-matrix valued eigenfunction, and the \( 3 \times 3 \)-matrix valued functions \( U(x, y, k) \) and \( V(x, y, k) \) are defined by

\[
U = \begin{pmatrix}
\bar{\lambda} & \lambda & \frac{i}{\sqrt{f^2}} H_x \\
\lambda A & A & -\frac{1}{\sqrt{f}} \frac{i}{\sqrt{f}} H_x \\
\frac{1}{\sqrt{f}} \bar{H}_x & \lambda \frac{1}{\sqrt{f}} \bar{H}_x & \frac{i}{2} (A + \bar{A})
\end{pmatrix}, \quad V = \begin{pmatrix}
\bar{B} & \frac{1}{\sqrt{f}} \bar{B} & \frac{i}{\sqrt{f}} H_y \\
\frac{1}{\sqrt{f}} B & B & -\frac{1}{\sqrt{f}} \frac{i}{\sqrt{f}} H_y \\
\frac{1}{\sqrt{f}} \bar{H}_y & \lambda \frac{1}{\sqrt{f}} \bar{H}_y & \frac{i}{2} (B + \bar{B})
\end{pmatrix},
\]

where \( \lambda \) is defined by

\[
\lambda^2 = \frac{k - (1 - y)}{k - x}, \tag{2.2}
\]

and

\[
A(x, y) = \frac{1}{2f(x, y)} \left( \mathcal{E}(x, y) - 2H(x, y) H_x(x, y) \right),
\]

\[
B(x, y) = \frac{1}{2f(x, y)} \left( \mathcal{E}(x, y) - 2H(x, y) H_y(x, y) \right),
\]

\[
f(x, y) = \frac{\mathcal{E}(x, y) + \mathcal{E}(x, y)}{2} - H(x, y) H(x, y) = \text{Re} \mathcal{E}(x, y) - |H(x, y)|^2,
\]

for two complex-valued functions \( \mathcal{E}, H \in C^2(\text{int}(D)) \). Here \( D \) is defined by (1.2).

The appearance of the multivalued function \( \lambda \) suggests considering the Riemann surface \( S_{(x,y)} \), \( (x, y) \in D \), consisting of all pairs \( (\lambda, k) \in \hat{\mathbb{C}}^2 \) satisfying (2.2), where \( \hat{\mathbb{C}} = \mathbb{C} \cup \{ \infty \} \) denotes the Riemann sphere. Note that \( S_{(x,y)} \) contains the points \( \infty^- = (-1, \infty) \), \( \infty^+ = (1, \infty) \), and \( x = (\infty, x) \). The surface \( S_{(x,y)} \) can be realized by introducing a branch cut from \( x \) to \( 1 - y \) in the complex \( k \)-plane and assigning to each \( k \in \hat{\mathbb{C}} \setminus [x, 1 - y] \) two values \( k^\pm = (\lambda(x, y, k^\pm), k) \in S_{(x,y)}, \) where

\[
\lambda(x, y, k^+) = \sqrt{\frac{k - (1 - y)}{k - x}}
\]

is characterized by having positive real part and \( \lambda(x, y, k^-) = -\lambda(x, y, k^+) \). The function

\[
F_{(x,y)} : S_{(x,y)} \to \hat{\mathbb{C}}, \ (\lambda, k) \mapsto z = \frac{1 + \lambda}{1 - \lambda}
\]
is a biholomorphism and thus \( S(x, y) \) is topologically a sphere. The map \( F(x, y) \) maps points on the branch cut in \( S(x, y) \) onto the unit circle in \( \hat{\mathbb{C}} \) and the branch points \( x \) and \( 1 - y \) are mapped to \(-1\) and \(1\), respectively. The Riemann surface \( S(x, y) \) as well as the map \( F(x, y) \) are visualized in figure 2.

We define the oriented paths \( \Sigma_j \subset S(x, y) \), \( j = 0, 1 \), by
\[
\Sigma_0 = [0^+, x] \cup [x, 0^-], \quad \Sigma_1 = [1^-, 1 - y] \cup [1 - y, 1^+],
\]
and the oriented simply closed curves \( \Gamma_j \subset \mathbb{C} \), \( j = 0, 1 \), to be two clockwise oriented loops encircling \( F(x, y)(\Sigma_j) \), \( j = 0, 1 \), respectively, at some positive distance, but neither encircling nor intersecting zero. The contour \( \Gamma \) is defined to be the union \( \Gamma = \Gamma_0 \cup \Gamma_1 \) (see figure 3). By \( \Omega_\infty \), \( \Omega_0 \), and \( \Omega_1 \) we denote the components of \( \mathbb{C} \setminus \Gamma \) containing \( 0 \), \(-1\), and \(1\), respectively (see figure 4).

Henceforth we consider \( \lambda(x, y, P) \), \( \Phi(x, y, P) \), \( U(x, y, P) \), and \( V(x, y, P) \), \( P \in S(x, y) \), as functions defined on the Riemann surface \( S(x, y) \). Assuming the functions \( \mathcal{E}_0(x), \mathcal{E}_0(x), \mathcal{E}_1(y), \mathcal{H}_1(y) \) satisfy the conditions (1.4) for some \( n \geq 2 \), we define for \( k \in \hat{\mathbb{C}} \setminus [0, 1] \) and \((x, y) \in D \) the functions \( \Phi_0 \) and \( \Phi_1 \) to be the unique solutions of the Volterra equations
\[
\Phi_0(x, k^+) = I + \int_0^x U_0(x', k^+)\Phi_0(x', k^+)dx', \tag{2.3a}
\]
\[
\Phi_1(y, k^+) = I + \int_0^y V_1(y', k^+)\Phi_1(y', k^+)dy', \tag{2.3b}
\]
where $U_0$ and $V_1$ are defined by

$$U_0(x, k^\pm) = \begin{pmatrix} \bar{A}_0(x) & \lambda(x, 0, k^\pm)\bar{A}_0(x) & \lambda(x, 0, k^\pm)\lambda_0(x) \\ \lambda(x, 0, k^\pm)\bar{A}_0(x) & A_0(x) & \lambda(x, 0, k^\pm)\lambda_0(x) \\ \frac{1}{\sqrt{b(x)}}H_0(x) & \lambda(x, 0, k^\pm)\frac{1}{\sqrt{b(x)}}H_0(x) & \frac{1}{2}(A_0(x) + \bar{A}_0(x)) \end{pmatrix},$$

and

$$V_1(y, k^\pm) = \begin{pmatrix} B_1(y) & \frac{1}{\lambda(y, 0, k^\pm)}B_1(y) & \frac{1}{\lambda(y, 0, k^\pm)}H_1(y) \\ \frac{1}{\lambda(y, 0, k^\pm)}B_1(y) & B_1(y) & \frac{1}{\lambda(y, 0, k^\pm)}H_1(y) \\ \frac{1}{\sqrt{h(y)}}H_0(y) & \frac{1}{\lambda(y, 0, k^\pm)}\sqrt{h(y)}H_0(y) & \frac{1}{2}(B_1(y) + B_1(y)) \end{pmatrix},$$

and

$$A_0(x) = \frac{1}{2b_0(x)} \left( \mathcal{E}_0(x) - 2\mathcal{H}_0(x) \right),$$

$$f_0(x) = \frac{\mathcal{E}_0(x) + \mathcal{E}_0(x)}{2} - H_0(x) \overline{H}_0(x) > 0,$$

$$B_1(y) = \frac{1}{2b_1(y)} \left( \mathcal{E}_1(y) - 2\mathcal{H}_1(y) \right),$$

$$f_1(y) = \frac{\mathcal{E}_1(y) + \mathcal{E}_1(y)}{2} - H_1(y) \overline{H}_1(y) > 0.$$

Note that it follows from (1.4) that $f_0 > 0$ and $f_1 > 0$. The following lemma takes care of existence and uniqueness of the eigenfunctions.

**Lemma 2.1.** For each fixed $k \in \bar{C} \setminus [0, 1]$, there exist unique solutions

$$x \mapsto \Phi_0(x, k^\pm) \in C([0, 1]) \cap C^n((0, 1)) \quad \text{and} \quad y \mapsto \Phi_1(y, k^\pm) \in C([0, 1]) \cap C^n((0, 1))$$

of the Volterra equations (2.3a) and (2.3b), respectively.

**Proof.** The proof is based on the method of successive approximations. We fix some compact subset $K \subset \bar{C} \setminus [0, 1]$ and define

$$\Phi_0(x, k^\pm) = \sum_{j=0}^{\infty} \Phi_0^{(j)}(x, k^\pm), \quad x \in [0, 1], \quad k \in K,$$

where $\Phi_0^{(0)} = I$ and, for $j \geq 1$,

$$\Phi_0^{(j)}(x, k^\pm) = \int_{0 \leq x_1 \leq \cdots \leq x_j \leq x} U_0(x_j, k^\pm)U_0(x_{j-1}, k^\pm) \cdots U_0(x_1, k^\pm)dx_1 \cdots dx_j.$$

In view of (1.4) and the fact that the functions $(x, k) \mapsto \lambda(x, 0, k^\pm)$ are bounded on $[0, 1] \times K$, we obtain the estimate

$$\|U_0(\cdot, k^\pm)\|_{L_1([0, x])} \leq C(x), \quad x \in [0, 1], \quad k \in K,$$

where the constant $C(x)$ is bounded on compact subsets of $[0, 1)$. Consequently, we obtain

$$|\Phi_0^{(j)}(x, k^\pm)| \leq \frac{1}{j!} \|U_0(\cdot, k^\pm)\|_{L_1([0, x])} \leq \frac{C(x)^j}{j!}, \quad x \in [0, 1], \quad k \in K.$$
This implies that the series in (2.5) converges absolutely and uniformly for \( k \in K \) and \( x \) in compact subsets of \([0, 1]\) to a solution of (2.3a). The continuity of \( \Phi_0 \) follows from the fact that \( x \mapsto \Phi_0^{(j)}(x, k^\pm) \) is continuous and the uniform and absolute convergence of the series in (2.5). It is easy to see that \( x \mapsto \Phi_0^{(j)}(x, k^\pm) \in C^\infty((0, 1)) \) and that the derivatives satisfy estimates analogous to (2.7). Hence the uniform and absolute convergence in (2.5) and the differentiated versions of (2.5) shows that \( x \mapsto \Phi_0(x, k^\pm) \in C^\infty((0, 1)) \).

Let \( \Psi(x, k^\pm) \) be another continuous solution of (2.3a) and define \( \Psi = \Phi_0 - \tilde{\Phi} \). Then \( \Psi \) satisfies the homogeneous equation

\[
\Psi(x, k^\pm) = \int_0^x U_0(x', k^\pm) \Psi(x', k^\pm) dx', \quad x \in [0, 1), \quad k \in K,
\]

which implies

\[
\Psi(x, k^\pm) = \int_{0 \leq \eta_1 \leq \cdots \leq \eta_j \leq x} U_0(\eta_j, k^\pm) U_0(\eta_{j-1}, k^\pm) \cdots U_0(\eta_1, k^\pm) \Psi(\eta_1, k^\pm) d\eta_1 \cdots d\eta_j,
\]

for all \( x \in [0, 1) \), \( k \in K \), and \( j \geq 1 \). Hence, for all \( x \in [0, 1] \) and \( k \in K \),

\[
|\Psi(x, k^\pm)| \leq \sup_{x' \in [0, x]} |\Psi(x', k^\pm)| \frac{\|U_0(\cdot, k^\pm)\|_{L^1([0,x])}}{j!} \to 0, \quad j \to \infty.
\]

This yields \( \Psi = 0 \) and hence \( \Phi_0 \) is the unique solution of (2.3a). The proof for \( \Phi_1 \) is analogous.

The following lemma summarizes some properties of the eigenfunctions \( \Phi_0 \) and \( \Phi_1 \).

**Lemma 2.2.** Let \( \Phi_0 \) and \( \Phi_1 \) be the unique solutions of the Volterra integral equations (2.3). Then the following statements hold:

(i) For fixed \( (x, y) \in D \), the functions \( k \mapsto \Phi_0(x, k^\pm) \) and \( k \mapsto \Phi_1(y, k^\pm) \) are analytic on \( \bar{C} \setminus [0, 1] \). Moreover, \( \Phi_0(x, \cdot) \) extends to an analytic function on \( S_{(x,y)} \setminus (\Sigma_0 \cup \Sigma_1) \) and \( \Phi_1(\cdot, y) \) extends to an analytic function on \( S_{(x,y)} \setminus (\Sigma_0 \cup \Sigma_1) \) (for any \( (x, y) \in D \)).

(ii) At the point \( P = \infty^+, \) we have for each \( (x, y) \in D \)

\[
\Phi_0(x, \infty^+) = \frac{1}{2} \begin{pmatrix}
E_0(x) - 2H_0(x)\overline{H_0(x)} & 1 & iH_0(x) \\
2i\overline{H_0(x)}\sqrt{f_0(x)} & -1 & -iH_0(x) \\
0 & 0 & \sqrt{f_0(x)}
\end{pmatrix}
\begin{pmatrix}
1 & 1 & 0 \\
1 & -1 & 0 \\
0 & 0 & 2
\end{pmatrix}, \tag{2.8a}
\]

\[
\Phi_1(y, \infty^+) = \frac{1}{2} \begin{pmatrix}
E_1(y) - 2H_1(y)\overline{H_1(y)} & 1 & iH_1(y) \\
2i\overline{H_1(y)}\sqrt{f_1(y)} & -1 & -iH_1(y) \\
0 & 0 & \sqrt{f_1(y)}
\end{pmatrix}
\begin{pmatrix}
1 & 1 & 0 \\
1 & -1 & 0 \\
0 & 0 & 2
\end{pmatrix}. \tag{2.8b}
\]

(iii) For all \( (x, y) \in D \) and \( P \in S_{(x,y)} \setminus (\Sigma_0 \cup \Sigma_1) \), it holds that

\[
\det \Phi_0(x, P) = f_0(x)^2, \tag{2.9a}
\]

\[
\det \Phi_1(y, P) = f_1(y)^2. \tag{2.9b}
\]
(iv) The functions $\Phi_0$ and $\Phi_1$ obey the symmetries
\[
\Phi_0(x, k^+) = \Lambda \Phi_0(x, k^-) \Lambda, \quad \Phi_0(x, k^+) = f_0(x) \Lambda (\Phi_0(x, k^-)^{-1})' \Lambda, \tag{2.10a}
\]
\[
\Phi_1(y, k^+) = \Lambda \Phi_1(y, k^-) \Lambda, \quad \Phi_1(y, k^+) = f_1(y) \Lambda (\Phi_1(y, k^-)^{-1})' \Lambda, \tag{2.10b}
\]
for $(x, y) \in D, k \in \hat{\mathbb{C}} \setminus [0, 1]$ where
\[
\Lambda = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\]

(v) Let $(x_0, y_0) \in \text{int}(D)$ be fixed and $K \subset \hat{\mathbb{C}} \setminus ([0, x_0] \cup [1 - y_0, 1])$ be compact. Then the maps
\[
x \mapsto (k \mapsto \Phi_0(x, k^+)), \tag{2.11a}
\]
\[
y \mapsto (k \mapsto \Phi_1(y, k^+)) \tag{2.11b}
\]
are continuous as maps $[0, x_0] \to L^\infty(K)$ and $[0, y_0] \to L^\infty(K)$, and $C^0$ as maps $(0, x_0) \to L^\infty(K)$ and $(0, y_0) \to L^\infty(K)$, respectively. Furthermore, the maps
\[
x \mapsto (k \mapsto x^\alpha \Phi_0(x, k^+)),
\]
\[
y \mapsto (k \mapsto y^\beta \Phi_1(y, k^+))
\]
are continuous as maps $[0, x_0] \to L^\infty(K)$ and $[0, y_0] \to L^\infty(K)$, respectively.

\textbf{Proof.} We prove the statements (i)–(v) for $\Phi_0$. The proofs for $\Phi_1$ are similar. It follows from the definition of $U_0$, equation (2.6), and the uniform and absolute convergence of the series in (2.5) that $k \mapsto U_0(x, k^\pm)$ is analytic on $\hat{\mathbb{C}} \setminus [0, 1]$. Since the function $k \mapsto U_0(x, k^\pm)$ has continuous boundary values onto $(x, 1 - y)$, the same is true for $k \mapsto \Phi_0(x, k^\pm)$ by extending the argument in the proof of lemma 2.1 to compact sets $K$ reaching up to the branch cut $(x, 1 - y)$. Furthermore, since the values of $U_0(x, k^+)$ and $U_0(x, k^-)$ fit together across the branch cut $(x, 1 - y)$ of $S_{(x_0)}$, the same is true for $\Phi_0(x, k^+)$ and $\Phi_0(x, k^-)$ by uniqueness of the solution of the Volterra equation (2.3a). This completes the proof of (i).

Noting that $\lambda(x, 0, \infty^+) = 1$, we obtain that
\[
\begin{pmatrix} \mathcal{E}_0(x) & 2H_0(x)H_0(x) \\ 2iH_0(x) \sqrt{f_0(x)} \end{pmatrix} \begin{pmatrix} 1 \\ -1 \\ 0 \end{pmatrix}, \quad \text{and} \quad \begin{pmatrix} iH_0(x) \\ -iH_0(x) \sqrt{f_0(x)} \end{pmatrix}
\]
are linearly independent solutions of the equation
\[
\Phi_0(x, \infty^+) = U_0(x, \infty^+) \Phi_0(x, \infty^+), \quad x \in (0, 1).
\]

Using that $\mathcal{E}_0(0) = 1$, $H_0(0) = 0$, and $\Phi_0(0, \infty^+) = I$ yields (2.8a), which proves (ii).

In order to prove (iii), we recall that every differentiable matrix-valued function $B(x)$ with values in $GL(n, \mathbb{C})$ satisfies the relation
\[
\ln(\det B(x)) = \text{tr} (B^{-1} B_x(x)).
\]

This implies
\[
\ln(\det \Phi_0(x, P)) = \text{tr} (\Phi_0^{-1}(x, P)U_0(x, P)\Phi_0(x, P)) = \text{tr} (U_0(x, P)) = \frac{3}{2} (\ln f_0(x)).
\]
for \( P \in \mathcal{S}(x_0) \setminus (\Sigma_0 \cup \Sigma_1) \) and \( x \) in a small neighborhood of the origin (since \( \Phi_0(0, P) = I \)). Hence there exists a constant \( c(P) > 0 \) possibly depending on \( P \) such that

\[
\det \Phi_0(x, P) = c(P)f_0(x)^2
\]

(2.12)

for small \( x \). A continuity argument and the positivity of \( f_0(x) \) for all \( x \in [0, 1) \) imply that (2.12) can be extended to all \( x \in [0, 1) \). The fact that \( \det \Phi_0(0, P) = 1 = f_0(0) \) for all \( P \) implies that \( c(P) = 1 \) which completes the proof of (iii).

It follows from the relation \( \lambda(x, 0, k^+) = -\lambda(x, 0, k^-) \) that

\[
U_0(x, k^+) = \Lambda U_0(x, k^-) \Lambda.
\]

Hence uniqueness of the solution of (2.3a) yields the first symmetry in (2.10a). For the second symmetry, we observe that

\[
\text{det} U(x, 0) = \text{det} U(x, 1) = \lambda(x, 0, k^-)
\]

This yields

\[
U_0(x, k^+) = (A_0(x)) + A_0(x)I - \Lambda U_0(x, k^+) \Lambda = \frac{f_0(x)(x)}{f_0(x)}I - \Lambda U_0(x, k^+) \Lambda.
\]

The matrix-valued function \( f_0(x) \Lambda(\Psi_0(x, k^-))^{-1} \Lambda \) (note that \( \Psi_0(x, k^-) \) is invertible by (2.9)) satisfies the same Volterra equation as \( \Psi_0(x, k^-) \), which is

\[
\Phi_0(x, k^+) = I + \int_0^x U_0(x', k^+) \Phi_0(x', k^+) \, dx',
\]

since, by a straightforward calculation, we have

\[
I + \int_0^x U_0(x', k^+) \Phi_0(x', k^+) \, dx' = \left( \frac{f_0(x)}{f_0(x')}I - \Lambda U_0(x', k^+) \Lambda \right) \Phi_0(x, k^+) \Lambda \Phi_0(x', k^+) \Lambda \Phi_0(x', k^+) \Lambda \Phi_0(x', k^+) \Lambda dx' = I + \left[ \frac{f_0(x)}{f_0(x')} \Lambda \left( \Phi_0(x', k^+) \right)^{-1} \Lambda \right]_{x=0}^x + \int_0^x \Phi_0(x', k^+) \Phi_0(x', k^+) \Phi_0(x', k^+) \Phi_0(x', k^+) \Phi_0(x', k^+) \Lambda \Phi_0(x', k^+) \Lambda \Phi_0(x', k^+) \Lambda \Phi_0(x', k^+) \Lambda \Phi_0(x', k^+) \Lambda \, dx' = f_0(x) \Lambda \lambda(x, 0, k^-) \Lambda.
\]

Now the second symmetry in (2.10a) follows by uniqueness of the solutions of the Volterra equation (2.3a). This completes the proof of (iv).

For the last part of the lemma, we observe the estimate

\[
\sup_{k \in \mathcal{K}} \left| \Phi(x, k^+) - \Phi_0(x, k^+) \right| = \sup_{k \in \mathcal{K}} \left| \int_{x_1}^{x_2} (U_0(x, k^+)) \, dx \right|
\]

\[
\leq \left( \sup_{k \in \mathcal{K}} \sup_{x \in [0, x_0]} \left| x^\alpha U_0(x, k^+) \right| \right) \sup_{k \in \mathcal{K}} \left( \int_{x_1}^{x_2} \left| x^{-\alpha} \Phi_0(x, k^+) \right| \, dx \right)
\]

\[
\leq C \sup_{k \in \mathcal{K}} \left( \int_{x_1}^{x_2} \left| x^{-\alpha} \Phi_0(x, k^+) \right| \, dx \right), \quad x_1, x_2 \in [0, x_0],
\]

for some constant \( C > 0 \) and the right-hand side of the above equation tends to zero as \( x_2 \to x_1 \) by (2.7). This shows that (2.10a) is continuous on \([0, x_0]\). Moreover, it holds that
for some $\xi \in (x, x + h)$ and the last expression in the above equation tends to zero as $h \to 0$. Hence the map (2.11a) is $C^1$ on $(0, x_0)$ and the fact that its derivative satisfies the relation $\Phi_{x_0} = U_0\Phi_0$ proves all remaining statements. This completes the proof of part (v) and the lemma.

2.2. The Riemann–Hilbert problem

Let $\mathcal{E}_0(x)$, $H_0(x)$, $\mathcal{E}_1(y)$, $H_1(y)$ satisfy the conditions (1.4) for some $n \geq 2$. Defining the jump matrix $v(x, y, z)$ on $\Gamma = \Gamma_0 \cup \Gamma_1$ by

$$v(x, y, z) = \begin{cases} \Phi_0(\mathcal{F}^{-1}_{(x\gamma)}(z)), & z \in \Gamma_0, \\ \Phi_1(\mathcal{F}^{-1}_{(x\gamma)}(z)), & z \in \Gamma_1, \end{cases}$$

for all $(x, y) \in \mathcal{D}$, we will analyze the Goursat problem for the equations (1.1) with boundary data $\mathcal{E}_0(x)$, $H_0(x)$, $\mathcal{E}_1(y)$, $H_1(y)$ by using the following family of classical RH problems parametrized by $(x, y) \in \mathcal{D}$. We seek a $C^{1 \times 3}$-valued function $m(x, y, z)$ such that

$$\begin{cases} m(x, y, \cdot) \text{ is analytic on } \mathbb{C} \setminus \Gamma, \\ m(x, y, \cdot) \text{ has continuous boundary values } m_+ \text{ and } m_- \text{ on } \Gamma, \\ m_+(x, y, z) = m_-(x, y, z)v(x, y, z) \text{ for all } z \in \Gamma, \\ m(x, y, z) = I + O(z^{-1}) \text{ as } z \to \infty. \end{cases}$$

(2.14)

Here the functions $m_+(x, y, z)$ and $m_-(x, y, z)$ denote the continuous boundary values of $m(x, y, z)$ as $z$ approaches the contour $\Gamma$ from the left- and right-hand side of $\Gamma$, respectively, according to its orientation.

Since the jump matrix $v(x, y, z)$ has positive determinant for all $z \in \Gamma$ by (2.9), uniqueness of the solution of RH problem (2.14) can be proved by standard arguments (see e.g. [5]) which also imply that $m(x, y, z)$ is invertible for all $z \in \mathbb{C} \setminus \Gamma$, and, in particular,

$$\det m(x, y, z) = 1, \quad (x, y) \in \mathcal{D}, \quad z \in \Omega_\infty.$$  

(2.15)

3. Main results

Throughout this section, we assume that $\mathcal{E}_0(x)$, $H_0(x)$, $\mathcal{E}_1(y)$, $H_1(y)$ are complex-valued functions satisfying the conditions (1.4) for some $n \geq 2$. We define a $C^n$-solution of the Goursat problem for (1.1) in $\mathcal{D}$ with data $\{\mathcal{E}_0, H_0, \mathcal{E}_1, H_1\}$ to be a pair of complex-valued functions $\{\mathcal{E}, H\}$ satisfying
\[ \begin{align*}
\mathcal{E} &\in C(D) \cap C^n(\text{int}(D)), \\
\mathcal{E}(x,y) \text{ and } H(x,y) &\text{ satisfy (1.1) in int}(D), \\
x^\alpha \mathcal{E}_x, x^\alpha H_x, y^\alpha \mathcal{E}_y, y^\alpha H_y, x^\alpha y^\alpha \mathcal{E}_{xy}, x^\alpha y^\alpha H_{xy} &\in C(D) \text{ for some } \alpha \in [0,1), \\
\mathcal{E}(x,0) &\equiv \mathcal{E}_0(x) \text{ and } H(x,0) = H_0(x) \text{ for } x \in [0,1), \\
\mathcal{E}(0,y) &\equiv \mathcal{E}_1(y) \text{ and } H(0,y) = H_1(y) \text{ for } y \in [0,1), \\
\text{Re } \mathcal{E}(x,y) &- |H(x,y)|^2 > 0 \text{ for } (x,y) \in D.
\end{align*} \]

Using the notation introduced in section 2, we will now present the three main results of the paper. The following theorem treats uniqueness of a $C^n$-solution of the Goursat problem for (1.1) and its representation in terms of the RH problem (2.14).

**Theorem 1.** The $C^n$-solution $\{\mathcal{E}, H\}$ of the Goursat problem for (1.1) with data $\{\mathcal{E}_0, H_0, \mathcal{E}_1, H_1\}$ is unique, if it exists, and satisfies

\[ \begin{align*}
\mathcal{E}(x,y) &= \frac{(m(x,y,0))_{33} + (m(x,y,0))_{11} - (m(x,y,0))_{21}}{(m(x,y,0))_{33} + (m(x,y,0))_{11} + (m(x,y,0))_{21}}, \quad (3.1a) \\
H(x,y) &= \frac{-i(m(x,y,0))_{23}}{(m(x,y,0))_{33} + (m(x,y,0))_{11} + (m(x,y,0))_{21}}, \quad (3.1b)
\end{align*} \]

where $m(x,y,z)$ is the unique solution of the RH problem (2.14). Furthermore, the values $\mathcal{E}(x,y)$ and $H(x,y)$ for some $(x,y) \in D$ depend only on the values $\mathcal{E}_0(x')$, $H_0(x')$, $\mathcal{E}_1(y')$, $H_1(y')$ for $x' \in [0,x]$ and $y' \in [0,y]$.

The following theorem treats existence of a $C^n$-solution.

**Theorem 2.** Whenever the RH problem (2.14) has a solution, then there exists a $C^n$-solution of the Goursat problem for (1.1) in $D$ with data $\{\mathcal{E}_0, H_0, \mathcal{E}_1, H_1\}$. Furthermore, for some fixed $\delta > 0$, there always exists a $C^n$-solution of the Goursat problem for (1.1) in the smaller triangle $D_\delta = D \cap \{(x,y) : x + y < 1 - \delta\}$ (see figure 5) with data

\[ \{\mathcal{E}_0|_{(0,1-\delta)}, H_0|_{(0,1-\delta)}, \mathcal{E}_1|_{(0,1-\delta)}, H_1|_{(0,1-\delta)}\} \]

whenever the $L^1(0,1-\delta)$-norms of $A_0$, $B_0$, $H_0/\sqrt{f_0}$, and $H_1/\sqrt{f_1}$ are sufficiently small.

The following theorem treats the boundary values of a $C^n$-solution.

**Theorem 3.** Assume that $\alpha \in (0,1)$ and that $\{\mathcal{E}, H\}$ is a $C^n$-solution of the Goursat problem for (1.1) in $D$ with data $\{\mathcal{E}_0, H_0, \mathcal{E}_1, H_1\}$ and let

\[ \begin{align*}
m_1 &= \lim_{x \to 0} x^\alpha \mathcal{E}_0(x), & n_1 &= \lim_{x \to 0} x^\alpha H_0(x), \\
m_2 &= \lim_{y \to 0} y^\alpha \mathcal{E}_1(y), & n_2 &= \lim_{y \to 0} y^\alpha H_1(y).
\end{align*} \]

Then we have

\[ \begin{align*}
\lim_{x \to 0} x^\alpha \mathcal{E}_x(x,y) &= c_1 \frac{(im_1 d_1 + 2e_1 n_1) H_1 + c_1(e_1 m_1 + 2i d_1 n_1)}{\sqrt{f_1} \sqrt{1 - y}}, \quad (3.2a) \\
\lim_{y \to 0} y^\alpha \mathcal{E}_y(x,y) &= c_2 \frac{(im_2 d_2 + 2e_2 n_2) H_0 + c_2(e_2 m_2 + 2i d_2 n_2)}{\sqrt{f_0} \sqrt{1 - x}}, \quad (3.2b)
\end{align*} \]
\[ \lim_{x \to 0} x^{\alpha} H_x(x, y) = c_1 \frac{(i m_1 d_1 + 2 e_1 n_1) - \sqrt{f_1 \sqrt{1 - y}}}{2 \sqrt{f_1 \sqrt{1 - y}}}, \]  
\[ \lim_{y \to 0} y^{\alpha} H_y(x, y) = c_2 \frac{(i m_2 d_2 + 2 e_2 n_2) - \sqrt{f_0 \sqrt{1 - x}}}{2 \sqrt{f_0 \sqrt{1 - x}}}. \]

where, if \((x, y) \in D,\)

\[ c_1(y) = (\Phi_1(y, 0))_{22} = e^{H_1(y')dy'}, \quad d_1(y) = (\Phi_1(y, 0))_{31}, \quad e_1(y) = (\Phi_1(y, 0))_{33}, \] 
\[ c_2(x) = (\Phi_0(x, 0))_{22} = e^{H_0(x')dx'}, \quad d_2(x) = (\Phi_0(x, 0))_{31}, \quad e_2(x) = (\Phi_0(x, 0))_{33}. \]

Moreover, if \(\alpha = 1/2,\) it holds that

\[ (1 - y) \lim_{x \to 0} x \left( \frac{|E_x(x, y) - 2 H_1(y) H_y(x, y)|^2}{f_1(y)^2} + \frac{4|H_y(x, y)|^2}{f_1(y)} \right) = |m_1|^2 + 4|n_1|^2, \]  
\[ (1 - y) \lim_{y \to 0} y \left( \frac{|E_y(x, y) - 2 H_0(x) H_x(x, y)|^2}{f_0(x)^2} + \frac{4|H_x(x, y)|^2}{f_0(x)} \right) = |m_2|^2 + 4|n_2|^2. \]

4. Proofs of the main results

In this section, we prove the three main results theorems 1–3. We note that the proofs are conceptually similar to those in [18]. In particular, some parts of the proofs rather rely on the analyticity structure of the matrices \(U\) and \(V\) than on their specific expression. These parts require almost no modification compared to [18]. However, for the purpose of completeness and the reader’s convenience, we include all details of the proof.

Throughout this section, we assume that \(E_0, H_0, E_1, H_1\) are complex-valued functions satisfying the assumptions (1.4) for some \(n \geq 2.\)
4.1. Proof of theorem 1

Let \( \{ E, H \} \) be a \( C^1 \)-solution of the Goursat problem for (1.1) with data \( \{ \hat{E}_0, H_0, \hat{E}_1, H_1 \} \). For \( (x, y) \in D \), we define the eigenfunction \( \Phi(x, y, k^\pm) \) of the Lax pair (2.1) to be the solution of the Volterra equation

\[
\Phi(x, y, k^\pm) = \Phi_0(x, k^\pm) + \int_0^y V(x, y', k^\pm)\Phi(x, y', k^\pm)\,dy', \quad k \in \hat{C} \setminus [0, 1].
\]

(4.1)

The same arguments as in the proof of lemma 2.1 show that \( \Phi(x, y, k^\pm) \) exists and is the unique solution of (4.1) such that the function \( (x, y) \mapsto \Phi(x, y, k^\pm) \) is in \( C(D) \cap C^1(\text{int}(D)) \). Moreover, in the same way as in the proof of lemma 2.2, the eigenfunction \( P \mapsto \Phi(x, y, P) \) extends to an analytic function on \( S_{(x,y)} \setminus (\Sigma_0 \cup \Sigma_1) \). The following lemma is a key ingredient of the proof of theorem 1.

Lemma 4.1. Let \( \Phi \) be the unique solution of the Volterra equation (4.1). Then the functions

\[
P \mapsto \Phi(x, y, P)\Phi(x, 0, P)^{-1} \quad \text{and} \quad P \mapsto \Phi(x, y, P)\Phi(0, y, P)^{-1}
\]

extend to analytic functions on \( S_{(x,y)} \setminus \Sigma_1 \) and \( S_{(x,y)} \setminus \Sigma_0 \), respectively.

Proof of lemma 4.1. Let \( P \in S_{(x,y)} \setminus (\Sigma_0 \cup \Sigma_1) \). First we note that \( \Phi(x, 0, P) = \Phi_0(x, P) \) and hence \( \Phi(x, 0, P) \) is defined for \( P \in S_{(x,y)} \setminus (\Sigma_0 \cup \Sigma_1) \) by lemma 4.2 (i) and invertible by (2.9). We multiply (4.1) by \( \Phi(x, 0, P)^{-1} \) from the right which yields the Volterra equation

\[
\Phi(x, y, P)\Phi(x, 0, P)^{-1} = I + \int_0^y V(x, y', P)\Phi(x, y', P)\Phi(x, 0, P)^{-1}\,dy'.
\]

(4.2)

for \( (x, y) \in D \). Since the function \( P \mapsto \lambda^{-1}(x, y', P) \) is analytic on \( S_{(x,y)} \setminus \Sigma_1 \), so is the function \( P \mapsto V(x, y', P) \). Consequently, the solution of (4.2), given by

\[
P \mapsto \Phi(x, y, P)\Phi(x, 0, P)^{-1},
\]

is analytic on \( S_{(x,y)} \setminus \Sigma_1 \).

In order to prove the analogous statement for the function

\[
P \mapsto \Phi(x, y, P)\Phi(0, y, P)^{-1},
\]

it is clearly enough to show that the solution of (4.1) also satisfies the Volterra equation

\[
\Phi(x, y, k^\pm) = \Phi_1(y, k^\pm) + \int_0^y U(x', y, k^\pm)\Phi(x', y, k^\pm)\,dx',
\]

(4.3)

where \( (x, y) \in D \) and \( k \in \hat{C} \setminus [0, 1] \). In order to show this we first prove that \( \Phi(x, y, k^\pm) \) satisfies the Lax pair equations (2.1). It holds by (4.1) that \( \Phi_1 = V\Phi \). The fact that \( \{ E, H \} \) is a solution of the Goursat problem for (1.1) implies that

\[
V_x = U_y + UV - VU,
\]

(4.4)

which is the compatibility condition of the Lax pair (2.1). Furthermore, we have

\[
\Phi_1(x, 0, k^\pm) = U(x, 0, k^\pm)\Phi(x, 0, k^\pm)
\]

(4.5)
by (2.3a). Differentiating (4.1) with respect to $x$ and substituting in (4.4) and (4.5) yields

\[ \Phi_x(x, y, k^\pm) = \Phi_x(x, 0, k^\pm) + \int_0^y (V_x \Phi)(x, y', k^\pm) + (V \Phi_x)(x, y', k^\pm) dy' \]

\[ = U(x, 0, k^\pm) \Phi(x, 0, k^\pm) + \int_0^y (U_x \Phi)(x, y', k^\pm) + (U \Phi_x)(x, y', k^\pm) dy' \]

\[ + \int_0^y (V \Phi_x)(x, y', k^\pm) - (V U \Phi)(x, y', k^\pm) dy' \]

\[ = U(x, y, k^\pm) \Phi(x, y, k^\pm) + \int_0^y (V \Phi_x)(x, y', k^\pm) - (V U \Phi)(x, y', k^\pm) dy', \]

where we used

\[ U_x \Phi + UV \Phi = U \Phi + U \Phi_x = (U \Phi)_y. \]

Consequently, $\Phi_x = U \Phi$. This proves that $\Phi$ satisfies the Lax pair equation (2.1). Now the difference between (4.1) and (4.3) is given by

\[ \Phi(x, y, k^+ - \Phi(x, y, k^-) + \int_0^y \Phi(x, y', k^\pm) dy' - \int_0^x U \Phi(x', y, k^\pm) \]

\[ = \int_0^y \int_0^{x'} (V \Phi)_x(x', y', k^+ - \Phi(x', y', k^-) dy' dx' - \int_0^x \int_0^{x'} (U \Phi)_x(x', y, k^\pm) dy' dx' \]

\[ = \int_0^y \int_0^{x'} (V \Phi)_x(x', y', k^+ - \Phi(x', y', k^-)) dy' dx'. \]

But $(V \Phi)_x = (U \Phi)_y$ is precisely the compatibility condition for the Lax pair (2.1). Hence we showed that $\Phi$ satisfies (4.3) and the same argument as for $\Phi(x, y, P) \Phi(x, 0, P)^{-1}$ can be applied to show that $P \rightarrow \Phi(x, y, P) \Phi(0, y, P)^{-1}$ extends to an analytic function on $S_{(x, y)} \setminus \Sigma_0$.

Lemma 4.1 shows that the function $m(x, y, z)$ defined by

\[ m(x, y, z) = \Phi(x, y, \infty^+) \Phi(x, y, F_{(xy)}^{-1}(z)) \times \begin{cases} \Phi(x, 0, F_{(xy)}^{-1}(z))^{-1}, & z \in \Omega_0, \\ \Phi(0, y, F_{(xy)}^{-1}(z))^{-1}, & z \in \Omega_1, \\ I, & z \in \Omega_{\infty}, \end{cases} \]

solves the RH problem (2.14).

It is similar to the proof of lemma 2.2 part (ii) and (iv) to show that the eigenfunction $\Phi$ enjoys the symmetries

\[ \Phi(x, y, k^+) = \Lambda \Phi(x, y, k^-), \quad \Phi(x, y, \infty^+) = \Lambda \Phi(x, y, \infty^-), \]

for $(x, y) \in D$ and $k \in c \setminus [0, 1]$, and

\[ \Phi(x, y, \infty^+) = \frac{1}{\sqrt{f(x, y)}} \begin{pmatrix} \mathcal{E}(x, y) - 2H(x, y)H(x, y) \quad 1 + iH(x, y) \\ \mathcal{E}(x, y) \quad -1 - iH(x, y) \end{pmatrix} \begin{pmatrix} 1 & 1 & 0 \\ 1 & -1 & 0 \end{pmatrix}, \]

(4.8)
for \((x, y) \in D\). Hence we find
\[
m(x, y, 0) = \Phi(x, y, \infty^+)^{-1}\Phi(x, y, \infty^-) = \Phi(x, y, \infty^+)^{-1}\Lambda\Phi(x, y, \infty^+)\Lambda.
\]
(4.9)

Substituting (4.8) into (4.9), we can write the (11), (21), (33), and (23) entries of the right-hand side of (4.9) as
\[
\begin{align*}
(m(x, y, 0))_{11} &= \frac{1 + |\mathcal{E}(x, y)|^2 - 2|H(x, y)|^2}{2(\text{Re}\mathcal{E}(x, y)) - 2|H(x, y)|^2}, \\
(m(x, y, 0))_{21} &= \frac{(1 - \mathcal{E}(x, y))(1 + \mathcal{E}(x, y))}{2(\text{Re}\mathcal{E}(x, y)) - 2|H(x, y)|^2}, \\
(m(x, y, 0))_{33} &= \frac{(\text{Re}\mathcal{E}(x, y)) + |H(x, y)|^2}{(\text{Re}\mathcal{E}(x, y)) - |H(x, y)|^2}, \\
(m(x, y, 0))_{23} &= i(1 + \mathcal{E}(x, y))H(x, y) - |H(x, y)|^2.
\end{align*}
\]

Solving these equations for \(\mathcal{E}, \mathcal{E}, H, \text{ and } H\) gives (3.1). Thus we proved that the \(C^n\)-solution \(\{\mathcal{E}, H\}\) can be represented by (3.1). Since the solution of the RH problem (2.14), whose formulation only involves the values of the boundary data on \([0, x]\) and \([0, y]\), is unique, this also completes the proof of theorem 1.

4.2. Proof of theorem 2

Letting \(w(x, y, z) = \psi(x, y, z) - I\), the existence of a solution of the Riemann–Hilbert problem (2.14) is equivalent to invertibility of the Cauchy operator (see [16])
\[
I - C_w(x, y, \cdot),
\]
which is a bounded linear operator \(L^2(\Gamma) \to L^2(\Gamma)\). Here the operator \(C_{w(x, y, \cdot)}\) is defined as follows: for some function \(g \in L^2(\Gamma)\), we define the Cauchy integral \(Cg\) by
\[
Cg(z) = \frac{1}{2\pi i} \int_{\Gamma} \frac{g(z')}{z' - z} \, dz', \quad z \in \mathbb{C} \setminus \Gamma,
\]
and by \(C_+g\) and \(C_-g\) we define the non-tangential limits of \(Cg\) from the left- and right-hand side of \(\Gamma\), respectively. Then the operator \(C_w\) is defined by
\[
C_w(g) = C_- (gw).
\]

Assuming the operator \((I - C_{w(x, y, \cdot)})\) is invertible, it follows from the theory of singular integral equations that the unique solution \(m\) of (2.14) can be written as (see [5, 16])
\[
m = I + C(\mu w),
\]
(4.10)
where
\[
\mu(x, y, z) = I + (I - C_{w(x, y, \cdot)})^{-1}C_{w(x, y, \cdot)}(I)(z).
\]

In order to study the solution \(m(x, y, z)\) as a function of \(x\) and \(y\), it is useful to fix one contour \(\Gamma\) for the family of RH problems (2.14) and to write the solution in the form (4.10) with this fixed \(\Gamma\). However, as \(x + y \to 1\), the intervals \(F_{(x, y)}(\Sigma_0)\) and \(F_{(x, y)}(\Sigma_1)\) come arbitrarily close to the origin and to infinity and hence it is impossible to choose one satisfying contour \(\Gamma\) for
all \((x, y) \in D\). We circumvent this problem by fixing some \(\delta > 0\) and considering the solution \(m(x, y, z)\) of (2.14) for all \((x, y) \in D_\delta\), where \(D_\delta\) is defined as in the statement of theorem 2. Then we can fix a contour \(\Gamma\) having the following properties:

- \(\Gamma\) has positive distance to the segments \(F_{(x,y)}(\Sigma_\alpha)\) and \(F_{(x,y)}(\Sigma_1)\) for all \((x, y) \in D_\delta\).
- \(\Gamma\) is invariant under the involutions \(z \rightarrow z^{-1}\) and \(z \rightarrow \bar{z}\).
- \(\Gamma\) satisfies all properties required in its definition in section 2.

Now the proof of theorem 2 consists of two steps. First we assume that \((I - C_{w(x,y)}))\) is invertible for all \((x, y) \in D\), define \(m\) by (4.10) and \{\(E, H\)\} by (3.1), and show all desired properties of the functions \(E\) and \(H\) restricted to \(D_\delta\). Since \(\delta > 0\) can be chosen arbitrarily small, this completes the proof of the first part of the theorem. The second part of the theorem treats invertibility of the operator \((I - C_{w(x,y)}))\) for all \((x, y) \in D_\delta\) under a small-norm assumption on the boundary data.

For \((x, y) \in D_\delta\) and \(z \in \mathbb{C} \setminus \Gamma\), we define \(m\) to be the unique solution of the RH problem (2.14) given by

\[
m(x, y, z) = I + \frac{1}{2\pi i} \int_{\Gamma} \frac{(\mu w)(x, y, z')}{z' - z} dz'.
\]

The following lemma treats the regularity and symmetry properties of \(m\).

**Lemma 4.2.** The function \(m\), defined in (4.10), has the following properties:

(i) For all \(z \in \mathbb{C} \setminus \Gamma\), the function \((x, y) \mapsto m(x, y, z)\) is continuous on \(D_\delta\) and \(C^\infty\) on \(\text{int}(D_\delta)\). Furthermore, the functions \((x, y) \mapsto x^\alpha m_\alpha(x, y, z)\), \((x, y) \mapsto y^\alpha m_\alpha(x, y, z)\), and \((x, y) \mapsto x^\alpha y^\alpha m_\alpha(x, y, z)\) are continuous on \(D_\delta\).

(ii) For all \((x, y) \in D_\delta\), the function \(m(x, y, z)\) obeys the symmetries

\[
m(x, y, z) = m(x, y, 0)\Lambda m(x, y, z^{-1})\Lambda, \quad z \in \hat{\mathbb{C}} \setminus \Gamma, \quad (4.11)
\]

and

\[
m(x, y, z) = \begin{cases} \frac{1}{\mu(x)} \Lambda(m(x, y, z)^{-1})\Lambda, & z \in \Omega_0, \\ \frac{1}{\mu(y)} \Lambda(m(x, y, z)^{-1})\Lambda, & z \in \Omega_1, \\ \Lambda(m(x, y, z)^{-1})\Lambda, & z \in \Omega_\infty. \end{cases} \quad (4.12)
\]

**Proof of lemma 4.2.** We first prove part (i). We will show that the maps

\[
D_\delta \rightarrow L^\infty(\Gamma), \quad (x, y) \mapsto (z \mapsto w(x, y, z)),
\]

and

\[
D_\delta \rightarrow L^2(\Gamma), \quad (x, y) \mapsto (z \mapsto \mu(x, y, z)),
\]

are continuous on \(D_\delta\) and \(C^\infty\) on \(\text{int}(D_\delta)\). Let \((x_0, y_0) \in D_\delta\). We fix a small neighborhood \(U \subset D_\delta\) of \((x_0, y_0)\) such that there exists a compact set \(K \subset \hat{\mathbb{C}}\) with \(F_{(x_0)}^{-1}(\Gamma) \subset K^\pm\) and \(K \cap ([0, \infty) \cup (-1, 1)] = \emptyset\) for all \((x, y) \in U\). Part (i) and (v) of lemma 2.2 show that the maps

\[
(x, y) \mapsto (k \mapsto \Phi_0(x, k^\pm)), \quad (x, y) \mapsto (k \mapsto \Phi_1(y, k^\pm))
\]

are continuous as maps \(U \rightarrow C^m(K)\) and \(C^\infty\) as maps \(\text{int}(U) \rightarrow C^m(K)\), where \(C^m(K)\) denotes the space of \(m\) times continuously differentiable functions on \(K\) equipped with the norm

526
\[ \|g\|_{C^n} = \max_{|\alpha| \leq n} \|D^\alpha g\|_{L^\infty}. \]

The map (4.13) restricted to \( U \) can be realized as composition of the maps (4.15) and the map \( F : U \to \mathcal{B}(C^\infty(K), C(\Gamma)), \quad (x, y) \mapsto (g \mapsto g \circ F_{(x,y)}^{-1}) \),

\[ \text{(4.16)} \]

where \( \mathcal{B}(\cdot, \cdot) \) the space of bounded linear operators between two linear normed spaces equipped with the operator norm. In the definition of \( F \), we always consider the \( k \)-projection of \( (\lambda, k) = F_{(x,y)}^{-1}(z) \). We will show that the map \( F \) is continuous on \( U \) and \( C^\alpha \) on \( \text{int}(U) \).

Continuity of \( F \) follows from

\[ \sup_{\|z\| = 1} \sup_{z \in \Gamma} |g(F_{(x,y)}^{-1}(z)) - g(F_{(x',y')}^{-1}(z))| \to 0 \]

as \( (x', y') \to (x, y) \in U \) by uniform continuity of \( g \). Differentiability of \( F \) on \( \text{int}(U) \) follows from

\[ \sup_{\|z\| = 1} \sup_{z \in \Gamma} \left| \frac{g(F_{(x,y)}^{-1}(z)) - g(F_{(x',y')}^{-1}(z))}{h} - \frac{d}{dx} g(F_{(x,y)}^{-1}(z)) \right| \to 0 \]

as \( h \to 0 \). Analogous limits for the higher derivatives show that \( F \) is \( C^\alpha \). Since \((x_0, y_0)\) was arbitrary, this proves that the map (4.13) is continuous on \( D_\delta \) and \( C^\alpha \) on \( \text{int}(D_\delta) \). Now the fact that the maps

\[ g \mapsto I - C_g : L^\infty(\Gamma) \to \mathcal{B}(L^2(\Gamma)), \quad g \mapsto C_{-g} : L^2(\Gamma) \to L^2(\Gamma) \]

are smooth implies that (4.14) is continuous on \( D_\delta \) and \( C^\alpha \) on \( \text{int}(D_\delta) \). Similar arguments show that the maps

\[
\begin{align*}
(x, y) &\mapsto (z \mapsto x^\alpha w(x, y, z)), \quad (x, y) \mapsto (z \mapsto x^\alpha \mu_x(x, y, z)), \\
(x, y) &\mapsto (z \mapsto y^\alpha w(x, y, z)), \quad (x, y) \mapsto (z \mapsto y^\alpha \mu_y(x, y, z)), \\
(x, y) &\mapsto (z \mapsto x^\alpha y^\beta w(x, y, z)), \quad (x, y) \mapsto (z \mapsto x^\alpha y^\beta \mu_{xy}(x, y, z))
\end{align*}
\]

are continuous as maps \( D_\delta \to L^\infty(\Gamma) \) and \( D_\delta \to L^2(\Gamma) \), respectively. Now part (i) follows from (4.10).

For part (ii), we note that the symmetries (2.10) imply

\[ v(x, y, z^{-1}) = \Lambda v(x, y, z) \Lambda, \quad \overline{v(x, y, z)} = f_j(x) \Lambda \left(v(x, y, z)^{-1}\right)^\dagger \Lambda, \]

for \( z \in \Gamma_j, j = 0, 1 \). Hence part (ii) follows from uniqueness of the solution of the RH problem (2.14).

Let \((x, y) \in D_\delta \). We define \( \bar{m}(x, y) = m(x, y, 0) \). Then the symmetry (4.11) implies

\[ \bar{m}(x, y)^{-1} = \Lambda \bar{m}(x, y) \Lambda. \]

Together with equation (2.15) this gives

\[ \text{adj}(\bar{m}) = \begin{pmatrix} \bar{m}_{11} & -\bar{m}_{12} & \bar{m}_{13} \\ -\bar{m}_{21} & \bar{m}_{22} & -\bar{m}_{23} \\ \bar{m}_{31} & -\bar{m}_{32} & \bar{m}_{33} \end{pmatrix}, \quad \text{(4.17)} \]
where \( \text{adj}(\hat{m}) \) denotes the adjugate matrix of \( \hat{m} \). After some calculations, this yields
\[
\hat{m}_{33} = 1 - \hat{m}_{11} + \hat{m}_{22},
\] (4.18a)
\[
\hat{m}_{12}\hat{m}_{21} = (\hat{m}_{11} - 1)(\hat{m}_{22} + 1),
\] (4.18b)
\[
\hat{m}_{13}\hat{m}_{31} = (\hat{m}_{11} - 1)(\hat{m}_{22} - \hat{m}_{11}),
\] (4.18c)
\[
\hat{m}_{23}\hat{m}_{32} = (\hat{m}_{22} + 1)(\hat{m}_{22} - \hat{m}_{11}).
\] (4.18d)
Furthermore, the symmetries (4.11) and (4.12) imply
\[
\overline{m} = \hat{m}'.
\] (4.19)
Hence the identities (4.18) yield
\[
|\hat{m}_{21}|^2 + |\hat{m}_{23}|^2 = (\hat{m}_{22} + 1)(\hat{m}_{11} - 1 + \hat{m}_{22} - \hat{m}_{11}) = \hat{m}_{22}^2 - 1,
\] which gives \( (\hat{m}(x,y))_{22} \in (-\infty, -1] \cup [1, \infty) \). For \( (x,y) = (0,0) \) we have \( m(0,0,z) = I \) for all \( z \), because the jump matrix \( \nu \) becomes the identity matrix. In particular, we obtain \( \hat{m}_{22}(0,0) = 1 \). By continuity, this gives \( (\hat{m}(x,y))_{22} \geq 1 \) for all \( (x,y) \in D_\delta \). This, together with the identities (4.18), implies \( (\hat{m}(x,y))_{11} \equiv 1 \) and \( (\hat{m}(x,y))_{33} \equiv 1 \) for all \( (x,y) \in D_\delta \).

A straightforward algebraic computation then shows that
\[
\hat{m}(x,y) = \tilde{\Phi}(x,y)^{-1} \Lambda \tilde{\Phi}(x,y) \Lambda, \quad (x,y) \in D_\delta,
\] (4.20)
where the \( 3 \times 3 \)-matrix valued function \( \tilde{\Phi}(x,y) \) is defined by
\[
\tilde{\Phi}(x,y) = \frac{1}{2}
\begin{pmatrix}
\mathcal{E}(x,y) - 2\mathcal{H}(x,y)\mathcal{H}(x,y) & 1 & i\mathcal{H}(x,y) \\
\mathcal{E}(x,y) & -1 & -i\mathcal{H}(x,y) \\
2i\mathcal{H}(x,y)\sqrt{f(x,y)} & 0 & \sqrt{f(x,y)}
\end{pmatrix}
\begin{pmatrix}
1 & 1 & 0 \\
1 & -1 & 0 \\
0 & 0 & 2
\end{pmatrix},
\] (4.21)
and the functions \( \mathcal{E}(x,y), \overline{\mathcal{E}}(x,y), \mathcal{H}(x,y), \) and \( \overline{\mathcal{H}}(x,y) \) are defined by
\[
\mathcal{E} = \frac{\hat{m}_{33} + \hat{m}_{14} - \hat{m}_{21}}{\hat{m}_{33} + \hat{m}_{11} + \hat{m}_{21}}, \quad \overline{\mathcal{E}} = -\frac{1 - \hat{m}_{11} + \hat{m}_{21}}{1 - \hat{m}_{11} - \hat{m}_{21}},
\] (4.22a)
\[
\mathcal{H} = \frac{-\hat{m}_{23}}{\hat{m}_{11} + \hat{m}_{21} + \hat{m}_{33}}, \quad \overline{\mathcal{H}} = \frac{\hat{m}_{23}(\hat{m}_{33} - 1)}{(\hat{m}_{11} + \hat{m}_{21} - 1)\hat{m}_{23}},
\] (4.22b)
and \( f = (\mathcal{E} + \overline{\mathcal{E}})/2 - \mathcal{H}\overline{\mathcal{H}} \) as before. Recalling the identities (4.18) and (4.19) it follows that \( \overline{\mathcal{E}} \) is the complex conjugate of \( \mathcal{E} \) and \( \overline{\mathcal{H}} \) is the complex conjugate of \( \mathcal{H} \) whenever both expressions are well defined. Note that we have
\[
f = \frac{2\hat{m}_{21}}{(\hat{m}_{33} + \hat{m}_{11} + \hat{m}_{21})(\hat{m}_{11} + \hat{m}_{21} - 1)}
= \frac{2(\hat{m}_{11} - 1)(\hat{m}_{22} + 1)}{\hat{m}_{12}(1 + \hat{m}_{22} + \hat{m}_{21})(\hat{m}_{11} + (\hat{m}_{11} - 1)(\hat{m}_{22} + 1) - 1)}
= \frac{2(\hat{m}_{22} + 1)}{(1 + \hat{m}_{22} + \hat{m}_{21})(\hat{m}_{12} + \hat{m}_{22} + 1)} = \frac{2(\hat{m}_{22} + 1)}{|1 + \hat{m}_{22} + \hat{m}_{21}|^2} > 0,
\] (4.23)
which proves \( f > 0 \), whenever all terms in (4.22) are well defined, i.e. all denominators are non-zero. Next we show that \( \mathcal{E} \) and \( \mathcal{H} \) are free of singularities and have the desired regularity properties.
The first equation in (4.22a) shows that $\mathcal{E}(x, y)$ has the same regularity properties as $\hat{m}(x, y)$ except possibly on the set

$$\{(x, y) \in D_8 \mid \hat{m}(x, y)_{11} + \hat{m}(x, y)_{21} = 0\}$$

(4.24)

where the denominator vanishes. In the same way, the second equation in (4.22a) shows that $\mathcal{E}(x, y)$ is regular away from the set

$$\{(x, y) \in D_8 \mid \hat{m}(x, y)_{11} + \hat{m}(x, y)_{21} = 1\}.$$  

(4.25)

Since $\hat{m}_{33} \geq 1$, the sets (4.24) and (4.25) are disjoint and closed in $D_8$. Recalling the regularity properties of $m$, we conclude that $\mathcal{E} \in C(D_8) \cap C^0(\text{int}(D_8))$. For $H$, the same argument is valid if $\hat{m}_{22} \neq 0$. Suppose that $(\hat{m}(x, y))_{22} = 0$ and $(\hat{m}(x, y))_{11} + (\hat{m}(x, y))_{21} = (\hat{m}(x, y))_{33}$. Then $(\hat{m}(x, y))_{21}$ must be real, i.e. $(\hat{m}(x, y))_{12} = (\hat{m}(x, y))_{12}$. From $(\hat{m}(x, y))_{23} = 0$ and (4.18d) it follows that $(\hat{m}(x, y))_{11} = 0$ and $(\hat{m}(x, y))_{33} = 1$ by (4.18). Then (4.18h) and $(\hat{m}(x, y))_{21} = (\hat{m}(x, y))_{33} - (\hat{m}(x, y))_{11}$ imply

$$(\hat{m}(x, y))_{22} - 1) = (\hat{m}(x, y))_{22} + 1)^2$$

which is a contradiction. We conclude that $H \in C(D_8) \cap C^0(\text{int}(D_8))$. The same argument shows that $1 + m_{21} + m_{22} \neq 0$ and hence, by (4.23), $f(x, y) > 0$ for all $(x, y) \in D_8$. In view of the regularity properties of $m$ and (4.23), we also proved $x^a x^b x^c x^d H_{xy}$ for $(x, y) \in D_8$.

We show next that $\mathcal{E}(x, 0) = \mathcal{E}_0(x)$ and $H(0, y) = H_0(y)$ for $x \in [0, 1 - \delta]$ and $\mathcal{E}(0, y) = \mathcal{E}_1(y)$ and $H(0, y) = H_1(y)$ for $y \in [0, 1 - \delta]$. From the properties of $\Phi_0$ given in lemma 2.2, we see that the function

$$m_0(x, z) = \Phi_0(x, \infty)^{+1} \times \begin{cases} I, & z \in \Omega_0, \\ \Phi_0(x, F^{-1}_{(c, 0)}(z)), & z \in \Omega_1 \cup \Omega_\infty, \end{cases}$$

(4.26)

satisfies the RH problem (2.14) with $(x, y) = (x, 0)$. After substituting in (2.8a), a straightforward computation shows

$$\begin{align*}
(m_0(x, 0))_{11} &= \frac{1 + |\mathcal{E}_0(x)|^2 - 2|H_0(x)|^2}{2(\text{Re} \mathcal{E}_0(x) - 2|H_0(x)|^2),} \\
(m_0(x, 0))_{22} &= \frac{(1 - \mathcal{E}_0(x))(1 + \mathcal{E}_0(x))}{2(\text{Re} \mathcal{E}_0(x) - 2|H_0(x)|^2),}
\end{align*}$$

(4.27)

$$\begin{align*}
(m_0(x, 0))_{33} &= \frac{1 + |\mathcal{E}_0(x)|^2 + |H_0(x)|^2}{2(\text{Re} \mathcal{E}_0(x) - 2|H_0(x)|^2),} \\
(m_0(x, 0))_{23} &= -\frac{i(1 + \mathcal{E}_0(x))H_0(x)}{(\text{Re} \mathcal{E}_0(x) - |H_0(x)|^2).}
\end{align*}$$

(4.28)

Solving these equations for $\mathcal{E}_0, \mathcal{E}_0, H,$ and $H$ yields

$$\mathcal{E}_0(x) = \frac{(m_0(x, 0))_{33} + (m_0(x, 0))_{11} - (m_0(x, 0))_{21}}{(m_0(x, 0))_{33} + (m_0(x, 0))_{11} + (m_0(x, 0))_{21}},$$

(4.27)

$$H_0(x) = \frac{-i(m_0(x, 0))_{23}}{(m_0(x, 0))_{33} + (m_0(x, 0))_{11} + (m_0(x, 0))_{21}}.$$  

(4.28)

But we have $m_0(x, z) = m(x, 0, z)$ by uniqueness of the solution of the RH problem (2.14) and hence, recalling (4.22), we see that $\mathcal{E}_0(x) = \mathcal{E}(x, 0)$ and $H_0(x) = H(x, 0)$. The proof for $\mathcal{E}_1$ and $H_1$ is similar.

It only remains to show that $(\mathcal{E}, H)$ satisfies the hyperbolic Ernst–Maxwell equations (1.1) in order to complete the proof of the first part of theorem 2. Motivated by (4.6), we define for $(x, y) \in D_8$ and $P \in F^{(i, 0)}_{(c, 0)}(\Omega_\infty)$.
\[ \Phi(x, y, P) = \tilde{\Phi}(x, y)m(x, y, F(x,y)(P)). \tag{4.29} \]

Then the map \((x, y) \mapsto \Phi(x, y, P)\) is \(C^\alpha\) by the regularity properties of \(m\).

**Lemma 4.3.** We define \(U\) and \(V\) to be the matrices defined in (2.4), where \(E\) and \(H\) are given by (4.22). Then the function \(\Phi(x, y, P)\) defined in (4.29) satisfies the Lax pair equations (2.1).

**Proof of lemma 4.3.** The idea of the proof is to use the analyticity structure of \(\Phi_x\). Differentiating (4.29) yields for \(P \in F^{-1}_{(x,y)}(\Omega_\infty)\)
\[ \Phi_x(x, y, P) = \tilde{\Phi}_x(x,y)m(x,y,z(x,y,P)) + \tilde{\Phi}(x,y)f(x,y,z(x,y,P))m(x,y,z(x,y,P)), \tag{4.30} \]
where \(z(x, y, P) = F^{-1}_{(x,y)}(P)\), and
\[ f(x, y, z) = [m_v(x,y,z) + z_s(x,y,F^{-1}_{(x,y)}(z))]m_v(x,y,z)m(x,y,z)^{-1}, \quad z \in \hat{C} \setminus \Gamma. \]
Equation (4.10) and the identity
\[ z_s(x,y,F^{-1}_{(x,y)}(z)) = \frac{1}{1+z} \left( 1 - \frac{z}{1-x-y} \right) \]
imply that \(f\) has a simple pole at \(z = -1\) and is analytic at \(z = \infty\) with \(f(x, y, \infty) = 0\). Hence \(f\) is analytic on \(\hat{C} \setminus \{\Gamma \cup \{-1\}\}\) with the jump
\[ f_+ (x, y, z) = f_- (x, y, z) + m_- (x, y, z) [v_s(x, y, z) + z_s(x,y,F^{-1}_{(x,y)}(z))]v_z(x, y, z) \times v(x,y,z)^{-1}m_-(x,y,z)^{-1}, \quad z \in \Gamma, \]
across \(\Gamma\). Note that we used analyticity of \(v\) in a small neighborhood of \(\Gamma\), which follows from lemma 2.2 (i). By the definition of the jump matrix \(v\), we have
\[ \begin{cases} v_s(x, y, z) + z_s(x,y,F^{-1}_{(x,y)}(z))v_z(x, y, z) = \Phi_{0v}(x, F^{-1}_{(x,y)}(z)), & z \in \Gamma_0, \\ v_s(x, y, z) + z_s(x,y,F^{-1}_{(x,y)}(z))v_z(x, y, z) = 0, & z \in \Gamma_1. \end{cases} \tag{4.31} \]
Hence, the function
\[ n(x, y, z) = \begin{cases} f(x, y, z) + m(x, y, z)\Phi_{0v}(x, F^{-1}_{(x,y)}(z))m(x,y,z)^{-1}, & z \in \Omega_0, \\ f(x, y, z), & z \in \Omega_1 \cup \Omega_\infty. \end{cases} \tag{4.32} \]
is analytic on \(\hat{C} \setminus \{-1\}\) with a simple pole at \(z = -1\) and \(n(x, y, \infty) = 0\). This implies that
\[ f(x, y, z) = n(x, y, z) = \frac{n(x, y, 0)}{z + 1} = \frac{m_v(x, y, 0)m(x,y,0)^{-1}}{z + 1} \]
for all \(z \in \Omega_\infty\). Substituting this identity into (4.30) yields
\[ \Phi_x(x, y, P) = \left( \tilde{\Phi}_x(x,y)\Phi_x(x,y)^{-1} + \tilde{\Phi}(x,y)\tilde{m}_v(x,y)\tilde{m}_x(x,y)^{-1} + \tilde{\Phi}(x,y)^{-1} \right)\Phi(x, y, P). \]
Recalling (4.21) and (4.22), a straightforward calculation yields \(\Phi_x = U\Phi\). The identity \(\Phi_y = V\Phi\) can be shown in similar way.

Fixing a point \(P = (\lambda, k) \in F^{-1}_{(x,y)}(\Omega_\infty)\), we have
\[ \Phi_{yx}(x, y, P) - \Phi_{xy}(x, y, P) = 0, \]
since \( \Phi(x, y, P) \) is \( C^n \). In view of lemma 4.3, this implies

\[
U_y - V_x + [U, V] = 0.
\]  

(4.33)

The \((23)\)-entry of equation (4.33) reads

\[
\frac{i(1 - x - y)\lambda}{(f(x, y))^{3/2}(k - (1 - y))} \left\{ f \left( \frac{H_{xy} - H_x + H_y}{2(1 - x - y)} \right) - \frac{1}{2} \left( \mathcal{E}_x H_y + \mathcal{E}_y H_x \right) \right\} = 0,
\]

which implies that \( \mathcal{E} \) and \( H \) satisfy the second equation in (1.1) for all \((x, y) \in D_\delta \).

The \((21)\)-entry of equation (4.33) reads

\[
\frac{-(1 - x - y)\lambda}{2(f(x, y))^{3/2}(k - (1 - y))} \left\{ f \left( \frac{\mathcal{E}_{xy} - \mathcal{E}_x + \mathcal{E}_y}{2(1 - x - y)} \right) - \frac{1}{2} \left( \mathcal{E}_x H_y + \mathcal{E}_y H_x \right) \right\} - 2 \frac{\dot{H}}{f} \left\{ f \left( \frac{H_{xy} - H_x + H_y}{2(1 - x - y)} \right) - \frac{1}{2} \left( \mathcal{E}_x H_y + \mathcal{E}_y H_x \right) + 2 \frac{\dot{H} H_x H_y}{f} \right\} = 0.
\]

Since \( \mathcal{E} \) and \( H \) satisfy the second equation in (1.1) for all \((x, y) \in D_\delta \), it follows that the second term in the curly brackets vanishes. Consequently, \( \mathcal{E} \) and \( H \) satisfy the first equation in (1.1) for all \((x, y) \in D_\delta \).

This completes the proof of the first part of the theorem. The following lemma shows the second part.

**Lemma 4.4.** There exists a constant \( c_\delta > 0 \) such that the following statement holds: if

\[
\|A_0\|_{L^1(\Theta_0, \delta)} \cdot \|B_1\|_{L^1(\Theta_0, \delta)} \cdot \frac{\|H_0\|_{L^1(\Theta_0, \delta)}}{\sqrt{\|f_0\|}} \cdot \frac{\|H_1\|_{L^1(\Theta_0, \delta)}}{\sqrt{\|f_1\|}} < c_\delta,
\]

then the linear bounded operator \( I - C_{w(x, y, \cdot)} : L^2(\Gamma) \to L^2(\Gamma) \) is invertible.

**Proof of lemma 4.4.** The idea is to invert \( I - C_{w(x, y, \cdot)} \) in terms of a Neumann series. It is clear from (2.5) and (2.7) and the analogs for \( \Phi_1 \) that

\[
\|w(x, y, z)\|_{L^\infty(\Gamma)} < \|C_{-1/2}(\mathcal{L}^1(\Gamma))\|
\]

for sufficiently small \( c_\delta > 0 \), where \( \|\cdot\|_{B(\mathcal{L}^1(\Gamma))} \) denotes the operator norm for bounded linear operators \( L^2(\Gamma) \to L^2(\Gamma) \). This implies

\[
\|C_{w}\|_{B(\mathcal{L}^2(\Gamma))} \leq \|C_{-1/2}(\mathcal{L}^1(\Gamma))\| \|w(x, y, z)\|_{L^\infty(\Gamma)} < 1,
\]

and hence \( I - C_{w(x, y, \cdot)} \) is invertible.

\( \nabla \)

We proved the following for arbitrary \( \delta > 0 \): if the RH problem (2.14) has a solution for all \((x, y) \in D_\delta \), then there exists a solution \( \{\mathcal{E}, H\} \), given by (4.22), of the Goursat problem for (1.1) with boundary data \( \{\mathcal{E}_0, H_0, \mathcal{E}_1, H_1\} \) on the slightly smaller triangle \( D_\delta \). In particular, by lemma 4.4, this is the case if the \( L^1([0, 1 - \delta])\)-norms of \( A_0, B_1, H_0/\sqrt{f_0} \), and \( H_1/\sqrt{f_1} \) are sufficiently small. Since \( \delta > 0 \) was arbitrary, this completes the proof of theorem 2.

\( \square \)

### 4.3. Proof of theorem 3

Let \( \mathcal{E}_0(x), H_0(x), x \in [0, 1], \) and \( \mathcal{E}_1(y), H_1(y), y \in [0, 1] \), be complex-valued functions satisfying (1.4) for some \( n \geq 2 \). Suppose \( \{\mathcal{E}(x, y), H(x, y)\} \) is a \( C^n \)-solution of the Goursat problem for (1.1) in \( D \) with data \( \{\mathcal{E}_0, H_0, \mathcal{E}_1, H_1\} \). We denote
\[ m_1 = \lim_{x \to 0} x^0 E_0(x), \quad m_2 = \lim_{y \to 0} y^0 E_1(y), \quad n_1 = \lim_{x \to 0} x^0 H_0(x), \quad n_2 = \lim_{y \to 0} y^0 H_1(y), \]

and we want to compute the limits

\[ \lim_{x \to 0} x^0 E_1(x, y), \quad \lim_{y \to 0} y^0 E_1(x, y), \quad \lim_{x \to 0} x^0 H_1(x, y), \quad \lim_{y \to 0} y^0 H_1(x, y), \quad (x, y) \in D. \]

at the boundary of \( D \). The idea is to use the representation of \( m \) given in (4.10) together with the differentiated version of the representation formula (3.1). We already computed the value of \( m(x, y, 0) \) in (4.9). Hence it remains to compute \( \lim_{x \to 0} x^0 m_1(x, y, 0) \) and \( \lim_{y \to 0} y^0 m_2(x, y, 0) \). We will only consider the first limit since the second one is analogous.

It is clear from the definition of \( w \) that

\[ w(0, y, z) = \begin{cases} 0, & z \in \Gamma_0, \\ \Phi_1(y, F_{(0,y)}^{-1}(z)) - I, & z \in \Gamma_1, \quad y \in [0, 1). \end{cases} \tag{4.34} \]

Noting that \( m(x, y, 0) = m_0(x, y) \) in (4.26), the identity \( \mu(x, y, z) = m_0(x, y, z) \) for \( (x, y) \in D \) and \( z \in \Gamma \) implies

\[ \mu(0, y, z) = \begin{cases} \Phi_1(y, F_{(0,y)}^{-1}(z)), & z \in \Gamma_0, \quad y \in [0, 1), \\ \Phi_1(y, F_{(0,y)}^{-1}(z)), & z \in \Gamma_1. \end{cases} \tag{4.35} \]

Furthermore, it follows from the definition of \( w \) that \( \lim_{x \to 0} x^0 w_1(x, y, z) = 0 \) for \( z \in \Gamma_1 \) and

\[ \lim_{x \to 0} x^0 w_1(x, y, z) = \lim_{x \to 0} x^0 \Phi_0(x, F_{(0,y)}^{-1}(z)) = \lim_{x \to 0} x^0 U_0(x, F_{(0,y)}^{-1}(z)) \]

for \( z \in \Gamma_0 \). This yields

\[
\lim_{x \to 0} x^0 w_1(x, y, z) = \begin{cases} \frac{1}{2} \begin{pmatrix} \bar{m}_1 & 0 \\ 2i \lambda(0, 0, F_{(0,y)}^{-1}(z)) & -2i \lambda(0, 0, F_{(0,y)}^{-1}(z)) n_1 \end{pmatrix}, & z \in \Gamma_0, \\ 0, & z \in \Gamma_1. \end{cases} \tag{4.36} \]

Next we show that

\[
\lim_{x \to 0} x^0 \mu_1(x, y, z) = \begin{cases} \frac{1}{2} \begin{pmatrix} m_1 & 0 \\ 2i \lambda(0, 0, F_{(0,y)}^{-1}(z)) n_1 \end{pmatrix}, & z \in \Gamma_0, \\ 0, & z \in \Gamma_1. \end{cases} \tag{4.37} \]

Differentiating the identity \( \mu = I + C_\mu \mu \) gives \( \mu_1 = (I - C_\mu)^{-1} C_{-1}(\mu \mu_{\nu}) \). Hence, in order to prove (4.37), it suffices to show that \( C_{-1}(\lim_{x \to 0} x^0 \mu_1(x)) = (I - C_\mu(0, y, z)) \Pi(z) \). Using (4.35) and (4.36), we obtain for \( z \in \Gamma_1 \)
Now a straightforward computation shows \( \Phi_{1}(y, \infty^{+})^{-1} \Phi_{1}(y, 0) \) into the equation

\[
m_{x} = C(\mu, w) + C(\mu w_{x}),
\]

where the square root has positive (negative) real part for \(|z| > 1 \) (\(|z| < 1 \). Hence we have

\[
\lambda(0, 0, F_{(0,y)}^{-1}(z)) = \frac{1}{z+1} \sqrt{\frac{(z-1)^{2} - y(z+1)^{2}}{1-y}},
\]

where the square root has negative values for \( z < 0 \) (and in particular for \( z = -1 \). This yields

\[
\Phi_{1}(y, \infty^{+})^{-1} \Phi_{1}(y, 0) \begin{pmatrix} 0 & m_{1} & 0 \\ m_{1} & 0 & -2i n_{1} \\ 0 & 2i n_{1} & 0 \end{pmatrix} \begin{pmatrix} 0 & m_{1} & 0 \\ m_{1} & 0 & -2i n_{1} \\ 0 & 2i n_{1} & 0 \end{pmatrix}^{-1} \]"
similar residue calculations as the ones for proving (4.37) show
\[
\lim_{x \to 0} x^\alpha m_2(x, y, 0) = -\frac{1}{\sqrt{1-y}} \Phi_1(y, \infty^+)^{-1} \Phi_1(y, 0) \begin{pmatrix} 0 & m_1 & 0 \\ m_1 & 0 & -2im_1 \\ 0 & 2im_1 & 0 \end{pmatrix} \times \Phi_1(y, 0)^{-1} \Delta \Phi_1(y, \infty^+) \Lambda,
\]
where we also used the symmetry (2.10b). It remains to compute the value of \( \Phi_1(y, 0) \).

**Lemma 4.5.** For \( y \in (0, 1) \), it holds that
\[
\Phi_1(y, 0) = \begin{pmatrix} a_1(y) & 0 & b_1(y) \\ 0 & c_1(y) & 0 \\ d_1(y) & 0 & e_1(y) \end{pmatrix},
\]
for some functions \( a_1, b_1, c_1, d_1, e_1 \) satisfying
\[
e_1 = \overline{a_1} \sqrt{f_1} / c_1, \quad d_1 = -\overline{b_1} \sqrt{f_1} / c_1, \quad a_1 e_1 - b_1 d_1 = f_1^{3/2} / c_1, \tag{4.40a}
\]
\[
c_1 = f_1 / c_1, \quad c_1(y) = e^{\int_0^y b_1(y') \phi'}.
\]

**Proof of lemma 4.5.** This is a consequence of equation (2.9), the symmetries (2.10b), and solving the equation
\[
\Phi_1(y, 0) = V_1(y, 0) \Phi_1(y, 0)
\]
using the fact that \( \lambda(0, y, 0) = \infty \).

Now differentiating (3.1) and using (2.8b), (4.9), and (4.38) gives the identities (3.2a) and (3.2c) under consideration of the symmetries (4.40) (after a long but straightforward calculation). The other identities in (3.2) can be shown in a similar way.

The identity (3.4a) follows from (3.2) and the symmetries (4.40). The proof of (3.4b) is analogous. This completes the proof of theorem 3. \( \square \)

### 5. Examples

In this section, following [13], we will consider a simple class of solutions of the Goursat problem for (1.1) and compute their boundary values (3.2). Let
\[
t = \sqrt{x} \sqrt{1-y} + \sqrt{y} \sqrt{1-x}, \quad z = \sqrt{y} \sqrt{1-x} - \sqrt{x} \sqrt{1-y}.
\]
Then a family of smooth solutions of the Goursat problem for (1.1) in \( D \) with \( \alpha = 1/2 \) is given by the potentials
\[
E \equiv 1, \quad H = pt + iqz,
\]
where \( p, q \) are real numbers such that \( p^2 + q^2 = 1 \). For these solutions, we compute
\[
m_1 = m_2, \quad n_1 = \frac{1}{2} (p - iq) = n_2.
\]
and an easy computation yields
\[
(1 - y) \lim_{x \to 0} \left( \frac{|\mathcal{E}_x(x,y) - 2H_y(x,y)|^2}{f_1(y)^2} + \frac{4|H_x(x,y)|^2}{f_1(y)} \right) = 1 = |m_1|^2 + 4|n_1|^2,
\]
\[
(1 - x) \lim_{y \to 0} \left( \frac{|\mathcal{E}_y(x,y) - 2H_x(x,y)|^2}{f_0(x)^2} + \frac{4|H_y(x,y)|^2}{f_0(x)} \right) = 1 = |m_2|^2 + 4|n_2|^2.
\]

Note that this family of solutions can be seen as a generalization of the famous Nutku–Halil solution [20] of the respective Goursat problem for the hyperbolic version of Ernst’s equation [7, 13], since the potentials
\[
1 + H
\]
\[
1 - H
\]
define the Nutku–Halil solutions of the hyperbolic version of Ernst’s equation. The case of \(p = 1\) and \(q = 0\) is the Bell-Szekeres solution, which was first described in [1].
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Appendix. Colliding electromagnetic plane waves

Let
\[
\mathcal{E} - |H|^2 = f + i\phi,
\]
where \(2\phi = i(\mathcal{E} - \mathcal{E}')\). We define a potential \(\chi\) by
\[
\chi = (1 - x - y)/f
\]
and a potential \(\omega\) by the equations
\[
\omega_t = \frac{1 - \varepsilon^2}{f^2} \left( \phi_t - i(\mathcal{H}\mathcal{H}_t - \bar{\mathcal{H}}\bar{\mathcal{H}}_t) \right),
\]
\[
\omega_z = \frac{1 - \varepsilon^2}{f^2} \left( \phi_z - i(\mathcal{H}\mathcal{H}_z - \bar{\mathcal{H}}\bar{\mathcal{H}}_z) \right),
\]
where we used the coordinate transformation (5.1).

The Ernst–Maxwell equations can be written as [12, 13]
\[
\begin{aligned}
2(\chi_u + i\omega_u) &= U_u(\chi_v + i\omega_v) + U_v(\chi_u + i\omega_u) \\
&+ 2\chi^{-1}(\chi_u + i\omega_u)(\chi_v + i\omega_v) + e^{4\chi^2}4\chi^2\mathcal{H}_u\mathcal{H}_v, \\
0 &= 2\chi\mathcal{H}_u + (\chi_v + i\omega_v)\mathcal{H}_u + (\chi_u - i\omega_u)\mathcal{H}_v,
\end{aligned}
\tag{A.1}
\]
where \(e^{-U(u,v)} = 1 - x(u) - y(v)\) for some monotonically increasing functions \(x(u)\) and \(y(v)\).

It is possible [22] to use \(x, y\) as coordinates which transforms (A.1) into (1.1). Here the second equation of (3.4) directly becomes the second equation of (1.1). The first equation in (A.1) reduces to the first equation in (1.1) after using the already observed second equation of (1.1).

In order to be relevant for colliding electromagnetic plane waves, a solution \(\{\mathcal{E}, \mathcal{H}\}\) of the Goursat problem for (1.1) in \(D\) must satisfy the boundary conditions (see equation (25) in [12]; note that there is a factor \(1 - x - y = f + g\) missing that comes from equations (22) and (23))
for some constants $k_1, k_2 \in [1/2, 1)$. This is due to the fact that the resulting space time should be at least $C^1$. Recalling the definitions of $\chi$ and $\omega$, these boundary conditions become

\[
\begin{align*}
(1 - y) \lim_{x \to 0} x \left( \frac{x^2 + w^2}{x^2} + \frac{4x}{1 - x - y} H_y H_x \right) &= 2k_1, \\
(1 - x) \lim_{y \to 0} y \left( \frac{x^2 + w^2}{x^2} + \frac{4x}{1 - x - y} H_x H_x \right) &= 2k_2,
\end{align*}
\]

By (3.4), the limits above are indeed constant and only depend on the given boundary data. In particular, it is sufficient to check that

\[
|m_1|^2 + 4|n_1|^2, \quad |m_2|^2 + 4|n_2|^2 \in [1, 2).
\]
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