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Abstract

In this paper, we describe and evaluate a bigram part-of-speech (POS) tagger that uses latent annotations and then investigate using additional genre-matched unlabeled data for self-training the tagger. The use of latent annotations substantially improves the performance of a baseline HMM bigram tagger, outperforming a trigram HMM tagger with sophisticated smoothing. The performance of the latent tagger is further enhanced by self-training with a large set of unlabeled data, even in situations where standard bigram or trigram taggers do not benefit from self-training when trained on greater amounts of labeled training data. Our best model obtains a state-of-the-art Chinese tagging accuracy of 94.78% when evaluated on a representative test set of the Penn Chinese Treebank 6.0.

1 Introduction

Part-of-speech (POS) tagging, the process of assigning every word in a sentence with a POS tag (e.g., NN (normal noun) or JJ (adjective)), is prerequisite for many advanced natural language processing tasks. Building upon the large body of research to improve tagging performance for various languages using various models (e.g., (Theede and Harper, 1999; Brants, 2000; Tseng et al., 2005b; Huang et al., 2007)) and the recent work on PCFG grammars with latent annotations (Matsuzaki et al., 2005; Petrov et al., 2006), we will investigate the use of fine-grained latent annotations for Chinese POS tagging. While state-of-the-art tagging systems have achieved accuracies above 97% in English, Chinese POS tagging (Tseng et al., 2005b; Huang et al., 2007) has proven to be more challenging, and it is the focus of this study.

The value of the latent variable approach for tagging is that it can learn more fine-grained tags to better model the training data. Liang and Klein (2008) analyzed the errors of unsupervised learning using EM and found that both estimation and optimization errors decrease as the amount of unlabeled data increases. In our case, the learning of latent annotations through EM may also benefit from a large set of automatically labeled data to improve tagging performance. Semi-supervised, self-labeled data has been effectively used to train acoustic models for speech recognition (Ma and Schwartz, 2008); however, early investigations of self-training on POS tagging have mixed outcomes. Clark et al. (2003) reported positive results with little labeled training data but negative results when the amount of labeled training data increases. Wang et al. (2007) reported that self-training improves a trigram tagger’s accuracy, but this tagger was trained with only a small amount of in-domain labeled data.

In this paper, we will investigate whether the performance of a simple bigram HMM tagger can be improved by introducing latent annotations and whether self-training can further improve its performance. To the best of our knowledge, this is the first attempt to use latent annotations with self-training to enhance the performance of a POS tagger.

2 Model

POS tagging using a hidden Markov model can be considered as an instance of Bayesian inference,
wherein we observe a sequence of words and need to assign them the most likely sequence of POS tags. If \( t_i \) denotes the tag sequence \( t_1, \ldots, t_i \), and \( w_i \) denotes the word sequence \( w_1, \ldots, w_i \), given the first-order Markov assumption of a bigram tagger, the best tag sequence \( \tau(w^n_i) \) for sentence \( w^n_i \) can be computed efficiently as:

\[
\tau(w^n_i) = \arg \max_{\tau} p(t^n_i | w^n_i) \approx \arg \max_{\tau} \prod_i p(t_i | t_{i-1}) p(w_i | t_i)
\]

with a set of transition parameters \( \{p(b|a)\} \), for transiting to tag \( b \) from tag \( a \), and a set of emission parameters \( \{p(w|a)\} \), for generating word \( w \) from tag \( a \). A simple HMM tagger is trained by pulling counts from labeled data and normalizing to get the conditional probabilities.

It is well known that the independence assumption of a bigram tagger is too strong in many cases. A common practice for weakening the independence assumption is to use a second-order Markov assumption, i.e., a trigram tagger. This is similar to explicitly annotating each POS tag with the preceding tag. Rather than explicit annotation, we could use latent annotations to split the POS tags, similarly to the introduction of latent annotations to PCFG grammars (Matsuzaki et al., 2005; Petrov et al., 2006). For example, the NR tag may be split into NR-1 and NR-2, and correspondingly the POS tag sequence of “Mr./NR Smith/NR saw/VV Ms./NR Smith/NR” could be refined as: “Mr./NR-2 Smith/NR-1 saw/VV-2 Ms./NR-2 Smith/NR-1”.

The objective of training a bigram tagger with latent annotations is to find the transition and emission probabilities associated with the latent tags such that the likelihood of the training data is maximized. Unlike training a standard bigram tagger where the POS tags are observed, in the latent case, the latent tags are not observable, and so a variant of EM algorithm is used to estimate the parameters.

Given a sentence \( w^n_i \) and its tag sequence \( t^n_i \), consider the \( i \)-th word \( w_i \) and its latent tag \( a_x \in \{a = t_i \) (which means \( a_x \) is a latent tag of tag \( a \), the \( i \)-th tag in the sequence) and the \((i + 1)\)-th word \( w_{i+1} \) and its latent tag \( b_y \in \{b = t_{i+1} \), the forward, \( \alpha_{i+1}(b_y) = p(w_{i+1} | a_x) p(b_y | a_x) p(w_{i+1} | b_y) \), and backward, \( \beta_i(a_x) = \sum_y p(b_y | a_x) p(w_{i+1} | b_y) \beta_{j+1}(b_y) \)

In the E step, the posterior probabilities of co-occurrence events can be computed as:

\[
p(a_x, b_y | w) \propto \alpha_i(a_x) p(b_y | a_x) \beta_{i+1}(b_y) \\
p(a_x, w_i | w) \propto \alpha_i(a_x) \beta_i(a_x)
\]

In the M step, the above posterior probabilities are used as weighted observations to update the transition and emission probabilities:

\[
p(b_y | a_x) = c(a_x, b_y) / \sum_b c(a_x, b_y) \\
p(w | a_x) = c(a_x, w) / \sum_w c(a_x, w)
\]

A hierarchical split-and-merge method, similar to (Petrov et al., 2006), is used to gradually increase the number of latent annotations while allocating them adaptively to places where they would produce the greatest increase in training likelihood (e.g., we observe heavy splitting in categories such as NN (normal noun) and VV (verb), that cover a wide variety of words, but only minimal splitting in categories like JJ (interjection) and ON (onomatopoeia)).

Whereas tag transition occurrences are frequent, allowing extensive optimization using EM, word-tag co-occurrences are sparser and more likely to suffer from over-fitting. To handle this problem, we map all words with frequency less than threshold\(^3\) \( \lambda \) to symbol \( unk \) and for each latent tag accumulate the word tag statistics of these rare words to \( c_r(a_x, unk) = \sum_{w : c(w) < \lambda} c(a_x, w) \). These statistics are redistributed among the rare words \( w : c(w) < \lambda \) to compute their emission probabilities:

\[
c(a_x, w) = c_r(a_x, unk) \cdot c(a, w) / c_r(a, unk) \\
p(w | a_x) = c(a_x, w) / \sum_w c(a_x, w)
\]

The impact of this rare word handling method will be investigated in Section 3.

A character-based unknown word model, similar to the one described in (Huang et al., 2007), is used to handle unknown Chinese words during tagging. A decoding method similar to the max-rule-product method in (Petrov and Klein, 2007) is used to tag sentences using our model.

3 Experiments

The Penn Chinese Treebank 6.0 (CTB6) (Xue et al., 2005) is used as the labeled data in our study. CTB6

\(^2c(\cdot)\) represents the count of the event.

\(^3\)The value of \( \lambda \) is tuned on the development set.
contains news articles, which are used as the primary source of labeled data in our experiments, as well as broadcast news transcriptions. Since the news articles were collected during different time periods from different sources with a diversity of topics, in order to obtain a representative split of train-test-development sets, we divide them into blocks of 10 files in sorted order and for each block use the first file for development, the second for test, and the remaining for training. The broadcast news data exhibits many of the characteristics of newswire text (it contains many nonverbal expressions, e.g., numbers and symbols, and is fully punctuated) and so is also included in the training data set. We also utilize a greater number of unlabeled sentences in the self-training experiments. They are selected from similar sources to the newswire articles, and are normalized (Zhang and Kahn, 2008) and word segmented (Tseng et al., 2005a). See Table 1 for a summary of the data used.

Table 1: The number of sentences and words in the data.

|        | Train | Dev | Test | Unlabeled |
|--------|-------|-----|------|-----------|
| sentences | 24,416 | 1904 | 1975 | 210,000   |
| words    | 678,811 | 51,229 | 52,861 | 6,254,947 |

Figure 1: The learning curves of the bigram tagger with latent annotations on the development set.

Figure 2 compares the self-training capability of three models (the bigram tagger w/ or w/o latent annotations, and the aforementioned trigram tagger) using different sizes of labeled training data and the full set of unlabeled data. For each model, a tagger is first trained on the allocated labeled training data and is then used to tag the unlabeled data. A new tagger is then trained on the combination of the allocated labeled training data and the newly automatically labeled data.

There are two interesting observations that distinguish the bigram tagger with latent annotations from the other two taggers. First, although all of the taggers improve as more labeled training data is available, the performance gap between the bigram tagger with latent annotations and the other two taggers also increases. This is because more latent annotations can be used to take advantage of the additional training data to learn deeper dependencies. Second, the bigram tagger with latent annotations benefits much more from self-training, although it

---

4We always balance the size of manually and automatically labeled data through duplication (for the trigram tagger) or posterior weighting (for the bigram tagger w/ or w/o latent annotations), as this provides superior performance.
already has the highest performance among the three taggers before self-training. The bigram tagger without latent annotations benefits little from self-training. Except for a slight improvement when there is a small amount of labeled training, self-training slightly hurts tagging performance as the amount of labeled data increases. The trigram tagger benefits from self-training initially but eventually has a similar pattern to the bigram tagger when trained on the full labeled set. The performance of the latent bigram tagger improves consistently with self-training. Although the gain decreases for models trained on larger training sets, since stronger models are harder to improve, self-training still contributes significantly to model accuracy.

The final tagging performance on the test set is reported in Table 2. All of the improvements are statistically significant ($p < 0.005$).

| Tagger        | Token Accuracy (%) |
|---------------|--------------------|
| Bigram        | 92.25              |
| Trigram       | 93.99              |
| Bigram+LA     | 94.53              |
| Bigram+LA+ST  | 94.78              |

Table 2: The performance of the taggers on the test set.

It is worth mentioning that we initially added latent annotations to a trigram tagger, rather than a bigram tagger, to build from a stronger starting point; however, this did not work well. A trigram tagger requires sophisticated smoothing to handle data sparsity, and introducing latent annotations exacerbates the sparsity problem, especially for trigram word emissions. The uniform extension of a bigram tagger to a trigram tagger ignores whether the use of additional context is helpful and supported by enough data, nor is it able to use a longer context. In contrast, the bigram tagger with latent annotations is able to learn different granularities for tags based on the training data.

4 Conclusion

In this paper, we showed that the accuracy of a simple bigram HMM tagger can be substantially improved by introducing latent annotations together with proper handling of rare words. We also showed that this tagger is able to benefit from self-training, despite the fact that other models, such as bigram or trigram HMM taggers, do not.

In the future work, we will investigate automatic data selection methods to choose materials that are most suitable for self-training and evaluate the effect of the amount of automatically labeled data.
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