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Abstract

Cooperation upholds life in organized societies, but its neurobiological mechanisms remain unresolved. Recent theoretical analyses have contrasted cooperation by its fast versus slower modes of decision making. This raises the question of the neural timescales involved in the integration of decision-related information, and of the participating neural circuits. Using time-resolved electroencephalography (EEG) methods, we characterized relevant neural signatures of feedback processing at the iterated prisoner’s dilemma (iPD), an economic task that addresses cooperation-based exchange between social
agents. We then probed the ability of relevant EEG signals to indicate subsequent decision-making, and inspected game and behavioral conditions under which they do so - including timing. Participants played against an assumed co-player, and the neural activation at the game feedback stage was analyzed via event-related potential (ERP) and spectrotemporal analysis methods. As expected from value-based decision-making studies, ERPs were increased by cooperation, including the feedback-related negativity (FRN) and the P3. In addition, we report a late potential (LP) lateralized to left frontal regions, which was also modulated by cooperation. Slow-wave, delta-band activity associated to the LP component (termed ‘LP-delta’) was also found to be reduced for mutual versus one-sided cooperation feedback. We then addressed individually which of these feedback signals related to subsequent cooperation and when. Crucially, the FRN, P3 and LP-delta components were modulated by choice at the next round, although involvement of each component was contingent upon the current outcome type. Immediately after one-sided cooperation (‘sucker’s payoff’), differential signaling indicating future decision-making occurred at the relatively early FRN, decreasing in amplitude for player choices not to cooperate at the next round. For outcomes where the player did not cooperate at the co-player expense, P3 increases were associated with subsequent cooperation by the player. Following mutual cooperation rounds, and at a relatively late stage of feedback processing, modulations by forthcoming decision were found in the form of LP-delta desynchronizations that were prospective of further cooperation. We note that the decision to cooperate in the game can be based on predicting different aspects of the prospective interaction given the past realized outcome (e.g. whether ‘to sustain’ mutual cooperation or ‘to retaliate’ if it is one-sided). The results support information integration for cooperation decision-making at the iPD, beginning at different timescales and circuits, by such updating context. The specific case of verifying a partner’s cooperation entailed a shorter reciprocation response which was predictable by feedback signal changes at the immediately preceding
trial. A neurally informed account of fast-mode dual-process mechanisms, and involvement of predictive coding principles in guiding cooperation with a partner at the iPD, are discussed.
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Highlights
*FRN, P3 and late delta-band asymmetric frontal activity encode cooperation feedback
*Decision to cooperate in iterated prisoner’s dilemma indicated by prior round signals
*Speed of reciprocating partner’s cooperation correlates with single-trial activity

Introduction
Engaging what is best individually and collectively is a hallmark of cooperation in groups. The intuition that benefits may increase exceedingly when sought by mutual cooperation is embodied in the iterated prisoner’s dilemma (iPD) game, which addresses strategic interactions between agents in
trust-based settings\textsuperscript{2,3}. The goal of this iconic game is for participants to maximize earnings by making simultaneous and independent decisions on whether to cooperate with each other, mutually affecting each other’s outcomes. Feedback on both players’ decisions is learned at the end of each iteration, where participants may retain the ability to adopt cooperation strategies at later rounds. The iPD has been used to gain understanding into the organization and function of brain systems in neuroeconomics and social neuroscience\textsuperscript{4–13}, as well as for applications of clinical interest\textsuperscript{14–21}.

High temporal resolution electroencephalography (EEG) methods are well-suited to characterize the timecourse of cooperative decision-making. For the iPD, such studies have primarily relied on dyadic measures from hyperscanning methods\textsuperscript{22–24}, addressing strategic choice during partner gameplay and associations with inter-subject functional connectivity patterns. Of a relatively simpler scope, event-related potential (ERP) and spectrotemporal analysis are nevertheless prominent techniques to infer the neural bases and timing of economic decision-making\textsuperscript{25}. Their application to the iPD has been relatively scarce\textsuperscript{26,27}, including only one ERP study of the early (i.e. <600 ms) feedback stage. We aimed first for a comprehensive characterization of the feedback processing stage of the iPD extending to its late stages and spectrotemporal activity which, to the best of our knowledge, have not been addressed before. Secondly, we took into consideration that a key goal for studies of cooperative decision-making is to predict forthcoming choice as early as possible. It has been noted that the game feedback stage may provide with an important analysis window to predict cooperation\textsuperscript{28}. For instance, in a study of the iPD the P3 feedback component was associated to belief updates about the co-player’s willingness to cooperate in the next trial\textsuperscript{27}. We hypothesized that in the iPD, time-resolved neural signatures of cooperative decision-making at the next round may be observed as early as during feedback processing of the previous round. Therefore, we evaluated whether ERP and spectrotemporal signals identified at the feedback processing stage were indicative of subsequent cooperative behaviour.
Value-based feedback ERP components relevant to the iPD

Among ERPs in value-based decision making studies, the first stage of (visual) feedback processing is represented by the N1, an occipital bilateral complex indicating early cortical perceptual processing\textsuperscript{29}. It is often followed by the feedback-related negativity (FRN), a difference waveform interpreted as the first learning stage in outcome processing\textsuperscript{25}. Its dependency on reward valence, magnitude and expectancy has served to interpret it as a prediction error signal in the reinforcement learning framework\textsuperscript{30–34}. The FRN primarily reflects reproducible differences between optimal and worst reward outcomes, and may be weaker relative to ongoing background P3 activity\textsuperscript{35}. Careful consideration is thus required in FRN estimation as different approaches may lead to inconsistent effects\textsuperscript{36} (see\textsuperscript{25,33} for a review). The P3 (or alternatively, the P3b subcomponent) is a widely studied ERP from the perceptual decision-making literature, with centro-parietal and/or temporo-parietal scalp distributions\textsuperscript{37–42}. It is considered to represent probabilistic stimulus updating\textsuperscript{43–45} in working memory for event categorization\textsuperscript{38}. It has also been interpreted as an index of the rate or endpoint at which evidence converges towards a decision\textsuperscript{46,47}, hypothesized to facilitate decision-making by optimizing signal conduction across relevant networks\textsuperscript{39,48}. In value-based decision making, the P3 is part of feedback processing\textsuperscript{25,27,49}, and shows sensitivity to reward magnitude, valence and probability/risk\textsuperscript{50–58}. As in perceptual studies, the feedback P3 may reflect update and storage of reward values for behavioral adjustment\textsuperscript{25,59–62}, by integrating them with internal models of a probabilistic task\textsuperscript{61}. It may similarly reflect reward evidence accumulation dynamics\textsuperscript{64}, possibly as a decision variable for strategic choice\textsuperscript{65}. The P3 has been shown to be enhanced with mutual cooperation at the iPD, associated with evidence buildup of trust beliefs between interacting partners\textsuperscript{27}. For a thorough analysis of time-resolved neural signatures of cooperation at the iPD, we first studied the N1, FRN and P3 signals, but also late-latency,
and spectrotemporal activity associated to each of these ERPs. At the next part of the study, we investigated all relevant feedback signals (i.e., found to be modulated by cooperation choices leading to the present outcome) for their potential to indicate subsequent cooperation.

**ERP analyses by forthcoming choice: timing and dual-access theories**

130 The timecourse of decision-making is addressed in dual-process theories, which account for two alternative processes that lead to the same outcome but over different time frames. With regards to cooperation, these models have emphasized the faster decision to collaborate by default, versus the slower decision to consider ‘second thoughts’ of self-interested nature. It is unclear however how ‘fast’ versus ‘slow’ decisions implemented neurally, and at which timescales. We specifically refer to the time interval spanning between last feedback presentation and subsequent response, which plausibly, contains the full decisional process for that iteration - from updating to execution. Here, we considered critical domains overlapping the encoding of *prior choice* that led to the current context, and the encoding of *subsequent choice*. For that reason we performed a comprehensive search of relevant update processes for their potential to relate to the next decision making. Given the relatively limited ERP literature on iPD feedback processing, information about the timing of scalp activity components involved in decision processes following each outcome also remains unclear. It is important to note that each outcome type sets a distinct context at the iPD: for instance, if cooperation turns out to be mutual at the present round, the subsequent decision may be framed in terms of whether to sustain cooperation further; otherwise, the decision may be primarily about retaliation. To control for such potential differences, once relevant feedback components were determined, we conducted an independent search of their activity in correspondence to each outcome, and partitioned trials on the basis of whether they led or not to cooperation at the following trial. Once the feedback components
that were also involved in subsequent choice were identified, we addressed their key timing information and potential association to faster versus slower modes of decision-making.

Methods

Subjects.

Thirty-one volunteers (16 female; mean age 22.3 ± 2.9 SD) with no history of neurological or psychiatric disorders participated in the present study voluntarily after providing informed consent. Participants were enrolled in academic degree programs in the Uruguay tertiary education system, or had completed them. They reported normal or corrected to normal visual acuity. All experiments were performed in accordance with WMA Declaration of Helsinki guidelines. The Ethics in Research Committee of the Faculty of Psychology at Universidad de la República approved the experimental procedures. Prior to attending the experimental session, participants completed an online questionnaire on social behavior (Inventory of Interpersonal Problems, Horowitz et al 1988). These data were not used in the present study. The first half of one subject’s session data were not recorded, but the remainder (100 trials) were included in the present analysis.

Experimental setup

Visual presentation and response time logging were performed with custom PsychoPy software at the Centro de Investigación Básica en Psicología (CIBPsi) EEG lab. Displays were delivered over a CRT monitor (E. Systems, Inc., CA) with 40 cm size, 83 dpi resolution, and 60 Hz refresh rate. Continuous EEG recordings were performed using a BioSemi ActiveTwo 64-channel system (BioSemi, The
Netherlands) with 10/20 layout, at 2048 Hz digitization rate with CMS/DRL (ground) and two mastoid reference electrodes, the average of which was removed offline from the rest of channels. A 5\textsuperscript{th} order cascaded integrator-comb low-pass filter with -3 dB point at 410 Hz was applied online, after which the signals were decimated to 256 samples per second. Electrooculographic data were recorded supra- and infra-orbitally as well as from the left versus right orbital rim. Data were acquired at 24 bit resolution and analysis was performed offline. Full experimental sessions lasted \textasciitilde2.5 h.

**Experimental protocol**

Each participant was introduced to a same-sex person presented as their co-player for the study, but which in fact was a confederate. The assumed co-player was then escorted to a separate location, and the participant proceeded to the main experimental facility. The iterated prisoner’s dilemma (iPD) task was explained to the participant, who was told that on each trial both players would have to make a simultaneous and independent decision regarding whether to cooperate or not cooperate with each other. Depending on their decisions they would both receive points on each round. Mutual cooperation (‘CC’) [non-cooperation (‘DD’)] earned both players 2 [1] points respectively, while unbalanced outcome types (‘CD’ and ‘DC’) earned 0 points for the player that cooperated and 3 for the player that did not. Participants were familiarized with the outcome abbreviations. They were told that his/her points, and those of the other player, would be accumulated at the end of the game and that they would be paid as a function of the final result. After this, the participant did a practice test to demonstrate task comprehension. A pause was made so as to pretend providing identical instructions to the co-player at the separate room. During recordings, participants played the iPD over a visual
interface (14.4° wide by 6.2° high) representing online gameplay with their assumed co-player, simulated in fact by a probabilistic algorithm (see below), and were instructed to maximize earnings.

In each round of the iPD, the participant is presented with ‘Cooperate’ (‘Cooperar’, in Spanish) or ‘Not cooperate’ (‘No cooperar’) choices with respect to their co-player. After an initial visual fixation period (uniformly distributed between 1–2 s), the game payoff matrix was displayed (Figure 1A) and participants were required to make a decision by pressing one of two buttons (left/right), which would then highlight the corresponding column of the payoff matrix. Left/right selection was randomized along with column display order across trials. After a second wait and fixation period (ranging 1.75 – 2 s), the joint final outcome was highlighted as feedback. In each round, the type of outcome was determined by the joint decision of the player and the virtual co-player, and resulting gains were accumulated over iterations. Decision-making by the assumed co-player was simulated by a probabilistic ‘tit-for-tat’ style algorithm. In the first round, the algorithm cooperates and in rounds thereafter it reciprocates the player’s previous choice with 80% probability. However, given three consecutive rounds of identically-balanced joint outcomes (i.e. mutual [non]cooperation), the algorithm will switch opposite at the subsequent round. An optional pause with ad lib duration was made every 50 rounds. Participants completed 200 rounds of the game.

After the experiment, each participant completed 8-level subjective Likert rating scales on the emotional response (happiness, anger, sadness, betrayal, and guilt) to each of the four different outcomes of the iPD. A subset of 26 participants additionally completed 5-level subjective Likert rating scales on dominance and intrasexual competition; these data were not analyzed in the present study. At the end of the session, participants were debriefed regarding the co-player, and no one reported any distress about the cover story. Data from one participant that did not believe the...
Figure 1. Presentation of the iPD and associated emotional, behavioral and neural variables. (A) Visual display of the task. The game matrix (inset) assigns earnings to both players as a joint function of their decisions to cooperate with each other. The resulting combinations apportion different amounts to player vs co-player earnings (indicated in large vs small fonts respectively). CC: mutual cooperation; DD: mutual non-cooperation/defection; CD: one-sided cooperation/‘sucker’s payoff’; DC: one-sided defection). At each trial, the matrix is displayed after a fixation period, prompting for the participant’s decision. When made, two possible outcomes given his/her choice are briefly highlighted. After a second wait period, the final outcome is indicated. (B) Left: across participants (N=30), each of the game’s outcome leads to a distinct emotional profile (Hp: happiness; An: anger; Sd: sadness; Bt: betrayal; Gt: guilt), where both CC and DC gain outcomes may be associated with happiness/satisfaction emotions but only the latter carries on additional guilt reports. CD may be associated with mostly negative emotions (see Results). Grey level indicates outcome report averages by emotion. Right: the probability to cooperate after a trial is influenced by the involved decisions in the present trial; dashed line indicates average baseline levels. Error bars indicate ±1 SEM. (C) In the EEG, the feedback stage of the iPD consists in average of a progression of components. Initial occipital N1 activity peaks around 100 ms, followed by a fast-rising parietal P3 component which vanishes until about 1 s. Transition into a frontal, left-lateralized late potential (LP) begins at about 500 ms, and is
sustained until the end of the trial (Supplemental Video). Topographies indicate time averages over the selected windows. Black line indicates root-mean-square over channel data (grey).

cover story were removed from analysis. Thus, the final sample for analyses included 30 subjects.

Participants received a cinema ticket in appreciation for their time.

Data analysis

Questionnaire and behavioral data

In order to address ecological validity of the game, participants rated emotional reactions to each of the iPD outcomes at the end of the session. First, emotional responses from questionnaire ratings were normalized from 0 (emotion ‘not at all’ experienced) to 1 (‘experienced extremely’), and were specific to each outcome type. Second, the participant’s probability of cooperation at any trial was estimated as a function of the last outcome type. This allowed probing whether participants may adapt their cooperation strategy with regards to self and co-player choices. Finally, reaction times were computed as the interval between game payoff matrix presentation onset, and player button press at each trial. For single-trial analyses of reaction time (see below), data from the first trial and trials beginning after pause were not considered.

Statistical analyses for emotional and behavioral data

Emotional ratings were analysed using a two-way ANOVA with factors emotion and outcome types.
An ANOVA with factors Player and Co-player choice was used to analyse the probability of cooperation. Reaction times were analyzed similarly. On a separate analysis of reaction time, we compared the time taken to elect to cooperate versus not cooperate.

**EEG processing**

EEG data were re-referenced to the average of the left and right mastoid channels, after which DC offset was removed from each channel, to be bandpass-filtered in the 0.1 – 30 Hz region with a fourth-order Butterworth filter in the forward and reverse direction. Trials were epoched in the -0.25 to 3 s interval of feedback presentation onset. Single channel data were subsequently rejected according to a variance-based criterion applied over the 2-D matrix of time (3.25 s) by channel-epochs (64 sensors by 200 trials = 12800 timeseries), with confidence coefficient \( \lambda_p = 4 \) in a blind manner. This resulted in removal of 0.7 ± 0.4 % (mean ± SD) of all data across 30 participants (see resulting distributions of data per outcome type, below). To address variability across participants, which can affect the spatial filtering method (see below), the blind rejection procedure was repeated over the collated 2-D matrix of timeseries across participants (up to 12800 timeseries by 30 subjects). This resulted in 1.75% rejected single-channel trial timeseries across the experiment, including the data already removed (subject range 0.1% - 13.9%).

**ERPs and spatial filtering**

ERP components, specifically their associated temporal windows and spatial topographies, were selected from inspection of all ERP spatiotemporal profiles present during iPD feedback processing.
For this, first, all epochs were averaged across all conditions and participants regardless of outcome (Supplemental video 1), as a general feedback grand average. Second, a sequence of components associated with the N1, P3 and a frontal left-lateralized late potential (‘LP’) was directly observed in this grand average by distinctive occipital, parietal, and left-frontal spatial distributions respectively. Each spatial distribution was then inspected for the temporal window in which it was uniquely featured in the grand average. This resulted in three interval windows of interest, N1: 0 – 0.2 s, P3: 0.2 – 0.5 s, and LP: 1 – 2.5 s. Estimation of ERP components is known to be sensitive to experimenter selection of a sensor or sensor cluster where the signal of interest is hypothesized to be found. To address this issue, we introduce an application of spatial filtering methods that estimates selection coefficients for these components, principled on the component’s reproducibility across trials and participants. In the classic approach, ERPs are analyzed in a subset of sensors selected by the experimenter according to the hypothesis of its optimal spatial location. This implies that scalp data are effectively factored by sensor weights (e.g. 1 for the target channel and 0 elsewhere). To derive such values in a data-driven manner and to improve signal-to-noise ratio compared to sensor selection, a ‘joint decorrelation’ (alternatively, ‘denoising by spatial separation’) procedure was implemented for spatial filtering. This was first designed to estimate sensor weights representing each of the three evoked spatial profiles of interest, separately, as observed in scalp EEG dynamics during feedback processing. This consisted of extracting a linear combination of sensor coefficients that yields, within each window, the most reproducible spatial activity profile across trials and participants after weighted averaging. To prevent extraction of residual variation not representing the average, and considering the relatively shorter windows (e.g. 0.2 s), the baseline period was pre-concatenated to every window before training. This resulted in a set of three (non-orthogonal) linear combinations
(Supplemental Figure 1A). In other words, the original 64-channel ERP dataset was mapped to three components that, separately, optimize detection of evoked activity within each time interval. The associated sensor weights remained fixed across participants, conditions, and time. The three relevant N1, P3 and LP spatial profiles originally observed in the evoked signal were thus recovered from the resulting spatial filter coefficients (Supplemental Figure 1B,C).

Afterwards, in order to also obtain the feedback-related negativity (FRN) ERP from reward processing studies\textsuperscript{30,50,79}, we selected the P3 temporal window from which the relatively weaker FRN signal may be extracted, for sensor weight estimation via joint decorrelation. For this, the bias criterion\textsuperscript{35} was changed to exploit the reproducible differences between iPD mutual cooperation (CC) and unreciprocated cooperation (CD) outcomes. The resulting linear combination maximized the separation between these two outcome conditions, reproducibly across subjects, revealing a spatial topography associated to the FRN\textsuperscript{36} (see Discussion).

Finally, to prevent residual contamination effects as a result of ERP low signal-to-noise ratio driving subsequent analyses, only data from the subset of 26 participants that attained a minimum of 10 repeats of each outcome were further analyzed (CC: 42 ± 21; CD: 38 ± 13; DC: 49 ± 11; DD: 64 ± 24 trials across participants).

\textit{Spectrotemporal analysis.}

Involvement of differential rhythmic activity profiles at the iPD feedback processing stage was addressed. To this end, time-frequency evoked power measures were obtained from spectrotemporal
maps (correlograms) in the 1 – 25 Hz spectral region via the continuous Morlet wavelet transform, log-
transformed to a dB scale with average baseline values as reference. This procedure corresponds to
the event-related spectral perturbation\textsuperscript{80,81} estimate of the ERP. Maps were separately analyzed on
each of the four components of interest, N1, FRN, P3 and LP, and within each component’s window, as
featured or estimated in the ERP overall (N1: 0 – 0.2 s ; P3: 0.2 – 1 s ; LP: 0.5 – 2.5 s ; FRN: 0.2 – 0.5 s)
(note that these \textit{presence} windows may differ from those used for spatial filter \textit{estimation}). Due to the
baseline referencing involved, and to prevent systematic pre-causal differences as a result of
foreknowledge of the player’s executed choice immediately prior to feedback, spectrotemporal
contrast analyses\textsuperscript{82} were performed only between condition pairs with a common prior action by the
player, namely ‘CC’ versus ‘CD’, and ‘DC’ versus ‘DD’.

\textbf{EEG statistical analysis}

The first part of the study contains analyses related to \textit{current outcome choices}, where feedback data
were probed by the separate decisions that the player and the coplayer made leading to the present
outcome. The second part of the study relates \textit{next choice} analyses, where relevant feedback signals
were contrasted by the forthcoming decision to cooperate that the player is to make at the
subsequent round. Unless so indicated, statistical analyses were performed with MATLAB\textsuperscript{®} (The
Mathworks, Natick, MA).

\textit{Current outcome choices}

\textit{ERP analysis}. Participants’ datasets converted to relevant N1, FRN, P3, and LP component subspaces
by spatial filtering (Supplemental Figure 1C) were averaged across the corresponding temporal
window in which the underlying evoked component was observed to be present, as indicated above.
General feedback components (i.e. N1, P3 and LP) were tested for modulations by choices made by each player on the current trial. Data were submitted to a 2-way repeated measures ANOVA, in order to test how Player and Co-player decisions’ had a modulatory effect on each feedback processing stage.

Spectrotemporal cluster analysis. Cluster regions relevant to outcome processing were obtained by estimation of the $t$-value map from condition contrasts (i.e. CC vs CD, and DC vs DD). An a priori threshold of $t=2$ (corresponding to the distribution 97.5 percentile approximately) was used for non-parametric randomization-based statistical testing\textsuperscript{82,83}. A cluster was deemed significant if its associated $t$-statistic (sum of $t$-values within the cluster) exceeded those within the randomization distribution at an $\alpha=0.05$ level of significance. The distribution was generated by $N=1024$ resamplings of the original experiment, where for each resampling, conditions involved in the contrast (e.g. ‘CC’ and ‘CD’) were randomly shuffled per participant prior to establishing the contrast of the grand-averages. After cluster identification, measures for posterior analyses were obtained by double integration across the time and frequency within relevant cluster boundaries. Prior to integration in the spectral domain, scaling compression bias due to logarithmic-spacing of frequency was prevented, by converting the distribution of time-integrated marginals over frequency to linear scale.

Next choice

ERP and spectrotemporal cluster analysis. Critically, once relevant outcome processing modulations were identified, the signals were re-tested for the hypothesis that they may relate to the participant’s decision at the next round. In each case and for each outcome, single trial data were partitioned by whether, at the next round, the player would go on to cooperate or instead chose to defect (e.g. ‘C’
CD’ versus ‘D|CD’). Being of identical economic value, such contrasts may reveal differences that, during outcome processing, may be directly involved in decision-making. As before, data from participants that attained a minimum of 10 repeats per sub-condition (\(n=16\) for C,D|CC; \(n=18\) for C,D|CD; \(n=21\) for C,D|DC) were analyzed, independently for each relevant component (e.g. FRN, P3, LP, LP-cluster) found in prior analyses. Trial data partitioned by next decision were tested for normality by Shapiro-Wilk tests implemented with SPSS Statistics 24 (IBM Corporation, Armonk NY), and submitted to Student’s \(t\), or alternatively to Wilcoxon rank-sum testing as applicable, corrected for multiple comparisons.

Since the number of trials within partitioned conditions were imbalanced, to discard the possibility that observed effects may be attributable to relative signal-to-noise fluctuations in the evoked signal (reflecting upon different sample sizes), additional non-parametric randomization tests were performed. The distribution consisted of \(2^{15}\) resamplings where for each participant, trial data were randomly shuffled across ‘subsequent-decision’ conditions, while maintaining the original sample sizes. For each resampled version of the experiment, an effect size was computed by trial-averaging per nominal condition, followed by grand-averaging across subjects. The difference between conditions represented that resampling effect size. Empirical effect sizes were then compared against those from the resampled distribution, and significance assessed by one-sided testing of the hypothesis of no difference between subsequent decisions\(^{84}\).

**EEG and reaction time correlations.** EEG signals that were found to be indicative of next choice at the previous analysis were then examined at the single trial level for their association to forthcoming reaction times. Single trial data across the experiment (26 subjects) were submitted to repeated measures Pearson correlation analysis\(^{85}\) performed to test the strength of the linear association
between EEG and reaction time variables, accounting for non-independence of trial-based measures at the within-subject level. This was implemented with RStudio, version 1.2.1335 (RStudio, Inc., Boston, MA).

RESULTS

Emotional and behavioral results

The iPD (Fig 1A) triggers distinct emotions and behavior according to the type of outcome received as feedback. A 2-way repeated measures ANOVA on emotional reported scores identified significant main effects for emotion type \( (F(4,116)=68.1; p<0.001; \eta^2_p=0.701) \), outcome type \( (F(3,87)=9.8; p<0.001; \eta^2_p=0.252) \), and a significant emotion by outcome interaction \( (F(12,348)=29.6; p<0.001; \eta^2_p=0.505) \).

Follow-up analyses included independent ANOVAs per emotion type, with outcome type as factor. Each outcome type was associated with specific emotional reactions (Fig 1B), consistent with previous work\(^{14,21}\). Specifically, CC outcomes were associated with feelings of happiness; CD outcomes with anger, sadness and betrayal; DC outcomes with satisfaction and guilt; and DD outcomes with intermediate levels of these emotions (Supplementary Table 1; Fig 1B).

Behaviorally, transition probabilities, (i.e. the probability that the player will cooperate at a next trial given the type of outcome in the present trial) were analyzed. A 2 x 2 factorial repeated measures ANOVA was run with Player and Co-player choices (i.e. C versus D each) as independent within-subjects variables. A significant main effect of Player choice on subsequent probability to cooperate was found \( (F(1,29)=24.7; p<0.001; \eta^2_p=0.460) \), where cooperation by the Player led to higher chances of cooperating in the next round. Similarly, a significant main effect of Co-player choice was found \( (F(1,29)=17.4; p<0.001; \eta^2_p=0.376) \), where cooperation led to a higher probability that the participant will cooperate in the next round. The interaction between Player and Co-player choices on transition
probability was not significant ($F(1,29)=0.52; p=0.48; \eta_p^2=0.02$). Data from a participant with near-zero cooperation rates were removed from subsequent analyses.

Reaction times were examined with a similar 2 x 2 design as above, and a significant main effect of Player choice on subsequent reaction time was found ($F(1,28)=5.64; p=0.025; \eta_p^2=0.168$) (Supplementary Figure 2A). No significant effect by Co-player choice was found ($F(1,28)=1.84; p=0.19; \eta_p^2=0.06$). The main effect of Player choice was qualified by a significant interaction between Player and Co-player choices over subsequent reaction times ($F(1,28)=4.44; p=0.044; \eta_p^2=0.14$). Post-hoc comparisons indicated that reaction times at the next round were on average 77 ms faster (CI: 28 to 125 ms; Cohen’s $d=0.6$) if both Co-Player and Player cooperated than if only the Co-Player did ($t(28)=3.23; p=0.003$), i.e., after CC versus DC outcomes (Supplementary Figure 2A). By contrast, given non-cooperation by the Co-player, subsequent reaction times did not significantly differ regardless of any choice made by the Player ($t(28)=0.06; p=0.95$). Finally, when all trials were pooled and analyzed for the reaction time to make a decision to cooperate or not (see Methods), a nonsignificant trend was found in the differences taken to cooperate (880 ± 173 ms; mean ± SD) and to defect (946 ± 197 ms) ($t(28)=2.000; p=0.056$).

**EEG outcome results**

As explained above, across outcomes, and subjects, visual feedback at the iPD triggers a sequence of event-related potentials (ERP), shown by an evoked grand-average that includes early occipital N1, mid-latency parietal P3 and a sustained left-lateralized frontal, late potential (‘LP’) (Fig. 1C, Supplementary Video 1). A spatial filtering technique to improve signal-to-noise ratio in evoked neural activity$^{77}$, *joint decorrelation*$_{35,78}$, was applied to feedback epochs across trials and subjects. This extracted reproducible component waveforms corresponding to the N1, P3 and LP ERP distributions as evoked during feedback processing (Supplementary Figure 1). After projection to component space,
data were separated by outcome condition and analyzed for modulations effected by *current outcome choices*. Finally, the feedback-related negativity (FRN), which represents difference waveform activity, specific to an outcome contrast, was extracted via an adapted application of joint decorrelation.

**N1**

Figure 2A shows that N1 component waveforms appear to be similar regardless of outcome type. Mean amplitude data from this component at the 0-0.2 s interval were submitted to a 2 x 2 repeated measures ANOVA with *current outcome choices* by the Player and Co-player as factors, showing no significant main effect of either (Player: $F(1,25)=3.45; p=0.075; \eta^2_p=0.121$; Co-player: $F(1,25)=0.09; p=0.77; \eta^2_p=0.004$) or interaction ($F(1,25)=1.13; p=0.30; \eta^2_p=0.04$) (Fig. 2B).

**P3**

Waveforms from P3 component were equally tested for effects related to *current outcome choices* (Fig. 2A). Since visual inspection of the grand-averaged ERPs (across outcome types) indicated that this component distribution may be present over the 0.2 – 1 s interval post feedback onset (Fig. 1C, Supplementary Video 1), amplitude data for analysis was averaged in this time window. A significant main effect of Player choice was found ($F(1,25)=9.74; p=0.005; \eta^2_p=0.28$), as well as a significant main effect of Co-player choice ($F(1,25)=11.94; p=0.002; \eta^2_p=0.32$), but no significant interaction ($F(1,25)=0.95; p=0.34; \eta^2_p=0.04$). For each main effect the choice to cooperate (by the Player or Co-player) led to greater waveform amplitudes (Fig 2B).
Figure 2. Component-specific processing of player and coplayer choices during iPD feedback. (A) General feedback components N1, P3 and LP were estimated via spatial filtering (Supplemental Figure 1). Top left: The visual N1 (0-200 ms; non-shaded region) shows no effects of outcome processing related to players’ choices. Top right: The P3 is the first general feedback component where effects of player and coplayer choices are observed, without interaction, over the 0.2-1 s window. Bottom: Analyzed over the 0.5-3 s interval, the LP shows an effect of co-player’s choice. Curve shades indicate ±1 SEM. (B) Summary of window averages and effects found for all relevant stages and outcomes. (C) The outcome-specific feedback component FRN was separately extracted from reproducible scalp activity which differentiates between cooperation reward outcomes (CC versus CD) across participants, also by spatial filtering. Top: the component centro-parietal topography. Bottom: its timeseries at the 200-500 ms window shows sensitivity to co-player’s choice given cooperation by the participant.

LP

The LP component was the final stage where current outcome choice differences were observed in associated waveforms (Fig. 2A). Mean amplitude data were computed over the 0.5 – 3 s interval where
component presence was indicated in the grand-averaged ERP across outcome types (Fig. 1C, Supplementary video 1). Statistical analysis revealed no significant main effect of Player choice ($F(1,25)=3.36; p=0.079; \eta_p^2=0.12$), a significant main effect of Co-player choice ($F(1,25)=4.68; p=0.040; \eta_p^2=0.16$), and no significant interaction ($F(1,25)=0.38; p=0.55; \eta_p^2=0.02$). As before, Co-player choice to cooperate led to higher amplitudes on average (Fig 2B).

**FRN**

Unlike the previous components the FRN represents differential, outcome-specific activity of feedback processing$^{25,33,36}$. For a spatial filtering implementation, this component was extracted by a modified two-stage joint decorrelation$^{35}$ procedure based on the early P3 epoch subspace (0.2 to 0.5 s, see Methods), serving to address relatively weaker sources in evoked differences between conditions. As a result, a linear combination of sensors was obtained representing a scalp profile that reproducibly distinguishes between CC and CD outcomes across trials and subjects. This component displayed a centroparietal scalp topography (Figure 2C). We confirmed a significant difference in the mean amplitude of associated waveforms between CC ($2.0 \pm 2.1$ a.u.; mean ± SD) and CD ($-0.2 \pm 2.1$) conditions ($t(25)=5.55; p<0.001; \text{Cohen’s } d=1.09$) over the corresponding 0.2-0.5 s interval (Figure 2C).

**Time-frequency analysis**

Spectrotemporal analyses were performed to parse modulations by feedback processing not directly reflected on the waveform. Non-parametric spectrotemporal cluster analysis methods$^{82,83}$ were applied to address differential modulations in evoked signal power by outcome for each ERP within its corresponding temporal window. Due to potential baseline differences as a result of player’s knowledge
of her/his own choice, contrasts were limited to conditions that may be assumed as identical up to the time of feedback - namely CC versus CD, and DC versus DD outcomes.

For the N1, FRN and P3 components, no significant gain variations in evoked power were found in either contrast. However, inspection of the evoked power measures from LP signals indicated late and sustained suppression of slow-wave activity (<5 Hz) which was modulated across outcomes (Figure 3A). For the CC versus CD contrast (feedback after player cooperating in the current outcome), statistically significant gain variations were found for a spectrotemporal cluster in the lower delta region (median: 1.34 Hz; half maximum 1.1–1.7 Hz) at the 0.57–2.18 s time range ($p=0.002$), and for a second cluster in the higher delta band (median: 3.25 Hz; half maximum 2.6–3.7 Hz) at the 1.62–2.51 s time range ($p=0.034$). This was due to evoked power demodulation, relative to baseline, within the delta band at left frontal scalp regions for mutual versus unreciprocated cooperation outcomes. No statistically significant spectrotemporal clusters from the LP component were found in the DC versus DD contrast.

**Outcome processing modulations by subsequent decision**

The FRN, P3, and LP waveforms, as well as the spectrotemporal clusters associated to the latter, were next addressed in their potential to indicate participants’ next choice to cooperate. For this analysis, for each outcome, trials were also partitioned by the player’s decision at the subsequent round. For example, following CC outcomes, participants may either cooperate (‘C|CC’) or not (‘D|CC’).

**Mutual cooperation.** Significant modulations by next choice were not found in waveform activity after mutual cooperation, as shown by one-sample $t$-tests or, where applicable, Wilcoxon rank-sum tests, for the FRN ($t(15)=0.62; p=0.54; $ Cohen’s $d=0.16$), P3 ($t(15)=0.94; p=0.36; d=0.24$), nor LP ($t(15)=1.48; p=0.17; d=0.24$).
Figure 3. Time-frequency decomposition of LP data. (A) Spectrotemporal wavelet correlograms by outcome reveal slow-wave (<5 Hz, delta) differential activity in the 0.5 – 2.5 s interval post feedback onset. It consists of evoked power baseline de-synchronizations for every outcome, except one-sided cooperation (CD). Cluster analyses for CC-CD contrasts show significant differences in two time-frequency regions, slow ($\delta_{\text{low}}$, 0.5-2 s) and fast ($\delta_{\text{high}}$, 1.5-2.5 approx.) delta-band rhythmic activity ($p=0.041$). The cluster boundaries are superimposed. No clusters were found for DC-DD contrast. (B) Spectral profiles of differential cluster activity show how they are predominantly contained in the delta band. (C) Effect sizes, defined as participants’ evoked power integrated over relevant cluster region boundaries, show significant effects of cooperation by the coplayer, indicating relatively higher desynchronization for mutual cooperation outcomes.

$p=0.16; d=0.34$ components. For spectrotemporal data, C|CC trials were found to contain greater demodulations of slow wave activity relative to D|CC trials, in the high-delta spectrotemporal power...
region determined earlier (Figure 4A). A significant cluster within this region determined by non-parametric testing (half-maximum 3.6-4.3 Hz, 1.87-2.23 s; \( p = 0.034 \)), was found to be significant in terms of average trial (total) power differences at the subject level \( (t(15) = 2.78; \ p = 0.014; \ d = 0.70) \) (Figure 4B). In the low-delta region (determined earlier), the same analysis failed to reveal any significant spectrotemporal cluster difference.

Unreciprocated cooperation / sucker’s payoff. CD trials were analyzed depending on whether they were followed by player cooperation (‘C|CD’) or not (‘D|CD’). We found FRN signals to be on average of greater amplitude for C|CD (0.58 ± 1.78 a.u., mean ± SD) versus D|CD (-0.63 ± 1.79 a.u.), and the difference was significant at the subject level \( (t(17) = 3.53; \ p = 0.003; \text{Cohen’s } d = 0.83) \) (Figures 4A and 4B). In addition, there was limited evidence for the P3 to be of higher amplitude for C|CD than D|CD \( (t(17) = 2.09; \ p = 0.052; \ d = 0.49) \), LP waveform activity \( (t(17) = 1.88; \ p = 0.078; \ d = 0.44) \), nor LP-delta power which did not show significant cluster differences.

One-sided defection. For DC trials partitioned by next choice, contrasts were made between the player switching to cooperation at the next round (C|DC), versus repeated non-cooperation (D|DC). One-sample \( t \) tests showed significant mean waveform differences for the P3 \( (t(20) = 2.39; \ p = 0.027; \text{Cohen’s } d = 0.52) \), with greater amplitudes for C|DC (205 ± 86 µV; mean ± SD) than D|DC (178 ± 67 µV) (Figure 4A,B). Significant subject-level modulations by forthcoming choice were not found for the LP \( (Z = 1.61; \ p = 0.11; \ N = 21) \).

Mutual defection. Separation of DD trials by next choice allowed comparison of feedback processing between cases where the player may choose to turn to cooperation at the next round (‘C|DD’), versus repeat non-cooperation (‘D|DD’). No significant differences were found between these conditions in
Figure 4. Next round decision-making at the iPD may be indicated by scalp activity related to current outcome processing, in a context-dependent manner. (A) Top: At unreciprocated cooperation outcomes (CD), centro-parietal ERP activity unfolds differentially according to the participant’s decision at the subsequent round. Forthcoming non-cooperation may be accompanied by a lower-amplitude signal at this early stage of outcome-specific processing (0.2 – 0.5 s). Middle: For one-sided non-cooperation (DC), higher P3 amplitudes instead indicate forthcoming cooperation in average. Bottom: At mutual cooperation (CC), LP slow-wave activity is also differentially expressed, later, by subsequent round choice. The difference map in the total (trial) power correlogram (D|CC minus C|CC) is shown, with the significant difference cluster boundary superimposed. Topographies for each component are displayed. (B) Subject-level data of the three components and context in which they indicate next round decision-making, in grey. Grand average values are shown in black. (C) In the decision to maintain mutual cooperation further (C|CC), trial by trial variations in LP-delta power desynchronizations relate to the speed to which subjects respond at the next trial, with faster reaction times when LP-delta is more suppressed at the current trial.

the associated P3 ($t(22)=0.36; p=0.72; \text{Cohen’s } d=0.08$), or LP ($t(22)=0.34; p=0.74; d=0.07$) waveforms.
To verify that next choice analyses were not a result of systematic bias explained by sample size imbalances across conditions, randomization tests were performed. Separately, and for each relevant outcome type and signal (namely, FRN from CD, P3 from DC, and LP-delta from CC), single trial data were randomly shuffled, across subsequent decisions to cooperate or not, per participant. This procedure created a spurious dataset where the original sample size imbalance was preserved, removing any empirical effect size. Randomization distributions of the effect sizes were generated by repeating the procedure multiple times (see Methods); the percentile of the empirical measure was computed as $p$-value. In this way, the previous C,D|CD FRN effect size was found to be significant with respect to the randomization distribution ($p=0.018$), as well as the C,D|DC P3 ($p=0.026$), and the C,D|CC LP-delta ($p=0.002$). These results indicated that next choice findings were not explained by potential systematic bias due to sample sizes.

**Single trial reaction time analyses**

Altogether, the results relate neural processing of iPD feedback to subsequent decision-making. By contrasting the temporal scales of effects on next-decision, it is suggested that CD and DC outcomes evoke earlier neural modulations indicative of participant behavior, while for the CC timecourse similar differential signaling begins considerably later. This signaling may each represent the temporal lower bounds of distinct decisional processes following each outcome context. Next-decision reaction time, on the other hand, indicates behavioral accomplishment and bounds the time dedicated to the decisional process from above. Behavioral reaction time data had indicated that CC outcomes may also elicit faster responses when participants are again prompted to make a choice at the next trial. This might suggest that CC cases may have effectively the shortest decision process (e.g. latest lower bound and earliest upper bound). Because the association between neural timecourse and behavioral reaction time
has an important source of variability in trial-by-trial decision-making, we investigated whether the FRN, P3 and LP-delta signals as found before may also indicate forthcoming reaction times. Repeated measures Pearson correlation coefficients were computed to assess the relationship between signal trial amplitude for C,D|CD conditions, and subsequent reaction times. For FRN signals, no significant correlation was found for C|CD ($\rho_{rm}(437)=-0.05$, CI [-0.14, 0.04], $p=0.31$), nor for D|CD ($\rho_{rm}(470)=-0.02$, CI [-0.01, 0.06], $p=0.66$). For P3 signal trial amplitudes, the analysis revealed that in C|DC there is a significant negative correlation with subsequent trial reaction times ($\rho_{rm}(422)=-0.101$, CI [-0.196, -0.001], $p=0.037$). An increase in single trial P3 given DC outcomes was correlated with faster reaction times at the next trial involving participant cooperation (Figure 4C). There was no significant correlation under D|DC conditions however, $\rho_{rm}(764)=-0.02$, CI [-0.08, 0.04], $p=0.62$. Similarly, for LP-delta signals, a positive correlation between reaction time and LP-delta signals was found for C|CC conditions at the single trial level, $\rho_{rm}(624)=0.084$, CI [-0.001, 0.161], $p=0.035$. A reduction in LP-delta signals during CC feedback processing was correlated with faster reaction times at the next trial when cooperation was maintained (Figure 4C). By contrast, no correlation was found between LP-delta signals at D|CC trials and subsequent reaction time, $\rho_{rm}(387)=-0.06$, CI [-0.15, 0.04], $p=0.26$. The results suggest that processing of co-player’s cooperation in the P3 or LP-delta (for DC or CC outcomes, respectively) may indicate how expedited will be reciprocative action at the subsequent trial.

Discussion

The findings confirm that, as part of feedback processing, ERP waveform components FRN and P3, but also a late, left-frontal LP and associated slow-wave delta-band activity (LP-delta) altogether encode aspects of observed cooperative choice at the iPD. Importantly, our results indicate that differential
processes *prospective* of subsequent cooperation may in addition be reflected in FRN, P3 and LP-delta components. This depends on the outcome scenario: (i) at unreciprocated cooperation (CD), where downmodulations to the FRN may indicate forthcoming non-cooperation; (ii) at one-sided defection (DC), where greater P3 amplitude is associated with a player’s switch to cooperate next; and (iii) at mutual cooperation (CC), for which LP-delta power reductions relate to maintenance of cooperation at the next round. Finally, single trial P3 activation at DC rounds and, separately, LP-delta deactivation at CC rounds, entailed shortening of the time to *cooperate in reciprocity*. We propose that these modulations may be consistent with the deployment of ‘automatic’ or intuitive decision-making modes. We next discuss the role of each feedback component, and later relate them to the distinct social judgments involved in the decision to cooperate after each outcome type.

**Electrophysiological responses to presented feedback**

*N1*. The visual N1 sensory signal may arise from spatial generators in dorsal anterior occipital cortex, lateral extrastriate and posterior temporal regions\(^8^6\), as well as the ventral extrastriate cortex of the fusiform gyrus\(^8^7\). It is susceptible to modulations of higher order perceptual processing\(^8^8\), notably attention\(^8^9\)–\(^9^1\). Importantly, our findings of increased N1 with cooperative choices during feedback processing were only indicated by a non-significant trend. This effect would be consistent with the attentional interpretation of greater evoked N1 activity, which might be due to the participant’s higher stakes in terms of expected return (e.g. by emotional scores), in cases where she/he has already chosen to cooperate.

*FRN*. The FRN is a widely analyzed component in reward processing studies, and it is considered to be related to the evaluation of reward outcome conditions\(^2^5,3^3,3^6\). Its source has been consistently reported at
the anterior cingulate cortex (ACC)\textsuperscript{30,33,92}, in some cases with contributions from posterior cingulate cortex (PCC)\textsuperscript{33,66,93,94} and the basal ganglia\textsuperscript{95}. We provide a data-driven means to extract it, by addressing the separation between (long-term optimal) CC and (emotionally worst) CD outcomes. While our results appear more posterior than topographies associated with the ACC, they are consistent with a centroparietal distribution, which was found related to a PCC source, in a previous FRN study\textsuperscript{36}. The PCC is functionally heterogeneous and reflects preferential activation for positive reward\textsuperscript{93}, as well as high sensitivity to arousal state\textsuperscript{96}. Its ventral subdivision is involved in emotional events and default mode network\textsuperscript{96,97}, while the dorsal part is active during theory of mind tasks\textsuperscript{30} and shows connectivity to frontal regions for cognitive control and behavioral change\textsuperscript{96,98}. Both subdivisions are relevant for prospective decision-making in social exchange tasks.

Both Gheza and colleagues\textsuperscript{36} and our study introduce data-driven methods based on grand average information from the 0.2-0.5 s window, where the FRN is typically found\textsuperscript{31,32}. This spatial profile was interpreted in the Gheza et al. study as a reward positivity\textsuperscript{36} (but see e.g.\textsuperscript{99} for a review of this component), since a distinct profile was observed transiently for non-rewarded conditions, which they termed feedback-related negativity. The Gheza et al. reward positivity component, which closely resembles our FRN, was the most consistent activity profile across reward conditions in their study for the same interval as ours. It is therefore possible that our estimation method, based on a difference waveform bias\textsuperscript{35}, successfully captured the relative imbalance between both spatial profiles (i.e., reward positivity and feedback-related negativity as in\textsuperscript{36}) into a single component reflecting the effective distance between rewarded (CC) versus non-rewarded (CD) spatial activity profiles over time. Here, we refer to such (combined) component as FRN.

The suggestion that discrimination between reward presence and absence may be effected by transient pausing of dopaminergic firing during no-reward outcomes\textsuperscript{36}, is consistent with computation of reward prediction error\textsuperscript{31,100}, or of unsigned feedback saliency\textsuperscript{34,101,102}. Animal data have shown that cingulate
activity modulations, associated to the FRN, also persist at the subsequent decision-making stage and even predict behavior. Such activity may serve to adapt decision-related behavior by updating and integrating feedback history over time, which can be harnessed to predict a participant strategy change during economic games. We may interpret ‘pausing’ of FRN activity after CD outcomes (relative to CC) in this framework, which takes place further if preceding non-cooperation at the next round. A participant’s choice to cooperate leading to ‘sucker’s payoff’ may be based on erroneous estimation that the co-player would also cooperate, thus, the outcome may represent an update towards her/his original expectation, by signaling via FRN downmodulations. When such downmodulations are particularly strong, the participant may be unlikely to cooperate next. It remains unclear if the hypothesized ‘pausing’, as measured in the FRN, might provide indication of the previously held expectation by the player about the co-player’s action, and/or the intrinsic value that a CC event would have had for the player. The first alternative may require internal models about the co-player (e.g., trust valuations), integrating predictive computations from social processing systems. The second may be potentially based on learning from evidence over time, as well as on emotional heuristics as proxy for prediction.

P3. P3 sources have been associated to the temporo-parietal junction (TPJ), with contributions from noradrenergic arousal systems. The TPJ underpins processing of affective and emotional attributes, social interactions, peer comparisons, trust/familiarity, and group outcomes. P3 activation in social dilemmas includes the chicken game, prisoner’s dilemma, dictator, and ultimatum games. Our data shows that the P3 is modulated by the co-player’s choice to cooperate, consistent with increased P3 levels for positive reward. The player’s choice to cooperate, which by itself does not guarantee a positive reward, also effects a modulation over the P3. This is consistent with the P3 role in engagement by the attentional and arousal systems, given the player’s
relatively higher stakes in risking to cooperate but also the involvement of memory and learning systems regarding further action. CC outcomes appeared to yield greater P3 modulations, which may be consistent with a “temporal filtering” model of noradrenergic function considering the relative adaptive value of mutual cooperation events for the task. The modulations may indicate specific engagement of attentional and memory encoding systems for these outcomes because they directly increase the likelihood for sustained mutual cooperation in the long run.

LP. In terms of latency, the LP observed in our data is consistent with the late positive potential (‘LPP’), a feedback component related to emotional processing. However, on a spatial basis, the LPP typically follows a posterior scalp distribution associated with visual cortical areas (see for a more frontal distribution). The LPP also displays a positive bias for negative stimuli or losses in emotion as well as in value-based decision making studies, whereas the observed LP showed more positive values for positive outcomes instead. In order to interpret this component, it may be important to consider its frontal asymmetry. Memory and emotional processes may be involved in frontal EEG asymmetries: first, the hemispheric encoding and retrieval asymmetry model posits that episodic memory encoding is more dominantly undertaken by the left prefrontal cortex (PFC), while right PFC may be involved in episodic memory retrieval. The 0.5-0.9 s interval can be critical for memory retrieval, a process that can be substantially impaired by stimulation to left dorsolateral PFC and neighboring regions over the same temporal window. Therefore, the earlier part of the observed LP could involve interactions between memory and context updating processes reflected at the later stage of the P3. This may be consistent with frontoparietal network models of working memory. Second, frontal EEG asymmetries are addressed in the approach-withdrawal motivational model, which proposes that left frontal activity supports approach motivation induced by emotional stimuli and reward, whereas it inhibits negative or withdrawal-related
information\textsuperscript{10,147}. Left bias measures are typically expressed in terms of alpha-band oscillatory power\textsuperscript{148}, particularly of dorsolateral PFC\textsuperscript{149} sources, and such band activity has been considered to negatively correlate with cortical processing\textsuperscript{150,151}. In agreement with the approach motivation interpretation, there are reports of left prefrontal EEG modulation in cooperative interpersonal tasks relating self-perception of social ranking\textsuperscript{152} or power\textsuperscript{153,154} for instance. Thus, it appears our findings might also be consistent with the interpretation that co-player cooperation may induce an approach-oriented state towards the partner.

**LP-delta.** Based on spectrotemporal decomposition of the LP scalp topography waveform (e.g.\textsuperscript{155}), the results show a suppression of slow-wave LP-delta activity for mutual versus unreciprocated cooperation. Frontal regions are not the only cortical sources for delta activity, but may include medial and ventral frontal cortex\textsuperscript{156-159}; moreover, the delta rhythm can be modulated by left dorsolateral PFC stimulation\textsuperscript{160}. Delta-band activity has been proposed to integrate homeostatic information with cortical processes in reward and emotional systems\textsuperscript{161,162}, where reductions may indicate more positive and/or less anxiogenic (more relaxed) states\textsuperscript{163}. Delta-band upmodulations, on the other hand, have been involved in increased attention states (e.g., by arousing pictures and emotional faces\textsuperscript{155,162,164}), and heightened concentration\textsuperscript{165} at tasks requiring control over inhibitory capabilities\textsuperscript{166}. Our results may then provide support for the interpretation of a “relief” neural signal following mutual cooperation, which does not take place after ‘sucker’s payoff’ outcomes. In addition, frontal delta increases in the literature have been suggested to modulate other activity distal from the frontal lobes, including sensory afferences that may interfere with the task at hand\textsuperscript{165}. Downmodulations of frontal delta-band activity may as well indicate differential processing of positive relative to negative probabilistic alternatives\textsuperscript{167} and feedback\textsuperscript{168}. While in general prefrontal areas signal upcoming decisions during outcome evaluation\textsuperscript{169}, left hemisphere activity has been associated to specializations for planning,
control, and predictive model updating\textsuperscript{170,171}. The processes supported across these networks include the learning and representation of option values\textsuperscript{172–175}, socio-emotional perspective taking\textsuperscript{176,177}, and the combining of choice-based with value-based sources of information\textsuperscript{178}. Its suppression would appear consistent with the inhibition of mechanisms that alter homeostasis, as a consequence of having prevented the worst outcome. As discussed below, this inhibitory mechanism might provide a basis for promoting cooperation in a more ‘automatic’ manner.

**Outcome context-dependence and decision-making at the iterated PD**

Our data showed that neural activity at the feedback stage may not only reflect representations of players’ choices leading to the current outcome. It also entails early indices of processes underlying decision-making at the subsequent round. The type of outcome critically affects which of these processes intervene, and when. For instance, ‘sucker’s payoff’ represents a worst-case outcome, interpretable as a cooperation error. Our results of FRN downregulation within an early window (0.2 to 0.5 s) for CD trials suggest the FRN operates effectively as a detection system for round failure at the iPD. Because choosing not to cooperate after CD was associated to relatively more FRN downregulation, the results also suggest a heuristic for subsequent decision in this context. The encoded violation of expected reciprocity or salience may assist in adjusting representations about choice alternatives\textsuperscript{66}. Further studies may address whether the FRN role is better described in terms of saliency of effected non-cooperative choice by the co-player, or prior expectation about her/his likelihood to cooperate\textsuperscript{33}.

After mutual cooperation events, LP-delta deactivations were found to be modulated depending on whether the participant would sustain cooperation further. This differential process was observed at
greater latency (~2 s) than analogous FRN (at CD) and P3 (at DC, 0.2 to 1 s) effects. This does not imply more ‘deliberative’ decision-making after CC, however. It suggests that the aftermath of mutual cooperation may entail a subsequent decisional process with relatively longer latency to begin. We nevertheless verified that such LP-delta deactivations also preceded reduced reaction times – provided that, at the next trial, cooperation was exerted by the player. We suggest that both findings in effect constrain the timecourse of the decision process. As discussed earlier, delta activity changes may be related to self-adjusting mechanisms of homeostasis. If instantiated at frontal networks, where judgment and selection systems guide further action, we conjecture such modulations may effectively represent a value signal\textsuperscript{168}, or an anticipatory or belief state (e.g. \textsuperscript{27}). Future studies may address directly the interpretation of frontal delta baseline activity, and clarify whether its deactivations represent value signals or updating processes\textsuperscript{179}.

A similar dual finding was observed for P3 activations following DC trials. P3 was increased on average when the next decision was to cooperate than when it was not; it also increased on a trial basis preceding decisions to cooperate taken more quickly. The results may be interpreted in terms of player-based surprise or saliency about DC events, if he/she did not expect cooperation from the co-player. We propose that after DC, decisions may primarily rely on estimating co-player likelihood of reciprocating defection or seeking cooperation. For this, a heuristic of conflict violation or saliency estimation may need to be framed from the co-player perspective, based on group-level outcomes and partner comparisons. Such a ‘reflector’ prediction model may in principle require contributions from theory of mind, working memory and planning systems, which may be subserved across parietal networks\textsuperscript{180–182}.

Together with LP-delta findings, the results indicate that the specific case of ‘C|XC’ trials (that is, where the player cooperates subsequent to the co-player) lead to more “automatic” modes of
cooperation, predictable from relevant EEG scalp activity at the last feedback update. It is worth noting that behavioral analyses had indicated that reaction times preceded by CC outcomes were on average shorter than when preceded by DC, and that LP-delta effects were observed ~1 s later than P3. These results point to the action to cooperate after mutual cooperation as involving a shorter decisional process, underpinned by neural modulation interpretable in homeostatic terms. Because of the relatively earlier timing of P3, future studies on cooperative heuristics may further address aspects of conscious access to the processes involved in updating internal models about a partner. We suggest these findings relate to analyses of decision-making heuristics that reduce deliberation, as an important context shaping such heuristics.

Conclusion

Comprehensive descriptions of feedback signals involved in the iterated prisoner’s dilemma may serve to identify which of them relate to subsequent cooperation and how. Due to the economic structure of the game, each outcome affects the type of strategic predictions that are relevant for a player to make for the next round, given the present cooperation context. The findings demonstrate that the capacity for feedback signals to relate future cooperation falls along the same contingencies; in effect, such signals also ‘tag’ in time the moment at which evidence integration may begin to index next decision-making. For the specific action of reciprocating mutual cooperation, expedited executions were associated to the same feedback processes. The results support the existence of cognitive systems for fast decision-making, including on whether to cooperate in social dilemmas, in part related to predictive coding – an efficiency-based account of cortical function. We suggest there is an association between both frameworks in the use of social heuristics, in cases where quick and intuitive appraisals may improve the returns over more sustained and deliberate prospect-making.
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Supplementary material

Supplementary Video 1. Scalp topography dynamics of EEG during feedback processing at the iterated prisoner’s dilemma. ERP grand average (N=30) with all outcomes types are included. A N1 followed by a P3 component is observed, at the end which a left-lateralized frontal component (termed ‘LP’) is sustained approximately until the end of the feedback presentation window. Time indicated in s. Colorbar units are in μV. Data as in Figure 1C (see main text).
Supplementary Figure 1. Spatial filtering procedure. (A) Three spatial filters are separately trained on the basis of N1- (light), P3- (medium) or late potential-epochs (dark). Once estimated, each filter consists of a 64 array of linear coefficients designed to reveal specific components when applied to the whole EEG data. A selection of relevant sensors is shown. (B) Topography of the components associated with each spatial filter, and with reproducible activity across trials/participants. (C) Prisoner’s dilemma feedback processing, with epochs shown averaged over outcomes post spatial filtering. Each waveform relates to a component and may be optimal for the respective temporal window from which it was estimated, but may further represent activity at other times.
### Supplementary Table 1

Post-hoc multiple comparisons’ significance tests for emotional scores. The p-values are indicated at each of the rated emotions, for each outcome type pair. CC outcomes are associated with happiness; CD outcomes with anger, sadness and betrayal; DC outcomes with happiness and guilt (see Figure 1B).

|       | CC   | CD   | DC   |
|-------|------|------|------|
| **Happiness** |      |      |      |
| CC    | <0.001 | 1 | 0.002 |
| CD    | <0.001 | <0.001 | 0.003 |
| **Anger** |      |      |      |
| CC    | <0.001 | 0.965 | 0.449 |
| CD    | <0.001 | <0.001 | 0.003 |
| DC    |       | 0.032 |      |
| **Sadness** |      |      |      |
| CC    | <0.001 | 0.017 | 0.223 |
| CD    | 0.052 | 0.004 |      |
| DC    | 1     |      |      |
| **Betrayal** |      |      |      |
| CC    | <0.001 | 1 | 0.052 |
| CD    | <0.001 | 0.001 | 0.538 |
| DC    |       |      |      |
| **Guilt** |      |      |      |
| CC    | 1     | <0.001 | 0.545 |
| CD    | <0.001 | 1 |      |
| DC    |       | <0.001 |      |
**Supplementary Figure 2.** (A) Grand average of next-round reaction times at the iPD are outcome-dependent. If the coplayer has chosen to cooperate, the player will at the next trial take less time to cooperate in turn than to defect. (B) The spectral profile of the significance cluster found for LP-delta activity at mutual cooperation trials, relating the player’s next decision, is mainly centred on 4 Hz. (C) Total power correlograms from which the difference map was computed in (Fig. 4A), with cluster boundaries indicated, show different levels of baseline de-synchronization depending on the forthcoming cooperation decision, which are greater for mutual than unreciprocated cooperation.