A novel confocal XRF-Raman spectrometer and FPM model for analysis of solid objects and liquid substances
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A new table-top combined spectrometer was designed and constructed consisting of X-ray fluorescence and Raman spectrometers for spot-analysis of elementary and chemical composition of solid and liquid substances for industrial analytical applications. For XRF analysis a silicon drift detector and an air-cooled low-power transmission type X-ray tube were built in the combined XRF-Raman spectrometer. Both spectrometer units were connected hermetically to a sealed radiation chamber that can be optionally evacuated or it can be filled with helium under atmospheric pressure in order to improve the analytical sensitivity in the region of low-atomic numbers. The XRF and the Raman devices operate in a confocal geometrical arrangement, where the three axes of the Raman laser beam, the exciter X-ray beam, and the X-ray detection channel focus on the same spot of the examined object. The confocal spot of the combined spectrometer can be positioned along the vertical axis with an optional step-size of over 0.2 mm. For the precise geometrical adjustment of the focal spot on the sample surface an optical positioning system was designed and built into the irradiation chamber consisting of a mini camera and two mini laser modules. A new FPM model, its algorithm of numerical solution and software were developed for quantitative XRF analysis. The FPM model is based on application of a series of virtual monochromatic X-ray sources used for excitation of the sample elements substituting the experimentally determined spectra of the X-ray tube. The numerical FPM calculations were performed in a matrix-oriented MATLAB environment by using self-made software. The model uses both K- and L-lines for the improvement of the accuracy of the calculations and to extend the range of the atomic number of the analysed chemical elements. This FPM model is suitable for the calculation of the concentrations of chemical elements in 4–5 orders of magnitude for liquid and solid materials. In order to maximise the analytical information simultaneous analyses of the Cu content were performed by Raman and XRF spectrometry in an aqueous solution of CuSO₄ and citric acid. This experiment proved the synergy of the combined use of these two analytical methods, since both molecular and atomic composition could be analysed quantitatively in the same liquid sample.

Introduction

In the last 20 years several new low-power X-ray tubes and compact X-ray spectrometers based on thermoelectric cooled silicon drift detectors (SDD) were designed and constructed. These technical developments offered a new analytical opportunity for in-field or in situ X-ray fluorescence (XRF) analysis of objects of cultural heritages, industrial materials, and harmful or radioactive materials. The best analytical parameters such as detection limit (DL), analysed volume of the sample, and total analytical time can be achieved by application of polycapillary lenses used for focusing the excitation and secondary X-rays. This type of measuring set-up requires rather a complex moving system for sample positioning that facilitates high spatial resolution in 2D or 3D for spot analysis on the sample surface or in deep layers. However, in many cases, it is necessary to carry out a non-destructive surface analysis which does not necessarily have a high spatial resolution. Typical applications are the tasks of industrial control for the determination of quantitative chemical composition of substances, safeguards or forensic investigations of dangerous materials. In the nuclear industry there often arises the need for a rapid analysis of average composition of such types of solid/liquid substances or objects, which sometimes contain radioactive components as well. The XRF analysis is ideally a powerful solution for these kinds of special analytical conditions because it partly replaces rather complex destructive analytical procedures such as ICP-MS. Moreover, XRF devices can be produced in a mobile form offering the possibility of in situ and in-field quantitative spot
Design and construction of the tabletop XRF spectrometer

The ultimate goal of this R+D project was to design and build a mobile XRF spectrometer and an optionally added portable Raman spectrometer for providing local analytical information on atomic and chemical compositions in the surface layer of unknown solid samples with industrial/safeguard origins in a non-destructive manner. Primarily the interest of this type of analysis is the investigation of nuclear, radioactive, forensic, waste and dangerous type materials and solid objects. In accordance with the purpose of this project, the main criterion of design was that for this analytical apparatus a special structure has to be built up that protects the elements of the spectrometer from contamination during the investigation of the sample material. For this reason, the X-ray detector and the probe of the Raman spectrometers together with the X-ray tube were inserted into a round-shaped irradiation chamber made from high purity aluminium. The inside volume of the chamber can be evacuated or fill with normal He gas. A Kapton™ window (6 μm) was built at the bottom of the upper part of the chamber which allows the excitation of the sample that is located outside under the chamber (Fig. 1 and 2). The X-ray tube, SD detector and optionally the Raman probe were mounted hermetically to the upper part of the chamber. The mini web-camera was installed in a cylindrical-shaped additional chamber that was connected hermetically to the top of the upper part of the chamber as well. The whole irradiation chamber was fixed on a manually screw-driven system, which provided an opportunity for vertical moving within a 250 mm distance with about 200 μm minimum step-size. All the electronic devices are controlled by independent software products such as 123-SDD and Mini-X-Ag X-ray tube which are produced by Amptek Inc. The total mass
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![CAD design: cross sectional view of the chamber.](image1)
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of the chamber with all the spectrometric equipment was less than 4 kg. The sample has to be placed in a fixed position under the XRF chamber and the whole spectrometer has to be moved vertically to the appropriate vertical position to perform the analysis. For setting the whole chamber close to the sample surface an optical positioning system was constructed (Fig. 2 and 3) and that part of the device consists of two mini laser modules and a high resolution web-camera. The two laser beams are collimated and their directions are orientated to the centre of the cross point of the 3 axes: primary X-ray beam, axis of the SDD and optical beams of the Raman device. The main structure and positioning mode of the spectrometric elements of the analytical device are introduced by CAD design showing the cross section of the chamber in Fig. 2. The excitation spot is located outside the chamber, nearby the Kapton™ window as close as possible, approximately 2–5 mm.

X-ray spectrometer

All the X-ray spectrometric equipment (X-ray tube, SDD and Raman probe) is hermetically connected to the chamber with mechanical interfaces which isolate the inner volume from the atmospheric outer environment and stabilize the geometrical position of the spectrometric devices. In order to set the triple-confocal measuring geometry, namely, Raman laser beams, detector axis and excitation X-ray beam, changing independently of the directions of two of the three axes is needed. On the basis of the mechanical feasibility of the set-up structure, the SD detector was fastened motionless to the chamber, but both the Raman probe and the X-ray tube were connected to the chamber wall in variable directions. The Mini-X-Ag X-ray tube has a large beam divergence (≈120°) and the spot-size of the electron beam on the Ag anode is about 2 mm which enables us to set the collimator of the X-ray tube within a wide angle range without changing drastically the X-ray flux. Taking advantage of this feature both the Raman probe and the collimator of the X-ray tube were locked with an eccentric mechanical unit, which allows us to set the direction of these devices in an optional direction (by rotation of these units) within approximately 15° degrees. The XRF spectrometer is equipped with a Mini-X-Ag X-ray tube and 123-SDD compact X-ray spectrometer (AMPTEK Inc.) having a Be window of 12.5 μm. Due to the high divergence of the primary beam a low-cost collimator for both the SD detector and the X-ray tube was designed and constructed. The tube’s collimator was made from copper with its inner surface covered by a pure (99.99 m/m%) aluminium layer with 1 mm thickness and 80 mm length. The collimator for the SDD had two apertures between which the distance was set to 10 mm. In conventional X-ray spectrometers both the excitation and detection channels have relatively large solid angles in order to maximise the X-ray fluxes. In contrast to this technique, in confocal measuring geometry X-ray optics are applied in front of both the X-ray tube and the detector, and they are set in such a way that the two X-ray beams cross each other. This geometry allows detecting characteristic and scattered X-ray photons emitted from the focal volume of the sample while most of the photons originating from the other part of the sample volume do not get into the detector. Moreover, collimators reduce the flux of scattered radiation originated from scattering of the primary beam on surrounding objects. Since those photons emitted from outside of the focal volume and of the two beam channels can only reach the detector with very low probability, this limitation effect improves the signal-to-noise ratio and the detection limits (DL).

The other reason of the necessity of this quasi-confocal geometry is the FPM based evaluation of the XRF data in order to determine the element concentrations of the analysed samples. The intense heat production of the X-ray tube reduces the duration of continuous operation (less than 1 hour) due to the upper limit determined by the manufacturer with 60 °C as the achievable temperature of the anode block. The maximum duration of continuous operation with maximum power (4 W) is less than 1 hour at 22 °C room temperature. Since adding an electric fan for intensification of the forced air-cooling is not possible, due to the limited space in the irradiation chamber, the only solution was to increase the heat conduction of the connected interface parts of the chamber. A built-in aluminium interface unit (Fig. 3a and b) keeps the X-ray tube in a fixed position to the upper part of the chamber and besides that it acts as a heat sink providing enough heat conduction that extends the possible operation time up to 3 hours while the temperature of the anode block does not rise above 42 °C.

Optical positioning system and He flooding of the irradiation chamber

For the surface analysis in the confocal spot determined by the collimated primary X-ray beam on the sample surface, the
cone-shaped solid angle of the SDD must be oriented to the direction of this spot on the sample where the local analysis is going to be carried out. For this, there are two possible alternative technical solutions: (i) an appropriate microscope is used which is focused on the confocal spot, where the primary X-ray beam and the detector axis cross each other and (ii) using two laser beams crossing in the centre of the confocal spot. The first design demands a high resolution optical microscope with large magnification capability, which requires a rather large volume inside or on the top of the irradiation chamber. Therefore, the second solution was selected as can be seen in Fig. 3. The mini laser modules were built in aluminium cylindrical containers mounted in lubrication-free pillow block bearing units which allow setting the directions of the collimated laser beams crossing each other in the centre of the confocal spot. The description of the working principle of the geometrical alignment based on the application of laser beams can be found in ref. 5, 8 and 11. Due to the well collimated laser beams a simple web-camera was enough for precise optical positioning. For the collimation of the laser beams doubled apertures were constructed, which produced well-defined thin laser spots allowing the high resolution mechanical setting of the XRF spectrometer. As an example of the working principle of the optical positioning system, in Fig. 3c the sample is in a non-ideal vertical position relative to the chamber.

In order to extend the analytical capability of the XRF spectrometer by decreasing the atomic number of the analysed elements down to 12, the design of the chamber allows measurements in a vacuum or in a normal He atmosphere. A typical example for the spectroscopic capability of the XRF spectrometer is shown in Fig. 4, where three XRF spectra were plotted: Al alloy and MgO samples in He- and air-atmospheres using a high-anode voltage of 50 kV and 50 μA anode current. Comparing these spectra measured with or without He gas filled into the chamber significant differences can be found in the intensity of Mg, Al and Si. Moreover, the amplitude of the Ar and Ag (anode) peaks is reduced significantly. The increases of the characteristic radiations are 1–2 orders of magnitude under He than in air atmosphere.

Measurement of XRF spectra in helium requires a simple technical criterion, since only the chamber should be filled with helium and this condition should be maintained during the measuring time. For this, a He in/outlet unit was built in the upper part of the chamber (Fig. 3a). During the measurement period the continuous flow rate must be kept at about 1–5 cm$^3$ s$^{-1}$ which ensures the fully filled chamber by He at the 99% level. Under these conditions the total air content in the whole chamber can be exchanged in about 2 minutes with He. Since the absorption effect of He gas with 1 bar pressure is approximately equivalent to attenuation of normal air with a pressure of $10^{-3}$ bar,$^{11}$ the He effectively substitutes the vacuum for extending the range of the atomic number of the measurable elements down to 12.

**Focal spot of the excitation X-ray beam**

In order to analyse a relatively small irradiated spot the primary X-ray beam has to be collimated. The diameter of the collimated and cylindrically shaped beam determines the analysed spot area of the sample. Therefore, for getting this information the intensity distribution of the beam was measured in a perpendicular geometry (in a temporarily assembled measuring set-up), where the degree between the axes of the primary and secondary beams was about 75°. Thin Cu foil (thickness $\approx 10$ μm) was applied for the experiment and that sample was constructed on the surface of circuit board with diameters between 100 and 450 μm. The result of the XRF measurements i.e. the intensity distribution of the Cu-Kα line is plotted in Fig. 5. In the experiment the diameter of the collimators was set as 2 mm for both the X-ray tube and the SDD. In Fig. 5, the beam does not show a Gaussian-type shape, since it is saturated in the centre. On the basis of the beam intensity distribution the diameter of the irradiated spot on the sample surface should be determined by the FWHM value which in this case was about 3.0 mm. This
diameter of the irradiated spot can be reduce down to 1 mm applying aluminium collimators with different diameters used for both the excitation X-ray beam and the secondary radiation at the front of the SDD in confocal measuring geometry.

Raman spectrometer

The Raman unit consists of an AvaSpec2048-USB2 spectrometer, PRB-785 glass fiber optic Raman probe and laser source (500 mW) operating at a wavelength of 785 nm. The reflection type PRB is connected to a double optic fiber, which transfers the excitation laser beam to the sample and the sample’s optical radiation to the CCD sensor of the Raman spectrometer. An optical lens installed in the PRB focuses the excitation laser beam on the focal spot (focal distance is 10 mm) and another lens collects the secondary light emitted by the sample material, namely the PRB operates in confocal mode. The PRB is connected hermetically to the aluminium chamber as is visible in Fig. 4a. The excitation laser beam crosses the focal spot of the XRF unit and that spot is located on the surface of the irradiated sample and therefore this experimental arrangement allows investigation by both spectrometric methods simultaneously the same sample spot. One of the typical applications of this combined spectrometer in the nuclear industry should be the quality control of the composition of waste material originated from decontamination procedures. Applying the XRF-Raman spectrometer two main components of the investigated substances can be quickly identified: (i) type of molecule of the matrix involving low-Z (Z < 12) elements and (ii) elementary composition in the range of higher atomic numbers (11 < Z). In Fig. 6 the same type of Raman spectrum is plotted which was measured on pure citric acid in (i) solid and (ii) liquid forms and (iii) CuSO₄ dissolved in citric acid. The concentrations of copper in the citric acid solutions were set between 0 and 0.1 m/m%.

Energy dispersive X-ray spectra of these solutions were recorded and the result is plotted in Fig. 7, where the different concentrations of CuSO₄ can easily be distinguish on the basis of Cu-Kα or S-Kα peaks. Coherently and incoherently scattered bremsstrahlung radiation and the characteristic peaks of the anode material (Ag) are independent of the specific solution.

Finally, Fig. 8 shows a double calibration of the combined application of Raman and XRF spectrometry. The Raman spectra were evaluated numerically (AVA-Soft) in a similar way to the XRF spectra (WinQXAS). In a low-concentration range (0.0–0.015 m/m%) Raman spectrometry provides a very sensitive calibration, while in a higher concentration range XRF spectrometry is more sensitive. This example demonstrates the synergy of application of these two analytical techniques simultaneously. On the basis of Raman and XRF spectra measured on the same object both the molecular composition of liquid samples and the atomic number of the dissolved chemical elements can be identified. This example shows that the excellent analytical capability of the combined application of these two methods seems to be very useful for the control of the efficiency of decontamination procedures when surface contaminant is removed from the surface of solid objects.

Fig. 6 Raman spectra of an aqueous solution of citric acid and CuSO₄ in various concentrations.

Fig. 7 X-ray spectra measured in an aqueous solution of CuSO₄ and citric acid at an anode voltage of 40 kV and anode current of 5 µA.

Fig. 8 Calibration curves for Raman and XRF spectrometry measured in an aqueous solution of citric acid and CuSO₄ solutions.
FPM model

The FPM model can be applied in etalon-free mode due to the existence of an appropriate physical model offering a mathematical relationship between the measured characteristic intensities of the sample's elements and their unknown concentrations. The general FPM model can be given by the system of eqn (1)\(^{13,21}\), where the number of FPM equations is equal to the number of measured chemical elements (\(n\)).

\[
I_i = C_i \cdot K^* \frac{\Omega_1 \Omega_2}{8\pi} \sin \psi \int_{E_i}^{E_0} \frac{g_{\text{SE}} \cdot I_{\text{E}} \cdot H_{\text{JE}} \cdot 1 - e^{-\mu_{\text{SE}} d}}{G_{\text{JE}}} \, dE \quad (1)
\]

\[i = 1, \ldots, n \sum_{i=1}^{n} C_i = 1\]

The parameter \(K^*\) is a multiplicative (instrumental) constant factor of the actual set-up that can be determined by the solution of the FPM equations or by empirical calibration. The calculation of the \(K\) multiplicative factor, term of matrix effect \((G_{\text{JE}})\), mass absorption of the sample \((\mu_{\text{SE}})\) and excitation functions \((g_{\text{JE}})\) are given by eqn (2).

\[
K = K^* \frac{\Omega_1 \Omega_2}{8\pi} \sin \psi g_{\text{JE}} = \begin{cases} \omega_i R_i J_{iE} & \text{if } E_i \leq E \\ 0 & \text{if } E \leq E_i \end{cases} \quad (2)
\]

\[G_{\text{JE}} = \frac{\mu_{\text{SE}}}{\sin \phi} + \frac{\mu_{\text{SE}}}{\mu_{\text{SI}} \sin \psi} \quad \mu_{\text{SE}} = \sum_{j=1}^{n} C_j \mu_{\text{SE}} \quad (2)\]

The second order excitation (enhancement) effects that occur in the sample mass can be described mathematically by eqn (3) for calculation of all the excitation events caused by characteristic radiation of the sample elements.\(^{44}\) Functions \(g_{\text{JE}}\) and \(g_{ij}\) are given in eqn (2) and (3) referring to the energy dependent excitation level of the \(i\)th element.\(^{22}\) Below, brief definitions and explanations of variables, parameters and functions used in FPM eqn (1)-(3) are outlined.

\[
H_{\text{JE}} = 1 + \sum_{j=1}^{n} C_j \cdot g_{\text{JE}} \frac{\sin \psi}{2G_{\text{JE}}} \ln \left(1 + \frac{\mu_{\text{SE}}}{\mu_{\text{SI}} \sin \psi}\right) + \sin \phi \frac{\mu_{\text{SE}}}{\mu_{\text{SI}} \sin \phi} \ln \left(1 + \frac{\mu_{\text{SE}}}{\mu_{\text{SI}} \sin \phi}\right) + F_{\text{JE}} \quad (3)
\]

\[
g_{ij} = \begin{cases} \omega_i R_i J_{iE} & \text{if } E_i \leq E_j \\ 0 & \text{if } E_j \leq E_i \end{cases} \quad i = 1, \ldots, n \quad j = 1, \ldots, n \quad (3)
\]

\(K\) is the multiplicative factor, \(\Omega_1\) and \(\Omega_2\) the solid angles of the X-ray source and the detector, \(\varphi\) the entering angle of the primary X-ray beam to the surface of the sample (\(\approx 45^\circ\)), \(\psi\) the take-off angle of the secondary X-ray beam to the surface of the sample (\(\approx 45^\circ\)), \(E\) the energy of the excitation beam, \(0 \leq E \leq E_0\), \(E_0\) the maximum energy of the radiation (primary) emitted by the X-ray tube, \(I_{E}\) the intensity distribution function of the primary X-ray radiation depending on energy \(E\), \(\epsilon_i\) the efficiency function\(^{45}\) of the energy dispersive detector at energy for the \(i\)th element, \(d\) the thickness of the sample (g cm\(^{-2}\)), \(n\) the number of measured chemical elements in the sample, \(C_i\) the concentration of the \(i\)th element in the sample, \(I_i\) the counts of the characteristic peak of the \(i\)th element, \(E_0\), \(K\) or \(L\) the edge energy of the absorption function of the \(i\)th element, \(g_{\text{JE}}\) and \(g_{ij}\) the excitation functions of the \(i\)th element at energy \(E\) or \(i\)th element’s characteristic radiation, \(\mu_{\text{SE}}\) and \(\mu_{\text{SI}}\) the attenuation of the sample at energy \(E\) and \(i\)th characteristic radiation, \(H_{\text{JE}}\) the rate of the enhancement effect for the \(i\)th element at excitation energy \(E\), \(F_{\text{JE}}\) the rate of the enhancement effect for the \(i\)th element depending on sample thickness,\(^{16}\) \(\omega_i\) the fluorescence yield,\(^{17}\) \(R_i\) the radiative rate,\(^{18}\) \(J_i\) the absorption jump ratio,\(^{19}\) and \(\tau_{iE}\) the photoelectric cross section.\(^{20}\)

This FP model is capable of considering the excitation of sub-shells L\(_1\), L\(_2\) and L\(_3\) especially for high atomic number elements that require the energy dependent calculation of the excitation level of the L shells.\(^{23}\) For this reason, the dataset of H. Ebel et al.\(^ {24}\) was applied. The parameter \(K\) defined in (2) includes all the multiplicative parameters that are independent of the energy and the atomic number: geometrical parameters and amplitude of the function \(I_E\). In the system of eqn (1) the excitation energy of the primary X-ray beam is in the range of \(E < E \leq E_0\) and these are the boundaries of the integration. Due to the non-linear properties of the basic FPM equations, they must be solved by a suitably selected numerical procedure. In order to construct the simplest and quickest calculation algorithm to solve the equations, a series of discrete and monochromatic virtual X-ray sources were defined instead of automatic numerical integration.

The set of energy channels were determined by the relationship \(E_i \ll E_k \ll E_m = E_0\). Applying the above defined virtual X-ray sources for the excitation of sample elements, system (4) can be derived from eqn (1)-(3). In these equations the energy-integrated terms were substituted in (1) with simple summation.

\[
C_i = \frac{I_i}{\Delta K_{iE} \sum_{k=1}^{m} \sum_{E_k = E_i}^{E_m} I_{\text{JE}} \cdot H_{\text{JE}} \cdot 1 - e^{-\mu_{\text{JE}} d}} \quad i = 1, \ldots, n \quad (4)
\]

\[
K = \sum_{i=1}^{n} \frac{I_i}{\Delta E_i \sum_{k=1}^{m} \sum_{E_k = E_i}^{E_m} I_{\text{JE}} \cdot H_{\text{JE}} \cdot 1 - e^{-\mu_{\text{JE}} d}} \quad (4)
\]

In eqn (4) \(k = 1, \ldots, m\) is the index of the energy channels, and \(\Delta\) is the energy width of each channel in X-ray tube spectra. The variable \(E_k\) is defined as the average energy of the \(k\)th channel and \(I_{E_k}\) is the intensity of the primary beam in the \(k\)th energy channel. The unknown variables in the system of eqn (4) are the concentrations \(C_i\) and the multiplicative factor \(K\). The number of unknown variables \((n + 1)\) is equal to the number of equations. One of the suitable and convergent procedures for obtaining the numerical solution of these FPM equations is fixed point iteration.\(^{23}\) In eqn (5) the two last expressions show how to approximate the initial values of the unknown variables for the numerical iteration procedure. Those values can be
approximated by simplification of formula (1) neglecting the expression of enhancement and matrix effects. The $S_i$ is the elementary sensitivity of the $i^{th}$ element under experimental conditions described above.

$$I_i = C_i K_{E_i} d \sum_{k=1}^{m} g_{E_k} H_{E_k} I_{E_k} \frac{1 - e^{-G_{E_k} d}}{G_{E_k}}$$

$$= C_i K_{E_i} d \sum_{k=1}^{m} g_{E_k} I_{E_k} \quad i = 1, \ldots, n$$

$$C_i^{(0)} = \frac{I_i}{K^{(0)} S_i} \sum_{j=1}^{n} C_j^{(0)} = 1 \Rightarrow K^{(0)} = \sum_{i=1}^{n} I_i \quad C_i^{(0)} = \frac{I_i}{S_i \sum_{i=1}^{n} I_i}$$ (5)

An appropriate recursive algorithm for the calculation of elementary concentrations can be defined by formula (6), where the $(r+1)^{th}$ approximation of concentrations and proportional factor are estimated from the results of the $r^{th}$ approximation.

$$C_i^{(r+1)} = \left( e_i \sum_{k=1}^{m} g_{E_k} H_{E_k}^{(r)} \frac{1 - e^{-G_{E_k} d}}{G_{E_k}^{(r)}} \right)^{-1} \sum_{j=1}^{n} C_j^{(r-1)}$$

$$i = 1, \ldots, n \quad 1 - \frac{1}{n} \sum_{i=1}^{n} \left| C_i^{(r+1)} - C_i^{(r)} \right| < \delta_1, \quad r < \delta_2$$ (6)

The numerical procedure should be continued until the average difference between the two consecutive results of the approximation procedure is less than a predetermined limit ($\delta_1$) or the number of iteration steps exceeds a maximum ($\delta_2$). For obtaining a solution to the FPM problem new software was developed in a MATLAB operation and programming environment.

One of the basic presuppositions in the FPM model described in eqn (1)–(6) is the detectability of characteristic X-ray radiation of each sample element. If the matrix contains low-atOMIC-number elements in the range of atomic numbers of $1 \leq Z \leq 11$ the characteristic X-ray lines of these elements can be detected with only thin-window or windowless detectors. These elements are undetectable with conventional ED detectors equipped with a Be window, and therefore this part of the sample is called in related literature a dark24–27 or residual28 matrix. For the FPM calculation the energy dependent absorption function of the dark matrix has to be known. For elements having a higher atomic number ($12 \leq Z$) both measured K and L-lines can be used for FPM calculation. One of the possible solutions to the dark matrix problem is feasible by definition of an effective atomic number as proposed by Wegrzynek et al.29 and Sitko.30 Replacing the real chemical composition of the dark matrix with a single virtual chemical element the energy dependent absorption function of this not-detectable sample can be approximated. In order to define the effective atomic numbers $Z_p$ and $Z_n$ for the entire sample matrix and the dark matrix it is supposed that the sample elements can be divided into two groups as detectable ($Z_1, \ldots, Z_n$) and not-detectable ($Z_{n+1}, \ldots, Z_{n+p}$) elements. In order to calculate the absorption of the dark matrix versus the atomic number, an energy simple empirical power function (7) can be applied31 between energies 1 keV and 40 keV. In this function $\alpha_{ZE}$ and $\beta_{ZE}$ depend on both energy and atomic number. A new version of authenticated data sets has been proposed in recent publications,31,32 and they are valid in a wider range of energy than earlier versions. The absorption of the dark matrix can be calculated by using the second function in (7), where $C_{Di}$ is the concentration of the dark matrix in the sample and $\mu_{DE}$ and $\mu_{Di}$ are the mass absorption of the dark matrix at energy $E$ and the characteristic radiation of the $i^{th}$ element.33

$$\mu_{ZE} = a_{ZE} Z^{b_{ZE}} \sum_{j=1}^{n} C_j + C_D = 1$$

$$\mu_{SE} = \sum_{j=1}^{n} C_j \mu_{JE} + C_D \mu_{DE} \quad \mu_{SI} = \sum_{j=1}^{n} C_j \mu_{JI} + C_D \mu_{Di}$$ (7)

If the sample contains a dark matrix, the number of unknown variables is $n + 2 (C_1, \ldots, C_n, C_D, K)$. Since the number of independent equations is less than the number of unknown variables additionally measured characteristic intensities of pure chemical elements or standard reference materials (SRMs) are necessary for the calculation of $K$. These additional measurements must be performed in exactly the same measuring set-up and excitation conditions as those applied for the experiment carried out on the sample. The best selection of pure elements are metals whose atomic numbers cover the range of the atomic numbers of the measured sample elements. Each identical sample element can be assigned to the closest pure element involved in the set of pure elements. The $K$ factors can be calculated by using formula (9) derived from the second expression of eqn (4), where $p = 1, \ldots, t$ is the index and $t$ is the number of pure elements.

Assignment between sample elements and pure elements can be determined by minimization of the double summation as it given in the last expression of eqn (8).

$$K_p = \frac{I_p}{e_p \Delta} \sum_{k=1}^{m} \frac{g_{E_k} I_{E_k}}{G_{E_k}}$$

$$\quad G_{pE} = \frac{\mu_{pE}}{\sin \phi} + \frac{\mu_{pp}}{\sin \psi}$$

$$p = 1, \ldots, t \quad \sum_{i=1}^{n} (Z_i - Z_p) = \min$$ (8)

One of the estimation methods of the effective atomic number is based on the measurement of scattered radiations of the sample matrix. After the calibration of the intensity ratio of the elastic and inelastic scattering radiations emitted from SRM or pure element specimens the unknown effective atomic number can be estimated. An alternative solution to the dark matrix problem is knowing the effective atomic number in
advantage or estimating it from other properties of the sample material. For example, in the case of an oxide-type matrix the effective atomic number of the dark matrix is about 8.0. The uncertainty of the measured intensity distribution \( \left( I_\text{R} \right) \) of the X-ray tube should increase the relative error of the numerically calculated concentrations. This effect is caused by transportation of this error through the FPM equations to the numerically calculated concentrations. When the enhancement or matrix phenomena are stronger the increment of the errors becomes more significant. Smoothed intensity distribution of the primary X-ray beam can be obtained by substitution of the measured spectra of the primary beam by an appropriate mathematical function fitted to the empirical data (Fig. 10). The other source of the uncertainty of the calculated concentrations should originate from the numerical evaluation of the X-ray emission spectra since the characteristic intensity of minor and trace elements can be determined with relatively higher uncertainty than the major elements. Finally, the system of eqn (9) offers a recursive formula if the sample contains a dark matrix.

\[
C_j = \frac{I_j}{K_j \Delta \epsilon \sum_{k=1}^{\infty} g_{\text{R}k} H_{\text{R}k} I_{E_k} \frac{1 - e^{-\mu_{\text{R}k} d}}{\mu_{\text{R}k}}} \\
C_D = 1 - \sum_{i=1}^{n} C_i \quad i = 1, \ldots, n - 1
\]

For performing the numerical calculation of the concentrations for the sample’s element in-house software (QXRF) was designed and developed in a MATLAB programming environment. The QXRF system involves a database containing all the necessary atomic parameters (density, atomic mass, etc.) and set of fitted parameters used for mathematical descriptions of the function of atomic properties (fundamental parameters): fluorescence yield, ionization probability, absorption jump ratio, and energy dependent mass absorption functions. The solution algorithm of QXRF offers an optional selection of the type of the sample to be analysed such as (i) all the elements are detected by a SDD equipped with a Be window or (ii) the sample contains a dark matrix. If the concentrations of some elements or the whole dark matrix are known preliminarily the code allows keeping optionally these concentrations as constant values during the numerical iteration process. The excitation and detection parameters can be loaded in a separate menu and setting this additional data as a model file can be saved for further calculations. The calculated XRF data of the sample and pure chemical elements are read from the “.asr files which contain all the output data calculated by WinQXAS” software applied for the mathematical evaluation procedure of the spectra: identification of the analysed chemical elements, X-ray fluorescence peak areas and their standard deviations. The input model file contains all the measuring conditions such as detector parameters needed for the calculation of the efficiency, the length of beam paths in air or a He absorber and the numerical description of the spectral distribution of the excitation beam.

Determination of the white spectra of the X-ray tube

The FPM model introduced in the previous chapter is a non-empirical calibration method which makes it possible to solve some of the XRF analytical problems in standard-free mode. However, for the FPM calculations the preliminary knowledge of the intensity distribution of the white spectrum of the X-ray tube is required. There are three possible ways to know this energy dependent function: (i) application of an appropriate theoretical model, (ii) direct measurement of the energy distribution of the primary X-ray beam and (iii) measurement of X-ray radiation scattered by a thin sheet of a pure chemical element with a low-atomic-number (Al).

One of the great benefits of the experimental-based method published by Ebel et al.’s is that the energy distributions of the primary beam can be measured with different collimator layouts and spectral filters and this setting is also used in the measuring set-up of unknown samples. Fig. 9 shows the measuring set-up applied for the determination of the white X-ray beam. The distance between the X-ray source and the SD detector was set to be about 1 m which was enough for reducing the primary intensity down to such a low value that the dead time was less than 5%. The high voltages were set in the range of 15–50 kV with a 5 kV step and the anode current was kept as 5 μA. The X-

Fig. 9 Set-up for direct measurement of the white spectra of the Mini-X-Ag X-ray tube.
ray beam entered into an evacuated Plexiglas tube equipped with two Kapton windows on both ends of the Plexiglas tube with a thickness of 6 μm. The X-ray beam was collimated by an aluminium aperture (99.99 m/m%) that was fixed in the evacuated tube just in front of the X-ray tube. Due to the divergence of the X-ray beam it may scatter on the pipe-wall, and therefore another collimator had to be used before the X-ray beam would have left the tube. A typical white spectrum is plotted in Fig. 10 applying 30 kV anode voltage. The low-intensity Fe-Kα and Ni-Kα peaks perhaps originated from the steel made housing of the X-ray tube or the SD detector. The electronic unit of the SD detector also contributes to the broadening (FWHM) of the Ag-Kα and Ag-Kβ peaks emitted by the anode atoms. Therefore, in reality the energy resolutions of the characteristic radiations after emission from the X-ray tube are probably less than the FWHM calculated after the evaluation of the detected electronic signal. This broadening effect on the shape of anode peaks should cause distortion of the FP results, especially if the binding energy belonging to an excited characteristic X-ray line is close to the energy of the Ag-Kα and Ag-Kβ lines. One of the solutions to the problem is to replace the measured version of the anode peaks with peaks having a natural width. For performing this modification of the empirically determined spectra they were fitted using WinQXAS software that is based on the AXIL software package. Comparative test-calculations were carried out with the measured white spectra and the fitting function (polynomial and Gauss-type functions in Fig. 9) after the modification of the FWHM of the Ag-K peaks to a natural FWHM. Using these two types of white spectra a significant deviation of the FPM calculated concentrations of chemical elements in various samples in the atomic range of 13 ≤ Z ≤ 40 was not found. Hereinafter the empirical FWHM was applied for numerical FPM calculations.

Applications of XRF analysis

For testing the hardware elements of the XRF spectrometer and validating the FPM reference-free calibration technique a set of standard alloys and NIST glass SRM were analysed. In order to detect XRF spectra in a low-energy region with high enough efficiency namely low-atomic-number elements (Mg, Al and Si) helium gas was used for substituting the air content in the chamber. The results of the FPM calculated and the nominal concentrations are given in Tables 1–3, where the measuring mode is indicated in the bracket as (air) or (He). Where symbol “<” is used instead of concentration values, the subsequent number is the MDL value of the given element in the matrix.

Tables 1–3 show the comparison of the results of quantitative analysis performed on standard alloys (C_{FPM}) to the nominal values (C_{nom}). Table 3 contains similar results of analysis carried out on reference material NIST SRM 1873/458. Due to the large statistical error of the characteristic intensities of the trace elements, most of the trace elements with concentrations less than 50 ppm were disregarded in the quantitative evaluations. The non-detectable low-atomic-number elements (B, Be, and C) were neglected due to their small concentrations (C_{LAN} < 0.001 m/m%). The concentrations of the high-atomic-number elements (Pb and W) were determined by using their L-lines.

Using He gas to decrease the attenuation of the medium in the secondary beam-path the accuracy of determination of the relative amount of Mg, Al and Si elements can be increased. This measuring option is indicated in Tables 1–3, where the certified concentrations are marked as well. In some cases, under normal atmospheric conditions the intensities of the K-type characteristic peaks of low-atomic-number elements (11 < Z < 15) are less than the MDL (method detection limit) of the quantitative determination. However, by applying He gas

| Sample elements | RA 18/78 | RC 14/24 | RH 34/1 |
|-----------------|---------|---------|---------|
|                 | C_{nom} | C_{FPM (He)} | C_{nom} | C_{FPM (air)} | C_{nom} | C_{FPM (air)} |
| Mg              | 0.189   | <0.177  | <0.01   | 0.220   | 0.334   |
| Al              | 71.20   | 70.735  | <0.01   | 0.034   | 0.034   |
| Si              | 15.30   | 17.004  | 0.034   | 0.034   | 0.220   | 0.334   |
| Ca              | 0.0177  | 0.010   |         |         |         |         |
| Ti              | <0.005  | <0.028  | 0.931   | 0.895   | 16.300  | 18.426  |
| V               | <0.005  | <0.028  | 0.931   | 0.895   | 16.300  | 18.426  |
| Cr              | 0.0086  | <0.028  | <0.01   | <0.01   | 7.950   | 7.207   |
| Mn              | 0.352   | 0.349   | 0.0177  | <0.01   | 51.50   | 50.599  |
| Co              | 0.005   | 0.504   | <0.01   | <0.01   | 0.322   | <0.45   |
| Ni              | 3.200   | 2.804   | 0.0116  | <0.06   | 20.800  | 19.910  |
| Cu              | 8.050   | 7.164   | 98.8    | 98.176  | 1.93    | 1.835   |
| Zn              | 0.304   | 0.327   | 0.136   | <0.05   | 0.443   | 0.410   |
| Nb              | 0.0573  | 0.053   |         |         | 0.063   | 0.064   |
| Sn              | 0.344   | 0.486   | <0.04   | <0.04   | <0.1    | <0.19   |
| W               | 0.310   | 0.259   | <0.015  | <0.1    | <0.19   |
during the detection of these elements the concentrations of these elements can be determined quantitatively. In Table 2 some concentrations are bold, and those elements' nominal content was considered in the numerical calculations as known values. Another type of analysis, when the sample contained a dark matrix as well, was performed: NIST SRM 1873/458 (glass SRM). The reference paper for this sample published only the concentrations of the main component; however we found more additional minor and trace elements as well.

Detection limit (MDL) of the XRF spectrometer

For the characterization of the analytical capability of the XRF device, its detection limits (MDL)\(^4\) or lower level of detection (LLD)\(^4\) for chemical elements were determined experimentally for NIST SRM 1577c. This biological SRM was used in a pressed pellet form having a density of 1.85 g cm\(^{-3}\). The mathematical definition of the MDL can be given by comparison of the characteristic intensity and the spectral background under the analytic line according to formula (8). The MDL\(_i\) is a relative detection limit for the \(i\)th element in the reference sample, and SLP\(_i\) is the elementary sensitivity (counts per s per ppm) which is equal to the slope of the calibration curve for the \(i\)th element in a low concentration region (\(C_i \to 0\)). The \(I_B\) is the background count under the characteristic X-ray peak and \(t\) is the measuring time.

\[
\text{MDL}_i = \frac{2\sqrt{2\sigma_{iB}}}{\text{SLP}_i} \approx \frac{3}{\text{SLP}_i \sqrt{I_B/t}} 
\] (10)

Formula (10) refers to an optionally selected unit of the measuring time. Fig. 11 shows the dependence of the MDLs at 15 kV and 50 kV high voltage while the anode current was set as 50 \(\mu\)A and the reference measuring time was 500 s. According to the result of the measurements carried out on NIST SRM 1577c under a He atmosphere the MDLs for elements with a low-atomic number (Mg) were more than two-times smaller than those under normal air conditions. At higher atomic numbers (\(20 < Z\)) this advantageous property is less significant. Increasing the anode voltage does not improve the analytical performance for the determination of low-atomic-number elements.

| Table 2 | Concentrations (m/m\%) of elements in standard alloy samples\(^9\) determined by QXRF |
|---------|----------------------------------|
| Sample elements | RN 19/28 | RA 19/49 |
| C | 0.987 | 0.987 | 8.44 | 8.44 |
| Mg | 0.505 | 0.643 | 0.500 | 78.5 | 78.388 |
| Al | 1.390 | 1.007 | 1.376 | 1.02 | 1.499 |
| Ti | 0.128 | 0.254 | 0.247 | 0.032 | 0.036 |
| V | 0.507 | 0.661 | 0.658 | 0.01 | <0.02 |
| Cr | 3.03 | 3.587 | 3.657 | 0.165 | 0.327 |
| Mn | 1.42 | 1.789 | 1.815 | 1.13 | 1.440 |
| Fe | 85.6 | 84.158 | 84.158 | 1.23 | 1.400 |
| Co | 0.751 | 1.299 | 1.141 | 0.233 | 0.315 |
| Ni | 2.89 | 2.817 | 2.893 | 0.706 | 0.686 |
| Cu | 0.565 | 0.670 | 0.826 | 0.509 | 0.562 |
| Zn | 7.34 | 6.476 | 7.34 | 6.476 |
| Zr | 0.041 | 0.038 |
| Nb | 0.658 | 0.497 | 0.494 |
| Mo | 0.94 | 0.890 | 0.788 |
| Ag | 0.593 | 0.557 | 0.560 |
| W | <0.1 | 0.005 |

| Table 3 | Concentrations (m/m\%) of elements in standard alloy and glass NIST SRM 1983/458 samples\(^9\) determined by QXRF |
|---------|----------------------------------|----------------------------------|
| Sample elements | RC 32/32 | C\(_{nom}\) | C\(_{FPM}\) (He) | C\(_{FPM}\) (air) | NIST SRM 1873/458 | Elements | C\(_{nom}\) | C\(_{FPM}\) (He) |
| C | O | 0.987 | 0.987 | 8.44 | 8.44 |
| Mg | Si | 0.505 | 0.643 | 0.500 | 78.5 | 78.388 |
| Al | K | 1.390 | 1.007 | 1.376 | 1.012 | 1.499 |
| Ti | Ca | 0.128 | 0.254 | 0.247 | 0.032 | 0.036 |
| V | V | 0.507 | 0.661 | 0.658 | 0.01 | <0.02 |
| Cr | Cr | 3.03 | 3.587 | 3.657 | 0.165 | 0.327 |
| Mn | Mn | 1.42 | 1.789 | 1.815 | 1.13 | 1.440 |
| Fe | Fe | 85.6 | 84.158 | 84.158 | 1.23 | 1.400 |
| Co | Co | 0.751 | 1.299 | 1.141 | 0.233 | 0.315 |
| Ni | Ni | 2.89 | 2.817 | 2.893 | 0.706 | 0.686 |
| Cu | Cu | 0.565 | 0.670 | 0.826 | 0.509 | 0.562 |
| Zn | Zn | 7.34 | 6.476 | 7.34 | 6.476 |
| Zr | Zr | 0.041 | 0.038 |
| Nb | Nb | 0.658 | 0.497 | 0.494 |
| Mo | Mo | 0.94 | 0.890 | 0.788 |
| Ag | Ag | 0.593 | 0.557 | 0.560 |
| W | W | <0.1 | 0.005 |
elements, since the background in the secondary XRF spectra is much higher than that at low voltage, due to intense bremsstrahlung. However, the He-atmosphere improves the MDLs significantly up to an atomic number of approximately 20. These MDL experimental data in Fig. 11 have large uncertainty, due to the low characteristic intensities belonging to the low concentrations of the trace elements. The relative MDLs were determined for biological matrix NIST SRM 1577c and were compared to the results of another laboratory micro-XRF spectrometer. The relative MDLs were found approximately equal for both devices; however the absolute MDL in mass units in the case of XRF Raman is about 10^6 times less. The reason for this large difference is the smaller focal volume, higher power of the X-ray tube and gain factor of the polycapillary optics. But, for industrial analytical applications MDLs plotted in Fig. 11 and the 15–20 mm^3 analysed volume of the sample are more than enough.

Conclusions

Our research group designed and built a new table-top mobile XRF spectrometer that is equipped with a Raman spectrometer. The XRF spectrometer is capable of elemental analysis of solid/liquid substances primarily for daily use of safeguards and nuclear industrial applications for the analysis of harmful or radioactive materials. The construction of the XRF-Raman spectrometer has a sufficiently enough mechanical stability and consists of a very simple mechanical construction for the vertical moving of the XRF chamber with a minimum interval of 0.2 mm. In order to position the X-ray device an optical system was built into the hermetically closed irradiation chamber. The optical system consists of two mini laser modules and a high resolution web-camera. The chamber has been designed that it can fully dissipates the heat generated by the X-ray tube and SDD to the environment. During 3 hours continuous operation on medium power (2–3 watt) the temperature of the X-ray tube does not increase significantly. This period can be extended by approximately half an hour additionally filling the chamber with normal He gas. The XRF device operates in confocal mode that improves the signal-to-noise ratio in XRF spectra and creates an opportunity to analyse a relatively small surface spot (≈ 5–8 mm^2). A new FPM model was developed for the quantitative analysis of several types of solid/liquid materials which was tested by the analysis of standard alloys and glass samples. For the numerical calculations of the concentrations of the chemical elements in the sample new software (QXRF) was developed in a MATLAB programming environment.

The main element of the XRF-Raman combined spectrometer is a closed irradiation chamber allowing the measurement in a helium atmosphere or vacuum to reduce the attenuation effect of the secondary X-ray beam. The Kapton™ window at the bottom of the chamber and the aluminium chamber itself protect the main elements of the spectrometers against contamination that may originate from the harmful or radioactive materials investigated by the XRF-Raman device. Most of the table-top XRF spectrometers are designed in a way that the spectrometer is in a fixed position and the sample has to be moved linearly in order to measure its surface; however bigger or heavier samples cannot be moved without technical difficulty with high enough geometrical precision. In this new construction, this technical problem is partly terminated due to the vertical moving possibility of the XRF spectrometer. A simple specialized mechanical solution for collimation of the primary X-ray beam was applying an eccentric collimator in order to adjust the appropriate direction of the excitation X-ray beam. This unique technical element allows setting together appropriately the geometrical axes of the three spectroscopic devices (SDD, X-ray tube and PRB) to analyse the same sample spot.

The confocal measuring set-up allows the spot-type-analysis with an excitation beam of about 3 mm diameter. This measuring arrangement improves the signal-to-noise ratio compared to conventional measuring set-ups, when no confocal mode is applied. The narrow exciter and detection channels largely exclude the scattered radiation emitted by the volume of the sample which is outside the analysed confocal volume. The FPM model was improved in such a way that the experimentally determined X-ray tube spectra were substituted with a series of virtual monochromatic X-ray sources. The advantage of this construction is that the numerical solution of the FPM model can be obtained in matrix-oriented mode which results in a much faster procedure than conventional integration calculus. For the calculation of the concentration of chemical elements with a high atomic number the FPM model was extended to the L-lines. The algorithm of the numerical solution automatically uses the L-line intensities if no experimental
intensities of K-lines are available. If the sample contains undetectable elements (dark matrix) the FPM model requires SRM or pure chemical elements as reference samples. The joint analysis of Raman and XRF spectrometers used individually for the same object is capable of identifying quantitatively both the molecular and atomic composition of liquid/solid samples. In comparison of our Raman-XRF (RXRF) combined spectrometer with handheld XRF (HXRF) spectrometers some advantageous analytical properties are found: (i) the diameter of the focal spot of the RXRF is 3 mm, but most of the HXRF has a larger diameter of the spot, about 4–10 mm,* (ii) using the optical system built in the RXRF device the measurements can be reconstructed with high enough precision, (iii) combined use of Raman and XRF spectrometers provides an opportunity to maximize the analytical information, and (iv) filling the irradiation chamber of the RXRF spectrometer with normal He offers an easy solution to improve the analytical sensitivity in the low-number region.

These analytical properties make this new combined spectrometer very beneficial for nuclear industrial applications especially for the control of the efficiency of decontamination procedures and this combined technique offers an excellent analytical synergy.
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