Multi-bump positive solutions for a logarithmic Schrödinger equation with deepening potential well

Claudianor O. Alves$^1$ & Chao Ji$^2$,*

$^1$Unidade Acadêmica de Matemática, Universidade Federal de Campina Grande, Campina Grande 58429-900, Brazil; $^2$Department of Mathematics, East China University of Science and Technology, Shanghai 200237, China

Email: coalves@mat.ufcg.edu.br, jichao@ecust.edu.cn

Received September 17, 2020; accepted December 14, 2020; published online March 15, 2021

Abstract This article concerns the existence of multi-bump positive solutions for the following logarithmic Schrödinger equation:

$$
\begin{cases}
-\Delta u + \lambda V(x)u = u \log u^2 & \text{in } \mathbb{R}^N, \\
u \in H^1(\mathbb{R}^N),
\end{cases}
$$

where $N \geq 1$, $\lambda > 0$ is a parameter and the nonnegative continuous function $V : \mathbb{R}^N \to \mathbb{R}$ has the potential well $\Omega := \text{int } V^{-1}(0)$ which possesses $k$ disjoint bounded components $\Omega = \bigcup_{j=1}^{k} \Omega_j$. Using the variational methods, we prove that if the parameter $\lambda > 0$ is large enough, then the equation has at least $2^k - 1$ multi-bump positive solutions.
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1 Introduction

In this article, we are concerned with the existence of multi-bump positive solutions for the following logarithmic Schrödinger equation:

$$
\begin{cases}
-\Delta u + \lambda V(x)u = u \log u^2 & \text{in } \mathbb{R}^N, \\
u \in H^1(\mathbb{R}^N),
\end{cases}
\quad (P_\lambda)
$$

where $\lambda > 0$ is a parameter, $N \geq 1$ and $V : \mathbb{R}^N \to \mathbb{R}$ is a continuous function satisfying the following conditions:

(V1) $V(x) \geq 0$ for all $x \in \mathbb{R}^N$.

(V2) $\Omega := \text{int } V^{-1}(0)$ is a non-empty bounded open subset with smooth boundary and $\overline{\Omega} = V^{-1}(0)$, where $\text{int } V^{-1}(0)$ denotes the set of the interior points of $V^{-1}(0)$.

(V3) $\Omega$ consists of $k$ components:

$$
\Omega = \Omega_1 \cup \Omega_2 \cup \cdots \cup \Omega_k,
$$

and $\overline{\Omega_i} \cap \overline{\Omega_j} = \emptyset$ for all $i \neq j$.

*Corresponding author
Definition 1.1. A solution of the problem (P_λ) is a function \( u \in H^1(\mathbb{R}^N) \) such that \( u^2 \log u^2 \in L^1(\mathbb{R}^N) \) and
\[
\int_{\mathbb{R}^N} (\nabla u \nabla v + \lambda V(x)uv)dx = \int_{\mathbb{R}^N} uv \log u^2 dx \quad \text{for all } v \in C_0^\infty(\mathbb{R}^N).
\]

In recent years, the logarithmic Schrödinger equation has received considerable attention. This class of equations has some important physical applications, such as quantum mechanics, quantum optics, nuclear physics, transport and diffusion phenomena, open quantum systems, effective quantum gravity, theory of superfluidity and Bose-Einstein condensation (see [31] and the references therein). On the other hand, the logarithmic Schrödinger equation also raises many difficult mathematical problems, for example, the superfluidity and Bose-Einstein condensation (see [31] and the references therein). On the other hand, the logarithmic Schrödinger equation also raises many difficult mathematical problems, for example, the associated energy functional is not well defined in \( H^1(\mathbb{R}^N) \), because there exists \( u \in H^1(\mathbb{R}^N) \) such that \( \int_{\mathbb{R}^N} u^2 \log u^2 dx = -\infty \). Indeed, it is enough to consider a smooth function that satisfies
\[
u(x) = \begin{cases} (|x| N/2 \log(|x|))^{-1}, & |x| \geq 3, \\ 0, & |x| \leq 2. \end{cases}
\]

In order to overcome this technical difficulty, some authors have used different techniques to study the existence, multiplicity and concentration of the solutions under some assumptions on the potential \( V \), which can be seen in [2, 3, 5–7, 14–16], [21, 24–26, 28, 30] and the references therein.

One of the main motivations of this paper goes back to the results for the nonlinear Schrödinger equations with deepening potential well of the type
\[
\begin{align*}
-\Delta u + (\lambda V(x) + Z(x))u &= u^p \quad \text{in } \mathbb{R}^N, \\
u(x) &= 0 \quad \text{in } \mathbb{R}^N,
\end{align*}
\]
by supposing that the first eigenvalue of \(-\Delta + Z(x)\) on \( \Omega_j \) under the Dirichlet boundary condition is positive for each \( j \in \{1, 2, \ldots, k\} \), \( p \in (1, \frac{N+2}{N-2}) \) and \( N \geq 3 \). In [19], Ding and Tanaka showed that the problem (1.1) has at least \( 2^k - 1 \) multi-bump solutions for \( \lambda > 0 \) large enough. These solutions have the following characteristics.

For each non-empty subset \( \Gamma \subset \{1, 2, \ldots, k\} \) and \( \epsilon > 0 \) fixed, there exists \( \lambda^* > 0 \) such that the problem (1.1) possesses a solution \( u_\lambda \) for \( \lambda \geq \lambda^* = \lambda^*(\epsilon) \) satisfying
\[
\left| \int_{\Omega_j} ((\nabla u_\lambda)^2 + (\lambda V(x) + Z(x))|u_\lambda|^2)dx - \left( \frac{1}{2} - \frac{1}{p + 1} \right)^{-1} c_j \right| < \epsilon, \quad \forall j \in \Gamma
\]
and
\[
\int_{\mathbb{R}^N \setminus \Omega_\Gamma} ((\nabla u_\lambda)^2 + (\lambda V(x) + Z(x))|u_\lambda|^2)dx < \epsilon,
\]
where \( \Omega_\Gamma = \bigcup_{j \in \Gamma} \Omega_j \) and \( c_j \) is the minimax level of the energy functional related to the problem
\[
\begin{align*}
-\Delta u + Z(x)u &= u^p \quad \text{in } \Omega_j, \\
u(x) &= 0 \quad \text{in } \Omega_j, \\
u(x) &= 0 \quad \text{on } \partial \Omega_j.
\end{align*}
\]

Later, for the critical growth case, Alves et al. [4] considered the existence of multi-bump solutions for the following problem:
\[
\begin{align*}
-\Delta u + (\lambda V(x) + Z(x))u &= f(u) \quad \text{in } \mathbb{R}^N, \\
u(x) &= 0 \quad \text{in } \mathbb{R}^N,
\end{align*}
\]
where \( N \geq 3 \). For the case where \( N = 2 \) and \( f \) has an exponential critical growth, Alves and Souto [10] obtained the same results. Moreover, these solutions found in [4, 10] have the same characteristics of those found in [19]. For the further research about the nonlinear Schrödinger equations with deepening potential well, we refer to [1, 8, 9, 12, 13, 20, 22] and their references.
In particular, due to our scope, we would like to mention [26], where Tanaka and Zhang studied the multi-bump solutions for the spatially periodic logarithmic Schrödinger equation

$$\begin{aligned}
-\Delta u + V(x)u &= Q(x)u \log u^2, \quad u > 0 \quad \text{in } \mathbb{R}^N, \\
u &\in H^1(\mathbb{R}^N),
\end{aligned} \tag{LS}$$

where $N \geqslant 1$ and $V(x)$ and $Q(x)$ are spatially 1-periodic functions of class $C^1$. The authors took an approach using spatially $2L$-periodic problems ($L \gg 1$) and showed the existence of infinitely many multi-bump solutions of the equation (LS) which are distinct under $\mathbb{Z}^N$-action. In the present paper, we shall establish the existence of multi-bump solutions by using a different approach from that found in [26]. We also notice that in [3], Alves et al. have studied the problem $(P_{\lambda})$ with $V$ satisfying $(V1), (V2)$ and

$$(V3') \text{ There exists } M_0 > 0 \text{ such that } |\{x \in \mathbb{R}^N; V(x) \leqslant M_0\}| < +\infty, \text{ where } |A| \text{ denotes the Lebesgue measure of a measurable set } A \subset \mathbb{R}^N.$$

On one hand, by using the condition $(V3')$, we see that it is easy to overcome the difficulty of lack of compactness in the whole space $\mathbb{R}^N$. On the other hand, Alves et al. [3] cannot obtain the multi-bump solutions. Recently, Alves and Ji [5] used the variational methods to prove the existence and concentration of positive solutions for a logarithmic Schrödinger equation under a local assumption on the potential $V$. In that paper, in order to prove the Palais-Smale (PS) condition, we modified the nonlinearity in a special way to work on an auxiliary problem. By making some new estimates, we proved that the solutions obtained for the auxiliary problem are solutions of the original problem when $\epsilon > 0$ is sufficiently small. Moreover, since the functional associated with the auxiliary problem lost some other good properties, we developed a new method to prove the boundedness of the (PS) sequence. Inspired by [1,5,19], the main purpose of the present paper is to investigate the existence and multiplicity of multi-bump positive solutions, as in [19], for the problem $(P_{\lambda})$ by adapting the penalization method found in [18].

The main result to be proved is the theorem below.

**Theorem 1.2.** Suppose that $V$ satisfies $(V1)$–$(V3)$. Then for any non-empty subset $\Gamma$ of $\{1, 2, \ldots, k\}$, there exists $\lambda^* > 0$ such that for all $\lambda \geqslant \lambda^*$, the problem $(P_{\lambda})$ has a positive solution $u_{\lambda}$. Moreover, the family $\{u_{\lambda}\}_{\lambda \geqslant \lambda^*}$ has the following properties: for any sequence $\lambda_n \to \infty$, we can extract a subsequence $\lambda_{n_i}$ such that $u_{\lambda_{n_i}}$ converges strongly in $H^1(\mathbb{R}^N)$ to a function $u$ which satisfies $u(x) = 0$ for $x \notin \Omega_\Gamma$ and the restriction $u|_{\Omega_\Gamma}$ is a least energy solution of

$$\begin{aligned}
-\Delta u &= u \log u^2 \quad \text{in } \Omega_\Gamma, \\
u &> 0 \quad \text{in } \Omega_\Gamma, \\
u &= 0 \quad \text{on } \partial \Omega_\Gamma,
\end{aligned}$$

where $\Omega_\Gamma = \bigcup_{j \in \Gamma} \Omega_j$.

**Corollary 1.3.** Under the assumptions of Theorem 1.2, there exists $\lambda_* > 0$ such that for all $\lambda \geqslant \lambda_*$, the problem $(P_{\lambda})$ has at least $2^k - 1$ positive solutions.

In the above mentioned papers [1,5,19], the method developed in [18] is essential and consists in modifying the nonlinearity to obtain an auxiliary problem, whose associated energy functional satisfies the (PS) condition. After that, by making some estimates, it is possible to prove that the solutions obtained for the auxiliary problem are in fact solutions for the original problem when $\lambda$ is large enough. However, the natural energy functional associated with the problem $(P_{\lambda})$ given by

$$I_{\lambda}(u) = \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla u|^2 + (\lambda V(x) + 1)|u|^2)dx - \frac{1}{2} \int_{\mathbb{R}^N} u^2 \log u^2 dx$$

is not well defined in $H^1(\mathbb{R}^N)$. Because there exists a function $u$ in that space such that $I_{\lambda}(u) = +\infty$, we cannot directly use the critical point theory for $C^1$ functionals, and then we need to use a different
approach from that used to the Schrödinger equation (1.1). Here, we have used strongly the fact that the functional $I_\lambda$ is of class $C^1$ in $H^1(\mathbb{D})$, when $\mathbb{D} \subset \mathbb{R}^N$ is a bounded domain. Based on this observation, for each $R > 0$ and $\lambda > 0$ large enough, we first find a solution $u_{\lambda,R} \in H^1_0(B_R(0))$, and after taking the limit of $R \to +\infty$, we obtain a solution for the original problem. On the other hand, for the nonlinear term $u^p$ in (1.1), it is easy to verify that $\lim_{t \to 0} t^p/|t| = 0$ as $t \to 0$ and the function $t^p/t$ is increasing for $t \in (0, +\infty)$ which are very important to use the method in [18]. But for our problem, the nonlinear term is $u \log u^2 + u$, and it is clear that $t \log t^2 + t \neq o(t)$ as $t \to 0$. Thus, we cannot apply directly del Pino and Felmer’s method in [18] and our problem is more difficult and complicated. The plan of the paper is as follows. In Section 2, we prove the existence of multi-bump solutions for an auxiliary problem in the ball $B_R(0)$ for $R > 0$. In Section 3, we prove Theorem 1.2.

Notation. From now on in this paper, unless otherwise mentioned, we use the following notations:

- $B_r(u)$ is an open ball centered at $u$ with the radius $r > 0$ and $B_r = B_r(0)$.
- If $g$ is a measurable function, the integral $\int_{\mathbb{R}^N} g(x)dx$ will be denoted by $\int g(x)dx$.
- $C$ denotes any positive constant, whose value is not relevant.
- $| \cdot |_p$ denotes the usual norm of the Lebesgue space $L^p(\mathbb{R}^N)$ for $p \in [1, +\infty]$, and $\| \cdot \|$ denotes the usual norm of the Sobolev space $H^1(\mathbb{R}^N)$.
- $H^1_0(\mathbb{R}^N) = \{ u \in H^1(\mathbb{R}^N) : u$ has compact support $\}$.
- $o_n(1)$ denotes a real sequence with $o_n(1) \to 0$ as $n \to +\infty$.
- $2^* = \frac{2N}{N-2}$ if $N \geq 3$ and $2^* = +\infty$ if $N = 1, 2$.

2 An auxiliary problem on the ball $B_R(0)$

We work on the following space of functions:

$$E_\lambda = \left\{ u \in H^1(\mathbb{R}^N) : \int V(x)|u|^2dx < +\infty \right\}$$

endowed with the norm

$$\| u \|_\lambda = \left( \int (|\nabla u|^2 + \lambda V(x) + 1)|u|^2dx \right)^{\frac{1}{2}}.$$

Since $V(x) \geq 0$ for all $x \in \mathbb{R}^N$, the embedding $E_\lambda \hookrightarrow H^1(\mathbb{R}^N)$ is continuous, so the embedding $E_\lambda \hookrightarrow L^q(\mathbb{R}^N)$ is also continuous for all $q \in [2, 2^*]$.

For each $R > 0$, we define a norm $\| \cdot \|_{\lambda,R}$ on $H^1_0(B_R(0))$ by

$$\| u \|_{\lambda,R} = \left( \int_{B_R(0)} (|\nabla u|^2 + \lambda V(x) + 1)|u|^2dx \right)^{\frac{1}{2}},$$

which is equivalent to the usual norm in that space for all $\lambda, R > 0$. In what follows we denote by $E_{\lambda,R}$ the space $H^1_0(B_R(0))$ endowed with the norm $\| \cdot \|_{\lambda,R}$.

Following the approach explored in [21, 24], for a small $\delta > 0$, let us define the following functions:

$$F_1(s) = \begin{cases} 0, & s = 0, \\ -\frac{1}{2}s^2 \log s^2, & 0 < |s| < \delta, \\ -\frac{1}{2}s^2(\log \delta^2 + 3) + 2\delta|s| - \frac{1}{2}\delta^2, & |s| \geq \delta \end{cases}$$

and

$$F_2(s) = \begin{cases} 0, & |s| < \delta, \\ \frac{1}{2}s^2 \log \left( \frac{s^2}{\delta^2} \right) + 2\delta|s| - \frac{3}{2}s^2 - \frac{1}{2}\delta^2, & |s| \geq \delta. \end{cases}$$
Therefore,
\[ F_2(s) - F_1(s) = \frac{1}{2} s^2 \log s^2, \quad \forall s \in \mathbb{R}. \] (2.1)

It was proved in [21,24] that \( F_1 \) and \( F_2 \) verify the following properties:
\[ F_1, F_2 \in C^1(\mathbb{R}_{+}, \mathbb{R}). \]

If \( \delta > 0 \) is small enough, \( F_1 \) is convex, even, \( F_1(s) \geq 0 \) for all \( s \in \mathbb{R} \) and \( F'_1(s)s \geq 0, \ s \in \mathbb{R} \). For each fixed \( p \in (2, 2^*) \), there exists \( C > 0 \) such that
\[ |F'_2(s)| \leq C|s|^{p-1}, \quad \forall s \in \mathbb{R}. \] (2.2)

By a simple observation, it is easy to see that \( F'_2(s)/s \) is nondecreasing for \( s > 0 \) and \( F'_2(s)/s \) is strictly increasing for \( s > \delta \), \( \lim_{s \to +\infty} F'_2(s)/s = +\infty \), and
\[ F'_2(s) \geq 0 \quad \text{for } s > 0 \quad \text{and} \quad F'_2(s) > 0 \quad \text{for } s > \delta. \]

### 2.1 The auxiliary problem

For each \( j \in \{1, \ldots, k\} \), we fix a bounded open subset \( \Omega'_j \) with smooth boundary such that
(i) \( \overline{\Omega'_j} \subset \Omega'_j \);
(ii) \( \overline{\Omega'_j} \cap \overline{\Omega'_l} = \emptyset \) for all \( j \neq l \).

From now on, we fix a non-empty subset \( \Gamma \subset \{1, \ldots, k\} \) and \( R > 0 \) such that \( \Omega'_\Gamma \subset B_R(0) \) and
\[ \Omega_\Gamma = \bigcup_{j \in \Gamma} \Omega'_j, \quad \Omega'_\Gamma = \bigcup_{j \in \Gamma} \Omega'_j. \]

Let \( l > 0 \) small and \( a_0 > 0 \) such that \( F'_2(a_0)/a_0 = l \). It is clear that \( a_0 > \delta \). We define
\[ \tilde{F}'_2(s) = \begin{cases} F'_2(s), & 0 \leq s \leq a_0, \\ l s, & s \geq a_0 \end{cases} \]
and
\[ G'_2(x,t) = \chi_\Gamma(x) F'_2(t) + (1 - \chi_\Gamma(x)) \tilde{F}'_2(t), \]
where
\[ \chi_\Gamma(x) = \begin{cases} 1, & x \in \Omega'_\Gamma, \\ 0, & x \in B_R(0) \setminus \Omega'_\Gamma. \end{cases} \]

Now we consider the existence of the solution for the problem
\[
\begin{cases}
-\Delta u + (\lambda V(x) + 1)u = G'_2(x,u^+) - F'_1(u) & \text{in } B_R(0), \\
u = 0 & \text{on } \partial B_R(0).
\end{cases} \tag{M_{\lambda,R}}
\]

Notice that if \( u_{\lambda,R} \) is a positive solution of \((M_{\lambda,R})\) with \( 0 < u_{\lambda,R} \leq a_0 \) for all \( x \in B_R(0) \setminus \Omega'_\Gamma \), then \( G'_2(x,u_{\lambda,R}) = F'_2(u_{\lambda,R}) \), so \( u_{\lambda,R} \) is also a positive solution of
\[
\begin{cases}
-\Delta u + \lambda V(x)u = u \log u^2 & \text{in } B_R(0), \\
u > 0 & \text{in } B_R(0), \\
u = 0 & \text{on } \partial B_R(0).
\end{cases} \tag{P_{\lambda,R}}
\]

Moreover, we shall look for the nontrivial critical points for the functional
\[
\Phi_{\lambda,R}(u) = \frac{1}{2} \int_{B_R(0)} (|\nabla u|^2 + (\lambda V(x) + 1)|u|^2) dx + \int_{B_R(0)} F_1(u) dx - \int_{B_R(0)} G_2(x,u^+) dx,
\]
where
\[ u^+ = \max\{u(x), 0\} \quad \text{and} \quad G_2(x, t) = \int_0^t G_2'(x, s)ds, \quad \forall (x, t) \in B_R(0) \times \mathbb{R}. \]

It is standard to show that \( \Phi_{\lambda, R} \in C^1(E_{\lambda, R}, \mathbb{R}) \).

Our first lemma establishes that the functional \( \Phi_{\lambda, R} \) satisfies the mountain pass geometry (see [29]).

**Lemma 2.1.** For all \( \lambda > 0 \), the functional \( \Phi_{\lambda, R} \) satisfies the following conditions:
(i) \( \Phi_{\lambda, R}(0) = 0 \);
(ii) there exist \( \alpha, \rho > 0 \) such that \( \Phi_{\lambda, R}(u) \geq \alpha \) for any \( u \in E_{\lambda, R} \) with \( \|u\|_{\lambda, R} = \rho \);
(iii) there exists \( e \in E_{\lambda, R} \) with \( \|e\|_{\lambda, R} > \rho \) such that \( \Phi_{\lambda, R}(e) < 0 \).

**Proof.** (i) It is clear.
(ii) Note that \( \Phi_{\lambda, R}(u) \geq \frac{1}{2}\|u\|^2_{\lambda, R} - \int_{B_R(0)} F_2(u^+)dx \). Hence, from (2.2),
\[
\Phi_{\lambda, R}(u) \geq \frac{1}{2}\|u\|^2_{\lambda, R} - C\|u\|^p_{\lambda, R} \geq C_1 > 0
\]
for some \( C_1 > 0 \) and \( \|u\|_{\lambda, R} > 0 \) small enough. Here, the constant \( C_1 \) does not depend on \( \lambda \) and \( R \).
(iii) Fixing \( 0 < v \in C_0^\infty(\Omega_R) \), by (2.1), we have
\[
\Phi_{\lambda, R}(sv) = s^2\left[ \Phi_{\lambda, R}(v) - \log s \int_{B_R(0)} v^2dx \right] \to -\infty \quad \text{as} \quad s \to +\infty.
\]
Thereby, there exists \( s_0 > 0 \) independent of \( \lambda > 0 \) and \( R > 0 \) large enough such that \( \Phi_{\lambda, R}(sv) < 0 \). \( \Box \)

The mountain pass level associated with \( \Phi_{\lambda, R} \), denoted by \( c_{\lambda, R} \), is given by
\[
c_{\lambda, R} = \inf_{\gamma \in \Gamma_{\lambda, R}} \max_{t \in [0, 1]} \Phi_{\lambda, R}(\gamma(t)),
\]
where \( \Gamma_{\lambda, R} = \{ \gamma \in C([0, 1], E_{\lambda, R}) : \gamma(0) = 0 \text{ and } \Phi_{\lambda, R}(\gamma(1)) < 0 \} \). Notice that by Lemma 2.1,
\[
c_{\lambda, R} \geq \alpha > 0, \quad \forall \lambda > 0, \quad R > 0 \text{ large enough}.
\]

In order to show the boundedness of the (PS) sequence of \( \Phi_{\lambda, R} \), we need a new logarithmic inequality, whose proof can be found in [17, p. 153].

**Lemma 2.2.** There exist constants \( A, B > 0 \) such that
\[
\int |u|^2 \log(|u|^2)dx \leq A + B \log(\|u\|), \quad \forall u \in H^1(\mathbb{R}^N) \setminus \{0\}.
\]

As an immediate consequence we have the corollary.

**Corollary 2.3.** There exist \( C, \Theta > 0 \) such that if \( u \in H^1(\mathbb{R}^N) \) and \( \|u\| \geq \Theta \), then
\[
\int |u|^2 \log(|u|^2)dx \leq C(1 + \|u\|).
\]

By the definition of \( G_2 \), it is easy to see that \( G_2(x, s) \leq F_2(s) \), \( s \geq 0 \). Consequently,
\[
\Phi_{\lambda, R}(u) \geq \frac{1}{2} \int_{B_R(0)} (|\nabla u|^2 + (\lambda V(x) + 1)|u|^2)dx - \frac{1}{2} \int_{B_R(0)} (u^+)^2 \log(u^+)^2dx \quad (2.3)
\]
for all \( u \in E_{\lambda, R} \).

**Lemma 2.4.** Let \( (u_n) \subset E_{\lambda, R} \) be a sequence such that \( (\Phi_{\lambda, R}(u_n)) \) is bounded in \( \mathbb{R} \). Then \( (u_n) \) is a bounded sequence in \( E_{\lambda, R} \).

**Proof.** Since \( (\Phi_{\lambda, R}(u_n)) \) is bounded, there exists \( M > 0 \) such that
\[
M \geq \Phi_{\lambda, R}(u_n), \quad \forall n \in \mathbb{N}.
\]
The functional

Without loss of generality, we will assume that

For all

Corollary 2.6. If

By Corollary 2.6, the sequence

From this, assume that there exists

Thus by (2.3),

If 0

As a byproduct of the last lemma, we have the following result.

Our next lemma shows that \( \Phi_{\lambda,R} \) verifies the (PS) condition.

Lemma 2.7. The functional \( \Phi_{\lambda,R} \) satisfies the (PS) condition.

Proof. Let \((u_n) \subset E_{\lambda,R} \) be a (PS) \( q \) sequence for \( \Phi_{\lambda,R} \), i.e.,

\[ \Phi_{\lambda,R}(u_n) \to d \quad \text{and} \quad \Phi'_{\lambda,R}(u_n) \to 0. \]

By Corollary 2.6, the sequence \((u_n)\) is bounded in \( E_{\lambda,R} \). Without loss of generality, we can assume that there exist \( u \in E_{\lambda,R} \) and a subsequence of \((u_n)\), still denoted by itself, such that

\[ u_n \to u \quad \text{in} \quad E_{\lambda,R}, \]

\[ u_n \to u \quad \text{in} \quad L^q(B_R(0)), \quad \forall q \in [1, 2^*) \]

and

\[ u_n(x) \to u(x) \quad \text{a.e. in} \quad B_R(0). \]

For all \( t \in \mathbb{R} \) and by fixing \( p \in (2, 2^*) \), we see that there exists \( C > 0 \) such that

\[ |G_2'(x,t)| \leq t|t| + C|t|^{p-1}, \quad \forall t \in \mathbb{R} \]

and

\[ |F_1'(t)| \leq C(1 + |t|^p), \quad \forall t \in \mathbb{R}. \]

Hence, by the Sobolev embeddings,

\[ \int_{B_R(0)} G_2'(x,u_n^+)u_n^+ dx \to \int_{B_R(0)} G_2'(x,u^+)u^+ dx, \quad \int_{B_R(0)} F_1'(u_n)u_n dx \to \int_{B_R(0)} F_1'(u)u dx \]
and
\[ \int_{B_R(0)} G_2'(x, u^+_n)vdx \to \int_{B_R(0)} G_2'(x, u^+)vdx, \]
\[ \int_{B_R(0)} F_1'(u_n)vdx \to \int_{B_R(0)} F_1'(u)vdx \]
for any \( v \in E_{\lambda,R} \).

Now, using the limits \( \Phi_{\lambda,R}(u_n)u_n = \Phi_{\lambda,R}(u_n)u = o_n(1) \), we obtain
\[ |u_n - u|^2_{\lambda,R} = \int_{B_R(0)} (G_2'(x, u^+_n) - G_2'(x, u^+))(u^+_n - u^+)dx \]
\[ - \int_{B_R(0)} (F_1'(u_n) - F_1'(u))(u_n - u)dx + o_n(1) = o_n(1), \]
showing the desired result. \( \square \)

**Theorem 2.8.** The problem \((M_{\lambda,R})\) has a positive solution \( u_{\lambda,R} \in E_{\lambda,R} \) such that \( \Phi_{\lambda,R}(u_{\lambda,R}) = c_{\lambda,R} \), where \( c_{\lambda,R} \) denotes the mountain pass level associated with \( \Phi_{\lambda,R} \).

**Proof.** The existence of the nontrivial solution \( u_{\lambda,R} \) is an immediate result of Lemma 2.1, Corollary 2.6 and Lemma 2.7. The function \( u_{\lambda,R} \) is nonnegative, because
\[ \Phi_{\lambda,R}(u_{\lambda,R})(u_{\lambda,R}) = 0 \Rightarrow u_{\lambda,R} = 0, \]
where \( u_{\lambda,R}^- = \min \{u_{\lambda,R}, 0\} \). By the maximum principle (see [27, Theorem 1]), we have \( u_{\lambda,R}(x) > 0 \) for a.e. \( x \in B_R(0) \). \( \square \)

### 2.2 The \((PS)_{\infty,R}\) condition

In the sequel, for each \( R > 0 \), we study the behavior of a \((PS)_{\infty,R}\) sequence for \( \Phi_{\lambda,R} \), i.e., a sequence \( \{u_n\} \subset H_0^1(B_R(0)) \) satisfying
\[ u_n \in E_{\lambda,R} \quad \text{and} \quad \lambda_n \to \infty, \]
\[ \Phi_{\lambda_n,R}(u_n) \to c, \]
\[ ||\Phi_{\lambda_n,R}'(u_n)|| \to 0. \]

**Proposition 2.9.** Let \( \{u_n\} \subset H_0^1(B_R(0)) \) be a \((PS)_{\infty,R}\) sequence. Then for some subsequence, still denoted by \( \{u_n\} \), there exists \( u \in H_0^1(\Omega) \) such that
\[ u_n \rightharpoonup u \quad \text{in} \quad H_0^1(B_R(0)). \]
Moreover,
(i) \( u_n \) converges to \( u \) in the strong sense, i.e.,
\[ ||u_n - u||_{\lambda_n,R} \to 0, \]
and hence,
\[ u_n \to u \quad \text{in} \quad H_0^1(B_R(0)); \]
(ii) \( u \equiv 0 \) in \( B_R(0) \setminus \Omega \) and \( u \) is a solution of
\[ \begin{cases} -\Delta u = u \log u^2 & \text{in} \ \Omega, \\ u = 0 & \text{on} \ \partial \Omega; \end{cases} \quad \text{(P_{\infty,\Gamma})} \]
(iii) \( u_n \) also satisfies
\[ \lambda_n \int_{B_R(0)} V(x)|u_n|^2dx \to 0, \]
\[ ||u_n||_{\lambda_n,R(0) \setminus \Omega \Gamma}^2 \to 0, \]
\[ ||u_n||_{\lambda_n,\Omega_j}^2 \to \int_{\Omega_j} (|\nabla u|^2 + |u|^2)dx \quad \text{for all} \ j \in \Gamma. \]
Proof. By Corollary 2.5, there exists $K > 0$ such that
\[ \|u_n\|_{\lambda_n, R}^2 \leq K, \quad \forall n \in \mathbb{N}. \]
Thus, $(u_n)$ is bounded in $H^1_0(B_R(0))$ and we can assume that for some $u \in H^1_0(B_R(0))$,
\[ u_n \rightharpoonup u \quad \text{weakly in } H^1_0(B_R(0)) \]
and
\[ u_n(x) \to u(x) \quad \text{a.e. in } B_R(0). \]
Fixing $C_m = \{ x \in B_R(0) : V(x) \geq \frac{1}{m} \}$, we have
\[ \int_{C_m} |u_n|^2 dx \leq \frac{m}{\lambda_n} \int_{B_R(0)} \lambda_n V(x)|u_n|^2 dx, \]
i.e.,
\[ \int_{C_m} |u_n|^2 dx \leq \frac{m}{\lambda_n} \|u_n\|^2_{\lambda_n, R}. \]
The last inequality together with Fatou’s lemma yields
\[ \int_{C_m} |u|^2 dx = 0, \quad \forall m \in \mathbb{N}. \]
Then $u(x) = 0$ on $\bigcup_{m=1}^{+\infty} C_m = B_R(0) \setminus \Omega$, so $u|_{\Omega_j} \in H^1_0(\Omega_j)$, $j \in \{1, \ldots, k\}$. From this, we are able to prove (i)–(iii).

(i) Since $u = 0$ in $B_R(0) \setminus \Omega$ and $\Phi'_{\lambda_n, R}(u_n)u_n = \Phi'_{\lambda_n, R}(u_n)u = o_n(1)$, we have
\[ \int_{B_R(0)} (|\nabla u_n| - |\nabla u|)^2 + (\lambda_n V(x) + 1)|u_n - u|^2 dx \to 0, \]
which implies that $u_n \rightharpoonup u$ in $H^1_0(B_R(0))$.

(ii) Since $u \in H^1_0(B_R(0))$ and $u = 0$ in $B_R(0) \setminus \Omega$, we deduce that $u \in H^1_0(\Omega)$, or equivalently, $u|_{\Omega_j} \in H^1_0(\Omega_j)$ for $j = 1, \ldots, k$. Moreover, $u_n \rightharpoonup u$ in $H^1_0(B_R(0))$ combined with $\Phi'_{\lambda_n, R}(u_n)\varphi \to 0$ as $n \to +\infty$ for each $\varphi \in C_c^\infty(\Omega_j)$ implies that
\[ \int_{\Omega_j} (\nabla u \nabla \varphi + u \varphi) dx + \int_{\Omega_j} F'_2(u) \varphi dx - \int_{\Omega_j} F'_2(u^+) \varphi dx = 0, \]
from which it follows that $u|_{\Omega_j}$ is a solution for $(P_{\infty, \Gamma})$.

On the other hand, for each $j \in \{1, 2, \ldots, k\} \setminus \Gamma$,
\[ \int_{\Omega_j} (|\nabla u|^2 + u^2) dx + \int_{\Omega_j} F'_2(u) u dx = \int_{\Omega_j} F'_2(u^+) u^+ dx = 0. \]
By the fact that $F'_2(s)s \geq 0$ and $F'_2(s)s \leq ls^2$ for all $s \in \mathbb{R}^+$, we derive that
\[ \int_{\Omega_j} (|\nabla u|^2 + u^2) dx \leq \int_{\Omega_j} F'_2(u^+) u^+ dx \leq l \int_{\Omega_j} u^2 dx. \]
Since $l < 1$, $u = 0$ in $\Omega_j$ for $j \in \{1, 2, \ldots, k\} \setminus \Gamma$ and $u \geq 0$ in $B_R(0)$, which shows (ii).

To prove (iii), note that from (i),
\[ \int_{B_R(0)} \lambda_n V(x)|u_n|^2 dx = \int_{B_R(0)} \lambda_n V(x)|u_n - u|^2 dx \leq C\|u_n - u\|^2_{\lambda_n, R}, \]
so
\[ \int_{B_R(0)} \lambda_n V(x)|u_n|^2 dx \to 0 \quad \text{as } n \to +\infty. \]
Moreover, from (i) and (ii), it is easy to check that
\[ \|u_n\|^2_{L^2(\Omega_{\Gamma})} \to 0, \]
\[ \|u_n\|^2_{L^2(\Omega_j)} \to \int_{\Omega_j} (|\nabla u|^2 + |u|^2) \, dx \quad \text{for all } j \in \Gamma. \]
This completes the proof. \( \square \)

With a few modifications in the arguments in the proof of Proposition 2.9 and using Corollary 2.5, we also have the result below that will be used in Section 3.

**Proposition 2.10.** Let \( u_n \in E_{\lambda_n,R_n} \) be a \((PS)_{\infty,R_n}\) sequence with \( R_n \to +\infty \), i.e.,
\[ u_n \in E_{\lambda_n,R_n} \quad \text{and} \quad \lambda_n \to \infty, \]
\[ \Phi_{\lambda_n,R_n}(u_n) \to c, \]
\[ \|\Phi'_{\lambda_n,R_n}(u_n)\| \to 0. \]
Then for some subsequence, still denoted by \((u_n)\), there exists \( u \in H^1_0(\Omega) \) such that
\[ u_n \rightharpoonup u \quad \text{in } H^1(\mathbb{R}^N). \]
Moreover,
(i) \( \|u_n - u\|_{L^2(\Omega_{\Gamma})} \to 0 \), so \( u_n \to u \quad \text{in } H^1(\mathbb{R}^N); \)
(ii) \( u \equiv 0 \) in \( \mathbb{R}^N \setminus \Omega_{\Gamma} \) and \( u \) is a solution of
\[ \begin{cases} -\Delta u = u \log u^2 & \text{in } \Omega_{\Gamma}, \\ u = 0 & \text{on } \partial\Omega_{\Gamma}; \end{cases} \quad (P_{\infty,\Gamma}) \]
(iii) \( u_n \) also satisfies
\[ \lambda_n \int_{B_{R_n}(0)} V(x)|u_n|^2 \, dx \to 0, \]
\[ \|u_n\|^2_{L^2(B_{R_n}(0) \setminus \Omega_{\Gamma})} \to 0, \]
\[ \|u_n\|^2_{L^2(\Omega_j)} \to \int_{\Omega_j} (|\nabla u|^2 + |u|^2) \, dx \quad \text{for all } j \in \Gamma. \]

**Proof.** First of all, the boundedness of \((\Phi_{\lambda_n,R_n}(u_n))\) implies that there exists \( K > 0 \) such that
\[ \|u_n\|^2_{L^2(\Omega_{\Gamma})} \leq K, \quad \forall n \in \mathbb{N}. \]
Thus, \((u_n)\) is bounded in \( H^1(\mathbb{R}^N) \) and we can assume that for some \( u \in H^1(\mathbb{R}^N), \)
\[ u_n \to u \quad \text{in } H^1(\mathbb{R}^N) \]
and
\[ u_n(x) \to u(x) \quad \text{a.e. in } \mathbb{R}^N, \]
and \( u(x) = 0 \) on \( \mathbb{R}^N \setminus \Omega. \)
(i) Let \( 0 < R < R_n \) and \( \phi_R \in C^\infty(\mathbb{R}^N, \mathbb{R}) \) be a cut-off function such that
\[ \phi_R = 0, \quad x \in B_{R/2}(0), \quad \phi_R = 1, \quad x \in B_R(0), \quad 0 \leq \phi_R \leq 1 \quad \text{and} \quad |\nabla \phi_R| \leq C/R, \]
where \( C > 0 \) is a constant independent of \( R \). Since the sequence \((\|\phi_R u_n\|_{L^2(\Omega_{\Gamma})})\) is bounded, we derive that
\[ \Phi'_{\lambda_n,R_n}(u_n)(\phi_R u_n) = o_n(1), \]
i.e.,
\[
\int (|\nabla u_n|^2 + (\lambda_n V(x) + 1)|u_n|^2) \phi_R dx = \int_{\Omega_1^c} F'_2(u_n^+) \phi_R u_n dx + \int_{\mathbb{R}^N \setminus \Omega_1^c} \tilde{F}'_2(u_n^+) \phi_R u_n dx \\
- \int u_n \nabla u_n \nabla \phi_R dx - \int F'_1(u_n) \phi_R u_n dx + o_n(1).
\]

By choosing \( R > 0 \) such that \( \Omega_1^c \subset B_{R/2}(0) \), we see that Hölder’s inequality together with the boundedness of the sequence \( (\|u_n\|)_{\lambda_n, R_n} \) in \( \mathbb{R} \) leads to
\[
\int (|\nabla u_n|^2 + (\lambda_n V(x) + 1)|u_n|^2) \phi_R dx \leq l \int |u_n|^2 \phi_R dx + \frac{C}{R} \|u_n\|_{\lambda_n, R_n}^2 + o_n(1).
\]

Therefore, by fixing \( \zeta > 0 \) and passing to the limit in the last inequality, we have
\[
\limsup_{n \to \infty} \int_{\mathbb{R}^N \setminus B_R(0)} (|\nabla u_n|^2 + (\lambda_n V(x) + 1)|u_n|^2) dx \leq \frac{C}{R} < \zeta \tag{2.5}
\]
for some \( R \) sufficiently large.

Since \( G'_2 \) has a subcritical growth, the above estimate (2.5) ensures that
\[
\int G'_2(x, u_n^+) dw \to \int G'_2(x, u^+) dw, \quad \forall w \in C_0^\infty(\mathbb{R}^N),
\]
\[
\int G'_2(x, u_n^+) u_n^+ dx \to \int G'_2(x, u^+) u^+ dx
\]
and
\[
\int G_2(x, u_n^+) dx \to \int G_2(x, u^+) dx.
\]

Now, recalling that \( \lim_{n \to \infty} \Phi'_{\lambda_n, R_n}(u_n) w = 0 \) for all \( w \in C_0^\infty(\mathbb{R}^N) \) and \( \|u_n\|_{\lambda_n, R_n}^2 \leq K, \quad \forall n \in \mathbb{N} \), we deduce that
\[
\int (\nabla u \nabla \omega + u \omega) dx + \int F'_1(u) \omega dx = \int G'_2(x, u^+) \omega dx,
\]
so
\[
\int (|\nabla u|^2 + |u|^2) dx + \int F'_1(u) dx = \int G'_2(x, u^+) u^+ dx.
\]

This together with the equality \( \lim_{n \to \infty} \Phi'_{\lambda_n, R_n}(u_n) u_n = 0 \), i.e.,
\[
\int (|\nabla u_n|^2 + (\lambda_n V(x) + 1)|u_n|^2) dx + \int F'_1(u_n) u_n dx = \int G'_2(x, u_n^+) u_n^+ dx + o_n(1)
\]
leads to
\[
\lim_{n \to \infty} \left( \int (|\nabla u_n|^2 + (\lambda_n V(x) + 1)|u_n|^2) dx + \int F'_1(u_n) u_n dx \right) \\
= \int (|\nabla u|^2 + |u|^2) dx + \int F'_1(u) u dx,
\]
from which it follows that for some subsequence,
\[
u_n \to u \quad \text{in} \quad H^1(\mathbb{R}^N), \quad \lambda_n \int V(x)|u|^2 dx \to 0
\]
and
\[
F'_1(u_n) u_n \to F'_1(u) u \quad \text{in} \quad L^1(\mathbb{R}^N).
\]

Since \( F_1 \) is convex, even and \( F(0) = 0 \), we know that \( F'_1(t) t \geq F_1(t) \geq 0 \) for all \( t \in \mathbb{R} \). Thus, the last limit together with the Lebesgue dominated convergence theorem yields
\[
F_1(u_n) \to F_1(u) \quad \text{in} \quad L^1(\mathbb{R}^N).
\]
Combining (2.8)–(2.10), we have Lemma 2.11.

Let \( u \) be a family of positive solutions of (\( M_{\lambda,R} \)) such that \( (\Phi_{\lambda,R}(u)) \) is bounded in \( \mathbb{R} \) for any \( \lambda > 0 \) and \( R > 0 \) large enough. Then there exist \( K > 0 \) that does not depend on \( \lambda > 0 \) and \( R > 0 \), and \( R^* > 0 \) such that
\[
|u_{\lambda,R}|_{\infty,R} \leq K, \quad \forall \lambda > 0 \quad \text{and} \quad R \geq R^*.
\]

Proof. For each \( \lambda > 0, L > 0 \) and \( \beta > 1 \), let
\[
\begin{align*}
    u_{L,\lambda} &:= \begin{cases} 
u_{L,\lambda}, & \text{if } u_{L,\lambda} \leq L, \\ L, & \text{if } u_{L,\lambda} \geq L, \end{cases} \\
    z_{L,\lambda} &:= u_{L,\lambda}^{2(\beta-1)} \quad \text{and} \quad \omega_{L,\lambda} = u_{L,\lambda}^{\beta-1}.
\end{align*}
\]
Using the fact that \( u_{L,\lambda} \) is a positive solution to (\( M_{\lambda,R} \)) and taking \( z_{L,\lambda} \) as a test function, we have
\[
\begin{align*}
    &\iint_{B_R(0)} u_{L,\lambda}^{2(\beta-1)}|\nabla u_{L,\lambda}|^2 dx + 2(\beta-1) \iint_{B_R(0)} u_{L,\lambda}^{2\beta-3} u_{L,\lambda} \nabla u_{L,\lambda} \nabla u_{L,\lambda} dx \\
    &+ \iint_{B_R(0)} (\lambda V(x) + 1) u_{L,\lambda}^{2(\beta-1)} |u_{L,\lambda}|^2 dx + \iint_{B_R(0)} F'(u_{L,\lambda}) u_{L,\lambda}^{2(\beta-1)} u_{L,\lambda} dx \\
    &= \iint_{B_R(0)} G'_2(x, u_{L,\lambda}) u_{L,\lambda}^{2(\beta-1)} u_{L,\lambda} dx.
\end{align*}
\] (2.6)

From the definition of \( G_2 \),
\[
G'_2(x, t) \leq F'_2(t) \leq C t^{p-1}, \quad \forall (x, t) \in \mathbb{R}^N \times \mathbb{R}^+,
\] (2.7)
where \( p \in (2, 2^*) \). Hence, from (2.6) and (2.7),
\[
\iint_{B_R(0)} (|\nabla \omega_{L,\lambda}|^2 + |\omega_{L,\lambda}|^2) dx \leq C \iint_{B_R(0)} u_{L,\lambda}^p u_{L,\lambda}^{2(\beta-1)} dx = C \iint_{B_R(0)} u_{L,\lambda}^{p-2} \omega_{L,\lambda}^2 dx.
\] (2.8)

Using Hölder’s inequality, we have
\[
\iint_{B_R(0)} u_{L,\lambda}^{p-2} \omega_{L,\lambda}^2 dx \leq C \beta^2 \left( \iint_{B_R(0)} u_{L,\lambda}^p dx \right)^{(p-2)/p} \left( \iint_{B_R(0)} \omega_{L,\lambda}^2 dx \right)^{2/p}.
\] (2.9)

On the other hand, by the Sobolev inequality,
\[
\left( \iint_{B_R(0)} |\omega_{L,\lambda}|^2 dx \right)^{2/2^*} \leq C \iint_{B_R(0)} (|\nabla \omega_{L,\lambda}|^2 + |\omega_{L,\lambda}|^2) dx.
\] (2.10)

Combining (2.8)–(2.10), we have
\[
\left( \iint_{B_R(0)} |\omega_{L,\lambda}|^2 dx \right)^{2/2^*} \leq C \beta^2 \left( \iint_{B_R(0)} u_{L,\lambda}^p dx \right)^{2/p}.
\]
Using Fatou’s lemma in the variable \( L \), one has
\[
\left( \int_{B_R(0)} |u_\lambda|^{2^*} \beta^* \, dx \right)^{2/2^*} \leq C \beta^2 \left( \int_{B_R(0)} u_\lambda^{p^*} \, dx \right)^{2/p},
\]
so
\[
\left( \int_{B_R(0)} |u_\lambda|^{2^*} \beta^* \, dx \right)^{1/2^*} \leq C^{1/\beta} \beta^{1/\beta} \left( \int_{B_R(0)} u_\lambda^{p^*} \, dx \right)^{1/p^*}.
\] (2.11)

Since \((\Phi_{\lambda,R}(u_{\lambda,R}))\) is bounded in \( \mathbb{R} \) for any \( \lambda > 0 \) and \( R > 0 \) large enough and \((u_{\lambda,R})\) is a solution of \((M_{\lambda,R})\), by arguing as in Subsection 2.1, we see that there exists \( C > 0 \) such that
\[
\|u_{\lambda,R}\|_{L^\infty(\mathbb{R}^N)} \leq C
\]
for \( \lambda > 0 \) and \( R > 0 \) large enough.

Fixing any sequences \( \lambda_n \to +\infty \) and \( R_n \to +\infty \), we may see that \((u_{\lambda_n,R_n})\) satisfies the hypotheses from Proposition 2.10, and then \( u_{\lambda_n,R_n} \to u \) strongly in \( H^1(\mathbb{R}^N) \).

Now, since \( 2 < p < 2^* \) and \((u_{\lambda_n,R_n})_{L^{2^*}(\mathbb{R}^N)}\) is bounded in \( \mathbb{R} \), a well-known iteration argument (see [5, Lemma 3.10]) and (2.11) imply that there exists a positive constant \( K_1 > 0 \) such that
\[
|u_{\lambda_n,R_n}|_{L^\infty(\mathbb{R}^N)} \leq K_1, \quad \forall n \in \mathbb{N}.
\]

From the above analysis, it is easy to see that the lemma follows from arguing by contradiction.

\[\square\]

**Lemma 2.12.** Let \((u_{\lambda,R})\) be a family of positive solutions of \((M_{\lambda,R})\) with \(\Phi_{\lambda,R}(u_{\lambda,R})\) bounded in \( \mathbb{R} \) for any \( \lambda > 0 \) and \( R > 0 \) large enough. Then there exist \( \lambda' > 0 \) and \( R' > 0 \) such that
\[
|u_{\lambda,R}|_{\infty,B_R(0)\setminus\Omega_{\lambda}} \leq a_0, \quad \forall \lambda \geq \lambda', \quad R \geq R'.
\]
In particular, \( u_{\lambda,R} \) solves the original problem \((P_{\lambda,R})\) for any \( \lambda \geq \lambda' \) and \( R \geq R' \).

**Proof.** Choose large \( R_0 > 0 \) such that \( \overline{\Omega}_G \subset B_{R_0}(0) \) and fix a neighborhood \( B \) of \( \partial \Omega_{\lambda} \) such that
\[
B \subset B_{R_0}(0) \setminus \Omega_{\lambda}.
\]

The Moser’s iteration technique implies that there exists \( C > 0 \), which is independent of \( \lambda \), such that
\[
|u_{\lambda,R}|_{L^\infty(\partial \Omega_{\lambda})} \leq C |u_{\lambda,R}|_{L^{2^*}(B)}, \quad \forall R \geq R_0.
\]

Fixing two sequences \( \lambda_n \to +\infty \) and \( R_n \to +\infty \) and using Proposition 2.10, we have for some subsequence that \( u_{\lambda_n,R_n} \to 0 \) in \( H^1(B_{R_n}(0)\setminus\Omega_{\lambda}) \), and then \( u_{\lambda_n,R_n} \to 0 \) in \( H^1(B_{R_n}(0)\setminus\Omega_{\lambda}) \), so
\[
|u_{\lambda_n,R_n}|_{L^{2^*}(B)} \to 0 \quad \text{as} \quad n \to \infty.
\]

Hence, there exists an \( n_0 \in \mathbb{N} \) such that
\[
|u_{\lambda_n,R_n}|_{L^\infty(\partial \Omega_{\lambda})} \leq a_0, \quad \forall n \geq n_0.
\]

Now, for \( n \geq n_0 \) we set \( \tilde{u}_{\lambda_n,R_n} : B_{R_n}(0)\setminus\Omega_{\lambda} \to \mathbb{R} \) given by
\[
\tilde{u}_{\lambda_n,R_n}(x) = (u_{\lambda_n,R_n} - a_0)^+(x).
\]

Thereby, \( \tilde{u}_{\lambda_n,R_n}(x) \in H^1_0(B_{R_n}(0)\setminus\Omega_{\lambda}) \). Our goal is to show that \( \tilde{u}_{\lambda_n,R_n}(x) = 0 \) in \( B_{R_n}(0)\setminus\Omega_{\lambda} \), because this will ensure that
\[
|u_{\lambda_n,R_n}|_{\infty,B_{R_n}(0)\setminus\Omega_{\lambda}} \leq a_0.
\]

In fact, extending \( \tilde{u}_{\lambda_n,R_n}(x) = 0 \) in \( \Omega_{\lambda} \) and taking \( \tilde{u}_{\lambda,R} \) as a test function, we obtain
\[
\int_{B_{R_n}(0)\setminus\Omega_{\lambda}} \nabla u_{\lambda,R_n} \nabla \tilde{u}_{\lambda_n,R_n} \, dx + \int_{B_{R_n}(0)\setminus\Omega_{\lambda}} (\lambda_n V(x) + 1) u_{\lambda,R_n} \tilde{u}_{\lambda_n,R_n} \, dx
\]
bounded, and Rabinowitz [11], there exist two positive functions which are the energy functionals associated with the following logarithmic equations:

\[ 2.4 \text{ A special minimax level} \]

\[
\int_{B_{R_n}(0)\setminus \Omega^*_1} \nabla u_{\lambda, R_n} \nabla \tilde{u}_{\lambda, R_n} \, dx = \int_{B_{R_n}(0)\setminus \Omega^*_1} |\nabla \tilde{u}_{\lambda, R_n}|^2 \, dx,
\]

\[
\int_{B_{R_n}(0)\setminus \Omega^*_1} (\lambda_n V(x) + 1) u_{\lambda, R_n} \tilde{u}_{\lambda, R_n} \, dx = \int_{(B_{R_n}(0)\setminus \Omega^*_1)^+} (\lambda_n V(x) + 1)(\tilde{u}_{\lambda, R_n} + a_0) \tilde{u}_{\lambda, R_n} \, dx
\]

and

\[
\int_{B_{R_n}(0)\setminus \Omega^*_1} \tilde{F}_2''(u_{\lambda, R_n}) \tilde{u}_{\lambda, R_n} \, dx = \int_{(B_{R_n}(0)\setminus \Omega^*_1)^+} \frac{\tilde{F}_2''(u_{\lambda, R_n})}{u_{\lambda, R_n}} (\tilde{u}_{\lambda, R_n} + a_0) \tilde{u}_{\lambda, R_n} \, dx,
\]

where

\[
(B_{R_n}(0)\setminus \Omega^*_1)^+ = \{ x \in B_{R_n}(0)\setminus \Omega^*_1 : u_{\lambda, R_n}(x) > a_0 \}.
\]

From the above equalities, we have

\[
\int_{B_{R_n}(0)\setminus \Omega^*_1} |\nabla \tilde{u}_{\lambda, R_n}|^2 \, dx + \int_{(B_{R_n}(0)\setminus \Omega^*_1)^+} \left( (\lambda_n V(x) + 1) - \frac{\tilde{F}_2''(u_{\lambda, R_n})}{u_{\lambda, R_n}} \right)(\tilde{u}_{\lambda, R_n} + a_0) \tilde{u}_{\lambda, R_n} \, dx = 0.
\]

By the definition of \( \tilde{F}_2'' \), we know that

\[
(\lambda_n V(x) + 1) - \frac{\tilde{F}_2''(u_{\lambda, R_n})}{u_{\lambda, R_n}} \geq 1 - l > 0 \text{ in } (B_{R_n}(0)\setminus \Omega^*_1)^+.
\]

Thus, \( \tilde{u}_{\lambda, R_n} = 0 \) in \( (B_{R_n}(0)\setminus \Omega^*_1)^+ \) and \( B_{R_n}(0)\setminus \Omega^*_1 \). From the above arguments, there exist \( \lambda' > 0 \) and \( R' > 0 \) such that

\[
|u_{\lambda, R}|_{2, B_{R_n}(0)\setminus \Omega^*_1} \leq a_0, \quad \forall \lambda \geq \lambda', \quad R \geq R'.
\]

The proof is completed. \( \square \)

2.4 A special minimax level

In this subsection, for any \( \lambda > 0 \) and \( j \in \Gamma \), let us denote by \( I_j : H^1_0(\Omega_j) \to \mathbb{R} \) and \( I_{\lambda, j} : H^1(\Omega'_j) \to \mathbb{R} \) the functionals given by

\[
I_j(u) = \frac{1}{2} \int_{\Omega_j} (|\nabla u|^2 + |u|^2) \, dx - \frac{1}{2} \int_{\Omega_j} u^2 \log u^2 \, dx,
\]

\[
I_{\lambda, j}(u) = \frac{1}{2} \int_{\Omega'_j} (|\nabla u|^2 + (\lambda V(x) + 1)|u|^2) \, dx - \frac{1}{2} \int_{\Omega'_j} u^2 \log u^2 \, dx,
\]

which are the energy functionals associated with the following logarithmic equations:

\[
\begin{cases}
-\Delta u = u \log u^2 & \text{in } \Omega_j, \\
 u = 0 & \text{on } \partial \Omega_j
\end{cases} \tag{D_j}
\]

and

\[
\begin{cases}
-\Delta u + \lambda V(x)u = u \log u^2 & \text{in } \Omega'_j, \\
 \partial_u / \partial \eta = 0 & \text{on } \partial \Omega'_j.
\end{cases} \tag{N_j}
\]

It is immediate to check that \( I_j \) and \( I_{\lambda, j} \) satisfy the mountain pass geometry. Since \( \Omega_j \) and \( \Omega'_j \) are bounded, and \( I_j \) and \( I_{\lambda, j} \) satisfy the (PS) condition, from the mountain pass theorem due to Ambrosetti and Rabinowitz [11], there exist two positive functions \( \omega_j \in H^1_0(\Omega_j) \) and \( \omega_{\lambda, j} \in H^1(\Omega'_j) \) verifying

\[
I_j(\omega_j) = c_j, \quad I_{\lambda, j}(\omega_{\lambda, j}) = c_{\lambda, j} \quad \text{and} \quad I'_j(\omega_j) = I'_{\lambda, j}(\omega_{\lambda, j}) = 0,
\]
Hence, by the definition of $0$ large enough, such that $\rho > 0$ and $\rho > 0$
and
In fact, a simple computation gives

Lemma 2.13. Without loss of generality, we consider $\Gamma = \gamma \in \gamma$ where

In what follows, moreover, by a direct computation, there exists a $\tau > 0$ such that if $u \in N_j$, for any $j \in \Gamma$, then

where $\| \cdot \|_j$ denotes the norm on $H^1_0(\Omega_j)$ given by

In particular, as $\omega_j \in N_j$, we must have $\| \omega_{\lambda,j} \|_j > \tau$, where $\omega_{\lambda,j} = \omega_j |_{\Omega_j}$ for all $j \in \Gamma$.

In what follows, $c_j = \sum_{j=1}^l c_j$ and $T > 0$ is a constant large enough, which does not depend on $\lambda$ and $R > 0$ large enough, such that

Hence, by the definition of $c_j$, one has

Without loss of generality, we consider $\Gamma = \{1, 2, \ldots, l\}$ with $l \leq k$ and fix

We remark that $\gamma_0 \in \Gamma_*$, so $\Gamma_* \neq \emptyset$ and $b_{\lambda,R, \Gamma}$ is well defined.

**Lemma 2.13.** For each $\gamma \in \Gamma_*$, there exists $(t_1, t_2, \ldots, t_l) \in [1/T^2, 1]^l$ such that

\[ I'_{\lambda,j}(\gamma(t_1, \ldots, t_l))\gamma(t_1, \ldots, t_l) = 0 \quad \text{for } j \in \{1, \ldots, l\}. \]
Proof. Given \( \gamma \in \Gamma_* \), consider the map \( \tilde{\gamma} : [1/T^2, 1]^l \rightarrow \mathbb{R}^l \) defined by
\[
\tilde{\gamma}(s_1, \ldots, s_l) = (I_{\lambda_1}(\gamma(s_1, \ldots, s_l)), \ldots, I_{\lambda_l}(\gamma(s_1, \ldots, s_l))) \gamma(s_1, \ldots, s_l).
\]
For \((s_1, \ldots, s_l) \in \partial([1/T^2, 1]^l)\), we know that
\[
\gamma(s_1, \ldots, s_l) = \gamma_0(s_1, \ldots, s_l).
\]
Now, the lemma follows by employing (2.13) and Miranda’s theorem (see [23]).

Lemma 2.14. \(a\) \( \sum_{j=1}^l e_{\lambda,j} \leq b_{\lambda,R,T} \leq c_T \) for any \( \lambda > 0 \) and \( R > 0 \) large enough.
\(b\) For \( \gamma \in \Gamma_* \) and \((s_1, \ldots, s_l) \in \partial([1/T^2, 1]^l)\), we have
\[
\Phi_{\lambda,R}(\gamma(s_1, \ldots, s_l)) < c_T, \quad \forall \lambda > 0.
\]
The proof of the lemma is the same as that of [1, Proposition 4.2], so we omit it.

Corollary 2.15. \(a\) \( b_{\lambda,R,T} \) is a critical value of \( \Phi_{\lambda,R} \) for \( \lambda > 0 \) and \( R > 0 \) large enough.
\(b\) \( b_{\lambda,R,T} \rightarrow c_T \), when \( \lambda \rightarrow +\infty \) uniformly for \( R > 0 \) large enough.
The proof of the corollary is similar to that of [1, Corollary 4.3]. Here, we also omit it.

2.5 A special solution for the auxiliary problem
Hereafter, let us denote by \( \Phi_{\lambda,R}^{cr} \) and \( \Upsilon \) the sets below:
\[
\Phi_{\lambda,R}^{cr} = \{ u \in E_{\lambda,R} : \Phi_{\lambda,R}(u) \leq c_T \}
\]
and
\[
\Upsilon = \left\{ u \in E_{\lambda,R} : \| u \|_{\lambda,\Omega_j} > \frac{\tau}{2T}, \forall j \in \Gamma \right\},
\]
where \( \tau \) and \( T \) were fixed in (2.12) and (2.13), respectively.

Fixing \( \kappa = \frac{\tau}{8T} \) and \( \mu > 0 \), we define
\[
A^{\nu}_{\mu,R} = \{ u \in \Upsilon_2 : \Phi_{\lambda,B(0)\setminus\Omega_T}^j(u) \geq 0, \| u \|_{\lambda,B(0)\setminus\Omega_T}^2 \leq \mu, |I_{\lambda,j}(u) - c_j| \leq \mu, \forall j \in \Gamma \},
\]
where \( \Upsilon_r, r > 0 \) denotes the set
\[
\Upsilon_r = \left\{ u \in E_{\lambda,R} : \inf_{v \in \Upsilon} \| u - v \|_{\lambda,\Omega_j} \leq r, \forall j \in \Gamma \right\}.
\]
Notice that \( w = \sum_{j=1}^l w_j \in A_{\mu,R}^{\nu} \cap \Phi_{\lambda,R}^{cr} \), which shows that \( A_{\mu,R}^{\nu} \cap \Phi_{\lambda,R}^{cr} \neq \emptyset \).

Next, we shall establish a very important uniform estimate of \( \| \Phi_{\lambda,R}'(u) \| \) in the set \((A^{\lambda}_{2\mu,R}) \cap \Phi_{\lambda,R}^{cr}\).

Proposition 2.16. For each \( \mu > 0 \), there exist \( \lambda_\ast > 0, R^* > 0 \) large enough and \( \sigma_0 > 0 \) independent of \( \lambda \) and \( R > 0 \) large enough such that
\[
\| \Phi_{\lambda,R}'(u) \| \geq \sigma_0 \quad \text{for } \lambda \geq \lambda_\ast, \quad R \geq R^* \quad \text{and} \quad u \in (A^{\lambda}_{2\mu,R}) \cap \Phi_{\lambda,R}^{cr}.
\]
Proof. Arguing by contradiction, we assume that there exist \( \lambda_n, R_n \rightarrow \infty \) and \( u_n \in (A^{\lambda}_{2\mu,R}) \cap \Phi_{\lambda,R}^{cr} \) such that
\[
\| \Phi_{\lambda_n,R_n}(u_n) \| \rightarrow 0.
\]
Since \( u_n \in A^{\lambda}_{2\mu,R} \), we know that \((\| u_n \|_{\lambda_n,R_n})\) and \((\Phi_{\lambda_n,R_n}(u_n))\) are both bounded. Then passing to a subsequence if necessary, we can assume that \((\Phi_{\lambda_n,R_n}(u_n))\) is a convergent sequence. Thus, from Proposition 2.10, there exists \( 0 \leq u \in H^1_0(\Omega_T) \) such that \( u \) is a solution for (D) and
\[
\text{As } (u_n) \subset \Upsilon_{2\kappa}, \text{ it occurs that } \quad \| u_n \|_{\lambda_n,\Omega_j}^2 > \frac{\tau}{4T}, \quad \forall j \in \Gamma,
\]
Therefore, \( u_n \rightarrow +\infty \), we obtain the inequality below:
\[
\|u\|_j^2 \geq \frac{\tau}{4T} > 0, \quad \forall j \in \Gamma,
\]
which yields \( u|_{\Omega_j} \neq 0, \ j = 1, \ldots, l \) and \( I'_\tau(u) = 0 \). Consequently, by (2.12),
\[
\|u\|_j^2 > \frac{\tau}{2T} > 0, \quad \forall j \in \Gamma.
\]
In this way, \( I_\tau(u) \geq c_\tau \). However, from the fact that \( \Phi_{\lambda_n, R_n}(u_n) \leq c_\tau \) and \( \Phi_{\lambda_n, R_n}(u_n) \to I_\tau(u) \) as \( n \to +\infty \), we deduce that \( I_\tau(u) = c_\tau \). Thus, for \( n \) large enough,
\[
\|u_n\|_j^2 > \frac{\tau}{2T}, \quad |\Phi_{\lambda_n, R_n}(u_n) - c_\tau| \leq \mu \quad \text{for any } j \in \Gamma.
\]
Therefore, \( u_n \in A_{\mu, R_n}^\lambda \) for large \( n \), which is a contradiction to \( u_n \in (A_{2\mu, R_n}^\lambda \setminus A_{\mu, R_n}^\lambda) \). Thus, we complete the proof. \( \square \)

In the sequel, \( \mu_1 \) and \( \mu^* \) denote the following numbers:
\[
\min_{t \in \partial[1/T^2, 1]} |I_\tau(\gamma_0(t)) - c_\tau| = \mu_1 > 0
\]
and
\[
\mu^* = \min\{\mu_1, \kappa, \tau/2\},
\]
where \( \kappa = \frac{\tau}{2T} \) was given before and \( r > \max\{\|u_j\|_{\Omega_j} : j = 1, \ldots, l\} \). Moreover, for each \( s > 0 \), \( B_s^\lambda \) denotes the set
\[
B_s^\lambda = \{u \in E_\lambda(B_R(0)) : \|u\|_{\lambda, R} \leq s\} \quad \text{for } s > 0.
\]

**Proposition 2.17.** Let \( \mu \in (0, \mu^*) \), \( \Lambda_n > 0 \) and \( R^* > 0 \) large enough as given in Proposition 2.16. Then for \( \lambda \geq \Lambda_n \) and \( R \geq R^* \), there exists a positive solution \( u_{\lambda, R} \) of \((M_{\lambda, R})\) satisfying \( u_{\lambda, R} \in A_{\mu, R}^\lambda \cap \Phi_{\lambda, R}^{CF} \cap B_{r+1}^\lambda \). Seeking for a contradiction, we assume that there exist no critical points for the functional \( \Phi_{\lambda, R}(u) \in A_{\mu, R}^\lambda \cap \Phi_{\lambda, R}^{CF} \cap B_{r+1}^\lambda \) for \( \lambda \geq \Lambda_n \). Since \( \Phi_{\lambda, R}(u) \) verifies the (PS) condition, there exists a constant \( d_\lambda > 0 \) such that
\[
\|\Phi_{\lambda, R}(u)\| \geq d_\lambda \quad \text{for all } u \in A_{\mu, R}^\lambda \cap \Phi_{\lambda, R}^{CF} \cap B_{r+1}^\lambda.
\]
By Proposition 2.16,
\[
\|\Phi_{\lambda, R}(u)\| \geq \sigma_0 \quad \text{for all } u \in (A_{2\mu, R}^\lambda \setminus A_{\mu, R}^\lambda) \cap \Phi_{\lambda, R}^{CF},
\]
where \( \sigma_0 > 0 \) is independent of \( \lambda \). In what follows, \( \Psi : E_{\lambda, R} \to \mathbb{R} \) is a continuous functional verifying
\[
\Psi(u) = 1 \quad \text{for } u \in A_{\mu/2, R}^\lambda \cap \mathcal{Y}_\kappa \cap B_r^\lambda,
\]
\[
\Psi(u) = 0 \quad \text{for } u \notin A_{\mu/2, R}^\lambda \cap \mathcal{Y}_\kappa \cap B_r^\lambda,
\]
\[
0 \leq \Psi(u) \leq 1, \quad \forall u \in E_{\lambda, R},
\]
and \( H : \Phi_{\lambda, R}^{CF} \to E_\lambda(B_R(0)) \) is a function given by
\[
H(u) := \begin{cases} \Psi(u) \frac{Y(u)}{\|Y(u)\|}, & u \in A_{\mu, R}^\lambda \cap B_{r+1}^\lambda, \\ 0, & u \notin A_{\mu, R}^\lambda \cap B_{r+1}^\lambda. \end{cases}
\]
where \( Y \) is a pseudo-gradient vector field for \( \Phi_{\lambda, R} \) on \( \mathcal{K} = \{u \in E_{\lambda, R} : \Phi_{\lambda, R}(u) \neq 0\} \). Observe that \( H \) is well defined, since \( \Phi_{\lambda, R}(u) \neq 0 \) for \( u \in A_{2\mu, R}^\lambda \cap \Phi_{\lambda, R}^{CF} \). The following inequality
\[
\|H(u)\| \leq 1, \quad \forall \lambda \geq \Lambda_n \quad \text{and } u \in \Phi_{\lambda, R}^{CF}.
\]
guarantees that the deformation flow $\eta : [0, \infty) \times \Phi^{c^r}_{\lambda,R} \to \Phi^{c^r}_{\lambda,R}$ defined by

$$\frac{d\eta}{dt} = H(\eta) \quad \text{and} \quad \eta(0,u) = u \in \Phi^{c^r}_{\lambda,R}$$

verifies

$$\frac{d}{dt}\Phi_{\lambda,R}(\eta(t,u)) \leq -\Psi(\eta(t,u))\|\Phi'_{\lambda,R}(\eta(t,u))\| \leq 0, \quad \eta(t,u) \quad \text{for all} \quad t \geq 0 \quad \text{and} \quad u \in \Phi^{c^r}_{\lambda,R} \setminus (A_{2\mu,R} \cap B^\lambda_{r+1}). \quad (2.14)$$

We now study two paths, which are relevant for what follows:

1. The path $t \to \eta(t, \gamma_0(t))$, where $t = (t_1, \ldots, t_2) \in [1/T^2, 1]^l$.

   Therefore, if $\mu \in (0, \mu^*)$, we have

   $$\gamma_0(t) \not\in A^\lambda_{2\mu,R}, \quad \forall t \in \partial([1/T^2, 1]^l).$$

   Since $\Phi_{\lambda,R}(\gamma_0(t)) \leq c_\Gamma, \forall t \in \partial([1/T^2, 1]^l)$, from (2.15), it follows that

   $$\eta(t, \gamma_0(t)) = \gamma_0(t), \quad \forall t \in \partial([1/T^2, 1]^l).$$

   Therefore, $\eta(t, \gamma_0(t)) \in \Gamma_*$ for all $t \geq 0$.

2. The path $t \to \eta_0(t)$, where $t = (t_1, \ldots, t_2) \in [1/T^2, 1]^l$.

   Since $\supp(\gamma_0(t)) \subset \Omega_\Gamma$ for all $t \in [1/T^2, 1]^l$, $\Phi_{\lambda,R}(\gamma_0(t))$ does not depend on $\lambda > 0$. On the other hand,

   $$\Phi_{\lambda,R}(\gamma_0(t)) \leq c_\Gamma, \quad \forall t \in [1/T^2, 1]^l$$

   and

   $$\Phi_{\lambda,R}(\gamma_0(t)) = c_\Gamma \quad \text{if and only if} \quad t_j = 1/T, \quad \forall j \in \Gamma.$$ 

   Therefore,

   $$m_0 := \sup\{\Phi_{\lambda,R}(u) : u \in \gamma_0([1/T^2, 1]^l)] \setminus A^\lambda_{\mu} \}$$

   is independent of $\lambda, R > 0$ and $m_0 < c_\Gamma$. Now, observing that there exists a $K_* > 0$ such that

   $$|\Phi_{\lambda,R}(u) - \Phi_{\lambda,R}(v)| \leq K_*\|u - v\|_{\lambda,R}, \quad \forall u, v \in B^\lambda_{r},$$

   we claim that if $T_* > 0$ is large enough, the estimate below holds:

   $$\max_{t \in [1/T^2, 1]^l} \Phi_{\lambda}(\eta(T_*, \gamma_0(t))) < \max\left\{ m_0, c_\Gamma - \frac{1}{2K_*} \sigma_0 \mu \right\}. \quad (2.16)$$

   In fact, write $u = \gamma_0(t), t \in [1/T^2, 1]^l$. If $u \not\in A^\lambda_{\mu,R}$, we must have that by (2.14),

   $$\Phi_{\lambda,R}(\eta(t,u)) \leq \Phi_{\lambda,R}(\eta(0,u)) = \Phi_{\lambda,R}(u) \leq m_0, \quad \forall t \geq 0.$$

   On the other hand, if $u \in A^\lambda_{\mu,R}$, by setting $\tilde{\eta}(t) = \eta(t,u), \tilde{d}_\lambda := \min\{d_\lambda, \sigma_0\}$ and $T_* = \frac{\sigma_0 \mu}{2K_* \tilde{d}_\lambda} > 0$, now we distinguish two cases:

   1. $\tilde{\eta}(t) \in A^\lambda_{\mu/2,R} \cap Y_\kappa \cap B^\lambda_{r}, \forall t \in [0, T_\kappa].$

   2. $\tilde{\eta}(t_0) \not\in A^\lambda_{\mu/2,R} \cap Y_\kappa \cap B^\lambda_{r}$ for some $t_0 \in [0, T_\kappa]$. If (1) holds, we have $\Psi(\tilde{\eta}(t)) = 1$ and $\|\Phi'_{\lambda,R}(\tilde{\eta}(t))\| \geq \tilde{d}_\lambda$ for all $t \in [0, T_\kappa]$. Therefore, by (2.14),

   $$\Phi_{\lambda,R}(\tilde{\eta}(T_*)) = \Phi_{\lambda,R}(u) + \int_0^{T_*} \frac{d}{ds} \Phi_{\lambda,R}(\tilde{\eta}(s))ds$$
From the definition of $K_*$, we have
\[
\begin{align*}
\|\tilde{\eta}(t) - \hat{\eta}(t_1)\|_{\Lambda, R} & \geq \frac{1}{K_*} |\Phi_{\Lambda, R}(\tilde{\eta}(t)) - \Phi_{\Lambda, R}(\hat{\eta}(t_1))| \\
& \geq \frac{1}{K_*} \left( |\Phi_{\Lambda, R}(\tilde{\eta}(t_2)) - c_{j_0}| - |\Phi_{\Lambda, R}(\hat{\eta}(t_1)) - c_{j_0}| \right) \\
& \geq \frac{1}{2K_*} \mu.
\end{align*}
\]

By the mean value theorem and $t_2 - t_1 \geq \frac{1}{2K_*/\mu}$, we find
\[
\Phi_{\Lambda, R}(\tilde{\eta}(T_*)) = \Phi_{\Lambda, R}(u) + \int_{0}^{T_*} \frac{d}{ds} \Phi_{\Lambda, R}(\tilde{\eta}(s)) ds \\
\leq \Phi_{\Lambda, R}(u) - \int_{0}^{T_*} \Psi(\tilde{\eta}(s)) \|\Phi'_{\Lambda, R}(\tilde{\eta}(s))\| ds \\
\leq c_T - \int_{t_1}^{t_2} \sigma_0 ds \\
= c_T - \sigma_0 (t_2 - t_1) \\
\leq c_T - \frac{\sigma_0 \mu}{2K_*},
\]
which proves (2.16).

Fixing $\tilde{\eta}(t) = \eta(T_*, \gamma_0(t))$, we have $\tilde{\eta}(t) \in \mathcal{Y}_{2\kappa}$, so $\tilde{\eta}(t)|_{\Omega'_j} \neq 0$ for all $j \in \Gamma$. Thus, $\tilde{\eta} \in \Gamma_*$ and
\[
b_{\Lambda, R, \Gamma} \leq \max_{s \in [t_1/T_*, t_2/T_*]} \Phi_{\Lambda, R}(\tilde{\eta}(s)) \leq \max \left\{ m_0, c_T - \frac{\sigma_0 \mu}{2K_*} \right\} < c_T.
\]
However, by Corollary 2.15, $b_{\Lambda, R, \Gamma} \rightarrow c_T$ as $\Lambda \rightarrow \infty$ uniformly holds for $R > 0$ large enough, which leads to a contradiction.

Thus, we can conclude that $\Phi_{\Lambda, R}$ has a critical point $u_{\Lambda, R} \in A_\mu^\Lambda$ for $\Lambda > 0$ and $R > 0$ large enough.  \[\square\]
3 Proof of Theorem 1.2

From Proposition 2.17, for $\mu \in (0, \mu^*)$ and $\Lambda > 0$, there exists a positive solution $u_{\lambda,R}$ for the problem $(M_{\lambda,R})$ satisfying $u_{\lambda,R} \in A_{\mu,R}^{\lambda} \cap \Phi_{\lambda,R}^{cr} \cap B_{\lambda+1}$ for all $\lambda \geq \Lambda$, and $R \geq R^*$. Now we shall fix $\lambda \geq \Lambda_*$ and take a sequence $R_n \to +\infty$. Thereby, we have a solution $u_{\lambda,n} = u_{\lambda,R_n}$ for $(M_{\lambda,R_n})$ with $u_{\lambda,n} \in A_{\mu,R_n}^{\lambda} \cap \Phi_{\lambda,R_n}^{cr} \cap B_{\lambda+1}^R, \ \forall \, n \in \mathbb{N}.$ As $(u_{\lambda,n})$ is bounded in $H^1(\mathbb{R}^N)$, we can assume that for some $u_\lambda \in H^1(\mathbb{R}^N)$,

$$
\Phi_{\lambda,R_n}(u_{\lambda,n}) \to d \leq c_T, \\
u_{\lambda,n} \to u_\lambda \text{ in } H^1(\mathbb{R}^N), \\
u_{\lambda,n} \to u_\lambda \text{ in } L^q_{loc}(\mathbb{R}^N) \text{ for any } q \in [1,2^*)
$$

and

$$u_{\lambda,n}(x) \to u_\lambda(x) \text{ a.e. } x \in \mathbb{R}^N.$$

Recalling from Lemma 2.12 that

$$0 \leq u_{\lambda,n}(x) \leq a_0, \ \forall \, x \in \mathbb{R}^N \setminus \Omega,$$

we also have

$$0 \leq u_\lambda(x) \leq a_0, \ \forall \, x \in \mathbb{R}^N \setminus \Omega.$$

The next two lemmas play a fundamental role in the proof of Theorem 1.2. Since their proofs follow from the similar arguments in the proof of Proposition 2.10, we omit them.

Lemma 3.1. For any fixed $\zeta > 0$, there exists an $R > 0$ such that

$$\limsup_{n \to \infty} \int_{\mathbb{R}^N \setminus B_R(0)} (|\nabla u_{\lambda,n}|^2 + (\lambda V(x) + 1)|u_{\lambda,n}|^2)dx \leq \zeta.$$

Lemma 3.2. $u_{\lambda,n} \to u_\lambda$ in $H^1(\mathbb{R}^N)$. Moreover,

$$F_1(u_{\lambda,n}) \to F_1(u_\lambda) \text{ and } F'_1(u_{\lambda,n})u_{\lambda,n} \to F'_1(u_\lambda)u_\lambda \text{ in } L^1(\mathbb{R}^N).$$

As a consequence, by setting the energy functional $\Phi_\lambda : E_\lambda \to (-\infty, +\infty]$ given by

$$\Phi_\lambda(u) = \frac{1}{2} \int ([|\nabla u|^2 + (\lambda V(x) + 1)|u|^2)dx - \frac{1}{2} \int u^2 \log u^2 dx,$$

we see that the function $u_\lambda$ is a critical point of $\Phi_\lambda$ with

$$u_\lambda \in A_\mu^\lambda = \{ u \in (Y_\infty)^{2k} : \Phi_{\lambda,\mathbb{R}^N \setminus \Omega}(u) \geq 0, ||u||_{L^2(\mathbb{R}^N \setminus \Omega)} \leq \mu, |I_{\lambda,j}(u) - c_j| \leq \mu, \forall \, j \in \Gamma \},$$

where

$$Y_\infty = \left\{ u \in E_\lambda : ||u||_{\lambda,\Omega} > \frac{\tau}{2T}, \forall \, j \in \Gamma \right\}$$

and

$$(Y_\infty)_r = \left\{ u \in E_\lambda : \inf_{v \in Y_\infty} ||u - v||_{\lambda,\Omega} \leq r, \forall \, j \in \Gamma \right\}.$$

Here, by a critical point we understand that $u_\lambda$ satisfies the inequality below:

$$\int \nabla u_\lambda \nabla (v - u_\lambda) dx + \int (\lambda V(x) + 1)u_\lambda (v - u_\lambda) dx + \int F_1(v) dx - \int F_1(u_\lambda) dx \geq \int F'_1(u_\lambda)(v - u_\lambda) dx$$

for all $v \in E_\lambda$. Hence, $u_\lambda$ satisfies the equality below:

$$\int_{\mathbb{R}^N} (\nabla u_\lambda \nabla v + \lambda V(x) u_\lambda v) dx = \int_{\mathbb{R}^N} u_\lambda v \log u_\lambda^2 dx \text{ for all } v \in C_0^\infty(\mathbb{R}^N).$$
Now, we are ready to conclude the proof of Theorem 1.2.

Proof of Theorem 1.2. Now, given $\lambda_n \to +\infty$ and $\mu_n \in (0, \mu^*)$ with $\mu_n \to 0$, there exists a solution $u_n \in A_{\Omega_n}^\lambda$ of the problem $(P_\lambda)$ with $\lambda = \lambda_n$. Therefore, $(u_n)$ is bounded in $H^1(\mathbb{R}^N)$ and satisfies

(a) $\|\Phi'_{\lambda_n}(u_n)\| = 0$, $\forall n \in \mathbb{N}$;
(b) $\|u_n\|_{\lambda_n, \mathbb{R}^N \setminus \Omega} \to 0$;
(c) $\Phi_{\lambda_n}(u_n) \to d \leq c_\Gamma$.

Here,

$$\|\Phi'_{\lambda}(u)\| = \sup \{ \langle \Phi'_{\lambda}(u), z \rangle : z \in H^1(\mathbb{R}^N) \text{ and } \|z\|_{\lambda} \leq 1 \}.$$ 

By arguing as in Proposition 2.10, there exists a $u \in H^1(\mathbb{R}^N)$ such that $u_{\lambda_n} \to u$ strongly in $H^1(\mathbb{R}^N)$, and $u \equiv 0$ in $\mathbb{R}^N \setminus \Omega$ and $u$ is a nontrivial solution of

$$\begin{cases} -\Delta u = u \log u^2 & \text{in } \Omega, \\ u = 0 & \text{on } \partial \Omega, \end{cases} \quad (P_{\infty, \Gamma})$$

so $I_\Gamma(u) \geq c_\Gamma$. On the other hand, we also know that $\Phi_{\lambda_n}(u_{\lambda_n}) \to I_\Gamma(u)$, so $I_\Gamma(u) = d$ and $d \geq c_\Gamma$. Since $d \leq c_\Gamma$, it yields that $I_\Gamma(u) = c_\Gamma$, showing that $u$ is a least energy solution for $(P_{\infty, \Gamma})$. This completes the proof of the theorem. \qed
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