Single-shot structured illumination microscopy
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Structured illumination microscopy (SIM) can double the resolution beyond the light diffraction limit, but it comes at the cost of multiple camera exposures and the heavy computation burden of multiple Fourier transforms. In this paper, we report a novel technique termed single-shot SIM, to overcome these limitations. A multi-task joint deep-learning strategy is proposed. Generative adversative networks (GAN) are employed to generate five structured illumination images based on the single-shot structured illumination image. U-Net is employed to reconstruct the super-resolution image from these six generated images without time-consuming Fourier transform. By imaging a self-assembling DNB array, we experimentally verified that this technique could perform single-shot super-resolution reconstruction comparing favorably with conventional SIM. This single-shot SIM technique may ultimately overcome the limitations of multiple exposures and Fourier transforms and is potentially applied for high-throughput gene sequencing.

1. INTRODUCTION

Imaging of self-assembling DNA nanoball (DNB) array is an important step in the high-throughput gene sequencing [1-4]. The DNA bases are labeled with four specific fluorescent dyes. And a specific fluorescence microscopy is employed to detect the fluorescent signals. The throughput of the gene sequencing technology is determined by the imaging speed and the number of DNB that can be identified by fluorescence microscopy in the field of view (FOV). Therefore, the spatial resolution and imaging speed directly affects the throughput of the gene sequencing techniques. However, the Abbe diffraction limit [5] limits the spatial resolution of the fluorescence microscope at only half the wavelength of incident light.

With the development of microscopy, super-resolution fluorescence microscopy technique provides the possibility for the breakthrough of the diffraction limit, such as stochastic optical reconstruction microscopy (STORM) [6, 7], photoactivated localization microscopy (PALM) [8, 9], structured illumination microscopy (SIM) [10, 11], stimulated emission depletion (STED) [12, 13], and other super-resolution (SR) microscopy [14-16]. Owing to its advantage of high speed, SIM stands out among these techniques. SIM can double the resolution beyond the light diffraction limit by using wide-field illumination with multi-frame different periodic patterns SIM images [17, 18]. The high spatial frequency components, which are beyond the range of optical transfer function (OTF) in the Fourier domain, can be recorded with various phases of the illumination pattern. By using a reconstruction structured illumination microscopy algorithm [19-21], the high spatial frequency components can be shifted into the true positions and assembled in the Fourier domain. Using the nonlinear effect of fluorescence, SIM can reach more times resolution [18].

To reconstruct an SR image, SIM requires the precise frequency and phase of illumination pattern to ensure the imaging quality and Fourier transform [20] or shifting-phase SIM [21] is needed to reconstruct the SR image from three images with shifting illumination patterns at each given orientation. The conventional SIM needs nine-frame images at three given orientations, which means that the sample needs to be repeatedly exposed. Although, a frequency domain SIM algorithm is developed, which requires four raw SIM images [23]. It still limits the imaging speed and has phototoxic effects. How to improve the speed of the imaging process and reduce phototoxic effects remains an open and challenging question. It has great significance for improving the throughput of the gene sequencing technology.

Recently, deep learning (DL) as a powerful machine learning technique has attracted broad attention. The DL framework can be trained to solve traditional problems in several optical fields, such as optical imaging [24-26], digital holographic reconstruction [27-28], digital holographic microscope [29], fringe pattern analysis [30], phase unwrapping [31-33] and so on [34-36]. And DL has been proven to be useful for improving SIM. The number of raw images required for SIM can be reduced to 3 frames [37, 38] and DL enables SIM with low light levels and enhanced speed [37]. They allow for a higher SR imaging speed with reduced photobleaching [38].

Here, we propose a DL-based single-shot SIM technique, which can reconstruct an SR image using only one frame structured illumination image and multi-task joint learning method. The multi-task joint learning consists of two parts: Generative adversative network (GAN)
We combine five GANs and one DU-Net to carry out multi-task joint learning. First, the GANs are used to generate the SIM raw data needed to reconstruct the SR image. According to the characteristics of the self-assembling DNB array, only six SIM raw images with three phases in two perpendicular directions are needed to reconstruct the SR image of the DNB array. Therefore, five GANs are needed to generate other five specific SIM raw images. Next, six SIM raw images are input the DU-Net to generate the final SR image. The DU-Net has six encoder channels and one decoder channel, which is better adapt to the technique in this case. We set up six separate encoder channels for each input raw image, which is used to extract the feature information in each image to the maximum extent. Finally, all feature information of the six raw images is integrated into the decoder to map the final SR image. The schematic of the proposed technique is shown in Fig. 1. The size of an individual DNB is 220 nm, the central wavelength of the fluorescence signal is 550 nm, and the distance between the DNB is 480 nm. In our imaging system, the numerical aperture of the objective is 0.8. And the theoretical resolution of the imaging system is 420 nm.

2. METHODS

A. DL-based single-shot SIM

B. Multi-task joint learning

We integrate five GANs altogether, which have five generator networks and five discriminator networks. The training will optimize the weight parameters sequentially to achieve simultaneous training. During the training, the SIM raw image with the initial phase of zero is put into the generator network as input. The generator network is a conventional U-Net [40], which adopts a convolution kernel of size \(3 \times 3\) in each layer to extract depth feature information with the step of 2 pixels, and adopts the convolution kernel with the size of \(5 \times 5\) to check the results of the under-sampling for deconvolution with the step of 2 pixels. The discriminator network is a convolutional neural network (CNN), which classifies the input image and finally outputs a scalar indicating whether the input image is fake or real. The loss function is

\[
\text{Loss}_{\text{GAN}} = E_{x \sim p} \left[ \log D(X) \right] + E_{z \sim p} \left[ \log \left( 1 - D(G(Z)) \right) \right],
\]

where \(D(X)\) represents the discriminator’s judgment of label data \((X)\), and \(G(Z)\) represents the output data of the generator. The adversarial strategy is used to train five GANs [35]. The generator network and the discriminator network fight against each other and continue to learn so that the image generated by the generator network cannot be recognized by the discriminating network as real or fake, and the training can be considered complete at that time. After training, the generator_1 and generator_2 are used to shift the phase of the SIM raw images with illuminating direction X, generator_3 is used to change the illuminating direction from X to Y, generator_4 and generator_5 are used to generate the phase-shifting SIM raw images with illuminating direction Y. After that, one input SIM raw image and five generate SIM raw images are put into the deformation of U-Net. The architecture of the network is shown in Fig. 2. Six encoders are used to extract the features of each raw image. And the features of each layer are combined for the decoding of the SR images.

The Root-Mean-Square Error (RMSE) between the generated super-resolution image and the label SR image is used as the Loss of the DU-Net.

\[
\text{Loss}_{\text{DU-Net}} = \sum_{p \times q} \frac{\left[ G(x, y) - X(x, y) \right]^2}{p \times q},
\]

where \(G(x,y)\) represents the output data of DU-Net, \(X(x,y)\) represents the label super-resolution image, \(p\) and \(q\) represent the size of the input and label images. \(x\) and \(y\) are the pixel coordinates of the images.
After DNBs are loaded on the chip, use the gas-liquid instrument system to pump different reagents into the chip so that DNBs can be loaded on the chip more tightly and firmly (DNB consolidation), and then pump the sequencing prime and the sequencing reagents sequentially. The sequencing prime and the DNB adapter complementarily hybridize. The sequencing prime is combined with the fluorescently labeled dNTP in the sequencing reagent under the catalysis of DNA polymerase. DNBs on the chip emit fluorescence when it is excited by the light source, and the fluorescence is collected by the imaging system for gene sequencing.

The study was approved by the Institutional Review Board IRB-BGI (IRB-202104090286).

3. EXPERIMENTAL RESULTS

We validate the proposed technique on experimental data. The fluorescence image of labeled base A is shown in Fig. 3. The central wavelength is 550 nm. And the theoretical resolution of the imaging system is ~420 nm. Wide-field image, reconstructed SR image from six recorded raw images with OpenSIM algorithm (OpenSIM 6), reconstructed SR image from one recorded raw image and five generated raw images with OpenSIM algorithm (OpenSIM 1) and the reconstructed SR image from one recorded raw image and five generated raw images with DU-Net are shown as in Fig. 3(a) to 3(d). Comparing with wide-field images, the plots of the white line in the partially enlarged detail are shown as in Fig. 3(j). The full width at half maximum (FWHM) of a single signal point is 550 nm in a wide-field image. The FWHMs of SR images respectively are 339 nm, 332 nm, and 335 nm. It proved that the proposed technique has effectively improved the imaging resolution comparable to traditional techniques, which require multiple SIM raw images. As shown in Fig. 3(j), a different signal point can be identified, which is indistinguishable in a wide-field image. And the corresponding frequency domain images are shown as in Fig. 3(e) to 3(h). It proved that the proposed technique can effectively improve the high-frequency information of the image and can realize the reconstruction of an SR image by recording only one SIM raw image.

And then, decorrelation analysis is used for image resolution estimation at the frequency domain [22, 41]. The algorithm requires only a non-saturated, bandwidth-limited signal with adequate spatial sampling. The algorithm uses only linear operations and enables the real-time objective assessment of image resolution. First, the Fourier transform of the image is computed after standard edge apodization to suppress high-frequency artifacts. The Fourier transform of the input image is normalized. And then the input image and the normalized image are cross-correlated in Fourier space using Pearson correlation and condensed to a single value between 0 and 1. Second, the operation is repeated, but the normalized Fourier transform is filtered additionally by a binary circular mask of radius r [0,1] expressed in normalized frequencies. The decorrelation function can be expressed as follow:

$$d(r) = \frac{\text{Re}(I(k)I^*(k)M(k;r))dkdk}{\sqrt{\int|I(k)|^2dkdk} \int|I_n(k)M(k;r)|^2dkdk}$$

(3)

where $k = [k_x,k_y]$ denotes Fourier space coordinates, $I(k)$ is the Fourier transform of the input image, $I_n(k)$ is the normalized Fourier transform image, $M(k,r)$ is the binary mask of radius r. The core idea of the technique is that by normalizing the Fourier transform of the input image and balancing the signal and noise contributions. The information of the object structure is preserved in the phase. The highest frequency ($k_{max}$) is estimated from the local maxima of the
decorrelation functions. By using the decorrelation function, we can find the cut-off frequency and enabling parameter-free image resolution estimation. And the resolution can be calculated as the following equation, Resolution=$\frac{2\times\text{pixelsize}}{k_{cmax}}$ \[41\]. The pixelsize of microscopic image is 219.5 nm. And the size of the image has been doubled in the frequency domain. The expanded area of the frequency domain image is zeroed. Therefore, the $k_{cmax}$ of images is normalized to [0, 2]. The decorrelation functions of Fig. 3(a) to 3(d) are calculated wide-field image and SR image is calculated, as shown in Fig. 4. And the corresponding resolution is shown in Table 1.

Fig. 3. Experimental comparison of base A imaging. (a) wide-field image, (b) reconstructed SR image from six recorded raw images with OpenSIM algorithm (OpenSIM 6), (c) the reconstructed SR image from one recorded raw image and five generated raw images with OpenSIM algorithm (OpenSIM 1), (d) the reconstructed SR image from one recorded raw image and five generated raw images with DU-Net, the corresponding frequency domain images (e) to (h), (i) the plots of the white line in the partial enlarged detail, and (j) the plots of the blue line in the partial enlarged detail.
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As shown in the results of the decorrelation function, the resolution and FWHM show good consistency. And the resolution of the SR image, which is reconstructed with the proposed technique and one recorded raw image, is slightly reduced. However, the resolution of SR imaging is still up to 359 nm. Besides, we found that the single-shot SIM can be realized with 338 nm resolution by using OpenSIM 1 method, which reconstructed SR image from one recorded raw image and five generated raw images with OpenSIM algorithm. Comparing OpenSIM 1 method and the proposed technique, DU-Net shows extraordinary computational speed in image reconstruction process. In our case, the calculation time of DU-Net is 30 ms, and the OpenSIM algorithm needs 1 s to complete the image reconstruction. DU-Net will greatly save the time required for SR image reconstruction.

Table 1. The highest frequency and the resolution of the wide-field image and reconstructed SR images

|                      | Wide-field image | OpenSIM 6 | OpenSIM 1 | DU-Net |
|----------------------|-----------------|------------|------------|--------|
| $k_{cmax}$           | 0.88            | 1.29       | 1.30       | 1.22   |
| Resolution           | 498 nm          | 340 nm     | 338 nm     | 359 nm |

4. DISCUSSION AND CONCLUSIONS

In this paper, we propose a DL-based single-shot SIM multi-task joint learning which is used to reconstruct the super-resolution image from only one frame structured illumination image. GAN and DU-Net are combined to carry out multi-task joint learning. The GANs are used to generate multiple structured illumination images by input a SIM raw image. The super-resolution image can be reconstructed from these generated images without
time-consuming Fourier transforms by using the DU-Net. Experimental results proved the feasibility of the proposed technique. The decorrelation function is used to analyze the resolution of the reconstructed SR images, and the resolution and FWHM show good consistency. Besides, we found that the single-shot SIM can be realized with a high resolution by combining the traditional SIM image reconstruction algorithm and our technique. It can improve the speed and device complexity of SIM at weakens phototoxicity in the imaging process. And the DU-Net can greatly save the time required for SR image reconstruction. This demonstrates that the proposed single-shot SIM technology is potentially applied for high-throughput gene sequencing.

**Funding sources and acknowledgments.**

We thank Xiaofang Wei for the gene sequencing chip (DNB array) preparation. This work was sponsored by the National Natural Science Foundation of China (NSFC) (62075140, 61805086, 61727814, 61875059, 61771138), Science, Technology and Innovation Commission of Shenzhen Municipality (20201026165007001).

**Disclosures.** The authors declare no conflicts of interest.

**References**

1. B. G., et al., "Human genome sequencing using unchained base reads on self-assembling DNA nanorays," Science 327, 78–81 (2010).
2. W. J. Ansorge, "Next-generation DNA sequencing techniques," New Biotechnology 25, 195-203 (2009).
3. E. R. Murdik, "Next-generation DNA sequencing methods," Annu. Rev. Genomics Hum. Genet. 9, 387–402 (2008).
4. L. T. C. Franca, E. Carrilho and T. B. L. Kist, “A review of DNA sequencing techniques,” Quarterly Reviews of Biophysics 35, 169–200 (2002).
5. E. Abbe, “Contributions to the theory of the microscope and that microscopic perception,” Arch. Microsc. Anat. 9, 413–468 (1873).
6. M. J. Rust, M. Bates, and X. Zhuang, "Sub-diffraction-limit imaging by stochastic optical reconstruction microscopy (STORM),” Nat. Methods 3, 793–795 (2006).
7. M. Bates, B. Huang, G. T. Dempsay, and X. Zhuang, "Multiplex super-resolution imaging with photo-switchable fluorescent probes," Science 317, 1749–1753 (2007).
8. S. T. Hess, T. P. K. Girirajan, and M. D. Mason, "Ultra-high resolution imaging by fluorescence photoactivation localization microscopy,” Biophys. J. 91, 4258–4272 (2006).
9. H. Shroff, C. G. Galbraith, J. A. Galbraith, and E. Betzig, "Live-cell phototoxicated localization microscopy of nanoscale adhesion dynamics,” Nat. Methods 5, 417–423 (2008).
10. M. G. L. Gustafsson, D. A. Agard, and J. W. Sedat, "Doubling the lateral resolution of wide-field fluorescence microscopy using structured illumination,” Proc. SPIE 3919, 141–150 (2000).
11. M. G. L. Gustafsson, L. Shao, P. M. Carlton, C. J. R. Wang, I. N. Gultovskaya, W. Z. Cande, D. A. Agard, and J. W. Sedat, "Three-dimensional resolution doubling in wide-field fluorescence microscopy by structured illumination,” Biophys. J. 94, 4957–4970 (2008).
12. T. A. Klar, S. Jakobs, M. Dyba, A. Egnér, and S. W. Hell, "Fluorescence microscopy with diffraction resolution barrier broken by stimulated emission," Proc. Natl. Acad. Sci. USA 97, 8206–8210 (2000).
13. E. Betzig, G. H. Patterson, R. Sougrat, W. O. Lindwasser, S. L. Olenych, J. S. Bonifacino, M. W. Davidson, J. Lippincott-Schwartz, and H. F. Hess, "Imaging intracellular fluorescent proteins at nanometer resolution,” Science 313, 1642–1645 (2006).
14. H. Linenbank, T. Stenkle, F. Morz, M. Floss, C. Han, A. Glädel, and H. Giessen, "Robust and rapidly tunable light source for SRS/CARS microscopy with low-intensity noise,” Adv. Photon. 1, 055001 (2019).
15. P. Fei, J. Nie, J. Lee, Y. Ding, S. Li, H. Zhang, M. Hagiwara, T. Yu, T. Segura, C.-M. Ho, D. Zhu, and T. K. Hsiai, "Subvoxel light-sheet microscopy for high-resolution high-throughput volumetric imaging of large biomedical specimens,” Adv. Photon. 1, 016002 (2019).
16. E. Narimanov, “Resolution limit of label-free far-field microscopy,” Adv. Photon. 1, 056003 (2019).
17. K. Wicker, “Super-resolution fluorescence microscopy using structured illumination,” in Super-Resolution Microscopy Techniques in the Neurosciences, E. F. Fornasiero and S. O. Rizzoli, eds. (Springer, 2014), pp. 133–165.
18. M. G. L. Gustafsson, “Nonlinear structured-illumination microscopy: wide-field fluorescence imaging with theoretically unlimited resolution,” Proc. Natl. Acad. Sci. USA 102, 13081–13086 (2005).
19. F. Orieux, E. Sepulveda, V. L loriette, B. Dubertret, and J.-C. Olivo-Marin, "Bayesian estimation for optimized structured illumination microscopy,” IEEE Trans. Image Process. 21, 601–614 (2012).
20. A. Lal, C. Shan, and P. Xi, "Structured illumination microscopy image reconstruction algorithm,” IEEE J. on Sel. Top. Quantum Electron. 22 (2016).
21. M. Müller, V. Mönkmüller, S. Hennig, W. Hübner, and T. Huser, “Open-source image reconstruction of superresolution structured illumination microscopy data in ImageJ,” Nat. Commun. 7, 1–6 (2016).
22. S. Tu, Q. Liu, X. Liu, W. Liu, Z. Zhang, T. Luo, C. Kuang, X. Liu and X. Hao, “Fast reconstruction algorithm for structured illumination microscopy,” Opt. Lett. 45, 1567–1570 (2020).
23. A. Lal, C. Shan, K. Zhao, W. Liu, X. Huang, W. Zong, L. Chen and P. Xi, "A Frequency Domain SIM Reconstruction Algorithm Using Reduced Number of Images," IEEE Transactions on Image Processing 27, 4555-4566 (2018).
24. A. Sinha, G. Barbastathis, J. Lee, and S. Li, "Lensless computational imaging through deep learning,” Optica 4, 1117-1125 (2017).
25. Y. Li, Y. Xue, and T. Lei, "Deep speckle correlation: a deep learning approach towards scalable imaging through scattering media,” Optica 5, 1181-1190 (2018).
26. A. Sinha, G. Barbastathis, J. Lee, D. Mo, and L. Shuai, "Imaging through glass diffusers using densely connected convolutional networks,” Optica 5, 803-813 (2018).
27. H. Wang, M. Lyu, and G. Situ, "eHoloNet: a learning-based end-to-end approach for in-line digital holographic reconstruction," Opt. Express 26, 22603-22614 (2018).
28. Y. Rivenson, Y. Zhang, H. Günaydın, T. Da, and A. Ozcan, "Phase recovery and holographic image reconstruction using deep learning in neural networks,” Light-Sci. Appl. 7, 17141 (2017).
29. A. Ozcan, H. Günaydın, H. Wang, Y. Rivenson, Y. Zhang, and Z. Göröcs, "Deep learning microscopy,” Optica 4, 1437-1443 (2017).
30. S. Feng, C. Qian, G. Gu, T. Tao, Z. Liang, H. Yan, Y. Wei, and Z. Chao, "Fringe pattern analysis using deep learning,” Advanced Photonics 1, 029001 (2019).
31. G. E. Speoorthi, S. Gorthi, and G. R. K. S. Subrahmanyan, "PhaseNet: A Deep Convolutional Neural Network for 2D Phase Unwrapping,” IEEE Signal Processing Letters (2018), pp. 1-1.
32. K. Wang, Y. Li, Q. Kemaio, J. Di, and L. Peng, "One-step robust deep learning phase unwrapping,” Opt. Express 27, 15100-15115 (2019).
33. J. C. Zhang, X. Tian, J. Shao, H. Luo, and R. Liang, "Phase unwrapping in optical metrology via denoised and convolutional segmentation networks,” Opt. Express 27, 14903-14912 (2019).
34. E. Nehme, L. E. Weiss, T. Michaeli, and Y. Shechtman, "Deep-STORM: super-resolution single-molecule microscopy by deep learning," Optica 5, 458-464 (2018).
35. E. Y. Lam, Z. Ren, and Z. Xu, “Learning-based nonparametric autofocus for digital holography,” Optica 5, 337-344 (2018).
36. A. Ozcan, H. Günaydın, L. Xing, Y. Rivenson, Y. Zhang, Y. Wu, and Z. Wei, "Extended depth-of-field in holographic imaging using deep-learning-based autofocus and phase recovery,” Optica 5, 704-710 (2018).
37. L. Jin, B. Liu, F. Zhao, S. Hahn, B. Dong, R. Song, T. C. Elston, Y. Xu and K. M. Hahn, "Deep learning enables structured illumination microscopy with low light levels and enhanced speed,” Nat. Commun. 11, 1934 (2020).
38. C. Ling, C. Zhang, M. Wang, F. Meng, L. Du and X. Yuan, "Fast structured illumination microscopy via deep learning," Photonics Res. 8, 1350-1359 (2020)
39. A. Radford, L. Metz, and S. Chintala, "Unsupervised Representation Learning with Deep Convolutional Generative Adversarial Networks," Computer Science (2015).
40. O. Ronneberger, P. Fischer, and T. Brox, "U-Net: Convolutional Networks for Biomedical Image Segmentation," in International Conference on Medical Image Computing & Computer-assisted Intervention, (2015), pp. 234-241.
41. A. Descloux, K. S. Grumayer, A. Radenovic, "Parameter-free image resolution estimation based on decorrelation analysis," Nat. Methods 17, 1061–1063 (2020).