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Abstract

We consider the contextual bandit problem, where a player sequentially makes decisions based on past observations to maximize the cumulative reward. Although many algorithms have been proposed for contextual bandit, most of them rely on finding the maximum likelihood estimator at each iteration, which requires $O(t)$ time at the $t$-th iteration and are memory inefficient. A natural way to resolve this problem is to apply online stochastic gradient descent (SGD) so that the per-step time and memory complexity can be reduced to constant with respect to $t$, but a contextual bandit policy based on online SGD updates that balances exploration and exploitation has remained elusive. In this work, we show that online SGD can be applied to the generalized linear bandit problem. The proposed SGD-TS algorithm, which uses a single-step SGD update to exploit past information and uses Thompson Sampling for exploration, achieves $\tilde{O}(\sqrt{T})$ regret with the total time complexity that scales linearly in $T$ and $d$, where $T$ is the total number of rounds and $d$ is the number of features. Experimental results show that SGD-TS consistently outperforms existing algorithms on both synthetic and real datasets.

1 INTRODUCTION

A contextual bandit is a sequential learning problem, where each round the player has to decide which action to take by pulling an arm from $K$ arms. Before making the decisions at each round, the player is given the information of $K$ arms, represented by $d$-dimensional feature vectors. Only the rewards of pulled arms are revealed to the player and the player may use past observations to estimate the relationship between feature vectors and rewards. However, the reward estimate is biased towards the pulled arms as the player cannot observe the rewards of unselected arms. The goal of the player is to maximize the cumulative reward or minimize cumulative regret across $T$ rounds. Due to this partial feedback setting in bandit problems, the player is facing a dilemma of whether to exploit by pulling the best arm based on the current estimates, or to explore uncertain arms to improve the reward estimates. This is the so-called exploration-exploitation trade-off. Contextual bandit problem has substantial applications in recommender system (Li et al., 2010), clinical trials (Woodroofe, 1979), online advertising (Schwartz et al., 2017), etc. It is also the fundamental problem of reinforcement learning (Sutton et al., 1998).

The most classic problem in contextual bandit is the stochastic linear bandit (Abbasi-Yadkori et al., 2011; Chu et al., 2011), where the expected rewards follow a linear model of the feature vectors and an unknown model parameter $\theta^* \in \mathbb{R}^d$. Upper Confidence Bound (UCB) (Abbasi-Yadkori et al., 2011; Auer et al., 2002; Chu et al., 2011) and Thompson Sampling (TS) (Thompson, 1933; Agrawal and Goyal, 2012, 2013; Chapelle and Li, 2011) are two most popular algorithms to solve bandit problems. UCB uses the upper
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confident bound to estimate the reward optimistically and therefore mixes exploration into exploitation. TS assumes the model parameter follows a prior and uses a random sample from the posterior to estimate the reward model. Despite the popularity of stochastic linear bandit, linear model is restrictive in representation power and the assumption of linearity rarely holds in practice. This leads to extensive studies in more complex contextual bandit problems such as generalized linear bandit (GLB) [Filippi et al., 2010; Jun et al., 2017; Li et al., 2017], where the rewards follow a generalized linear model (GLM). Li et al. (2012) shows by extensive experiments that GLB achieves lower regret than linear bandit in practice.

For most applications of contextual bandit, efficiency is crucial as the decisions need to be made in real time. While GLB can still be solved by UCB or TS, the estimate of upper confidence bound or posterior becomes much more challenging than the linear case. It does not have closed form in general and has to be approximated, which usually requires costly operations in online learning. As pointed out by Li et al. (2017), most GLB algorithms suffer from two expensive operations. The first is that they need to invert a d × d matrix every round, which is time-consuming when d is large. The second is that they need to find the maximum likelihood estimator (MLE) by solving an optimization problem using all the previous observations at each round. This results in \(O(T^2)\) time and \(O(T)\) memory for T rounds.

From an optimization perspective, stochastic gradient descent (SGD) [Hazan et al., 2016] is a popular algorithm for both convex and non-convex problems, even for complex models like neural networks. Online SGD [Hazan et al., 2016] is an efficient optimization algorithm that incrementally updates the estimator via new observations at each round. Although it is natural to apply online SGD to contextual bandit problems so that the time complexity at the t-th round can be reduced to constant with respect to t, it has not been successfully used due to the following reasons: 1) the hardness of constructing unbiased stochastic gradient with controllable variance due to the partial feedback setting in bandit problems, 2) the difficulty to achieve a balance between sufficient exploration and fast convergence to the optimal decision using solely online SGD, 3) lack of theoretical guarantee. Previous attempts of online SGD in contextual bandit problems are limited to empirical studies. Bietti et al. (2018) uses importance weight and doubly-robust techniques to construct unbiased stochastic gradient with reduced variance. In Riquelme et al. (2018), it is shown that the inherit randomness of SGD does not always offer enough exploration for bandit problems. To the best of our knowledge, there is no existing work that can successfully apply online SGD to update the model parameter of a contextual bandit, while maintaining low theoretical regret.

In this work, we study how online SGD can be appropriately applied to GLB problems. To overcome the dilemma of exploration and exploitation, we propose an algorithm that carefully combines online SGD and TS techniques for GLB. The exploration factor in TS is re-calibrated to make up for the gap between SGD estimator and MLE. Interestingly, we found that by doing so, we can skip the step of inverting matrices. This leads to \(O(Td)\) time complexity of our proposed algorithm when \(T\) is much bigger than \(d\), which is the most efficient GLB algorithm so far. We provide theoretical guarantee of our algorithm and show that under the “diversity” assumption (formally defined in Assumption 3 of Section 3), it can obtain \(\tilde{O}(\sqrt{T})\) regret upper bound for finite-arm GLB problems. Recently, similar “diversity” assumptions have been made to analyze the regret bounds of linear UCB (LinUCB) [Wu et al., 2020], greedy algorithms [Bastani et al., 2020; Kannan et al., 2018] or perturbed adversarial bandit setting [Kannan et al., 2018], though none of them improve the efficiency of contextual bandit algorithms, which is one of the most important contributions of our work. We will discuss in Remark 1 the comparisons of previous “diversity” assumptions and ours.

Notations: We use \(\theta^*\) to denote the true model parameter. For a vector \(x \in \mathbb{R}^d\), we use \(\|x\|_A\) to denote its l_2 norm and \(\|x\|_A = \sqrt{x^T A x}\) to denote its weighted l_2 norm associate with a positive-definite matrix \(A \in \mathbb{R}^{d \times d}\). We use \(\lambda_{\text{min}}(A)\) to denote the minimum eigenvalue of a matrix \(A\). Denote \([n] := \{1, 2, \ldots , n\}\) and \(f'\) as the first derivative of a function \(f\). Finally, we use \([b]\) to denote the maximum integer such that \([b] \leq b\) and use \([b]\) to denote the minimum integer such that \([b] \geq b\).

2 RELATED WORK

In this section, we briefly discuss some previous algorithms in GLB. Filippi et al. (2010) first proposes a UCB type algorithm, called GLM-UCB. It achieves \(\tilde{O}(\sqrt{T})\) regret upper bound. According to Dani et al. (2008), this regret bound is optimal up to logarithmic factors for contextual bandit problems. Li et al. (2017) proposes a similar algorithm called UCB-GLM. It improves the regret bound of GLM-UCB by an \(\sqrt{\log T}\) factor. The main idea is to calculate the MLE of \(\theta^*\) at each round, and then find the upper confidence bound of reward estimates. The time complexity of these two algorithms is \(O(T \log T)\).
Another rich line of algorithms for GLB follows TS scheme, where the key is to estimate the posterior of \( \theta^* \) after observing extra data at each round. Laplace-TS (Chapelle and Li, 2011) estimates the posterior of regularized logistic regression by Laplace approximations, whose per-round time complexity is \( O(d) \). However, Laplace-TS works only for logistic bandit and does not apply to general GLB problems. Moreover, it performs poorly when the feature vectors are non-Gaussian and when \( d > K \). Dumitrascu et al. (2018) proposes Pólya-Gamma augmented Thompson Sampling (PG-TS) with a Gibbs sampler to estimate the posterior for logistic bandit. However, Gibbs sampler inference is very expensive in online algorithms. The time complexity of PG-TS is \( O(M(d^2T^2 + d^3T)) \), where \( M \) is the burn-in step. In general, previous TS based algorithms for logistic bandit have regret bound \( \tilde{O}(\sqrt{T}) \) (Dong et al., 2019; Abeille et al., 2017; Russo and Van Roy, 2014).

More recently, Kveton et al. (2020) proposed two algorithms for GLB, both enjoy \( \tilde{O}(T) \) total regret. GLM-TSL (Kveton et al., 2020) follows the TS technique. It draws a sample from the approximated posterior distribution and pulls the arm with the best estimates of this posterior. As it needs to calculate the MLE and the covariance matrix of the posterior needs to be reweighted using previous pulls every round, its time complexity depends quadratically on both \( d \) and \( T \). GLM-FPL (Kveton et al., 2020) fits a generalized linear model to the past rewards randomly perturbed by the Gaussian noises and pulls the arm that has the best reward based on this model. Its time complexity is also quadratic on \( T \).

In addition to UCB and TS algorithm, \( \epsilon \)-greedy algorithm (Auer et al., 2002; Sutton et al., 1998) is also very popular in practice due to its simplicity, although it does not have theoretical guarantee in general bandit framework. At each round, \( \epsilon \)-greedy has probability \( \epsilon \) to randomly pull an arm, and has probability \( 1 - \epsilon \) to pull the best arm from the current estimates. The time complexity of \( \epsilon \)-greedy algorithm depends quadratically on \( T \) as it need to calculate the MLE every round to find the current best estimates.

To make GLB algorithms scalable, Jun et al. (2017) proposes Generalized Linear Online-to-confidence-set Conversion (GLOC) algorithm. GLOC utilizes the exp-concavity of the loss function of GLM and applies online Newton steps to construct a confidence set for \( \theta^* \). GLOC and its TS version, GLOC-TS both achieve \( \tilde{O}(\sqrt{T}) \) regret upper bound. The total time complexity of GLOC is \( O(Td^2) \) due to the successful use of an online second order update. However, GLOC remains expensive when \( d \) is large. We show a detailed analysis of time complexity of GLB algorithms in Table 1 of Section 6.

### 3 PROBLEM SETTING

We consider the \( K \)-armed stochastic generalized linear bandit (GLB) setting. Denote \( T \) as the total number of rounds. At each round \( t \in [T] \), the player observes a set of contexts including \( K \) feature vectors \( \mathcal{A}_t := \{x_{t,a} \mid a \in [K]\} \subset \mathbb{R}^d \). \( \mathcal{A}_t \) is drawn IID from an unknown distribution with \( \|x_{t,a}\| \leq 1 \) for all \( t \in [T] \) and \( a \in [K] \), where \( x_{t,a} \) represents the information of arm \( a \) at round \( t \). We make the same regularity assumption as in Li et al. (2017), i.e., there exists a constant \( \sigma_0 > 0 \) such that \( \lambda_{\min}(\mathbb{E}[\frac{1}{K} \sum_{a=1}^K x_{t,a}^T x_{t,a}]) \geq \sigma_0^2 \). Denote \( y_{t,a} \) as the associated random reward of arm \( a \) at round \( t \). After \( \mathcal{A}_t \) is revealed to the player, the player pulls an arm \( a_t \in [K] \) and only observes the reward associated with the pulled arm, \( y_{t,a_t} \). In the following, we denote \( Y_t = y_{t,a_t} \) and \( X_t = x_{t,a_t} \).

In GLB, the expected rewards follow a generalized linear model (GLM) of the feature vectors and an unknown vector \( \theta^* \in \mathbb{R}^d \), i.e., there is a fixed, strictly increasing link function \( \mu : \mathbb{R} \to \mathbb{R} \) such that \( \mathbb{E}[y_{t,a} | x_{t,a}] = \mu(x_{t,a}^T \theta^*) \) for all \( t \) and \( a \). For example, linear bandit and logistic bandit are special cases of GLB with \( \mu(x) = x \) and \( \mu(x) = 1/(1 + e^{-x}) \) respectively. Without loss of generality, we assume \( \mu(x) \in [0,1] \) and \( y_{t,a} \in [0,1] \)\(^3\). We also assume that \( Y_t \) follows a sub-Gaussian distribution with parameter \( \tilde{R} > 0 \). Formally, the GLM can be written as

\[
Y_t = \mu(X_t^T \theta^*) + \epsilon_t, \quad \epsilon_t \text{ independent zero-mean sub-Gaussian noises with parameter } R.
\]

We use \( \mathcal{F}_t = \sigma(a_1, \ldots, a_t, A_1, \ldots, A_t, Y_1, \ldots, Y_t) \) to denote the \( \sigma \)-algebra generated by all the information up to round \( t \). Then we have \( \mathbb{E}[e^{\lambda \epsilon_t} | \mathcal{F}_{t-1}] \leq e^{\frac{\lambda^2 R^2}{2}} \) for all \( t \) and \( \lambda \in \mathbb{R} \). Denote \( a^*_t = \text{argmax}_{a \in [K]} \mu(x_{t,a}^T \theta^*) \) and \( x_{t,a} = x_{t,a_t} \); the cumulative regret of \( T \) rounds is defined as

\[
R(T) = \sum_{t=1}^T \left[ \mu(x_{t,a}^T \theta^*) - \mu(X_t^T \theta^*) \right].
\]  

The player’s goal is to find an optimal policy \( \pi \), such that if the player follows policy \( \pi \) to pull arm \( a_t \) at round \( t \), the total regret \( R(T) \) or the expected regret

\(^3\)Rewards in \([0,1]\) is a non-critical assumption, which can be easily removed. In fact, we only need the rewards to have bounded variance for all the analysis to work.
Online Stochastic Gradient Descent and Thompson Sampling

$\mathbb{E}[R(T)]$ is minimized. Note that $R(T)$ is random due to the randomness in $a_t$. We make the following mild assumptions similar to Li et al. (2017).

**Assumption 1.** $\mu$ is differentiable and there exists a constant $L_{\mu} > 0$ such that $|\mu'| \leq L_{\mu}$.

For logistic link function, Assumption 1 holds when $L_{\mu} = \frac{1}{d}$. For linear function, we have $L_{\mu} = 1$.

**Assumption 2.** We assume $c_3 > 0$, where $c_\eta := \inf \{\|x\|_{\leq 1}, \|\theta - \theta^*\|_{\leq n} \} \mu'(x^T \theta)$.

This assumption is not stronger than the assumption made in Li et al. (2017) for linear bandit and logistic bandit, as LinUCB-d only works for contexts and that the corresponding feature vectors span of diversity assumption and proposes the LinUCB-d definite. Our assumption is different from this since we only make the diversity assumption on the optimal arm under different $\theta$, instead of all the feature vectors. We will include the experimental comparisons with $\epsilon$-greedy algorithms for GLB problems in Section 6 and show that our algorithm significantly outperforms it.

4 PROPOSED ALGORITHM

In this section, we formally describe our proposed algorithm. The main idea is to use online stochastic gradient descent (SGD) procedure to estimate the MLE and use Thompson Sampling (TS) to explore.

For GLM, the MLE from $n$ data points $\{X_i, Y_i\}_{i=1}^n$ is $\hat{\theta}_n = \arg\max_\theta \sum_{i=1}^n \left[ Y_i X_i^T \theta - m(X_i^T \theta) \right]$, where $m'(x) = \mu(x)$. Therefore, it is natural to define the loss function at round $t$ to be $l_t(\theta) = -Y_t X_t^T \theta + m(X_t^T \theta)$. Effective algorithms in GLB (Abeille et al., 2017; Filippi et al., 2010; Li et al., 2017; Russo and Van Roy, 2014) have been shown to converge to the optimal action at a rate of $O(\frac{1}{\sqrt{t}})$. Similarly, we need to ensure that online SGD steps will achieve the same fast convergence rate. This rate is only attainable when the loss function is strongly convex. However, the loss function at a single round is convex but not necessarily strongly convex. To tackle this problem, we aggregate the loss function every $\tau$ steps, where $\tau$ is a parameter to be specified. We define the $j$-th aggregated loss function as

$$l_{j,\tau}(\theta) = \sum_{s=(j-1)\tau+1}^{j\tau} -Y_s X_s^T \theta + m(X_s^T \theta). \quad (2)$$

Let $\alpha$ be a positive constant, we will show in Section 5 that when $\tau$ is appropriately chosen based on $\alpha$, the aggregated loss function of $\tau$ rounds is $\alpha$-strongly convex and therefore fast convergence can be obtained. The gradient and Hessian of $l_{j,\tau}$ are derived as

$$\nabla l_{j,\tau}(\theta) = \sum_{s=(j-1)\tau+1}^{j\tau} -Y_s X_s + \mu(X_s^T \theta) X_s, \quad (3)$$

$$\nabla^2 l_{j,\tau}(\theta) = \sum_{s=(j-1)\tau+1}^{j\tau} \mu(X_s^T \theta) X_s X_s^T. \quad (4)$$

In the first $\tau$ rounds of the algorithm, we randomly pull arms. Denote $\hat{\theta}_t$ as the MLE at round $t$ using previous $t$ observations. We calculate the MLE only once at round $\tau$ and get $\hat{\theta}_\tau$. We keep a convex set $C = \{\theta : \|\theta - \theta^*\|_1 \leq 2\}$. We will show in Section 5 that when $\tau$ is properly chosen, we have $\|\hat{\theta}_\tau - \theta^*\|_1 \leq 1$ for all $t \geq \tau$. Therefore, for every $t \geq \tau$, we have $\hat{\theta}_t \in C$. Denote $\tilde{\theta}_j$ as the $j$-th updated SGD estimator and let $\tilde{\theta}_0 = \hat{\theta}_\tau$. Starting from round $t = \tau + 1$, we update $\tilde{\theta}_j$ every $\tau$ rounds. Since the minimum of the loss function lies in $C$, we project $\tilde{\theta}_j$ to the convex set $C$ (line 9 of Algorithm 1). Define $\hat{\theta}_j = \frac{1}{\tau} \sum_{q=1}^j \tilde{\theta}_q$, then $\tilde{\theta}_j$
is treated as the posterior mean of \( \theta^* \) and we use TS to ensure sufficient exploration. Specifically, we draw \( \theta_j^{TS} \) from a multivariate Gaussian distribution with mean \( \hat{\theta}_j \) and covariance matrix
\[
A_j = \left( \frac{2 c_3 g_1(j)^2}{\alpha_j} + \frac{2 g_2(j)^2}{j} \right) I_d, \tag{5}
\]
where \( g_1(j) \) and \( g_2(j) \) are defined as
\[
g_1(j) = \frac{R}{c_1} \sqrt{\frac{d}{2} \log(1 + \frac{2 j \tau}{d}) + 2 \log T} \tag{6}
g_2(j) = \frac{\tau}{\alpha} \sqrt{1 + \log j}. \tag{7}
\]

Previous works (Filippi et al., 2010; Jun et al., 2017; Li et al., 2017) in GLB use \( V_{t+1} \) as the covariance matrix, where \( V_{t+1} = \sum_{s=1}^t X_s X_s^T \). In contrast, we use \( \frac{2 c_3 g_1(j)^2}{\alpha_j} I_d \) to approximate \( V_{t+1}^{-1} \). Meanwhile, the covariance matrix in Equation (5) has an extra second term, which comes from the gap between the averaged SGD estimator \( \hat{\theta}_j \) and the MLE \( \hat{\theta}_j^* \). Note that similar to the SGD estimator \( \hat{\theta}_j \), TS estimator \( \theta_j^{TS} \) is updated every \( \tau \) rounds. At round \( t > \tau \), we will pull arm \( a_t = \arg\max_{a \in [K]} \mu(x_{t,a}^T \theta_j^{TS}) \), where \( j = \left\lceil \frac{t-1}{\tau} \right\rceil \). See Figure 1 for a brief illustration of the notations. Since our proposed algorithm employs both techniques from online SGD and TS methods, we call our algorithm SGD-TS. See Algorithm 1 for details.

Algorithm 1 Online stochastic gradient descent with Thompson Sampling (SGD-TS)

Input: \( T, K, \tau, \alpha \)

1: Randomly choose \( a_t \in [K] \) and record \( X_t, Y_t \) for \( t \in [\tau] \).
2: Calculate the maximum-likelihood estimator \( \hat{\theta}_\tau \) by solving \( \sum_{r=1}^\tau (Y_t - \mu(X_t^T \theta))X_t = 0 \).
3: Maintain convex set \( C = \{ \theta : \| \theta - \hat{\theta}_\tau \| \leq 2 \} \).
4: \( \hat{\theta}_0 \leftarrow \hat{\theta}_\tau \).
5: for \( t = \tau + 1 \) to \( T \) do
6: if \( t \% \tau = 1 \) then
7: \( j \leftarrow \left\lceil \frac{t-1}{\tau} \right\rceil \) and \( \eta_j = \frac{1}{\sqrt{\alpha_j}} \).
8: Calculate \( \nabla l_{j, \tau} \) defined in Equation (3).
9: Update \( \hat{\theta}_j \leftarrow \prod_{l=1}^j \hat{\theta}_{j-1} - \eta_j \nabla l_{j, \tau} (\hat{\theta}_{j-1}) \).
10: Compute \( \theta_j = \frac{1}{2} \sum_{q=1}^j \hat{\theta}_q \).
11: Compute \( A_j \) defined in Equation (5).
12: Draw \( \theta_j^{TS} \sim N(\theta_j, A_j) \).
13: end if
14: Pull arm \( a_t \leftarrow \arg\max_{a \in [K]} \mu(x_{t,a}^T \theta_j^{TS}) \) and observe reward \( Y_t \).
15: end for

5 MATHEMATICAL ANALYSIS

In this section, we formally analyze Algorithm 1. Proofs are deferred to supplementary materials.

5.1 Convergence of SGD update

Lemma 1. Denote \( V_{t+1} = \sum_{s=1}^t X_s X_s^T \). If
\[
\lambda_{\min}(V_{t+1}) \geq \frac{16 R^2 \log(\frac{1}{\delta_1})}{c_1^2 t^2}, \]
where \( \delta_1 > 0 \) is a small probability, then \( \| \hat{\theta}_t - \theta^* \| \leq 1 \) holds with probability at least \( 1 - \delta_1 \).

From Lemma 1 we have \( \hat{\theta}_t \in C \) with probability at least \( 1 - \delta_1 \) when \( t \geq \tau \) as long as \( \tau \) is properly chosen. This is essential because the SGD estimator is projected to \( C \). In Lemma 2 we show that when \( \tau \) is chosen as
Equation 8, the averaged SGD estimator $\tilde{\theta}_j$ converges to MLE at a rate of $O(\frac{1}{\sqrt{j}})$.

**Lemma 2.** For a constant $\alpha > 0$, let

$$
\tau_1 = \left(\frac{C_1 \sqrt{d} + C_2 \sqrt{2 \log T}}{\sigma_0^2}\right)^2 + 32R^2[d + 2 \log T],
$$

$$
\tau_2 = \left(\frac{C_1 \sqrt{d} + C_2 \sqrt{3 \log T}}{\lambda_f}\right)^2 + \frac{2 \alpha}{c_3 \lambda_f},
$$

where $C_1$ and $C_2$ are two universal constants, then with probability at least $1 - \frac{3}{T^2}$, the following holds when $j \geq 1$,

$$
\|\tilde{\theta}_j - \hat{\theta}_j\| \leq \frac{\tau}{\alpha} \sqrt{\frac{1 + \log j}{j}}.
$$

**5.2 Concentration events**

By the property of MLE and Lemma 2, we have the concentration property of SGD estimator.

**Lemma 3.** Suppose $\tau$ is chosen as in Equation 8 and $\alpha \geq c_3$, define $B^*_j = \{x \in \mathbb{R}^d : \|x\| \leq 1\}$, we have $E_j(j)$ holds with probability at least $1 - \frac{3}{T^2}$, where $E_j(j) = \{x \in B^*_j : \|x^T(\tilde{\theta}_j - \theta^*)\| \leq g_1(j)\|x\|_{\gamma_j+1} + g_2(j)\|x\|_{\gamma_j+2}\}$ and $g_1(j)$ and $g_2(j)$ are defined in Equation 6 and Equation 7.

The following lemma shows the concentration property of TS estimator.

**Lemma 4.** Define $u = \sqrt{2 \log(K^2T^2)}$, we have $P(E_j(j)|F_{j+1}) \geq 1 - \frac{3}{T^2}$, where $E_j(j)$ is defined as the set of all the vectors $x \in \bigcup_{i=1}^{\lceil \log j \rceil} A_i$ such that the following inequality holds

$$
x^T(\tilde{\theta}_j - \theta^*) \leq u \sqrt{\frac{2c_3 g_1(j)^2}{\alpha j} \|x\|^2 + g_2(j)^2 \|x\|^2/ j}.
$$

The above two lemmas show that the TS estimator $\tilde{\theta}_j$ is concentrated around the true model parameter $\theta^*$.

**Lemma 5.** Denote $j_1 = [\frac{T}{p}]$. For any filtration $F_t$ such that $E_j(j_1) \cap \{\lambda_{\min}(V_{j_1+1}) \geq \frac{2c_3}{c_3}\}$ is true, we have $P(x^*_t, \theta^*|F_{j+1}) \geq \frac{1}{4\sqrt{\pi} e}$.

**5.3 Regret analysis**

Using the concentration and anti-concentration properties of TS estimator in Lemma 3 4 and 5, we are able to bound a single-round regret in Lemma 6. Denote $\Delta_i(t) = (x_{i,t} - x_{i,t})^T \theta^*$, $j_t = \lfloor \frac{t}{T} \rfloor$ and

$$
H_i(t) = g_1(j_t)\|x_{i,t}\|_{\gamma_{j_t+1}} + g_2(j_t)\|x_{i,t}\|_{\gamma_{j_t+2}}
$$

$$
+ u \sqrt{\frac{2c_3 g_1(j_t)^2}{\alpha j_t} \|x_{i,t}\|^2 + g_2(j_t)^2 \|x_{i,t}\|^2/ j_t}.
$$

**Lemma 6.** At round $t \geq \tau$, where $\tau$ is defined in Equation 8, denote $E_j(j_t) = \{\lambda_{\min}(V_{j_t+1}) \geq \frac{2c_3}{c_3}\}$, we have

$$
\mathbb{E}[\Delta_i(t)|E_j(t) \cap E_j(j_t) \cap E_j(j_t)]
\leq \left(1 + \frac{2}{\sqrt{\pi} e} - \frac{7}{T}\right) \mathbb{E}[H_i(t)|E_j(j_t)].
$$

We are now ready to put together the above information and prove the regret bound of Algorithm 1.

**Theorem 1.** When Algorithm 1 runs with $\alpha = \max\{c_3, d, \log T\}/\lambda_f$, and $\tau$ defined in Equation 8, the expected total regret satisfies the following inequality

$$
\mathbb{E}[R(T)] \leq \tau + \frac{7}{T} + L_p \sqrt{T} u \left[\frac{\sqrt{2c_3}}{\alpha} g_1(J) + g_2(J)\right] + L_p \sqrt{T} u \left[\frac{2c_3 g_1(J)^2}{\alpha J} + g_2(J)^2 \sqrt{1 + \log \left(\frac{T}{J}\right)}\right],
$$

where $u = \sqrt{2 \log(K^2T^2)}$, $p = 1 + \frac{2}{\sqrt{\pi} e} - \frac{7}{T}$ and $J = \lfloor \frac{T}{p} \rfloor$.

**Remark 2.** Combining the choices of $\tau, \alpha$ and the definition of $g_1(J), g_2(J)$ in Equation 8, we have $\mathbb{E}[R(T)] \sim \hat{O}(\sqrt{T})$. To study the dependence of regret bounds on $d$, we use a common condition in the literature (e.g., Li et al. (2017)) that $c_3^2 \sim O(1)$ and make a similar assumption that $\lambda_f \sim O(1)$. As pointed out by the reader, this is unrealistic and a more proper assumption should be $c_3^2, \lambda_f \sim O(1/d)$. We will discuss more about the dependencies on $d$ in Section 8.5 in Appendix. In addition to the $\hat{O}(\sqrt{T})$ theoretical guarantee of regret upper bound, our algorithm significantly improves efficiency when either $T$ or $d$ is large for GLB. To the best of our knowledge, it is by far the most efficient algorithm for GLB. See Table 2 in Section 6 for the comparisons of time complexity with other algorithms.

Moreover, the memory cost for UCB-GLM, GLM-TS, SupCB-GLM and ε-greedy algorithms is linear in the total time horizon $T$, which could be very large in practice. For our proposed algorithm SGD-TS, the memory cost is a constant with respect to $T$.

\(^{3}\)Sherman–Morrison formula improves the time complexity of a matrix inverse in UCB-GLM and GLOC to $O(d^2)$. 
We simulate a dataset with $T = 1000$, $K = 100$ and $d = 6$. The feature vectors and the true model parameter are drawn IID from uniform distribution in the interval of $[-\frac{1}{\sqrt{d}}, \frac{1}{\sqrt{d}}]$. We build a logistic model on the dataset and draw random rewards $Y_t$ from a Bernoulli distribution with mean $\mu(X_t^T \theta^*)$. As suggested by [Dumitrescu et al., 2018], Laplace approximation of the global optimum does not always converge in non-asymptotic settings. [Jun et al., 2017] points out that SupCB-GLM is an impractical algorithm. From Figure 2, we can see that our proposed SGD-TS performs the best, while SupCB-GLM and Laplace-TS perform poorly as expected.

6.2 News article recommendation data

We compare the algorithms on the benchmark Yahoo! Today Module dataset. This dataset contains 45,811,883 user visits to the news articles website -
We compare the algorithms on the Forest Cover Type Yahoo Today Module from May 1, 2009 to May 10, 2009. We build logistic bandits for this dataset. Assume arm $Y_t = 1$ or not to click ($Y_t = 0$). Both the users and the articles are associated with a 6-dimensional feature vector (including a constant feature), constructed by conjoint analysis with a bilinear model (Chu et al., 2009). We treat the articles as arms and discard the users’ features. The click through rate (CTR) of each article at every round is calculated using the average of recorded rewards at that round. We still build logistic bandit on this data. Each time, when the algorithm pulls an article, the observed reward $Y_t$ is simulated from a Bernoulli distribution with mean equal to its CTR. For better visualization, we plot $\frac{1}{T} \sum_{s=1}^{t} E[Y_s]$ against $t$. Since we want higher CTR, the result will be better if $\frac{1}{T} \sum_{s=1}^{t} E[Y_s]$ is bigger. From the plot in Figure 2 we can see that SGD-TS performs better than UCB-GLM during May 1 - May 2 and May 5 - May 9. During other days, UCB-GLM and SGD-TS have similar behaviors. However, other algorithms perform poorly in this real application.

### 6.3 Forest cover type data

We compare the algorithms on the Forest Cover Type data from the UCI repository. The dataset contains 581,021 datapoints from a forest area. The labels represent the main species of the cover type. For each datapoint, if it belongs to the first class (Spruce/Fir species), we set the reward of this datapoint to 1, otherwise, we set it as 0. We extract the features (quantitative features are centralized and standardized) from the dataset and then partition the data into $K = 32$ clusters (arms). The reward of each cluster is set to the proportion of datapoints having reward equal to 1 in that cluster. Since the observed reward is either 0 or 1, we build logistic bandits for this dataset. Assume arm 1 has the highest reward and arm 4 has the 4-th highest reward. We plot the averaged cumulative regret and the median frequencies of an algorithm pulls the best 4 arms for the following two scenarios in Figure 2.

**Scenario 1:** Similar to Filippi et al. (2010), we use only the 10 quantitative features and treat the cluster centroid as the feature vector of the cluster. The maximum reward of the 32 arms is around 0.575 and the minimum is around 0.005.

**Scenario 2:** To make the classification task more challenging, we utilize both categorical and quantitative features, i.e., $d = 55$. Meanwhile, the feature vector of each cluster at each round is a random sample from that cluster. This makes the features more dynamic and the algorithm needs to do more exploration before being able to identify the optimal arm. The maximum reward is around 0.770 and the minimum is 0.

From the plots, we can see that in both scenarios, our proposed algorithm performs the best and it pulls the best arm most frequently. For scenario 1, GLOC, UCB-GLM and GLM-TSL perform relatively well, while the other algorithms are stuck in sub-optimal arms. This is consistent with the results in Dumitrascu et al. (2018). For the more difficult scenario 2, SGD-TS is still the best algorithm. GLOC performs relatively well, but it is not able to pull the best arm as frequently as SGD-TS. All the other algorithms perform poorly and frequently pull sub-optimal arms.

### 6.4 Computational cost

We present the averaged runtime of each algorithm for the simulation and Yahoo news article recommendation in Table 1. Presented results are the averaged runtime of one repeated experiment for one parameter combination in the grid search set. Note that all algorithms need to solve an optimization problem or invert a matrix each round except our algorithm. For
example, UCB-GLM, GLM-TSL, SupCB-GLM and ε-greedy need to find MLE every round. Laplace-TS and GLOC need to solve an optimization problem on one data point every round. UCB-GLM, GLM-TSL, SupCB-GLM and GLOC need to calculate matrix inverse every round. For our proposed SGD-TS, since we only perform a single-step SGD update every round and do not need to calculate matrix inverse, so the real computational cost is the cheapest.

7 CONCLUSION AND FUTURE WORK

In this paper, we derive and analyze SGD-TS, a novel and efficient algorithm for generalized linear bandit. The time complexity of SGD-TS scales linearly in both total number of rounds and feature dimensions in general. Under the “diversity” assumption, we prove a regret upper bound of order $\tilde{O}(\sqrt{T})$ for SGD-TS algorithm in generalized linear bandit problems. Experimental results of both synthetic and real datasets show that SGD-TS consistently outperforms other state-of-the-art algorithms. To the best of our knowledge, this is the first attempt that successfully applies online stochastic gradient descent steps to contextual bandit problems with theoretical guarantee. Our proposed algorithm is also the most efficient algorithm for generalized linear bandit so far.

Future work Although generalized linear bandit is successful in many cases, there are many other models that are more powerful in representation for contextual bandit. This motivates a number of works for contextual bandit with complex reward models (Chowdhury and Gopalan 2017; Riquelme et al. 2018; Zhou et al. 2019). For most of these works, finding the posterior or upper confidence bound remains an expensive task in online learning. While we have seen in this work that online SGD can be successfully applied to GLB under certain assumptions, it is interesting to investigate whether we could further use online SGD to design efficient and theoretically solid methods for contextual bandit with more complex reward models, like neural networks, etc.
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8 SUPPLEMENTARY MATERIAL

8.1 Proof of Lemma 1

The proof of Lemma 1 is an adaptation from the proof of Theorem 1 in Li et al. (2017).

Proof. Define $G(\theta) := \sum_{s=1}^{t} (\mu(X_s^T \bar{\theta}) - \mu(X_s^T \theta^*)) X_s$. We have $G(\theta^*) = 0$ and $G(\hat{\theta}_t) = \sum_{s=1}^{t} \epsilon_s X_s$, where $\epsilon_s$ is the sub-Gaussian noise at round $s$. For convenience, define $Z := G(\hat{\theta}_t)$. From mean value theorem, for any $\theta_1, \theta_2$, there exists $v \in (0,1)$ and $\bar{\theta} := v \theta_1 + (1 - v) \theta_2$ such that

$$G(\theta_1) - G(\theta_2) = \left[ \sum_{s=1}^{t} \mu'(X_s^T \bar{\theta}) X_s X_s^T \right] (\theta_1 - \theta_2) := F(\bar{\theta})(\theta_1 - \theta_2),$$

(11)

where $F(\bar{\theta}) = \sum_{s=1}^{t} \mu'(X_s^T \bar{\theta}) X_s X_s^T$. Therefore, for any $\theta_1 \neq \theta_2$, we have

$$(\theta_1 - \theta_2)^T (G(\theta_1) - G(\theta_2)) = (\theta_1 - \theta_2)^T F(\bar{\theta})(\theta_1 - \theta_2) > 0,$$

since $\mu' > 0$ and $\lambda_{\min}(V_{t+1}) > 0$. So $G(\theta)$ is an injection from $\mathbb{R}^d$ to $\mathbb{R}^d$. Consider an $\eta$-neighborhood of $\theta^*$, $B_\eta := \{ \theta : \| \theta - \theta^* \| \leq \eta \}$, where $\eta$ is a constant that will be specified later such that we have $c_\eta = \inf_{\theta \in B_\eta} \mu'(x^T \theta) > 0$. When $\theta_1, \theta_2 \in B_\eta$, from the property of convex set, we have $\theta \in B_\eta$. From Equation (11) we have when $\theta \in B_\eta$,

$$\|G(\theta)\|_{V_{t+1}^{-1}} = \|G(\theta) - G(\theta^*)\|_{V_{t+1}^{-1}} = \sqrt{(\theta - \theta^*)^T F(\bar{\theta}) V_{t+1}^{-1} F(\bar{\theta})(\theta - \theta^*)} \geq c_\eta \sqrt{\lambda_{\min}(V_{t+1})} \| \theta - \theta^* \|$$

The last inequality is due to

$$F(\bar{\theta}) \geq c_\eta \sum_{s=1}^{t} X_s X_s^T = c_\eta V_{t+1}.$$

From Lemma A in Chen et al. (1999), we have that

$$\{ \theta : \|G(\theta) - G(\theta^*)\|_{V_{t+1}^{-1}} \leq c_\eta \eta \sqrt{\lambda_{\min}(V_{t+1})} \} \subset B_\eta.$$

Now from Lemma 7 in Li et al. (2017), we have with probability at least $1 - \delta$,

$$\|G(\hat{\theta}_t) - G(\theta^*)\|_{V_{t+1}^{-1}} = \|Z\|_{V_{t+1}^{-1}} \leq 4R \sqrt{d + \log \frac{1}{\delta}}.$$

Therefore, when

$$\eta \geq \frac{4R}{c_\eta} \sqrt{d + \log \frac{1}{\delta}},$$

we have $\hat{\theta}_t \in B_\eta$. Since $c_\eta \geq c_1 \geq c_3 > 0$ when $\eta \leq 1$, we have

$$\|\hat{\theta}_t - \theta^*\| \leq \frac{4R}{c_\eta} \sqrt{d + \log \frac{1}{\delta}} \leq 1,$$

when $\lambda_{\min}(V_{t+1}) \geq \frac{16R^2 [d + \log(\frac{1}{\delta})]}{c_1^2}$. \hfill \Box

8.2 Proof of Lemma 2

Note that the condition of Lemma 1 holds with high probability when $\tau$ is chosen as Equation (8). This is a consequence of Proposition 1 in Li et al. (2017), which is presented below for reader’s convenience.
Proposition 1 (Proposition 1 in Li et al. [2017]). Define \( V_{n+1} = \sum_{t=1}^{n} X_t X_t^T \), where \( X_t \) is drawn IID from some distribution in unit ball \( \mathbb{B}^d \). Furthermore, let \( \Sigma := E[X_t X_t^T] \) be the second moment matrix, let \( B, \delta_2 > 0 \) be two positive constants. Then there exists positive, universal constants \( C_1 \) and \( C_2 \) such that \( \lambda_{\min}(V_{n+1}) \geq B \) with probability at least \( 1 - \delta_2 \), as long as

\[
n \geq \left( \frac{C_1 \sqrt{d} + C_2 \sqrt{\log(1/\delta_2)}}{\lambda_{\min}(\Sigma)} \right)^2 + \frac{2B}{\lambda_{\min}(\Sigma)}.
\]

Now we formally prove Lemma 2.

Proof. Note that from the definition of \( \hat{\theta}_0 \) in the algorithm, when \( j = 1 \), the conclusion holds trivially. When \( \tau \) is chosen as in Equation 8, we have from Proposition 1 and Equation 8, and by applying a union bound, we have \( \tilde{\theta}_j, \tilde{\theta}_{j \tau} \in C \) for all \( j \geq 1 \) with probability at least \( 1 - \frac{1}{\tau^2} \). Therefore, \( \tilde{\theta}_j, \tilde{\theta}_{j \tau} \in C \) for all \( j \geq 1 \).

Since \( \tilde{\theta}_j \in C \), we have \( \| \hat{\theta}_j - \theta^* \| \leq 3 \). Denote \( \mathbb{B}_\eta := \{ \theta : \| \theta - \theta^* \| \leq \eta \} \), we have \( \hat{\theta}_j, \tilde{\theta}_{j \tau} \in \mathbb{B}_3 \). For any \( v > 0 \), define \( \bar{\theta}_j = v \tilde{\theta}_j + (1 - v) \tilde{\theta}_{j \tau} \), since \( \mathbb{B}_3 \) is convex, we have \( \bar{\theta}_j \in \mathbb{B}_3 \). Therefore, we have from Assumption 2

\[
\nabla^2 l_{j \tau}(\bar{\theta}) = \sum_{s = (j - 1) \tau + 1}^{j \tau} \mu'(X_s^T \bar{\theta}) X_s X_s^T \geq c_3 \sum_{s = (j - 1) \tau + 1}^{j \tau} X_s X_s^T.
\]

Since we update \( \tilde{\theta}_j \) every \( \tau \) rounds and \( \tilde{\theta}_j^{TS} \) only depends on \( \tilde{\theta}_j \), for the next \( \tau \) rounds, the pulled arms are only dependent on \( \tilde{\theta}_j^{TS} \). Therefore, the feature vectors of pulled arms among the next \( \tau \) rounds are IID. According to Proposition 1 and Equation 8, and by applying a union bound, we have \( \lambda_{\min}(\sum_{s = (j - 1) \tau + 1}^{j \tau} X_s X_s^T) \geq \frac{\alpha}{c_3} \) holds for all \( j \geq 1 \) with probability at least \( 1 - \frac{1}{\tau^2} \). This tells us that for all \( j \), \( l_{j \tau}(\bar{\theta}) \) is a \( \alpha \)-strongly convex function when \( \bar{\theta} \in \mathbb{B}_3 \). Therefore, we can apply (Theorem 3.3 of Section 3.3.1 in Hazan et al. [2016]) to get for all \( j \geq 1 \)

\[
\sum_{q=1}^{j} \left( l_{q \tau}(\bar{\theta}_q) - l_{q \tau}(\tilde{\theta}_{j \tau}) \right) \leq \frac{G^2}{2\alpha} (1 + \log j)
\]

where \( G \) satisfies \( G^2 \geq E[\| \nabla l_{q \tau} \|^2] \). Note that \( G \leq \alpha \) since \( \mu(x) \in [0, 1], Y_s \in [0, 1] \) and \( \| X_s \| \leq 1 \). From Jensen’s Inequality, we have

\[
\sum_{q=1}^{j} \left( l_{q \tau}(\bar{\theta}_q) - l_{q \tau}(\tilde{\theta}_{j \tau}) \right) \leq \frac{G^2}{2\alpha} (1 + \log j).
\]

Since \( \tilde{\theta}_j, \tilde{\theta}_{j \tau} \in \mathbb{B}_3 \), we have for any \( v > 0 \), if \( \theta = v \tilde{\theta}_j + (1 - v) \tilde{\theta}_{j \tau} \), then \( \nabla^2 l_{q \tau}(\bar{\theta}) \geq \alpha I_d \) for all \( 1 \leq q \leq j \). Since \( \sum_{q=1}^{j} \nabla l_{q \tau}(\tilde{\theta}_{j \tau}) = 0 \), we have

\[
\| \tilde{\theta}_j - \tilde{\theta}_{j \tau} \| \leq \frac{G}{\alpha} \sqrt{\frac{1 + \log j}{j}}.
\]

By applying a union bound, we get the conclusion. \( \square \)

8.3 Proof of Lemma 3

We utilize the concentration property of MLE. Here, we present the analysis of MLE in Li et al. [2017].

Lemma 7 (Lemma 3 in Li et al. [2017]). Suppose \( \lambda_{\min}(V_{\tau + 1}) \geq 1 \). For any \( \delta_3 \in (0, 1) \), the following event

\[
\mathcal{E} := \left\{ \| \hat{\theta}_t - \theta^* \|_{V_{\tau + 1}} \leq \frac{R}{c_1} \sqrt{\frac{d}{2} \log(1 + \frac{2t}{d}) + \log \frac{1}{\delta_3}} \right\}
\]

holds for all \( t \geq \tau \) with probability at least \( 1 - \delta_3 \).

Proof. Note that from Proposition 1, when \( \alpha \geq c_3 \), \( \lambda_{\min}(V_{\tau + 1}) \geq 1 \) holds with probability at least \( 1 - \frac{1}{\tau^2} \). The proof of Lemma 3 is simply a combination of Lemma 2 and Lemma 7 by applying a union bound. \( \square \)
8.4 Proof of Lemma 4

We use formula 7.1.13 in [Abramowitz and Stegun (1948)] to help derive the concentration and anti-concentration inequalities for Gaussian distributed random variables. Details are shown in Lemma 8.

**Lemma 8** (Formula 7.1.13 in [Abramowitz and Stegun (1948)]). For a Gaussian distributed random variable with mean $m$ and variance $\sigma^2$, we have for $z \geq 1$ that

$$
\mathbb{P}(|Z - m| \geq z\sigma) \leq \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}}.
$$

For $0 < z \leq 1$, we have

$$
\mathbb{P}(|Z - m| \geq z\sigma) \geq \frac{1}{2\sqrt{\pi}} e^{-\frac{z^2}{2}}.
$$

Now we prove Lemma 4.

**Proof.** Since $\theta_j^{TS}|F_{j\tau} \sim \mathcal{N}\left(\tilde{\theta}_j, \left(2g_1(j)^2 \frac{c_3}{\alpha_j} + \frac{2g_2(j)^2}{j}\right) I_d\right)$, and $\theta_j^{TS}$ is independent of $\{\cup_{t=j\tau+1}^{(j+1)\tau} A_t\} = \{x_{t,a}, a \in [K], j\tau < t \leq (j + 1)\tau\}$, we have for $x \in \{\cup_{t=j\tau+1}^{(j+1)\tau} A_t\}$,

$$
x^T(\tilde{\theta}_j - \theta_j^{TS})|F_{j\tau}, x \sim \mathcal{N}\left(0, \left(2g_1(j)^2 \frac{c_3}{\alpha_j} + \frac{2g_2(j)^2}{j}\right) \|x\|^2\right).
$$

From the property of Gaussian random variable in Lemma 8 when $u = \sqrt{2\log(T^2K\tau)}$, we have

$$
\mathbb{P}\left(|x^T(\tilde{\theta}_j - \theta_j^{TS})| \geq u\sqrt{2g_1(j)^2 \frac{c_3}{\alpha_j} \|x\|^2 + \frac{2g_2(j)^2}{j} \|x\|^2}\right|F_{j\tau}, x) \leq \frac{1}{\sqrt{2\pi}} e^{-\frac{u^2}{2}} \leq \frac{1}{K\tau T^2}.
$$

We use the following property of conditional probability

$$
\int_x \mathbb{P}(E|X = x, F) f(X = x|F) dx = \mathbb{P}(E|F),
$$

where $f(X = x|F)$ is the conditional p.d.f of a random variable $X$ and $E$ is an event. Combine Equation 12 and Equation 13 we have for every $a \in [K]$ and $j\tau < t \leq (j + 1)\tau$,

$$
\mathbb{P}\left(|x_{t,a}^T(\tilde{\theta}_j - \theta_j^{TS})| \geq u\sqrt{2g_1(j)^2 \frac{c_3}{\alpha_j} + 2g_2(j)^2/j \|x_{t,a}\|^2}\right|F_{j\tau}) = \int_x \mathbb{P}\left(|x_{t,a}^T(\tilde{\theta}_j - \theta_j^{TS})| \geq u\sqrt{2g_1(j)^2 \frac{c_3}{\alpha_j} + 2g_2(j)^2/j \|x_{t,a}\|^2}\right|F_{j\tau}, x_{t,a} = x) f(x_{t,a} = x|F_{j\tau}) dx
\leq \frac{1}{K\tau T^2} \int_x f(x_{t,a} = x|F_{j\tau}) dx = \frac{1}{K\tau T^2}.
$$

Applying a union bound, we get the conclusion.

8.5 Proof of Lemma 5

**Proof.** We still use Lemma 8 to show the result. For convenience, denote $x := x_{t,*}$, $\gamma_1 := \sqrt{\frac{c_3}{\alpha_j}} \|x\|$ and $\gamma_2 := \frac{\|x\|}{\sqrt{j}}$. Note that $x$ is independent of $\theta_j^{TS}$, so

$$
x^T(\tilde{\theta}_j - \theta_j^{TS})|F_{j\tau}, x \sim \mathcal{N}\left(0, \left(2g_1(j)^2 \gamma_1^2 + \frac{2g_2(j)^2}{j} \gamma_2^2\right)\right).
$$
Therefore,
\[
\mathbb{P}\left(x^T \tilde{\theta}^\text{TS}_{j_t} > x^T \theta^* | \mathcal{F}_{j_t, \tau}, x\right) = \mathbb{P}\left(\frac{x^T \theta^\text{TS}_{j_t} - x^T \tilde{\theta}_{j_t}}{\sqrt{2g_1(j_t)^2 \gamma_1^2 + 2g_2(j_t)^2 \gamma_2^2}} > \frac{x^T \theta^* - x^T \tilde{\theta}_{j_t}}{\sqrt{2g_1(j_t)^2 \gamma_1^2 + 2g_2(j_t)^2 \gamma_2^2}} | \mathcal{F}_{j_t, \tau}, x\right)
\geq \mathbb{P}\left(\frac{x^T \theta^\text{TS}_{j_t} - x^T \tilde{\theta}_{j_t}}{\sqrt{2g_1(j_t)^2 \gamma_1^2 + 2g_2(j_t)^2 \gamma_2^2}} > \frac{g_1(j_t) \|x\|_{\mathcal{V}_{j_t+1}}^{-1} + g_2(j_t) \|x\|_{\mathcal{V}_j}^{-1}}{\sqrt{2g_1(j_t)^2 \gamma_1^2 + 2g_2(j_t)^2 \gamma_2^2}} | \mathcal{F}_{j_t, \tau}, x\right)
\geq \mathbb{P}\left(\frac{x^T \theta^\text{TS}_{j_t} - x^T \tilde{\theta}_{j_t}}{\sqrt{2g_1(j_t)^2 \gamma_1^2 + 2g_2(j_t)^2 \gamma_2^2}} > \frac{g_1(j_t) \sqrt{\frac{2}{x\text{TS}} \|x\| + g_2(j_t) \|x\|_{\mathcal{V}_j}^{-1}}}{\sqrt{2g_1(j_t)^2 \gamma_1^2 + 2g_2(j_t)^2 \gamma_2^2}} | \mathcal{F}_{j_t, \tau}, x\right)
\geq \frac{1}{4\sqrt{\pi}} e^{-z^2},
\] 

where \( z := \frac{g_1(j_t) \gamma_1 + g_2(j_t) \gamma_2}{\sqrt{2g_1(j_t)^2 \gamma_1^2 + 2g_2(j_t)^2 \gamma_2^2}} \). The first and second inequalities hold since \( \mathcal{F}_t \) is a filtration such that \( E_1(j_t) \) and \( \lambda_{min}(\mathcal{V}_{j_t+1}) \geq \frac{g_1(j_t) \gamma_1 + g_2(j_t) \gamma_2}{\sqrt{2g_1(j_t)^2 \gamma_1^2 + 2g_2(j_t)^2 \gamma_2^2}} \) are true. Notice that we have \( 0 < z \leq 1 \) since
\[
2g_1(j_t)^2 \gamma_1^2 + 2g_2(j_t)^2 \gamma_2^2 - (g_1(j_t) \gamma_1 + g_2(j_t) \gamma_2)^2 = (g_1(j_t) \gamma_1 - g_2(j_t) \gamma_2)^2 \geq 0.
\]
Therefore, we get
\[
\mathbb{P}\left(x^T \theta^\text{TS}_{j_t} > x^T \theta^* | \mathcal{F}_{j_t, \tau}, x\right) \geq \frac{1}{4\sqrt{\pi}} e^{-z^2} \geq \frac{1}{4\sqrt{\pi} e}.
\]
Similarly, using Equation 13 we get
\[
\mathbb{P}\left(x^T \tilde{\theta}^\text{TS}_{j_t} > x^T \theta^* | \mathcal{F}_{j_t, \tau}\right) = \int_x \mathbb{P}\left(x^T \theta^\text{TS}_{j_t} > x^T \theta^* | \mathcal{F}_{j_t, \tau}, x_{t,*} = x\right) f(x_{t,*} = x | \mathcal{F}_{j_t, \tau}) dx \geq \frac{1}{4\sqrt{\pi} e}.
\]

8.6 Proof of Lemma 6

The technique used in this proof is extracted from [Agrawal and Goyal (2013); Kveton et al. (2019)].

Proof. Denote \( \mathbb{E}_t[\cdot] := \mathbb{E}[\cdot | \mathcal{F}_t] \). To prove the lemma, we prove the following Equation 15 holds for any possible filtration \( \mathcal{F}_t \):
\[
\mathbb{E}_{j_t, \tau}[\Delta_{a_t}(t) \mathbb{I}(E_1(j_t) \cap E_2(j_t) \cap E_3(j_t))] \leq \left(1 + \frac{2}{4\pi e} - \frac{1}{T^2}\right) \mathbb{E}_{j_t, \tau}[H_{a_t}(t) \mathbb{I}(E_3(j_t))] \tag{15}
\]

Denote the following set as the undersampled arms at round \( t \),
\[
S^C_t = \{i \in [K] : H_i(t) \geq \Delta_i(t)\}
\]

Note that \( a^*_t \in S^C_t \) for all \( t \). The set of sufficiently sampled arms is \( S_t = [K] \setminus S^C_t \). Let \( J_t = \arg\min_{a \in S^C_t} H_i(t) \) be the least uncertain undersampled arm at round \( t \). At round \( t \), denote \( j_t = \lfloor \frac{t+1}{T} \rfloor \). In the steps below, we assume that event \( E_1(j_t) \cap E_2(j_t) \) occurs, then
\[
\Delta_{a_t}(t) = \Delta_{J_t}(t) + (x_{t,J_t} - X_t)^T \theta^* = \Delta_{J_t}(t) + x_{t,J_t}^T (\theta^* - \theta^\text{TS}_{J_t}) + (x_{t,J_t} - X_t)^T \theta^\text{TS}_{j_t} + X_t^T (\theta^\text{TS}_{j_t} - \theta^*) \leq \Delta_{J_t}(t) + H_{J_t}(t) + H_{a_t}(t) \quad \text{since} \quad (x_{t,J_t} - X_t)^T \theta^\text{TS}_{j_t} \leq 0
\]
\[
\leq 2H_{J_t}(t) + H_{a_t}(t) \quad \text{since} \quad J_t \in S^C_t.
\]

The left to do is to bound \( H_{J_t}(t) \) by \( H_{a_t}(t) \). Since \( J_t = \arg\min_{a \in S^C_t} H_i(t) \), we have
\[
\mathbb{E}_{j_t, \tau}[H_{a_t}(t)] \geq \mathbb{E}_{j_t, \tau}[H_{a_t}(t) | a_t \in S^C_t] \mathbb{P}(a_t \in S^C_t | \mathcal{F}_{j_t, \tau}) \geq \mathbb{E}_{j_t, \tau}[H_{J_t}(t)] \mathbb{P}(a_t \in S^C_t | \mathcal{F}_{j_t, \tau}) \geq \mathbb{E}_{j_t, \tau}[H_{J_t}(t)] \mathbb{P}(a_t \in S^C_t | \mathcal{F}_{j_t, \tau}).
\tag{16}
\]
Therefore, we have

\[ E_{j_\tau} [\Delta_a(t)1(E_1(j_i) \cap E_2(j_i))] \leq \left( 1 + \frac{2}{P (a_t \in S^C_t | \mathcal{F}_{j_\tau})} \right) E_{j_\tau} [H_a(t)] \tag{17} \]

Next, we bound \( P (a_t \in S^C_t | \mathcal{F}_{j_\tau}) \).

\[
P (a_t \in S^C_t | \mathcal{F}_{j_\tau}) \geq P \left( x_{t, t_\tau}^T \theta_{j_\tau}^{TS} \geq \max_{i \in S_t} x_{t, t_\tau}^T \theta_{j_\tau}^{TS} | \mathcal{F}_{j_\tau} \right) \quad \text{since } a_t^* \in S^C_t
\]

\[
\geq P \left( x_{t, t_\tau}^T \theta_{j_\tau}^{TS} \geq x_{t, t}^T \theta^* \cap E_1(j_i) \cap E_2(j_i) | \mathcal{F}_{j_\tau} \right)
\]

\[
\geq P \left( x_{t, t_\tau}^T \theta_{j_\tau}^{TS} \geq x_{t, t}^T \theta^* \cap E_1(j_i) \cap E_2(j_i) | \mathcal{F}_{j_\tau} \right) - P \left( E_{j_\tau}^C | \mathcal{F}_{j_\tau} \right)
\]

\[
\geq P \left( x_{t, t_\tau}^T \theta_{j_\tau}^{TS} \geq x_{t, t}^T \theta^* \cap E_1(j_i) | \mathcal{F}_{j_\tau} \right) - \frac{1}{T^2}.
\tag{18}
\]

Inequality (18) holds because for all \( i \in S_t \), on event \( E_1(j_i) \cap E_2(j_i) \),

\[
x_{t, t_\tau}^T \theta_{j_\tau}^{TS} \leq x_{t, t}^T \theta^* + H_1(t) + x_{t, t}^T \theta^* + \Delta(t) = x_{t, t}^T \theta^*.
\]

Inequality (19) holds because of Lemma 4 When \( \mathcal{F}_t \) is a filtration such that \( E_1(j_i) \) and \( E_3(j_i) \) are true, we have from Lemma 5 that

\[
P (a_t \in S^C_t | \mathcal{F}_{j_\tau}) \geq \frac{1}{4\sqrt{\pi \varepsilon}} - \frac{1}{T^2}.
\]

So under such filtration, from Equation (17) we have

\[
E_{j_\tau} [\Delta_a(t)1(E_1(j_i) \cap E_2(j_i))] \leq \left( 1 + \frac{2}{1 + \frac{1}{4\sqrt{\pi \varepsilon}} - \frac{1}{T^2}} \right) E_{j_\tau} [H_a(t)].
\]

Since \( E_3(j_i) \) is \( \mathcal{F}_{j_\tau} \)-measurable, we have under such filtration,

\[
E_{j_\tau} [\Delta_a(t)1(E_1(j_i) \cap E_2(j_i) \cap E_3(j_i))] \leq \left( 1 + \frac{2}{1 + \frac{1}{4\sqrt{\pi \varepsilon}} - \frac{1}{T^2}} \right) E_{j_\tau} [H_a(t)1(E_3(j_i))].
\]

When \( \mathcal{F}_t \) is a filtration such that \( E_1(j_i) \cap E_3(j_i) \) is not true, the conclusion holds trivially. This finishes our proof. \( \square \)

8.7 Proof of Theorem 1

Before proving the theorem, we show a lemma below.

Lemma 9. Let \( J = [\frac{3}{T}] \), then

\[
E \left[ \sum_{t=\tau+1}^{T} H_a(t)1(E_3(j_i)) \right] \leq \sqrt{T} \left( 2g_1(J) \frac{c_3}{\alpha} + 2g_2(J) + u \sqrt{2g_1(J)^2 \frac{c_3}{\alpha} + 2g_2(J)^2 \sqrt{1 + \log J}} \right).
\]

Proof. We know \( H_a(t) = H_{a,1}(t) + H_{a,2}(t) + H_{a,3}(t) \) from definition, where

\[
H_{a,1}(t) = g_1(j_i) ||x_{t,i}||_{V_{j_{t+1}}^{-1}}, \quad H_{a,2}(t) = g_2(j_i) \frac{||x_{t,i}||}{\sqrt{J_t}}, \quad H_{a,3}(t) = u \sqrt{2g_1(j_i)^2 \frac{c_3}{\alpha J_t} ||x_{t,i}||^2 + 2g_2(j_i)^2 \frac{||x_{t,i}||^2}{J_t}}
\]
For all $t$, we have $j_t \leq \lfloor \frac{T}{2} \rfloor$ and so $g_1(j_t) \leq g_1(J)$, and $g_2(j_t) \leq g_2(J)$. Since $\|X_t\|^2 \leq \lambda_{\max}(X_t^\top X_t) \leq \frac{\alpha}{\sigma_j^2}$ when $E_3(j_t)$ holds, we have
\[
\mathbb{E} \left[ \sum_{t=\tau+1}^{T} H_{a_t}(t) \mathbb{I}(E_3(j_t)) \right] \leq 2\tau g_1(J) \sqrt{\frac{c_1}{\alpha} J} \leq 2g_1(J) \sqrt{\frac{c_3T}{\alpha} \sqrt{T}}.
\]
(20)

We also have
\[
\sum_{t=\tau+1}^{T} H_{a_t,2}(t) \leq g_2(J) \sum_{t=\tau+1}^{T} \frac{\|X_t\|}{\sqrt{J_t}} \leq 2g_2(J) \sqrt{T}.
\]
(21)

From Cauchy-Schwarz, we have
\[
\sum_{t=\tau+1}^{T} H_{a_t,3}(t) \leq u\sqrt{T} \sqrt{\sum_{t=\tau+1}^{T} \left( 2g_1(j_t)^2 \frac{c_3}{\alpha J_t} \|X_t\|^2 + 2g_2(j_t)^2 \|X_t\|^2 \frac{\|X_t\|^2}{j_t} \right)}
\]
\[
\leq u\sqrt{T} \sqrt{2g_1(J)^2 \frac{c_3T}{\alpha} (1 + \log J) + 2g_2(J)^2 \tau (1 + \log J)}.
\]
(22)

Combine Equation 20, 21, 22, we get the conclusion.

Now we formally prove Theorem 1.

Proof. Since
\[
\mathbb{E}_{j_t} \left[ \mu(x_{t,i}^T \theta^*) - \mu(X_t^T \theta^*) \right] \leq \mathbb{E}_{j_t} \left[ (\mu(x_{t,i}^T \theta^*) - \mu(X_t^T \theta^*)) \mathbb{I}(E_2(j_t)) \right] + \mathbb{P}(E_2^C(j_t) \cap E_{j_t})
\]
\[
\leq \mathbb{E}_{j_t} \left[ (\mu(x_{t,i}^T \theta^*) - \mu(X_t^T \theta^*)) \mathbb{I}(E_2(j_t)) \right] + \frac{1}{T^2},
\]
we have
\[
\mathbb{E} \left[ \mu(x_{t,i}^T \theta^*) - \mu(X_t^T \theta^*) \right] \leq \mathbb{E} \left[ (\mu(x_{t,i}^T \theta^*) - \mu(X_t^T \theta^*)) \mathbb{I}(E_2(j_t)) \right] + \frac{1}{T^2}.
\]

From Proposition 1 when $\tau$ is chosen as in Equation 8, $E_3(j_t)$ holds with probability with at least $1 - \frac{1}{T^2}$ for every $t$. From the above,
\[
\mathbb{E}[R(T)] = \sum_{t=1}^{T} \mathbb{E} \left[ \mu(x_{t,i}^T \theta^*) - \mu(X_t^T \theta^*) \right] \leq \sum_{t=1}^{T} \mathbb{E} \left[ (\mu(x_{t,i}^T \theta^*) - \mu(X_t^T \theta^*)) \mathbb{I}(E_2(j_t)) \right] + \frac{1}{T}
\]
\[
\leq \mathbb{E} \left[ \sum_{t=1}^{T} (\mu(x_{t,i}^T \theta^*) - \mu(X_t^T \theta^*)) \mathbb{I}(E_1(j_t) \cap E_2(j_t) \cap E_3(j_t)) \right] + \sum_{t=1}^{T} \mathbb{P}(E_1^C(j_t) \cup E_2^C(j_t) \cup E_3^C(j_t)) + \frac{1}{T}
\]
\[
\leq \tau + L_\mu \sum_{t=\tau+1}^{T} \mathbb{E}[\Delta_{a_t}(t) \mathbb{I}(E_1(j_t) \cap E_2(j_t) \cap E_3(j_t))] + \frac{7}{T}
\]
\[
\leq \tau + pL_\mu \sum_{t=\tau+1}^{T} \mathbb{E}[H_{a_t}(t) \mathbb{I}(E_3(j_t))] + \frac{7}{T} \quad \text{from Lemma 6}
\]

From Lemma 9, we have
\[
\mathbb{E}[R(T)] \leq \tau + L_\mu p \sqrt{\tau T} \left[ 2\sqrt{\frac{c_3}{\alpha} g_1(J)} + 2g_2(J) + u \sqrt{\frac{2c_3g_1(J)^2}{\alpha} + 2g_2(J)^2} \sqrt{1 + \log \frac{T}{\tau}} \right] + \frac{7}{T}.
\]
This ends our proof.

8.8 Discussion

As pointed out by the reader, since $\|x_{t,a}\| \leq 1$, so $\sigma_0^2, \lambda_j \leq O(\frac{1}{d})$. So a more realistic assumption should be $\sigma_0^2, \lambda_j \sim O(\frac{1}{d})$. However, we found that $\sigma_0^2 \sim O(1)$ is an assumption that is widely used in literature (see Li et al. 2017). If we assume $\sigma_0^2, \lambda_j \sim O(1/d)$, then the regret upper bound of our algorithm is $\mathbb{E}[R(T)] \leq \hat{O}(d^2 \sqrt{T})$ and the regret upper bound of UCB-GLM (Li et al. 2017) is $\hat{O}(d^3 + d \sqrt{T})$. 