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ABSTRACT: We continue the analysis of the geometry of generic Minkowski $\mathcal{N} = 1, D = 4$ flux compactifications in M-theory using exceptional generalised geometry, including the calculation of the infinitesimal moduli spaces. The backgrounds can be classified into two classes: type-0 and type-3. For type-0, we review how the moduli arise from standard de Rham cohomology classes. We also argue that, under reasonable assumptions, there are no appropriate sources to support compact flux backgrounds for this class and so the only solutions are in fact $G_2$ geometries. For type-3 backgrounds, given a suitable $\partial \bar{\partial}$-lemma, we show that the moduli can be calculated from a cohomology based on an involutive subbundle of the complexified tangent space. Using a simple spectral sequence we prove quite generally that the presence of flux can only reduce the number of moduli compared with the fluxless case. We then use the formalism to calculate the moduli of heterotic M-theory and show they match those of the dual Hull-Strominger system as expected.
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1 Introduction

This paper is the offspring of [1], where generic flux compactifications of ten- and eleven-dimensional supergravity to four-dimensional Minkowski space preserving $\mathcal{N} = 1$ supersymmetry were analysed using exceptional generalised geometry. The geometries have a simple interpretation as integrable $\text{SU}(7) \subset \text{E}_{7(7)} \times \mathbb{R}^+$ generalised G-structures. In eleven-dimensional supergravity, these come in two classes, type-0 and type-3, and the earlier paper calculated several properties of the type-0 backgrounds, including their infinitesimal moduli spaces.

The main focus of this paper is to extend the analysis to the type-3 class and to discuss in some more detail the structure of the infinitesimal moduli spaces that appear.
This is in principle directly relevant to model-building [2–13], where fluxes are typically included to try and lift some of the moduli fields. The usual analysis considers parametrically small fluxes perturbing a purely geometrical supersymmetric geometry, for example a $G_2$-holonomy background. One of the powers of using exceptional generalised geometry techniques is that the moduli can be calculated even when the fluxes are large.

There is a long history of analysing the M-theory $\mathcal{N} = 1$ backgrounds using conventional G-structure techniques [14–17]. The advantage of using exceptional generalised geometry is that the Killing spinor equations are neatly rephrased into vanishing intrinsic torsion conditions for generalised G-structures [1, 18–20] which readily incorporate the inclusion of fluxes. This in turn provides a framework that is amenable to moduli problems on backgrounds with and without flux. In particular, moduli still correspond to elements of cohomology groups and these cohomology groups can be readily found as components of a deformation of the exceptional generalised G-structure. For the type-0 class the relevant groups are de Rham cohomologies. For the type-3 class, we will find that particular seven-dimensional analogues of Dolbeault cohomology groups appear. In both cases we are simply deforming the generalised G-structure.

There is a famous no-go theorem for M-theory supersymmetric compactifications on a space $M$ to Minkowski space [21]. If $M$ is compact then there are no solutions with non-zero flux unless there are extra negative tension sources. Typically these come from M5-branes and orbifold planes in the geometry, the heterotic M-theory background [22, 23] in Hořava-Witten theory [24, 25] being the prime example. Our backgrounds will be assumed to have sources of this type, which are localised and carry some net overall charge, even if smeared. The main result of this paper then comes in two parts:

1. supersymmetric backgrounds with non-trivial flux are type-3,

2. type-3 moduli can be counted by cohomology groups using a three page spectral sequence, such that the number of moduli weakly decreases with the inclusion of flux.

Thus even without the assumption that the flux is a small perturbation, they can only reduce the number of moduli when compared to the pure metric geometry.

The layout of the paper is as follows. In section 2 we first give a brief review of the Killing spinors and spinor bilinears following [17], introduce exceptional complex geometry and the notion of an SU(7) structure and then relate the two approaches. In section 3 we review the results of [1], compute the integrability conditions for an SU(7) structure for type-0 and type-3 backgrounds and relate these results to the differential equations given in [17]. It is in this section that we show that only type-3 structures can include flux. In section 4 we compute the infinitesimal moduli of the SU(7) structures, and show that type-3 structure moduli come from a simple spectral sequence, where the flux can obstruct certain deformations. In section 5 we compute the type-3 spectral sequence for the heterotic M-theory geometry $M_7 = X \times S^1/\mathbb{Z}_2$, finding that the moduli match those calculated for the dual Hull-Strominger [26, 27] heterotic backgrounds in [28–31].
2 Exceptional complex structures

We are interested in eleven-dimensional supergravity compactifications to four-dimensional Minkowski space that preserve $\mathcal{N} = 1$ supersymmetry. In order to preserve Lorentz invariance the eleven-dimensional space is a warped product of Minkowski space $\mathbb{R}^{3,1}$ with an internal space $M$. The eleven-dimensional metric is

$$\text{d}s^2 = e^{2\Delta}\text{d}s^2(\mathbb{R}^{3,1}) + \text{d}s^2(M)$$  \hfill (2.1)

and the eleven-dimensional flux takes the form $\mathcal{F} = F + \ast \tilde{F}$ where $F$ and $\tilde{F}$ are a four-form and seven-form on $M$ respectively and $\ast$ is the Hodge star operator. The corresponding Bianchi identities read

$$\text{d}F = \text{d}\tilde{F} + \frac{1}{2} F \wedge F = 0$$  \hfill (2.2)

so that one can introduce the corresponding local potentials

$$F = \text{d}A, \quad \tilde{F} = \text{d}\tilde{A} - \frac{1}{2} A \wedge F.$$  \hfill (2.3)

In this section, we start by recalling the analysis of such backgrounds using conventional G-structure techniques following Lukas and Saffin [17]. We then show how these conventional structures are in one-to-one correspondence with (almost) exceptional complex structures (ECS) in generalised geometry. In addition, using the explicit map between the conventional and generalised structures, we show that ECSs come in two “types”, analogous to the “type” of generalised complex structures introduced by Gualtieri [32].

2.1 Killing spinors and their bilinears

Generic eleven-dimensional supergravity compactifications which preserve $\mathcal{N} = 1$ supersymmetry have been analysed using Killing spinors and G-structures for decades [14–16, 33–36]. First we summarise the analysis of Lukas and Saffin [17], specialised to the case of vanishing four-dimensional cosmological constant.

The most general form for the eleven-dimensional Killing spinor is

$$\eta = \theta \otimes \epsilon^{(1)} + i \gamma \theta \otimes \epsilon^{(2)},$$  \hfill (2.4)

where the four-dimensional Majorana spinor $\theta$ is constant, while the real Spin(7) Majorana spinors $\epsilon^{(i)}$ are free to vary over the internal space. The latter define a complex Spin(7) spinor $\zeta_-$ and its conjugate

$$\zeta_+ = \epsilon_1 + i \epsilon_2, \quad \zeta_- = \zeta_+^c = \epsilon_1 - i \epsilon_2.$$  \hfill (2.5)

The decomposition uniquely defines $\zeta_+$ and $\theta$ up to a constant chiral rotation of $\theta$, under which $\zeta_+ \mapsto e^{i\alpha} \zeta_+$, and a constant real rescaling $\theta \mapsto \mu^{-1} \theta$ and $\zeta_+ \mapsto \mu \zeta_+$. One can use the former freedom to set $\epsilon^{(1)}(\epsilon^{(2)} = 0$ and in addition choose $|\epsilon_2| \leq |\epsilon_1|$, so that we can parameterise the ratio of the norms as

$$|\epsilon_2| = \frac{\cos \chi}{1 + \sin \chi},$$  \hfill (2.6)

\footnote{Our spinor conventions follow those of [17, 37]. In particular $\gamma = i\gamma^{(4)} = i\gamma^0 \gamma^1 \gamma^2 \gamma^3$.}
At a point on $M$, the pair of spinors are generically stabilised by an $SU(3) \subset Spin(7)$ subgroup and so define a local $SU(3)$ structure. However, at points where $\cos \chi = 0$ we only have a single real spinor and so the structure group becomes $G_2$. A local $SU(3)$ structure in seven dimensions may be defined via a set of three invariant forms $\{\sigma, \omega, \Omega\}$. The one-form $\sigma$ encodes a product structure such that the metric on $M$ decomposes

$$ds^2(M) = ds_{SU(3)}^2 + \sigma^2,$$

while the real two-form $\omega$ and the complex three-form $\Omega = \Omega_+ + i\Omega_-$, define the six-dimensional $SU(3)$ structure metric $ds_{SU(3)}^2$. One can use $\{\zeta^+, \zeta^-, \zeta^\gamma\}$ to construct a set of spinor bilinears, as found in appendix B of [17]:

$$2\Xi = \zeta^\dagger_+ \zeta^+ = e^\Delta,$$  \hspace{1cm} (2.8a)

$$\tilde{\Xi} = \zeta^\dagger_- \zeta^+ = e^\Delta \sin \chi,$$  \hspace{1cm} (2.8b)

$$\Xi^{(1)} = -\zeta^\dagger_+ \gamma(1) \zeta^+ = e^\Delta \cos \chi \sigma,$$  \hspace{1cm} (2.8c)

$$\Xi^{(2)} = i\zeta^\dagger_+ \gamma(2) \zeta^+ = e^\Delta \cos \chi \omega,$$  \hspace{1cm} (2.8d)

$$\Xi^{(3)} = i\zeta^\dagger_+ \gamma(3) \zeta^+ = e^\Delta \left( \sin \chi \Omega_+ - \sigma \wedge \omega \right),$$  \hspace{1cm} (2.8e)

$$\tilde{\Xi}^{(3)} = -\zeta^\dagger_- \gamma(3) \zeta^+ = e^\Delta \left( \cos \chi \Omega_+ + i(\Omega_- - \sin \chi \sigma \wedge \omega) \right),$$  \hspace{1cm} (2.8f)

The bilinears are stabilised by the same structure which stabilises the pair of Killing spinors. In particular, when $\cos \chi = 0$ we see that $\Xi^{(1)}$ and $\Xi^{(2)}$ vanish and $\Xi^{(3)} = \pm i\tilde{\Xi}^{(3)} = \varphi$ where $\varphi$ is the $G_2$-invariant three-form. Note that in all cases $\tilde{\Xi}$ and $\tilde{\Xi}^{(3)}$ completely determine the $SU(3)$ or $G_2$ structure, and hence the metric and $\Xi^{(1)}, \Xi^{(2)}$, and $\Xi^{(3)}$ can be written in terms of (in general complicated) non-linear functions of $\tilde{\Xi}$ and $\tilde{\Xi}^{(3)}$.

At this point the factor $e^\Delta$ is an arbitrary function, in principle unrelated to the warp factor in the metric. However, translated into conditions on the bilinears, the internal Killing spinor equations imply

$$d(e^{-\Delta} \Xi) = 0,$$

and so, using the constant scaling symmetry we may solve to find $\Xi = e^\Delta$, justifying the identification made above. The remaining spinor bilinears satisfy

$$d(e^{2\Delta} \tilde{\Xi}) = 0,$$  \hspace{1cm} (2.9a)

$$d(e^{\Delta} \Xi^{(1)}) = 0,$$  \hspace{1cm} (2.9b)

$$d(e^{3\Delta} \Xi^{(2)}) = -e^{4\Delta} \star F,$$  \hspace{1cm} (2.9c)

$$d(e^{2\Delta} \tilde{\Xi}^{(3)}) = -e^{2\Delta} \tilde{\Xi} F,$$  \hspace{1cm} (2.9d)

where now $\star$ is the seven-dimensional Hodge star operator. The external Killing spinor equations, which have been used to eliminate $\tilde{F}$ from (2.9), can be written as

$$\tilde{\Xi} \tilde{F} = -\frac{1}{2} F \wedge \tilde{\Xi}^{(3)},$$  \hspace{1cm} (2.10a)

$$\Xi^{(3)} \text{d} F = e^{4\Delta} \text{d} \tilde{\Xi}.$$  \hspace{1cm} (2.10b)

---

Note that the condition $\epsilon^{(1)}_1 \epsilon^{(2)}_2 = 0$ means that we can write $\tilde{\Xi} = \zeta^\dagger_+ \zeta^- \bar{\zeta}$ as $\tilde{\Xi} = \zeta^\dagger_+ \zeta^+$. 
As discussed in [17], together these equations imply $\tilde{F} = 0$. Note that these conditions do not prevent pointwise vanishing of spinors, that is points where $\cos \chi = 0$, and so the structure group may vary between $G_2$ and $SU(3) \subset G_2$ over the internal space $M$ and there is no sense of a proper (global) $G$-structure. We will see that this is only possible in cases where $\chi \neq 0$, where the flux is necessarily trivial. With non-trivial flux we will see that $\chi = 0$ globally, and we have a global $SU(3)$ structure.

2.2 $\mathcal{N} = 1$ supersymmetry and exceptional complex structures

It was shown in [1, 19] that generic four-dimensional $\mathcal{N} = 1$ Minkowski compactifications are in one-to-one correspondence with integrable $SU(7)$ structures in exceptional generalised geometry. To see how this construction works let us briefly review the construction of the $E_7(7) \times \mathbb{R}^+$ geometry.

The generalised vector bundle $E$ corresponding to the real $56_1$-dimensional $E_7(7) \times \mathbb{R}^+$ representation can be locally decomposed in conventional tensor bundles as

$$E \simeq T \oplus \wedge^2 T^* \oplus \wedge^5 T^* \oplus (T^* \otimes \wedge^7 T^*),$$

$$56_1 = 7 \oplus 21 \oplus 21' \oplus 7',$$

where we give the decomposition under $SL(7, \mathbb{R}) \subset E_7(7) \times \mathbb{R}^+$. The subscript denotes the $\mathbb{R}^+$ weight, where $\det T^*$ transforms with a weight of $+2$. Other $E_7(7) \times \mathbb{R}^+$ representation bundles we will use are the adjoint bundle transforming in $133_0 \oplus 1_0$, with a $GL(7, \mathbb{R})$ decomposition [37, 38]:

$$\text{ad} \tilde{F} \simeq \mathbb{R} \oplus (T \otimes T^*) \oplus \wedge^3 T^* \oplus \wedge^6 T^* \oplus \wedge^3 T \oplus \wedge^6 T,$$

$$133_0 \oplus 1_0 = 1 \oplus (48 \oplus 1) \oplus 35 \oplus 7 \oplus 35' \oplus 7',$$

the sub-bundle of the symmetric product $S^2 E \supset N \simeq (\det T^*) \otimes \text{ad} \tilde{F}$, transforming as $133_2$, so that the leading terms have the form

$$N \simeq T^* \oplus \wedge^4 T^* \oplus (T^* \otimes \wedge^6 T^*) \oplus \ldots,$$

and finally a bundle in the $912_3$ representation [1, 38]

$$(\det T^*)^2 \otimes K \simeq \mathbb{R} \oplus \wedge^3 T^* \oplus (T^* \otimes \wedge^5 T^*) \oplus (S^2 T^* \otimes \wedge^7 T^*) \oplus \ldots$$

$$912_3 = 1 \oplus 35 \oplus (140 \oplus 7) \oplus 28 \oplus \ldots$$

where $K$ above is the bundle containing the generalised torsion and transforming in the $912_{-1} E_7(7) \times \mathbb{R}^+$ representation.

The internal bosonic supergravity fields $\{g, A, \tilde{A}\}$ on $M$ together with the warp factor $\Delta$ encode a generalised metric $\mathcal{G} \in \Gamma(S^2 E^*)$ which defines a generalised $SU(8)/\mathbb{Z}_2$-structure [18] (where $SU(8)/\mathbb{Z}_2$ is the maximal compact subgroup of $E_7(7) \times \mathbb{R}^+$). Furthermore the spinor fields and supersymmetry parameters form representations of the corresponding double-cover “spinor” group $SU(8)$. In particular, the complex spinor $\zeta_+$
transforms in the fundamental 8 representation. We immediately see that the supersymmetric background fixed by specifying the generalise metric \( \mathcal{G} \) and the spinor \( \zeta_+ \) defines a generalised \( \mathcal{G} \)-structure with

\[
\mathcal{G} = \text{Stab}(\mathcal{G}, \zeta_+) = \text{SU}(7). \tag{2.15}
\]

where \( \text{Stab}(\mathcal{G}, \zeta_+) \) is the subgroup of \( E_7(7) \times \mathbb{R}^+ \) that leaves the pair \( (\mathcal{G}, \zeta_+) \) invariant. It is useful to decompose \( E_7(7) \times \mathbb{R}^+ \) representations for the bundle \( E \), \( \text{ad} \tilde{F} \) and \( K \) under the \( \text{SU}(7) \) structure group. We find

\[
56 = 28 \oplus \text{c.c.} = 7_3 \oplus 21_{-1} \oplus \text{c.c.}, \tag{2.16}
\]

\[
133 = 63 \oplus (35 \oplus \text{c.c.}) = 1_0 \oplus 48_0 \oplus (7_{-4} \oplus 35_2 \oplus \text{c.c.}), \tag{2.17}
\]

\[
912 = 36 \oplus 420 \oplus \text{c.c.} = 1_7 \oplus 7_3 \oplus 21_{-1} \oplus 28_{-1} \oplus 35_{-5} \oplus 140_3 \oplus 224_{-1} \oplus \text{c.c.}, \tag{2.18}
\]

where we first give the decomposition under \( \text{SU}(8) \), and the subscript denotes the charge under the \( \text{SU}(8) \) that commutes with \( \text{SU}(7) \).

There is a real singlet in the 133 representation and a complex singlet in the 912 representation, corresponding to generalised tensors stabilised by an \( \text{SU}(7) \) structure [1]. Denote these tensors as

\[
J \in \Gamma(\text{ad} \tilde{F}), \quad \psi \in \Gamma((\text{det} T^*)^2 \otimes K_C). \tag{2.19}
\]

The stabiliser groups of each tensor satisfies the following embeddings:

\[
\begin{aligned}
\text{SU}(7) \otimes \mathbb{R}^+ & \rightarrow \text{U}(7) \otimes \mathbb{R}^+ \\
\text{SU}(8) / \mathbb{Z}_2 & \rightarrow E_7(7) \otimes \mathbb{R}^+ \\
\text{SU}(8) / \mathbb{Z}_2 & \rightarrow \text{SU}(8) / \mathbb{Z}_2 \\
\text{Stab} \mathcal{G} & \rightarrow \text{Stab} J
\end{aligned}
\]

We see that \( J \) is invariant under a \( \text{U}(7) \times \mathbb{R}^+ \) subgroup of \( E_7(7) \times \mathbb{R}^+ \). The \( \mathbb{R}^+ \) is not a subgroup of \( \text{SU}(8) / \mathbb{Z}_2 \) so specifying \( J \) determines \( \mathcal{G} \) up to a scale, given by the warp factor. On the other hand \( \psi \) is stabilised by a unique \( \text{SU}(7) \) group which is a subgroup of \( \text{SU}(8) / \mathbb{Z}_2 \), and specifying \( \psi \) gives a unique \( J \) and \( \mathcal{G} \).

We call the generalised tensor \( J \) an (almost) exceptional complex structure. It inherits the adjoint action on the fibres of the complexified vector bundle \( E_C \) and generates the \( \text{U}(1) \subset \text{SU}(8) / \mathbb{Z}_2 \) that commutes with the \( \text{SU}(7) \) structure. Under this action the fibres at each point decompose into four eigenbundles of the operator \( J \) with eigenvalues \( \{\pm 3i, \pm i\} \) corresponding to the second decomposition in (2.16)

\[
E_C = L_3 \oplus L_1 \oplus L_{-1} \oplus L_{-3}.
\]

In fact, specifying a suitable \( L_3 \) sub-bundle is equivalent to specifying \( J \) at each point. Following [1], the type of a \( \text{U}(7) \times \mathbb{R}^+ \) or \( \text{SU}(7) \subset \text{U}(7) \times \mathbb{R}^+ \) structure is defined at a point \( p \in M \) to be

\[
\text{type } L_3 = \text{codim } \pi(L_3) = 7 - \dim \pi(L_3). \tag{2.20}
\]
where the anchor map \( \pi : E \to T \) is the projection onto the \( T_C M \) tangent space component of \( E \). Note that, a priori, the type of \( L_3 \) can change as one moves over the manifold \( M \). At a point \( p \in M \) we can view the choice of \( J \) or \( \psi \) as a element in the relevant coset spaces

\[
J|_p \in \frac{E_{7(7)}}{U(7)}, \quad \psi|_p \in \frac{E_{7(7)} \times \mathbb{R}^+}{SU(7)},
\]

(2.21)

and any two exceptional complex structures can be related to each other by an \( E_{7(7)} \times \mathbb{R}^+ \) transformation. These spaces are 84- and 86-dimensional respectively.

### 2.3 Spinor bilinears and exceptional complex structure type

Having abstractly defined exceptional complex structures, we now show how they can be explicitly written in terms of the bilinears defined in (2.8). As discussed in [1], the \( J \) and \( \psi \) singlets live in the 63 and 36 representations of \( SU(8) \) respectively and can be written explicitly in terms of the spinor \( \zeta_+ \) as

\[
J = \zeta_+ \gamma_1^1 - \frac{1}{8} (\zeta_+^1 \zeta_+^1) \mathbb{I}, \quad \psi = \zeta_+ \gamma_1^1 = \zeta_+ \gamma_1^1.
\]

(2.22)

Comparing with (2.8) we see that \( J \) and \( \psi \) depend linearly on the bilinears \( \Xi_{(1)}, \Xi_{(2)} \) and \( \overset{\sim}{\Xi}_{(3)} \), while \( \psi \) depends on \( \overset{\sim}{\Xi} \) and \( \overset{\sim}{\Xi}_{(3)} \). Explicitly

\[
J = e^{A+\tilde{A}} \cdot \left( -\Xi_{(2)R} + \Xi_{(3)} - (\ast \Xi_{(1)} - \Xi_{(3)}^g) - (\ast \Xi_{(1)})^g \right),
\]

(2.23)

\[
\psi = e^{A+\tilde{A}} \cdot e^{2\Delta} \left( \overset{\sim}{\Xi} + \overset{\sim}{\Xi}_{(3)} + jg \ast \ast \overset{\sim}{\Xi}_{(3)} + \varpi (g \otimes \text{vol}_g) + \ldots \right),
\]

(2.24)

where we are using the notation \( \Xi_{(2)R} \) for \( (\Xi_{(2)})^{m_n} \in \Gamma(T \otimes T^*) \), \( \Xi_{(3)}^g \) for \( (\Xi_{(3)^g})^{m_n} \in \Gamma(\Lambda^3 T^*) \) etc, and \( jg \ast \ast \overset{\sim}{\Xi}_{(3)} \) for any singlets live in the \( \overset{\sim}{\Xi} \) vanishes, and the leading term in \( \psi \) is a three-form rather than a scalar. In fact we can rewrite \( \psi \) in the following form in the two cases

\[
\psi = \begin{cases} e^{A+\tilde{A}} e^{\varpi/\overset{\sim}{\Xi}} \cdot e^{2\Delta \overset{\sim}{\Xi}}, & \overset{\sim}{\Xi} \neq 0 \\ e^{A+\tilde{A}} e^{-i\sigma \omega - \frac{i}{4} \Omega \hat{\Omega}} \cdot e^{2\Delta \Omega}, & \overset{\sim}{\Xi} = 0. \end{cases}
\]

(2.25)

We can also solve the eigenvalue equation to find \( L_3 \) in terms of the spinor bilinears, from which we can read off the type. One finds

\[
L_3 = \begin{cases} e^{A+\tilde{A}} e^{\varpi/\overset{\sim}{\Xi}} \cdot T_C, & \overset{\sim}{\Xi} \neq 0, \quad \text{type-0} \\ e^{A+\tilde{A}} e^{-i\sigma \omega - \frac{i}{4} \Omega \hat{\Omega}} \cdot (\ker \Omega \oplus \text{im} \Omega), & \overset{\sim}{\Xi} = 0, \quad \text{type-3}. \end{cases}
\]

(2.26)

where we are viewing \( \Omega \) as a map \( \Omega : T_C \to \Lambda^2 T^* \) given by \( v \mapsto i_v \Omega \), so that \( \text{dim}(\ker \Omega) = 4 \) and \( \text{dim}(\text{im} \Omega) = 3 \). Note that there are precisely two types, type-0 and type-3, and the spinor bilinear \( \overset{\sim}{\Xi} \) distinguishes between them. Despite \( L_3 \) defining type above, where there was a clear distinction between types, it is harder to see the type from the form of \( J \).
We can view type-3 structures as the $\chi \to 0$ limit of type-0 structures, and we use this view to calculate the above expressions for type-3 structures in appendix A. Finally we see that type-0 is the generic structure with type-3 of measure zero in the space of structures, corresponding to setting $\tilde{\Xi} = 0$.

In (2.26) the degrees of freedom in specifying $L_3$ are packaged into the spinor bilinears. However there is enough freedom in the generic $SU(3)$ structure to write a type-0 almost exceptional complex structure as

$$L_3 = e^{\alpha + \beta} T_C$$

where $\alpha \in \Lambda^3 T_C^*$ and $\beta \in \Lambda^6 T_C^*$ are almost generic forms. In particular, they parameterise 84 real degrees of freedom corresponding to the dimension of the coset space of $J$ structures in (2.21). The conditions given in [1] on $L_3$ for it to correspond to an eigenbundle of $J$ reduce to the requirement that $\text{Im} \alpha$ is a positive three-form in the sense of Hitchin [39]. This is an open condition on $\text{Im} \alpha$ so has no effect on the number of degrees of freedom. In the special case that $\beta$ vanishes and $\alpha$ is purely imaginary the bundle $L_3 \to M$ defines a $G_2$ structure on $M$ with the stabilised non-degenerate 3-form $\text{Im} \alpha$, so $G_2$ compactifications are contained within the space of type-0 structures. Given the general relations

$$\alpha = A + \frac{\tilde{\Xi}}{\tilde{\Xi}(3)}$$
$$\beta = \bar{A} - \frac{1}{2} A \wedge (\tilde{\Xi}(3)/\tilde{\Xi})$$

the combination

$$\text{Im} \beta + \frac{1}{2} \text{Re} \alpha \wedge \text{Im} \alpha = \frac{\cos \chi}{2 \sin^2 \chi} \Omega_+ \wedge \Omega_-$$

is nonzero and independent of changing the gauge fields. It produces a well defined 6-form on $M$ breaking the $G_2$ structure defined by $\text{Im} \alpha$ to an $SU(3)$ structure. We thus see, without directly referring to the spinor bilinears that a type-0 structure generically defines a $SU(3)$ structure with $G_2$ as a special case when $\cos \chi = 0$.

For the type-3 structure, the underlying conventional structure defined by the spinor bilinears is always $SU(3)$ and we can always decompose the complexified tangent space as

$$T_C \simeq T^{(1,0)} \oplus T^{(0,1)} \oplus \mathbb{C} \sigma^z$$

writing the corresponding vector components as $v^m = (v^a, v^{\bar{a}}, v^7)$. We can then identify

$$T^{[0,1]} := \ker \Omega \simeq T^{(0,1)} \oplus \mathbb{C} \sigma^z$$
$$T^{[1,0]} := T_C/T^{[0,1]} \simeq T^{(1,0)},$$

and define the corresponding $[p,q]$ forms

$$\Lambda^{[p,q]} = \Lambda^p T^{[1,0]*} \otimes \wedge^q T^{[0,1]*} \simeq \Lambda^{(p,q)} \oplus \Lambda^{(p,q-1)} \wedge \sigma, $$

where $\Lambda^{(p,q)} = \Lambda^p T^{(1,0)*} \otimes \wedge^q T^{(0,1)*}$. If only the $\Omega$ structure is specified one can identify $T^{[0,1]}$ and $\Lambda^{[p,0]}$ as sub-bundles of $T_C$ and $\Lambda^p T_C^*$, respectively, such that, in particular

$$\ker \Omega = T^{[0,1]} \quad \text{and} \quad \text{Im} \Omega = \Lambda^{[2,0]}$$
while all the other bundles are formally defined as equivalence classes. However, using the full SU(3) structure we get a natural way to also identify \( T^{[1,0]} \) and \( \Lambda^{[p,q]} \) as subbundles, as in (2.31) and (2.32). A generic type-3 structure can then be written as

\[
L_3 = e^{\alpha + \beta} \cdot (T^{[0,1]} \oplus \Lambda^{[2,0]}), \quad \alpha \in \Gamma(\Lambda^{[1,2]} \oplus \Lambda^{[0,3]}), \quad \beta \in \Gamma(\Lambda^6 T^*_C),
\]

since the action of \( \alpha \in \Gamma(\Lambda^{[2,1]} \oplus \Lambda^{[3,0]}) \) does not change \( T^{[0,1]} \oplus \Lambda^{[2,0]} \). Counting degrees of freedom, we note that \( T^{[0,1]} \) defines a \( \text{GL}(3,\mathbb{C}) \times \mathbb{R}^n \otimes \mathbb{C}^3 \subset \text{GL}(7,\mathbb{R}) \) structure, where the stabilizer group is generated by \( \{r_{\bar{a}}, r_7, r_{\bar{a}} \} \in \mathfrak{gl}_7 \). The space of such structures is 49 – 25 = 24 dimensional, while \( \alpha \) and \( \beta \) parametrise 58 degrees of freedom giving a total of 82, reflecting the fact that the subspace \( \sin \chi = 0 \) is real codimension-two in the space of ECSs. The combination (2.29) has to be non-vanishing and defines the sub-bundle \( R^\sigma \) as the annihilator of the six-form. This breaks the structure to \( \text{GL}(3,\mathbb{C}) \times \mathbb{R} \) and gives an explicit identification \( T^{[0,1]} \oplus \Lambda^{[2,0]} \). Using the corresponding identification for \( \Lambda^{[p,q]} \) given in (2.32), one notes that the only self-conjugate sub-bundle in \( \Lambda^{[1,2]} \oplus \Lambda^{[0,3]} \) is \( \Lambda^{(1,1)} \wedge \sigma \). This means that, up to terms that annihilate \( T^{[0,1]} \oplus \Lambda^{[2,0]} \), we can always write \( a \) and \( b \) in the form

\[
\alpha = A - i\sigma \wedge \omega, \quad \beta = \bar{A} - \frac{1}{8}\Omega \wedge \bar{\Omega} + \frac{1}{2}iA \wedge \sigma \wedge \omega
\]

hence deriving the bilinear expression (2.26).

### 3 Integrability

As first shown in [38] and discussed in detail in [1], four-dimensional \( \mathcal{N} = 1 \) supersymmetric warped Minkowski compactifications are in one-to-one correspondence with torsion-free generalised SU(7)-structures on \( M \). Torsion-free means that the structure admits a compatible connection with vanishing torsion, which, in general, puts differential constraints on the structure tensor \( \psi \). The equivalence means that these differential constraints on \( \psi \) exactly reproduce the conditions on the spinor bilinears given in (2.9). In this section we start by briefly summarising the results of [1] and then show how they apply to type-0 and type-3 structures.

The obstruction to finding a torsion-free compatible connection is measured by the intrinsic torsion. This is the part of the torsion that is independent of the choice of compatible connection. For the SU(7) structure it is a section of a sub-bundle \( W^\text{int}_{SU(7)} \) of the \( 912_1 \) bundle \( K \) which contains only a few SU(7) irreps, while for U(7) \( \times \mathbb{R}^+ \) structures \( W^\text{int}_{U(7)\times\mathbb{R}^+} \) is even smaller

\[
\begin{align*}
W^\text{int}_{SU(7)} : \ & 1 \cdot 7 \oplus 7 \cdot 3 \oplus 21 \cdot 1 \oplus 35 \cdot 5 \oplus \text{c.c.} \subset 912_1, \\
W^\text{int}_{U(7)\times\mathbb{R}^+} : \ & 1 \cdot 7 \oplus 35 \cdot 5 \oplus \text{c.c.} \subset 912_1.
\end{align*}
\]

In [1] it was shown that the conditions of vanishing intrinsic torsion can be split into two simple geometric conditions. The first is the Dorfman involutivity of the \( L_3 \) bundle,

\[
L_V W \in \Gamma(L_3) \quad \text{for all} \quad V,W \in \Gamma(L_3),
\]
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is necessary and sufficient to set the $1_{-7} \oplus 35_{-5}$ components of the intrinsic torsion to zero. The operator $L_V$ here is the generalised Lie derivative (or Dorfman bracket). For each $V \in \Gamma(E)$ it induces the infinitesimal action of diffeomorphisms and form-field gauge transformations, which we refer to collectively as “generalised diffeomorphisms” $\text{GDiff}$. Involutive $L_3$ bundles (or their corresponding $J$) are called integrable since from (3.2) we see that they define a torsion-free $U(7) \times \mathbb{R}^+$ structure. By analogy with the conventional case, we call them exceptional complex structures.

The second set of conditions correspond to the vanishing of a moment map. One considers a subset of the possible $\text{SU}(7)$-structures for which the corresponding $U(7) \times \mathbb{R}^+$ structure is integrable,

$$\hat{Z} := \{ \psi \mid J \text{ is integrable} \}. \quad (3.4)$$

It was argued in [1] that $\hat{Z}$ posses a natural psuedo-Kähler metric, inherited from the pointwise action of $E_7(7) \times \mathbb{R}^+$ on $\psi$. Furthermore, the geometry is invariant under the action of generalised diffeomorphisms on $\psi$ via the Dorfman bracket $L_V$. Since $L_V$ generates this action on the space of $\text{SU}(7)$ structures, we can associate the Lie algebra action of $\text{gdiff}$ with the space of generalised vectors $V \in \Gamma(E)$, and we hence get the corresponding moment map

$$\mu(V) = -\frac{1}{3} \int_M (s(L_V \psi, \bar{\psi}))(is(\psi, \bar{\psi}))^{-2/3}, \quad V \in \Gamma(E) \quad (3.5)$$

where the definitions of $s(\psi, \bar{\psi})$ etc are given in [1]. The moment map vanishes if and only if the remaining components of $W_\text{int}^{\text{SU}(7)}$ vanish. Thus a torsion-free $\text{SU}(7)$ structure is one where the induced $L_3$ is involutive and the moment map vanishes.

There is a useful way of viewing the moment map condition that comes from Geometrical Invariant Theory (GIT). Given a Kähler space such as $\hat{Z}$, satisfying $\mu = 0$ is equivalent to being on a “stable orbit”. The idea is to consider the action of the complexified group $\text{GDiff}_C$ on $\hat{Z}$. These complex orbits are shown heuristically in figure 1. Orbits which intersect the $\mu = 0$ subspace are called stable and are shown in blue, while orbits which do not intersect are called “unstable”, shown in red. The problem of solving $\mu = 0$ then becomes equivalent to determining which orbits are stable, a classic notion in GIT. Crucially this also gives an alternative picture for counting moduli. One natural approach is to deform the structure, impose vanishing intrinsic torsion (that is the involutivity and moment map conditions) and then quotient by $\text{GDiff}$, to count the non-equivalent deformations. However, under the complexified orbit GIT picture, one can also impose just involutivity and then quotient by $\text{GDiff}_C$. In this second framework everything depends only on the exceptional complex structure.

In the following, we discuss the exceptional complex structure involutivity conditions in the case of type-0 and type-3 structures. The former case was essentially considered in [1] though here we will discuss in more detail the role of flux sources. The type-3 discussion is new. However, before proceeding we make an important observation. Thus far, there

\[\text{Strictly in this case, there is no notion of a complexified group, but one can still complexify the action of } L_V \text{ to give complexified orbits.}\]
was no reason to exclude the possibility of the structure type changing as one moved in $M$. However, imposing the torsion-free conditions we immediately see from the bilinear equation (2.9a) that
\[ d(e^{3\Delta} \sin \chi) = 0 \] (3.6)
or equivalently $\sin \chi = \text{const.} \times e^{-3\Delta}$. Thus we cannot have changing from type-0 ($\sin \chi \neq 0$) to type-3 ($\sin \chi = 0$) without the warp-factor $e^{2\Delta}$ in the metric (2.1) diverging and the eleven-dimensional space becoming singular. Thus we find

for smooth integrable SU(7) structures the type cannot change over $M$. (3.7)

As we have noted in the introduction, for generic compact backgrounds we need sources for the fluxes at which points the geometry may be singular. Thus the lack of type-changing should be interpreted as a condition away from sources.

### 3.1 Integrable type-0 ECS

Given the form (2.27), a generic element $V \in \Gamma(L_3)$ can be written as $V = e^{\alpha + \beta} \cdot v$ where $v \in \Gamma(T_C)$ and

\[ \alpha = A + \tilde{\Xi}_3/\tilde{\Xi}, \quad \beta = \tilde{A} - \frac{1}{2} A \wedge (\tilde{\Xi}_3/\tilde{\Xi}). \]

The involutivity conditions for a generic type-0 structure are [1]

\[ L_V W = L_{e^{\alpha + \beta}} e^{\alpha + \beta} \cdot w = e^{\alpha + \beta} \cdot L^\alpha_i w + \frac{1}{2} \alpha \wedge \alpha \quad \forall \alpha, \beta, w \in \Gamma(L_3) \]

where $L^\alpha_i$ is the “twisted generalised Lie derivative” defined, for example, in [1]. This simplifies to the requirement

\[ L^\alpha_i w = [v, w] + i_w i_v \alpha + i_v i_w (d\beta - \frac{1}{2} \alpha \wedge \alpha) \in \Gamma(T_C) \] (3.8)
for any vector fields \( v, w \), and hence
\[
d\alpha = 0, \quad d\beta = 0. \tag{3.9}
\]

Given the bilinear expressions (2.28) the first condition becomes
\[
d(e^{2\Delta} \tilde{\Xi}(3)) - (e^{2\Delta} \tilde{\Xi})^{-1} d(e^{2\Delta} \tilde{\Xi}) \wedge (e^{2\Delta} \tilde{\Xi}(3)) = -e^{2\Delta} \tilde{\Xi} F, \tag{3.10}
\]
which we see is a combination of equations (2.9a) and (2.9d). In terms of the SU(3) structure it reads
\[
F = -d(\cot \chi \Omega_+), \quad d(\csc \chi \Omega_+ - \sigma \wedge \omega) = 0. \tag{3.11}
\]

Substituting the first condition into the second gives
\[
\tilde{\Xi} F = -\frac{1}{2} F \wedge \tilde{\Xi}(3), \tag{3.12}
\]
reproducing (2.10a). One can relate the involutivity conditions to the extremisation of the superpotential. From the general formula given in [1], one finds
\[
W = \int_M e^{2\Delta} \tilde{\Xi} \left( d\beta - \frac{1}{2} d\alpha \wedge \alpha \right) \tag{3.13}
\]
\[
= \int_M e^{2\Delta} \tilde{\Xi} \left( \tilde{F} - iF \wedge (\tilde{\Xi}_3/\tilde{\Xi}) - \frac{1}{2} \tilde{\Xi}_3/\tilde{\Xi} \wedge d(\tilde{\Xi}_3/\tilde{\Xi}) \right) \tag{3.14}
\]
Setting \( W = \delta W/\delta \psi = 0 \) we reproduce \( d\alpha = 0 \) and \( d\beta = 0 \) from the \( \alpha \) and \( \tilde{\Xi} \) variations respectively. However, from the \( \beta \) variation we also get the extra differential condition (2.9a):
\[
d(e^{2\Delta} \tilde{\Xi}) = 0, \tag{3.15}
\]
so that together with (3.10) and (3.12) we reproduce all the equations given by Lukas and Saffin that are linear in \( \tilde{\Xi}_3 \) and \( \tilde{\Xi} \).

### 3.2 Integrable type-3 ECS

Recall from (2.34) that the type-3 bundle can be written as an E\(_7\),\( \mathbb{C} \) twist of the bundle \( T^{[0,1]} \oplus \Lambda^{[2,0]} \). The involutivity condition for type-3 reduces to
\[
L_{v+\lambda}^{d\alpha+d\beta-\frac{1}{2}\alpha/\wedge\alpha}(w + \eta) \in \Gamma(T^{[0,1]} \oplus \Lambda^{[2,0]}) \quad \forall v, w \in \Gamma(T^{[0,1]}), \; \lambda, \eta \in \Gamma(\Lambda^{[2,0]}), \tag{3.16}
\]
where \( \alpha = A - i\sigma \wedge \omega \) and \( \beta = \tilde{A} - \frac{1}{8} \Omega \wedge \tilde{\Omega} + \frac{1}{2} i \Omega_+ \wedge \sigma \wedge \omega \). This condition produces richer constraints than the type-0 case, as terms in \( d\alpha \) and \( d\beta - \frac{1}{2} \alpha \wedge d\alpha \) which mix vectors and 2-forms do not necessarily vanish. Involutivity implies the following
\[
[v, w] \in \Gamma(T^{[0,1]}), \tag{3.17}
\]
\[
L_v \eta - \iota_w d\lambda + \iota_v t_w d\alpha \in \Gamma(\Lambda^{[2,0]}), \tag{3.18}
\]
\[
\iota_w t_v \left( d\beta - \frac{1}{2} \alpha \wedge d\alpha \right) = 0. \tag{3.19}
\]

These translate into
• The distribution $T^{[0,1]} \subset T_C$ is involutive: $[T^{[0,1]}, T^{[0,1]}] \subset T^{[0,1]}$. If $\gamma \in \Gamma(\Lambda^{[p,0]})$, this implies

$$0 = i_{v,w} \gamma = \mathcal{L}_w (i_v \gamma) - i_w (\mathcal{L}_v \gamma) = -i_w (\mathcal{L}_v \gamma) = -i_w (i_v d \gamma), \quad (3.20)$$

In terms of $\Omega$, one can rewrite the involutivity of $T^{[0,1]}$ as $i_{v,w} \Omega = 0$ if and only if $i_v \Omega = 0$ and $i_w \Omega = 0$. Taking $\gamma$ to be $\Omega$ in (3.20), we see that this is equivalent to $i_v i_w d \Omega = 0$, that is $d \Omega \in \Gamma(\Lambda^{[3,1]})$, or

$$d \Omega = X \wedge \Omega, \quad X \in \Gamma(\Lambda^{[0,1]}),$$

which reproduces (2.9d) up to the fact that the one-form field $X$ is proportional to $d \Delta$.

• Taking $\gamma$ to be $\eta$ or $\lambda$ in (3.20), we see that $\mathcal{L}_v \eta - i_w d \lambda \in \Gamma(\Lambda^{[2,0]})$. The condition (3.18) then becomes

$$F - i \mathcal{L}(\sigma \wedge \omega) \in \Gamma(\Lambda^{[2,2]}),$$

$$F = \tilde{\sigma} + 1, \quad \text{Finally (3.19) implies } d \beta - \frac{1}{2} \alpha \wedge d \alpha = 0 \text{ or equivalently}$$

$$\tilde{F} + \frac{1}{2} (\sigma \wedge \omega) \wedge d(\sigma \wedge \omega) = 0,$$

$$F \wedge \sigma \wedge \omega + \frac{1}{8} i \mathcal{L}(\Omega \wedge \bar{\Omega}) = 0. \quad (3.23)$$

The involutivity of $T^{[0,1]}$ implies that one can decompose the exterior derivative into differentials associated to the $\ker \Omega$ distribution

$$d = \partial + \bar{\partial}, \quad (3.24)$$

where $\partial : \Lambda^{[p,q]} \to \Lambda^{[p,q+1]}$ and $\partial' : \Lambda^{[p,q]} \to \Lambda^{[p+1,q]}$, and $\partial^2 = \partial' \partial = \partial' \partial' = 0$. Since $\sigma \wedge \omega \in \Gamma(\Lambda^{[1,2]})$, we can then decompose (3.21) as

$$F_{[3,1]} = 0, \quad F_{[1,3]} - i \tilde{\partial}'(\sigma \wedge \omega) = 0, \quad F_{[0,4]} = 0. \quad (3.25)$$

Again, one can show that the involutivity conditions reproduce a particular mix of the conditions implied by Lukas and Saffin’s equations (2.9) and (2.10). The rest of the conditions are then implied by the vanishing of the moment map.

Again one can view the involutivity conditions as arising from the extremisation of the superpotential. The type-3 background arises as the $\chi \to 0$ limit of the type-0 background. Taking this limit in the type-0 superpotential we get

$$\mathcal{W} = \int_M e^{2\Delta} [i \mathcal{L}(\sigma \wedge \omega) - F] \wedge \Omega$$

$$+ \int_M e^{2\Delta} \left( \frac{1}{4} d \chi \wedge \Omega + \chi (\bar{F} + \frac{1}{2} \sigma \wedge \omega \wedge d(\sigma \wedge \omega) + i F \wedge \sigma \wedge \omega + \frac{1}{8} d \Omega \wedge \Omega) \right)$$

$$+ \mathcal{O}(\chi^2). \quad (3.26)$$
As expected, the leading term agrees with the expressions given in [15]. Furthermore, we see that the \( \Omega \) and \( \Delta \) variations reproduce (3.21). From the linear term, we see that varying \( \chi \) (that is varying away from a type-3 structure) gives the condition (3.23). The \( A \) and \( \sigma \wedge \omega \) variations on the other hand give \( d(e^{2\Delta} \Omega) = 0 \), which implies \( T^{[0,1]} \) is involutive. As before this last condition is actually slightly stronger than involutivity, constraining part of the remaining intrinsic torsion to be related to \( d\Delta \).

### 3.3 Fluxes, no-go theorems and sources

So far in our discussion we have ignored sources for the flux \( F \). There is a famous no-go theorem for M-theory compactifications to Minkowski space [21]: if the warp factor \( e^{2\Delta} \) is bounded above and below and \( M \) is compact then there are no solutions with non-zero \( F \) unless there are negative tension sources.

For supersymmetric Minkowski backgrounds of the type here, preserving supersymmetry and satisfying the Bianchi identities for \( F \) imply the equations of motion [36]. Assuming that supersymmetry holds, the sources which allow us to evade the no-go theorem must appear in the Bianchi identity. In particular, we require magnetic sources \( \rho_M \) for \( F \) so that

\[
dF = \rho_M, \tag{3.27}
\]

where \( \rho_M \) is a five-form. For a completely localised (un smeared) source, such as an M5-brane, the source takes the form \( \rho_M = Q\delta^{(5)}(C_2) \) where \( C_2 \) is a two-cycle on \( M \) on which the fivebrane is wrapped. The total source \( \rho_M \) must be trivial in de Rham cohomology in order to satisfy (3.27), so we must have both negative and positive tension objects.

The local supersymmetry conditions on the SU(7) structure follow from the Killing spinor equations without making any assumption on the closure of \( F \). However, as we have seen, for a type-0 structure supersymmetry implies

\[
F = -d(\cot \chi \Omega_+), \tag{3.28}
\]

and hence that \( dF = 0 \) wherever \( F \) is well defined. For an isolated source of the form \( \rho_M = Q\delta^{(5)}(C_2) \) we find that for \( \Sigma_5 \) a surface transversely intersecting \( C_2 \) with a type-0 structure everywhere on its boundary

\[
Q = \int_{\Sigma_5} \rho_M = \int_{\Sigma_5} dF = \int_{\partial \Sigma_5} F = -\int_{\partial \Sigma_5} d(\cot \chi \Omega_+) = 0. \tag{3.29}
\]

Even if \( F \) is not well defined everywhere in \( \Sigma_5 \), so long as it is defined and the structure is type-0 on \( \partial \Sigma_5 \) then \( Q = 0 \) and so we cannot have isolated sources. This argument extends to smeared sources (with both positive and negative charges) linking \( \partial \Sigma_5 \), given \( F \) is everywhere well defined on \( \partial \Sigma_5 \) regardless of how it links with the source. This means that any sources capable of being linked with a four dimensional surface must have vanishing net charge, and so must be “dipole” in nature. This is not the case for, for example, standard M5-brane or orbifold sources, hence we can conclude that no type-0 backgrounds with conventional sources are allowed. The other possible way of evading the no-go theorem is for the warp factor to diverge and our analysis breaks down, specifically in
such a way that we go from a type-0 to type-3 structure on the singular locus; the solution in section 4.2 of [17] is of this type.

Type-3 backgrounds, on the other hand, may admit non-trivial fluxes and so can have sources. In fact, we will see a completely explicit set-up of this when we discuss heterotic M-theory.

In summary, we find that if we restrict to “reasonable” sources, meaning localised with some net charge and no warp-factor singularities, then the only allowed non-trivial flux supersymmetric backgrounds are type-3. This conclusion relies only the involutive structure, independent of the exact form of the moment map condition.

4 Deformations

The type-0 infinitesimal moduli were discussed in [1] with $G_2$ structures as the special case. Let us start by slightly generalising the procedure used there to give expressions that work for both type-0 and type-3 structures. Given the coset structure (2.21), any two ECS are related by an $E_7(7)$ transformation. Thus, we can write a deformation of $L_3$ as

$$L_3' = e^{\epsilon M} \cdot L_3 = L_3 + \epsilon M \cdot L_3 + \ldots,$$

for some adjoint Lie algebra element $M \in \Gamma(\text{ad} \tilde{F})$. Given $L_3$ is involutive, the involutivity condition for $L_3'$, to leading order in $\epsilon$, then reads

$$L_{M \cdot U} V + L_U (M \cdot V) - M \cdot (L_U V) \in \Gamma(L_3), \quad \forall U, V \in \Gamma(L_3).$$

To satisfy the moment map and identify deformations that simply corresponds to diffeomorphisms and gauge transformations, we need to mod out by complex generalised diffeomorphisms $\text{GDiff}_C$. Thus we need to solve (4.2) up to an equivalence if

$$M \cdot L_3 \sim (M + L_X) L_3$$

for some $X \in \Gamma(E_C)$. For both type-0 and type-3 structures we had

$$L_3 = e^{a+b} \Delta, \quad \Delta = \begin{cases} T_C \\ T^{[0,1]} \oplus \Lambda^{[2,0]} \end{cases}$$

for type-0 and type-3, respectively.

Defining $M = e^{a+b} \cdot M_0 \cdot e^{-a-b}$ we can then write the deformation condition (4.2) as

$$L_{M_0 \cdot U} V + L_U (M_0 \cdot V) - M_0 \cdot (L_U V) \in \Gamma(\Delta), \quad \forall U, V \in \Gamma(\Delta),$$

and the equivalence condition as

$$M_0 \cdot \Delta \sim (M_0 + L_X^F) \Delta, \quad X \in \Gamma(E_C),$$

where locally $F = da + db - \frac{1}{2} a \wedge da$, and we are using the isomorphism $e^{-a-b} \cdot E_C \simeq E_C$. In each case, we will see that the moduli are then counted by a cohomology associated to $\Delta$. For type-0, this is the de Rham cohomology, while for type-3 it is one associated to $\tilde{\partial}'$. 
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4.1 Type-0 moduli

For type-0 structures we have \( F = da = db - \frac{1}{2} a \wedge da = 0 \). Furthermore we can parameterise the generic deformations of \( \Delta = T_C \) by complex three- and six-forms

\[
M_0 = \alpha + \beta, \quad \alpha \in \Gamma(\Lambda^3 T_C^*), \quad \beta \in \Gamma(\Lambda^6 T_C^*). \tag{4.7}
\]

A short calculation shows that the involutivity condition (4.5) reduces to

\[
\iota_x \iota_y (d\alpha + d\beta) = 0, \quad \forall x, y \in \Gamma(T_C), \tag{4.8}
\]

or equivalently

\[
d\alpha = 0, \quad d\beta = 0. \tag{4.9}
\]

Writing \( X = x + \nu + \rho + \tau \) for a generalised vector in \( E_C \), the components ordered as in (2.11), and given \( \mathcal{L}_x T_C = 0 \), in the sense that the Lie bracket with \( x \) does not change the bundle \( T_C \) within \( E_C \), in the equivalence condition (4.6) we have

\[
\mathcal{L}_X^R T_C = -(d\nu + d\rho) \cdot T_C \tag{4.10}
\]

and so we have

\[
\alpha \sim \alpha - d\nu, \quad \beta \sim \beta - d\rho. \tag{4.11}
\]

We see that inequivalent deformations are counted by the third and sixth complex-valued de Rham cohomologies on \( M \) \[1\]

\[
\text{moduli space} = H^3_d(M, \mathbb{C}) \oplus H^6_d(M, \mathbb{C}). \tag{4.12}
\]

In the special case where \( M \) is a \( G_2 \) holonomy manifold, \( H^6_d(M, \mathbb{C}) \) vanishes and we recover the known result for infinitesimal moduli for closed \( G_2 \) structures. In the context of compact \( M \), we have already argued that it is not possible to support the flux in type-0 backgrounds with conventional sources, and so, in fact, \( G_2 \) holonomy backgrounds are then the only solutions.

4.2 Type-3 moduli

For the involutive deformation of a type-3 structure, the generic deformations of \( \Delta = T^{[0,1]} \oplus \Lambda^{[2,0]} \) are naturally parameterised by

\[
M_0 = \kappa + r + \theta + \mu \tag{4.13}
\]

with each component being a section of the complex bundles

\[
\kappa \in \Gamma(\Lambda^3 T^{[1,0]}), \quad r \in \Gamma(T^{[1,0]} \otimes \Lambda^{[0,1]}), \quad \theta \in \Gamma(\Lambda^{[0,3]} \oplus \Lambda^{[1,2]}), \quad \mu \in \Gamma(\Lambda^6 T_C^*). \tag{4.14}
\]

In addition, \( F \) no longer vanishes on involutive backgrounds, but rather

\[
F = da = F - \text{id}(\sigma \wedge \omega) \in \Gamma(\Lambda^{[2,2]}). \tag{4.15}
\]
The vanishing of the other components and the Bianchi identity for \( F \) imply that \( \partial' \bar{F} = \bar{\partial' F} = 0 \). The involutivity constraint (4.5) reduces to the conditions

\[
\begin{align*}
\bar{\partial'} \kappa & = 0, \quad (4.16) \\
\bar{\partial'} r + \kappa \cdot \bar{F} & = 0, \quad (4.17) \\
\bar{\partial'} \theta_{[0,3]} & = 0, \quad (4.18) \\
\bar{\partial'} \theta_{[1,2]} + \bar{\partial'} \theta_{[0,3]} - r \cdot \bar{F} & = 0, \quad (4.19) \\
\bar{\partial'} \mu_{[3,3]} + \bar{\partial'} \mu_{[2,4]} - \theta_{[1,2]} \wedge \bar{F} & = 0, \quad (4.20)
\end{align*}
\]

where the contractions with \( \bar{F} \) are defined as

\[
(k \cdot \bar{F})_{mn} = \frac{1}{2} \kappa_{mrs} F_{rsnp}, \quad (r \cdot \bar{F})_{mnps} = 4 r^s [m, F_{npq}] s. \quad (4.21)
\]

Again writing \( X = x + \nu + \rho + \tau \) for a generalised vector, since \( L^F_{x[0,1]} \Delta = 0 \) by involutivity, in the equivalence condition (4.6) we have

\[
L^F_X \Delta = -(\bar{\partial'} x^{[1,0]} + d\nu - \iota_{x^{[1,0]}} \bar{F} + d\rho - \bar{F} \wedge \nu) \cdot \Delta. \quad (4.22)
\]

We therefore get the following equivalences

\[
\begin{align*}
\kappa & \sim r - \bar{\partial'} x^{[1,0]}, \\
\theta_{[0,3]} & \sim \theta_{[0,3]} - \bar{\partial'} \nu_{[0,2]}, \\
\theta_{[1,2]} & \sim \theta_{[1,2]} - (\bar{\partial'} \nu_{[0,2]} + \bar{\partial'} \nu_{[1,1]} - \iota_{x^{[1,0]}} \bar{F}), \\
\mu_{[2,4]} & \sim \mu_{[2,4]} - (\bar{\partial'} \rho_{[2,3]} + \bar{\partial'} \rho_{[1,4]} - \nu_{[0,2]} \wedge \bar{F}) \\
\mu_{[3,3]} & \sim \mu_{[3,3]} - (\bar{\partial'} \rho_{[3,2]} + \bar{\partial'} \rho_{[2,3]} - \nu_{[1,1]} \wedge \bar{F}).
\end{align*} \quad (4.23)
\]

Equations (4.16)–(4.20) and (4.23) have a symmetry parameterised by \( \gamma \in \Gamma(\Lambda^{[2,1]}) \)

\[
\begin{align*}
F & \mapsto \bar{F} + \bar{\partial'} \gamma, \\
r & \mapsto r - \kappa \cdot \gamma, \quad \theta & \mapsto \theta + r \cdot \gamma, \quad \mu & \mapsto \mu - \gamma \wedge \theta, \\
\nu & \mapsto \nu + \iota_{x^{[1,0]}} \gamma, \quad \rho & \mapsto \rho + \nu \wedge \gamma.
\end{align*} \quad (4.24)
\]

This implies that the deformation problem only depends on the cohomology group defined by \( \bar{\partial'} \)

\[
[F] \in H^2_{\partial'}(M). \quad (4.25)
\]

If we have a Hodge decomposition so that we can decompose de Rham cohomologies into \( \bar{\partial'} \) cohomologies, since \( F \) and \( \bar{F} \) differ by a \( d \)-exact piece, it is precisely the physical flux \( [F] \in H^2_{\partial'}(M) \) that enters the problem. This will be the case for the heterotic M-theory example we consider in section 5. For now, we will not make this assumption and keep \( \bar{F} \).

We also see that in general, the flux can obstruct moduli. For example, for \( \kappa \), from (4.16) it would appear that \( \kappa \in H^1_{\partial'}(\Lambda^3 T^{[1,0]}) \). However (4.17) implies that \( \kappa \cdot F \) is \( \bar{\partial'} \)-exact. If \( F \) is non-trivial in \( H^2_{\partial'}(M) \) this is not possible, unless \( \kappa = 0 \). Thus the non-triviality of \( F \) obstructs the naive modulus in \( \kappa \). Note that \( \kappa \) deforms the type-3
structure into a type-0 structure, as may be seen by its action on the type-3 SU(7) tensor \( \psi \), contracting with the leading three form to produce a scalar. Thus the obstruction of the \( \kappa \) deformation is consistent with supersymmetry prohibiting local type change in the presence of flux.

To analyse the deformation problem further, we can make the assumption that we have a \( \partial' \bar{\partial}' \)-lemma, namely

\[
\text{im} \partial' \cap \ker \partial' = \text{im} \partial' \cap \ker \partial' = \text{im} \partial' \bar{\partial}' .
\]  

A sufficient condition for this to hold is that \( M \) admits a metric of the form (2.7) where the SU(3) metric is Kähler and has the same \( \Omega \) structure as defines the \( T^{[0,1]} \) bundle and \( d\sigma = 0 \). Since \( \partial' \theta_{[0,3]} = 0 \), the lemma implies that we can write

\[
\partial' \theta_{[0,3]} = \bar{\partial}' \theta_{[0,2]}, \quad \partial' \mu_{[2,4]} + \partial' \xi_{[0,2]} \wedge F = \bar{\partial}' \partial' \xi_{[1,3]},
\]

for some \( \xi_{[0,2]} \) and \( \xi_{[1,3]} \), where in the second expression we have used the fact that \( \bar{\partial}'(\partial' \mu_{[2,4]} + \partial' \xi_{[0,2]} \wedge F) = 0 \) identically and \( \partial' \xi_{[0,2]} \wedge F = \partial' (\xi_{[0,2]} \wedge F) \), and hence the lemma can again be applied. We define

\[
\theta'_{[1,2]} = \theta_{[1,2]} + \partial' \xi_{[0,2]}, \quad \mu'_{[3,3]} = \mu_{[3,3]} + \partial' \xi_{[1,3]},
\]

so that the conditions (4.16)–(4.20) become

\[
\begin{align*}
\bar{\partial}' \kappa &= 0, & \bar{\partial}' r + \kappa \cdot F &= 0, \\
\bar{\partial}' \theta_{[0,3]} &= 0, & \bar{\partial}' \theta'_{[1,2]} - r \cdot F &= 0, \\
\bar{\partial}' \mu'_{[3,3]} - \theta'_{[1,2]} \wedge F &= 0.
\end{align*}
\]

By similar use of the lemma the equivalence relations become

\[
\begin{align*}
r &\sim r - \partial' x^{[1,0]}, \\
\theta_{[0,3]} &\sim \theta_{[0,3]} - \bar{\partial}' \nu'_{[0,2]}, \\
\theta'_{[1,2]} &\sim \theta'_{[1,2]} - (\partial' \nu_{[1,1]} - \nu_{[1,1]} \wedge F), \\
\mu'_{[3,3]} &\sim \mu'_{[3,3]} - (\partial' \nu_{[3,2]} - \nu'_{[1,1]} \wedge F)
\end{align*}
\]

We can now calculate the corresponding moduli space in terms of cohomology groups. We first note that if \( [F] \) is trivial, we can use the symmetry (4.24) to set \( F \) to zero and we get the moduli space

\[
\text{moduli space for } F \text{ trivial} = H^0_{\bar{\partial}'}(\wedge^3 T^{[1,0]}) \oplus H^1_{\bar{\partial}'}(T^{[1,0]}) \oplus H^{[0,3]}_{\bar{\partial}'}(M) \oplus H^{[1,2]}_{\bar{\partial}'}(M) \oplus H^{[3,3]}_{\bar{\partial}'}(M).
\]

If we turn to the case of non-trivial \( [F] \), we see that the \( \theta_{[0,3]} \) moduli are still counted by \( H^{[0,3]}_{\bar{\partial}'}(M) \), that is

\[
\theta_{[0,3]} \text{ moduli space } = H^{[0,3]}_{\bar{\partial}'}(M).
\]
To calculate the moduli space of the remaining deformations we start by noting that the operators acting on the moduli fields in \((4.29)\) and \((4.30)\) can be viewed as the total differential for a double complex. Consider figure 2, where the \(\cdot \mathcal{F}\) action on vector valued forms is the action given in \((4.21)\). This defines a double complex as \(\mathcal{F}\) is \(\bar{\partial}'\)-closed and \(i_x \mathcal{F} \wedge \mathcal{F} = 0\) for all vectors \(x\), and similarly for \(\kappa\) (that is \((\kappa \cdot \mathcal{F}) \cdot \mathcal{F} = 0\)). The total complex is formed by combining terms on the diagonals to give

\[
\begin{array}{cccccccc}
\cdots & \bar{\partial}' & \mathcal{F} & U_{p-1} & \bar{\partial}' & \mathcal{F} & U_p & \bar{\partial}' & \mathcal{F} & U_{p+1} & \bar{\partial}' & \mathcal{F} & \cdots \\
\end{array}
\]

where

\[
U_p = (\Lambda^3 T^{[1,0]} \otimes \Lambda^{[0, p-3]} \oplus (T^{[1,0]} \otimes \Lambda^{[0, p-2]})) \oplus \Lambda^{[1, p-1]} \oplus \Lambda^{[3, p]}.
\]

We see that indeed we get exactly the operators that appear in \((4.29)\) and \((4.30)\) so that, in particular, the remaining moduli are counted by the \((\bar{\partial}' + \mathcal{F})\)-cohomology group

\[
(\kappa + r + \theta'_{[1,2]} + \mu'_{[3,3]}) \text{ moduli space} = H^3_{\bar{\partial} + \mathcal{F}},
\]

so that we have in general

\[
\text{type-3 moduli space} = H^3_{\bar{\partial} + \mathcal{F}} \oplus H^{[0,3]}_{\bar{\partial}'}(M).
\]
One can then use standard spectral sequence techniques to calculate the cohomology of $\bar{\partial}' + \mathcal{F}$ from the double complex. This procedure corresponds to solving the equations (4.29) and (4.30) in a sequence of steps. Using the vertical filtration we get the first page of the spectral sequence in figure 3, where the groups on the first page are the homology groups for the vertical $\bar{\partial}'$ maps. These groups would give moduli space if the flux were trivial. On this first page we show the $\cdot [\mathcal{F}]$ and $\wedge [\mathcal{F}]$ actions on $\bar{\partial}'$ cohomology classes, which is well defined since $\mathcal{F}$ is $\bar{\partial}'$-closed.

Finding the cohomology of these horizontal maps takes us to the second page shown in figure 4. The abelian groups in the complex are the $[\mathcal{F}]$-cohomology groups

$$H^{0}_{\bar{\partial}', \mathcal{F}}(\Lambda^{3}T^{[1,0]}) = \ker\left( H^{0}_{\bar{\partial}'}(\Lambda^{3}T^{[1,0]}) \xrightarrow{[\mathcal{F}]} H^{2}_{\bar{\partial}'}(T^{[1,0]}) \right) = 0$$

$$H^{p}_{\bar{\partial}', \mathcal{F}}(T^{[1,0]}) = \ker\left( H^{p}_{\bar{\partial}'}(T^{[1,0]}) \xrightarrow{[\mathcal{F}]} H^{p+2}_{\bar{\partial}'}(M) \right)$$

$$H^{1,p}_{\bar{\partial}', \mathcal{F}}(M) = \ker\left( H^{1,p}_{\bar{\partial}'}(M) \xrightarrow{\wedge [\mathcal{F}]} H^{3,p+2}_{\bar{\partial}'}(M) \right) \text{/ im}\left( H^{-2}_{\bar{\partial}'}(T^{[1,0]}) \xrightarrow{[\mathcal{F}]} H^{1,p}_{\bar{\partial}'}(M) \right),$$

$$H^{3,p}_{\bar{\partial}', \mathcal{F}}(M) = H^{3,p}_{\bar{\partial}'}(M) \text{/ im}\left( H^{1,p-2}_{\bar{\partial}'}(M) \xrightarrow{\wedge [\mathcal{F}]} H^{3,p}_{\bar{\partial}'}(M) \right).$$

(4.37)

We could predict the appearance of these groups from (4.29), as from these equations we get a set of obstructions from the requirement that the following elements of cohomology are trivial,

$$[\kappa \cdot \mathcal{F}] = 0, \quad [r \cdot \mathcal{F}] = 0, \quad [\theta'_{1,2} \wedge \mathcal{F}] = 0.$$

(4.38)

These give the kernels in the $[\mathcal{F}]$-cohomology. Furthermore we see from (4.30) that having used $x^{[1,0]}$ to gauge $r$, we still have residual gauge transformation with $\bar{\partial}'x^{[1,0]} = 0$. These can be used to remove $[\theta'_{1,2}]$ of the form $[x^{[1,0]} \mathcal{F}]$. A similar discussion holds for $[\nu'_{1,1} \wedge \mathcal{F}]$. 
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$\bar{\partial}^\prime_F(M)$

\[ H^{[0,1]}(M) \rightarrow H^{[3,3]}(M) \]

\[ H^{[1,0]}_F(T^{[1,0]}) \rightarrow H^{[1,2]}_F(M) \rightarrow H^{[3,4]}_F(M) \]

\[ H^{[2,0]}_F(T^{[1,0]}) \rightarrow H^{[1,3]}_F(M) \rightarrow 0 \]

\[ H^{[3,0]}_F(T^{[1,0]}) \rightarrow H^{[3,3]}_F(M) \rightarrow 0 \]

**Figure 4.** The second page with the nontrivial $d_2$ maps shown.

$F$ and together this gives the modding out of images in the $[F]$-cohomology. Since by assumption $[F] \neq 0$ we have $H^0_{\bar{\partial}^\prime_F}(A^3T^{[1,0]}) = 0$. This reduces the number of groups and pages in the spectral sequence that need to be considered.

The only non-trivial maps on the second page are $\delta$ and $\delta'$ as shown, and the third page differs from the second only by the cohomology of these two maps. In the case that the two maps $\delta$ and $\delta'$ are trivial then the third page would be identical to the second and the spectral sequence would stabilise. We could then simply use the $H_{\bar{\partial}^\prime,F}$ cohomology groups to compute the cohomology groups for the total complex operator $\bar{\partial}^\prime + F$

\[
H^p_{\bar{\partial}^\prime + F} \cong H^{p-2}_{\bar{\partial}^\prime,F}(T^{[1,0]}) \oplus H^{[1,p-1]}_{\bar{\partial}^\prime,F} \oplus H^{[3,p]}_{\bar{\partial}^\prime,F}. \tag{4.39}
\]

In this case the deformations of the exceptional complex structure are counted by

\[
H^{[0,3]}_{\bar{\partial}^\prime} \oplus H^3_{\bar{\partial}^\prime + F} \cong H^{[0,3]}_{\bar{\partial}^\prime} \oplus H^{[1,0]}_{\bar{\partial}^\prime,F}(T^{[1,0]}) \oplus H^{[1,2]}_{\bar{\partial}^\prime,F} \oplus H^{[3,3]}_{\bar{\partial}^\prime,F}. \tag{4.40}
\]

If however the $\delta$ and $\delta'$ maps on the second page are non-trivial then we would have one further page in the spectral sequence (figure 5) before the sequence stabilises. The third page measures the amount by which the cohomology groups of the total complex are smaller than the sum of the corresponding $[F]$-cohomology groups and the involutive deformations of the exceptional complex structure are now counted by

\[
H^{[0,3]}_{\bar{\partial}^\prime} \oplus H^3_{\bar{\partial}^\prime + F} \cong H^{[0,3]}_{\bar{\partial}^\prime} \oplus \ker \delta' \oplus H^{[1,2]}_{\bar{\partial}^\prime,F} \oplus \coker \delta. \tag{4.41}
\]

We can understand the $\delta'$ map through the equations (4.29). Let $r$ be a solution to these equations making it both $\bar{\partial}^\prime$-closed, and the $\bar{\partial}^\prime$-class $[r]$ it represents $[F]$-closed, with

\[
r \cdot F = \bar{\partial}'[1,2].
\]
Here $\theta'_{[1,2]}$ is defined up to any $\bar{\partial}'$-closed form $\Delta$ so $\theta_{[1,2]} = \theta'_{[1,2]} + \Delta$. Consider then the implicitly $r$-dependent $\bar{\partial}'$-closed quantity and its equivalence class in $H_{\bar{\partial}',F}(M)$

$$\theta'_{[1,2]} \wedge F \implies [\theta'_{[1,2]} \wedge F]$$

which is not uniquely defined but is instead defined up to the addition of any element $\Delta \wedge F$ with $\bar{\partial}' \Delta = 0$

$$[\theta'_{[1,2]} \wedge F] \sim [\theta'_{[1,2]} \wedge F] + [\Delta] \wedge [F].$$

The equivalence class $[\theta'_{[1,2]} \wedge F]$ defines an element in $H_{\bar{\partial}',F}^{[3,4]}(M)$ up to the subspace in $H_{\bar{\partial}',F}^{[3,4]}(M)$ generated by wedging with $[F]$. We may not split $[\theta'_{[1,2]} \wedge F]$ into $[\theta'_{[1,2]}] \wedge [F]$ as $\theta'_{[1,2]}$ is not $\bar{\partial}'$-closed and so $[\theta'_{[1,2]}]$ does not make sense. The class is then

$$[\theta'_{[1,2]} \wedge F] \in H_{\bar{\partial}',F}^{[3,4]}(M)/([F]) = H_{\bar{\partial}',F}^{[3,4]}(M)$$

and through this process we have produced a well defined mapping

$$\delta' : H_{\bar{\partial}',F}^{1}(T^{[1,0]}) \to H_{\bar{\partial}',F}^{[3,4]}(M) \quad \text{by} \quad r \mapsto [\theta'_{[1,2]} \wedge F]$$

We see that in order for a solution to the $\mu$ equation in (4.29) to be possible with the $r$ we began with, we require $r \in \ker \delta'$ and then $\mu_{[3,3]}$ is specified up to a $\bar{\partial}'$-closed term which we cannot access. If $r \notin \ker \delta'$ then we may not find a $\mu$ to solve the final equation. We can do the same with $\delta$. In the above quotients we have fixed the gauge for $\theta'_{[1,2]}$

$$x \cdot F = \bar{\partial}' \nu'_{[1,1]}$$

\begin{table}
\centering
\begin{tabular}{ccc}
\hline
 & $H_{\bar{\partial}',F}^{[1,1]}(M)$ & coker $\delta$
\hline
0 & $H_{\bar{\partial}',F}^{[1,2]}(M)$ & coker $\delta'$
0 & $H_{\bar{\partial}',F}^{[1,3]}(M)$ & 0
\hline
\end{tabular}
\caption{The third page, $d_3 = 0$.}
\end{table}
and using the same reasoning as above

\[ \delta(x) = \left[ \nu'_{[1,1]} \wedge F \right] \in H^{3,3}_{\partial', \bar{\partial}} \]  \hspace{1cm} (4.47)

The image of \( \delta \) captures the parts of the gauge transformations of \( \mu_{[3,3]} \) which cannot be captured by \( \partial' \rho_{[3,2]} \) nor \( [\Delta'] \wedge [F] \) where \( \Delta' \) is the undetermined \( \partial' \) closed part of \( \nu'_{[1,1]} \). The quotient by \( \text{im} \delta \) removes the gauge transformations which are neither in the image of \( \partial' \) nor \( [F] \).

To summarise, we have shown that, assuming a suitable \( \partial \bar{\partial}' \)-lemma, the infinitesimal moduli of the type-3 exceptional complex structure with non-trivial flux are counted by

\[ \text{type-3 moduli space} = H^{[0,3]}_{\partial'} \oplus H^{3}_{\bar{\partial} + \bar{\partial}'} \cong H^{[0,3]}_{\partial'} \oplus \ker \delta' \oplus H^{[1,2]}_{\partial'} \oplus \text{coker} \delta. \]  \hspace{1cm} (4.48)

This compares with the case with trivial flux given in (4.31). One immediately sees that the presence of flux reduces the number of moduli: as we move from page to page of the spectral sequence the dimensions of the corresponding groups can only decrease. This matches the physical intuition that the presence of flux lifts moduli. What is interesting is that we see this is true even when the flux has a large back-reaction on the geometry. In the next section we will see this lifting effect in detail in the example of heterotic M-theory.

5 Heterotic M-theory

Having given the generic form of the local moduli space, we would like to apply it to a particular case. The prime case with non-trivial flux is heterotic M-theory [22, 23]. Hořava and Witten argued that the strongly coupled dual of the heterotic string is M-theory compactified on an interval \( S^1/\mathbb{Z}_2 \) with particular gauge matter localised to the end hypersurfaces [24, 25]. Heterotic M-theory is the further \( \mathcal{N} = 1 \) supersymmetric compactification to Minkowski space on a six-dimensional manifold \( X \) that is topologically Calabi-Yau. Thus it is within the class considered here with \( M = X \times S^1/\mathbb{Z}_2 \) and is, in fact, type-3. To date, the local moduli space for the heterotic M-theory background has been calculated using only the first-order correction to the full supergravity solution due to the flux. The goal of this section is to show how the moduli space can be computed directly using only the cohomology of \( X \) and \( S^1/\mathbb{Z}_2 \), and further that, as expected, it agrees with the dual heterotic string result.

5.1 Heterotic M-theory geometry

Let us start by briefly reviewing the heterotic M-theory geometry and showing how it fits into the SU(7) generalised geometry classification.

Hořava and Witten formulated the M-theory compactification on \( S^1/\mathbb{Z}_2 \) as an expansion in powers of the eleven-dimensional Planck length cubed \( l_p^3 \). To leading order, the theory is just the bulk theory of eleven-dimensional supergravity. The metric is even under the \( \mathbb{Z}_2 \) action, while the flux \( F \) is odd (so that the dual seven-form \( \tilde{F} \) is even). The leading-order supersymmetric heterotic M-theory solution has vanishing flux (because it is odd) and warp factor, and a metric of the form

\[ ds^2(M) = ds^2_{\text{CY}}(X) + dy^2, \]  \hspace{1cm} (5.1)
where $ds^2_{\text{CY}}(X)$ is a Ricci-flat Calabi-Yau metric on $X$ and $y$ is the coordinate on $S^1/\mathbb{Z}_2$. The $\mathbb{Z}_2$ quotient acts on the Killing spinors such that the generalised SU(7) structure is type-3. The generalised tensor $\psi$ is thus given by (2.25) with $A = \tilde{A} = \Delta = 0$ and
\[
d\omega = d\Omega = 0, \quad \sigma = dy.
\tag{5.2}
\]

To next-order in $l_p^3$, one needs to include gauge matter living on the boundaries of the interval, which is required in order to remove the ten-dimensional boundary gravitational anomaly. In particular the boundaries provide delta-function sources for the four-form field strength $F$. Equivalently they impose boundary conditions
\[
F|_{M^{(i)}_0} = j^{(i)}, \quad F|_{M^{(i)}_1} = -j^{(i)}
\tag{5.3}
\]
where $M^{(i)}_0$ with $i = 1, 2$ are the two ten-dimensional boundaries. The heterotic M-theory background is still of type-3 but now with non-trivial flux because of the sources $j^{(i)}$. We still have $d\Omega = 0$ and the complex structure on $X$ is unchanged, however now $\omega$ and $\sigma$ are not necessarily closed.

We should thus be able to calculate the moduli of Heterotic M-theory backgrounds using the cohomology for type-3 geometries. The order $l_p^3$ correction of the solution around the zeroth-order Calabi-Yau background due to the non-trivial flux was found by Witten [40] and then used to calculate the moduli in the special case of “standard embedding” sources (and excluding the complex structure moduli) in [23]. Here we will not need to specify the exact supersymmetric background since we can calculate the cohomology groups that appear in (4.36) using only the complex structure of the Calabi-Yau and the product structure of $M$. The only subtlety is that extra cohomology groups will appear because of the $S^1/\mathbb{Z}_2$ orbifold. They can either be thought of as arising from freedom in imposing boundary conditions on the interval or as encoding extra cohomological information associated to the fixed points of the $\mathbb{Z}_2$ action. We will also include general complex structure deformations and allow for general sources. This way we will see that we match the generic heterotic theory result.

Before turning to the calculation, it is interesting to consider the range of validity of the cohomology calculation. By construction it applies for the full supergravity solution beyond the linearised solution of Witten. The sources $j_i$ scale as $l_p^2$ and so the next-order correction to Witten’s solution appears at $l_p^6$. At this order there are new contributions to the M-theory bulk action coming from, for example, curvature-to-the-fourth terms. Such higher order terms come with corrections to the supersymmetry variations, and we will not include the terms in our analysis. Thus a priori one is not justified in going beyond Witten’s linear correction within the context of uncorrected eleven-dimensional supergravity and so there is not a regime where the calculation of the moduli for the full back-reacted geometry is pertinent. Nonetheless the power here is that cohomological techniques give the moduli without even the need to solve the linear problem. In addition, they will continue to apply even if the moment map “D-term” conditions get corrected provided the involutivity “F-term” conditions are unchanged. As discussed in [1] the structure $\psi$ can effectively be viewed as an infinite set of $\mathcal{N} = 1$ chiral fields in four-dimensions and
the involutivity conditions come from extremizing a superpotential. Thus assuming some $\mathcal{N} = 1$ perturbative non-renormalisation condition for the superpotential would then imply that the cohomology calculation was valid despite corrections to the eleven-dimensional supergravity.

5.2 Moduli

We saw above that in general the moduli of a type-3 structure are given by the cohomology groups on third page of a spectral sequence, summarised by equation (4.41)

$$
H^{[0,3]}_\partial \oplus H^3_{\partial + F} \cong H^{[0,3]}_\partial \oplus \ker \delta' \oplus H^{[1,2]}_{\partial', \bar{\partial}'} \oplus \text{coker} \delta
$$

We thus need to compute this third page for the heterotic M-theory geometry, although in fact we will see that under our assumptions the spectral sequence stabilises on the second page. We need to include in our analysis the fact that $M$ has boundaries on which there are sources for fields and deformations. These sources may be treated as boundary conditions on the fields and cohomology classes on the interval, and so we will have to mildly generalise our cohomology groups to accommodate this.

Recall that the derivation of the infinitesimal moduli space (4.41) used a $\partial' \bar{\partial}'$-lemma (4.26)

$$
\text{im} \partial' \cap \ker \bar{\partial}' = \text{im} \partial' \cap \ker \bar{\partial}' = \text{im} \partial' \bar{\partial}'.
$$

for the exceptional complex structure on $M$. Topologically we have a product $M = X \times S^1/\mathbb{Z}_2$ and $X$ is Calabi-Yau, so $M$ admits a product metric of the form (5.1) where the Calabi-Yau metric is compatible with the complex structure as defined by the type-3 structure. Hence $X$ satisfies a conventional $\partial \bar{\partial}$-lemma and it follows that (4.26) is satisfied. The Calabi-Yau product metric has an integrable $\text{SU}(3) \subset \text{GL}(7, \mathbb{R})$ that is compatible with the integrable structure on $T^{[0,1]}$, namely $\text{SU}(3) \subset \text{GL}(3, \mathbb{C}) \times \mathbb{R} \ltimes \mathbb{C}^3 \subset \text{GL}(7, \mathbb{R})$. By considering harmonic representatives we can relate $\bar{\partial}'$ on $M$, to de Rham and conventional Dolbeault cohomologies on $X$ and $S^1/\mathbb{Z}_2$. In particular it means we can decompose de Rham cohomology groups on $M$ into $\bar{\partial}'$ cohomology groups and since $d(\sigma \wedge \omega)$ is trivial in de Rham cohomology we have

$$
[F] = [F] \in H^{[2,2]}_{\partial'}(M),
$$

so that the deformation problem is controlled by the physical flux. In the following calculations we will continue to use $F$ with the understanding that it represents the real four-form flux. The problem then reduces to calculating the $\bar{\partial}'$ cohomologies in terms of the de Rham and Dolbeault cohomology groups on $X$ and $S^1/\mathbb{Z}_2$. Since $X$ is topologically a Calabi-Yau space we immediately have

$$
H^{(0,1)}_{\bar{\partial}}(X) \cong H^{(0,2)}_{\bar{\partial}}(X) \cong H^{(1,0)}_{\bar{\partial}}(X) \cong H^{(2,0)}_{\bar{\partial}}(X) = 0
$$

matching the assumption in the heterotic moduli papers [28–30].
5.2.1 The zeroth page

Because the space $X \times S^1/\mathbb{Z}_2$ has boundaries, the first question in calculating the cohomology is to consider the boundary conditions on sections of the spaces that appear in the double complex in figure 2. We focus on the $\Lambda^{[p,q]}$ spaces, but the same discussion applies to $T^{[1,0]} \otimes \Lambda^{[p,q]}$ and $\wedge^3 T^{[1,0]} \otimes \Lambda^{[p,q]}$.

The simplest boundary conditions come from imposing that the section $\theta \in \Gamma(\Lambda^{[p,q]})$ is either odd or even under the $\mathbb{Z}_2$ action on $S^1$. Using the identification (2.32), we can write a given form as

$$\theta = \mu + dy \wedge \nu$$

where $\mu$ and $\nu$ are sections of $\Lambda^{(p,q)}$ and $\Lambda^{(p,q-1)}$ respectively. Imposing that a section is odd/even then enforces the standard boundary conditions

$$\text{even } \theta: \quad \partial_y \mu|_{X(i)} = 0, \quad \nu|_{X(i)} = 0,$$

$$\text{odd } \theta: \quad \mu|_{X(i)} = 0, \quad \partial_y \nu|_{X(i)} = 0,$$

where $X(i)$ with $i = 1, 2$ are the two boundaries of $M$ at either end of the $S^1/\mathbb{Z}_2$ interval. The boundary sources in heterotic M-theory appear for odd fields $\theta_{\text{odd}} \in \Gamma(\Lambda^{[p,q]})$, and modify the boundary conditions on the $\mu_{\text{odd}} \in \Gamma(\Lambda^{[p,q]})$ component to

$$\mu_{\text{odd}}|_{X_1} = \gamma(1), \quad \mu_{\text{odd}}|_{X_2} = -\gamma(2),$$

for some fixed forms $\gamma(i)$ on the boundaries (the minus sign for $\gamma(2)$ is conventional). One can deal with these conditions by extracting a linear interpolating mode so that

$$\theta = \gamma(1) - y(\gamma(1) + \gamma(2)) + \Delta \theta$$

where $\Delta \theta$ satisfies the standard odd boundary conditions given in (5.7).

For the moduli in (4.14), $r$ and $\mu$ are even fields while $\kappa$ and $\theta$ are odd. Of the latter only the $\theta_{[1,2]}$ component is sourced, since, as we will see, the deformations of the source $j_{(i)}$ that appear in (5.3) are of type $[1,2]$. These identifications mean that in the double complex we should identify

$$\wedge^3 T^{[1,0]} \otimes \Lambda^{[0,p]} \quad \text{odd,} \quad \Lambda^{[1,p]} \quad \text{sourced,}$$

$$T^{[1,0]} \otimes \Lambda^{[0,p]} \quad \text{even,} \quad \Lambda^{[3,p]} \quad \text{even,}$$

and also $\Lambda^{[0,3]}$ as odd.

5.2.2 The first page

For the fields without boundary sources we can use the Kunneth theorem to calculate the $\partial^\mathfrak{p}$ cohomologies. For example for $H^{[p,q]}_{\mathfrak{p}}$, on $X \times S^1$ we have

$$H^{[p,q]}_{\mathfrak{p}}(X \times S^1) = (H^{[p,q]}_{\partial}(X) \otimes H^0_{\text{dR}}(S^1, \mathbb{C}))$$

$$\oplus (H^{[p,q-1]}_{\partial}(X) \otimes H^1_{\text{dR}}(S^1, \mathbb{C}))$$

(5.11)
If we restrict to the $\mathbb{Z}_2$-even part on $S^1$ only the $H^0_{\text{dR}}(S^1, \mathbb{C}) \cong \mathbb{C}$ component survives

$$H^{(p,q)}_{\bar{\partial}}(X \times S^1)^{\text{even}} \simeq H^{(p,q)}_{\bar{\partial}}(X) \otimes H^0_{\text{dR}}(S^1, \mathbb{C}) \simeq H^{(p,q)}_{\bar{\partial}}(X).$$

(5.12)

Conversely if we impose odd boundary conditions only the $H^1_{\text{dR}}(S^1, \mathbb{C}) \cong \mathbb{C}$ component survives

$$H^{(p,q)}_{\bar{\partial}}(X \times S^1)^{\text{odd}} \simeq H^{(p,q-1)}_{\bar{\partial}}(X) \otimes H^1_{\text{dR}}(S^1, \mathbb{C}) \simeq H^{(p,q-1)}_{\bar{\partial}}(X).$$

(5.13)

We can define cohomology groups on $M = X \times S^1/\mathbb{Z}_2$ by taking only the classes which are even under the $\mathbb{Z}_2$ action, as these are single valued on the quotient $M = X \times S^1/\mathbb{Z}_2$. This captures all the bulk moduli information, but not the localised boundary moduli. For a sourced $\mathbb{Z}_2$-odd field $\theta \in \Gamma(\Lambda^{p,q})$ with boundary sources as in (5.8), given the form (5.9), $\bar{\partial}'$-closure gives

$$\bar{\partial}'\theta = \bar{\partial}\gamma(1) - y(\bar{\partial}\gamma(1) + \bar{\partial}\gamma(2)) - dy \wedge \left(\gamma(1) + \gamma(2)\right) + \bar{\partial}'\Delta_\theta = 0.$$  

(5.14)

Since $\Delta_\theta$ is unsourced and odd it needs to satisfy (5.7), and the general solution has the form $\Delta_\theta = -dy \wedge \eta + \tilde{\Delta}_\theta$ with

$$\bar{\partial}\gamma(1) = 0,$$

$$\bar{\partial}\gamma(2) = 0,$$

$$\bar{\partial}\eta - \gamma(1) - \gamma(2) = 0,$$

(5.15)

and $\tilde{\Delta}_\theta$ odd and $\bar{\partial}'\tilde{\Delta}_\theta = 0$. In particular we get the constraint that $[\gamma(1)] = -[\gamma(2)]$. On the other hand, modding out by $\bar{\partial}'$-exact forms gives

$$\theta \sim \theta + \bar{\partial}'\nu = \theta + \bar{\partial}\epsilon(1) - y(\bar{\partial}\epsilon(1) + \bar{\partial}\epsilon(2)) - dy \wedge (\epsilon(1) + \epsilon(2)) + \bar{\partial}'\Delta_\nu$$

(5.16)

This corresponds to $\gamma(i) \sim \gamma(i) + \bar{\partial}\epsilon(i)$ and $\eta \sim \eta + \epsilon(1) + \epsilon(2)$ together with $\tilde{\Delta}_\theta \sim \tilde{\Delta}_\theta + \bar{\partial}'\Delta_\nu$. Since $\tilde{\Delta}_\theta$ is odd it is a representative of a class in $H^{(p,q)}_{\bar{\partial}}(X \times S^1)^{\text{odd}} \cong H^{(p,q-1)}_{\bar{\partial}}(X)$, which can equivalently be thought of as the ambiguity in determining $\eta$. Combining this with the class in $H^{(p,q)}_{\bar{\partial}}(X)$ coming from the boundary terms, $[\gamma(1)] = -[\gamma(2)]$, we see that $\theta$ represents an element in

$$H^{(p,q)}_{\bar{\partial}}(M)^{\text{sourced}} \simeq H^{(p,q)}_{\bar{\partial}}(X) \oplus H^{(p,q-1)}_{\bar{\partial}}(X).$$

(5.17)

We can now identify the groups that appear in the moduli space calculation. First we recall that the flux is an element of $H^{[2,2]}_{\bar{\partial}}$ and is sourced by $j(i)$. We have

$$[\mathcal{F}] = [F] = [j(1)] = -[j(2)] \in H^{[2,2]}_{\bar{\partial}}(X) \subset H^{[2,2]}_{\bar{\partial}}(M)^{\text{sourced}},$$

(5.18)

where we can write a real representative as

$$\mathcal{F} = F = j(1) - y(j(1) + j(2)) - dy \wedge h,$$

(5.19)

where $\partial h = j(1) + j(2)$. The condition $[j(1)] = -[j(2)]$ reflects the fact that the total source $\rho_M$ in the modified Bianchi identity $dF = \rho_M$ must, by definition, be trivial in
cohomology. There is one moduli cohomology group absent from the spectral sequence as it doesn’t interact with the other moduli,

\[
H^{[0,3]}_{\tilde{\partial}}(M) \simeq H^{[0,2]}_{\tilde{\partial}}(X) = 0,
\]

odd \ (5.20)

where we have used the Calabi-Yau result \( H^{(0,2)}_{\partial}(X) = 0 \). The groups appearing on the first page are

\[
\begin{align*}
H^{[2,0]}_{\tilde{\partial}}(M, T^{(1,0)}) & \simeq H^{[2,0]}_{\tilde{\partial}}(M), & \text{even} \ (5.21) \\
H^{[1,1]}_{\tilde{\partial}}(M, T^{(0,1)}) & \simeq H^{[1,1]}_{\tilde{\partial}}(M) \oplus H^{[1,0]}_{\tilde{\partial}}(X), & \text{sourced} \ (5.22) \\
H^{[3,0]}_{\tilde{\partial}}(M) & \simeq H^{[3,0]}_{\tilde{\partial}}(X), & \text{even}.' \ (5.23)
\end{align*}
\]

5.2.3 The second page

Moving to the second page, where we have to compute the cohomologies of the \([F]\) map.\(^4\) Consider first

\[
H^{[1]}_{\partial, F}(M, T^{[1,0]}) = \ker\left( H^{[1]}_{\tilde{\partial}}(M, T^{[1,0]}) \xrightarrow{[F]} H^{[1]}_{\tilde{\partial}}(M) \right).
\]

(5.24)

Let \( r \) be a representative of \( H^{[1]}_{\tilde{\partial}}(M, T^{[1,0]}) \) and \( F \) be the representative of the flux class given in (5.19). To lie in the kernel of the \([F]\) map we require \( r \cdot F = \tilde{\partial} \alpha_{[1,2]} \) for some \( \alpha_{[1,2]} \in \Gamma(\Lambda^{[1,2]}) \) satisfying \( \alpha|_{X(1)} = \tilde{\gamma}(1) \) and \( \alpha|_{X(2)} = -\tilde{\gamma}(2) \) defined up to the addition of arbitrary \( \tilde{\partial}\)-closed forms. The kernel condition then reads

\[
\begin{align*}
\begin{aligned}
\left[ r \cdot (j(1) - y(r \cdot j(1)) + r \cdot j(2)) - dy \wedge r \cdot h \\
= \tilde{\partial} \gamma(1) - y(\tilde{\partial} \tilde{\gamma}(1) + \tilde{\partial} \tilde{\gamma}(2)) - dy \wedge (\tilde{\gamma}(1) + \tilde{\gamma}(2)) + \tilde{\partial} \Delta \alpha.
\end{aligned}
\end{align*}
\]

(5.25)

Since \( \tilde{\partial} \mathbb{F} = 0 \) implies \( j(1) + j(2) = \tilde{\partial} h \) we immediately get the condition

\[
[r] \cdot [j(1)] \equiv [r] \cdot [j(2)] = 0 \in H^{[1,3]}_{\tilde{\partial}}(X).
\]

(5.26)

It might appear that one needs to impose the further condition on \( r \) that \([\tilde{\gamma}(1) + \tilde{\gamma}(2) + r \cdot h]\) is trivial in \( H^{[1,2]}_{\tilde{\partial}}(X) \). However, \( \tilde{\gamma}(i) \) is defined up to the addition of an arbitrary \( \tilde{\partial}\)-closed form, meaning we may always shift the \( \tilde{\gamma}(i) \) by a closed form such that the condition is satisfied. Thus we find that

\[
H^{[1]}_{\partial, F}(M, T^{[1,0]}) \simeq \ker\left( H^{[1]}_{\tilde{\partial}}(X, T^{(1,0)}) \xrightarrow{[\tilde{\gamma}(1)]} H^{[1,3]}_{\tilde{\partial}}(X) \right) \equiv H^{1}_{\partial,j(1)}(X, T^{(1,0)}).
\]

(5.27)

The next potentially non-trivial homology on the second page is

\[
H^{[1,2]}_{\partial, F}(M) = \begin{pmatrix} 
\ker \left( H^{[1,2]}_{\tilde{\partial}}(M) \xrightarrow{\Lambda_{[F]}} H^{[3,4]}_{\tilde{\partial}}(M) \right) \\
\text{im} \left( H^{[0]}_{\tilde{\partial}}(T^{[1,0]}) \xrightarrow{[F]} H^{[1,2]}_{\tilde{\partial}}(M) \right)
\end{pmatrix}.
\]

(5.28)

\(^4\)In the following, we will assume that the groups \( H^{[2]}_{\tilde{\partial}}(M, T^{[1,0]}) \) and \( H^{[3,0]}_{\tilde{\partial}}(M) \) and in the even cohomologies, whereas \( H^{[1,1]}_{\tilde{\partial}}(M) \) are in the sourced cohomologies.
However from (5.21) we see that $H^0_{\bar{\partial}}(T^{[1,0]}) \simeq H^0_{\bar{\partial}}(T^{[1,0]},X) \simeq H^{(2,0)}_{\bar{\partial}}(X) = 0$, where we use the Calabi-Yau conditions (5.5). Similarly from (5.23), we have $H^{[3,4]}_{\bar{\partial}}(M) \simeq H^{[3,4]}_{\bar{\partial}}(X) = 0$. Hence we get for the sourced cohomologies

$$H^{[1,2]}_{\bar{\partial},F}(M) \simeq H^{[1,2]}_{\bar{\partial}}(M) \simeq H^{(1,2)}_{\bar{\partial}}(X) \oplus H^{(1,1)}_{\bar{\partial}}(X).$$

(5.29)

We also immediately have

$$H^0_{\bar{\partial},F}(T^{[1,0]}) = 0, \quad H^{[3,4]}_{\bar{\partial},F}(M) = 0.$$

(5.30)

Finally we have

$$H^{[3,3]}_{\bar{\partial},F}(M) = \frac{H^{[3,3]}_{\bar{\partial}}(M)}{\text{im} (H^{[1,1]}_{\bar{\partial}}(M) \wedge [F] \to H^{[3,3]}_{\bar{\partial}}(M))}.$$  

(5.31)

The quotient is trivial, since $H^{[3,3]}_{\bar{\partial}}(M)$ is constructed from $\mathbb{Z}_2$-even forms on $S^1$, so is $H^{[1,1]}_{\bar{\partial}}(M)$ but $F$ is $\mathbb{Z}_2$-odd, so the $[F]$-map above must be trivial. We therefore simply have

$$H^{[3,3]}_{\bar{\partial},F}(M) \simeq H^{[3,3]}_{\bar{\partial}}(M) \simeq H^{(3,3)}_{\bar{\partial}}(X).$$

5.2.4 The third page

Finally we have to consider the third page, where the non-trivial maps are

$$\delta : H^0_{\bar{\partial},F}(M,T^{[1,0]}) \to H^{[3,3]}_{\bar{\partial},F}(M),$$  

(5.32)

$$\delta' : H^1_{\bar{\partial},F}(M,T^{[1,0]}) \to H^{[3,4]}_{\bar{\partial},F}(M).$$  

(5.33)

However from (5.30) we see that actually both these maps are trivial and we get no further conditions.

Heterotic moduli  In conclusion, we find that the heterotic M-theory moduli are given by

$$\text{moduli space} \simeq H^1_{\bar{\partial},j(i)}(X,T^{(1,0)}) \oplus H^{(1,2)}_{\bar{\partial}}(X) \oplus H^{(1,1)}_{\bar{\partial}}(X) \oplus H^{(3,3)}_{\bar{\partial}}(X).$$

(5.34)

Group-by-group these cohomologies match those of the heterotic theory:

- $H^1_{\bar{\partial},j(i)}(X,T^{(1,0)})$ – complex structure moduli, with some lifted by the flux sources $j(i)$.
- $H^{(1,2)}_{\bar{\partial}}(X)$ – moduli associated to deformations of the boundary sources.
- $H^{(1,1)}_{\bar{\partial}}(X)$ – complex Kähler moduli.
- $H^{(3,3)}_{\bar{\partial}}(X)$ – axion-dilaton modulus.
These cohomology groups coincide with those found for the Hull-Strominger heterotic background in [28–31, 41–43] under the assumption that $X$ is topologically a Calabi-Yau space (although the Hull-Strominger metric is not Ricci-flat). To see the correspondence in detail, consider the form of the heterotic moduli problem given in [31]:

\[
\begin{align*}
\bar{\partial} \mu &= 0, \\
\bar{\partial} b &= 0, \\
\bar{\partial} x + 2\mu \cdot h + 2 \text{tr}(\alpha \wedge \mathcal{F}) + \bar{\partial} b &= 0, \\
\bar{\partial} A + \mu \cdot \mathcal{F} &= 0.
\end{align*}
\]  

(5.35)

where $\mu \in \Gamma(T^{(1,0)} \otimes \Lambda^{(0,1)})$, $b \in \Gamma(\Lambda^{(0,2)})$ and $x \in \Gamma(\Lambda^{(0,2)})$. The parameters $\alpha \in \Gamma(\Lambda^{(0,1)} \otimes \text{ad} P_G)$ encode deformations of the gauge (and gravity) fields $\mathcal{F}$ transforming in a total group $G$. Here it includes contributions from both boundaries. The object $h$ is the $(2,1)$-component of the heterotic three-form field strength $H$ and is related to the background $\omega$ by $h = i\partial \omega$. The deformations are trivial if they have the form

\[
\begin{align*}
\mu &= -\bar{\partial} w, \\
x &= -\bar{\partial} \xi - \bar{\partial} \bar{\xi} + 2w \cdot h + 2 \text{tr}(\theta \mathcal{F}), \\
b &= -\bar{\partial} \bar{\xi}, \\
\alpha &= -\bar{\partial} A + i_w \mathcal{F},
\end{align*}
\]  

(5.36)

where $w \in \Gamma(T^{(1,0)})$, $\xi \in \Gamma(\Lambda^{(1,0)})$ and $\theta \in \Gamma(\text{ad} P_G)$. We can split the generic gauge fields $\mathcal{F}$ into parts that correspond to contributions from the two $E_8$ gauge fields on the boundaries and the Riemann curvature, so that $\mathcal{F} = (\mathcal{F}_1, \mathcal{F}_2, \mathcal{R})$ and define

\[
\begin{align*}
\gamma_{(i)} &= \text{tr}(\alpha_{(i)} \wedge \mathcal{F}_{(i)}), \\
\nu_{(i)} &= \text{tr}(\theta_{(i)} \wedge \mathcal{F}_{(i)}),
\end{align*}
\]  

(5.37)  

(5.38)  

(5.39)

The heterotic Bianchi identity implies

\[
\bar{\partial} h = j_{(1)} + j_{(2)},
\]  

(5.40)

so that $[j_{(1)}] = -[j_{(2)}]$ as above. (Note that the fact that $\gamma_{(i)}$ is of type $(1,2)$ is the reason we only included boundary sources for $\theta_{[1,2]}$ in the heterotic M-theory calculation.) If we assume $X$ is Calabi-Yau then we also have a $\partial \bar{\partial}$-lemma. By taking traces of the last equations in (5.35) and (5.36), gauging away the terms with $\bar{\partial}$ by using the $\partial \bar{\partial}$-lemma, and noting $b$ is always trivial since $H^{(0,2)}(X) = 0$ we get the closure conditions

\[
\begin{align*}
\bar{\partial} \mu &= 0, \\
\bar{\partial} x + 2\mu \cdot h + 2(\gamma_{(1)} + \gamma_{(2)}) &= 0, \\
\bar{\partial} \gamma_{(i)} + \mu \cdot j_{(i)} &= 0.
\end{align*}
\]  

(5.41)
and the trivial variations
\begin{align}
\mu &= -\bar{\partial}w, \\
x &= -\bar{\partial}\xi + 2w \cdot h + 2(\nu_1 + \nu_2),\\n\gamma^{(i)} &= -\bar{\partial}\nu^{(i)} + iw_j^{(i)},
\end{align}

It is then easy to see that, given (5.40), that these equations have a moduli space that exactly matches (5.34), with $\mu \cdot j^{(i)}$ being the only obstruction.

In conclusion, we have shown that, under only the assumption that the supersymmetric involution condition holds, the heterotic M-theory and Hull-Strominger system moduli spaces agree.

## 6 Conclusion and outlook

With this work we have completed the description of the torsion-free SU(7) generalised structures and their infinitesimal moduli for M-theory backgrounds. Using type to partition our structures into those which admit non-trivial flux (type-3) and those which do not (type-0) we were then able understand how the constraints of involutivity translate to the underlying SU(3) or G$_2$ structures. We gave the general superpotentials for each type, showing that the vanishing of the superpotential and its first variations encompasses the involutivity conditions as expected.

The cohomology groups counting infinitesimal involutive moduli for a type-0 U(7) × R$^+$ structure were detailed in [1]. Under reasonable assumptions, we argued here that such backgrounds do not allow for sources and so the only compact examples are in fact G$_2$ manifolds. We then also analysed the equations for the infinitesimal moduli fields for type-3 structures in the presence of nontrivial flux. Unlike the type-0 case these cohomology groups are not de Rham or Dolbeault cohomologies in general, but instead are the cohomology groups of a generalised $d+\bar{F}$ operator. We computed the $d+\bar{F}$ cohomologies for the algebra of moduli fields using a spectral sequence which stabilised on the third page. (A similar analysis of the operators with non-trivial NSNS three-form flux have appeared in [44, 45].) The dimension of the cohomology groups weakly decreases as we ascend through the pages, implying that the number of moduli can only be reduced by the addition of flux.

Computing the cohomology groups for a Hetertoric M-theory background $M = X \times (S^1/\mathbb{Z}_2)$ with $X$ a complex Calabi-Yau reproduced known results for dual Hull-Somtringer heterotic backgrounds, expanding on a linearised calculation given in [23]. This calculation only relied on the complex involutive nature of the SU(7) structure, which appears as an F-term condition. Thus, if such terms are not corrected it has the potential to hold even when higher order corrections to the M-theory action are included. We also note that the corresponding superpotential for type-3 backgrounds, alongside its variations, could be used to compute 1-loop partition functions paralleling the recent work done in [46]. This would allow further comparisons between M-theory and Heterotic backgrounds.

The infinitesimal moduli computed here describe the tangent space to U(7) × R$^+$-structure moduli space and we now have a clear picture of how this tangent space differs between type-0 and type-3 structures. It would of course be important to see if these
are not obstructed once one goes away from the linear approximation. In addition, the moduli space of type-0 backgrounds contains within it the moduli space of torsion-free $G_2$ structures, with the involutivity condition implying the $G_2$ structure is closed. In particular, when there are no sources, these are the only solutions and so this formulation may have implications for understanding the existence of $G_2$ geometries as well as the behaviour of a seven dimensional generalised Ricci flow. In upcoming work [47], we further extend this analysis to type II backgrounds. In general one finds they match the naïve superpotential calculation, even when the background is far from a Calabi-Yau geometry. Again the calculation goes via a spectral sequence and the presence of flux can only reduce the number of moduli as compared with the fluxless case.
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A Type-3 as a limit of type-0

In the standard killing spinor picture we use a function $\chi$ (2.6) to quantify the difference in norms between the two killing spinors at each point. The type-3 condition is equivalent to the requirement that $\chi = 0$ globally. The condition that a $U(7) \times \mathbb{R}^+$ structure is of type-3 is equivalent to the requirement that $\chi = 0$ globally, so the killing spinors have the same norm globally. In practice the easiest way to find $\psi$, which generates the $SU(7)$ line bundle over the $U(7) \times \mathbb{R}^+$ structure, for a type-3 background is to take the $\chi \to 0$ limit of the type-0 counterpart. Including the $\chi$ dependence explicitly we have

\[
\psi(\chi) = e^{3\Delta} e^{A_{\pm}} e^{(\cos \chi \Omega_+ + i\Omega_- - \sin \chi \sigma \wedge \omega) / \sin \chi} \cdot \sin \chi
\]  

(A.1)

\[
= e^{3\Delta} e^{A_{\pm}} (\sin \chi + \cos \chi \Omega_+ + i\Omega_- - i \sin \chi \sigma \wedge \omega) + \frac{1}{2} \sin \chi j (\cos \chi \Omega_+ + i\Omega_- + i \sin \chi \sigma \wedge \omega) \wedge (\cos \chi \Omega_+ + i\Omega_- - i \sin \chi \sigma \wedge \omega) + \ldots
\]  

(A.2)

For a type-3 background we simply want to evaluate $\psi(0)$, however in our analysis we are interested in deformations of $\psi$ which may introduce a type-0 component. We can kill two birds with one stone by taking $\chi \ll 1$ and expanding about $\chi = 0$

\[
\psi(\chi) = e^{3\Delta} e^{A_{\pm}} (\chi + \Omega - i \chi \sigma \wedge \omega) + \frac{1}{2} \sin \chi j (\left(1 - \frac{1}{2} \chi^2\right) \Omega_+ + i\Omega_- - i \chi \sigma \wedge \omega) \wedge (\left(1 - \frac{1}{2} \chi^2\right) \Omega_+ + i\Omega_- - i \chi \sigma \wedge \omega) + \ldots
\]  

(A.3)
\[ e^{3\Delta} e^{A+\bar{A}} (\Omega + \frac{1}{2} (ij(\sigma \land \omega) \land \Omega - ij\Omega \land \sigma \land \omega)) \]
\[ + \chi (1 - i\sigma \land \omega - \frac{i}{4} j\Omega_+ \land \Omega_- - \frac{i}{4} j\Omega_- \land \Omega_+ - ij(\sigma \land \omega) \land \sigma \land \omega) + \ldots \]
\[ = e^{3\Delta} e^{A+\bar{A}} e^{-i\sigma \land \omega} \left( \Omega + \chi \left( 1 - \frac{1}{8} j\Omega_+ \land \Omega_- \frac{1}{8} j\Omega_- \land \Omega_+ \right) + \ldots \right). \]  
(A.5)

Finally arriving at the small \( \chi \) expression

\[ \psi(\chi) = e^{3\Delta} e^{A+\bar{A}} e^{-i\sigma \land \omega} e^{-\frac{1}{2} \Omega \land \Omega} \cdot (\Omega + \chi) \]  
(A.6)

from which we can read off \( \psi(0) \) for a type-3 structure and see how perturbations into type-0 structure will arise. We could also have done this analysis in terms of the +3i-eigenbundle which uniquely specifies the \( U(7) \times \mathbb{R}^+ \) structure. By using

\[ \cot \chi \Omega_+ + i \csc \chi \Omega_- = \frac{1}{2 \sin \chi} \left( (\cos \chi + 1)\Omega + (\cos \chi - 1)\bar{\Omega} \right) \]  
(A.7)

we can write a generic section \( V \) of a type-0 \( L_3 \) bundle as

\[ V \simeq \exp \left( \frac{1}{2 \sin \chi} ((\cos \chi + 1)\Omega + (\cos \chi - 1)\bar{\Omega}) - i\sigma \land \omega \right) \cdot v \]  
(A.8)

for any \( v \in T_{C} M \). Since \([\sigma \land \omega, \Omega] = [\sigma \land \omega, \bar{\Omega}] = 0\) we can split the exponent and expand only the \( \Omega \) and \( \bar{\Omega} \) part of the twisting factor

\[ V \simeq e^{-i\sigma \land \omega} \cdot \left( v + \frac{\cos \chi + 1}{2 \sin \chi} v_\sigma \Omega + \frac{\cos \chi - 1}{2 \sin \chi} v_\sigma \bar{\Omega} + \frac{1}{8} \left( \bar{\Omega} \land (v_\sigma \Omega) + \Omega \land (v_\sigma \bar{\Omega}) \right) \right). \]  
(A.9)

We again wish to take the \( \chi = 0 \) value for this expression, and again it is illuminating to do a small \( \chi \) expansion

\[ V \simeq e^{-i\sigma \land \omega} \cdot \left( v + \left( \frac{1}{\chi} - \frac{\chi}{4} \right) v_\sigma \Omega - \left( \frac{\chi}{4} \right) v_\sigma \bar{\Omega} + \frac{1}{8} \left( \bar{\Omega} \land (v_\sigma \Omega) + \Omega \land (v_\sigma \bar{\Omega}) \right) + \ldots \right) \]  
(A.10)

We saw above that \( \Omega \) can be used to define a rank 4 distribution

\[ T^{[0,1]} = \ker \Omega = \{ v \in T_{C} : v_\sigma \Omega = 0 \} \]

We can express any vector \( v \in T_{C} M \) as a sum of a part \( x \) in \( T^{[0,1]} \) and a part \( y \) in the compliment \( T_{C} M/T^{[0,1]} \). This decomposition is not unique, but the expression for \( V \) is,

\[ V \simeq e^{-i\sigma \land \omega} \cdot \left( x + y + \left( \frac{1}{\chi} - \frac{\chi}{4} \right) y_\sigma \Omega - \left( \frac{\chi}{4} \right) x_\sigma \bar{\Omega} + \frac{1}{8} \left( \bar{\Omega} \land (y_\sigma \Omega) + \Omega \land (x_\sigma \bar{\Omega}) \right) \right). \]  
(A.11)

up to \( \mathcal{O}(\chi^2) \). We see that it is the \( y \) component of \( v \) which is responsible for the singular behaviour of \( V \) in the \( \chi \to 0 \) limit. This singular behaviour is not representative of some breakdown of our bundle, it simply represents the fact that as \( \chi \to 0 \) our \( L_3 \) will no longer be the twist of \( T_{C} M \). Any \( V \) where \( y = 0 \) will remain finite in the \( \chi \to 0 \) limit, and to see
where these degrees of freedom reappear we choose a family of \( v(\chi) = x + \chi y \) so that the \( y \) component vanishes when \( \chi = 0 \). Again up to \( \mathcal{O}(\chi^2) \) the generalised vector \( V(\chi) \) is then

\[
V(\chi) \simeq e^{-i\sigma \wedge \omega} \cdot \left( x + \chi y + y_\Omega - \left( \frac{\chi}{4} \right) x_\Omega + \frac{1}{8} \chi \Omega \wedge (y_\Omega + \Omega \wedge (x_\Omega)) \right).
\] (A.12)

In the \( \chi \to 0 \) limit the degrees of freedom previously encoded in \( y \) are now encoded in a free 2-form \( y_\Omega \), giving

\[
L_3 = \exp \left( -i\sigma \wedge \omega - \frac{1}{8} \Omega \wedge \overline{\Omega} \right) \cdot \left( T^{[0,1]}_C M + \Lambda^{(2,0)} T^*_C M \right).
\] (A.13)
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