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Abstract—Recent employments of SMT solvers within the Lyapunov function synthesis provided effective tools for automated construction of Lyapunov functions alongside with sound computer-assisted certificates. The main benefit of the suggested approach is the formal correctness and elimination of the numerical uncertainty. In the present work we extend the SMT-based synthesis approach for wider classes of continuous and discrete-time systems. Additionally, we address constructions of Lyapunov functions for state-dependent switching systems. We illustrate our approach by means of various examples from the control systems literature.

I. INTRODUCTION

We consider the problem of certifying the stability of either continuous-time dynamical systems

\[ \dot{x} = f(x) \]  

or discrete-time systems

\[ x^{+} = f(x), \]

where \( f : D \rightarrow \mathbb{R}^n \) is a continuous function with equilibrium point at the origin and \( D \subseteq \mathbb{R}^n \). The stability is certified via a Lyapunov function \( V(x) \), where it is assumed that the function \( V(x) \) is defined by a parameter vector \( p \) and satisfies (w.l.o.g. for continuous-time case):

\[
\begin{align*}
V(0) &= 0 \\
V(x) &> 0 \quad \forall x \in D \setminus \{0\} \\
\dot{V}(x) &\leq 0 \quad \forall x \in D \setminus \{0\}.
\end{align*}
\]

If \( V(x) \) exists then the equilibrium of \( f(x) \) is stable. Furthermore, if \( \dot{V}(x) < 0 \), then the equilibrium of \( f(x) \) is asymptotically stable [1, p. 100].

From a computational point of view proving the (asymptotic) stability for a general dynamical system is undecidable, as the problem (3) can be reduced to the statement of Richardson’s Theorem [2]. Furthermore the numerical construction may lead to invalid output due the absence of the sufficient accuracy or inconsistent floating-point effects [3], [4]. As opposed to the pure numerical methods, formal verification provides an effective framework for automated program synthesis. That is, we aim for a routine which tries simultaneously to construct a Lyapunov function and output additionally a formal certificate such that (3) holds.

Contributions and Outline of this work.

The goal of the present work is to extend the Satisfiability Modulo Theories (SMT) based approach to synthesize the Lyapunov functions for nonpolynomial and switching systems. We start with a review of related work in Section II. The necessary preliminaries of SMT and CEGIS are presented in Section III. The main result, i.e. the framework of constructions of Lyapunov function for the desired classes of dynamical systems is derived in Section IV. In Section V we show the application and the effectiveness of our CEGIS framework with some example systems. Finally, in Section VI, we give an outlook where the possible incorporation of the CEGIS framework may produce interesting results.

II. RELATED WORKS

As mentioned in the previous Section, the algorithmic construction of Lyapunov functions is a notorious difficult task and often discussed problem in nonlinear control theory. An overview about computational methods for Lyapunov functions is given in [5]. Several methods are limited to a special case of systems, such as positive dimensional polynomial systems [6]. A well-established method to synthesize Lyapunov functions is Sum of Squares Decomposition (SOS) [7]. There are also optimization based method as [8], [9]. Additionally machine learning approaches may be used in context of construction of Lyapunov functions, Mcgough [10] employs an evolutionary algorithm to construct candidate Lyapunov functions. Another approach is to train a neural network to approximate a Lyapunov function [11], [12]. Besides the construction, the formal verification of the Lyapunov function is an interesting and important topic by itself [13]–[15], since one has to be careful whether the output of the implemented numerical construction is indeed a Lyapunov function. Thus, the construction of Lyapunov function can be viewed as a certain program synthesis problem. Moreover, it is possible to synthesize and verify programs simultaneously. One of the main approaches consists of searching for counterexamples for first-order logical formulas and reusing them to support the program construction routines [16]–[18].

This framework is called Counterexample Guided Inductive Synthesis (CEGIS). An important task for the speed and convergence of the method is finding and selecting the examples [19]. Counterexample based approaches have been also employed in control applications [20], [21]. Ahmed [3] introduces a framework to synthesize Lyapunov functions for linear, non-linear (polynomial), and parametric models. The CEGIS approach for the synthesis of a Lyapunov function parameterized by the neural networks are discussed in [22]. A possible approach to deal with non-polynomial systems, is to analytically transform the problem into a polynomial one [7]. The SMT-solver dReal, used in [23], allows to add
a numerical error bound specified by the user, to handle such functions [24]. In [25] a non-polynomial is formulated by an uncertain polynomial system with parameter ranges obtained from the truncated Taylor expansion and a parameterizable remainder. Construction for nonpolynomial systems may often result in time out of CEGIS procedure [21]. Therefore one needs to be cautious in choosing the required approximation structures.

III. PRELIMINARIES

A. Satisfiability modulo theories using Z3

SMT generalize Boolean satisfiability by adding equality reasoning, arithmetic, fixed-size bit-vectors, arrays, quantifiers, and other useful first-order theories [26]. In this work the SMT-Solver Z3 [27] is used which tries to verify whether a given first-order formula is satisfiable (sat) or unsat otherwise.

For an easy example consider the following inequality system:
\[ x_1^2 + x_2^2 \leq 1, \ x_1 + x_2 = 1. \]  
(4)

The implementation using Z3Py, an interface for Z3 in Python, results in:
```python
x1,x2 = Reals('x1 x2')
s = Solver()
s.add(x1**2+x2**2<=1, x1+x2==1)
print(s.check())
```

In this case Z3 returns sat, since the inequalities are satisfiable. `print(s.model())` returns a possible solution, here \[ x_2 = 1/2, \ x_1 = 1/2 \]. If the second formula is changed to \( x_1 + x_2 = 2 \), Z3 would return unsat, since obviously no solution for this particular inequality system exists.

B. Counterexample Guided Synthesis Using Z3

Counterexample Guided Synthesis (CEGIS) is an iterative algorithm in which two phases, the verification phase and the learner phase, are performed alternately. In the verification phase the properties program (a Lyapunov function in our case) are checked. If the desired properties are not fulfilled and a counterexample is found, this counterexample is passed to the learner phase. In the learner phase, a new candidate is generated, which has to fulfill all previous counterexamples. This procedure repeats until no more counterexamples can be found. The learner-verifier framework is illustrated in Fig. 1. In the following, we investigate how CEGIS can be used to construct Lyapunov functions and thus formally prove the stability of the dynamical system.

![Fig. 1. Counterexample based synthesis of a Lyapunov function.](image)

**Input preparation** – The candidate Lyapunov function \( V(x) \) is parameterized by a parameter vector \( p \). To verify the conditions (3) one calculates \( \dot{V}(x) \) as

\[
\dot{V}(x) = \nabla V \cdot f(x) = \left( \frac{\partial V(x)}{\partial x_1} f_1(x) \right. \\
\left. \vdots \right) \\
\left. \frac{\partial V(x)}{\partial x_n} f_n(x) \right).
\]

(5)

An initial parameter vector \( p \) is selected randomly and passed to the verifier.

**Verifier** – A counterexample for the candidate Lyapunov function \( V(x) \) does not satisfy (3). If asymptotic stability is to be proved, correspondingly \( \dot{V}(x) < 0 \) must not hold. Consequently, the following system of inequalities must be solved:

\[
V(x) < 0 \lor \dot{V}(x) \geq 0, \ x \in D \setminus \{0\}
\]

(6)

The system of such inequalities can be implemented in Z3 as follows.
```python
verifier = Solver()
verifier.add(Or(V<0, Vdot>=0))
verifier.check()
```

The set \( D \) and the separate consideration of the equilibrium is implemented by additional boundaries (e.g. `verifier.add(x<2, x!=0)`). If no solution exists, the output of the verifier.check() is unsat. That is, no counterexample exists and the candidate function satisfies (3) and thus is a Lyapunov function for the system \( f(x) \).

If the system is satisfied, the output of the verifier is sat. `verifier.model()` gives a counterexample \( x_{ce} \) for the candidate function. This counterexample is passed to the learner as an additional inequality constraint.

**Learner** – The counterexamples from the verifier are added to the existing set of examples \( X_{ce} \). Thus, \( m = |X_{ce}| \) counterexamples result into following \( 2m \) inequalities:

\[
V(x_{ce}) > 0, \ \dot{V}(x_{ce}) < 0, \ i = 1, \ldots, m.
\]

(7)

This is implemented and verified in Z3:
```python
learner = Solver()
learner.add(V>0, Vdot<0)
learner.check()
```

If the inequality system has no solution, the output of the check is unsat and no Lyapunov function with the given structure exists. If the output of the check is sat, `learner.model()` gives a new parameter vector \( p \) for a new candidate function. It should be noted that due to the undecidable nature of the problem, the algorithm does not necessarily terminate and the number of necessary iterations even may depend on the initial parameters as it will be shown later. The algorithm is summarized in Fig. 2.
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Verifier

| calculate \( \dot{V}(x) \) |
| solve \( V(x) < 0, \forall \dot{V}(x) \geq 0 \) |
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| \( \forall x_{ce} \in X_{ce} \)
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\( |X_{ce}| > m_{\text{max}} \)

Fig. 2. Algorithm counterexample based synthesis of a Lyapunov function.

IV. MAIN RESULT

In this section we present the framework of construction of Lyapunov functions for certain chosen classes of dynamical systems.

A. Constructions for Nonpolynomial Systems

In order to handle nonpolynomial dynamical systems in Z3, we may try to approximate these by some polynomial series and bound the estimation error. We include the resulted error bound to the inequality system to verify the original problem. For instance, consider the exponential function, which can be approximated by the following Taylor series:

\[
\exp(x) := \sum_{n=0}^{N} \frac{x^n}{n!} + \sum_{n=N+1}^{\infty} \frac{x^n}{n!}.
\]

For a constrained state space \( |x| \leq 1 + \frac{N}{2} \), the remainder term \( |\varepsilon(x)| \) is bounded by

\[
\left| \sum_{n=N+1}^{\infty} \frac{x^n}{n!} \right| = |\varepsilon(x)| \leq 2 \frac{|x|^{N+1}}{(N+1)!}.
\]

The order of the Taylor series \( N \) must satisfy at least \( |x| \leq 1 + \frac{N}{2} \forall x \in D \) such that (9) is valid. The exponential function is replaced with the corresponding Taylor series and the additional variable \( \varepsilon \)

\[
\exp(x) := \sum_{n=0}^{N} \frac{x^n}{n!} + \varepsilon(x).
\]

The constraint (9) is added to the verifier’s inequality system. The search space for the counterexamples includes now also all possible values for \( \varepsilon_{ce} \). Thus, the resulting counterexamples \( x_{ce} \) with the approximation error \( \varepsilon_{ce} \) are then inserted into the learner’s inequality system. Since the deviation of the approximation is bounded, the Lyapunov function is also verified for the original system. However, it may be necessary to increase the order \( N \) of the polynomial series and tighten the approximation error.

B. Switching Systems

Given a state-dependent switching system

\[
\dot{x} = \begin{cases} f_1(x) & \text{if } x \in D_1 \\ f_2(x) & \text{if } x \in D_2 \\ \ldots \end{cases}
\]

where \( D_i \) are nonoverlapping subsets of \( D \subseteq \mathbb{R}^n \). For the stability analysis it can be exploited that the properties of each subsystem \( f_i \) are of concern only in the regions where this system is active \( D_i \). \( V(x) \) has to satisfy (3) in all subsets independently to verify the stability of the whole switched system [28]. To handle such switching systems the algorithm must be adjusted. For each region \( D_i \), (3) must be verified, where \( \dot{V}(x) \) is calculated separately in each case. Only if the candidate function can be verified for every subset, a single Lyapunov function for the whole switching system is found.

C. Discrete-Time Systems

We adapt the CEGIS-framework for reasoning on discrete-time systems. Given a \( n \)-dimensional discrete autonomous dynamical system

\[
x_{k+1} = f(x_k)
\]

with \( x = 0 \) be an equilibrium and \( x \in D \subseteq \mathbb{R}^n \). If there exists a function \( V(x) \) satisfying

\[
V(0) = 0 \\
V(x) > 0 \quad \forall x \in D \setminus \{0\} \\
V(f(x)) - V(x) \leq 0 \quad \forall x \in D \setminus \{0\},
\]

then the equilibrium \( x = 0 \) is stable. Furthermore, if \( V(f(x)) - V(x) < 0 \), the equilibrium \( x = 0 \) is asymptotically stable.

Accordingly, in the algorithm the calculation of \( \dot{V}(x) \) is replaced by \( V(f(x)) - V(x) \). Additional, for discrete-time systems also a Lyapunov function with absolute value is possible. The absolute value can be represented as a \( \mathcal{I}\mathcal{I} \)-condition in the solver Z3.

V. EXAMPLES

In this section we illustrate the presented approach on several examples of dynamical systems and discuss the performance and limitations of the CEGIS procedure.

A. Simple numerical system

Consider the system

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= -x_1 - x_2
\end{align*}
\]

with \( D = \mathbb{R} \). Assume a quadratic Lyapunov function \( V(x) = p_1 x_1^2 + p_2 x_2^2 \), then,

\[
\dot{V}(x) = \nabla V \cdot f(x) = 2p_1 x_1 x_2 + 2p_2 x_2 (-x_1 - x_2).
\]
Choosing an initial parameter vector \( p = [0, 0] \) the learner returns the counterexample \( x_{ce} = [1, -1] \). Thus the learner determines a candidate Lyapunov function \( V(x) = \frac{1}{2}x_1^2 + \frac{1}{4}x_2^2 \), which is verified by Z3. If other initial parameters are chosen, the performance of the algorithm changes as well: with an initial \( p = [-1, 1, 1/2] \) two iterations are needed to find the Lyapunov function \( V(x) = \frac{1}{2}x_1^2 + \frac{1}{4}x_2^2 \). With \( p = [-1, 1] \) no Lyapunov function can be found even after 100 iterations.

### B. Continuous Nonpolynomial Scalar System

Consider the system

\[
\dot{x} = f(x) = x^2 - \exp(x) + 1
\]  

with \( D = \{x : x \in [-2, 2] \} \). We assume a quadratic candidate Lyapunov function \( V(x) = px^2 \) and calculate

\[
\dot{V}(x) = \nabla V \cdot f(x) = 2px(x^2 - \exp(x) + 1). 
\]  

The exponential function is replaced by the following polynomial series and an approximation error \( \varepsilon \).

\[
\dot{V}(x) = 2px(x^2 + 1 - \sum_{n=0}^{N} \frac{x^n}{n!} - \varepsilon(x)) 
\]  

The approximation error \( \varepsilon \) is bounded as shown in (10). That is, the convergence is valid for all \( x \in [-2, 2] \) and the order of the Taylor series must be at least 2. For \( N = 2 \) and a initial \( p = -1 \) the algorithm finds the counterexample \( x_{ce} = 1, \varepsilon_{ce} = 0 \) and \( x_{ce} = \frac{1}{2}, \varepsilon_{ce} = 1 \). There is no solution for the resulting inequality system (7), the learner returns unsat. So there is no quadratic Lyapunov function for this approximation. However, this does not mean that none exists for the original system. If you increase the order of the Taylor series \( N = 3 \) and choose an initial \( p = -1 \) the algorithm returns a Lyapunov function \( V = x^2 \). Because of the constraints on the error, this is also a Lyapunov function for the original problem.

### C. Multidimensional System with Trigonometric Function

Consider the system

\[
\begin{align*}
\dot{x}_1 &= -x_1^3 + x_2 \\
\dot{x}_2 &= -\sin(x_1) - x_2
\end{align*}
\]  

with \( D = \{x_1 : x_1 \in [-3, 3] \} \). Assume a quadratic candidate Lyapunov function \( V(x) = p_1x_1^2 + p_2x_2^2 \), then

\[
\dot{V}(x) = \nabla V \cdot f(x) = 2p_1x_1(-x_1^3 + x_2) + 2p_2x_2(-\sin(x_1) - x_2) 
\]  

The sine function is replaced by the following Taylor series and an approximation error \( \varepsilon \).

\[
\sin(x) := \sum_{n=0}^{N} (-1)^n \frac{x^{2n+1}}{(2n+1)!} + \varepsilon(x)
\]  

The approximation is bounded as follows

\[
|\varepsilon(x)| \leq \frac{|x|^{N+1}}{(N+1)!}
\]  

With an initial \( p = [-1, 0.5] \) and \( N = 3 \) the algorithm returns a Lyapunov function \( V = \frac{1}{2}x_1^2 + \frac{1}{2}x_2^2 \).

### D. Switched System

Consider a piecewise defined system

\[
\begin{align*}
\dot{x}_1 &= -x_2; & \dot{x}_2 &= 2x_1 & \text{if } x_1x_2 \leq 0 \\
\dot{x}_1 &= -2x_2; & \dot{x}_2 &= x_1 & \text{if } x_1x_2 > 0
\end{align*}
\]  

with \( D = \mathbb{R}^2 \). The algorithm is adapted as described in Section IV-B and the Lyapunov function \( V = \frac{1}{2}x_1^2 + \frac{1}{2}x_2^2 \) is found. Note, \( V \) serves as a Lyapunov function only in the suitable regions. If the switching rule is changed to

\[
\begin{align*}
\dot{x}_1 &= -x_2; & \dot{x}_2 &= 2x_1 & \text{if } x_1x_2 > 0 \\
\dot{x}_1 &= -2x_2; & \dot{x}_2 &= x_1 & \text{if } x_1x_2 \leq 0
\end{align*}
\]  

then the Learner returns unsat and no Lyapunov function with the given structure exists. Indeed, the system is unstable as can be shown analytically.

### E. Discrete-Time System

Consider a discrete-time nonlinear system

\[
\begin{align*}
x_{1,k+1} &= \frac{1}{2}x_{1,k} - \frac{1}{4}\arctan(x_{2,k}) \\
x_{2,k+1} &= -\frac{1}{4}x_{1,k} + \frac{3}{4}x_{2,k}
\end{align*}
\]  

with \( D = \{x_1 : x_1 \in [-1, 1] \} \). To handle the arctan it is approximated with a Taylor series with \( N = 5 \).

\[
\arctan(x) := \sum_{n=0}^{N} (-1)^n \frac{x^{2n+1}}{(2n+1)!} + \varepsilon(x)
\]  

The Remainder is bounded as follows [29].

\[
|\varepsilon(x)| \leq \frac{|x|^{2N+3}}{2(2N+3)}
\]  

Assume a candidate Lyapunov function \( V(x) = p_1|x_1| + p_2|x_2| \). A Lyapunov function \( V(x) = \frac{1}{2}|x_1| + \frac{1}{2}|x_2| \) is verified.

### VI. CONCLUSIONS AND OUTLOOK

We extended the CEGIS framework to certify the stability of a given continuous/discrete-time nonpolynomial system. We illustrated the effectiveness of the approach on several examples of dynamical systems. By synthesizing barrier certificates not only stability but also other temporal properties can be investigated, by formulating a control policy. In addition to stability analysis of dynamical systems, the CEGIS approach can also be used for automatic controller design by synthesizing a control law or a control Lyapunov function [20], [21], [25]. Moreover important barrier certificates and reachability propositions can be addressed formally using Z3 and CEGIS framework [30], [31]. Such a framework is especially useful for approaches where the controller needs to be automatically adjusted online, as in an adaptive control approach. In particular, an interesting application of CEGIS-framework arises in the stability analysis of adaptive dynamic programming schemes, where one has to guarantee that the desired critic parameters force the positive definiteness of the so-called Q-function approximations at each time step of the
scheme [32], [33]. Using CEGIS one may construct the required Q-functions and verify the conditions of the LaSalle-Yoshizawa theorem [34, Theorem 18] simultaneously. An expansion of the approach is to consider the framework of symbolic regression [10] by trying to find suitable parametric structures for $V$ and thus support the automation idea.
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