The phase-field modeling of the self-organized phase growth with three-fold symmetry
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Abstract. The formation of self-organized domain patterns during polarization reversal in highly non-equilibrium switching conditions was studied by us earlier in the single crystals of lithium niobate and lithium tantalate. In this paper, we used the phase-field simulation to verify the analogy between self-organized growth of domains and new phase during the first order phase transition. The crystal symmetry $C_{3v}$ was taken into account. The similarity of simulated and experimentally observed shapes of isolated domains was achieved.

1. Introduction

The phase-field model is widely used as a powerful computational method for modeling and predicting morphological and microstructure evolution in materials [1]. It has been shown that the model can be used successfully for studying of the formation of self-assembled structures during the first order phase transitions in highly non-equilibrium conditions, for example for description of dendritic crystal growth [2, 3]. The formation of self-assembled structures including the dendrite ones was demonstrated experimentally [4-8] and the phase diagram of the most common structure types was predicted [2,9,10]. However, the first order phase transitions including the crystallization from the melt possess the limited range of control parameters thus prohibiting the realization of all predicted types of structure in one system. This fact stimulates searching new systems with simple variation of control parameters. It is known that the evolution of ferroelectric domains during polarization reversal can be considered as an analog of the first-order phase transformation with electric field as a driving force [11-14]. The highly non-equilibrium switching conditions can be realized in ferroelectrics in wide range of control parameters. The complementary methods of domain visualization with high spatial and temporal resolutions are available [15-17]. The growth of self-organized dendrite domain patterns in ferroelectric lithium niobate (LiNbO$_3$, LN) and lithium tantalate single crystals with $C_{3v}$ symmetry was demonstrated by us earlier [4-8, 18]. Their great practical importance enabled the growth of the large crystals with extremely high uniformity. It was shown that the formed structures could demonstrate the $C_3$ and the $C_6$ envelope symmetry depending on the growth conditions [4-8, 18].

In this paper, we present the results of application of phase-field model to the domain growth to verify the analogy between self-organized growth of domains and new phase during the first order phase transition. The $C_{3v}$ symmetry of the crystals was taken into account.

2. Experimental results

Two self-organized domain patterns appeared during polarization reversal in LN single crystals have been analyzed.
Figure 1. Piezoelectric force microscopy (PFM) image of dendrite structures obtained in stoichiometric LN at 230°C for various numbers of rectangular field pulses: (a) single pulse $E_{\text{max}}=1.6$ kV/mm, (b) two pulses $E_{\text{max}}=1.6$ kV/mm, (c) three pulses $E_{\text{max}}=1.5$ kV/mm. Reprinted with permission from [5]. Copyright 2012, AIP Publishing LLC.

The first object was the dendrite domains appeared in stoichiometric LN crystals at the temperatures above 230°C (Fig. 1) [5]. After partial switching from single domain state, the dendrite domains with sizes ranging from 3 to 30 µm were distributed over the Z polar surface covered by the electrode. The domain shape was close to six-ray stars with rays along crystallographic Y axes (Fig. 1). Y+ oriented rays were essentially longer than Y- ones. Several field pulses led to formation of more complicated dendrite structures (Fig. 1b,c). The second object was the domains growing in LN with surface layer modified by proton exchange (PE). They formed the self-organized sub-micron scale dendrite domain patterns consisting of the stripes oriented along the X crystallographic directions separated by the arrays of dashed residual domains (Fig. 2) [18]. The domain stripes formed as a result of branching of three Y oriented rays. The branching period was about 2 µm, close to the thickness of the PE layer. This process led to formation of the self-organized stripe structure with period of the dashed structure from 2 to 3 µm.

The obtained results demonstrate that the envelopes of self-organized domain structures in LN can follow both the crystal symmetry $C_3$ (Fig. 1) and the higher symmetry $C_6$ (Fig. 2).

Figure 2. The self-organized domain structure obtained at the Z+ surface of LN with Z- surface modified by PE. PFM, phase signal. Dark area corresponds to the switched domains. Reprinted with permission from [18]. Copyright 2017, AIP Publishing LLC.
3. Phase-field modeling

The formation of the self-organized domain patterns was analyzed within the phase-field model for one component crystallization from the melt based on the analogy between the sideways motion of domain walls and the phase boundary motion during the first order phase transformations [19]. In this case, the main factor limiting the phase boundary motion velocity was the local temperature increase due to release of crystallization latent heat.

We have used the exothermal model of the first order phase transformation based on the time-dependent Ginzburg-Landau equation and the heat conductivity equation [2]. The model included two variables: the phase-field \( p(r,t) \) and the temperature \( T(r,t) \). The value \( p(r,t)=0 \) corresponds to the liquid phase and the \( p(r,t)=1 \) – to the solid phase. The phase boundary corresponds to a narrow layer, where \( p(r,t) \) values lie between 0 and 1.

The following expression of Ginzburg-Landau free energy have been used:

\[
\Phi(p,m) = \left( \frac{1}{2} \varepsilon |\nabla p|^2 + F(p,m) \right) \, \text{d}r
\]

where \( \varepsilon \) is a small parameter determining the width of phase boundary, \( m \) is parameter determining the oversaturation, \( F \) is two-well potential with local minima at \( p = 0 \) and \( p = 1 \) for any \( m \). For the phase-field models of such type, the \( F \) function is usually chosen as [2]:

\[
F(p,m) = \frac{1}{4} p^4 - \left( \frac{1}{2} - m/3 \right) p^3 + \left( \frac{1}{4} - \frac{1}{2} m \right) p^2
\]

Based on the kinetic equation \( \tau \partial p/\partial t = -\delta \partial \Phi/\partial p \), we will get for the 2D problem taking into account that \( \varepsilon \) parameter is a function of angle between the normal to phase boundary and certain predefined direction \( (\varepsilon=\alpha(\theta)) \):

\[
\tau \frac{\partial p}{\partial t} = -\frac{\partial}{\partial x} \left( \varepsilon \varepsilon' \frac{\partial p}{\partial y} \right) + \frac{\partial}{\partial y} \left( \varepsilon \varepsilon' \frac{\partial p}{\partial x} \right) + \nabla(\varepsilon^2 \nabla p) + p(1-p)(p-\frac{1}{2}+m)
\]

where \( \tau \) is a small positive constant and the prime means the derivative \( d/d\theta \). According to the obtained experimental results, the anisotropy of the parameter \( \alpha(\theta) \) was chosen as a sum of \( C_3 \) and \( C_6 \) symmetry terms:

\[
\alpha(\theta) = \tilde{\alpha} (1 + \delta f \cos(3\theta) + (1-\beta) \cos(6\theta))
\]

where \( \tilde{\alpha} \) is an average value of interface energy, \( \delta \) is anisotropy value, and \( \beta \) is a relative input of \( C_3 \) symmetry term.

The following formula was used for temperature dependence of oversaturation:

\[
m(T) = (\alpha n) \arctan(\gamma(T_c-T))
\]

where \( \alpha \) and \( \gamma \) are the positive constants \( (\alpha<1) \), \( T_c \) is an equilibrium temperature, \( T \) is a local temperature.

The temperature in each point was calculated using the heat conductivity equation at the boundary with additional heat source:

\[
\frac{\partial T}{\partial t} = \nabla^2 T + K \frac{\partial p}{\partial t}
\]

where \( K \) is normalized latent heat of crystallization.

The computer modeling consisted in the solving of the system of differential equations (3) and (6). For the initial moment, the phase-field \( p(r,0) \) corresponded to one small circular region of solid phase in the center and the temperature in the whole volume was equal to \( T_c \).

We have studied also the influence of noise on the obtained structure parameters. The additional term \( ap(1-p)\chi \), where \( a \) is noise amplitude, \( \chi \) – random number uniformly distributed in the range \([-\frac{1}{2},\frac{1}{2}]\), was added to the equation (3).

The parameter values, used for the computer modeling are presented in Table 1.
The obtained self-organized structures are presented in Figure 3. It is clearly seen that the increase of relative input of $C_3$ term leads to transition from the hexagonal envelope shape to the triangular one.

We have analyzed the obtained transition in terms of change of the envelope shape constant $C$ (Fig. 4) calculated as:

$$C = S/R^2$$  \hspace{1cm} (7)

where $S$ is the area of obtained envelope, $R$ is the envelope radius corresponding to the maximum distance between the center of the structure and its point at the border.

**Table 1.** The values of the parameters used for the computer simulation.

| Parameter                                | Value               |
|------------------------------------------|---------------------|
| Anisotropy terms                         | $C_3$ and $C_6$     |
| Input of $C_3$ symmetry ($\beta$)        | from 0 to 1         |
| Latent heat ($K$)                        | 1.5                 |
| Equilibrium temperature ($T_{eq}$)       | 0.9                 |
| Noise amplitude ($\sigma$)               | 0.01                |
| Average interface energy ($\sigma_i$)    | 0.1                 |
| Anisotropy value ($\delta$)              | 0.2                 |
| The constants for calculating the oversaturation ($\alpha$ and $\gamma$) | 0.9 and 10 |
| $\tau$ parameter                        | 0.0003              |

**Figure 3.** (a)-(h) The self-organized structures obtained as a result of phase-field computer simulation with parameters presented in Table 1. Only $\beta$ parameter was changed during the subsequent simulations.
Figure 4. The dependence of the envelope shape constant calculated by equation (7) on the relative input of the \( C_3 \) symmetry term \( \beta \).

The envelope shape constant decreases from the value about 2.3 for hexagonal shape to the value about 1.5 for the triangular shape (Fig. 4). The slight increase of the shape constant near \( \beta = 1 \) can be related to the formation of doublons oriented along \( C_3 \) symmetry axes (Fig. 3h).

The influence of the noise on the symmetry of obtained structures has been studied. The structures with parameters presented in Table 1 and the pure \( C_6 \) symmetry (\( \beta = 0 \), see Figure 3a) and the noise amplitude \( a \) from 0 to 0.012 have been analyzed. The symmetry of the structure was estimated according to the following procedure. The binary image of the structure was rotated to the angle 60° with respect to the center of the image. The overlap integral between the initial image and the rotated one was calculated. The overlap integral was normalized to the whole area of the structure. Obtained dependence of normalized overlap integral \( I \) on the noise value is presented in Figure 5. The increase of the noise leads to decrease of the structure symmetry. The relatively high values of the normalized overlap integral for all studied noise amplitudes demonstrates system’s stability against noise.

Figure 5. The dependence of normalized overlap integral on the noise amplitude.
4. Conclusion
The self-organized phase growth with three-fold symmetry has been studied by computer simulation based on the phase-field model. The similarity of simulated and experimentally observed shapes of isolated domains has been achieved. It has been shown that by varying the relation between the C3 and C6 symmetry terms in the interface energy anisotropy formula we can obtain the C3 and C6 envelope symmetries of the obtained structures. It has been shown that the increase of the noise value leads to the decrease of the structure symmetry. However, the relatively high values of the normalized overlap integral for all studied noise amplitudes demonstrate system’s stability against noise.
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