An efficient thermal lattice Boltzmann method for simulating three-dimensional liquid-vapor phase change
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Abstract

In this paper, a multiple-relaxation-time lattice Boltzmann (LB) approach is developed for the simulation of three-dimensional (3D) liquid-vapor phase change based on the pseudopotential model. In contrast to some existing 3D thermal LB models for liquid-vapor phase change, the present approach has two advantages: for one thing, the current approach does not require calculating the gradient of volumetric heat capacity \(\nabla (\rho c_v)\), and for another, the current approach is constructed based on the seven discrete velocities in three dimensions (D3Q7), making the current thermal LB model more efficient and easy to implement. Also, based on the scheme proposed by Zhou and He [Phys Fluids 9:1591-1598, 1997], a pressure boundary condition for the D3Q19 lattice is proposed to model the multiphase flow in open systems. The current method is then validated by considering the temperature distribution in a 3D saturated liquid-vapor system, the \(d^2\) law and the droplet evaporation on a heated surface. It is observed that the numerical results fit well with the analytical solutions, the results of the finite difference method and the experimental data. Our numerical results indicate that the present approach is reliable and efficient in dealing with the 3D liquid-vapor phase change.

Keywords: Pseudopotential model, 3D liquid-vapor phase change, Pressure boundary condition

1. Introduction

Liquid-vapor phase change is ubiquitous in nature and is often encountered in many areas of applied science and engineering technologies, such as thin thermal coating \cite{1}, chip manufacturing \cite{2,3}, and food preservation \cite{4}. The importance of liquid-vapor phase change in modern industry is now well established, however, due to the complex physical effects at the liquid-vapor interface, it is still challenging to simulate liquid-vapor flows with phase change \cite{5-7}.

As a mesoscopic numerical approach, in the past two decades, the lattice Boltzmann method (LBM) has become a numerically robust and efficient technique for simulating complex fluids \cite{8,9}, particularly multiphase flows \cite{10-13} and porous media flows \cite{14}. As for liquid-vapor flows with phase change, researchers in the LB community have proposed several phase change models and the most common ones are the phase-field-based \cite{15-17} and the pseudopotential-based models \cite{18-22}. In the phase-field-based phase change model, owing to the source term added in the governing equations is related to the spatial gradient of the order parameter, one must add a small perturbation of the liquid-vapor interface or a small vapor bubble at the initial time to trigger the liquid-vapor phase change \cite{15}. In such a case, the phase-field based phase change model is unable to model the onset of nucleation boiling.

Unlike the phase-field-based model, the flow and temperature fields in the pseudopotential-based model are coupled via the equation of state \cite{23}. In such a case, the non-ideal pressure drives the liquid-vapor phase change, and then the phase interface can spontaneously arise and deform \cite{9,11}. In 2003, Zhang and Chen \cite{18} first proposed a phase change model using the van der Waals type of gas model to couple the energy transport equation and the...
pseudopotential model. Later, Hazi and Markus [19] modified the energy equation according to the local balance law for entropy and proposed a thermal pseudopotential LB model for liquid-vapor phase change. However, the equation of state (EOS) employed in Hazi and Markus’ model is an artificial EOS, not an EOS for real gases. Gong and Cheng [20] then developed another thermal LB model to simulate liquid-vapor phase change heat transfer in this setting, where the Peng-Robinson EOS is adopted. After that, Li et al. [21] pointed out that the assumption used for the thermal diffusion term in Gong and Cheng’s model is unreasonable in multiphase flows, and they further developed an improved therm LB phase change model. Recently Zhang [22] also proposed a thermal LB model for liquid vapor phase change, where the latent heat of vaporization is decoupled with the EOS, and the calculation of the Laplacian term that appeared in Li et al.’s model is avoided. Although some thermal LB models have been constructed to simulate liquid-vapor flows with phase change, there exist two primary defects in these approaches. To begin with, to recover the correct energy equation, the source terms used in these models contain the gradient term of $\nabla (\rho c_v)$ (here, $\rho$ is the fluid density and $c_v$ is the specific heat at constant volume), which may bring some additional errors when the fluid properties across the liquid-vapor interface are significantly different [24, 25], and meanwhile, this treatment also increases the computational load in the practical simulations, and this phenomenon is more distinct for 3D cases. Secondly, all the mentioned thermal LB models are constructed for the two-dimensional (2D) cases. They can not be directly used for the 3D liquid-vapor phase change problems due to the significant differences in the development and implementation of 3D LB models. These above issues may also be why the finite-difference method (FDM) is still the most widely used approach in LB community for modeling 3D liquid-vapor phase change today [26–30]. More recently, Fogliatto et al. [31] developed a multiple-relaxation-time (MRT) LB model for boiling heat transfer with the assumption of the uniform distribution of the specific heat at constant volume. Although the temperature equation can be recovered correctly with the proposed model, it is constructed based on the D3Q15 lattice, which is not efficient for 3D simulations. Moreover, just like previous 2D approaches, this model needs to calculate the density gradient, and we note that this issue also exists in another 3D thermal LB model proposed by Li et al. [32].

To address the above problems, in the current work, we target to construct an efficient thermal LB model for simulating 3D liquid-vapor phase change, and it can be viewed as an extension of our recent 2D LB approach for non-ideal fluids [33]. As shown later, the aforementioned defects do not exist for the present model such that it holds the major advantages of the LB method. Furthermore, we also develop a constant-pressure boundary condition on D3Q19 lattice to model the liquid-vapor phase change in open system. The remainder of the present paper is organized as follows. In Section 2, the pseudopotential multiphase model together with the proposed thermal LB model are presented. In Section 3, the frequently used boundary condition for liquid-vapor phase change is introduced. Validations and discussions are given in Section 4, and a brief conclusion is drawn in Section 5.

2. Lattice Boltzmann model

The present thermal model for liquid-vapor phase change is constructed based on the pseudopotential multiphase LB model [34]. For this approach, the liquid-vapor phase change is driven by the equation of state $p_{\text{EOS}}$ without using any artificial phase-change terms, and it adopts two distribution functions: one is the density distribution function for the velocity field based on the D3Q19 lattice [35], and the other is the thermal distribution function for the temperature field based on the D3Q7 lattice. The discrete velocity sets of the above two lattice models are schematized in Fig. 1.
As is well known that the models in LB community can be classified into three kinds on the basis of the collision operator: the Bhatnagar-Gross-Krook (BGK) model [36], the two-relaxation-time (TRT) model [37] and the MRT model [38]. In this paper, we adopt the MRT model for its better numerical accuracy and stability. Moreover, the transformation matrix used here is a non-orthogonal one, which is much simpler than the orthogonal matrix adopted in most previous works [14].

2.1. Lattice Boltzmann equation for density function

The evolution equation of the non-orthogonal MRT model for velocity filed can be written as [35]

\[
f_i(x + c_i \Delta t, t + \Delta t) - f_i(x, t) = (\hat{M}^{-1} \hat{A} \hat{M})_{ij} \left[ f_j(x, t) - f_i^{eq}(x, t) \right] + F_i(x, t),
\]

where \( f_i(x, t) \) is the discrete velocity distribution function at position \( x \) and \( t \), \( c_i \) is the discrete velocity in \( i \) direction (see Fig. 1), \( f_i^{eq}(x, t) \) is the equilibrium distribution function defined as [39]

\[
f_i^{eq}(x, t) = \hat{w}_i \rho \left[ 1 + \frac{\hat{u}^{eq} \cdot c_i}{\hat{c}_i^2} + \frac{(\hat{u}^{eq} \cdot c_i)^2}{2 \hat{c}_i^2} - \frac{|\hat{u}^{eq}|^2}{2 \hat{c}_i^2} \right],
\]

where \( \hat{c}_i \) is the lattice sound speed and it is given by \( \hat{c}_i = \Delta x / (\Delta t \sqrt{3}) \) with \( \Delta x \) and \( \Delta t \) being the lattice spacing and time step, respectively, and the values of them are both set to 1 in this work. \( \hat{w}_i \) is the weight associated with the velocity \( c_i \), which is defined as \( \hat{w}_0 = 1/3, \hat{w}_{1-6} = 1/18, \hat{w}_{7-18} = 1/36 \) for the D3Q19 lattice. \( \hat{M} \) is the transformation matrix shown in Appendix. \( \rho \) and \( \hat{u}^{eq} \) are the fluid density and the equilibrium velocity defined as

\[
\rho = \sum_{i=0}^{18} f_i, \quad \rho \hat{u}^{eq} = \sum_{i=0}^{18} c_i f_i.
\]

\( F_i(x, t) \) is the exact-difference-method forcing term given by Kupershtokh et al. [40]

\[
F_i(x, t) = f_i^{eq}(\hat{u}^{eq} + \Delta \hat{u}) - f_i^{eq}(\hat{u}^{eq}),
\]
where $\Delta u(x, t) = F(x, t) \Delta t/\rho(x, t)$, and $F(x, t)$ is the total force acting on a fluid node which is defined as $F(x, t) = F_{int}(x, t) + F_{ext}(x, t)$ with $F_{int}$ and $F_{ext}$ representing the intermolecular force and the external force, respectively. In this setting, the real fluid velocity is given by

$$\rho u = \sum_{i=0}^{18} c_i f_i + \frac{1}{2} F\Delta t.$$  

(5)

In this work, we assume that intermolecular forces act between pairs of molecules and are additive, then the interaction force can be given by \[41\],

$$F_{int} = -G\psi(x) \sum_{i=0}^{18} \sigma \left| c_i \right|^2 \psi (x + c_i \Delta t) c_i,$$

(6)

where $G$ is a simple scalar that controls the strength of the interaction, and it is usually set to -1, $\sigma \left| c_i \right|^2$ is the weight given by $\sigma(1) = 1/6$, $\sigma(2) = 1/12$. $\psi(x)$ represents an effective mass (rather than the fluid density $\rho$) depending on the local density, and it is also named as the pseudopotential \[33\]. Following the work of He and Doolen \[42\], the form of the pseudopotential is suggested as

$$\psi = \sqrt{\frac{2\Delta T \left( p_{EOS} - \rho \hat{c}_s^2 \right)}{G\Delta x^2}}$$

(7)

where $p_{EOS}$ is a prescribed non-ideal equation of state in the thermodynamic theory.

Note that the evolution equation in LB community usually consists of two parts: collision and streaming. However, unlike the BGK model, the collision step in MRT model is executed in the moment space \[35\],

$$\hat{m}^\ast(x, t) = \hat{m}(x, t) - \hat{\Lambda} \left[ \hat{m}(x, t) - \hat{m}^{eq}(x, t) \right] + \left[ \hat{m}^{eq}(x, t) \right]_{\text{int}} - \hat{m}^{eq}(x, t) |_{\text{ext}},$$

(8)

whereas the streaming step is implemented in the velocity space,

$$f_i(x + c_i \Delta t, t + \Delta t) = f_i^\ast(x, t).$$

(9)

Here $\hat{m}(x, t) = [\hat{m}_0(x, t), \hat{m}_1(x, t), \ldots, \hat{m}_{18}(x, t)]^T = \hat{M} \left[ f_0(x, t), f_1(x, t), \ldots, f_{18}(x, t) \right]$ is the post-collision moment, $f_i^\ast(x, t)$ represents the distribution function after collision which can be obtained via the inverse matrix of $\hat{M}$ as $f_i^\ast(x, t) = \hat{M}^{-1} \hat{m}^\ast(x, t)$. $\hat{m}^{eq}(x, t) = [\hat{m}^{eq}_{0}(x, t), \ldots, \hat{m}^{eq}_{18}(x, t)]^T = \hat{M} \left[ f_{0}^{eq}(x, t), \ldots, f_{18}^{eq}(x, t) \right]$ is the equilibrium moment function given by

$$\hat{m}_{0-6}^{eq}(x, t) = \left[ \rho, \rho u_x, \rho u_y, \rho u_z, \rho \left( 2u_x^2 - u_y^2 - u_z^2 \right), \rho \left( 2u_x u_y - u_z^2 \right) \right]^T$$

$$\hat{m}_{7-15}^{eq}(x, t) = \left[ \rho u_x u_y, \rho u_x u_z, \rho u_y u_z, \rho \hat{c}_s^2 u_x, \rho \hat{c}_s^2 u_y, \rho \hat{c}_s^2 u_z, \rho \hat{c}_c^2 u_x, \rho \hat{c}_c^2 u_y, \rho \hat{c}_c^2 u_z \right]^T$$

$$\hat{m}_{16-18}^{eq}(x, t) = \left[ \rho \hat{c}_s^2 \left( 1 - 1.5 \left| u_x \right|^2 \right), \rho \hat{c}_c^2 \left( u_x^2 + u_y^2 \right), \rho \hat{c}_s^2 \left( 1 - 1.5 \left| u_x \right|^2 \right), \rho \hat{c}_c^2 \left( u_x^2 + u_y^2 \right), \rho \hat{c}_c^2 \left( u_x^2 + u_z^2 \right), \rho \hat{c}_s^2 \left( u_y^2 + u_z^2 \right) \right]^T$$

(10)

$\hat{\Lambda}$ is the diagonal relaxation matrix defined as

$$\hat{\Lambda} = \text{diag} \left[ 1, 1, 1, 1, \hat{s}_t, \hat{s}_t, \hat{s}_t, \hat{s}_t, \hat{s}_t, \hat{s}_t, \hat{s}_t, \hat{s}_t, \hat{s}_t, \hat{s}_t, \hat{s}_t, \hat{s}_t \right].$$

(11)

where $\hat{s}_t$ and $\hat{s}_s$ rely on the bulk viscosity and shear viscosity, whereas $\hat{s}_c$ and $\hat{s}_s$ depend on the non-hydrodynamic moments. Based on the above analysis, it is clear that the evolution process for the MRT model includes the transformation between the moment space and the velocity space, which must be careful treatment in practical programming.

2.2. Lattice Boltzmann equation for temperature function

By neglecting the viscous heat dissipation, the temperature equation for non-ideal gases can be derived from the local balance law as \[22\], \[32\],

$$\rho c_v \frac{\partial T}{\partial t} + \rho c_v u \cdot \nabla T = \nabla \cdot \left( \lambda \nabla T \right) - T \left( \frac{\partial p_{EOS}}{\partial T} \right)_{\rho} \nabla \cdot u.$$

(12)
where \( T, \Lambda, \) and \( c_v \) are the temperature, thermal conductivity, and specific heat at constant volume, respectively. To treat the liquid-vapor phase change problem, the above governing equation is usually rewritten as a standard convection-diffusion equation in previous LB models \([21, 22, 23]\), such that a discrete source term related to \( \nabla (pc_v) \) was also needed to be added into the temperature evolution, which may affect the numerical stability and accuracy when the fluid properties change significantly across the liquid-vapor interface \([24, 25]\). In this setting, recently we proposed a 2D MRT thermal LB model for liquid-vapor phase change \([33]\), and in contrast to previous LB models, the calculation of \( \nabla (pc_v) \) is eliminated in the proposed model. In this work, considering the significant differences in the development and implementation of 3D MRT model, we extend this 2D model to 3D situation, and the evolution equation for the temperature \( T \) distribution function \( g_i (x, t) \) can be expressed as

\[
\rho c_v g_i (x + c_v \Delta t + \Delta t) = g_i (x, t) + (\rho c_v - 1) g_i (x + c_v \Delta t, t) - \left( M^{-1} \Lambda M \right)_{ij} \left[ g_j (x, t) - g_i^{(eq)} (x, t) \right] + \Delta t F_i + \partial T S_i, \tag{13}
\]

where \( M \) is the non-orthogonal transformation matrix given in Appendix \([14, 35]\), \( g_i^{(eq)} \) is the temperature equilibrium distribution and it is a linear function

\[
g_i^{(eq)} = w_i T, \tag{14}
\]

where \( w_0 = 1 - \bar{w}, w_{1-6} = \bar{w}/6 \) with \( \bar{w} \in (0, 1) \), and the speed of sound for D3Q7 lattice is given by \( c_s^2 = \bar{w}/3 \). \( G_i \) is the source term defined as

\[
F_i = -w_i F, \tag{15}
\]

where \( F \) is the forcing term given by \( F = \rho c_v \nabla T + (\partial_T p_{EOS})_i \nabla \cdot u \). \( S_i \) is a small correction term aimed at eliminating the additional terms in the recovered temperature equation

\[
S_i = w_i \rho c_v \frac{\Delta t}{2} \bar{d}_i^2 T, \tag{16}
\]

and \( \theta \) is a free parameter used to reflect the influence of the correction term, and its value may be 0 or 1, which will be discussed later. \( \Lambda \) is the diagonal relaxation matrix expressed as \( \Lambda = (\zeta_0, \zeta_1, \ldots, \zeta_6) \) with \( \zeta_i \in (0, 2) \).

We now turn to carry out the Chapman-Enskog analysis for the present model to show the temperature equation can be recovered. Applying the Taylor series expansion to Eq. \((13)\), we have

\[
\rho c_v \left[ g_i (x + \Delta t D_i g_i + \Delta t^2 D_i^2 g_i) - g_i (x + \Delta t D_i g_i, t) + \frac{\Delta t^2}{2} D_i^2 g_i \right] - g_i (x, t) - \left( M^{-1} \Lambda M \right)_{ij} \left[ g_j (x, t) - g_i^{(eq)} (x, t) \right] + \Delta t F_i + \partial T S_i, \tag{17}
\]

Here, \( D_i = \partial_i + d_i \) with \( d_i = c_i \cdot \nabla \). Substituting the following Chapman-Enskog expansions

\[
\partial_i = \sum_{n=1}^{\infty} e^n \partial_i \xi_n, \quad \nabla = \xi \nabla, \quad g_i = \sum_{n=1}^{\infty} e^n \xi_n^{(eq)}, \quad F = \epsilon F^{(1)}, \tag{18}
\]

into Eq. \((17)\), and separating the results into terms of different order, we can obtain

\[
O(\epsilon^0) : \quad g_i^{(0)} = g_i^{(eq)}, \tag{19}
\]

\[
O(\epsilon^1) : \quad \rho c_v \partial_i \xi_n^{(0)} + d_i \xi_n^{(0)} = -\frac{1}{\Delta t} \left( M^{-1} \Lambda M \right)_{ij} \xi_n^{(1)} + w_i F^{(1)}, \tag{20}
\]

\[
O(\epsilon^2) : \quad \rho c_v D_i \xi_n^{(1)} + \rho c_v D_i \xi_n^{(0)} \nabla + \rho c_v \frac{\Delta t}{2} D_i^2 \xi_n^{(0)} + (1 - \rho c_v) d_i \xi_n^{(1)} + (1 - \rho c_v) d_i \xi_n^{(0)} = -\frac{1}{\Delta t} \left( M^{-1} \Lambda M \right)_{ij} \xi_n^{(2)} + w_i \partial_i \xi_n^{(2)} + (\partial_T)^2 T, \tag{21}
\]

where \( D_{ii} = \partial_i + d_i = \partial_i + c_i \cdot \nabla \). Then the corresponding equations in the moment space can be obtained by multiplying the non-orthogonal transformation matrix \( M \) on both sides of the above three equations,

\[
O(\epsilon^0) : \quad m^{(0)} = m^{(eq)}, \tag{22}
\]

\[
O(\epsilon^1) : \quad \rho c_v I \partial_i m^{(0)} + d_i m^{(0)} = -\frac{1}{\Delta t} \Lambda m^{(1)} + MF^{(1)}, \tag{23}
\]
According to Eq. (23), we can obtain the following first-order equations of the conserved moments (m₀, m₁, m₂ and m₃),

\[
\begin{align*}
\rho c_v \partial_t T &= F^{(1)}, \\
c_s^2 \partial_{t_1} T &= -\frac{1}{\Lambda \varepsilon} c_1 m^{(1)}_1, \\
c_s^2 \partial_{t_1} T &= -\frac{1}{\Lambda \varepsilon} c_2 m^{(1)}_2, \\
c_s^2 \partial_{t_1} T &= -\frac{1}{\Lambda \varepsilon} c_3 m^{(1)}_3,
\end{align*}
\]

Note that \(d^*_1 \mathbf{m}^{(0)} = (\mathbf{E} \cdot \nabla_1) (\mathbf{E} \cdot \nabla_1) \mathbf{m}^{(0)}\) where \(\mathbf{E} = (E_x, E_y, E_z)\), and the details of the elements of \(\mathbf{E}\) are given as

\[
\begin{align*}
E_x &= \text{Mdiag} [c_{0x}, \ldots, c_{c_0}] M^{-1}, \\
E_y &= \text{Mdiag} [c_{0y}, \ldots, c_{c_0}] M^{-1}, \\
E_z &= \text{Mdiag} [c_{0z}, \ldots, c_{c_0}] M^{-1},
\end{align*}
\]

then we can obtain the following second-order equation,

\[
\rho c_v \partial_t T + \partial_{t_1} \left( m^{(1)} + \frac{\Delta t}{2} c_s^2 \partial_{t_1} T \right) + \partial_{t_1} \left( m^{(2)} + \frac{\Delta t}{2} c_s^2 \partial_{t_1} T \right) + \partial_{t_1} \left( m^{(3)} + \frac{\Delta t}{2} c_s^2 \partial_{t_1} T \right) + (1 - \theta) \frac{\Delta t}{2} \rho c_v \partial_{t_1}^2 T = 0. \tag{31}
\]

Based on the equations of Eqs. (26)-(29), we have

\[
\rho c_v \partial_t T = \partial_{t_1} \left( \Delta t \left( \frac{1}{\varepsilon_1} - \frac{1}{\varepsilon_2} \right) c_s^2 \partial_{t_1} T \right) + \partial_{t_1} \left( \Delta t \left( \frac{1}{\varepsilon_2} - \frac{1}{\varepsilon_3} \right) c_s^2 \partial_{t_1} T \right) + \partial_{t_1} \left( \Delta t \left( \frac{1}{\varepsilon_3} - \frac{1}{\varepsilon_4} \right) c_s^2 \partial_{t_1} T \right) + (1 - \theta) \frac{\Delta t}{2} \rho c_v \partial_{t_1}^2 T, \tag{32}
\]

Considering Eq. (26) and Eq. (32), the temperature equation is recovered as

\[
\rho c_v \partial_t T = \nabla \cdot (\lambda \nabla T) + \bar{F} + (\theta - 1) \frac{\Delta t}{2} \rho c_v \partial_{t_1}^2 T, \tag{33}
\]

where \(\lambda = \Delta t \left( \varepsilon_1 - 0.5 \right) c_s^2 = \Delta t \left( \varepsilon_2 - 0.5 \right) c_s^2 = \Delta t \left( \varepsilon_3 - 0.5 \right) c_s^2\).

The above multi-scale analysis shows that the temperature equation can be correctly recovered at the order of \(\varepsilon^2\) if the free parameter \(\theta\) is set to 1. However, this treatment requires an additional finite-difference scheme to calculate \(\partial_{t_1}^2 T\), and this, in turn, increases the computational resource, which is undesirable for 3D numerical simulations. Fortunately, as shown below, the numerical results depend little on the correction term \(S_c\). Thus, to make the present model more efficient, the value of the free parameter \(\theta\) is recommended to be zero in practical applications. In such case, the Chapman-Enskog analysis is equivalent to performing at second-order in space and first-order in time. Moreover, the multi-scale analysis shows that the temperature gradient \(\nabla T\) appeared in the discrete forcing term (see Eq. (15)) can be calculated by a local scheme shown in Eqs. (27)-(29), while for the gradient term \(\nabla \cdot \mathbf{u}\) in \(\bar{F}\), it is calculated by using an isotropic finite-difference scheme [43].

3. Boundary condition treatment

Unlike the traditional numerical method in which the boundary condition is specified in terms of the fluid variables such as velocity, pressure, and temperature, the primitive variable in the LB method is the discrete distribution. Therefore, it is important for the LB method to find a way to transform the boundary condition from the fluid variables to those for distribution functions. In this section, we will present some necessary boundary condition treatments for simulating 3D liquid-vapor phase change.
3.1. Macroscopic variables

For the velocity field, the modified bounce-back scheme is adopted for the stationary nonslip wall. In this scheme, the collision process is imposed on the boundary, and the unknown pre-collision distributions at a boundary node $x_b$ is expressed as

$$f_i(x_b, t + \Delta t) = \bar{f}_i(x_b, t),$$

(34)

where $f_i$ refers to the distribution function for the direction $\bar{i}$ such that $c_{\bar{i}} = -c_i$. After this treatment, all the distribution functions at the boundary nodes are obtained, and then the corresponding fluid density can be calculated from

$$\rho(x_b, t) = \sum_{i=0}^{18} f_i(x_b, t),$$

while the velocity $u(x_b, t)$ is directly specified according to the nonslip boundary condition. Obviously, the aforementioned scheme is capable of exactly satisfying mass conservation at a boundary node.

As for the temperature field, here we only consider the Dirichlet boundary condition. To obtain the unknown distributions at the boundary node $x_b$, the non-equilibrium extrapolation scheme is adopted. The basic idea of this scheme is to decompose the distribution function at a boundary node into its equilibrium and non-equilibrium parts,

$$g_i(x_b, t) = g_i^{(eq)}(x_b, t) + g_i^{(neq)}(x_b, t),$$

(35)

where $g_i^{(eq)}(x_b, t)$ is directly obtained according to the temperature given by the Dirichlet boundary condition, while $g_i^{(neq)}(x_b, t)$ is approximated by the non-equilibrium part at the neighboring fluid node $x_f$,

$$g_i^{(neq)}(x_b, t) = g_i(x_f, t) - g_i^{(eq)}(x_f, t).$$

(36)

It has been demonstrated that the above extrapolation scheme is of second-order accuracy in both time and space.

3.2. Wetting boundary condition

When modeling multiphase flow, apart from the common boundary conditions for the velocity and temperature fields, we also require an additional wetting boundary condition. In this work, the pseudopotential-based geometric formulation is used to implement the wetting boundary condition for its better performance in simulations of superhydrophilic or super-hydrophobic dynamics. As sketched in Fig. 2, a ghost layer is put outside the wall in this approach, and the pseudopotential $\psi(x)$ at this layer is given by

$$\psi_{x,y,-1} = \psi_{x,y,0} + \sqrt{(\psi_{x+1,y,0} - \psi_{x-1,y,0})^2 + (\psi_{x,y+1,0} - \psi_{x,y-1,0})^2 \tan \left( \frac{\pi}{2} - \theta \right)},$$

(37)

where $\theta$ is the prescribed contact angle.

\[7\]
3.3. Outflow boundary condition

Since the physical domain that appeared in practical multiphase flow problems is usually very large, it is necessary to introduce proper outflow boundary conditions at the open boundary, and thus it allows us to use a reduced computational domain. As for the liquid-vapor phase change, the most commonly used outflow boundary condition is the so-called convective boundary condition (CBC) \[47\]; however, our numerical tests show that the choice of the typical velocity significantly influences the numerical performance. In this setting, inspired by the Zhou-He Scheme [48, 49], in what follows we intend to develop a constant-pressure boundary condition on the D3Q19 lattice to model the outflow boundary condition, and we note it has not yet been reported in previous works.

Let us assume that the flow is in the z-direction, then the unknown density distribution functions at the outlet are \(f_6, f_{12}, f_{13}, f_{16}\) and \(f_{17}\), which need to be determined. According to Eq. (35), we have

\[
\rho u_x = \sum_{i=0}^{18} c_i f_i + \frac{\Delta t}{2} F_x, \quad (38)
\]

\[
\rho u_y = \sum_{i=0}^{18} c_i f_i + \frac{\Delta t}{2} F_y, \quad (39)
\]

\[
\rho u_z = \sum_{i=0}^{18} c_i f_i + \frac{\Delta t}{2} F_z. \quad (40)
\]

Suppose \(u_x\) and \(u_y\) at the outlet are both equal to zero, and note that the density \(\rho\) at the outlet is known, we get

\[
u_z = \frac{1}{\rho} \left[ f_0 + f_1 + f_2 + f_3 + f_4 + f_5 + f_6 + f_7 + f_8 + f_9 + f_{10} + 2 (f_5 + f_{11} + f_{14} + f_{15} + f_{18}) + \frac{1}{2} F_z \right] - 1, \quad (41)
\]

Using the bounce back scheme for the non-equilibrium part of the distribution functions in the normal direction, i.e., \(f_5 - f_5^{eq} = f_6 - f_6^{eq}\) we have

\[
f_6 = f_5 - \frac{1}{3} \rho u_z. \quad (42)
\]

To ensure the hold of Eq. (38), we further modified the distribution functions of \(f_{12}, f_{13}, f_{16}\) and \(f_{17}\) as

\[
f_{12} = f_{11} - f_{12}^{eq} - \delta x - \delta z, \quad (43)
\]

\[
f_{13} = f_{14} - f_{13}^{eq} + \delta x - \delta z, \quad (44)
\]

\[
f_{16} = f_{15} - f_{16}^{eq} - \delta y - \delta z, \quad (45)
\]

\[
f_{17} = f_{18} - f_{17}^{eq} + \delta y - \delta z. \quad (46)
\]

Submitting the above equations into Eqs. (38)-(40) yields

\[
\delta x = -\frac{1}{2} (f_1 - f_2) - \frac{1}{2} (f_7 - f_6) - \frac{1}{2} (f_9 - f_{10}) - \frac{1}{4} F_x, \quad (47)
\]

\[
\delta y = -\frac{1}{2} (f_3 - f_4) - \frac{1}{2} (f_7 - f_6) + \frac{1}{2} (f_9 - f_{10}) - \frac{1}{4} F_y, \quad (48)
\]

\[
\delta z = -\frac{1}{8} F_z. \quad (49)
\]

Then the distribution functions of \(f_{12}, f_{13}, f_{16}\) and \(f_{17}\) can be expressed as

\[
f_{12} = f_{11} + \frac{1}{2} (f_1 - f_2) + \frac{1}{2} (f_7 - f_6) + \frac{1}{2} (f_9 - f_{10}) + \frac{1}{8} (2F_x + F_z) - \frac{1}{6} \rho u_z, \quad (50)
\]

\[
f_{13} = f_{14} - \frac{1}{2} (f_1 - f_2) - \frac{1}{2} (f_7 - f_6) - \frac{1}{2} (f_9 - f_{10}) - \frac{1}{8} (2F_x - F_z) - \frac{1}{6} \rho u_z, \quad (51)
\]

\[
f_{16} = f_{15} - \frac{1}{2} (f_1 - f_2) - \frac{1}{2} (f_7 - f_6) - \frac{1}{2} (f_9 - f_{10}) + \frac{1}{8} (2F_x - F_z) - \frac{1}{6} \rho u_z, \quad (52)
\]

\[
f_{17} = f_{18} - \frac{1}{2} (f_1 - f_2) + \frac{1}{2} (f_7 - f_6) + \frac{1}{2} (f_9 - f_{10}) + \frac{1}{8} (2F_x + F_z) - \frac{1}{6} \rho u_z. \quad (53)
\]
\[ f_{16} = f_{15} + \frac{1}{2} (f_3 - f_4) + \frac{1}{2} (f_7 - f_8) - \frac{1}{8} (f_9 - f_{10}) + \frac{1}{12} \left( 2F_y + F_z \right) - \frac{1}{6} \rho u, \]  
(52)

\[ f_{17} = f_{18} - \frac{1}{2} (f_3 - f_4) - \frac{1}{2} (f_7 - f_8) + \frac{1}{2} (f_9 - f_{10}) - \frac{1}{8} \left( 2F_y - F_z \right) - \frac{1}{6} \rho u. \]  
(53)

Together with Eq. (42), all the unknown density distribution functions are established.

### 4. Validations and discussions

In this section, we consider three numerical tests to validate the capacity of the proposed 3D thermal LB model in simulating liquid-vapor phase change. The Peng-Robinson (PR) equation of state is used in our simulations, and it is given by

\[ P_{EOS} = \frac{\rho RT}{1 - b \rho} - \frac{a \xi (T) \rho^2}{1 + 2b \rho - b^2 \rho^2}, \]  
(54)

where \( \xi (T) = 1 + \left( 0.37464 + 1.54226 \omega - 0.26992 \omega^2 \right) \left( 1 - \sqrt{T/T_c} \right)^2 \) with \( \omega \) and \( T_c \) being the acentric factor and the critical temperature, respectively. \( a \) and \( b \) are two built-in variables defined as

\[ a = \frac{0.45724RT_c^2}{p_c}, \quad b = \frac{0.0778RT_c}{p_c}, \]  
(55)

where \( R \) is the gas constant, \( p_c \) is the critical pressure. In the following simulations, the basic parameters in PR equation of state are set as \( a = 3/49, b = 2/21, R = 1, \omega = 0.344 \) \([23]\). Additionally, the relaxation time \( \tilde{s}_v \) in the velocity field is equal to 1.25 (i.e., the shear viscosities for liquid and vapor phases are both fixed at 0.25), while the relaxation time \( \tilde{s}_e \) is selected as 0.8. As for the relaxation time in the temperature field, the relaxation times \( \varsigma_1, \varsigma_2 \) and \( \varsigma_3 \) are determined by the conductivity. Apart from the above mentioned relaxation times, the rest relaxation times in velocity and temperature fields are taken as 1.

#### 4.1. Heat transfer in a 3D saturate liquid-vapor system

We first validate the present thermal model by considering the heat transfer in a 3D saturate liquid-vapor system \([50]\). As sketched in Fig. 3, initially the vapor phase and liquid phase are uniformly distribute for \( 0 \leq x \leq L/2 \) and \( L/2 \leq x \leq L \) with the saturate temperature of \( T = 0.86T_c \). At time \( t > 0 \), a constant temperature \( T_b = 1.0T_c \) is imposed on the left wall, while the right wall is fixed at the saturate temperature of \( T_{sat} \). According to the Fourier’s law and the continuity of heat flux, the slope ratio of the temperature profile should be equal to that of the thermal conductivities, and this phenomenon is independent of the choice of the specific heat \( c_v \).
Fig. 4. Profiles of the temperature along the horizontal midplane (x-mid) for heat transfer in a 3D saturate liquid-vapor system.

In simulations, the grid resolution for this problem is set to be 200 \times 10 \times 10, and the periodic boundary condition is applied to the y and z directions. The thermal conductivity for liquid and vapor phases is taken as 0.4 and 0.2, respectively. Fig. 4 presents the temperature distributions in the horizontal direction, where the effect of specific heat \( c_v \) is also incorporated. It is found that the slope ratio gained from the present numerical results is about 1.9507, which is very close to the theoretic result 2.0 (the relative error is 2.46%). In addition, the simulation results show that the variation of the specific heat at constant volume makes no difference to the temperature distribution, which is consistent with our previous analysis. Moreover, since the numerical results obtained from the case with and without the correction term \( S_j \) are almost the same, setting the free parameter in the temperature evolution equation equal to 0 in the actual application is appropriate.

4.2. Droplet evaporation in an open space

In this section, we intend to validate the proposed thermal LB model by simulating the droplet evaporation in an open space. For this problem, it turns out that the square of the droplet diameter tends to evolve linearly in time (also called \( d^2 \) law) [33],

\[
(D/D_0)^2 = 1 - Kt,
\]

where \( D_0 \) is the droplet diameter at time \( t = 0 \), \( K \) is the evaporation rate. Numerical investigations are conducted in a cubic cavity with the grid size being 100 \times 100 \times 100, and the periodic conditions are imposed in x, y and z direction for the velocity field. Initially, there is a droplet with the radius of \( R_0 = 25\Delta x \) placed at the center of the computational domain \( x_0 \), and the temperature of the droplet is taken as \( T_{sat} = 0.86T_c \), while the gas temperature around the droplet is given by \( T_g = 1.0T_c \). The velocity in the cubic cavity is equal to zero at time \( t = 0 \), and the density field is initial as

\[
\rho(x) = \frac{\rho_l + \rho_v}{2} - \frac{\rho_l - \rho_v}{2} \tanh \frac{2(|x-x_0|-R_0)}{W},
\]

where \( W \) is the thickness of the phase interface, and it is set as 5\Delta x in this work, \( \rho_l \) and \( \rho_v \) are the thermodynamic coexistence liquid and gas densities calculated by the Maxwell construction at \( T_{sat} \). In simulations, the thermal conductivity \( \lambda \) and the specific heat at constant volume \( c_v \) are taken as 1.0/3.0 and 5.0, respectively. In addition, the temperature at boundaries is fixed at \( T_g \), and the free parameter \( \vartheta \) is chosen as 0. All the other unmentioned parameters used here are the same as that used in Sec. [4.1].

Fig. 5 presents the distribution of the density contours at two different times, in which the numerical results obtained by using the FDM are also involved for comparison. It can be seen that the droplet tends to evaporate because of the presence of the temperature gradient at the liquid-vapor interface. Also, we note that the difference between the present results and FDM’s results is insignificant. To give a quantitative analysis, Fig. 6 further gives
\[ t = 40000 \delta t \]

\[ t = 80000 \delta t \]

Fig. 5. Snapshots of the density contours obtained by the FDM (left) and the present LB model (right) at (a) \( t = 40000 \delta t \) and (b) \( t = 80000 \delta t \).

Table 1: Comparisons of the computational performance of different models for 10,000 iteration steps, the custom C code of each case is run on a personal computer with Intel® Core™ i7-9700 CPU @3.0GHz base frequency and 16.0 GB share memory.

| Li et al. [32] | Present model, \( \vartheta = 0 \) | Present model, \( \vartheta = 1 \) |
|---------------|----------------|----------------|
| CPU time (s)  | 57599.4 | 54461.5 | 55983.6 |

the variation of the square of droplet diameter with time, where the \( d^2 \)-law is well predicted. Moreover, although the numerical results obtained by the proposed model and Li et al.’s model [32] fit well with the FDM, the present model is more efficient since it is not necessary to calculate the density gradient (see Table 1).

### 4.3. Droplet evaporation on a heated surface

Droplet evaporation on a heated surface is a fundamental heat transfer phenomenon that is widely encountered in many engineering applications, such as chip manufacturing [2, 3], and spray cooling [52, 53], to name but a few. Because of the complex interfacial dynamics and the heat/mass transfer across the liquid-vapor interface, simulating droplet evaporation on a heated surface poses a great challenge for numerical methods [54]. In this subsection, to illustrate the potential of the present model for liquid-vapor phase change problems, we will adopt the proposed thermal LB model to simulate the droplet evaporation on a heated surface, and compare the numerical results against the experimental data by Dash et al. [55]. Before addressing the initial step of this physical problem, we first recall one dimensionless number using to define the ratio of sensible latent heat absorbed or released during liquid vapor phase change, i.e., Jakob number,

\[ J_a = \frac{c_p(T_w - T_{sat})}{h_{lv}}, \]  

\[ (58) \]
where $T_w$ is the wall temperature, and $h_{lv}$ is the specific latent heat.

According to the experimental [55], a small droplet with the size of $3 \pm 0.1 \mu l$ is gently deposited on a heated surface at time $t = 0$, and initially the air temperature around the droplet is $(21 \pm 0.5)^\circ C$, while the wall temperature is set to be $40^\circ C$ with the contact angle being $120^\circ$. Owing to the droplet is so small that the gravity effect is neglected in the experimental. The dimensionless Jakob number for this problem is given as $Ja = 0.036$. Our simulations are conducted in a 3D domain with the grid resolution being $160 \times 160 \times 100$, and initially a droplet of the diameter equaling 70 lattice is located at the center of the heated wall, and its temperature is given by $T_s = 0.86 T_c$. As for the boundary conditions, the periodic boundary conditions are used in $x$ and $y$ directions, while the constant-pressure boundary condition is used for the top boundary. In addition, the temperature of the bottom and top boundaries are set to be $T_w$ and $T_s$ in simulations. To determine the wall temperature $T_w$, we first calculate the specific latent heat by following the work of Gong and Cheng [51], i.e., $h_{lv} = 0.5032$, then the wall temperature is set as $T_w = 0.8931 T_c$ under the condition of $c_v = 5.0$. 

![Fig. 6. Time evolution of the square of the dimensionless diameter for different models.](image)

![Fig. 7. Comparisons of the density contours obtained by the present model (top row) and the experimental (bottom row).](image)
Fig. 8. Profiles of the normalized radius $r^*$ with the dimensionless time $t^*$. 

Fig. 7 depicts the interface morphology evolution of the droplet at different times by the proposed model, in which we also provide the experimental results [55]. It is found that due to the different vapor pressure between the liquid-vapor interface and the outlet, the droplet gradually evaporate, and compared to the experimental data, the present model predicts the droplet morphology well. Fig. 8 shows the time evolution of the droplet radius obtained by the current 3D model. For comparisons, the experimental and 2D results are also included. Note that the droplet radius and the time in Fig. 8 are normalized when the droplet diameter equals 20 lattices. From Fig. 8 we observe a good agreement between our 3D numerical results and experimental data, while evaporation process obtained by 2D model is always slower, which suggests that it is more reasonable to model the liquid-vapor phase change by using a 3D model.

5. Conclusions

As a fundamental phase change problem, liquid-vapor phase change often arises in nature and scientific research. However, the most widely used approach for modeling such flows is still the finite difference method in the LB community. This paper presents an efficient thermal LB model for simulating 3D liquid-vapor phase change. Compared with some existing approaches, the present model is constructed based on the D3Q7 lattice, and it is unnecessary to calculate the volumetric heat capacity gradient, making the current model more efficient and is possible to hold the advantages of the LB method. On the basis of the Zhou-He boundary scheme, a constant-pressure outflow boundary is further proposed to treat the open-boundary condition. The proposed model is first validated by considering the heat transfer in a 3D saturate liquid-vapor system, and found that the obtained numerical results fit well with the theoretical analysis. Then, it is validated by simulating the droplet evaporation in an open space where the $d^2$-law is well predicted and the numerical results also in consist with the finite-difference-method. At last, to show the model’s capability, we simulate the droplet evaporation on a heated surface, and compare the numerical results with the experimental data. It is found that present model is capable in predicting the contact diameter. In summary, our numerical results indicate that the present model is more simple and efficient, and is a promising candidate for simulating 3D liquid-vapor phase change problems.
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Appendix A. The non-orthogonal transformation matrices for D3Q19 and D3Q7 lattices model

The non-orthogonal transformation matrix of the D3Q19 discrete velocity is chosen as

\[
\mathbf{M} = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{bmatrix}
\]

(A.1)

The non-orthogonal transformation matrix for D3Q7 lattice is given as

\[
\mathbf{M} = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{bmatrix}
\]

(A.2)

References

[1] Wen, R., Ma, X., Lee, Y.C., 2018. Liquid-vapor phase-change heat transfer on functionalized nanowired surfaces and beyond. Joule 2(11), 2307-2347.
[2] Dugas, V., Broutin, J., Souteyrand, E., 2005. Droplet evaporation study applied to DNA chip manufacturing. Langmuir 21(20), 9130-9136.
[3] Marcinichen, J.B., Olivier, J.A., Oliveira, V.D., Thome, J.R., 2012. A review of on-chip micro-evaporation: Experimental evaluation of liquid pumping and vapor compression driven cooling systems and control. Appl. Energ 92, 147-161.
[41] Shan, X., 2008. Pressure tensor calculation in a class of nonideal gas lattice Boltzmann models. Phys. Rev. E 77, 066702.
[42] He, X., Doolen, G.D., 2002. Thermodynamic foundations of kinetic theory and lattice Boltzmann models for multiphase flows. J. Stat. Phys. 107(1), 309-328.
[43] Lee, T., Lin, C.L., 2005. A stable discretization of the lattice Boltzmann equation for simulation of incompressible two-phase flows at high density ratio. J. Comput. Phys. 206(1), 16-47.
[44] Ladd, A.J.C., 1994. Numerical simulations of particulate suspensions via a discretized Boltzmann equation. Part 1. Theoretical foundation. J. Fluid Mech. 271, 285-309.
[45] Guo, Z., Zheng, C., Shi, B., 2002. An extrapolation method for boundary conditions in lattice Boltzmann method. Phys. Fluids 14(6), 2007-2010.
[46] Wu, S., Chen, Y., Chen, L.Q., 2020. Three-dimensional pseudopotential lattice Boltzmann model for multiphase flows at high density ratio. Phys. Rev. E 102(5), 053308.
[47] Lou, Q., Guo, Z., Shi, B., 2013. Evaluation of outflow boundary conditions for two-phase lattice Boltzmann equation. Phys. Rev. E 87(6), 063301.
[48] Zou, Q., He, X., 1997. On pressure and velocity boundary conditions for the lattice Boltzmann BGK model. Phys. Fluids 9(6), 1591-1598.
[49] Wang, L., Peng, Z.R., 2020. Pressure boundary condition in a multiphase lattice Boltzmann method and its applications on simulations of two-phase flows. Int. J. Numer. Methods Fluids 92(7), 669-686.
[50] Guo, Q., Cheng, P., 2019. Direct numerical simulations of sessile droplet evaporation on a heated horizontal surface surrounded by moist air. Int. J. Heat Mass Transf. 134, 828-841.
[51] Gong, S., Cheng, P., 2013. Lattice Boltzmann simulation of periodic bubble nucleation, growth and departure from a heated surface in pool boiling. Int. J. Heat Mass Transf. 64, 122-132.
[52] Cheng, W.L., Zhang, W.W., Chen, H., 2016. Spray cooling and flash evaporation cooling: The current development and application. Renew. Sust. Energ. Rev. 55, 614-628.
[53] Grissom, W.M., Wierum, F.A., 1981. Liquid spray cooling of a heated surface. Int. J. Heat Mass Transf. 24(2), 261-271.
[54] Nakoryakov, V.E., Misyura, S.Y., Elistratov, S.L., 2012. The behavior of water droplets on the heated surface. Int. J. Heat Mass Transf. 55(23-24), 6609-6617.
[55] Dash, S., Garimella, S.V., 2014. Droplet evaporation on heated hydrophobic and superhydrophobic surfaces. Phys. Rev. E 89(4), 042402.