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ABSTRACT
Understanding which stars explode leaving behind neutron stars and which stars collapse forming black holes remains a fundamental astrophysical problem. We derive an analytic explosion condition for spherically symmetric core-collapse supernovae. The derivation starts with the exact governing equations, considers the balance of integral forces, includes the important dimensionless parameters, and includes an explicit set of self-consistent approximations. The force explosion condition is
\[ \tilde{L}_\nu \tau_\nu g_\ast 0.06 \tilde{\kappa} \approx 0.38, \]
and only depends upon two dimensionless parameters. The first compares the neutrino power deposited in the gain region with the accretion power,
\[ \tilde{L}_\nu \tau_\nu g_\ast = \frac{L_\nu \tau_\nu g_\ast}{R_{NS}}. \]
The second, \( \tilde{\kappa} = \frac{kM}{\sqrt{GM_{NS}R_{NS}}} \), parameterizes the neutrino optical depth in the accreted matter near the neutron-star surface. Over the years, many have proposed approximate explosion conditions: the critical neutrino-luminosity, antersonic, and timescale conditions. We are able to derive these other conditions from the force explosion condition, which unifies them all. Using numerical, steady-state and fully hydrodynamic solutions, we test the explosion condition. The success of these tests is promising in two ways. One, the force explosion condition helps to illuminate the underlying physics of explosions. Two, this condition may be a useful explosion diagnostic for more realistic, three-dimensional radiation hydrodynamic core-collapse simulations.
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1 INTRODUCTION
While nearly all massive stars end their lives with core collapse, sometimes this collapse initiates an explosion, core-collapse supernovae (CCSNe) (Li et al. 2011; Horiuchi et al. 2011), and sometimes they fail to explode, forming black holes (Fischer et al. 2009; O’Connor & Ott 2011). CCSNe are one of the most energetic explosions; the kinetic energy released during the explosion plays an important role in star formation in the ISM (Mac Low & Klessen 2004). Understanding which stars explode and which collapse to a black hole is important in understanding the final fates of massive stars. Being able to predict which stars explode directly impacts our ability to predict neutron star and black hole distributions and ultimately impacts our understanding of compact merger detections via gravitational waves. Furthermore, knowing the distribution of stars that explode is important in being able to predict nucleosynthesis (Woosley et al. 2002; Diehl et al. 2021).

Before the iron (Fe) core collapses, it is mostly supported by electron degeneracy pressure, and once the Fe core reaches the Chandrasekhar Mass, the Fe core collapses on a dynamical timescale (~0.1 s). This collapse is aided by electron capture and photo-dissociation of the Fe nuclei. The core bounces at nuclear densities due to the residual strong force, forming a proto-neutron star. This bounce launches a shock wave, which soon stalls due to energy losses from photo-dissociation of the heavy nuclei and neutrino emission. (Hillebrandt & Mueller 1981; Mazurek 1982; Mazurek et al. 1982). If the shock remains stalled, the collapsing star continues to accrete onto the proto-neutron star, leading to a black hole and a failed supernova (Fischer et al. 2009; O’Connor & Ott 2011).

The primary challenge in CCSN theory is understanding how and under what conditions the stalled shock revives into an explosion. Colgate & White (1966) and Bethe & Wilson (1985) showed that neutrinos can transport thermal energy from the proto-neutron star into the gain region, heat the material behind the shock. In some circumstances this may lead to shock revival. This delayed-neutrino mechanism fails in most of the one-dimensional (1D) simulations; of these spherically symmetric simulations, only the lower mass progenitors explode (Liebendörfer et al. 2001a,b; Liebendörfer et al. 2005; Rampp & Janka 2002; Buras et al. 2003, 2006; Thompson et al. 2003; Kitaura et al. 2006; Müller et al. 2017; Radice et al. 2017). While 1D simulations fail, multi-dimensional simulations tend to explode (Benz et al. 1994; Herant et al. 1994; Burrows et al. 1995; Janka & Mueller 1995; Lentz et al. 2015; Bruenn et al. 2006, 2016; Müller 2015; Müller et al. 2019; Vartanyan et al. 2018a;
Skinner et al. 2019; Steiner et al. 2013; Vartanyan et al. 2018b; Vartanyan et al. 2021). Multi-dimensional simulations have and will always likely be important tools in understanding how and which stars explode. However, the 3D simulations are computationally expensive (≈10 million cpu-hours or ≈$1,000,000 in electricity costs per run), making it difficult to run large parameter studies. These non-linear, multi-physics simulations also do not readily present an intuitive understanding of the explosion mechanism. An approach that complements the simulations is to understand the underlying physics with analytic or semi-analytic calculations. These analytic calculations can provide subgrid models to speed up the simulations (Mabanta et al. 2019) and they can provide a deeper understanding of the explosion conditions.

One semi-analytic explosion condition that has made a significant impact is the critical neutrino-luminosity condition. Burrows & Goshy (1993) noticed that there are no steady-state, stalled shock solutions above a critical neutrino luminosity ($L_{\nu_\sigma}$); they suggested that this curve represents an explosion condition. Using this condition as a diagnostic tool, Yamasaki & Yamada (2005) explored how rotation would reduce the critical neutrion luminosity. Murphy & Burrows (2008) showed that the neutrino critical condition is indeed consistent with explosions in spherically symmetric simulations, and they used this condition to quantify that the critical neutrino luminosity condition is ∼30% lower in multi-dimensional simulations. Subsequent simulations confirmed these results (Hanke et al. 2012; Dolence et al. 2013; Handy et al. 2014; Fernández 2015). Later Mabanta & Murphy (2018) included the subgrid convection model of Murphy et al. (2013) in the semi-analytic calculations and showed that the subgrid convection model reduces the critical neutrino luminosity by ∼30%. They also showed that heating by turbulent dissipation is responsible for most of this reduction.

Over the years, several have suggested more heuristic explosion conditions. These are not derived, rather they are suggestions based upon either informed intuition or empirical results. For example, Thompson (2000) proposed a time-scale explosion condition; explosions succeed if the heating timescale within the gain region is short compared to the advection time scale through the gain region, $\tau_{\text{adv}}/\tau_{\text{q}} > 1$. While these time-scale conditions are intuitive, they are inadequate predictors of explosion for two reasons. One, without a formal definition, there are many ways to define the time scales (Murphy & Burrows 2008). Two, when compared to simulations, they are only order-of-magnitude accurate. More recently, O’Connor & Ott (2011) proposed a compactness parameter as an explosion condition. By forcing explosions by adjusting the neutrino heating, they noticed a rough correlation between the success of explosion and the compactness of the Fe core before collapse, $\epsilon = \frac{M/M_{\text{core}}}{M_{\text{core}}/1000}$. While this parameter is easy to calculate from the progenitors, CCSN simulations show that it is also an order-of-magnitude estimate (Ertl et al. 2016).

? attempted to derive the neutrino-luminosity critical condition of Burrows & Goshy (1993). Ultimately deriving an analytic critical condition requires analytically modeling a boundary value problem, with the bottom boundary being the Neutron Star (NS) and the upper boundary being the stalled shock. Their particular strategy focused on showing that both the neutrino optical depth, $\tau$, and the density at the surface of the NS, $\rho_{\text{NS}}$, have a maximum for a specific shock radius. They found that this maximum is a monotonic function of the neutrino luminosity; above a critical neutrino luminosity, there are no stalled shock solutions. To provide a closed form for the boundary value problem, they approximated the neutrino luminosity as black-body radiation at the neutrinosphere. This particular assumption allows for a closed analytic solution; however, it also excludes the need for using the energy conservation equation. Hence, this critical condition does not explicitly include the neutrino power deposited in the gain region, which is believed to play an important role in the explodability. As yet, neither these assumptions nor these results have been validated with simulations.

In another attempt to understand the physics behind the neutrino-luminosity critical condition, Pejcha & Thompson (2012) introduced the ante-sonic condition. First, they explored isothermal accretion and showed that there is a maximum sound speed above which steady-state solutions do not exist. Suspecting similar physics would apply to adiabatic flows, they then used numerical solutions to show that there is roughly an ante-sonic condition for adiabatic accretion as well. The ante-sonic critical condition for the adiabatic flows is $c_s^2/v_{\text{esc}}^2 > 0.19$, where $c_s$ is the adiabatic sound speed and $v_{\text{esc}}$ is the escape velocity at the shock. Later, ? analytically derived an antisonic condition of Pejcha & Thompson (2012). Raives et al. (2021) extended the ante-sonic condition for the flows with rotation and turbulence. Again, the ante-sonic condition provides more insight into the explosion conditions, but it has yet to demonstrate precise consistency with simulations.

More recently, Murphy & Dolence (2017) used the same semi-analytic technique as Burrows & Goshy (1993) to propose an integral condition for explosion. By integrating the equations of hydrodynamics, they derive an algebraic connection between the steady-state, post-shock structure and the shock velocity. They find that the dimensional integral of the momentum equation, $\Psi$, plays an important role in whether stalled-shock solutions exist. $\Psi$ is an integral that measures the balance of pressure, ram pressure, and gravity; in other words, it is an integral measure of the balance of forces. In particular, the balance of forces parameter, $\Psi$, and the shock velocity are related by $v_{\Psi}/v_{\text{esc}} \approx -1 + \sqrt{1 + \frac{c_s^2}{v_{\text{esc}}^2}}$. The physical parameters of the problem, $L_{\nu}$, $M_{\text{NS}}$, $R_{\text{NS}}$, and $M$, determine the post-shock solutions. If it is possible to find a post-shock solution with $\Psi = 0$, then there exists a stalled solution, $v_{\Psi} = 0$. Above the critical neutrino luminosity condition, only $\Psi > 0$ solutions exist. Murphy & Dolence (2017) showed that this force explosion condition is consistent with the critical neutrino luminosity condition and one-dimensional simulations. This integral condition also shows that the critical condition depends upon more than just the neutrino luminosity or the accretion rate. They show that the force explosion condition corresponds to a critical hypersurface where the physical dimensions are $L_{\nu}$, $M_{\text{NS}}$, $R_{\text{NS}}$, and $M$. Murphy & Dolence (2017) also found the force explosion condition to be a useful explosion diagnostic for simple light-bulb simulations. While the force explosion condition is consistent with simple simulations, and it promises to be a useful explosion diagnostic, there remains a couple of problems. For one, the work of Murphy & Dolence (2017) relied on numerical steady-state solutions; an analytic derivation would provide greater clarity on why the explosion condition exists. Second, Murphy & Dolence (2017) used numerical steady-state solutions to calculate the explosion diagnostic for the hydrodynamic simulations. Such a procedure is too cumbersome for wide-spread use; an analytic explosion diagnostic would be easier to use among the community.

In this manuscript, we complete the process started in Murphy & Dolence (2017) and derive the analytic force condition for explosion. The structure of this manuscript is as follows. The derivation in section 2 is self-consistent in that it starts from the fundamental hydrodynamics equations and includes explicit assumptions and approximations. This derivation also begins with identifying the important dimensionless parameters of the problem. In doing so, we show that the number of parameters in the explosion condi-
tion reduces from four physical parameters to two dimensionless parameters. Sections 3 & 4 verify and validate the analytic force condition using two techniques. In the first, we show that the analytic explosion condition reproduces the numerical steady-state explosion conditions of Burrows & Goshy (1993) and Murphy & Dolence (2017). In the second, we show that the analytic explosion condition is an accurate explosion diagnostic for one-dimensional, light-bulb simulations. In section 5, we use the force explosion condition to derive other more approximate explosion conditions, and we identify the missing components in these other approximate conditions. In section 6, we summarize our results and suggest ways that simulations can test analytic force condition.

2 ANALYTIC CRITICAL CONDITION

2.1 Defining First Principles

To derive the explosion condition from first principles, we begin with conservation of mass, momentum, and energy:

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0 , \]

\[ \frac{\partial \rho}{\partial t} + \rho (\varepsilon - \Phi) \nabla \cdot \mathbf{v} = -\nabla p - \rho \nabla \Phi , \]

\[ \frac{\partial (\rho \varepsilon)}{\partial t} + \nabla \cdot (\rho \mathbf{v} \varepsilon \mathbf{v}) = -\nabla p\varepsilon - \rho \varepsilon \nabla \Phi , \]

where \( \rho \) is the mass density, \( \mathbf{v} \) is the velocity, \( p \) is the pressure, \( \Phi = -\frac{GM}{r} \) is the simple Newtonian potential, \( q = \frac{L}{4\pi r^2} \) is the local specific neutrino heating and \( q_c = C_0 \left( \frac{T}{T_0} \right)^6 \) is the local specific cooling (Janka 2001).

The first assumption is that the stalled solutions satisfy stationary equations (\( \partial_t = 0 \)) (Burrows & Goshy 1993) and that explosions occur when the region between the NS and shock can no longer support steady state solutions (Murphy & Dolence 2017). Murphy & Dolence (2017) showed that the balance, or rather imbalance, of forces (ram pressure, pressure and gravity) is a guide to understanding the conditions for explosion. In particular, the steady-state, integrated momentum equation represents the balance of forces:

\[ \int_\Omega \nabla \cdot (\rho \mathbf{v} \varepsilon \mathbf{v}) dV = -\int_\Omega \nabla p dV + \int_\Omega \rho g dV , \]

where \( g = -\nabla \Phi \) and \( \Omega \) is the shell covering the region from the neutron star to the shock (shock is included in the integration area). To simplify our calculations, we assume spherical symmetry; Equation (4) in spherical symmetry has the following form:

\[ 4\pi \int_{R_{NS}}^{R_s+\epsilon} \frac{\partial}{\partial r} (\rho v^2 r^2) dr = -4\pi \int_{R_{NS}}^{R_s+\epsilon} \frac{\partial}{\partial r} (\rho r^2) dr + 4\pi \int_{R_{NS}}^{R_s+\epsilon} \rho g r^2 dr , \]

where \( \epsilon \to 0^+ \) is an infinitesimal number which is in the bounds to include the shock in the integration. A useful parameter is the integrated balance of forces:

\[ \Psi = -4\pi \int_{R_{NS}}^{R_s+\epsilon} \left( \frac{\partial}{\partial r} (\rho v^2 r^2) + \frac{\partial}{\partial r} (\rho r^2) - \rho gr^2 \right) dr . \]

Taking the limit \( \epsilon \to 0^+ \) provides an integral equation which includes boundary conditions at the NS surface and at the shock.

2.2 An Analytic Expression for \( \Psi \)

To derive an analytic explosion condition from eq. (6), we propose a simple model. One of the main purposes of this model is to propose self-consistent density and pressure profiles that enable a closed-form solution for the critical condition and hence the integral.

\[ \Psi \] determines whether the shock contracts, stalls, or expands (i.e. when \( \Psi < 0 \) then the shock contracts, \( v_s < 0 \), \( \Psi = 0 \) corresponds to a stalled shock, and \( \Psi > 0 \) corresponds to shock expansion, \( v_s > 0 \)). Murphy & Dolence (2017) showed that if \( \min(\Psi) > 0 \), then the only possible solutions are \( v_s > 0 \). Therefore, \( \min(\Psi) > 0 \) represents an integral condition for explosion. To facilitate turning eq. (6) into an analytic explosion condition, we introduce the dimensionless variables and make several approximations.
The NS at the lower boundary determines the gravity and neutrino flux, and the mass accretion rate onto the shock determines the ram pressure and the density profile. Therefore, a few important physical parameters are the NS mass, $M_{\text{NS}}$, NS radius, $R_{\text{NS}}$, and the mass accretion rate, $\dot{M}$. Given these physical parameters, the dimensionless variables of the problem are:

$$x = \frac{r}{R_{\text{NS}}}, \quad \tilde{\rho} = \frac{\rho R_{\text{NS}}^2}{M | G M_{\text{NS}}|}, \quad \tilde{v} = \frac{v R_{\text{NS}}}{G M_{\text{NS}}}, \quad \tilde{\varepsilon} = \frac{\varepsilon R_{\text{NS}}^2}{G M_{\text{NS}}}, \quad \tilde{\beta} = \frac{\beta R_{\text{NS}}^2}{| M | G M_{\text{NS}}|} \quad (7)$$

Given the definition of $x$, the dimensionless shock radius is $x_s = R_{\text{NS}}/R_{\text{NS}}$.

Since neutrinos are important in transporting energy and lepton number, two more physical dimensionless parameters are the dimensionless neutrino luminosity, $\tilde{L}_\nu$, and the dimensionless neutrino opacity, $\tilde{\kappa}$:

$$\tilde{L}_\nu = \frac{L_{\nu} R_{\text{NS}}}{| M | G M_{\text{NS}}|}, \quad \tilde{\kappa} = \frac{\kappa | M |}{\sqrt{G M_{\text{NS}} R_{\text{NS}}}} \quad (13)$$

The neutrino opacity, $\kappa$, is mostly constant and is set by microphysics. However, the mass accretion rate, $\dot{M}$, the mass of the neutron star, $M_{\text{NS}}$, and the radius of the neutron star, $R_{\text{NS}}$ are not constant, which makes $\tilde{\kappa}$ an important dimensionless parameter of the problem. Later, in section 2.3, we show that $\tilde{L}_\nu$ and $\tilde{\kappa}$ are two important parameters in the explosion condition. $\tilde{L}_\nu$ compares the neutrino luminosity with the accretion power. At first glance, $\tilde{\kappa}$ is not as intuitive, however, we now show that it parameterizes the neutrino optical depth for matter that has accreted onto the NS in a free-fall time.

The opacity is $\kappa = \sigma/m_p$. We also note that the denominator of eq. (14) is $\sqrt{G M_{\text{NS}} R_{\text{NS}}}$, $\approx R_{\text{NS}}^2/| M |$. Hence,

$$\tilde{\kappa} \approx \frac{M_{\text{ff}}}{m_p} \frac{\sigma}{R_{\text{NS}}^2} \approx \frac{4 \pi \Delta N_{\text{b}}}{N_{\sigma}} \quad (15)$$

$\Delta N_{\text{b}}$ is roughly the number of baryons accreted via $M$ onto the NS surface in a dynamical timescale, $t_{\text{ff}}$. $N_{\sigma}$ is roughly the total number of cross-sectional areas within the surface area of the Neutron star, $N_{\sigma} = 4 \pi R_{\text{NS}}^2/\sigma$. The ratio of $\Delta N_{\text{b}}$ to $N_{\sigma}$ gives the fraction of the NS surface that is opaque to neutrinos. In other words, $\tilde{\kappa}$ is one minus the surface porosity to neutrinos. This is similar to but not exactly the same as the neutrino opacity. Later, we show that this parameter is related to the density at the surface of the NS, or neutrino sphere.

Equation (6) represents an integral condition for the balance of forces. As an integral condition, it self-consistently includes the boundary conditions. One set of boundary conditions represents the shock jump conditions. To facilitate analytic solutions, we make the following assumptions for these boundary conditions. For one, the pre-shock material is pressureless and in free fall. Hence, $\tilde{\rho}_{-\epsilon} = 0$ and $\tilde{v}_{-\epsilon} = -\sqrt{2/\tilde{x}}$. For core-collapse shocks, the compression ratio, $\tilde{\beta} = \tilde{\rho}_{+\epsilon}/\tilde{\rho}_{-\epsilon}$, is typically of order 7 to 9. 7 corresponds to the compression for a relativistic gas ($y = 4/3$), and the higher compression ratio is due to photodissociation of heavy nuclei within the shock (Fernández & Thompson (2009), Murphy & Dolence (2017)). Given these approximations, the boundary conditions at the shock are:

$$\tilde{\rho}_{+\epsilon} = \frac{3 x_{-\epsilon}^{3/2}}{4 \pi \sqrt{2}}, \quad \tilde{v}_{+\epsilon} = -\frac{2}{\sqrt{x}_{-\epsilon}}, \quad (16)$$

$$\tilde{\beta}_{-\epsilon} = \tilde{\rho}_{+\epsilon} \tilde{v}_{+\epsilon}^2 \left( 1 - \frac{1}{\beta} \right) = \frac{x_{-\epsilon}^{5/2}}{2 \pi \sqrt{2}} \left( 1 - \frac{1}{\beta} \right) \quad (18)$$

Next, we approximate the three terms in $\Psi$, eq. (6). The first term represents the force due to ram pressure. Integrating this term leads to a difference of the ram force at the shock minus the ram force at the NS surface. Simulations show that the boundary force term at the shock is typically 15 times greater than the boundary force term at the surface of the neutron star. With these approximations, the ram pressure integral is

$$4 \pi \int_1^{x_{+\epsilon}} \left( \frac{3}{2} \tilde{\rho} \tilde{v}^2 x \right) dx \approx \frac{4 \pi \tilde{\rho}_{+\epsilon} \tilde{v}_{+\epsilon}^2 x_{+\epsilon}^2}{\sqrt{2} x_{+\epsilon}^{1/2}} \quad (19)$$
The second term in eq. (6) represents a volume integral over the gradient of the pressure. The $r^2$ factor presents a challenge in deriving an analytic expression for this term. First, we divide the integral into two domains. One domain is from the neutron star, $x = 1$, to just below the shock, $x_s - \epsilon$. The second domain is from just below the shock, $x_s - \epsilon$, to just above the shock, $x_s + \epsilon$.

$$4\pi \int_{x_s-\epsilon}^{x_s+\epsilon} \frac{\partial \tilde{p}}{\partial x} x^2 dx = 4\pi \left( \int_{x_s-\epsilon}^{x_s+\epsilon} \frac{\partial \tilde{p}}{\partial x} x^2 dx + \int_{x_s+\epsilon}^{x_s+\epsilon} \frac{\partial \tilde{p}}{\partial x} x^2 dx \right)$$

(20)

For the second domain, the $x^2$ factor is a constant, $x_s^2$, and the integral of the gradient results in the difference of the pressures below and above the shock.

$$4\pi \int_{x_s-\epsilon}^{x_s-\epsilon} \frac{\partial \tilde{p}}{\partial x} x^2 dx = -4\pi x_s^2 \tilde{p}_{-\epsilon}$$

$$\approx -\sqrt{2} x_s^{-1/2} \left( 1 - \frac{\epsilon}{\beta} \right)$$

(21)

The integral for the lower domain requires knowing the pressure profile. Using the mean value theorem, we show that this term is generically proportional to the pressure at the NS and a dimensionless function of $x_s$. As long as the integrand is continuous and differentiable, then the mean value theorem states that there exists a point, $x_c$, in the interval such that:

$$4\pi \int_{x_s-\epsilon}^{x_s+\epsilon} \frac{\partial \tilde{p}}{\partial x} x^2 dx = 4\pi x_s^2 (\tilde{p}_{-\epsilon} - \tilde{p}_{NS})$$

(22)

Further progress on this term requires analytic estimates for $x_s^2(x_s)$ and $\tilde{p}_{NS}$. As it turns out, one does not need to know the detailed functional form of $x_s$ to derive a critical condition. Numerical solutions show that there is a value of $x_s$ for which there is a minimum in $x_s^2(x_s)$, and this is enough information to derive a critical condition; more on this later. The analytic estimate for $\tilde{p}_{NS}$ is more involved, requiring analytic estimates for $\tilde{\epsilon}_{NS}$, heating, and cooling. We will come back to addressing $x_s$ and $\tilde{p}_{NS}$ in a moment.

Completing the discussion for $\Psi(x_s)$, we discuss the third term, the gravity term. As in eq. (20), we divide the integration region into two regions. The integral associated with the infinitesimally small region around the shock is zero because there are no derivatives in the integral and the integration region approaches zero. Therefore, assuming $\kappa$ is constant, the gravity term is

$$4\pi \int_{x_s-\epsilon}^{x_s+\epsilon} \tilde{\rho} dx = 4\pi \int_{x_s-\epsilon}^{x_s+\epsilon} \tilde{\rho} dx = 4\pi \frac{\tau}{k},$$

(23)

where $\tau$ is the neutrino optical depth

$$\tau = \int_{R_N}^{R_{NS}} \kappa \rho dr,$$

(24)

and $\tilde{\rho}$ is defined by eq. (14) and is a measure of the neutrino optical depth in matter that is accreted in a free-fall time. The neutrino optical depth, $\tau$ represents a boundary condition and is $2/3$.

Combining the expressions for each term, eqs. (19), (22), & (23), the dimensionless expression for force balance is

$$\Psi(x_s) = -\sqrt{2} x_s^{-1/2} - 4\pi x_s^2 (\tilde{p}_{-\epsilon} - \tilde{p}_{NS}) - 4\pi \frac{\tau}{k}.$$

(25)

Equation (25) shows that $\Psi$ is a function of dimensionless shock radius $x_s$. Further progress requires an analytic estimate for $\tilde{p}_{NS}$. First, we assume a gamma-law EoS to relate $\tilde{p}$ to $\tilde{\rho}$:

$$\tilde{p}_{NS} = (\gamma - 1)\tilde{\rho}_{NS}\tilde{\epsilon}_{NS}.$$
both types of heating will dominate. Any temperatures above this temperature and the cooling term would dominate the heating and quickly bring the temperature down to where cooling and heating balance again. Therefore, the temperature gradient is roughly zero in the cooling region. The rough balance between neutrino cooling and the two heating terms is:

\[ q_c = q_\nu - \frac{GM_{NS} M}{4\pi \rho R^3}. \] (30)

Confirming this approximation, both numerical stalled solutions (Figure 1) and one-dimensional hydrodynamic solutions (Figure 7) show a shallow temperature gradient within the cooling region.

To derive an analytic expression for the internal energy, we insert the approximation for cooling (eq. (30)) into the steady-state equation for the internal energy, eq. (3), and integrate from the NS to the shock (See details in the A). The result is:

\[ \tilde{\varepsilon}_{NS} = \frac{1}{\gamma} \left( \tilde{B}(s_s) + \tilde{L}_\nu \tau_G + \frac{1}{x_G} \right), \] (31)

where \( \tilde{B}(s_s) \) is the Bernoulli integral at the shock normalized by \( GM_{NS}/R_{NS} \), and \( \tau_G \) is the neutrino optical depth within the gain region:

\[ \tau_G = R_{NS} \int_{x_G}^{s_s} \kappa \rho dx. \] (32)

While \( \tilde{\varepsilon}_{NS} \) seems to depend upon three parameters, it effectively depends upon only one. \( \tilde{B} \) is essentially zero, and the gain radius is a very weak function of the physical parameters. Hence, the dimensionless internal energy mostly depends upon one parameter, \( \tilde{L}_\nu \tau_G \), the dimensionless neutrino power deposited within the gain region.

Finally, we have an analytic expression for integrated force balance:

\[ \tilde{\Psi}(s_s) = -\frac{\sqrt{\gamma} x_G^{-1/2}}{\beta} - 4\pi x_G^2 (\beta - (\gamma - 1) \tilde{\rho}_{NS} \tilde{\varepsilon}_{NS}) - 4\pi \frac{\tau_G}{\kappa}. \] (33)

where \( x_G^2 \) and \( \tilde{\rho}_{NS} \), eq. (18), are functions of \( s_s \) only. \( \tilde{\rho}_{NS} \) is a
Figure 4. Similar to Figure 3, this figure shows a comparison of critical conditions. The primary difference is that these panels show the critical conditions as a function of one parameter, $M$. In the left column, the neutron-star mass is fixed to $M_{NS} = 1.4M_{\odot}$, and each line represents a particular neutron-star radius, $R_{NS}$. In the right column, the neutron-star radius is fixed to $R_{NS} = 50\text{km}$, and each line corresponds to a neutron star mass, $M_{NS}$. The third row shows just $\tilde{L}_{c}\tau_{g}$ while the bottom row shows the full force condition $\tilde{L}_{c}\tau_{g} - 0.06\kappa$. Comparing these two rows shows that $\kappa$ accounts for some of the variation of the force explosion condition. Again, the primary conclusion is that $\tilde{L}_{c}\tau_{g} - 0.06\kappa$ is the simplest and most accurate critical condition.
function of \(x_s\) and the ratio \(\tau/\bar{\kappa}\), and \(\bar{\epsilon}\) is effectively a parameter of the analytic equation.

Since one of the boundary conditions demands that \(\tau = 2/3\), \(\bar{\Psi}\) is a function of two parameters: \(\bar{\epsilon}_{NS}\) and \(\bar{\kappa}\). In turn, the predominant free parameter within \(\bar{\epsilon}_{NS}\) is \(\bar{L}_\nu\tau_g\). The upcoming derivation will show that the critical condition for explosion only depends upon these two parameters: \(\bar{L}_\nu\tau_g\) and \(\bar{\kappa}\).

Note that eq. (33) is general and does not require particular assumption for density profile. Murphy & Dolence (2017) used steady-state numerical solutions to show that \(\bar{\Psi}(x_s)\) has a minimum at some value of \(x_s\). They also showed that the existence of this
minimum is what leads to a critical condition. When the minimum is below zero, i.e. \( \psi_{\text{min}} < 0 \), then there exists a shock radius, \( x_s \), for which there is a stalled shock solution, i.e. \( \Psi(x_s) = 0 \). If the minimum is above zero, then there is no stalled solution, but explosive solutions. It is important to note that as long as there is a minimum in \( \Psi \), then there is a critical condition. In other words, we do not need to know the exact functional form for \( \Psi(x_s) \), we just need to know that there is a minimum, and we need to know what sets the value of that minimum. The dominant parameters in eq. (33) that set the scale of \( \Psi \), and hence the minimum, are \( L_c \tau_g \) and \( \kappa \). Therefore, to find a critical condition for explosion, we must find \( L_c \tau_g \) and \( \kappa \) such that \( \psi_{\text{min}} = 0 \).

### 2.3 Deriving Analytic Critical Condition

In this section, we derive an analytic condition for \( \min(\Psi(x_s)) = 0 \), however such a derivation can lead to a cumbersome high order polynomial. Fortunately, there is one more approximation that leads to a much simpler derivation, and as we show in later sections, this simpler derivation reproduces the explosion condition of the numerical ODE and hydrodynamic solutions. The following presents this simpler derivation.

If one assumes that the minimum is at \( x_s = x_{\text{min}} \), then one notices that \( \Psi(x_{\text{min}}) > 0 \) is equivalent to

\[
\hat{e}_{\text{NS}} - a \kappa > b,
\]  

where the analytic estimates for \( a \) and \( b \) are

\[
a = \frac{F(x_{\text{min}})}{r(y-1)} \left( \tilde{\beta} - \frac{\tilde{\nu}_{x} e}{4\pi x_{\text{min}}^2 \beta} \right),
\]

\[
b = \frac{F(x_{\text{min}})}{x_{\text{min}}^2 (y-1)},
\]

where \( x_{\text{min}}^2 \) is evaluated at \( x_{\text{min}}^2 \) and

\[
F(x_{\text{min}}) = \frac{r}{\tilde{\rho}_{\text{NS}} \kappa} x_{\text{min}}.
\]

Equation (34) and eqs. (35) & (36) provide a physical understanding of the explosion condition and the coefficients. The first term in eq. (34) presents the internal energy (or pressure) at the surface of the NS. The second term represents a difference in the thermal pressure and the ram pressure at the shock (see the first line in the definition for \( a \) in eq. (35)). The coefficient \( b \) on the right hand side represents a dimensionless scale for gravity. In other words, the explosion condition in eq. (34) is another way to state that an imbalance of integrated forces leads to explosion.

One can dive further into the the expression for \( \hat{e}_{\text{NS}} \) to derive both a more physical and practical critical condition for diagnosing CCSN simulations. First of all, notice that \( \hat{e}_{\text{NS}} \) is composed of several terms: \( \tilde{B}, L_c \tau_g, \) and \( 1/x_g \). The last term, \( 1/x_g \), is a measure of gravity at the gain radius. The Bernoulli constant, \( \tilde{B} \), and the inverse of the gain radius, \( 1/x_g \), are relatively constant. Hence, a simpler critical condition to consider is

\[
L_c \tau_g - a \kappa > b
\]

Note that \( b \) in this equation also represents gravity, but it has a slightly different meaning (and value) than in eq. (36). In this explosion condition, \( b \) represents the difference in gravity between the NS surface and the gain radius. This critical condition is a relatively simple and accurate explosion condition. Not only is this condition simpler, but it is also more directly connected to the important physical parameters of the problem. It is also a relatively easy parameter to calculate from CCSN simulations, making it a useful explosion diagnostic for CCSN simulations.

In summary, either of the explosion conditions, eqs. (34) or (38), represent a force explosion condition. The origin of the force explosion condition is eq. (33), which is another form of the momentum equation, eq. (2). Hence, the explosion condition demonstrates the balance of the main forces in the problem. These forces are the pressure gradient, gravitational, and the ram pressure forces. Since the explosion condition is an integral condition, the coefficients in the explosion condition depend upon the physical quantities measured at the shock and at the surface of the NS. The coefficient in front of \( \kappa, a \), is relatively small because the quantities measured at the shock are normalized to the density at the surface of the NS. The constant \( b \) comes from the gravity term in eq. (33), and is expected to be of order unity.

The existence of an explosion condition only requires that \( \Psi \) has a minimum; it does not require an explicit functional form for the density profile. However, to illustrate \( \Psi \) graphically, we must specify the density profile. In the following we assume that \( \rho = \rho_{\text{NS}} x^{-3} \).

Figure 2 shows the analytic integrated force-balance curves, \( \Psi \), for different values of \( \hat{e}_{\text{NS}} \) and a fixed value of \( \hat{e} = 0.52 \) (this value corresponds to typical values of the following physical parameters: \( M = 0.4M_{\odot}, M_{\text{NS}} = 1.4M_{\odot}, \) and \( R_{\text{NS}} = 50 \text{km} \)). For low values of \( \hat{e}_{\text{NS}} \) (or luminosities), \( \Psi(x_s) \) crosses 0, hence a stalled shock solution exists; in other words, there is a shock radius for which \( \Psi(x_s) = 0 \). Despite the approximations in this work, the analytic curves reproduce the qualitative behaviour of the ODE solutions in Murphy & Dolence (2017). As \( \hat{e}_{\text{NS}} \) increases, the curve shifts up, and at a critical value, \( \hat{e}_{\text{NS}} = \hat{e}_c \), \( \Psi(x_s = x_{\text{min}}) = 0 \). Note that we use \( \hat{e}_c \) as a shorthand of \( \hat{e}_{\text{NS},c} \). For all values less than \( \hat{e}_c \), stalled solutions are possible. The critical value marks the highest value of \( \hat{e}_{\text{NS}} \) for which there is a stalled solution. For larger values of \( \hat{e}_{\text{NS}} \) there are no stationary solutions for the ODEs.

Figure 2, shows that the location of the minimum of \( \Psi \) is roughly constant, \( x_{\text{min}} \sim 1.5 \). Using this value, the analytic coefficients are \( a \approx 0.05 \) and \( b \approx 0.52 \). In section 3, we use steady-state solutions to fit for more accurate coefficients.
In the following sections, we verify and validate this analytic critical condition with using numerical steady-state solutions in section 3 and with one-dimensional hydrodynamic simulations in section 4.

3 VERIFYING ANALYTIC CRITICAL CONDITION WITH NUMERICAL STEADY-STATE CRITICAL CONDITIONS

In this section, we test the precision and accuracy of the analytic force explosion condition in section 2.3 by comparing it with the semi-analytic solutions of Burrows & Goshy (1993). First, we solve the steady-state hydrodynamic ODEs to find steady-state solutions, and we find the critical neutrino luminosity above which there are no steady-state solutions. From hence forth, we will refer to this as the ODE-derived or semi-analytic critical condition. From these numerical results, we calculate $L_c\tau_g$ and $\bar{k}$ (blue dots). The solid black line represents a linear fit. The coefficient in front of $\bar{k}$ is $a = 0.06$, and the y-intercept is $b = 0.38$. These coefficients are consistent with those derived from analytic estimates. The bottom panel of Figure 6 shows the difference between the numerical results and the linear fit. The standard deviation about the fit is $0.014$, which represents a 4% variation of the force explosion condition.

Figure 4 also illustrates that the dimensionless critical condition, eq. (38), is a more natural critical condition for explosion. Figure 4 has four rows of panels. The top row shows the dimensionless critical luminosity as a function of $M_{\text{NS}}R_{\text{NS}}$ (top-left panel) and $M_{\text{NS}}$ (top-right panel). Similarly, the second row shows $L_c$ as a function of $M_{\text{NS}}R_{\text{NS}}$ (second-left) and $M_{\text{NS}}$ (second-right), the third row shows $L_c\tau_g$, and the bottom row shows $L_c\tau_g - 0.06\bar{k}$. Plotting these quantities as a function of one variable better facilitates quantitative comparisons. For example, $L_c$ varies by ~12, $L_c\tau_g$ varies ~ 5, $L_c\tau_g$ varies by less than 32%, and $L_c\tau_g - 0.06\bar{k}$ varies by less than 20%. While $L_c\tau_g$ captures much of the variation of the force condition, including the $\bar{k}$ term is a more precise explosion condition.

Figure 5 highlights an alternative analytic critical condition of $\tilde{\varepsilon}_{\text{NS}}$. The top row shows the dimensionless gain radius $x_g$ as a function of $M_{\text{NS}}R_{\text{NS}}$ (top-left panel) and $M_{\text{NS}}$ (top-right panel). The middle row shows $\tau_g$ as a function of $M_{\text{NS}}$ (middle-left) and $M_{\text{NS}}$ (middle-right), and the bottom row shows $\tilde{\varepsilon}_{\text{NS}} \sim 0.05\bar{k}$. While $\tilde{\varepsilon}_{\text{NS}} \sim 0.04\bar{k}$ is slightly more accurate, $L_c\tau_g - 0.06\bar{k}$ is more intuitive and is a more practical explosion condition.
4 VERIFYING ANALYTIC CRITICAL CONDITION WITH 1D LIGHT BULB SIMULATIONS

In the previous section, we compared the analytic force explosion condition with the numerical steady-state condition; in this section, we compare the analytic explosion condition with hydrodynamic simulations that use the light bulb approximation for neutrino transport. For the one-dimensional simulations, we use CUFE, which uses Godunov’s scheme to self-consistently solve hydrodynamic equations (Murphy & Dolence 2017). In the following simulations, we simulate the collapse and explosion in spherical symmetry for a 12M⊙ progenitor model (Woosley & Heger 2007). The EoS is a numerical table that includes effects of dense nucleons around and above nuclear densities, nuclear statistical equilibrium, electrons, positrons, and photons (Hempel et al. 2012). For the neutrino heating, cooling, and electron capture we use the light bulb approximation, which approximates neutrino transport with the local descriptions of Janka (2001) and Murphy et al. (2013).

Figure 7 shows the density, temperature and velocity profiles from the simulation. The left panel corresponds to a time when the shock is stalled (post-bounce time of 350 ms). The value of the explosion parameter at this time is $\tilde{\tau}_g = 0.06\tilde{k} = 0.2$, which is below the explosion condition of 0.38. The right panel shows a snapshot during explosion (post-bounce time of 820 ms). The value of the explosion parameter at this moment is $\tilde{L}_\nu\tau_g - 0.06\tilde{k} = 9.9 > 0.38$, which is above the critical condition.

Figure 7 also validates the assumption that neutrino cooling balances neutrino heating and gravitational heating in the cooling region (section 2.2). The temperature gradient (red line) is nearly zero in the cooling region ($R_{\text{NS}} < r < R_g$), $dT/dr \sim 0$ is an important approximation in deriving the balance in cooling and heating. Again, this balance arises because the cooling term is a steep function of temperature ($\propto T^5$), and the cooling term brings the temperature down to the level of heating and no less.

Figure 8 shows the time evolution of the shock radii, dimensionless gain radius, $x_g = R_g/R_{\text{NS}}$ (middle panel), and the optical depth within the gain region, $\tau_g$ (bottom panel) for different values of neutrino luminosity. The neutrino luminosities are in units of $10^{52}$ erg s$^{-1}$. The bounce time for these simulations is 150 ms. Simulations with $L_\nu \geq 2.3 \times 10^{52}$ erg explode successfully. During the stalled phase, the dimensionless gain radius is relatively constant and is $x_g \approx 1.7$. The neutrino optical depth within the gain region, $\tau_g$, decreases over time, and for the simulations that do not explode, $\tau_g$ plateaus at $\approx 1.0$. The reduction in $\tau_g$ is due to a nonlinear combination of a reduction $M_\nu$ evolving radii, and neutrino luminosity. We have yet to find a useful equation to relate $\tau_g$ to these other important parameters. Since one can easily measure $\tau_g$ in the simulations, we leave $\tau_g$ as an important dimensionless parameter in the explosion condition. In the future, it would be desirable to derive an analytic expression for $\tau_g$ in terms of the other important physical parameters.

Figure 9 shows the time evolution of $\tilde{L}_\nu$ and $\tilde{k}$, the two important dimensionless parameters in the explosion condition. $\tilde{L}_\nu$ compares the neutrino luminosity and accretion power, while $\tilde{k}$ is a measure of the neutrino optical depth within the accreted material near the NS surface. Both parameters require measuring $M_\nu$, $M_{\text{NS}}$, and $R_{\text{NS}}$ as a function of time. Then, we use eqs. (13) & (14) to calculate $\tilde{L}_\nu$ and $\tilde{k}$.

Finally, Figure 10 verifies and validates the force explosion condition with the one-dimensional light bulb simulations. For each light bulb simulation we calculate the dimensionless expression $\tilde{L}_\nu\tau_g - 0.06\tilde{k}$ as a function of time. Our analytic derivation (section 2.3) and numerical fits (section 3) suggest that $\tilde{L}_\nu\tau_g - 0.06\tilde{k} > 0.38$ is an explosion condition for spherically symmetric core-collapse supernovae. The dashed blue line represents this explosion condition, and the gray band represents the bounds of $\tilde{L}_\nu\tau_g - 0.06\tilde{k}$ from Figure 4. Our derivation states that below the gray band, stalled solutions exist, and above the gray band, explosive solutions exist. Indeed, the one-dimensional simulations tend to explode at or near the gray band.
Figure 8. Time evolution of shock radii (top panel), dimensionless gain radius, $x_g$, (middle panel), and the neutrino optical depth in the gain region, $\tau_g$, (bottom panel) for one-dimensional hydrodynamic simulations. Each curve represents a different parameter for the neutrino luminosity. Simulations with $L_\nu > 2.3 \times 10^{52}$ erg/s explode within 1 second. The oscillations in the shock radii and post shock structure are apparent in the gain radius and the optical depth.

5 DISCUSSION

In this section, we derive the timescale, the ante-sonic, and the critical neutrino-luminosity conditions from the force explosion condition.

The timescale condition posits that explosion occurs if the advection time through the gain region is longer than the time it takes to heat that same material. It is important to note that the timescale condition is not derived. Rather, it is an heuristic condition. The timescale condition is equivalent to stating that $\tilde{L}_\nu \tau_g \tau_q = \text{constant}$. If one defines the advection timescale as $\tau_{adv} = M_g / M$, and the heating timescale as $\tau_q = L_\nu \tau_g R_{NS} / \dot{M}_g M_g$, where $M_g$ is the mass in the gain region, then this condition would imply that

$$L_\nu \tau_g = \frac{\tau_{adv}}{\tau_q} \geq \text{constant}.$$  \hfill (39)

Under these specific definitions for the timescales, then this explosion condition is close to the force condition. However, it has two limitations. For one, it is missing the $\tilde{\kappa}$ term. While the coefficient of the $\tilde{\kappa}$ term is relatively small (0.05), the $\tilde{\kappa}$ term presents the effect of the upper boundary and the ram pressure on the force explosion condition. Secondly, since the timescale condition is heuristic and not derived, there is no derivation for the constant in the timescale condition.

The ante-sonic critical condition (Pejcha & Thompson 2012) for spherical explosions is $c_s^2 / v_{esc}^2 \approx 0.19$, where $c_s$ is the adiabatic sound speed and $v_{esc}$ is the escape velocity at the shock. We show that this condition is similar to stating that $\tilde{\epsilon}_{NS} > \text{constant}$. For a gamma-law EoS, the internal energy and sound speed are related by $c_s^2 = \frac{\epsilon_{NS}}{\gamma - 1}$. If one ignores the $\tilde{\kappa}$ term, or ram pressure term in the force condition, eq. (34),

$$\tilde{\epsilon}_{NS} \geq 0.6.$$  \hfill (40)

Rewriting eq. (34) in terms of sound speed, $c_s$, and escape velocity, $v_{esc}$ gives

$$\tilde{\epsilon}_{NS} = \frac{2 c_s^{-1}}{\gamma (\gamma - 1)} \frac{c_s^2}{v_{esc}} \geq 0.6.$$  \hfill (41)

The analytic solutions for $\Psi$ typically have minima around $x_{min} = 1.5$ (Figure 2). Hence, the approximate force explosion condition becomes

$$\frac{c_s^2}{v_{esc}} \geq 0.2.$$  \hfill (42)

This is remarkably similar to the explosion condition derived by Pejcha & Thompson (2012). There are three characteristics in the force explosion condition that are not in the ante-sonic condition. For one, ante-sonic condition does not include the term associated with the ram pressure at the upper boundary. Second, Pejcha &
Thompson (2012) derived the ante-sonic condition using an isothermal assumption. Then using this as inspiration they posited that one would exist for adiabatic flows and fit for a possible critical value.

Equation (42) shows that one can start with the FEC and (with some assumptions) derive the ante-sonic condition. In Appendix B, Pejcha & Thompson (2012) reverse the derivation, and attempt to derive a critical luminosity condition based upon the ante-sonic condition. They derive the following expression

$$L_{\nu, \text{crit}} \approx \eta \frac{G M \dot{M}}{\tau_v} \frac{1}{2 \pi \nu \rho v a} \left[ 1 + \frac{\eta}{4} \left( 1 + \frac{1}{\eta \pi \nu v G M} \right)^2 \right] \left( \frac{\gamma}{\nu_{\text{esc}} M} \right)$$

(43)

where $\eta$ is the cooling efficiency. It is more illuminating to re-write this expression in terms of the dimensionless parameters $\tilde{L}_{\nu}$ and $\tilde{\kappa}$:

$$\frac{\tilde{L}_{\nu} \tau_v}{2 \eta} = \frac{1}{4} \left( 1 + \tilde{\kappa} \right) \left( \frac{\gamma}{\nu_{\text{esc}} M} \right) \approx 1.$$  

(44)

While both the FEC derivation (eq. 38)) and the Pejcha & Thompson (2012) condition depend upon only two free parameters, there are several significant differences. For one, rather than $\tau_G$, the total neutrino optical depth appears next to $L_{\nu}$. Second, eq. (44) has a quadratic dependence on $\tilde{\kappa}$, while the FEC has a linear dependence. Granted while $\tau$ is a constant, $\tau_G$ might have some hidden dependence on $\tilde{\kappa}$. However, comparing eq. (44) with the steady-state numerical solutions of Burrows & Goshy (1993) shows that it does not reproduce the critical neutrino luminosity condition. Similar to the analysis in Figure 6, we evaluate $\tilde{L}_{\nu}$ vs. $\tilde{\kappa}$. Inspired by the quadratic form of eq. (44), we perform a quadratic fit:

$$\tilde{L}_{\nu} \tau_v - 0.8 \tilde{k}^2 + 1.72 \tilde{k} = 1.52$$

(45)

One significant difference is that evaluating $\tilde{L}_{\nu} \tau_v$ as a function of $\tilde{\kappa}$ leads to significantly larger residuals compared to evaluating $\tilde{L}_{\nu} \tau_G$ vs. $\tilde{\kappa}$. For example, the residuals norm of eq. (45) is 0.22. Where as the residuals norm of the FEC (linear fit for $\tilde{L}_{\nu} \tau_G$) is only 0.03. Here we define the residuals norm as

$$||e|| = \sum_{i} \left( \frac{y_i - f(\tilde{\kappa}_i)}{\gamma_i} \right)^2 / (N - k)$$

(46)

where $y_i$ is either $\tilde{L}_{\nu} \tau_v$ or $\tilde{L}_{\nu} \tau_G$, $f(\tilde{\kappa})$ is either the linear or quadratic fit, $N$ is the total number of numerical evaluations, and $k$ is the number of fitting parameters. In summary, the FEC condition has a factor of 10 smaller normalized residuals.

Another significant difference is in the estimates of the coefficients in eqs. (44) & (45). If one assumes that $\eta \sim 0.5$, then eq. (44) gives $\tilde{L}_{\nu} \tau_v - 0.11 \tilde{k}^2 - 0.24 \tilde{k} \approx 1.125$. The estimated coefficients are a factor of 8 smaller, and the linear term has the opposite sign. As a final remark in this comparison, Pejcha & Thompson (2012) note that there is an inconsistency with an approximation in the derivation of Appendix B of Pejcha & Thompson (2012). It is possible that this inconsistency is responsible for the significant differences between the eq. (44) and the semi-analytic solutions of Burrows & Goshy (1993).
from the force explosion condition is somewhat trivial. As Murphy & Dolence (2017) show, the critical neutrino luminosity and the force explosion condition represent the same critical hypersurface in the physical parameter space. The critical neutrino luminosity curve is one projection of the critical hypersurface where \( M_{\text{NS}} \) and \( R_{\text{NS}} \) are held constant. The primary difference of the force explosion condition is that it explicitly acknowledges and explores the dependence upon these other physical parameters. Furthermore, we show that the force explosion condition is best represented by two dimensionless parameters, \( \tilde{L}_0 \tau_{\nu} \) and \( \tilde{x} \), and these parameters naturally explain how the force condition depends upon all of the physical parameters.

6 CONCLUSIONS

The primary result of this manuscript is an analytic derivation of the force explosion condition for spherically symmetric CCSNe, \( \tilde{L}_0 \tau_{\nu} - a \tilde{x} > b \). When this condition is satisfied, the integrated thermal pressure overwhelms gravity and the ram pressure, leading to explosive solutions. The two dimensionless parameters are \( \tilde{L}_0 = L_0 R_{\text{NS}} / (G M_{\text{NS}} M) \), which compares the neutrino luminosity with the accretion power, and \( \tilde{x} = \kappa M/\sqrt{G M_{\text{NS}} R_{\text{NS}}} \), which is a measure of the neutrino opacity for accreted matter near the neutron star surface. In the explosion condition, the coefficient \( a \) represents the difference between the thermal and ram pressure at the shock; \( \kappa M \) represents gravity. Section 2.3 provides analytic estimates for \( a \) and \( b \), but to ensure accurate predictions, we use stationary ODE solutions to fit for \( a \) and \( b \). The numerical fits give \( a \approx 0.06 \) and \( b \approx 0.38 \) which are remarkably close to the analytic estimates.

The force explosion condition is an accurate and easily calculable explosion diagnostic for one-dimensional light-bulb simulations. Figure 10 most clearly demonstrates the consistency between the analytic force explosion condition and the hydrodynamic simulations. Below the gray band (analytic condition) the shock is stalled. Above the force condition, the hydrodynamic solutions are explosive. In addition to indicating explosion, the force explosion condition provides a useful explosion diagnostic in that it quantifies how close the simulations are to explosion.

The force explosion condition has promise to be an accurate and useful explosion diagnostic for three-dimensional radiation-hydrodynamic simulations. To move toward this goal, we recommend the following tests and improvements. While we used approximate light-bulb hydrodynamic simulations, the explosion condition will need to be tested with one-dimensional simulations in which neutrino transport is treated with an actual transport algorithm. We suspect that one may simply replace \( L_0 \tau_{\nu} \) with the net integrated neutrino heating within the gain region. To compare with multi-dimensional simulations, we propose to incorporate the mean-field convection model of Mabanta & Murphy (2018) into the explosion condition. Then one may test whether the force explosion condition is consistent with three-dimensional radiation-hydrodynamic simulations.
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APPENDIX A: INTERNAL ENERGY AT THE SURFACE OF THE NS

To evaluate the internal energy at the surface of the NS, we integrate eq. 3 from the NS to the shock:

\[
\int_{R_{NS}}^{R_s} \nabla \cdot \left( \rho \epsilon + \frac{P}{\rho} + \frac{v^2}{2} + \Phi \right) dV = \int_{R_{NS}}^{R_s} (\rho q_v - \rho q_c) dV. \tag{A1}
\]

Using \(\gamma\)-law EoS, \(\epsilon + p/\rho = \gamma \epsilon\). We assume that the kinetic energy is small, hence ignore \(v^2/2\) term in the left side of eq. (A1). Moreover, \(4\pi \rho r^2 = M\). Therefore, left side of eq. (A1) is

\[
\int_{R_{NS}}^{R_s} \nabla \cdot \left( \rho \epsilon + \frac{P}{\rho} + \frac{v^2}{2} + \Phi \right) dV = M \int_{R_{NS}}^{R_s} \frac{d}{dr} (\gamma \epsilon + \Phi) dr
\]

\[
= \int_{1}^{x_s} \frac{d}{dx} (\gamma \epsilon + \Phi) dx = M \left[ B(x_s) - \gamma \epsilon_{NS} - \Phi_{NS} \right], \tag{A2}
\]

where \(B(x_s)\) is a Bernoulli integral at the shock.

The region below the shock is divided into two regions: a neutrino-cooling dominated region below the gain radius, \(R_g\) and a neutrino-heating dominated region above \(R_g\). These two regions exhibit qualitative differences that require different analytic approximations. Hence, we divide the integration domain into a cooling region and a heating region.

To simplify right side of eq. (A1), we divide the area of integration into two parts: 1) from \(R_{NS}\) to \(R_g\) and 2) from \(R_g\) to \(R_s\). In the first region we approximate cooling using eq. (30). In the second region neutrino heating is dominating, hence \(\int_{R_g}^{R_s} \rho q_v, dV\) is negligible. Therefore, the right side of eq. (A1) is

\[
\int_{R_{NS}}^{R_s} (\rho q_v - \rho q_c) dV = \int_{R_{NS}}^{R_s} \rho q_v dV - \int_{R_{NS}}^{R_g} \rho q_c dV
\]

\[
= \int_{R_{NS}}^{R_s} \rho q_v dV + \int_{R_{NS}}^{R_g} G M_{NS} M \frac{1}{4 \pi r^4} dV
\]

\[
= L_s \tau_g - G M_{NS} M \int_{R_{NS}}^{R_g} \frac{1}{\lambda_g - 1} \tag{A3}
\]

Finally, for \(\epsilon_{NS}\)

\[
\epsilon_{NS} = \frac{1}{\gamma} \left[ B(x_s) + L_s \tau_g + G M_{NS} \right] \tag{A4}
\]

and hence

\[
\tilde{\epsilon}_{NS} = \frac{1}{\gamma} \left( \tilde{B}(x_s) + \tilde{L}_s \tau_g + \frac{1}{\lambda_g} \right) \tag{A5}
\]