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Abstract—As a fundamental task for intelligent robots, visual SLAM has made great progress over the past decades. However, robust SLAM under highly weak-textured environments still remains very challenging. In this paper, we propose a novel visual SLAM system named RWT-SLAM to tackle this problem. We modify LoFTR network which is able to produce dense point matching under low-textured scenes to generate feature descriptors. To integrate the new features into the popular ORB-SLAM framework, we develop feature masks to filter out the unreliable features and employ KNN strategy to strengthen the matching robustness. We also retrained visual vocabulary upon new descriptors for efficient loop closing. The resulting RWT-SLAM is tested in various public datasets such as TUM and OpenLORIS, as well as our own data. The results shows very promising performance under highly weak-textured environments.

I. INTRODUCTION

Visual simultaneous localization and mapping (SLAM) is an essential task for mobile robots navigation as well as in AR/VR. Nowadays feature based SLAM algorithms are popular for their high performances and computational efficiency. However, robust SLAM under highly weak-textured environments still remains a challenging problem. Hand-crafted features such as SIFT [1], ORB [2] and Shi-Tomasi [3] are not able to extract reliable keypoints for matching in regions with highly low texture or motion blur. In fact, these extreme environments are difficult for whatever the state-of-art feature-based methods [4] or direct methods [5][6]. For some textureless but well structured environment, some solutions are proposed to strengthen the feature matching by integrating line or plane features, e.g. Stereo-PLSLAM [7], SuperLine [8] and Structure-SLAM [9]. However, these methods rely heavily on visible structures like object edges and planes. In environments with little structure and texture, tracking may still fail.

On the other hand, there is a trend to replace hand-crafted features with deep features to improve the robustness of the SLAM systems. Trained with large mount of diversified data, the deep learning-based methods can operate on full-size image and jointly compute pixel-wise interest points and the associated descriptors. Experiments in [10] indicate that SuperPoint can produce more distinctive descriptors than classical methods and the interest point detector is on par with hand-crafted features. Similarly, GCN [11] uses a recurrent neural network to predict the location of keypoints as well as their descriptions for camera motion estimation. GCNv2 [12] simplifies the network for efficiency and incorporates the learned features into ORB-SLAM2 [4] to form GCN-SLAM. Although these deep learning-based methods perform better than the traditional ones in complex environments, when dealing with highly weak-textured scenes, there is still much room for improvement.

Recently, several works [13][14] propose to directly predict pixel-wise matches for a pair of images by using CNN. LoFTR [14] utilizes transformer [15] with self-attention and cross-attention mechanisms to produce dense matches. They are able to produce large quantities of matches under low textured environments without using any feature descriptor. This motivates us to introduce this state-of-the-art method into visual SLAM. However, when purpose of accurate localization of SLAM is concerned, the detector-free matching becomes a drawback. The reason lies in three aspects. Firstly, although LoFTR can produce dense matches for a pair of images, the repetitiveness of the matching pairs across the neighboring images is not guaranteed. This makes it difficult for further optimization of the features’ position across multiple frames, which modern SLAM systems high rely on. Secondly, popular SLAM systems like ORB-SLAM2 [4] rely on feature descriptors to match the feature points to
the local map, and use PnP algorithm to produce good initial estimation for poses. Lack of feature descriptors makes this stage infeasible. Lastly, despite the dense matching, the pixel positions produced by the detector-free methods are not as accurate as the features extracted from those detector based methods such as ORB. In particular, lots of matching outliers can be observed in highly low textured regions.

In this paper, we propose a novel visual SLAM system named RWT-SLAM, which corresponds to very Robust SLAM in Weak-Textured environments. We modify LoFTR network in order to produce distinctive feature descriptors. To integrate the new features into the popular ORB-SLAM framework, we develop feature masks to filter out the unreliable matches and employ KNN to strengthen the robustness of the matching. We also trained visual vocabulary upon new descriptors for loop closing. The resulting RWT-SLAM is tested in various highly weak-textured environments and shows very promising performance. The contributions of this paper are summarized as follows:

- A novel full visual SLAM system capable of robustly working under highly weak-textured environments is proposed. To the best of our knowledge, it is the first SLAM algorithm which can achieve successful tracking on all sequences with either no structure or no texture labels in TUM dataset [35].
- We demonstrate that a detector-free network aiming at producing dense feature matches can be reformed for SLAM applications. We extract coarse and fine level deep features from LoFTR [14] to construct the final descriptors.
- Comprehensive experiments are carried out on public TUM RGB-D [35], OpenLORIS [36] and our own dataset, demonstrating the superior localization and robustness performance under extremely weak-textured environments.

II. RELATED WORKS

A. Traditional Visual SLAM

Traditional visual SLAM algorithms can be roughly divided into two classes: direct (photometric-based) methods and indirect (feature-based) methods. The direct approaches estimate motion from photometric changes of the image while indirect methods rely on a subset of features of the image. LSD-SLAM [5], a direct monocular method, can build semi-dense consistent maps for large-scale scenes. The sparse direct visual odometry DSO [6] omits the smoothness prior used in other direct methods and instead samples pixels evenly throughout the images. Most indirect methods rely on PTAM [16], which is the first algorithm splitting the tracking and mapping thread separately to achieve better performance. The popular ORB-SLAM [17] employs ORB features and incorporates three threads, i.e., tracking, local mapping and loop closing to fulfill the task. In particular, SVO [18] is a semi-direct odometry extracting sparse features and operating directly on pixel intensities around the features. Comparing with the feature-based methods, indirect approaches perform better on images with low or repetitive textures. However, they are much more sensitive to illumination changes of the environment and more difficult to initialization.

B. Deep learning based SLAM

Many deep learning based SLAM methods are proposed in recent years. They are usually formed by replacing one or more modules of the traditional SLAM framework with deep networks [19][20][21][12][22]. To improve depth predictions that are used to initialize the SLAM system, CNN-SLAM [19] incorporates a depth estimation network within the popular LSD-SLAM framework to produce dense scene reconstructions with metric scale. DS-SLAM [21] utilizes a semantic segmentation network to filter out features on moving objects, achieving better localization accuracy in highly dynamic environments. The most similar methods to ours are GCN-SLAM [12] and DXSLAM [22]. In GCN-SLAM [12], keypoints and binary descriptors produced by the neuro-network named GCNv2 is employed to replace ORB [2] features used in ORB-SLAM2 [4]. DXSLAM [22] uses keypoints and descriptors generated by a pretrained HF-Net to improve system’s performance. Compared with GCN-SLAM and DXSLAM, we obtain the features from a modified transformer based feature matching network LoFTR and integrate them into the ORB-SLAM framework. The resulting algorithm can achieve much higher performance than its counterparts under highly weak-textured environments.

Other works have attempted to train end-to-end SLAM systems [23][24]. Most of them are not full SLAM systems, but focus on small scale reconstruction on several frames. They do not have key modules of the modern SLAM system such as loop closure and global bundle adjustment, which limits the accuracy of the system. Recently, DeepSLAM [25] integrate three sub-network to imitate full modules of SLAM. However, they need to be trained from scratch, limiting the generalization ability for practical use.

C. Deep Feature Matching

The deep feature matching methods can be roughly divided into two categories. The first one focuses on learning to produce keypoints and their descriptors simultaneously [10][26][27][28][29]. SuperPoint [10] proposes a self-supervised strategy to train a fully convolutional network for joint keypoints detection and description. In D2-Net [26], a local maxima within and across feature maps are selected as interest points and the descriptors are generated from the same feature maps. R2D2 [27] utilizes a predictor of discriminativeness to avoid ambiguous areas.

The second category is detector-free methods which directly learn dense matches or descriptors without explicit keypoint detection phase [30][31][32][13][14]. NCNet [30] uses 4D cost volumes to enumerate all possible matches between a pair of images. More recently, DRC-Net[31] follows this line and trains a CNN in a coarse-to-fine manner with synthetic transformations. In [32], a novel weakly-supervised framework is proposed by using solely relative
poses between images to learn descriptors. Inspired by SuperGlue [33] which is a detector-based feature matching method, LoFTR [14] proposes a transformer-based detector-free design to produce dense matches for various complex environments. It is able to produce large quantities of pixel level matches even under highly weak structured or textured environments.

III. METHOD

In this section, we introduce our RWT-SLAM algorithm in detail. The generation of keypoint descriptors from the detector-free network LoFTR [14] is introduced in part A. Then the reformation of ORB-SLAM2 [4] to make it adaptive to the new feature points is described in part B.

A. Feature Descriptors

The descriptor generation pipeline is illustrated in Fig. 2. Given a pair of images $I_A$ and $I_B$, LoFTR [14] establishes coarse-level matches with coarse features and then refines the matches to the fine scale with a coarse-to-fine scheme.

Coarse-level descriptors: As suggested in Fig. 2, the coarse features $F^c_A$ and $F^c_B$ are from the fourth blocks of the CNN with 256 channels with $1/8$ scale of the original image. They are fed into a transformer with attentional aggregation and receptive filed expansion for further feature extraction. Then a matching module is utilized to construct coarse-level matches with an outlier rejection. Based on the transformed features $\hat{F}^c_A$ and $\hat{F}^c_B$, the score matrix $S$ whose elements $S_{i,j}$ can be computed by the inner product of corresponding feature vectors $f^A_i$ and $f^B_j$ with

$$S_{i,j} = f^A_i \cdot f^B_j,$$

where $(f^A_i, f^B_j) \subseteq (\hat{F}^c_A, \hat{F}^c_B)$ (1)

Inspired by the matching strategy, we notice that the transformed coarse features can be utilized to produce descriptors for a match $(i, j)$. Therefore, the corresponding items on the coarse feature maps $\hat{F}^c_A$ and $\hat{F}^c_B$ are separately saved as the coarse-level descriptors, namely $f^A_i, f^B_j \subseteq \mathbb{R}^{256}$. Thanks to the self-attention and cross-attention mechanisms of the transformer module, the coarse-level descriptors encode the unique description of a local 8×8 image patch while maintaining global receptive filed of the whole image.

Fine-level descriptors: LoFTR [14] operates on fine-level features to obtain sub-pixel matches in a coarse-to-fine manner. The fine-level features are cropped within a local window of size $5 \times 5$ centered at $i$ and $j$ respectively. Then a fine-level processing and matching pipeline is applied to get a sub-pixel coordinate $\hat{j}$ on the second image $I_B$. The final matched positions $(i, j)$ can be formulated as:

$$i = 8 \times \hat{i},$$

$$j = 8 \times \hat{j} + 2 \times \hat{j},$$

We select the center feature vector of $\hat{F}^c_i$ as the fine-level descriptor on image $I_A$ for position $i$. The fine-level descriptor on image $I_B$ is obtained by interpolating $\hat{F}^c_B$ bilinearly at position $\hat{j}$, as shown in the right part of Fig. 2. At this point, we have obtained the fine-level descriptors $f^A_i, f^B_j \subseteq \mathbb{R}^{128}$. Finally, by concatenating the coarse and fine level descriptors, the complete hierarchical descriptors that capture both high and low level textures of the matched feature $(i, j)$ can be obtained and recorded as:

$$f^A_i = f^A_i + f^B_i \subseteq \mathbb{R}^{384}$$

$$f^B_j = f^A_j + f^B_j \subseteq \mathbb{R}^{384}$$

(3)

B. Framework of RWT-SLAM

The system overview of our RWT-SLAM is illustrated in Fig. 3. Given the current frame, the keypoints and descriptors from the reformed LoFTR are fed into the classical ORB-SLAM framework. To make our RWT-SLAM more adaptive to the extreme environment, we make more improvements on the ORB-SLAM framework.
Feature extraction and filtering. LoFTR [14] directly produces dense feature matches for a pair of images. However, the distribution of the matches can change drastically across images, especially for the scene with large illumination changes or weak texture. When applying them on successive input frames with weak texture, the repetitiveness of the feature points across the frames can be low, which is fatal for SLAM. To produce enough feature points with wide distribution, we copy the current frame and concatenate them at the channel dimension before feeding them into LoFTR. Generally for each $8 \times 8$ image patch, one feature point and corresponding descriptor can be obtained.

The feature points we obtained have sufficient quantity while at the cost of less distinctiveness. If there is some structure in the environment, which is true for common corridors or offices, the structure information can be used to select more distinctive feature points. We rely on canny edge detection followed by Hough transformation to form feature masks with the shape of thick line. Only the feature points within the mask are maintained for matching because they are more distinctive and are able to produce more accurate matching. An example showing the matching results before and after the use of feature mask is presented in Fig. 1. Some examples of the feature masks are also shown in Fig. 4, where the width of the line is set to 20 pixels.

Tracking. In ORB-SLAM2 [4], the motion estimation is achieved by frame to frame keypoints tracking and pose-only bundle adjustment. Once the keypoints and the descriptors are obtained, the system relies on a progressive methods for frame to frame tracking. First, by assuming a constant velocity the keypoints of the previous frame are projected to the current frame and matches are searched in a local window. If that fails, the system will try to find matches using bag of words (BoW) among current frame and the referenced keyframes. In our system, we replace these two matching strategies with a standard K nearest-neighbor search followed by a ratio test. The KNN matcher establishes stable matches by computing the Euclidean distance between the descriptors. With the learned descriptors, the brute-force matcher is more suitable for images with low-texture.

Vocabulary training. A visual vocabulary is trained offline in ORB-SLAM2 [4] to accelerate matching process in tracking, relocalization and loop closing. We adopt DBoW3 framework to build the new visual vocabulary based on the descriptors produced in part A, and Bovisa 2008-09-01 [34] is used for vocabulary training. The vocabulary is produced in binary form, which is more efficient for use during system initialization and image matching.

IV. EXPERIMENTS

We carried out extensive experiments on various datasets to verify the effectiveness of our SLAM system. Similar to GCN-SLAM and DXSLAM, all experiments are conducted on RGB-D data. The TUM RGB-D dataset [35] contains sequences with highly low texture, which are very challenging to most existing visual SLAM algorithms. We further perform experiments on OpenLORIS-Scene datasets [36] and our own dataset, evaluating the lifelong capabilities and localization performance under low-textured environments.

We use the pretrained LoFTR model provided by the author to generate the keypoints and descriptors. All experiments are performed on a computer with an intel i7-10700k CPU and NVIDIA 1650 GPU. We sample the images at an interval of 5 frames for the RWT-SLAM system and interpolate the trajectory for the other frames in real time. Our system works at frame rates around 8Hz and can be accelerated with more powerful GPUs.

A. Evaluation on TUM RGB-D dataset

The TUM RGB-D dataset is an excellent dataset with accurate ground truth from motion capture system, which is very suitable for evaluating the localization accuracy. We select several sequences in fr3 which have weak or even no-texture for testing.

RWT-SLAM is built upon ORB-SLAM2 [4]. For comparison, we also execute GCN-SLAM [12] and DXSLAM [22], who are both based on ORB-SLAM2 and use learned features at the front-end. Absolute Trajectory Error (ATE)
are used for quantitative evaluation. The experiments are conducted with $640 \times 480$ resolution except for GCN-SLAM, where $320 \times 160$ resolutions is adopted since this is the best configuration according to their original paper.

**TABLE I: RMSE RESULTS ON TUM RGB-D DATASET**

| sequences          | ORB SLAM2 | GCN SLAM | DXSLAM | RWT SLAM |
|--------------------|-----------|----------|--------|----------|
| fr3\_cabinet       | 0.070m    | 0.142m   | 0.212m |
| fr3\_str\_notex\_far | 0.037m   | 0.044m   | 0.106m |
| fr3\_str\_notex\_near | -        | -        | 0.134m |

The comparison results are listed in Table I, where we can see our method succeeds tracking in all sequences. To the best of our knowledge, this is the first visual SLAM algorithm who can survive all of these harsh sequences. For fr3\_cabinet, there is only a large cabinet in an empty room. Hand crafted keypoints like ORB can be only extracted around the corners or the edges of the cabinet so it is easy to lose tracking. fr3\_str\_notex\_far and fr3\_str\_notex\_near have some structures but with little texture. The last two sequences are of both little structure and little texture, causing failure for most of the algorithms. Comparing with other learning-based or hand-crafted keypoints, our system are highly reliable in these extreme environments. The trajectory errors, the tracked keypoints as well as the feature masks for two of these sequences are also illustrated in Fig. 4. Meanwhile, we notice that for the sequences that ORB-SLAM2 or GCN-SLAM can survive, RWT-SLAM does not achieve the best accuracy. This may due to the more accurate feature position the ORB or GCN produces once they can survive.

**B. Experiment on OpenLORIS Dataset**

There are five scenes in OpenLORIS-Scene dataset, including office, corridor, home, café and market. Some scenes are very challenging because of featureless walls and low illumination, making it impossible to finish the entire tracking for most visual SLAM algorithms. We compare our algorithm with ORB-SLAM2 and other deep feature based SLAM methods. GCN-SLAM does not conduct experiment on this dataset and we run the source code of it with the default configurations provided by their paper. Since OpenLORIS provides IMU data, we also test ORB-SLAM3 [37] which is a state-of-the-art visual-inertial SLAM system for comparison. The success rate CR and the RMSE error of the successful part of the trajectory are used as evaluating metric. The results are shown in Fig. 5, where we can see that RWT-SLAM achieves the longest tracking life on all of these scenes. When the most challenging corridor and home scenes which are highly weak-textured are concerned, our RWT-SLAM outperforms the GCN-SLAM who ranks the second by 5.90% and 20.37% in CR respectively. It is interesting to find that with the help of IMU, ORB-SLAM3 does not performs better than ORB-SLAM2 in most of the sequences. This may due to the difficulty of the initialization of the IMU in these environments. As to the localization accuracy, our system is comparable to the GCN-SLAM, while inferior than the feature tailored system like ORB-SLAM and DXSLAM. The phenomenon is similar to section IV-A. Nevertheless, our goal is to survive longer and achieve higher robustness under challenging weak-textured scenes.

**C. Qualitative Results on our own dataset**

To further demonstrate the performance of RWT-SLAM in real weak-texture areas, we use an Intel RealSense D455 RGB-D camera and collect four sequences under different conditions: a) walking through a corridor, turning 180 de-
ues at the end of the corridor and going back; b) going into a room looking at the floor and white walls; c) walking on a road outdoor forming a closed loop in the end; d) going upstairs and down back to the start point. Since there is no metric ground truth available, the experiments in this section serves as a complementary testing under real challenging scenes. We compare our system with GCN-SLAM and ORB-SLAM2 and the estimated trajectory results are shown in Fig. 6. As shown in Fig. 6a, ORB-SLAM2 cannot cope with 180 degrees turn and lost tracking at the top right of the trajectory. GCN-SLAM gives wrong rotation prediction and trajectory deviates from the actual waking route while our system keeps reasonable tracking through the sequence. In room sequence, GCN-v2 and ORB features decrease dramatically when encountering walls and floors with weak-texture, leading to incorrect localization starting from the marked red circle shown in Fig. 6b. As shown in Fig. 6c, in outdoor sequence tracking fails immediately for ORB-SLAM2, and GCN-SLAM loses tracking at the third turn. Fig. 6d shows great robustness of RWT-SLAM when dealing with the images containing large featureless areas and motion blurs. Our RWT-SLAM is the only one surviving all of the four challenging sequences with reasonable localization accuracy. The reconstructed map for the outdoor and stair sequences are shown in Fig. 7.

D. Ablation Studies

In order to demonstrate the effectiveness of each component proposed, we conduct ablation studies on TUM RGB-D dataset. The results of different configurations of RWT-SLAM are shown in Table II. In term of the feature descriptor, RWT-SLAM with coarse-level descriptors only can survive all of the five sequences but with lower localization accuracy, while with fine-level descriptors alone fails in most.
of the sequences. This is because coarse-level descriptors have large receptive field but with rough resolution, which leads to worse tracking. Fine-level descriptors only captures small receptive filed which is not distinctive enough for matching. Comparing to the full configuration, removing the feature mask module will decrease the localization accuracy. KNN matcher is also essential for the method in the sense that without it only two sequences can be successful treated.

V. CONCLUSIONS

In this paper, a robust visual SLAM system based on deep feature is proposed to deal with highly weak-textured environments. Different from the existing detector-based deep features, the state-of-art detector-free network LoFTR is modified to generate dense interest points and the corresponding descriptors. Thanks to the large receptive field provided by the attentional aggregation of the network, we are able to obtain high quality descriptors for scenes with little texture and structure. To make the feature more adaptive to challenging scenes, we present feature masks and retrain the vocabulary for the classical ORB-SLAM framework. KNN matching is also employed during tracking to strengthen the feature matching under extreme environments. Experimental results on various public datasets and our own data prove the success of our system.

REFERENCES

[1] Lowe D G. Distinctive image features from scale-invariant keypoints[J]. International journal of computer vision, 2004, 60(2): 91-110.
[2] Rublee E, Rabaud V, Konolige K, et al. ORB: An efficient alternative to SIFT or SURF[C]//2011 International conference on computer vision. Ieee, 2011: 2564-2571.
[3] Shi J. Good features to track[C]//1994 Proceedings of IEEE conference on computer vision and pattern recognition. IEE, 1994: 593-600.
[4] Mur-Artal R, Tardós J D. Orb-slam2: An open-source slam system for monocular, stereo, and rgb-d cameras[J]. IEEE transactions on robotics, 2017, 33(5): 1255-1262.
[5] Engel J, Schöps T, Cremers D. LSD-SLAM: Large-scale direct monocular SLAM[C]//European conference on computer vision. Springer, Cham, 2014: 834-849.
[6] Engel J, Koltun V, Cremers D. Direct sparse odometry[J]. IEEE transactions on pattern analysis and machine intelligence, 2017, 40(3): 611-625.
[7] Gomez-Ojeda R, Moreno F A, Zuniga-Noël D, et al. PL-SLAM: A stereo SLAM system through the combination of points and line segments[J]. IEEE Transactions on Robotics, 2019, 35(3): 734-746.
[8] Qiao C, Bai T, Xiang Z, et al. Superline: A Robust Line Segment Feature for Visual SLAM[C]//2021 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS). IEEE, 2021: 5664-5670.
[9] Li Y, Brasch N, Wang Y, et al. Structure-slam: Low-drift monocular slam in indoor environments[J]. IEEE Robotics and Automation Letters, 2020, 5(4): 6583-6590.
[10] DeTone D, Malisiewicz T, Rabinovich A. Superpoint: Self-supervised interest point detection and description[C]//Proceedings of the IEEE conference on computer vision and pattern recognition workshops. 2018: 224-236.
[11] Tang J, Folkesson J, Jensfelt P. Geometric correspondence network for camera motion estimation[J]. IEEE Robotics and Automation Letters, 2018, 3(2): 1010-1017.
[12] Tang J, Ericson L, Folkesson J, et al. GCNv2: Efficient correspondence prediction for real-time SLAM[J]. IEEE Robotics and Automation Letters, 2019, 4(4): 3505-3512.
[13] Jiang W, Trulls E, Hosang J, et al. Cotr: Correspondence transformer for matching across images[C]//Proceedings of the IEEE/CVF International Conference on Computer Vision. 2021: 6207-6217.
[14] Sun J, Shen Z, Wang Y, et al. LoFTR: Detector-free local feature matching with transformers[C]//Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. 2021: 8922-8931.
[15] Vaswani A, Shazeer N, Parmar N, et al. Attention is all you need[J]. Advances in neural information processing systems, 2017, 30.
[16] Klein G, Murray D. Parallel tracking and mapping for small AR workspaces[C]//2007 6th IEEE and ACM international symposium on mixed and augmented reality. IEEE, 2007: 225-234.
[17] Mur-Artal R, Montiel J M M, Tardos J D. ORB-SLAM: A versatile and accurate monocular SLAM system[J]. IEEE transactions on robotics, 2015, 31(5): 1147-1163.
[18] Förster C, Pizzoli M, Scaramuzza D. SVO: Fast semi-direct monocular visual odometry[C]//2014 IEEE international conference on robotics and automation (ICRA). IEEE, 2014: 15-22.
[19] Tateno K, Tombari F, Laina I, et al. Cnn-slam: Real-time dense monocular slam with learned depth prediction[C]//Proceedings of the IEEE conference on computer vision and pattern recognition. 2017: 6243-6252.
[20] Bloesch M, Czarnecki J, Clark R, et al. CodeSLAM—learning a compact, optimisable representation for dense visual SLAM[C]//Proceedings of the IEEE conference on computer vision and pattern recognition. 2018: 2560-2568.
[21] Yu C, Liu Z, Liu X J, et al. DS-SLAM: A semantic visual SLAM towards dynamic environments[C]//2018 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS). IEEE, 2018: 1168-1174.
[22] Li D, Shi X, Long Q, et al. DXSLAM: A robust and efficient visual SLAM system with deep features[C]//2020 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS). IEEE, 2020: 4958-4965.
[23] H. Zhou, B. Ummenhofner, and T. Brox. Deepslam: Deep tracking and mapping. In Proceedings of the European conference on computer vision (ECCV), pages 822–838, 2018.
[24] C. Liu, J. Gu, K. Kim, S. G. Narasimhan, and J. Kautz. Neural rgb (r) d sensing: Depth and uncertainty from a video camera. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 10986–10995, 2019.
[25] Li R, Wang S, Gu D. DeepSLAM: A Robust Monocular SLAM System with Unsupervised Deep Learning[J]. IEEE Transactions on Industrial Electronics, 2021, 68(4): 3577-3587.
[26] Dusmanu M, Rocco I, Pajdla T, et al. D2-net: A trainable cnn for joint detection and description of local features[J]. arXiv preprint arXiv:1905.03561, 2019.
[27] Revaud J, Weinzaepfel P, De Souza C, et al. R2D2: repeatable and reliable detector and descriptor[J]. arXiv preprint arXiv:1906.06195, 2019.
[28] Luo Z, Shen T, Zhou L, et al. Contextdense: Local descriptor augmentation with cross-modality context[C]//Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2019: 2527-2536.
[29] Luo Z, Zhou L, Bai X, et al. Asifeat: Learning local features of accurate shape and localization[C]//Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. 2020: 6589-6598.
[30] Rocco I, Cimagi M, Arandjelovic R, et al. Neighbourhood consensus networks[J]. Advances in neural information processing systems, 2018, 31.
[31] Li X, Han K, Li S, et al. Dual-resolution correspondence networks[J]. Advances in Neural Information Processing Systems, 2020, 33: 17346-17357.
[32] Wang Q, Zhou X, Harlharan B, et al. Learning feature descriptors using camera pose supervision[C]//European Conference on Computer Vision. Springer, Cham, 2020: 757-774.
[33] Sarlin P E, DeTone D, Malisiewicz T, et al. Superglue: Learning feature matching with graph neural networks[C]//Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. 2020: 4938-4947.
[34] Bonarini A, Burgard W, Fontana G, et al. Rawseeds: Robotics advancement through web-publishing of sensorial and elaborated datasets[C]//Proceedings of ICRA. 2006, 6: 93.
[35] Sturm J, Engelhard N, Endres F, et al. A benchmark for the evaluation of RGB-D SLAM systems[C]//2012 IEEE/RSJ international conference on intelligent robots and systems. IEEE, 2012: 573-580.
[36] Shi X, Li D, Zhao P, et al. Are we ready for service robots? the open-worliscene datasets for lifelong slam[C]//2020 IEEE international
conference on robotics and automation (ICRA). IEEE, 2020: 3139-3145.

[37] Campos C, Elvira R, Rodríguez J J G, et al. Orb-slam3: An accurate open-source library for visual, visual–inertial, and multimap slam[J]. IEEE Transactions on Robotics, 2021, 37(6): 1874-1890.