Image Compression and Reconstruction using DOST and DCST
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Abstract
Image compression is a key step in the processing of images to reduce the data size and speed of image transmission and storage. Wavelets are usually said to be the innovative technique to compress the image, but the output of waves on smooth parts of the image is suboptimal. A new technique for image compression using Stockwell Transform is therefore being proposed. In this work MATLAB technical computing language is used to implement the proposed Stockwell Transforms. The quality parameters such as Mean Square Error, Peak Noise Ratio, Normalized Cross-correlation, Average Difference, Content Structural, Maximum Difference and NAE are computed to assess the methods.
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Introduction
The art and science of reducing the amount of data needed for an image is image compression in the field of digital image processing, which is the most helpful and commercially successful technologies [1]. The compression algorithms and specifications benefit from the use of a digital camera, videos and web surfing. According to the principles of television engineering, the video is translated into images. A two-hour Standard Definition TV movie needs 224 GB of data storage, where a total of 27 out of 8.5 GB of dual-layer DVDs are provided for data storage.

The data should be compressed by a factor of 26.3 for storage on a single disk and the compression rate for high-definition TV would increase. In order to reduce storage space and increase the speed of transmission image compression, web pictures and high-resolution digital camera pictures are also used. A residential internet connection provides data for broadband with a speed of 56 to 12 Mbps. So, the time needed to transmit an image of 128x128x24 bit color over the speed range is 7.0 to 0.03 seconds. When the image is compressed, the time of transmission can be decreased by a factor of 2 to 10 and more.

In further fields such as video conference, remote sensing, facsimile transmission (FAX), document and medical imaging image compression plays an important role. Image compression offers growing applications, depending on how effectively the binary, gray scale and color images are treated, processed and transmitted.

Today, with the growth of new commuting technologies, image compression needs are growing rapidly. Image compression is the only solution to the problem of digital image delivery and the storage of large numbers of digital image files. Compression decreases the storage space by maintaining the image quality. Image compression covers applications such as television broadcasting, satellite remote sensing and other long-range communication. There are two methods of compression-lossy compression and lossless compression. Lossless does not require any data loss during compression and reconstruction, while data loss occurs in loss compression. Lossy methods are used in applications for signal processing. Image compression can be accomplished by using Discrete Cosine Transform, where the transform is a sum of cosine functions, which are oscillated at different magnitudes and frequencies. A 2D Discrete Cosine Transform is used and implemented using simple JPEG hardware, but when the compression ratio is high, ‘blocking objects’ cannot be ignored. But the image quality restored degrades by true contouring.

In the Discrete Wavelet Transform (DWT) of an image, the sum of wavelet functions known as wavelets and the size and position of wavelets are different. Discrete wavelet transformation (DWT) represents images as a set of High and Low pass data, first dividing the image into 32x32 blocks and then crossing two filters for each block. A transformation matrix is generated and passed through the desired compression by a constant scaling factor. Daubuchies are typically used for compression of images. On smooth image sections, discrete wavelet transformation (DWT) output is suboptimal. The use of DOST and DCST for image compression has been explored as an alternative to this traditional approach. This paper presents a comparison of DOST and DCST.

Related Work
Yanwei wang, et.al [2] have presented and investigated the discrete orthogonal stockwell transform (DOST) for image compression. This transform provides a multiresolution spatial- frequency representation, higher value of PSNR and better quality of the image. In the smooth regions of 2D image compression, the distribution of errors
suggests that this transform technique outperformed the wavelet compression techniques. The Discrete Rajan Tranforms (DRT) have been presented and discussed for higher quality compression [3-4]. The image compression using DRT is compared and analyzed with the different wavelet transforms. The performance of DRT is evaluated in terms of image quality metrics such as Mean Square Error, Peak Signal to Noise Ratio, Normalized Cross Correlation, Average Difference, Structural Content, Maximum Difference and Normalized Absolute Error. The simulation results of DRT are better than DCT and DWT.

**Stockwell Transforms**
The Wavelet Transform (WT) is good for extracting time and frequency data fields and is noise sensitive [7]. The STFT has a fixed resolution and phase information is not included in the Wavelet Transform. This led to the development of a new transform known as the Stockwell Transform, an extension of the Wavelet Transformation or STFT variable window [13]. It is based on the scalable Gaussian localization window and provides frequency dependent resolution [6]. The S transform is known for its local spectral phase characteristics. The key characteristic of the S-Transformations is that they uniquely combine a frequency-dependent time-frequency resolution with referenced local phase information [2].

S Transform provides the frequency-based resolution through direct control of the Fourier spectrum relationship. The wavelet transform does not satisfy the zero mean condition so it is not a Continuous Wavelet transformation. The S transform is extremely stable in noise conditions and can effectively define and process non-stable signals [2].

S-Transforms could be used in both medical and non-medical applications [5]. It is used in geophysics, gravitational wave detection, image transmission/compression, and so on in non-medical applications [9-10]. The following approach is followed by considering standard images to test the output of the S Transform (DOST and DCST) for image compression. The sequence of steps involved in the algorithm is as given below:

1. Read the Standard input Image.
2. Compute the DOST/DCST coefficients of the Image.
3. Compute the Compression Ratio by applying Run Length Coding.
4. Compute the inverse DOST/DCST for the compressed image reconstruction of original image
5. Calculate the Image Quality Measurement parameters

The block diagram of Image Compression and Decompression using DOST and DCST is shown in the figure.1.

Fig.1: The Block Diagram of Image Compression and Decompression using DOST and DCST.

**Image Quality Measurement Parameters**
This section makes a breakthrough on the consistency calculation parameters used to equate DOST and DCST for Discrete Orthonormal Stockwell Transform. The digital images are subject to a number of distortions which can be created, processed, compressed and stored. Distortions that reduce image quality may also occur during transmission and reconstruction [11]. Mean Squared Error (MSE) and Peak Signal to Noise Ratio (PSNR) are generally used Image Quality metrics [8]. MSE and PSNR require simple calculations and have a distinct meaning, which is logical and not well suited for visual quality [12]. The quality of reconstructed image can also be assessed by the following quality measurement parameters [4].

**A. Mean-squared Error (MSE)**
The equation (1) is the mean squared error for a two-dimensional image of a scale (MxN)

\[
\text{MSE} = \frac{1}{MN} \sum_{x=1}^{M} \sum_{y=1}^{N} [I(x, y) - I'(x, y)]^2
\]  

(1)
Here I(x,y) is the input image (or) original image and I’(x, y) is the output image or reconstructed image. If the MSE value is lower, it implies that there is less number of errors in the reconstructed image.

B. Peak Signal to Noise Ratio (PSNR)
The PSNR is the measure of peak error in the reconstructed image and is given by equation (2).

\[
\text{PSNR} = 10 \log_{10} \left( \frac{255^2}{\text{MSE}} \right)
\]  

(2)

From the equations (1) and (2), it can be seen that there is an inverse relation between PSNR and MSE. The lower the MSE value, the higher the PSNR. Higher PSNR value means that the signal-to-noise ratio is higher.

C. Normalized Cross-Correlation (NCC)
A commonly used parameter which helps to determine the degree of similarity or difference between the image original and reconstructed. The NCC value normally varies from -1 to 1. The image alignment in the time series is accurate if the value of the NCC is ‘1’ but the amplitude can vary and it is represented in equation (3).

\[
\text{NCC} = \frac{\sum_{x=1}^{M} \sum_{y=1}^{N} I(x,y) \cdot I'(x,y)}{\sum_{x=1}^{M} \sum_{y=1}^{N} (I(x,y))^2}
\]  

(3)

D. Average Difference (AD)
Average Difference is defined as AD=Error/(MxN), Error = (Original Image – Reconstructed Image)

\[
\text{AD} = \frac{1}{MN} \sum_{x=1}^{M} \sum_{y=1}^{N} [I(x,y) - I'(x,y)]
\]  

(4)

E. Structural Content (SC)
Structural contents decide the degree of correspondence in pictures. The more common regions of both the original pictures and the restored ones, the more similar they are. The equation for Structural Content is given by equation (5).

\[
\text{SC} = \frac{\sum_{x=1}^{M} \sum_{y=1}^{N} (I(x,y))^2}{\sum_{x=1}^{M} \sum_{y=1}^{N} (I'(x,y))^2}
\]  

(5)

F. Maximum Difference (MD)
It gives the variation of the method of paired comparisons. It is given by equation (6).

\[
\text{MD} = \text{Max}(|I(x,y) - I'(x,y)|)
\]  

(6)

G. Normalized Absolute Error (NAE)
This gives the numerical difference between the original and the reconstructed image given by equation (7).

\[
\text{NAE} = \frac{\sum_{x=1}^{M} \sum_{y=1}^{N} |I(x,y) - I'(x,y)|}{\sum_{x=1}^{M} \sum_{y=1}^{N} I(x,y)}
\]  

(7)

Results and Discussion
In this work, the Lena image as shown in Fig.2 is considered for experimental investigation and is subject to both DOST and DCST methods. These methods help to compress the image through the transformation of the corresponding algorithms and produce the reconstructed image of the original image as shown in Figures 2 and 3.
These methods are further investigated on various images which are mentioned in Table 1. The accuracy of the reconstructed image will be assessed using the standard measurement criteria, namely MSE, PSNR, NCC, AD, SC, MD and NAE. 1. MSE is, for example, a very simple and very common measure of distortion. The MSE value is the difference between the processed image and the test image. The smaller the MSE, the better the outcome. PSNR is also one of the most commonly used metric parameters for the calculation of reconstruction efficiency.

A higher PSNR value indicates a higher quality reconstruction. The structural quality is a global metric that compares the overall weight of the picture compressed to the original. The structural container with a weight of 1, shows a better image quality. Average low value disparity suggests a good image quality. The normalized correlation gives the original picture closeness to the decode. NAE, which is a measure to study the approximation quality of the maximum value images. It is clear that statistical DCST metrics are closer to the ideal values and that significantly better results are achieved.

## Table 1: Results of Various Test Images for DOST and DCST

| Image    | DOST MSE | DOST PSNR | DOST NCC | DOST AD | DOST SC | DOST MD | DOST NAE | DCST MSE | DCST PSNR | DCST NCC | DCST AD | DCST SC | DCST MD | DCST NAE |
|----------|----------|-----------|----------|---------|---------|---------|---------|----------|-----------|----------|---------|---------|---------|---------|
| Lena     | 603.103  | 30.3247   | 0.9654   | 1.2623  | 1.0337  | 223     | 0.0866  | 574.715  | 20.5363   | 0.9688   | -0.0788 | 0.9914  | 238     | 0.1669  |
| Barbara  | 1488.9   | 16.4021   | 0.405   | -0.0732 | 1.0188  | 248     | 0.2206  | 531.9047 | 20.8725   | 0.9926   | -3.5249 | 0.9582  | 119     | 0.1207  |
| Moon     | 2130.2   | 14.8466   | 0.9405   | -0.0732 | 1.0188  | 248     | 0.2206  | 494.8005 | 21.1865   | 0.9635   | -2.3952 | 0.9582  | 119     | 0.1207  |
| Cameran  | 5761.2   | 10.5257   | 0.7775   | 6.082   | 1.412   | 255     | 0.4068  | 6374.9   | 10.0861   | 0.7201   | 11.2131 | 1.6397  | 255     | 0.4873  |
| Joker    | 5821.7   | 10.4803   | 0.8061   | 19.6978 | 1.361   | 254     | 0.3032  | 4076.3   | 12.0281   | 0.7675   | 30.0638 | 1.6092  | 255     | 0.3094  |
| Marble   | 5749.151 | 20.5363   | 1.0014   | -11.0185| 0.9114  | 147     | 0.3111  | 1454     | 16.5051   | 1.107    | -26.1512| 0.6891  | 252     | 0.5538  |

## Conclusion
The removal of noise from unwanted images is a significant and difficult problem in the era of image enhancement and computer vision. It is therefore of great importance to restore the damaged picture to its simple state. This paper offers a comparative analysis of different DOST and DCST image quality metrics. Different parameters were checked for different images from different data sets based on two images. Each metric has a role to play in monitoring the quality of the image. It is thus found that DCST method in quantitative as well as parametric analysis has exceeded DOST.
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