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The assessment of teaching quality is a very complex and fuzzy nonlinear process, which involves many factors and variables, so the establishment of the mathematical model is complicated, and the traditional evaluation method of teaching quality is no longer fully competent. In order to evaluate teaching quality effectively and accurately, an optimized GA-BPNN algorithm based on genetic algorithm (GA) and backpropagation neural network (BPNN) is proposed. Firstly, an index system of teaching quality evaluation is established, and a questionnaire is designed according to the index system to collect data. Then, an English teaching quality evaluation system is established by optimizing model parameters. The simulation shows that the average evaluation accuracy of the GA-BPNN algorithm is 98.56%, which is 13.23% and 5.85% higher than those of the BPNN model and the optimized BPNN model, respectively. The comparison results show that the GA-BPNN algorithm in teaching quality evaluation can make reasonable and scientific results.

1. Introduction

At present, English is the undisputed world language, which is mainly due to the development of economic globalization. As a bridge tool for communication between different countries, English plays a very important role in international cooperation, information exchange, and technology dissemination. What kind of education belongs to high-quality education? It is essential to assess the teaching quality objectively, find out the problems in teaching in time, and put forward the corrective measures accordingly. Therefore, the same stuff perfect teaching assessment system is a momentous section of teaching work, which can help the education department assess the teaching quality from the aspects of English classroom teaching, teaching achievements, school management, and teachers [1]. In order to improve the problems existing in teaching and improve the teaching quality, it is necessary to clarify the current teaching situation. It is necessary to construct an English teaching quality assessment system suitable for the actual situation of universities. The self-positioning of universities determines that the assessment of teachers’ teaching quality not only can be assessed by theoretical teaching but also can pay close attention to the development of students’ practical skills so that students have a solid theoretical foundation and practical ability that satisfy the demand of social development. Therefore, the assessment of teaching quality is a significant content of teaching management [2, 3].

The assessment of teaching quality in universities is a fuzzy and complex nonlinear question, which is mainly manifested in a wide range of assessment contents and a large number of indicators. Researchers use grey relational analysis, analytic hierarchy process, and fuzzy all-round assessment to assess teaching quality [4–6]. Although various assessment factors are fully considered, it is difficult to eliminate subjectivity and randomness, which has certain limitations on nonlinear teaching quality assessment. With
the successive expansion of computer, Internet, and artificial intelligence, new means, for example, BP neural network (BPNN), have appeared in the research of teaching quality assessment [7]. BPNN, which is suitable for dealing with nonlinear problems and has a self-learning function, can ameliorate the exact of teaching quality assessment to a certain extent. However, because the descent learning method adopted by neural network is local search, it is simple for neural network to divide into local minimum, and its generalization ability is weak. In view of these shortcomings, literature [8] selects the maximum entropy criterion with the function of describing uncertainty distribution information to replace the mean-square-error criterion of BP algorithm and establishes the maximum entropy neural network assessment model of teaching quality. The relative error of the improved model is relatively small, and the results show that the method has certain generalization ability and credibility. Literature [9] uses PSO neural network technology to establish a teaching quality assessment system in universities. The system takes teaching assessment criteria as input and teaching assessment results as output. The assessment outcome shows that this means may better put up with the weak point of conventional teaching quality assessment means.

With the introduction of neural network in teaching quality assessment in recent years, the shortcomings based on a traditional prediction model have been greatly overcome, and the results are good [10]. Nevertheless, because the ordinary neural network algorithm is easy to be limited to the minimum locally, it cannot improve the convergence speed, so it is difficult to make the learning results of the network converge accurately.

In this paper, we have concluded some contributions as follows: (1) the GA-BPNN model is proposed and applied to study the English teaching quality evaluation model; (2) compared to other baseline methods, the simulation shows that the average evaluation accuracy of the GA-BPNN model is 98.56%, which is 13.23% and 5.85% higher than the BPNN model and the optimized BPNN model, respectively; and (3) results show that the GA-BPNN model in teaching quality evaluation can make reasonable and scientific results.

In this paper, the work is composed of six sections. In the first section, we analyzed the background in English teaching quality evaluation and summarized the contributions. In the second section, we discussed some related papers and their contributions in this area. In the third section, we proposed the GA-BPNN model and presented its theories. In the fourth section, we constructed the English teaching quality evaluation system. In the fifth section, we discussed the computed results by the designed system and also compared the proposed system to other baseline methods. In the sixth section, we concluded this work and presented the limitations.

1.1. Related Work. The assessment of college English teaching quality is a complex problem. English teaching includes many factors such as teaching conditions, course difficulty, teachers’ teaching, and learning effect, which interact with each other. At the same time, the relationship between teachers and students is complex, and there are many factors. At present, there is no recognized and ideal assessment system of English classroom teaching quality. Literature [11] thinks that the standard of measuring teaching quality should not be school reputation but should be carried out around various indicators that affect students’ mental development. Literature [12] divides the assessment of education quality into four dimensions, which are background, development, internal consistency, and external consistency. Literature [13] advocates that the assessment of teaching quality should be carried out from three dimensions, namely the quality in classroom concept, the quality in economic concept, and the quality in value judgment. Literature [14, 15] analyze the basic characteristics of China’s primary and secondary education assessment from three aspects: structure, function, and social function and point out that there are some problems in China’s education assessment, such as utilitarian tendency, single education assessment standard, lagging education assessment system, and rigid system. Literature [16] advocates that education reform should be combined with assessment reform, and education quality assessment reform cannot be analyzed in isolation. Literature [17] holds that it is necessary to innovate the system of teaching quality assessment under the direction of the scientific conception of burgeon, seek reform in innovation, and promote progress in reform. Literature [18] holds that the improvement of education quality depends on the innovation of the teaching system, and the teaching system should be changed with the development of society.

At present, scholars have done research on teaching quality assessment models for different school types, different disciplines, and different majors. Literature [19] has designed the teaching quality assurance system for undergraduate students in research universities, extracted the important factors affecting the assessment of teaching quality, and put forward the implementation countermeasures for the key factors, thus providing a more reasonable and effective system for the assurance of teaching quality. Literature [20] is a research on the construction of a practical teaching system in application-oriented universities. Through empirical research, it provides reliable theoretical support for the cultivation of applied talents and the assessment of teaching quality in practice-oriented universities. Literature [21] combines the characteristics of military school teaching and the requirements of the Ministry of Education for military school education and establishes a military school teaching quality assessment system in view of BPNN so as to realize scientific, reasonable, and timely assessment of military school teaching quality. Literature [22] uses fuzzy comprehensive assessment means to assess the teaching quality of MOOC in college physics from three aspects: the degree of achieving teaching objectives, the rationality of teaching content, and the conformity of teaching assessment and feedback. Based on the assessment results, the existing problems in MOOC English classroom teaching of college physics are analyzed.
2. Methods

The research history of the genetic algorithm (GA) is correspondingly shorter. Starting with trying to expound the complex adaptation process of organisms in natural systems, the artificial system pattern was built by simulating the mechanism of biological evolution.

Resident is made up of a certain quantity of personal code by genes. Each personal code is in fact a substance with chromosome characteristics. As the major germ carrier of genetic makings, a chromosome is a gathering of polygenes, and its inner indicate (expression gene) is determined by some integration of genes. Therefore, the mapping from phenotype to genotype, that is, coding, needs to be realized at the beginning. This procedure will bring about the offspring resident whose population is like natural evolution adapting to the circumstances more than the former produce, and the best individual in the final produce resident can be translated as the close to the best solution of the question.

The neuron structure diagram is shown in Figure 1, in which purple tentacles gather around the cell body. Dendrites receive external stimuli and transmit stimulation signals into the nucleus for information processing, which is the input of information. In the picture, yellow pith, Schwann cells and cell knots are used to connect two neurons, namely axons. The main function of the axon is to transmit the information of one neuron to other neurons, which is the output of neurons. The human brain is composed of 86 billion such neurons, and all thinking consciousness is realized by connecting them into a network.

BPNN is a multilayer feedforward network with mistaken back spread [23–25]. The composition of BPNN can be simplified as nodes and arrows. Nodes imitate dendrites to receive input information, and arrowheads imitate axons of neurons to transmit information channels. According to the distribution of neurons, neural networks can be divided into input layer, hidden layer, and output layer. There is no connection between nodes in the same layer, and nodes in different layers are connected according to the arrow direction. Data is input through the nodes of the input layer, and the nodes of the hidden layer and the output layer activate and operate the data.

Activation is the process of mathematically deforming the values obtained by summing nodes. For example, Figure 2 is the structure diagram of BPNN, which can be expressed as $y_1 = g(x_1)$.

The essence of the BPNN model algorithm is to constantly adjust the network model parameters by propagating the calculation errors backward and correcting the errors at the same time so as to keep close to the one-to-one correspondence of targets. Therefore, the neural network model can be optimized by using the training set to train it. The convergence of the training process is analyzed to determine whether it converges and whether its convergence performance is good or bad. Through the test data set, the accuracy and practicability of the predicted value are verified.

The neural network algorithm is simple to separate into local minima, slow in aggregate, and poor in global searching ability, while the GA not only has continuity of an objective function but also has the good global searching ability, and it is easy to get worldwide the best solution or suboptimal solution with better performance. Therefore, the combination of GA and BPNN algorithms can achieve the effect of complementary advantages.

The implementation process is to optimize the weights and thresholds of network connection by GA, train by BP learning algorithm, and verify the test samples by using the generalization capacity of neural network. The steps are as follows [26, 27]:

1. The BPNN is established, and the teaching performance indicators in the training sample set are given as the input and $T$ as the output vector.
2. A group of $P$ individuals are randomly generated; each individual represents the initial weight-threshold distribution of a neural network, and the length of the individual is the sum of the number of individuals and the threshold number of neural network weights, namely
   \[
   n = r * s_1 + s_2 * s_1 + s_1 + s_2, \tag{1}
   \]
   where $n$ is the coding length of GA, $s_1$ is the quantum of hidden layer nodes, $s_2$ is the length of the output vector, and $r$ is the length of the input vector.
3. Design a fitness function associated with the error function, where the fitness function
   \[
   f = \frac{1}{E + 1} E = \frac{1}{2} \sum_{k=1}^{n} (d_k - o_k)^2, \tag{2}
   \]
   where $d_k$ and $o_k$ are the expected output and actual output of $k$ groups of data, and the personal is appraised according to the healthy effect value.
4. Choose the chromosome with strong adaptability, keep the current optimal solution in each generation of inheritance, and enter the next generation directly until it meets the precision requirement or the maximum algebra of 100. At this time, select, cross, and mutate the chromosome according to the law to produce the next generation population.
5. Repeat steps (3) and (4) and obtain the individual with the largest fitness as the primary value and threshold value of BPNN after repeated iteration.
6. Backpropagation of information and error is used to train BPNN so that the error converges to the specified precision range.
7. After the above calculation steps, the BPNN after training is used to assess the assessment samples.

The specific flow of the GA-BPNN combination model is shown in Figure 3.

2.1. English Teaching Quality Evaluation. Teaching quality assessment involves many factors. The index system of this paper is established by referring to the opinions of frontline
teachers, teaching experts, and teaching quality assessment management departments, consulting literature and drawing lessons from the teaching quality assessment index system of some universities. The assessment index system of teaching quality is divided into 5 first-class indexes and 18 second-class indexes, which are numbered $X_1 \sim X_{18}$, as shown in Table 1.

As the output of the neural network, the assessment results of teachers’ teaching quality are separated into five ranks: excellent, good, fair, passing, and failing. The output range of each rank is shown in Table 2.

### 2.2 Data Collection and Processing.

According to the content of the index system, the questionnaire was designed, 100 questionnaires were distributed, 90 were recovered, and 92 valid questionnaires were screened, that is, 92 valid data groups. The transmission function used in the output layer of the neural network is a shape function, and its value range is $[0, 1]$, that is, the output range of the neural network is $[0, 1]$, so the output of training data should be normalized to $[0, 1]$. The scoring data should be standardized to $[0, 1]$. The max-min method, a common normalization method, can well preserve the original meaning of the data, so this method is used to normalize the data.

The calculation of this method is shown in the following formula:

$$X = \frac{I - I_{\text{min}}}{I_{\text{max}} - I_{\text{min}}},$$

(3)

where $X$ is the normalized score, i.e., BPNN input value, $I_{\text{min}}$ is the minimum score of teaching quality, $I_{\text{max}}$ is the maximum score, and $I$ is the untreated score.

The processed sample data of some students’ assessment are shown in Table 3.

### 2.3 Structure Design of BPNN Model.

The procedure of building up the BPNN model is as follows: firstly, establish the neural network construction, that is, determine the quantum of input nodes, output nodes, hidden layers, and nodes in each layer. Adjust the structure of the BP network and building up the primary network factor, and the practice and learning of the neural network begin. When the network tends to be stable after acquiring knowledge, the actual output reaches the specified error requirements or the number of repeated training reaches the specified maximum, and the training ends. At the same time, the test data set is used to evaluate the trained neural network. If it reaches the specified accuracy, the BPNN model has deterministic significance [28–30].

The assessment indexes of students’ assessment of teaching are separated into four first-class indexes, 12 second-class indexes, and the 12 second-class assessment indexes that are adopted as the inputs of the input layer of the neural network. Therefore, the number of nodes in the input layer of BPNN is 12 accordingly. Because there is only one
result of students’ teaching assessment, the output layer of the network is only set as one output node. The value limits are [0, 1].

At present, a common method to determine the best quantity of hidden layer nodes is test and mistaken means [31–34]. When using test and mistaken means, some empirical expression to determine the quantity of hidden layer nodes may be adopted. The common ones are [27] as follows:

\[
m = \sqrt{n + l + a}, \tag{4}
\]

\[
m = \log_2 n, \tag{5}
\]

\[
m = \sqrt{nl}. \tag{6}
\]

where \(m\) is the quantity of hidden layer nodes, \(n\) is the quantity of input layer nodes, 1 is the quantity of output

---

**Figure 3: Algorithm flowchart of GA-BPNN combination model.**
The assessment results all fall within the space of [0, 1] after normalization, so the sensitization functions on the output layer units are all taken as Sigmoid functions, and the effect forms are as follows:

$$f(x) = \frac{1}{1 + e^{-x}}.$$  \hspace{1cm} (7)$$

In this network construction, the input vector is $X = (x_1, x_2, \ldots, x_{12})^T$, and the weight from the input layer unit to the hidden layer unit $h$ is $W = (w_{11}, w_{12}, \ldots, w_{127})$. The output of hidden layer is $Y = (y_1, y_2, \ldots, y_2)$, and the weight from hidden layer to output layer is $W = (w_{1}, w_{2}, \ldots, w_{7})$.

The actual output of the network is $O = \text{net}(Y)$, and $T = (t)$ indicates the prevenient output of the training specimen. The output of hidden layer node $h$ and output of output layer node $s$ are as follows:

$$y_h^k = f \left( \sum_{i=1}^{12} w_{hi} x_i^k + \theta_h \right),$$ \hspace{1cm} (8)$$

$$o_s^k = g \left( \sum_{h=1}^{7} w_{hs} y_h^k + \theta \right).$$

### 3. Results and Analysis

#### 3.1. The Result of GA-BPNN Model

In order to verify the performance of this model, the BP neural network method is used to simulate the sample data, and a comparative experiment is carried out. The simulation experiment of English teaching quality assessment is realized by MATLAB programming, and the mean-square-error variation diagram of BPNN optimized by GA is shown in Figure 4.

Figure 4 shows that the BPNN model optimizing by GA meets the stopping condition in the 60th generation, that is, the number of convergence steps is 60, which indicates that...
the BPNN model optimizing by GA can accelerate the convergence speed of the network.

The prediction accuracy percentage is shown in Figure 5. It can get from Figure 5 that the forecast accuracy percentage of 29 groups of 30 test samples is above 97%, and the prediction accuracy of 22 groups is above 98%. It can be seen that the GA-BPNN model has a good approximation effect.

The sum of squares of GA-BPNN errors is shown in Figure 6. Figure 6 shows that the sum of squares of errors converges quickly before the 6th generation, while the convergence speed of the 10th–30th generation is relatively slow. After the iteration number is 35th generation, the sum of squares of errors of the network is stable, indicating that the GA-BPNN model can achieve global optimization quickly. It can be seen that the model has high adaptability.

The fitness function curve of GA-BPNN is shown in Figure 7. Figure 7 shows that the training fitness function of GA-BPNN converges quickly before the 10th generation and basically reaches a stable state after 43 iterations. It can be seen that the model has high adaptability. In a word, the internal mechanism of GA-BPNN determines its training and prediction performance. Considering the prediction accuracy and adaptability, the GA-BPNN English teaching quality assessment model is effective and robust. Individual samples of the BPNN model have a large deviation from the pretest results, and the prediction results of the GA-BPNN model are stable. Compared with the BPNN teaching quality evaluation model, it can be seen that the GA-BPNN evaluation model has better performance. The evaluation accuracy of the improved model is obviously higher than that of the BP neural network model that is optimized by genetic algorithm. Therefore, the BP neural network evaluation model based on the improved genetic algorithm has better...
application value, and the model can make a timely, effective, and scientific evaluation of teaching quality.

3.2. Model Comparison. The contrast outcomes of average assessment precise are shown in Figure 8. The average assessment accuracy of the BPNN model for 100 groups of data is 85.33%, the average assessment accuracy of the traditional optimized BPNN model is 92.71%, and the average assessment accuracy of the GA-BPNN algorithm is 98.56%, which is 13.23% and 5.85% higher than the two methods, respectively. It can be seen that the GA-BPNN algorithm has better assessment results. The comparison results show that the BP neural network teaching quality evaluation model optimized by a genetic algorithm based on adaptive mutation can make reasonable and scientific evaluation results on teaching quality.

The weights of the BP neural network trained by GA can get satisfactory results. However, because the improved algorithm will perform genetic operations such as coding, decoding, crossover, and mutation on a large number of data, the running time is longer than that of an ordinary BP algorithm.

4. Conclusions

The evaluation of teaching quality is a very complex and fuzzy nonlinear process, which involves many factors and variables, so the establishment of the mathematical model is complicated, and the traditional evaluation method of teaching quality is no longer fully competent. The GA-BPNN algorithm constructed in this paper is obviously superior to the prediction results of a pure neural network in training speed and fitting results. The reason is that the effect and performance of the traditional neural network model are greatly limited by the random initialization of weights and thresholds, and the convergence effect of the network is not ideal. The GA-BPNN algorithm constructed in this paper searches locally near the global optimal solution, which can well overcome the problem of slow convergence speed of the traditional algorithm and, at the same time, overcome the problem that it is easy to be locally limited to the minimum. The neural network is used to assess the English classroom teaching quality reasonably, which put up with the immediate effect of mankind element on the assessment outcome. It develops a new means to reasonably evaluate the quality of English classroom teaching and provides a meaningful reference value for the research of English teaching quality evaluation. However, this paper does not evaluate the stability of the Internet in the quality of English classroom teaching. In future work, more data need to be collected for demonstration.
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