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ABSTRACT

Egypt aims to diversify electricity generation sources and targets 42% of its power capacity through different renewable energy sources (RESs) by 2035. Such an increased share of RESs will make grid operation and control more tedious and may have a negative impact on power system frequency stability. Therefore, this paper is the first study that studies the automatic generation control of future multi-source power systems (e.g., Egyptian Power System (EPS) in a future 2035 scenario) considering high RESs penetrations and electric vehicles (EVs). The RESs in this future scenario include photovoltaic plants, wind generation plants, concentrated solar power plants, and hydropower plants. The EPS also contains other traditional power plants based on fossil fuels (i.e., coal, oil, and natural gas) and nuclear power plants. Moreover, this study investigates the effect of participation of EVs in enhancing the frequency stability of the future-scenario EPS. Furthermore, this study proposes a fractional-order proportional integral derivative (FOPID) controller for load frequency control (LFC), and its parameters are tuned using RUNge Kutta optimizer (RUN), which is a new optimization algorithm. To assess the FOPID controller performance, it was compared with a proportional-integral-derivative controller, proportional-integral controller, and integral controller. The results showed the positive effect of EVs’ participation in frequency regulation of the future-scenario EPS, the effectiveness of RUN optimizer in LFC application, and the superior performance of the FOPID controller over its peers of controllers used in the literature in improving frequency stability through reducing frequency deviations caused by different disturbances and under various power system conditions.
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NOMENCLATURE

ACRONYMS

| EPS | Egyptian power system. |
| ESS | Energy storage systems. |
| EV | Electric vehicle. |
| CSP | Concentrated solar power. |
| PV | Photovoltaic. |
| WG | Wind generation. |
| RES | Renewable energy sources. |
| LFC | Load frequency control. |
| FOPID | Fractional-order proportional integral derivative. |
| I | Integral. |
| P | Proportional. |
| PI | Proportional integral. |
| PID | Proportional integral derivative. |
| GDB | Governor deadband. |
| GRC | Generation rate constraint. |
| RUN | RUNge Kutta optimizer. |
| ABC | Artificial bee colony. |

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
TWO-AREA POWER SYSTEM PARAMETERS

\( \Delta f_1 \) Area 1 frequency deviation (Hz).
\( \Delta f_2 \) Area 2 frequency deviation (Hz).
\( \Delta P_{tie} \) Power deviation in tie-line between areas 1 and 2 (pu).
\( \Delta P_C \) Control signal to reheat thermal power plant (pu).
\( \Delta P_M \) Reheat thermal power plants power change (pu).
\( \Delta P_L \) Change in load power (pu).
\( G_p(s) \) Transfer function of power system.
\( G_g(s) \) Transfer function of governor.
\( G_t(s) \) Transfer function of turbine.
\( G_r(s) \) Transfer function of reheater.
\( G_{PID}(s) \) Transfer function of PID controller.
\( K_{ps} \) Power system gain (Hz/pu MW).
\( K_r \) Reheater gain.
\( K_p \) Proportional gain.
\( K_i \) Integral gain.
\( K_d \) Derivative gain.
\( N \) Derivative filter coefficient of the PID controller.
\( T_{ps} \) Power system time constant (s).
\( T_{tie} \) Synchronization coefficient.
\( T_g \) The time constant of the governor (s).
\( T_t \) The time constant of the turbine (s).
\( T_r \) The time constant of the reheater (s).
\( R \) Governor speed regulation (Hz/pu MW).
\( B \) Bias constant (pu MW/Hz).
\( ACE \) Area control error.

EGYPTIAN POWER SYSTEM PARAMETERS

\( \Delta f \) Egyptian power system frequency deviation (Hz).
\( \Delta P_{m1} \) Non-reheat thermal power plants power change (pu).
\( \Delta P_{m2} \) Reheat thermal power plants power change (pu).
\( \Delta P_{m3} \) Hydropower plants power change (pu).
\( \Delta P_{m4} \) Nuclear power plants power change (pu).
\( \Delta P_{PV} \) Photovoltaic plants power change (pu).
\( \Delta P_{CSP} \) Concentrated solar power plants power change (pu).
\( \Delta P_{WG} \) Wind generation plants power change (pu).
\( \Delta P_{EVs} \) Change of electric vehicles charging/discharging power (pu).
\( \Delta P_L \) Change in load power (pu).
\( \Delta P_{C1} \) Control signal to non-reheat thermal power plants.
\( \Delta P_{C2} \) Control signal to reheat thermal power plants.
\( \Delta P_{C3} \) Control signal to hydropower plants.
\( \Delta P_{C4} \) Control signal to nuclear power plants.
\( \Delta P_{CEVs} \) Control signal to aggregated EVs.
\( \Delta P_{Solar} \) Power change of solar irradiance.
\( \Delta P_{CSP} \) Power change of solar thermal.
\( \Delta P_{WG} \) Power change of wind generation.
\( H_{EPS} \) EPS inertia constant (s).
\( D_{EPS} \) EPS damping coefficient (pu MW/Hz).
\( K_{r2} \) Reheater gain of reheating thermal power plants.
\( K_H \) High-pressure turbine gain of nuclear power plants.
\( K_{R1} \) Low-pressure turbine gain of nuclear power plants.
\( K_{PV} \) Photovoltaic generation gain.
\( K_{SCSP} \) Solar collector gain of CSP.
\( K_{TCSP} \) Turbine gain of CSP.
\( K_{WG} \) Wind generation gain.
\( K_{av} \) Average participation factor of EVs.
\( \lambda \) Fractional-order operator of FOPID controller.
\( \mu \) Fractional-order operator of FOPID controller.
\( N_{EV} \) Total number of EVs.
\( P.F.1 \) Participation factor of non-reheat thermal power plants.
\( P.F.2 \) Participation factor of reheat thermal power plants.
\( P.F.3 \) Participation factor of hydropower power plants.
\( P.F.4 \) Participation factor of nuclear power plants.
\( P.F.5 \) Participation factor of EVs.
\( R_1 \) Governor speed regulation of non-reheat thermal power plants (Hz/pu MW).
\( R_2 \) Governor speed regulation of reheat thermal power plants (Hz/pu MW).
\( R_3 \) Governor speed regulation of hydropower plants (Hz/pu MW).
\( R_4 \) Governor speed regulation of nuclear power plants (Hz/pu MW).
\( R_{av} \) Average droop coefficient of EVs (Hz/pu MW).
\( T_{r1} \) Governor time constant of non-reheat thermal power plants (s).
\( T_{r1} \) Turbine time constant of non-reheat thermal power plants (s).
Considering these challenges associated with the high share of RESs on power system operation and control. The effect of the high share of RESs on power systems frequency stability gained considerable interest in research studies considering different RESs penetration levels, different RESs (i.e., photovoltaic (PV), wind generation (WG), etc.) [7], different case studies (interconnected power systems, isolated power systems, microgrids, etc.), and in the presence of various energy storage systems (ESSs).

Many studies found that ESSs will have a significant role in future power systems considering the reduction of the share of dispatchable generation (i.e., conventional generation). Many studies proved the technical feasibility of many ESSs in improving the frequency stability of power systems integrated by a high share of RESs [8]. For instance, the following studies proposed frequency stability improvement using batteries [9], [10], flywheels [11], superconducting magnetic energy storage (SMES) [12], pumped hydro energy storage [13], fuel cells [9], supercapacitors [14], etc [15]. However, the high cost of these ESSs hinders their use on a wide scale till now. Therefore, researchers proposed using batteries of electric vehicles (EVs) when they are parked to provide grid services (i.e., frequency regulation, voltage regulation, improving power quality, load leveling, etc.). This interest in using EVs as energy storage to provide grid services is driven by the continuous and fast increase of EVs number worldwide. The international energy agency (IEA) 2020 EVs outlook report showed that EVs stock exceeded 7 million in 2019. Based IEA report, it is expected that EVs number will be between 140 and 245 million in 2030 [16].

Many controllers were proposed in the literature for the load frequency control (LFC) of power systems. Furthermore, numerous control strategies have been applied for the frequency stability of power systems including model predictive control [17], reinforcement learning [18], sliding mode control [19], fuzzy logic control [20], fuzzy-PID [21], artificial neural network [22], coefficient diagram method [23], etc. On the other hand, researchers have turned their efforts towards the use of the proportional integral derivative (PID) controller and its modifications due to their simplicity in configuration, inexpensiveness, and a wide margin of stability [24]. Despite this, when dealing with system nonlinearities, these controllers have difficulty in determining their parameters via trial and error approaches. Considering the experience and effort needed to tune the frequency controller, the controller parameters are usually tuned using optimization techniques, mostly nature-inspired optimization algorithms in recent years due to their effectiveness in real-world applications [25]–[27].

The integration of EVs into power systems and how they can be used to provide grid services in general and frequency regulation particularly received significant interest from researchers [28], [29]. For instance, reference [30] proved the feasibility of EVs and battery energy storage in improving the frequency stability of a two-area power system, fastening response rate, enabling the integration of a higher share of RESs, and reducing the reserve capacity requirement. Another study [31] proposed a fractional-order proportional integral derivative (FOPID) controller for frequency regulation in a multi-area deregulated power system containing conventional generation. The results showed that EVs operating
in V2G mode enhanced frequency stability by compensating uncontracted extra load demand. The authors of [32] used EVs to improve the frequency stability of a microgrid containing diesel generators, PV, and wind generations. They used an integral controller to control microgrid frequency, and the controller gain was tuned using the Harris hawks optimization (HHO) algorithm. In [33], the results proved the effectiveness of EVs in improving the frequency stability of three-area interconnected microgrids. The microgrids contain diesel generators, PV, WG, solar thermal generation, and biogas generation.

### B. RESEARCH GAP AND MOTIVATION

Based on Egypt’s integrated sustainable energy strategy to 2035 (ISES 2035) [34], Egypt aims to diversify the sources for electricity generation to reduce fuel imports and increase energy security and targets to increase the share of RESs to reach 42% of the generation capacity in 2035. The installed RESs will include PV, WG, concentrated solar power (CSP), and hydropower plants. Moreover, RESs generation will be complemented by nuclear power plants and other conventional power plants based on fossil fuels (i.e., coal, oil, and natural gas). This increase in RESs share will make grid operation and control more tedious and may have a negative impact on power system frequency stability. Therefore, there is a need for studies to assess the frequency stability of the EPS in this future scenario.

Egypt has no announced targets for EVs deployment in the long term. However, in the recent report published by the International Renewable Energy Agency (IRENA) and the Egypt Ministry of Electricity and Renewable Energy, it is estimated that the EVs number in Egypt could reach 700,000 in 2030 based on IRENA renewable energy roadmap (REmap) [34]. Based on these expectations of high RESs integration and high EVs deployment in Egypt in the future, this paper assesses the frequency stability of the EPS and investigates how EVs can enhance the frequency stability of future EPS in 2035 if they are allowed to provide frequency regulation.

### C. CONTRIBUTION AND PAPER ORGANIZATION

The main contributions of this paper are summarized in the following points:

- To the best of our knowledge, this is the first study to assess the frequency stability of multi-source Egyptian power system in the 2035 future scenario considering high RESs penetrations and EVs. In this scenario, RESs represent 42% of the generation capacity.
- Enhancing the frequency stability of the EPS using EVs. Where the EVs support the conventional generation to balance supply and demand considering the continuous loads and RESs generation variations.
- A new optimization algorithm called RUN is proposed for the LFC application. It was compared with well-known optimization algorithms such as particle swarm optimization (PSO) and artificial bee colony ABC) algorithms in a two-area interconnected power system. The RUN algorithm showed a better performance in tuning the parameters of frequency controllers for the LFC of the test system compared to the other optimization algorithms.
  - The FOPID controller is proposed for the LFC of a real future power system (i.e. EPS) with a high share of RESs. Also, to get the best performance from the proposed controller, its parameters are tuned using RUN.
  - The RUN-based FOPID controller performance is compared with PID, PI, and I controllers. The results proved the proposed controller’s better performance in improving frequency stability and reducing frequency deviations resulting from different disturbances and under various operating conditions of EPS and large changes in EPS inertia constant (H).

This paper is organized as follows. Section II presents a two-area interconnected power system to test the effectiveness of the proposed optimization algorithm for LFC application. Section III presents the structure and the dynamic model of the EPS in the 2035 scenario and aggregated model of EVs. Section IV presents the proposed FOPID controller, problem formulation, and objective function. Results and discussions are provided in section V. Finally, the study conclusion is presented in section VI.

### II. TWO-AREA INTERCONNECTED POWER SYSTEM

To test the performance of the proposed optimization, a widely used test system is used. The test system is a two-area interconnected power system. The two areas are identical, and each area contains thermal generation with reheat, as shown in Fig. 1, which shows the block diagram representation of the power system dynamic model. The transfer functions of power system $G_{ps}(s)$, governor $G_{g}(s)$, turbine $G_{t}(s)$, and reheater $G_{r}(s)$ are given in equations (1) to (4) respectively. Where $k_{ps}$ is power system gain, and $k_{r}$ is reheater gain. $T_{ps}$ is the power system time constant, $T_{g}$ is governor time constant, $T_{t}$ is turbine time constant, and $T_{r}$ is reheater time constant. $R$ is speed regulation, $B$ is area frequency bias parameter, and $T_{tie}$ is synchronization coefficient. The system power base is 2000 MVA, the area rated power capacity is 2000 MVA, and the rated load demand is 1000 MW. The power system parameters are given in Appendix A [35].

\[
G_{ps}(s) = \frac{k_{ps}}{T_{ps}s + 1} \quad (1)
\]
\[
G_{g}(s) = \frac{1}{T_{g}s + 1} \quad (2)
\]
\[
G_{t}(s) = \frac{1}{T_{t}s + 1} \quad (3)
\]
\[
G_{r}(s) = \frac{k_{r}T_{r}s + 1}{T_{r}s + 1} \quad (4)
\]
A. LFC USING PID CONTROLLER
Till now PID controller is the most used controller in the industry because of its simplicity and good performance. Depending on the application, one loop or more (i.e. proportional (P), I, PI, etc.) can be used to achieve the best performance. Therefore, PID controller (e.g., I controller and PI controller) is still widely used for LFC at power systems control centers. In this study, the proposed optimization algorithm is used to tune the parameters of a PID controller with a filter at the derivative branch. The PID controller transfer function in the s-domain is given in (5), and its block diagram representation is shown in Fig. 2. Furthermore, the PI controller transfer function in the s-domain is given in (6), and its block diagram representation is shown in Fig. 3.

\[ G_{PID}(s) = K_p + \frac{K_i}{s} + K_d \frac{N}{1 + N\frac{s}{s}} \]  

(5)
where $G_{PI}(s)$ is PID controller transfer function and $G_{P}(s)$ is PI controller transfer function. $K_p$ is the proportional gain, $K_i$ is the integral gain, $K_d$ is the derivative gain, and $N$ is the derivative filter coefficient. The PID controller is proposed for the two-area power system, and the four design variables (i.e., $K_p$, $K_i$, $K_d$, and $N$) are the parameters that the proposed optimization algorithm is used to tune. The PID controller parameters are subjected to limits as given in (7) to (10). The same limits apply to controllers at area 1 and area 2.

$$K_p^{\min} \leq K_p^{1}, \quad K_p^{\max} \leq K_p^{2}$$  \hspace{1cm} (7)
$$K_i^{\min} \leq K_i^{1}, \quad K_i^{\max} \leq K_i^{2}$$  \hspace{1cm} (8)
$$K_d^{\min} \leq K_d^{1}, \quad K_d^{\max} \leq K_d^{2}$$  \hspace{1cm} (9)
$$N^{\min} \leq N^{1}, \quad N^{\max} \leq N^{2}$$  \hspace{1cm} (10)

B. RUNGE KUTTA (RUN) OPTIMIZER

The RUN algorithm is an optimization algorithm that is recently developed by [36]. The RUN is a population-based algorithm, and its design is based on the foundations of the Runge Kutta mathematical method that is widely used to solve ordinary differential equations. The RUN consists of two parts, Runge Kutta method-based search mechanism and a mechanism to enhance the solution quality. Fig. 4 shows a flowchart of the RUN algorithm. In this subsection, a brief description of the algorithm and main equations are presented, and a detailed explanation of RUN can be found in [36].

1) INITIALIZATION

In the first step, random initial positions of decision variables are generated by (11)

$$X_{n,l} = L_l + \text{rand} \cdot (U_l - L_l)$$  \hspace{1cm} (11)

where $x_n$ is one of the solutions ($n = 1, 2, \ldots, N$), $N$ is the population size, $l$ refers to a variable in the solution, ($l = 1, 2, \ldots, D$), $D$ is the optimization problem dimension. $L_l$ is the lower bound of $l_{th}$ variable, $U_l$ is the upper bound of $l_{th}$ variable, $\text{rand}$ is a random number in the range from 0 to 1.

2) ROOT OF SEARCH MECHANISM

In the RUN algorithm, RK4 is used to determine the search mechanism. In this step four weighing factors $k_1$, $k_2$, $k_3$, and $k_4$ are calculated.

3) UPDATING SOLUTIONS

The RUN algorithm uses the Runge Kutta method to update the positions of the solution at each iteration. The equation to update the positions is given in (12).

$$(\text{Exploitation phase})$$

$$x_{n+1} = (x_n + r \times SF \times g \times x_n) + SF \times SM + \mu \times x_n$$  \hspace{1cm} (12)

if $\text{rand} < 0.5$

$$x_{n+1} = (x_n + r \times SF \times g \times x_n) + SF \times SM + \mu \times x_n$$

else

$$x_{n+1} = (x_n + r \times SF \times g \times x_n) + SF \times SM + \mu \times x_n$$

end

4) ENHANCING SOLUTION QUALITY

This step aims to escape from local optima, improve the obtained solutions, and ensure fast convergence. To achieve this, three new solutions ($x_{new1}$, $x_{new2}$, and $x_{new3}$) are calculated using the following equations:

$$\text{if} \quad \text{rand} < 0.5$$

$$x_{new2} = x_{new1} + r \cdot w \cdot (x_{new1} - x_{avg}) + \text{randn}$$

else

$$x_{new2} = (x_{new1} - x_{avg})$$

$$+ r \cdot w \cdot (u \cdot x_{new1} - x_{avg}) + \text{randn}$$

end

end

$$\text{if} \quad w < 1$$

$$x_{new2} = x_{new1} + r \cdot w \cdot (x_{new1} - x_{avg}) + \text{randn}$$

else

$$x_{new2} = (x_{new1} - x_{avg})$$

$$+ r \cdot w \cdot (u \cdot x_{new1} - x_{avg}) + \text{randn}$$

end

end

(13)
in which
\[ w = \text{rand} \left( 0, 2 \right) \cdot \exp \left( -c \left( \frac{i}{\text{Maxi}} \right) \right) \] (13-1)
\[ x_{\text{avg}} = \frac{x_{r1} + x_{r2} + x_{r3}}{3} \] (13-2)
\[ x_{\text{new}1} = \beta \times x_{\text{avg}} + (1 - \beta) \times x_{\text{best}} \] (13-3)

if \( \text{rand} < w \)

\[ x_{\text{new}3} = (x_{\text{new}2} - \text{rand} \cdot x_{\text{new}2}) + SF \cdot (\text{rand} \cdot x_{\text{RK}} + (v \cdot x_{b} - x_{\text{new}2})) \] (14)

end

The values or equations to calculate all the unknowns (i.e., SF, SM, r, etc.) mentioned in the previous equations can be found in [36]. In [36], the RUN algorithm was compared with many recent optimization algorithms and it showed many merits compared to them such as good exploration and exploitation abilities, effectiveness in many real-world optimization problems, requiring the setting of only two control parameters, and has low sensitivity to change of control parameters values. Furthermore, few studies showed the good performance of this new optimization algorithm in optimizing different engineering optimization problems. Therefore, in this study, the RUN algorithm is used to design a robust controller for LFC application.

C. SELECTION OF OBJECTIVE FUNCTION

Many performance indices were used as objective functions to tune controllers’ parameters in the literature. In this subsection, the performance of four widely used objective functions is compared to select one objective function that provides the best performance for the two-area power system under study. The considered objective functions are integral of time multiplied absolute error (ITAE), integral of absolute error (IAE), integral of time multiplied squared error (ITSE), integral of squared error (ISE), and their equations are given in equations (15) to (18), respectively. The objective of the proposed optimization algorithm (i.e., RUN algorithm) is to fine-tune the parameters of the frequency controller that will result in the lowest value of these objective functions. Low values of objective functions correspond to good frequency response with low-frequency deviations and settling time after the occurrence of a disturbance.

\[ \text{ITAE} = \int_{0}^{\text{tsim}} \left( |\Delta f_1| + |\Delta f_2| + |\Delta P_{\text{tie}}| \right) \cdot t \, dt \] (15)
\[ \text{IAE} = \int_{0}^{\text{tsim}} \left( |\Delta f_1| + |\Delta f_2| + |\Delta P_{\text{tie}}| \right) dt \] (16)
\[ \text{ITSE} = \int_{0}^{\text{tsim}} (\Delta f_1^2 + \Delta f_2^2 + \Delta P_{\text{tie}}^2) \cdot t \, dt \] (17)
\[ \text{ISE} = \int_{0}^{\text{tsim}} (\Delta f_1^2 + \Delta f_2^2 + \Delta P_{\text{tie}}^2) dt \] (18)

where \( \Delta f_1 \) is frequency deviation at area 1, \( \Delta f_2 \) is frequency deviation at area 2, \( \Delta P_{\text{tie}} \) is power deviation in the tie-line between area 1 and area 2, and \( t_{\text{sim}} \) is simulation time.

The PID controller is tuned using each objective function individually based on the proposed RUN algorithm, and the optimal controller parameters for the four objective functions are given in Table 1.

The controllers’ parameters are turned using the RUN algorithm under the following conditions. +0.01pu step load perturbation (SLP) in area 1 at time \( t = 0 \), and the PID controller limits from 0 to 10 for gains (i.e., \( k_p, k_i, \) and \( k_d \)) and 0 to 100 for filter coefficient (i.e., \( N \)). The optimization algorithm parameters are 20 population size and 100 iterations. The best value of the objective function obtained in 5 runs is selected.

The comparison between the four objective functions is given in Fig. 5, which shows \( \Delta f_1, \Delta f_2, \) and \( \Delta P_{\text{tie}} \). Furthermore, the maximum undershot (MUS), maximum overshoot (MOS), and setting time (\( T_S \)) based on \( \pm0.005\% \) criterion for \( \Delta f_1, \Delta f_2, \) and \( \Delta P_{\text{tie}} \) are given in Table 2. From the simulation results presented in Fig. 5 and Table 2, it can be noticed that the ISE objective function provides the lowest value of MUS compared to other objective functions for \( \Delta f_1, \Delta f_2, \) and \( \Delta P_{\text{tie}} \), and provides lower \( T_S \) for \( \Delta f_1 \) and \( \Delta f_2 \). Considering that MUS is very significant in the frequency stability analysis of power systems, the PID controller parameters based on the RUN algorithm which is tuned using the objective “ISE” will be used for comparison with other optimization algorithms.

D. RESULTS AND DISCUSSION

The proposed RUN optimization algorithm is used to tune the PID controller parameters, and the controller parameters are given in Table 1 for the selected ISE objective.
function. The RUN based PID controller (i.e., RUN-PID) performance is compared with ABC based PID (i.e., ABC-PID) and PI controllers (i.e., ABC-PI) [35] in addition to PSO based PI controller (i.e., PSO-PI) [37] under various disturbances and operating conditions as described in the following scenarios.

**Scenario 1 (System Performance Assessment Under 1% Sudden Load Change in Area 1):** In this scenario, a +0.01 pu SLP is applied in area 1, and $\Delta f_1$, $\Delta f_2$, and $\Delta P_{tie}$ are recorded. The performance of the proposed RUN-PID controller is compared with ABC-PID, ABC-PI, and PSO-PI controllers. The dynamic response of $\Delta f_1$, $\Delta f_2$, and $\Delta P_{tie}$ are given in Fig. 6, and their corresponding MUS, MOS, and Ts are given in Table 3. The results show that the proposed RUN-PID controller provides better performance compared to other controllers. Where the proposed RUN-PID controller showed smaller deviations and faster settling times (i.e. better values in all performance indices) than ABC-PID, ABC-PI, and PSO-PI controllers. This proves the effectiveness and superiority of the proposed optimization algorithm in LFC application compared to other optimization algorithms (e.g., PSO and ABC).

**Scenario 2 (System Performance Assessment Under 5% Sudden Load Change in Area 1):** In this scenario, the robustness of the proposed RUN-PID controller is tested by applying a 0.05 pu SLP in area 1. The parameters of the designed PID controller based on the RUN optimization algorithm used in this scenario are given in Table 1. $\Delta f_1$, $\Delta f_2$, and $\Delta P_{tie}$ for this scenario are displayed in Fig. 7, and corresponding MUS, MOS, and Ts are given in Table 3. The results showed the robustness of the proposed RUN-PID controller and its efficient performance under different magnitudes of SLPs.

**Scenario 3 (System Performance Assessment Under System Uncertainties):** In this scenario, a sensitivity analysis is performed to test the robustness of the proposed optimized controller to changes in system parameters from its nominal values. The parameters (i.e., $k_{ps}$, $T_{ps}$, and $T_{tie}$) are changed by ±25% from the nominal values. Moreover, a 0.01 pu SLP is applied in area 1. The results of all studied parameter variations are presented in Table 4, which shows MUS, MOS, and Ts for $\Delta f_1$, $\Delta f_2$, and $\Delta P_{tie}$. There was a negligible effect of the parameter change on power system dynamic response. Therefore, the results prove the effectiveness and robustness of the proposed RUN-PID for different changes in system parameters. All the studied scenarios show the excellent performance of the PID controller optimized using the proposed RUN algorithm. The excellent performance of the controller proves the viability of the proposed RUN algorithm in the LFC application. Consequently, in the following sections, the RUN algorithm will be used to optimize the parameters of different controllers (i.e., FOPID, PID, PI, and I controllers) considering EPS in the 2035 future scenario as a case study.
III. DYNAMIC MODEL OF THE EGYPTIAN POWER SYSTEM

For the last decades, the EPS contained conventional generation such as hydropower plants and thermal power plants powered by oil and natural gas with a minimal share of RESs such as Gabel El-Zeit and Zafarana wind farms. However, the Ministry of Electricity and Renewable Energy announced in 2015 the ISES 2035 [34]. In this strategy, Egypt aims to diversify the sources for electricity generation to reduce fuel imports and increase energy security and targets to increase the share of RESs to reach 42% of the generation power capacity in 2035. The installed RESs will include PV, WG, CSP plants, and hydropower plants. Moreover, the EPS will contain nuclear power plants besides other conventional power plants that operate with fossil fuels.

The evolution of the installed generation capacity and sources between 2010 to 2035 is presented in Table 5, and they are displayed graphically in Fig. 8. This rapid increase of the EPS capacity and change of electricity generation mix to include a high share of RESs can make grid operation and control more tedious and complex. Consequently, various studies for future EPS operation and control are essential. This study focuses on assessing the frequency stability of future EPS in 2035 and dynamic response enhancement by comparing different controllers and scenarios.
controlling the charging and discharging of a large number of EVs to participate in frequency regulation.

A simplified schematic representation of the EPS generation mix is shown in Fig. 9. In addition, it shows the presence of loads and aggregated EVs. As shown in Fig. 9, future EPS contains conventional power plants and RESs. Conventional power plants include non-reheat thermal power plants, reheat thermal power plants, and nuclear power plants. In the EPS, thermal power plants use different fossil fuels for operation such as natural gas, oil, and coal. The RESs generation includes PV, CSP, WG, and hydropower plants (hydropower plants can also be considered conventional power plants).

The total generation capacity of the EPS in 2035 will be 146.7 GW distributed as follows: 39.65 GW for non-reheat thermal power plants, 39.65 GW for reheat thermal power plants (note that the capacity of fossil fuel-powered thermal power plants is divided equally between non-reheat and reheat thermal power plants since there is no information available about it at 2035 scenario), 4.8 GW for nuclear power plant, 2.9 GW for hydropower plants, 31 GW for PV, 8.1 GW for CSP plants, and 20.6 GW for WG. The dynamic model of the EPS based on the 2035 scenario considering EVs aggregated model is shown in Fig. 10. Transfer functions representation is used to model different components of EPS.

To get accurate results, non-linearities such as governor dead-time, turbine time constant, reheater time constant, reheater gain, governor speed regulation, and control signal from the secondary controller to reheat thermal power plants, respectively. Moreover, $\Delta f$ is frequency deviation and $s$ is a complex number ($s = \sigma + j \omega$).

### 1) NON-REHEAT THERMAL POWER PLANTS
The non-reheat thermal power plants dynamic model is represented as in (19), which is given by [35], [38].

$$\Delta P_{m1} = \frac{1}{T_{g1}s + 1} \cdot \frac{1}{T_{11}s + 1} \left( -\frac{1}{R_1} \ast \Delta f - \Delta P_{c1} \right) \quad (19)$$

where $\Delta P_{m1}$, $T_{g1}$, $T_{11}$, $R_1$, and $\Delta P_{c1}$ represent non-reheat thermal power plants power change, governor time constant, turbine time constant, governor speed regulation, and control signal from the secondary controller to non-reheat thermal power plants, respectively.

### 2) REHEAT THERMAL POWER PLANTS
The reheat thermal power plants dynamic model is represented as in (20), which is given by [35], [38].

$$\Delta P_{m2} = \frac{1}{T_{g2}s + 1} \cdot \frac{1}{T_{21}s + 1} \cdot \frac{K_r T_{22}s + 1}{T_{22}s + 1} \cdot \frac{1}{R_2} \ast \Delta f - \Delta P_{c2} \quad (20)$$

where $\Delta P_{m2}$, $T_{g2}$, $T_{21}$, $T_{22}$, $K_r$, $R_2$, and $\Delta P_{c2}$ represent reheat thermal power plants power change, governor time constant, turbine time constant, reheater time constant, reheater gain, governor speed regulation, and control signal from the secondary controller to reheat thermal power plants, respectively.

### 3) HYDROPOWER PLANTS
The hydropower plants dynamic model is represented as in (21), which is given by [38].

$$\Delta P_{m3} = \frac{T_d s + 1}{T_3s + 1} \ast \frac{-T_m s + 1}{0.5 T_m s + 1} \ast \left( -\frac{1}{R_3} \ast \Delta f - \Delta P_{c3} \right) \quad (21)$$

where $\Delta P_{m3}$, $R_3$, and $\Delta P_{c3}$ represent hydropower plants power change, governor speed regulation, and control signal from the secondary controller to hydropower plants, respectively. In addition, $T_3$, $T_d$, and $T_w$ are hydropower plant water...
Nuclear Power Plants

Egypt is constructing nuclear power plants and aims to reach a 4.8 GW generation capacity in 2035. The nuclear power plants dynamic model is represented as in (22), which is given by [39]. The model consists of a speed governor, a high-pressure turbine, and two low-pressure turbines.

\[
P_{m4} = \frac{1}{T_4s} + \frac{K_H}{T_{T1}s + 1} + \frac{K_{R1}}{(T_{T1}s + 1)(T_{RH1}s + 1)}
\]

\[
+ \frac{1 - K_H - K_{R1}}{(T_{T1}s + 1)(T_{RH2}s + 1)} \times \left( -\frac{1}{R_4} \times \Delta f - \Delta P_{c4} \right)
\]

(22)

where \(\Delta P_{m2}, K_H, K_{R1}, R_1,\) and \(\Delta P_{c4}\) represent nuclear power plants power change, high-pressure (HP) turbine gain, first low-pressure (LP) turbine gain, governor speed regulation, and control signal from the secondary controller to nuclear power plants, respectively. Moreover, \(T_4, T_{T1}, T_{RH1},\) and \(T_{RH2}\) represent nuclear power plants speed governor time constant, HP turbine time constant, first LP turbine time constant, and second LP turbine time constant, respectively.

Dynamic Model of Intermittent Renewable Energy Sources

1) PV Power Plants

PV is one of the most promising RESs worldwide besides WG. It is expected to be the main RES in Egypt because of the high solar irradiation all year and large free areas of the desert that can be used for PV power stations installations. Currently, Egypt produces 1465 MW from PV and targets to generate 31 GW in 2035. In this study, the PV generation dynamic model is represented as in (23), which is given by [40].

\[
\Delta P_{PV} = \left( \frac{K_{PV}}{T_{PV}s + 1} \right) * \Delta P_{Solar}.
\]

(23)

where \(K_{PV}\) and \(T_{PV}\) are PV generation gain and time constant. \(\Delta P_{Solar}\) represents power change of solar irradiance and \(\Delta P_{PV}\) represents power change of PV generation.

PV power output is variable and difficult to predict because it depends on weather conditions (i.e., solar irradiation). Therefore, it is a non-dispatchable generation and represents a source of fluctuation and disturbance in the power system under study. Additionally, it has no inertia because it is connected to the grid through a power electronic-based converter. Consequently, it reduces the power system inertia.

2) CSP Plants

The energy from the sun can be captured in the form of light in PV generation or the form of heat as in the thermal CSP plants. CSP plants are suitable in Egypt because of the high solar irradiation, hot weather, and large free areas of desert, which can be used for CSP installations. Currently, Egypt has one 140 MW solar thermal integrated combined-cycle power station with solar representing 20 MW of this capacity. Egypt targets to generate 8.1 GW from CSP plants in 2035. In this study, the CSP dynamic model is represented as in (24), which...
FIGURE 10. Block diagram of the EPS based on the future 2035 scenario.

is given by [41].

$$\Delta P_{CSP} = \frac{K_{SCSP}}{T_{SCSP} + 1} * \frac{K_{TCSP}}{T_{TCSP} + 1} * \Delta P_{ST}$$

where $K_{SCSP}$ and $T_{SCSP}$ are solar collector gain and time constant, and $K_{TCSP}$ and $T_{TCSP}$ are thermal turbine gain and time constant. $\Delta P_{CSP}$ represents power change of CSP plants and $\Delta P_{ST}$ represents power change of solar thermal.

3) WIND POWER PLANTS

WG is one of the most promising RESs worldwide besides PV. Egypt has suitable locations for installing wind generation, particularly in the Gulf of Suez, a few locations beside the Nile river, locations in New Valley governorate, and locations in Sinai. Currently, Egypt produces 1375 MW from wind energy [42] and targets to generate 20.6 GW in 2035. In this study, the WG dynamic model is represented as...
The number of EVs in 2035. However, the IRENA report more time for charging than uncontrolled and smart charging. Furthermore, EVs need energy storage, and they can provide many grid services even to as vehicle-to-grid (V2G). In this method, EVs operate as controllable. EVs’ operation in discharging mode is referred in (25), which is given by [40].

\[
\Delta P_{WG} = \left( \frac{K_{WG}}{T_{WG} \cdot s + 1} \right) \Delta P_{\text{Wind}} \tag{25}
\]

where \( K_{WG} \) and \( T_{WG} \) are wind generation gain and time constant. \( \Delta P_{\text{Wind}} \) represents power change of wind and \( \Delta P_{WG} \) represents power change of wind generation. Wind power plants power output is variable and difficult to predict because it depends on weather conditions (i.e., wind speed). Therefore, generally, it is treated as a non-dispatchable generation and represents a source of fluctuation and disturbance in the power system under study. Moreover, WG provides no inertia to the power system because it is usually connected to the grid through a power electronic-based converter. Consequently, it reduces the power system inertia. The low power system inertia makes the frequency deviations faster and larger.

### C. DYNAMIC MODEL OF AGGREGATED ELECTRIC VEHICLES

Currently, most EVs are charged using an uncontrolled charging method. They are plugged in and charged at the maximum charging power until they are fully charged. This charging method is simple and fast, but it may cause many negative impacts on the power system, and EVs cannot provide any grid services in this case [43], [44]. Another method of charging is smart charging, where EVs operate as controllable loads, and their charging power can be controlled depending on many parameters such as grid condition, electricity price, owner preferences, etc. [45], [46]. EVs can provide many grid services if a smart charging method is used. However, in this case, EV needs more time to charge than uncontrolled charging. A more advanced charging method is smart charging and discharging, where EVs charging and discharging are controlled. EVs’ operation in discharging mode is referred to as vehicle-to-grid (V2G). In this method, EVs operate as energy storage, and they can provide many grid services even more than the smart charging method. However, in this case, bidirectional chargers are needed to allow the power to flow in two directions. It may harm EV battery lifetime due to continuous charging and discharging. Furthermore, EV needs more time for charging than uncontrolled and smart charging.

The Egyptian government has not announced targets for the number of EVs in 2035. Therefore, it is expected that the number of EVs in Egypt to be more than 1 million in 2035. However, it is difficult to accurately estimate the number of EV owners willing to participate in ancillary services because it depends on the number of EVs in Egypt in 2035 and power system operators’ incentives for EV owners to participate in grid services. Therefore, in this study, the maximum capacity of EVs participating in frequency regulation was assumed to be 6.6 GW. This value is calculated considering 6.6 kW charger capacity and 1 million EVs (i.e., \( 6.6 \text{ kW} \times 1000000 = 6.6 \text{ GW} \)). Note that the same capacity can be achieved by assuming a lower number of EVs and a higher EV chargers power rating.

In this study, EVs change charging/discharging of active power to enhance frequency stability and reduce frequency deviations resulting from the mismatch between supply and demand. The mismatch results from the continuous variation of loads and intermittent RESs generation in EPS. EVs can change their charging and discharging power very quickly because of the fast response of power electronic-based chargers. Consequently, EVs can have an important role in enhancing the frequency stability of future power systems.

The dynamic model of aggregated EVs that is used in this study is shown in Fig. 10. The first block from the left represents the dead band which is used to prevent continuous charging and discharging of EVs for small fluctuations in frequency to prolong EV batteries lifetime. The dead band’s upper and lower limits are ±10 mHz. \( R_{av} \) represents the average droop coefficient of aggregated EVs. \( K_{av} \) is the average participation factor, and its value depends on the average SoC of aggregated EVs and their operating modes (i.e., charging, idle, etc.). \( K_{av} \) ranges from 0 to 1. In this study, its value is assumed to be 1. The next block represents the limits of the reserve where \( \Delta P_{max}^{av} \) is the average upward reserve and \( \Delta P_{min}^{av} \) is the average downward reserve. The next block is the transfer function of the bidirectional EV battery charger. \( T_{EV} \) is the average time constant of EV chargers. \( N_{EV} \) is the total number of EVs participating in frequency regulation. \( \Delta P_{cEV} \) is the control signal from the secondary controller (i.e., FOPID controller) to aggregated EVs. \( \Delta P_{EV} \) is the change of EVs charging/discharging power. \( \Delta P_{EVs} > 0 \) when EVs are discharging, and \( \Delta P_{EVs} < 0 \) when EVs are charging. \( \Delta P_{EVs} \) can be calculated using (26).

\[
\Delta P_{EVs} = \left( -\Delta f \cdot \frac{1}{K_{av}} \cdot K_{av} - \Delta P_{cEV} \right) \cdot \frac{N_{EV}}{T_{EV} + 1} \tag{26}
\]

Considering the dynamic model of different components of EPS presented in this section, power system inertia and damping coefficient, and primary and secondary control loops, frequency deviation is calculated using (27). \( H \) is inertia constant, \( D \) is damping coefficient, and \( \Delta P_I \) is charge in load power. All the parameters of EPS are provided in appendix B.

\[
\Delta f = \frac{1}{2Hs + D} \left( \Delta P_{m1} + \Delta P_{m2} + \Delta P_{m3} + \Delta P_{m4} + \Delta P_{PV} + \Delta P_{CSP} + \Delta P_{WG} + \Delta P_{EV} - \Delta P_L \right) \tag{27}
\]
TABLE 6. Optimal parameters of EPS controllers tuned using RUN algorithm.

| Controller | ISE   | $K_p$ | $K_i$ | $K_d$ | $\lambda$ | $\mu$ | $N$  |
|------------|-------|-------|-------|-------|-----------|-------|-----|
| Without EVs |       |       |       |       |           |       |     |
| FOPID      | 8.079E-05 | 100   | 99.9925 | 99.9425 | 0.5818    | 0.9998 | -   |
| PID        | 9.770E-05 | 100   | 52.4492 | 63.6033 | -         | -     | 99.9933 |
| PI         | 3.05E-04  | 56.3393 | 14.8063 | -      | -         | -     | -   |
| I          | 6.94E-2   | -     | 1.2196 | -      | -         | -     | -   |
| With EVs   |       |       |       |       |           |       |     |
| FOPID      | 3.832E-05 | 100   | 96.9305 | 0.7169 | 0.9081    | -     | -   |
| PID        | 4.508E-05 | 100   | 88.9035 | 61.3064 | -         | -     | 99.961 |
| PI         | 1.26E-04  | 100   | 25.3081 | -      | -         | -     | -   |
| I          | 9.68E-3   | -     | 5.3539  | -      | -         | -     | -   |

FIGURE 12. Scenario 1: Frequency deviation for step change of load. (a) EPS without EVs, (b) EPS with EVs, (c) the proposed FOPID controller with/without EVs, and (d) I controller with/without EVs.

IV. FOPID CONTROLLER AND PROBLEM FORMULATION

A. FOPID CONTROLLER

FOPID controller is a type of fractional order controllers based on fractional calculus [47], [48]. For FOPID, the order of integration and differentiation can be any real number. This means the power of integration and differentiation can be a non-integer (i.e., fractional-order). The FOPID controller is considered as an extension of the PID controller. The controller transfer function is presented in (28) and its block diagram representation in Fig. 11.

$$G_{FOPID}(s) = K_p + \frac{K_i}{s^\lambda} + K_ds^{\mu}$$ (28)

where $G_{FOPID}(s)$ is the controller transfer function, $K_p$ is the proportional gain, $K_i$ is the integral gain, $K_d$ is the derivative gain, and $\lambda$ and $\mu$ are the fractional-order operators. $\lambda$ and $\mu$ values are between 0 and 1. For the FOPID controller, the values of five parameters (i.e., $K_p$, $K_i$, $K_d$, $\lambda$, and $\mu$) should be found accurately to achieve the required performance for different applications.

Many optimization algorithms were proposed in the literature to tune controller parameters in LFC studies. In this study RUN optimization algorithm is used to find the optimal parameters of the FOPID controller to achieve the best performance. The input to the FOPID controller is the error (i.e., frequency deviation in this study) and the output is the controller action (control signal to change the output...
power of conventional power plants and to change charging/discharging power of EVs). The effectiveness of the FOPID controller in improving the frequency stability of the EPS is tested by comparing its performance with PID, PI, and I controllers. The RUN optimization algorithm is also used to tune PID, PI, and I controllers.

**B. PROBLEM FORMULATION**

Previous studies used many performance indices as objective functions to tune controller parameters. In this study, the ISE is selected as an objective function for the proper design of the proposed FOPID controller. The mathematical equation of ISE is presented in (29).

$$ISE = \int_{0}^{t_{sim}} (\Delta f)^2 dt$$  

The function of the proposed RUN optimizer is to minimize the ISE by finding optimal parameters of FOPID controller while considering optimization problem constraints. The constraints are the five parameters of the FOPID controller. The equations of the inequality constraints are presented in (30) to (34).

$$K_{p}^{\min} \leq K_{p} \leq K_{p}^{\max}$$  

$$K_{i}^{\min} \leq K_{i} \leq K_{i}^{\max}$$  

$$K_{d}^{\min} \leq K_{d} \leq K_{d}^{\max}$$  

$$\lambda^{\min} \leq \lambda \leq \lambda^{\max}$$  

$$\mu^{\min} \leq \mu \leq \mu^{\max}$$

where $\Delta f$ is frequency deviation, $t_{sim}$ and is the simulation time, $K_{p}^{\min}$, $K_{i}^{\min}$, and $K_{d}^{\min}$ are the minimum limits of the FOPID controller gains and $K_{p}^{\max}$, $K_{i}^{\max}$, and $K_{d}^{\max}$ are the maximum limits of the FOPID controller gains. Moreover, $\lambda^{\min}$ and $\mu^{\min}$ are the minimum limits of fractional-order operators, and $\lambda^{\max}$ and $\mu^{\max}$ are the maximum limits of fractional-order operators. The limits of $K_{p}$, $K_{i}$, and $K_{d}$, are 0 and 100 and limits of $\lambda$ and $\mu$ are 0 and 1. The limits of I, PI, and PID controllers parameters are 0 and 100. The optimal parameters of the four controllers and the corresponding values of the objective function are given in Table 6.

**V. RESULTS AND DISCUSSIONS**

In this study, MATLAB/Simulink was used to model the dynamic model of the EPS considering RESs and perform simulations. Different scenarios are studied in the following subsections considering various disturbances and power system operating conditions.

**A. SCENARIO 1: STEP LOAD INCREASE**

In this section, the dynamic performance of the proposed FOPID controller is compared with PID and PI controllers under +0.2 pu SLP at time $t = 20s$. Fig. 12 (a) shows...
the dynamic performance of the three controllers without EVs participating in frequency regulation. Fig. 12 (b) shows the dynamic performance of the three controllers with EVs participating in frequency regulation. The results show that the proposed FOPID controller gives superior performance compared to PID and PI controllers for both cases. The FOPID controller results in the best performance with less overshoot, less undershoot, and faster settling time. While...
FIGURE 18. Scenario 4: Frequency deviation with change in system inertia H. (a) EPS without EVs if H changes by −25%, (b) EPS with EVs if H changes by −25%, (c) EPS without EVs if H changes by −50%, (d) EPS with EVs if H changes by −50%.

the PID controller showed a good performance and the PI controller provided the worst performance compared to other controllers. However, the EPS showed high-frequency stability for all studied controllers.

Considering that the FOPID controller resulted in the best dynamic response compared to other controllers, the effectiveness of EVs participation in frequency regulation will be studied while using the FOPID controller for LFC. Fig. 12 (c) shows the dynamic performance of the FOPID controller with and without EVs participating in frequency regulation to test the significance of EVs participation in frequency control. The results prove that EVs’ participation in frequency regulation improved the dynamic response of the EPS and showed less overshoot and less undershoot. Considering the popularity of using the integral (I) controller in LFC in practice, the performance of the I controller is tested in the EPS for the future 2035 scenario and with a 0.2 pu SLP at time $t = 20s$. The optimal value of $K_i$ is found using the RUN algorithm, and it is given in Table 6. The results showed that the I controller could not suppress disturbances in the EPS and resulted in continuous frequency oscillations for both cases with/without EVs as demonstrated in Fig. 12 (d). Due to the poor performance of the I controller, the proposed FOPID controller is compared with PID and PI controllers only in the following scenarios.

B. SCENARIO 2: RANDOM STEP CHANGE OF LOAD

In this scenario, the frequency stability will be tested considering various step load changes (increase and decrease of load). Fig. 13 Shows the studied load variations during the simulation time. Fig. 14 (a) shows the dynamic performance of the three controllers without EVs participating in frequency regulation. Fig. 14 (b) shows the dynamic performance of the three controllers with EVs participating in frequency regulation. The results show that the proposed FOPID controller outperforms the other controllers for both cases. Fig. 14 (c) shows the dynamic performance of the FOPID controller with and without EVs participating in frequency regulation to test the significance of EVs participation in frequency control. The results prove that EVs participation in frequency regulation improved the dynamic response of the EPS subjected to different large disturbances.

C. SCENARIO 3: LARGE CHANGE IN RESs GENERATION

The high penetration of the intermittent and unpredictable RESs in the EPS could result in high fluctuations of the generated power. Therefore, in this scenario, large variations of intermittent RESs are studied. Fig. 15 shows the considered variations of RESs generated power. Fig. 16 shows the corresponding dynamic response for FOPID, PID, and PI controllers. Fig. 16 (a) shows the EPS performance without EVs’ contribution, Fig. 16 (b) shows the EPS performance with EVs’ contribution, and Fig. 16 (c) shows the performance of the FOPID controller for the frequency stability of the EPS with/without EVs. The results showed that the proposed optimal FOPID controller based on the RUN optimization algorithm can provide better performance than PID and PI controllers when there are high fluctuations of
RESs generation for all the studies cases. Moreover, EVs participation in frequency regulation of the EPS can reduce the frequency deviation caused by the large change in the generation of RESs.

D. Scenario 4: Robustness to Parameters Change

To test the robustness of the proposed FOPID controller based on the RUN optimization algorithm, the nominal value of the EPS inertia constant \( H \) is changed. The parameter value is changed by \( \pm 25\% \) and \( \pm 50\% \) without re-tuning the proposed FOPID controller and other controllers used in the previous scenarios. Fig. 17 shows the dynamic response of the EPS with \( \pm 25\% \) and \( \pm 50\% \) change in \( H \) considering 0.2 pu SLP at time \( t = 20s \) for both cases with/without EVs. All the controllers showed a good performance, and the proposed FOPID controller achieved the best performance. Fig. 18 shows the dynamic response of the EPS with \( -25\% \) and \( -50\% \) change in \( H \). The proposed FOPID controller showed a better performance compared to the PID controller as shown in Fig. 18 (a)-(d). The good dynamic responses achieved prove the robustness of the proposed FOPID controller to variations in EPS conditions and the un necessity to optimize controller parameters again for continuous variations in power system conditions. In addition, RUN-PID showed a robust performance with changes of \( H \). However, the PI controller was unable to suppress frequency fluctuations in the EPS and resulted in instability when the \( H \) value changed by \( -50\% \) for the case without EVs as shown in Fig. 18(c). The participation of EVs in frequency control enabled the PI controller to suppress the frequency fluctuations and prevented the EPS of reaching frequency instability as shown in Fig. 18(d).

VI. Conclusion

In this study, the frequency stability of Egyptian Power System (EPS) in the 2035 future scenario was assessed. The results showed that EPS in the 2035 future scenario has high-frequency stability even with the increased penetration of renewable energy sources. Additionally, the FOPID controller optimized by RUNge Kutta optimizer (RUN) gives a better performance than PID, PI, and I controllers at different operation scenarios and different power system disturbances. Moreover, the results proved that electric vehicles (EVs) could enhance the frequency stability of the EPS when they participate in frequency regulation service and could prevent power system instability for low inertia power systems. Furthermore, the RUN algorithm proved its effectiveness over other optimization algorithms (i.e., particle swarm optimization and artificial bee colony) for the load frequency control applications. In future work we will test the performance of other controllers in EPS at 2035 future scenario. Moreover, we will try to improve the RUN algorithm to provide a better performance at LFC application.

It is essential to mention that there are no regulations in Egypt organizing the participation of distributed energy resources in general and EVs specifically in providing grid-wide services such as frequency regulation or local services such as voltage regulation, congestion management, etc. Therefore, Egyptian regulatory authorities must prepare regulations that allow EVs’ participation in frequency regulations and clarify the requirements of EVs for participation and the economic incentives to EVs owners to participate in frequency regulation. Moreover, infrastructure investment at the distribution system is required to enable frequency regulation service from EVs, such as communication infrastructure, bidirectional EV chargers, etc. Therefore, a cost-benefit analysis of EVs’ participation in frequency regulation in EPS is essential to assess its economic feasibility from a system-wide perspective.

Appendix A

Parameters of two area power system [35].

\[
K_p = 120 \text{ Hz}/\text{pu MW}, T_{Ds} = 20 s, T_f = 0.08 s, T_i = 0.3 s, k_c = 0.5, T_e = 10 s, R = 2.4 \text{ Hz}/\text{pu MW}, B = 0.425 \text{ pu MW/Hz}, \text{ and } T_{le} = 0.086.
\]

Appendix B

Parameters of the Egyptian power system (EPS).

\[
H = 4.07 s, D = 0.028 \text{ pu MW/Hz}, T_{g1} = 0.08 s, T_{i1} = 0.3 s, T_{g2} = 0.08 s, T_{22} = 0.3 s, k_c = 0.5, T_c = 10 s, T_3 = 90 s, T_4 = 5 s, T_o = 1 s, R_1 = 2.5 \text{ Hz}/\text{pu MW}, R_2 = 2.5 \text{ Hz}/\text{pu MW}, R_3 = 1 \text{ Hz}/\text{pu MW}, f = 50 \text{ Hz}, K_{PV} = 1, T_{PV} = 1.85 s, K_{WG} = 1, T_{WG} = 1.5 s, K_{SCSP} = 1.8, T_{SCSP} = 1.8 s, K_{TCSP} = 1, T_{TCSP} = 0.3 s, T_{4} = 0.08 s, K_H = 2, T_{HR1} = 0.5 s, K_{R1} = 0.3, T_{HR1} = 7 s, T_{HR2} = 9 s. \text{ For the case without EVs } P.F.1 = 0.45, P.F.2 = 0.45, P.F.3 = 0.04, \text{ and } P.F.4 = 0.06. \text{ For the case with EVs } P.F.1 = 0.42, P.F.2 = 0.42, P.F.3 = 0.03, P.F.4 = 0.05, \text{ and } P.F.5 = 0.08.
\]
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