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Abstract

Even with previous works having studied about the accuracy and objective function of several nonhyperbolic multiparametric travel-time approximations for velocity analysis, they lack tests concerning different optimization algorithms and how they influence the accuracy and processing time. Once many approximations were tested and found the multimodal one which presented the best accuracy results, it is possible to perform a velocity analysis with different global search optimization algorithms. The minimization of the curve calculated with the converted wave moveout equation to the observed curve can be done for each optimization algorithm selected in this work. The travel-time curves tested here are the PP and PS reflection events coming from the interface of the top of an offshore ultra-deep reservoir. After the inversion routine have been performed, it is possible to define the processing time and the accuracy of each optimization algorithm for this kind of problem.
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1. Introduction

To solve the problem of the nonhyperbolicity during the velocity analysis step, many approximations where developed in previous works [2, 6, 18, 20, 25, 35]. However, even with a nonhyperbolic multiparametric travel-time approximation that is capable of control the nonhyperbolicity of a reflection event, the optimization can also be improved by selecting the most appropriate optimization algorithm to perform the inversion procedure.
The comparison of nonhyperbolic multiparametric travel-time approximation was performed in many works recently [8, 38-42]. However, none of them considered different optimization algorithms to be tested. In this work, the multimodal approximation which presented the best set of results in previous works [18] was selected to be used; and five global search optimization algorithms were selected to perform the inversion. It was chosen for this tests an offshore ultra-deep reservoir, due to its complexity in many situations that makes it able to force until limits of the nonhyperbolic approximation selected to be used.

With the inversion routine finished, it is possible to observe whether the nonhyperbolic multiparametric travel-time approximation presented a result reliable enough in this test. Thus, the main results reached testing the optimization algorithms is concerning the accuracy and the processing time.

2. Materials and Methods

Almost five decades after the creation of the hyperbola equation [7], Li and Yuan [18] proposed a converted wave moveout equation (Equation 1) to control the effects of the nonhyperbolicity by the parameter γ, previously studied by Li and Yuan [17] and based on the anisotropic parameters of Thomsen [33]. This nonhyperbolic multiparametric travel-time approximation considers the conversion point (CP) to control the nonhyperbolicity associated to the converted wave.

\[
\begin{align*}
    t &= \sqrt{t_0^2 + \frac{x^2}{v^2} - \frac{(\gamma-1)}{\gamma v^2} \frac{(\gamma-1)x^4}{4t_0^2 v^2 + (\gamma-1)x^2}} \\
    \gamma &= \frac{v_{p2}^2}{v_{c2}^2} = \frac{\gamma_{\text{eff}}(1+\gamma_0)}{(1+\gamma_{\text{eff}})}
\end{align*}
\]

Where \( \gamma \) is the ratio between the squared P-wave stacking velocity \( v_{p2} \) and the squared converted wave stacking velocity \( v_{c2} \) (Equation 2).

The relation \( \gamma_{\text{eff}} \) is expressed by \( \gamma_{\text{eff}} = \frac{\gamma_2}{\gamma_0} \), where \( \gamma_2 \) is the ratio between the stacking P-wave and stacking S-wave, and \( \gamma_0 \) is the ratio between P-wave velocity and S-wave velocity which travel along the normal component.

Few years later Yuan [37] and Li [19] this approximation was also studied and, more than one decade later, it was strongly studied by the comparison of accuracy among several approximations and by the study of the topology of the objective function [38-43].

The main objective of the optimization is to reach the best option among a set of options, in other words, to maximize or to minimize a function selecting the input values and storing them to then find a maximum or minimum value [11]. In this work, it is aimed to reach the minimum point.

The processes of optimization usually generate an improvement in each interaction until reach the convergence in the minimum point of the function. However, several models can present more than one solution, due to its nonlinearity. This is common when an inversion problem is being
solved, a situation which the focus is to obtain the best possible approximation of the parameters to be estimated.

The Adaptive Simulated Annealing (ASA) was developed for unconstrained optimization problems implemented for C. The Simulated Annealing algorithm depends on the magnitude, called as temperatures, of the parameters referred to as the cooling schedules where are decreasing sequences converge to zero sufficiently slow to allow the algorithm to avoid the local minimum region [24]. This algorithm was initially proposed to solve combinatorial problems [16] and after used for continuous and other problems [1, 5, 30]. Different than the conventional simulated annealing where it generates a probability density function with fatter tails than the Boltzmann distribution, this algorithm allows the possibility of escape from the local minimum region by considering points far away from the current iterate. Different temperatures of parameters are assigned for each variable and they are updated with the progression of the optimization.

The Response surface method (RSM) approximates an unknown function by a response surface, known as metamodel [4]. Any mismatch between the function and the metamodel is assumed to be caused by model error and not by the noise concerning the acquisition of the data. Response surfaces can be interpolating or not, and the former are obtained by minimizing the sum of the square deviations between the function and the metamodel at a number of points where the measurement of the function were reached [14]. After that, a common selection for non-interpolating surface is low-order polynomials are estimated by least regression on the experimental design [23]. It does not depend on the function used, but on the sampling technique [3].

The TOMLAB/EGO is an implementation of the EGO algorithm modified to handle both linear and nonlinear constraints [10]. The EGO algorithm is based on performing a space-filling experimental design and estimating the maximum likelihood for a model calculated and after the model is tested for consistency and accuracy [31]. A brunch-and-bound algorithm is used to optimize the expected improvement at a point. The expected improvement is defined, and the mean and standard deviation are compared to the predicted value and minimized from the minimum value [28]. Even with the possibility of the expected improvement function be reduced to a closed-form expression, it can be strongly multimodal [15].

MCS (Multilevel Coordinate Search) is a Matlab implementation of the algorithm for global optimization of bound-constrained problems [26]. This algorithm is based on perform the partition of the search space into boxes with an evaluated base point. The global local search is balanced by a multilevel approach, according to which of each box is assigned a level s that is an increasing function of the number of times that the box war processed [12].

The TOMLAB/LGO is a TOMLAB solver implemented in Matlab. This kind of solver provides access to several derivative-free optimization solvers [10, 14]. The LGO (Local and Global Optimization) solver used here is a combination of global and local nonlinear solvers that implements a combination of Lipschitzian-based branch-and-bound with deterministic and stochastic local search [27-28].
Other optimization algorithms were considered, however for the similarities in the operations and in the results concerning the methods used here, some algorithms as SNOBFIT [13], PSWARM [36], CMA [9] and among others [29] were not used in this work.

The Model used in this work (Figure 1) is an offshore layered model with a carbonate reservoir \( V_P = 4010 \text{ m/s} \) and \( V_S = 2012 \text{ m/s} \) sealed by a salt structure composed by three layers (3rd, 4th and 5th layers) of salt with different physical properties (Table 1).

![Figure 1: P-wave velocity \((V_P)\), S-wave velocity \((V_S)\) and \(V_P/V_S\) ratio profiles of the Model.](image)

![Table 1: The parameters of the Model: Layer thickness \((\Delta z)\), P-wave velocity \((V_P)\), S-wave velocity \((V_S)\) and \(V_P/V_S\) ratio.](Table)

| Layer | \(\Delta z\) (m) | \(V_P\) (m/s) | \(V_S\) (m/s) | \(V_P/V_S\) |
|-------|-----------------|----------------|----------------|--------------|
| Water | 2157            | 1500           | 0              | -            |
| 1     | 496             | 2875           | 1200           | 2.40         |
| 2     | 108             | 3505           | 1628           | 2.15         |
| 3     | 664             | 4030           | 2190           | 1.84         |
| 4     | 262             | 5005           | 2662           | 1.88         |
| 5     | 1485            | 4220           | 2210           | 1.91         |

With the parameters, it is possible to generate the travel-time curves and the seismograms of the PP and PS reflection events by the ray tracing simulation [21-22, 34], showed in Figure 2.
3. Results and Discussions

The comparison of the residual travel-time analysis is performed observing the residual error between the observed curve and the calculated curve. Different from previous works where the comparison were performed considering several nonhyperbolic approximations [8, 38-43], here it is necessary to compare different optimization algorithms using the same nonhyperbolic multiparametric travel-time approximation, the one proposed by [18].

To compose each inversion routine it was performed one thousand inversions, for each optimization algorithm. One hundred inversion routines were performed to understand the stability of the problem. Once the problem showed to be stable, even being a multimodal problem, the mean accuracy and the mean processing time were computed to analyse which optimization algorithm showed the best performance.

In Figure 3A, it is possible to observe the residual travel-time error for the PP wave reflection event. In this case the ASA algorithm showed by far the highest error, while the other optimization algorithms showed more close results among them. However, the processing time (Table 2) of the ASA algorithm is considerably low. The RSM algorithm showed the second worst result with a relative low processing time. The TOMLAB/EGO algorithm presented a good result with an error limited in 0.02% and with a processing time a little higher than the RSM algorithm. The low error showed by the MCS algorithm is a considerably better result in comparison to the previous algorithms, and its processing time is a good result, even being significantly higher than the time presented by RSM and the TOMLAB/EGO algorithms. The lowest error was presented by
TOMLAB/LGO algorithm, almost twice better than the TOMLAB/EGO and a little better than the MCS. However, the fifth algorithm used here presented a very high processing time.

Table 2: The mean processing time (in seconds) to perform the inversion routine (100 inversions) with each optimization algorithm for both reflection events.

| Algorithms     | PP event | PS event |
|----------------|----------|----------|
| ASA            | 120.6    | 135.2    |
| RSM            | 162.5    | 172.9    |
| TOMLAB/EGO     | 178.3    | 189.7    |
| MCS            | 190.9    | 223.4    |
| TOMLAB/LGO     | 315.8    | 369.7    |

The behavior of the algorithms for the PS wave reflection event (Figure 3B) is very similar to the showed by the conventional event. However, the difference of error is lower among the five algorithms, even with all of them presenting higher errors for the PS event, once this event is more complex due to its stronger nonhyperbolicity. The processing time (Table 2) is also higher than the one showed by the conventional event; however, the converted wave event has a similar proportionality of increase of the processing time. Concerning the residual error, TOMLAB/LGO presented again the best result, a little better than the MCS algorithm. With a significantly worse result, the TOMLAB/EGO algorithm showed the third best result. The second worst and the worst results were shown, respectively, by RSM and ASA algorithms.

Figure 3: Relative errors in travel-time between the observed curve and the calculated curve with the approximation proposed by Li and Yuan [18] for each optimization algorithm for the (A) PP wave reflection event and (B) PS wave reflection event.
4. Conclusions and Recommendations

The TOMLAB/LGO algorithm presented the best set of results concerning the residual travel-time error for both PP and PS reflection events. However, its processing time is much higher than the presented by the other algorithms. The MCS algorithm presented the second best set of results just a little worse than the presented by TOMLAB/LGO, but differently than the fifth algorithm, MCS showed a good processing time, not so higher than the other three. The TOMLAB/EGO and the RSM presented results considerably worse than the MCS even showing a little lower processing time. ASA algorithm presented the worst results with the highest error, even with the best processing times.

For this reason, the best trade-off relation was shown by MCS algorithm, with an acceptable processing time and a very low residual travel-time error what bring the most reliable results for this kind of problem.
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