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Abstract

We introduce $L^2$-Betti numbers, as well as a general homology and cohomology theory for the standard invariants of subfactors, through the associated quasi-regular symmetric enveloping inclusion of II$_1$ factors. We actually develop a (co)homology theory for arbitrary quasi-regular inclusions of von Neumann algebras. For crossed products by countable groups $\Gamma$, we recover the ordinary (co)homology of $\Gamma$. For Cartan subalgebras, we recover Gabrìa's $L^2$-Betti numbers for the associated equivalence relation. In this common framework, we prove that the $L^2$-Betti numbers vanish for amenable inclusions and we give cohomological characterizations of property (T), the Haagerup property and amenability. We compute the $L^2$-Betti numbers for the standard invariants of the Temperley-Lieb-Jones subfactors and of the Fuss-Catalan subfactors, as well as for free products and tensor products.

1 Introduction

2 Preliminaries

2.1 Bimodules over tracial von Neumann algebras ........................................ 3
2.2 Quasi-regular inclusions of von Neumann algebras .................................... 6
2.3 Rank completions .................................................................................. 8
2.4 Rigid $C^*$-tensor categories .................................................................. 9
2.5 Subfactors, their standard invariant and symmetric enveloping algebra ........ 10

3 The tube $*$-algebra of an irreducible quasi-regular inclusion ..................... 11

3.1 Construction of the tube $*$-algebra ......................................................... 12
3.2 Representations of the tube $*$-algebra and Hilbert bimodules .................... 15
3.3 Ocneanu’s tube $*$-algebra of a rigid $C^*$-tensor category ...................... 18
3.4 Representations of the tube $*$-algebra and unitary half braidings .............. 20
3.5 The tube algebra and the affine category of a planar algebra .................... 22

4 Cohomology of quasi-regular inclusions of von Neumann algebras .............. 26

5 Cohomology of Cartan subalgebras ............................................................ 28

6 Homology of irreducible quasi-regular inclusions ....................................... 30

7 A Hochschild type (co)homology of the tube $*$-algebra ......................... 33

7.1 (Co)homology of irreducible quasi-regular inclusions .............................. 33
7.2 (Co)homology and $L^2$-Betti numbers for rigid $C^*$-tensor categories .... 36
7.3 A graphical interpretation of the bar complex associated to the affine category $A$ ................................................................. 38

8 Vanishing of $L^2$-Betti numbers for amenable quasi-regular inclusions ......... 39

9 Computations and properties ........................................................................ 48

9.1 The 0'th $L^2$-Betti number ..................................................................... 48
9.2 The $L^2$-Betti numbers of free products ................................................ 49
9.3 The $L^2$-Betti numbers of tensor products .............................................. 52
9.4 The $L^2$-Betti numbers of the Temperley-Lieb-Jones subfactors ............. 52
9.5 Homology with trivial coefficients .......................................................... 54
9.6 One-cohomology characterizations of property (T), the Haagerup property and amenability ................................................................. 58
9.7 Stability under extensions of irreducible quasi-regular inclusions ............. 62

¹Mathematics Department, UCLA, Los Angeles, CA 90095-1555 (United States), popa@math.ucla.edu
Supported in part by NSF Grant DMS-140208

²Mathematics Department, UCLA, Los Angeles, CA 90095-1555 (United States), shlyakht@math.ucla.edu
Supported in part by NSF Grant DMS-1500035

³KU Leuven, Department of Mathematics, Leuven (Belgium), stefaan.vaes@kuleuven.be
Supported in part by European Research Council Consolidator Grant 614195, and by long term structural funding – Methusalem grant of the Flemish Government.
1 Introduction

It has been a longstanding problem to define a suitable (co)homology theory, including the theory of $L^2$-cohomology and of $L^2$-Betti numbers, for objects encoding “quantum symmetries” that arise in Jones’s theory of subfactors, [J82]. Such objects include the standard invariant in Jones subfactor theory ($\lambda$-lattice or Jones planar algebra), rigid $C^*$-tensor categories as well as representation categories of compact quantum groups. The main goal of the present paper is to give a definition of such a (co)homology theory. In fact, our approach gives a unified way of defining (co)homology for discrete groups, measure preserving discrete groupoids and equivalence relations as well as such quantum symmetries. In this way, we present a common approach to $L^2$-Betti numbers, which includes Atiyah-Cheeger-Gromov $L^2$-Betti numbers of groups, Gaboriau’s $L^2$-Betti numbers for equivalence relations, as well as (new) $L^2$-invariants such as $L^2$-Betti numbers associated to a Jones subfactor.

The importance of a suitable definition of $L^2$-Betti numbers in the context of quantum symmetries is apparent already from the case of discrete groups. Indeed, the theory $L^2$-invariants has had a wide range of applications in geometry, topology, geometric group theory, ergodic theory and von Neumann algebras, see [L02, P01, G01]. They were originally defined by Atiyah [A74] for $\Gamma$-coverings $p : \overline{X} \to X$ of compact Riemannian manifolds, in the context of equivariant index theory, and they were generalized to measurable foliations in [C78]. When $\overline{X}$ is contractible, these are invariants of the group $\Gamma$. For general countable groups $\Gamma$, not necessarily having a nice classifying space, the $L^2$-Betti numbers $\beta_n^2(\Gamma)$ were introduced in [CG85], as the $L(\Gamma)$-dimension of the usual group homology of $\Gamma$ with coefficients in $\ell^2(\Gamma)$. A remarkable result of Gaboriau [G01] shows that these numbers are orbit equivalence invariants, and his introduction of these invariants in ergodic theory has led to a number of striking advances in that field.

Key to our approach is the definition of a Hochschild type (co)homology for general quasi-regular inclusions of von Neumann algebras, which in the irreducible case we show to be equivalent to a Hochschild type (co)homology of an algebra that we canonically associate to such an inclusion. We call it the tube algebra, the terminology being motivated by the particular case of the symmetric enveloping inclusion of a finite depth subfactor [O93]. When we compute our cohomology theory with $L^2$-coefficients, the resulting cohomology groups are naturally modules over a semifinite von Neumann algebra and in this way, we obtain the notion of $L^2$-Betti numbers of a quasi-regular inclusion.

Quasi-regular inclusions of von Neumann algebras $T \subset S$ are generalizations of crossed product inclusions in which $S = T \rtimes \Gamma$ is a crossed product by a discrete group $\Gamma$ acting by automorphisms of $T$, so that the normalizer $N_S(T) = \{ u \in U(S) \mid uTu^* = T \}$ generates the entire von Neumann algebra $S$. For quasi-regular inclusions, $S$ is generated by finite index $T$-bimodules.

Let us explain how our construction can be used to yield (co)homology theories and $L^2$-Betti numbers for subfactors, groups and equivalence relations.

Subfactors. A subfactor $N \subset M$ gives rise to the group like standard invariant $\mathcal{G}_{N,M}$ that “acts” on $M$. The corresponding crossed product type inclusion, which will be a crucial tool for us, is the symmetric enveloping (SE) inclusion $T \subset S$ defined in [P94a, P99]. Here, $T = M \otimes M^{op}$ and $S$ should be thought of as a crossed product of $T$ by an action of $\mathcal{G}_{N,M}$. Indeed, in the particular case of diagonal subfactors defined by finitely many automorphisms, the standard invariant encodes the discrete group $\Gamma \subset \text{Aut}(M)$ generated by these automorphisms as well as the generating set. The corresponding SE-inclusion is then precisely the inclusion of $T = M \otimes M^{op}$ into the crossed product $S = T \rtimes \Gamma$. With this example in mind, the
SE-inclusion has been successfully used to define and study several group like properties for standard invariants of subfactors, including amenability, the Haagerup property, property (T), etc., see [P94a, P94b, P01, PV14].

Since the inclusion $T \subset S$ is quasi-regular, our definition yields a (co)homology theory and the notion of $L^2$-Betti numbers for the subfactor. Our tube algebra is then up to Morita equivalence the same as Ocneanu’s tube algebra [O93]; in fact, this case was our motivating example for the general definition of the tube algebra. Since this algebra only depends on the standard invariant, our (co)homology theory and $L^2$-Betti numbers also depend only on the standard invariant $G_{N,M}$. Actually, the definition makes sense in other related contexts, including planar algebras and rigid $C^*$-tensor categories, such as representation categories of compact quantum groups. In that case, our (co)homology corresponds to quantum group (co)homology for the quantum double of $G$. In particular, the $L^2$-Betti numbers should be viewed as the $L^2$-Betti numbers of this quantum double.

**Discrete groups.** If in the previous case, $N \subset M$ is the diagonal subfactor defined by a finite family of automorphisms of $N$, or more generally for crossed product inclusions $T \subset T \rtimes \Gamma = S$, with $\Gamma$ a discrete group, our (co)homology of the inclusion $T \subset S$ is equivalent to ordinary group (co)homology with coefficients in a unitary representation. The $L^2$-Betti numbers are exactly the Cheeger-Gromov $L^2$-Betti numbers of $\Gamma$. Our tube algebra in this case becomes (essentially) the group algebra of $\Gamma$.

**Measured equivalence relations.** Given a probability measure preserving equivalence relation $\mathcal{R}$ on a probability measure space $(X,\mu)$, the associated Cartan subalgebra inclusion $T = L^\infty(X) \subset S = L(\mathcal{R})$ is quasi-regular. Applying our definition, we recover Gaboriau’s $L^2$-Betti numbers of $\mathcal{R}$, see [G01], as well as groupoid cohomology with coefficients in a unitary representation. In fact, this example was one of the original motivations for our definition of (co)homology for quasi-regular inclusions.

In the last two sections, we compute $L^2$-Betti numbers in several interesting cases and show that the resulting theory goes well with various approximation properties of the quasi-regular inclusion. We prove that they vanish for amenable irreducible quasi-regular inclusions, as well as for the Temperley-Lieb-Jones subfactors/planar algebras. We prove a formula for the $L^2$-Betti numbers of the free product of quasi-regular inclusions and deduce that the first $L^2$-Betti number of the Fuss-Catalan subfactors is nonzero, while the others vanish. We also briefly discuss homology with trivial coefficients. Finally, we prove that for an irreducible quasi-regular inclusion $T \subset S$, the Haagerup property is equivalent with the existence of a proper 1-cocycle, while property (T) is equivalent with all 1-cocycles being inner. In particular, for property (T) inclusions, the first $L^2$-Betti number vanishes.

**Acknowledgment.** We are grateful to the Mittag-Leffler Institute for their hospitality during the program *Classification of operator algebras: complexity, rigidity, and dynamics*, where the latest version of this paper has been finalized.

## 2 Preliminaries

### 2.1 Bimodules over tracial von Neumann algebras

We fix a von Neumann algebra $T$ with a normal faithful tracial state $\tau$. When $\mathcal{H}$ is a right Hilbert $T$-module, we denote by $zd_r(\mathcal{H})$ its center valued dimension. In principle, $zd_r(\mathcal{H})$ belongs to the extended positive cone of $\mathcal{Z}(T)$, but we will only use this notation when $\mathcal{H}$ is
Denote by $\text{Tr}$ the non-normalized trace on conditional expectation of $\mathcal{T}$ of $\mathcal{Z}$. Since $\mathcal{H} \otimes \mathcal{H}$ is finitely generated as a Hilbert $\mathcal{T}$-module, we similarly use the notation $zd_M(\mathcal{H})$ when $\mathcal{H}$ is a left Hilbert $\mathcal{T}$-module.

We call a Hilbert $\mathcal{T}$-bimodule $\mathcal{H}$ bifinite if both $zd_M(\mathcal{H})$ and $zd_r(\mathcal{H})$ are bounded. We call their support projections the left, resp. right support of $\mathcal{H}$. When $\mathcal{T}$ is a $\text{II}_1$ factor, we have $zd_M(\mathcal{H}) = d_M(\mathcal{H})1$ and $zd_r(\mathcal{H}) = d_r(\mathcal{H})1$, where $d_M(\mathcal{H})$ and $d_r(\mathcal{H})$ denote the usual left, resp. right, Murray-von Neumann dimension of $\mathcal{H}$. When $\mathcal{T}$ is a $\text{II}_1$ factor, it is more common to say that a $\mathcal{T}$-bimodule has finite index if both $d_M(\mathcal{H})$ and $d_r(\mathcal{H})$ are finite.

Let $z_1, z_2 \in \mathcal{Z}(\mathcal{T})$ be central projections and $\alpha : \mathcal{Z}(\mathcal{T}) z_1 \to \mathcal{Z}(\mathcal{T}) z_2$ a bijective $*$-isomorphism. We say that $\mathcal{H}$ is an $\alpha$-$\mathcal{T}$-bimodule if the right support of $\mathcal{H}$ equals $z_1$, the left support equals $z_2$ and

$$\xi a = \alpha(a) \xi \quad \text{for all } a \in \mathcal{Z}(\mathcal{T}) z_1 .$$

**Definition 2.1.** Let $(\mathcal{T}, \tau)$ be a von Neumann algebra with a normal faithful tracial state. We say that a bifinite Hilbert $\mathcal{T}$-bimodule $\mathcal{H}$ with right support $z_1$ and left support $z_2$ is irreducible if the space $\text{End}_{\mathcal{T} \otimes \mathcal{T}}(\mathcal{H})$ of $\mathcal{T}$-bimodular bounded operators equals $\mathcal{Z}(\mathcal{T}) z_1$ represented by its right action on $\mathcal{H}$, and also equals $\mathcal{Z}(\mathcal{T}) z_2$ represented by its left action on $\mathcal{H}$.

Note that in the situation of Definition 2.1, there is a unique bijective $*$-isomorphism $\alpha : \mathcal{Z}(\mathcal{T}) z_1 \to \mathcal{Z}(\mathcal{T}) z_2$ satisfying $\xi a = \alpha(a) \xi$ for all $\xi \in \mathcal{H}$, $a \in \mathcal{Z}(\mathcal{T}) z_1$, so that $\mathcal{H}$ is in particular an $\alpha$-$\mathcal{T}$-bimodule.

Whenever $p \in M_n(\mathbb{C}) \otimes \mathcal{T}$ is a projection and $\psi : \mathcal{T} \to p(M_n(\mathbb{C}) \otimes \mathcal{T})p$ is a normal unital $*$-homomorphism, we define the $\mathcal{T}$-bimodule $\mathcal{H}(\psi)$ given by

$$\mathcal{H}(\psi) = p(\mathbb{C}^n \otimes \mathcal{L}^2(\mathcal{T})) \quad \text{and} \quad a \cdot \xi \cdot b = \psi(a) \xi \psi(b) \quad \text{for all } a, b \in \mathcal{T}, \xi \in \mathcal{H}(\psi) .$$

Denote by $\text{Tr}$ the non-normalized trace on $M_n(\mathbb{C})$ and by $E_2$ the unique trace preserving conditional expectation of $\mathcal{T}$ onto $\mathcal{Z}(\mathcal{T})$. Then, $zd_r(\mathcal{H}) = (\text{Tr} \otimes E_2)(p)$. Also, the left support of $\mathcal{H}(\psi)$ equals the support of the homomorphism $\psi$, i.e. the smallest projection $z \in \mathcal{T}$ with the property that $\psi(1 - z) = 0$.

When $\mathcal{T}$ is a $\text{II}_1$ factor and $\mathcal{H}$ a Hilbert $\mathcal{T}$-bimodule, then the product $d_M(\mathcal{H}) \cdot d_r(\mathcal{H})$ of the left and right dimension of $\mathcal{H}$ is at least 1. This follows for instance by using the categorical dimension function on bifinite Hilbert $\mathcal{T}$-bimodules. The non-factorial version of this observation is provided by the following lemma.

**Lemma 2.2.** Let $\alpha : \mathcal{Z}(\mathcal{T}) z_1 \to \mathcal{Z}(\mathcal{T}) z_2$ be a bijective $*$-isomorphism and let $\mathcal{H}$ be a bifinite $\alpha$-$\mathcal{T}$-bimodule with right support $z_1$ and left support $z_2$. Then,

$$z_2 \leq zd_M(\mathcal{H}) \alpha(zd_r(\mathcal{H})) .$$

**Proof.** Take unital $*$-homomorphisms $\varphi : \mathcal{T} \to p(M_n(\mathbb{C}) \otimes \mathcal{T})p$ and $\psi : \mathcal{T} \to q(M_n(\mathbb{C}) \otimes \mathcal{T})q$ such that $\mathcal{H} \cong \mathcal{H}(\varphi)$ and $\mathcal{H} \cong \mathcal{H}(\psi)$ as Hilbert $\mathcal{T}$-bimodules. For any tracial state $\tau_1$ on $\mathcal{T}$, we have that $(\text{Tr} \otimes \tau_1) \circ \psi$ is a trace on $\mathcal{T}$. Therefore,

$$(\text{Tr} \otimes E_2) \circ \psi = (\text{Tr} \otimes E_2) \circ \psi \circ E_2 .$$

Since $\mathcal{H}$ is an $\alpha$-$\mathcal{T}$-bimodule, we have $\psi(a) = (1 \otimes \alpha(az_1))q$ for all $a \in \mathcal{Z}(\mathcal{T})$. We conclude that for all $x \in \mathcal{T}$, we have that

$$\begin{equation} (\text{Tr} \otimes E_2)(\psi(x)) = (\text{Tr} \otimes E_2)(\psi(E_2(x))) = (\text{Tr} \otimes E_2)(q(1 \otimes \alpha(E_2(x)))) = zd_r(\mathcal{H}(\psi)) \alpha(E_2(x)) = zd_r(\mathcal{H}) \alpha(E_2(x)) . \tag{2.1} \end{equation}$$

4
We now use the Connes tensor product $\mathcal{H} \otimes_T \overline{\mathcal{H}}$. Note that $\mathcal{H} \otimes_T \overline{\mathcal{H}} \cong \mathcal{H}((\text{id} \otimes \psi) \varphi)$. Therefore,

$$zd_r(\mathcal{H} \otimes_T \overline{\mathcal{H}}) = (\text{Tr} \otimes \text{Tr} \otimes E_Z)((\text{id} \otimes \psi)(p)).$$

Using (2.1), it follows that

$$zd_r(\mathcal{H} \otimes_T \overline{\mathcal{H}}) = (\text{Tr} \otimes E_Z)(\psi((\text{id} \otimes \text{id}))(p)) = zd_r(\mathcal{H}) \alpha((\text{Tr} \otimes E_Z)(p)) = zd_r(\mathcal{H}) \alpha(zd_r(\mathcal{H})).$$

Since $Z_2$ is the left support of $\mathcal{H}$, the $T$-bimodule $L^2(TZ_2)$ is a sub-$T$-bimodule of $\mathcal{H} \otimes_T \overline{\mathcal{H}}$. Therefore, $Z_2 \leq zd_r(\mathcal{H} \otimes_T \overline{\mathcal{H}})$ and the lemma is proved. \hfill \square

When $T$ is a II$_1$ factor, the bifinite Hilbert $T$-bimodules form a rigid C$^*$-tensor category. In particular, every bifinite Hilbert $T$-bimodule decomposes as a direct sum of finitely many irreducible $T$-bimodules. We need the following non-factorial version of this fact.

**Proposition 2.3.** Let $(T, \tau)$ be a von Neumann algebra with a normal faithful tracial state. Every bifinite Hilbert $T$-bimodule is a direct sum of finitely many Hilbert $T$-bimodules that are irreducible in the sense of Definition 2.1.

**Proof.** Take a bifinite Hilbert $T$-bimodule $\mathcal{H}$. Take a positive number $\kappa > 0$ such that $zd_r(\mathcal{H}) \leq \kappa 1$ and $zd_r(\mathcal{H}) \leq \kappa 1$. We first prove that $\mathcal{H}$ is a possibly infinite, direct sum of irreducible Hilbert $T$-bimodules. Write $\mathcal{H}$ as $\mathcal{H}(\psi)$ for some normal unital $*$-homomorphism $\psi : T \to p(M_n(C) \otimes T)p$. Since $zd_r(\mathcal{H}) \leq \kappa 1$, we get that $\psi(T)$ has finite index as a von Neumann subalgebra of $p(M_n(C) \otimes T)p$ equipped with the trace $\text{Tr} \otimes \tau$. Using e.g. [V07, Lemma A.3], also

$$\psi(\mathcal{Z}(T)) = \psi(T)' \cap \psi(T) \subset \psi(T)' \cap p(M_n(C) \otimes T)p$$

has finite index. We identify $\psi(T)' \cap p(M_n(C) \otimes T)p = \text{End}_{T-T}(\mathcal{H})$. Since $\mathcal{Z}(T)$ is abelian, it follows that $\text{End}_{T-T}(\mathcal{H})$ is of type I and that we can find projections $p_k \in \text{End}_{T-T}(\mathcal{H})$ with $\sum_k p_k = 1$ such that for every $k$, $\text{End}_{T-T}(p_k \mathcal{H})$ equals the image of $\mathcal{Z}(T)$ by its left action. By symmetry, we can further decompose and find that $\mathcal{H}$ is the orthogonal direct sum of irreducible Hilbert $\alpha_k$-$T$-bimodules $\mathcal{H}_k \subset \mathcal{H}$, where $\alpha_k : \mathcal{Z}(T)z_{1,k} \to \mathcal{Z}(T)z_{2,k}$ are bijective $*$-isomorphisms.

Write $(\mathcal{Z}(T), \tau) = L^\infty(X, \mu)$ for some standard probability space $(X, \mu)$. We then view each $\alpha_k$ as a nonsingular partial automorphism of $X$, with domain $D_k \subset X$ and range $R_k \subset X$. Define the set $\mathcal{W} = \cup_k D_k$ as the disjoint union of the sets $D_k$. Define the maps $\pi_1, \pi_2 : \mathcal{W} \to X$ given by $\pi_1(x) = x$ and $\pi_2(x) = \alpha_k(x)$ when $x \in D_k$. The positive measurable function $x \mapsto |\pi_1^{-1}(x)|$ is equal to $\sum_k z_{1,k}$. Similarly, the function $x \mapsto |\pi_2^{-1}(x)|$ equals $\sum_k z_{2,k}$.

Recall that we have chosen $\kappa > 0$ such that $zd_r(\mathcal{H}) \leq \kappa 1$ and $zd_r(\mathcal{H}) \leq \kappa 1$. We claim that $\sum_k z_{1,k} \leq \kappa^2 1$. By Lemma 2.2, we get for all $k$ that

$$z_{1,k} \leq zd_r(\mathcal{H}_{\alpha_k}) \alpha_k^{-1}(zd_r(\mathcal{H}_{\alpha_k})) \leq \kappa zd_r(\mathcal{H}_{\alpha_k}).$$

Summing over $k$, it follows that

$$\sum_k z_{1,k} \leq \kappa zd_r(\bigoplus_k \mathcal{H}_{\alpha_k}) = \kappa zd_r(\mathcal{H}) \leq \kappa^2 1.$$
So after removing from $X$ a set of measure zero, both functions $x \mapsto |\pi_1^{-1}(x)|$ and $x \mapsto |\pi_2^{-1}(x)|$ are bounded on $X$. We can thus write $W$ as the disjoint union of finitely many Borel sets $W_1, \ldots, W_\eta$ such that for each $j$, both the restriction of $\pi_1$ to $W_j$ and the restriction of $\pi_2$ to $W_j$ are 1-to-1. Denote by $r_{1,j,k} \leq z_{1,k}$ the projection that corresponds to $D_k \cap W_j$. Define $r_{2,j,k} = \alpha_k(r_{1,j,k})$. For every fixed $j$, the sets $(W_j \cap D_k)_k$ form a partition of $W_j$. Since both the restriction of $\pi_1$ to $W_j$ and the restriction of $\pi_2$ to $W_j$ are 1-to-1, the projections $(r_{1,j,k})_k$ are orthogonal, as well as the projections $(r_{2,j,k})_k$.

Define the Hilbert $T$-bimodules $H_1, \ldots, H_\eta \subset H$ given by

$$H_j = \bigoplus_k H_k r_{1,j,k} = \bigoplus_k r_{2,j,k} H_k.$$

By the orthogonality of the projections $(r_{1,j,k})_k$, we get that $H_j r_{1,j,k} = H_k r_{1,j,k}$. Similarly, $r_{2,j,k} H_j = H_k r_{1,j,k}$. The irreducibility of the $H_k$ implies that all $H_j$ are irreducible.

Since the sets $W_1, \ldots, W_\eta$ form a partition of $W$, we get that

$$H = \bigoplus_{j=1}^\eta H_j.$$

If $(T, \tau)$ is a von Neumann algebra with a normal faithful tracial state and $H$ is a bifinite Hilbert $T$-bimodule, then $\tau$ induces a canonical trace $\text{Tr}_H^r$ on $\text{End}_T(H)$, i.e. the commutant of the right $T$-action on $H$, as well as a canonical trace $\text{Tr}_H^f$ on $\text{End}_T(H)$. Both restrict to faithful traces on $\text{End}_T(H)$ and these might be different. We denote by $\Delta_H$ the, possibly unbounded, positive, self-adjoint operator affiliated with $Z(\text{End}_T(H))$ such that $\text{Tr}_H^r(\cdot \Delta_H) = \text{Tr}_H^f(\cdot \Delta_H^{-1}/2)$. The canonical trace on $\text{End}_T(H)$, denoted by $\text{Tr}_H$ is then defined as

$$\text{Tr}_H = \text{Tr}_H^f(\cdot \Delta_H^{1/2}) = \text{Tr}_H^r(\cdot \Delta_H^{-1/2}).$$

### 2.2 Quasi-regular inclusions of von Neumann algebras

We recall here the definition of quasi-regular inclusions (see [P99, P01]) and their basic properties, with special emphasis on the case of irreducible subfactors.

**Definition 2.4.** Let $(S, \tau)$ be a tracial von Neumann algebra and $T \subset S$ a von Neumann subalgebra. The quasi-normalizer of $T$ inside $S$ is defined as

$$\text{QN}_S(T) = \left\{ x \in S \mid \exists x_1, \ldots, x_n, y_1, \ldots, y_m \in S \text{ such that } x T \subset \sum_{i=1}^n T x_i \text{ and } T x \subset \sum_{j=1}^m y_j T \right\}.$$  

We say that $T \subset S$ is quasi-regular if $\text{QN}_S(T)' = S$.

For irreducible subfactors $T \subset S$, the quasi-normalizer is particularly well behaved, as can be seen from the following lemma. All the results in the lemma can be deduced from [PP84, Section 1]. For the convenience of the reader, we give a self contained proof.
Lemma 2.5. Let \((S, \tau)\) be a II\(_1\) factor and \(T \subset S\) an irreducible subfactor. Denote by \(E : S \to T\) the unique trace preserving conditional expectation. Let \(K \subset L^2(S)\) be a finite index \(T\)-subbimodule.

1. There exists a basis (in the sense of [PP84]) of \(K \cap S\) as a right \(T\)-module: elements \(x_1, \ldots, x_n \in K \cap S\) satisfying

\[
p_K(x) = \sum_{i=1}^n x_i E(x_i^* x) \quad \text{for all } x \in S ,
\]

where \(p_K\) is the orthogonal projection of \(L^2(S)\) onto \(K\).

2. Similarly, there exists a basis of \(K \cap S\) as a left \(T\)-module: elements \(y_1, \ldots, y_m \in K \cap S\) such that

\[
p_K(x) = \sum_{j=1}^m E(x y_j^*) y_j \quad \text{for all } y \in S .
\]

3. The space of \(T\)-bounded vectors in \(K\) equals \(K \cap S\).

4. The densely defined linear maps \(K \otimes_T L^2(S) \to L^2(S)\) and \(L^2(S) \otimes_T K \to L^2(S)\) given by multiplication are well defined bounded operators.

5. If \(K\) is irreducible, the multiplicity of \(K\) in \(L^2(S)\) is bounded above by both \(d_\ell(K)\) and \(d_r(K)\).

Let \((K_i)_{i \in I}\) be a maximal family of inequivalent irreducible finite index \(T\)-bimodules that appear in \(L^2(S)\). The map

\[
\bigoplus_{i \in I} \left( (L^2(S), K_i) \otimes K_i^0 \right) \to \text{QN}_S(T) : V \otimes \xi \mapsto V(\xi)
\]

is an isomorphism of vector spaces. Here, \((L^2(S), K_i)\) denotes the space of \(T\)-bimodular bounded operators from \(K_i\) to \(L^2(S)\) and \(K_i^0 \subset K_i\) is the subspace of \(T\)-bounded vectors. All tensor products and direct sums are algebraic. Also, by 5, the vector spaces \((L^2(S), K_i)\) are finite dimensional.

Proof. To prove 1-5, we may assume that \(K\) is irreducible. Since \(K\) is a finite index \(T\)-bimodule, we can choose a \(T\)-bimodular unitary operator

\[
V : p(\mathbb{C}^n \otimes L^2(T)) \to K,
\]

where the left \(T\)-module structure on \(p(\mathbb{C}^n \otimes L^2(T))\) is given by left multiplication with \(\psi(a)\), \(a \in T\) and \(\psi : T \to p(M_n(\mathbb{C}) \otimes T)\) is a finite index inclusion. Define the elements \(x_i \in K\) given by \(x_i := V(p(e_i \otimes 1))\). Define \(V \in (\mathbb{C}^n \otimes L^2(S))p\) given by

\[
V = \sum_{i=1}^n e_i \otimes x_i .
\]

The \(T\)-bimodularity of \(V\) means that \(aV = V\psi(a)\) for all \(a \in T\). In particular, \(V = Vp\). Then, \(V V^*\) is an element of \(L^1(S)\) that commutes with \(T\). So, \(V V^*\) is a multiple of 1. Therefore, \(V \in (\mathbb{C}^n \otimes S)p\) and \(x_i \in S\) for all \(i\).
1. View $V$ as a partial isometry from $\mathbb{C}^n \otimes L^2(T)$ to $L^2(S)$ with initial projection $p$ and final projection $p_K$. A direct computation gives that

$$V^*(x) = \sum_{i=1}^{n} e_i \otimes E(x_i^* x) \quad \text{for all } x \in S.$$ 

From this, 1 follows immediately.

2. This is analogous to 1.

3. Denote by $K^0 \subset K$ the space of $T$-bounded vectors. The inclusion $K \cap S \subset K^0$ is obvious. On the other hand, $K^0 = V(p(\mathbb{C}^n \otimes T))$. Since all $x_i \in S$, it follows that $K^0 \subset S$.

4. Identifying

$$p(\mathbb{C}^n \otimes L^2(T)) \otimes_T L^2(S) = p(\mathbb{C}^n \otimes L^2(S)),$$

the multiplication operator $K \otimes_T L^2(S) \to L^2(S)$ is the composition of the unitary operator

$$V^* \otimes 1 : K \otimes_T L^2(S) \to p(\mathbb{C}^n \otimes L^2(S))$$

and the bounded operator $p(\mathbb{C}^n \otimes L^2(S)) \to L^2(S)$ given by left multiplication with $V$.

5. Assume that the $T$-bimodule $p(\mathbb{C}^n \otimes L^2(T))$ appears at least $k$ times in $L^2(S)$. We then find, for $i = 1, \ldots, k$, $T$-bimodular isometries

$$V_i : p(\mathbb{C}^n \otimes L^2(T)) \to L^2(S)$$

with orthogonal ranges. The corresponding elements $V_i \in (\mathbb{C}^n \otimes S)p$ then satisfy

$$(\text{id} \otimes E)(V_j^* V_i) = \delta_{i,j} p.$$

Since $V_j V_j^*$ belongs to $T' \cap S = \mathbb{C}1$, it follows that

$$V_j V_j^* = \delta_{i,j} (\text{Tr} \otimes \tau)(p) 1 = \delta_{i,j} d_r(K) 1.$$

The elements $d_r(K)^{-1/2} V_i$ are thus partial isometries in $\mathbb{C}^n \otimes S$ with left support equal to 1 and orthogonal right supports below $p$. It follows that $k \leq (\text{Tr} \otimes \tau)(p) = d_r(K)$. By symmetry, also $k \leq d_r(K)$.

To prove the remaining statement in the lemma, observe that the map in (2.3) is injective and has its range in $QN_S(T)$. When $x \in QN_S(T)$, define $K$ as the closed linear span of $T x T$. Then, $K$ is a finite index $T$-bimodule and $x$ is a $T$-bounded vector in $K$. So, $x$ lies in the range of the map in (2.3). \[\square\]

### 2.3 Rank completions

Let $(A, \tau)$ be a von Neumann algebra with a normal faithful tracial state and let $H$ be a (purely algebraic) $A$-bimodule. In [T06, Section 2], the following quasi-metric is defined on $H$. For all $\xi, \eta \in H$, we put

$$[\xi] := \inf \{ \tau(p) + \tau(q) \mid (1-p)\xi(1-q) = 0 \} \quad \text{and} \quad d_{\text{rank}}(\xi, \eta) := [\xi - \eta].$$

As explained in [T06, Section 2], the separation/completion of $H$ w.r.t. the rank metric $d_{\text{rank}}$ is again an $A$-bimodule. It is called the rank completion of $H$.

In the framework of quasi-regular inclusions $T \subset S$, we will use the rank completion w.r.t. $A = Z(T)$. The following lemma is then of crucial technical importance.
Lemma 2.6. Let $(S, \tau)$ be a tracial von Neumann algebra, $T \subset S$ a von Neumann subalgebra and $S$ a $*$-algebra with $T \subset S \subset QN_S(T)$. Let $\mathcal{H}$ be a (purely algebraic) $S$-bimodule. Consider the rank metric on $\mathcal{H}$ viewed as a $\mathcal{Z}(T)$-bimodule. Both the left and the right module actions of $S$ on $\mathcal{H}$ are rank continuous. Hence, the rank completion of $\mathcal{H}$ canonically is an $S$-bimodule.

Proof. Fix $x \in S$. By symmetry, it suffices to prove that the left action of $x$ on $\mathcal{H}$ is a rank continuous map. Denote by $K \subset L^2(S)$ the Hilbert $T$-bimodule defined as the closed linear span of $TxT$. Since $x \in QN_S(T)$, we see that $K$ is a bifinite Hilbert $T$-bimodule. By Proposition 2.3, we can decompose $K$ as the direct sum of finitely many irreducible $T$-bimodules $K_1, \ldots, K_q$. Each of these $K_j$ is an $\alpha_j$-$T$-bimodule, where $\alpha_j$ is a partial automorphism of $\mathcal{Z}(T)$. It follows that for every projection $p \in \mathcal{Z}(T)$, we have

$$xp = p_0xp \quad \text{where} \quad p_0 = \alpha_1(p) \lor \cdots \lor \alpha_q(p). \quad (2.4)$$

Fix $\varepsilon > 0$. We construct $\delta > 0$ such that for every $\xi \in \mathcal{H}$ with $[\xi] < \delta$, we have $[x\xi] < \varepsilon$. Since the $\alpha_j$ are normal partial automorphisms, we can take $\delta_1 > 0$ such that for any projection $p \in \mathcal{Z}(T)$ with $\tau(p) < \delta_1$, we have $\tau(\alpha_j(p)) < \varepsilon/(2n)$. Put $\delta = \min\{\delta_1, \varepsilon/2\}$. Take $\xi \in \mathcal{H}$ with $[\xi] < \delta$. We prove that $[x\xi] < \varepsilon$.

Take projections $p, q \in \mathcal{Z}(T)$ such that $\tau(p) + \tau(q) < \delta$ and $(1 - p)\xi(1 - q) = 0$. Define $p_0 = \alpha_1(p) \lor \cdots \lor \alpha_q(p)$. Since $\tau(p) < \delta_1$, we get that $\tau(p_0) < \varepsilon/2$. From (2.4), we get that $xp = p_0xp$ and thus, $(1 - p_0)x = (1 - p_0)x(1 - p)$. Therefore,

$$(1 - p_0)x\xi(1 - q) = (1 - p_0)x(1 - p)\xi(1 - q) = 0.$$

Since $\tau(p_0) < \varepsilon/2$ and $\tau(q) < \varepsilon/2$, we conclude that $[x\xi] < \varepsilon$. \qed

2.4 Rigid $C^*$-tensor categories

Recall that a rigid $C^*$-tensor category is a $C^*$-tensor category that is semisimple, with irreducible tensor unit $\varepsilon \in C$ and with every object $\alpha \in C$ having an adjoint $\overline{\alpha} \in C$ that is both a left and a right dual of $\alpha$. For basic definitions and results on rigid $C^*$-tensor categories, we refer to [NT13, Sections 2.1 and 2.2].

For $\alpha, \beta \in C$, the finite dimensional Banach space of morphisms from $\alpha$ to $\beta$ is denoted by $(\beta, \alpha)$. Recall that $\text{End}(\alpha) = (\alpha, \alpha)$ is a finite dimensional $C^*$-algebra. We denote the tensor product of $\alpha, \beta \in C$ by juxtaposition $\alpha \beta$. For every $\alpha \in C$, we choose a standard solution of the conjugate equations (in the sense of [LR95], see also [NT13, Definition 2.2.12]): $s_\alpha \in (\alpha \overline{\alpha}, \varepsilon)$ and $t_\alpha \in (\overline{\alpha} \alpha, \varepsilon)$ such that

$$(t_\alpha^* \otimes 1)(1 \otimes s_\alpha) = 1, \quad (s_\alpha^* \otimes 1)(1 \otimes t_\alpha) = 1 \quad \text{and} \quad t_\alpha^* (1 \otimes X)t_\alpha = s_\alpha^*(X \otimes 1)s_\alpha \quad (2.5)$$

for all $X \in \text{End}(\alpha)$. These $s_\alpha, t_\alpha$ are unique up to unitary equivalence and the functional $\text{Tr}_\alpha(X) = t_\alpha^*(1 \otimes t_\alpha) = s_\alpha^*(1 \otimes s_\alpha)$ on $\text{End}(\alpha)$ is uniquely determined and tracial. The trace $\text{Tr}_\alpha$ is non-normalized: $\text{Tr}_\alpha(1) = d(\alpha)$, the categorical dimension of $\alpha$.

We also consider the partial traces

$$\text{Tr}_\alpha \otimes \text{id} : (\alpha \beta, \alpha \gamma) \to (\beta, \gamma) : (\text{Tr}_\alpha \otimes \text{id})(S) = (t_\alpha^* \otimes 1)(1 \otimes S)(t_\alpha \otimes 1),$$

$$\text{id} \otimes \text{Tr}_\alpha : (\beta \alpha, \gamma \alpha) \to (\beta, \gamma) : (\text{id} \otimes \text{Tr}_\alpha)(S) = (1 \otimes s_\alpha^*)(S \otimes 1)(1 \otimes s_\alpha).$$

Note that $\text{Tr}_\beta \circ (\text{Tr}_\alpha \otimes \text{id}) = \text{Tr}_{\alpha\beta} = \text{Tr}_\alpha \circ (\text{id} \otimes \text{Tr}_\beta)$ on $(\alpha \beta, \alpha \beta)$. 
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We denote by $\text{Irr}(\mathcal{C})$ a set of representatives of all irreducible objects in $\mathcal{C}$. The fusion $*$-algebra $\mathbb{C}[\mathcal{C}]$ of $\mathcal{C}$ has $\text{Irr}(\mathcal{C})$ as a vector space basis, with
\begin{equation}
\alpha \cdot \beta = \sum_{\gamma \in \text{Irr}(\mathcal{C})} \text{mult}(\alpha \beta, \gamma) \gamma \quad \text{and} \quad \alpha^\# = \overline{\alpha},
\end{equation}
where $\text{mult}(\alpha \beta, \gamma)$ denotes the multiplicity of $\gamma \in \text{Irr}(\mathcal{C})$ in $\alpha \beta$, i.e. the dimension of the vector space $(\alpha \beta, \gamma)$.

Using the categorical trace, all spaces of morphisms $(\beta, \alpha)$, for $\alpha, \beta \in \mathcal{C}$, are finite dimensional Hilbert spaces with scalar product
\begin{equation}
\langle V, W \rangle = \text{Tr}_\beta(VW^*) = \text{Tr}_\alpha(W^*V) \quad \text{for all } V, W \in (\beta, \alpha).
\end{equation}
We denote by $\text{onb}(\beta, \alpha)$ any choice of orthonormal basis of the Hilbert space $(\beta, \alpha)$. When $\alpha \in \text{Irr}(\mathcal{C})$ and $V, W \in (\beta, \alpha)$, we have that $W^*V \in (\alpha, \alpha) = \mathbb{C}1$. Therefore, for all $\beta \in \mathcal{C}$, we have
\begin{equation}
\sum_{\alpha \in \text{Irr}(\mathcal{C})} \sum_{V \in \text{onb}(\beta, \alpha)} d(\alpha)VV^* = 1.
\end{equation}

### 2.5 Subfactors, their standard invariant and symmetric enveloping algebra

Let $N \subset M$ be an inclusion of $\Pi_1$ factors with finite Jones index, $[M : N] < \infty$. Let $N \subset M \subset M_1 \subset \cdots$ be the associated Jones tower and use the convention that $M_0 = M$, $M_1 = N$. Recall that for all $n \geq 0$, $M_{n+1}$ is generated by $M_n$ and the Jones projection $e_n : L^2(M_n) \to L^2(M_{n-1})$.

The relative commutants $A_{ij} = M_i^j \cap M_j$, $i \leq j$, form a lattice of multimatrix algebras called the standard invariant. Together with the projections $e_n \in A_{ij}$, $i < n < j$, they form a $\lambda$-lattice in the sense of [P94b], with $\lambda = [M : N]^{-1}$.

Another axiomatization for the standard invariant of a subfactor is given by Jones [J99]. Indeed, he showed that the axioms of a $\lambda$-lattice are equivalent to the existence of a planar algebra structure on the linear spaces $A_{ij}$.

A key ingredient is the assignment to the isotopy invariance class of a planar tangle $T$ of a certain multi-linear map $Z_T$ between certain tensor products of these linear spaces. We refer to [J99] for details.

We also consider the $C^*$-tensor category $\mathcal{C}$ of all $M$-bimodules that are isomorphic to a finite direct sum of $M$-subbimodules of $M L^2(M_n) M$ for some $n$. Note that $\mathcal{C}$ is a rigid $C^*$-tensor category.

For every extremal\(^4\) finite index subfactor $N \subset M$, we consider the symmetric enveloping (SE) algebra $S = M \otimes_{e_N} M^{op}$ introduced in [P94a, P99]. By [P94a, P99], $S$ is the unique tracial von Neumann algebra generated by commuting copies of $M$ and $M^{op}$ together with an orthogonal projection $e_N$ that serves as the Jones projection for both $N \subset M$ and $N^{op} \subset M^{op}$. Writing $T = M \boxtimes M^{op}$, we refer to $T \subset S$ as the SE-inclusion for the subfactor $N \subset M$. By [P99], $T \subset S$ is irreducible and quasi-regular.

Denote by $\mathcal{C}$ the $C^*$-tensor category of $M$-bimodules generated by $N \subset M$ as above. By [P99], we have
\begin{equation}
L^2(S) = \bigoplus_{\alpha \in \text{Irr}(\mathcal{C})} (\mathcal{H}_\alpha \otimes \overline{\mathcal{H}_\alpha})
\end{equation}
as $T$-bimodules. Given any $C^*$-tensor category $\mathcal{C}$ of finite index $M$-bimodules having equal left and right dimension, one can define the SE-inclusion $T \subset S$ with $T = M \boxtimes M^{op}$ and such that (2.8) holds; see [LR94, M99] and see also [PV14, Remark 2.7].

\(^4\)This means that the natural anti-isomorphism between $M' \cap M_1$ and $N' \cap M$ is trace preserving. This is equivalent with all $M$-subbimodules of $L^2(M_n)$ having equal left and right $M$-dimension.
3 The tube ∗-algebra of an irreducible quasi-regular inclusion

Let $N \subset M$ be an extremal finite index subfactor with associated SE-inclusion $T \subset S$ (see Section 2.5). In [PV14], the representation theory of the standard invariant of $N \subset M$ was defined as the class of SE-correspondences, i.e. $S$-bimodules $\mathcal{H}$ that are generated by $T$-central vectors. It was shown that this representation theory only depends on the standard invariant. Denoting by $\mathcal{C}$ the tensor category of $M$-bimodules generated by $N \subset M$, the notions of an admissible state on the fusion ∗-algebra $\mathbb{C}[\mathcal{C}]$ (see (2.6)) and an admissible representation of $\mathbb{C}[\mathcal{C}]$ were defined in [PV14] and characterized purely in terms of $\mathcal{C}$ as a rigid C∗-tensor category. It was proved that there is a canonical bijection between SE-correspondences and admissible representations of $\mathbb{C}[\mathcal{C}]$.

In [NY15a], a more categorical point of view on this representation theory was given. For any rigid C∗-tensor category $\mathcal{C}$, the notion of a unitary half braiding on an ind-object of $\mathcal{C}$ was defined (see Section 3.4 for details). In the case where $\mathcal{C}$ is the category of finite index $M$-bimodules generated by an extremal subfactor $N \subset M$ with associated SE-inclusion $T \subset S$, it was proved in [NY15a] that there is a canonical bijection between the class of these unitary half-braidings and the generalized SE-correspondences, i.e. the $S$-bimodules $\mathcal{H}$ that, as a $T$-bimodule, are a direct sum of $T$-bimodules of the form $\mathcal{H}_\alpha \otimes \mathcal{H}_\beta$, $\alpha, \beta \in \mathcal{C}$ (recall that $T = M \otimes M^{op}$). In this picture, one should think of the SE-correspondences as the spherical part of the representation theory given by all generalized SE-correspondences.

In [GJ15], the representation theory of a rigid C∗-tensor category $\mathcal{C}$ has been developed further and linked to the tube ∗-algebra $\mathcal{A}$ of Ocneanu [O93]. This ∗-algebra $\mathcal{A}$, whose construction is recalled in Section 3.3 below, comes with a family of projections $(p_i)_{i \in \text{Irr}(\mathcal{C})}$ and a canonical isomorphism $p_i \cdot \mathcal{A} \cdot p_i \cong \mathbb{C}[\mathcal{C}]$. It was proved in [GJ15] that a state $\omega$ on $\mathbb{C}[\mathcal{C}]$ is admissible if and only if $\omega$ remains positive on $\mathcal{A}$.

The main parts of this section are 3.1 and 3.2. Inspired by Ocneanu’s tube algebra of a tensor category (see [O93]) and the above connection between representations of the tube algebra and SE-correspondences, we define a tube ∗-algebra $\mathcal{A}$ for an arbitrary irreducible quasi-regular inclusion $T \subset S$ of II1 factors, see Section 3.1. In the special case where $T \subset S$ is an SE-inclusion, our tube algebra is Morita equivalent with Ocneanu’s, see Proposition 3.12.

We actually define the tube ∗-algebra $\mathcal{A}$ for an irreducible quasi-regular inclusion $T \subset S$ together with a choice of tensor category $\mathcal{C}$ of finite index $T$-bimodules containing all finite index $T$-subbimodules of $L^2(S)$. A canonical choice for $\mathcal{C}$ is of course the tensor category generated by all finite index $T$-subbimodules of $L^2(S)$, but it is convenient to also allow larger choices of $\mathcal{C}$. In Section 3.2, we construct a canonical bijection between Hilbert space representations of the tube ∗-algebra $\mathcal{A}$ and Hilbert $S$-bimodules $\mathcal{H}$ that, as a $T$-bimodule, are a direct sum of $T$-bimodules in $\mathcal{C}$. In this way, the ∗-algebra $\mathcal{A}$ exactly encodes the $S$-bimodules that are “discrete” as a $T$-bimodule (i.e. a direct sum of finite index $T$-subbimodules).

In the second part of this section, we unify and complete the different pictures of the representation theory mentioned above. For general rigid C∗-tensor categories $\mathcal{C}$, we construct in Section 3.4 a canonical bijection between Hilbert space representations of the tube ∗-algebra $\mathcal{A}$ of $\mathcal{C}$ and unitary half braidings for $\mathcal{C}$ in the sense of [NY15a]. When $\mathcal{C}$ is a category of $M$-bimodules with corresponding SE-inclusion $T \subset S$, we prove in Section 3.3 that there is a canonical bijection between generalized SE-correspondences and Hilbert space representations of the tube ∗-algebra (see Corollary 3.13). Finally, in Section 3.5, we explain the relation with the approach of [J01], where representations of a planar algebra (i.e. standard invariant of a subfactor) are viewed as Hilbert space representations of the associated affine category.
3.1 Construction of the tube $*$-algebra

Let $S$ be a II$_1$ factor and $T \subset S$ an irreducible quasi-regular subfactor. Given Hilbert $T$-bimodules $\mathcal{H}_1, \mathcal{H}_2$, we say that a $T$-bimodular bounded operator $V : \mathcal{H}_2 \to \mathcal{H}_1$ has finite rank if the closure of $V(\mathcal{H}_2)$ is a finite index $T$-bimodule. We denote the vector space of these finite rank $T$-bimodular operators as $(\mathcal{H}_1, \mathcal{H}_2)$.

Fix a tensor category $\mathcal{C}$ of finite index $T$-bimodules containing all finite index $T$-subbimodules of $L^2(S)$. Realize every $i \in \text{Irr}(\mathcal{C})$ as an irreducible $T$-bimodule $\mathcal{H}_i$. Write $\mathcal{S} = \text{QN}_{\mathcal{S}}(T)$. With some abuse of notation, we denote for all $i, j \in \text{Irr}(\mathcal{C})$,

$$(i\mathcal{S}, S_j) := (\mathcal{H}_i \overline{\otimes}_T L^2(S), L^2(S) \overline{\otimes}_T \mathcal{H}_j) .$$

For every finite subset $\mathcal{F} \subset \text{Irr}(\mathcal{C})$, denote by $e_\mathcal{F}$ the orthogonal projection of $L^2(S)$ onto the sum of the $T$-subbimodules of $L^2(S)$ that are equivalent with one of the $\mathcal{H}_i$, $i \in \mathcal{F}$. By Lemma 2.5, every $e_\mathcal{F}$ has finite rank. Also, a bounded $T$-bimodular operator $V : L^2(S) \overline{\otimes}_T \mathcal{H}_j \to \mathcal{H}_i \overline{\otimes}_T L^2(S)$ has finite rank if and only if there exists a finite subset $\mathcal{F} \subset \text{Irr}(\mathcal{C})$ satisfying $V = V(e_\mathcal{F} \otimes 1) = (1 \otimes e_\mathcal{F})V$.

We can then define the tube $*$-algebra $\mathcal{A}$ associated with $T \subset S$ and $\mathcal{C}$. As a vector space, $\mathcal{A}$ is defined as the algebraic direct sum

$$\mathcal{A} = \bigoplus_{i,j \in \text{Irr}(\mathcal{C})} (i\mathcal{S}, S_j) .$$

The product of $V \in (i\mathcal{S}, S_k)$ and $W \in (k\mathcal{S}, S_j)$ is denoted by $V \cdot W$, belongs to $(i\mathcal{S}, S_j)$ and is defined as

$$\delta_{k,k'} (1 \otimes m)(V \otimes 1)(1 \otimes W)(m^* \otimes 1) . \quad (3.1)$$

Here, $m : S \otimes_T S \to S$ denotes the multiplication map and $m^*$ is its adjoint w.r.t. the Hilbert space structures $L^2(S) \overline{\otimes}_T L^2(S)$ and $L^2(S)$. Since $m$ need not extend to a bounded operator from $L^2(S) \overline{\otimes}_T L^2(S)$ to $L^2(S)$, one has to be careful in the interpretation of (3.1). But since $V$ and $W$ are finite rank intertwiners, we can take a finite subset $\mathcal{F} \subset \text{Irr}(\mathcal{C})$ such that $W = W(e_\mathcal{F} \otimes 1)$ and $V = (1 \otimes e_\mathcal{F})V$. By Lemma 2.5, we have that $m(e_\mathcal{F} \otimes 1)$ and $m(1 \otimes e_\mathcal{F})$ are bounded $T$-bimodular operators from $L^2(S) \overline{\otimes}_T L^2(S)$ to $L^2(S)$. So, the expression in (3.1) is a well defined finite rank intertwiner.

The associativity of the product map gives us the associativity of the product on $\mathcal{A}$.

We now define the adjoint operation on $\mathcal{A}$. Denote by $\delta : L^2(T) \to L^2(S)$ the inclusion map. Then denote $a = m^* \delta$. Again, $a$ need not be a well defined intertwiner from $L^2(T)$ to $L^2(S) \overline{\otimes}_T L^2(S)$. But, whenever $\mathcal{F} \subset \text{Irr}(\mathcal{C})$ is a finite subset, we have that $(e_\mathcal{F} \otimes 1)a = (1 \otimes e_\mathcal{F})a$ is well defined and given by

$$(e_\mathcal{F} \otimes 1)a = \sum_{i=1}^n x_i \otimes x_i^* ,$$

where $x_1, \ldots, x_n$ is a basis of $e_\mathcal{F}(L^2(S))$ as a right $T$-module (see Lemma 2.5.1). One checks that

$$(a^* \otimes 1)(1 \otimes a) = 1 ,$$

which rigorously speaking only makes sense after multiplying with $e_\mathcal{F}$ for an arbitrary finite subset $\mathcal{F} \subset \text{Irr}(\mathcal{C})$.

The adjoint of $V \in (i\mathcal{S}, S_j)$ is denoted by $V^\#$, belongs to $(j\mathcal{S}, Si)$ and is defined as

$$V^\# = (a^* \otimes 1 \otimes 1)(1 \otimes V^* \otimes 1)(1 \otimes 1 \otimes a) .$$
The fundamental properties of $m, a$ and $\delta$ can be summarized as:

$$m(1 \otimes m) = m(m \otimes 1), \quad (a^* \otimes 1)(1 \otimes m^*) = m = (1 \otimes a^*)(m^* \otimes 1),$$

$$m(1 \otimes \delta) = 1 = m(\delta \otimes 1), \quad (a^* \otimes 1)(1 \otimes a) = 1 = (1 \otimes a^*)(a \otimes 1).$$  \hfill (3.2)

As above, these formulas only make sense after multiplication with enough projections $e_F$, $F \subset \text{Irr}(C)$ finite.

Using (3.2), one easily checks that $\mathcal{A}$ is a $*$-algebra. When $\text{Irr}(C)$ is infinite, the $*$-algebra $\mathcal{A}$ is non-unital. But, for every $i \in \text{Irr}(C)$, the element $(1 \otimes \delta)(\delta^* \otimes 1) = (iS, Si)$ is a self-adjoint projection in $\mathcal{A}$ that we denote as $p_i$. Note that $(iS, Sj) = p_i \cdot \mathcal{A} \cdot p_j$. So, $\mathcal{A}$ always has enough self-adjoint idempotents.

When $K$ is a Hilbert $T$-bimodule that is a direct sum of finite index $T$-bimodules, then the algebra $(K, K)$ of finite rank intertwiners has two natural faithful traces:

$$\text{Tr}_K^f(W) = \sum_i \langle W(\xi_i), \xi_i \rangle \quad \text{and} \quad \text{Tr}_K^r(W) = \sum_j \langle W(\eta_j), \eta_j \rangle,$$

where the $\xi_i$, resp. $\eta_j$, form an orthonormal basis of $K$ as a left, resp. right, $T$-module. We have $\text{Tr}_K^f(1) = d_r(K)$ and $\text{Tr}_K^r(1) = d_e(K)$. We have $\text{Tr}^r = \text{Tr}^r$ if and only if all subbimodules of $K$ have equal left and right dimension. We denote by $\Delta_K$ the positive, self-adjoint, but generally unbounded, operator on $K$ such that

$$\text{Tr}^r(\cdot) = \text{Tr}^f(\Delta_K \cdot).$$

For every finite index intertwiner $V \in (K, K')$, we have that $\Delta_K V$ and $V \Delta_{K'}$ are equal and bounded. When $K$ is an irreducible finite index $T$-bimodule, $(K, K)$ is one-dimensional and $\Delta_K$ equals the ratio $d_r(K)/d_e(K)$ between the right and left $T$-dimension of $K$.

In particular, we consider the positive self-adjoint, but generally unbounded, operator $\Delta_S$ on $L^2(S)$. For every finite subset $F \subset \text{Irr}(C)$, we have that $\Delta_S e_F$ is bounded and given by

$$\Delta_S = \sum_{\alpha \in F} \Delta_a e_{\{\alpha\}}.$$

Since intertwiner spaces have a left and a right trace, we also have a left and a right scalar product on all our intertwiner spaces, defined as

$$\langle V, W \rangle_L = \text{Tr}^f_K(VW^*) = \text{Tr}^f_H(W^*V), \quad \langle V, W \rangle_r = \text{Tr}^r_K(VW^*) = \text{Tr}^r_H(W^*V)$$

for all $V, W \in (K, H)$.

Finally, note that

$$\text{Tr}^f(V) = a^*(1 \otimes V)a \quad \text{and} \quad \text{Tr}^r(V) = a^*(V \otimes 1)a \quad \text{for all} \quad V \in (S, S).$$  \hfill (3.3)

The following lemma implies that every $*$-representation of $\mathcal{A}$ on a pre-Hilbert space is automatically by bounded operators, and that $\mathcal{A}$ has a universal enveloping $C^*$-algebra.

**Lemma 3.1.** For every $i \in \text{Irr}(C)$ and every finite subset $F \subset \text{Irr}(C)$, we have

$$\sum_{j \in \text{Irr}(C)} \sum_{W \in \text{onb}_F((1 \otimes e_F) (iS, Si) (e_F \otimes 1))} d_e(j) W \cdot W^\# = d_r(e_F(L^2(S))^2) p_i.$$

\hfill (3.4)
Here, we denote by \( \text{onb}_\ell \) any choice of orthonormal basis w.r.t. the left scalar product. Also note that the sum in (3.4) only has finitely many terms: since \( \mathcal{F} \) is finite and \( i \) is fixed, there are only finitely many \( j \in \text{Irr}(\mathcal{C}) \) for which \( (1 \otimes e_\mathcal{F})(i\mathcal{S},S_j)(e_\mathcal{F} \otimes 1) \) is non-zero, and each of these is a finite dimensional Hilbert space.

**Proof.** Note that the map

\[
(e_\mathcal{F} \otimes 1 \otimes e_\mathcal{F})(i\mathcal{S},j) \rightarrow (1 \otimes e_\mathcal{F})(i\mathcal{S},S_j)(e_\mathcal{F} \otimes 1) : W \mapsto (a^* \otimes 1 \otimes 1)(1 \otimes W)
\]

is a unitary w.r.t. the left scalar products and that \( ((a^* \otimes 1 \otimes 1)(1 \otimes W))^\# = (W^* \otimes 1)(1 \otimes 1 \circ a) \). Therefore, the left hand side of (3.4) equals

\[
\sum_{j \in \text{Irr}(\mathcal{C})} \sum_{W \in \text{onb}_\ell((e_\mathcal{F} \otimes 1 \otimes e_\mathcal{F})(i\mathcal{S},j))} d_r(j) (a^* \otimes 1 \otimes m)(1 \otimes WW^* \otimes 1)(m^* \otimes 1 \otimes a)
\]

\[
= (a^* \otimes 1 \otimes m)(1 \otimes e_\mathcal{F} \otimes 1 \otimes e_\mathcal{F} \otimes 1)(m^* \otimes 1 \otimes a)
\]

\[
= d_r(e_\mathcal{F}(L^2(S)))^2 (1 \otimes \delta)(\delta^* \otimes 1) = d_r(e_\mathcal{F}(L^2(S)))^2 p_i ,
\]

because \( m(e_\mathcal{F} \otimes 1)a = m(1 \otimes e_\mathcal{F})a = d_r(e_\mathcal{F}(L^2(S)))\delta \).

The *-algebra \( \mathcal{A} \) has the following natural weight \( \tau : \mathcal{A} \rightarrow \mathbb{C} \) with corresponding von Neumann algebra completion \( \mathcal{A}'' \) acting on \( L^2(\mathcal{A}) \). In the unimodular case, i.e. when all \( T \)-subbimodules of \( L^2(S) \) have equal left and right dimension, \( \tau \) is a trace and \( \mathcal{A}'' \) is a semifinite von Neumann algebra.

**Proposition 3.2.** Let \( S \) be a II\(_1\) factor, \( T \subset S \) an irreducible quasi-regular subfactor and \( \mathcal{C} \) a tensor category of finite index \( T \)-bimodules containing all finite index \( T \)-subbimodules of \( L^2(S) \). Define the *-algebra \( \mathcal{A} \) as above. The linear map

\[
\tau : \mathcal{A} \rightarrow \mathbb{C} : \tau(V) = \sum_{i \in \text{Irr}(\mathcal{C})} \text{Tr}_i^\ell((1 \otimes \delta^*)V_i(\delta \otimes 1))
\]

is a faithful positive functional on \( \mathcal{A} \). Denote by \( L^2(\mathcal{A}) \) the completion of \( \mathcal{A} \) w.r.t. the norm \( \|V\|_{2,\tau} = \sqrt{\tau(V^\# \cdot V)} \). Left multiplication extends to a *-representation of \( \mathcal{A} \) by bounded operators on \( L^2(\mathcal{A}) \) and \( \tau \) extends uniquely to a normal semifinite faithful weight on \( \mathcal{A}'' \) with modular automorphism group

\[
\sigma_V^\tau(V) = (1 \otimes \Delta^\#_\delta)V \quad \text{for all } V \in (i\mathcal{S},S_j) .
\]

**Proof.** Take \( V,W \in (i\mathcal{S},S_j) \). A direct computation yields

\[
\tau(V^\# \cdot W) = \text{Tr}_{S_j}^\ell(V^*W) \quad \text{and} \quad \tau(W \cdot V^\#) = \text{Tr}_{S_j}^\ell((\Delta \otimes 1)V^*W) .
\]

By Lemma 3.1, the representation of \( \mathcal{A} \) on \( L^2(\mathcal{A}) \) is indeed by bounded operators. The remaining statements follow by standard methods of modular theory.

The following definition is now a natural one and corresponds exactly to the case where \( \tau \) is a trace.

**Definition 3.3.** Let \( S \) be a II\(_1\) factor and \( T \subset S \) an irreducible quasi-regular subfactor. We say that the inclusion \( T \subset S \) is **unimodular** when all \( T \)-subbimodules of \( L^2(S) \) have equal left and right dimension.
3.2 Representations of the tube $*$-algebra and Hilbert bimodules

We say that a Hilbert space $K$ is a right Hilbert $A$-module when we are given a $*$-anti-homomorphism from $A$ to $B(K)$. We denote the right action of $V \in A$ on $\xi \in K$ as $\xi \cdot V$. We say that $K$ is nondegenerate when $K \cdot A$ has dense linear span in $K$. Note that $K$ is nondegenerate if and only if the linear span of the subspaces $K \cdot p_i$, $i \in \text{Irr}(C)$, is dense in $K$.

**Theorem 3.4.** Let $S$ be a $H_1$ factor, $T \subset S$ an irreducible quasi-regular subfactor and $C$ a tensor category of finite index $T$-bimodules containing all finite index $T$-subbimodules of $L^2(S)$. Let $A$ be the associated tube $*$-algebra. The formulas below provide a natural bijection between

- Hilbert $S$-bimodules $\mathcal{H}$ that, as a $T$-bimodule, are a direct sum of $T$-bimodules contained in $C$;
- nondegenerate right Hilbert $A$-modules.

Given a Hilbert $S$-bimodule $\mathcal{H}$ that, as a $T$-bimodule, is a direct sum of $T$-bimodules contained in $C$, define for all $i \in \text{Irr}(C)$, the space $K_i := (\mathcal{H}, i)$ and turn $K_i$ into a Hilbert space using the right scalar product $\langle \xi, \eta \rangle = \text{Tr}_i^n \langle n \xi, \eta \rangle$. Denote $m_{tr} : S \otimes_T \mathcal{H} \otimes_T S \to \mathcal{H} : m_{tr}(x \otimes \xi \otimes y) = x \cdot \xi \cdot y$. Then,

$$\xi \cdot V = m_{tr}(1 \otimes \xi \otimes 1)(1 \otimes V(\Delta_S^1 \otimes 1))(a \otimes 1)$$

for all $V \in (iS, S j)$ and $\xi \in K_i = (\mathcal{H}, i)$, turns the direct sum $K = \bigoplus_{i \in \text{Irr}(C)} K_i$ into a nondegenerate right Hilbert $A$-module.

Given a nondegenerate right Hilbert $A$-module $K$, denote $K_i := K \cdot p_i$ for all $i \in \text{Irr}(C)$ and define $\mathcal{H}_i^0$ as the algebraic direct sum of all $K_i \otimes \mathcal{H}_i^0$, $i \in \text{Irr}(C)$, where $\mathcal{H}_i^0$ is the set of $T$-bounded vectors in the irreducible $T$-bimodule $\mathcal{H}_i$. The formulas

$$\langle \xi \otimes \mu \rangle \cdot x = \sum_{j \in \text{Irr}(C)} \sum_{U \in \text{onb}_{(iS, j)}} d_r(j) \xi \cdot (U(\delta^* \otimes 1)) \otimes U^* (\mu \otimes x)$$

$$x \cdot (\xi \otimes \mu) = \sum_{j \in \text{Irr}(C)} \sum_{U \in \text{onb}_{(j, S i)}} d_r(j) \xi \cdot ((1 \otimes \delta)U(\Delta_S^1 \otimes 1))^\# \otimes U(x \otimes \mu)$$

for all $\xi \in K_i, \mu \in \mathcal{H}_i^0$ and $x \in S$, together with the scalar product

$$\langle \xi_1 \otimes \mu_1, \xi_2 \otimes \mu_2 \rangle = \frac{1}{d_r(i)} \delta_{i,j} \langle \xi_1, \xi_2 \rangle \langle \mu_1, \mu_2 \rangle$$

turn the Hilbert space completion $\mathcal{H}$ of $\mathcal{H}_i^0$ into a well defined Hilbert $S$-bimodule that, as a $T$-bimodule, is a direct sum of copies of $\mathcal{H}_i$, $i \in \text{Irr}(C)$, with $(\mathcal{H}, i) = K_i$.

**Proof.** Given a Hilbert $S$-bimodule $\mathcal{H}$ and defining $\mathcal{K}^0$ as the algebraic direct sum of the Hilbert spaces $K_i := (\mathcal{H}, i)$, a slightly tedious, but straightforward computation shows that (3.5) defines a $*$-anti-representation of $A$ on $\mathcal{K}^0$. By Lemma 3.1, this anti-representation is by bounded operators on the Hilbert space completion $\mathcal{K}$ of $\mathcal{K}^0$ and we have found a nondegenerate right Hilbert $A$-module $\mathcal{K}$.

Conversely, assume that $\mathcal{K}$ is a nondegenerate right Hilbert $A$-module and define the pre-Hilbert space $\mathcal{H}_i$ as above. It is again straightforward but slightly tedious to check that the formulas (3.6) turn $\mathcal{H}_i^0$ into an $S$-bimodule satisfying

$$\langle x \cdot \mu \cdot y, \mu' \cdot y^* \rangle = \langle \mu, x^* \cdot \mu' \cdot y^* \rangle$$
for all \(x, y \in \mathcal{S}\) and \(\mu, \mu' \in \mathcal{H}^0\). In order to prove that we can uniquely extend this to a Hilbert \(\mathcal{S}\)-bimodule structure on the Hilbert space completion \(\mathcal{H}\) of \(\mathcal{H}^0\), it suffices to prove that for all \(i, j \in \text{Irr}(\mathcal{C})\), \(\xi \in \mathcal{K}_i\), \(\xi' \in \mathcal{K}_j\), \(\mu \in \mathcal{H}^0_i\) and \(\mu' \in \mathcal{H}^0_j\), the linear functionals

\[
\mathcal{S} \to \mathbb{C} : x \mapsto \langle (\xi \otimes \mu) \cdot x, \xi' \otimes \mu' \rangle \quad \text{and} \quad x \mapsto \langle x \cdot (\xi \otimes \mu), \xi' \otimes \mu' \rangle
\]

extend to normal functionals on \(\mathcal{S}\). By symmetry, we only consider the first functional. It follows from (3.6) that it is a finite linear combination of functionals of the form

\[
x \mapsto \langle U^* (\mu \otimes x), \mu' \rangle
\]

with \(\mu \in \mathcal{H}^0_i\), \(\mu' \in \mathcal{H}^0_j\) and \(U \in (i\mathcal{S}, j)\). Since \(\mu\) is a bounded vector, we can define the bounded operator \(L_\mu : L^2(\mathcal{S}) \to \mathcal{H}_i \overline{\otimes}_T L^2(\mathcal{S})\) given by \(L_\mu(x) = \mu \otimes x\) for all \(x \in \mathcal{S}\). It follows that

\[
\langle U^* (\mu \otimes x), \mu' \rangle = \langle x, L_\mu^* (U(\mu')) \rangle.
\]

Since \(L_\mu^* (U(\mu')) \in L^2(\mathcal{S})\), the functional in (3.7) is indeed normal.

By construction, the above correspondence between Hilbert \(\mathcal{S}\)-bimodules and Hilbert \(\mathcal{A}\)-modules is indeed bijective, in the sense of the theorem.

Given an irreducible quasi-regular inclusion of \(\mathbb{II}_1\) factors \(T \subset \mathcal{S}\), we have two natural \(\mathcal{S}\)-bimodules: the trivial \(\mathcal{S}\)-bimodule \(L^2(\mathcal{S})\) and the family of coarse \(\mathcal{S}\)-bimodules \(L^2(\mathcal{S}) \overline{\otimes}_T L^2(\mathcal{S})\), as well as \(L^2(\mathcal{S}) \overline{\otimes}_T \mathcal{H} \overline{\otimes}_T L^2(\mathcal{S})\) for an arbitrary \(T\)-bimodule \(\mathcal{H}\) that is a direct sum of finite index \(T\)-bimodules. Through Theorem 3.4, they correspond to the following representations of the tube algebra. The proof of this lemma is given by a direct computation.

**Lemma 3.5.** Let \(T \subset \mathcal{S}\) be an irreducible quasi-regular inclusion of \(\mathbb{II}_1\) factors and \(\mathcal{C}\) a tensor category of finite index \(T\)-bimodules containing all finite index \(T\)-subbimodules of \(L^2(\mathcal{S})\). Denote by \(\mathcal{A}\) the associated tube \(+\)-algebra.

Under the bijection of Theorem 3.4,

1. the \(\mathcal{S}\)-bimodule \(L^2(\mathcal{S}) \overline{\otimes}_T L^2(\mathcal{S})\) corresponds to the right Hilbert \(\mathcal{A}\)-module \(L^2(p_x \cdot \mathcal{A})\), where \(L^2(\mathcal{A})\) is given by Proposition 3.2 and the right action of \(W \in \mathcal{A}\) on \(L^2(p_x \cdot \mathcal{A})\) is given by right multiplication with \(\sigma_{-i/2}(W)\);

2. given a \(T\)-bimodule \(\mathcal{H}\) that is a direct sum of \(T\)-bimodules in \(\mathcal{C}\), the \(\mathcal{S}\)-bimodule \(L^2(\mathcal{S}) \overline{\otimes}_T \mathcal{H} \overline{\otimes}_T L^2(\mathcal{S})\) corresponds to the right Hilbert \(\mathcal{A}\)-module \(\bigoplus_{i \in \text{Irr}(\mathcal{C})} (\mathcal{H}, i) \otimes L^2(p_i \cdot \mathcal{A})\); in particular, with \(\mathcal{H} = \bigoplus_{i \in \text{Irr}(\mathcal{C})} \mathcal{H}_i\), we find the right Hilbert \(\mathcal{A}\)-module \(L^2(\mathcal{A})\);

3. the \(\mathcal{S}\)-bimodule \(L^2(\mathcal{S})\) corresponds to the right Hilbert \(\mathcal{A}\)-module defined by completing

\[
\mathcal{E}^r := \bigoplus_{i \in \text{Irr}(\mathcal{C})} (\mathcal{S}, i)
\]

w.r.t. the left scalar product on \((\mathcal{S}, i)\) and right \(\mathcal{A}\)-module structure given by

\[
\xi \cdot V = m(1 \otimes m)(1 \otimes (\xi \otimes \Delta_S^{1/2})V)(a \otimes 1)
\]

for all \(\xi \in (\mathcal{S}, i)\) and \(V \in (i\mathcal{S}, \mathcal{S}j)\).
Remark 3.6. 1. The right \( \mathcal{A} \)-module \( \mathcal{E}^r \) should be considered as the trivial representation of \( \mathcal{A} \). Its adjoint is the left \( \mathcal{A} \)-module

\[
\mathcal{E}^l := \bigoplus_{i \in \text{tr}(\mathcal{C})} (i, S)
\]

with left \( \mathcal{A} \)-module structure given by

\[
V : \xi = (1 \otimes a^*)(1 \otimes \Delta_{\mathfrak{g}}^{-1/2})V \otimes 1)(1 \otimes \xi \otimes 1)(m^* \otimes 1)m^*
\]

for all \( V \in (iS, Sj) \) and \( \xi \in (j, S) \).

2. Also this left \( \mathcal{A} \)-module \( \mathcal{E}^l \) can be completed into a Hilbert \( \mathcal{A} \)-module by using the left scalar product on each \( (i, S) \).

3. In Remark 3.8, we will see that \( \mathcal{E}^l \) and \( \mathcal{E}^r \) can also be viewed as the GNS-spaces of \( \mathcal{A} \) w.r.t. a canonical state on \( \mathcal{A} \).

Corollary 3.7. Let \( S \) be a \( II_1 \) factor, \( T \subset S \) an irreducible quasi-regular subfactor and \( \mathcal{C} \) a tensor category of finite index \( T \)-bimodules containing all finite index \( T \)-subbimodules of \( L^2(S) \). Let \( \mathcal{A} \) be the associated tube \( * \)-algebra. Then (3.8) below gives a bijection between

- unital, completely positive, trace preserving \( T \)-bimodular maps \( \varphi : S \to S \);
- states \( \omega_\varphi \) on \( \mathcal{A} \) with the property that \( \omega_\varphi(p_\varepsilon) = 1 \).

This bijection is given by

\[
\omega_\varphi(V) = \text{Tr}(\varphi \circ V) \quad \text{for all } V \in (S, S) \quad \text{and}
\omega_\varphi(V) = 0 \quad \text{when } V \in (iS, Sj) \quad \text{with } i \neq \varepsilon \text{ or } j \neq \varepsilon.
\]

Note that for all \( V \in (S, S) \) and for every \( T \)-bimodular linear map \( \varphi : S \to S \), we can view \( \varphi \circ V \) as a finite rank \( T \)-bimodular map, i.e. as an element of \( (S, S) \). We denote by \( \text{Tr} \) the categorical trace on \( (S, S) \) given by \( \text{Tr}() = \text{Tr}^r(\Delta^{-1/2} \cdot) = \text{Tr}^l(\Delta_{\mathfrak{g}}^{1/2} \cdot) \).

Note that whenever \( \varphi : S \to S \) is a normal, completely positive, \( T \)-bimodular map, the irreducibility of \( T \subset S \) implies that \( \varphi(1) = \lambda 1 \) and \( \tau \circ \varphi = \lambda \tau \) for some \( \lambda \geq 0 \). It is therefore not restrictive to only consider unital, trace preserving maps.

Proof. Given a unital, completely positive, trace preserving \( T \)-bimodular map \( \varphi : S \to S \), define the \( S \)-bimodule \( \mathcal{H} \) as the separation/completion of \( S \otimes S \) w.r.t. the scalar product \( \langle x \otimes y, a \otimes b \rangle = \tau(x \varphi(yb^*a^*) \). Note that by construction, as a \( T \)-bimodule, \( \mathcal{H} \) is isomorphic with a direct sum of irreducible \( T \)-subbimodules of \( L^2(S)_T \otimes T L^2(S) \), which thus belong to \( \mathcal{C} \). By Theorem 3.4, we find a \( * \)-representation of \( \mathcal{A} \) on a Hilbert space \( \mathcal{K} \) and a unit vector \( \xi_0 \in \mathcal{K} \) corresponding to the \( T \)-central vector \( 1 \otimes 1 \in \mathcal{H} \). Define \( \omega_\varphi \) as the vector state on \( \mathcal{A} \) given by \( \xi_0 \). A direct computation shows that (3.8) holds.

Conversely, given a state \( \omega : \mathcal{A} \to \mathbb{C} \) with \( \omega(p_\varepsilon) = 1 \), combining the GNS-construction and Theorem 3.4, we find an \( S \)-bimodule \( \mathcal{H} \) and a \( T \)-central unit vector \( \xi_1 \in \mathcal{H} \). Denote by \( \varphi \) the unique unital, completely positive, trace preserving \( T \)-bimodular map \( \varphi : S \to S \) satisfying \( \langle x \cdot \xi_1 \cdot y, \xi_1 \rangle = \tau(x \varphi(y)) \) for all \( x, y \in S \). A direct computation shows that \( \omega_\varphi = \omega \).
Remark 3.8. The trivial and the regular representation of Lemma 3.5 can also be understood in the context of Corollary 3.7. The identity map $S: x \mapsto x$, corresponds to the state $\epsilon: \mathcal{A} \to \mathbb{C}$ given by $\epsilon(V) = \text{Tr}(V)$ for all $V \in (\mathcal{S}, \mathcal{E})$ and $\epsilon(V) = 0$ if $V \in (\mathcal{S}, \mathcal{S})$ with $i \neq \varepsilon$ or $j \neq \varepsilon$. Performing the GNS-construction with this state $\epsilon$, we obtain the right Hilbert $\mathcal{A}$-module $\mathcal{E}^*$ of Lemma 3.5. Also note that $\epsilon$ is a character when restricted to $p_\varepsilon \cdot \mathcal{A} \cdot p_\varepsilon$, but it is not a character on the entire $\ast$-algebra $\mathcal{A}$.

The map $S: x \mapsto \tau(x)1$ corresponds to the state $\mathcal{A} \to \mathbb{C}: V \mapsto \tau(p_\varepsilon \cdot V \cdot p_\varepsilon)$. Performing the GNS-construction with this state, we obtain the right Hilbert $\mathcal{A}$-module $L^2(p_\varepsilon \cdot \mathcal{A})$.

### 3.3 Ocneanu’s tube $\ast$-algebra of a rigid $C^*$-tensor category

Let $\mathcal{C}$ be a rigid $C^*$-tensor category. We recall the construction of Ocneanu’s tube $\ast$-algebra, introduced in [O93] when $\mathcal{C}$ has only finitely many irreducible objects. As a vector space, $\mathcal{A}$ is given as the algebraic direct sum

$$\mathcal{A} = \bigoplus_{i,j,\alpha \in \text{Irr}(\mathcal{C})} (i\alpha, \alpha j).$$

So, an element $V \in \mathcal{A}$ is given by elements $V_{ij}^\alpha \in (i\alpha, \alpha j)$, with only finitely many of these elements being nonzero. Whenever $V \in (i\alpha, \alpha j)$, we also view $V$ as an element of $\mathcal{A}$ living in the corresponding direct summand. When $i, j \in \text{Irr}(\mathcal{C})$ and $\beta \in \mathcal{C}$ is a not necessarily irreducible object, every $V \in (i\beta, \beta j)$ defines an element in $\mathcal{A}$ concretely given by

$$V_{kl}^\alpha = \delta_{i,k} \delta_{j,l} \sum_{U \in \text{onb}(\beta, \alpha)} d(\alpha) (1 \otimes U^*) V(U \otimes 1).$$

(3.9)

Here, we use the same conventions for the orthonormal basis $\text{onb}(\beta, \alpha)$ as in (2.7).

We then turn $\mathcal{A}$ into a $\ast$-algebra:

$$V \cdot W = \delta_{i,k'} (V \otimes 1)(1 \otimes W) \quad \text{if } V \in (i\alpha, \alpha k) \text{ and } W \in (k', \beta', j);$$

$$V^\# = (t_i^* \otimes 1 \otimes 1)(1 \otimes V^* \otimes 1)(1 \otimes 1 \otimes s_\alpha) \quad \text{if } V \in (i\alpha, \alpha j).$$

Note that $V^\# \in (j_u, \pi_s)$ when $V \in (i\alpha, \alpha j)$. To avoid confusion with composition and adjoints of morphisms, we systematically write the dot and use the symbol $\#$ for the operations in $\mathcal{A}$.

The identity morphism $1 \in (i\varepsilon, \varepsilon i)$, when viewed as an element of $\mathcal{A}$, is denoted as $p_i$. Note that the $p_i$ are self-adjoint idempotents and that

$$p_i \cdot \mathcal{A} \cdot p_j = \bigoplus_{\alpha \in \text{Irr}(\mathcal{C})} (i\alpha, \alpha j)$$

as vector spaces.

Identifying $\alpha \in \text{Irr}(\mathcal{C})$ with the identity map $1 \in (\varepsilon \alpha, \alpha \varepsilon)$, we get an isomorphism $p_\varepsilon \cdot \mathcal{A} \cdot p_\varepsilon \cong \mathbb{C}[\mathcal{C}]$, where $\mathbb{C}[\mathcal{C}]$ is the fusion $\ast$-algebra of $\mathcal{C}$ (see (2.6)).

The co-unit $\epsilon: \mathcal{A} \to \mathbb{C}$ is the unital $\ast$-homomorphism given by $\epsilon(p_i) = 0$ for all $i \neq \varepsilon$ and $\epsilon(\alpha) = d(\alpha)$ for all $\alpha \in \text{Irr}(\mathcal{C})$ viewed as the identity map $1 \in (\varepsilon \alpha, \alpha \varepsilon)$.

The following lemma ensures purely algebraically that there is a universal $C^*$-norm on $\mathcal{A}$, a fact that was proved already in [GJ15]. The proof is identical to the proof of Lemma 3.1.
Lemma 3.9. For all \( i \in \text{Irr}(\mathcal{C}) \) and \( \alpha \in \mathcal{C} \), we have that
\[
\sum_{j \in \text{Irr}(\mathcal{C})} \sum_{W \in \text{onb}(i,\alpha,\alpha j)} d(j) \ W \cdot W^\# = d(\alpha) p_i.
\]
For every \(*\)-representation \( \tau \) of \( \mathcal{A} \) as linear operators on a pre-Hilbert space \( \mathcal{H} \), we have that \( \| \tau(V) \| \leq d(\alpha) \| V \| \) for all \( i,j \in \text{Irr}(\mathcal{C}) \), \( \alpha \in \mathcal{C} \), \( V \in (i\alpha,\alpha j) \). Here, \( \| V \| \) denotes the operator norm of \( V \in (i\alpha,\alpha j) \).

As in Proposition 3.2, we have a natural trace on the tube \(*\)-algebra \( \mathcal{A} \) with corresponding von Neumann algebra completion \( \mathcal{A}'' \).

Proposition 3.10. The map
\[
\tau : A \to \mathbb{C} : \tau(V) = \sum_{i \in \text{Irr}(\mathcal{C})} \text{Tr}_i(V_W^\dagger)
\]
is a positive faithful trace on \( A : \tau(V \cdot W) = \tau(W \cdot V) \) and \( \tau(V^\# \cdot V) \geq 0 \) for all \( V,W \in A \) with \( \tau(V^\# \cdot V) = 0 \) if and only if \( V = 0 \).

Denote by \( L^2(\mathcal{A}) \) the completion of \( \mathcal{A} \) w.r.t. the norm \( \| V \|_{2,\tau} = \sqrt{\tau(V^\# \cdot V)} \). For every \( V \in A \), left multiplication as well as right multiplication with \( V \) extend to bounded operators on \( L^2(\mathcal{A}) \).

Denote by \( \mathcal{A}'' \) the von Neumann algebra generated by the left action of \( \mathcal{A} \) on \( L^2(\mathcal{A}) \). Then \( \tau \) uniquely extends to a normal semifinite faithful trace on \( \mathcal{A}'' \).

Proof. A direct computation gives for all \( i,j,\alpha,\beta \in \text{Irr}(\mathcal{C}) \) and \( V \in (i\alpha,\alpha j) \), \( W \in (i\beta,\beta j) \) that
\[
\tau(V \cdot W^\#) = \delta_{\beta,\alpha} \frac{1}{d(\alpha)} \text{Tr}_{i\alpha}(V W^*) \quad \text{and} \quad \tau(W^\# \cdot V) = \delta_{\beta,\alpha} \frac{1}{d(\alpha)} \text{Tr}_{\alpha j}(W^* V).
\]
It follows that \( \tau \) is a trace. The remaining statements follow from Lemma 3.9.

Remark 3.11. Given \( i,j,\alpha \in \text{Irr}(\mathcal{C}) \), we have considered \( (i\alpha,\alpha j) \) as a Hilbert space using the scalar product \( \langle V,W \rangle = \text{Tr}_{i\alpha}(V W^*) \). Now, we can also view \( (i\alpha,\alpha j) \) as a subspace of \( \mathcal{A} \) and thus, of \( L^2(\mathcal{A}) \). Then, the scalar product is scaled with the factor \( d(\alpha) \).

When using the notation \( \text{onb}(i\alpha,\alpha j) \), we always refer to an orthonormal basis for the first mentioned scalar product. This is the most convenient, since we also use such orthonormal bases for arbitrary spaces of morphisms \( \langle \beta,\gamma \rangle \) with \( \beta,\gamma \in \mathcal{C} \).

Assume now that \( M \) is a \( II_1 \) factor and that \( \mathcal{C} \) is a tensor category of finite index \( M \)-bimodules having equal left and right dimension. Consider the SE-inclusion \( T \subset S \) defined in Section 2.5. We then have two tube \(*\)-algebras: Ocneanu’s tube algebra of the tensor category \( \mathcal{C} \) that we recalled above and the tube algebra of the quasi-regular inclusion \( T \subset S \) defined in Section 3.1. We prove that both tube algebras are naturally strongly Morita equivalent.

Proposition 3.12. Let \( M \) be a \( II_1 \) factor and \( \mathcal{C} \) a tensor category of finite index \( M \)-bimodules having equal left and right dimension. Put \( T = M \circlearrowleft M^{op} \) and let \( \mathcal{C}_1 \) be the tensor category of \( T \)-bimodules generated by \( \alpha \circlearrowleft \beta, \alpha, \beta \in \mathcal{C} \). The formula (3.10) below defines a Morita equivalence between Ocneanu’s tube \(*\)-algebra associated with \( \mathcal{C} \) (as defined in this section) and the tube \(*\)-algebra associated with the quasi-regular SE-inclusion \( T \subset S \) and \( \mathcal{C}_1 \) (as defined in Section 3.1).
Proof. Note that for every rigid C*-tensor category and every set of objects $O \subset C$, we can define the *-algebra

$$A_O = \bigoplus_{i,j \in O} \bigoplus_{\alpha \in \text{Irr}(C)} (i\alpha, \alpha j)$$

in exactly the same way as we defined the tube *-algebra $A$ in the beginning of this section. By construction, we have

$$A_O = \bigoplus_{i,j \in \text{Irr}(C)} (K_i \otimes p_i \cdot A \cdot p_j \otimes K_j)$$

where $K_i$ is the vector space given as the algebraic direct sum $K_i = \bigoplus_{k \in O}(k, i)$. So, when $O$ is large enough in the sense that for every $i \in \text{Irr}(C)$, there exists a $k \in O$ with $(k, i) \neq \emptyset$, we get that $A_O$ is strongly Morita equivalent with $A$.

Returning to the context of Proposition 3.12, we put $O = \{ \overline{\alpha} \ | \ \alpha, \beta \in \text{Irr}(C) \}$. We denote by $A_1$ the tube *-algebra associated with the quasi-regular inclusion $T \subset S$ and $C_1$. Note that $\text{Irr}(C_1) = \{ \alpha \otimes \overline{\beta} \ | \ \alpha, \beta \in \text{Irr}(C) \}$. The construction of the SE-inclusion $T \subset S$ comes with canonical intertwiners $\delta_\eta \in (\delta, \eta \otimes \overline{\eta})$ for every $\eta \in \text{Irr}(C)$, see [PV14, Remark 2.7].

Let $\alpha, \alpha', \beta, \beta', \eta, \eta' \in \text{Irr}(C)$. Whenever $V \in (\alpha \eta, \eta' \alpha')$ and $W \in (\beta \eta, \eta' \beta')$, the tensor product of $V$ and $W$ defines a morphism $\theta(V, W)$, in the category $C_1$, from $(\eta' \otimes \overline{\eta})(\alpha' \otimes \overline{\beta})$ to $(\alpha \otimes \overline{\beta})(\eta \otimes \overline{\eta})$. There is a unique *-isomorphism $\Psi : A_1 \to A_O$ given by

$$\Psi((1 \otimes \delta_\eta)\theta(V, W)(\delta_{\eta'} \otimes 1)) = (1 \otimes V)(1^2 \otimes s_{\eta'} \otimes 1)(1 \otimes W^* \otimes 1^2)(t_{\beta} \otimes 1^3) \quad (3.10)$$

for all $\alpha, \alpha', \beta, \beta', \eta, \eta' \in \text{Irr}(C)$, $V \in (\alpha \eta, \eta' \alpha')$ and $W \in (\beta \eta, \eta' \beta')$. Note that the right hand side belongs to $(\overline{\theta} \alpha \eta, \eta' \alpha')$ and thus defines an element in $A_O$.

It is straightforward to check that $\Psi$ is indeed a *-isomorphism. \hfill \Box

Still assume that $M$ is a $\text{II}_1$ factor and that $C$ is a tensor category of finite index $M$-bimodules having equal left and right dimension, with associated SE-inclusion $T \subset S$. Recall from the first two paragraphs of Section 3 the notion of a generalized SE-correspondence. Combining Proposition 3.12 and Theorem 3.4, we thus obtain the following result.

**Corollary 3.13.** Let $M$ be a $\text{II}_1$ factor and $C$ a tensor category of finite index $M$-bimodules having equal left and right dimension. There is a natural bijection between generalized SE-correspondences of the SE-inclusion $T \subset S$ and nondegenerate *-representations of the tube *-algebra $A$ of $C$.

### 3.4 Representations of the tube *-algebra and unitary half braidings

Given a $\text{II}_1$ factor $M$ and a tensor category $C$ of finite index $M$-bimodules having equal left and right dimension, we have seen in Section 3.3 two equivalent ways to express the associated representation theory: as generalized SE-correspondences for the SE-inclusion $T \subset S$ and as representations of the tube *-algebra $A$ of $C$.

In [NY15a], it was proved that there is a natural bijection between generalized SE-correspondences and **unitary half braidings on ind-objects** for $C$. Formally, an ind-object $X \in \text{ind}-C$ is a possibly infinite direct sum of objects in $C$. Then, ind-$C$ is again a C*-tensor category and we refer to [NY15a, Section 1.2] for a rigorous definition. Following [NY15a], a unitary half braiding $\sigma$ on an ind-object $X \in \text{ind}-C$ is a family of unitary morphisms $\sigma_\alpha \in (X \alpha, \alpha X)$ satisfying
that all generalized SE-correspondences arise canonically in this way from $\gamma$.

Let $\sigma$ be a unitary half braiding on the ind-object $X \in \text{ind-}C$. Since $C$ is a category of finite index $M$-bimodules, we can realize ind-$C$ as the category of Hilbert $M$-bimodules $\mathcal{H}$ that can be written as a direct sum of $M$-bimodules belonging to $C$. For every $\alpha \in C$, we have the $M$-bimodular unitary operator

$$\sigma_\alpha : \mathcal{H}_\alpha \otimes_M X \to X \otimes_M \mathcal{H}_\alpha.$$ 

Since $L^2(S)$ is the direct sum of the $T$-bimodules $\mathcal{H}_\alpha \otimes \overline{\mathcal{H}}_\alpha$, $\alpha \in \text{Irr}(C)$, we find a unitary operator

$$\Sigma : L^2(S) \otimes_M X \to X \otimes_M L^2(S)$$

by composing

$$L^2(S) \otimes_M X = \bigoplus_{\alpha \in \text{Irr}(C)} (H_\alpha \otimes_M X) \otimes \overline{H}_\alpha \overset{\text{nat}}{\to} \bigoplus_{\alpha \in \text{Irr}(C)} (X \otimes_M H_\alpha) \otimes \overline{H}_\alpha = X \otimes_M L^2(S).$$

Define $\mathcal{H} = L^2(S) \otimes_M X$ and note that $\mathcal{H}$ is a left Hilbert $S$-module. Defining

$$\xi \cdot x = \Sigma^*((\Sigma \xi) \cdot x) \quad (3.11)$$

we also have a right Hilbert $S$-module structure on $\mathcal{H}$. In [NY15a], it is proved that these left and right actions commute and that $\mathcal{H}$ is a generalized SE-correspondence. Moreover, it is proved in [NY15a] that all generalized SE-correspondences arise canonically in this way from a unitary half braiding on an ind-object.

In combination with Corollary 3.13, there is thus also a natural bijection between nondegenerate Hilbert space representations of the tube $*$-algebra $A$ and unitary half braidings on ind-$C$. Both the tube $*$-algebra $A$ and the notion of a unitary half braiding are defined without referring to the realization of $C$ as a category of finite index $M$-bimodules. It is therefore not surprising that we can as follows construct this bijection in an abstract context of rigid $C^*$-tensor categories.

**Proposition 3.14.** Let $C$ be a rigid $C^*$-tensor category and denote by $A$ the associated tube $*$-algebra. The following defines a natural bijection between unitary half braidings on ind-objects for $C$ and nondegenerate right Hilbert $A$-modules $K$.

- Given a unitary half braiding $\sigma$ on $X \in \text{ind-}C$, define the Hilbert spaces $K_i = (X, i)$, $i \in \text{Irr}(C)$ and define $K$ as the orthogonal direct sum of all $K_i$, $i \in \text{Irr}(C)$. The formula

$$\xi \cdot V = (\text{Tr}_\alpha \otimes \text{id})(\sigma_\alpha^*(\xi \otimes 1)V) \quad \text{for all } \xi \in K_i, V \in (i\alpha, \alpha j), i, j, \alpha \in \text{Irr}(C) \quad (3.12)$$

turns $K$ into a nondegenerate right Hilbert $A$-module satisfying $K_i = K \cdot p_i$.

- Given a nondegenerate right Hilbert $A$-module $K$, write $K_i = K \cdot p_i$ for all $i \in \text{Irr}(C)$ and define the ind-object $X \in \text{ind-}C$ such that $(X, i) = K_i$ for all $i \in \text{Irr}(C)$. There is a unique unitary half braiding $\sigma$ on $X$ satisfying

$$\text{Tr}_{\alpha j}((1 \otimes \eta^*) \sigma_\alpha^*(\xi \otimes 1)V) = (\xi \cdot V, \eta) \quad (3.13)$$

for all $i, j, \alpha \in \text{Irr}(C)$, $\xi \in K_i$, $\eta \in K_j$, $S \in (i\alpha, \alpha j)$.
Proof. Let \( \sigma \) be a unitary half braiding on \( X \in \text{ind-}C \). Define the pre-Hilbert space \( K^0 \) as the algebraic direct sum of the Hilbert spaces \( K_i, \ i \in \text{Irr}(C) \). Consider the bilinear map \( K^0 \times A \to K^0 \) given by \((3.12)\). The multiplicativity of \( \sigma \), i.e. \( \sigma_{\alpha \beta} = (\sigma_\alpha \otimes 1)(1 \otimes \sigma_\beta) \), implies that \( (\xi \cdot V) \cdot W = \xi \cdot (V \cdot W) \) for all \( \xi \in K^0, \ V, W \in A \).

Since \( \sigma_{\pi_\alpha} = (\sigma_\pi \otimes 1)(1 \otimes \sigma_\alpha) \), we get \( 1 \otimes t_\alpha = (\sigma_\pi \otimes 1)(1 \otimes \sigma_\alpha)(t_\alpha \otimes 1) \) and thus,

\[
\sigma_\alpha = (s_\alpha^* \otimes 1 \otimes 1)(1 \otimes \sigma_{\pi_\alpha}^\#)(1 \otimes 1 \otimes t_\alpha) .
\]

It follows that \( \langle \xi \cdot V, \eta \rangle = \langle \xi, \eta \cdot V^\# \rangle \) for all \( \xi, \eta \in K, \ V \in A \).

By Lemma 3.9, this *-anti-representation of \( A \) on \( K^0 \) is necessarily by bounded operators. So, we can pass to the completion and have found the nondegenerate right Hilbert \( A \)-module \( K \).

Conversely, assume that we are given a nondegenerate right Hilbert \( A \)-module \( K \). Define the ind-object \( X \in \text{ind-}C \) such that \( (X, i) = K_i \) for all \( i \in \text{Irr}(C) \). Define \( X_i \) as the sub-object of \( X \) given as the direct sum of all sub-objects equivalent with \( i \). For all fixed \( i, j, \alpha \in \text{Irr}(C) \) and every fixed \( V \in (i \alpha, \alpha j) \), we have that \( (\xi, \eta) \mapsto \langle \xi \cdot V, \eta \rangle \) is a bounded sesquilinear form on \( K_i \times K_j \). So we have uniquely defined bounded morphisms \( \sigma_{\alpha,ij} \in (X_\alpha, \alpha X_j) \) satisfying

\[
\text{Tr}_{\alpha j}((1 \otimes \eta^*)(\sigma_{\alpha,ij}^*(\xi \otimes 1)) S) = \langle \xi \cdot S, \eta \rangle
\]

for all \( \xi \in K_i, \eta \in K_j, \ S \in (i \alpha, \alpha j) \).

For fixed \( \alpha, j \in \text{Irr}(C) \), there are only finitely many \( i \in \text{Irr}(C) \) for which \( (i \alpha, \alpha j) \neq \{0\} \). So, for fixed \( \alpha, j \in \text{Irr}(C) \), there are only finitely many \( i \in \text{Irr}(C) \) for which \( \sigma_{\alpha,ij} \neq 0 \). Similarly, for fixed \( \alpha, i \in \text{Irr}(C) \), there are only finitely many \( j \in \text{Irr}(C) \) for which \( \sigma_{\alpha,ij} \neq 0 \). Define \( \sigma_\alpha = (\sigma_{\alpha,ij})_{ij} \) as an infinite matrix indexed by \( \text{Irr}(C) \). We uniquely define \( \sigma_\alpha \) for arbitrary objects \( \alpha \in \mathcal{C} \) such that naturality holds. By the finiteness properties, all these infinite matrices can be multiplied.

The multiplicativity of the right \( A \)-action on \( K \) translates to \( \sigma_{\alpha \beta} = (\sigma_\alpha \otimes 1)(1 \otimes \sigma_\beta) \). We then also get that \( 1 \otimes t_\alpha = (\sigma_\pi \otimes 1)(1 \otimes \sigma_\alpha)(t_\alpha \otimes 1) \) and thus,

\[
1 = \sigma_\pi (1 \otimes 1 \otimes s_\alpha^*)(1 \otimes \sigma_\alpha \otimes 1)(t_\alpha \otimes 1 \otimes 1) .
\]

The property that \( \langle \xi \cdot V, \eta \rangle = \langle \xi, \eta \cdot V^\# \rangle \) translates to

\[
\sigma_\pi = (1 \otimes 1 \otimes s_\alpha^*)(1 \otimes \sigma_\alpha \otimes 1)(t_\alpha \otimes 1 \otimes 1)
\]

and we find that \( \sigma_\pi s_\alpha^* = 1 \).

From the formula \( \sigma_{\pi_\alpha} = (\sigma_\pi \otimes 1)(1 \otimes \sigma_\alpha) \), we also get that \( t_\alpha^* \otimes 1 = (1 \otimes t_\alpha^*)(\sigma_\pi \otimes 1)(1 \otimes \sigma_\alpha) \) and thus,

\[
1 = (1 \otimes 1 \otimes t_\alpha^*)(1 \otimes \sigma_\pi \otimes 1)(s_\alpha \otimes 1 \otimes 1) \sigma_\alpha ,
\]

meaning that \( 1 = \sigma_\alpha^* \sigma_\alpha \). Altogether, it follows that for every \( \alpha \in \mathcal{C} \), the infinite matrix \( \sigma_\alpha \) actually defines a unitary morphism \( \sigma_\alpha \in (X_\alpha, \alpha X) \). So we have found the required unitary half braiding \( \sigma \) on \( X \).

\[\square\]

3.5 The tube algebra and the affine category of a planar algebra

Jones introduced the affine category associated to a subfactor inclusion (this notion is related to his annular category [J01]). Let us briefly recall its construction. Let \( P = (P_k^+) \) be a planar algebra which can be viewed as the quotient of a universal planar algebra [J99] by a set of relations \( R \). Given a tangle \( T \) in the universal planar algebra, one can separate its strings into
three groups and draw it on the sphere with two disks labeled “left” and “right” removed (in the drawing the sphere is identified with the plane to which we add a point at infinity):

Here thick lines stand for the indicated number of parallel strings. The symbols † mark a preferred interval on each of the two disks, corresponding to region bounding both the preferred portion of the leftmost disk and ⋆ as well as the region where the topmost string of $T$ connects to the rightmost disk. Such drawings make sense both for shaded planar algebras (the kind coming from subfactor theory) as well as the unshaded planar algebras. We will mainly concentrate on the shaded case in this paper, although it is worth pointing out that our constructions work unaltered in the unshaded case as well. In the shaded case, the additional data on the picture is the shading (not shown) so that each string lies at the boundary of a shaded and an unshaded region. The shading of the picture is completely determined once we specify the shading of one of the regions (e.g., the region marked by ⋆). In this case the shading of the region containing the left-most † is the same as the shading of the region containing ⋆, while the shading of the rightmost region containing † is either the same or opposite, depending on whether $k$ is even or not. Alternatively, we can fix the shading of each the two regions containing the symbols † (note that this also fixes the parity of $k$).

Because the drawing is on the sphere, we can equally well draw it as

\begin{equation}
\begin{array}{c}
\text{which is more customary (in the latter picture the inner disk is often called the “input disk” and the outer disk, the “output disk”\).}
\end{array}
\end{equation}

One considers the linear span of such diagrams (taken up to isotopy that fixes the boundaries of the annulus) and then takes a quotient by an appropriate subspace which ensures that any relation $R$ still holds when drawn in any open simply connected region inside the annulus. The resulting quotient is denoted by $A(P)$ and is called the affine category (or affine algebroid) associated to $P$. We will sometimes write $A$ when $P$ is understood.

Note that $A(P)$ is bi-graded by the numbers of strings going to the left and right disks as well as the choices of shading of the two regions marked by †.
This linear space has a natural multiplication \( x \cdot y \) given by drawing the tangles for \( x \) and \( y \) as in (3.14) and then gluing \( y \) into the input disk of \( x \) in a way that matches the regions marked by \( \dagger \) (the multiplication is defined to be zero unless the output disk of \( y \) has the same number of string boundary points as the input disk of \( x \) and compatible shading). There is also an involution \( \# \) given by an orientation-reversing diffeomorphism of the sphere that switches the two removed disks.

By [C12, Proposition 5.6] and [GJ15, Proposition 3.5], the algebra \( A(P) \) is naturally Morita equivalent to the tube algebra \( A \) of Section 3.3.

For future purposes we point out that the algebra \( A \) has a natural subalgebra \( B \) consisting of sums of elements of the form

\[
\begin{align*}
T & \quad \dagger \\
\cdot & \quad \dagger
\end{align*}
\]

i.e., ones that have no strings looping around the right disk. This subalgebra is also bi-graded according to the shading of input and output disks and the number of input/output strings.

Also for future purposes we would like to present a graphical picture for the tensor product \( A \otimes_B A \) as well as the higher tensor powers \( A \otimes_B \cdots \otimes_B A \). To do so, we consider the space \( X_k \) which is the two-sphere \( S^2 \) with \( k \) points \( r_1, \ldots, r_k \) as well as two disks removed; these disks are labeled “left” and “right”. We then consider once again a planar algebra \( P \) as a quotient of the universal planar algebra by a set of relations \( R \). This time, we consider the space \( A_k \) given by the linear span of isotopy classes of elements of the universal planar algebra drawn on \( X_k \) modulo the linear span of relations from \( R \) which are taken to hold true in any open simply connected region in \( X_k \). In the example below, \( T \in P_{\frac{i}{2}(i+j+2r+2s)} \) gives rise to an element in \( A_2 \):

\[
\begin{align*}
T & \quad \dagger \\
\cdot & \quad \dagger
\end{align*}
\]

(3.15)

We endow the space \( A_k \) with an \( A \)-bimodule structure as follows. The left multiplication action is given by gluing an element of \( x \in A \) drawn as in (3.14) into the left disk of an element \( \xi \in A_k \) (with \( x\xi = 0 \) if the number of string boundary points on the outer disk of \( x \) is different from the number of boundary points on the left disk of \( A \)). The right action (of the opposite algebra \( A^{\text{op}} \)) is given by gluing an element of \( A \) into the right disk, with a similar requirement of equality of numbers of boundary points.

Note that by isotoping strings as illustrated below
and viewing the inside of the dashed region as another planar algebra element, $T'$, obtained by adding $\cap$ to the bottom of $T$, one can always draw an element of $A_k$ in the form of (3.15).

Alternatively, using the fact that the picture is drawn on the sphere, any element can be viewed as linear combination of elements of the form

\begin{equation}
T \cdot \cdots \cdot T \cap \cdot \cdots \cdot T
\end{equation}

(3.17)

**Lemma 3.15.** $A_k$ is isomorphic to the $k$-fold tensor product $A \otimes_B \cdots \otimes_B A$.

**Proof.** The proof is by induction on $k$; the case $k = 1$ is clear. Assuming the isomorphism to hold for $k$, we note that there is map from $A \otimes_B A_k$ to $A_{k+1}$ given by:

\begin{equation}
T \otimes \cdots \otimes T \cap \cdot \cdots \cdot T
\end{equation}

(3.18)

It is clear that this map is surjective, since every element of the form (3.17) can be clearly obtained in its image.

We claim that the map is injective. To see this, consider the construction of the tangle (3.17):

\[ \delta_{jk} \]
and let us analyze the effect of removing the dashed line in the figure above. The removal of this line permits us to apply any isotopy or a relation from \( R \) in some open simply connected region that intersects the dashed line (drawn in green on the picture). We may now move this region along the dashed circle until it is in between \( T \) and \( S \), deforming the strings going in and out of the green region in the process (in a way similar to (3.16)). But this means that by possibly modifying \( T \) and \( S \) we may assume that the relation precisely amounts to identifying \( Ta \otimes S \) with \( T \otimes aS \) for \( a \in B \).

\[ \square \]

4 Cohomology of quasi-regular inclusions of von Neumann algebras

Throughout this section, we fix a tracial von Neumann algebra \((S, \tau)\) with von Neumann subalgebra \( T \subset S \).

**Definition 4.1.** Whenever \( \mathcal{H} \) is a Hilbert \( S \)-bimodule and \( T \subset S \subset \text{QN}_S(T) \) is an intermediate \(*\)-algebra, we define the cohomology \( H^n(T \subset S, \mathcal{H}) \) as the \( n \)-th cohomology of the complex

\[ C^0 \overset{\delta}{\rightarrow} C^1 \overset{\delta}{\rightarrow} \cdots \]

where \( C^0 = \mathcal{H}_T^c \) is the space of \( T \)-central vectors in the rank completion \( \mathcal{H}_c \) of \( \mathcal{H} \) as a \( \mathbb{Z} \)-\( (T) \)-bimodule,

\[ C^n = \text{the space of } T \text{-bimodular maps from } S \otimes_T \cdots \otimes_T S \text{ to } \mathcal{H}_c \text{ and} \]

\[ \delta : C^n \to C^{n+1} : \delta = \sum_{i=0}^{n+1} (-1)^i \delta_i \text{ is given by} \]

\( (\delta_0 c)(x_0 \otimes \cdots \otimes x_n) = x_0 \cdot c(x_1 \otimes \cdots \otimes x_n) \),

\( (\delta_i c)(x_0 \otimes \cdots \otimes x_n) = c(x_0 \otimes \cdots \otimes x_{i-1} x_i \otimes \cdots \otimes x_n) \text{ for } i = 1, \ldots, n \) and

\( (\delta_{n+1} c)(x_0 \otimes \cdots \otimes x_n) = c(x_0 \otimes \cdots \otimes x_{n-1}) \cdot x_n \).

**Remark 4.2.** 1. Note that the maps \( \delta_0 \) and \( \delta_{n+1} \) are well defined because by Lemma 2.6, the rank completion \( \mathcal{H}_c \) is an \( S \)-bimodule. In the definition of \( C^n \), we denote by \( \otimes_T \) the algebraic relative tensor product.

2. When \( T \) is a factor, and in particular when \( T' \cap S = C1 \), the rank completion over \( \mathbb{Z}(T) \) in Definition 4.1 disappears. However, as we will see below, when \( T \subset S \) is a Cartan subalgebra,
it is crucial to take the rank completion in order to recover the usual cohomology theory of the underlying equivalence relation.

3. We denote $Z^n(T \subset S, \mathcal{H}) = \text{Ker}(\delta : C^n \to C^{n+1})$ and $B^n(T \subset S, \mathcal{H}) = \text{Im}(\delta : C^{n-1} \to C^n)$. Note that $Z^1(T \subset S, \mathcal{H})$ precisely is the space of $T$-bimodular derivations from $S$ to $\mathcal{H}^c$, i.e. the space of $T$-bimodular maps $c : S \to \mathcal{H}^c$ satisfying $c(xy) = xc(y) + c(x)y$ for all $x, y \in S$.

4. The cohomology $H^n(T \subset S, \mathcal{H})$ only ‘sees’ the part of $\mathcal{H}$ that, as a Hilbert $T$-bimodule, is a direct sum of Hilbert $T$-bimodules that appear as subbimodules of some tensor power $L^2(S) \otimes_T \cdots \otimes_T L^2(S)$. Indeed, replacing $\mathcal{H}$ by this $T$-subbimodule, the cochain spaces $C^n$ do not change.

5. In the general context of an algebra $S$ with a subalgebra $T$ and a given $S$-bimodule, the complex in Definition 4.1 already appeared in [H56, Section 3].

We define the $L^2$-cohomology of $T \subset S$ as the cohomology with values in the following “universal” coarse $S$-bimodule (relative to $T$):

$$\mathcal{H}_{\text{reg}} = (L^2(S) \otimes_T L^2(S)) \oplus (L^2(S) \otimes_T L^2(S) \otimes_T L^2(S)) \oplus \cdots$$

$$= L^2(S) \otimes_T \mathcal{H} \otimes_T L^2(S) \quad \text{with} \quad \mathcal{H} = L^2(T) \oplus L^2(T) \oplus (L^2(S) \otimes_T L^2(S)) \oplus \cdots \quad (4.1)$$

At first sight, it may sound more natural to consider $L^2(S) \otimes_T L^2(S)$ as the coarse $S$-bimodule, but then we do not have a Fell absorption principle and, as seen in Lemma 3.5, we miss part of the regular representation from the point of view of the tube algebra.

We define $\mathcal{M}(T \subset S)$ as the von Neumann algebra $\text{End}_{S-S}(\mathcal{H}_{\text{reg}})$. We have the following natural normal semifinite faithful weight $\mu$ on $\mathcal{M}(T \subset S)$: whenever $\mathcal{H}_1$ is a bifinite Hilbert $T$-bimodule and $W : \mathcal{H}_1 \to \mathcal{H}$ is a $T$-bimodular isometry with $p = WW^*$, we define the $T$-bimodular isometry $V : \mathcal{H}_1 \to \mathcal{H}_{\text{reg}}$ given by $V(\xi) = 1 \otimes \xi \otimes 1$ and put

$$\mu((1 \otimes p \otimes 1)x(1 \otimes p \otimes 1)) = \text{Tr}_{\mathcal{H}_1}(V^* x V) \quad \text{for all} \quad x \in \mathcal{M}(T \subset S) \quad (4.2)$$

where $\text{Tr}_{\mathcal{H}_1}$ is the canonical trace on $\text{End}_T(\mathcal{H}_1)$ (see (2.2)).

Note that $\text{End}_{S-S}(L^2(S) \otimes_T L^2(S))$ is a corner of $\mathcal{M}(T \subset S)$ and that the restriction of $\mu$ to this corner is the vector state given by the vector $1 \otimes 1$.

**Definition 4.3.** Let $T \subset S \subset Q\mathcal{N}_S(T)$ be an intermediate $*$-algebra. We define the $L^2$-cohomology of $T \subset S$ as $H^n(T \subset S, \mathcal{H}_{\text{reg}})$.

Note that $H^n(T \subset S, \mathcal{H}_{\text{reg}})$ canonically is a $\mathcal{M}(T \subset S)$-module. In the unimodular case, i.e. when $\mu$ is a trace on $\mathcal{M}(T \subset S)$, we define

$$\beta_n^{(2)}(T \subset S) := \dim_{\mathcal{M}(T \subset S)} H^n(T \subset S, \mathcal{H}_{\text{reg}}).$$

Here, we use Lück’s dimension function for arbitrary modules over a von Neumann algebra with a semifinite trace, see [L02, Section 6.1] and [KPV13, Section A.4].

We are mainly interested in the following two types of quasi-regular von Neumann algebra inclusions $T \subset S$ : Cartan subalgebras and quasi-regular irreducible subfactors. We prove below that for a Cartan subalgebra $A \subset M$ of a tracial von Neumann algebra and $S = \text{span} N_M(A)$, the cohomology theory in Definition 4.1 amounts to the usual cohomology theory for the underlying equivalence relation $\mathcal{R}$ (and, in particular, forgets to scalar 2-cocycle on $\mathcal{R}$ that is given
by $A \subset M$). In that case, unimodularity is automatic, $\mathcal{M}(A \subset M)$ is an infinite amplification of $L(\mathcal{R})$, and $\beta^n_3(A \subset S)$ equals the $n$-th $L^2$-Betti number of $\mathcal{R}$ in the sense of Gaboriau, [G01].

When $T \subset S$ is an irreducible quasi-regular subfactor, we interpret the cohomology theory in Definition 4.1 as a natural Hochschild type cohomology for the associated tube bimodule of $L^2(S)$ has equal left and right dimension, i.e. that $T \subset S$ is unimodular in the sense of Definition 3.3.

5 Cohomology of Cartan subalgebras

Fix a tracial von Neumann algebra $(M, \tau)$ with separable predual and Cartan subalgebra $L^\infty(X) \subset M$. Denote by $\mathcal{R}$ the associated countable probability measure preserving (pmp) equivalence relation on $(X, \mu)$.

By [FM75], we know that $M$ is canonically isomorphic with $L_\Omega(\mathcal{R})$, where $\Omega : \mathcal{R}^{(2)} \to T$ is a scalar 2-cocycle on $\mathcal{R}$. Here, $\mathcal{R}^{(2)} = \{(x, y, z) \in X \times X \times X \mid (x, y) \in \mathcal{R}$ and $(y, z) \in \mathcal{R}\}$. We similarly define $\mathcal{R}^{(n)}$, and by convention, $\mathcal{R}^{(0)} = X$. Recall that all $\mathcal{R}^{(n)}$ are equipped with a natural $\sigma$-finite measure given by integration over $(X, \mu)$ of the counting measure through the projection $\pi : \mathcal{R}^{(n)} \to X : (x_0, \ldots, x_n) \mapsto x_0$.

A unitary representation of $\mathcal{R}$ consists of a measurable field of Hilbert spaces $(\mathcal{K}_x)_{x \in X}$ and a measurable family of unitary operators $U(x, y) : K_y \to K_x$ for all $(x, y) \in \mathcal{R}$ such that $U(x, y)U(y, z) = U(x, z)$ for a.e. $(x, y, z) \in \mathcal{R}^{(2)}$. Put $A = L^\infty(X)$. The integration of the field $(\mathcal{K}_x)_{x \in X}$ yields the Hilbert $A$-module $\mathcal{K}$ given by the $L^2$-sections of the field. Denote by $[\mathcal{R}]$ the full group of $\mathcal{R}$. For every $\alpha \in [\mathcal{R}]$, define the unitary operator $U(\alpha)$ on $\mathcal{K}$ given by

$$
(U(\alpha)\xi)(x) = U(x, \alpha^{-1}(x))\xi(\alpha^{-1}(x)) \quad \text{for all } \xi \in \mathcal{K}, x \in X.
$$

Define the Hilbert space $\mathcal{H} = L^2(M) \otimes_A \mathcal{K}$. The formulae

$$
x \cdot (\xi \otimes \eta) \cdot av = x\xi v \otimes U(\alpha_v)^* \eta \quad \text{for all } x \in M, \xi \in L^2(M), \eta \in \mathcal{K}, a \in A, v \in N_M(A) \quad (5.1)
$$

turn $\mathcal{H}$ into a Hilbert $M$-bimodule. Here, $\alpha_v$ is the element of $[\mathcal{R}]$ defined by $v \in N_M(A)$.

Note that the vectors $1 \otimes \xi \in \mathcal{H}$ are all $A$-central. Therefore, $\mathcal{H}$ is generated, as a Hilbert $M$-bimodule, by $A$-central vectors. Conversely, it is easy to check that every Hilbert $M$-bimodule generated by $A$-central vectors arises in this way.

Given a unitary representation $U$ of $\mathcal{R}$ on $\mathcal{K}$, the cohomology $H^n(\mathcal{R}, \mathcal{K})$ is defined as follows. Define the field $(\mathcal{K}_x^{(n)})_{x \in \mathcal{R}^{(n)}}$ given by $\mathcal{K}_x^{(n)} = \mathcal{K}_{\pi(x)}^{(n)}$. Denote by $C^n$ the set of measurable sections of this field, identifying two sections when they coincide a.e. Then, $H^n(\mathcal{R}, \mathcal{K})$ is defined as the cohomology of the complex

$$
C^0 \overset{\delta}{\to} C^1 \overset{\delta}{\to} \cdots
$$

where

$$
\delta : C^n \to C^{n+1} : \delta = \sum_{i=0}^{n+1} (-1)^i \delta_i \quad \text{and}
$$

$$
(\delta_0\xi)(x_0, \ldots, x_{n+1}) = U(x_0, x_1)\xi(x_1, \ldots, x_n),
$$

$$
(\delta_i\xi)(x_0, \ldots, x_{n+1}) = \xi(x_0, \ldots, \hat{x}_i, \ldots, x_{n+1}) \quad \text{for } i = 1, \ldots, n + 1.
$$
The regular representation is given by $\mathcal{K}^\text{reg} = \ell^2(\text{orbit}(x))$ with $U(x, y)$ being the identity identification between orbit$(x)$ and orbit$(y)$ when $(x, y) \in \mathcal{R}$. The $L^2$-cohomology of $\mathcal{R}$ is thus given by the cohomology of the complex
\[
C^0_{\text{reg}} \xrightarrow{\delta} C^1_{\text{reg}} \xrightarrow{\delta} \cdots
\]
where $C^m_{\text{reg}}$ consists of the measurable functions $\xi : \mathcal{R}^{(n+1)} \to \mathbb{C}$ with the property that for a.e. $y \in \mathcal{R}^{(n)}$, we have
\[
\sum_{x \in \text{orbit}(\pi(y))} |\xi(x, y)|^2 < \infty
\]
and
\[
(\delta \xi)(x, y_0, \ldots, y_{n+1}) = \sum_{j=0}^{n+1} (-1)^j \xi(x, y_0, \ldots, \hat{y}_j, \ldots, y_{n+1}).
\]

We can then turn $C^m_{\text{reg}}$ into a left $L(\mathcal{R})$-module by defining
\[
(au \cdot \xi)(x, y) = a(x) \xi(\varphi^{-1}(x), y) \quad \text{for all } a \in A, \varphi \in [\mathcal{R}], \xi \in C^m_{\text{reg}}, (x, y) \in \mathcal{R}^{(n+1)}.
\]

To define $\beta \cdot \xi$ for an arbitrary element $b \in L(\mathcal{R})$, note that $L^2(\mathcal{R}^{(n+1)})$ is a Hilbert $L(\mathcal{R})$-$L^\infty(\mathcal{R}^{(n)})$-bimodule. We can view $C^m_{\text{reg}}$ as the rank completion of $L^2(\mathcal{R}^{(n+1)})$ viewed as a right $L^\infty(\mathcal{R}^{(n)})$-module. This rank completion canonically stays a left $L(\mathcal{R})$-module.

We can then define the $L^2$-Betti numbers of the equivalence relation $\mathcal{R}$ as
\[
\beta_n^{(2)}(\mathcal{R}) := \dim_{L(\mathcal{R})} H^n(\mathcal{R}, \mathcal{K}^{\text{reg}}).
\]

It follows from [KPV13, Proposition 3.1] that this definition coincides with Gaboriau’s definition of $L^2$-Betti numbers, [G01].

**Proposition 5.1.** Let $(M, \tau)$ be a tracial von Neumann algebra with separable predual and Cartan subalgebra $A \subset M$. Denote by $\mathcal{R}$ the associated countable pmp equivalence relation. Denote $\mathcal{S} = \text{span} \mathcal{N}_M(A)$.

For every unitary representation of $\mathcal{R}$ on $\mathcal{K}$, consider the associated $M$-bimodule $\mathcal{H}$ given by (5.1). We then have a natural isomorphism
\[
H^n(\mathcal{A} \subset \mathcal{S}, \mathcal{H}) \cong H^n(\mathcal{R}, \mathcal{K}).
\]

We also have a natural isomorphism between $\mathcal{M}(A \subset M)$ and an infinite amplification of $L(\mathcal{R})$, as well as the equality
\[
\beta_n^{(2)}(A \subset \mathcal{S}) = \beta_n^{(2)}(\mathcal{R}) \quad \text{for all } n \in \mathbb{N}.
\]

**Proof.** Denote by $C^0$ the space of measurable sections of the field $(\mathcal{K}^{(n)}_x)_{x \in \mathcal{R}^{(n)}}$ as above. The map $\eta \mapsto 1 \otimes \eta$ is a unitary operator between $\mathcal{K}$ and the space of $A$-central vectors in $\mathcal{H}$. This map extends to a linear bijection between $C^0$ and the space of $A$-central vectors in $\mathcal{H}^c$. Next, for every $v \in \mathcal{N}_M(A)$, the map $\theta_v : \eta \mapsto v \otimes \eta$ is a unitary operator between $\mathcal{K}$ and the space of vectors $\xi \in \mathcal{H}$ satisfying $a\xi = \xi\alpha_v(a)$ for all $a \in A$, where $\alpha_v(a) = vav^*$. Again, $\theta_v$ extends to a linear bijection, still denoted by $\theta_v$, between $C^0$ and the space of vectors $\xi \in \mathcal{H}^c$ satisfying $a\xi = \xi\alpha_v(a)$ for all $a \in A$.

We can then define the linear bijection
\[
C^0 \to \text{Mor}_{A-A}(\mathcal{S} \otimes_A \cdots \otimes_A \mathcal{S}, \mathcal{H}^c)
\]
given by $\xi \mapsto c_\xi$ where, for all $v_1, \ldots, v_n \in \mathcal{N}_M(A)$,

$$c_\xi(v_1 \otimes \cdots \otimes v_n) = \theta_{v_1 \cdots v_n}(x \mapsto U(x, \alpha_{v_1} \cdots \alpha_{v_n}(x))\xi(\alpha_{v_1} \cdots \alpha_{v_n}(x), \cdots, \alpha_{v_n}(x), x)).$$

These maps define an isomorphism between the bar complexes defining $H^n(\mathcal{R}, \mathcal{K})$ and $H^n(A \subset S, \mathcal{H})$, so that these cohomology spaces are isomorphic.

Since $A \subset M$ is regular, the coarse $M$-bimodule $\mathcal{H}_{reg}$ defined in (4.1) is isomorphic with an infinite amplification of $L^2(M) \otimes_A L^2(M)$. We have the following canonical isomorphism $\Psi : L(\mathcal{R}) \to \operatorname{End}_{M-M}(L^2(M) \otimes_A L^2(M))$. For every $\varphi$ in the full group of the equivalence relation $\mathcal{R}$, we have a unitary element $u_\varphi \in L(\mathcal{R})$ and we can choose $v \in \mathcal{N}_M(A)$ such that $\alpha_v = \varphi$. We define $(\Psi(u_\varphi))(x \otimes y) = xv^* \otimes vy$. Note that the definition of $\Psi(u_\varphi)$ is independent of the choice of $v$. We also define $(\Psi(a))(x \otimes y) = xa \otimes y = x \otimes ay$ for all $a \in A$. Together, we have found a trace preserving isomorphism $\Psi : L(\mathcal{R}) \to \operatorname{End}_{M-M}(L^2(M) \otimes_A L^2(M))$. So, we also have a canonical trace preserving isomorphism between $\mathcal{M}(A \subset M)$ and an infinite amplification of $L(\mathcal{R})$. In particular, we find that $\beta_n^{(2)}(A \subset S) = \beta_n^{(2)}(\mathcal{R})$ for all $n \geq 0$.

6 Homology of irreducible quasi-regular inclusions

Throughout this section, we fix a $\Pi_1$ factor $S$ with separable predual and an irreducible quasi-regular subfactor $T \subset S$. We put $S = \mathcal{Q}\mathcal{N}_S(T)$. For any $T$-bimodule $\mathcal{K}$, we denote by $K_T$ the subspace of $T$-central vectors.

**Definition 6.1.** For any Hilbert $S$-bimodule $\mathcal{K}$, we define $H_n(T \subset S, \mathcal{K})$ as the homology of the complex

$$\cdots \xrightarrow{\partial} C_2 \xrightarrow{\partial} C_1 \xrightarrow{\partial} C_0$$

where $C_0 = \mathcal{K}_T$, and

$$C_n = \left(\mathcal{K} \otimes_T \mathcal{S} \otimes T \cdots \otimes_T \mathcal{S}\right)_T \text{ with } \partial : C_n \to C_{n-1} : \partial = \sum_{i=0}^n (-1)^i \partial_i$$

given by

$$\partial_0(\xi \otimes x_1 \otimes \cdots \otimes x_n) = \xi \cdot x_1 \otimes x_2 \otimes \cdots \otimes x_n,$$

$$\partial_i(\xi \otimes x_1 \otimes \cdots \otimes x_n) = \xi \otimes x_1 \otimes \cdots \otimes x_i x_{i+1} \otimes \cdots \otimes x_n \text{ for } i = 1, \ldots, n-1,$$

$$\partial_n(\xi \otimes x_1 \otimes \cdots \otimes x_n) = p_T(x_n \cdot \xi \otimes x_1 \otimes \cdots \otimes x_{n-1}).$$

Here $p_T$ denotes the orthogonal projection onto the subspace of $T$-central vectors. In Remark 6.2, we explain why $\partial$ is well defined and satisfies $\partial^2 = 0$.

**Remark 6.2.**

1. The boundary maps $\partial_i$ are well defined for the following reasons. Write $\mathcal{S}_n = \mathcal{S} \otimes_T \cdots \otimes_T \mathcal{S}$ for the $n$-fold algebraic relative tensor product. For $0 \leq i \leq n-1$, the maps $\partial_i$ are first defined as $T$-bimodular maps from $\mathcal{K} \otimes_T \mathcal{S}_n$ to $\mathcal{K} \otimes_T \mathcal{S}_{n-1}$ and then restricted to the $T$-central vectors. For $i = n$, it follows from Lemma 6.3 below that for all $\xi \in \mathcal{H}$ and all $x_1, \ldots, x_n \in \mathcal{S}$, the element $p_T(x_n \cdot \xi \otimes x_1 \otimes \cdots \otimes x_{n-1})$ belongs to $\mathcal{H} \otimes_T \mathcal{S}_{n-1}$. Since $p_T(a \cdot \eta - \eta \cdot a) = 0$ for all $a \in T$ and all $\eta \in \mathcal{H} \otimes_T \mathcal{S}_{n-1}$, we conclude that $\partial_n$ is a well defined map from $\mathcal{H} \otimes_T \mathcal{S}_n$ to $(\mathcal{H} \otimes_T \mathcal{S}_{n-1})_T$ and we restrict this map to $(\mathcal{H} \otimes_T \mathcal{S}_n)_T$.

2. There are two ways to see that $\partial^2 = 0$. First, it would be more natural to consider as chain spaces the cyclic relative tensor products $(\mathcal{H} \otimes_T \mathcal{S}_n)_T$, defined as the quotient of $\mathcal{H} \otimes_T \mathcal{S}_n$ by the subspace generated by $a \cdot \xi \otimes x - \xi \otimes x \cdot a$, $a \in T$, $\xi \in \mathcal{H}$, $x \in \mathcal{S}_n$. Defined
as such, the chain spaces are however too large. Defining \( \mathcal{H}^0 \subset \mathcal{H} \) as the “algebraic part” of \( \mathcal{H} \) consisting of all \( T \)-bounded vectors \( \xi \) for which the closed linear span of \( T\xi T \) is a finite index \( T \)-bimodule, it follows from [H98] (based on [FH80, P97a]) that the inclusion map

\[
(\mathcal{H} \otimes_T \mathcal{S}_n)_T \to (\mathcal{H}^0 \otimes_T \mathcal{S}_n)/T
\]

from the space of \( T \)-central vectors to the cyclic relative tensor product is indeed an isomorphism. In this way, we find an isomorphism between the complex \((C_n)\) and the natural bar complex \((\mathcal{H}^0 \otimes_T \mathcal{S}_n)/T\). In particular, \( \partial^2 = 0 \).

Secondly, the formula

\[
(\xi \otimes x_1 \otimes \cdots \otimes x_n, c) = (\xi, c(x_n^* \otimes \cdots \otimes x_1^*))
\]

defines a nondegenerate sesquilinear pairing between \((\mathcal{H} \otimes_T \mathcal{S}_n)_T\) and \(\text{Mor}_{T-\mathcal{T}}(\mathcal{S}_n, \mathcal{H})\). Under this duality pairing, the complex \((C_n)\) is dual to the complex \((C^n)\) in Definition 4.1. In particular, \( \partial^2 = 0 \).

Also note that we find in this way a natural sesquilinear pairing between the homology \(H_n(T \subset S, \mathcal{H})\) and the cohomology \(H^n(T \subset S, \mathcal{H})\) defined in 4.1. This pairing can be degenerate, see Propositions 6.5 and 8.2.

3. As in Remark 4.2, note that the homology \(H_n(T \subset S, \mathcal{H})\) only sees the part of \( \mathcal{H} \) that, as a Hilbert \( T \)-bimodule, is a direct sum of Hilbert \( T \)-subbimodules of some tensor power \( L^2(S) \otimes_T \cdots \otimes_T L^2(S) \).

**Lemma 6.3.** The natural map \( V : \mathcal{H} \otimes_T \mathcal{S} \otimes_T \cdots \otimes_T \mathcal{S} \to \mathcal{H} \otimes_T L^2(S) \otimes_T \cdots \otimes_T L^2(S) \) is injective and the orthogonal projection onto the \( T \)-central vectors leaves the image of \( V \) globally invariant.

**Proof.** By Lemma 2.5, we can write \( \mathcal{S} \) as an increasing union of \( T \)-subbimodules of the form \( \mathcal{K}^0 = \mathcal{K} \cap \mathcal{S} \), where \( \mathcal{K} \subset L^2(S) \) is a finite index \( T \)-subbimodule. Since for such a \( \mathcal{K} \), the natural map

\[
\mathcal{H} \otimes_T \mathcal{K}^0 \otimes_T \cdots \otimes_T \mathcal{K}^0 \to \mathcal{H} \otimes_T \mathcal{K} \otimes_T \cdots \otimes_T \mathcal{K}
\]

is bijective, the lemma follows immediately. \( \square \)

The \( L^2 \)-Betti numbers of a quasi-regular inclusion were defined in Definition 4.3 using cohomology with values in the \( S \)-bimodule \( \mathcal{H}_{\text{reg}} \) (see (4.1)). We now show that, in the case of an irreducible quasi-regular inclusion, they can as well be computed using homology.

**Proposition 6.4.** Let \( S \) be a \( II_1 \) factor with separable predual and \( T \subset S \) an irreducible quasi-regular subfactor. Put \( S = \text{QN}_S(T) \). The natural weight \( \mu \) on \( \mathcal{M}(T \subset S) \) defined in (4.2) is a trace if and only if \( T \subset S \) is unimodular in the sense of Definition 3.3. In that case,

\[
\beta_n^{(2)}(T \subset S) = \dim_{\mathcal{M}(T \subset S)} H_n(T \subset S, \mathcal{H}_{\text{reg}}) .
\]

**Proof.** Write \( \mathcal{H}_{\text{reg}} = L^2(S) \otimes_T \mathcal{H} \otimes_T L^2(S) \) as in (4.1). Denote by \( \mathcal{C} \) the tensor category of finite index \( T \)-bimodules generated by \( L^2(S) \). Let \( \mathcal{A} \) be the associated tube \( * \)-algebra, with von Neumann algebra \( \mathcal{A}'' \) given by Proposition 3.2. From Lemma 3.5, we get that \( \mathcal{M}(T \subset S) \) is isomorphic with the von Neumann algebra

\[
\mathcal{M} := \bigoplus_{i,j \in \text{Irr}(\mathcal{C})} \left( (\mathcal{H}, i) \otimes p_i \cdot \mathcal{A}'' \cdot p_j \otimes (j, \mathcal{H}) \right).
\]
In Proposition 3.2, we introduced the weight \( \tau \) on \( \mathcal{A}' \). Replacing in the definition of \( \tau \), the left trace \( \text{Tr}_1 \) by the categorical trace \( \text{Tr}_n \), we also have the weight \( \tau_1 \) on \( \mathcal{A}' \). The isomorphism \( \mathcal{M}(T \subset S) \) sends the weight \( \mu \) to the amplification of the weight \( \tau_1 \) to a weight on \( \mathcal{M} \). Noting that \( \tau_1 \) is a trace iff \( \tau \) is a trace iff \( T \subset S \) is unimodular, we conclude that \( \mu \) is a trace iff \( T \subset S \) is unimodular. In that case, also \( \tau_1 = \tau \).

For the rest of the proof, assume that \( T \subset S \) is unimodular. Note that all irreducible \( T \)-bimodules in \( \mathcal{C} \) appear in \( \mathcal{H} \). Choosing one copy of each, we define \( \mathcal{H}_1 = \bigoplus_{i \in \text{Irr}(\mathcal{C})} \mathcal{H}_i \) and put \( \mathcal{H}'_{\text{reg}} = L^2(S) \overline{\otimes}_T \mathcal{H}_1 \overline{\otimes}_T L^2(S) \). We have a canonical weight preserving identification between \( \text{End}_{\mathcal{S} \mathcal{S}}(\mathcal{H}'_{\text{reg}}) \) and \( \mathcal{A}' \). Under this identification,

\[
\beta_n^{(2)}(T \subset S) = \dim_{\mathcal{A}'} H^n(T \subset S, \mathcal{H}'_{\text{reg}}) .
\]

Denote by \( C_n \), resp. \( C_n \), the bar complexes defining \( H^n(T \subset S, \mathcal{H}'_{\text{reg}}) \), resp. \( H_n(T \subset S, \mathcal{H}'_{\text{reg}}) \). Write \( A := \mathcal{A}' \). Both \( C_n \) and \( C_n \) are \( A \)-modules.

For every finite subset \( F \subset \text{Irr}(\mathcal{F}) \), define \( S_F := \epsilon_F(S) \) and denote by \( S^F \) the \( n \)-fold relative tensor product \( S_F \otimes_T \cdots \otimes_T S_F \). We also define \( C^F_n \) as the space of \( T \)-bimodular maps from \( S^F \) to \( \mathcal{H}'_{\text{reg}} \), and we define \( C^F \) as the space of \( T \)-central vectors in \( \mathcal{H}'_{\text{reg}} \otimes_T S^F \). Note that for every finite set \( F \subset \text{Irr}(\mathcal{F}) \), \( C^F_2 \) and \( C^F_2 \) are Hilbert \( A \)-modules. Choosing an increasing sequence of finite subsets \( F_k \subset \text{Irr}(\mathcal{F}) \) with \( \bigcup_k F_k = \text{Irr}(\mathcal{F}) \), we can view \( C_n \) as the algebraic direct limit of the Hilbert \( A \)-modules \( C^F_k \) and we can view \( C_n \) as the inverse limit of the Hilbert \( A \)-modules \( C^F_k \).

For every \( n \) and every finite subset \( F \subset \text{Irr}(\mathcal{C}) \), consider the finite subset \( \overline{F} \subset \text{Irr}(\mathcal{C}) \) of all \( \alpha \in \text{Irr}(\mathcal{C}) \) such that \( \overline{\alpha} \) is contained in an \( n \)-fold tensor product of elements of \( F \). Because \( (\mathcal{H}'_{\text{reg}}, i) \cong L^2(A \cdot p_i) \), it follows that, as an \( A \)-module,

\[
C^F_n \cong \bigoplus_{i \in \overline{F}} L^2(A \cdot p_i) \otimes (iS^F, \varepsilon) .
\]

Since \( \tau \) is a trace on \( A \) and \( \tau(p_i) < \infty \), every \( L^2(A \cdot p_i) \) is an \( A \)-module of finite \( A \)-dimension. Every \((iS^F, \varepsilon)\) is finite dimensional and we conclude that all \( C^F_n \) have finite \( A \)-dimension.

The adjoint of \( C^F_2 \) is \( C^F_2 \) and this duality is compatible with the (co)boundary maps (see Remark 6.2). The conclusion

\[
\dim_{\mathcal{A}} H_n(T \subset S, \mathcal{H}'_{\text{reg}}) = \dim_{\mathcal{A}'} H^n(T \subset S, \mathcal{H}'_{\text{reg}})
\]

now follows from the approximation formulae for the \( A \)-dimensions of direct and inverse limits (see [CG85, L02], and see also [KPV13, Section A.3] for a self-contained treatment that is directly applicable here).

Amplifying from \( \mathcal{H}'_{\text{reg}} \) to \( \mathcal{H}_{\text{reg}} \), we get that

\[
\beta_2(T \subset S) = \dim_{\mathcal{A}} H^n(T \subset S, \mathcal{H}_{\text{reg}}) = \dim_{\mathcal{A}} H_n(T \subset S, \mathcal{H}_{\text{reg}}) = \dim_{\mathcal{M}(T \subset S)} H_n(T \subset S, \mathcal{H}_{\text{reg}}) .
\]

We end this section with the following expected result on the 0’th (co)homology.

**Proposition 6.5.** Let \( S \) be a \( \mathcal{I} \) factor with separable predual and \( T \subset S \) an irreducible quasi-regular subfactor. Put \( S = \mathcal{Q} \mathcal{N}_S(T) \). For any Hilbert \( S \)-bimodule \( \mathcal{H} \), the following holds.
1. $H^0(T \subset S, \mathcal{H}) = 0$ if and only if 0 is the only $S$-central vector in $\mathcal{H}$.

2. $H_0(T \subset S, \mathcal{H}) = 0$ if and only if $\mathcal{H}_T$ admits no sequence $\xi_n$ of approximately $S$-central unit vectors (meaning that $\lim_n \|x\xi_n - \xi_n x\| = 0$ for all $x \in S$).

**Proof.** From Definition 4.1, we get that $H^0(T \subset S, \mathcal{H})$ equals the space of $S$-central vectors in $\mathcal{H}$, so that 1 follows.

Denote by $\mathcal{C}$ the tensor category generated by the finite index $T$-subbimodules of $L^2(S)$. To prove 2, note that the absence of approximately $S$-central unit vectors in $\mathcal{H}_T$ is equivalent with the existence of a finite subset $\mathcal{G} \subset S$ satisfying

$$\|\xi\| \leq \sum_{x \in \mathcal{G}} \|x\xi - \xi x\| \quad \text{for all } \xi \in \mathcal{H}_T. \quad (6.1)$$

For every finite subset $\mathcal{F} \subset \text{Irr}(\mathcal{C})$, we write $\delta_\mathcal{F} \seteq c_\mathcal{F}(S)$. Note that $\text{Mor}_{\mathcal{T}T}(\delta_\mathcal{F}, \mathcal{H})$ is a Hilbert space and $\delta_\mathcal{F} : \mathcal{H}_T \to \text{Mor}_{\mathcal{T}T}(\delta_\mathcal{F}, \mathcal{H}) : (\delta_\mathcal{F}(x)) = x\xi - \xi x$ is a bounded operator. As in Remark 6.2, the adjoint $\delta_\mathcal{F}^*$ can be identified with the restriction of the boundary operator $\delta : (\mathcal{H} \otimes S) \to \mathcal{H}$ to the Hilbert space $(\mathcal{H} \otimes S_\mathcal{F})_T$.

With this notation, the existence of a finite subset $\mathcal{G} \subset S$ satisfying (6.1) is equivalent with the existence of a finite subset $\mathcal{F} \subset \text{Irr}(\mathcal{C})$ and an $\varepsilon > 0$ such that $\varepsilon \|\xi\| \leq \|\delta_\mathcal{F}(\xi)\|$ for all $\xi \in \mathcal{H}_T$. By the open mapping theorem and the above description of $\delta_\mathcal{F}^*$, this is equivalent with the existence of a finite subset $\mathcal{F} \subset \text{Irr}(\mathcal{C})$ such that $\delta((\mathcal{H} \otimes S_\mathcal{F})_T) = \mathcal{H}_T$. By the Baire category theorem, this is equivalent with $\delta((\mathcal{H} \otimes S)_{\mathcal{F}T}) = \mathcal{H}_T$, i.e. with $H_0(T \subset S, \mathcal{H}) = 0$. \hfill $\square$

7  A Hochschild type (co)homology of the tube $*$-algebra

7.1  (Co)homology of irreducible quasi-regular inclusions

Fix an irreducible quasi-regular inclusion of II_1 factors $T \subset S$ together with a tensor category $\mathcal{C}$ of finite index $T$-bimodules containing all finite index $T$-subbimodules of $L^2(S)$. Put $\mathcal{S} = \text{QN}_S(T)$. Denote by $\mathcal{A}$ the associated tube $*$-algebra.

In Theorem 3.4, we constructed a bijection between nondegenerate right Hilbert $\mathcal{A}$-modules $\mathcal{K}$ and Hilbert $S$-bimodules $\mathcal{H}$ that, as a $T$-bimodule, are a direct sum of $T$-bimodules contained in $\mathcal{C}$. In Definitions 4.1 and 6.1, we defined the (co)homology spaces $H^n(T \subset S, \mathcal{H})$ and $H_n(T \subset S, \mathcal{H})$. The following is the main result of this section, identifying this (co)homology theory with purely algebraic (co)homology for the tube algebra $\mathcal{A}$.

For this, we make use of the trivial left and right $\mathcal{A}$-modules $\mathcal{E}^r$ and $\mathcal{E}^l$ defined in Lemma 3.5 and Remark 3.6. Whenever $\mathcal{K}$ is a right Hilbert $\mathcal{A}$-module, we define $\mathcal{K}^0$ as the linear span of the Hilbert subspaces $\mathcal{K} \cdot p_i$, $i \in \text{Irr}(\mathcal{C})$.

**Theorem 7.1.** Let $\mathcal{H}$ be the Hilbert $S$-bimodule that corresponds to the right Hilbert $\mathcal{A}$-module $\mathcal{K}$ through Theorem 3.4. There are natural isomorphisms

$$H_n(T \subset S, \mathcal{H}) \cong \text{Tor}_{\mathcal{A}}^n(\mathcal{K}^0, \mathcal{E}^l) \quad \text{and} \quad H^n(T \subset S, \mathcal{H}) \cong \text{Ext}_{\mathcal{A}}^n(\mathcal{E}^r, \mathcal{K}^0).$$

Theorem 7.1 says the following. Whenever $\cdots \to L_1 \to L_0 \to \mathcal{E}^l \to 0$ is a resolution of $\mathcal{E}^l$ by projective left $\mathcal{A}$-modules $L_k$, we can compute $H_n(T \subset S, \mathcal{H})$ as the homology of

$$\cdots \to \mathcal{K}^0 \otimes_\mathcal{A} L_1 \to \mathcal{K}^0 \otimes_\mathcal{A} L_0.$$
Whenever \( \cdots \rightarrow R_1 \rightarrow R_0 \rightarrow \mathcal{E}' \rightarrow 0 \) is a resolution of \( \mathcal{E}' \) by projective right \( \mathcal{A} \)-modules \( R_k \), we can compute \( H^n(T \subset S, \mathcal{H}) \) as the cohomology of

\[
\text{Hom}_{\mathcal{A}}(R_0, \mathcal{K}^0) \rightarrow \text{Hom}_{\mathcal{A}}(R_1, \mathcal{K}^0) \rightarrow \cdots .
\]

**Proof of Theorem 7.1.** We construct a concrete resolution \( \cdots \rightarrow \mathcal{A}_1^\ell \rightarrow \mathcal{A}_0^\ell \rightarrow \mathcal{E}^\ell \rightarrow 0 \) of the left \( \mathcal{A} \)-module \( \mathcal{E}^\ell \) and then identify the complex \( \cdots \rightarrow \mathcal{K}^0 \otimes_{\mathcal{A}} \mathcal{A}_1^\ell \rightarrow \mathcal{K}^0 \otimes_{\mathcal{A}} \mathcal{A}_0^\ell \) with the bar complex in Definition 6.1. Next, we construct a concrete resolution \( \cdots \rightarrow \mathcal{A}_1^\ell \rightarrow \mathcal{A}_0^\ell \rightarrow \mathcal{E}' \rightarrow 0 \) of the right \( \mathcal{A} \)-module \( \mathcal{E}' \) and identify \( \text{Hom}_{\mathcal{A}}(\mathcal{A}_0^\ell, \mathcal{K}^0) \rightarrow \text{Hom}_{\mathcal{A}}(\mathcal{A}_1^\ell, \mathcal{K}^0) \rightarrow \cdots \) with the bar complex in Definition 4.1.

For every \( n \geq 0 \), define \( \mathcal{A}_n^\ell \) as the algebraic direct sum

\[
\mathcal{A}_n^\ell = \bigoplus_{i \in \text{Irr}(\mathcal{C})} (iS^{n+1}, \varepsilon)
\]

where \( S^k \) denotes the \( k \)-fold relative tensor product \( S \otimes_T \cdots \otimes_T S \). Turn \( \mathcal{A}_n^\ell \) into a left \( \mathcal{A} \)-module by

\[
V \cdot W = (1 \otimes m \otimes 1^n)(V \otimes 1^n+1)(1 \otimes W)m^*
\]

for all \( V \in (iS, S) \) and \( W \in (jS^{n+1}, S) \). Note that \( \mathcal{A}_0^\ell = \mathcal{A} \cdot p_2 \).

More generally, we have the isomorphism of left \( \mathcal{A} \)-modules

\[
\bigoplus_{i \in \text{Irr}(\mathcal{C})} \mathcal{A} \cdot p_i \otimes (iS^n, \varepsilon) \rightarrow \mathcal{A}_n^\ell : V \otimes W \mapsto (V \otimes 1)(1 \otimes W) .
\]

It follows that every \( \mathcal{A}_n^\ell, n \geq 0 \), is a projective left \( \mathcal{A} \)-module.

One checks that the map

\[
\partial : \mathcal{A}_0^\ell \rightarrow \mathcal{E}^\ell : \partial(V) = (1 \otimes a^*)(1 \otimes \Delta_8^{-1/2})V \otimes 1)m^*
\]

for all \( V \in (iS, S) \) is a left \( \mathcal{A} \)-module map. For all \( n \geq 1 \), we also define the left \( \mathcal{A} \)-module maps

\[
\partial : \mathcal{A}_n^\ell \rightarrow \mathcal{A}_{n-1}^\ell : \partial = \sum_{k=0}^{n} (-1)^k \partial_k ,
\]

where

\[
\partial_k(V) = (1^{k+1} \otimes m \otimes 1^{n-1-k})V \text{ when } 0 \leq k \leq n-1 ,
\]

and

\[
\partial_n(V) = (1^{n+1} \otimes a^*)(1^{n+1} \otimes \Delta_8^{-1/2})V \otimes 1)m^*
\]

for all \( V \in (iS^{n+1}, S) \).

In this way, we find a complex \( \cdots \rightarrow \mathcal{A}_1^\ell \rightarrow \mathcal{A}_0^\ell \rightarrow \mathcal{E}^\ell \rightarrow 0 \). The maps

\[
\gamma : \mathcal{E}^\ell \rightarrow \mathcal{A}_0^\ell \text{ and } \gamma : \mathcal{A}_n^\ell \rightarrow \mathcal{A}_{n+1}^\ell
\]

given by \( \gamma(V) = (1 \otimes \delta \otimes 1^{n+1})V \) provide a homotopy for this complex, so that we have found a projective resolution of the left \( \mathcal{A} \)-module \( \mathcal{E}^\ell \).

Assume now that \( \mathcal{K} \) is a nondegenerate right Hilbert \( \mathcal{A} \)-module with corresponding Hilbert \( S \)-bimodule \( \mathcal{H} \) as in Theorem 3.4. Consider the bar complex \( C_n \) defining \( H_n(T \subset S, \mathcal{H}) \) as in Definition 6.1. By definition, \( C_n \) consists of the \( T \)-central vectors in \( \mathcal{H} \otimes_T S^n \) and this gives the natural isomorphism

\[
C_n \cong \bigoplus_{i \in \text{Irr}(\mathcal{C})} (\mathcal{H}, i) \otimes (iS^n, \varepsilon) .
\]
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Recall from Theorem 3.4 that \((\mathcal{H}, i) = \mathcal{K} \cdot p_i\). In combination with (7.2), we thus find the isomorphism
\[
C_n \cong \bigoplus_{i \in \text{Irr}(\mathcal{C})} \mathcal{K} \cdot p_i \otimes (iS^n, \varepsilon) \cong \mathcal{K}^0 \otimes_A A_n^r .
\]

A lengthy, but straightforward computation gives that this is actually an isomorphism between the complexes \((C_n)_{n \geq 0}\) and \((\mathcal{K}^0 \otimes_A A_n^r)_{n \geq 0}\). So, we have found the isomorphism
\[
H_n(T \subset \mathcal{S}, \mathcal{H}) \cong \text{Tor}^A_n(\mathcal{K}^0, \mathcal{E}^\ell) .
\]

Dualizing everything, we find as follows the resolution \(\cdots \to A_n^r \to A_n^o \to \mathcal{E}^r \to 0\) of the right \(A\)-module \(\mathcal{E}^r\). Define for \(n \geq 0\),
\[
A_n^r = \bigoplus_{i \in \text{Irr}(\mathcal{C})} (S^{n+1}, Si)
\]
with right \(A\)-module structure
\[
V \cdot W = (1^n \otimes m)(V \otimes 1)(1 \otimes W)(m^* \otimes 1)
\]
for all \(V \in (S^{n+1}, Si)\) and \(W \in (i\mathcal{S}, sj)\). Note that \(A_n^o = p_\varepsilon \cdot A\). In general, we have the isomorphism of right \(A\)-modules
\[
\bigoplus_{i \in \text{Irr}(\mathcal{C})} (S^n, i) \otimes p_\varepsilon \cdot A \to A_n^r : V \otimes W \mapsto (V \otimes 1)W ,
\]
so that every \(A_n^o, n \geq 0\), is a projective right \(A\)-module.

The map defined as
\[
\partial : A_n^o \to \mathcal{E}^r : \partial(V) = m(1 \otimes \Delta^{1/2}V)(a \otimes 1)
\]
for all \(V \in (S, Si)\) is a right \(A\)-module map. Together with the right \(A\)-module maps
\[
\partial : A_n^r \to A_n^{r-1} : \partial = \sum_{k=0}^n (-1)^k \partial_k ,
\]
where
\[
\partial_0(V) = (a^* \otimes 1^n)(1 \otimes (\Delta^{1/2} \otimes 1^n)V)(m^* \otimes 1) ,
\]
and
\[
\partial_k(V) = (1^{k-1} \otimes m \otimes 1^{n-k})V \quad \text{for all} \quad 1 \leq k \leq n ,
\]
we find the resolution \(\cdots \to A_n^r \to A_n^o \to \mathcal{E}^r \to 0\).

Finally, consider the bar complex \(C^n\) defining \(H^n(T \subset \mathcal{S}, \mathcal{H})\) as in Definition 4.1. By definition, \(C^n\) consists of all \(T\)-bimodular linear maps from \(\mathcal{S}^n\) to \(\mathcal{H}\). Using (7.6), we identify \(\text{Hom}_A(A_n^r, \mathcal{K}^0)\) with the direct product
\[
\text{Hom}_A(A_n^r, \mathcal{K}^0) = \bigoplus_{i \in \text{Irr}(\mathcal{C})} \mathcal{L}((S^n, i), \mathcal{K} \cdot p_i)
\]
of all spaces of linear maps from \((S^n, i)\) to \(\mathcal{K} \cdot p_i\). Using the identification \(\mathcal{K} \cdot p_i = (\mathcal{H}, i)\), we then find the isomorphism
\[
\Psi : C^n \to \text{Hom}_A(A_n^r, \mathcal{K}^0) ,
\]
where for \(c \in C^n\), \(\Psi(c)\) is defined as the collection of linear maps from \((S^n, i)\) to \(\mathcal{K} \cdot p_i\) given by \(\Psi(c)(V) = c \circ V\), which indeed makes sense because \(c\) is a \(T\)-bimodular map from \(S^n\) to \(\mathcal{H}\) and thus, \(c \circ V\) is an intertwiner from \(i \in \text{Irr}(\mathcal{C})\) to \(\mathcal{H}\).
It is again straightforward, though a bit tedious, to check that $\Psi$ is an isomorphism of the complexes $(C^n)_{n \geq 0}$ and $(\text{Hom}_A(A'_n, K^0))_{n \geq 0}$. The conclusion

$$H^n(T \subset S, \mathcal{H}) \cong \text{Ext}^n_A(\mathcal{E}^r, K^0)$$

follows.

Using Proposition 3.12, we obtain as a special case, the following isomorphisms for the (co)homology of an SE-inclusion.

**Corollary 7.2.** Let $M$ be a II$_1$ factor and $\mathcal{C}$ a tensor category of finite index $M$-bimodules having equal left and right dimension. Denote by $T \subset S$ the associated SE-inclusion and let $A$ be the tube $*$-algebra of the tensor category $\mathcal{C}$, together with its co-unit $\epsilon : A \to \mathbb{C}$.

Whenever $\mathcal{H}$ is the generalized SE-correspondence associated with the nondegenerate right Hilbert $A$-module $K$ through Corollary 3.13, we have the natural isomorphisms

$$H_n(T \subset S, \mathcal{H}) \cong \text{Tor}^n_A(K^0, \mathbb{C}) \quad \text{and} \quad H^n(T \subset S, \mathcal{H}) \cong \text{Ext}^n_A(\mathbb{C}, K^0),$$

where we view $\mathbb{C}$ as a left or right $A$-module using the co-unit $\epsilon$.

### 7.2 (Co)homology and $L^2$-Betti numbers for rigid C*-tensor categories

The representation theory of a rigid C*-tensor category $\mathcal{C}$ can be equivalently expressed by unitary half braidings or Hilbert space representations of the tube $*$-algebra $A$, see Section 3.4.

By Corollary 7.2, the natural (co)homology theory for $\mathcal{C}$ is precisely the Hochschild (co)homology of $A$ w.r.t. the augmentation $\epsilon : A \to \mathbb{C}$. Given a right Hilbert $A$-module $K$, these are given by $\text{Tor}^n_A(K^0, \mathbb{C})$ and $\text{Ext}^n_A(\mathbb{C}, K^0)$. We thus define

$$\beta^{(2)}_n(C) = \text{dim}_{A''} \text{Tor}^n_A(L^2(A)^0, \mathbb{C}) = \text{dim}_{A''} \text{Ext}^n_A(\mathbb{C}, L^2(A)^0),$$

where $L^2(A)^0$ is the linear span of all $L^2(A \cdot p_i)$, $i \in \text{Irr}(\mathbb{C})$.

Defining the subalgebra $B \subset A$ given by $B = \text{span}\{p_i \mid i \in \text{Irr}(\mathbb{C})\}$, the bar resolution for the $A$-module $\mathbb{C}$ is

$$\cdots \to C_2 \to C_1 \to C_0 \to \mathbb{C} \quad \text{with} \quad C_n = \underbrace{A \otimes_B \cdots \otimes_B A}_{\text{n factors}} \otimes_B A \cdot p_\epsilon \quad (7.7)$$

and $\partial : C_n \to C_{n-1}$ given by $\partial = \sum_{k=0}^{n} (-1)^k \partial_k$ where

$$\partial_k(V_0 \otimes \cdots \otimes V_n) = V_0 \otimes \cdots \otimes V_k \cdot V_{k+1} \otimes \cdots \otimes V_n \quad \text{for} \quad 0 \leq k \leq n-1 \quad \text{and}$$

$$\partial_n(V_0 \otimes \cdots \otimes V_n) = V_0 \otimes \cdots \otimes V_{n-1} \cdot p_\epsilon \epsilon(V_n).$$

Also, when $\mathcal{C}$ is realized as a category of finite index $M$-bimodules having equal left and right dimension, we put $T = M \boxtimes M$ and we consider the SE-inclusion $T \subset S$ as in Section 2.5. Combining Proposition 3.12 and Theorem 7.1, we get natural isomorphisms between the (co)homology of $T \subset S$ and the (co)homology of $\mathcal{C}$. In particular, we get that

$$\beta^{(2)}_n(T) = \beta^{(2)}_n(T \subset S).$$

To a finite index subfactor $N \subset M$ with Jones tower $N \subset M \subset M_1 \subset \cdots$, we associate the rigid C*-tensor category $\mathcal{C}_{M-M}$ of finite index $M$-bimodules generated by the $M$-$M$-bimodule...
Using the notation of Proposition 7.4, we prove that $C_{N-N}$ and $C_{M-M}$ have the same $L^2$-Betti numbers. The reason for this is that $C_{M-M}$ and $C_{N-N}$ are Morita equivalent and that this Morita equivalence induces a strong Morita equivalence between their tube algebras.

**Definition 7.3** (see [M01, Section 4]). Two rigid $C^*$-tensor categories $C_1$ and $C_2$ are called Morita equivalent if there exist nonzero $C^*$-categories $C_{12}$ and $C_{21}$ with finite dimensional morphism spaces and with tensor functors $C_1 \otimes C_{12} \rightarrow C_{12}$, $C_{12} \otimes C_{21} \rightarrow C_{11}$, etc., and with a duality functor $C_{12} \rightarrow C_{21}$ satisfying exactly the same properties as a rigid $C^*$-tensor category.

For a finite index subfactor $N \subset M$, the tensor categories $C_1 = C_{N-N}$ and $C_2 = C_{M-M}$ are Morita equivalent by considering the categories $C_{12} = C_{N-M}$ and $C_{21} = C_{M-N}$ of $N$-$M$-bimodules, resp. $M$-$N$-bimodules, that are direct sums of subbimodules of some $L^2(M_n)$.

Given a Morita equivalence between $C_1$ and $C_2$, there is a strong Morita equivalence between the tube $*$-algebras $A_1$ and $A_2$. This result was obtained in [NY15b, Section 3] using the notion of $Q$-systems in a tensor category. We provide the following more direct approach. For all $i \in \Irr(C_1)$ and $j \in \Irr(C_2)$, define the vector spaces

$$p_i^1 \cdot A_{12} \cdot p_j^2 = \bigoplus_{\alpha \in \Irr(C_{12})} (i\alpha, \alpha j) \quad \text{and} \quad p_j^2 \cdot A_{21} \cdot p_i^1 = \bigoplus_{\alpha \in \Irr(C_{21})} (j\alpha, \alpha i).$$

The obvious product and adjoint operations are defined in the same way as for the tube $*$-algebra of a rigid $C^*$-tensor category. In this way, we obtain the $*$-algebra

$$A = \begin{pmatrix} A_1 & A_{12} \\ A_{21} & A_2 \end{pmatrix}. \quad (7.8)$$

Similar formulas as in Lemma 3.9 still hold: for every $\alpha \in \Irr(C_{12})$, $i \in \Irr(C_1)$ and $j \in \Irr(C_2)$, we have

$$\sum_{k \in \Irr(C_2)} \sum_{W \in \onb(\alpha, \alpha k)} d(k) \ W \cdot W^\# = d(\alpha)p_i^1,$$

$$\sum_{k \in \Irr(C_1)} \sum_{W \in \onb(k\alpha, \alpha j)} d(k) \ W^\# \cdot W = d(\alpha)p_j^2.$$

It follows that the $A_{12}$-$A_{21}$-bimodule $A_{12}$ is a strong Morita equivalence, in the sense that the product maps (inside $A$) are isomorphisms

$$A_{12} \otimes_{A_2} A_{21} \cong A_1 \quad \text{and} \quad A_{21} \otimes_{A_1} A_{12} \cong A_2.$$

**Proposition 7.4.** If the rigid $C^*$-tensor categories $C_1$ and $C_2$ are Morita equivalent, then $eta^{(n)}_{(2)}(C_1) = \beta^{(n)}_{(2)}(C_2)$ for all $n \in \mathbb{N}$.

**Proof.** Write $M_k = A'_k$. The $*$-algebra $A$ in (7.8) has a natural semifinite trace $\tau$ and we find the imprimitivity $M_2M_1$-bimodule $L^2(A_{21})$ : the left $M_2$ action and the right $M_1$ action on $L^2(A_{21})$ are each other’s commutant.

Given a projective resolution $(L_n)$ of the trivial $A_1$-module $\mathbb{C}$, the $L^2$-Betti numbers $\beta^{(n)}_{(2)}(C_1)$ are computed as the $M_1$-dimension of the homology of the complex $(L^2(A_1) \otimes_{A_1} L_n)_{n \geq 0}$, and thus also as the $M_2$-dimension of the homology of the complex $(L^2(A_{21}) \otimes_{A_1} L_n)_{n \geq 0}$.

---

Footnote: In [M01, Section 4], the terminology weakly Morita equivalent is used.
Since the left $A_2$-modules $A_{21} \otimes A_1 L_n$ form a projective resolution of the $A_2$-module $A_{21} \otimes A_1 \mathbb{C}$, and since the latter is isomorphic with the trivial $A_2$-module, the $L^2$-Betti numbers $\beta^{(2)}_n(C_1)$ can be computed as the $M_2$-dimension of the homology of the complex

$$(L^2(A_2)^0 \otimes_{A_2} A_{21} \otimes A_1 L_n)_{n \geq 0}.$$  

Since $L^2(A_2)^0 \otimes_{A_2} A_{21} \cong L^2(A_{21})^0$, it follows that $\beta^{(2)}_n(C_1) = \beta^{(2)}_n(C_2)$ for all $n \in \mathbb{N}$. \hfill \qed

### 7.3 A graphical interpretation of the bar complex associated to the affine category $A$.

In this section, we give a diagrammatic description of the homology of the tensor category $C$ generated by a finite index subfactor $N \subset M$. Denote by $P$ the associated standard invariant interpreted as a Jones planar algebra. As we explained above, the resulting homology theory depends only on Ocneanu’s tube algebra, which itself has a diagrammatic description purely in terms of the planar algebra $P$, see Section 3.5. Thus given a planar algebra we can right away associate to it a homology theory, which we now describe explicitly.

Let $P$ be a planar algebra, which we take to be represented as a quotient of the universal planar algebra $U$ modulo a set of relations $R$. For each $k = 0, 1, 2, \ldots$ we will denote by $A_k = A_k(P)$ the quotient space

$$U_k / R_k$$

where $U_k$ is the linear span of all elements of $U$ (labeled planar networks) drawn on a two-sphere $S^2$ with the ordered collection of $k + 2$ disks $r_0, \ldots, r_{k+1}$ removed. We require that the disks $r_1, \ldots, r_{k+1}$ are not connected to any strings of the diagram while $r_0$ may be connected to some number of strings of the diagram. Here $R_k$ is the subspace of relations generated by all isotopies as well as those relations obtained by insisting that each relation from $R$ holds in any contractible disk in $S^2 \setminus \{r_0, \ldots, r_{k+1}\}$. For shaded planar algebras (as considered in this paper), we require that the diagram be shaded so that each string is at the boundary between a shaded and an unshaded region. Note that this shading is specified once we make a choice of shading of two regions: the region marked by $\star$ in the figure below (i.e., the shading of the distinguished interval of $x$) as well as the shading of the region surrounding the point $r_k$ (this shading is actually determined by the parity of the total number of strings of $x$). We shall denote by $A_k^{(p)} \subset A_k$ the subspace spanned by diagrams having exactly $p$ strings connected to the interior disk $r_0$ (note that $p$ has to be even).

In what follows, the disk $r_0$ plays a different role than $r_j$ for $j \geq 1$. To facilitate drawing pictures, we will always identify $S^2 \setminus \{r_0, \ldots, r_{k+1}\}$ with $\mathbb{R}^2 \setminus \{r_0, \ldots, r_k\}$ by shrinking $r_1$ to the point at infinity and shrinking $r_2, \ldots, r_{k+1}$ to points. We draw an example of an element of $A_k$:

![Diagram](attachment:example.png)

where, once again $r_1$ is the point at infinity. The particular placement of the points $r_1, \ldots, r_{k+1}$ is in principle irrelevant since the whole picture is drawn up to isotopy; however this particular ordering will be useful later in identifying a certain differential complex with a tensor product.
Our convention is that the upper-left corner of $x$ is always the marked boundary segment of $x$. For ease of drawing we denote by thick lines zero or more parallel strings. We will frequently omit the labels for the points $r_1, \ldots, r_{k+1}$.

It is not hard to see that, using the same isotopy as in (3.16) we can redraw any element in the spanning set for $A_k$ to have the form

$$r_0 \cdot x \cdot \cdot \cdot \cdot \cdot \cdot \cdot r_{k+1}$$

We note that by Lemma 3.15, $A_k$ is exactly the tensor product $\bigotimes_{i=0}^{k} A \otimes_B A \otimes_B A \otimes_B A \otimes_B A_0$ (the last tensor factor accounts for the fact that we do not permit any strings from $x$ to the point $r_{k+1}$). We denote by $d_j$ the map from $A_k \rightarrow A_{k-1}$ defined on the spanning set by associating to a diagram in $A_k$ drawn on $S^2 \setminus \{r_0, \ldots, r_{k+1}\}$ the same diagram but drawn on $S^2 \setminus \{r_0, \ldots, r_j, r_{j+2}, \ldots, r_{k+1}\}$ (these $k+1$ points are ordered as written). In particular, $d_0$ is given by

$$d_0 \left( \begin{array}{c} r_0 \x \cdot \cdot \cdot \cdot \cdot \cdot \cdot r_{k+1} \end{array} \right) = \left( \begin{array}{c} r_0 \x \cdot \cdot \cdot \cdot \cdot \cdot \cdot \end{array} \right)$$

where we have drawn the strings of $x$ that pass between the point $r_2$ and the point at infinity $r_1$ in blue for emphasis.

It is not hard to see that $\sum_{j=0}^{n} (-1)^j d_j$ corresponds precisely to the differential on the bar complex for the tube algebra as in (7.7).

8 Vanishing of $L^2$-Betti numbers for amenable quasi-regular inclusions

Given a tracial von Neumann algebra $(S, \tau)$ with von Neumann subalgebra $T \subset S$, there are several notions of amenability, which for a crossed product inclusion $T \subset T \rtimes \Gamma$ all coincide with the amenability of the group $\Gamma$. In [P86, Definition 3.2.1], the amenability of $S$ relative to $T$ was defined as the trivial $S$-bimodule $L^2(S)$ being weakly contained in the relative coarse $S$-bimodule $L^2(S) \otimes_T L^2(S)$, meaning that there exists a sequence of vectors $\xi_n \in L^2(S) \otimes_T L^2(S)$ such that $\lim_n \|x \xi_n - \xi_n x\| = 0$ and $\lim_n \langle x \xi_n, \xi_n \rangle = \tau(x)$ for all $x \in S$.

When $T \subset S$ is an irreducible quasi-regular subfactor, the above weak containment does not exactly correspond to weak containment of tube algebra representations, where the natural requirement is that the vectors $\xi_n$ can be chosen $T$-central. So for our purposes, the following relative amenability notion is more natural, and we prove in Proposition 8.2 that it indeed has the expected properties.
**Definition 8.1.** Let $S$ be a II$_1$ factor with irreducible quasi-regular subfactor $T \subset S$. The inclusion $T \subset S$ is called **amenable** if there exists a net of unital, trace preserving, completely positive, $T$-bimodular maps $\varphi_i : S \to S$ such that $\lim_i \| \varphi_i(x) - x \|_2 = 0$ for all $x \in S$ and such that $\varphi_i$ has finite rank for every fixed $i$, in the sense that the closure of $\varphi_i(S)$ is a finite index $T$-subbimodule of $L^2(S)$.

**Proposition 8.2.** Let $T \subset S$ be an irreducible quasi-regular inclusion of II$_1$ factors. Let $\mathcal{C}$ be the tensor category generated by the finite index $T$-subbimodules of $L^2(S)$. Denote by $\mathcal{A}$ the associated tube $*$-algebra. Also denote $S = QN_S(T)$.

The following statements are equivalent.

1. The inclusion $T \subset S$ is amenable in the sense of Definition 8.1.
2. There exists a net of $T$-central, approximately $S$-central unit vectors in $L^2(S) \overline{\otimes}_T L^2(S)$.
3. The trivial representation of $\mathcal{A}$ on $E'$ is weakly contained in the regular representation of $\mathcal{A}$ on $L^2(p_e \cdot \mathcal{A})$.
4. There exists a net $\xi_i \in (S, S) = p_e \cdot \mathcal{A} \cdot p_e$ satisfying
   \[ \| \xi_i \|_{2,T} = 1 \text{ for all } i, \text{ and } \lim_i \| V \cdot \xi_i - \text{Tr}(V)\xi_i \|_{2,T} = 0 \text{ for all } V \in p_e \cdot \mathcal{A} \cdot p_e \]
   where we use the notation $\| V \|_{2,T} := \sqrt{\tau(V^* \cdot V)}$.

When $S$ has separable predual, these statements are moreover equivalent with the non vanishing of $H_0(T \subset S, L^2(S) \overline{\otimes}_T L^2(S))$.

**Proof.** The proposition follows immediately from Corollary 3.7 and Remark 3.8, and by taking the adjoint to prove the equivalence of 3 and 4. The final statement then follows from Proposition 6.5. \qed

The goal of this section is to prove that $\beta_n^2(T \subset S) = 0$ for all $n \geq 1$ whenever $T \subset S$ is amenable. We can however only prove this under a possibly stronger, but natural amenability condition on the inclusion $T \subset S$, formulated as a Følner condition. As we prove in Lemma 8.10 at the end of this section, this Følner property is equivalent with amenability as in Definition 8.1 for several families of quasi-regular inclusions, including all SE-inclusions of extremal subfactors, all crossed product inclusions and all inclusions of the form $N \rtimes \Lambda \subset N \rtimes \Gamma$ where $\Lambda < \Gamma$ is an almost normal subgroup.

Before defining the Følner property of an arbitrary irreducible quasi-regular inclusion, consider the SE-inclusion $T \subset S$ of an extremal subfactor $N \subset M$ with standard invariant $\mathcal{G}_{N,M}$. In [P93], the standard invariant $\mathcal{G}_{N,M}$ is called amenable if the weighted principal graph $(\Gamma_{N,M}, \tilde{v})$ satisfies a Følner condition as a weighted graph. In [P94a] and [P99, Theorem 5.3], it is proved that this Følner condition is equivalent with the amenability of $S$ relative to $T$, and also with the Kesten type condition $\| \Gamma_{N,M} \|^2 = [M : N]$. Note that this last property is also used to define amenability of an abstract rigid C*-tensor category. Reformulating the Følner property for the weighted principal graph directly in terms of the SE-inclusion $T \subset S$, we define as follows the Følner property for an arbitrary irreducible quasi-regular inclusion.

So, fix an irreducible quasi-regular inclusion of II$_1$ factors $T \subset S$. Denote by $\mathcal{C}$ the tensor category generated by the finite index $T$-subbimodules of $L^2(S)$, and write $S = QN_S(T)$. For every $\alpha \in \text{Irr}(\mathcal{C})$, we denote by $e_\alpha \in (S, S)$ the orthogonal projection of $L^2(S)$ onto the span
of the $T$-subbimodules of $L^2(S)$ that are isomorphic with $\alpha$. We write $S_\alpha := e_\alpha(S)$. Given a finite symmetric subset $G \subset \text{Irr}(C)$, we turn $\text{Irr}(C)$ into a locally finite graph by putting an edge between $\alpha, \beta \in \text{Irr}(C)$ if there exists a $\gamma \in G$ such that $e_\beta(S_\alpha S_\gamma)$ is nonzero\(^6\). For every finite subset $F \subset \text{Irr}(C)$, we then denote by $\partial_F(F)$ the boundary of $F$ in this graph, which we define as the union of the inner and outer boundary of $F$. By definition, $\partial_F(F)$ consists of all $\alpha \in F$ that are connected by an edge to some $\beta \notin F$, and of all $\alpha \notin F$ that are connected to some $\beta \in F$. We define the measure $\mu$ on $\text{Irr}(C)$ by $\mu(\{\alpha\}) = \text{Tr}^F(e_\alpha)$ for every $\alpha \in \text{Irr}(C)$.

**Definition 8.3.** An irreducible quasi-regular inclusion of $\Pi_1$ factors $T \subset S$ is said to have the Følner property if the following holds: for every finite subset $G \subset \text{Irr}(C)$ and every $\varepsilon > 0$, there exists a finite subset $F \subset \text{Irr}(C)$ such that

$$\mu(\partial_G(F)) < \varepsilon \mu(F).$$

In Lemma 8.10, we prove that the Følner property implies amenability in the sense of Definition 8.1 and that the converse holds for large classes of quasi-regular inclusions. We do not know whether the converse holds in general.

We now turn to $L^2$-Betti numbers. So, we assume that $S$ has separable predual and that the inclusion $T \subset S$ is unimodular, i.e. that all $T$-subbimodules of $L^2(S)$ have equal left and right dimension, so that the $L^2$-Betti numbers $\beta_n^{(2)}(T \subset S)$ are well defined.

**Theorem 8.4.** If $T \subset S$ satisfies the Følner property, then $\beta_n^{(2)}(T \subset S) = 0$ for all $n \geq 1$.

In combination with Lemma 8.10 and Remark 8.11 below, we then get the following.

**Corollary 8.5.** For every amenable rigid $C^*$-tensor category $C$, we have that $\beta_n^{(2)}(C) = 0$ for all $n \geq 1$.

Before proving Theorem 8.4, we introduce the following notation and prove a general vanishing lemma for $L^2$-Betti numbers.

**Definition 8.6.** Let $(M, \tau)$ be a von Neumann algebra with a normal semifinite faithful trace $\tau$ and let $A \subset M$ be a dense $*$-subalgebra contained in the domain of $\tau$.

For every $V \in M_{m,n}(C) \otimes A$, viewed as an operator from $L^2(M)^{\oplus m}$ to $L^2(M)^{\oplus n}$ given by left multiplication, we define

$$\beta^{(2)}(V) = \dim_M(\ker V \cap (\ker V \cap A^{\oplus n})^\perp).$$

Note that $\beta^{(2)}(V) = 0$ iff $\ker V \cap A^{\oplus n}$ is dense in $\ker V$.

The proof of the following lemma is basically identical to the end of the proof of [L02, Theorem 6.37].

**Lemma 8.7.** Let $T \subset S$ be an irreducible quasi-regular inclusion that is unimodular. Let $A$ be the tube $*$-algebra as above. If $\beta^{(2)}(V) = 0$ for every $i \in \text{Irr}(C)$ and every $V \in M_{m,k}(C) \otimes p_i A p_i$, then $\beta_n^{(2)}(T \subset S) = 0$ for all $n \geq 1$.

\(^6\)Equivalently, we put an edge between $\alpha$ and $\beta$ if $\tau(S_\alpha S_\beta) \neq \{0\}$. Taking the complex conjugate, the latter is equivalent with $\tau(S_\alpha^* S_\beta^*) \neq \{0\}$. So, for a symmetric subset $G \subset \text{Irr}(C)$, we obtain a symmetric condition in $\alpha, \beta$.  
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Proof. Write $\mathcal{M} := \mathcal{A}'$ and $\mathcal{M}_i = p_i \cdot \mathcal{M} \cdot p_i$ for every $i \in \text{Irr}(\mathcal{C})$. We first prove that $\beta^{(2)}(V) = 0$ for all $V \in M_{m,k}(\mathcal{C}) \otimes \mathcal{A}$. For this, it suffices to prove that for all $i \in \text{Irr}(\mathcal{C})$, we have that $\text{Ker} V \cap (\mathcal{A} \cdot p_i)^{\oplus k}$ is dense in $\text{Ker} V \cap L^2(\mathcal{A} \cdot p_i)^{\oplus k}$.

Take $\xi \in L^2(\mathcal{A} \cdot p_i)^{\oplus k}$ with $V \xi = 0$. Since the image of the multiplication map

$$A \cdot p_i \otimes L^2(p_i \cdot A \cdot p_i) \to L^2(A \cdot p_i)$$

is a dense right $\mathcal{M}_i$-submodule, we can take a projection $q \in \mathcal{M}_i$ that is arbitrarily close to 1 such that

$$\xi q = W \cdot \eta \quad \text{with} \quad W \in M_{k,i}(\mathcal{C}) \otimes A \cdot p_i \ , \ \eta \in L^2(\mathcal{M}_i)^{\oplus i} .$$

Since $V \xi q = 0$, it follows that $\eta$ belongs to the kernel of

$$U := W^\# \cdot V^\# \cdot V \in M_{k,i}(\mathcal{C}) \otimes p_i \cdot A \cdot p_i .$$

Because we assumed that $\beta^{(2)}(U) = 0$, we can take a sequence $\eta_q \in \text{Ker} U \cap (p_i \cdot A \cdot p_i)^{\oplus i}$ such that $\|\eta - \eta_q\|_2 \to 0$. Since $\text{Ker} U = \text{Ker}(V \cdot W)$, it follows that $W \cdot \eta_q$ is a sequence in $\text{Ker} V \cap (\mathcal{A} \cdot p_i)^{\oplus k}$ that converges to $\xi q$. Since $q$ is arbitrarily close to 1, we have proved that $\text{Ker} V \cap (\mathcal{A} \cdot p_i)^{\oplus k}$ is dense in $\text{Ker} V \cap L^2(\mathcal{A} \cdot p_i)^{\oplus k}$.

We now prove that $\beta^{(2)}_n(T \subset S) = 0$ for all $n \geq 1$. Up to taking adjoints, it follows from Theorem 7.1 that we can choose an exact sequence $\cdots \to L_1 \to L_0 \to \mathcal{E}' \to 0$ of right $\mathcal{A}$-modules in which every $L_n$ is isomorphic with a direct sum of right $\mathcal{A}$-modules of the form $p_i \cdot \mathcal{A}$, $i \in \text{Irr}(\mathcal{C})$ and such that $\beta^{(2)}_n(T \subset S)$ is computed as the $\mathcal{M}$-dimension of the homology of

$$\cdots \to L_1 \otimes_A 0 L^2(\mathcal{A}) \to L_0 \otimes_A 0 L^2(\mathcal{A}) ,$$

where $0 L^2(\mathcal{A})$ is the linear span of all $L^2(p_i \cdot \mathcal{A})$, $i \in \text{Irr}(\mathcal{C})$.

To prove the lemma, it thus suffices to prove that whenever

$$L_2 \xrightarrow{f} L_1 \xrightarrow{g} L_0$$

is a sequence of right $\mathcal{A}$-modules such that $\text{Ker} g = \text{Im} f$ and such that both $L_1$ and $L_0$ are isomorphic with a direct sum of $p_i \cdot \mathcal{A}$, $i \in \text{Irr}(\mathcal{C})$, then the induced sequence of right $\mathcal{M}$-modules given by

$$\tilde{L}_2 \xrightarrow{\tilde{f}} \tilde{L}_1 \xrightarrow{\tilde{g}} \tilde{L}_0 \quad \text{where} \quad \tilde{L}_n = L_n \otimes_A 0 L^2(\mathcal{A}) ,$$

satisfies

$$\dim_H \frac{\text{Ker} \tilde{g}}{\text{Im} \tilde{f}} = 0 .$$

Write $L_1$ as the union of an increasing sequence of $\mathcal{A}$-submodules $R_k \subset L_1$ such that each $R_k$ is the direct sum of finitely many $p_i \cdot \mathcal{A}$. Write $\tilde{R}_k = R_k \otimes_A 0 L^2(\mathcal{A})$. Then $\text{Ker} \tilde{g} / \text{Im} \tilde{f}$ is the union of the increasing sequence of $\mathcal{M}$-submodules

$$\frac{\text{Ker} \tilde{g} \cap \tilde{R}_k}{\text{Im} \tilde{f} \cap R_k} . \quad (8.1)$$

It thus suffices to prove that for every $k$, the $\mathcal{M}$-module in (8.1) has $\mathcal{M}$-dimension zero.

Fix $k$ and write $R_k = \bigoplus_{i=1}^n p_{i_j} \cdot \mathcal{A}$. Then $\tilde{R}_k = \bigoplus_{i=1}^n L^2(p_{i_j} \cdot \mathcal{A})$. The restriction of $g$ to $R_k$ can be viewed as left multiplication by some $V \in M_{m,n}(\mathcal{C}) \otimes \mathcal{A}$. Then also the restriction of
\( \tilde{g} \) to \( \tilde{R}_k \) is given by left multiplication with the same element \( V \). Since \( \text{Ker} g = \text{Im} f \), we have \( \text{Ker} g \cap R_k \subset \text{Im} \tilde{f} \cap \tilde{R}_k \). Since \( \beta^{(2)}(V) = 0 \), the \( \mathcal{M} \)-module

\[
\frac{\text{Ker} \tilde{g} \cap \tilde{R}_k}{\text{Ker} g \cap R_k}
\]

has \( \mathcal{M} \)-dimension zero. The \( \mathcal{M} \)-module in (8.1) is a quotient of this and hence also has \( \mathcal{M} \)-dimension zero.

We now prove Theorem 8.4 by showing that the assumptions of Lemma 8.7 hold for inclusions with the Følner property. The proof follows the same lines as the proof of the same result for discrete groups, see [CG85] and [L02, Theorem 6.37].

**Theorem 8.8.** Let \( S \) be a II\( _1 \) factor with separable predual and \( T \subset S \) an irreducible quasi-regular subfactor. Assume that the inclusion \( T \subset S \) is unimodular and satisfies the Følner property. Let \( A \) be the tube \( * \)-algebra as above. For every \( V \in M_{m,n}(\mathbb{C}) \otimes A \), we have \( \beta^{(2)}(V) = 0 \).

To prove Theorem 8.8, we need some notation and a lemma. For every finite subset \( F \subset \text{Irr}(\mathbb{C}) \), we denote by \( P_F \) the orthogonal projection of \( L^2(A) \) onto the closed linear span of all subspaces \((1 \otimes e_F)(i\delta, \delta j)(e_F \otimes 1), i, j \in \text{Irr}(\mathbb{C}) \). We write \( \delta_F = e_F(\delta) \) and abbreviate \((1 \otimes e_F)(i\delta, \delta j)(e_F \otimes 1) = (i\delta_F, \delta j_F) \). For every finite subset \( I \subset \text{Irr}(\mathbb{C}) \), we also denote \( p_I := \sum_{i \in I} p_i \), which is a projection in \( A \). We let \( A \) act by left multiplication operators on \( L^2(A) \). Then, the projections \( p_I \) and \( P_F \) commute and their product \( p_I P_F \) is a finite rank projection. Finally, denote by \( D \) the (possibly unbounded) positive self-adjoint operator on \( L^2(A) \) given by multiplication with \( d_{(j)} \) on \( (i\delta, \delta j) \).

**Lemma 8.9.** Assume that \( T \subset S \) is unimodular. For every finite subset \( F \subset \text{Irr}(\mathbb{C}) \) and for every \( V \in A \), acting by left multiplication on \( L^2(A) \), we have

\[
\text{Tr}(V P_F D) = \mu(F)^2 \tau(V) ,
\]

where \( \text{Tr} \) denotes the operator trace on \( B(L^2(A)) \).

Note that for every \( V \in A \), there exists a finite set \( I \subset \text{Irr}(\mathbb{C}) \) such that \( V = V \cdot p_I \). Therefore, \( V P_F D \) is a finite rank operator and its trace is well defined. Denoting by \( A'' \) the von Neumann algebra generated by \( A \) acting by left multiplication on \( L^2(A) \), we get by continuity that (8.2) holds (and is meaningful) for all \( V \in p_I \cdot A'' \cdot p_I \) and all finite subsets \( I \subset \text{Irr}(\mathbb{C}) \).

**Proof of Lemma 8.9.** Since \( T \subset S \) is unimodular, we have that \( \Delta_\xi = 1 \) and \( \tau \) is a trace on \( A \). Fix a finite subset \( I \subset \text{Irr}(\mathbb{C}) \) such that \( V = V \cdot p_I \). Since the left scalar product on \((i\delta, \delta j)\) coincides with the scalar product on \((i\delta, \delta j)\) given by viewing it as a subspace of \( L^2(A) \), we have

\[
\text{Tr}(V P_F D) = \sum_{i \in I, j \in \text{Irr}(\mathbb{C})} \sum_{W \in \text{onb}_j(i\delta_F, \delta j_F)} d_{(j)} \langle V \cdot W, W \rangle .
\]

Using that \( \tau \) is a trace and using Lemma 3.1, we get that

\[
\text{Tr}(V P_F D) = \sum_{i \in I, j \in \text{Irr}(\mathbb{C})} \sum_{W \in \text{onb}_j(i\delta_F, \delta j_F)} d_{(j)} \tau(V \cdot W) = \mu(F)^2 \sum_{i \in I} \tau(V \cdot p_i) = \mu(F)^2 \tau(V) .
\]
We can now prove Theorem 8.8.

**Proof of Theorem 8.8.** Take a finite subset \( I \subset \text{Irr}(C) \) such that \( V \in M_{m,n}(C) \otimes A \cdot P_{\ell} \). Then, \( \text{Ker}(V) \) is the direct sum of \((1 - p_{\ell}) \cdot L^2(A)^{\otimes n}\) and the kernel of the restriction of \( V \) to \( L^2(p_{\ell} \cdot A)^{\otimes n} \). It thus suffices to prove that \( \text{Ker}(V) \cap (p_{\ell} \cdot A)^{\otimes n} \) is dense in \( \text{Ker}(V) \cap L^2(p_{\ell} \cdot A)^{\otimes n} \).

Define \( q \), resp. \( p \), as the orthogonal projection of \( L^2(p_{\ell} \cdot A)^{\otimes n} \) onto \( \text{Ker}(V) \cap L^2(p_{\ell} \cdot A)^{\otimes n} \), resp. onto the closure of \( \text{Ker}(V) \cap (p_{\ell} \cdot A)^{\otimes n} \). We have \( p \leq q \) and we must prove that \( p = q \). Note that \( p \) and \( q \) are projections in \( M_{m,n}(C) \otimes P_{\ell} \cdot A'' \cdot P_{\ell} \) acting by left multiplication. We prove that \( (\text{Tr} \otimes \tau)(q - p) = 0 \).

Take a large enough finite subset \( G \subset \text{Irr}(C) \) such that all matrix entries of \( V \in M_{m,n}(C) \otimes A \) belong to the linear span of \((iS_\ell, S_{\ell}j)\) with \( i \in \text{Irr}(C) \), \( j \in I \). Choose \( G \) symmetrically, i.e. \( \overline{G} = G \). Choose \( \varepsilon > 0 \). Because \( T \subset S \) has the Følner property, we can take a non empty finite subset \( F \subset \text{Irr}(C) \) such that \( \mu(\partial_G(F)) < \varepsilon \mu(F) \).

Write \( F' = \partial_G(F) \). Using the same notations \( P_F, P_{\ell} \) and \( D \) to denote their \( n \)-fold direct sum as operators on \( L^2(A)^{\otimes n} \), we claim that if \( \xi \in L^2(p_{\ell} \cdot A)^{\otimes n} \) belongs to \( \text{Ker}(V) \) and satisfies \( P_{\ell}\xi = 0 \), then \( P_F(\xi) \) belongs to \( \text{Ker}(V) \cap (p_{\ell} \cdot A)^{\otimes n} \). To prove this claim, we first show that \( P_F(\xi) \in (p_{\ell} \cdot A)^{\otimes n} \). This follows because \( P_F(\xi) = P_FP_{\ell}(\xi) \) and because \( P_{\ell}P_{\ell} \) is a finite rank projection with image in \( (p_{\ell} \cdot A)^{\otimes n} \).

The definition of \( F' = \partial_G(F) \) implies that
\[
e_F m(e_G \otimes 1) = e_F m(e_G \otimes e_{F' \cap F'}) \quad \text{and} \quad m(e_G \otimes e_{F \setminus F'}) = e_F m(e_G \otimes e_{F' \setminus F'}) .
\]
Since for every \( W \in (iS_\ell, S_{\ell}j) \subset L^2(A) \), we have that \( P_F(W) = (1 \otimes e_F)W(e_F \otimes 1) \), it follows that whenever \( \xi \in L^2(A)^{\otimes n} \) and \( P_{\ell}\xi = 0 \), we have that
\[
P_F(V \cdot \xi) = P_F(V \cdot P_{F \setminus F'}(\xi)) = P_F(V \cdot P_{F' \setminus F'}(\xi)) = V \cdot P_{F' \setminus F'}(\xi) = V \cdot P_F(\xi) .
\]
So, if moreover \( \xi \in \text{Ker}(V) \), then also \( P_F(\xi) \) belongs to \( \text{Ker}(V) \) and the claim is proved.

The claim means that the range projection of \( P_F(q \wedge (1 - P_{\ell})) \) is smaller than \( p \). Therefore, \( (q - p)P_F(q \wedge (1 - P_{\ell})) = 0 \) and, in particular,
\[
\text{Tr}(D(q - p)P_F(q \wedge (1 - P_{\ell}))) = 0 . \quad (8.3)
\]
Denote by \( w \) the polar part of \( qP_{\ell} \) and note that \( ww^* = q - (q \wedge (1 - P_{\ell})) \). It thus follows from (8.3) that
\[
\text{Tr}(D(q - p)P_Fq) = \text{Tr}(D(q - p)P_Fww^*) .
\]
Since both \( q \) and \( P_{\ell} \) commute with \( D \), the same holds for \( w \) and we get that
\[
\text{Tr}(D(q - p)P_Fq) = \text{Tr}(Dw^*(q - p)P_Fw) .
\]
Since \( w^*w \leq p_{\ell}P_{\ell} \), it follows that
\[
|\text{Tr}(D(q - p)P_Fq)| \leq \|Dp_{\ell}P_F\|_{1,\text{Tr}} \|w^*(q - p)P_Fw\| \leq \|Dp_{\ell}P_F\|_{1,\text{Tr}} . \quad (8.4)
\]
Taking into account that all our operators act on the \( n \)-fold direct sum \( L^2(A)^{\otimes n} \) and that by unimodularity, \( d_\ell(i) = d_\ell(i) = d(i) \) for all \( i \in C \), we have
\[
\|Dp_{\ell}P_F\|_{1,\text{Tr}} = n \sum_{i \in I, j \in \text{Irr}(C)} d(j) \dim(iS_{F'}, S_{F'}j) = n \sum_{i \in I, j \in \text{Irr}(C)} d(j) \cdot \text{mult}(j, S_{F'}iS_{F'}) = n \sum_{i \in I} d(i) \cdot (S_{F'})^2 = n \cdot d(I) \cdot (\mu(F'))^2 \leq n \cdot d(I) \cdot \varepsilon^2 \mu(F')^2 ,
\]
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where \( d(\mathcal{I}) := \sum_{i \in \mathcal{I}} d(i) \).

In combination with (8.4) and the observation that \( D \) and \( q \) commute, we get that

\[
| \text{Tr}((q - p)P_F D) | \leq n \ d(\mathcal{I}) \varepsilon^2 \mu(F)^2 .
\]

Using Lemma 8.9, we conclude that

\[
(\text{Tr} \otimes \tau)(q - p) \leq n \ d(\mathcal{I}) \varepsilon^2 .
\]

Since \( \varepsilon > 0 \) is arbitrary, it follows that \( q - p = 0 \). \( \square \)

We finally prove that in many interesting cases, amenability and strong amenability are actually equivalent conditions.

**Lemma 8.10.** Let \( T \subset S \) be an irreducible, quasi-regular inclusion of II\(_1\) factors. If \( T \subset S \) has the Følner property, then \( T \subset S \) is amenable in the sense of Definition 8.1.

The converse holds under the extra assumptions that every irreducible \( T \)-subbimodule of \( L^2(S) \) appears with multiplicity one and that there exists a \( \delta > 0 \) such that for all \( \alpha, \beta, \gamma \in \text{Irr}(\mathcal{C}) \),

\[
e_{\beta} \ m(e_{\gamma} \otimes e_{\alpha})m^* = 0 \quad \text{or} \quad e_{\beta} \ m(e_{\gamma} \otimes e_{\alpha})m^* \geq \delta \ e_{\beta} .
\]

Here, \( e_{\alpha} \) denotes the projection of \( L^2(S) \) onto the \( T \)-subbimodule equivalent with \( \alpha \).

The above extra assumptions are satisfied for all SE-inclusions, as well as all inclusions of the form \( N \times \Lambda \subset N \times \Gamma \) given by an almost normal subgroup \( \Lambda < \Gamma \) and an outer action of \( \Gamma \) on a II\(_1\) factor \( N \).

**Proof.** First assume that \( T \subset S \) has the Følner property. Take a net of finite subsets \( \mathcal{F}_i \subset \text{Irr}(\mathcal{C}) \) such that \( \mu(\partial_G(\mathcal{F}_i)) / \mu(\mathcal{F}_i) \) tends to zero for every finite subset \( G \subset \text{Irr}(\mathcal{C}) \). For every finite subset \( F \subset \text{Irr}(\mathcal{C}) \), define as before the element \( e_F := \sum_{\alpha \in F} e_\alpha \) in \( \mathfrak{S}(S) = p_e \cdot \mathcal{A} \cdot p_e \). Define \( \xi_i := \mu(\mathcal{F}_i)^{-1/2} e_{\mathcal{F}_i} \Delta_{S}^{1/2} \). By construction, \( \|\xi_i\|_{2, \tau} = 1 \) for all \( i \). We claim that for every \( V \in \mathfrak{S}(S) \), we have

\[
\lim_i (V \cdot \xi_i, \xi_i) = \text{Tr}(V) .
\]

Once this claim is proved, the amenability of \( T \subset S \) follows from Proposition 8.2. Fix \( V \in \mathfrak{S}(S) \). Take a finite subset \( G \subset \text{Irr}(\mathcal{C}) \) such that \( V = e_G V \). Write \( \mathcal{F}_i' = \mathcal{F}_i \setminus \partial_G(\mathcal{F}_i) \). Since

\[
\|\xi_i - \mu(\mathcal{F}_i)^{-1/2} e_{\mathcal{F}_i} \Delta_{S}^{1/2} \|_{2, \tau}^2 \leq \frac{\mu(\partial_G(\mathcal{F}_i))}{\mu(\mathcal{F}_i)} \to 0 ,
\]

it suffices to prove that

\[
\lim_i \frac{1}{\mu(\mathcal{F}_i)} \langle V \cdot (e_{\mathcal{F}_i} \Delta_{S}^{1/2}), e_{\mathcal{F}_i} \Delta_{S}^{1/2} \rangle = \text{Tr}(V) .
\]

Since \( m(e_G \otimes e_{\mathcal{F}_i'}) = e_{\mathcal{F}_i'} m(e_G \otimes e_{\mathcal{F}_i'}) \) and since the co-unit is a character on \( p_e \cdot \mathcal{A} \cdot p_e \), we get for every \( i \) that

\[
\langle V \cdot (e_{\mathcal{F}_i} \Delta_{S}^{1/2}), e_{\mathcal{F}_i} \Delta_{S}^{1/2} \rangle = \text{Tr}(e_{\mathcal{F}_i} \Delta_{S}^{1/2} m(V \otimes e_{\mathcal{F}_i} \Delta_{S}^{1/2})m^*) = \text{Tr}(m(V \Delta_{S}^{1/2} \otimes e_{\mathcal{F}_i} \Delta_{S})m^*) = \text{Tr}(V) \text{Tr}(e_{\mathcal{F}_i'}) = \text{Tr}(V) \mu(\mathcal{F}_i') .
\]
Dividing by $\mu(\mathcal{F}_i)$ and taking the limit over $i$, the claim follows. So, $T \subset S$ is amenable.

Conversely, assume that $T \subset S$ is an amenable inclusion and that the extra conditions in the lemma are satisfied. Fix a finite, symmetric subset $\mathcal{G} \subset \text{Irr}(\mathcal{C})$. We prove that there exists a sequence of finite subsets $\mathcal{F}_n \subset \text{Irr}(\mathcal{C})$ such that $\mu(\partial_{\mathcal{G}}(\mathcal{F}_n))/\mu(\mathcal{F}_n) \to 0$.

By Proposition 8.2, we find a net of vectors $\xi_i \in \mathcal{P}_e \cdot \mathcal{A} \cdot \mathcal{P}_e$ such that $\|\xi_i\|_{2,\tau} = 1$ for all $i$ and

$$\lim_i \|V \cdot \xi_i - \text{Tr}(V)\xi_i\|_\tau = 0 \quad \text{for all } V \in \mathcal{P}_e \cdot \mathcal{A} \cdot \mathcal{P}_e.$$  \hspace{1cm} (8.5)

Since the irreducible $T$-subbimodules of $L^2(S)$ appear with multiplicity one, (8.8) is the linear span of the elements $e_\alpha$. Define the finitely supported functions $\eta_i : \text{Irr}(\mathcal{C}) \to \mathbb{C}$ such that

$$\xi_i = \sum_{\alpha \in \text{Irr}(\mathcal{C})} \frac{\eta_i(\alpha)}{\text{Tr}^T(e_\alpha)} e_\alpha.$$  

Since $(e_\gamma \cdot e_\alpha, e_\beta) = \text{Tr}^T(e_\beta \cdot m(e_\gamma \otimes e_\alpha)m^*)$ and $e_\gamma^\# = e_\gamma^T$, the infinite matrix

$$T^\mathcal{G}_{\beta,\alpha} = \sum_{\gamma \in \mathcal{G}} \frac{\text{Tr}^T(e_\beta \cdot m(e_\gamma \otimes e_\alpha)m^*)}{\sqrt{\text{Tr}^T(e_\beta) \text{Tr}^T(e_\alpha)}}$$

is symmetric. By (8.5), we have that $\lim_i \|T^\mathcal{G}(\eta_i) - \text{Tr}(e_\mathcal{G})\eta_i\|_2 = 0$, where $\| \cdot \|_2$ is computed w.r.t. the counting measure on $\text{Irr}(\mathcal{C})$. Writing $v_\alpha = \sqrt{\mu(\alpha)} = \sqrt{\text{Tr}(e_\alpha)}$, we get that

$$\sum_{\alpha \in \text{Irr}(\mathcal{C})} T^\mathcal{G}_{\beta,\alpha} v_\alpha = \sum_{\alpha \in \text{Irr}(\mathcal{C})} d_\tau(\alpha)^{1/2} \frac{\text{Tr}^T(e_\alpha \cdot m(e_\beta \otimes e_\beta)m^*)}{d_\tau(\alpha)^{1/2} d_\tau(\beta)^{1/2}}$$

$$= \sum_{\alpha \in \text{Irr}(\mathcal{C})} \Delta^{1/2}_\alpha \Delta^{1/2}_\beta \text{Tr}^T(e_\alpha \cdot m(e_\beta \otimes e_\beta)m^*)$$

$$= \sum_{\alpha \in \text{Irr}(\mathcal{C})} d_\tau(\beta)^{-1/2} \text{Tr}^T(m(e_\Delta \otimes e_\beta)m^*)$$

$$= d_\tau(\beta)^{-1/2} \text{Tr}^T(m(e_\Delta \otimes e_\beta)m^*)$$

So, the formal equality $T^\mathcal{G}(v) = \text{Tr}(e_\mathcal{G})v$ holds.

Whenever $\alpha, \beta \in \text{Irr}(\mathcal{C})$ and $T^\mathcal{G}_{\beta,\alpha} \neq 0$, it follows from our assumptions that

$$T^\mathcal{G}_{\beta,\alpha} \geq \delta \sqrt{d_\tau(\beta)} / \sqrt{d_\tau(\alpha)}.$$  

In that case, we find in particular a $\gamma \in \mathcal{G}$ such that the bimodule $\beta$ is contained in $\gamma \otimes \alpha$. Then also $\alpha$ is contained in $\gamma \otimes \beta$ and we conclude that $d_\tau(\alpha) \leq \text{Tr}^T(e_\gamma) d_\tau(\beta)$. We conclude that all non zero entries of $T^\mathcal{G}_{\beta,\alpha}$ are bounded from below by $\delta / \text{Tr}^T(e_\gamma)$. Also note that $\partial_{\mathcal{G}}(\mathcal{F}_n)$ is the boundary of $\mathcal{F}_n$ in the graph structure on $\text{Irr}(\mathcal{C})$ in which $\alpha, \beta$ are connected by an edge if and only if $T^\mathcal{G}_{\beta,\alpha} > 0$. So, it follows from [P97b, Corollary 2.1] that there exists a sequence of non empty finite subsets $\mathcal{F}_n \subset \text{Irr}(\mathcal{C})$ such that $\mu(\partial_{\mathcal{G}}(\mathcal{F}_n))/\mu(\mathcal{F}_n) \to 0$. So, $T \subset S$ has the Følner property.

Next consider the case of SE-inclusions. So we are given a $\Pi_1$ factor $M$ and a tensor category $\mathcal{C}_1$ of finite index $M$-bimodules having equal left and right dimension. We write $T = M \boxtimes M^{\text{op}}$ and
we have the SE-inclusion $T \subset S$. By construction, for all $\alpha \in \text{Irr}(C_1)$, we have a $T$-bimodular map

$$\delta_\alpha : \mathcal{H}_\alpha \otimes \overline{\mathcal{H}}_\alpha \to L^2(S)$$

satisfying $\delta_\alpha^* \delta_\alpha = d(\alpha)^{-1}1$ and $\delta_\alpha^* \delta_\beta = 0$ if $\alpha \neq \beta$. Also,

$$m \circ (\delta_\gamma \otimes \delta_\alpha) = \sum_{\beta \in \text{Irr}(C_1)} \sum_{V \in \text{orb}(\beta, \gamma \alpha)} d(\beta) \delta_\beta \circ (V \otimes \overline{V}).$$

Note that also the $T$-bimodules contained in $L^2(S)$ have equal left and right dimension. We denote by $e_\alpha \in (S,S)$ the minimal projection corresponding to the irreducible $T$-bimodule $\mathcal{H}_\alpha \otimes \overline{\mathcal{H}}_\alpha$. So, $e_\alpha = d(\alpha) \delta_\alpha$. A direct computation then gives

$$e_\beta m(e_\gamma \otimes e_\alpha)m^* = \frac{\text{mult}(\beta, \gamma \otimes \alpha) \ d(\gamma) \ d(\alpha)}{d(\beta)} e_\beta.$$ 

This expression is non zero if and only if $\beta$ is contained in $\gamma \otimes \alpha$. In that case, we have $d(\beta) \leq d(\gamma) \ d(\alpha)$ and it follows that $e_\beta m(e_\gamma \otimes e_\alpha)m^* \geq e_\beta$.

Finally consider an almost normal subgroup $\Lambda < \Gamma$ and an outer action of $\Gamma$ on a $\Pi_1$ factor $N$. Put $T = N \rtimes \Lambda$ and $S = N \rtimes \Gamma$. For every double coset $\gamma \in \Lambda \backslash \Gamma / \Lambda$, denote by $\mathcal{H}(\gamma)$ the $\| \cdot \|_2$-closed linear span of $\{ xu_g \mid x \in N, g \in \gamma \}$. Each $\mathcal{H}(\gamma)$ is an irreducible $T$-submodule of $L^2(S)$ and these $T$-submodules are mutually inequivalent. Fix $\alpha, \beta, \gamma \in \Lambda \backslash \Gamma / \Lambda$. Take $a_1, \ldots, a_k \in \alpha$ such that $\alpha$ is the disjoint union of the cosets $\Lambda a_i$. Then, the map

$$U : \mathcal{H}(\gamma) \otimes \mathbb{C}^k \to \mathcal{H}(\gamma) \otimes_T \mathcal{H}(\alpha) : U(\xi \otimes e_i) = \xi \otimes u_{a_i}$$

is unitary. Write $W = m \circ U$ and note that $W(\xi \otimes e_i) = \xi u_{a_i}$. For all $x \in N$ and $g \in \Gamma$, we have that

$$W^*(xu_g) = \sum_{i,g a_i^{-1} \in \gamma} xu_g u_{a_i}^* \otimes e_i.$$ 

Thus, writing $\beta = \Lambda b \Lambda$ for some $b \in \Gamma$, we get that

$$e_\beta m(e_\gamma \otimes e_\alpha)m^* = e_\beta W W^* = \# \{ i \mid ba_i^{-1} \in \gamma \} e_\beta,$$

which is either 0 or at least $e_\beta$.

**Remark 8.11.**

1. When $T \subset S$ is the SE-inclusion of a tensor category $C_1$ of finite index $M$-bimodules having equal left and right dimension, then the amenability of the inclusion $T \subset S$ is equivalent with the amenability of $C_1$ as a rigid $C^*$-tensor category. This follows immediately from Proposition 8.2 and the identification between $p_\varepsilon \cdot A \cdot p_\varepsilon$ and the fusion algebra of $C_1$.

2. When $\Lambda < \Gamma$ is an almost normal subgroup and $\Gamma \rhd N$ is an outer action on the $\Pi_1$ factor $N$, then the amenability of the inclusion of $T = N \rtimes \Lambda$ inside $S = N \rtimes \Gamma$ is equivalent with the amenability of the Schlichting completion $G$, which is the locally compact group defined as the closure of $\Gamma$ inside the permutation group of $\Gamma / \Lambda$ equipped with the topology of pointwise convergence. Indeed, the closure of $\Lambda$ inside $G$ is a compact open subgroup of $G$ and there is a natural identification of $K \backslash G / K$ with $\Lambda \backslash \Gamma / \Lambda$. Condition 4 in Proposition 8.2 then becomes the existence of a net of unit vectors $\xi_i \in L^2(K \backslash G / K)$ such that viewing $\xi_i$ as vectors in $L^2(G)$, we have $\lim_i \langle \lambda_g \xi_i, \xi_i \rangle = 1$ for every $g \in G$. This last condition is equivalent with the amenability of $G$. 
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9 Computations and properties

9.1 The 0’th $L^2$-Betti number

**Proposition 9.1.** Let $T \subset S$ be an irreducible, quasi-regular, unimodular inclusion of $II_1$ factors. Then, $\beta_0^{(2)}(T \subset S) = [S : T]^{-1}$.

**Proof.** Let $\mathcal{C}$ be the tensor category of finite index $T$-bimodules generated by $L^2(S)$. Denote by $\mathcal{A}$ the tube $*$-algebra and write $\mathcal{M} = \mathcal{A}''$. Using the resolution in the proof of Theorem 7.1, we get that $\beta_0^{(2)}(T \subset S)$ equals the $\mathcal{M}$-dimension of the left $\mathcal{M}$-module $\mathcal{K}_0$, where $\mathcal{K}_0$ is defined as the orthogonal complement in $L^2(\mathcal{A} \cdot p_e)$ of the image of the map

$$\bigoplus_{i \in \text{Irr}(\mathcal{C})} (iS^2, S) \to L^2(\mathcal{A} \cdot p_e) : V \mapsto (1 \otimes m)V - (1 \otimes 1 \otimes a^*)(V \otimes 1)m^* .$$

Define $q_e \in \mathcal{Z}(\mathcal{M})$ as the central support of $p_e$. Then, $L^2(\mathcal{A} \cdot p_e) = q_e \cdot L^2(\mathcal{A} \cdot p_e)$ and thus, $\mathcal{K}_0 = q_e \cdot \mathcal{K}_0$. So, writing $\mathcal{M}_e := p_e \cdot \mathcal{M} \cdot p_e$, it follows from [KPV13, Lemma A.15] that $\text{dim}\, \mathcal{M} \mathcal{K}_0 = \text{dim}\, \mathcal{M}_e (p_e \cdot \mathcal{K}_0)$. Note that $p_e \cdot \mathcal{K}_0$ equals the orthogonal complement in $L^2(\mathcal{M}_e)$ of the image of the map

$$(S^2, S) \to L^2(\mathcal{M}_e) : V \mapsto mV - (1 \otimes a^*)(V \otimes 1)m^* .$$

For every $W \in (S, S)$ and $V \in (S^2, S)$, we have that

$$\langle mV - (1 \otimes a^*)(V \otimes 1)m^*, W \rangle = \text{Tr}(W^*mV) - \text{Tr}(m(W^* \otimes 1)V) = \text{Tr}((W^*m - m(W^* \otimes 1))V) .$$

Note that $L^2(\mathcal{M}_e)$ is the completion of $(S, S)$ with respect to the scalar product $\langle V, W \rangle = \text{Tr}(VW^*)$ and thus, $L^2(\mathcal{M}_e)$ can be viewed as the space of bounded $T$-bimodular operators $V : L^2(S) \to L^2(S)$ with the property that $\text{Tr}(VV^*) < \infty$. Then $W \in p_e \cdot \mathcal{K}_0$ if and only if we have

$$W^*m(1 \otimes e_F) = m(1 \otimes e_F)(W^* \otimes 1)$$

for every finite subset $F \subset \text{Irr}(\mathcal{C})$, and where the equality holds as bounded $T$-bimodular operators from $L^2(S) \otimes_T L^2(S) \to L^2(S)$. Composing with $\delta \otimes 1$, where $\delta : L^2(T) \to L^2(S)$ is the inclusion map as before, we find that

$$W^*e_F = m(1 \otimes e_F)(W^* \delta \otimes 1) .$$

Since $W^*\delta$ is a $T$-bimodular map from $L^2(T)$ to $L^2(S)$, it must be a multiple of $\delta$. We conclude that

$$W^*e_F = \tau(W^*) e_F$$

for all finite subsets $F \subset \text{Irr}(\mathcal{C})$. This means that $p_e \cdot \mathcal{K}_0$ consists of the multiples of the identity operator on $L^2(S)$. If $[S : T] = \infty$, also $\text{Tr}(1) = \infty$ and it follows that $p_e \cdot \mathcal{K}_0 = \{0\}$. Then also $\beta_0^{(2)}(T \subset S) = 0$. If $[S : T] < \infty$, we write $z_e = [S : T]^{-1}1$ and we get that $z_e$ is a minimal central projection in $\mathcal{M}_e$ projecting onto $p_e \cdot \mathcal{K}_0$. So in that case, $\beta_0^{(2)}(T \subset S) = \tau(z_e) = [S : T]^{-1}$. $\square$

**Corollary 9.2.** If $\mathcal{C}$ is a rigid $C^*$-tensor category, we have $\beta_0^{(2)}(\mathcal{C}) = \left(\sum_{\alpha \in \text{Irr}(\mathcal{C})} d(\alpha)^2\right)^{-1}$. 48
Corollary 9.3. Let $T \subset S$ be an irreducible, unimodular inclusion of $II_1$ factors with finite index. Then,

$$
\beta_0^{(2)}(T \subset S) = [S : T]^{-1} \quad \text{and} \quad \beta_n^{(2)}(T \subset S) = 0 \quad \text{for all} \quad n \geq 1 .
$$

Proof. By Theorem 7.1, we compute $\beta_n^{(2)}(T \subset S)$ by tensoring an exact sequence of $\mathcal{A}$-modules with $L^2(p_\varepsilon \cdot \mathcal{A})^0 \otimes \mathcal{A}$. In the finite index case, $L^2(p_\varepsilon \cdot \mathcal{A})^0 = p_\varepsilon \cdot \mathcal{A}$ and the sequence stays exact.

So, $\beta_n^{(2)}(T \subset S) = 0$ for all $n \geq 1$, while $\beta_0^{(2)}(T \subset S)$ was computed in Proposition 9.1. \hfill $\square$

9.2 The $L^2$-Betti numbers of free products

Proposition 9.4. Let $T \subset S_1$ and $T \subset S_2$ be nontrivial, irreducible, quasi-regular, unimodular inclusions of $II_1$ factors. Define $S$ as the amalgamated free product $S = S_1 * T S_2$ w.r.t. the trace preserving conditional expectations. Assume that $T \subset S$ is still irreducible. Then,

$$
\begin{align*}
\beta_0^{(2)}(T \subset S) &= 0 , \\
\beta_1^{(2)}(T \subset S) &= \beta_1^{(2)}(T \subset S_1) + \beta_1^{(2)}(T \subset S_2) + \left( \beta_0^{(2)}(T \subset S_1) + \beta_0^{(2)}(T \subset S_2) \right) \\
\beta_n^{(2)}(T \subset S) &= \beta_n^{(2)}(T \subset S_1) + \beta_n^{(2)}(T \subset S_2) \quad \text{for all} \quad n \geq 2 .
\end{align*}
$$

Denote by $C_i$ the tensor category of finite index $T$-bimodules generated by $T \subset S_i$. If $C_1$ and $C_2$ are free, in the sense that every alternating tensor product of $T$-bimodules in $\text{Irr}(C_i) \ \setminus \ \{ \varepsilon \}$ and $\text{Irr}(C_2) \ \setminus \ \{ \varepsilon \}$ stays irreducible, then $T \subset S_1 * T S_2$ is automatically irreducible.

Corollary 9.5. If a rigid $C^*$-tensor category $C$ is the free product of non trivial full tensor subcategories $C_1$ and $C_2$, then

$$
\begin{align*}
\beta_0^{(2)}(C) &= 0 , \\
\beta_1^{(2)}(C) &= \beta_1^{(2)}(C_1) + \beta_1^{(2)}(C_2) + 1 - \left( \beta_0^{(2)}(C_1) + \beta_0^{(2)}(C_2) \right) \\
\beta_n^{(2)}(C) &= \beta_n^{(2)}(C_1) + \beta_n^{(2)}(C_2) \quad \text{for all} \quad n \geq 2 .
\end{align*}
$$

Proof of Proposition 9.4. Let $C$ be the tensor category of finite index $T$-bimodules generated by $T \subset S$. Write $S = \text{QN}_S(T)$ and $S_k = \text{QN}_{S_k}(T)$ for $k = 1, 2$. Denote by $\mathcal{A}$ the associated tube $\ast$-algebra. Consider the left $\mathcal{A}$-module $\mathcal{E}^\ell$ as in Remark 3.6. To compute $\beta^{(2)}_{(C)}(T \subset S)$, we will construct a specific resolution of $\mathcal{E}^\ell$. Define the $\mathcal{A}$-module map $\partial : \mathcal{A} \cdot p_\varepsilon \to \mathcal{E}^\ell$ given by (7.3). For $k = 1, 2$ and $n \geq 1$, consider the $n$-fold relative tensor product $S_k^n = S_k \otimes T \cdot \cdots \otimes T S_k$, define

$$
\mathcal{A}_n^k = \bigoplus_{i \in \text{Irr}(C)} (i S_k^n, S)
$$

and turn $\mathcal{A}_n^k$ into a left $\mathcal{A}$-module as in (7.1). We have the left $\mathcal{A}$-module isomorphisms

$$
\bigoplus_{i \in \text{Irr}(C_k)} \mathcal{A} \cdot p_\varepsilon \otimes (i S_k^n, \varepsilon) \to \mathcal{A}_n^k : V \otimes W \to (V \otimes 1)(1 \otimes W)
$$

so that every $\mathcal{A}_n^k$ is a projective left $\mathcal{A}$-module. The same formulas as in (7.4) yield $\mathcal{A}$-module maps

$$
\partial : \mathcal{A}_n^k \to \mathcal{A} \cdot p_\varepsilon \quad \text{and} \quad \partial : \mathcal{A}_n^k \to \mathcal{A}_{n-1}^k \quad \text{for all} \quad n \geq 2 .
$$

Taking direct sums, we find the complex

$$
\cdots \to \mathcal{A}_3^1 \oplus \mathcal{A}_3^2 \to \mathcal{A}_2^1 \oplus \mathcal{A}_2^2 \to \mathcal{A}_1^1 \oplus \mathcal{A}_1^2 \to \mathcal{A} \cdot p_\varepsilon \to \mathcal{E} \to 0 . \quad (9.1)
$$
We claim that the complex in (9.1) is exact. The exactness at the position \( A_k^1 \oplus A_k^2 \) for \( n \geq 2 \) follows by using the same homotopy as in (7.5). The exactness at the position \( A_1^1 \oplus A_2^1 \) follows in the same way, once we prove that \( \partial(V) = \partial(W) \) for \( V \in A_1^1 \) and \( W \in A_2^1 \) implies that \( \partial(V) = \partial(W) = 0 \). To prove this statement, define \( S'_1 \) as the linear span of \( T \) and all alternating products of \( S_1 \oplus T \) and \( S_2 \oplus T \) that end with \( S_2 \oplus T \). Note that the multiplication map defines a unitary \( T \)-bimodular operator \( L^2(S'_1) \overline{\otimes} T \) \( L^2(S_1) \to L^2(S) \). We similarly define \( S'_2 \). In this way, we identify \((iS, S)\) with \((iS'_1, S)\) and with \((iS'_2, S)\). Viewing \((iS'_1, S)\) as a subspace of \((iS, S)\) by the inclusion \( S'_1 \subset S \) and using the multiplication maps \( m_k : S \otimes T S_k \to S \), we define the linear maps

\[
D_1 : \mathcal{A} \cdot p_e \to \mathcal{A} \cdot p_e : V \mapsto (1^2 \otimes a^*_1)(V \otimes 1)m_1^* \quad \text{for all } V \in (iS'_1, S) ,
\]

\[
D_2 : \mathcal{A} \cdot p_e \to \mathcal{A} \cdot p_e : V \mapsto (1^2 \otimes a^*_2)(V \otimes 1)m_2^* \quad \text{for all } V \in (iS'_2, S) .
\]

Note that for every \( V \in (iS, S) \), we have \( D_1(V) \in (iS'_1, S) \). We also have \( D_1(V) = V \) for all \( V \in (iS'_1, S) \). Analogous statements hold for \( D_2 \).

Using the embedding \((iS'_k, S) \subset (iS, S)\) as the homotopy, we get that

\[
A^k = A \cdot p_e \xrightarrow{\partial} \mathcal{A} \cdot p_e \xrightarrow{D_k} \mathcal{A} \cdot p_e
\]

is exact.

Writing \( S''_k = S_k \oplus T \), we have that \( S \) is the linear span of \( T \) and all alternating products in \( S''_1 \) and \( S''_2 \). When e.g. \( V \in (iS''_1 S''_2 S''_1, S) \), then \( D_1(V) \) belongs to \((iS''_1 S''_2, S)\), and \( D_2(D_1(V)) \) belongs to \((iS''_1, S)\), so that \( D_1(D_2(D_1(V))) \) belongs to \((i, S)\) and equals \( \partial(V) \), where we viewed \((i, S) \subset (iS, S)\) through the identification of \( W \) and \((1 \otimes \delta)W \). All further \((D_2 D_1)^n(V)\) with \( n \geq 2 \) equal \( \partial(V) \). In general, for all \( V \in \mathcal{A} \cdot p_e \), the sequences \((D_1 D_2)^n(V)\) and \((D_2 D_1)^n(V)\) become constantly equal to \( \partial(V) \) for \( n \) large enough.

So, defining for all \( n \geq 1 \), the maps

\[
S_n : \mathcal{A} \cdot p_e \to \mathcal{A} \cdot p_e : S_n(V) = D_1(V) - D_2(D_1(V)) + \cdots + D_1((D_2 D_1)^{n-1}(V)) - (D_2 D_1)^n(V)
\]

\[
T_n : \mathcal{A} \cdot p_e \to \mathcal{A} \cdot p_e : T_n(V) = D_2(V) - D_1(D_2(V)) + \cdots + D_2((D_1 D_2)^{n-1}(V)) - (D_1 D_2)^n(V)
\]

also the sequences \( S_n(V) \) and \( T_n(V) \) become constant for \( n \) large enough, and we denote this ‘limit’ as \( S(V) \), resp. \( T(V) \). When \( V \in (iS'_1 S'_2 S'_1, S) \), we have \( T_n(V) = V - S_{n-1}(V) - (D_1 D_2)^n(V) \), so that \( S(V) + T(V) = V - \partial(V) \). The same formula holds when \( V \in (iS' S'_2 S'_1, S) \) and when \( V \in (i, S) \). So, we get that

\[
S(V) + T(V) = V - \partial(V) \quad \text{for all } V \in \mathcal{A} \cdot p_e .
\]

We are now ready to prove the exactness of (9.1) at the position \( A_1^1 \oplus A_1^2 \). Assume that \( \partial(V) = \partial(W) \) for \( V \in A_1^1 \) and \( W \in A_1^2 \). Since \( A_1^2 \to A_1^1 \to \mathcal{A} \cdot p_e \) is exact, it suffices to prove that \( \partial(V) = 0 \). We have that \( D_1(\partial(V)) = 0 \). But also \( D_2(\partial(W)) = 0 \) and thus, \( D_2(\partial(V)) = 0 \). Both together imply that \( S(\partial(V)) = 0 = T(\partial(V)) \), so that \( \partial(V) = \partial(\partial(V)) = 0 \).

Finally, we have to prove that (9.1) is exact at the position \( \mathcal{A} \cdot p_e \). Take \( V \in A \cdot p_e \) with \( \partial(V) = 0 \). Then, \( V = S(V) + T(V) \). It suffices to prove that \( S(V) \in \partial(A_1^2) \) and that \( T(V) \in \partial(A_1^1) \). For this, it suffices to prove that \( D_2(S(V)) = 0 \) and \( D_1(T(V)) = 0 \). Since \( D_2(W - D_2(W)) = 0 \) for all \( W \in \mathcal{A} \cdot p_e \), the definition of \( S \) immediately implies that \( D_2(S(V)) = 0 \). Similarly, we get that \( D_1(T(V)) = 0 \).
So, we have proved that (9.1) is a resolution of \( E \) by projective left \( A \)-modules. Write \( M = A'' \). By Theorem 7.1, the \( L^2 \)-Betti numbers of \( T \subset S \) can thus be computed as the \( M \)-dimension of the homology of the complex

\[
\cdots \rightarrow B_3^1 \oplus B_3^2 \rightarrow B_2^1 \oplus B_2^2 \rightarrow B_1^1 \oplus B_1^2 \rightarrow L^2(A \cdot p_e),
\]

where

\[
B_n^k = \bigoplus_{i \in \text{Irr}(C_k)} L^2(A \cdot p_i) \otimes (iS^n_k, \varepsilon)
\]

and the boundary maps are the natural extensions of the boundary maps in (9.1). Denote by \( A_k \) the tube \( * \)-algebra of \( T \subset S_k \) and \( C_k \). Write \( M_k = A_k'' \). By Theorem 7.1, the \( L^2 \)-Betti numbers of \( T \subset S_k \) are computed as the \( M_k \)-dimension of the homology of the complex

\[
\cdots \rightarrow L_3^1 \rightarrow L_2^k \rightarrow L_1^k \rightarrow L^2(p_e \cdot A_k \cdot p_e),
\]

where

\[
L_n^k = \bigoplus_{i \in \text{Irr}(C_k)} L^2(A_k \cdot p_i) \otimes (iS^n_k, \varepsilon)
\]

and the boundary maps are as above.

For \( k = 1, 2 \), define the projection \( q_k \in M \) given by \( q_k = \sum_{i \in \text{Irr}(C_k)} p_i \). For any chain complex \( (L_n)_{n \geq 0} \) of \( M_k \)-modules, the \( M_k \)-dimension of the homology of \( (L_n)_{n \geq 0} \) equals the \( M \)-dimension of the homology of the complex \((M \cdot q_k \otimes M_k, L_n)_{n \geq 0}\). Since for every \( i \in \text{Irr}(C_k) \), the multiplication map \( M \cdot q_k \otimes M_k \rightarrow L^2(A \cdot p_i) \) is a dimension isomorphism, it follows that \( \beta_n^{(2)}(T \subset S_k) \) can be computed as the \( M \)-dimension of the homology of \((B_n^k)_{n \geq 0}\).

We then immediately get that

\[
\beta_n^{(2)}(T \subset S) = \beta_n^{(2)}(T \subset S_1) + \beta_n^{(2)}(T \subset S_2) \quad \text{for all } n \geq 2.
\]

We also get that

\[
\beta_1^{(2)}(T \subset S) = \beta_1^{(2)}(T \subset S_1) + \beta_1^{(2)}(T \subset S_2) + \dim_M(\partial(B_1^1) \cap \partial(B_1^2)). \quad (9.2)
\]

Since both \( S_k = S \), we get that all alternating products of \( S^1_0 \) and \( S_2^0 \) define nonzero orthogonal \( T \)-submodules of \( L^2(S) \). Therefore, \( T \subset S \) has infinite index and \( \beta_0^{(2)}(T \subset S) = 0 \).

For \( k = 1, 2 \), define the projection \( z_k \in p_e \cdot A \cdot p_e \) given by \( z_k = 0 \) if \( [S_k : T] = \infty \) and otherwise given as \([S_k : T]^{-1}\) times the projection of \( L^2(S_k) \) onto \( L^2(S_k) \) viewed as an element in \( p_e \cdot A \cdot p_e = (S, S) \). Write \( M = p_e \cdot M \cdot p_e \). Exactly as in the proof of Proposition 9.1, we get that

\[
\dim_M(\partial(B_1^1) \cap \partial(B_1^2)) = \dim_M(p_e \cdot \partial(B_1^1) \cap p_e \cdot \partial(B_1^2)) = 1 - \dim_M(p_e \cdot \partial(A_1^1) \cap p_e \cdot \partial(A_1^2)) = 1 - \tau(z_1 \vee z_2) = 1 - (\tau(z_1) + \tau(z_2) - \tau(z_1 \wedge z_2)).
\]

Since \( T \subset S \) has infinite index, we have \( z_1 \vee z_2 = 0 \) and we conclude that

\[
\dim_M(\partial(B_1^1) \cap \partial(B_1^2)) = 1 - [S_1 : T]^{-1} - [S_2, T]^{-1} - 1 - \beta_0^{(2)}(T \subset S_1) - \beta_0^{(2)}(T \subset S_2).
\]

Together with (9.2), we have found the required formula for \( \beta_1^{(2)}(T \subset S) \). \( \square \)
9.3 The $L^2$-Betti numbers of tensor products

**Proposition 9.6.** If $T_1 \subset S_1$ and $T_2 \subset S_2$ are irreducible, quasi-regular, unimodular inclusions of II$_1$ factors, then

$$\beta^{(2)}_{n}(T_1 \otimes T_2 \subset S_1 \otimes S_2) = \sum_{k=0}^{n} \beta^{(2)}_{k}(T_1 \subset S_1) \beta^{(2)}_{n-k}(T_2 \subset S_2).$$

If $C_1$ and $C_2$ are rigid $C^*$-tensor categories, we have a similar formula for $\beta^{(2)}_{n}(C_1 \times C_2)$.

**Proof.** The tube algebra $A$ of $T \subset S$ is canonically isomorphic with the algebraic tensor product $A_1 \otimes A_2$ of the tube algebras $A_k$ of $T_k \subset S_k$. Also the trivial left $A$-module $E$ is the tensor product $E_1 \otimes E_2$ of the trivial left $A_k$-modules $E_k$. Given resolutions $(L^k_n)$ of $E_k$ by projective left $A_k$-modules, we build the bicomplex of $A$-modules $(L^1_n \otimes L^2_m)_n,m$. The total complex

$$L_n = \bigoplus_{k=0}^{n} (L^1_k \otimes L^2_{n-k})$$

is a resolution of $E$ by projective left $A$-modules. The computation of $\beta^{(2)}_{n}(T \subset S)$ can then be done exactly as in the proof of [K09, Theorem 2.1].

9.4 The $L^2$-Betti numbers of the Temperley-Lieb-Jones subfactors

**Definition 9.7.** For every extremal finite index subfactor $N \subset M$, we define $\beta^{(2)}_{\text{sub},n}(N \subset M) := \beta^{(2)}_{n}(T \subset S)$ where $T \subset S$ is the SE-inclusion of $N \subset M$.

The following proposition implies in particular that $\beta^{(2)}_{\text{sub},n}(N \subset M)$ only depends on the standard invariant of the subfactor $N \subset M$.

**Proposition 9.8.** Let $N \subset M$ be an extremal finite index subfactor with tunnel/tower $(M_k)_{k \in \mathbb{Z}}$. Let $C_M$ be the category of finite index $M$-bimodules generated by $N \subset M$.

1. We have $\beta^{(2)}_{\text{sub},n}(N \subset M) = \beta^{(2)}_{n}(C_M)$. More generally, whenever $M_k \subset P \subset M_m$ for some $k \leq m$, we have $\beta^{(2)}_{\text{sub},n}(N \subset M) = \beta^{(2)}_{n}(C_P)$ where $C_P$ is the category of finite index $P$-bimodules generated by $L^2(M_n)$, $n \geq m$.

2. We have $\beta^{(2)}_{\text{sub},n}(N \subset M) = \beta^{(2)}_{\text{sub},n}(P \subset Q)$ whenever $M_a \subset P \subset M_k \subset M_m \subset Q \subset M_b$ with $a \leq k < m \leq b$.

3. The 0'th $L^2$-Betti number is given by the inverse of the global index of $N \subset M$ meaning that $\beta^{(2)}_{\text{sub},0}(N \subset M) = \left(\sum_{\alpha \in \text{Irr}(C_M)} d(\alpha)^2\right)^{-1}$.

**Proof.** These are immediate consequences of the discussion in Section 7.2 and the stability of $L^2$-Betti numbers under Morita equivalence in Proposition 7.4. The last point follows from Corollary 9.2.

Recall that a subfactor $N \subset M$ is called Temperley-Lieb-Jones (TLJ) if the relative commutants $M'_i \cap M_j$ in the Jones tower $N \subset M \subset M_1 \subset \cdots$ are as small as possible, i.e. generated by the Jones projections $e_k$, $i < k < j$.
A TLJ subfactor $N \subset M$ is said to be of type $A_n$ with $n \in \{2, 3, \ldots \} \cup \{\infty\}$ if the principal graph of $N \subset M$ is the Dynkin graph $A_n$. Equivalently, a TLJ subfactor $N \subset M$ is of type $A_n$ with $2 \leq n < \infty$ if $[M : N] = 4 \cos^2(\pi/(n + 1))$ and it is of type $A_\infty$ if $[M : N] \geq 4$. The $A_2$ case corresponds to the trivial subfactor $N = M$.

**Theorem 9.9.** 1. Let $N \subset M$ be a TLJ subfactor of type $A_n$ with $n \in \{2, 3, \ldots \} \cup \{\infty\}$. Then, $\beta_{sub,k}^{(2)}(N \subset M) = 0$ for all $k \geq 1$ and

$$
\beta_{sub,0}^{(2)}(N \subset M) = \frac{4 \sin^2\left(\frac{\pi}{n+1}\right)}{n+1},
$$

where the right hand side is interpreted as 0 when $n = \infty$.

2. Let $N \subset M$ be a Fuss-Catalan subfactor in the sense of [BJ95], given as the free composition of a TLJ subfactor of type $A_n$ and a TLJ subfactor of type $A_m$ with $n, m \in \{3, 4, \ldots \} \cup \{\infty\}$. Then $\beta_{sub,k}^{(2)}(N \subset M) = 0$ for all $k \neq 1$ and

$$
\beta_{sub,1}^{(2)}(N \subset M) = 1 - \frac{4 \sin^2\left(\frac{\pi}{n+1}\right)}{n+1} - \frac{4 \sin^2\left(\frac{\pi}{m+1}\right)}{m+1}.
$$

Note that $\beta_{sub,1}^{(2)}(N \subset M) > 0$, except in the amenable case $n = m = 3$.

**Proof.** 1. Let $\mathcal{C}$ be the tensor category of finite index $M$-bimodules generated by $N \subset M$. Denote by $\mathcal{A}$ its tube $*$-algebra, with corresponding von Neumann algebra $\mathcal{M} = \mathcal{A}''$. In [GJ15, Section 5.2], it is proved that for every $i \in \text{Irr}(\mathcal{C})$, the von Neumann algebra $p_i \cdot \mathcal{M} \cdot p_i$ is diffuse abelian and the subalgebra $p_i \cdot \mathcal{A} \cdot p_i$ is essentially a polynomial algebra. In particular, it follows from [GJ15, Section 5.2] that every nonzero element of $p_i \cdot \mathcal{A} \cdot p_i$ defines an injective operator in $p_i \cdot \mathcal{M} \cdot p_i$. Combining Lemma 9.10 below and Lemma 8.7, we conclude that $\beta_k^{(2)}(\mathcal{C}) = 0$ for all $k \geq 1$. The formula for $\beta_{sub,0}^{(2)}(N \subset M)$ follows from Proposition 9.8 and the following computation of the global index of a TLJ subfactor of type $A_n$.

For $0 \leq k \leq n-1$, define

$$
d_k = \frac{\sin\left(\frac{k+1}{n+1}\pi\right)}{\sin\left(\frac{\pi}{n+1}\right)}.
$$

By [GHJ89, Table 1.4.8], the dimensions of the irreducible $M$-bimodules generated by $N \subset M$ are given by $d_k$, $k$ even. A direct computation then gives that the global index of $N \subset M$ equals

$$
\frac{n+1}{4 \sin^2\left(\frac{\pi}{n+1}\right)}.
$$

2. Let $N \subset M$ be a Fuss-Catalan subfactor given as the free composition of TLJ subfactors $N \subset P$ and $P \subset M$. Let $N \subset M \subset M_1 \subset \cdots$ be the Jones tower. Define $\mathcal{C}_P$ as the category of finite index $P$-bimodules generated by $L^2(M_n)$, $n \geq 0$. By definition, $\mathcal{C}_P$ is the free product of the categories of $P$-bimodules $\mathcal{C}_1$ and $\mathcal{C}_2$ generated by resp. $N \subset P$ and $P \subset M$. By Proposition 9.8, we have $\beta_{sub,k}^{(2)}(N \subset M) = \beta_k^{(2)}(\mathcal{C}_P)$ for all $k \geq 0$. Since $\mathcal{C}_P$ is the free product of $\mathcal{C}_1$ and $\mathcal{C}_2$, the conclusion of the theorem follows from 1 and Proposition 9.4.

In the proof of Theorem 9.9, we needed the following lemma, using the notation of Definition 8.6.

**Lemma 10.** Let $(X, \mu)$ be a standard probability space and $\mathcal{D} \subset L^\infty(X, \mu)$ a dense $*$-subalgebra with the property that every $a \in \mathcal{D} \setminus \{0\}$ satisfies $a(x) \neq 0$ for a.e. $x \in X$. Then for every $V \in M_{m,n}(\mathbb{C}) \otimes \mathcal{D}$, we have that $\beta^{(2)}(V) = 0$. 
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Proof. View $V$ as a measurable function $X \to M_{m,n}(\mathbb{C})$ with the property that the components $x \mapsto V(x)_{ij}$ belong to $\mathcal{D}$ for all $i, j$. Denote by $K$ the closure of $\text{Ker} V \cap \mathcal{D}^{\oplus n}$ inside $L^2(X, \mu)^{\oplus n}$. We have to prove that $K = \text{Ker} V$.

For all subsets $I \subset \{1, \ldots, m\}$ and $J \subset \{1, \ldots, n\}$ with $|I| = |J|$, we denote by $V(x)_{I,J}$ the $I \times J$ minor of the matrix $V(x)$, i.e. the determinant of the matrix given by the $I$-rows and $J$-columns of $V(x)$. Define $k \in \{0, \ldots, n\}$ as the largest integer for which there exist such subsets $I$ and $J$ with $|I| = |J| = k$ and with $x \mapsto V(x)_{I,J}$ being nonzero on a non negligible set of $x \in X$. Since $x \mapsto V(x)_{I,J}$ belongs to $\mathcal{D}$, we then get that $V(x)_{I,J} \neq 0$ for a.e. $x \in X$, while $V(x)_{I',J'} = 0$ for a.e. $x \in X$ and all subsets $I', J'$ with $|I'| = |J'| > k$. After removing from $X$ a set of measure zero and after reordering the indices, we may assume that with $I = J = \{1, \ldots, k\}$, we have $V(x)_{I,J} \neq 0$ for all $x \in X$, and $V(x)_{I',J'} = 0$ for all $x \in X$ and all subsets $I', J'$ with $|I'| = |J'| > k$.

We define for all $r = k + 1, \ldots, n$, the elements $\xi_r \in \mathcal{D}^{\oplus n}$ given by

\[
\xi_r(x) = \begin{cases} 
(-1)^j V(x)_{I,J \setminus \{j\}\cup\{r\}} & \text{if } 1 \leq j \leq k, \\
(-1)^{k+1} V(x)_{I,J} & \text{if } j = r, \\
0 & \text{if } j \in \{k+1, \ldots, n\} \setminus \{r\}.
\end{cases}
\]

For every $x \in X$, the matrix $V(x)$ has rank $r$ and the vectors $\xi_r(x) \in \mathbb{C}^n$, $r = k + 1, \ldots, n$, form a basis for $\text{Ker} V(x)$.

Fix $\eta \in \text{Ker} V$. Then, for a.e. $x \in X$, we have that

\[
\eta(x) = \sum_{r=k+1}^{n} V(x)_{I,J}^{-1} \eta(x)_{r} \xi_r(x). \tag{9.3}
\]

Fix $\varepsilon > 0$. Take a measurable subset $X_0 \subset X$ such that $\mu(X \setminus X_0) < \varepsilon$ and such that both $x \mapsto V(x)_{I,J}^{-1}$ and $x \mapsto \eta(x)_{r}$ are bounded on $X_0$. Denote by $1_{X_0}$ the projection in $L^\infty(X, \mu)$ that corresponds to $X_0$. Then (9.3) implies that $\eta \cdot 1_{X_0}$ belongs to the linear span of $(\text{Ker} V \cap \mathcal{D}^{\oplus n}) \cdot L^\infty(X)$. Thus, $\eta \cdot 1_{X_0} \in K$. Since $\varepsilon > 0$ is arbitrary, we conclude that $\eta \in K$. So we have proved that $K = \text{Ker} V$.

9.5 Homology with trivial coefficients

The following result generalizes the statement that homology of finite groups with trivial coefficients vanishes.

**Proposition 9.11.** Let $T \subset S$ be a finite index inclusion. Then $H_n(T \subset S, L^2(S)) = 0$ for all $n \geq 1$, while $H_0(T \subset S, L^2(S)) = \mathbb{C}$.

**Proof.** By Remark 6.2, the differential complex in Definition 6.1 computing $H_n(T \subset S, L^2(S))$ consists of cyclic tensor products, which are exactly the higher relative commutants $T' \cap S_k$ associated to the Jones tower $T \subset S \subset S_1 \subset \cdots$. The differential of this complex is then precisely the one considered in [J98, Section 6] and it follows from [J98] that the complex is acyclic. 

**Remark 9.12.** Let $T \subset S$ be an irreducible quasi-regular inclusion of $\text{II}_1$ factors. Write $S = \mathcal{Q} \mathcal{N}_S(T)$. By Remark 6.2.2, the homology $H_n(T \subset S, L^2(S))$ can be computed by the bar complex $(C_n)_{n \geq 0}$ given by the $(n+1)$-fold cyclic tensor products $C_n = S^{n+1}/T$ of $S$ relative to $T$. Defining the shift $\tau : C_n \to C_n : \tau(x_0 \otimes \cdots \otimes x_n) = x_n \otimes x_0 \otimes \cdots x_{n-1}$, one can also define the
cyclic chain complex \( (C^n_\lambda)_{n \geq 0} \) given by \( C^n_\lambda = C_n / \{ \xi - (-1)^n \tau(\xi) \mid \xi \in C_n \} \). The cyclic homology of \( T \subset S \) can then be defined as the homology of \( (C^n_\lambda)_{n \geq 0} \). Similarly, one defines the cyclic cohomology of \( T \subset S \). Again, when \( T \subset S \) has finite index, cyclic homology trivializes (see [J98, Corollary 6.3]), but for other quasi-regular inclusions like the SE-inclusion of a subfactor of infinite depth, one obtains a potentially interesting cyclic (co)homology theory.

Using the methods of Theorem 7.1, the cyclic homology of \( T \subset S \) can be identified with a cyclic homology theory for the tube \( * \)-algebra \( A \) associated with \( T \subset S \) and the tensor category \( C \) generated by the finite index \( T \)-subbimodules of \( L^2(S) \). In particular, one can define in this way a cyclic homology theory for rigid \( C^* \)-tensor categories.

Let \( \mathcal{P} \) be a planar algebra. The tube algebra associated to \( \mathcal{P} \) has a canonical trivial module, which corresponds under Morita equivalence to the trivial module \( \mathcal{E} \) discussed in Lemma 3.5 and Remark 3.8 (as a graded vector space, this module is the planar algebra \( \mathcal{P} \) itself, with the action defined by gluing elements of \( \mathcal{P} \) into the input disk of a tube algebra element). The homology with coefficients in this module is then computed by the differential complex described as follows. The space \( \mathcal{C}_k \) is the linear span of diagrams drawn on the sphere with points \( r_{k+1}, \ldots, r_1 = \infty \) removed:

![Diagram](diagram.png)

The differential \( \partial_k : \mathcal{C}_k \to \mathcal{C}_{k-1} \) is again given by \( \sum_{j=0}^{k} (-1)^j d_j \) where \( d_j \) sends a diagram drawn on \( S^2 \setminus \{r_1, \ldots, r_{k+1}\} \) to the diagram drawn on \( S^2 \setminus \{r_1, \ldots, r_j, r_{j+2}, \ldots, r_{k+1}\} \). In particular, we have that \( d_0 \) is given by

\[
\begin{pmatrix}
\sigma & \cdots & \cdots \\
\cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots
\end{pmatrix}
\]

where we have colored the strings of \( x \) that pass between the point \( r_2 \) and the point at infinity \( r_1 \) in blue for emphasis.

In the case of the TLJ planar algebra, the space \( \mathcal{C}_k \) is linearly spanned by all possible topological arrangements of non-intersecting circles surrounding \( k \) points in the plane (which is identified with the sphere with a point at infinity removed). Furthermore, the interiors of the circles are shaded in an alternating fashion, so that each circle lies at the boundary between a shaded and unshaded region. The shading of the entire picture is completely determined by whether the region near the point at infinity is shaded or not, and we refer to this as the shading of the picture. Thus, for example

\[
\begin{align*}
\mathcal{C}_0 &= \mathbb{C}, \\
\mathcal{C}_1 &= \text{span}\{\sigma_k : k \geq 0\}, \\
\mathcal{C}_2 &= \text{span}\{\sigma_{a,b} : a, b, c \geq 0\}
\end{align*}
\]

where
σ_k = \begin{array}{c}
\includegraphics[width=0.2\textwidth]{sigma_k.png}
\end{array} \quad \sigma^c_{a,b} = \begin{array}{c}
\includegraphics[width=0.2\textwidth]{sigma_c_ab.png}
\end{array}
(9.4)

(the letters indicate numbers of parallel strings). Here we are abusing notation and are using the same symbol and picture not specifying the shading at infinity. These elements are linearly independent in the case that the parameter δ is generic (i.e., δ ≥ 2). For δ < 2 there are relations between these elements. In particular, in that case C_1 is the linear span of σ_k for 0 ≤ k ≤ d for some fixed d (depending on δ < 2).

**Proposition 9.13.** We have \( H_0(\text{TLJ}(\delta)) = \mathbb{C} \), while \( H_1(\text{TLJ}(\delta)) = H_2(\text{TLJ}(\delta)) = 0 \).

Before proving Proposition 9.13, it is worth noting that if δ ≥ 2, the fusion algebra associated to the TLJ planar algebra is isomorphic to the algebra of single-variable polynomials \( R = \mathbb{C}[t] \) with the augmentation given by \( \epsilon : p \mapsto p(\delta) \). One can easily check that the map \( q \mapsto q'(\delta) \) is a nontrivial linear function on the space of Hochschild 1-cycles for \( (R, \alpha) \) and descends to a nonzero functional on \( \text{HH}_1(R, \mathbb{C}) \). This homology group is therefore nonzero (it is in fact equal to \( \mathbb{C} \)).

So, the TLJ planar algebra provides an example where the homology of the tube algebra is different from the homology of the associated fusion algebra.

**Proof.** Using the notation (9.4), we have
\[
\partial_1 \sigma_k = 0 \quad \text{and} \quad \partial_2 \sigma^c_{a,b} = \delta^a \sigma_{b+c} - \delta^b \sigma_{a+c} + \delta^c \sigma_{a+b},
\]
where the shading of all of the terms on the right hand side of the equation is the same as that of the element on the left, except that the shading of the last term is reversed if \( c \) is odd. So, \( H_0(\text{TLJ}(\delta)) = \mathbb{C} \). We also get that \( \partial_2 \sigma^0_{a,1} = \delta^a \sigma_1 - \delta \sigma_a + \sigma_{a+1} \) so that \( \sigma_{a+1} \) (with either shading) is homologous to an element of the linear span of \( \sigma_1 \) and \( \sigma_0 \) (both with the opposite shading). On the other hand, \( \partial_2 \sigma^0_{0,0} = \sigma_1 - \sigma_1 + \delta \sigma_0 \) which shows that \( \sigma_0 \) (with either shading) is homologous to zero. Finally, \( \partial_2 \sigma^0_{0,1} = \sigma_1 - \delta \sigma_0 + \sigma_1 \) which shows that \( 2\sigma_1 \) (with either shading) is homologous to \( \delta \sigma_0 \) and thus to zero. So, we have proved that \( H_1(\text{TLJ}(\delta)) = 0 \).

We further compute
\[
\partial_3 \left( \begin{array}{c}
\includegraphics[width=0.2\textwidth]{partial_3.png}
\end{array} \right) = \delta^a \sigma^0_{b,c} - \delta^b \sigma^0_{a,c} + \delta^c \sigma^0_{a,b} - \sigma^c_{a,b}
\]
where the shading of all terms on the right is the same as that of the term on the left, except that the shading of \( \sigma^c_{a,b} \) is reversed when \( c \) is odd.

We will use the notation \( x \sim y \) to indicate that \( x - y \in \text{image } \partial_3 \). Thus:
\[
\sigma^c_{a,b} \sim \delta^a \sigma^0_{b,c} - \delta^b \sigma^0_{a,c} + \delta^c \sigma^0_{a,b},
\]
(9.5)
(with same or reversed shading depending on the parity of \( c \)).

Next, consider
\[ \partial_3 \left( \begin{array}{ccc} \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot \end{array} \right) = \sigma_{b+l,c}^0 - \delta^b \sigma_{l,c}^0 + \delta^c \sigma_{0,b}^l \sigma_{0,b}^{l+c} \]

\[ \sim \sigma_{b+l,c}^0 - \delta^b \sigma_{l,c}^0 + \delta^c \left[ \sigma_{b,l}^0 - \delta^b \sigma_{0,l}^0 + \delta^l \sigma_{0,b}^0 \right] \]

\[ - \left[ \sigma_{b,l+c}^0 - \delta^b \sigma_{0,l+c}^0 + \delta^{l+c} \sigma_{0,b}^0 \right]. \]

where the shading of all of the terms is the same as that of the term on the left hand side, except that the shading of the first occurrence of $\sigma_{0,b}^0$ is reversed according to the parity of $l$ and the shading of its second occurrence is reversed according to the parity of $l+c$.

Thus

\[ \sigma_{b+l,c}^0 - \delta^b \sigma_{l,c}^0 \sim \sigma_{b,l+c}^0 - \delta^b \sigma_{k,l}^0 + \text{span}\{\sigma_{a,0}, \sigma_{0,b}^0 : a, b \geq 0\}. \]

(with all possible shadings of the right hand side). Taking $l = 1$ we get:

\[ \sigma_{b+1,c}^0 - \delta^b \sigma_{1,c}^0 \sim \sigma_{b,c+1}^0 - \delta^b \sigma_{1,b}^0 + \text{span}\{\sigma_{a,0}, \sigma_{0,b}^0 : a, b \geq 0\}. \quad (9.6) \]

Applying this recursively shows that

\[ \sigma_{a,b}^c \sim \text{span}\{\sigma_{a,1}, \sigma_{b,0}, \sigma_{0,c} : a, b, c \geq 0\} \]

(with all possible shadings).

Setting $c = 0$ in (9.6) gives

\[ \sigma_{b+1,0}^0 \sim \delta^b \sigma_{1,0}^0 + \text{span}\{\sigma_{a,0}, \sigma_{0,b}^0 : a, b \geq 0\}. \]

Thus

\[ \sigma_{1,c}^0 \sim \sigma_{b+1,0}^0 + \text{span}\{\sigma_{a,0}, \sigma_{0,b}^0 : a, b \geq 0\}. \quad (9.8) \]

Using (9.5) with $a = c = 0$ we get that

\[ \sigma_{0,b}^0 \sim \sigma_{0,0}^0 - \delta^b \sigma_{0,0}^0 + \sigma_{0,b}^0 \]

so that $\sigma_{b,0}^0 \sim \delta^b \sigma_{0,0}^0$. Using (9.9) and (9.8) we deduce that

\[ \sigma_{1,c}^0 \sim \text{span}\{\sigma_{a,0}, \sigma_{0,b}^0 : a, b \geq 0\}, \]

which together with (9.9) implies that

\[ \text{span}\{\sigma_{a,0}, \sigma_{0,b}^0 : a, b, c \geq 0\} \sim \text{span}\{\sigma_{a,0}, \sigma_{0,b}^0 : a, b \geq 0\} \sim \text{span}\{\sigma_{0,a}^0 : a \geq 0\}. \]

Combining this with (9.7) we obtain that any $\sigma_{a,b}^c$ is equivalent modulo the image of $\partial_3$ to an element of $\text{span}\{\sigma_{0,a}^0 : a \geq 0\}$ (with all possible shadings).

Assume now that $z \in \ker \partial_2$. Then we may assume that $z$ (up to the image of $\partial_3$) is of the form $\sum \alpha_a \sigma_{a,0}^0$ (with various shadings).

If $\delta \geq 2$ then $\{\sigma_{0,a}^0 : a \geq 0\}$ and $\{\sigma_a : a \geq 0\}$ are both linearly independent sets (with either shading). Using

\[ \partial_2 \sigma_{0,a}^0 = 2\sigma_a - \delta^a \sigma_0 \]
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(with same shadings on both sides) we deduce
\[ 2 \sum \alpha_a \sigma_a - (\sum \alpha_a \delta^a) \sigma_0 = \partial_2 z = 0 \]
which implies that \( \alpha_a = 0 \) for all \( a \) and so \( z \sim 0 \). We have proved that \( H_2(TLJ(\delta)) = 0 \).

If \( \delta < 2 \) we already know that \( H_2(TLJ(\delta)) \) vanishes because \( TLJ(\delta) \) is finite-depth; however, there is a short independent argument. Indeed, there exists an integer \( k \) so that \( \{ \sigma^0_{0,a} : 0 \leq a \leq k \} \) are both linearly independent sets and moreover span \( \{ \sigma^0_{0,a} : 0 \leq a \leq k \} = \text{span}\{ \sigma^0_{0,a} : a \geq 0 \} \). Thus we may assume that \( z = \sum_{a=0}^{k} \alpha_a \sigma^0_{0,a} \) and using the formula for \( \partial_2 z \) we conclude again that \( \alpha_a = 0 \) for \( 0 \leq a \leq k \) and that \( z \sim 0 \).

We do not know if \( H_n(TLJ(\delta)) = 0 \) for all values of \( \delta \) but suspect that this is the case. In general, it would be very interesting to construct a resolution (of finite length?) for \( TLJ(\delta) \) that allows to prove at the same time that \( H_n(TLJ(\delta)) = 0 \) for all \( n \geq 1 \) and \( \beta_n^{(2)}(TLJ(\delta)) = 0 \) for all \( n \geq 0 \).

### 9.6 One-cohomology characterizations of property (T), the Haagerup property and amenability

We recall the following definitions from [P86, P01].

**Definition 9.14.** Let \( S \) be a \( \Pi_1 \) factor and \( T \subset S \) a quasi-regular irreducible subfactor.

1. [P86, Definition 4.1.3] \( S \) has property (T) relative to \( T \) if the following holds: whenever \( \varphi_i : S \to S \) is a net of normal \( T \)-bimodular completely positive maps satisfying \( \lim_i \| \varphi_i(x) - x \|_2 = 0 \) for every \( x \in S \), then \( \lim_i (\sup_{x, \|x\| \leq 1} \| \varphi_i(x) - x \|_2) = 0 \).
2. [P01, Definition 2.1] \( S \) has the Haagerup property relative to \( T \) if there exists a net of normal \( T \)-bimodular completely positive maps \( \varphi_i : S \to S \) such that \( \lim_i \| \varphi_i(x) - x \|_2 = 0 \) for every \( x \in S \) and such that for every \( i \), the map \( \varphi_i : S \to S \) belongs to the compact ideal space \( J(\langle S, e_T \rangle) \) (i.e. the norm closed linear span of all finite projections in the semifinite factor \( \langle S, e_T \rangle \)), see [P01, Section 1.3.3]).

Whenever \( T \subset S \) is a quasi-regular irreducible subfactor, we denote by \( \mathcal{C} \) the tensor category of finite index \( T \)-bimodules generated by \( L^2(S) \). As before, for every subset \( \mathcal{F} \subset \text{Irr}(\mathcal{C}) \), we denote by \( e_\mathcal{F} \) the orthogonal projection of \( L^2(S) \) onto the closed linear span of all \( T \)-subbimodules of \( L^2(S) \) that are isomorphic with a \( T \)-bimodule contained in \( \mathcal{F} \).

**Definition 9.15.** Let \( S \) be a \( \Pi_1 \) factor and \( T \subset S \) a quasi-regular irreducible subfactor. Denote \( S = QN_S(T) \). A 1-cocycle for \( T \subset S \) is a \( T \)-bimodular derivation \( c : S \to \mathcal{H} \) from \( S \) to a Hilbert \( S \)-bimodule \( \mathcal{H} \). Such a 1-cocycle is said to be

1. *inner* if there exists a \( T \)-central vector \( \xi \in \mathcal{H} \) such that \( c(x) = x \xi - \xi x \) for all \( x \in S \);
2. *approximately inner* if there exists a net of \( T \)-central vectors \( \xi_i \in \mathcal{H} \) such that \( \lim_i \| c(x) - (x \xi_i - \xi_i x) \| = 0 \) for all \( x \in S \);
3. *bounded* if \( c \) extends to a bounded operator from \( L^2(S) \) to \( \mathcal{H} \);
4. *proper* if for every \( \kappa > 0 \), there exists a finite subset \( \mathcal{F} \subset \text{Irr}(\mathcal{C}) \) such that \( \| c(x) \| \geq \kappa \| x \|_2 \) for all \( x \in (1 - e_\mathcal{F})(S) \).
The following is the main result of this section and provides a one-cohomology characterization of property (T), the Haagerup property and amenability. These characterizations are well known in the group case: the first is analogous to the Delorme-Guichardet theorem (see e.g. [BHv08, Theorem 2.12.4]); for the second one, see [CC+01, Theorem 2.1.1]; for the last one, see [G80, Chapter III, Corollary 2.4].

**Theorem 9.16.** Let $S$ be a II$_1$ factor with separable predual and $T \subset S$ a quasi-regular irreducible subfactor. Denote $S = \text{QN}_S(T)$.

1. $S$ has property (T) relative to $T$ if and only if for every Hilbert $S$-bimodule $\mathcal{H}$, every 1-cocycle $c : S \to \mathcal{H}$ is inner.

2. $S$ has the Haagerup property relative to $T$ if and only if there exists a proper 1-cocycle $c : S \to \mathcal{H}$ into some Hilbert $S$-bimodule $\mathcal{H}$.

3. $S$ is amenable relative to $T$ (see Definition 8.1) and $[S : T] = \infty$ if and only if there exists an approximately inner, but non inner 1-cocycle $c : S \to L^2(S) \otimes_T L^2(S)$.

The following is an immediate consequence of Theorem 9.16.1.

**Corollary 9.17.** Let $S$ be a II$_1$ factor and $T \subset S$ a unimodular quasi-regular irreducible subfactor. If $S$ has property (T) relative to $T$, then $\beta_1^T(T \subset S) = 0$.

Before proving Theorem 9.16, we need a few technical lemmas.

**Lemma 9.18.** Let $S$ be a II$_1$ factor and $T \subset S$ a quasi-regular irreducible subfactor. Denote $S = \text{QN}_S(T)$. A 1-cocycle $c : S \to \mathcal{H}$ is bounded if and only if it is inner.

**Proof.** When $\xi \in \mathcal{H}_T$, the normal functional $S \to \mathbb{C} : x \mapsto \langle x\xi, \xi \rangle$ is $T$-central and hence a multiple of the trace $\tau$. Therefore, $\|x\xi\| = \|x\|_2 \|\xi\| = \|\xi x\|$ for all $\xi \in \mathcal{H}_T$ and $x \in S$. It follows in particular that every inner 1-cocycle is bounded.

Conversely, if $c : S \to \mathcal{H}$ is a bounded 1-cocycle, which we extend to $c : L^2(S) \to \mathcal{H}$, we define $\xi$ as the center of the closed convex hull $K$ of $\{u^*c(u) \mid u \in \mathcal{U}(S)\}$. Since $u^*Kv = K$ for all $v \in U(T)$, it follows that $u^*\xi v = \xi$ for all $v \in U(T)$, so that $\xi$ is $T$-central. When $v \in U(S)$, the map $\eta \mapsto v^*\eta v + v^*c(v)$ is an isometry that globally preserves $K$. Therefore $v^*\xi v = v^*c(v) = \xi$ for all $v \in \mathcal{U}(S)$, so that $c(x) = x\xi - \xi x$ for all $x \in S$.

**Lemma 9.19.** Let $S$ be a II$_1$ factor and $T \subset S$ a quasi-regular irreducible subfactor. Let $\varphi_i : S \to S$ be a net of normal $T$-bimodular completely positive maps. If $\varphi_i \to \text{id}$ in $\| \cdot \|_2$ uniformly on $\{ x \in S \mid \|x\| \leq 1 \}$, then $\varphi_i \to \text{id}$ in $\| \cdot \|_2$ uniformly on $\{ x \in S \mid \|x\|_2 \leq 1 \}$.

**Proof.** It suffices to prove the following statement: if $\varepsilon > 0$ and $\varphi : S \to S$ is a normal unital $T$-bimodular completely positive map satisfying $\|\varphi(u) - u\|_2 \leq \varepsilon^2/8$ for all $u \in \mathcal{U}(S)$, then $\|\varphi(x) - x\|_2 \leq \varepsilon\|x\|_2$ for all $x \in S$. To prove this statement, construct the Hilbert $S$-bimodule $\mathcal{H}$ with $T$-central unit vector $\xi \in \mathcal{H}_T$ satisfying $(x\xi y, \xi) = \tau(x\varphi(y))$ for all $x, y \in S$. By our assumption, $\|u^*\xi u - \xi\| \leq \varepsilon/2$ for all $u \in \mathcal{U}(S)$. Averaging, it follows that $\|P_S(\xi) - \xi\| \leq \varepsilon/2$, where $P_S$ denotes the orthogonal projection of $\mathcal{H}$ onto the $T$-central vectors in $\mathcal{H}$.

As in the proof of Lemma 9.18, $\|\eta x\| = \|x\|_2 \|\eta\| = \|\eta x\|$ for all $\eta \in \mathcal{H}_T$ and $x \in S$. Therefore,

$$\|x\xi - \xi x\| = \|x(\xi - P_S(\xi)) - (\xi - P_S(\xi))x\| \leq \varepsilon\|x\|_2$$
for all \( x \in S \). But then we get, for all \( x, y \in S \) that
\[
|\tau(y^*(\phi(x) - x))| = |\langle \xi x - x \xi, y \xi \rangle| \leq \varepsilon \|x\|_2 \|y\|_2 .
\]
Therefore, \( \|\phi(x) - x\|_2 \leq \varepsilon \|x\|_2 \) for all \( x \in S \).

**Lemma 9.20.** Let \( S \) be a II\(_1\) factor and \( T \subset S \) a quasi-regular irreducible subfactor. Let \( \phi : S \to S \) be a normal completely positive \( T \)-bimodular map. Then \( \phi \) belongs to the compact ideal space \( \mathcal{J}(\langle S, e_T \rangle) \) if and only if for every \( \varepsilon > 0 \), there exists a finite subset \( F \subset \text{Irr}(C) \) such that \( \|\phi(x)\|_2 < \varepsilon \|x\|_2 \) for all \( x \in (1 - e_F) L^2(S) \).

**Proof.** We denote by \( R_\phi \) the bounded operator on \( L^2(S) \) defined by \( R_\phi(x) = \phi(x) \) for all \( x \in S \). Note that \( R_\phi \in T^* \cap (S, e_T) \). First assume that \( R_\phi \in \mathcal{J}(\langle S, e_T \rangle) \) and choose \( \varepsilon > 0 \). Define the spectral projection \( q_\varepsilon := 1_{[\varepsilon, +\infty)}(|R_\phi|) \). Denoting by \( \text{Tr}^\tau \) the canonical semifinite trace on \( \langle S, e_T \rangle \), we have \( \text{Tr}^\tau(q_\varepsilon) < \infty \). Since \( q_\varepsilon \in T^* \cap (S, e_T) \), it follows that the range of \( q_\varepsilon \) is a \( T \)-submodule of \( L^2(S) \) of finite right dimension. So we can take a finite subset \( F \subset \text{Irr}(C) \) such that \( q_\varepsilon \leq e_F \). Whenever \( x \in (1 - e_F) L^2(S) \), we get \( q_\varepsilon(x) = 0 \) and thus, \( \|\phi(x)\|_2 < \varepsilon \|x\|_2 \).

To prove the converse, assume that \( \varepsilon > 0 \) and that \( F \subset \text{Irr}(C) \) is a finite subset such that \( \|\phi(x)\|_2 < \varepsilon \|x\|_2 \) for all \( x \in (1 - e_F) L^2(S) \). Then \( \|R_\phi - R_\phi e_F\| \leq \varepsilon \). By Lemma 2.5.5, we have that \( e_F \in \mathcal{J}(\langle S, e_T \rangle) \), so that \( R_\phi \) lies at distance less than \( \varepsilon \) from \( \mathcal{J}(\langle S, e_T \rangle) \).

**Lemma 9.21.** Let \( S \) be a II\(_1\) factor with separable predual and \( T \subset S \) a quasi-regular irreducible subfactor. Denote \( S = \text{QN}_S(T) \). Let \( \varphi_n : S \to S \) be a sequence of unital normal \( T \)-bimodular completely positive maps satisfying \( \lim_n \|\varphi_n(x) - x\|_2 = 0 \) for every \( x \in S \). Construct the associated Hilbert \( S \)-bimodules \( \mathcal{H}_n \) with \( T \)-central unit vectors \( \xi_n \in (\mathcal{H}_n)_{\tau} \) satisfying \( \langle x\xi_n y, \xi_n \rangle = \tau(x\varphi_n(y)) \) for all \( x, y \in S \).

1. After passage to a subsequence, \( c : S \to \mathcal{H} = \bigoplus_n \mathcal{H}_n : x \mapsto \bigoplus_n (x\xi_n - \xi_n x) \) is a well defined 1-cocycle.

2. If \( \varphi_n \) does not converge to the identity uniformly on the unit ball of \( S \), the choice in 1 can be made so that \( c \) is not inner.

3. If each \( \varphi_n \) belongs to the compact ideal space \( \mathcal{J}(\langle S, e_T \rangle) \), the 1-cocycle \( c \) is proper.

**Proof.** Denote by \( \mathcal{C} \) the tensor category of finite index \( T \)-bimodules generated by \( L^2(S) \). Write \( \text{Irr}(C) = \bigcup_n \mathcal{F}_n \) where \( \mathcal{F}_n \subset \text{Irr}(C) \) is an increasing sequence of finite subsets. Define \( S_n = e_{\mathcal{F}_n}(S) \) and note that \( S = \bigcup_n S_n \). After passage to a subsequence, we may assume that \( \|x\xi_n - \xi_n x\|_2 \leq 2^{-n}\|x\|_2 \) for all \( x \in S_n \) and all \( n \geq 0 \). So, for every \( x \in S \), the sequence \( (\|x\xi_n - \xi_n x\|_2) \) is square summable and \( c(x) \) is a well defined vector in \( \mathcal{H} \).

To prove 2, it suffices to show that if \( c \) is inner, then \( \varphi_n \) converges to the identity uniformly on the unit ball of \( S \). So, assume that \( c(x) = xy - yx \) for all \( x \in S \), where \( y = \bigoplus_n \eta_n \) is a \( T \)-central vector. It follows that \( x\xi_n - \xi_n x = x\eta_n - \eta_n x \) for all \( x \in S \) and all \( n \geq 0 \). For all \( x, y \in S \), we get that
\[
\tau(y^*(\varphi_n(x) - x)) = \langle \xi_n x - x \xi_n, y \rangle = \langle \eta_n x - x \eta_n, y \rangle
\]
and we conclude that \( \|\varphi_n(x) - x\|_2 \leq 2\|\eta_n\| \|x\|_2 \). Since \( \lim_n \|\eta_n\| = 0 \), it follows that \( \varphi_n \) converges to the identity uniformly on the unit ball of \( S \).

Finally assume that all \( \varphi_n \) belong to \( \mathcal{J}(\langle S, e_T \rangle) \). By Lemma 9.20, we can take finite subsets \( \mathcal{F}_n \subset \text{Irr}(C) \) such that \( \|\varphi_n(x)\|_2 \leq \|x\|_2/2 \) for all \( x \in (1 - e_{\mathcal{F}_n})(S) \). Since
\[
\|x\xi_n - \xi_n x\|_2 = 2(\|x\|_2^2 - \text{Re} \tau(x^*\varphi_n(x))) ,
\]
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we get that \( \|x_{\xi_n} - x_{\xi_n}x\|^2 \geq \|x\|^2 \) for all \( x \in (1-cF_n)(S) \). Defining the finite sets \( \mathcal{G}_n = \bigcup_{k=1}^n \mathcal{F}_k \), it follows that \( \|c(x)\|^2 \geq n \|x\|^2 \) for all \( x \in (1-c\mathcal{G}_n)(S) \). So, \( c \) is proper.

We are now ready to prove Theorem 9.16.

**Proof of Theorem 9.16.** 1. Assume that \( S \) has property \((T)\) relative to \( T \) and let \( c : S \to H \) be a 1-cocycle. We have to prove that \( c \) is inner. Replacing \( H \) by \( H \oplus \overline{H} \) and \( c \) by \( c \oplus \tau \), we may assume that \( c \) is real: there exists an anti-unitary involution \( J : H \to H \) satisfying \( J(x^\ast y) = y^\ast J(x) x^\ast \) for all \( x, y \in S, \xi \in H \) and \( c(x^\ast) = J(c(x)) \) for all \( x \in S \). For the following reason, \( c \) is automatically a closable map from \( S \subset L^2(S) \) to \( H \). When \( H_\alpha \subset H \) is an irreducible finite index \( T \)-submodule and \( P_\alpha : H \to H_\alpha \) is the orthogonal projection, it follows from Lemma 2.5 that \( P_\alpha \circ c \) is a multiple of a co-isometry. Therefore, \( H_\alpha \) belongs to the domain of \( c^* \). When \( \xi \in H \) is orthogonal to all finite index \( T \)-submodules of \( H \), then \( \xi \) also belongs to the domain of \( c^* \) with \( c^*(\xi) = 0 \). So, \( c^* \) is indeed densely defined.

By [S88, Corollary 3.5], we then find a continuous 1-parameter family of unital normal \( T \)-bimodular completely positive maps \( \varphi_t : S \to S, t > 0 \), given by \( \varphi_t(x) = \exp(-tc^*c)(x) \), where we view \( c^*c \) as a positive, self-adjoint densely defined operator on \( L^2(S) \) so that \( \exp(-tc^*c) \) is a positive, self-adjoint contraction for every \( t > 0 \). Since \( S \) has property \((T)\) relative to \( T \) and using Lemma 9.19, we get that \( \lim_{t \to 0} \|1 - \exp(-tc^*c)\| = 0 \) in the operator norm of \( B(L^2(S)) \). This means that \( c^*c \) is a bounded operator on \( L^2(S) \). By Lemma 9.18, \( c \) is an inner 1-cocycle.

Conversely assume that \( S \) does not have property \((T)\) relative to \( T \). Take a sequence of unital normal \( T \)-bimodular completely positive maps \( \varphi_n : S \to S \) that converge to the identity in \( \| \cdot \|_2 \) pointwise, but not uniformly on the unit ball of \( S \). The construction of Lemma 9.21 gives a non inner 1-cocycle.

2. If \( S \) has the Haagerup property relative to \( T \), then the construction in Lemma 9.21 provides a proper 1-cocycle. Conversely, when \( c : S \to \mathcal{H} \) is a proper 1-cocycle, we define, as in the beginning of the proof of 1, the 1-parameter family of unital normal \( T \)-bimodular completely positive maps \( \varphi_t : S \to S, t > 0 \), given by \( \varphi_t(x) = \exp(-tc^*c)(x) \). Using Lemma 9.20, it follows that each \( \varphi_t, t > 0 \), belongs to the compact ideal space \( \mathcal{J}(\langle S, e_T \rangle) \). For every \( x \in S \), we have that \( \lim_{t \to 0} \|\varphi_t(x) - x\|_2 = 0 \). So, \( S \) has the Haagerup property relative to \( T \).

3. If \([S : T] < \infty\), every 1-cocycle \( c : S \to \mathcal{H} \) is bounded and thus inner by Lemma 9.18. Indeed, whenever \( H_\alpha \subset L^2(S) \) is an irreducible \( T \)-submodule, the restriction of \( c \) to \( H_\alpha \cap S \) must be a multiple of an isometry. Since \( L^2(S) \) is the direct sum of finitely many irreducible \( T \)-submodules, it follows that \( c \) extends to a bounded operator from \( L^2(S) \) to \( \mathcal{H} \).

By Proposition 8.2, \( S \) is nonamenable relative to \( T \) if and only if there exists a finite subset \( \mathcal{G} \subset S \) such that

\[
\|\xi\| \leq \sum_{x \in \mathcal{G}} \|x\xi - \xi x\| \quad \text{for all } \xi \in \mathcal{H}_T.
\]

So if \( S \) is nonamenable relative to \( T \), every 1-cocycle \( c : S \to \mathcal{H} \) that is approximately inner must be inner.

Finally assume that \([S : T] = \infty\) and that \( S \) is amenable relative to \( T \). We prove that there exists an approximately inner, but non inner, 1-cocycle \( c : S \to \mathcal{H} \). Equip the space \( \text{Mor}_{T^{-}}(S, \mathcal{H}) \) with the topology of pointwise norm convergence. Since \( S \) admits a countable basis as a \( T \)-module, \( \text{Mor}_{T^{-}}(S, \mathcal{H}) \) is a Fréchet space. Consider the continuous linear map \( \partial : \mathcal{H}_T \to \text{Mor}_{T^{-}}(S, \mathcal{H}) \) given by \( (\partial \xi)(x) = x\xi - \xi x \) for all \( x \in S \). Since \([S : T] = \infty\), the map \( \partial \) is injective. Since \( S \) is amenable relative to \( T \), there exists a sequence of unit vectors \( \xi_k \in \mathcal{H}_T \) such that \( \partial \xi_k \to 0 \). So the open mapping theorem implies that \( \partial(\mathcal{H}_T) \) is not closed in
Mor_{T-T}(S, \mathcal{H})$. Any $c \in \text{Mor}_{T-T}(S, \mathcal{H})$ that lies in the closure of $\partial(\mathcal{H}_T)$ but does not belong to $\partial(\mathcal{H}_T)$ is an approximately inner, but non inner 1-cocycle. \qed

9.7 Stability under extensions of irreducible quasi-regular inclusions

Since the late 1980s, it became clear that the appropriate notion of morphism between finite index subfactors $T \subset S$ and $Q \subset P$ is encoded by a commuting square

\[
\begin{array}{ccc}
Q & \subset & P \\
\cup & \cup & \cup \\
T & \subset & S
\end{array}
\]

i.e. a square of inclusions of II$_1$ factors satisfying $E_Q(x) = E_T(x)$ for all $x \in S$, see e.g. [P92, Section 2]. In this context, two conditions naturally emerged: nondegeneracy and compatibility of relative commutants.

The commuting square (9.10) is said to be nondegenerate if $QS$ spans a dense subspace of $L^2(P)$. It can then be naturally extended to a system of commuting squares

\[
\begin{array}{cccccc}
Q & \subset & P & \subset & P_1 & \subset \cdots \\
\cup & \cup & \cup & \cup & \cup \\
T & \subset & S & \subset & S_1 & \subset \cdots 
\end{array}
\]

where $Q \subset P \subset P_1 \subset \cdots$ and $T \subset S \subset S_1 \subset \cdots$ are the Jones towers. The compatibility of the relative commutants, called smoothness in [P92, Definition 2.3.1], is given by the condition $T' \cap S_n \subset Q' \cap P_n$ for all $n$.

A key example to illustrate this point of view is given by a crossed product inclusion $T \subset S = T \rtimes \Gamma$ where $\Gamma$ is a finite group. If (9.10) is an arbitrary nondegenerate commuting square, then smoothness holds if and only if $P \cong Q \rtimes \Gamma$ where the action $\Gamma \curvearrowright Q$ extends the original action $\Gamma \curvearrowright T$. Actually, in Definition 9.22 below, we will impose the stronger condition $T' \cap S_n = Q' \cap P_n$ for all $n$. In the crossed product example, if the original $\Gamma \curvearrowright T$ is by outer automorphisms, this equality requires the extended action $\Gamma \curvearrowright Q$ to be outer as well.

We generalize these notions to arbitrary quasi-regular inclusions, which are typically of infinite index, and define the notion of an extension of an irreducible quasi-regular inclusion in Definition 9.22. As in the case of finite groups, when $T \subset S = T \rtimes \Gamma$ is an arbitrary crossed product inclusion with $\Gamma \curvearrowright T$ being an outer action, extensions are exactly given as $Q \subset Q \rtimes \Gamma$ where $T \subset Q$ and the action $\Gamma \curvearrowright Q$ is outer and extends the original action $\Gamma \curvearrowright T$. As we explain in Remark 9.24 below, when $T \subset S$ and $Q \subset P$ are Cartan subalgebra inclusions, our notion of extension corresponds to the familiar notion of extensions of countable ergodic equivalence relations.

In order to avoid infinite index inclusions with operator valued weights, we reformulate the smoothness condition directly in terms of bimodules, keeping in mind that in the finite index case, we have $T' \cap S_{2n-1} = \text{End}_{T-T}(\mathcal{H}_n)$, where $\mathcal{H}_n$ equals the $n$-fold tensor product of $T$-bimodules $L^2(S) \otimes_T \cdots \otimes_T L^2(S)$.

Let $T \subset Q$ be an inclusion of II$_1$ factors. An extension of an automorphism $\alpha \in \text{Aut}(T)$ to $Q$ is an automorphism $\beta \in \text{Aut}(Q)$ satisfying $\beta(x) = \alpha(x)$ for all $x \in T$. Similarly, an extension of a Hilbert $T$-bimodule $\mathcal{H}$ to $Q$ is a Hilbert $Q$-bimodule $\mathcal{K}$ containing $\mathcal{H}$ as a Hilbert $T$-subbimodule such that the following two conditions hold.

\[ p_{\mathcal{H}}(\alpha \xi) = E_T(a) \xi \quad \text{and} \quad p_{\mathcal{H}}(\xi a) = \xi E_T(a) \quad \text{for all} \; \xi \in \mathcal{H}, a \in Q, \text{and} \]

$Q \mathcal{H}$ and $\mathcal{H}Q$ span dense subsets of $\mathcal{K}$.
For every Hilbert $T$-bimodule $\mathcal{H}$, one can choose projections $p \in B(\mathcal{L}) \boxtimes T$, $q \in B(\mathcal{L}) \boxtimes T$, normal unital $*$-homomorphisms $\psi : T \to p(B(\mathcal{L}) \boxtimes T)p$ and $\varphi : T \to q(B(\mathcal{L}) \boxtimes T)q$ and $T$-bimodular unitary operators

$$U : \psi(T)p(\mathcal{L} \otimes L^2(T)) \to \mathcal{H}, \quad V : T(\mathcal{L}^* \otimes L^2(T))q_{\varphi(T)} \to \mathcal{H}.$$  

Then, a Hilbert $Q$-bimodule $\mathcal{K}$ is an extension of $\mathcal{H}$ to $Q$ if and only if we can extend $\psi$ and $\varphi$ to normal unital $*$-homomorphisms $\tilde{\psi} : Q \to p(B(\mathcal{L}) \boxtimes Q)p$ and $\tilde{\varphi} : Q \to q(B(\mathcal{L}) \boxtimes Q)q$ and we can extend $U$ and $V$ to $Q$-bimodular unitary operators

$$\tilde{\psi}(Q)p(\mathcal{L} \otimes L^2(Q))Q \to \mathcal{K}, \quad Q(\mathcal{L}^* \otimes L^2(Q))q_{\tilde{\varphi}(Q)} \to \mathcal{K}. $$

Whenever $\mathcal{K}$ is an extension of $\mathcal{H}$ to $Q$, we get an identification $\mathcal{H} \boxtimes_T L^2(Q) \cong Q$ as $T$-$Q$-bimodules, as well as an identification $L^2(Q) \boxtimes_T \mathcal{H} \cong \mathcal{K}$ as $Q$-$T$-bimodules. In this way, we get the canonical normal faithful unital $*$-homomorphisms

$$\Theta_\tau : \text{End}_T(\mathcal{H}) \to \text{End}_Q(\mathcal{K}) : \Theta_\tau(V) = V \otimes 1 \quad \text{and} \quad \Theta_\ell : \text{End}_{T-T}(\mathcal{H}) \to \text{End}_{Q-Q}(\mathcal{K}) : \Theta_\ell(V) = 1 \otimes V.$$ 

**Definition 9.22.** An extension of an irreducible quasi-regular inclusion of $\Pi_1$ factors $T \subset S$ is a nondegenerate commuting square

$$Q \subset P \quad \bigcup \quad T \subset S$$

where $Q \subset P$ is an irreducible quasi-regular inclusion of $\Pi_1$ factors, such that the $n$-th tensor powers $\mathcal{H}_n = L^2(S) \boxtimes_T \cdots \boxtimes_T L^2(S)$ and $\mathcal{K}_n = L^2(P) \boxtimes_Q \cdots \boxtimes_Q L^2(P)$ satisfy $\Theta_\tau(V) = \Theta_\ell(V)$ for all $V \in \text{End}_{T-T}(\mathcal{H}_n)$ and such that the resulting $*$-homomorphism $\Theta_n : \text{End}_{T-T}(\mathcal{H}_n) \to \text{End}_{Q-Q}(\mathcal{K}_n)$ is bijective.

Note that by the nondegeneracy of the commuting square (9.11), the $Q$-bimodule $\mathcal{K}_n$ is an extension of the $T$-bimodule $\mathcal{H}_n$, so that $\Theta_\tau$ and $\Theta_\ell$ are well defined.

**Proposition 9.23.** Let $T \subset S$ and $Q \subset P$ be irreducible quasi-regular inclusions of $\Pi_1$ factors. Assume that $Q \subset P$ is an extension of $T \subset S$. Denote by $\mathcal{C}$ the tensor category generated by the finite index $T$-subbimodules of $L^2(S)$. Similarly define the tensor category $\tilde{\mathcal{C}}$ of $Q$-bimodules generated by the finite index $Q$-subbimodules of $L^2(P)$. Then,

1. the rigid $\mathcal{C}^*$-tensor categories $\mathcal{C}$ and $\tilde{\mathcal{C}}$ are naturally equivalent,
2. there is a natural $*$-isomorphism between the tube $*$-algebras $\mathcal{A}$, $\tilde{\mathcal{A}}$ associated with $(T \subset S, \mathcal{C})$ and $(Q \subset P, \tilde{\mathcal{C}})$, preserving the weights on $\mathcal{A}$, $\tilde{\mathcal{A}}$,
3. for every $n \geq 0$, we have $\beta^{(2)}_n(T \subset S) = \beta^{(2)}_n(Q \subset P).

**Proof.** Since for all $n,m \geq 0$ and $V \in \text{End}_{T-T}(\mathcal{H}_n), W \in \text{End}_{T-T}(\mathcal{H}_m)$, we have $\Theta_{n+m}(V \otimes W) = \Theta_n(V) \otimes \Theta_m(W)$, the system of maps $\Theta_n$ induces an equivalence $\Theta$ between the rigid $\mathcal{C}^*$-tensor categories $\mathcal{C}$ and $\tilde{\mathcal{C}}$. This equivalence can also be applied to infinite direct sums of objects in $\mathcal{C}$, as well as to intertwiners between such bimodules. By construction, we have that $\Theta$ maps the $T$-bimodule $L^2(S)$ to the $Q$-bimodule $L^2(P)$. Also by construction, $\Theta$ maps the morphism $\delta : L^2(T) \hookrightarrow L^2(S)$ to the morphism $\tilde{\delta} : L^2(Q) \hookrightarrow L^2(P)$, and maps the “locally
defined” morphism given by multiplication $m : L^2(S) \otimes_T L^2(S)$ to the multiplication morphism $	ilde{m} : L^2(P) \otimes_Q L^2(P) \to L^2(P)$. So, $\Theta$ induces a $*$-isomorphism of the tube $*$-algebras $\mathcal{A}$, $\tilde{\mathcal{A}}$.

Whenever $\mathcal{H} \subset \mathcal{H}_n$ is a finite index $T$-subbimodule and if $(\eta_j)$ is a basis of $\mathcal{H}$ as a right $T$-module, then $\Theta(\mathcal{H})$ is defined as the closed linear span of $\mathcal{H}Q$ inside $\mathcal{K}_n$. It follows that $(\eta_j)$ is still a basis of $\Theta(\mathcal{H})$ as a right $Q$-module. Therefore, the $*$-isomorphism $\Theta : \text{End}_{T-T}(\mathcal{H}) \to \text{End}_{Q-Q}(\Theta(\mathcal{H}))$ preserves the right traces $\text{Tr}_Y$. Similarly, $\Theta$ preserves the left traces $\text{Tr}_Y$. Therefore, the $*$-isomorphism between $\mathcal{A}$ and $\tilde{\mathcal{A}}$ preserves the weights defined in Proposition 3.2.

It finally follows from Theorem 7.1 that also $\beta^{(2)}_n(T \subset S) = \beta^{(2)}_n(Q \subset P)$ for all $n \geq 0$. □

**Remark 9.24.** Our notion of extension in Definition 9.22 is the “irreducible quasi-regular inclusion” version of the notion of an extension of countable pmp equivalence relations. A countable pmp equivalence relation $\mathcal{P}$ on $(Y, \nu)$ is said to be an extension of the countable pmp equivalence relation $\mathcal{R}$ on $(X, \mu)$ if we are given a measure preserving Borel map $\Delta : Y \to X$ such that for a.e. $y \in Y$, $\Delta$ is a bijection between the orbit of $y$ and the orbit of $\Delta(y)$. This notion was first considered in [P05, Definition 1.4.2] under the name of local orbit equivalence. In [F06, Definition 1.6], it has been called bijective relation morphism, but the currently preferred terminology is extension of equivalence relations/Cartan subalgebras, see e.g. [AP15].

Given countable pmp equivalence relations $\mathcal{R}$ on $(X, \mu)$ and $\mathcal{P}$ on $(Y, \nu)$ and writing $T = L^\infty(X) \subset L(\mathcal{R}) = S$ and $Q = L^\infty(Y) \subset L(\mathcal{P}) = P$, one checks that turning $\mathcal{P}$ into an extension of $\mathcal{R}$ by a map $\Delta : Y \to X$ is the same as defining a nondegenerate commuting square

$$
\begin{array}{c}
Q \subset P \\
\cup \cup \\
T \subset S
\end{array}
$$

(9.12)

with the property that $\mathcal{N}_S(T) \subset \mathcal{N}_P(Q)$.

Assume now that $T \subset S$ and $Q \subset P$ are arbitrary quasi-regular inclusions of tracial von Neumann algebras with the property that $T' \cap S = Z(T)$ and $Q' \cap P = Z(Q)$, thus covering both irreducible inclusions and Cartan inclusions. We say that $Q \subset P$ is an extension of $T \subset S$ if we are given a nondegenerate commuting square (9.12) with the following property: denoting as above by $\mathcal{H}_n = L^2(S) \otimes_T \cdots \otimes_T L^2(S)$ and $\mathcal{K}_n = L^2(P) \otimes_Q \cdots \otimes_Q L^2(P)$ the $n$’th tensor powers, the maps $\Theta_\nu$ and $\Theta_\sigma$ coincide on $\text{End}_{T-T}(\mathcal{H}_n)$ and the resulting $*$-homomorphisms $\Theta_n : \text{End}_{T-T}(\mathcal{H}_n) \to \text{End}_{Q-Q}(\mathcal{K}_n)$ satisfy

$$
\lambda(Z(Q)) \vee \Theta_n(\text{End}_{T-T}(\mathcal{H}_n)) = \text{End}_{Q-Q}(\mathcal{K}_n) = \rho(Z(Q)) \vee \Theta_n(\text{End}_{T-T}(\mathcal{H}_n))
$$

for all $n \geq 1$, where we denote by $\lambda$ and $\rho$ the left and right module action of $Q$ on $\mathcal{K}_n$.

It is easy to check that for Cartan inclusions, this definition is equivalent with the above definition of an extension of equivalence relations. One can also prove that extensions preserve $L^2$-Betti numbers in the sense of Definition 4.3 (using the canonical quasi-normalizer as intermediate $*$-subalgebra $T \subset S \subset S$). We do not elaborate this further. Note however that using the bar resolution of Section 5 and formula (5.2) as the definition of $L^2$-Betti numbers for equivalence relations, it follows immediately that $\beta^{(2)}_n(\mathcal{P}) = \beta^{(2)}_n(\mathcal{R})$ for all $n$ whenever $\mathcal{P}$ is an extension of $\mathcal{R}$.
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