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Abstract

This article illustrates a novel Quantum Secure Aggregation (QSA) scheme that is designed to provide highly secure and efficient aggregation of local model parameters for federated learning. The scheme is secure in protecting private model parameters from being disclosed to semi-honest attackers by utilizing quantum bits i.e. qubits to represent model parameters. The proposed security mechanism ensures that any attempts to eavesdrop private model parameters can be immediately detected and stopped. The scheme is also efficient in terms of the low computational complexity of transmitting and aggregating model parameters through entangled qubits.

Benefits of the proposed QSA scheme are showcased in a horizontal federated learning setting in which both a centralized and decentralized architectures are taken into account. It was empirically demonstrated that the proposed QSA can be readily applied to aggregate different types of local models including logistic regression (LR), convolutional neural networks (CNN) as well as quantum neural network (QNN), indicating the versatility of the QSA scheme. Performances of global models are improved to various extents with respect to local models obtained by individual participants, while no private model parameters are disclosed to semi-honest adversaries.

*lixin.fan01@gmail.com
1 Introduction

In the era of big data with trillion bytes of raw data being distributed across devices or institutions, Federated Learning (FL) has been introduced as an effective technology to allow multiple parties to collaboratively train a machine learning model without gathering or exchanging private training data and complying with regulatory requirements such as General Data Protection Regulation (GDPR). A crux of the matter in Federated Learning is the secure aggregation of local models that are firstly trained by multiple parties and subsequently aggregated for the sake of improved aggregated model performances. The aggregation is required to be secure in the face of semi-honest attacks which aim to stealthy spy private data that belong to respective parties. On the other hand, the aggregation has to be computationally and communicationally efficient to be useful for practical applications. How to ensure that the aggregation is both secure and efficient without compromising performances of the aggregated model is the key challenge investigated in our recent work by utilizing quantum computation and communication.

For FL with classical computations, the mission of secure model aggregation is often achieved by adopting privacy computing techniques such as Homomorphic Encryption (HE) or Differential Privacy (DP). HE is considered to be secure against semi-honest attacks with provable security guarantees. Yet HE approaches incur significant computational and communication overhead, often orders of magnitudes less efficient as compared with alternative privacy computing techniques. High computational and communication complexity of HE makes it hardly applicable to protect large machine learning models e.g. deep neural networks with billions of parameters. Differential Privacy (DP), on the other hand, is much more efficient and readily applicable to complex DNN models. Yet it has been shown that under certain circumstances semi-honest attackers may exploit the information exposed for model aggregation and recover private training data. The secure aggregation with efficient classical computation remains to be an active research topic for both theoretical investigation and empirical study.

Bearing in mind the aforementioned perplexity of model aggregation using classical computation, we demonstrate in this paper a fundamentally different and novel approach by exploiting a quantum communication protocol that leads to both secure and efficient FL model aggregation. In our view the proposed quantum computing based solution is compared favorably against its classical computing based counterparts, due to three distinctive features summarized below and illustrated in following sections of this article:

- First, the GHZ aggregation scheme is highly efficient since it does not incur any computationally demanding encryption to protect pri-

---

1GDPR is applicable as of May 25th, 2018 in all European member states to harmonize data privacy laws across Europe. [https://gdpr.eu/](https://gdpr.eu/)
2By adopting some ad-hoc tricks like batch encryption and quantized gradients etc., Zhang et. al. shown that one can train a medium-sized neural network with 102K of gradient parameters protected by Paillier Homomorphic Encryption (see discussions in Sect. 5).
vate model parameters. Instead, these parameters are efficiently encoded and protected in quantum state (see Sect. 3.3).

• Second, the proposed GHZ aggregation is **secure** since it adopts a quantum secret sharing protocol [11] to aggregate local models trained by multiple federated learning participants. The privacy of training data and local models are guaranteed to be protected by the unique physical properties of quantum communication, with which potential eavesdropping can be immediately detected and prevented (see analysis in Sect. 3.4).

• Third, as demonstrated in Sect. 4 the GHZ aggregation is also **versatile** in the sense that it can be readily used to protect either classical Federated Learning models (e.g. a neural network model) or a quantum neural network (QNN) model which allows a large set of batched trained data to be processed in parallel by quantum circuits in QNN.

The rest of the present article is organized as follows. Sect. 1.1 briefly reviews existing work related to federated learning using some forms of quantum computing or quantum communications. However, none of these work aim to simultaneously improve security, efficiency and model performances as presented in our work. For the sake of completeness, Sect. 2 presents necessary background information about federated learning and quantum computing & communication. Sect. 3 illustrates overall architectures of the proposed QFL framework followed by provable security guarantee of the quantum aggregation. Efficiency and superiority brought by quantum communication and computing are also illustrated. In order to demonstrate applicability of the proposed framework, Sect. 4 illustrates noticeable improvements in the federated model performances for a variety of horizontal federated learning settings including both I.I.D and non-I.I.D data distributions.

### 1.1 Related Work

It was shown that Quantum computing can be used for machine learning to reduce computational complexity and improve model performances as demonstrated for principle component analysis, support vector machines and neural networks etc. [12–17]. Recent research efforts alone this line have also been devoted to *federated learning* under the name of *quantum federated learning* e.g. in [18–25]. However, these work focused on boosting federated learning model performances by leveraging the computational power of quantum computers, and employed classical measures e.g. Homomorphic Encryption or Differential Privacy to provide security protection for federated learning against semi-honest adversaries.

**Distributed quantum secure protocol** was proposed to protect exchanged information from eavesdropping for distributed machine learning in general [26]. This work is probably the most similar to our proposed QFL framework, and the application scenario involving multiple

---

3We refer readers to Appendix A for detailed illustration of experimental results and explanations about the simulator of QNN networks.
hospitals to jointly provide certain machine learning capabilities was well-motivated. Nevertheless, the machine learning task in [26] was oversimplified as calculating the distance between two two-dimensional vectors, and it is unclear how the calculating precision and efficiency were affected by their protocol since neither theoretical analysis nor experimental results were provided in [26].

Note that necessary background knowledge and related works about federated learning, differential privacy, homomorphic encryption, quantum computing and communication etc. are reviewed in the following section.

2 Preliminary

This section briefly reviews necessary background information about federated learning and quantum computing & communication. For readers with a variety of backgrounds in computer science or physics, this review aims to provide a self-contained introduction about motivations, architectures and requirements of federated learning, as well as fundamentals of quantum computing and communication from a perspective of machine learning or information processing.

2.1 Federated Learning

Federated Learning (FL) is a suite of distributed machine learning technology that aims to collaboratively develop a machine learning model from distributed data owned by respective parties while protecting privacy of such data. The term federated learning was first coined by McMahan et al. [27–30], which demonstrated how to aggregate local models learned on multiple devices for the sake of improved model performances, yet, without sending private data to a semi-honest third-party server or other devices. Bearing in mind the privacy concern of secret data distributed across multiple institutions, Yang et al. [31] extended Federated Learning application scenarios into three categories:

- **Horizontal federated learning**, in which datasets share the same feature space but different space in samples;
- **vertical federated learning** in which two datasets share the same sample ID space but differ in feature space;
- **Federated transfer learning** in which two datasets differ not only in samples but also in feature space.

In this article we only focus on horizontal federated learning with a centralized and decentralized architectures (see Fig. 3). We refer readers to [27–32] for detailed and thorough treatments of federated learning.

2.1.1 Threat model

It is often assumed that in a horizontal federated learning setting there exist one or more semi-honest adversaries, who, on one hand, adhere to the protocols regulating legitimate federated learning behaviors of each
Figure 1: Bayesian Inference Attacks aim to infer private training data from the exchanged information in the learning process e.g. model gradients $\nabla W$ that are not properly protected.

party, and on the other hand, attempt to stealthy spy private data that belong to other parties. That is to say, semi-honest adversaries appear perfectly normal in terms of their public behaviors. For instance, one recent report showcased that adversaries can reconstruct other parties’ private training images up to pixel-level accuracy, by adopting a Bayesian Inference attack on information exchanged during the learning process e.g. mode gradients that are not properly protected \cite{9,10}. In particular, Fig. 1 illustrates a scheme of such an attack in which adversaries build up the reconstruction pipeline on his/her own private machines completely outside the normal federated learning process. It is therefore impossible to detect such misbehavior of semi-honest adversaries who appear indistinguishable from benign parties. For federated learning employing quantum secure aggregation, however, semi-honest parties can no longer hide its spying behaviors due to the unique physical properties of quantum communication, and such misbehaves in QFL can be caught and prevented on spot (see Sect. 3.4 for details).

2.1.2 Privacy protection mechanisms

For classical computing, the protection of private information is often achieved by either “smearing” information to be protected with random perturbations or “hiding” secret information with carefully designed transformations of secrets. The well-established differential privacy (DP) technique belongs to the former approaches \cite{3,4,5,33,34}, while the influential homomorphic encryption (HE) is representative to the latter approaches \cite{1,2,7}. For the sake of completeness of this article, we briefly
summarize respective principles, merits and shortcomings of both DP and HE below.

- **Differential Privacy (DP)** is a celebrated privacy-preserving mechanism initially proposed by Dwork et al. [3,33,34] to protect individual privacy by adding random perturbations in response to queries about databases. Formally, a randomized mechanism \( M : X \rightarrow R \) with domain \( X \) and range \( R \) is \((\epsilon, \delta)\)-differentially private, if for all measurable sets \( S \subseteq R \) and for any two adjacent databases \( D_i, D'_i \in X \) [34],

\[
\Pr[M(D_i) \in S] \leq e^{\epsilon} \Pr[M(D'_i) \in S] + \delta. \tag{1}
\]

In essence, the definition (1) dedicates that the protection mechanism \( M \) makes two private databases indistinguishable up to a constant \( e^{\epsilon} \) close to 1. DP was later widely adopted to protect privacy for federated learning methods including deep neural networks [35] and other machine learning models [3].

- **Homomorphic Encryption (HE)** includes fully homomorphic encryption (FHE) [2] supporting arbitrary operations and partially homomorphic encryption (PHE) [1] supporting limited operations. Homomorphic encryption can host data computing tasks to third party under the premise of ensuring privacy and accuracy. A brief HE process can be described as following:

\( \text{pk, sk} \leftarrow \text{Key.Gen}(1^\lambda) \): The participant generates a set of public key \( \text{pk} \) and secret key \( \text{sk} \) locally.

\( c \leftarrow \text{Enc}_{\text{pk}}(m) \): The participant encrypts the data \( m \) locally with the public key and obtains the ciphertext \( c \).

\( \text{Enc}_{\text{pk}}[f(m_1, m_2, ...)] \leftarrow \text{Eval}(f, c_1, c_2, ...) \): The server calculates the ciphertext \( c_1, c_2, ... \) with modified function \( f \) according to the convention \( \text{Eval} \). The result obtained is the same as the result of directly calculating the plaintext \( m_1, m_2, ... \) with function \( f \) and then encrypting it.

\( m \leftarrow \text{Dec}_{\text{sk}}(c) \): The participant decrypt the result locally.

Although homomorphic encryption can guarantee the security of computation, its huge computational overhead makes it difficult to be practical.

The secure aggregation with efficient classical computation remains an active research topic. In particular, Zhang et. al. [10] treated the optimal privacy-utility trade-off as a constrained optimization of utility loss \( \epsilon_u \) subject to a given bound on privacy leakage \( \epsilon_p \) as follows.

A theoretical analysis of the trade-off was then manifested as the No Free Lunch Theorem which dictates that, when DP like protection mechanisms are adopted, one has to trade a decrease of the privacy-loss with a certain degree of increase of the utility loss and vice versa. It was also shown that when fully homomorphic encryption (FHE) or Paillier schemes are adopted, one has to trade security with substantially more demanding computational and communications costs.

Moreover, this dilemma has also been addressed by adopting some ad-hoc tricks like batch encryption and quantized gradients. For instance, Zhang et. al. [8] shown that with reasonable amount of resource i.e. in
hundreds of seconds and hundreds of MB of memory footprint, one can successfully train a medium-sized neural network with 102K of gradient parameters protected by Paillier Homomorphic Encryption (see discussions in Sect. 5).

2.2 Quantum Computing

2.2.1 Qubit and Quantum State

Qubit in quantum computing is similar to bit in classical computing. Qubit can be in logical value 0 and 1 like classical bit, usually denoted as the state $0 \rightarrow |0\rangle$ and $1 \rightarrow |1\rangle$ in Dirac notations. Besides, qubit can stay in the superposition of both states $|\psi\rangle = a|0\rangle + b|1\rangle$ where the complex number $a(b)$, also called probability amplitude, represents the state $|\psi\rangle$ can be found in state 0(1) with probability $|a|^2(|b|^2).$ The states $|0\rangle$ and $|1\rangle$ serve as the orthogonal basis in Hilbert space. Usually the basis $|0\rangle$ and $|1\rangle$ can be omitted without ambiguity. In this way the state can also be written as a column vector $|\psi\rangle = \begin{bmatrix} a \\ b \end{bmatrix}$ where $\begin{bmatrix} a \\ b \end{bmatrix}$ is the matrix transpose. The normalization requirement for states $\langle \psi|\psi\rangle = |a|^2 + |b|^2 = 1$ also means that the summation of all probabilities is one. Two isolated qubits can be described using Kronecker product $|\psi_0\rangle \otimes |\psi_1\rangle = (a_0|0\rangle + b_0|1\rangle) \otimes (a_1|0\rangle + b_1|1\rangle)$ where the complex coefficients satisfy $|a_0|^2 + |b_0|^2 = 1, |a_1|^2 + |b_1|^2 = 1$ More general and interesting states for two qubits are entangled, $|\psi\rangle = c_0|00\rangle + c_1|01\rangle + c_2|10\rangle + c_3|11\rangle$ which usually cannot be written as the Kronecker product form. The normalization condition is $|c_0|^2 + |c_1|^2 + |c_2|^2 + |c_3|^2 = 1.$ When the orthogonal basis $|00\rangle,|01\rangle,|10\rangle,|11\rangle,$ also called computational basis, are implicitly omitted as usual, the state can be written as $|\psi\rangle = [c_0, c_1, c_2, c_3]^T$ By induction, a $n$-qubit state is a unit normalized vector of length $2^n$ in Hilbert space. Some frequently-seen qubits states are summarized in table.

| name          | vector representation |
|---------------|-----------------------|
| $|0\rangle$   | $[1,0]^T$             |
| $|1\rangle$   | $[0,1]^T$             |
| $|+\rangle$   | $\frac{1}{\sqrt{2}}[1,1]^T$ |
| $|-\rangle$   | $\frac{1}{\sqrt{2}}[1,-1]^T$ |
| Bell state    | $\frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)$ |
| $GHZ state$   | $\frac{1}{\sqrt{2}}(|000\rangle + |111\rangle)$ |

Table 1: Frequently-seen qubit states

2.2.2 Quantum Gates

A quantum gate can be considered as a matrix, which can adapt on certain qubit(s). Applying quantum gate will transform qubits among different
states. For example, Pauli-X gate, also called NOT gate, swaps the basis states $|0\rangle$ and $|1\rangle$, $X|0\rangle = |1\rangle$, $X|1\rangle = |0\rangle$, but leaves the states $|+\rangle$ and $|−\rangle$ unchanged $X|+\rangle = |+\rangle$, $X|−\rangle = |−\rangle$ where the global phase factor $e^{i\pi} = -1$ cannot distinguish the states $|−\rangle$ and $|−\rangle$. For this reason, the states $|+\rangle$ and $|−\rangle$ are called the eigenstates of the Pauli-X gate. Quantum gates are linear operators and can be fully described as a unitary matrix $U$ satisfying $UU^\dagger = U^\dagger U = I$ where $\dagger$ is the matrix conjugate transpose. The matrix representation for Pauli-X gate is $X = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$. According to the number of operation qubits, quantum gates can be classified as 1-qubit, 2-qubit, or $n$-qubit gates. Apparently, Pauli-X gate belongs to 1-qubit gates. An example of 2-qubit gate is CNOT gate which flips the second qubit when the first qubit in the state $|1\rangle$. 1-qubit and 2-qubit gates from a set of universal quantum gates and can construct any $n$-qubit gate.

| name       | matrix representation | symbol |
|------------|-----------------------|--------|
| Pauli-X    | \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} | $x$    |
| Pauli-Z    | \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} | $z$    |
| Hadamard   | \begin{bmatrix} \frac{1}{\sqrt{2}} & 1 \\ 1 & -\frac{1}{\sqrt{2}} \end{bmatrix} | $\hat{H}$ |
| $R_x$      | \begin{bmatrix} \cos \frac{\omega}{2} & -i \sin \frac{\omega}{2} \\ -i \sin \frac{\omega}{2} & \cos \frac{\omega}{2} \end{bmatrix} | $R_x(\frac{\omega}{2})$ |
| $u_3$      | $\hat{n} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ $u_3(\alpha, \theta, \phi) = I \cos \alpha + i (\hat{n} \cdot \vec{\sigma}) \sin \alpha$ | $u_3(\alpha, \theta, \phi)$ |
| CNOT       | \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix} | $\perp$ |
| C-$u_3$    | \begin{bmatrix} I_{2 \times 2} & 0_{2 \times 2} \\ 0_{2 \times 2} & u_3 \end{bmatrix} | $\perp$ |

Table 2: Frequently-seen quantum gates

### 2.2.3 GHZ State

GHZ state \cite{36} is a typical quantum entangled state with simple structure and easy extension. This quantum state has the property of symmetry, and when any one qubit in the quantum state is measured, the rest of the qubits collapse to the same state. In addition, operating on any one of the qubits will affect the state of the entire system. These properties of GHZ state can be used to implement secure multi-party computation in quantum computing.
2.2.4 Quantum Circuits

Similar to classical circuits, the quantum circuits model quantum computation and describe the quantum gates and measurements in sequence. A sample quantum circuit with 3 qubits is plotted in Fig. 2. The horizontal lines represent the qubits \( q_0, q_1, q_2 \) separately. Reading from the leftmost of the figure, the quantum state is usually initialized to the basis state \( |\psi_0\rangle = |000\rangle \). After applying the Hadamard gate on qubit \( q_0 \) and the Pauli-X gate on qubit \( q_1 \), the state turns into \( |\psi_1\rangle = \frac{1}{\sqrt{2}}(|010\rangle + |110\rangle) \). Since these two quantum gates are on different qubits, they can be performed simultaneously. After the following two CNOT gates, the state becomes \( |\psi_2\rangle = \frac{1}{\sqrt{2}}(|010\rangle + |111\rangle) \). \( |\psi_3\rangle = \frac{1}{\sqrt{2}}(|011\rangle + |110\rangle) \). Finally, measurements are made on the qubits we interested in. For this naive quantum circuit, we will get both measurement results 0 and 1, each with one half probability \( P(0) = P(1) = 0.5 \).

3 Federated Learning with Quantum Secure Aggregation

We illustrate in this section a novel quantum communication based approach that aims to boost both security and efficiency of Federated Learning (FL) without compromising performances of the aggregated model in a horizontal Federated Learning (HFL) setting. We first illustrate architectures of the proposed Quantum Federated Learning (QFL) system which consists of both local models and the quantum secure aggregation (see Fig. 3 in Sect. 3.1). Then we elaborate on the quantum secure aggregation protocol adopted in the QFL (Sect. 3.3), in terms of its designing principle, time complexity as well as security analysis (Sect. 3.4).
Figure 3: Two architectures of QFL: (a) with an aggregation server which sends via classical channels the aggregated model parameters to local parties; (b) without any aggregation server or classical channel for transferring of aggregated model parameters (see text in Sect. 3.1).
3.1 Architectures

Fig. 3 illustrates two different architectures, namely, a centralized and a decentralized structures of the proposed horizontal Quantum Federated Learning (QFL) system, which consists of following parts as its building blocks.

- **Server:** The server is the coordinator of the protocol and takes following responsibilities, a) preparing the entangled qubits; b) distributing these qubits to all participants; c) and decoding the aggregated global model based on the qubits sent back by the participants (see Quantum Aggregation Protocol in Sect. 3.3).

- **Participant:** Participants refer to all parties who participate in a Federated Learning session. Each participant has their own private data and may use these data to train a local model e.g. a logistic regression model or a neural network for certain machine learning tasks such as image classification.

  Note that participants are motivated to collaboratively build a global model that has improved performance (e.g. higher accuracy) than that of their respective local models. Since different participants may have different sizes of private data, in terms of different numbers of data samples. Therefore, the extent varies by which the global model performance improves relative to different local models (see Sect. 4 for experimental results). For the sake of data privacy, on the other hand, participants are not willing (or not allowed) to disclose their private data to other participants or the server who join the same federated learning session. To this end, participants are well motivated to take certain measures to protect private data from being espied by semi-honest parties (see threat model in Sect. 2.1.1 and security measure in Sect. 3.4).

- **Quantum Channel:** quantum communication channels are used to transmit qubits encoding private model parameters between participants and the server. Due to the unique physical properties of Quantum communication channels, semi-honest misbehaves who attempt to steal private model parameters by wiretapping quantum channels can be caught and prevented on spot (see Security Analysis in Sect. 3.4).

- **Classical Channel:** classical communication channels are used to transmit auxiliary signals that assist to establish quantum channels etc. In the centralized architecture illustrated in Sect. 3.1.1 the classical channel is used not only to transmit the auxiliary signals of the quantum channel, but also to dispatch the global model to participants. In a decentralized architecture in Sect. 3.1.2 classical channels are only used to transmit quantum channel auxiliary signals (see Fig. 3).

We illustrate below two different architectures of the proposed QFL system, namely a centralized architecture and a decentralized architecture. Briefly, the two architectures are similar in terms of the optimization of local models, but are different in the way with which the aggregated model...
are transmitted to different participants. Consequently, the security of the aggregated global model are fundamentally different in two architectures.

### 3.1.1 A Centralized Architecture

Fig. 3 (a) illustrates the centralized architecture in which the server is only responsible for coordinating the entire protocol and does not participate in the local model training. Each participant use its local data to train the local model which is subsequently transmitted to the server through the quantum secure aggregation (QSA). Note that parameters of the local model are decoded and aggregated completely in the quantum states. Finally, the server extracts parameters of the global model up to the desired precision by measuring received qubits states multiple times and broadcasts the aggregated global model to all participants through a classic channel.

In terms of security, the aggregation protocol in this centralized architecture can protect the private data as well as the local model of each participant (see Security Analysis in Sect. 3.4). Yet, the global model aggregated by the server broadcast through the classical channel still brings potential risks, with which a semi-honest server may launch model inversion attack to infer from the aggregated model statistical information about private data of participants [37–39]. This risk is mitigated in the decentralized architecture (see Sect. 3.1.2).

In terms of efficiency, the centralized architecture admits a fast global model convergence since the aggregated model is broadcasted to all participants after each iteration of the local model updating, allowing local models to be synchronized more frequently (see analysis in Sect. 3.3.1).

### 3.1.2 A Decentralized Architecture

Fig. 3 (b) illustrates the decentralized architecture in which the server is no longer needed. Instead, the responsibility of the server is assigned to each participants in turn. That is to say, for each iteration of the federated learning, only one participant is designated as the server to coordinate the secure aggregation protocol (i.e. to prepare qubits, sends and receive qubits conveying information about the aggregated model). The designated participant is then able to extract the aggregated model from which the participant continues its local model learning.

On the other hand, the rest of participants acts as participants which only send qubits convey information about the local model to the designated party. Note that these participants are unable to update with the aggregated model. They merely continue optimizing the local model until their turn to be designated as the server. It turns out the updating with the aggregated model in multiple iterations still ensures the convergence of the aggregated model but at a slower convergence rate (see experiment results in Sect. 3.3.1).

---

4Fig. 3 shows that the number of measurements needs to be greater than 251 to reduce variances of model parameters smaller than $10^{-3}$.

5It is worthy mentioning that the approach to update local models with the server in multiple iterations is also adopted in federated learning with classical communication channels,
In terms of security, this decentralized architecture allows both the local model and the aggregated model always be encoded in the Quantum Channels, resulting in more secure protection of privacy information as compared with the centralized architecture (see security analysis in Sect. 3.4).

3.2 Local models

Like homomorphic encryption, the quantum aggregation protocol supports all machine learning models with parameters. In this article, we take multinomial logistic regression \( \text{LR} \) [40] and convolutional neural network (CNN) [41] as examples to explore the performance of the quantum aggregation protocol for classical machine learning models. In addition, we also experimentally demonstrate that the quantum aggregation protocol can be used for quantum neural network (QNN). We briefly illustrate these local models as follows and refer to Appendix A for elaborated accounts of a QNN model.

- The LR mode is a supervised learning algorithm commonly used for binary classification, and we adopt its variant for multi-class classification. We use \( N \) independent binary logistic regressions to realize multinomial logistic regression, where \( N \) is the number of data labels. The \( i \)-th binary logistic regression outs the probability of the input data is predicted as the \( i \)-th label [42].

  Implementation-wise, the above LR model is implemented as a two-layer neural network, with the number of neurons in the input layer being the dimension of a single data (i.e. 768), and the number of neurons in the output layer being the number of labels (i.e. 10).

- The convolution neural network (CNN) model adopted in our experiments is an 18-layer Resnet model [43] which demonstrated superior classification accuracy performances e.g. on the Imagenet datasets. It was used to classify each image in CIFAR10 datasets and output one of ten designated labels (i.e. airplane, automobile and bird etc. see [44]).

- The QNN model is a deep quantum circuit network composed of blocks with parametric single qubit gates and two-qubits gates. The input of QNN is the quantum state encoded by the amplitude of the data [45], and the output is the projection of the qubits on the z-axis. Due to the limitation of the computing power of current quantum computers, we conducted related experiments using simulators. Implementation details about QNN’s are shown in Appendix A.

3.3 Quantum Aggregation Protocol

Quantum secure aggregation protocol can be used to protect the data security of various participants. We propose a quantum secure aggregation protocol based on GHZ-state, which can be used to calculate the sum of

\[ \text{for the sake of improved efficiency e.g. when Homomorphic Encryption (HE) is adopted} \]
parameters provided by each participant without revealing the parameter information of any single participant. Here we assume that the aggregation server (which can be also served by one participant in turn) and the participants are both semi-honest.

- **Distribution:** the aggregation server generates a GHZ-state composed of $N$ qubits (Eq. 2), and distributes these $N$ qubits to $N$ participants through quantum channels.

\[
\frac{1}{\sqrt{2}}(|000\ldots0\rangle + |111\ldots1\rangle) \tag{2}
\]

- **Encoding:** When the $i$-th participant receives the qubit. After they confirm that the transmission is secure, he applies $R_Z(\theta_i)$ gate, where $\theta_i$ denotes the normalized parameter.

- **Sending back:** Then each participant throws the encoded qubit back to the server. Till now, every participant encode his model parameter on the entangled state (Eq. 3).

\[
\frac{1}{\sqrt{2}}(|000\ldots0\rangle + \exp(i(\sum_{n=1}^{N_n}\theta_n))|111\ldots1\rangle) \tag{3}
\]

- **Measurement:** After the server receives the encoded qubits, the server can decode the sum of $\theta_i$ by simply adapting $CNOT$-gates and Hadamard-gates (Eq. 4) and then measures the first qubit, it will get 0 with a $\frac{1 + \cos(\sum_{n=1}^{N_n}\theta_n)}{2}$ probability. Therefore, by repeating the procedure, the server will get the estimation of $\sum_{n=1}^{N_n}\theta_n$.

\[
H_1CNOT_1,2CNOT_2,3\ldotsCNOT_{N-1,N} \left(\frac{1}{\sqrt{2}}(|000\ldots0\rangle + \exp(i(\sum_{n=1}^{N_n}\theta_n))|111\ldots1\rangle)\right) = \frac{1}{2}((1 + \exp(i(\sum_{n=1}^{N_n}\theta_n)))|000\ldots0\rangle + (1 - \exp(i(\sum_{n=1}^{N_n}\theta_n)))|000\ldots1\rangle) \tag{4}
\]

The pseudocode of the protocol is shown in Algo. 1. This protocol can also transform to a decentralized version. In each round of aggregation, the protocol can choose 1 participant to play the role of server. The chosen participant generates entangled qubits and sends them to other participants. Then other participants encode their information in the same way and send back to the chosen participant. Finally, the chosen participant decode the information without sharing with others. The decentralized protocol guaranteed that private information will never appear in the classic channel. The pseudocode of the protocol is shown in Algo. 2.
Algorithm 1 QuantumSecureAggregation. The \(N\) participants are named as \(\{C_i, i = 1, 2, \ldots, N\}\); \(C_i\)'s private parameter is named as \(\theta_i\); aggregation server is named as \(S\); \(n\) is the number of repetitions.

1: repeat
2: Server \(S\) entangles qubits \(\{q_1, q_2, \ldots, q_N\}\) into state \(\frac{1}{\sqrt{2}}(|000\ldots0\rangle + |111\ldots1\rangle)\)
3: repeat
4: \(S\) sends \(q_i\) to \(C_i\) through quantum channel
5: until All qubits are sent to participants
6: repeat
7: \(C_i\) applies \(R_z(\theta_i)\) gate on \(q_i\) (Encoding)
8: \(C_i\) sends \(q_i\) to \(S\) through quantum channel
9: until All participants send back the qubits
10: \(S\) decodes all qubits and measure \(q_1\), gets 0 or 1
11: until repeat \(n\) times
12: \(S\) counts the number of occurrences of \(q_1 = 0\) as \(f_0\) and estimates \(\Sigma_{i=1}^{N} \theta_i\) from \(\arccos (2f_0 - 1)\) (Decoding)
13: \(S\) broadcasts the result to each participant through classical channel

Algorithm 2 DecentralizedQuantumSecureAggregation. The \(N\) participants are named as \(\{C_i, i = 1, 2, \ldots, N\}\); \(C_i\)'s private parameter is named as \(\theta_i\); \(n\) is the number of repetitions; \(k \leq n\) is the current round; \(M_k\) is the chosen participant who plays the role of server.

1: repeat
2: \(M_k\) entangles qubits \(\{q_1, q_2, \ldots, q_N\}\) into state \(\frac{1}{\sqrt{2}}(|000\ldots0\rangle + |111\ldots1\rangle)\)
3: repeat
4: \(M_k\) sends \(q_i\) to \(C_i\) through quantum channel
5: until All qubits are sent to participants
6: repeat
7: \(C_i\) applies \(R_z(\theta_i)\) gate on \(q_i\) (Encoding)
8: \(C_i\) sends \(q_i\) to \(M_k\) through quantum channel
9: until All participants send back the qubits
10: \(M_k\) decodes all qubits and measure \(q_1\), gets 0 or 1
11: until repeat \(n\) times
12: \(M_k\) counts the number of occurrences of \(q_1 = 0\) as \(f_0\) and estimates \(\Sigma_{i=1}^{N} \theta_i\) from \(\arccos (2f_0 - 1)\) (Decoding)
3.3.1 Efficiency and time cost analysis

The proposed QSA scheme is not only secure but also efficient, in the sense that it does not require computationally demanding encryption methods e.g. homomorphic encryption to protect private model information. Instead, model parameters are encoded by a number of entangled qubits which are sent from participants to the server for secure model aggregation (see Sect. [3.3]).

\[ T \approx 2(NMt_g + t_{net}) \]  

in which \( N \) is the number of participants and \( M \) is the number of entangled qubits to be sent by each participant to encode model parameters. \( t_g (\sim 22\mu s) \) is the time cost of operating a quantum gate and \( t_{net} (\sim 1ms) \) is the time cost of spreading or returning qubits through quantum channel [46].

Note that the number of entangled qubits \( M \) is a crucial parameter that influences both the time cost and the precision of the measured model parameters. On one hand, the precision increases with the number of replicate measurements \( M \) and the variance of measured parameters decreases proportionally with the increasing of \( M \) (see Fig. [4]). On the other hand, the time cost increases linearly with \( M \). A reasonable trade-off thus can be achieved by taking e.g. \( M \approx 251 \) which leads to a measurement error variance lower than \( 10^{-3} \) and the minor model performance degradation incurred by imprecision in model parameters is acceptable [47].

3.4 Security Analysis

In this section, we analyse the security of the quantum secure aggregation protocol in both the centralized and decentralized architectures (see Sect. [3.1]).

It is shown that the proposed protocol is secure against both external and participant attacks. Note that the server and the participants are assumed to be semi-honest, that is to say, they will follow the steps of the protocol, but may steal other participants’ private inputs based on the information they already have.

3.4.1 Decoy states

Decoy state technology can be used to detect whether the quantum channel has been eavesdropped. The principle is that when qubits of GHZ states are sent through a quantum channel, several decoy qubits, each randomly from \{\( |0\rangle, |1\rangle, |+\rangle, |--\rangle \}\, are randomly inserted among them and sent. After the receiver receives these qubits, it measures the decoy qubits based on the sender’s information about the positions and bases of decoy qubits (transmitted over a classical channel) and returns the result to the sender. The error rate calculated by the sender can determine whether the

\[ \sigma^2 = \sum_{i=0}^{M} C^i_M p^i (1-p)^{M-i} \]  

when \( p = \frac{1}{N} \sum_{i=1}^{N} \theta_i = 0.5 \), the variance of results is \( \sigma^2 = \sum_{i=0}^{M} C^i_M p^i (1-p)^{M-i} \) is max. When \( M \) is larger than 251, \( \sigma^2 \) will be less than \( 10^{-3} \).
The number of replicate measurements needed

The variance of measured model parameters

Figure 4: The relationship between the precision (variance) of measured model parameters and the number of replicate measurements needed (X-axis: the number of replicate measurements needed; Y-axis: the variance of measured measured model parameters).
transmission has been eavesdropped. To obtain information about participants’ private inputs, an external malicious adversary has to perform some operations (including measurements) on the qubits that consist of the GHZ state. But such behaviors may affect the decoy states as the decoy states and the qubits from the GHZ state are indistinguishable, leading to errors when the participants and the server compare the measurement results with the initial decoy states, which indicates that there exist external malicious adversaries.

### 3.4.2 Analysis of external attacks

Let us first show that our protocol can resist external attacks in a centralized architecture. The decoy states \{\ket{0}, \ket{1}, \ket{+}, \ket{-}\} can be utilized during the quantum communication between the server and the participants to detect the eavesdropping in the following way:

i. the server sends the qubit of GHZ state with decoy states to the \(i\)-th participant;

ii. when the \(i\)-th participant receives the qubit of GHZ-state with decoy states, the server tells the \(i\)-th participant the positions of the decoy states and the basis of each decoy state;

iii. the \(i\)-th participant measures the corresponding decoy states with proper bases and shows the results to the server;

iv. the server computes the error rate based on these results to check whether the quantum transmission is secure.

When the encoded qubit of GHZ-state is sent back to the server, this method is also employ to ensure the security of the quantum transmission. This idea comes from the first quantum key distribution protocol by Bennett and Brassard [48] that has been proven to be unconditional secure [49]. Our protocol is thus secure against various external attacks, such as the intercept-resend attack, the measurement-resend attack, and the entanglement-measurement attack. We take the measurement-resend attack as an example. Suppose there are \(d\) decoy states used for eavesdropping detection between one participant and the server. For each decoy state affected by the eavesdropper Eve, Eve is able to escape the detection with probability \(3/4\). \(d\) decoy states get Eve caught with probability \(1 - (3/4)^d\) that will be approaching one when \(d\) is large enough.

Without loss of generality, the external eavesdropper can launch a general attack that can be described as

\[
\begin{align*}
U_E \ket{0,e} &= \ket{0,e_{00}} + \ket{1,e_{01}}, \\
U_E \ket{1,e} &= \ket{0,e_{10}} + \ket{1,e_{11}},
\end{align*}
\]

where \(U_E\) is a unitary operation and \(\ket{e_{ij}}, i, j \in \{0, 1\}\) are ancilla states. We will show that in order to pass the eavesdropping detection, the final state shared by the server and Eve is a product state of the GHZ state and an ancilla state.

As the decoy state are randomly chosen from \{\ket{0}, \ket{1}, \ket{+}, \ket{-}\}, its density operator is \(\frac{1}{2}\) which is the same as the quantum state sent from
the server to a participant. Namely, Eve cannot distinguish these two kinds of states.

On the one hand, if the decoy state is from \( \{|0\rangle, |1\rangle\} \) and Eve escapes the detection, the following equation

\[
|e_{01}\rangle = |e_{10}\rangle = 0,
\]

(7)

should hold, where 0 is a zero vector, due to the equation (6).

On the other hand, if the decoy state is from \( \{|+\rangle, |-\rangle\} \), we have

\[
U_E|+\rangle|e\rangle = U_E\left(\frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)|e\rangle\right)
\]

\[
= \frac{1}{2}\left(|+\rangle(|e_{00}\rangle + |e_{01}\rangle + |e_{10}\rangle + e_{11})\right)
\]

\[
+ |-\rangle(|e_{00}\rangle - |e_{01}\rangle + |e_{10}\rangle - |e_{11}\rangle)
\]

(8)

and

\[
U_E|-\rangle|e\rangle = U_E\left(\frac{1}{\sqrt{2}}(|0\rangle - |1\rangle)|e\rangle\right)
\]

\[
= \frac{1}{2}\left(|+\rangle(|e_{00}\rangle + |e_{01}\rangle - |e_{10}\rangle - |e_{11}\rangle\right)
\]

\[
+ |-\rangle(|e_{00}\rangle - |e_{01}\rangle - |e_{10}\rangle + |e_{11}\rangle).
\]

(9)

In order to pass the eavesdropping detection, we obtain

\[
|e_{00}\rangle - |e_{01}\rangle + |e_{10}\rangle - |e_{11}\rangle = 0,
\]

\[
|e_{00}\rangle + |e_{01}\rangle - |e_{10}\rangle - |e_{11}\rangle = 0,
\]

(10)

where 0 is a zero vector.

Equations (6) and (10) imply

\[
|e_{00}\rangle = |e_{11}\rangle,
\]

\[
|e_{01}\rangle = |e_{10}\rangle = 0.
\]

(11)

That is to say, the ancilla state cannot be entangled with the quantum state sent from the server to the participant. Therefore, Eve obtains nothing about participants’ private inputs.

Note that Trojan horse attacks, such as the delay-photon Trojan horse attack and the invisible photon eavesdropping Trojan horse attack, may exist in our protocol. However, the photon number splitter and the optical wavelength filter devices can be used to detect such attacks. [50,51]

3.4.3 Analysis of participant attacks

Let us now move on to the analysis of the participant attacks. We assume that the server and the participants are semi-honest. They should loyally follow the procedure of the protocol and they cannot collude with each other.

For the attacks from the server, the server may first send a quantum state \( |+\rangle \) to a participant, say \( P_i \), and then \( P_i \) encodes their private input \( \theta_i \) to the \( |+\rangle \), getting the final state \( |\varphi\rangle = RZ(\theta_i)|+\rangle \). When \( P_i \) sends \( |\varphi\rangle \) to the server, the server can easily obtain \( \theta_i \). However, this task cannot be finished as the server is assumed to be semi-honest, and it cannot send fake quantum states.

**No motivation for participants to attack.** For the attacks from dishonest participants, they may try to catch the encoded quantum state
sent from honest participants to the server to obtain information about their private inputs $\theta$. But they will fail because the encoded quantum state is $\frac{1}{2}I$ that contains nothing about $\theta$. Let us give the details. As we can see from the proposed protocol, the original GHZ-state prepared by the server is $|\varphi\rangle = \frac{1}{\sqrt{2}}(|00\ldots0\rangle_{123\ldots N} + |11\ldots1\rangle_{123\ldots N})$. Each qubit from this state becomes $\rho_i = tr_{12}((i-1)(i+1)N(|\varphi\rangle\langle\varphi|)) = \frac{1}{2}I$ $(i = 1, 2, \ldots, N)$. Similarly, the GHZ-state encoded by all participants through $\{\theta_i | i = 1, 2, \ldots, N\}$ reads $|\varphi'\rangle = \frac{1}{\sqrt{2}}(|00\ldots0\rangle_{123\ldots N} + (\sum_{i=1}^{N} \theta_i)|1\ldots1\rangle_{123\ldots N})$. Each qubit from that encoded state turns into $\rho'_i = tr_{12}((i-1)(i+1)N(|\varphi'\rangle\langle\varphi'|)) = \frac{1}{2}I$ $(i = 1, 2, \ldots, N)$. That is to say, each qubit from the encoded GHZ-state reveals nothing about each participant’s private input and the dishonest participants who cannot launch collusion attacks will fail to steal it.

3.4.4 Analysis of security in a decentralized architecture

As seen in the previous analysis, the security of the aggregation protocol in a centralized architecture is guaranteed by the detecting method of decoy states. Decentralized architecture can also be reduced to the scenario that one of the participants plays the role of the main server. Therefore, the security in a decentralized architecture remains the same as that in a centralized one.

3.4.5 Security analysis against server side attacks

A malicious server may distribute fake quantum states instead of GHZ states to participants to steal their private inputs. However, this attack will be detected if all participants cooperate with each other. Specifically, a GHZ state can be rewritten as $\frac{1}{\sqrt{2}}(|00\ldots0\rangle + |11\ldots1\rangle)$ or $\frac{1}{\sqrt{2^n}} \sum |a_1 a_2 \ldots a_n\rangle$, where $a_i \in \{-\}, \{+\}$ and the number of $|\cdot\rangle$ is even. If all participants measure their quits from GHZ in the computational basis, they should get the same results. If all participants measure their qubits from GHZ in the diagonal basis, the numbers of $|\cdot\rangle$ should be even. This fact provides a way to detect whether a genuine GHZ state is distributed among participants.

4 Experiment results

This section illustrates experimental results of applying the proposed QFL framework to a typical machine learning task i.e. image classification using different image datasets. Experimental settings are briefly summarized as follows.

The number of FL participants are set as 3, 5 or 10 in different experiments. The types of local models include the well-known logistic regression (LR) [42], convolution neural network (CNN) [43] as well as Quantum Neural Network (QNN) (see Appendix A). Note that the LR and CNN are typical classical machine learning models which are widely used for a variety of applications. The proposed quantum secure aggregation is applied to different typed of local models. Two different architectures i.e. centralized and decentralized federated learning are adopted to evaluate performances of aggregated global models for image classification tasks.
Both MNIST [52] and CIFAR10 [44] image datasets are used for experiments illustrated below.

4.1 Classical machine learning models

We first experimentally evaluate performances of the aggregated models when participants’ local model are classical machine learning models i.e. LR and CNN. Note that different sizes of the training datasets (in terms of the number of data samples) are assigned to different participants, and this non-IID dataset setting well simulates situations in real life where different organizations, e.g. hospitals or banks, may have drastically different sizes of datasets.

Fig. 5 illustrates model accuracies for image classification evaluated with MNIST and CIFAR10 datasets. First, it was shown that the global model performances are improved, to various extents, as compared to that of participants' local models. In particular, model accuracies increase significantly (e.g. from 65% to almost 90%) for those participants whose local datasets are of limited sizes. It is this type of model performance improvements that motivate participants to participate a federated learning session. Second, it was shown that the number of replicate measurements is 251. This measurement step took up to 0.33 seconds according to eq. 5. Therefore, it is shown that the proposed Quantum Secure Aggregation protocol is efficient in terms of the number of replicate measurements and the time cost needed in measuring global model parameters up to required precision. Third, the QSA protocol also addresses the concern of privacy leakages of training data as demonstrated in Sect. 3.4. The superior performances of the proposed QSA protocol justifies it as a practical solution for federated learning.

4.2 QNN

To explore the performance of QSA and QNN in FL under real scenarios, we conduct numerical experiments simulating real-world situations. We explore the effect of federated learning using QSA and QNN on participants’ local models by changing the way the data is divided.

In Fig. 6, we show the improvement of QNN in federated learning under unequal data size and different distribution of labels. We performed 30 experiments for each condition and plotted curves with confidence intervals. We found that after federated learning, the global model performed better on each of the three parties' respective test sets than the models trained by the three parties individually. In particular, it is most helpful to the participants with a small amount of data, and less helpful to the participants with the largest amount of data. It shows that federated learning is beneficial to the party with less data. In addition, in the case of different distributions of labels, some participants may have inherent defects in the data, resulting in poor performance of the trained model. However, after federated learning, each participant contributes their own unique data, making the global model of federated learning close to the upper limit of accuracy that QNN can achieve.
Figure 5: The figure shows the MNIST dataset and the CIFAR10 dataset, as well as the experimental performance of the LR model and the CNN model in the centralized and decentralized architectures and the corresponding 95% confidence intervals. The blue line in the figure represents the effect of the model trained with only local data on the local test set when participant 1 with the smallest data set (10%) does not participate in federated learning. The orange line represents the performance of the global model on its local test set after participant 1 joins federated learning. It is important to point out that in decentralized federated learning, because the non-IID local data can lead to concept drift of the received model, we choose the best performing model (green line) so far as the global model.

Figure 6: We divide the MNIST dataset into Non-I.I.D datasets with a scale of 1 : 2 : 3, which are used as private data for participants 1, 2, and 3, respectively. Each participant participates in a model aggregation after training a round of QNN locally. It can be found that the global model far outperforms the local model that does not participate in federated learning on the private datasets of each participant. The experimental results show that QSA is also applicable to the QNN model.
5 Discussion

We discuss below a number of open issues concerning the comparison of the proposed QSA with classical secure aggregation methods, the feasibility of practical implementations of the proposed QSA scheme.

Comparison with the classical secure aggregation: security analysis in Sect. 3.4 shown that it is impossible to eavesdrop information transmitted via quantum channels without being noticed and stopped immediately. As compared with two representative classical secure aggregation methods i.e. differential privacy (DP) [3–6, 33] and homomorphic encryption [1, 2, 7], the proposed QSA scheme is advantageous in that the amount of information might be leaked to semi-honest adversaries is virtually zero i.e. achieving perfect secrecy, and there is no need to maintain private keys and distribute public keys as in HE. In terms of efficiency and complexity, the required number of repeated measurements of qubits in QSA be around 251 to maintain an acceptable level of model accuracy and the total complexity increases linearly with this crucial parameter (see Sect. 3.3.1). While for classical encryption, it often requires the key lengths be over a thousand bits and the computational complexity involved increases exponentially with the key length. To this end, we view the QSA scheme a promising alternative to existing secure aggregation approaches provided that enabling techniques of quantum internet become feasible (see Discussion below).

Practical implementations of the QSA scheme: one crucial issue concerning the applicability of the proposed Quantum state-based Secure Aggregation (QSA) is rooted in the feasibility of techniques enabling teleporting entangled states and quantum-gate over long distances, which are adopted, respectively, in the distribution and encoding steps of the QSA scheme (see Sect. 3.3). Such two techniques are also core techniques to realize the long-term vision of quantum internet, which aims to revolutionize the classical internet with the superior computational power of quantum computer and the high security of information transmitted via quantum communication channels [46, 53, 54]. Implementation-wise, it was shown that teleporting entangled states and quantum-gate can be achieved over a distance over 60 meters in everyday environments on ground [46]. Moreover, it is worth mentioning that Pan et. al. [53, 54] has empirically demonstrated that teleporting of entangled states can be achieved over a distance of more than a thousand of kilometers between a ground station and a satellite in space. Bearing in mind the rapid progresses of these required techniques, we are optimistic about the practical implementation of the proposed QSA scheme in a real-life federated learning scenario in near future.

Byzantine robust: in the face of malicious adversaries i.e. Byzantine attackers, who aim to damage global model performances by submitting poor-performed local models, the protection provided by Quantum Secure Aggregation (QSA) is effective against those attacks that are launched on the quantum channels. The security of QSA lies in the fact that such interference misbehaves can be detected by a number of honest parties and immediately stopped (see security analysis in Sect. 3.3). On the other hand, however, in case that a local model is compromised by adversaries in
the classical computing regime, QSA is unable to notice such abnormality and one has to resort to classical Byzantine Resilient methods such as Krum [55] and trimmed mean [56].

6 Conclusion

In this article, we propose a Quantum-entangled state-based Secure Aggregation method (QSA), analyze its security, and build a new federated learning framework (QFL) based on it. Such a QFL framework has demonstrated significant performance boosting capability to different types of machine learning models. Performance improvements are especially pronounced when sizes of local datasets are limited and the Quantum Neural Network is employed. The QFL framework is also secure in protecting private model parameters as well as private data from being disclosed to semi-honest adversaries. Moreover, any misbehaves to eavesdrop private information can be caught immediately and stopped. To this end, we view the proposed QSA protocol an effective and promising security mechanism for federated learning in which the protection of data and model is of paramount importance, and we hope that the present article, in tandem with follow up works, will make impactful contributions to federated learning research.
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Appendices

A Quantum Neural Network (QNN)

The basic concepts of quantum computation have been introduced in Sect. 2. This section will elaborate on the setup of quantum neural network (QNN). The structure of QNN is shown in Fig. 7 which is composed of data embedding, parameterized circuits and measurements. Before discussing these three parts, it’s helpful to summarize the connections between QNNs and artificial neural networks (ANNs):

1. **Data** $x$: The image to be fed into ANNs is represented as a 3-dimensional array of shape (Height, Width, Channel). For example, the MNIST image is of the shape (28, 28, 1). In QNNs, the image is encoded in the state vector $|q_0⟩ ⊗ |q_1⟩ ⊗⋯ ⊗ |q_9⟩$ as shown in the leftmost of the Fig. 7. The detailed encoding strategy will be explained later.

2. **Parameters** $ω$: Most trainable parameters are wrapped in the fully-connected layers and convolutional layers in ANNs. Their counterpart in QNNs are the parameters $ω$ in the parameterized quantum gates, such as $u_3(ω)$ and $cu_3(ω)$ gates shown in the Fig. 7.

3. **Probability prediction**: In ANNs, the outputs after the softmax layer are treated as the probabilities of each label. Similarly, the measurement operations, the rightmost part in the Fig. 7, give the probability distribution over the whole label set and the highest one predicts the label of that input image.

Various encoding strategies exist to map classical data into the quantum system. This work will focus on the amplitude encoding strategy for its efficiency in encoding high dimensional features and simplicity in implementing on the quantum simulator. Since the quantum state vector’s length is required to be of the power of two for a $n$-qubit system in the computational basis, we need “pad” appropriate number of zeros to the end of the classical data. For MNIST data of $28 \times 28 = 784$ dimensional vector and 10-qubit system, extra 240 0s are appended to the original data. Additionally, to satisfy the unit norm requirement of quantum state $|⟨ψ|ψ⟩|^2 = 1$, an extra factor is used to scale the input data. The whole preprocessing to make the initial state vector is formulated as following:

$$|q_0q_1⋯q_9⟩ = \frac{1}{\sqrt{\chi}} \begin{bmatrix} p_1, p_2, p_3, ⋯, p_{784}, 0, ⋯, 0 \\ \end{bmatrix}$$

$$\chi = \sum_{i=1}^{784} p_i^2$$

where $p_i$ is the pixel value ranging from 0 to 255 in row major.

Shallow quantum circuits are not only preferred in experiments due to a limited coherent time, but also preferred in numerical simulations for
Figure 7: Structure of quantum neural network

shorter computation time. To make the circuit as compact as possible while maintaining the fitting ability, “Strongly entangled circuits” [57], composed of repeated $B_1$ and $B_3$ blocks as shown in Fig. 7, are adopted in our QNN structure. In each block $B_r$, all qubits are applied with $u_3$ gates followed by $cu_3$ gates. For those control gates, the $i$-th qubit is selected as the control one and $(i + r) \mod n$ as the target. We choose the blocks $B_r$ with $r = 1$ and $r = 3$, so that all qubits are entangled in each block. To harness the fitting capacity of over parameterization ( [58]), we repeat the blocks for $\#depth$ times. As shown in Fig. 7, each depth of circuit includes 40 parameterized quantum gates ($u_3$ and $cu_3$) and 120 trainable parameters recalling that $\omega_i$ is short for three parameters (see Tab. 2).

Measurement operations are added at the end of the circuit to make predictions. The expectation values of the Pauli operator $\sigma_z$ for all qubits are measured, followed by a softmax function to generate a distribution over 10 classes. Then, the cross entropy loss is calculated using the ground truth label and predicted probability distribution. Various optimization methods can be used to decrease the loss function, we adopt the Adam optimizer [59] with these hyper-parameters: batch size 1024, learning rate $\eta = 0.01$, $\beta_1 = 0.9$, $\beta_2 = 0.999$. 
B Quantum Teleportation

Quantum teleportation \[^{[60]}\] can transmit a qubit in a long distance, which can be used to implement the quantum state transfer step in the QSA protocol proposed in this paper.

- **First**, the server generates a pair of entangled qubits \( |\Phi^+\rangle_{AB} = \frac{1}{\sqrt{2}} (|0\rangle_A \otimes |0\rangle_B + |1\rangle_A \otimes |1\rangle_B) \) and sends qubit B to one of the participant.

- **Second**, the participant receives qubit B. Meanwhile, he has a qubit C (\( |\Psi\rangle_C = \alpha |0\rangle_C + \beta |1\rangle_C \)) that prepared to transmit to the server. Now the system can be written as \( |\Psi\rangle_C \otimes |\Phi^+\rangle_{AB} = \frac{1}{\sqrt{2}} [|\Phi^+\rangle_{CB} \otimes (\alpha |0\rangle_A + \beta |1\rangle_A) + |\Phi^-\rangle_{CB} \otimes (\alpha |0\rangle_A - \beta |1\rangle_A)] \), where the four Bell states are defined as \( |\Phi^+\rangle = \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle), |\Phi^-\rangle = \frac{1}{\sqrt{2}} (|00\rangle - |11\rangle), |\Psi^+\rangle = \frac{1}{\sqrt{2}} (|01\rangle + |10\rangle), |\Psi^-\rangle = \frac{1}{\sqrt{2}} (|01\rangle - |10\rangle) \).

- **Third**, the participant adapts \( CNOT_{CB} \) and \( H \) gate on qubit C to entangle the three qubits. Then measures qubit C, B to get a 2-bit information (one of ‘00’, ‘01’, ‘10’ and ‘11’, means \( |\Phi^+\rangle, |\Psi^+\rangle, |\Phi^-\rangle \) and \( |\Psi^-\rangle \) respectively) and sends the result to the server through classical channel. Note that now the original qubit C is destroyed and the server has received the qubit but has not reverted it to the original qubit C.

- **Fourth**, the server uses the classical message to decode the received qubit from the following strategy: ‘00’ : \( I \) gate (do nothing); ‘01’ : \( X \) gate; ‘10’ : \( Z \) gate; ‘11’ : \( X \) gate and \( Z \) gate. Till now, the server receives the original qubit C.