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Abstract: All measurements are affected by systematic and random deviations. A huge challenge is to correctly consider these effects on the results. Terrestrial laser scanners deliver point clouds that usually precede surface modeling. Therefore, stochastic information of the measured points directly influences the modeled surface quality. The elementary error model (EEM) is one method used to determine error sources impact on variances-covariance matrices (VCM). This approach assumes linear models and normal distributed deviations, despite the non-linear nature of the observations. It has been proven that in 90% of the cases, linearity can be assumed. In previous publications on the topic, EEM results were shown on simulated data sets while focusing on panorama laser scanners. Within this paper an application of the EEM is presented on a real object and a functional model is introduced for hybrid laser scanners. The focus is set on instrumental and atmospheric error sources. A different approach is used to classify the atmospheric parameters as stochastic correlating elementary errors, thus expanding the currently available EEM. Former approaches considered atmospheric parameters functional correlating elementary errors. Results highlight existing spatial correlations for varying scanner positions and different atmospheric conditions at the arch dam Kops in Austria.
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1. Introduction

One of the main tasks in engineering geodesy is deformation and displacement monitoring of structures such as buildings, bridges, towers, dams, tunnels or other infrastructure works (cf. [1,2]). Independent of the measurement method, geodetic sensors are used to gather data either in a continuously manner or within different epochs. In both cases, these prerequisites are essential: a common geodetic reference system for all the epochs, knowledge about the deformation process and a stochastic model that describes the uncertainty of the measurements. Classical geodetic measurement methods like Global Navigation Satellite System (GNSS), total station, leveling, etc. have been used for decades in terrestrial point-wise monitoring and have well established and broadly accepted stochastic models [3]. Although highly reliable, point-wise acquisition methods have their limitations if objects with complex shapes like curved facades, high-rise buildings or arch dams, require deformation monitoring. Here is where area-wise deformation analysis covers the gap by implying measurement methods capable of remotely measuring a large area of the observed object [4]. To gain an impression of recent applications, the reader is referred to [5–7]. One recent method is Terrestrial Laser Scanning (TLS). Terrestrial Laser Scanners (TLSs) are active multi-sensor systems used to measure the three-dimensional geometry of a given surrounding within a certain range (cf. [8,9]). Laser scanners got more precise, compact and affordable in the past 20 years [10], but neither instrument manufacturers nor the scientific communities have reached common ground in what concerns all TLS influencing.
error sources. This is commonly known as the TLS error budget or TLS stochastic model; which is currently still unsatisfactory [11]. Neuner et al. [12] give an overview of the available point cloud modeling methods used in engineering geodesy together with their stochastic models and state that none of them is established. Generally, a stochastic model is a mathematical model that describes real-life phenomena that are characterized by the presence of uncertainty [13]. In any case of direct and indirect measurements [14], the stochastic model can be expressed by a variance-covariance matrix (VCM) [15]. If knowledge about the existing correlations between all observations is missing, the VCM is reduced to a diagonal matrix poorly resembling the complex nature of all the error sources (cf. [11]). This consequently leads to possibly wrong decisions in the TLS deformation analysis [16] or inappropriate estimations of a specific surface. (cf. [7]).

To overcome this issue, the Elementary Error Model (EEM) can be used to define the stochastic model of TLS observations in form of a VCM that considers correlations. Previous work of Kauker and Schwieger [17] sets the foundation of applying the EEM on TLS measurements. To that point, the EEM model was applied on a TLS of panoramic type [9] and the atmospheric elementary errors were considered functional correlating. Continuing this line of work, the current contribution introduces a model for long-range hybrid type TLSs and classifies the atmospheric elementary errors as stochastic correlating for the first time. The latter is possible due to derived correlations between atmospheric parameters in the research area. Results are shown on airdside point clouds of the Kops arch dam in Vorarlberg, Austria.

In the second section of this paper, the EEM theory is reviewed for comprehension. Section 3 describes the application of EEM on a Riegl VZ-2000 hybrid TLS (RIEGL Laser Measurement Systems GmbH, Horn, Austria) together with meteorological elementary errors and their influences on the distance measurements and vertical angles. The study case and outcomes are presented in Sections 4 and 5 concludes this contribution.

2. Elementary Error Model Theory

2.1. General Remarks about Stochastic Models

The purpose of a stochastic model is to describe the statistical properties of variables [18]. There are many possibilities of describing the propagation of uncertainty of these variables. Out of these, some are most commonly used in measurements; these are: Guide to the Expression of Uncertainty in Measurement (GUM) [19], Monte Carlo Method (MCM) [20] and the variance covariance propagation law (cf. [21]). Only the last two will be briefly discussed with regard to the assumed models. On one side, in the MCM \( n \) random variables are numerically processed without having any knowledge about neither the linear/non-linear nature of the random variables nor their statistical distribution. Based on the outcomes, the statistical distribution is derived with corresponding parameters such as expected value, standard deviation, skewness and kurtosis. One disadvantage is that the model is computed \( n \) times, which increases computation time drastically. For more details the reader is referred to [20,22]. On the other side, variance covariance propagation law assumes normal distributed random values and linear or linearized models. Outcomes are likewise normally distributed and the statistical parameters are completely described by the expected value and standard deviation. This is an advantageous method, since the linear or linearized functional model is only computed once [18], therefore reducing computation time. It is also the main reason of adopting it for the EEM of TLS measurements, where the observations number easily reaches a few hundred thousand or a few million. To support this hypothesis, Aichinger and Schwieger [23] proved after using MCM for TLS observations for different scanning configurations that in 90% of the cases, linear models can be assumed with a significance level of \( \alpha = 0.003 \). Therefore, assuming a linear model for TLS observations is acceptable for most cases, even if observations have a non-linear nature. Regarding the numerical estimates introduced later, it is mentioned that no method of estimating the outcome’s precision is currently used. This may be achieved in the future with the help of Variance Component Estimation
(VCE) based on [24,25], or a review of [26]. Our intention is to use sensitivity analysis (cf. [27,28]) and inspect how the input estimates influence the outcomes. All of these aspects will be prospectively presented in a different publication.

2.2. Elementary Error Theory

The general theory of the elementary error model was simultaneously defined by Hagen [29] and Bessel [30]. Later on, the model was elegantly presented by Pelzer [21] and extended by Schwieger [31]. Some of its applications can be found in exemplifying the error impact on several geodetic measurement methods like electronic distance measurement (EDM) instruments [32], GNSS observations [33] or recently TLS measurements [17].

According to the EEM theory, each realization of a measured random quantity differs from its expected value by a random deviation \( \varepsilon \) [31]. It is assumed that \( \varepsilon \) is comprised by the sum of countless, small elementary errors. Their absolute value is supposed to be equal and the probability of a positive and negative sign is likewise presumably equal [29]. The presumption of standard normal distribution of these errors is supported by an infinite number of elementary errors with infinitely small absolute values. Their impact on the observations can be modeled by using error vectors and influencing matrices. These matrices resemble the effect on the covariance matrix of observations. Three types of impacts are considered: non-correlating error vectors \( \delta \), functional correlating error vector \( \xi \) and stochastic correlating error vectors \( \gamma \) [31]. For each error type, corresponding influencing matrices are defined as follows: \( p \) matrices \( D_k \) for non-correlating errors, one matrix \( F \) for functional correlating errors and \( q \) matrices \( G_h \) for stochastic correlating errors. Therefore, the random deviation vector \( \varepsilon \) results as a sum of all elementary errors accordingly:

\[
\varepsilon = \sum_{k=1}^{p} D_k \cdot \delta_k + F \cdot \xi + \sum_{h=1}^{q} G_h \cdot \gamma_h. \tag{1}
\]

These influencing matrices have different structures depending on the elementary errors effects on the observations. Hereby, matrices \( D_k \) and \( G_h \) are symmetrical diagonal matrices because each elementary error of the non-correlating and stochastic correlating group influences exactly one measurement quantity functionally. The matrix \( F \) is fully populated because one functional correlating error may impact several measurement quantities [31]. Defining the functional relationships between observations \( I_1 \ldots I_n \) and the elementary errors \( \delta, \xi \) and \( \gamma \) allows the calculation of the partial derivatives that populate the influencing matrices as follows:

\[
D_k = \begin{bmatrix}
\frac{\partial I_1}{\partial \delta_1} & 0 & \cdots & 0 \\
0 & \frac{\partial I_2}{\partial \delta_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & \frac{\partial I_n}{\partial \delta_n}
\end{bmatrix}, \quad F = \begin{bmatrix}
\frac{\partial I_1}{\partial \xi} & \frac{\partial I_2}{\partial \xi} & \cdots & \frac{\partial I_n}{\partial \xi} \\
\frac{\partial I_1}{\partial \gamma_1} & \frac{\partial I_2}{\partial \gamma_2} & \cdots & \frac{\partial I_n}{\partial \gamma_n}
\end{bmatrix}, \quad G_h = \begin{bmatrix}
\frac{\partial I_1}{\partial \gamma_1} & 0 & \cdots & 0 \\
0 & \frac{\partial I_2}{\partial \gamma_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & \frac{\partial I_n}{\partial \gamma_n}
\end{bmatrix}. \tag{2}
\]

Applying the law of propagation of variance on Equation (1) yields the so called “synthetic covariance matrix” \( \Sigma_H \) which by definition has the following form [33]:

\[
\Sigma_H = \sum_{k=1}^{p} D_k \cdot \Sigma_{\delta\delta,k} \cdot D_k^T + F \cdot \Sigma_{\xi\xi} \cdot F^T + \sum_{h=1}^{q} G_h \cdot \Sigma_{\gamma\gamma,h} \cdot G_h^T, \tag{3}
\]

where each covariance matrix of the elementary errors is defined and structured as shown below. The covariance matrices for non-correlating errors \( \Sigma_{\delta\delta,k} \) and functional correlating errors \( \Sigma_{\xi\xi} \) are diagonal matrices having the elementary error’s variances on the main diagonal. As a result of
the possible covariances of the stochastic correlating errors, the corresponding matrix $\Sigma_{\gamma \gamma, h}$ may be fully populated.

$$
|\Sigma_{66,k} = \begin{bmatrix}
\sigma_{1k}^2 & 0 & \cdots & 0 \\
0 & \sigma_{2k}^2 & 0 & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & \sigma_{nk}^2
\end{bmatrix},

|\Sigma_{\xi \xi} = \begin{bmatrix}
\sigma_{1}^2 & 0 & \cdots & 0 \\
0 & \sigma_{2}^2 & 0 & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & \sigma_{m}^2
\end{bmatrix},

|\Sigma_{\gamma \gamma, h} = \begin{bmatrix}
\sigma_{1h}^2 & \sigma_{12h} & \cdots & \sigma_{1nh} \\
\sigma_{12h} & \sigma_{2h}^2 & \cdots & \sigma_{2nh} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{1nh} & \sigma_{2nh} & \cdots & \sigma_{nh}^2
\end{bmatrix}.
$$

(4)

The challenging part is finding variances for all groups of errors and covariances for stochastic correlating errors. Correlations between the elementary errors are assumed to be zero. The variances may however be extracted from instrument manufactures reports (cf. Section 3.2), empirical values (cf. Section 3.3) or an estimation based on the maximum error impact. In the last case, Pelzer [21] states that if the probability distribution is known, the standard deviation of an elementary error can be estimated with regard to its maximum error. Therefore, if a variable follows a rectangular distribution, the standard deviation is retrieved by multiplying the maximum error with 0.6. In case of a triangular distribution, multiplication is done by 0.4 and for normal distributions by 0.3. In what concerns the stochastic correlating group, values for the correlations must be supported by empirical values or literature. They represent stochastic relations for multi-dimensional normal distributed observations [17]. If the terms of Equation (3) are to be summed up, it can be seen that according to the matrices structures (see Equations (2) and (4)) the individual results are as follows: for non-correlating errors—a diagonal matrix, for functional and stochastic correlating errors—fully populated matrices. Thus, the synthetic variance-covariance matrix $\Sigma_{ll}$ is also fully populated and illustrates the existing observation variances and covariances and indirectly their correlations.

3. Elementary Error Theory for Terrestrial Laser Scanners

3.1. Error Sources in Terrestrial Laser Scanning

In order to apply the EEM on laser scanners, the error sources need to be identified and classified. As any measurement instrument, TLSs are realizations of an idealistic measurement system, therefore affected by physical manufacturing limitations. Even if the instrument itself would be hypothetically flawless, all measurements would be affected by the environment through which the electromagnetic waves are traveling (cf. [34]). Other error sources are related to the measured object properties such as surface material, roughness and color. These play an important role on the distance measurements and strongly depend on the used wavelength [35]. According to other authors (cf. [36]), scanning geometry is also considered an error source. Only instrumental and environmental error sources are treated in this contribution.

For a better understanding of how the TLS observations affect the coordinates (Figure 1), the mathematical relations between range ($R$), horizontal angle ($\lambda$), vertical angle ($\theta$) and Cartesian coordinates ($X, Y, Z$) are described generically as follows:

$$
X = R \sin(\lambda) \cdot \cos(\theta), \quad R = \sqrt{X^2 + Y^2 + Z^2},

Y = R \sin(\lambda) \cdot \sin(\theta), \quad \lambda = \arctan\left(\frac{Y}{X}\right),

Z = R \cdot \cos(\theta), \quad \theta = \arccos\left(\frac{Z}{R}\right).
$$

(5)

3.2. Instrumental Elementary Errors

In comparison to the panorama TLSs architecture, the hybrid scanner architecture is less present in commercially available TLSs. This may be a reason for the reduced amount of scientific publications on calibration models for hybrid scanners. Even though it measures basically the same type of polar coordinates, calibration parameters (CPs) are of a more complex nature (cf. [37]).
example is the rotating polygon mirror used for deflecting the laser beam. On one side, the distance varies at each mirror position and on the other side, the EDM source is usually mounted with an offset from the rotation axis, not to mention that it may be intentionally tilted. Further on, a classification of the instrumental errors is necessary. Firstly, an explanation is given about how the errors are considered and afterwards numerical values are given.

![Example of Riegl Terrestrial Laser Scanner (TLS) and main axes.](image)

To begin with, the non-correlating elementary errors are considered. These are measurement noise for angle and range measurements, which are not directly specified by the manufacturer. For range measurement, there is an entry for accuracy and one for precision. As defined by Rieglo Laser Measurement Systems GmbH (Horn, Austria) [38], precision is the degree to which further measurements show the same result. If the definition of standard deviation is considered, it expresses how widely the random variable is spread out relative to the mean value of the sample [39]. Therefore, the given value for precision will be used as an indicator for instrument internal range noise at all measured ranges (see Table 1). For angle measurements, the data sheet of the instrument offers only “angle resolution” without further details. According to Wunderlich et al. [40], angular resolution can be interpreted as measurement precision (one sigma), therefore the same convention is used (see Table 1). The terms are generally presented in Equation (6) and their values are found in Table 1. Having this, the first term of Equation (2) and the first term of Equation (4) are now defined as follows:

\[
\Sigma_{\delta \delta, k} = \begin{bmatrix} 
\sigma^2_\delta & 0 & 0 \\
0 & \sigma^2_\theta & 0 \\
0 & 0 & \sigma^2_R 
\end{bmatrix}, \quad D = I. \quad (6)
\]

| Type of Error            | Parameter | Standard Deviation |
|--------------------------|-----------|--------------------|
| **Non-correlating errors** | Range noise | \( \sigma_R = 5 \) mm |
|                          | \( \sigma_\lambda = 0.55 \) mgon |
|                          | \( \sigma_\theta = 1.66 \) mgon |
|                          | \( \sigma_0 = 0.34 \) mm |
|                          | \( \sigma_1 = 40 \) ppm |
|                          | \( \sigma_b_4 = 3.18 \) mgon |
|                          | \( \sigma_b_6 = 1.91 \) mgon |
|                          | \( \sigma_c_0 = 1.08 \) mgon |
|                          | \( \sigma_c_1 = 1.85 \) mgon |
|                          | \( \sigma_c_4 = 0.64 \) mgon |

**Table 1**. Classification of instrumental errors and their dimensions.
The influencing matrix \( D \) is the identity matrix, because no transformation from the coordinate space into observation space is needed at this moment. Only after the complete synthetic VCM is computed, a transformation based on Equation (5) is made from observation space to coordinate space.

Regarding the functional model of observations, a model defined by Lichti [41] and Lichti [42], later simplified by Schneider [43] is adopted. The latter applied it on a Riegl LMS-420i and could successfully improve the results after calibration. The simplification is mostly justified by the fact that not all of the CPs can be classified as significant after a calibration. Furthermore, if they are highly correlated they only reduce the validity of the model. Some of them are negligible, some are not determinable or separable, and therefore the used model is restricted to the minimum number of CPs identified as significant [37]. For more details about these parameters, the reader is advised to consult [37,43]. Following [43], the CPs for each observation can be defined as stated:

\[
\begin{align*}
\Delta R &= a_0 + a_1 R + a_2 R^2, \\
\Delta \lambda &= b_1 \sec(\theta) + b_2 \tan(\theta) + b_3 \sin(\lambda) + b_4 \cos(\lambda) + \arcsin\left(\frac{b_5}{R}\right) + b_6 \sin(2\lambda) + b_7 \cos(2\lambda) + b_8 \cos(3\lambda), \\
\Delta \theta &= c_0 + c_1 \sin(\theta) + c_2 \cos(\theta) + \arcsin\left(c_3 + c_4 \cos(3\lambda)\right),
\end{align*}
\]

where \( a_0 \) is the zero point error, \( a_1 \) scale error, \( a_2 \) quadratic scale error, \( b_1 \) collimation axis error, \( b_2 \) horizontal axis error, \( b_3 \) and \( b_4 \) first and second horizontal circle eccentricity, \( b_5 \) eccentricity of the collimation axis with respect to the vertical axis, \( b_6 \) and \( b_7 \) non-orthogonality of the plane containing the horizontal angle encoder and the vertical axis, \( b_8 \) empirical parameter for compensation of remaining systematic effects, \( c_0 \) vertical circle index error, \( c_1 \) and \( c_2 \) first and second vertical circle eccentricity, \( c_3 \) eccentricity of the collimation axis with respect to the trunnion axis, \( c_4 \) empirical parameter to model a sinusoidal errors function of the horizontal direction with period of 120° (cosine term).

Out of all CPs, only some of them have numerical values and were determined as significant after calibration by Schneider [43]. For the EEM, variances of the CPs are introduced in the middle term of Equation (4) and the \( F \) matrix contains the partial derivatives of Equation (7). The values for the variances are presented in Table 1 with adopted dimensions for the Riegl VZ-2000 scanner. Further investigations on the hybrid scanner architecture are in progress based on the foundations set in [44].

3.3. Meteorological Elementary Errors

3.3.1. Influences on the Distance Measurement

Similar to EDM of total stations, distance measurements in TLS, are influenced by air temperature and air pressure; in any case for long distances. Partial water vapor pressure is intentionally neglected due to its small influence. Most TLSs use near-infrared light for measuring distances. As known, the speed of light traveling through the atmosphere’s different layers is diminished in comparison to the speed of light in vacuum. The atmospheric correction increases proportionally with the measured distance [34]. In case of ranges up to 200 m, these corrections may be neglected, but it cannot be neglected for long range scanners (e.g., Riegl VZ-2000) that measures up to 2050 m. According to manufacturer’s specifications, the Riegl scanner has an atmospheric correction model implemented in the instrument, meaning that distances are corrected based on the introduced parameters for temperature, pressure and relative humidity. Information of how this happens can be taken from the RiSCAN Pro software documentation [45] and further inspected in the IAG 1999 resolutions [46]. The authors retain from explaining the whole process of retrieving the influencing coefficients for distance measurement and directly give the formula implemented in the EEM:

\[
\Delta n \cdot 10^{-6} = -0.93 \cdot \Delta t + 0.27 \cdot \Delta p \cdot \Delta R = -R \cdot \Delta n,
\]

where \( \Delta n \) is the the change of the group refractive index of light, \( \Delta t \) is change in temperature (°C) and \( \Delta p \) is change in pressure (hPa). Finally, the change in range \( \Delta R \) is given. Note that these parameters are calculated for a mean atmosphere of 17 °C, 1000 hPa pressure and a wavelength of \( \lambda = 1550 \) nm.
Interpreting this in terms of parts per million (ppm) depending on the two atmospheric parameters in standard conditions, a change in t of 1 °C affects the distance and refractive index by 0.93 ppm, a change in air pressure of 10 hPa yields a −2.7 ppm correction on the distance. For more details about this topic, the reader can consult [47] or [34].

3.3.2. Influences on the Vertical Angle Measurement

In addition to the effects on distance measurements of any electro-optical measurement, atmospheric refraction also influences the vertical angle measurements. This effect causes image scintillation, often obvious in its extreme case when temperature gradients near the ground are high (e.g., in the desert or on a highway in hot summer days). This mostly affects angle measurements and is likewise important in geodesy, receiving much attention in transferring heights by trigonometric leveling. Nevertheless, this effect also occurs in TLS measurements and has been empirically studied by Friedli et al. [48]. The reader is advised to consult this work for understanding how refraction angles can be determined with the aid of reference values from total station measurements.

Figure 2 denotes the effects of atmospheric refraction out of which the refraction angle correction \( \delta/2 \) is of further interest. This angle is given between the expected wave path and apparent line of sight also called tangent to refracted wave path. For more details about how \( \delta/2 \) is deduced, refer to [49]. There are different ways of expressing the refraction angle correction, but only one has been chosen based on its simplicity and implemented in the EEM. The choice is not relevant in case of stochastic modeling. The corrected vertical angle can be therefore computed [49]:

\[
\theta = \theta' + \frac{\delta}{2} = \frac{R}{2E_R}k\cdot\rho,
\]

(9)

where \( \theta \) is the corrected vertical angle, \( \theta' \) the measured vertical angle, \( R \) measured range, \( E_R \) Earth’s middle radius (6381 km), \( k \) refraction coefficient and \( \rho \) conversion constant between angle measurement units (degrees or grads) and radians. The coefficient of refraction \( k \) is usually needed to account for the curved light path from one point to another. It is defined as a ratio between the Earth radius and the radius of the line of sight which is mostly convex [50]. Very often, the Gaussian value of \( k = +0.13 \) is used by default as a setting for total station measurements, hoping that it holds true for most applications [51]. Nevertheless, \( k \) strongly varies throughout the day and is directly dependent on the temperature gradient \( \partial T / \partial Z \) (K/m) (cf. [52]). If the refraction coefficient of a particular point is of interest, the local refraction coefficient \( k_{loc} \) is given as a function dependent on temperature, pressure and the local temperature gradient (cf. [49,52]):

\[
k_{loc} = 503 \cdot \frac{p}{T^2} \left( 0.0343 + \frac{\partial T}{\partial Z} \right), \tag{10}
\]

where \( p \) is pressure (hPa), \( T \) is temperature in (K) and \( \partial T / \partial Z \) (K/m) is the temperature gradient at a certain point. The term \( k_{loc} \) is used instead of an average \( k \) in Equation (9) for further purposes. As noticed in Equation (10), temperature gradient strongly determines the size of the local refraction coefficient; hence, its variation from ground level up to 100 m above the ground, as relevant for the later given examples, will be discussed. This is defined in meteorology or climate research under the name of micro- and local climate [53]. Hirt et al. [54] use the terms higher, intermediate and lower atmosphere to define the variation of the vertical temperature gradient (VTG) within a given range. By higher atmosphere, the layers from 100 m and above the ground surface are addressed. The VTG in this part of the troposphere has values around −0.006 K/m and is fairly independent of the Earth’s surface temperature [54]. The next layer, the intermediate atmosphere between 20–30 m and 100 m is weakly influenced by the ground temperature and has an average value for the VTG of −0.01 K/m. This is where the refraction coefficient has an average value of +0.15 and it is also the layer to which the Gaussian value is most appropriate. Going a level lower, the first layer, considered the lower
atmosphere is where ground temperature reaches its maximum influence on the VTG. Several studies, summarized in [54], showed variations of the refraction coefficient between ~3.5 and 3.5. Noteworthy are the empirical findings of Hennes [55] in which the local refraction coefficient reaches values of ~2.9 (from a VTG of ~0.5 K/m) leading to a concave curvature of the light path, contrasting the common belief about the chord being convex in almost all cases. Nevertheless, a less drastic value of ~0.2 K/m is used in the current study, resembling an average value for this layer.

![Figure 2. The effects of atmospheric refraction (after [3]).](image)

Similar as in Section 3.3.1, the influencing coefficients are determined after computing the partial derivatives of Equations (9) and (10). Therefore, numeric values have been exemplary computed with the same conditions as stated before \((t = 17 \, ^\circ C, p = 1000 \, hPa, \, VTG = -0.01 \, K/m)\) at a distance of 1000 m. The change in the measured vertical angle (in radians) is given by:

\[
\Delta \theta \cdot 10^{-6} = -0.08 \cdot \Delta t + 0.01 \cdot \Delta p + 468.17 \cdot \Delta VTG,
\]

where \(\Delta \theta\) is the change in the measured vertical angle, \(\Delta t\) is change in temperature \((^\circ C)\), \(\Delta p\) is change in pressure \((hPa)\) and \(\Delta VTG\) is the change in vertical temperature gradient. In other words, a change in temperature of 10 \(^\circ C\) affects the vertical angle by \(-0.8 \, \mu rad\) \((-0.05 \, mgon)\), a change in air pressure of 10 hPa affects the vertical angle by \(0.1 \, \mu rad\) \((+0.006 \, mgon)\) and the most significant factor, a change in the VGT of 1 K/m results in a change of the angle with 468.17 \(\mu rad\) \((29.8 \, mgon)\). This is not to be confused with the systematic effect of the refraction angle correction \(\delta/2\). For comprehension, for the above stated conditions and at 1000 m, \(\delta/2\) has a value of 0.7 mgon, which leads to a value of the linear error \(e = 11.4 \, mm\). The intention is not to correct these systematic effects, but to show how varying temperature and pressure influence the error of position.

Although often not considered, air pressure also follows a gradient. This is less variable than the VGT and according to the Deutscher Wetterdienst Lexikon [56], the pressure gradient throughout the mentioned atmospheric layers is \(\partial p/\partial z = -0.125 \, hPa\). This information will also be further used.

All these layer definitions and given values are adopted further in Section 3.4 to derive the necessary variances and covariances needed in the EEM.

3.4. Atmospheric Errors as Stochastic Correlating Errors

In most terrestrial precision measurements, if the atmospheric parameters temperature, pressure and relative humidity are needed, they are measured at the station point and in some cases near the observed object or second station point. For corrections, an averaged value of these parameters is used in most cases. This may hold true for airborne laser scanning, where the average between aircraft and ground temperature is sufficient [57], but in TLS, the situation changes. In addition to
this, it was shown (cf. [48,54]) that even within a short time span, these may present strong variations and there is no straightforward method of correcting the measurement values dependent on these temporal variations. For this reason, modeling the impacts on the observations needs to be done stochastically. To do so, a VCM of the varying terms air temperature ($t$), air pressure ($p$) and VGT ($g$) is needed. The challenge is to fully populate the VCM $\Sigma_{yy,h}$ from Equation (4) so that existing correlations between all elementary errors are known. This will have the general form in case of $t$, $p$ and $g$ (only upper upper diagonal presented) as follows:

$$
\Sigma_{yy,atm} = \begin{bmatrix}
    s_{t1}^2 & s_{t1p1} & s_{t1g1} & s_{t1t2} & s_{t1p2} & \cdots & s_{t1tm} & s_{t1pm} & s_{t1gm} \\
    s_{p1}^2 & s_{p1g1} & s_{p1t2} & s_{p1p2} & \cdots & s_{p1tm} & s_{p1pm} & s_{p1gm} \\
    s_{g1}^2 & s_{g1t2} & s_{g1p2} & \cdots & s_{g1tm} & s_{g1pm} & s_{g1gm} \\
    s_{t2}^2 & s_{t2g1} & s_{t2t2} & s_{t2p2} & \cdots & s_{t2tm} & s_{t2pm} & s_{t2gm} \\
    s_{p2}^2 & s_{p2g1} & s_{p2t2} & \cdots & s_{p2tm} & s_{p2pm} & s_{p2gm} \\
    \vdots & \vdots & \vdots & \cdots & \vdots & \vdots & \vdots & \vdots \\
    s_{tm}^2 & s_{tmgm} & \cdots & s_{tm}^2 & s_{tm} & s_{tmgm} \\
    s_{pm}^2 & s_{pmgm} & \cdots & s_{pm}^2 & s_{pm} & s_{pmgm} \\
    s_{gm}^2 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{bmatrix}
$$

(12)

The main diagonal is not difficult to fill in, according to what will be explained next, but the rest of the elements on all the upper and implicitly lower part of the same matrix are actually the challenge. To overcome this, correlation coefficients between $t$, $p$ and $g$ are computed for the given spatial distribution of all observations. This will be further on explained.

As in any terrestrial electro-optical measurement, in TLS observations light travels from the instrument to the measured object and back. Due to varying atmospheric conditions, it will be perturbed throughout the whole path and in order to evaluate how air temperature, air pressure and VTG vary along the path, pre-knowledge about these parameters (cf. Section 3.3.2) is used in a combined way with spatial information. Suppose a laser scanner is stationed at a certain distance near a tall object and observations are possible from the base to the tip of that object. If a rough digital terrain model (DTM) of the area is available, then the local topography is known, which further allows a classification of the VGT depending on how the topography varies. Simply explained, the limits of the gradient layers can be defined as surfaces with an offset from ground level according to how meteorologists have defined these limits (Figure 3 left). The yellow surface defines the separating layer at about 25 m between the lower and intermediate atmosphere; the red layer is the separation between intermediate and higher atmosphere at about 100 m above the ground. In order to have a better overview of the further steps, a vertical section is selected and exemplified in Figure 3 right.

*Figure 3. (Left) Spatial separation of vertical temperature gradient (VGT) layers; (right) one section of the spatial VGT model.*
It is necessary to roughly know the position of the scanner on the DTM. This is often referred to as georeferencing, but in this case the accuracy of the scanner’s position is not of high importance, therefore an approximation suffices. In most cases, the air temperature and air pressure is measured near the laser scanner, usually at the instrument height. According to the situation depicted above, this is true for temperature and pressure only near the laser scanner, but the interest is in gaining information about the atmospheric parameters along the whole measurement path. Therefore, in the next step the observation lines are reconstructed in relation to the scanner position on the DTM. This directly shows which observation line passes through which atmospheric layer. Only two of them are depicted by the blue lines in Figure 3 right, but the same principle applies for all the rest. Further on, a series of points along these lines are selected; denoted by the yellow and pink circles. Point spacing along the observation line may be done subjectively; but a uniform distribution between scanner and object is suggested for representative results. Each of these points receive values for \( t, p \) and \( g \), determined according to their position in space and in relation to the measured atmospheric parameters at the station point denoted by “TLS” in Figure 3 right. For example, along each line, the correlation matrix \( \Sigma \) is obtained and contains the covariances between pairs of the three parameters. To exemplify this, the general VCM \( \Sigma_{yy, atm} \) for one observation line has the following form:

\[
\Sigma_{yy, atm} = \begin{bmatrix}
    s_t^2 & s_{tp} & s_{tg} \\
    s_{tp} & s_p^2 & s_{pg} \\
    s_{tg} & s_{pg} & s_g^2 \\
\end{bmatrix}.
\]  

(14)

Out of this VCM, a correlation matrix is computed, out of which correlation coefficients are extracted. For example, along each line, the correlation matrix \( R_{atm} \) is obtained and contains the following correlation coefficients \( r_{tp}, r_{tg}, r_{pg} \). This is valid for all lines up to the \( n \)-th observation.

\[
R_{atm} = \frac{1}{\sqrt{\text{diag}(\Sigma_{yy, atm})}} \Sigma_{yy, atm} \frac{1}{\sqrt{\text{diag}(\Sigma_{yy, atm})}} = \begin{bmatrix}
    1 & r_{tp} & r_{tg} \\
    r_{tp} & 1 & r_{pg} \\
    r_{tg} & r_{pg} & 1 \\
\end{bmatrix}.
\]  

(15)

This is valid along observation lines and helps at filling in the block matrices on the main diagonal of VCM from Equation (12) with submatrices like in Equation (14). For all other elements of \( \Sigma_{yy, atm} \) the covariances are computed with the help of the correlation coefficients according to:

\[
s_{ij} = r_{ij}s_i s_j.
\]  

(16)
The values for $s_j$ and $s_i$ are computed along each observation line with the help of Equation (13). Following Equation (15), a set of values for $r_{tp}, r_{tg}, r_{pg}$ is obtained. In addition to these, the correlation coefficients of the same parameters ($t\sim t$, $p\sim p$ and $g\sim g$) between the observation lines have to be determined $r_{tt}, r_{pp}, r_{gg}$ and to accomplish this, VCMs and correlation matrices are computed between each parameter of the observation lines (e.g., $t_{11}$ and $t_{n1}$). This is also the reason why it is relevant to have the yellow and pink points on the same vertical line. In this way values for each of the atmospheric parameters are treated as series of values for the same dimension, in this case vertical direction. A drawback of this proposal is that a number of $n!/(n-3)!$ permutations of correlation coefficients. This means that for e.g., 200 values taken three times ($t, p, g$) one would obtain a number of 7,880,400 correlation coefficients that need to be properly arranged in $\Sigma_{yy, atm}$. This is currently not achievable due to technical reasons for TLS observations where the number of observations easily reaches a few million. Therefore, one generic value is taken for each of the coefficients $r_{tp}, r_{tg}, r_{pg}$ and $r_{tt}, r_{pp}, r_{gg}$. Numeric values are computed between the lowest and highest observation line taken from the vertical section as denoted in Figure 3 right. Finally, the individual values for the covariances are computed based on Equation (16) and then introduced in $\Sigma_{yy, atm}$ like in Equation (12). Returning to the EEM, now that the matrix $\Sigma_{yy, atm}$ is available, the influencing matrix $G_i$ from Equation (2) must be properly filled. The complete matrix is a block matrix that has the partial derivatives of the observations with respect to $t, p$ and $g$, as presented in Equation (17).

$$
G_{atm} = \begin{bmatrix}
G_1 & 0 & \cdots & 0 \\
0 & G_2 & \cdots & 0 \\
\vdots & 0 & \ddots & \vdots \\
0 & \cdots & \cdots & G_n
\end{bmatrix}, \quad G_i = \begin{bmatrix}
\frac{\partial \lambda}{\partial t} & \frac{\partial \lambda}{\partial p} & \frac{\partial \lambda}{\partial g} \\
\frac{\partial \theta}{\partial t} & \frac{\partial \theta}{\partial p} & \frac{\partial \theta}{\partial g} \\
\frac{\partial \gamma}{\partial t} & \frac{\partial \gamma}{\partial p} & \frac{\partial \gamma}{\partial g}
\end{bmatrix},
$$

(17)

where $i = 1 \ldots n$ and $G_1$ to $G_n$ are block matrices that have the partial derivatives as shown above. Effects on the horizontal angles have not been discussed and are not considered in this model. Therefore, the first line of each block $g$ will be filled with 0. The second line includes the coefficients presented in Section 3.3.2 in Equation (11) and this is the only line that has influencing values for all variations in the fully populated VCM (Equation (12)); the last line of $g$ has the influencing values presented in Section 3.3.1, Equation (8) with the last element 0. The numerical values must be computed with regard to given atmospheric conditions and at a given range for each situation. Finally, the last term of the synthetic VCM can be computed and therefore the influences of instrumental and atmospheric parameters can be combined. In the upcoming section, the whole methodology presented until now will be applied for TLS point clouds of an arch dam.

4. Study Case: Arch Dam Kops

The Kops water dam is a storage concrete dam built between 1962 and 1969 in Vorarlberg, Austria. It is considered a hybrid dam made out of a gravity dam and an arch dam with artificial counterfort or abutment. It retains a volume of almost 43 million m$^3$ of water, thus creating the 1 km$^2$ “Kopssee” lake [58]. Only measurements of the downstream (airside) arch dam are considered. For this reason, its dimensions are mentioned to give a general impression. The crown spans over 400 m, its height is 122 m from foundation to crest and has a crest width of 6 m. Between 29 July and 2 August 2019, a first measurement campaign of the Kops dam took place and part of the results from another type of laser scanner are presented by Kerekes and Schwieger [59]. Further on, the EEM is applied on point clouds acquired with the Riegl VZ-2000 from varying positions.

In order to apply the EEM for meteorological elementary errors as described in Section 3.4, a DTM for the area of interest was cordially made available by the “Landesamt für Vermessung und Geoinformation” Land Vorarlberg, Austria. TLS Point clouds were acquired from four different station points. Figure 4 shows the distribution of these on the DTM together with an example of a vertical
section plane out of which temperature and pressure are extracted. Results will be presented for all four station points (S1–S4).

![Figure 4](image-url)

**Figure 4.** TLS station points and vertical section on digital terrain model (DTM) (Source for DTM: LiDAR Data obtained from Land Vorarlberg, Austria—data.vorarlberg.gv.at).

In order to have an overview about the varying scanning configurations and atmospheric conditions, Table 2 summarizes all the relevant parameters.

| Station Point | Shortest Horizontal Distance from Scanner to Dam | Mean Distance to Dam | Weather Conditions |
|---------------|-----------------------------------------------|----------------------|--------------------|
| S1            | 180 [m]                                       | 194 [m]              | $t = 16 \degree C, p = 941$ mbar |
| S2            | 88 [m]                                        | 119 [m]              | $t = 15 \degree C, p = 942$ mbar |
| S3            | 196 [m]                                       | 203 [m]              | $t = 23 \degree C, p = 832$ mbar |
| S4            | 456 [m]                                       | 466 [m]              | $t = 24 \degree C, p = 840$ mbar |

Considering the harsh local topography with steep slopes and vegetation, only the four station points depicted in Figure 4 were measurable within reasonable time, effort and coverages of the dam airside. With exception of S4, all other point clouds cover more than 80% of the airside surface. Weather recordings were made at each station point at the instrument height approx. 2 m above ground height with the Greisinger precision Thermo-, Barometer GTD1100 (Greisinger GmbH, Regenstauf, Germany). According to the technical specifications, air temperature is measured with an accuracy of +/−1% of the reading in the interval −10 °C to +50 °C and air pressure with +/−1.5 hPa in the interval of 750 hPa to 1100 hPa [60]. These accuracies are considered in the process of determining $t$ and $p$. As regards the VGT, an empirical value for the uncertainty can be found in [55] for an Alpine region:

$$\sigma_{VGT} = \sqrt{\frac{1}{12}(VGT_{\text{max}} - VGT_{\text{min}})^2},$$  \hspace{1cm} (18)$$

where a value for $\sigma_{VGT} = 0.25$ K/m in case of the Alpine region in the lower atmosphere is given and $VGT_{\text{max}}$ and $VGT_{\text{min}}$ are the upper and lower numerical recorded values for the VGT [55].

In case of the other two layers, no empirical values for variances have been found to the best of the author’s knowledge. Due to this, values are obtained by multiplying the VGT value with 0.3 following the explanation in Section 2.1; these variations are likewise considered in determining the values for $t$.

For all station points the same methodology is applied, but the vertical section is only visualized in the case of S4 (Figure 5). The authors consider this case the most interesting since the distance to the dam is the longest and observations pass through different atmospheric layers more than once.
Almost half of the observation lines in this profile pass through the lower layer twice, meaning that variances of temperature and VGT affect the lowest points in the point cloud more than the ones obtained from observations that travel through a more stable atmospheric layer. This is confirmed further when analyzing the error of position in the point cloud. To have an overview of all variances and spatial correlation coefficients, Table 3 presents them for all station points.

Table 3. Overview of variances and spatial correlation coefficients for atmospheric elementary errors.

| Station Point | Temperature Variance from Lowest to Highest Line ($\sigma_{t1} \ldots \sigma_{tn}$) | Temperature Variance from Lowest to Highest Line ($\sigma_{g1} \ldots \sigma_{gm}$) | Temperature Variance from Lowest to Highest Line ($\sigma_{p1} \ldots \sigma_{pm}$) | Correlation Coefficients |
|---------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|------------------------|
| S1            | 0.28 ... 2.36 °C                                | 1.55 ... 3.36 hPa                              | 0.25 ... 0.17 K/m                                | $r_{tt}$ $r_{tp}$ $r_{tg}$ $r_{gp}$ $r_{pg}$ |
| S2            | 0.17 ... 1.13 °C                                | 1.53 ... 3.44 hPa                              | 0.24 ... 0.16 K/m                                | 0.27 0.08 0.44 0.19 0.27 0.10 |
| S3            | 1.94 ... 1.78 °C                                | 1.54 ... 3.14 hPa                              | 0.25 ... 0.17 K/m                                | 0.27 0.23 0.33 0.49 0.18 0.56 |
| S4            | 1.88 ... 1.61 °C                                | 4.01 ... 4.78 hPa                              | 0.11 ... 0.03 K/m                                | 0.48 0.80 0.31 0.31 0.63 0.47 |

The last pairs of correlation coefficients $r_{pt}$, $r_{gt}$, $r_{gp}$ are not in the table because they have the same value with $r_{tt}$, $r_{gp}$, $r_{pg}$. Note that these values resemble the spatial correlations only. The subject of temporal correlations will be addressed in a future publication after a second measurement epoch is available. The variances and correlation coefficients from Table 3 are used to finally create a VCM $\Sigma_{yy, atm}$ for the atmospheric elementary errors for each station point. In case of the instrumental errors, all the values are the same as stated in Table 1 since the same instrument was used in all station points.

The EEM is implemented in Matlab—MathWorks and currently limited to handling VCMs having sizes of up to $21,000 \times 21,000$ cells. More details about this can be found in [59]. Before applying the EEM on the point clouds, only points on the dam are selected and a subsampling is done. Consequently, the complete point cloud contains points on the dam aiside with a distance of 1.5 m between them. Additional to this, vertical sections on the dam are analyzed since much attention was accorded to how atmospheric parameters vary along vertical profiles. The point spacing in the section is denser with an average distance of 15 cm between the points. This is done due to technical restriction mentioned above.

Coordinates ($X,Y,Z$) are considered instead of observations ($R, \lambda, \theta$), because the VCM will be used for estimating the geometric primitives of a B-Spline surface in the future [59]. Therefore, the synthetic VCM is computed in observation space and then transformed with the help of equations 5 to coordinate space. Results are presented with regard to the error of position, spatial correlations along a vertical line chosen to be as long as possible along the scan (Figure 6) and contribution of all variances to the error budget in case of a single point.
4.1. Error of Position

The main diagonal of the synthetic VCM in coordinate space contains the variances for each point in the point cloud. The error of position is computed according to:

\[
\sigma_{\delta x_{ij}} = \sigma_{\delta y_{ij}} + \sigma_{\delta z_{ij}}
\]

(19)

Points are visualized with respect to their position in space (local coordinate system) relative to the laser scanner position (0, 0, 0) and the dimension of the error of position is given on a color scale. Figure 6 exemplary shows the results obtained from all four station points, the selected vertical section and a point for which the percentage contribution of the variances is given later on.
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Figure 6. Example of error of position distribution on point clouds, selected vertical sections (red lines) and selected points (red circles). Scanning station points are (a) S1, (b) S2, (c) S3, (d) S4.
4.1. Error of Position

The main diagonal of the synthetic VCM in coordinate space contains the variances for each point in the point cloud. The error of position is computed according to [21]:

\[
\sigma_{xyz,i} = \sqrt{\sigma_{xi}^2 + \sigma_{yi}^2 + \sigma_{zi}^2}.
\] (19)

Points are visualized with respect to their position in space (local coordinate system) relative to the laser scanner position (0, 0, 0) and the dimension of the error of position is given on a color scale. Figure 6 exemplary shows the results obtained from all four station points, the selected vertical section and a point for which the percentage contribution of the variances is given later on.

Here the coverage of the air side can be seen for the first time. As expected from Figure 4, S1 to S3 cover most of the dam’s airside, whilst S4 (Figure 6d) has the smallest coverage due to height difference and vegetation. Outcomes led to average errors of position, as follows: S1 − \(\sigma_{xyz}\) = 15.2 mm, S2 − \(\sigma_{xyz}\) = 9.6 mm, S3 − \(\sigma_{xyz}\) = 16.4 mm and S4 − \(\sigma_{xyz}\) = 36.5 mm. A common color scale was chosen to maintain comparability; this is why the reader is asked to consult the digital version of the paper.

At a first glance, it can be seen in which way the errors of position are distance dependent, with the smallest values for S2 (Figure 6b) which is the nearest point and the biggest value for S4 (Figure 6d) at a distance of 466 m. Both S1 and S3 (Figure 6a,c) present similar results due to the similar measurement configuration. At a closer inspection of the scan from S4, it can be seen how the error of position decreases with height, reaching a minimum at the crest (dark yellow). The lowest part has the highest values for the error of position (bright yellow). This resembles the smaller variation of the VGT (see Table 3) for TLS observations that pass through more stable atmospheric layers.

4.2. Spatial Correlations Along Vertical Sections

Existing correlations can be analyzed after computing a correlation matrix based on the VCM (Equation (15)). Generally, high correlations are an indication for high variances. Previous publications of the EEM for TLS topic (cf. [17]) treated atmospheric elementary errors as functional correlating. In this contribution, atmospheric elementary errors were treated stochastic correlating (cf. Section 3.4) for the first time. This leads to different spatial correlations than have not been discussed before. For this reason, special attention is given to the stochastic correlating errors and presented in parallel with the ones obtained from the complete VCM where instrumental errors also influence the results. For each station point, one vertical section has been selected and spatial correlations are presented between the lowest point of the section and all other. The analysis is made only for the height coordinates Z. Results do not change if observations would be analyzed instead. The reason for choosing only one vertical section is that emphasis is put on how the stochastic correlating errors influence the correlations and height error of position in comparison with the complete VCM of the same station point. These cases are shown in parallel. In the first case, the EEM considers instrumental and atmospheric errors (Figure 6 left side) and in the second only atmospheric errors are considered in the EEM (Figure 6 right side).

Analyzing all correlations when instrumental and atmospheric elementary errors are considered, values are in almost all cases higher than 0.5 (Figure 7a,c,d) and present a linear decrease with increasing height. The same effect is noticed with the standard deviations of the heights that remain at approximately the same level. The exception to this is S2 (Figure 7b) where the correlations decrease with height and standard deviation increases. This is the station point with the smallest distance to the dam; therefore, an explanation for this effect is analyzed in the next section. Correlations in case of the atmospheric errors all show a linear behavior (Figure 7e–h), but at different levels. As maybe presumed, the standard deviations are very small at these distances and given level of variation for the atmospheric parameters, but the most interesting finding is at S4 (Figure 7h) where the decrease in standard deviation of height is obvious, explaining the presumption made in Section 4.1 that the upper observations travel through more stable layers of the atmosphere and are less affected by variations.
This may lead to the thought that scans for e.g., objects over a valley are more reliable than those acquired from parallel to the ground level. This is partly true, since VGT may also be stable for a short period of time at ground level; therefore, this issue strongly depends on the topography and local conditions. If the conditions in Table 2 are reviewed, it can be seen that similar atmospheric conditions do not necessarily lead to a similar level of correlation, for example point clouds from S2 and S4 where acquired under differing conditions, but led to a similar level of correlation for the atmospheric elementary errors.

In all situations, instrumental errors make up the majority of the error budget (Figure 8). The parameters $b_4$—horizontal circle eccentricity, $a_1$—scale error and $c_1$—horizontal circle eccentricity comprise in all cases more than 50% of the error budget. It can also be seen that some instrumental errors are negligible (e.g., $a_0$) since they remain under the 1% quote. In the previous section, the standard deviations for Z are affected by instrumental errors of the vertical angle encoder ($c_0, c_1, c_4$) and vertical angle noise $\sigma_0$. It is also seen how this phenomenon is almost independent of distance and scanning configuration. Just to outline some of the instrumental errors, $\sigma_0$ is always between 9% and 11%, $c_1$ between 9% and 13% and $c_0$ 4% with exception to S4.

Figure 7. Left: spatial correlations, standard deviations (height)—complete synthetic VCM (a) S1, (b) S2, (c) S3, (d) S4; right: spatial correlations, standard deviations (height)—synthetic VCM with atmospheric elementary errors only (e) S1, (f) S2, (g) S3, (h) S4.

4.3. Contribution of the Elementary Errors Variances to the Overall Error Budget

The points depicted in Figure 6 (red circles) are chosen to analyze the contribution of variances to the whole error budget. Note that here, all dimensions ($X$, $Y$, $Z$) are considered and not only Z as in the section before. For the first three station points, they are approximately at the same level. In case of S4, this is not possible since that part of the dam cannot be scanned.

In all situations, instrumental errors make up the majority of the error budget (Figure 8). The parameters $b_4$—horizontal circle eccentricity, $a_1$—scale error and $c_1$—horizontal circle eccentricity comprise in all cases more than 50% of the error budget. It can also be seen that some instrumental errors are negligible (e.g., $a_0$) since they remain under the 1% quote. In the previous section, the standard deviations for Z are affected by instrumental errors of the vertical angle encoder ($c_0, c_1, c_4$) and vertical angle noise $\sigma_0$. It is also seen how this phenomenon is almost independent of distance and scanning configuration. Just to outline some of the instrumental errors, $\sigma_0$ is always between 9% and 11%, $c_1$ between 9% and 13% and $c_0$ 4% with exception to S4.
VCM plays an important role in surface estimations as already shown in [7]. Other possible applications, without the need to compute them each time. This will confirm the EEM advantages when a second measurement epoch is available. It was also shown that some of the instrumental and atmospheric elementary errors can be neglected at the given level of variance, having a contribution of less than 1% to the complete error budget. Within this contribution, the line of previous EEM publications was continued with the introduction of atmospheric elementary errors treated as stochastic correlating errors; a deterministic approach was used to consider the spatial distribution of the atmospheric errors; the functional model was adapted for the instrumental errors of the Riegl VZ-2000 scanner; the atmospheric elementary errors were included in the EEM as stochastic correlating errors; and meteorological error sources.

The EEM is improved by directly introducing the existing spatial correlations into the synthetic VCM, without the need to compute them each time. This will confirm the EEM advantages when a second measurement epoch is available. It was also shown that some of the instrumental and atmospheric elementary errors can be neglected at the given level of variance, having a contribution of less than 1% to the complete error budget. Within this contribution, the line of previous EEM publications was continued with the introduction of atmospheric elementary errors treated as stochastic correlating and the introduction of a functional model for hybrid laser scanners. The newly achieved VCM plays an important role in surface estimations as already shown in [7]. Other possible applications that may benefit from this model can be encountered in landslide, glacier or rock cliff monitoring.

Resuming the newly discussed topics, it can be mentioned that:

- the functional model was adapted for the instrumental errors of the Riegli VZ-2000 scanner;
- a deterministic approach was used to consider the spatial distribution of the atmospheric errors;
- the atmospheric elementary errors were included in the EEM as stochastic correlating errors;

5. Conclusions

Throughout this contribution, a method of defining a stochastic model for TLS observations was presented. At the time being, this model considers instrumental errors of long-range laser scanners and meteorological error sources.

The EEM is improved by directly introducing the existing spatial correlations into the synthetic VCM, without the need to compute them each time. This will confirm the EEM advantages when a second measurement epoch is available. It was also shown that some of the instrumental and atmospheric elementary errors can be neglected at the given level of variance, having a contribution of less than 1% to the complete error budget. Within this contribution, the line of previous EEM publications was continued with the introduction of atmospheric elementary errors treated as stochastic correlating and the introduction of a functional model for hybrid laser scanners. The newly achieved VCM plays an important role in surface estimations as already shown in [7]. Other possible applications that may benefit from this model can be encountered in landslide, glacier or rock cliff monitoring.

Resuming the newly discussed topics, it can be mentioned that:

- the functional model was adapted for the instrumental errors of the Riegli VZ-2000 scanner;
- a deterministic approach was used to consider the spatial distribution of the atmospheric errors;
- the atmospheric elementary errors were included in the EEM as stochastic correlating errors.
the error of position was presented in relation to the scanner position (geometric configuration) and yielded average values between 9 mm and 37 mm for ranges of 88 m to 456 m;
spatial correlations have been analyzed with respect to a vertical section in each case;
the contribution of individual error sources outlined the fact that instrumental errors have the biggest impact on the error of position.

As regards the topics under research, the EEM for TLS measurements is still lacking object related elementary errors. This implies using existing studies for different materials scanned from different positions at different ranges and include these errors into the stochastic correlating group. The authors intend to use intensity values of the reflected laser beam, as introduced by Wujanz et al. [61]. Having done this would make the EEM a powerful tool for generating a TLS stochastic model that considers all important error sources. Another topic under research is the sensitivity analysis of the input parameters. After completing the stochastic model, attention will be accorded to the impact of each individual input parameter on the outcomes. This allows an estimation of the optimal scanning configuration.
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