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Abstract. This paper is concerned with the inverse problem to recover the scalar, complex-valued refractive index of a medium from measurements of scattered time-harmonic electromagnetic waves at a fixed frequency. The main results are two variational source conditions for near and far field data, which imply logarithmic rates of convergence of regularization methods, in particular Tikhonov regularization, as the noise level tends to 0. Moreover, these variational source conditions imply conditional stability estimates which improve and complement known stability estimates in the literature.

1. Introduction. In this paper we study the behavior of time-harmonic electromagnetic waves in an inhomogeneous isotropic medium. The propagation of the time-harmonic electric field \( E \) is described by the equation

\[
- \nabla \times \nabla \times E + \kappa^2 n E = 0
\]

where the wave number \( \kappa \) and the refractive index \( n \) are given by

\[
\kappa := \omega \sqrt{\varepsilon_0 \mu_0}, \quad n(x) := \frac{1}{\varepsilon_0} \left( \varepsilon(x) + i \frac{\sigma(x)}{\omega} \right).
\]

Here \( \varepsilon \) and \( \sigma \) denote the electric permittivity and the conductivity of the medium, respectively, and \( \omega \) denotes the frequency of the time-dependent electric field \( E(x, t) = \Re(\varepsilon_0^{-1/2}E(x) \exp(-i \omega t)) \). Supposing that the inhomogeneity is compactly supported, we can assume w.l.o.g. that \( \text{supp}(n - 1) \subset B(R) := \{ x \in \mathbb{R}^3 : |x| < R \} \) with \( R = \pi \) by possibly rescaling \( x \), and sufficiently smooth a unique solution to \( (1) \) exists under a suitable radiation condition defining the behavior of the field at infinity as will be detailed in Section 2.

Corresponding inverse problems are to probe the medium with incident fields \( E^i \) fulfilling \( (1) \) for \( n \equiv 1 \) and measure the corresponding scattered fields \( E^s = E - E^i \) with the aim of recovering the refractive index, see Section 2 for more details. The inverse problems will be formulated as operator equations of the form

\[
F(n) = y
\]

with a mapping \( F : \text{dom}(F) \subset \mathcal{X} \to \mathcal{Y} \) between Hilbert spaces \( \mathcal{X}, \mathcal{Y} \). Let \( n^\dagger \) denote the exact solution and \( y^\delta \in \mathcal{Y} \) perturbed data satisfying \( \| F(n^\dagger) - y^\delta \|_{\mathcal{Y}} \leq \delta \).
To find a stable approximation to $n^\dagger$ from such data one needs to employ regularization techniques. A prominent example is Tikhonov regularization where the approximation $n_\alpha^\delta$ is defined by

$$n_\alpha^\delta \in \arg\min_{n \in \text{dom}(F) \cap \mathcal{X}} \left[ \frac{1}{\alpha} \| F(n) - y^\delta \|^2_Y + \frac{1}{2} \| n \|^2_X \right].$$

Major issues of regularization theory are the convergence of $\| n^\dagger - n_\alpha^\delta \|_X \to 0$ as $\delta \to 0$ and the rate of this convergence for an appropriate parameter choice rule $\alpha = \alpha(\delta, y^\delta)$. To obtain such rates one needs additional assumptions on the true solution (see [9, Prop 3.11]). Starting with [18] these assumptions are now frequently formulated as variational source conditions

$$\forall n \in \text{dom}(F) \quad \frac{\beta}{2} \| n^\dagger - n \|^2_X \leq \frac{1}{2} \| n \|^2_X - \frac{1}{2} \| n^\dagger \|^2_X + \psi \left( \| F(n) - F(n^\dagger) \|^2_Y \right),$$

where $\beta \in (0,1]$ and $\psi : [0,\infty) \to [0,\infty)$ is an index function, that is $\psi$ is a continuous, monotonically increasing function satisfying $\psi(0) = 0$. We only refer to [11, 26] for overviews.

Variational source conditions have many advantages over classical spectral source condition which we discussed in detail in [19]. Let us mention only two of them here: Firstly, if the index function $\psi$ is concave, it can be shown by a simple argument [13] (see also [30, Thm. 3.3]) that they lead to the convergence rate

$$\forall n_1, n_2 \in \mathcal{K} \quad \frac{\beta}{2} \| n_1^\dagger - n_2 \|^2_X \leq 4\psi(\delta^2),$$

for Tikhonov regularization with an optimal choice of the regularization parameter $\alpha$. Secondly, if a variational source condition with the same function $\psi$ holds for all $n^\dagger \in \mathcal{K}$, where $\mathcal{K}$ is a (usually compact) subset of $\mathcal{X}$, they imply the stability estimate

$$\forall n_1, n_2 \in \mathcal{K} \quad \frac{\beta}{2} \| n_1 - n_2 \|^2_X \leq \psi \left( \| F(n_1) - F(n_2) \|^2_Y \right),$$

while it is not clear whether every stability estimate can be sharpened to a variational source condition.

There are however only few verifications of variational source conditions so far. They can under certain assumptions be derived from spectral source conditions, but then they do not yield any new information. For linear operators $F$ and $F^*$ penalties with respect to certain bases in the range of $F^*$, characterizations of variational source condition have been derived in [2, 3, 12]. Reformulations of [4] have been proven for phase retrieval and an option pricing problem in [18]. Moreover we showed that the acoustic inverse medium scattering problem fulfills such a condition recently [19].

The purpose of this paper is to demonstrate how similar techniques can be applied to the electromagnetic inverse medium scattering problem to derive a variational source condition and hence also a stability estimate via (6). We are considering refractive indices fulfilling

$$n \in \mathcal{D} := \{ n \in C^1(\mathbb{R}^3) : \text{supp}(1 - n) \subset B(\pi), \Re(n) \geq b, \Im(n) \geq 0 \}, \quad b > 0$$

and an additional Sobolev smoothness on the set $C(\pi) = (-\pi, \pi)^3$.

As a first kind of measurement operator consider the near field operator $F_n$ mapping a refractive index to the corresponding Green’s tensor $w_n(x, y)$ measured on $\mathbb{R}^2 \times \mathbb{R}^2$ with the unit sphere $\mathbb{S}^2 := \{ x \in \mathbb{R}^3 : |x| = 1 \}$ and $R > \pi$. 
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Theorem 1.1. Let \( s > m > 7/2 \), \( s \neq 2m + 3/2 \) and \( R > \pi \). Suppose that the true refractive index \( n^t \) satisfies \( n^t \in \mathcal{D} \cap H^s \) with \( \|n^t\|_{H^s} \leq C_s \). Then a variational source condition \( \| \| \) holds true for the operator \( F_n \) with \( \text{dom}(F_n) := \mathcal{D} \cap H^m(C(\pi)) \), \( \mathcal{Y} = (L^2(\mathbb{R}^2 \times \mathbb{R}^2))^{3 \times 3} \), \( \beta = 1/2 \), and \( \psi \) given by

\[
\psi_n(t) := A \left( \ln(3 + t^{-1}) \right)^{-2\nu}, \quad \nu := \min \left\{ \frac{s - m}{m + 5/2}, \frac{s - m}{s - m + 1} \right\},
\]

where the constant \( A > 0 \) depends only on \( m, s, C_s, \kappa, b \) and \( R \).

As in \[19\] the choice of \( \beta \in (0, 1) \) is actually arbitrary, but \( A \) depends on the choice of \( \beta \). For a discussion of the exceptional case \( s = 2m + 3/2 \) see \[19\] Remark 4.4. Using the results leading to (5) and (6) we obtain the following corollary:

Corollary 1.2. Let \( s > m > 7/2 \), \( s \neq 2m + 3/2 \) and \( R > \pi \). Assume that the refractive indices \( n_1^t, n_1, n_2 \) satisfy \( n_1^t, n_1, n_2 \in \mathcal{D} \cap H^s \) with \( \|n_1^t\|_{H^s} \), \( \|n_1\|_{H^s} \), \( \|n_2\|_{H^s} \leq C_s \) for some \( C_s \geq 0 \), then

1. Convergence rate: the error bound

\[
\|n_1^t - n^t\|_{H^m} \leq 4\sqrt{A} \left( \ln(3 + \delta^{-2}) \right)^{-\nu},
\]

in terms of the noise level \( \delta \) with respect to the operator \( F_n \) holds true for the regularization scheme \( \mathcal{C} \) if \( \alpha = (2A^{\frac{\beta \ln(3 + t^{-1}) - 2\nu}{m}} |_{t=4\delta^2})^{-1} \).

2. Stability estimate: one obtains the estimate

\[
\|n_1 - n_2\|_{H^m} \leq 2\sqrt{A} \left( \ln \left( 3 + \|F_n(n_1) - F_n(n_2)\|_{L^2(\mathbb{R}^2 \times \mathbb{R}^2))}^{3 \times 3} \right) \right)^{-\nu}.
\]

As \( R \gg 1 \) in many situations, in scattering theory one often considers the limit \( R \to \infty \) in a sense explained in Section 2. Then incident fields are plane waves instead of point sources, and it is assumed that only the so-called far field patterns of the scattered fields can be measured. In this case we will show essentially the same results, but with slightly smaller exponents:

Theorem 1.3. Under the assumptions of Theorem 1.1 a variational source condition \( \mathcal{C} \) holds true for the operator \( F_1 \) with \( \text{dom}(F_1) := \mathcal{D} \cap H^m(C(\pi)) \), \( \mathcal{Y} = (L^2(\mathbb{S}^2 \times \mathbb{S}^2))^{3 \times 3} \), \( \beta = 1/2 \) with an arbitrary parameter \( 0 < \theta < 1 \) and \( \psi \) given by

\[
\psi_1(t) := B \left( \ln(3 + t^{-1}) \right)^{-2\nu\theta}.
\]

Here \( \nu \) is given as in Theorem 1.1, and the constant \( B > 0 \) depends only on \( m, s, C_s, \kappa, b, \theta, \) and \( R \).

Again one obtains as a corollary results via \( \mathcal{C} \) and \( \mathcal{C} \).

Corollary 1.4. Suppose the assumptions of Corollary 1.2 hold true, then

1. Convergence rate: the error bound

\[
\|n_1^t - n^t\|_{H^m} \leq 4\sqrt{B} \left( \ln(3 + \delta^{-2}) \right)^{-\nu\theta},
\]

in terms of the noise level \( \delta \) with respect to the operator \( F_1 \) holds true for the regularization scheme \( \mathcal{C} \) if \( \alpha = (2B^{\frac{2\ln(3 + t^{-1}) - 2\nu\theta}{m}} |_{t=4\delta^2})^{-1} \).

2. Stability estimate: one obtains the estimate

\[
\|n_1 - n_2\|_{H^m} \leq 2\sqrt{B} \left( \ln \left( 3 + \|F_1(n_1) - F_1(n_2)\|_{L^2(\mathbb{S}^2 \times \mathbb{S}^2))}^{3 \times 3} \right) \right)^{-\nu\theta}.
\]
Compared to our results for the acoustic medium scattering problem [19] we obtain slower rates of convergence. The reason for this will be discussed after Lemma 3.2. However, it can be shown by entropy techniques [8, 23] that the logarithmic rates of convergence are optimal up to the value of the exponent $\nu$.

While we prove the first variational source condition for this problem, stability estimate exists for similar problems. Table 1 gives a short overview over the different results known to the authors. For the problem with measured far field data as described by (10) a stability estimate was proven in [16] under the assumption that $n_j \in \mathbb{C}^{2+\gamma}$ for $\gamma > 0$. The stability estimate is in the $L^\infty$-norm and the obtained exponent of the logarithmic factor is $\nu = 1/15$, but a very strong norm has to be applied in the image space.

Furthermore there are stability estimates using Cauchy data [5, 22]. The Cauchy data in this setup is defined as the set of the tangential parts of the electric and magnetic field on a sphere $R S^2$ for all possible solutions of the time-harmonic Maxwell system in the ball $B(R)$ and the distance between different Cauchy sets is measured by a Hausdorff like distance. The stability estimate in [5] is in the $H^1$ norm and holds also for non constant magnetic permeability $\mu$ but the obtained exponent is unknown and bounded by $1/3$ under similar assumptions as in our case.

The result in [22] holds true only for small conductivities and constant electric permittivity. However it is the first Hölder-logarithmic stability estimate for electromagnetic scattering. This means that the stability estimate depends in an explicit way on the wavelength $\kappa$ and for $\kappa \to \infty$ the logarithmic stability turns into a Hölder stability. The obtained exponent is linearly increasing with the assumed smoothness up to $\nu = 1$.

| data       | Hähner [16] | Caro [5] | Lai et al [22] |
|------------|-------------|----------|-----------------|
| validity   | near/far field | far field | Cauchy          |
|            | local anywhere |            | local around 0  |
| stability of | $\sigma, \epsilon$ | $\sigma, \epsilon$ | $\sigma, \epsilon, \mu$ |
| norm       | $H^m$       | $L^\infty$ | $H^1$           |
| exponent   | $< 1$       | $1/15$    | unknown, $< \frac{1}{7}$, $\leq 1$ |
| special    | strong norm in image space | Hölder-logarithmic |

Table 1. Comparison between different stability estimates.

In the following section we will give a precise formulation of the considered problems. In Section 3 we discuss how to use complex geometrical optics solutions to estimate differences of Fourier coefficients of refractive indices. The proof of Theorem 1.1 is given in Section 4. The connection of near and far field data is discussed in Section 5 which then provides an easy way to prove Theorem 1.3. The construction of the complex geometric optics solution will be detailed in Appendix A.

2. The direct and inverse problems. In this paper we study electromagnetic waves $(\mathcal{E}, \mathcal{H})(x, t)$ in an inhomogeneous isotropic medium. The propagation of the electric field $\mathcal{E}$ and the magnetic field $\mathcal{H}$ is described by Maxwell’s equations

$$\nabla \times \mathcal{E} + \mu \frac{\partial \mathcal{H}}{\partial t} = 0, \quad \nabla \times \mathcal{H} - \epsilon \frac{\partial \mathcal{E}}{\partial t} = J.$$ 

We will assume that the magnetic permeability $\mu = \mu_0$ is constant, which is a good approximation for most materials, while the electric permittivity $\epsilon = \epsilon(x) > 0$ is allowed to vary in space. By Ohm’s law the current density is given by $J(x, t) =
\( \sigma(x) \mathcal{E}(x, t) \) where the conductivity satisfies \( \sigma(x) \geq 0 \). We will consider the case of a compactly supported inhomogeneity, that is \( \epsilon(x) = \epsilon_0 \) and \( \sigma(x) = 0 \) for all \( x \) larger than a certain radius \( R \) and assume without loss of generality that \( R = \pi \).

Supposing a time-harmonic dependence of the electromagnetic wave of the form

\[
\mathcal{E}(x, t) = \Re \left( \frac{1}{\sqrt{\epsilon_0}} E(x) e^{-i\omega t} \right), \quad \mathcal{H}(x, t) = \Re \left( \frac{1}{\sqrt{\mu_0}} H(x) e^{-i\omega t} \right)
\]

with frequency \( \omega > 0 \) the fields \( E \) and \( H \) must satisfy the equations

\[
\begin{align*}
\nabla \times \mathcal{E} - i\kappa \mathcal{H} &= 0 \\
\nabla \times \mathcal{H} + i\kappa \mathcal{E} &= 0
\end{align*}
\]

(8a)

where the wave number \( \kappa \) and the refractive index \( n \) are given as in \([2]\). In the following we will assume that the total field \((E, H)\) is given as the superposition of an incident field \((E^i, H^i)\) that solves the Maxwell equations \((8a)\) for \( n \equiv 1 \) and a scattered field

\[
(E^s, H^s) = (E, H) - (E^i, H^i).
\]

(8b)

To guarantee that the scattered field is unique and models outgoing waves we assume that the Silver-Müller radiation condition

\[
\lim_{|x| \to \infty} (H^s(x) \times x - |x| E^s(x)) = 0
\]

(8c)

is satisfied. One can take the first equation in \((8a)\) as an equation defining \( H \) and thus obtain \(1\).

For a known incident wave \( E^i \) and a known refractive index \( n \) in the admissible set \( \mathcal{D} \) defined in \([7]\) the system \((8)\) has a unique solution \( E \in C^1(\mathbb{R}^3) \). \( E \) is the unique solution of the electromagnetic Lippmann-Schwinger equation

\[
E(x) = E^i(x) - \kappa^2 \int_{B(\pi)} \Phi_{\kappa}(x - y) \left( 1 - n(y) \right) E(y) \, dy
\]

\[
+ \nabla \int_{B(\pi)} \Phi_{\kappa}(x - y) \frac{1}{n(y)} \nabla n(y) \cdot E(y) \, dy,
\]

and \( H = (i\kappa)^{-1} \nabla \times E \) where \( \Phi_{\kappa}(x) = e^{i\kappa |x|} / (4\pi |x|) \) is the fundamental solution to the Helmholtz equation, see \([6]\). The regularity assumptions on \( n \) can be relaxed if those on the regularity of the total field are relaxed.

For our regularization scheme \([3]\) we will choose \( \mathcal{X} = H^m(C(\pi)) \) for \( m > 7/2 \) with the norm

\[
\| f \|_{H^m} = \sum_{\gamma \in \mathbb{Z}^3} (1 + |\gamma|^2)^m \left| \hat{f}(\gamma) \right|^2
\]

(9)

where \( \hat{f}(\gamma) \) are the Fourier coefficients of \( f \) in \( C(\pi) \). Our choice of \( m \) implies that there exists some constant \( L_m \) such that

\[
L_m \| f \|_{H^m(C(\pi))} \geq \| f \|_{C^2(C(\pi))} := \max \sup_{|\alpha| \leq 2} |\partial^\alpha f(x)|,
\]

Our requirements on the smoothness of \( n \) and the additional lower bound \( b \) on the electric permittivity will be needed in our analysis of the problem and are requirements for the construction of our main tool the complex geometric optics solutions, which we will present in detail in the appendix.

The two inverse problems we consider differ in the type of incident fields and the type of measurements of the solution to \((8)\). For the first inverse problem we
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consider incident fields generated by a time harmonic electromagnetic dipole with moment \( a \in \mathbb{R}^3 \) located at \( y \in \mathbb{R}^3 \):

\[
E_{y,a}^i(x) = -\frac{1}{i\varepsilon} \nabla \times \nabla \times a\Phi(x,y), \quad H_{y,a}^i = \nabla \times a\Phi(x,y)
\]

Here \( \Phi(x,y) = \Phi_y(x-y) \). We assume that we can place electric dipoles with moments given by the Cartesian unit vectors \( d_1, d_2 \) and \( d_3 \) at all points \( y \) on a sphere \( S^2 \), \( R > \pi \) and measure the corresponding electric fields on the same sphere. Then due to linearity of \([85]\) we know the total electric field \( E_{y,a}(x) \) on the sphere \( S^2 \) for any incident electric dipole field \( E_{y,a}^i \) with moment \( a \in \mathbb{R}^3 \) and source point \( y \in S^2 \), and the measurements can be arranged in a matrix \( w_n(x, y) \) called the near field scattering data such that

\[
E_{y,a}(x) = w_n(x, y)a.
\]

Obviously, \( w_n \) is the Green’s tensor of the problem. We will further denote by \( w_n^i(x, y) = w_n(x, y) - w_1(x, y) \) the contribution of the scattered field to the matrix, where \( w_1(x, y) \) is the near field corresponding to the homogeneous medium case \( n = 1 \). The problem to reconstruct the refractive index from such measurements can be posed as an operator equation \( F_n(n) = w_n \) where the near field operator is defined as

\[
F_n: \mathcal{D} \cap H^m(C(\pi)) \to (L^2(S^2 \times S^2))^{3 \times 3}, \quad n \mapsto w_n.
\]

To describe the second inverse problem, recall that the Silver-Müller radiation condition \([86]\) implies for the scattered field the asymptotic behavior

\[
E^s(x) = \frac{e^{i\kappa r}}{r} (E^\infty(\hat{x}) + o(1)), \quad r \to \infty
\]

where \( r = |x| \) and \( \hat{x} = x/r \), that is the scattered field behaves like an outgoing spherical wave. The function \( E^\infty \) describing the amplitude of this outgoing wave in the observation direction \( \hat{x} \) is called the far field pattern. As incident waves we consider plane waves of the form

\[
E_{d,p}^i(x) = d \times (p \times d)e^{i\kappa d \cdot x}, \quad H_{d,p}^i(x) = (i\kappa)^{-1} \nabla \times E_{d,p}^i(x), \quad x \in \mathbb{R}^3,
\]

where \( d \in S^2 \) describes the propagation direction and \( p \in \mathbb{C}^3 \) the polarization. For each of these incident waves we denote the far field pattern of the corresponding scattered wave by \( E_{d,p}^\infty \). Since the dependence on the polarization \( p \) is linear, there exists a matrix valued function \( e_n^\infty : S^2 \times S^2 \to \mathbb{C}^{3 \times 3} \) such that

\[
E_{d,p}^\infty(\hat{x}) = e_n^\infty(\hat{x}, d)p.
\]

The operator mapping the refractive index to these measurements,

\[
F_l: \mathcal{D} \cap H^m(C(\pi)) \to (L^2(S^2 \times S^2))^{3 \times 3}, \quad n \mapsto e_n^\infty,
\]

is called the far field operator.

3. **Estimation of low order Fourier coefficients.** A main tool for our proof are complex geometrical optics (CGO) solutions, which are solutions to \([85]\) having exponential growth in one direction. They are important tools in the analysis of scattering and boundary value problems, for example to prove uniqueness \([1, 24, 28]\) or stability estimates \([11, 17, 20, 27]\). Recently we employed them in \([19]\) to prove a variational source condition for acoustic inverse medium scattering problem. Concerning their usage for the electromagnetic case we refer to the constructions for a uniqueness proof in \([17]\) and for a stability proof in \([10]\), which we will mostly
follow. We point out that other constructions exist which can also cover the case of non constant magnetic permeability, see [5, 25]. For further references about these solutions introduced in [10] we recommend the review [29].

Since the time harmonic Maxwell equations are not of Helmholtz type, the construction of CGO solutions is more complicated. Mainly one has to find a transformation of (8a) such that the resulting equations are of Helmholtz type. The corresponding transformation will be discussed in Appendix A and the following result will be derived:

**Theorem 3.1.** Let \( \pi < R, n \in \Omega \cap H^m \) for \( m > 7/2 \) with \( \|n\|_{H^m} \leq C_m, \kappa > 0 \) and \( \zeta, \eta \in \mathbb{C}_3 \) such that \( \zeta \cdot \zeta = \kappa^2, \zeta \cdot \eta = 0 \) and \( |\Im(\zeta)| \geq t_0 \), where

\[
(11) \quad t_0 := 60 \frac{R}{\pi} (1 + \kappa^2) b^{-2} (L_m C_m)^2
\]

with the embedding constant \( L_m \) given in (9). Then there exists a solution to (8a) in the ball \( B(2R) \) of the form

\[
(12) \quad E(x, \zeta, \eta) = e^{i\kappa x} \left[ \eta + f(x, \zeta, \eta) \zeta + V(x, \zeta, \eta) \right], \quad \text{for } x \in B(3R/2)
\]

and \( H = (i\kappa)^{-1} \nabla \times E \) such that

\[
\|f(\cdot, \zeta, \eta)\|_{L^2(B(3R/2))} + \|V(\cdot, \zeta, \eta)\|_{L^2(B(3R/2))} \leq \frac{M_1 |\eta|}{|\Im(\zeta)|},
\]

with a constant \( M_1 \) depending on \( C_m, \kappa, b \) and \( R \).

This result is an analog of [10] Theorem 4, but we have made the dependence of the constant \( t_0 \) on the parameters explicit.

**Lemma 3.2.** Let \( R > \pi, m > 7/2 \) and assume that \( n_1 \) and \( n_2 \) are two refractive indices satisfying \( n_j \in \Omega \cap H^m \) with \( \|n_j\|_{H^m} \leq C_m \) for some \( C_m \geq 0 \). Let \( E_j, H_j \in C^1(B(3R/2)) \cap L^2(B(3R/2)) \) be solutions to (8a) in \( B(3R/2) \) for \( n = n_j \) for \( j = 1, 2 \). Then the estimate

\[
\left| \int_{B(\pi)} (n_1 - n_2) E_1 E_2 \, dx \right| \leq M_2 \| w_1 - w_2 \|_{L^2(\mathbb{R}^2 \times \mathbb{R}^2)^{2\times3}} \| E_1 \|_{L^2(B(3R/2))} \| E_2 \|_{L^2(B(3R/2))}
\]

holds true, where \( w_j \) is the near field scattering data for \( n = n_j \) for \( j = 1, 2 \) and \( M_2 \) depends on \( \kappa, R, b \) and \( C_m \).

**Proof.** The proof follows along the lines of [16] Lemma 5] but other norms are used there therefore we sketch the proof here. For \( j = 1, 2 \) extend \( (E_j, H_j) \) to radiating solutions \( (V_j, W_j) \) fulfilling (8a), with \( (V_j, W_j) = (E_j, H_j) \) and \( \nu \times E_j^- = \nu \times V_j^- \) on \( 3R/2S^2 \), where \( \nu \) denotes the outer normal vector on \( 3R/2S^2 \) and \( E_j^- \) and \( V_j^- \) denote the inner and outer Dirichlet trace on \( 3R/2S^2 \) of \( E_j \) and \( V_j \) respectively. By [16] eq. (12)] the equality

\[
2\kappa^2 \left| \int_{B(\pi)} (n_1 - n_2) E_1 E_2 \, dx \right|
\]

\[
= \int_{\mathbb{R}^2} \left[ \nu \times (W_1^- - W_1^+) \times \nu \right] \left[ N_1 - N_2 \right] \left[ \nu \times (W_2^- - W_2^+) \right] \, ds
\]

holds true with the operator

\[
(N_j a)(x) = 2\nu \times \int_{\mathbb{R}^2} w_j(x, y)a(y) \, dy
\]
for a sufficiently smooth and \( j = 1, 2 \) (see\cite{16} Lemma 3 and 10) for further properties of \( N_j \). Again by\cite{16} eq. (11)] we know there exists a constant \( c \) such that

\[
\| \nu \times (W_j^- - W_j^+) \|_{L^2(\mathbb{R}^2)} \leq c \| E_j \|_{L^2(B(3R/2))}.
\]

Estimating the \( L^2 \)-operator norm of \( N_1 - N_2 \) by the \( L^2 \)-norm of its kernel gives the assertion. \( \square \)

This result can now be used to derive bounds on Fourier coefficients of \( n_1 - n_2 \). Comparing Lemma 3.3 below with\cite{16} Lemma 6, note that our choice of \( t \geq t_0 \) yields a better control of the difference of the Fourier coefficients in \( \varrho \) since in our case the first summand is independent of \( \varrho \) and in the second summand we have a factor of \( \varrho^4 \). Moreover, the additional factor \( \| n_1 - n_2 \|_{H^m} \) will be useful. That our estimate depends on \( \varrho \) is the main difference between this result and the comparable result\cite{16} Lemma 3.3] in the acoustic case. This will also be the major difference in the proof of the variational source condition for the electromagnetic compared to the acoustic case leading to the smaller exponent in the index function.

**Lemma 3.3.** Let \( R > \pi \), \( m > 7/2 \) and \( n_1 \) and \( n_2 \) be two refractive indices such that \( n_j \in \mathcal{D} \cap H^m \) with \( \| n_j \|_{H^m} \leq C_m \) for some \( C_m \geq 0 \) with corresponding near field data \( w_j \) for \( j = 1, 2 \). Let \( t \geq t_0 \) with \( t_0 \) as in (11) and \( 1 \leq \varrho \leq 2\sqrt{\kappa^2 + \ell^2} \). Then there exists a constant \( M_3 \) depending only on \( R, \kappa, b \) and \( C_m \) such that

\[
| (\hat{n}_1 - \hat{n}_2) (\gamma) | \leq M_3 \left( \| w_1 - w_2 \|_{L^2(\mathbb{R}^2 \times \mathbb{R}^2)} e^{3Rt} + \| n_1 - n_2 \|_{H^m} \frac{\varrho}{t} \right)
\]

holds true for all \( \gamma \in \mathbb{Z}^3 \) with \(| \gamma | \leq \varrho \).

**Proof.** Let \( \gamma \in \mathbb{Z}^3 \) with \(| \gamma | \leq \varrho \) be given. If \( \gamma \neq 0 \), choose \( a_1 \) and \( a_2 \) in \( \mathbb{R}^3 \) such that \( \{ \gamma/|\gamma|, a_1, a_2 \} \) form an orthonormal system of \( \mathbb{R}^3 \) and define for \( t \geq t_0 \) the following vectors in \( \mathbb{C}^3 \):

\[
\begin{align*}
\zeta_1 &:= -\frac{1}{2} \gamma + ita_1 + \sqrt{\kappa^2 + t^2 - \frac{|\gamma|^2}{4}} a_2, \quad \eta_1 := \frac{1}{|\gamma|} \gamma - \frac{i |\gamma|}{2t} a_1, \\
\zeta_2 &:= -\frac{1}{2} \gamma - ita_1 - \sqrt{\kappa^2 + t^2 - \frac{|\gamma|^2}{4}} a_2, \quad \eta_2 := \frac{1}{|\gamma|} \gamma + \frac{i |\gamma|}{2t} a_1.
\end{align*}
\]

If \( \gamma = 0 \) let \( \{ a_0, a_1, a_2 \} \) be any orthonormal system of \( \mathbb{R}^3 \) and define for \( t \geq t_0 \) the vectors:

\[
\begin{align*}
\zeta_1 &:= ita_1 + \sqrt{\kappa^2 + t^2} a_2, \quad \eta_1 := a_0 \\
\zeta_2 &:= -ita_1 - \sqrt{\kappa^2 + t^2} a_2, \quad \eta_2 := a_0.
\end{align*}
\]

These vectors satisfy the relations

\[
\zeta_1 \cdot \zeta_2 = \kappa^2, \quad \zeta_1 \cdot \eta_1 = \zeta_2 \cdot \eta_2 = 0, \quad \zeta_1 + \zeta_2 = -\gamma.
\]

Hence by Theorem 3.1 for \( j = 1, 2 \) there exist solutions \( E_j, H_j \) to (8a) in \( B(2R) \) with \( a \) replaced by \( n_j \), which have the form (12) in \( B(3R/2) \) with \( \zeta, \eta \) replaced by
The product of these solutions has the form:

\[
E_1 \cdot E_2 = e^{-i\gamma \cdot x} [\eta_1 + f_1 \zeta_1 + V_1] \cdot [\eta_2 + f_2 \zeta_2 + V_2] 
= e^{-i\gamma \cdot x} \left[ 1 + |\gamma|^2 \frac{\eta_1}{4t^2} - |\gamma| (f_1 + f_2) + \eta_1 \cdot V_2 + \eta_2 \cdot V_1 
+ f_1 f_2 \left( |\gamma|^2 \frac{1}{2} - \kappa^2 \right) + f_1 \zeta_1 \cdot V_2 + f_2 \zeta_2 \cdot V_2 + V_1 \cdot V_2 \right],
\]

By the definition of the Fourier transform together with (14), this implies that

\[
(2\pi)^{3/2} |(\vec{n}_1 - \vec{n}_2)(\gamma)| \leq \left| \int_{B(\pi)} (n_1 - n_2) E_1 E_2 \, dx \right| + \left| \int_{B(\pi)} (n_1 - n_2) \left( \frac{|\gamma|^2}{4t^2} - |\gamma| (f_1 + f_2) + \eta_1 \cdot V_2 + \eta_2 \cdot V_1 \right) \, dx \right|
+ \left| \int_{B(\pi)} (n_1 - n_2) \left( f_1 f_2 \left( |\gamma|^2 \frac{1}{2} - \kappa^2 \right) + f_1 \zeta_1 \cdot V_2 + f_2 \zeta_2 \cdot V_2 + V_1 \cdot V_2 \right) \, dx \right|
\]

To estimate further we need the moduli of the vectors in (13), which are given by

\[
|\zeta_1| = |\zeta_2| = \sqrt{2t^2 + \kappa^2}, \quad |\eta_1| = |\eta_2| = \sqrt{1 + |\gamma|^2/|t|^2}.
\]

Since \( t \geq t_0 \geq \max\{1, \kappa^2\} \) we can estimate that

\[
\frac{\varrho^2}{t^2} \leq \frac{4(t^2 + \kappa^2)}{t^2} \leq 8
\]

and hence \( |\eta_j| \leq 3 \) for \( j = 1, 2 \).

Applying Lemma 3.2 to the first integral of the right hand side of (15), one obtains

\[
\left| \int_{B(\pi)} (n_1 - n_2) E_1 E_2 \, dx \right|
\leq 9M_2 \left\| u_1 - u_2 \right\|_{L^2(R^2 \times R^2)} e^{3Rt} \left( \left\| 1 \right\|_{L^2(B(3R/2))} + 3M_1 \right)^2,
\]

since \( t \geq \max\{1, \kappa^2\} \) implies that

\[
\left\| E_j \right\|_{L^2(B(3R/2))} \leq 3e^{3Rt/2} \left( \left\| 1 \right\|_{L^2(B(3R/2))} + M_1 \frac{|\gamma|}{t} \right)
\leq 3e^{3Rt/2} \left( \left\| 1 \right\|_{L^2(B(3R/2))} + 3M_1 \right), \quad \text{since} \quad \frac{\sqrt{2t^2 + \kappa^2}}{t} \leq 2
\]

for \( j = 1, 2 \).

The second integral of the right hand side of (15) can be estimated by

\[
\left| \int_{B(\pi)} (n_1 - n_2) \left( \frac{|\gamma|^2}{4t^2} - |\gamma| (f_1 + f_2) + \eta_1 \cdot V_2 + \eta_2 \cdot V_1 \right) \, dx \right|
\leq \left\| n_1 - n_2 \right\|_{L^2_{B(\pi)}} \left( \frac{1}{\sqrt[3]{2}} |1|_{L^2(B(\pi))} + \varrho \left( \left\| f_1 \right\|_{L^2(B(R))} + \left\| f_2 \right\|_{L^2(B(R))} \right) \right)
\]
Proof of Theorem 1.1.

Let \( n \in \mathcal{D} \cap H^m \) be given. To be able to apply the previous lemmata we need that \( \|n\|_{H^m} \leq C_m \) for some \( C_m > 0 \). Thus consider the case

\[
\mathbb{R} \left\langle n^+, n^+ - n \right\rangle_X \leq \frac{1 - \beta}{2} \|n - n^+\|_X^2 + \psi \left( \|F(n) - F(n^+\|_Y^2 \right)
\]

(21)

since this form is more convenient for the proof.

Proof of Theorem 1.1. Let \( n \in \mathcal{D} \cap H^m \) be given. To be able to apply the previous lemmata we need that \( \|n\|_{H^m} \leq C_m \) for some \( C_m > 0 \). Thus consider the case
\[ \| n - n^\dagger \|_{H^m} > 4C_s. \] Then by applying Cauchy-Schwarz we obtain
\[ \Re \langle n^\dagger, n^\dagger - n \rangle_{H^m} \leq \| n^\dagger \|_{H^m} \| n^\dagger - n \|_{H^m} \leq \frac{1}{4} \| n - n^\dagger \|_{H^m}^2 \]
which implies (21).

Hence, it remains to treat the case \( \| n \|_{H^m} \leq 5C_s. \) Let us introduce the notation \( \langle \gamma \rangle := 1 + |\gamma|^2 \) for \( \gamma \in \mathbb{Z}^2. \) We choose \( t \geq t_0 \) with \( C_m = 5C_s \) in Lemma 3.3, and \( 1 \leq \varrho \leq 2 \sqrt{\kappa^2 + \tau^2} \) and set \( \delta = \| w_n - w_m \|_{L^2(\mathbb{R}^2 \times \mathbb{R}^2))^{3 \times 3} \) to obtain
\[
\Re \langle n^\dagger, P_\varrho(n^\dagger - n) \rangle_{H^m} = \Re \sum_{\gamma \in \mathbb{Z}^2 \cap B(\varrho)} \langle \gamma \rangle^m \hat{n}\dagger(\gamma) \left( \hat{n}\dagger - \hat{n} \right)(\gamma)
\leq M_3 \left( \delta e^{3\varrho t} + \| n^\dagger - n \|_{H^m} \frac{\varrho}{t} \right) \sum_{\gamma \in \mathbb{Z}^2 \cap B(\varrho)} \langle \gamma \rangle^m \| \hat{n}\dagger(\gamma) \|,
\]
where \( P_\varrho(f) \) is the projection onto the Fourier coefficients of \( f \) with \( |\gamma| \leq \varrho. \) By Lemma 4.3 of [19] there exists a constant \( M_4 \) depending on \( m \) and \( s \) such that the remaining sum on the right hand side of (22) can be bounded by
\[
\sum_{\gamma \in \mathbb{Z}^2 \setminus B(\varrho)} \| \langle \gamma \rangle^m \hat{n}\dagger(\gamma) \|^2 \leq \sqrt{\sum_{\gamma \in \mathbb{Z}^2} \langle \gamma \rangle^s |\hat{n}\dagger(\gamma)|^2} \sqrt{\sum_{\gamma \in \mathbb{Z}^2} \langle \gamma \rangle^{2m-s}} \leq M_4 C_s \varrho^\tau
\]
with \( \tau = \max\{2m + 3/2 - s, 0\} \) for \( s \neq 2m + 3/2. \)

To obtain a bound on the high frequencies we use the higher smoothness of \( n^\dagger \) similar to [17, 19, 21]. Therefore, we first apply Cauchy-Schwarz and then Young’s inequality to obtain
\[
\Re \langle (I - P_\varrho) n^\dagger, n^\dagger - n \rangle_{H^m} \leq \| (I - P_\varrho) n^\dagger \|_{H^m} \| n^\dagger - n \|_{H^m}
\leq 2 \sum_{\gamma \in \mathbb{Z}^2 \setminus B(\varrho)} \langle \gamma \rangle^m |\hat{n}\dagger(\gamma)|^2 + \frac{1}{8} \| n^\dagger - n \|_{H^m}^2.
\]
The smoothness assumption on \( n^\dagger \) now implies that
\[
\sum_{\gamma \in \mathbb{Z}^2 \setminus B(\varrho)} \langle \gamma \rangle^m |\hat{n}\dagger(\gamma)|^2 \leq \frac{1}{(1 + \varrho^2)^{s-m}} \sum_{\gamma \in \mathbb{Z}^2 \setminus B(\varrho)} \langle \gamma \rangle^s |\hat{n}\dagger(\gamma)|^2 \leq \varrho^{2(m-s)} C_s^2.
\]
Combining (22) to (25) we arrive for all \( \varepsilon > 0 \) by Young’s inequality at:
\[
\Re \langle n^\dagger, n^\dagger - n \rangle_{H^m} \leq \frac{1}{8} \| n^\dagger - n \|_{H^m}^2 + 2 \varrho^{2(m-s)} C_s^2
\]
\[ + M_3 M_4 C_s \varrho^\tau \left( \delta e^{3\varrho t} + \| n^\dagger - n \|_{H^m} \frac{\varrho}{t} \right)
\leq \left( \frac{1}{8} + \frac{1}{8} \frac{2^{(1 + \tau + s - m)}}{\varepsilon \tau^2} \right) \| n^\dagger - n \|_{H^m}^2
\]
\[ + 2C_s^2 (1 + \varepsilon M_3^2 M_4^2) \varrho^{2(m-s)} + M_3 M_4 C_s \varrho^\tau \delta e^{3\varrho t}.
\]

Next we choose the free parameters \( \varrho, t \) and \( \varepsilon \) in dependence of \( \delta > 0 \) in such a way that the right hand side of (26) is approximately minimal and the constraints of Lemma 3.3 are satisfied. We choose
\[
\varepsilon = (9R)^2, \quad 9R \varrho = \ln(3 + \delta^{-2}) = \varrho^{1 + \tau + s - m}.
\]
Then the constraint \( \varrho \geq 1 \) is fulfilled. Since \( 1 + \tau + s - m \geq m + 5/2 > 6, \) there exists \( t' \) such that \( 2t \geq (9R)^{1/1+\tau+s-m} \) for all \( t \geq t'. \) Hence by strengthening the constraint on \( t \) to \( t \geq t'_0 := \max\{t_0, t'\} \) the upper bound on \( \varrho \) is satisfied since then
\(2\sqrt{r_0^2 + t^2} > 2t \geq (9Rt)^{1/(1+r+s-m)} = \rho\) (see (20) for the first inequality). However \(t \geq t'\) is only satisfied for \(\delta \leq \delta_{\text{max}}\), where \(\delta_{\text{max}} := (\exp(9Rt_0') - 3)^{-1/2}\) (or \(\delta_{\text{max}} = \infty\) if \(\exp(9Rt_0') \leq 3\), hence the case \(\delta > \delta_{\text{max}}\) has to be handled subsequently. For \(\delta \leq \delta_{\text{max}}\) plugging our choice (27) into (26) yields
\[
\Re \langle n^1, n^1 - n \rangle_{H^m} \leq \frac{1}{4} \|n^1 - n\|^2_{H^m} + 2C_s^2 (1 + (9R)^2 M_3^2 M_4^2) (\ln(3 + \delta^{-2}))^{-2\nu} + M_3 M_4 C_s (\ln(3 + \delta^{-2}))^\lambda \delta(3 + \delta^{-2})^{1/3}
\]
with
\[
\nu := \min \left\{ \frac{s-m}{m+5/2}, \frac{s-m}{s-m+1} \right\}, \quad \lambda = \max \left\{ 0, \frac{2m+3/2-s}{m+5/2} \right\}.
\]
Since the term in the second line tends faster to 0 then the last one in the first for \(\delta \searrow 0\) there exists some constant \(A\) such that for \(\delta \leq \delta_{\text{max}}\)
\[
\Re \langle n^1, n^1 - n \rangle_{H^m} \leq \frac{1}{4} \|n^1 - n\|^2_{H^m} + A (\ln(3 + \delta^{-2}))^{-2\nu}
\]
showing (21) for \(\delta \leq \delta_{\text{max}}\).

If on the other hand \(\delta > \delta_{\text{max}}\) applying again Cauchy-Schwarz and Young’s inequality yields
\[
\Re \langle n^1, n^1 - n \rangle_{H^m} \leq \frac{1}{4} \|n^1 - n\|^2_{H^m} + C_s^2.
\]
Therefore, Theorem 1.1 holds true with \(A = \max\{A, C_s^2(\ln(3 + \delta_{\text{max}}^{-2}))^{2\nu}\}\).

5. From near to far field data. In this section we show that the difference of the near field measurements for two refractive indices can be bounded by a function of their far field measurements. The idea of the proof of Theorem 1.3 is then to insert this bound into the variational source condition for the near field data.

Since both kinds of data are measured on spheres we will express them in terms of a series representation using spherical harmonics. Let \(Y^k_l\) for \(l \in \mathbb{N}_0\) and \(k \in \mathbb{Z}, |k| \leq l\) denote the spherical harmonics and set for convenience
\[
M := \{(l_1, l_2, k_1, k_2) \in \mathbb{N}_0 \times \mathbb{Z} \times \mathbb{N}_0 \times \mathbb{Z}: |k_1| \leq l_1, |k_2| \leq l_2\}.
\]

Then we will define the (matrix valued) Fourier coefficients of the far field by
\[
\alpha(l_1, m_1, l_2, m_2) := \int_{S^2} \int_{S^2} e^{\kappa d} (\tilde{x}, d) Y^k_{l_2}(\tilde{x}) Y^k_{l_1}(\tilde{d}) \tilde{x} \tilde{d} dd, \quad (l_1, m_1, l_2, m_2) \in M.
\]

Denoting by \(h^{(1)}_l\) the spherical Hankel function of first kind of order \(l\) now gives us a series representation for \(w_n^e\) in terms of the Fourier coefficients of the far field. A short introduction on the functions \(Y^k_l\) and \(h^{(1)}_l\) can be found in [6].

Lemma 5.1. Let \(R > \pi\) and \(n \in \mathcal{O} \cap H^m\) for \(m > 7/2\) be a refractive index with \(e_n^\infty\) and \(w_n\) the corresponding far and near field. Denote by \(\alpha(l_1, m_1, l_2, m_2)\) the Fourier coefficients of \(e_n^\infty\). Then the scattered part of the near field data has the representation
\[
w_n^e(x, y) = -\frac{\kappa^4}{4\pi} \sum_{(l_1, k_1, l_2, k_2) \in M} i^{l_1-l_2} \alpha(l_1, k_1, l_2, k_2) h^{(1)}_l(\kappa R) h^{(1)}_l(\kappa R) Y^k_{l_1}(\frac{x}{|x|}) Y^k_{l_2}(\frac{y}{|y|}), \quad |x| > |y| = R.
\]

Furthermore the series converges absolutely and uniformly on compact sets.
Proof. See [16, Lemma 10].

A similar result for the acoustic case has been derived by Stefanov in [27]. In [17] this result was used together with stability estimates for the inverse of compact linear operators under spectral source conditions to estimate the difference of near field data by the difference of far field data. Since the series representation of the near field for the acoustic and the electromagnetic case coincide up to the fact that the electromagnetic Fourier coefficients are matrix valued, one obtains the following lemma along the lines of [17]:

**Lemma 5.2.** Let \( R > \pi, m > 7/2, C_m > 0 \) and \( 0 < \theta < 1 \). Then there exist constants \( \omega, \varrho, \delta_{\text{max}} > 0 \) such that for any two refractive indices \( n_1, n_2 \in \mathcal{D} \cap H^s \) with \( \|n_j\|_{H^s} \leq C_s \) for some \( C_s > 0 \), we have

\[
\|w_2 - w_1\|_{L^2(2R^2 \times 2R^2)^3 \times 3} \leq \varrho^2 \exp \left( -\varrho \frac{\|u_2^\infty - u_1^\infty\|_{L^2(\mathbb{S}^2 \times \mathbb{S}^2)^3 \times 3}}{\omega \varrho} \right) \]

if \( \|u_2^\infty - u_1^\infty\|_{L^2(\mathbb{S}^2 \times \mathbb{S}^2)^3 \times 3} \leq \delta_{\text{max}} \) where \( w_j \) and \( u_j^\infty \) denote near and far field data for \( n_j, j = 1, 2 \).

Having a variational source condition for near field data and a way to bound near field data by far field data, the proof of Theorem 1.3 now proceeds similar to the acoustic case.

**Proof of Theorem 1.3.** The case \( |n_1 - n|_{H^m} > 4C_s \) can be treated as in the proof of Theorem 1.1.

For \( |n|_{H^m} \leq 5C_s \) we can apply Lemma 5.2. Setting

\[
\delta := \|F_t(n^1) - F_t(n)\|_{L^2(\mathbb{S}^2 \times \mathbb{S}^2)^3 \times 3}, \quad \varphi(t) := \varrho^2 \exp(-(-\ln(\sqrt{t}) + \ln(\omega \varrho))^\theta),
\]

it follows from Theorem 1.1 and the monotonicity of \( \psi_n \) that the variational source condition (4) holds true with \( \psi(t) = \psi_n(\varphi(t)) \) if \( \delta \leq \delta_{\text{max}} \). Bounding \( \psi_n(\varphi(t)) \leq A(\ln(t^{-1}) - \delta_{\text{max}}) \) for \( t < 1 \) we obtain

\[
\psi_n(\varphi(t)) \leq A \left( -\left( -\ln(\sqrt{t}) + \ln(\varrho \omega) \right)^\theta - \ln \varrho^2 \right)^{-2\nu} \quad \text{for} \quad \sqrt{t} \leq \min \left\{ \delta_{\text{max}}, \frac{1}{2} \right\}.
\]

Hence, it is easy to see that there are constants \( B > 0 \) and \( \delta_{\text{max}} \in (0, \min(\delta_{\text{max}}, \frac{1}{2}) \) such that

\[
\psi_n(\varphi(t)) \leq B(\ln(3 + t^{-1}))^{-2\nu \theta} \quad \text{for} \quad \sqrt{t} \leq \delta_{\text{max}}.
\]

This shows (4) for \( \delta \leq \delta_{\text{max}} \).

The case \( \delta > \delta_{\text{max}} \) is again treated as in the proof of Theorem 1.1 see [28].

**Appendix A.** Complex geometrical optics solutions for electromagnetic inverse scattering. In the following we sketch the construction of CGO solution for electromagnetic scattering. We will mostly follow the arguments in [16] (a more detailed version by the same author can be found in [15]), which is based on an idea in [7]. However, we will make the lower bound on \( |\Im(\zeta)| \) more explicit which will enable us to derive a better value of the exponent \( \nu \) for fixed values of \( m \) and \( s \), so the limit for \( s \to \infty \) is the same.

In this section we will always assume that \( \pi < R' < R'' \), \( n \in \mathcal{D} \cap H^m \) for \( m > 7/2 \), \( \kappa > 0 \) and \( \zeta, \eta \in \mathbb{C}^3 \) such that \( \zeta \cdot \zeta = \kappa^2 \) and \( \zeta \cdot \eta = 0 \).

Our goal is to construct solutions to the Maxwell equations with an electric field of the form \( E(x) = e^{i\zeta \cdot x}(\eta + r(x, \zeta, \eta)) \) where the term \( r \) decomposes into a
bounded and a decaying part as $|\zeta| \to \infty$. In order to do so one needs to construct an (unphysical) fundamental solution $\Psi_\zeta$ to the Helmholtz equation in a ball around the origin. A construction using periodic spaces was developed in [14] and can also be found in the textbook [6]. One obtains that the corresponding volume integral operator $G_\zeta$ with kernel $e^{-i(x-y)}\Psi_\zeta(x-y)$ fulfills the estimate

$$\|G_\zeta f\|_{L^2(B(R'))} \leq R''/(\pi\Im(\zeta))\|f\|_{L^2(B(R'))}$$

and hence is a contraction for $|\Im(\zeta)|$ large enough.

Similar to the construction of CGO solutions in the acoustic case, one can now use the Lippmann-Schwinger equation where one replaces the usual fundamental solution by the unphysical $\Psi_\zeta$ and uses $\eta e^{i\zeta \cdot x}$ as an incident field to construct a solution to (8a):

**Lemma A.1.** Suppose $|\Im(\zeta)| \geq 2\kappa^2(R''/\pi)|1 - n|_{L^\infty(\mathbb{R}^d)} + 1$. Set $E^i = \eta e^{i\zeta \cdot x}$ and $H^i = (i\kappa)^{-1}\nabla \times E^i$. Let $E \in C(B(R'))$ be a solution to

$$E(x) = E^i(x) - \kappa^2 \int_{B(\pi)} \Psi_\zeta(x-y) (1 - n(y)) E(y) dy$$

\[\quad + \nabla \int_{B(\pi)} \Psi_\zeta(x-y) \frac{1}{n(y)} \nabla n(y) \cdot E(y) dy, \quad x \in B(R').\]

Then $E \in C^2(B(R'))$, and $E$ and $H := (i\kappa)^{-1}\nabla \times E$ satisfy the perturbed Maxwell equation (8a) in $B(R')$.

**Proof.** See [16, Lemma 13].

To show uniqueness and the form $E = e^{i\zeta \cdot (\eta + r)}$ of solutions to (30), one needs a further characterization of these solutions in the form of a Helmholtz type equation. In [9] a matrix-valued function $Q: \mathbb{R}^3 \to \mathbb{C}^{6 \times 6}$ with the same support as $n$ was introduced such that if $(E, H)$ fulfills (8a), then the field $(\hat{E}, \hat{H}) = (n^{1/2}E, H)$ fulfills the Helmholtz equation

$$(\Delta + \kappa^2) \left( \begin{array}{c} \hat{E} \\ \hat{H} \end{array} \right) = Q \left( \begin{array}{c} \hat{E} \\ \hat{H} \end{array} \right)$$

where $Q(x) = Q(x) \left( \begin{array}{c} A(x) \\ B(x) \end{array} \right)$

for $x \in \mathbb{R}^3$. The matrix $Q$ is defined such that

$$Q(x) = \left( \begin{array}{cc} \kappa^2(1-n)A - i\kappa n^{-1/2}\nabla n \times B - (A \cdot \nabla) \left( \frac{1}{n} \nabla n \right) + (n^{-1/2}\Delta n^{1/2})A \\ \kappa^2(1-n)B + i\kappa n^{-1/2}\nabla n \times A \end{array} \right)$$

or more explicitly

$$Q = \kappa^2(1-n)1_6 + \frac{i\kappa}{\sqrt{n}} \left( \begin{array}{ccc} 0_3 & -\nabla n \times & 0_3 \\ -\nabla n \times & 0_3 & 0_3 \\ -\nabla n \times & 0_3 & 0_3 \end{array} \right)$$

where $1_k$ and $0_k$ denote the $k \times k$ unit and zero matrix respectively, $D(V)$ the Jacobian of a vector field $V$, and

$$(\nabla n \times) = \left( \begin{array}{ccc} \frac{\partial n}{\partial \sigma} & -\frac{\partial n}{\partial \eta} & \frac{\partial n}{\partial \zeta} \\ \frac{\partial n}{\partial \sigma} & 0 & -\frac{\partial n}{\partial \zeta} \\ -\frac{\partial n}{\partial \eta} & \frac{\partial n}{\partial \sigma} & 0 \end{array} \right).$$

**Lemma A.2.** Let $n \in \mathfrak{D} \cap H^m$ with $m > 7/2$ and $\|n\|_{H^m} \leq C_m$, and let $L_m$ be given by [9]. Then

$$\|Q(x)\|_2 \leq 15(1 + \kappa^2)b^{-2}(L_mC_m)^2$$

for all $x \in B(\pi)$. 
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Proof. Estimating summand by summand, bounding the $\| \cdot \|_2$ norm of non-diagonal matrices by the Frobenius norm, and using $n^{-1/2} \Delta n^{1/2} = \frac{1}{2} n^{-1} \Delta n - \frac{1}{2} n^{-2} |\nabla n|^2$ we obtain
\[
\|Q(x)\|_2 \leq \kappa^2 (1 + L_m C_m) + 2\kappa \sqrt{3} b^{-1/2} (L_m C_m) \\
+ 3 \left( b^{-2} (L_m C_m)^2 + b^{-1} (L_m C_m) \right) \\
+ \frac{1}{4} b^{-2} (L_m C_m)^2 + \frac{1}{2} b^{-1} (L_m C_m) \\
\leq (4\sqrt{3} + 6 + \frac{3}{4}) (1 + \kappa^2) b^{-2} (L_m C_m)^2 \\
\leq 15 (1 + \kappa^2) b^{-2} (L_m C_m)^2
\]
where we have used that $L_m C_m \geq 1$ and $1/b \geq 1$ due to $n(x) = 1$ for $|x| \geq \pi$. $\square$

Lemma A.3. Let the assumptions of Lemma A.1 be fulfilled and let $E$ be the solution to (30). Define $E'(x) = e^{-i\kappa^2 x n^{1/2}(x)} (E - E^j)(x)$ and $H'(x) = e^{-i\kappa^2 (H - H^j)(x)}$ for $x \in B(R')$. Then
\[
\left( \begin{array}{c} E' \\ H' \end{array} \right) + G_\zeta \left( \begin{array}{c} E' \\ H' \end{array} \right) = \left( \begin{array}{c} F_1(\cdot, \zeta, \eta) \\ F_2(\cdot, \zeta, \eta) \end{array} \right)
\]
where
\[
\left( \begin{array}{c} F_1(\cdot, \zeta, \eta) \\ F_2(\cdot, \zeta, \eta) \end{array} \right) := -G_\zeta \left( \begin{array}{c} (-in^{-1/2} \zeta \cdot \nabla n - \Delta n^{1/2}) \eta \\ 0 \end{array} \right) - G_\zeta \left( \kappa^{-1} \xi \times \eta \right).
\]
Proof. See [16, Lemma 14]. $\square$

There is only a sketch of the main theorem of existence of CGO solutions in [16] and also the dependence of the constants $t_0$ and $M_1$ appearing below on the other constants is not specified. This has been done more explicitly in [15]. For convenience we include the proof here.

Proposition A.4. Suppose that $n \in \mathcal{D} \cap H^m$ with $\|n\|_{H^m} \leq C_m$ and
\[
\|3(\zeta)\| \geq \max \left\{ \frac{2 R''}{\pi} \max_{x \in B(\pi)} \|Q(x)\|_2, 2\kappa^2 \frac{R''}{\pi} \|1 - n\|_{L^\infty(B^j)} + 1 \right\}.
\]
Then both the equations (30) and (31) have unique solutions. Moreover,
\[
\left\| \left( \begin{array}{c} E' \\ H' \end{array} \right) \right\|_{L^2(B(R')^j)} \leq 2 \left\| \left( \begin{array}{c} F_1(\cdot, \zeta, \eta) \\ F_2(\cdot, \zeta, \eta) \end{array} \right) \right\|_{L^2(B(R')^j)}.
\]
Proof. If $\zeta$ satisfies (52), it follows from (29) that
\[
\left\| G_\zeta Q \left( \begin{array}{c} E' \\ H' \end{array} \right) \right\|_{L^2(B(R')^j)} \leq \frac{R'' \sup_x \|Q(x)\|_2}{\pi |3(\zeta)|} \left\| \left( \begin{array}{c} E' \\ H' \end{array} \right) \right\|_{L^2(B(R')^j)} \leq \frac{1}{2} \left\| \left( \begin{array}{c} E' \\ H' \end{array} \right) \right\|_{L^2(B(R')^j)}
\]
for all $(E', H') \in L^2(B(R')^j)$. Hence $\|G_\zeta Q\| \leq 1/2$, and by the Neumann series eq. (31) has a unique solution for all right hand sides. Moreover, $\|(I + G_\zeta Q)^{-1}\| \leq 2$, which implies the bound (33).

Since by Lemma A.3 for every solution $E$ to the homogeneous equation (30) the function $(e^{-i\kappa^2 x n^{1/2} E}, e^{-i\kappa^2 (i\kappa)^{-1} \nabla \times E})$ yields a solution to the homogeneous equation (31), the solution to (30) is unique. Since the integral operator in (30) is compact, existence of solutions to (30) now follows from Riesz-Fredholm theory. $\square$
From Proposition A.1 it is not yet clear how large we have to choose $\Im(\zeta)$ in terms of our set of parameters $C_m, b, \kappa$ and $R$. We will show that the explicit condition $|\zeta|^2 = |\Re(\zeta)|^2 + |\Im(\zeta)|^2 = 2|\Im(\zeta)|^2 + \kappa^2$, we can bound $|\zeta|$ in terms of $|\Im(\zeta)|$, and we obtain using the definition of $(F_1(\cdot, \zeta, \eta), F_2(\cdot, \zeta, \eta))$, and (29) that there exists a constant $\tilde{M}$ depending on $C_m, b, \kappa$ and $R''$ such that

$$\left\| \begin{pmatrix} F_1(\cdot, \zeta, \eta) \\ F_2(\cdot, \zeta, \eta) \end{pmatrix} \right\|_{L^2(B(R'))} \leq \tilde{M} |\eta|.$$  

Therefore, $|||E', H'|||_{L^2(B(R'))} \leq 2\tilde{M} |\eta|$ by (33). Writing down the equation for $E'$ explicitly one obtains

$$E' = -G_\zeta \left( -in^{-1/2} (\zeta \cdot \nabla n \eta + \nabla n \times (\zeta \times \eta) \right)$$

$$- G_\zeta \left( \kappa^2 (1 - n)\tilde{E}' - i\kappa n^{-1/2} \nabla n \times H' - (\tilde{E}' \cdot \nabla) \frac{1}{n} \nabla n \right)$$

$$+ (n^{-1/2} \Delta n^{1/2}) \tilde{E}' - \Delta n^{1/2} \eta,$$

where $\tilde{E}' = E' + n^{1/2} \eta$. Using the vector identity $a \times (b \times c) = b(a \cdot c) - c(a \cdot b)$ in the first line one obtains

$$E' = G_\zeta \left( in^{-1/2} \nabla n \cdot \eta \right) \zeta + V'(\cdot, \zeta, \eta)$$

with $V'$ denoting the second summand of the previous equation. Since $E' = e^{-i\zeta \cdot x} n^{1/2}(E - E^3)$ this shows that $E$ has the claimed form with

$$f(\cdot, \zeta, \eta) := n^{-1/2} G_\zeta \left( in^{-1/2} \nabla n \cdot \eta \right), \quad V(\cdot, \zeta, \eta) := n^{-1/2} V'(\cdot, \zeta, \eta),$$

and the desired estimate follows from the bound (29).
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