VARATIONAL ANALYSIS OF A TWO-DIMENSIONAL FRUSTRATED SPIN SYSTEM: EMERGENCE AND RIGIDITY OF CHIRALITY TRANSITIONS

MARCO CICALESE, MARWIN FORSTER, AND GIANLUCA ORLANDO

Abstract. We study the discrete-to-continuum variational limit of the $J_1-J_3$ spin model on the square lattice in the vicinity of the helimagnet/ferromagnet transition point as the lattice spacing vanishes. Carrying out the $\Gamma$-convergence analysis of proper scalings of the energy, we prove the emergence and characterize the geometric rigidity of the chirality phase transitions.

Keywords: $\Gamma$-convergence, Frustrated lattice systems, Chirality transitions.

Mathematics Subject Classification: 49J45, 49M25, 82A57, 82B20.

Contents

1. Introduction 1
2. The model and main result 7
3. Preliminary results on $BV$ gradients 9
4. Proof of compactness and of the liminf inequality 13
5. Proof of the limsup inequality 28
6. Appendix 36
References 37

1. INTRODUCTION

Complex geometric structures may arise in two-dimensional magnetic compounds as a result of interactions of exchange or of anisotropic nature. Their emergence has attracted the attention of the statistical mechanics community and has been the object of many studies in the late years (see [23] and the references therein for some recent overviews on this topic). The modelling and the study of appropriate lattice energies that can be characterized in terms of a minimal number of parameters and whose ground states display such interesting structures is strictly related to the so-called frustration mechanisms. The latter refers to the presence of conflicting interatomic forces in the model that result, for instance, from the competition of short-range ferromagnetic (F) and antiferromagnetic (AF) interactions as in the model we are going to consider here. This is known as the $J_1-J_3$ F-AF classical spin model on the square lattice (see [37]). To each configuration of two-dimensional unitary spins on the square lattice, namely $u: \mathbb{Z}^2 \to \mathbb{S}^1$, we associate the energy

$$E(u) := -J_1 \sum_{|\sigma - \sigma'|=1} u^\sigma \cdot u'^\sigma + J_3 \sum_{|\sigma - \sigma''|=2} u^\sigma \cdot u''^\sigma,$$

where $J_1$ and $J_3$ are positive constants (the interaction parameters of the model) and for every lattice point $\sigma \in \mathbb{Z}^2$ we denote by $u^\sigma$ the value of the spin variable $u$ at $\sigma$. The first term in the energy is ferromagnetic as it favors aligned nearest-neighbor spins, whereas the second one is antiferromagnetic as it favors antipodal third-neighbor spins. In the case where $J_3 = 0$ the energy describes the so-called $XY$ model, whose variational analysis has been carried out in [2, 9, 18] also in connection with the theory of dislocations [4, 5, 6]. When $J_3 > 0$, the ferromagnetic and the antiferromagnetic terms in $E$ compete. For an
appropriate choice of the interaction parameters, the competition gives rise to frustration and to ground states that can present the complex structures mentioned above, here in the form of helices of possibly different chiralities (for recent experimental evidences see \cite{33,10}).

To study the behavior of the energy \( E \) as the number of particles diverges, we follow the scheme below. We fix a bounded open set \( \Omega \subset \mathbb{R}^2 \) and we scale the lattice spacing by a small parameter \( \lambda_n > 0 \). Given \( u : \lambda_n \mathbb{Z}^2 \cap \Omega \to \mathbb{S}^1 \) and denoting the components of \( \sigma \) by \((i,j)\in \mathbb{Z}\times\mathbb{Z}\) and by \( u^{i,j} \) the value of \( u \) at \((\lambda_n i,\lambda_n j)\), the study of the energy per particle in \( \Omega \) can be reduced to considering the energy

\[
E_n(u;\Omega) := -\alpha \sum_{(i,j)} \lambda_n^2 (u^{i+1,j} \cdot u^{i+1,j} + u^{i,j} \cdot u^{i+1,j+1}) + \sum_{(i,j)} \lambda_n^2 (u^{i,j} \cdot u^{i+2,j} + u^{i,j} \cdot u^{i+1,j+2}),
\]

where \( \alpha = J_1 / J_2 \) and the sums are taken over all \((i,j)\in \mathbb{Z}^2\) such that the evaluations of \( u \) above are defined. In this paper we are interested in the case \( \alpha = \alpha_n = 4(1 - \delta_n) \to 4 \), that is when the system is close to the so-called ferromagnet/helimagnet transition point [24].

For spin chains, the variational analysis as \( \lambda_n \to 0 \) of the one-dimensional version \( E_{n}^{1d} \) of \( E_n \) in this regime has been carried out in [19] (see also [39] for the analysis in other regimes of \( \alpha \)). Even though our analysis relies on the one-dimensional result in [19], it cannot be simply reduced to it and it presents additional difficulties peculiar of the higher-dimensional setting. In order to better describe them and summarize the content of this paper, we first recall some relevant results in the one-dimensional case.

The starting point of the analysis in [19] is the characterization the ground states of the physical system. These are referred to as helical spin chains: each spin is indeed rotated with respect to its left neighbor by the same angle given by either \( \arccos(1 - \delta_n) \) or \( -\arccos(1 - \delta_n) \). The two possible choices for the angle correspond to either counterclockwise or clockwise spin rotations, defining in this way a positive or a negative chirality of the spin chain, respectively. The description of the discrete-to-continuum limit as \( \lambda_n, \delta_n \to 0 \) of \( E_{n}^{1d} \) in terms of the spin variable \( u \) results to provide poor information on the system, as the minimal energy can be attained also by fine mixtures of the spin field. Indeed, by [19, Proposition 4.1], sequences of spin fields with equibounded energy are compact only with respect to the weak* topology of \( L^\infty \) and the \( \Gamma \)-limit turns out to be constant on every field with values in the unit ball (cf. [3] for homogenization results for a general class of spin systems). In particular, the limit does not detect any kind of chirality transitions.

With the purpose of describing chirality transitions, one needs to carry out a finer analysis in the spirit of the development by \( \Gamma \)-convergence introduced in [10]. One defines a new functional \( H_n^{1d} \) by properly scaling the energy \( E_n^{1d} \) referred to its minimum. In [19] it has been shown that the relevant functional that captures chirality transitions is \( H_n^{1d} := 1 / \sqrt{2 \lambda_n \delta_n} (E_n^{1d} - \min E_n^{1d}) \). The \( \Gamma \)-convergence analysis of \( H_n^{1d} \) is carried out with respect to the \( L^1 \)-convergence of the order parameter \( w^i := \sqrt{2 \lambda_n \delta_n} \sin(\frac{1}{2} \theta^i) \), where \( \theta^i \) is the oriented angle between the two adjacent spins at positions \( \lambda_n i \) and \( \lambda_n (i+1) \), namely \( w^i \) and \( w^{i+1} \). One can interpret \( w \) as a chirality order parameter. Indeed, if \( u \) is a spin field with a constant chirality, then \( w = 1 \) (\( w = -1 \), resp.) if \( u \) rotates counterclockwise (clockwise, resp.) by the optimal angle \( \arccos(1 - \delta_n) \). The energy \( H_n^{1d} \) can be manipulated in a way that it can be recast as a discrete version of the Modica-Mortola functional in terms of the variable \( w \) with transition length \( \varepsilon_n = \frac{\lambda_n \delta_n}{2} \). With the due care, a result contained in [17] leads to the well-known compactness and \( \Gamma \)-limit of the standard continuum Modica-Mortola functional [31] [32] with double well potential \( W(s) = (1 - s^2)^2 \). In particular, assuming that \( \varepsilon_n \to 0 \), the limit functional is finite on \( BV \) functions \( w \) taking values in \( \{1,-1\} \) and counts (with a suitable multiplicative constant) the number of jump points of \( w \), that is, the number of chirality transitions of the system, cf. [19] Theorem 4.2-(i)]. While chirality transitions in the one-dimensional setting can be satisfactorily described through the previous analysis, it will be clear in what follows that their description in the two-dimensional case requires additional ideas.

We start the analysis of the two-dimensional problem by observing that the energy \( E_n \) can be written as the sum of the one-dimensional energy \( E_n^{1d} \) on rows and columns of
\[ \lambda_n \mathbb{Z}^2. \] In particular, each row and each column of the ground state configuration of the two-dimensional spin system is a helical spin chain, see Figure 1. Following the scheme already described above for the one-dimensional case, we refer the energy to its minimum and we scale it to obtain the energy \( H_n \). Manipulating (1.1) for \( \alpha = \alpha_n = 4(1 - \delta_n) \) and neglecting interactions at the boundary of \( \Omega \) we get

\[
H_n(u; \Omega) := \frac{1}{\sqrt{2} \lambda_n} \sum_{(i,j)} \left| u_{i+2,j} - \frac{\alpha_n}{2} u_{i+1,j} + u_{i,j} \right|^2 + \left| u_{i,j+2} - \frac{\alpha_n}{2} u_{i,j+1} + u_{i,j} \right|^2.
\]

In this paper we study the \( \Gamma \)-limit of \( H_n \) as \( \lambda_n, \delta_n \to 0 \) with respect to the \( L^1 \)-convergence of the horizontal and vertical chirality order parameters \( w \) and \( z \) defined, respectively, by

\[
w_{i,j} := \sqrt{2} \delta_n \sin \left( \frac{1}{2} (\theta_{\text{hor}})_{i,j} \right), \quad z_{i,j} := \sqrt{2} \delta_n \sin \left( \frac{1}{2} (\theta_{\text{ver}})_{i,j} \right),
\]

where \( (\theta_{\text{hor}})_{i,j} \) is the oriented angle between the two adjacent spins \( u_{i,j} \) and \( u_{i+1,j} \) and \( (\theta_{\text{ver}})_{i,j} \) is the oriented angle between the two adjacent spins \( u_{i,j} \) and \( u_{i,j+1} \). In terms of the pair of order parameters \( (w, z) \), each of the ground states is characterized by one of the four pairs of (horizontal and vertical) chiralities \((1, 1), (1, -1), (-1, 1), (-1, -1)\), see Figure 1. In other words, all the columns of \( \lambda_n \mathbb{Z}^2 \) are helical spin chains that rotate by the optimal angle \( \arccos(1 - \delta_n) \) and have the same chirality, the same being true for all the rows of \( \lambda_n \mathbb{Z}^2 \).

For the reader’s convenience we describe here the heuristics that leads to the limit behavior of \( H_n \). For \( \lambda_n \) small enough, we write \( (u_{i+2,j} - 2u_{i+1,j} + u_{i,j})/\lambda_n^2 \simeq \partial_{11} u \) to get

\[
\frac{\lambda_n^2}{2} \sum_{(i,j)} \left| u_{i+2,j} - \frac{\alpha_n}{2} u_{i+1,j} + u_{i,j} \right|^2 = \lambda_n^2 \sum_{(i,j)} \left| \frac{u_{i+2,j} - 2u_{i+1,j} + u_{i,j}}{\lambda_n^2} \right|^2 + 2\delta_n u_{i+1,j}^2 \simeq \int \lambda_n^2 \left| \partial_{11} u(x) \right|^2 + 4\delta_n^2 + 4\delta_n \lambda_n^2 u(x) \cdot \partial_{11} u(x) \, dx \simeq \int \lambda_n^2 \left| \partial_{11} u(x) \right|^2 + 4\delta_n^2 - 4\delta_n \lambda_n^2 \left| \partial_1 u(x) \right|^2 \, dx.
\]
Taking formally \( u = (\cos(\psi), \sin(\psi)) \) and using the fact that \( |\partial_1 u|^2 = |\partial_1 \psi|^2 \) and \( |\partial_{11} u|^2 = |\partial_{11} \psi|^2 + |\partial_1 \psi|^4 \), the above integral reads
\[
\int \lambda_n^4 |\partial_{11} \psi(x)|^2 + (2\delta_n - \lambda_n^2 |\partial_1 \psi(x)|^2)^2 \, dx = \int \lambda_n^4 |\partial_{11} \psi(x)|^2 + 4\delta_n^2 \left(1 - \frac{\lambda_n}{\sqrt{2}\delta_n} |\partial_1 \psi(x)|^2\right)^2 \, dx.
\]
Substituting \( \varphi = \frac{\lambda_n}{\sqrt{2}\delta_n} \psi \) we obtain
\[
\sqrt{2}\lambda_n \delta_n^3/2\int \frac{\lambda_n}{\sqrt{2}\delta_n} |\partial_{11} \varphi(x)|^2 + \sqrt{2}\delta_n \left(1 - |\partial_1 \varphi(x)|^2\right)^2 \, dx.
\]
Reasoning in an analogous way with \( \partial_{22} u \) and putting \( \varepsilon_n := \frac{\lambda_n}{\sqrt{2}\delta_n} \), we have that
\[
H_n(u; \Omega) \simeq \int \varepsilon_n |\partial_{11} \psi(x)|^2 + \frac{1}{\varepsilon_n} \left(1 - |\partial_1 \psi(x)|^2\right)^2 \, dx + \int \varepsilon_n |\partial_{22} \psi(x)|^2 + \frac{1}{\varepsilon_n} \left(1 - |\partial_2 \psi(x)|^2\right)^2 \, dx.
\]
Noticing that \( \partial_1 \varphi = \frac{\lambda_n}{\sqrt{2}\delta_n} \partial_1 \psi \simeq \frac{\lambda_n}{\sqrt{2}\delta_n} |\partial_1 \psi|^2 \simeq \sqrt{2}\delta_n \sin \left(\frac{1}{2} \theta \sin^{-1}\theta\right) \) and \( \partial_2 \varphi \simeq \sqrt{2}\delta_n \sin \left(\frac{1}{2} \theta \sin^{-1}\theta\right) \), by the very definition of \( w \) and \( z \) we have
\[
(w, z) \simeq \nabla \varphi.
\]
Hence we conclude that
\[
H_n(u; \Omega) \simeq \int \varepsilon_n |\partial_1 w(x)|^2 + \frac{1}{\varepsilon_n} \left(1 - |w(x)|^2\right)^2 \, dx + \int \varepsilon_n |\partial_2 z(x)|^2 + \frac{1}{\varepsilon_n} \left(1 - |z(x)|^2\right)^2 \, dx.
\]
This heuristics shows that the energy \( H_n(u; \Omega) \) can be thought of as the sum of two functionals written in terms of the chirality variables \( w \) and \( z \). These functionals resemble the well-known Modica-Mortola functional, but each of them features only one partial derivative. Assuming \( \varepsilon_n \to 0 \), given a sequence \( u_n \) with \( H_n(u_n; \Omega) \leq C \) and with associated pairs of chiralities \( (w_n, z_n) \) converging in \( L^1 \) to a pair \((w, z)\), one expects that
\[
(w(x), z(x)) \in \{1, -1\} \quad \text{for a.e.} \; x \in \Omega, \quad (1.5)
\]
\[
D_1 w, D_2 z \; \text{are bounded measures in} \; \Omega, \quad (1.6)
\]
where \( D_1 w, D_2 z \) denote the distributional partial derivatives. (This can be seen, e.g., via a slicing argument in the vertical and horizontal directions.) However, these preliminary properties of \((w, z)\) do not characterize the admissible pairs of chiralities in the limit and need to be complemented in order to carry out an exhaustive \( \Gamma \)-convergence analysis. Indeed, they are derived by considering the two chiralities \( w_n \) and \( z_n \) as independent of each other, neglecting the fact that these are related to the same spin field \( u_n \). In fact, such a constraint is already taken into account in the heuristic argument in (1.3) applied to \((w_n, z_n)\), which implies \( \text{curl}(w_n, z_n) \simeq 0 \) and suggests for the limit \((w, z)\) that
\[
\text{curl}(w, z) = 0 \quad \text{in the sense of distributions.} \quad (1.7)
\]
It is interesting to remark that a vector field \((w, z) \in L^1(\Omega; \mathbb{R}^2) \) satisfying (1.6) and (1.7) does not belong, in general, to \( BV(\Omega; \mathbb{R}^2) \). This has been observed by Ornstein in [34], where the author proves failure of the \( L^1 \) control of the mixed second derivatives of a function in terms of the \( L^1 \) norms of its pure second derivatives, see also [20] Theorem 3. A natural question is whether the additional condition (1.5) guarantees that \((w, z) \in BV(\Omega; \mathbb{R}^2) \). We do not answer this question here but, nonetheless, we prove that the limits \((w, z)\) of sequences \((w_n, z_n)\) with equibounded energy do belong to \( BV(\Omega; \mathbb{R}^2) \). This is proven in Theorem (2.1) (i), where we show that a sequence \((w_n, z_n)\) associated to a sequence of spin fields \( u_n \) with \( H_n(u_n; \Omega) \leq C \) admits a subsequence converging in \( L^1 \) to a limit pair \((w, z)\) that belongs to \( BV(\Omega; \mathbb{R}^2) \).

To prove the compactness result, the crucial observation is that the \( L^2 \) norm of the pure second derivatives of a compactly supported function does control the \( L^2 \) norm of its mixed derivative (in contrast to the \( L^1 \) case discussed above). As a consequence, from (1.2)-(1.3)
and taking care of the boundary conditions, we deduce that (up to a multiplicative constant)\[ H_n(u_n; \Omega) \gtrsim \int \varepsilon_n |\nabla w_n(x)|^2 + \frac{1}{\varepsilon_n} (1 - |\partial_1 \varphi_n(x)|^2)^2 + \frac{1}{\varepsilon_n} (1 - |\partial_2 \varphi_n(x)|^2)^2 \, dx \]
\[ \simeq \int \varepsilon_n |\nabla w_n(x)|^2 + \frac{1}{\varepsilon_n} (1 - |w_n(x)|^2)^2 \, dx + \int \varepsilon_n |\nabla z_n(x)|^2 + \frac{1}{\varepsilon_n} (1 - |z_n(x)|^2)^2 \, dx , \]
which yields the desired compactness thanks to the well-known result for the Modica-Mortola functional in terms of the variables \( w_n \) and \( z_n \). Even though this argument might seem immediate from the heuristics we presented here, it does require a careful and technical analysis. One of the most delicate points is that of defining the appropriate variable that plays the role of the angular lifting \( \varphi_n \), which may not exist due to possible topological defects of the spin field \( u_n \).

The observations above lead us to the definition of the limit functional \( H \). It is finite for a pair of chiralities \((w, z)\) belonging to \( \text{Dom}(H; \Omega) \), that is satisfying
\[
\begin{align*}
w(x), z(x) &\in \{1, -1\} \quad \text{for a.e. } x \in \Omega, \\
(w, z) &\in BV(\Omega; \mathbb{R}^2), \\
\text{curl}(w, z) &= 0 \quad \text{in the sense of distributions},
\end{align*}
\]
on which it takes the expression
\[ H(w, z; \Omega) = \frac{4}{3} \left( |D_1 w| + |D_2 z| \right) . \]
From (1.4) one expects that
\[ \liminf_{n \to \infty} H_n(u_n; \Omega) \geq H(w, z; \Omega) , \tag{1.8} \]
whenever the pairs of chiralities \((w_n, z_n)\) associated to \( u_n \) converge in \( L^1 \) to \((w, z)\). This is the liminf inequality proven in Theorem 2.1-i) and it is obtained by a reduction to the one-dimensional setting.
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**Figure 2.** The six pictures above and the six analogous pictures obtained by flipping each of them with respect to the jump set depict the only possible local configurations for the triple \(((w, z)^+, (w, z)^-, (\nu_{w, z}))\) (up to the change to the triple \(((w, z)^-, (w, z)^+, (\nu_{w, z}))\)). Each region where \((w, z)\) is constant is colored with a scale of grey going from the darkest to the lightest brightness according to the attained values ordered in the following way: \((-1, -1), (-1, 1), (1, -1), (1, 1)\). These colored regions represent the ground states depicted in Figure 1 in the limit.

The construction of a recovery sequence that shows the optimality of the lower bound in (1.8) does not follow from the usual arguments exploited so far in the study of interfacial energies obtained as limits of Ising-type models [1] [14] [12] [15]. In fact, it turns out to be a delicate task that can be carried out only after better understanding the rigidity induced to pairs \((w, z) \in \text{Dom}(H; \Omega) \) by the curl-free constraint. A first observation is that the properties defining \((w, z) \in \text{Dom}(H; \Omega) \) fully characterize the geometry of the blow-ups of \((w, z)\) at its jump points. Indeed, the condition \( \text{curl}(w, z) = 0 \) implies the existence of a potential \( \varphi \) such that \((w, z) = \nabla \varphi \in BV\). The normal to the jump set of a \( BV \) gradient is forced to be aligned to the jump \((\nabla \varphi)^+ - (\nabla \varphi)^-\), where \((\nabla \varphi)^+\), \((\nabla \varphi)^-\) belong
to \(\{1, -1\}^2\). This entails a finite number of possible local geometries for \((w, z)\), see Figure 2 and Subsection 3.3 for a detailed discussion.

Figure 3. The picture shows a possible spin field configuration \(u_n\) which has a chirality transition from \((-1, -1)\) to \((1, 1)\).

For these simple geometries of \((w, z)\) we can construct a recovery sequence, a particular case being shown in Figure 3. However, there exist pairs in \(\text{Dom}(H; \Omega)\) whose jump sets present a less trivial geometry. For instance, in Figure 4 we show how to construct an admissible pair \((w, z)\) with a jump set consisting of infinitely many segments. As it is customary when tackling these kinds of issues, one might look for an approximation of \((w, z) \in \text{Dom}(H; \Omega)\), under which the functional \(H\) is continuous, by means of a sequence of functions belonging to \(\text{Dom}(H; \Omega)\) having jump sets with a simpler structure, e.g., a polyhedral structure (consisting of finitely many segments). To the best of our knowledge, such a density result is not known and, unfortunately, techniques like the one used for Caccioppoli partitions in [13] or the polyhedral approximation for currents [25, Theorem 4.2.20] seem difficult to adapt to our framework due to the curl-free constraint (see also [7]). It is worth noticing that the more rigid case where \(\nabla \varphi\) is a \(BV\) function attaining only 3 values has been exhaustively described in [33], where it has been proved that \(H^1\)-a.e. point of the jump set has a neighborhood where the jump set is polyhedral. With an example similar to the one in Figure 4 in [33], the author shows that this does not hold true when \(\nabla \varphi\) attains 4 values. Finally, every \(BV\) gradient \(\nabla \varphi\) attaining 2 values has a local laminar structure [10, Proposition 1]. Such a strong rigidity would allow to solve the problem of the limsup inequality by means of one-dimensional constructions. We also refer to [21, 22, 27] for related problems motivated by elasticity.

Figure 4. The first three steps of an iterative construction whose limit belongs to \(\text{Dom}(H; \Omega)\) and has a jump set consisting of infinitely many segments.

To overcome the difficulties mentioned above we resort to a more abstract technique introduced by Puliaikovsky in [35, 39], designed to provide upper bounds for general classes of functionals in singular perturbation problems and that is here for the first time applied in the context of discrete-to-continuum variational limits. In what follows we sketch the main steps
of this technique and how it can be adapted to our framework. Given \((w, z) = \nabla \varphi\) belonging to \(\text{Dom}(H; \Omega)\), we fix a suitable convolution kernel \(\eta\) and we define \(\varphi^{n}\) by mollifying \(\varphi\) with \(\eta\) at the scale \(\varepsilon_{n}\), the parameter of the Modica-Mortola functional in \([1, 2]\). We exploit the discretization \(\varphi_{n}\) of \(\varphi^{n}\) to construct the angular lifting that defines the discrete spin field \(u_{n}\), whose associated chirality pairs \((w_{n}, z_{n})\) provide a candidate for the recovery sequence. We relate the discrete energy \(H_{n}(u_{n}; \Omega)\) to the Modica-Mortola-type functional in \(\nabla \varphi^{n}\) as in \([1, 2]\). Thanks to \([36]\), this allows us to obtain an asymptotic upper bound which depends on the choice of \(\eta\). The last main step in \([36]\) is to further sharpen the upper bound by optimizing over the convolution kernel \(\eta\). The sharpened upper bound can be explicitly expressed by integrating over the jump set of \((w, z)\) a surface density obtained by optimizing the transition energy over one-dimensional profiles. In our case we can prove that this upper bound matches the lower bound in \([1.8]\), concluding the proof of the limsup inequality in Theorem \([2.1]\)(iii). We stress that the technique described above requires that \((w, z) \in BV(\Omega; \mathbb{R}^{2})\). For this reason it has been crucial to prove this property in the compactness result.

2. The model and main result

2.1. Basic notation. Given two vectors \(a, b \in \mathbb{R}^{m}\) we denote by \(a \cdot b\) their scalar product. If \(a, b \in \mathbb{R}^{2}\), their cross product is given by \(a \times b = a_{1}b_{2} - a_{2}b_{1}\). As usual, the norm of \(a\) is denoted by \(|a| = \sqrt{a \cdot a}\). We denote by \(\mathbb{S}^{1}\) the unit circle in \(\mathbb{R}^{2}\). Given \(a \in \mathbb{R}^{N}\) and \(b \in \mathbb{R}^{M}\), their tensor product is the matrix \(a \otimes b = (a_{i}b_{j})_{i=1,...,N}^{j=1,...,M} \in \mathbb{R}^{N \times M}\).

In the whole paper \(C\) denotes a constant that may change from line to line.

2.2. Discrete functions. We introduce here the notation used for functions defined on a square lattice in \(\mathbb{R}^{2}\). For the whole paper, \(\lambda_{n}\) denotes a sequence of positive lattice spacings that converges to zero. Given \(i, j \in \mathbb{Z}\), we define the half-open square \(Q_{\lambda_{n}}(i, j)\) with left-bottom corner in \((\lambda_{n}i, \lambda_{n}j)\) by \(Q_{\lambda_{n}}(i, j) := (\lambda_{n}i, \lambda_{n}j) + [0, \lambda_{n}]^{2}\) and we denote its closure by \(\overline{Q}_{\lambda_{n}}(i, j)\). For a given set \(S\), we introduce the class of functions with values in \(S\) which are piecewise constant on the squares of the lattice \(\lambda_{n} \mathbb{Z}^{2}\):

\[
\mathcal{PC}_{\lambda_{n}}(S) := \{v : \mathbb{R}^{2} \to S \mid v(x) = v(\lambda_{n}i, \lambda_{n}j) \text{ for } x \in Q_{\lambda_{n}}(i, j)\}.
\]

With a slight abuse of notation, we will always identify a function \(v \in \mathcal{PC}_{\lambda_{n}}(S)\) with the function defined on the points of the lattice \(\mathbb{Z}^{2}\) given by \((i, j) \mapsto v^{i,j} := v(\lambda_{n}i, \lambda_{n}j)\) for \((i, j) \in \mathbb{Z}^{2}\). Conversely, given values \(v^{i,j} \in S\) for \((i, j) \in \mathbb{Z}^{2}\), we define \(v \in \mathcal{PC}_{\lambda_{n}}(S)\) by \(v(x) = v^{i,j}\) for \(x \in Q_{\lambda_{n}}(i, j)\).

Given a function \(v \in \mathcal{PC}_{\lambda_{n}}(\mathbb{R})\), we define the discrete partial derivatives \(\partial_{1}^{i} v, \partial_{2}^{i} v \in \mathcal{PC}_{\lambda_{n}}(\mathbb{R})\) by

\[
\partial_{1}^{i} v^{i,j} := \frac{v^{i+1,j} - v^{i,j}}{\lambda_{n}} \quad \text{and} \quad \partial_{2}^{i} v^{i,j} := \frac{v^{i,j+1} - v^{i,j}}{\lambda_{n}},
\]

and the discrete gradient by \(\nabla^{d} v := (\partial_{1}^{i} v^{i,j})\). Note that the operators \(\partial_{1}^{i}, \partial_{2}^{i} : \mathcal{PC}_{\lambda_{n}}(\mathbb{R}) \to \mathcal{PC}_{\lambda_{n}}(\mathbb{R})\) commute. Thus we may define the second order discrete derivatives \(\partial_{11}^{i} v, \partial_{12}^{i} v, \partial_{21}^{i} v, \text{ and } \partial_{22}^{i} v\) by iterative application of these operators in arbitrary order. Similarly, we define discrete partial derivatives of order higher than 2.

2.3. Assumptions on the model. Our model is an energy on discrete spin fields \(u\) which are defined on square lattices inside a given domain \(\Omega \subset \mathbb{R}^{2}\). Our main result is valid whenever \(\Omega\) is an open and bounded subset of \(\mathbb{R}^{2}\) that is simply connected and has a certain boundary regularity. Referring to Subsection \(3.2\) for the definition of a \(BVG\) domain, we introduce the class of admissible domains by

\[
\mathcal{A}_{0} := \{\Omega \subset \mathbb{R}^{2} \mid \Omega \text{ is open, bounded, simply connected, } BVG\text{ domain}\}.
\]

We recall that simply connected sets are by definition connected.

To define the energies in our model, we introduce the set of indices

\[
\mathcal{I}^{n}(\Omega) := \{(i, j) \in \mathbb{Z} \times \mathbb{Z} \mid \overline{Q}_{\lambda_{n}}(i, j), \overline{Q}_{\lambda_{n}}(i + 1, j), \overline{Q}_{\lambda_{n}}(i, j + 1) \subset \Omega\}
\]
for $\Omega \in A_0$.

Let $\delta_n$ be a sequence of positive real numbers that converges to zero and let $\alpha_n = 4(1-\delta_n)$. In the following we assume that $\frac{1}{\sqrt{\delta_n}} \to 0$ as $n \to \infty$. We consider the functionals $H^\text{hor}_n, H^\text{ver}_n : L^\infty(\mathbb{R}^2; S^1) \times A_0 \to [0, +\infty]$ defined by

$$H^\text{hor}_n(u; \Omega) := \frac{1}{\sqrt{2\lambda_n}} \frac{1}{\delta_n^{3/2}} \frac{1}{2} \sum_{(i,j) \in \mathcal{Z}(\Omega)} \left| u^{i+2,j} - \frac{\alpha_n}{2} u^{i+1,j} + u^{i,j} \right|^2,$$

$$H^\text{ver}_n(u; \Omega) := \frac{1}{\sqrt{2\lambda_n}} \frac{1}{\delta_n^{3/2}} \frac{1}{2} \sum_{(i,j) \in \mathcal{Z}(\Omega)} \left| u^{i+1,j+2} - \frac{\alpha_n}{2} u^{i+1,j} + u^{i,j} \right|^2,$$

for $u \in \mathcal{PC}_{\lambda_n}(S^1)$ and extended to $+\infty$ elsewhere. Then we define $H_n : L^\infty(\mathbb{R}^2; S^1) \times A_0 \to [0, +\infty]$ by

$$H_n := H^\text{hor}_n + H^\text{ver}_n.$$

We next introduce the chirality order parameter $(w, z)$ associated to a spin field $u$. To every $u \in \mathcal{PC}_{\lambda_n}(S^1)$ we associate the horizontal oriented angle between two adjacent spins by

$$(\theta^\text{hor})^{i,j} := \text{sign}(u^{i,j} \times u^{i+1,j}) \arccos(u^{i,j} \cdot u^{i+1,j}),$$

where we used the convention $\text{sign}(0) = -1$. Analogously, we define

$$(\theta^\text{ver})^{i,j} := \text{sign}(u^{i,j} \times u^{i,j+1}) \arccos(u^{i,j} \cdot u^{i,j+1}).$$

We additionally adopt the notation $\theta^\text{hor}_n$ and $\theta^\text{ver}_n$ for the angles associated to $u_n$. Note that $\theta^\text{hor}_n, \theta^\text{ver}_n \in [-\pi, \pi)$. To every spin field $u \in \mathcal{PC}_{\lambda_n}(S^1)$ we associate the order parameter $(w, z) \in \mathcal{PC}_{\lambda_n}(\mathbb{R}^2)$ defined by

$$w^{i,j} := \sqrt{\frac{2}{\delta_n}} \sin \left( \frac{1}{2} (\theta^\text{hor})^{i,j} \right),$$

$$z^{i,j} := \sqrt{\frac{2}{\delta_n}} \sin \left( \frac{1}{2} (\theta^\text{ver})^{i,j} \right).$$

It is convenient to introduce the transformation $T_n : \mathcal{PC}_{\lambda_n}(S^1) \to \mathcal{PC}_{\lambda_n}(\mathbb{R}^2)$ given by

$$T_n(u) := (w, z),$$

where $(w, z)$ is given by (2.3). Note that if $u$ and $u'$ are such that $T_n(u) = T_n(u')$, then there exists a rotation $R \in SO(2)$ such that $u' = Ru$.

With a slight abuse of notation we define the functional $H_n : L^1_{\text{loc}}(\mathbb{R}^2; \mathbb{R}^2) \times A_0 \to [0, +\infty]$

$$H_n(w, z; \Omega) := \begin{cases} H_n(u; \Omega) & \text{if } T_n(u) = (w, z) \text{ for some } u \in \mathcal{PC}_{\lambda_n}(S^1), \\ +\infty & \text{if } (w, z) \notin T_n(\mathcal{PC}_{\lambda_n}(S^1)). \end{cases}$$

Notice that $H_n(w, z; \Omega)$ does not depend on the particular choice of $u$ since $H_n(u; \Omega)$ is rotation invariant. Analogously, we define $H^\text{hor}_n(w, z; \Omega)$ and $H^\text{ver}_n(w, z; \Omega)$.

To state the main result of the paper, we introduce the functional $H : L^1_{\text{loc}}(\mathbb{R}^2; \mathbb{R}^2) \times A_0 \to [0, +\infty]$ defined by

$$H(w, z; \Omega) := \begin{cases} \frac{4}{3} \left( |D_1 w|(\Omega) + |D_2 z|(\Omega) \right) & \text{if } (w, z) \in \text{Dom}(H; \Omega), \\ +\infty & \text{if } (w, z) \in L^1_{\text{loc}}(\mathbb{R}^2; \mathbb{R}^2) \setminus \text{Dom}(H; \Omega), \end{cases}$$

where

$$\text{Dom}(H; \Omega) := \{ (w, z) \in L^1_{\text{loc}}(\mathbb{R}^2; \mathbb{R}^2) : (w, z) \in BV(\Omega; \mathbb{R}^2),$$

$$w \in \{1, -1\} \text{ and } z \in \{1, -1\} \text{ a.e. in } \Omega, \text{ and }$$

$$\text{curl}(w, z) = 0 \text{ in } \mathcal{D}'(\Omega) \} .$$

For the notions of $BV$ functions and of distributional curl we refer to Section 3 below.
2.4. The main result. The following theorem is the main result of the paper.

Theorem 2.1. Assume that $\Omega \in \mathcal{A}_0$. Then the following results hold true:

i) (Compactness) Let $(w_n, z_n) \in L^1_{loc}(\mathbb{R}^2; \mathbb{R}^2)$ be a sequence satisfying

$$H_n(w_n, z_n; \Omega) \leq C.$$ 

Then there exists $(w, z) \in \text{Dom}(H; \Omega)$ such that, up to a subsequence, $(w_n, z_n) \to (w, z)$ in $L^1_{loc}(\Omega; \mathbb{R}^2)$.

ii) (liminf inequality) Let $(w_n, z_n), (w, z) \in L^1_{loc}(\mathbb{R}^2; \mathbb{R}^2)$. Assume that $(w_n, z_n) \to (w, z)$ in $L^1_{loc}(\Omega; \mathbb{R}^2)$. Then

$$H(w, z; \Omega) \leq \liminf_{n \to \infty} H_n(w_n, z_n; \Omega).$$

iii) (limsup inequality) Assume that $(w, z) \in L^1_{loc}(\mathbb{R}^2; \mathbb{R}^2)$. Then there exists a sequence $(w_n, z_n) \in L^1_{loc}(\mathbb{R}^2; \mathbb{R}^2)$ such that $(w_n, z_n) \to (w, z)$ in $L^1(\Omega; \mathbb{R}^2)$ and

$$\limsup_{n \to \infty} H_n(w_n, z_n; \Omega) \leq H(w, z; \Omega).$$

Remark 2.2. The proof of the compactness and of the liminf inequality actually work without requiring the simple connectedness of $\Omega$ and the regularity of its boundary.

3. PRELIMINARY RESULTS ON BV GRADIENTS

Given an open set $\Omega \subset \mathbb{R}^d$, we denote by $\mathcal{M}_b(\Omega; \mathbb{R}^d)$ the space of all $\mathbb{R}^d$-valued Radon measures on $\Omega$ with finite total variation. The total variation measure of $\mu \in \mathcal{M}_b(\Omega; \mathbb{R}^d)$ is denoted by $|\mu|$. Moreover we denote by $\mathcal{D}'(\Omega)$ the space of distributions on $\Omega$ and by $(T, \xi)$ the duality between $T \in \mathcal{D}'(\Omega)$ and $\xi \in C^\infty_c(\Omega)$.

3.1. BV functions. We start by recalling some basic facts about BV functions, referring to the book [8] for a comprehensive treatment on the subject.

Let $\Omega \subset \mathbb{R}^d$ be an open set. A function $v \in L^1(\Omega; \mathbb{R}^m)$ is a function of bounded variation, if its distributional derivative $Dv$ is a finite matrix-valued Radon measure, i.e., $Dv \in \mathcal{M}_b(\Omega; \mathbb{R}^{m \times d})$. A function $v$ belongs to $BV_{loc}(\Omega; \mathbb{R}^m)$ if $v \in BV(\Omega'; \mathbb{R}^m)$ for every open set $\Omega' \subset \subset \Omega$.

The distributional derivative $Dv \in \mathcal{M}_b(\Omega; \mathbb{R}^{m \times d})$ of a function $v \in BV(\Omega; \mathbb{R}^m)$ can be decomposed in the sum of three mutually singular matrix-valued measures

$$Dv = D^a v + D^c v + D^j v = \nabla v \mathcal{L}^d + \nu_v \delta \mathcal{H}^{d-1} \mathcal{J}_v,$$

where $\mathcal{L}^d$ is the Lebesgue measure and $\mathcal{H}^{d-1}$ is the $(d-1)$-dimensional Hausdorff measure; $\nabla v \in L^1(\Omega; \mathbb{R}^{m \times d})$ is the approximate gradient of $v$; $\mathcal{J}_v$ denotes the $\mathcal{H}^{d-1}$-countably rectifiable jump set of $v$ oriented by the normal $\nu_v$, $[v] = (v^+ - v^-)$, and $v^+$ and $v^-$ denote the two traces of $v$ on $\mathcal{J}_v$ in the sense that

$$\lim_{r \to 0} \frac{1}{r^d} \int_{B_r^+(x, \nu_v(x))} |v(y) - v^+(x)| \, dy = 0, \quad \lim_{r \to 0} \frac{1}{r^d} \int_{B_r^-(x, \nu_v(x))} |v(y) - v^-(x)| \, dy = 0,$$

for $x \in \mathcal{J}_v$, with $B_r^+(x, \nu_v) = \{y \in B_r(x) : \pm(y-x) \cdot \nu_v > 0\}$; $D^c v$ is the so-called Cantor part of the derivative satisfying $D^c v(B) = 0$ for every Borel set $B$ with $\mathcal{H}^{d-1}(B) < \infty$. We recall that the triple $(v^+, v^-, \nu_v)$ is determined uniquely up to the change to $(v^-, v^+, -\nu_v)$ and can be chosen as a Borel function on the Borel set $\mathcal{J}_v$.

3.2. BV gradients. We recall here how the curl-free condition on a BV vector field enforces a rigid geometry on the jump part (actually on the full singular part) of its distributional derivative. Moreover, we recall the definition of BVG functions introduced in [35].

Given a smooth vector field $v : \Omega \to \mathbb{R}^d$ with components $(v^h)_{h=1,\ldots,d}$, its curl is defined by $\text{curl}(v) := (\partial_1 v^k - \partial_2 v^k)_{h=1,\ldots,d}$. As usual, the operator curl is extended to vector-valued distributions $T \in \mathcal{D}'(\Omega; \mathbb{R}^d)$ through the distribution $\text{curl}(T) \in \mathcal{D}'(\Omega; \mathbb{R}^{d \times d})$ defined in components by

$$\langle (\text{curl}(T))_{h,k}, \xi \rangle := -\langle T_{h,k}, \partial_h \xi \rangle + \langle T^h_k, \partial_k \xi \rangle, \quad \text{for every } \xi \in C^\infty_c(\Omega).$$
If \( v \in BV(\Omega; \mathbb{R}^d) \) and \( \text{curl}(v) = 0 \), from the decomposition (3.1) we get

\[
0 = D_h v^k - D_k v^h = ((\nabla v)_{kh} - (\nabla v)_{hk}) L^d + D_k v^h - D_h v^k + ([w^k]_v^h - [w^h]_v^k) H^{d-1} \mathbb{L} J_v,
\]

which yields, in particular, that \([v](x) \otimes \nu_v(x)\) is a symmetric rank-one matrix for \( H^{d-1} \)-a.e. \( x \in J_v \). This happens if and only if there exists a function \( \chi \in L^1_{\mathcal{H}^{d-1}}(J_v) \) such that

\[
[v](x) = \chi(x) \nu_v(x) \text{ for } H^{d-1} \text{-a.e. } x \in J_v, \text{ i.e.,}
\]

\[
D^j v = [v] \otimes \nu_v \mathcal{H}^{d-1} \mathbb{L} J_v = \chi \nu_v \otimes \nu_v \mathcal{H}^{d-1} \mathbb{L} J_v, \tag{3.2}
\]

The structure of the jump set obtained in (3.2) applies, e.g., to BV gradients. Given a function \( \varphi \in W^{1,1}(\Omega) \) such that \( \nabla \varphi \in BV(\Omega; \mathbb{R}^d) \), then there exists a function \( \chi \in L^1_{\mathcal{H}^{d-1}}(J_{\nabla \varphi}) \) such that

\[
D^j \nabla \varphi = [\nabla \varphi] \otimes \nu_{\nabla \varphi} \mathcal{H}^{d-1} \mathbb{L} J_{\nabla \varphi} = \chi \nu_{\nabla \varphi} \otimes \nu_{\nabla \varphi} \mathcal{H}^{d-1} \mathbb{L} J_{\nabla \varphi}.
\]

Functions \( \varphi \in W^{1,1}(\Omega) \) such that \( \nabla \varphi \in BV(\Omega; \mathbb{R}^d) \) are usually called functions of bounded Hessian, see, e.g., [20]. In this paper we are interested in a different class: that of BVG functions, introduced in [35] and given by

\[
BVG(\Omega) := \{ \varphi \in W^{1,\infty}(\Omega) : \nabla \varphi \in BV(\Omega; \mathbb{R}^d) \}.
\]

Note that if \( \Omega \) is a bounded open set, then clearly \( BVG(\Omega) \) is contained in the class of functions of bounded Hessian.

In [35], the author proves a convenient extension result for functions in \( BVG(\Omega) \) under suitable conditions on the regularity of the set \( \Omega \). A bounded, open set \( \Omega \subset \mathbb{R}^d \) is called a BVG domain if \( \Omega \) can be described locally at its boundary as the epigraph of a BVG function \( \mathbb{R}^{d-1} \to \mathbb{R} \) with respect to a suitable choice of the axes, i.e., if every \( x \in \partial \Omega \) has a neighborhood \( U_x \subset \mathbb{R}^d \) such that there exists a function \( \psi_x \in BVG(\mathbb{R}^{d-1}) \) and a rigid motion \( R_x : \mathbb{R}^d \to \mathbb{R}^d \) satisfying

\[
R_x(\Omega \cap U_x) = \{ y = (y_1, y') \in \mathbb{R} \times \mathbb{R}^{d-1} : y_1 > \psi_x(y') \} \cap R(U_x).
\]

Note that every BVG domain \( \Omega \subset \mathbb{R}^2 \) is in particular a Lipschitz domain, but the converse is not true (an example is given by the epigraph of the primitive of a function which is continuous but not BV, e.g., the primitive of the Weierstrass function). Note that smooth domains and polygons are BVG domains.

Every BVG domain is an extension domain for BVG functions in the following sense.

**Proposition 3.1** (Proposition 4.1 in [35]). Let \( \Omega \) be a BVG domain. Then for every \( \varphi \in BVG(\Omega) \) there exists \( \overline{\varphi} \in BVG(\mathbb{R}^d) \) such that \( \overline{\varphi} = \varphi \) in \( \Omega \) and \( |D \overline{\nabla \varphi}|(\partial \Omega) = 0 \).

### 3.3 BV gradients with 4 values in dimension 2

Let \( \Omega \subset \mathbb{R}^2 \) be an open set. Let us fix \( (w, z) \in BVG(\Omega; \mathbb{R}^2) \) satisfying \( \text{curl}(w, z) = 0 \) in \( \mathcal{D}'(\Omega) \) and additionally

\[
w(x) \in \{-1, 1\}, \quad z(x) \in \{-1, 1\}, \quad \text{for a.e. } x \in \Omega,
\]

i.e., \((w, z) \in \text{Dom}(H; \Omega)\). This constraint on the values attained by \((w, z)\) enforces additional geometric structure on \( D(w, z) = D^j(w, z) \). Indeed, by Subsection 3.2 we have that the jump \([w, z]\) and the normal \(\nu_{(w, z)}\) are parallel vectors. Evaluating the possible values of the jump \([w, z]\) and taking into account that \([\nu_{(w, z)}] = 1\), we conclude that for \( H^1 \)-a.e. \( x \in J_{(w, z)} \) the triple \( ((w, z)^+ (x), (w, z)^- (x), \nu_{(w, z)}(x)) \) can be one of the following, up to the change to the triple \( ((w, z)^- (x), (w, z)^+ (x), -\nu_{(w, z)}(x)) \),

\[
\begin{align*}
&\left(\left(1, \frac{-1}{\sqrt{2}}\right), \left(\frac{1}{\sqrt{2}}, 0\right), \left(\frac{1}{\sqrt{2}}, \frac{-1}{\sqrt{2}}\right)\right), \left(\left(1, \frac{-1}{\sqrt{2}}\right), \left(\frac{1}{\sqrt{2}}, 0\right), \left(\frac{1}{\sqrt{2}}, \frac{-1}{\sqrt{2}}\right)\right), \\
&\left(\left(1, -1\right), \left(\frac{1}{\sqrt{2}}, \frac{-1}{\sqrt{2}}\right), \left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right)\right), \left(\left(1, -1\right), \left(\frac{1}{\sqrt{2}}, \frac{-1}{\sqrt{2}}\right), \left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right)\right), \\
&\left(\left(1, \frac{-1}{\sqrt{2}}\right), \left(\frac{1}{\sqrt{2}}, 0\right), \left(\frac{1}{\sqrt{2}}, \frac{-1}{\sqrt{2}}\right)\right), \left(\left(1, \frac{-1}{\sqrt{2}}\right), \left(\frac{1}{\sqrt{2}}, 0\right), \left(\frac{1}{\sqrt{2}}, \frac{-1}{\sqrt{2}}\right)\right),
\end{align*}
\]

(3.3)

In particular, if \( w \) jumps on a line that is not vertical (if \( z \) jumps on a set that is not horizontal, resp.) then also \( z \) must jump (also \( w \) must jump, resp.) and the normal to the jump set is forced to be on one of the two directions \( \left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right) \). \( \left(\frac{-1}{\sqrt{2}}, \frac{-1}{\sqrt{2}}\right) \).

This observation leads to the following result, which states that for this kind of functions a control on the sole partial derivatives \( D_1 w, D_2 z \) is enough to bound the total variation of the full gradient.
Proposition 3.2. Let $\Omega \subset \mathbb{R}^2$ be an open set. Assume that $(w, z) \in BV_{\text{loc}}(\Omega; \mathbb{R}^2)$, $w(x) \in \{1, -1\}$ and $z(x) \in \{1, -1\}$ for a.e. $x \in \Omega$, and $\text{curl}(w, z) = 0$ in $\mathcal{D}'(\Omega)$. Assume that

$$|D_1 w|(\Omega) + |D_2 z|(\Omega) < \infty.$$ 

Then $(w, z) \in BV(\Omega; \mathbb{R}^2)$.

Proof. Thanks to the observation made above to deduce (3.3), we have that for $H^1$-a.e. $x \in J_{(w, z)}$ the triple $((w, z)^+(x), (w, z)^-(x), \nu_{(w, z)}(x))$ attains one of the values listed in (3.3).

We now write $J_{(w, z)}$ (up to $H^1$ null sets) as the union of the three sets $J_1, J_2, J_3$ of points $x \in J_{(w, z)}$ such that respectively

$$((w, z)^+(x), (w, z)^-(x), \nu_{(w, z)}(x)) \in \left\{ \left( \begin{array}{c} \frac{-1}{2} \cr \frac{1}{2} \end{array} \right), \left( \begin{array}{c} \frac{1}{2} \cr \frac{-1}{2} \end{array} \right), \left( \begin{array}{c} \frac{1}{2} \cr \frac{1}{2} \end{array} \right), \left( \begin{array}{c} -\frac{1}{2} \cr -\frac{1}{2} \end{array} \right) \right\},$$

$$((w, z)^+(x), (w, z)^-(x), \nu_{(w, z)}(x)) \in \left\{ \left( \begin{array}{c} \frac{-1}{2} \cr \frac{1}{2} \end{array} \right), \left( \begin{array}{c} \frac{1}{2} \cr \frac{-1}{2} \end{array} \right), \left( \begin{array}{c} \frac{1}{2} \cr \frac{1}{2} \end{array} \right), \left( \begin{array}{c} -\frac{1}{2} \cr -\frac{1}{2} \end{array} \right) \right\},$$

$$((w, z)^+(x), (w, z)^-(x), \nu_{(w, z)}(x)) \in \left\{ \left( \begin{array}{c} \frac{-1}{2} \cr \frac{1}{2} \end{array} \right), \left( \begin{array}{c} \frac{1}{2} \cr \frac{-1}{2} \end{array} \right), \left( \begin{array}{c} \frac{1}{2} \cr \frac{1}{2} \end{array} \right), \left( \begin{array}{c} -\frac{1}{2} \cr -\frac{1}{2} \end{array} \right) \right\}.$$ 

We remark that

$$\nu_{(w, z)}(x) = 0, \quad \text{for } H^1\text{-a.e. } x \in J_1,$$

$$|w|(x) = 0, \quad \text{for } H^1\text{-a.e. } x \in J_2,$$

$$|w|(x) = \pm|z|(x), \quad \text{for } H^1\text{-a.e. } x \in J_3.$$ 

Therefore

$$|D_2 w|(\Omega) = \int_{J_{(w, z)}} |[w] \nu_{(w, z)}^2| \, dH^1$$

$$= \int_{J_1} |[w] \nu_{(w, z)}^2| \, dH^1 + \int_{J_2} |[w] \nu_{(w, z)}^2| \, dH^1 + \int_{J_3} |[w] \nu_{(w, z)}^2| \, dH^1$$

$$= \int_{J_3} |[z] \nu_{(w, z)}^2| \, dH^1 \leq |D_2 z|(\Omega).$$

Analogously we prove that $|D_1 z|(\Omega) \leq |D_1 w|(\Omega) < \infty.$

Remark 3.3. Let us fix $(w, z) \in L^1(\Omega; \mathbb{R}^2)$ satisfying

$$w(x), z(x) \in \{1, -1\} \quad \text{for a.e. } x \in \Omega,$$

$$D_1 w, D_2 z \in M_0(\Omega),$$

$$\text{curl}(w, z) = 0 \quad \text{in } \mathcal{D}'(\Omega).$$

A natural question related to a problem already presented in the introduction is whether the condition $(w, z) \in BV(\Omega; \mathbb{R}^2)$ follows immediately from the structure of $w$ and $z$ as indicator functions. More precisely, let

$$E_{++,} := \{ w = 1, z = 1 \}, \quad E_{+-,} := \{ w = 1, z = -1 \},$$

$$E_{-,+} := \{ w = -1, z = 1 \}, \quad E_{-} := \{ w = -1, z = -1 \},$$

and let $1_E$ denote the function given by $1_E(x) = 1$ if $x \in E$ and $1_E(x) = 0$ if $x \notin E$.

Then

$$1_{E_{++}} + 1_{E_{+-}} + 1_{E_{-+}} + 1_{E_{-}} = 1,$$

and

$$w = 1_{E_{++,}} + 1_{E_{+-}} - 1_{E_{-+}} - 1_{E_{-}},$$

$$z = 1_{E_{++,}} - 1_{E_{+-}} + 1_{E_{-+}} - 1_{E_{-}}.$$ 

From (3.4) it follows that

$$D_1 1_{E_{++}} + D_1 1_{E_{+-}} + D_1 1_{E_{-+}} + D_1 1_{E_{-}} = 0,$$

$$D_2 1_{E_{++}} + D_2 1_{E_{+-}} + D_2 1_{E_{-+}} + D_2 1_{E_{-}} = 0.$$
Since $D_1w, D_2z \in M_b(\Omega)$ we have that
\begin{align}
D_1 1_{E_{+,+}} + D_1 1_{E_{+,-}} - D_1 1_{E_{-,+}} - D_1 1_{E_{-,+}} & \in M_b(\Omega), \quad (3.7) \\
D_2 1_{E_{+,+}} - D_2 1_{E_{+,-}} + D_2 1_{E_{-,+}} - D_2 1_{E_{-,+}} & \in M_b(\Omega), \quad (3.8)
\end{align}
while \(\text{curl}(w, z) = 0\) yields
\[D_2 1_{E_{+,+}} + D_2 1_{E_{+,-}} - D_2 1_{E_{-,+}} - D_2 1_{E_{-,+}} - D_1 1_{E_{+,+}} + D_1 1_{E_{+,-}} - D_1 1_{E_{-,+}} + D_1 1_{E_{-,+}} = 0. \quad (3.9)\]

Proving that \((w, z) \in BV(\Omega; \mathbb{R}^2)\) reduces to prove that \(D_2 1_{E_{+,+}} + D_2 1_{E_{+,-}} - D_2 1_{E_{-,+}} - D_2 1_{E_{-,+}} - D_1 1_{E_{+,+}} + D_1 1_{E_{+,-}} - D_1 1_{E_{-,+}} + D_1 1_{E_{-,+}} \in M_b(\Omega)\) (or, equivalently, that \(D_2 1_{E_{+,+}} + D_2 1_{E_{+,-}} - D_2 1_{E_{-,+}} - D_2 1_{E_{-,+}} - D_1 1_{E_{+,+}} + D_1 1_{E_{+,-}} - D_1 1_{E_{-,+}} + D_1 1_{E_{-,+}}\) can be written as a linear combination of the expressions appearing in (3.5–3.9). However, this is not possible, since the matrix
\[
\begin{pmatrix}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 1 & -1 \\
-1 & 1 & -1 & 1 & 1 & 1 & -1 & -1 \\
0 & 0 & 0 & 0 & 1 & 1 & -1 & -1 \\
\end{pmatrix}
\]
has maximal rank.

We conclude this section by showing a convenient result that allows us to work with potentials of the vector field \((w, z)\). This result will be useful in the proof of the limsup inequality. The definition and the properties of weakly Lipschitz sets that appear in the statement of the next lemma are recalled in the Appendix.

**Lemma 3.4.** Let \(\Omega \subset \mathbb{R}^2\) be an open, bounded, weakly Lipschitz, and simply connected set. Assume that \((w, z) \in L^\infty(\Omega; \mathbb{R}^2) \cap BV(\Omega; \mathbb{R}^2), \) and \(\text{curl}(w, z) = 0 \) in \(D'(\Omega)\). Then there exists a \(\varphi \in BVG(\Omega)\) such that \(\nabla \varphi = (w, z)\).

**Proof.** The proof is based on a smoothing argument which requires some care.

We start by finding a family of open, bounded, weakly Lipschitz, and simply connected sets \((\Omega_s)s\) compactly contained in \(\Omega\) that exhausts \(\Omega\). To do so, we rely on a result proven in [29, Theorem 2.3] (see also [30, Theorem 7.4 and Corollary 7.5]), which guarantees that there exists a \(t > 0\) and a bi-Lipschitz map \(\Gamma: \partial \Omega \times (-t, t) \rightarrow \Gamma(\partial \Omega \times (-t, t)) \subset \mathbb{R}^2\) such that the image of \(\Gamma\) is an open neighborhood of \(\partial \Omega\), \(\Gamma(x, 0) = x\) for \(x \in \partial \Omega\), \(\Gamma(\partial \Omega \times (-0, 0)) \subset \Omega\), and \(\Gamma(\partial \Omega \times (0, 0)) \subset \mathbb{R}^2 \setminus \Omega\). For \(s \in (0, t)\) we define the set \(\Omega_s = \Omega \setminus \Gamma(\partial \Omega \times [-s, 0]) \subset \Omega\). According to [29, Theorem 2.3], we can assume that each \(\Omega_s\) is an open, bounded, and weakly Lipschitz set. We claim that each \(\Omega_s\) is simply connected. To prove this we find a homeomorphism \(f_s: \Omega \rightarrow \Omega_s\) by shrinking a neighborhood of the boundary of \(\Omega\) along the paths \(\tau \mapsto \Gamma(x_0, \tau)\). We fix some \(t_s \in (0, t)\) and for \(s \in (0, t_s)\) we define
\[
G_s: \partial \Omega \times [-t_s, 0] \rightarrow \partial \Omega \times [-t_s, -s], \quad G_s(x_0, \tau) = \left( x_0, -s - \tau \frac{s - t_s}{t_s} \right).
\]

Note that \(G_s\) is a homeomorphism. We then define
\[
f_s: \Omega \rightarrow \Omega_s, \quad f_s(x) := \begin{cases} \Gamma(G_s(\Gamma^{-1}(x))) & \text{if } x \in \Gamma(\partial \Omega \times [-t_s, 0]), \\ x & \text{if } x \in \Omega \setminus \Gamma(\partial \Omega \times (-t_s, 0)). \end{cases}
\]

Notice that \(G_s(\Gamma^{-1}(x)) = x\) for \(x \in \Gamma(\partial \Omega \times \{-t_s\})\) and that \(f_s|_{\Gamma(\partial \Omega \times [-t_s, 0])}\) and \(f_s|_{\Omega \setminus \Gamma(\partial \Omega \times (-t_s, 0))}\) are continuous functions. This yields that \(f_s\) is continuous, since the sets \(\Gamma(\partial \Omega \times [-t_s, 0])\) and \(\Omega \setminus \Gamma(\partial \Omega \times (-t_s, 0))\) are relatively closed in \(\Omega\). Analogously we prove

\footnote{Indeed, \(\partial \Omega \times [-t_s, 0]\) is compact and thus so is \(\Gamma(\partial \Omega \times [-t_s, 0])\). Consequently, \(\Gamma(\partial \Omega \times [-t_s, 0]) = \Gamma(\partial \Omega \times (-t_s, 0)) \cap \Omega\) is relatively closed in \(\Omega\). Moreover, since \(\Gamma^{-1}\) is continuous, \(\Gamma(\partial \Omega \times (-t_s, 0))\) is relatively open in \(\Gamma(\partial \Omega \times (-t_s, 0))\), which is open in \(\mathbb{R}^2\). In particular, \(\Gamma(\partial \Omega \times (-t_s, 0))\) is open. It thereby follows that \(\Omega \setminus \Gamma(\partial \Omega \times (-t_s, 0))\) is relatively closed in \(\Omega\).}
the continuity of its inverse
\[ f_s^{-1}: \Omega_s \to \Omega, \quad f_s^{-1}(x) = \begin{cases} \Gamma(G_s^{-1}(\Gamma^{-1}(x))) & \text{if } x \in \Gamma(\partial\Omega \times [-t_s, -s]), \\
\frac{x}{|x|} & \text{if } x \in \Omega_s \setminus \Gamma(\partial\Omega \times (-t_s, -s)) \end{cases}. \]

This concludes the proof of the simple connectedness of \( \Omega_s \). Note that the sets \( \Omega_s \) increase and exhaust \( \Omega \) as \( s \) decreases to zero. Moreover \( \Omega_s \subseteq \Omega \), since for every \( s \) we have that \( \Gamma(\partial\Omega \times (-s, s)) \) is an open neighborhood of \( \partial\Omega \) that does not intersect \( \Omega_s \).

\[ \text{Figure 5.} \text{ The map } f_s \text{ transforms } \Omega \text{ into } \Omega_s \text{ by shrinking the collar } \Gamma(\partial\Omega \times [-t_s, 0)) = \Omega \setminus \Omega_s \text{ (in light grey) into the collar } \Gamma(\partial\Omega \times [-t_s, -s)) = \Omega_s \setminus \Omega_s \text{, while keeping fixed the set } \Omega \setminus \Gamma(\partial\Omega \times (-t_s, 0)) = \Omega_s \text{ (in dark grey).} \]

We are now in a position to mollify \((w, z)\). Let us define \( d_s := \text{dist}(\Omega_s, \partial\Omega) > 0 \). We fix a mollifier \( \rho \in C^\infty_0(B_1(0)) \) with \( \int \rho \, dx = 1, \rho \geq 0 \), and define for \( s > 0 \) the function \( \rho_s(z) := \frac{1}{d_s^2} \rho(\frac{z}{d_s^2}) \). Then we put \((w_s, z_s) := \rho_s \ast (w, z) \in C^\infty(\Omega_s; \mathbb{R}^2)\). Note that \( \| (w_s, z_s) \|_{L^\infty(\Omega_s)} \) is bounded and that \((w_s, z_s) \to (w, z) \) in \( L^1_{\text{loc}}(\Omega; \mathbb{R}^2) \). Moreover \( \text{curl}(w_s, z_s) = \rho_s \ast \text{curl}(w, z) = 0 \) in \( \Omega_s \). Since the set \( \Omega_s \) is simply connected, we find a function \( \varphi_s \in C^\infty(\Omega_s; \mathbb{R}) \) such that \( \nabla \varphi_s = (w_s, z_s) \) in \( \Omega_s \).

A limit of \( \varphi_s \) as \( s \to 0 \) will always be a good candidate for a potential of \((w, z)\). To find such a limit, we proceed as follows. We fix an \( s_0 \in (0, t_s) \). For \( s < s_0 \) we define
\[ \varphi_{s, s_0} := \varphi_s - \frac{1}{|\Omega_{s_0}|} \int_{\Omega_{s_0}} \varphi_s \, dx. \]

The above function is well-defined since \( \varphi_s \in C(\overline{\Omega_{s_0}}) \). Note that \( \nabla \varphi_{s, s_0} = (w_s, z_s) \) in \( \Omega_{s_0} \). Since \( \Omega_{s_0} \) is a connected, weakly Lipschitz set, the Poincaré-Wirtinger inequality (cf. Remark 6.3) yields boundedness of \((\varphi_{s, s_0})_s \) in \( L^\infty(\Omega_{s_0}) \). Thus, a subsequence converges weakly\(\ast\) in \( L^\infty(\Omega_{s_0}) \) to some \( \varphi^{s_0} \in L^\infty(\Omega_{s_0}) \). Using the convergence \((w_s, z_s) \to (w, z) \) in \( L^1(\Omega_{s_0}; \mathbb{R}^2) \) we obtain that \( \nabla \varphi^{s_0} = (w, z) \) in \( \Omega_{s_0} \) and \( \varphi^{s_0} \in W^{1,\infty}(\Omega_{s_0}) \). Repeating this construction for a sequence \( s_n \to 0 \) (in place of \( s_0 \)) we see that \((w, z)\) has potentials \( \varphi^{s_n} \) on connected sets \( \Omega_{s_n} \) which increase and exhaust \( \Omega \) as \( n \to \infty \). Note that for every \( n \) there exists a constant \( c_n \) such that \( \varphi^{s_n} - c_n = \varphi^{s_0} \) a.e. in \( \Omega_{s_0} \) and moreover \( \varphi^{s_n} - c_n = \varphi^{s_m} - c_m \) a.e. in \( \Omega_{s_n} \cap \Omega_{s_m} \) for all \( n \) and \( m \). We define the function \( \varphi \in W^{1,\infty}_{\text{loc}}(\Omega) \) by
\[ \varphi(x) := \varphi^{s_n}(x) - c_n \quad \text{for } x \in \Omega_{s_n}, \]
for any \( n \). The function \( \varphi \) belongs to \( W^{1,\infty}_{\text{loc}}(\Omega) \) and is a potential of \((w, z)\). By Proposition 6.4 in the Appendix it follows that \( \varphi \in L^\infty(\Omega) \) and this concludes the proof.

4. Proof of compactness and of the liminf inequality

In this section we prove the compactness result and the liminf inequality, i.e., Theorem 2.1 (i), (ii). As explained in the introduction, the key to our \( \Gamma \)-convergence analysis is the relation of \( H_n \) to a Modica-Mortola-type functional as in (1.4). The starting point is to
prove a precise version of this approximate equality. To state this result, we need to introduce a correcting factor $\rho: [-\pi, \pi]^2 \to \mathbb{R}$ defined by

$$
\rho(\theta_1, \theta_2) := \begin{cases} 
- \frac{1 - \cos(\theta_1 + \theta_2)}{2} \sin^2(\theta_1) + \sin^2(\theta_2) & \text{if } \theta_1 \neq \theta_2, \\
\frac{2}{1} \sin \left( \frac{\pi}{2} \theta_2 \right) - \sin \left( \frac{\pi}{2} \theta_1 \right) & \text{if } \theta_1 = \theta_2.
\end{cases} \tag{4.1}
$$

We set $W(s) := (1 - s^2)^2$ and

$$
\varepsilon_n := \frac{\lambda_n}{\sqrt{2\delta_n}}
$$

and we work under the assumption $\varepsilon_n \to 0$.

**Lemma 4.1.** Let $(w, z) \in T_n(\mathcal{PC}_\lambda(S^1))$ be as in (2.3) and let $\rho$ be as in (4.1). Then

$$
H_{n}^{\text{hor}}(w, z; \Omega) = \frac{1}{2\varepsilon_n^2} \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} W(w^{i,j}) + W(w^{i+1,j}) + \varepsilon_n \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} (\rho^{\text{hor}})_{i,j} |\delta^1_1 u^{i,j}|^2,
$$

$$
H_{n}^{\text{ver}}(w, z; \Omega) = \frac{1}{2\varepsilon_n^2} \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} W(z^{i,j}) + W(z^{i,j+1}) + \varepsilon_n \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} (\rho^{\text{ver}})_{i,j} |\delta^2_2 z^{i,j}|^2,
$$

where $(\rho^{\text{hor}})_{i,j} = \rho((\theta^{\text{hor}})_{i,j}, (\theta^{\text{hor}})_{i,j+1})$ and $(\rho^{\text{ver}})_{i,j} = \rho((\theta^{\text{ver}})_{i,j}, (\theta^{\text{ver}})_{i,j+1})$.

**Proof.** Let $u \in \mathcal{PC}_\lambda(S^1)$ be such that $(w, z) = T_n(u)$. We start by observing that

$$
\frac{1}{2} \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} \left| u^{i+2,j} - \frac{\alpha_n}{2} u^{i+1,j} + u^{i,j} \right|^2
$$

$$
= \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} u^{i+2,j} \cdot u^{i,j} - \frac{\alpha_n}{2} \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} u^{i+2,j} \cdot u^{i+1,j} + u^{i+1,j} \cdot u^{i,j}
$$

$$
+ \left( 1 + \frac{\alpha_n^2}{8} \right) \lambda_n^2 \#I^n(\Omega)
$$

$$
= -\lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} (1 - u^{i+2,j} \cdot u^{i,j})
$$

$$
+ \alpha_n \frac{1}{2} \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} (1 - u^{i+2,j} \cdot u^{i+1,j}) + (1 - u^{i+1,j} \cdot u^{i,j})
$$

$$
+ \left( 2 - \alpha_n + \frac{\alpha_n^2}{8} \right) \lambda_n^2 \#I^n(\Omega) \tag{4.2}
$$

On the one hand, by (2.3) and since $2\delta_n(w^{i,j})^2(1 - \frac{\delta_n}{2}(w^{i,j})^2) = \sin^2((\theta^{\text{hor}})_{i,j})$, we get that

$$
\alpha_n \frac{1}{2} \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} (1 - u^{i+1,j} \cdot u^{i,j})
$$

$$
= \alpha_n \frac{1}{2} \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} (1 - \cos((\theta^{\text{hor}})_{i,j})) = 4(1 - \delta_n) \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} \sin^2 \left( \frac{1}{2} (\theta^{\text{hor}})_{i,j} \right)
$$

$$
= \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} (2\delta_n - 2\delta_n^2)(w^{i,j})^2 - 2\delta_n(w^{i,j})^2(1 - \frac{\delta_n}{2}(w^{i,j})^2) + \sin^2((\theta^{\text{hor}})_{i,j}) \tag{4.3}
$$

$$
= \delta_n^2 \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} (1 - (w^{i,j})^2)^2 + \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} \sin^2((\theta^{\text{hor}})_{i,j}) - \delta_n^2 \lambda_n^2 \#I^n(\Omega).
$$

Analogously, we have that

$$
\alpha_n \frac{1}{2} \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} (1 - u^{i+2,j} \cdot u^{i+1,j})
$$

$$
= \delta_n^2 \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} (1 - (w^{i+1,j})^2)^2 + \lambda_n^2 \sum_{(i,j) \in I^n(\Omega)} \sin^2((\theta^{\text{hor}})_{i+1,j}) - \delta_n^2 \lambda_n^2 \#I^n(\Omega). \tag{4.4}
$$
On the other hand, using the definition of $\rho$ in (4.1) we have that
\[ \lambda_n^2 \sum_{(i,j) \in \mathcal{T}^n(\Omega)} -(1 - u^{i+j} \cdot u^{j}) + \sin^2((\theta_{\text{hor}})^{i+j}) + \sin^2((\theta_{\text{hor}})^{i-j}) \]
\[ = \lambda_n^2 \sum_{(i,j) \in \mathcal{T}^n(\Omega)} -(1 - \cos ((\theta_{\text{hor}})^{i+j} + (\theta_{\text{hor}})^{i+1,j} )) + \sin^2((\theta_{\text{hor}})^{i+j}) + \sin^2((\theta_{\text{hor}})^{i,j}) \]
\[ = \lambda_n^2 \sum_{(i,j) \in \mathcal{T}^n(\Omega)} \lambda_n^2 \delta_n |(\rho^{\text{hor}})^{i,j}| |\partial_i w^{i,j}|^2. \tag{4.5} \]
Gathering (4.2)–(4.5) and using the fact that $2 - \alpha_n + \frac{\alpha_n^2}{8} - 2\delta_n^2 = 0$, we conclude that
\[ H_{\text{n}}^{\text{hor}}(w, z, \Omega) = \frac{1}{\sqrt{2}\lambda_n \delta_n^{3/2}} \left[ \lambda_n^2 \sum_{(i,j) \in \mathcal{T}^n(\Omega)} (1 - (w^{i,j})^2)^2 + (1 - (w^{i+1,j})^2)^2 \right] + \lambda_n^2 \sum_{(i,j) \in \mathcal{T}^n(\Omega)} (\rho^{\text{hor}})^{i,j} |\partial_i^1 w^{i,j}|^2 \]
\[ = \frac{1}{2e_n} \lambda_n^2 \sum_{(i,j) \in \mathcal{T}^n(\Omega)} W(w^{i,j}) + W(w^{i+1,j}) + \varepsilon_n \lambda_n^2 \sum_{(i,j) \in \mathcal{T}^n(\Omega)} (\rho^{\text{hor}})^{i,j} |\partial_i^1 w^{i,j}|^2. \]
This concludes the proof of the equality for $H_{\text{n}}^{\text{hor}}$. The equality for $H_{\text{n}}^{\text{ver}}$ is proven analogously. \( \square \)

In the next lemma we explain in which sense the correcting factor $\rho$ is close to 1.

**Lemma 4.2.** The function $\rho$ defined in (4.1) is bounded from below and
\[ \lim_{(\theta_1, \theta_2) \to (0,0)} \rho(\theta_1, \theta_2) = 1. \]

**Proof.** Fix $(\theta_1, \theta_2) \in [-\pi, \pi]^2$ with $\theta_1 \neq \theta_2$ and set $\theta_+ = \frac{\theta_1 + \theta_2}{2}$ and $\theta_- = \frac{\theta_1 - \theta_2}{2}$. We rewrite $\rho(\theta_1, \theta_2)$ in terms of $\theta_+$ and $\theta_-$. Using trigonometric identities, we have
\[ -(1 - \cos(\theta_1 + \theta_2)) + \sin^2(\theta_1) + \sin^2(\theta_2) = \cos(2\theta_+) - \cos^2(\theta_+ - \theta_-) + \sin^2(\theta_+ + \theta_-) \]
\[ = \cos(2\theta_+) - (\cos(\theta_+) \cos(\theta_-) + \sin(\theta_+) \sin(\theta_-))^2 + (\sin(\theta_+) \cos(\theta_-) + \cos(\theta_+) \sin(\theta_-))^2 \]
\[ = \cos(2\theta_+) + (\cos^2(\theta_+) - \sin^2(\theta_+))(\sin^2(\theta_+) - \cos^2(\theta_-)) = (1 - \cos(2\theta_-)) \cos(2\theta_+) \]
\[ = 2 \sin^2(\theta_-) \cos(2\theta_+) = 8 \sin^2(\theta_-/2) \cos^2(\theta_+/2). \]
Moreover, using the identity $\sin x - \sin y = 2 \sin \left( \frac{x-y}{2} \right) \cos \left( \frac{x+y}{2} \right)$ we get
\[ 2 \left( \sin \left( \frac{\theta_1}{2} \right) - \sin \left( \frac{\theta_2}{2} \right) \right)^2 = 8 \sin^2(\theta_-/2) \cos^2(\theta_+/2). \]
Our choice of $\theta_1$ and $\theta_2$ implies that $\sin(\theta_-/2) \neq 0$ and thus, from the equalities above,
\[ \rho(\theta_1, \theta_2) = \frac{\cos^2(\theta_-/2) \cos(2\theta_+)}{\cos^2(\theta_+ + \theta_-)} = \frac{\cos^2((\theta_2 - \theta_1)/4) \cos(\theta_1 + \theta_2)}{\cos^2((\theta_1 + \theta_2)/4)}. \]
From this we easily deduce the claimed limit of $\rho$ at $(0,0)$. To show that $\rho$ is bounded from below, it is enough to show that the function
\[ [-\pi, \pi]^2 \setminus \{(-\pi, -\pi), (\pi, \pi)\} \ni (\theta_1, \theta_2) \mapsto \frac{\cos^2((\theta_2 - \theta_1)/4) \cos(\theta_1 + \theta_2)}{\cos^2((\theta_1 + \theta_2)/4)} \]
is bounded from below. This holds true since it is continuous on $[-\pi, \pi]^2 \setminus \{(-\pi, -\pi), (\pi, \pi)\}$ (its domain) and positive in neighborhoods of the points $(-\pi, -\pi)$ and $(\pi, \pi)$. \( \square \)

Let us now fix $\Omega \in \mathcal{A}_0$ and $(w_n, z_n) \in L^2_{\text{loc}}(\mathbb{R}^2; \mathbb{R}^2)$ such that $H_n(w_n, z_n; \Omega) \leq C$. Let $u_n \in \mathcal{P}_{\lambda_n}(S^1)$ be such that $(w_n, z_n) = T_n(u_n)$, let $\theta_n^{\text{hor}}$ and $\theta_n^{\text{ver}}$ be as in (2.1)–(2.2), and let $\rho_n^{\text{hor}}$ and $\rho_n^{\text{ver}}$ be defined as in Lemma 4.1.

A first consequence of Lemma 4.2 and of the boundedness of the energy is contained in Lemma 4.3. It implies that, despite $\rho_n^{\text{hor}}$ and $\rho_n^{\text{ver}}$ might attain negative values, a sequence
\((w_n, z_n)\) with equibounded \(H_n\) energy has an equibounded discrete Modica-Mortola-type energy:

\[
\frac{1}{2\varepsilon_n} \lambda_n^2 \sum_{(i,j) \in \mathcal{I}^n(\Omega)} W(w_{n,i}^{i,j}) + W(w_{n,i+1,j}^{i,j}) + \varepsilon_n \lambda_n^2 \sum_{(i,j) \in \mathcal{I}^n(\Omega)} |\partial_1^1 w_{n,i}^{i,j}|^2 \leq C, \tag{4.6}
\]

\[
\frac{1}{2\varepsilon_n} \lambda_n^2 \sum_{(i,j) \in \mathcal{I}^n(\Omega)} W(z_{n,i}^{i,j}) + W(z_{n,i+1,j}^{i,j}) + \varepsilon_n \lambda_n^2 \sum_{(i,j) \in \mathcal{I}^n(\Omega)} |\partial_2^1 z_{n,i}^{i,j}|^2 \leq C. \tag{4.7}
\]

**Lemma 4.3.** Assume that \((w_n, z_n) \in L^1_{\text{loc}}(\mathbb{R}^2; \mathbb{R}^2)\) is such that \(H_n(w_n, z_n; \Omega) \leq C\). Then there exists a constant \(C > 0\) such that

\[
\varepsilon_n \lambda_n^2 \sum_{(i,j) \in \mathcal{I}^n(\Omega)} (\rho_{n}^{\text{hor}})^{i,j} |\partial_1^1 w_{n,i}^{i,j}|^2 \geq \frac{1}{2} \varepsilon_n \lambda_n^2 \sum_{(i,j) \in \mathcal{I}^n(\Omega)} |\partial_1^1 w_{n,i}^{i,j}|^2 - C, \tag{4.8}
\]

\[
\varepsilon_n \lambda_n^2 \sum_{(i,j) \in \mathcal{I}^n(\Omega)} (\rho_{n}^{\text{ver}})^{i,j} |\partial_2^1 z_{n,i}^{i,j}|^2 \geq \frac{1}{2} \varepsilon_n \lambda_n^2 \sum_{(i,j) \in \mathcal{I}^n(\Omega)} |\partial_2^1 z_{n,i}^{i,j}|^2 - C. \tag{4.9}
\]

**Proof.** We prove here only \((4.8)\), since \((4.9)\) can be proved similarly.

**Step 1:** Let us count the number of points \((i,j) \in \mathcal{I}^n(\Omega)\) such that \((\rho_{n}^{\text{hor}})^{i,j} < \frac{1}{2} \). By Lemma 4.2 there exists a \(\sigma \in (0, \pi)\) such that

\[
\text{if } |(\rho_{n}^{\text{hor}})^{i,j}, |(\rho_{n}^{\text{hor}})^{i+1,j}| < \sigma \text{ then } (\rho_{n}^{\text{hor}})^{i,j} \geq \frac{1}{2}.
\]

Therefore, if \((\rho_{n}^{\text{hor}})^{i,j} < \frac{1}{2}\) then either \(|(\rho_{n}^{\text{hor}})^{i,j}| \geq \sigma\) or \(|(\rho_{n}^{\text{hor}})^{i+1,j}| \geq \sigma\). It follows that it is enough to estimate the number of points \((i,j) \in \mathcal{I}^n(\Omega)\) such that \(|(\rho_{n}^{\text{hor}})^{i,j}| \geq \sigma\) and those such that \(|(\rho_{n}^{\text{hor}})^{i+1,j}| \geq \sigma\). In order to do so, we exploit the inequality

\[
\left(\left|u^{i,j} - \frac{\alpha n}{2} u^{i+1,j} - 1\right|^2 + 2 + \frac{\alpha n}{2}\right)^2
\]

and the bound \(H_n(u_n; \Omega) = H_n(w_n, z_n; \Omega) \leq C\) to deduce that, for \(n\) large enough,

\[
C_{\delta_n}^{3/2} \lambda_n \geq \sum_{(i,j) \in \mathcal{I}^n(\Omega)} \left|u^{i+2,j} - \frac{\alpha n}{2} u^{i+1,j} + u^{i,j}\right|^2
\]

\[
\geq \sum_{(i,j) \in \mathcal{I}^n(\Omega)} \left(\left|u^{i,j} - \frac{\alpha n}{2} u^{i+1,j} - 1\right|\right)^2
\]

\[
\geq \frac{1}{(2 + \frac{\alpha n}{2})^2} \sum_{(i,j) \in \mathcal{I}^n(\Omega)} \left(\left|u^{i,j} - \frac{\alpha n}{2} u^{i+1,j}\right| - 1\right)^2
\]

\[
= \frac{\alpha n^2}{4} \sum_{(i,j) \in \mathcal{I}^n(\Omega)} \left(\left|u^{i,j} - \frac{\alpha n}{2} u^{i+1,j}\right|^2 - 1\right)^2
\]

\[
= \frac{9}{16} \sum_{(i,j) \in \mathcal{I}^n(\Omega)} \left(1 - \delta_n - \cos ((\rho_{n}^{\text{hor}})^{i,j})^2\right).
\]

Analogously, we obtain the bound

\[
\sum_{(i,j) \in \mathcal{I}^n(\Omega)} \left(1 - \delta_n - \cos ((\rho_{n}^{\text{hor}})^{i+1,j})\right)^2 \leq C_{\delta_n}^{3/2} \lambda_n.
\]

As a consequence, for \(n\) large enough,

\[
C_{\delta_n}^{3/2} \lambda_n \geq \sum_{(i,j) \in \mathcal{I}^n(\Omega)} \left(1 - \delta_n - \cos ((\rho_{n}^{\text{hor}})^{i,j})\right)^2 \geq \sum_{(i,j) \in \mathcal{I}^n(\Omega)} \left(1 - \delta_n - \cos \sigma\right)^2 \tag{4.10}
\]

\[
\geq \# \{(i,j) \in \mathcal{I}^n(\Omega) : |(\rho_{n}^{\text{hor}})^{i,j}| \geq \sigma\} \frac{1}{4} (1 - \cos \sigma)^2.
\]
Analogously, we infer that
\[
\# \{(i, j) \in \mathcal{I}^n(\Omega) : |(\rho_{n}^{\text{hor}})^{i+1,j}| \geq \sigma \} \leq C \frac{\delta_n^{3/2}}{\lambda_n}.
\]

In conclusion,
\[
\# \{(i, j) \in \mathcal{I}^n(\Omega) : |(\rho_{n}^{\text{hor}})^{i,j}| < \frac{1}{2} \} \leq C \frac{\delta_n^{3/2}}{\lambda_n}.
\] (4.11)

Step 2: We split the right-hand side in (4.8) as follows
\[
\frac{1}{2} \varepsilon_n \lambda_n^2 \sum_{(i,j) \in \mathcal{I}^n(\Omega)} |\partial_1^0 w_n^{i,j}|^2
\]
\[
\leq \varepsilon_n \lambda_n^2 \sum_{(i,j) \in \mathcal{I}^n(\Omega)} |(\rho_{n}^{\text{hor}})^{i,j}|^2 |\partial_1^0 w_n^{i,j}|^2 + \frac{1}{2} \varepsilon_n \lambda_n^2 \sum_{(i,j) \in \mathcal{I}^n(\Omega)} |\partial_1^0 w_n^{i,j}|^2
\]
\[
= \varepsilon_n \lambda_n^2 \sum_{(i,j) \in \mathcal{I}^n(\Omega)} |(\rho_{n}^{\text{hor}})^{i,j}|^2 |\partial_1^0 w_n^{i,j}|^2 + \frac{1}{2} \varepsilon_n \lambda_n^2 \sum_{(i,j) \in \mathcal{I}^n(\Omega)} (1 - 2(\rho_{n}^{\text{hor}})^{i,j}) |\partial_1^0 w_n^{i,j}|^2.
\]

From the definition of \(w_n\), cf. (2.3), we get
\[
|w_n^{i,j}| \leq \frac{2 \sqrt{n}}{3n} \quad \text{and thus} \quad |\partial_1^0 w_n^{i,j}|^2 \leq \frac{8}{3n \lambda_n^2}.
\]
Together with the fact that \((\rho_{n}^{\text{hor}})^{i,j}\) is bounded from below (Lemma 4.2 and (4.11)), this yields
\[
\frac{1}{2} \varepsilon_n \lambda_n^2 \sum_{(i,j) \in \mathcal{I}^n(\Omega)} (1 - 2(\rho_{n}^{\text{hor}})^{i,j}) |\partial_1^0 w_n^{i,j}|^2 \leq C \varepsilon_n \lambda_n^2 \frac{\delta_n^{3/2}}{\lambda_n} \frac{1}{\lambda_n^2} = C
\]
and concludes the proof of (4.8).

Our next goal, which is at the core of the compactness result, is to prove that it is possible to obtain a bound for the pair \((w_n, z_n)\) in terms of a full discrete Modica-Mortola functional, namely, a Modica-Mortola functional where the regularization term features the whole discrete gradients of \(w_n\) and \(z_n\) instead of the sole partial discrete derivatives \(\partial_1^0 w_n\) and \(\partial_2^0 z_n\). As suggested by the heuristics presented in the introduction, the condition
\[
(w_n, z_n) \in T_n(\mathcal{I}^n(\Sigma^1))
\]
implies that the pair \((w_n, z_n)\) can be approximately written as the discrete gradient of a suitable potential \(\varphi_n\), which is obtained as a scaled angular lifting of \(w_n\). The partial derivatives \(\partial_1^0 w_n\) and \(\partial_2^0 z_n\) (whose control is as yet missing) are then related to the mixed second derivative \(\partial_1^2\varphi_n\), whose \(L^2\) norm can be controlled by that of the pure derivatives \(\partial_1^1\varphi_n\) and \(\partial_2^2\varphi_n\).

**Proposition 4.4.** Let \((w_n, z_n)\) be as in Lemma 4.3. Let \(Q \subset \subset \Omega\) be an open square with sides parallel to the coordinate axes. Then there exists a constant \(C > 0\) (depending on \(Q\)) such that
\[
\frac{1}{\varepsilon_n} \int_Q W(w_n) \, dx + \varepsilon_n \int_Q |\nabla^d w_n|^2 \, dx \leq C,
\] (4.12)
\[
\frac{1}{\varepsilon_n} \int_Q W(z_n) \, dx + \varepsilon_n \int_Q |\nabla^d z_n|^2 \, dx \leq C.
\] (4.13)

Moreover
\[
\text{curl}(w_n, z_n) \rightarrow 0 \quad \text{in} \quad \mathcal{D}'(Q).
\] (4.14)

**Proof.** To prove the statement, we have to show that
\[
\varepsilon_n ||\partial_1^2 w_n||_{L^2(Q)}^2 \leq C, \quad \varepsilon_n ||\partial_1^2 z_n||_{L^2(Q)}^2 \leq C.
\] (4.15)

We first control \(\varepsilon_n ||\partial_1^2 w_n||_{L^2(Q)}^2\). Let us fix two additional open squares \(Q'\) and \(Q''\) with sides parallel to the coordinate axes such that \(Q \subset \subset Q' \subset \subset Q'' \subset \subset \Omega\). We fix \((i_0, j_0) \in \mathbb{Z}^2\).
(actually depending also on \( n \)) such that \( i_0 \) and \( j_0 \) are the smallest integer indices such that \( (\lambda_n i_0, \lambda_n j_0) \in Q'' \). Then for every \( (i, j) \in \mathbb{Z}^2 \) such that \( (\lambda_n i, \lambda_n j) \in Q'' \) we define

\[
\varphi_{n}^{i,j} := \frac{1}{\arccos(1 - \delta_n)} \left( \sum_{h=i_0}^{i-1} \lambda_n (\theta_n^{\text{hor}})^{h,j} + \sum_{k=j_0}^{j-1} \lambda_n (\theta_n^{\text{ver}})^i,k \right) - a_{Q''}^i, \tag{4.16}
\]

where \( a_{Q''}^i \in \mathbb{R} \). The particular value of \( a_{Q''}^i \) will be relevant only in Step 3 of Lemma 4.5 below (\( a_{Q''}^i \) is chosen so that the piecewise affine interpolation of \( \varphi_n \) has zero average in the square \( Q \); this choice will be clear later). The function \( \varphi_n \) satisfies

\[
\partial_2^d \varphi_{n}^{i,j} = \frac{1}{\arccos(1 - \delta_n)} (\theta_n^{\text{ver}})^{i,j}. \tag{4.17}
\]

Therefore, from (2.3) it follows that

\[
z_{n}^{i,j} = \sqrt{\frac{2}{\delta_n}} \sin \left( \frac{1}{2} \arccos(1 - \delta_n) \partial_2^d \varphi_{n}^{i,j} \right). \tag{4.18}
\]

By definition of \( (\theta_n^{\text{ver}})^{i,j} \) we have that \( (\theta_n^{\text{ver}})^{i,j} \in [-\pi, \pi) \). Thus \( \frac{1}{2} \arccos(1 - \delta_n) \partial_2^d \varphi_{n}^{i,j} \in [-\frac{\pi}{2}, \frac{\pi}{2}] \) and we can invert the formula above, getting

\[
\partial_2^d \varphi_{n}^{i,j} = \frac{2}{\arccos(1 - \delta_n)} \arcsin \left( \sqrt{\frac{\delta_n}{2}} z_{n}^{i,j} \right). \tag{4.19}
\]

We claim that

\[
\varepsilon_n \| \partial_2^d \varphi_n \|^2_{L^2(Q)} \leq C. \tag{4.20}
\]

To prove this, we resort to a discrete integration by parts formula that allows us to control \( \partial_2^d \varphi_n \) in terms of the pure second discrete derivatives. To make the argument rigorous, let us fix a cut-off function \( \zeta \in C_c^\infty(Q) \) such that \( 0 \leq \zeta \leq 1 \) and \( \zeta \equiv 1 \) on a neighborhood of \( \overline{Q} \). We introduce the piecewise constant function defined by \( \zeta_{n}^{i,j} := \zeta(\lambda_n i, \lambda_n j) \). For \( n \) large enough we have

\[
\left\| \partial_2^d \zeta_{n} \varphi_n \right\|_{L^2(Q)} \leq \sum_{(i,j) \in \mathbb{Z}^2} \lambda_n^2 \left| \partial_2^d (\zeta_{n} \varphi_n)^{i,j} \right|^2 = \sum_{(i,j) \in \mathbb{Z}^2} \lambda_n^2 \partial_2^d (\zeta_{n} \varphi_n)^{i,j}. \tag{4.21}
\]

In Lemma 4.5 below we deduce the following bounds

\[
\varepsilon_n \| \varphi_n \|^2_{L^2(Q')} + \varepsilon_n \| \nabla \varphi_n \|^2_{L^2(Q')} \to 0, \tag{4.22}
\]

\[
\varepsilon_n \| \partial_2^d \varphi_n \|^2_{L^2(Q')} \leq C, \tag{4.23}
\]

that will be useful to continue the estimate in (4.21), since these terms appear as a result of a (discrete) product rule applied to \( \zeta_{n} \varphi_n \). A major difficulty in the proof arises in the bound on \( \partial_1^d \varphi_n \), whose \( L^2 \) norm we cannot control. This is due to the fact that, in contrast to (4.19), \( \partial_1^d \varphi_n^{i,j} \) might not be equal to \( \frac{2}{\arccos(1 - \delta_n)} \arcsin \left( \sqrt{\frac{\delta_n}{2}} w_{n}^{i,j} \right) \). For this reason it is convenient to introduce the auxiliary variable

\[
\tilde{w}_{n}^{i,j} := \frac{2}{\arccos(1 - \delta_n)} \arcsin \left( \sqrt{\frac{\delta_n}{2}} w_{n}^{i,j} \right) = \frac{1}{\arccos(1 - \delta_n)} (\theta_n^{\text{hor}})^{i,j}. \tag{4.24}
\]

Notice that the second equality above is a consequence of the definition of \( w_{n}^{i,j} \) in (2.3) and of the fact that \( (\theta_n^{\text{hor}})^{i,j} \in [-\frac{\pi}{2}, \frac{\pi}{2}] \). In Lemma 4.5 below we deduce the convergences

\[
\| \partial_1^d \varphi_n - \tilde{w}_{n} \|_{L^1(Q')} \to 0, \quad \varepsilon_n \| \partial_1^d \varphi_n - \tilde{w}_{n} \|^2_{L^2(Q')} \to 0 \tag{4.25}
\]

and we prove the estimate

\[
\varepsilon_n \| \partial_1^d \tilde{w}_{n} \|_{L^2(Q')} \leq C. \tag{4.26}
\]
With these bounds at hand, we can go further with the estimate in (4.21). By a discrete product rule we get

\[
\|\partial_2^d \varphi_n\|_{L^2(Q')}^2 \leq \sum_{(i,j) \in \mathbb{Z}^2} \lambda_n^2 \partial_2^d (\zeta_n \varphi_n)^{i+1,j} \cdot \left( \partial_1^d \varphi_n^{i,j+1} \varphi_n^{i+1,j+1} + 2 \partial_1^d \varphi_n^{i,j+1} \partial_1^d \varphi_n^{i+1,j+1} + \zeta_n \partial_1^d \varphi_n^{i,j+1} \right)
\]

\[
\leq \sum_{(i,j) \in \mathbb{Z}^2} \lambda_n^2 \partial_2^d (\zeta_n \varphi_n)^{i+1,j} \cdot \left( \partial_1^d \varphi_n^{i,j+1} \varphi_n^{i+1,j+1} + 2 \partial_1^d \varphi_n^{i,j+1} \partial_1^d \varphi_n^{i+1,j+1} + \zeta_n \partial_1^d \varphi_n^{i,j+1} \right)
\]

\[
+ \sum_{(i,j) \in \mathbb{Z}^2} \lambda_n^2 \partial_2^d (\zeta_n \varphi_n)^{i+1,j} \cdot \left( \zeta_n \partial_1^d \varphi_n^{i,j+1} \partial_1^d (\partial_1^d \varphi_n - \tilde{\varphi}_n)^{i,j+1} \right)
\]

\[
\leq C \|\partial_2^d (\zeta_n \varphi_n)\|_{L^2(Q')} \left( \|\varphi_n\|_{L^2(Q')} + \|\partial_1^d \varphi_n\|_{L^2(Q')} + \|\partial_1^d \tilde{\varphi}_n\|_{L^2(Q')} + R_n \right)
\]

\[
\leq C \left( \|\varphi_n\|_{L^2(Q')} + \|\partial_1^d \varphi_n\|_{L^2(Q')} + \|\partial_1^d \varphi_n\|_{L^2(Q')} + \|\partial_1^d \tilde{\varphi}_n\|_{L^2(Q')} \right) + \epsilon_n R_n \cdot
\]

where we put

\[
R_n := \sum_{(i,j) \in \mathbb{Z}^2} \lambda_n^2 \partial_2^d (\zeta_n \varphi_n)^{i+1,j} \cdot \left( \zeta_n \partial_1^d (\partial_1^d \varphi_n - \tilde{\varphi}_n)^{i,j+1} \right)
\]

and we recall that \( \text{supp}(\zeta) \subset \subset Q' \). Therefore by (4.22), (4.23), and (4.26), we obtain that

\[
\epsilon_n \|\partial_2^d \varphi_n\|_{L^2(Q')}^2 \leq C \left( \epsilon_n \|\varphi_n\|_{L^2(Q')}^2 + \epsilon_n \|\partial_1^d \varphi_n\|_{L^2(Q')}^2 + \epsilon_n \|\partial_1^d \varphi_n\|_{L^2(Q')}^2 \right) + \epsilon_n R_n
\]

\[
\leq C + \epsilon_n R_n \cdot
\]

It only remains to control \( \epsilon_n R_n \).

By a discrete integration by parts applied to (4.27) we get

\[
R_n = - \sum_{(i,j) \in \mathbb{Z}^2} \lambda_n^2 \partial_2^d (\zeta_n \varphi_n)^{i+1,j+1} \cdot \partial_2^d (\zeta_n \partial_1^d (\partial_1^d \varphi_n - \tilde{\varphi}_n))^{i,j+1}.
\]

Using a discrete product rule we infer that

\[
\partial_2^d (\zeta_n \varphi_n)^{i+1,j+1} = \partial_2^d \varphi_n^{i+1,j+1} \varphi_n^{i,j+1} + \zeta_n \partial_2^d \varphi_n^{i+1,j+1}
\]

and

\[
\partial_2^d (\zeta_n \partial_1^d (\partial_1^d \varphi_n - \tilde{\varphi}_n))^{i,j+1} = \partial_2^d \zeta_n \partial_1^d (\partial_1^d \varphi_n - \tilde{\varphi}_n))^{i,j+1} + \zeta_n \partial_2^d \partial_1^d (\partial_1^d \varphi_n - \tilde{\varphi}_n))^{i,j+1}.
\]

As a consequence, by suitably integrating by parts and applying a discrete product rule, the estimate of \( \epsilon_n R_n \) boils down to the estimate of the integrals of the following types:

\[
I_1 := \epsilon_n \int_{Q'} |\varphi_n| |\partial_1^d \varphi_n - \tilde{\varphi}_n| \, dx,
\]

\[
I_2 := \epsilon_n \int_{Q'} |\nabla^d \varphi_n| |\partial_1^d \varphi_n - \tilde{\varphi}_n| \, dx,
\]

\[
I_3 := \epsilon_n \int_{Q'} |\varphi_n| |\partial_1^d (\partial_1^d \varphi_n - \tilde{\varphi}_n)| \, dx,
\]

\[
I_4 := \epsilon_n \int_{Q'} |\nabla^d \varphi_n| |\partial_1^d (\partial_1^d \varphi_n - \tilde{\varphi}_n)| \, dx,
\]

\[
I_5 := \epsilon_n \int_{Q'} |\partial_2^d \varphi_n| |\partial_1^d (\partial_1^d \varphi_n - \tilde{\varphi}_n)| \, dx,
\]

where we recall that \( \text{supp}(\zeta) \subset \subset Q' \).
The integrals $I_1$ and $I_2$ are easily treated with (4.22) and (4.25). Indeed by Hölder’s Inequality
\[ I_1^2 \leq \varepsilon_n \| \varphi_n \|_{L^2(Q')}^2 \varepsilon_n \| \partial_1^4 \varphi_n - \tilde{w}_n \|_{L^2(Q')}^2 \rightarrow 0, \]
\[ I_2^2 \leq \varepsilon_n \| \nabla^d \varphi_n \|_{L^2(Q')}^2 \varepsilon_n \| \partial_1^4 \varphi_n - \tilde{w}_n \|_{L^2(Q')}^2 \rightarrow 0. \]
To bound $I_3$ and $I_4$, we use the control (4.35) in Lemma 4.5 below, i.e.,
\[ \varepsilon_n \| \partial_1^2 (\partial_1^4 \varphi_n - \tilde{w}_n) \|_{L^2(Q')} \leq C. \]
Together with (4.22), by Hölder’s Inequality this implies that
\[ I_3^2 \leq \varepsilon_n \| \varphi_n \|_{L^2(Q')}^2 \varepsilon_n \| \partial_2^4 (\partial_1^4 \varphi_n - \tilde{w}_n) \|_{L^2(Q')}^2 \rightarrow 0, \]
\[ I_4^2 \leq \varepsilon_n \| \nabla^d \varphi_n \|_{L^2(Q')}^2 \varepsilon_n \| \partial_2^4 (\partial_1^4 \varphi_n - \tilde{w}_n) \|_{L^2(Q')}^2 \rightarrow 0. \]
Finally, to estimate $I_5$, we resort to the bound (4.36) in Lemma 4.5 below, i.e.,
\[ \| \partial_2^4 (\partial_1^4 \varphi_n - \tilde{w}_n) \|_{L^1(Q')} \leq C \delta_n. \]
Together with the $L^\infty$ bound $|\partial_2^i \varphi_n| \leq \frac{\pi}{\sqrt{2\delta_n}}$ (cf. (4.19)) and since $\arccos(1 - \delta_n) \geq \sqrt{2\delta_n}$ this yields
\[ I_5 \leq C \varepsilon_n \frac{1}{\sqrt{\delta_n}} \delta_n \leq C. \]

The bounds on $I_1, I_2, I_3, I_4, I_5$ allow us to conclude that $\varepsilon_n R_n \leq C$ and, thanks to (4.28), that
\[ \varepsilon_n \| \partial_1^4 \varphi_n \|_{L^2(Q)}^2 \leq C. \tag{4.30} \]

We can now conclude the proof of the bound on $\varepsilon_n \| \partial_1^4 \varphi_n \|_{L^2(Q)}^2$. Thanks to (4.18) we have that
\[
|\partial_1^5 z_n| = \frac{\tilde{z}_n^{i,j} - z_n^{i,j}}{\lambda_n} \leq \sqrt{2} \frac{1}{\delta_n} \frac{\varepsilon_n}{\lambda_n} \left( \frac{1}{2} \arccos(1 - \delta_n) \partial_2^4 \varphi_n^{i,j} - \frac{1}{2} \arccos(1 - \delta_n) \partial_2 \varphi_n^{i,j} \right) \leq C |\partial_1^2 \varphi_n|.
\]
The bound
\[ \varepsilon_n \| \partial_1^4 \varphi_n \|_{L^2(Q)}^2 \leq C \]
then follows from (4.30).

To control $\varepsilon_n \| \partial_2^4 w_n \|_{L^2(Q)}^2$, we employ (4.24) to deduce that
\[ |\partial_2^4 w_n| \leq \sqrt{2} \frac{\varepsilon_n}{\delta_n} |\partial_2^4 \tilde{w}_n|. \]
In view of (4.30) and (4.35) in Lemma 4.5 below we conclude that
\[ \varepsilon_n \| \partial_2^4 w_n \|_{L^2(Q)}^2 \leq C \varepsilon_n (\| \partial_1^4 \varphi_n \|_{L^2(Q)}^2 + \| \partial_2^4 \tilde{w}_n - \partial_1^4 \varphi_n \|_{L^2(Q')}^2) \leq C. \]

We prove the convergence $\text{curl}(w_n, z_n) \to 0$ in Lemma 4.6 below.

In the following lemma we prove the bounds used in the proof of Proposition 4.4. In Step 3 we make use of a discrete Poincaré-Wirtinger inequality. Even though the inequality holds true under more general assumptions, for simplicity of notation in Step 3 we provide a proof in the setting we are interested in.

An alternative proof is to define $\psi_n = \frac{1}{\arccos(1 - \delta_n)} \left( \sum_{k=j_0}^{\lambda_n} \lambda_n (\partial_2^{\lambda_n})^{(k)} + \sum_{h=0}^{\lambda_n} \lambda_n (\partial_2^{\lambda_n})^{(h)} \right) - b_Q^h$, with a suitable $b_Q^h \in \mathbb{R}$ and to follow the lines of the control on $\varepsilon_n \| \partial_1^4 \varphi_n \|_{L^2(Q)}^2$ with $\psi_n$ in place of $\varphi_n$. 

\[ \]
Lemma 4.5. Let $\varphi_n$ and $Q \subset Q'$ be as in the proof of Proposition 4.4. Then
\begin{equation}
\varepsilon_n \|\varphi_n\|_{L^2(Q^\prime)} + \varepsilon_n \|
abla^{d} \varphi_n\|_{L^2(Q^\prime)} \to 0,
\end{equation}
\begin{equation}
\varepsilon_n \|\partial_{Q}^{1} \varphi_n\|_{L^2(Q^\prime)} \leq C.
\end{equation}
Moreover, let $\tilde{w}_n$ be as in (4.24). Then
\begin{equation}
\|\partial_{Q}^{1} \varphi_n - \tilde{w}_n\|_{L^1(Q^\prime)} \to 0,
\end{equation}
\begin{equation}
\varepsilon_n \|\partial_{Q}^{1} \varphi_n - \tilde{w}_n\|_{L^2(Q^\prime)} \to 0,
\end{equation}
\begin{equation}
\varepsilon_n \|\partial_{Q}^{2} (\partial_{Q}^{1} \varphi_n - \tilde{w}_n)\|_{L^2(Q^\prime)} \leq C,
\end{equation}
\begin{equation}
\|\partial_{Q}^{2} (\partial_{Q}^{1} \varphi_n - \tilde{w}_n)\|_{L^1(Q^\prime)} \leq C \frac{\delta_n}{\lambda_n}.
\end{equation}

Proof. Step 1: Control on $\|\partial_{Q}^{2} \varphi_n\|_{L^2(Q^\prime)}$. By (4.19) we deduce that
\[ \|\partial_{Q}^{2} \varphi_n\|_{L^2(Q^\prime)} \leq C |z_{n,i,j}^\varepsilon| . \]

Thanks to (4.7) and using that $Q^\prime \subset \Omega$ we infer that
\begin{equation}
C \varepsilon_n \geq \lambda_n^2 \sum_{Q_{\lambda_n(i,j)} \cap Q^\prime \neq \emptyset} W(z_{n,i,j}^\varepsilon) = \lambda_n^2 \sum_{Q_{\lambda_n(i,j)} \cap Q^\prime \neq \emptyset} (1 - (z_{n,i,j}^\varepsilon)^2)^2 \geq \lambda_n^2 \sum_{Q_{\lambda_n(i,j)} \cap Q^\prime \neq \emptyset} (1 + \frac{1}{2}(z_{n,i,j}^\varepsilon)^4) \]
which yields the bound
\begin{equation}
\|\partial_{Q}^{2} \varphi_n\|_{L^2(Q^\prime)} \leq C \|z_n\|_{L^2(Q^\prime)} \leq C.
\end{equation}

and, in particular, the bound
\begin{equation}
\|\partial_{Q}^{2} \varphi_n\|_{L^2(Q^\prime)} \leq C.
\end{equation}

Step 2: Control on $\varepsilon_n \|\partial_{Q}^{1} \varphi_n\|_{L^2(Q^\prime)}$. Following the lines of Step 1 with $w_n$ in place of $z_n$ and with $\tilde{w}_n$ in place of $\partial_{Q}^{1} \varphi_n$, cf. (4.19), we deduce that
\begin{equation}
\|\tilde{w}_n\|_{L^2(Q^\prime)} \leq C.
\end{equation}

We prove now (4.33). We start by observing that
\begin{equation}
\begin{aligned}
\partial_{Q}^{1} \varphi_n^{i,j} - \tilde{w}_n^{i,j} &= \frac{1}{\arccos(1 - \delta_n)} \left( (\theta_n^\text{hor})^{i,j}_{0} - (\theta_n^\text{vert})^{i,j}_{0} + \sum_{k=0}^{j} ((\theta_n^\text{vert})^{i+1,k}_{n} - (\theta_n^\text{vert})^{i,k}_{n}) \right),
\end{aligned}
\end{equation}

Subtracting the previous equality evaluated at $j + 1$ and the same one evaluated at $j$, we get
\begin{equation}
\begin{aligned}
&\partial_{Q}^{1} \varphi_n^{i,j+1} - \tilde{w}_n^{i,j+1} - \partial_{Q}^{1} \varphi_n^{i,j} + \tilde{w}_n^{i,j} = \frac{1}{\arccos(1 - \delta_n)} \left( (\theta_n^\text{hor})^{i,j}_{n} + (\theta_n^\text{vert})^{i+1,j}_{n} - (\theta_n^\text{hor})^{i,j+1}_{n} - (\theta_n^\text{vert})^{i,j}_{n} \right). \end{aligned}
\end{equation}

This entails that for $i$ fixed the difference $\partial_{Q}^{1} \varphi_n^{i,*} - \tilde{w}_n^{i,*}$ changes from $j$ to $j + 1$ if and only if the discrete vorticity
\[ V_n^{i,j} := (\theta_n^\text{hor})^{i,j}_{n} + (\theta_n^\text{vert})^{i+1,j}_{n} - (\theta_n^\text{hor})^{i,j+1}_{n} - (\theta_n^\text{vert})^{i,j}_{n} \]
is non-zero. Note that $\partial_{Q}^{1} \varphi_n^{i,j}_{n} = \tilde{w}_n^{i,j}_{n}$, so that $\partial_{Q}^{1} \varphi_n^{i,*} = \tilde{w}_n^{i,*}$ if $V_n^{i,j} \equiv 0$.

We count how many times $V_n^{i,j}$ is different from zero. First of all, we remark that $V_n^{i,j} \in \{-2\pi, 0, 2\pi\}$ (indeed, it is a multiple of $2\pi$ and $\theta_n^\text{hor}, \theta_n^\text{vert} \in [-\pi, \pi]$). Next we observe that $|V_n^{i,j}| = 2\pi$ implies that one of the four values $|(\theta_n^\text{hor})^{i,j}_{n}|, |(\theta_n^\text{vert})^{i+1,j}_{n}|, |(\theta_n^\text{hor})^{i,j+1}_{n}|, |(\theta_n^\text{vert})^{i,j}_{n}|$ must be greater than or equal to $\frac{\pi}{2}$. This observation leads to a counting argument analogous to the one done in (4.10). Hence we conclude that
\begin{equation}
\|\theta_n\|_{Q_{\lambda_n}(i,j) \cap Q^\prime \neq \emptyset} \leq \frac{\lambda_n^{3/2}}{\lambda_n}.
\end{equation}
Let us now fix \(i\). We need to estimate the distance between \(\partial_1^i \varphi_n^{i,j} - \tilde{w}_n^{i,j}\) if it occurs that \(V_n^{i,j} \neq 0\) for some \(j\). By (4.40) we deduce that \(|V_n^{i,j}| = 2\pi\) implies
\[
|\partial_1^i \varphi_n^{i,j+1} - \tilde{w}_n^{i,j+1}| \leq |\partial_1^i \varphi_n^{i,j} - \tilde{w}_n^{i,j}| + \frac{1}{\arccos(1 - \delta_n)} |V_n^{i,j}|
\]
\[
\leq |\partial_1^i \varphi_n^{i,j} - \tilde{w}_n^{i,j}| + \frac{2\pi}{\sqrt{2} \delta_n},
\]
for \(n\) large enough. As already stressed, \(|V_n^{i,j}| = 0\) implies instead that \(|\partial_1^i \varphi_n^{i,j+1} - \tilde{w}_n^{i,j+1}| = |\partial_1^i \varphi_n^{i,j} - \tilde{w}_n^{i,j}\). With a chain of inequalities (that starts for the maximal \(j\) such that \(Q_{\lambda_n}(i, j) \cap Q'' \neq \emptyset\) and stops when \(j = j_0\)) and using the fact that \(\partial_1^i \varphi_n^{i,j_0} = \tilde{w}_n^{i,j_0}\), we conclude that
\[
\sup_j |\partial_1^i \varphi_n^{i,j} - \tilde{w}_n^{i,j}| \leq \frac{2\pi}{\sqrt{2} \delta_n} \#\{j : Q_{\lambda_n}(i, j) \cap Q'' \neq \emptyset\}.
\]
Together with (4.41), this allows us to estimate the \(L^1\) norm as follows
\[
\|\partial_1^i \varphi_n - \tilde{w}_n\|_{L^1(Q''')} \leq \lambda_n^2 \sum_{(i,j)} |\partial_1^i \varphi_n^{i,j} - \tilde{w}_n^{i,j}| \leq C \lambda_n \sum_{V_n^{i,j} \neq 0} \sup_j |\partial_1^i \varphi_n^{i,j} - \tilde{w}_n^{i,j}|
\]
\[
\leq C \lambda_n \sum_{V_n^{i,j} \neq 0} \frac{2\pi}{\sqrt{2} \delta_n} \#\{j : V_n^{i,j} \neq 0\} \leq C \frac{\lambda_n}{\sqrt{\delta_n}} \#\{(i, j) : V_n^{i,j} \neq 0\}
\]
\[
\leq C \delta_n,
\]
the sums being always taken for \((i, j)\) such that \(Q_{\lambda_n}(i, j) \cap Q'' \neq \emptyset\). Analogously, by the superadditivity of \(t \mapsto t^2\) in \([0, +\infty)\) and since \(\epsilon_n = \frac{\lambda_n}{\sqrt{2} \delta_n}\), we get that
\[
\|\partial_1^i \varphi_n - \tilde{w}_n\|_{L^2(Q''')} \leq C \frac{\lambda_n}{\delta_n} \left(\#\{(i, j) : V_n^{i,j} \neq 0\}\right)^2 \leq C \frac{\epsilon_n^2}{\lambda_n} \leq C \frac{\delta_n^{3/2}}{\epsilon_n}.
\]
This concludes the proof of the claim (4.33). We remark that (4.39) and (4.33) imply that
\[
\epsilon_n \|\partial_1^i \varphi_n\|_{L^2(Q'')}^2 \rightarrow 0. \quad (4.42)
\]
Step 3: Control on \(\epsilon_n \|\varphi_n\|_{L^2(Q'')}^2\). We claim that
\[
\epsilon_n \|\varphi_n\|_{L^2(Q'')}^2 \rightarrow 0, \quad (4.43)
\]
where we recall that \(Q'\) is such that \(\text{supp}(\zeta) \subset Q'\). To prove the claim we resort to the following discrete Poincaré-Wirtinger inequality: for \(n\) large enough we have that
\[
\|\varphi_n\|_{L^2(Q')} \leq C \|\nabla \varphi_n\|_{L^2(Q'')} \quad (4.44)
\]
This directly implies (4.43) by (4.42) and (4.38).

To prove the discrete Poincaré-Wirtinger inequality, we apply the well-known classical inequality to the piecewise affine interpolation \(\hat{\varphi}_n\) of \(\varphi_n\) defined as follows. Let \(T^+_{\lambda_n}(i, j)\) and \(T^-_{\lambda_n}(i, j)\) be the two triangles partitioning the square \(Q_{\lambda_n}(i, j)\) defined by
\[
T^+_{\lambda_n}(i, j) := \{\lambda_n(i + s, j + t) \in Q_{\lambda_n}(i, j) : s \in [0, 1], t \in [0, 1 - s]\},
\]
\[
T^-_{\lambda_n}(i, j) := \{\lambda_n(i + s, j + t) \in Q_{\lambda_n}(i, j) : s \in (0, 1), t \in (1 - s, 1)\}.
\]
The function \(\hat{\varphi}_n\) is defined in \(T^-_{\lambda_n}(i, j)\) by interpolating the values of \(\varphi_n\) on the three vertices of \(T^-_{\lambda_n}(i, j)\), i.e.,
\[
\hat{\varphi}_n(x) := \varphi_n^{i,j} + (x_1 - \lambda_n i)\varphi_n^{i+1,j} - \varphi_n^{i,j} + (x_2 - \lambda_n j)\varphi_n^{i,j+1} - \varphi_n^{i,j}\frac{\varphi_n^{i+1,j} - \varphi_n^{i,j}}{\lambda_n}, \quad (4.45)
\]
for every \( x = (x_1, x_2) \in T_{\lambda_n}^-(i, j) \). Analogously,

\[
\hat{\varphi}_n(x) := \varphi_n^{(i,j+1)} + (x_1 - \lambda_n i) \varphi_n^{(i,j+1),1} - \varphi_n^{(i,j+1)} \\
+ (x_2 - \lambda_n (j + 1)) \varphi_n^{(i,j+1),2} - \varphi_n^{(i,j+1)} ,
\]

(4.46)

for every \( x = (x_1, x_2) \in T_{\lambda_n}^+(i, j) \).

With the definition of \( \hat{\varphi}_n \) at hand, we can choose the value of \( a_{Q'}^n \) in (4.16). We remark that adding a constant to \( \varphi_n \) results into the addition of the same constant to the average \( \frac{1}{|Q'|} \int_{Q'} \hat{\varphi}_n \), cf. (4.45)–(4.46). Therefore we can choose \( a_{Q'}^n \), so that \( \frac{1}{|Q'|} \int_{Q'} \hat{\varphi}_n = 0 \).

The gradient of \( \hat{\varphi}_n \) is constant in \( T_{\lambda_n}^{-}(i, j) \) and is given by

\[
\nabla \hat{\varphi}_n = (\partial_1^d \varphi_n^{(i,j)}, \partial_2^d \varphi_n^{(i,j)}) \quad \text{in} \ T_{\lambda_n}^{-}(i, j),
\]

\[
\nabla \hat{\varphi}_n = (\partial_1^d \varphi_n^{(i,j+1)}, \partial_2^d \varphi_n^{(i,j+1)}) \quad \text{in} \ T_{\lambda_n}^{+}(i, j).
\]

In particular, for \( n \) is large enough,

\[
\| \nabla \hat{\varphi}_n \|_{L^2(Q')} \leq C \| \nabla^d \varphi_n \|_{L^2(Q')} .
\]

(4.47)

We can control the \( L^2 \) distance between the piecewise constant function \( \varphi_n \) and the piecewise affine interpolation \( \hat{\varphi}_n \) as follows. By (4.45) we obtain that

\[
\hat{\varphi}_n(x) - \varphi_n^{(i,j)} = (x_1 - \lambda_n i) \partial_1^d \varphi_n^{(i,j)} + (x_2 - \lambda_n j) \partial_2^d \varphi_n^{(i,j)}
\]

for \( x \in T_{\lambda_n}^{-}(i, j) \), yielding

\[
\| \hat{\varphi}_n - \varphi_n \|_{L^2(T_{\lambda_n}^{-}(i,j))} \leq C \lambda_n \| \nabla^d \varphi_n \|_{L^2(T_{\lambda_n}^{-}(i,j))} .
\]

Analogously, by (4.46) for \( x \in T_{\lambda_n}^{+}(i, j) \) we have that

\[
\hat{\varphi}_n(x) - \varphi_n^{(i,j)} = \lambda_n \partial_1^d \varphi_n^{(i,j+1)} + (x_1 - \lambda_n i) \partial_1^d \varphi_n^{(i,j+1)} + (x_2 - \lambda_n (j + 1)) \partial_2^d \varphi_n^{(i,j+1)},
\]

and thus

\[
\| \hat{\varphi}_n - \varphi_n \|_{L^2(T_{\lambda_n}^{+}(i,j))} \leq C \lambda_n (\| \nabla^d \varphi_n \|_{L^2(T_{\lambda_n}^{-}(i,j+1))} + \| \nabla^d \varphi_n \|_{L^2(T_{\lambda_n}^{+}(i,j+1))} ) .
\]

In conclusion, we get

\[
\| \hat{\varphi}_n - \varphi_n \|_{L^2(Q')} \leq C \lambda_n \| \nabla^d \varphi_n \|_{L^2(Q')} \]

(4.48)

and thus \( \| \varphi_n \|_{L^2(Q')} \leq \| \hat{\varphi}_n \|_{L^2(Q')} + \| \nabla^d \varphi_n \|_{L^2(Q')} \) for \( n \) large enough. Since \( \hat{\varphi}_n \) has zero average in \( Q' \), by the Poincaré-Wirtinger inequality and by (4.47) we deduce that

\[
\| \varphi_n \|_{L^2(Q')} \leq \| \hat{\varphi}_n \|_{L^2(Q')} + \| \nabla^d \varphi_n \|_{L^2(Q')} \leq C \| \nabla^d \varphi_n \|_{L^2(Q')} ,
\]

which proves (4.44).

By (4.43) together with (4.38) and (4.42), we conclude the proof of (4.31).

Step 4: Control on \( \varepsilon_n \| \partial_3^d \varphi_n \|_{L^2(Q')} \). Unfortunately this does not follow immediately from (4.19) and the energy bound (4.7), since the function \( \arcsin \) is only locally Lipschitz on the interval \((-1,1)\). However, we can estimate the number of points \( (i,j) \) for which \( \sqrt{\frac{2}{3} z_n^{(i,j)}} \) is close to 1 or \(-1\). More precisely, if \( |z_n^{(i,j)}| \geq \frac{1}{2} \sqrt{\frac{2}{3} z_n^{(i,j)}} \), then (cf. (2.3)) \( |\theta_n^{(i,j)}| = 2 \arcsin \left( \frac{2}{3} |z_n^{(i,j)}| \right) \geq \frac{\pi}{3} \). With a counting argument analogous to that in (4.10) we obtain that

\[
\# \{ (i, j) \in T^{n}(\Omega) : |\theta_n^{(i,j)}| \geq \frac{\pi}{3} \} \leq C \frac{3^{3/2}}{\lambda_n} .
\]
Analogously, if \(|z^{i,j}_n| \geq \frac{1}{2} \sqrt{\frac{\lambda_n}{\delta_n}}\), then \(|(\theta^{\text{e}}_n)^{i,j}_n| \geq \frac{\pi}{3}\). Furthermore we have that
\[
\# \{(i, j) \in \mathcal{I}^n(\Omega) : \ |(\theta^{\text{e}}_n)^{i,j}_n| \geq \frac{\pi}{3}\} \leq C \frac{\delta_n^{3/2}}{\lambda_n}.
\]
In both cases, from \((4.19)\) we get the rough bound \(|\partial_2^{i,j} \varphi_n^{i,j}| \leq \frac{\sqrt{2}}{\arccos(1 - \delta_n)} \frac{\pi}{2}\) and thus
\[
|\partial_2^{i,j} \varphi_n^{i,j}| \leq \frac{C}{\lambda_n \sqrt{\delta_n}},
\]
for \(n\) large enough.

If, instead, \(|z^{i,j}_n| < \frac{1}{2} \sqrt{\frac{\lambda_n}{\delta_n}}\) and \(|z^{i,j+1}_n| < \frac{1}{2} \sqrt{\frac{\lambda_n}{\delta_n}}\) then \((4.19)\) yields for \(n\) large enough
\[
|\partial_2^{i,j} \varphi_n^{i,j}| \leq \frac{2}{\arccos(1 - \delta_n)} \sqrt{\frac{\delta_n}{2}} \frac{2}{\sqrt{3}}|\partial_2^{i,j} z_n^{i,j}| \leq C|\partial_2^{i,j} z_n^{i,j}|,
\]
where we used the fact that arcsin is Lipschitz in \([-\frac{1}{2}, \frac{1}{2}]\) with Lipschitz constant \(\frac{2}{\sqrt{3}}\).

We now split the sum in
\[
\|\partial_2^{i,j} \varphi_n^{i,j}\|_{L^2(Q_n')}^2 \leq \lambda^2_{n} \sum_{Q_{n'}_{n(i,j)} \cap Q'' \neq \emptyset} |\partial_2^{i,j} \varphi_n^{i,j}|^2
\]
into the sum over indices such that
\[
|z^{i,j}_n| \geq \frac{1}{2} \sqrt{\frac{\lambda_n}{\delta_n}} \quad \text{or} \quad |z^{i,j+1}_n| \geq \frac{1}{2} \sqrt{\frac{\lambda_n}{\delta_n}}
\]
and the sum over indices such that
\[
|z^{i,j}_n| < \frac{1}{2} \sqrt{\frac{\lambda_n}{\delta_n}} \quad \text{and} \quad |z^{i,j+1}_n| < \frac{1}{2} \sqrt{\frac{\lambda_n}{\delta_n}}.
\]
Putting together the estimates obtained in this step we conclude that
\[
\varepsilon_n \|\partial_2^{i,j} \varphi_n^{i,j}\|_{L^2(Q_n')}^2 \leq C \varepsilon_n \frac{\lambda^2_n}{\lambda_n \delta_n} \frac{\delta_n^{3/2}}{\lambda_n} + C \varepsilon_n \lambda^2_n \sum_{Q_{n'(i,j)} \cap Q'' \neq \emptyset} |\partial_2^{i,j} z_n^{i,j}|^2 \leq C \left(1 + \varepsilon_n \lambda^2_n \sum_{(i,j) \in \mathcal{I}^n(\Omega)} |\partial_2^{i,j} z_n^{i,j}|^2\right).
\]

Thanks to the energy bound \((4.7)\), we conclude the proof of \((4.32)\).

Step 5: Control on \(\varepsilon_n \|\partial_1^{i,j} \tilde{w}_n\|_{L^2(Q_n')}\). Following the lines of Step 4 with \(w_n\) in place of \(z_n\), \(\tilde{w}_n\) in place of \(\partial_1^{i,j} \varphi_n\), and \(\partial_1^{i,j} \tilde{w}_n\) in place of \(\partial_2^{i,j} \varphi_n\), we deduce the bound \((4.34)\).

Step 6: Proof of \((4.35)\). The equality in \((4.40)\) can be recast as follows
\[
\partial_2^{i,j} (\partial_1^{i,j} \varphi_n - \tilde{w}_n)^{i,j} = \frac{1}{\lambda_n \arccos(1 - \delta_n)} V_n^{i,j}.
\]
(4.49)
Recalling from Step 2 that \(|V_n^{i,j}| \leq 2\pi\), together with the estimate \((4.41)\) on the number of points where \(V_n^{i,j} \neq 0\) the previous equality yields
\[
\varepsilon_n \|\partial_2^{i,j} (\partial_1^{i,j} \varphi_n - \tilde{w}_n)^{i,j}\|_{L^1(Q_n')}^2 \leq \varepsilon_n \frac{\lambda^2_n}{\lambda_n \delta_n} \frac{\delta_n^{3/2}}{\lambda_n} \leq C,
\]
名义 \((4.35)\).

Step 7: Proof of \((4.36)\). By \((4.49)\) and \((4.41)\) we have that
\[
\|\partial_2^{i,j} (\partial_1^{i,j} \varphi_n - \tilde{w}_n)\|_{L^1(Q_n')} \leq \frac{2}{\lambda_n \sum_{Q_{n(i,j)} \cap Q'' \neq \emptyset} \lambda^2_n |\partial_2^{i,j} (\partial_1^{i,j} \varphi_n - \tilde{w}_n)^{i,j}|}
\]
\[
\leq \frac{2}{\lambda_n \sum_{V_n^{i,j} \neq 0} \lambda_n \arccos(1 - \delta_n)} \leq C \frac{\delta_n^{3/2}}{\lambda_n} \frac{1}{\sqrt{2 \delta_n}} \leq C \frac{\delta_n}{\lambda_n}.
\]
Lemma 4.6. Let \((w_n, z_n)\) and \(Q\) be as in Proposition 4.4. Then
\[
\text{curl}(w_n, z_n) \to 0 \quad \text{in } \mathcal{D}'(Q).
\] (4.50)

Proof. Let \(\varphi_n\) be as in the proofs of Proposition 4.4 and Lemma 4.5. The idea of the proof is to make use of the fact that \((w_n, z_n)\) is close to a curl-free vector field on \(Q\). Specifically, we shall prove that \((w_n, z_n) - \nabla \tilde{\varphi}_n \to 0\) in \(L^1(Q; \mathbb{R}^2)\), where \(\tilde{\varphi}_n\) is the piecewise affine interpolation defined in (4.45)–(4.46). Let us start by proving that
\[
\|\partial_1 \tilde{\varphi}_n - \partial_1 \varphi_n\|_{L^1(Q)} \to 0, \quad \|\partial_2 \tilde{\varphi}_n - \partial_2 \varphi_n\|_{L^1(Q)} \to 0.
\] (4.51)

Following the notation introduced in Step 3 of Lemma 4.5 we have that
\[
\nabla \tilde{\varphi}_n(x) - \nabla \varphi_n(x) = 0
\]
for \(x \in T_{\lambda_n}^-(i, j)\). In contrast, for \(x \in T_{\lambda_n}^+(i, j)\) we have
\[
\nabla \tilde{\varphi}_n(x) - \nabla \varphi_n(x) = \lambda_n (\partial_{12} \varphi_n^{i,j}, \partial_{12} \varphi_n^{i,j}).
\]

It follows that
\[
\|\nabla \tilde{\varphi}_n - \nabla \varphi_n\|_{L^2(Q)}^2 \leq \lambda_n^2 \|\partial_{12} \varphi_n\|_{L^2(Q)}^2 \leq C \lambda_n \sqrt{\delta_n} \to 0,
\]
where in the last inequality we used (4.20) and the fact that \(\varepsilon_n = \frac{\lambda_n}{\sqrt{\delta_n}}\).

Next, we show that
\[
\|w_n - \partial_1 \varphi_n\|_{L^1(Q)} \to 0, \quad \|z_n - \partial_2 \varphi_n\|_{L^1(Q)} \to 0.
\] (4.52)

From (4.48) and since \(\|\sin x - x\| \leq C|x|^3\) it follows that
\[
\left|z_n^{i,j} - \partial_2 \varphi_n^{i,j}\right| \leq \sqrt{\frac{2}{\delta_n}} \sin \left(\frac{\arccos(1 - \delta_n)}{2} \partial_2 \varphi_n^{i,j}\right) - \frac{\arccos(1 - \delta_n)}{2} \partial_2 \varphi_n^{i,j} \\
+ \frac{\arccos(1 - \delta_n)}{\sqrt{2 \delta_n}} \left(\arccos(1 - \delta_n) \partial_2 \varphi_n^{i,j} - \partial_2 \varphi_n^{i,j}\right) \\
\leq C \sqrt{\frac{2}{\delta_n}} \left(\frac{1}{2} \arccos(1 - \delta_n) \partial_2 \varphi_n^{i,j} \right) + \frac{\arccos(1 - \delta_n)}{\sqrt{2 \delta_n}} \left(\arccos(1 - \delta_n) - 1 \right) ||\partial_2 \varphi_n^{i,j}||.
\]

By (4.37) we obtain that
\[
\|z_n - \partial_2 \varphi_n\|_{L^1(Q)} \leq C \sqrt{\frac{2}{\delta_n}} \|\partial_2 \varphi_n\|_{L^1(Q')} + \frac{\arccos(1 - \delta_n)}{\sqrt{2 \delta_n}} - 1 \|\partial_2 \varphi_n\|_{L^1(Q')}. \\
\leq C \left(\delta_n + \left(\frac{\arccos(1 - \delta_n)}{\sqrt{2 \delta_n}} - 1 \right) \right) \to 0.
\]

Following the same lines by replacing \(z_n\) with \(w_n\) and \(\partial_2 \varphi_n\) with the auxiliary variable \(\tilde{w}_n\) defined in (4.22), we deduce that \(\|w_n - \tilde{w}_n\|_{L^1(Q)} \to 0\). Then (4.33) yields \(\|w_n - \partial_1 \varphi_n\|_{L^1(Q)} \to 0\).

Putting together (4.51) and (4.52) we infer that
\[
\|\partial_1 \tilde{\varphi}_n - w_n\|_{L^1(Q)} \to 0, \quad \|\partial_2 \tilde{\varphi}_n - z_n\|_{L^1(Q)} \to 0.
\]

We are now in a position to prove (4.50). Since \(\text{curl}(\nabla \tilde{\varphi}_n) = 0\) in \(\mathcal{D}'(Q)\), for every \(\xi \in C_\infty^c(Q)\) we obtain that
\[
\langle \text{curl}(w_n, z_n), \xi \rangle = -\int_Q w_n \partial_2 \xi \, dx + \int_Q z_n \partial_1 \xi \, dx \\
= \int_Q (\partial_1 \tilde{\varphi}_n - w_n) \partial_2 \xi \, dx - \int_Q (\partial_2 \tilde{\varphi}_n - z_n) \partial_1 \xi \, dx \to 0.
\]

The bounds proven in Proposition 4.4 allow us to obtain a first partial compactness result.
Proposition 4.7. Let \((w_n, z_n) \in L^1_{\text{loc}}(\mathbb{R}^2; \mathbb{R}^2)\) be a sequence satisfying \(H_n(w_n, z_n; \Omega) \leq C\). Then there exists \((w, z) \in BV_{\text{loc}}(\Omega; \mathbb{R}^2)\) such that \(w \in \{1, -1\}\), \(z \in \{1, -1\}\) a.e. in \(\Omega\), \(\text{curl}(w, z) = 0\) in \(D'(\Omega)\), and (up to a subsequence) \((w_n, z_n) \to (w, z)\) in \(L^1_{\text{loc}}(\Omega; \mathbb{R}^2)\).

Remark 4.8. The result stated in the proposition above is still partial and does not yet give the compactness stated in Theorem 2.1(i). Indeed, in Theorem 2.1(i) it is stated, in particular, that \((w, z) \in BV(\Omega; \mathbb{R}^2)\), while Proposition 4.7 only guarantees that \((w, z) \in BV_{\text{loc}}(\Omega; \mathbb{R}^2)\). We shall see in the proof of Theorem 2.1(i) below how the liminf inequality will be exploited to deduce the stronger condition \((w, z) \in BV(\Omega; \mathbb{R}^2)\).

Proof of Proposition 4.7. We divide the proof into two steps. We start by proving compactness of \(w_n\) and \(z_n\) in \(L^1(Q; \mathbb{R}^2)\) for every open square \(Q \subset \subset \Omega\) and then we obtain compactness in \(L^1_{\text{loc}}(\Omega; \mathbb{R}^2)\) via a diagonal procedure.

Step 1: Local compactness. Let us fix two open squares \(Q \subset \subset Q' \subset \subset \Omega\). To prove compactness we rely on the compactness results known for the Modica-Mortola functional. As in [17] Section 3.1, we compare the discrete Modica-Mortola energy of \(w_n\) with the classical Modica-Mortola energy of a suitable Lipschitz modification of \(w_n\). To apply the result contained in [17] Section 3.1, we need to work with bounded functions. For this reason we define the truncated functions \(\overline{w}_n := \max\{\min\{w_n, 1\}, -1\}\). We observe that (4.12) applied to the square \(Q'\) yields

\[
\|\overline{w}_n - w_n\|_{L^1(Q')} \leq \int_{Q' \cap \{|w_n| > 1\}} |\overline{w}_n - w_n| (1 + |w_n|) \, dx = \int_{Q' \cap \{|w_n| > 1\}} |\overline{w}_n - w_n| |\overline{w}_n + w_n| \, dx
\]

(4.53)

\[
= \int_{Q' \cap \{|w_n| > 1\}} |1 - (w_n)|^2 \, dx \leq C \left( \int_{Q'} W(w_n) \, dx \right)^{1/2} \leq C \varepsilon_n^{1/2} \to 0.
\]

Moreover

\[
\int_{Q'} W(\overline{w}_n) \, dx = \int_{Q' \cap \{|w_n| \leq 1\}} W(w_n) \, dx \leq \int_{Q'} W(w_n) \, dx
\]

and \(|\nabla^d \overline{w}_n| \leq |\nabla^d w_n|\), from which it follows that

\[
\frac{1}{\varepsilon_n} \int_{Q'} W(\overline{w}_n) \, dx + \varepsilon_n \int_{Q'} |\nabla^d \overline{w}_n|^2 \, dx \leq C.
\]

(4.54)

We are now in a position to apply the following observation made in [17] Section 3.1 (applied here for \(\delta = \lambda_n\)): if \(\tilde{w}_n\) denotes the piecewise affine interpolation of \(\overline{w}_n\) defined as in (4.45)-(4.46), then (4.54) implies

\[
\frac{1}{\varepsilon_n} \int_{Q} W(\tilde{w}_n) \, dx + \varepsilon_n \int_{Q} |\nabla \tilde{w}_n|^2 \, dx \leq C
\]

(4.55)

for \(n\) large enough (with a possibly larger constant \(C\)). We can now apply to the sequence \(\tilde{w}_n \in W^{1,2}(Q)\) the well-known theory of the classical Modica-Mortola functional \([22, 31]\) and deduce that there exists a subsequence (that we do not relabel) and a function \(w \in BV(Q)\), \(w \in \{1, -1\}\) a.e. in \(\Omega\), such that \(\tilde{w}_n \to w\) in \(L^1(Q)\). As already done for the proof of (4.48), it is possible to prove that

\[
\|\tilde{w}_n - w_n\|_{L^2(Q)}^2 \leq C \lambda_n^2 \|\nabla^d \overline{w}_n\|_{L^2(Q')}^2 \leq C \lambda_n \sqrt{\varepsilon_n},
\]

where in the last inequality we applied (4.54) and the fact that \(\varepsilon_n = \frac{\lambda_n}{\sqrt{\lambda_n}}\). Together with (4.53), this implies that \(w_n \to w\) in \(L^1(Q)\).

We follow the previous argument with \(z_n\) in place of \(w_n\) to conclude that \(z_n \to z\) in \(L^1(Q)\) (up to a not relabeled subsequence) for some \(z \in BV(Q)\), \(z \in \{1, -1\}\) a.e. in \(\Omega\).

From (4.14) it follows that \(\text{curl}(w, z) = 0\) in \(D'(Q)\). In conclusion, \((w_n, z_n) \to (w, z)\) in \(L^1(Q; \mathbb{R}^2)\) with \((w, z) \in \text{Dom}(H; Q)\).

Step 2: Global compactness. Let \((Q_j)_j\) be a countable family of (overlapping) open squares with sides parallel to the coordinate axes such that \(\Omega = \bigcup_j Q_j\). With a diagonal
argument we extract a subsequence from $n$ (which we do not relabel) such that for every $j$ we have $(w_n, z_n) \to (w, z)$ in $L^1(Q; \mathbb{R}^2)$ with $(w, z) \in \text{Dom}(H; Q)$. In particular, $(w_n, z_n) \to (w, z)$ in $L^1_{\text{loc}}(\Omega; \mathbb{R}^2)$ and $w \in \{1, -1\}$, $z \in \{1, -1\}$ a.e. in $\Omega$. From a standard partition of unity argument we conclude that $(w, z) \in BV_{\text{loc}}(\Omega; \mathbb{R}^2)$ and $\text{curl}(w, z) = 0$ in $\mathcal{D}'(\Omega)$.

Proof of Theorem 2.1-(ii). Let $(w_n, z_n) \in L^1_{\text{loc}}(\mathbb{R}^2; \mathbb{R}^2)$ be a sequence such that $(w_n, z_n) \to (w, z)$ in $L^1_{\text{loc}}(\Omega; \mathbb{R}^2)$ and let us prove that

$$H(w, z; \Omega) \leq \liminf_{n \to \infty} H_n(w_n, z_n; \Omega).$$

(4.56)

Up to the extraction of a subsequence (that we do not relabel) we can assume that the limit in the right-hand side is actually a limit and that it is finite (the inequality being otherwise trivial). In particular, $H_n(w_n, z_n; \Omega) \leq C$ for some constant $C$. By Proposition 4.7 we infer that $(w, z) \in BV_{\text{loc}}(\Omega; \mathbb{R}^2)$, $w \in \{1, -1\}$ and $z \in \{1, -1\}$ a.e. in $\Omega$, and $\text{curl}(w, z) = 0$ in $\mathcal{D}'(\Omega)$.

To prove the result we resort to a slicing argument in the coordinate directions, which reduces the problem to the one-dimensional setting studied in [19]. Given a function $u(x_1, x_2)$ defined for $(x_1, x_2) \in \mathbb{R}^2$ we define $\nu^x(x_1) := u(x_1, x_2)$ and given a set $A$ we consider its slices $A^{x_2} := \{x_1 \in \mathbb{R} : (x_1, x_2) \in A\}$. If $u$ is a piecewise constant function, then we also adopt the notation $(\nu^x)^y := \nu^{x_2}(\lambda, i)$, identifying functions defined on the lattice $\lambda \mathbb{Z}$ with piecewise constant functions on the real line. For a given open set $U \subset \mathbb{R}$, we introduce the set of indices

$$T_1^+(U) := \{i \in \mathbb{Z} : \lambda_n i + [0, \lambda_n], \lambda_n(i + 1) + [0, \lambda_n] \subset U\},$$

and the one-dimensional discrete energy

$$H^1_{\text{dis}}(v; U) := \frac{1}{\sqrt{2\lambda_n \delta_n^{3/2}}} \frac{1}{2} \lambda_n \sum_{i \in \mathbb{T}_1^+(U)} \left| v^{i+2} - \frac{\alpha_n}{2} v^{i+1} + v^i \right|^2$$

defined for $v : \lambda_n \mathbb{Z} \to \mathbb{S}^1$.

Let $u_n \in \mathcal{PC}_{\lambda_n}(\mathbb{S}^1)$ be such that $(w_n, z_n) = T_n(u_n)$ and let us fix an open set $A \subset \subset \Omega$. Since $(w_n, z_n) \to (w, z)$ in $L^1(A; \mathbb{R}^2)$, by Fubini’s Theorem there exists a subsequence (not relabeled) such that for $\mathcal{L}^1$-a.e. $x_2 \in \mathbb{R}$ we have

$$(w_n^{x_2}) \to w^{x_2} \quad \text{in} \quad L^1(A^{x_2}).$$

(4.57)

For $n$ large enough we have the inequality

$$\begin{aligned}
H^1_{\text{hor}}(u_n, z_n; \Omega) &= \frac{1}{\sqrt{2\lambda_n \delta_n^{3/2}}} \frac{1}{2} \lambda_n^2 \sum_{(i,j) \in \mathbb{Z}^2(\Omega)} \left| u^{i+2,j} - \frac{\alpha_n}{2} u^{i+1,j} + u^{i,j} \right|^2 \\
&\geq \int_{\mathbb{R}} H^1_{\text{dis}}(u_n^{x_2}; A^{x_2}) \, dx_2.
\end{aligned}$$

By Fatou’s Lemma we obtain that

$$\liminf_{n \to \infty} H^1_{\text{hor}}(w_n, z_n; \Omega) \geq \int_{\mathbb{R}} \liminf_{n \to \infty} H^1_{\text{dis}}(w_n^{x_2}; A^{x_2}) \, dx_2.$$

(4.58)

Let us fix an $x_2 \in \mathbb{R}$ which satisfies (4.57) and such that $w^{x_2} \in BV(A^{x_2}; \{1, -1\})$ (this property of $w$ is true for $\mathcal{L}^1$-a.e. $x_2$). Let $(I^2_\ell)_{\ell=1}^\infty$ be a countable family of pairwise disjoint open intervals such that $\bigcup_{\ell=1}^L I^2_\ell = A^{x_2}$. Let $L \in \mathbb{N}$. Then $H^1_{\text{dis}}(w_n^{x_2}; A^{x_2}) \geq \sum_{\ell=1}^L H^1_{\text{dis}}(w_n^{x_2}; I^2_\ell)$. For each $\ell = 1, \ldots, L$ we apply the one-dimensional result for the liminf inequality of the discrete functionals $H^1_{\text{dis}}(\cdot; I^2_\ell)$ proven in [19] Theorem 4.2 to deduce that

$$\liminf_{n \to \infty} H^1_{\text{dis}}(w_n^{x_2}; A^{x_2}) \geq \sum_{\ell=1}^L \frac{8}{3} \#(J_{w^{x_2}} \cap I^2_\ell^c) = \sum_{\ell=1}^L \frac{4}{3} |\text{D}(w^{x_2})(I^2_\ell)|.$$

VARIATIONAL ANALYSIS OF A TWO-DIMENSIONAL FRUSTRATED SPIN SYSTEM
For the inequality above we exploited the convergence \( w^2_n \rightarrow w^2 \) in \( L^1(A^2) \) due to (4.57). We recall that the topology used for the \( \Gamma \)-convergence in [19] is the strong \( L^1 \) topology with respect to this order parameter. (We remark that the result in [19] is proven under additional periodic boundary conditions on the spin field variable; nonetheless the boundary conditions do not play any role in the liminf inequality in the regime we are interested in, i.e., [19] Theorem 4.2-(i), cf. also [19] Remark 3.1. Moreover, the result in [19] is extended with minor modifications to the case where the domain is a generic interval of finite length.) By letting \( L \rightarrow \infty \), by (4.58), and by [8] Theorem 3.103 we infer that

\[
\liminf_{n \to \infty} H^\text{hor}_n(w_n, z_n; \Omega) \geq \int_{\mathbb{R}} \frac{4}{3} |D(w^2z^2)(A^2)| \, dx = \frac{4}{3} |D_1 w|(A).
\]

Letting \( A \nsubseteq \Omega \), we conclude that

\[
\liminf_{n \to \infty} H^\text{hor}_n(w_n, z_n; \Omega) \geq \frac{4}{3} |D_1 w|(\Omega).
\]

Following the same steps we prove that

\[
\liminf_{n \to \infty} H^\text{ver}_n(w_n, z_n; \Omega) \geq \frac{4}{3} |D_2 z|(\Omega).
\]

Using the decomposition \( H_n = H^\text{hor}_n + H^\text{ver}_n \) we conclude the proof of (4.56).

Note that \((w, z) \in \text{Dom}(H; \Omega)\). Indeed, the fact that \(|D_1 w|(\Omega) + |D_2 z|(\Omega) < \infty\) and Proposition 3.2 imply \((w, z) \in BV(\Omega; \mathbb{R}^2)\). 

We are now in a position to conclude the proof of the compactness result.

**Proof of Theorem 2.1 (i).** Let \((w_n, z_n) \in L^1_{\text{loc}}(\Omega; \mathbb{R}^2)\) be such that \(H_n(w_n, z_n; \Omega) \leq C\). By Proposition 4.7 there exists a subsequence (not relabeled) such that \((w_n, z_n) \rightarrow (w, z)\) in \(L^1_{\text{loc}}(\Omega; \mathbb{R}^2)\), where \((w, z) \in BV(\Omega; \mathbb{R}^2)\), \(w \in \{1, -1\}\) and \(z \in \{1, -1\}\) a.e. in \(\Omega\), and \(\text{curl}(w, z) = 0\) in \(\mathcal{D}'(\Omega)\). To conclude the proof of the compactness result, we need to prove that \((w, z) \in BV(\Omega; \mathbb{R}^2)\). This follows from the same argument in the proof of Theorem 2.1 (ii): by the liminf inequality we have that

\[
\frac{4}{3} (|D_1 w|(\Omega) + |D_2 z|(\Omega)) \leq \liminf_{n \to \infty} H_n(w_n, z_n; \Omega) \leq C < \infty.
\]

Then Proposition 3.2 implies that \((w, z) \in BV(\Omega; \mathbb{R}^2)\). 

## 5. Proof of the limsup inequality

In this section we prove the limsup inequality, i.e., Theorem 2.1 (iii). Let us fix \(\Omega \in \mathcal{A}_0\) and \((w, z) \in L^1_{\text{loc}}(\Omega; \mathbb{R}^2)\) and let us prove that there exists a sequence \((w_n, z_n) \rightarrow (w, z)\) in \(L^1(\Omega; \mathbb{R}^2)\) such that

\[
\limsup_{n \to \infty} H_n(w_n, z_n; \Omega) \leq H(w, z; \Omega).
\]

If \((w, z) \notin \text{Dom}(H; \Omega)\) the statement is trivial, thus we assume \((w, z) \in \text{Dom}(H; \Omega)\) in what follows. According to Lemma 3.4 \((w, z)\) admits a potential \(\varphi \in BVG(\Omega)\). As it turns out from our construction below, it will be easier to work on the function \(\varphi\) for the definition of the recovery sequence.

Relying on the idea that the functionals \(H_n\) resemble a discrete version of second-order Modica-Mortola functionals, we resort to a technique proposed in [36] to prove upper bounds for generic singular perturbation problems of the form

\[
\frac{1}{\varepsilon_n} \int_{\Omega} F(\varepsilon_n \nabla^2 \varphi(x), \nabla \varphi(x)) \, dx.
\]

Specifically, we shall apply [36] Theorems 6.1, 6.2 to the sequence of functionals

\[
\int_{\Omega} \frac{1}{\varepsilon_n} W(\partial_1 \varphi) + \frac{1}{\varepsilon_n} W(\partial_2 \varphi) + \varepsilon_n |\partial_1 \varphi|^2 + \varepsilon_n |\partial_2 \varphi|^2 \, dx,
\]

where \(W(\cdot)\) is a double-well potential.
i.e., to the case

\[ F(A, b) = W(b_1) + W(b_2) + a_{11}^2 + a_{22}^2 \quad \text{for} \quad A = (a_{ij})_{i,j=1,2} \in \mathbb{R}^{2 \times 2}, \ b = (b_1, b_2) \in \mathbb{R}^2, \quad (5.3) \]

where \( W \) is the classical double-well potential given by

\[ W(s) := (1 - s^2)^2. \]

Before proving (5.1), we recall that the technique proposed in [36] uses a sequence of mollifications of \( \varphi \) to obtain a candidate for the recovery sequence. This leads to an asymptotic upper bound for the functionals in (5.2) which depends on the choice of the mollifier. Subsequently, the \( \limsup \) inequality is obtained by optimizing the upper bound over all admissible mollifiers.

To define a mollification of \( \varphi \) on \( \Omega \) we first extend it to the whole \( \mathbb{R}^2 \). Since \( \Omega \) is a BVG domain, by Proposition 3.1 we can find a compactly supported function \( \varphi \in BVG(\mathbb{R}^2) \) such that \( \varphi = \varphi \) a.e. in \( \Omega \) and \( |D\nabla \varphi|_{\partial \Omega} = 0 \).

**Remark 5.1.** In order to apply [36], it is not required that the extension \( \varphi \) satisfies the condition \( \nabla \varphi \in \{1, -1\}^2 \). We stress that, in general, it is not possible to extend \( \varphi \in BVG(\Omega) \) with \( \nabla \varphi \in \text{Dom}(H; \Omega) \) to a function \( \varphi \in BVG(\tilde{\Omega}) \) with \( \nabla \varphi \in \text{Dom}(H; \tilde{\Omega}) \), for some \( \tilde{\Omega} \supset \supset \Omega \), cf. Figure 6.

![Figure 6](image-url)  
**Figure 6.** Example of a pair \((w, z)\) attaining the values \((1, -1)\) and \((-1, 1)\) defined in the open set \( \Omega \) given by the wedged square. It is not possible to extend \((w, z)\) to the full square to an admissible pair \((\tilde{w}, \tilde{z})\).

We define a sequence \( \varphi^\varepsilon \) by convolving \( \varphi \) with suitable kernels. Following [36], we introduce the class \( \mathcal{V}(\Omega) \) consisting of mollifiers \( \eta \in C_c^\infty(\mathbb{R}^2 \times \mathbb{R}^2; \mathbb{R}) \) satisfying

\[ \int_{\mathbb{R}^2} \eta(z, x) \, dz = 1 \quad \text{for all} \ x \in \Omega. \quad (5.4) \]

**Remark 5.2.** In [36] the author uses a slightly different class of mollifiers, only requiring a \( C^2 \) regularity. We remark that the proofs of [36, Theorem 6.1, Theorem 6.2] also work under this stronger regularity assumption on the convolution kernels.

Let us fix a mollifier \( \eta \in \mathcal{V}(\Omega) \) and let us define

\[ \varphi^\varepsilon(x) := \frac{1}{\varepsilon^2} \int_{\mathbb{R}^2} \eta(\frac{y-x}{\varepsilon}, x) \varphi(y) \, dy = \int_{\mathbb{R}^2} \eta(z, x) \varphi(x + \varepsilon z) \, dz \quad \text{for} \ x \in \mathbb{R}^2. \quad (5.5) \]

Evaluating the sequence of functionals in (5.2) at the functions \( \varphi^\varepsilon \), we obtain a first asymptotic upper bound. More precisely, by [36, Theorem 6.1] one has that

\[ \lim_{n \to \infty} \int_{\Omega} \frac{1}{\varepsilon_n} W(\partial_k \varphi^n) + \varepsilon_n |\partial_{kk} \varphi^n|^2 \, dx = Y[\eta](\varphi), \quad (5.6) \]

where an explicit formula for \( Y[\eta](\varphi) \) is given in [36, Formula (6.4)]. The precise expression of \( Y[\eta](\varphi) \) is not relevant for our purposes. It is however important to derive the expression obtained when we optimize \( Y[\eta](\varphi) \) with respect to \( \eta \in \mathcal{V}(\Omega) \).

**Proposition 5.3.** The following equality holds true:

\[ \inf_{\eta \in \mathcal{V}(\Omega)} Y[\eta](\varphi) = H(\partial_1 \varphi, \partial_2 \varphi; \Omega) = H(w, z; \Omega). \]
Proof. We recall that [36, Theorem 6.2] gives
\[
\inf_{\psi \in \mathcal{V}(\Omega)} Y[\psi](\varphi) = \int_{\mathcal{J}_{\varphi}} \sigma(\nabla \varphi^+(x), \nabla \varphi^-(x), \nu_{\mathcal{V}_{\varphi}}(x)) \, d\mathcal{H}^1(x),
\]
where the surface density \( \sigma \) is obtained by optimizing the energy for a transition from \( \nabla \varphi^-(x) \) to \( \nabla \varphi^+(x) \) over one-dimensional profiles and is given by
\[
\sigma(a, b, \nu) := \inf_{\gamma} \left\{ \int_{-\infty}^{+\infty} F\left(-\gamma'(t) \nu \otimes \nu, \gamma(t) \nu + b\right) \, dt : \gamma \in C^1({\mathbb{R}}), \text{ there exists } L > 0 \right. \\
\left. \text{s.t. for } t \geq L \text{ we have } \gamma(-t) = \chi \text{ and } \gamma(t) = 0 \right\}
\]
for every \( a, b \in \mathbb{R}^2 \) and \( \nu \in S^1 \) such that \((a - b) = \chi \nu \) for some \( \chi \in \mathbb{R} \). This exhaustively defines the energy for the triple \( (\nabla \varphi^+(x), \nabla \varphi^-(x), \nu_{\mathcal{V}_{\varphi}}(x)) \) at \( \mathcal{H}^1 \)-a.e. \( x \in \mathcal{J}_{\varphi}, \) cf. Subsection 3.3.

We claim that for \( \mathcal{H}^1 \)-a.e. \( x \in \mathcal{J}_{\varphi} = J_{\varphi(x)} \) it holds
\[
\sigma(\nabla \varphi^+(x), \nabla \varphi^-(x), \nu_{\mathcal{V}_{\varphi}}(x)) = \frac{4}{3}(\|w^+(x) - w^-(x)\|_{\nu_0^+(x)} + |z^+(x) - z^-(x)|_{\nu_0^-(x)}).
\]
By the definition of \( H \) in (2.4), this will conclude the proof. Notice that \( \nu_0(x) = \nu_{\mathcal{V}_{\varphi}}(x) \) for \( \mathcal{H}^1 \)-a.e. \( x \in J_{\varphi} \) and \( \nu_1(x) = \nu_{\mathcal{V}_{\varphi}}(x) \) for \( \mathcal{H}^1 \)-a.e. \( x \in J_{\varphi}. \)

By Subsection 3.3, for \( \mathcal{H}^1 \)-a.e. \( x \in J_{\mathcal{V}_{\varphi}} \) the triple \( (\nabla \varphi^+(x), \nabla \varphi^-(x), \nu_{\mathcal{V}_{\varphi}}(x)) \) can attain only the following values (up to a permutation of \( (\nabla \varphi^+(x), \nabla \varphi^-(x)) \)) and a change of sign of \( \nu_{\mathcal{V}_{\varphi}}(x) \))
\[
\begin{align*}
&\left(\left(\frac{1}{2}\right), \left(\frac{-1}{2}\right), \left(\frac{1}{2}, \frac{1}{2}\right)\right), \left(\left(\frac{1}{2}\right), \left(-\frac{1}{2}\right), \left(\frac{1}{2}, \frac{-1}{2}\right)\right), \left(\left(\frac{1}{2}\right), \left(\frac{-1}{2}\right), \left(\frac{-1}{2}, \frac{1}{2}\right)\right), \left(\left(\frac{1}{2}\right), \left(\frac{-1}{2}\right), \left(\frac{1}{2}, \frac{-1}{2}\right)\right), \\
&\left(\left(\frac{1}{2}\right), \left(-\frac{1}{2}\right), \left(\frac{1}{2}, \frac{1}{2}\right)\right), \left(\left(\frac{-1}{2}\right), \left(-\frac{1}{2}\right), \left(\frac{-1}{2}, \frac{-1}{2}\right)\right), \left(\left(\frac{-1}{2}\right), \left(\frac{1}{2}\right), \left(\frac{-1}{2}, \frac{1}{2}\right)\right), \left(\left(\frac{-1}{2}\right), \left(\frac{1}{2}\right), \left(\frac{-1}{2}, \frac{-1}{2}\right)\right),
\end{align*}
\]
Let us fix \( x \in J_{\mathcal{V}_{\varphi}} \) such that \( (\nabla \varphi^+(x), \nabla \varphi^-(x), \nu_{\mathcal{V}_{\varphi}}(x)) = (a, b, \nu) \), with \( (a, b, \nu) \) being one of the triples above. For simplicity, we will exhibit the value of \( \sigma(a, b, \nu) \) for \( (a, b, \nu) = \left(\left(\frac{1}{2}\right), \left(-\frac{1}{2}\right), \left(\frac{1}{2}, \frac{1}{2}\right)\right) \) and for \( (a, b, \nu) = \left(\left(\frac{1}{2}\right), \left(-\frac{1}{2}\right), \left(\frac{1}{2}, \frac{-1}{2}\right)\right) \). All the other cases are treated similarly.

**Case 1:** \( (a, b, \nu) = \left(\left(\frac{1}{2}\right), \left(-\frac{1}{2}\right), \left(\frac{1}{2}, \frac{1}{2}\right)\right) \), and thus \( a - b = \chi \nu \) with \( \chi = 2 \). Let us fix an admissible profile \( \gamma \in C^1(\mathbb{R}) \) such that \( \gamma(-t) = 2 \) and \( \gamma(t) = 0 \) for \( t \geq L \). Then, by (5.3) we have
\[
\int_{-\infty}^{+\infty} F\left(-\gamma'(t) \nu \otimes \nu, \gamma(t) \nu + b\right) \, dt = \int_{-\infty}^{+\infty} W(\gamma(t) - 1) + |\gamma'(t)|^2 \, dt.
\]
This implies that the infimum problem that defines \( \sigma(a, b, \nu) \) coincides with the infimum problem for the optimal profile in the one-dimensional Modica-Mortola functional. It is well known that \( \sigma(a, b, \nu) = \frac{4}{3} \), see [11, Remark 6.1], and therefore (5.7) holds true.

**Case 2:** \( (a, b, \nu) = \left(\left(\frac{1}{2}\right), \left(-\frac{1}{2}\right), \left(\frac{1}{2}, \frac{-1}{2}\right)\right) \), and thus \( a - b = \chi \nu \) with \( \chi = 2\sqrt{2} \). Let \( \gamma \in C^1(\mathbb{R}) \) be an admissible profile such that \( \gamma(-t) = 2\sqrt{2} \) and \( \gamma(t) = 0 \) for \( t \geq L \). Putting \( \tilde{\gamma}(s) := \gamma\left(\frac{s}{\sqrt{2}}\right) / \sqrt{2} \), \( s \in \mathbb{R} \), by (5.3) we infer that
\[
\int_{-\infty}^{+\infty} F\left(-\gamma'(t) \nu \otimes \nu, \gamma(t) \nu + b\right) \, dt = \int_{-\infty}^{+\infty} 2 W\left(\gamma(t) - \frac{1}{\sqrt{2}}\right) - 1 + \frac{1}{2} |\gamma'(t)|^2 \, dt \\
= \sqrt{2} \int_{-\infty}^{+\infty} W(\tilde{\gamma}(s) - 1) + |\tilde{\gamma}'(s)|^2 \, ds.
\]
Note that \( \tilde{\gamma}(-s) = 2 \) and \( \tilde{\gamma}(s) = 0 \) for \( s \geq L \sqrt{2} \). Thus, up to the multiplicative factor \( \sqrt{2} \), the infimum problem that defines \( \sigma(a, b, \nu) \) coincides with the infimum problem for
the optimal profile of the Modica-Mortola functional. In conclusion \(\sigma(a, b, \nu) = \sqrt{2g}\) and again \([5.7]\) holds true.

Thanks to Proposition \([5.3]\) to prove \([5.1]\) it will be enough to construct a sequence \((w_n, z_n) = T_n(u_n) \in T_n(\mathcal{P}C_{\lambda_n}(\mathbb{S}^1))\) such that \((w_n, z_n) \rightarrow (w, z)\) strongly in \(L^1(\Omega; \mathbb{R}^2)\) and

\[
\limsup_{n \to \infty} H_n(w_n, z_n; \Omega) \leq Y[\eta](\varphi).
\]  

The final statement \([5.1]\) is then obtained by a diagonal argument.

In order to define \((w_n, z_n)\), we discretize on the lattice \(\lambda_n\mathbb{Z}^2\) the sequence \(\varphi^\varepsilon\). Specifically, we define \(\varphi_n \in \mathcal{P}C_{\lambda_n}(\mathbb{R})\) by

\[
\varphi_{n}^{i,j} := \varphi^\varepsilon(\lambda_n i, \lambda_n j).
\]  

We start by comparing the second-order Modica-Mortola energy of \(\varphi^\varepsilon\) with its discrete counterpart computed on \(\varphi_n\).

**Proposition 5.4.** For \(k = 1, 2\) we have that

\[
\int_\Omega \frac{1}{\varepsilon_n} W(\partial_k \varphi^\varepsilon_n(x)) + \varepsilon_n |\partial_{k,k} \varphi^\varepsilon_n(x)|^2 \, dx \leq \int_\Omega \frac{1}{\varepsilon_n} W(\partial_k \varphi_n(x)) + \varepsilon_n |\partial_{k,k} \varphi_n(x)|^2 \, dx + o(1),
\]  

where \(o(1) \rightarrow 0\) as \(n \to \infty\).

**Proof.** Step 1: We claim that there exists a constant \(C_0 > 0\) such that

\[
|\partial_k \varphi^\varepsilon_n(x)| \leq C_0,
\]

\[
|\partial_{k,k} \varphi_n(x)| \leq C_0,
\]  

for every \(x \in \mathbb{R}^2\), \(k = 1, 2\), and every \(n\). Indeed, by definition of \(\varphi^\varepsilon\) in \([5.5]\) we infer that

\[
|\partial_k \varphi^\varepsilon_n(x)| \leq \int_{\mathbb{R}^2} |\partial_{x_k} \eta(z, x) \varphi(x + \varepsilon_n z) - \partial_{x_k} \eta(z, x) \varphi(x)| \, dz + \int_{\mathbb{R}^2} |\eta(z, x) \partial_k \varphi(x + \varepsilon_n z) - \partial_k \varphi(x)| \, dz.
\]

Moreover, for \(k = 1\) we get

\[
|\partial_{1,1} \varphi^\varepsilon_n| = \left| \frac{\varphi^\varepsilon_n(\lambda_n (i+1), \lambda_n (j)) - \varphi^\varepsilon_n(\lambda_n i, \lambda_n j)}{\lambda_n} \right| \leq \int_0^1 |\partial_t \varphi^\varepsilon_n(\lambda_n (i+t), \lambda_n j)| \, dt \leq C_0.
\]  

With analogous computations we prove the estimate on \(|\partial_{1,1} \varphi^\varepsilon_n|\).

Step 2: We prove the following control on the second and third derivatives of \(\varphi^\varepsilon\): setting \(Q^\varepsilon_n(i, j) := (\lambda_n i, \lambda_n j) + [0, 2\lambda_n)^2\), we show that

\[
\sum_{Q^\varepsilon_n(i, j) \cap \Omega \neq \emptyset} \lambda_n^2 \sup_{Q^\varepsilon_n(i, j)} |\nabla^2 \varphi^\varepsilon_n| \leq C,
\]

\[
\sup_{\mathbb{R}^2} |\nabla^3 \varphi^\varepsilon_n| \leq C\varepsilon_n,
\]  

for some constant \(C\).

From the very definition of \(\varphi^\varepsilon\) in \([5.5]\) and recalling that \(\nabla \varphi \in BV(\mathbb{R}^2; \mathbb{R}^2)\) we get

\[
\partial_{k,k} \varphi^\varepsilon_n(x) = \frac{1}{\varepsilon_n^2} \int_{\mathbb{R}^2} \eta(\frac{x-y}{\varepsilon_n}, x) \, dD_k \partial_k \varphi(y) + \frac{1}{\varepsilon_n} \int_{\mathbb{R}^2} \partial_{x_k} \eta(\frac{x-y}{\varepsilon_n}, x) \, \partial_k \varphi(y) \, dy
\]

\[
+ \frac{1}{\varepsilon_n^2} \int_{\mathbb{R}^2} \partial_{x_k} \eta(\frac{x-y}{\varepsilon_n}, x) \, dD_k \partial_k \varphi(y) + \frac{1}{\varepsilon_n} \int_{\mathbb{R}^2} \partial_{x_k} \eta(\frac{x-y}{\varepsilon_n}, x) \, \partial_k \varphi(y) \, dy.
\]
and
\[ \partial_{hk}\varphi_n^\varepsilon(x) = \frac{1}{\varepsilon_n^2} \int_{\mathbb{R}^2} \partial_{h_k} \eta(\frac{y-x}{\varepsilon_n}) \partial_k \varphi(y) \, dy - \frac{1}{\varepsilon_n^2} \int_{\mathbb{R}^2} \partial_{h_k} \eta(\frac{y-x}{\varepsilon_n}) \partial_k \varphi(y) \, dy \]
\[ - \frac{1}{\varepsilon_n^2} \int_{\mathbb{R}^2} \partial_{h_k} \eta(\frac{y-x}{\varepsilon_n}) \partial_k \varphi(y) \, dy + \frac{1}{\varepsilon_n^2} \int_{\mathbb{R}^2} \partial_{h_k} \eta(\frac{y-x}{\varepsilon_n}) \partial_k \varphi(y) \, dy \]
\[ - \frac{1}{\varepsilon_n^2} \int_{\mathbb{R}^2} \partial_{h_k} \eta(\frac{y-x}{\varepsilon_n}) \partial_k \varphi(y) \, dy + \frac{1}{\varepsilon_n^2} \int_{\mathbb{R}^2} \partial_{h_k} \eta(\frac{y-x}{\varepsilon_n}) \partial_k \varphi(y) \, dy, \]

(5.17)

where \( \partial_{h_k} \eta(z, x) \) and \( \partial_{h_k} \eta(z, x) \) denote the derivative with respect to the \( h \)-th variable in the first and second group of variables of \( \eta(z, x) \) respectively and \( \partial_k \varphi \) denotes the \( h \)-th component of the distributional derivative of \( \partial_k \varphi \).

By the assumptions on \( \eta \), the function \( y \mapsto \eta(\frac{y-x}{\varepsilon_n}) \) is supported on a ball \( B_{R\varepsilon_n}(x) \) for a suitable \( R > 0 \) (independent of \( n \) and \( x \)). Together with the condition \( \varphi \in W^{1,\infty}(\mathbb{R}^2) \), (5.17) yields (5.15).

We remark that integrating by parts (5.16) yields the bound \( \sup_{\mathbb{R}^2} |\nabla^2 \varphi_n| \leq C \). However, this estimate is too weak to guarantee (5.14). The proof of (5.14) requires a finer argument. Using (5.16) and the fact that the function \( y \mapsto \eta(\frac{y-x}{\varepsilon_n}) \) is supported on a ball \( B_{R\varepsilon_n}(x) \), we observe that for every \( x \in Q_{\lambda_n}(i,j) \)

\[ |\nabla^2 \varphi_n(x)| \leq ||\eta||_{C^2} \frac{1}{\varepsilon_n^4} |D\nabla \varphi|(B_{R\varepsilon_n}(x)) + C \]

and therefore

\[ \sup_{Q_{\lambda_n}(i,j)} |\nabla^2 \varphi_n| \leq C \left[ 1 + \frac{1}{\varepsilon_n^2} |D\nabla \varphi|(Q_{\lambda_n}(i,j) + B_{R\varepsilon_n}) \right]. \]

Summing over all \( (i,j) \in \mathbb{Z}^2 \) such that \( Q_{\lambda_n}(i,j) \cap \Omega \neq \emptyset \), we get the bound

\[
\sum_{Q_{\lambda_n}(i,j) \cap \Omega \neq \emptyset} \lambda_n^2 |\nabla^2 \varphi_n| \leq \sum_{Q_{\lambda_n}(i,j) \cap \Omega \neq \emptyset} \lambda_n^2 C \left[ 1 + \frac{1}{\varepsilon_n^2} |D\nabla \varphi|(Q_{\lambda_n}(i,j) + B_{R\varepsilon_n}) \right] \\
\leq C + \frac{\lambda_n^2}{\varepsilon_n^2} \sum_{(i,j) \in \mathbb{Z}^2} |D\nabla \varphi|(Q_{\lambda_n}(i,j) + B_{R\varepsilon_n}).
\]

(5.18)

To estimate the right-hand side, we observe that for every \( (i,j) \in \mathbb{Z}^2 \)

\[ |D\nabla \varphi|(Q_{\lambda_n}(i,j) + B_{R\varepsilon_n}) \leq \sum_{(i',j') \in \mathbb{Z}^2} |D\nabla \varphi|(Q_{\lambda_n}(i',j')) \]

and thus

\[
\frac{\lambda_n^2}{\varepsilon_n^2} \sum_{(i,j) \in \mathbb{Z}^2} |D\nabla \varphi|(Q_{\lambda_n}(i,j) + B_{R\varepsilon_n}) \leq \frac{\lambda_n^2}{\varepsilon_n^2} \sum_{(i',j') \in \mathbb{Z}^2} \sum_{(i,j) \in \mathcal{N}_n(i',j')} |D\nabla \varphi|(Q_{\lambda_n}(i',j')) ,
\]

where \( \mathcal{N}_n(i',j') = \{(i,j) \in \mathbb{Z}^2 : Q_{\lambda_n}(i',j') \cap (Q_{\lambda_n}(i,j) + B_{R\varepsilon_n}) \neq \emptyset \} \). A simple counting argument shows that \( \# \mathcal{N}_n(i',j') \leq C(\varepsilon_n \lambda_n^{-1})^2 \) (where we used that \( \varepsilon_n / \lambda_n \to \infty \)), thus

\[
\frac{\lambda_n^2}{\varepsilon_n^2} \sum_{(i,j) \in \mathbb{Z}^2} |D\nabla \varphi|(Q_{\lambda_n}(i,j) + B_{R\varepsilon_n}) \leq C |D\nabla \varphi|(\mathbb{R}^2).
\]

Together with (5.18), this concludes the proof of (5.14).
Step 3: We show that
\[ \frac{1}{\varepsilon_n} \int_{\Omega} \left| W(\partial_k \varphi^n(x)) - W(\partial_k^d \varphi_n(x)) \right| \, dx \to 0, \]
for \( k = 1, 2 \). For the sake of simplicity, we prove the claim for \( k = 1 \), the case \( k = 2 \) being analogous.

We start by observing that for every \( x \in Q_{\lambda_n}(i, j) \)
\[ |\partial_1 \varphi^n(x) - \partial_1^d \varphi_n(x)| = |\partial_1 \varphi^n(x) - \partial_1^d \varphi_n(x)| \leq \frac{1}{\varepsilon_n} \int_0^1 |\partial_1 \varphi^n(x) - \partial_1 \varphi^n(i + t, \lambda_n(j))| \, dt \]
\[ \leq \sup_{Q_{\lambda_n}(i, j)} |\nabla^2 \varphi^n| \sqrt{2\lambda_n}. \]
(5.19)

Setting \( L := \sup_{|s| \leq C_0} |W'(s)| \), by (5.11)–(5.12) we obtain that
\[ |W(\partial_1 \varphi^n(x)) - W(\partial_1^d \varphi_n(x))| \leq L |\partial_1 \varphi^n(x) - \partial_1^d \varphi_n(x)| \leq L \sup_{Q_{\lambda_n}(i, j)} |\nabla^2 \varphi^n| \sqrt{2\lambda_n}. \]

Summing over all indices \((i, j)\) such that the square \( Q_{\lambda_n}(i, j) \) intersects \( \Omega \), by (5.14) we get
\[ \frac{1}{\varepsilon_n} \int_{\Omega} \left| W(\partial_1 \varphi^n(x)) - W(\partial_1^d \varphi_n(x)) \right| \, dx \leq \sqrt{2} L \frac{\lambda_n}{\varepsilon_n} \sum_{Q_{\lambda_n}(i, j) \cap \Omega \neq \emptyset} \lambda_n^2 \sup_{Q_{\lambda_n}(i, j)} |\nabla^2 \varphi^n| \]
\[ \leq C \frac{\lambda_n}{\varepsilon_n} = C \sqrt{2\delta_n} \to 0. \]

Step 4: We show that
\[ \varepsilon_n \int_{\Omega} \left| \partial_{kk} \varphi^n(x)^2 - |\partial_{kk}^d \varphi_n(x)|^2 \right| \, dx \to 0, \]
for \( k = 1, 2 \). Also in this case we prove the claim only for \( k = 1 \).

For every \( x \in Q_{\lambda_n}(i, j) \) we have that
\[ \partial_{11} \varphi_n(x) = \int_0^1 \int_0^1 \partial_{11} \varphi^n(\lambda_n(i + s + t), \lambda_n(j)) \, ds \, dt \]
and thus, noting that \( |x - (\lambda_n(i + s + t), \lambda_n(j))| \leq \sqrt{5}\lambda_n \),
\[ \left| \partial_{11} \varphi^n(x)^2 - |\partial_{11}^d \varphi_n(x)|^2 \right| = \left| \partial_{11} \varphi^n(x) + \partial_{11}^d \varphi_n(x) \right| \left| \partial_{11} \varphi^n(x) - \partial_{11}^d \varphi_n(x) \right| \]
\[ \leq 2 \sup_{Q_{\lambda_n}(i, j) \cap \Omega \neq \emptyset} |\nabla^2 \varphi^n| \sup_{Q_{\lambda_n}(i, j) \cap \Omega \neq \emptyset} |\nabla^3 \varphi^n| \sqrt{5}\lambda_n. \]

Summing over all indices \((i, j)\) such that the square \( Q_{\lambda_n}(i, j) \) intersects \( \Omega \), by (5.14)–(5.15) we get
\[ \varepsilon_n \int_{\Omega} \left| \partial_{kk} \varphi^n(x)^2 - |\partial_{kk}^d \varphi_n(x)|^2 \right| \, dx \]
\[ \leq 2 \sqrt{5} \varepsilon_n \lambda_n \sum_{Q_{\lambda_n}(i, j) \cap \Omega \neq \emptyset} \lambda_n^2 \sup_{Q_{\lambda_n}(i, j) \cap \Omega \neq \emptyset} |\nabla^2 \varphi^n| \sup_{Q_{\lambda_n}(i, j) \cap \Omega \neq \emptyset} |\nabla^3 \varphi^n| \]
\[ \leq C \frac{\lambda_n}{\varepsilon_n} = C \sqrt{2\delta_n} \to 0. \]

This concludes the proof. \( \square \)

We are now in a position to define the sequence \((w_n, z_n)\). To this end, it is convenient to introduce the spin field \( u_n \in PC_{\lambda_n}(\mathbb{S}^1) \) defined by
\[ u_n^{i,j} := \left( \cos \left( \frac{1}{\lambda_n} \arccos(1 - \delta_n) \varphi_n^{i,j} \right), \sin \left( \frac{1}{\lambda_n} \arccos(1 - \delta_n) \varphi_n^{i,j} \right) \right). \]
Then we define
\[(w_n, z_n) := T_n(u_n) \in T_n(\mathcal{PC}_{\lambda_n}(S^1)),\] (5.21)
i.e., through formula (2.3). The spin field in (5.20) is constructed in such a way that the following expression for the angles between neighboring spins holds true.

**Lemma 5.5.** Let \( u_n \in \mathcal{PC}_{\lambda_n}(S^1) \) be defined as in (5.20). Then, it holds that
\[
(\theta_n^{\text{hor}})^{i,j} = \arccos(1 - \delta_n)\partial_i^1 \varphi_n^{i,j}, \quad (\theta_n^{\text{ver}})^{i,j} = \arccos(1 - \delta_n)\partial_2^1 \varphi_n^{i,j},
\] (5.22)
for \( n \) large enough. Moreover,
\[
(\theta_n^{\text{hor}})^{i,j} \to 0 \quad \text{and} \quad (\theta_n^{\text{ver}})^{i,j} \to 0
\] (5.23)
as \( n \to \infty \), uniformly in \((i,j)\).

**Proof.** We only prove the statement for \((\theta_n^{\text{hor}})^{i,j}\), the conclusion for \((\theta_n^{\text{ver}})^{i,j}\) being analogous. From (5.12) we deduce that
\[
|\arccos(1 - \delta_n)\partial_i^1 \varphi_n^{i,j}| \leq \arccos(1 - \delta_n)C_0 \leq \pi
\] (5.24)
for \( n \) large enough and for all \((i,j)\). In particular, from the very definition of \(\theta_n^{\text{hor}}\) in (2.1) and using standard trigonometric identities it follows that
\[
(\theta_n^{\text{hor}})^{i,j} = \text{sign}\left(\sin\left(\arccos(1 - \delta_n)\partial_i^1 \varphi_n^{i,j}\right)\right)\arccos\left(\cos\left(\arccos(1 - \delta_n)\partial_i^1 \varphi_n^{i,j}\right)\right)
\] \[= \arccos(1 - \delta_n)\partial_i^1 \varphi_n^{i,j}.
\]
The convergence in (5.23) follows now from the first inequality in (5.24).

In the next proposition we prove the convergence of the recovery sequence.

**Proposition 5.6.** Let \((w, z) \in \text{Dom}(H; \Omega)\) and let \((w_n, z_n)\) be defined by (5.20)–(5.21). Then \((w_n, z_n) \to (w, z)\) strongly in \(L^1(\Omega; \mathbb{R}^2)\).

**Proof.** We only prove that \(w_n \to w\) in \(L^1(\Omega)\), the proof of \(z_n \to z\) in \(L^1(\Omega)\) being analogous. We recall that, by (5.21), (5.22), and since \((w, z) = \nabla \varphi\), we have that
\[
w_n^{i,j} = \sqrt{2 \delta_n} \sin \left(\frac{1}{2} \arccos(1 - \delta_n)\partial_i^1 \varphi_n^{i,j}\right),
\]
\[w(x) = \partial_1 \varphi(x).
\]
We start by observing that \(\partial_1 \varphi^{\varepsilon_n} \to w\) in \(L^1(\Omega)\). Indeed, from (5.4) we deduce that
\[
\partial_1 \varphi(x) = \int_{\mathbb{R}^2} \partial_1 \eta(z, x) \varphi(z) + \eta(z, x) \partial_1 \varphi(x) \, dz,
\]
for \(x \in \Omega\). Together with (5.5), this yields
\[
\int_{\Omega} |\partial_1 \varphi^{\varepsilon_n}(x) - \partial_1 \varphi(x)| \, dx
\]
\[
\leq \int_{\mathbb{R}^2} |\partial_1 \eta(z, x)| \, \varphi(x + \varepsilon_n z) - \varphi(x) \, dz \, dx + \int_{\mathbb{R}^2} |\eta(z, x)| \, |\partial_1 \varphi(x + \varepsilon_n z) - \partial_1 \varphi(x)| \, dz \, dx
\]
\[
\leq \|\nabla \eta\|_{L^\infty} \int_{B_R} \|\varphi(\cdot + \varepsilon_n z) - \varphi\|_{L^1(\Omega)} \, dz + \|\eta\|_{L^\infty} \int_{B_R} \|\partial_1 \varphi(\cdot + \varepsilon_n z) - \partial_1 \varphi\|_{L^1(\Omega)} \, dz \to 0
\]
as \( n \to \infty \), where \(R > 0\) is a radius (independent of \(n\) and \(x\)) such that \(z \mapsto \eta(z, x)\) is supported in \(B_R\) and we used the continuity of translations of \(L^1\) functions. The bounds (5.14) and (5.19) already proven in Proposition 5.4 let us deduce that
\[
\|\partial_1 \varphi^{\varepsilon_n} - \partial_1 \varphi^{\varepsilon_n}\|_{L^1(\Omega)} \leq C\lambda_n \to 0, \quad \text{as} \quad n \to \infty.
\]
Hence, to conclude we need to show that \(\|w_n - \partial_1^1 \varphi_n\|_{L^1(\Omega)} \to 0\). This is a consequence of (5.12) and of the fact that the sequence of functions \(s \mapsto \sqrt{2 \delta_n} \sin \left(\frac{1}{2} \arccos(1 - \delta_n)s\right)\) converges locally uniformly to the identity \(s \mapsto s\) as \(n \to \infty\). □
At this stage of the proof, we start to compare the discrete second-order Modica-Mortola energy in (5.10) with the energy $H_n(w_n, z_n; \Omega)$. For this comparison, it is convenient to introduce the $n$-dependent double-well potentials defined by

$$\tilde{W}_n(s) := \left(1 - \frac{2}{\delta_n} \sin^2 \left(\frac{\arccos(1 - \delta_n) s}{2}\right)\right)^2.$$  

These potentials are defined in such a way that

$$W(w_n^{i,j}) = \tilde{W}_n(\partial_1^i w_n^{i,j}) \quad \text{and} \quad W(z_n^{i,j}) = \tilde{W}_n(\partial_2^i \varphi_n^{i,j}),$$

where $W(s) = (1 - s^2)^2$. Note that

$$W(s) \geq \tilde{W}_n(s) \quad \text{for every } s \in \mathbb{R}.$$  

This can be proven, e.g., through the inequality $W(\sqrt{\frac{2}{\delta_n} \sin t}) \leq W(\frac{\arccos(1 - \delta_n) t}{\delta_n}), \; t \in \mathbb{R}$.

**Proposition 5.7.** Let $\varphi_n$ as in (5.9) and let $(w_n, z_n)$ be defined by (5.20) and (5.21). Then we have that

$$\int_{\Omega} \frac{1}{\varepsilon_n} W(\partial_1^i \varphi_n(x)) + \varepsilon_n |\partial_1^i \varphi_n(x)|^2 \, dx \geq (1 - r_n) H_n^{hor}(w_n, z_n; \Omega),$$

$$\int_{\Omega} \frac{1}{\varepsilon_n} W(\partial_2^i \varphi_n(x)) + \varepsilon_n |\partial_2^i \varphi_n(x)|^2 \, dx \geq (1 - r_n) H_n^{ver}(w_n, z_n; \Omega),$$

where $r_n \to 0$ as $n \to \infty$.

**Proof.** We only prove the claim for $H_n^{hor}(w_n, z_n; \Omega)$, the inequality for $H_n^{ver}(w_n, z_n; \Omega)$ being analogous.

We start by finding a relation between $\partial_1^i w_n$ and $\partial_1^i \varphi_n$. Using the definition of $w_n$, cf. (2.3) and (5.22), we obtain that

$$|\partial_1^i w_n^{i,j}| = \left|\frac{w_n^{i+1,j} - w_n^{i,j}}{\lambda_n}\right| = \frac{\sqrt{2}}{\sqrt{\delta_n} \lambda_n} \left|\sin \left(\frac{1}{2}(\theta_n^{hor})^{i+1,j} - \sin \frac{1}{2}(\theta_n^{hor})^{i,j}\right)\right|$$

$$\leq \frac{\arccos(1 - \delta_n)}{\sqrt{2} \delta_n \lambda_n} |\partial_1^i \varphi_n^{i+1,j} - \partial_1^i \varphi_n^{i,j}| = \frac{\arccos(1 - \delta_n)}{\sqrt{2} \delta_n} |\partial_1^i \varphi_n^{i,j}|,$$

We recall that $(\rho_n^{hor})^{i,j} = \rho(\theta_n^{hor})^{i,j}, (\theta_n^{hor})^{i+1,j}$, as in Lemma 4.1. By Lemma 4.2 and (5.23), we infer that $(\rho_n^{hor})^{i,j} \to 1$ as $n \to \infty$, uniformly in $(i, j)$. This yields

$$|\partial_1^i \varphi_n^{i,j}|^2 \geq (1 - r_n)(\rho_n^{hor})^{i,j} |\partial_1^i w_n^{i,j}|^2,$$

for some sequence $r_n \to 0$. Note that $(1 - r_n)(\rho_n^{hor})^{i,j} \geq 0$ and $(1 - r_n)(\rho_n^{ver})^{i,j} \geq 0$ for $n$ large enough.

By (5.26), (5.25), (5.28), and Lemma 4.1 we obtain that

$$\int_{\Omega} \frac{1}{\varepsilon_n} W(\partial_1^i \varphi_n(x)) + \varepsilon_n |\partial_1^i \varphi_n(x)|^2 \, dx \geq \int_{\Omega} \frac{1}{\varepsilon_n} W(w_n(x)) + \varepsilon_n (1 - r_n) H_n^{hor}(x)|\partial_1^i w_n(x)|^2 \, dx$$

$$\geq \frac{1}{2 \varepsilon_n} \sum_{(i,j) \in \mathcal{I}(\Omega)} W(w_n^{i,j}) + W(w_n^{i+1,j}) + \varepsilon_n \lambda_n^2 \sum_{(i,j) \in \mathcal{I}(\Omega)} (1 - r_n) (\rho_n^{hor})^{i,j} |\partial_1^i w_n^{i,j}|^2$$

$$\geq (1 - r_n) H_n^{hor}(w_n, z_n; \Omega).$$

This concludes the proof. □

Thanks to Proposition 5.6 (5.6), (5.10), (5.27), and since $H_n = H_n^{hor} + H_n^{ver}$, we have proved (5.8). This concludes the proof of the limsup inequality, i.e., Theorem 2.1 (iii).
6. Appendix

We recall here the definition of weakly Lipschitz sets and some of their properties.

**Definition 6.1.** A bounded open set \( \Omega \subset \mathbb{R}^d \) is a weakly Lipschitz set if every \( x \in \partial \Omega \) has a closed neighborhood \( U_x \subset \mathbb{R}^d \) such that there exists a bi-Lipschitz map \( \Psi_x : U_x \to [-1, 1]^d \) satisfying

\[
\Psi_x(x) = 0, \\
\Psi_x(\Omega \cap U_x) = [-1, 1]^{d-1} \times [-1, 0), \\
\Psi_x(\partial \Omega \cap U_x) = [-1, 1]^{d-1} \times \{0\} \\
\Psi_x(U_x \setminus \overline{\Omega}) = [-1, 1]^{d-1} \times (0, 1].
\]

**Proposition 6.2.** Let \( \Omega \subset \mathbb{R}^d \) be a bounded, open, weakly Lipschitz set. Then, for every \( p \in [1, \infty] \), \( \Omega \) is an extension domain for \( W^{1,p} \), i.e., there exists a linear and continuous operator \( E : W^{1,p}(\Omega) \to W^{1,p}(\mathbb{R}^d) \) satisfying \( E(u)_{|\Omega} = u \) for every \( u \in W^{1,p}(\Omega) \).

**Proof.** Using classical arguments involving a partition of unity, the proof is reduced to the case where the support of \( u \) lies inside a set of the form \( \overline{\Omega} \cap U_x \), where \( U_x \) is a closed neighborhood of a point \( x \in \partial \Omega \) with the properties in Definition 6.1. Let \( \Psi_x \) be the bi-Lipschitz transformation given therein.

We define the function \( v \) on \( Q^- := (-1,1)^{d-1} \times (-1,0) \) by \( v(x) = u(\Psi_x^{-1}(x)) \). By [28, Theorem 11.51] we have \( v \in W^{1,p}(Q^-) \) and \( \|v\|_{W^{1,p}(Q^-)} \leq C\|u\|_{W^{1,p}(\Omega)} \).

We extend \( v \) to a function defined almost everywhere on \( Q := (-1,1)^d \) by reflection, i.e., we set

\[
\tilde{v}(x) := \begin{cases} 
v(x) & \text{if } x \in Q^- \\
\v(x_1, \ldots, x_{d-1}, -x_d) & \text{if } x \in Q^+ := (-1,1)^{d-1} \times (0,1) 
\end{cases}
\]

Using again [28, Theorem 11.51], we have \( \tilde{v} \in W^{1,p}(Q) \) with \( \|\tilde{v}\|_{W^{1,p}(Q)} \leq C\|u\|_{W^{1,p}(\Omega)} \), since \( \tilde{v}|_{Q^-} \) and \( \tilde{v}|_{Q^+} \) have the same trace on \((-1,1)^{d-1} \times \{0\}\). Note moreover that \( \tilde{v} \) is compactly supported in \( Q \), since the support of \( u \) is contained in \( \overline{\Omega} \cap U_x \).

Finally, let us set

\[
E(u) = \begin{cases} 
\tilde{v} \circ \Psi_x & \text{in } U_x \\
0 & \text{outside of } U_x 
\end{cases}
\]

Since \( \tilde{v} \) has compact support in \( Q \) and invoking once again [28, Theorem 11.51], it follows that \( E(u) \in W^{1,p}(\mathbb{R}^d) \) and \( \|E(u)\|_{W^{1,p}(\mathbb{R}^d)} \leq C\|\tilde{v}\|_{W^{1,p}(Q)} \leq C\|u\|_{W^{1,p}(\Omega)} \). We also clearly have \( E(u)|_{\Omega} = u \). \( \square \)

**Remark 6.3.** From the previous proposition it follows that the Poincaré-Wirtinger Inequality holds true in \( W^{1,p}(\Omega) \) if \( \Omega \) is a bounded, open, connected, weakly Lipschitz set. Indeed, this inequality holds true for connected extension domains, see, e.g., [28, Theorem 12.23] for the details.

**Proposition 6.4.** Let \( \Omega \subset \mathbb{R}^d \) be a bounded, open, weakly Lipschitz set, let \( u \in L^\infty(\Omega) \) and assume that its distributional gradient \( \nabla u \) belongs to \( L^\infty(\Omega; \mathbb{R}^d) \). Then \( u \in L^\infty(\Omega) \).

**Proof.** Thanks to a standard covering argument on the compact set \( \overline{\Omega} \), it is enough to show that for every \( x \in \partial \Omega \) the function \( u \) is bounded in \( \Omega \cap U_x \), \( U_x \) being some neighborhood of \( x \). Given \( x \in \partial \Omega \), let \( U_x \) and \( \Psi_x \) be as in Definition 6.1. Let \( A \) be an open, convex set such that \( A \subset \subset (-1,1)^{d-1} \times (-1,0) \), so that \( \Psi_x^{-1}(A) \subset \subset \Omega \cap U_x \). Since \( u \in W^{1,\infty}(\Psi_x^{-1}(A)) \), by [28, Theorem 11.51] we have \( u \circ \Psi_x^{-1} \in W^{1,\infty}(A) \), and thus [8, Proposition 2.13] implies that \( u \circ \Psi_x^{-1} \) is Lipschitz in \( A \) with Lipschitz constant \( \|\nabla (u \circ \Psi_x^{-1})\|_{L^\infty} \) (independent of \( A \)). By convexity of \((-1,1)^{d-1} \times (-1,0)\) we deduce that \( u \circ \Psi_x^{-1} \) is Lipschitz on the whole \((-1,1)^{d-1} \times (-1,0)\) and this implies, in particular, that \( u \) is bounded on \( \Omega \cap U_x \). \( \square \)
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