Nanoscopic excitation of high-amplitude magnetization dynamics has recently emerged due to the discovery of the spin-transfer torque (STT) effect and advances in nano-fabrication [1, 2]. STT describes the momentum transfer from spin-polarized electrons to a local magnetization and therefore provides a direct coupling between dc charge currents and magnetization dynamics. Depending on external conditions, a rich variety of physical phenomena with technologically interesting outcomes are possible, including different modes of spin wave generation [3–8], vortex gyration [9–12], and the nucleation and manipulation of magnetic droplet solitons [13–16]. Regardless of the particular magnetization dynamics, devices where a stable oscillatory state can be achieved are generally referred to as spin torque oscillators (STOs), and are typically composed of two ferromagnetic layers decoupled by a non-magnetic spacer (although recent studies also report on STOs based on single ferromagnet layers [19]). STOs are engineered to enforce magnetization dynamics in one of the ferromagnetic layers (the “free” layer) whereas the second layer (the “fixed” layer) acts both as a polarizer and a reference to probe the dynamics via magnetoresistive effects [20–25].

STOs have been traditionally regarded as single mode oscillators [26–27] based on the mode selection imposed by the balance of STT and magnetic damping as well as the survival of the mode with the lowest threshold. However, recent experiments have shown multi-mode generation in a large variety of geometries [28–30], revealing evidence of mode-hopping [31–33], periodic mode transitions [34, 35], and even coexistence [36]. Furthermore, such a multi-mode generation leads to broader linewidths ascribed to the reduction of the magnetization dynamics coherence. In order to understand the underlying physics of these observations, a multi-modal theoretical description is required.

A first step towards this goal was recently proposed [32, 33] by extending the Slavin - Tiberkevich auto-oscillator theory [27] for two coupled modes. The general form of such an extension was found to agree with the equations describing multi-mode ring lasers [35, 36] and thus support mode-hopping. However, the model equations remained qualitative and their relation to experimental observables was not explored. Here, we investigate multi-mode STOs with a goal to quantitatively describe their generation linewidth and thus provide a direct connection with experimental quantities, revealing the underlying physical mechanism driving the dynamics.

A central result of this paper is the derivation of the expected linewidth of a two-mode oscillator in a mode-hopping regime. We will show that the linewidth is enhanced by multi-mode generation and is described by a Voigt lineshape. Mode-hopping events can be described by a Poisson process providing a purely Lorentzian contribution to the linewidth which dominates at high mode-hopping rates. Such rates are well described by an Arrhenius distribution, providing information on the energy barrier between the modes and furthermore explains temperature-driven linewidth broadening. The presented results offer means to experimentally access previously unexplored features of STOs and directly connect experiments with parameters in the theory.

The multi-mode model equations introduced in Ref. [32] originate from first principle calculations by considering e.g., two stable modes coupled by scattering processes in a magnon bath [37]. As a consequence, additional damping, torque, and coupling terms arise. Here, we further incorporate thermal fluctuations following the scheme of Ref. [27] where \( \dot{f} = f_R + if_I \) is a Gaussian distributed perturbation with real and imaginary components and second moment given by \( \langle \dot{f}(t)f(t') \rangle = p_i \Delta \omega \delta(t-t') \), where \( p_i \) is the power of the \( i \)-th mode and \( \Delta \omega \) is the (linear) STO generation linewidth derived from the Slavin-Tiberkevich framework. Performing some algebra [38], the coupled equations can be cast in terms of the variables \( \theta \) and \( \psi \) which map, respectively, the modes’ energy
and their phase difference onto a two-dimensional phase-space
\[
\dot{\theta} = \cos \theta \Gamma GP \left( \frac{1 - \sin \theta}{2\omega_1} \left[ Q_1 - Q_0 + \xi (P_1 - P_0) \right] - \frac{1 + \sin \theta}{2\omega_2} \left[ Q_2 - Q_0 + \xi (P_2 - P_0) \right] \right) + K (1 - \sin \theta) \sqrt{\frac{\omega_2}{\omega_1}} \cos (\phi_c - \psi) - K (1 + \sin \theta) \sqrt{\frac{\omega_1}{\omega_2}} \cos (\phi_c + \psi) + \sqrt{\frac{p}{2}} \left[ \frac{\cos \theta}{2} (f^R_2 - f^R_1) - \frac{\sin \theta}{2} (f^R_2 + f^R_1) \right],
\]
(1a)
\[
\psi = \frac{pN_0}{2} \left[ \frac{1 - \sin \theta}{\omega_1} - \frac{1 + \sin \theta}{\omega_2} \right] + K \frac{1 - \sin \theta}{\omega_1} \sqrt{\frac{\omega_2}{\omega_1}} \sin (\phi_c - \psi) - K \frac{1 + \sin \theta}{\omega_2} \sqrt{\frac{\omega_1}{\omega_2}} \sin (\phi_c + \psi) + \sqrt{\frac{p}{2}} \left[ \frac{\cos \theta}{2} (f^ J_2 - f^ J_1) - \frac{\sin \theta}{2} (f^ J_2 + f^ J_1) \right].
\]
(1b)

Here, the total power \( p = p_1 + p_2 \) is enforced to be constant, given that \( p_1 = p \cos^2 (\theta/2 + \pi/4) \), \( p_2 = p \sin^2 (\theta/2 + \pi/4) \), and the condition \( |\theta| \leq \pi/2 \) is satisfied. The coefficients \( Q_i \) and \( Q_0 \) are the diagonal and off-diagonal damping terms whereas \( P_i \) and \( P_0 \) are the diagonal and off-diagonal STT terms. They are related to the auto-oscillator terms as \( \Gamma_+(p_i) = \Gamma_G (1 + Q_i p_i + Q_0 p_0) \) and \( \Gamma_-(p_i) = \xi \Gamma_G \), where \( i, j \) are indices for each of the two modes, \( \xi \) is the bias current, \( I_{th} \) is the threshold current for auto-oscillations, \( \Gamma_G = \alpha \omega_o \), \( \alpha \) is the Gilbert damping, and \( \omega_o \) is the ferromagnetic resonance (FMR) frequency. A coupling term is included as a complex factor \( K e^{i\phi_c} \), with amplitude and phase \( K \) and \( \phi_c \), respectively. As we will see below, these terms determine the multi-mode dynamics and impact the generation linewidth.

Despite the algebraic complexity of Eq. (1), two limiting cases are readily obtained when the thermal fluctuations are neglected [38]. A single mode exists when \( \theta = \pm \pi/2 \) and \( K \rightarrow 0 \) i.e., the coupling between modes is negligible [Fig. (1a)]. Note that \( \psi \) diverges in this limit since a phase difference cannot be defined. From linear stability analysis [38] we find that the modes are independently stable if \( Q_1 + \xi P_1 < Q_0 + \xi P_0 \). On the other hand, periodic mode transition and coexistence are possible when \( K > 0 \). Linear stability analysis [38] demonstrates that each scenario depends on the coupling phase \( \phi_c \), as indicated in Fig. (1c). Between the two limiting cases described above, near-single modes and coexistence are possible [Fig. (1b)]. The near-single mode scenario is of particular interest since each mode has a finite energy leading to thermally driven mode-hopping, as we will show below. Furthermore, the basin of attraction becomes strongly dependent on \( \phi_c \), as shown in Fig. (1d-e) when \( \phi_c = 0 \) and \( \phi_c = \pi/2 \). In the latter case, the spiral feature is reminiscent of a particle with friction in a double potential well.

A typical time-trace exhibiting thermally driven mode-hopping is shown in Fig. (2a), where \( K = 0.3 \) and we assume parameters consistent with the STO used in Ref. [38]. Such a device consists of a 4.5 nm thick Permalloy free layer with saturation magnetization \( \mu_o M_S \approx 88 \) T, exchange length \( \lambda_{ex} = 5 \) nm, and \( \alpha = 0.01 \). An external field \( \mu_o H_a = 1 \) T is applied at 80 deg with respect to the Permalloy film plane. Whereas the current in [30] was confined to flow perpendicularly to the plane by patterning an elliptical 50 nm x 150 nm nanocontact, we here, for simplicity, assume a circular nanocontact of radius \( R_c \approx 40 \) nm which has a similar effective current-carrying area with an assumed supercriticality \( \xi \approx 1 \). In the two-mode oscillator framework, such parameters are mapped to \( \omega_o/2\pi = 11.94 \) GHz, \( p \approx 0.017 \), \( Q = 4.6 \omega_o \), \( \hat{P} \approx \omega_o \), \( \Gamma_G/2\pi \approx 120 \) MHz, \( N_0/\omega_o \approx 68 \) GHz, \( \omega/2\pi \approx 13.13 \) GHz, and \( \Delta \omega/2\pi \approx 0.6 \) MHz. These parameters agree fairly well with the near-threshold generation of the real device. In order to complete the analytical description, we assume parameters for the off-diagonal terms \( Q_0 = 2Q \) and \( P_0 = 2P \), providing stability for both modes.

A particular mode-hopping event is indicated by the black box in Fig. (2a) and detailed in Fig. (2b). In this figure, the intrinsic relaxation frequency of the STO is...
also apparent, related to its strong nonlinear coefficient $N_0$ \[38\]. On the other hand, the mechanism for the mode-hopping events can be clearly illustrated in the $(\theta, \psi)$ phase space shown in Fig. 2(c). Here, the hopping between the different stable fixed points (indicated by black dots) occur via saddle points (indicated by black crosses). This picture also agrees with the abovementioned similarity between this system and a double potential well.

The generation linewidth of the resulting dynamics can be analytically estimated by means of the auto-correlation function of the two-mode oscillator defined as

$$K = \langle |c_1(t) + c_2(t)|^2 \rangle,$$  \hspace{1cm} (2)

where $c_i = \sqrt{p_i}e^{i\phi_i}$ is the complex amplitude of each mode, related to its power, $p_i$, and phase $\phi_i$. By manipulating the phases of each mode, it can be shown that the auto-correlation depends only on the second moment of the phase difference $\psi$ \[38\], thus providing a tractable expression for $K$. Consequently, the problem is reduced to analyzing the thermally-induced behavior of $\psi$.

To proceed, two vastly different time-scales are identified: (i) the perturbation introduced by thermal fluctuations, and (ii) mode-hopping events. The former has a short time-scale and we will assume that the perturbation is small. The latter occurs as sharp phase-slips on a longer time-scale [Fig. 2] and cannot be analytically obtained from Eq. (1). Consequently, we will incorporate such events as an additional phase parametrized as a random train of pulses. In the following we derive the second moment contribution of each fluctuation source.

The perturbations of the phase difference can be estimated from the linearized coupled equations in phase and power – as suggested in Ref. [27] – by assuming a well-defined energy state for each mode, $(\theta_o)$, as shown by red dashed lines in Fig. 2(a). Performing a lengthy algebraic manipulation \[38\], we can express the power and phase fluctuations as the coupled set of equations

$$\delta p = C_{p\psi} \delta p + C_{p\psi} \delta \psi + f_p, \quad (3a)$$

$$\delta \psi = C_{\psi p} \delta p + C_{\psi p} \delta \psi + f_\psi, \quad (3b)$$

where the coefficients are given in the Supplementary Material \[38\] and it is assumed that $p = p_o + \delta p$ and $\psi = \psi_o + \delta \psi$ satisfy the conditions $\delta p \ll p_o$ and $\delta \psi \ll \psi_o$.

In general, Eq. (3) can be solved by the standard method of variation of parameters, as detailed in the Supplementary Material \[38\]. Such a solution leads to second moments proportional to exponential functions of $|\tau| = |t' - t|$. By performing a Taylor expansion to second order, the self- and cross-correlation second moments are

$$\langle \psi_i(t) \psi_i(t') \rangle = \gamma_{L,i} |\tau| + \gamma_{G,i} |\tau|^2, \quad (4a)$$

$$\langle \psi_i(t) \psi_j(t') \rangle \cos(\theta_o) = \gamma_{L,ij} |\tau| + \gamma_{G,ij} |\tau|^2, \quad (4b)$$

where the coefficients $\gamma_L$ and $\gamma_G$ are mode dependent and are generally functions of the coefficients of Eq. (3) \[38\].

On the other hand, mode-hopping events can be described by a series of sudden jumps in the phase difference, separated by random, long time intervals. This description is proper of a Poisson process \[40\] which is only described by its rate, $\lambda$. Indeed, the distribution of the relative time between mode-hopping events is numerically found to agree with an exponential distribution, as shown in the inset of Fig. 2(b). Finally, it is known that the second moment of such a process is simply $\lambda$, so the phase difference is enhanced by a factor $-\lambda |\tau|$. Including the two contributions described above into Eq. (2), we obtain the approximate yet insightful form of the auto-correlation

$$2K \propto (1 - \sin(\theta_o))e^{-\gamma_{L,ij} |\tau|}e^{-\gamma_{G,ij} |\tau|^2}e^{-\lambda |\tau|} + (1 - \sin(\theta_o))e^{-\gamma_{L,ij} |\tau|}e^{-\gamma_{G,ij} |\tau|^2}e^{-\lambda |\tau|} + \cos(\theta_o)e^{-\gamma_{L,ij} |\tau|}e^{-\gamma_{G,ij} |\tau|^2} \cos(\theta_o)e^{-\lambda |\tau|} + \cos(\theta_o)e^{-\gamma_{L,ij} |\tau|}e^{-\gamma_{G,ij} |\tau|^2} \cos(\theta_o)e^{-\lambda |\tau|}. \quad (5)$$

Equation (5) is a central result of this paper. Clearly, as the mode-hopping rate $\lambda$ increases, there will be a cross-over to the temporal decay of the correlation dominated by decoherence arising from mode-hopping. The
resulting lineshape is obtained by the Fourier transform of the auto-correlation Eq. (1), from which the linewidth can be extracted. Each term of the right hand side has a similar form which, after performing the Fourier transform, leads to a Lorentzian lineshape with a linewidth given by \( \gamma_{L,ij} + \lambda \), convoluted by a Gaussian lineshape with a linewidth given by \( 4\sqrt{\gamma_{G,ij}\ln 2} \). Such a convolution is defined as a Voigt lineshape. Consequently, the general lineshape obtained from the Fourier transform of Eq. (5) is expected to be a sum of Voigt functions. Noteworthy, the mode-hopping rate \( \lambda \) enhances the linewidth of the Lorentzian components, contributing to spectral broadening as observed experimentally [33]. On the other hand, the Gaussian contribution here arises from the response of Eq. (3) which is found to relax to zero [38], i.e., the auto-correlation is lost after a finite time, leading to statistically independent modes and thus uncorrelated mode-hopping events. This mechanism has a different physical origin than the Gaussian lineshape that arises from a high temperature limit [27] or 1/f noise [31].

Numerically, the lineshape predicted from Eq. (5) can be obtained from the auto-correlation of \( \delta \psi(t) \) multiplied by the Poisson factor with a mode-hopping rate \( \lambda \) estimated from the time trace of Eq. (1a). Such a lineshape is shown in Fig. 3(a) by the red line for the parameters given earlier. We find the best Voigt fit following the approach of Ref. 42 as shown in the same figure by the blue line. For the chosen STO parameters, a single Voigt fit provides a good estimate of Eq. (5). The fitting procedure can be repeated as a function of \( K \) from which we obtain the Voigt linewidths, \( \Delta f \) (Half Width at Half Maximum), shown in Fig. 3(b) by blue circles. These numerical results can be quantitatively compared with the analytical estimates from Eq. (5) and Eq. (4). For the chosen parameters, we obtain \( \gamma_{G,ii} \rightarrow 0 \) so that \( \gamma_{L,ii} \) provides a good estimate for the linewidth, shown in Fig. 3(b) by red squares. Clearly, the Voigt fit agrees well with the Lorentzian estimates when \( K < 0.3 \) suggesting that the linewidth is otherwise dominated by mode-hopping, i.e., \( \Delta f \rightarrow \lambda \). A second key result of this paper is that the obtained linewidth values quantitatively agree with the reference experiment [32] without any fitting parameters, but instead considering the mode-hopping as the physical mechanism behind linewidth broadening.

To further test the analytical estimates, we fit the spectrum of the phase difference auto-correlation shown by black lines in Fig. 3(a). Multiple Voigt functions can be identified in this case, in agreement with Eq. (5). In particular, there is a narrow peak consistent with \( \gamma_{L,21} \approx \gamma_{G,21} \rightarrow 0 \). Noteworthy, sidebands corresponding to the oscillatory relaxation of the system are observed at about \( \pm 80 \text{ MHz} \) (indicated by an arrow) which, together with the large fluctuations, allows us to reliably fit only two Voigt functions. Independently of these difficulties, the wider Voigt linewidth [black marks in Fig. 3(b)] is observed to follow the analytical trend, confirming that the linewidth enhancement is due to mode-hopping events.

The linewidth enhancement is consistent with the experimental observations close to a mode transition, indicating that the mode coupling increases in such a regime. Consequently, the linewidth provides a direct measure of \( \lambda \). Assuming an Arrhenius distribution for the mode-hopping rate, it is thus possible to experimentally obtain information about the energy barrier, \( \Delta E \), between two near-single modes e.g., as a function of the current, \( I_{dc} \), where \( k_B \) is the Boltzmann constant, \( T \) the temperature, and we assume that the attempt frequency \( f_a = 160 \text{ MHz} \) corresponds to twice the intrinsic relaxation frequency since the phase-space is \( \pi/2 \)-periodic in \( \theta \). Eq. (6) reveals that an exponential linewidth broadening is expected as a function of \( T^{-1} \) near a mode-transition, in contrast to single-mode predictions [27]. Indeed, by estimating \( \Delta E = 52 \text{ meV} \) from a single experimental data at 303 K [33, 38], we obtain the correct linewidth trend by simple evaluation of the Arrhenius equation [Fig. 3(c)]. A better fit would involve possible changes in the fixed parameters, \( f_a \) and \( f_{\text{a}} \). The analytical estimate is shown by red squares. The mode-hopping events dominate the linewidth when \( K > 0.3 \).
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point position as a function of temperature [13] and temperature dependence of the coupling term [34]. However, these details are outside the scope of the present Letter.

In summary, we have presented an analytical description of the generation linewidth of a multi-mode STO, based on a multi-mode theory [32][34]. The model equations demonstrate that mode-hopping events can dominate the generation linewidth and thus provide the main mechanism behind linewidth broadening. In particular, our results are in quantitative agreement with current and temperature dependent linewidths observed experimentally. Furthermore, we showed that the linewidth is dominated by high mode-hopping rates, providing means to determine the energy barrier separating both modes and the mechanism behind temperature dependent linewidth broadening. The presented results open up the possibility to study and determine intrinsic properties of multi-mode STOs.
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