A NUMERICAL ENERGY MINIMISATION APPROACH FOR SEMILINEAR DIFFUSION-REACTION BOUNDARY VALUE PROBLEMS BASED ON STEADY STATE ITERATIONS

MARIO AMREIN, PASCAL HEID, AND THOMAS P. WIHLER

Abstract. We present a novel energy-based numerical analysis of semilinear diffusion-reaction boundary value problems. Based on a suitable variational setting, the proposed computational scheme can be seen as an energy minimisation approach. More specifically, this procedure aims to generate a sequence of numerical approximations, which results from the iterative solution of related (stabilised) linearised discrete problems, and tends to a local minimum of the underlying energy functional. Simultaneously, the finite-dimensional approximation spaces are adaptively refined; this is implemented in terms of a new mesh refinement strategy in the context of finite element discretisations, which again relies on the energy structure of the problem under consideration, and does not involve any a posteriori error indicators. In combination, the resulting adaptive algorithm consists of an iterative linearisation procedure on a sequence of hierarchically refined discrete spaces, which we prove to converge towards a solution of the continuous problem in an appropriate sense. Numerical experiments demonstrate the robustness and reliability of our approach for a series of examples.

1. INTRODUCTION

We develop and analyse a new iterative linearised finite element discretisation approach for semilinear elliptic diffusion-reaction equations. Specifically, on an open and bounded polytopal domain \( \Omega \subset \mathbb{R}^d, d \in \{1, 2, 3\} \), with boundary \( \partial \Omega \) consisting of straight faces, and for a (possibly nonlinear) reaction term \( f : \Omega \times \mathbb{R} \to \mathbb{R} \), we aim to numerically approximate solutions \( u : \Omega \to \mathbb{R} \) of the boundary value model problem

\[
\Delta u(x) + f(x, u(x)) = 0 \quad x \in \Omega,
\]

\[
u(x) = 0 \quad x \in \partial \Omega.
\]

We pursue a novel energy-based avenue that exploits the variational structure of (1) in both analytical and numerical aspects. More precisely, our approach consists of three key parts, which will be outlined briefly in the sequel.

Firstly, in order to provide a suitable theoretical framework, we devise a new energy analysis for the boundary value problem (1), which does not require any monotonicity or convexity properties on the nonlinear reaction term \( f \). We assume that \( f \) features asymptotically linear growth in the second argument (as \( |u| \to \infty \)), and, thereby, gives rise to a number of relevant applications: We mention, for instance, the sine-Gordon model, where \( f(u) \sim -\sin(u) \), which originated from 19th century surface geometry and was rediscovered in various areas of modern physics, see, e.g., [6]; another example is the Arrhenius type production term, \( f(u) \sim (1 - |u|) \exp(-c/|u|) \), with \( c > 0 \), which appears in chemical diffusion-reaction models (including combustion), see, e.g., [4, 20].
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The second building block is a discrete time stepping scheme that is based on viewing solutions of (1) as steady-state approximations (for \( t \to \infty \)) of the semilinear parabolic evolution problem
\[
\begin{align*}
\partial_t v(x,t) &= \Delta v(x,t) + f(x,v(x,t)) & (x,t) &\in \Omega \times (0,\infty), \\
v(x,0) &= 0 & (x,t) &\in \partial \Omega \times (0,\infty), \\
v(x,0) &= v_0(x) & x &\in \Omega,
\end{align*}
\]
for a suitable initial guess \( v_0 : \Omega \to \mathbb{R} \) (with zero boundary values). An unpretentious way to discretise (2) with respect to time is the forward Euler scheme (with a time step \( \Delta t > 0 \)). It yields an iteratively generated sequence \( \{u^n\}_n \) that is obtained by solving the linear elliptic problem
\[
\begin{align*}
\frac{1}{\Delta t} u^{n+1}(x) - \Delta u^{n+1}(x) &= \frac{1}{\Delta t} u^n(x) + f(x,u^n(x)) & (x,t) &\in \Omega \times (0,\infty), \\
u^{n+1}(x) &= 0 & (x,t) &\in \partial \Omega \times (0,\infty),
\end{align*}
\]
for each \( n \geq 0 \); note that this procedure could also be seen as a (low-order) stabilised linear fixed-point iteration for the nonlinear problem (1), viz.
\[
\begin{align*}
(-\Delta + \gamma \text{id}) u^{n+1} &= f(\cdot,u^n) + \gamma u^n & \text{in } \Omega, \\
u^{n+1} &= 0 & \text{on } \partial \Omega,
\end{align*}
\]
for \( n \geq 0 \), where \( \gamma > 0 \) take the role of a stability parameter. Under certain conditions, convergence (in a suitable sense) to a solution of the nonlinear equation (1) can be established. This observation can be exploited for both theoretical as well as for practical purposes. Indeed, we refer, for instance, to the monotone method of sub- and supersolutions in the theory of semilinear partial differential equations, see, e.g. [10, §9.3]; we also point to related discrete versions in terms of finite differences, cf. [19, 23], where the relevant monotonicity properties carry over to the finite-dimensional framework. In either of these approaches, the availability of a suitable (continuous resp. discrete) maximum principle is crucial. As a consequence, whenever numerical approximation methods which are not defined in a point-wise manner (such as, e.g., finite element or spectral discretisations) are employed, then the monotonicity approach cannot be applied in an obvious way. In the present paper, we circumvent this issue by making use of the underlying variational framework associated to (1), and prove that the sequence \( \{u^n\}_n \) resulting from (3) features some favourable energy properties; these, in turn, allow to establish an alternative convergence analysis. We remark in passing that, instead of using the forward Euler method (or another explicit time marching scheme) for the approximation of steady-state solutions to (2), the backward Euler method could also be of interest in light of its unconditional stability. Evidently, this approach requires the application of a suitable nonlinear solver in each discrete temporal step. For instance, combining the backward Euler discretisation with the Newton iteration scheme, the so-called pseudo-transient-continuation (PTC) method presented in [7] emerges; we also refer to [2], where the PTC approach was investigated in the specific context of semilinear singularly perturbed problems.

The third component of the proposed numerical procedure in this work concerns the application of an efficient adaptive finite element mesh refinement strategy. We emphasise that this aspect is of particular importance in the context of semilinear equations (1) as solutions may exhibit local singular effects including boundary layers, interior shocks, or (multiple) spikes. Again, we will resort to the variational structure in order to use a new energy-driven adaptive finite element mesh refinement technique that has been proposed recently in the context of the (semilinear) Gross-Pitaevskii eigenvalue equation [13]. In contrast to traditional approaches, we point out that this methodology does not require any a posteriori error indicators to drive the adaptive process.

The steady-state iteration (3) is performed on a sequence of hierarchically enriched finite element spaces, which, in turn, are obtained from an energy-based adaptive mesh refinement procedure as mentioned above. In order to realise these ideas within an efficient computational algorithm, they will be effectively combined in terms of a simultaneous interplay. Roughly speaking, we reinitiate the iteration (3) on a locally enriched discrete space as soon as the potential energy change in the approximate solution becomes comparable to the iteration error on the current space. Under a
natural assumption on the adaptive meshes in each refinement step, we prove that the proposed
algorithm converges (in an appropriate sense) to a weak solution of (1). We remark that our
approach, i.e., the intertwined application of linear iterations and adaptive discretisation methods,
is closely related to the recent developments on the (adaptive) iterative linearised Galerkin (ILG)
methodology [1, 5, 12, 14–18]; we also refer to the seminal works [3, 8, 9, 11].

Outline. In §2 we introduce the weak formulation of (1), and develop some crucial energy prop-
ties. Moreover, in §3 the linearised iteration (3) is analysed in a Hilbert (sub-)space setting, and
some energy-related convergence results will be established. In §4, we present the main algorithm
in general form, which involves an effective interplay of the iterative linearisation scheme (3) and
adaptive discretisations thereof in terms of arbitrary Galerkin spaces; in addition, we provide
a new convergence analysis. Subsequently, we discuss the energy-driven adaptive mesh refine-
ment procedure in the specific context of the finite element method, and perform some numerical
experiments. Finally, we summarize our work in §6.

2. Variational framework

2.1. Function spaces and norms. For the purpose of this paper, we define the space
\( V := H^1_0(\Omega) \), the standard Sobolev subspace of functions in \( H^1(\Omega) = W^{1,2}(\Omega) \) with zero trace on \( \partial \Omega \).
The space \( V \) is equipped with a parametrised class of norms \( \| | \cdot \| _\lambda \) , where, for \( \lambda > 0 \), we define
\[
\| | v \| _\lambda := \left( \lambda \| \nabla v \|_{L^2(\Omega)}^2 + \| v \|_{L^2(\Omega)}^2 \right)^{1/2}, \quad v \in V.
\]
(4)
Here, \( \| \cdot \|_{L^2(\Omega)} \) denotes the \( L^2 \)-norm on \( \Omega \). Observing the Poincaré inequality,
\[
\| v \|_{L^2(\Omega)}^2 \leq C_P \| \nabla v \|_{L^2(\Omega)}^2 \quad \forall v \in V,
\]
(5)
with a constant \( C_P > 0 \) only depending on \( \Omega \), we devise the following result for the norm \( \| | \cdot \| _\lambda \).

Lemma 2.1 (Poincaré inequality). For any \( v \in V \) and \( \lambda > 0 \) it holds the bound
\[
\| v \|_{L^2(\Omega)} \leq \beta(\lambda)^{1/2} \| v \|_\lambda,
\]
(6a)
with
\[
\beta(\lambda) := \frac{C_P}{C_P + \lambda},
\]
(6b)
where \( C_P \) is the Poincaré constant from (5).

Proof. For \( v \in V \) and \( \lambda > 0 \), using (5), we have
\[
\| v \|_{L^2(\Omega)}^2 = \frac{1}{C_P + \lambda} \left( C_P \| v \|_{L^2(\Omega)}^2 + \lambda \| v \|_{L^2(\Omega)}^2 \right) \leq \frac{1}{C_P + \lambda} \left( C_P \| v \|_{L^2(\Omega)}^2 + C_P \lambda \| \nabla v \|_{L^2(\Omega)}^2 \right),
\]
which yields the claim. \( \square \)

2.2. Energy functional. We define an (energy) functional \( E : V \to \mathbb{R} \) associated with (1) by
\[
E(u) = \frac{1}{2} \int_{\Omega} |\nabla u|^2 \, dx - \int_{\Omega} \mathcal{F}(x, u(x)) \, dx,
\]
(7)
where, for \( x \in \Omega \), we let
\[
\mathcal{F}(x, t) = \int_0^t f(x, s) \, ds, \quad t \in \mathbb{R}.
\]
Let \( V' \) denote the dual space of \( V \). Then, for any \( u \in V \), a straightforward calculation reveals that
the Gâteaux derivative of \( E \) is given by
\[
\langle E'(u), v \rangle := \int_{\Omega} (\nabla u \cdot \nabla v - f(x, u)v) \, dx \quad \forall v \in V,
\]
(8)
where \( \langle \cdot, \cdot \rangle \) denotes the duality pairing in \( V' \times V \). Hence, the Euler–Lagrange equation of the minimisation problem

\[
\begin{align*}
u & \in V : \quad E(u) = \min_{v \in V} E(v),
\end{align*}
\]

is given in weak form by

\[
\begin{align*}
u & \in V : \quad \langle E'(u), v \rangle = \int_{\Omega} (\nabla u \cdot \nabla v) - f(x, u)v\, dx = 0 \quad \forall v \in V;
\end{align*}
\]

in particular, any critical point (especially, any minimiser) of \( E \) in \( V \) is a solution to (10), or equivalently, a weak solution of (1).

We introduce the following structural assumptions on the nonlinearity \( f \) present in (1), which are crucial for the remainder of this work.

**Assumption 2.2 (Nonlinearity \( f \)).** The function \( f : \Omega \times \mathbb{R} \to \mathbb{R} \) satisfies the following properties:

(i) \( f(\cdot, 0) \in L^2(\Omega) \).

(ii) \( f \) is differentiable in the second variable.

(iii) There exists a constant \( \rho > 0 \) such that the set

\[
\Lambda_f(\rho) := \{ \lambda > 0 : \sigma_f(\lambda) < \rho + \lambda \}
\]

is non-empty, where we let

\[
\sigma_f(\lambda) := \esssup_{x \in \Omega} \sup_{u \in \mathbb{R}} \left| \frac{\partial f}{\partial u}(x, u) + \frac{1}{\lambda} \right|, \quad \lambda > 0.
\]

**Remark 2.3.** If Assumption 2.2 is fulfilled, then the function \( g_\lambda \), for \( \lambda \in \Lambda_f(\rho) \), defined by

\[
g_\lambda(x, u) := f(x, u) + \lambda^{-1}u, \quad (x, u) \in \Omega \times \mathbb{R},
\]

satisfies the uniform Lipschitz continuity bound

\[
|g_\lambda(x, u) - g_\lambda(x, v)| \leq \sigma_f(\lambda)|u - v| \quad \forall u, v \in \mathbb{R},
\]

for almost every \( x \in \Omega \), where \( \sigma_f(\lambda) < \rho + \lambda \), cf. (11).

**Lemma 2.4 (Energy representation).** Under the Assumption 2.2, for \( \rho > 0 \) and \( \lambda \in \Lambda_f(\rho) \), the energy functional from (7) can be represented by

\[
E(v) = \frac{1}{2\lambda} \|v\|_V^2 + \Xi(v) \|v\|_{L^2(\Omega)} \quad \forall v \in V,
\]

where \( \Xi : V \to \mathbb{R} \) is a function that is bounded by

\[
|\Xi(v)| \leq \frac{1}{2\lambda} \sigma_f(\lambda) \|v\|_{L^2(\Omega)} + \|f(\cdot, 0)\|_{L^2(\Omega)} \quad \forall v \in V;
\]

in particular, the energy functional \( E \) from (7) is well-defined on \( V \).

**Proof.** For any \( t \in \mathbb{R} \), we note that

\[
\overline{\mathfrak{R}}(x, t) = \int_0^t (g_\lambda(x, s) - g_\lambda(x, 0))\, ds + f(x, 0)t - \frac{t^2}{2\lambda}.
\]

Applying (14), for almost every \( x \in \Omega \), we observe the bound

\[
\left| \overline{\mathfrak{R}}(x, t) + \frac{t^2}{2\lambda} \right| \leq \int_0^t |g_\lambda(x, s) - g_\lambda(x, 0)|\, ds + |f(x, 0)t| \leq \frac{1}{2\lambda} \sigma_f(\lambda)t^2 + |f(x, 0)t|.
\]

Moreover, for any \( v \in V \), \( v \neq 0 \), letting

\[
\Xi(v) := -\|v\|_{L^2(\Omega)}^{-1} \int_{\Omega} \left( \overline{\mathfrak{R}}(x, v(x)) + \frac{1}{2\lambda}v(x)^2 \right)\, dx,
\]

we immediately derive the representation (15). Here, employing (16) and using the Cauchy-Schwarz inequality, we infer that

\[
\|v\|_{L^2(\Omega)} \Xi(v) \leq \int_{\Omega} \left| \overline{\mathfrak{R}}(x, v(x)) + \frac{1}{2\lambda}v(x)^2 \right|\, dx \leq \frac{1}{2\lambda} \sigma_f(\lambda) \|v\|_{L^2(\Omega)}^2 + \|f(\cdot, 0)\|_{L^2(\Omega)} \|v\|_{L^2(\Omega)}.
\]

This yields the result. \( \square \)
Remark 2.5. From Lemma 2.4 and upon applying Lemma 2.1, for any \( v \in \mathcal{V} \), we infer the lower bound

\[
E(v) \geq \frac{1}{2} \left( 1 - \beta(\lambda) \sigma_f(\lambda) \right) \|v\|_\lambda^2 - \beta(\lambda)^{1/2} \|f(\cdot, 0)\|_{L^2(\Omega)} \|v\|_\lambda.
\]

Invoking the definition of the set \( A_f(\rho) \) from (11), we notice that

\[
\frac{1}{\lambda} - \beta(\lambda) \sigma_f(\lambda) > 1 - \frac{C_P \rho}{C_P + \lambda}.
\]

Hence, if \( \rho \leq \frac{1}{C_P} \) then it follows that

\[
E(v) \to +\infty \quad \text{whenever} \quad \|v\|_\lambda \to \infty;
\]

this property is referred to as the weak coercivity of \( E \).

The following result is instrumental for the analysis below.

Lemma 2.6 (Energy expansion). Suppose that Assumption 2.2 is satisfied for some \( \rho > 0 \), and consider \( \lambda \in A_f(\rho) \), cf. (11). Then, for any \( u, v \in \mathcal{V} \), it holds that

\[
E(v) - E(u) = (E'(u), v - u) + \frac{1}{2\lambda} \|v - u\|_\lambda^2 + \Psi_\lambda(u, v),
\]

where \( E' \) is the derivative from (8), and \( \Psi_\lambda(u, v) \) is a remainder term that satisfies the bound

\[
|\Psi_\lambda(u, v)| \leq \frac{1}{2} \sigma_f(\lambda) \|v - u\|_{L^2(\Omega)},
\]

with \( \sigma_f(\lambda) \) from (12).

Proof. Given \( u, v \in \mathcal{V} \), we define \( \delta := v - u \). Then, by the main theorem of calculus, we have

\[
E(v) - E(u) = \int_0^1 \frac{d}{ds}E(u + s\delta) \, ds = \int_0^1 \langle E'(u + s\delta), \delta \rangle \, ds.
\]

Recalling (8), we infer that

\[
E(v) - E(u) = \int_0^1 \int_{\Omega} (\nabla(u + s\delta) \cdot \nabla \delta - f(x, u + s\delta) \delta) \, dx \, ds
\]

\[
= \langle E'(u), \delta \rangle + \frac{1}{2} \|\nabla \delta\|_{L^2(\Omega)}^2 - \int_0^1 \int_{\Omega} (f(x, u + s\delta) - f(x, u)) \delta \, dx \, ds.
\]

Hence, by definition of the function \( g_\lambda \) from (13), we can write

\[
E(v) - E(u) = \langle E'(u), \delta \rangle + \frac{1}{2} \|\nabla \delta\|_{L^2(\Omega)}^2 + \frac{1}{2\lambda} \|\delta\|_{L^2(\Omega)}^2 - \int_0^1 \int_{\Omega} (g_\lambda(x, u + s\delta) - g_\lambda(x, u)) \delta \, dx \, ds.
\]

Invoking (14) we observe that

\[
\left| \int_0^1 \int_{\Omega} (g_\lambda(x, u + s\delta) - g_\lambda(x, u)) \delta \, dx \, ds \right| \leq \sigma_f(\lambda) \int_0^1 \int_{\Omega} s|\delta|^2 \, dx \, ds = \frac{1}{2} \sigma_f(\lambda) \|\delta\|_{L^2(\Omega)}^2,
\]

which shows the claim. \( \square \)

We conclude this section with the ensuing observation.

Lemma 2.7 (Lipschitz continuity of \( E' \)). Given Assumption 2.2 for some \( \rho > 0 \), and \( \lambda \in A_f(\rho) \), cf. (11). Then \( E : \mathcal{V} \to \mathcal{V}' \) is (uniformly) Lipschitz continuous in the sense that

\[
|\langle E'(u) - E'(v), \omega \rangle| \leq L_{E'}(\lambda) \|u - v\|_\lambda \|\omega\|_\lambda \quad \forall u, v, \omega \in \mathcal{V},
\]

where

\[
L_{E'}(\lambda) = \frac{1}{\lambda} + \beta(\lambda) \sigma_f(\lambda),
\]

with \( \beta(\lambda) \) from (6b).
Proof. Let $u, v, w \in \mathbb{V}$. With the aid of the Cauchy-Schwarz inequality we have that

$$\left| \int_\Omega \nabla (u - v) \cdot \nabla w \, dx \right| \leq \| \nabla (u - v) \|_{L^2(\Omega)} \| \nabla w \|_{L^2(\Omega)}.$$ 

Furthermore, for any $\lambda \in \Lambda_f(\rho)$, using (14), it follows that

$$\left| \int_\Omega (f(x, u) - f(x, v)) \, dx \right| \leq \int_\Omega |g_\lambda(x, u) - g_\lambda(x, v)| \, dx + \frac{1}{\lambda} \int_\Omega |u - v| \, dx$$

$$\leq \left( \sigma_f(\lambda) + \frac{1}{\lambda} \right) \| u - v \|_{L^2(\Omega)} \| w \|_{L^2(\Omega)}.$$ 

Hence, from (8), we obtain

$$| \langle \mathcal{E}'(u) - \mathcal{E}'(v), w \rangle | \leq \| \nabla (u - v) \|_{L^2(\Omega)} \| \nabla w \|_{L^2(\Omega)} + \left( \sigma_f(\lambda) + \frac{1}{\lambda} \right) \| u - v \|_{L^2(\Omega)} \| w \|_{L^2(\Omega)}$$

$$\leq \frac{1}{\lambda} \| u - v \|_{L^2(\Omega)} \| w \|_{L^2(\Omega)} + \sigma_f(\lambda) \| u - v \|_{L^2(\Omega)} \| w \|_{L^2(\Omega)}.$$ 

Applying Lemma 2.1 completes the argument. \qed

3. Iterative Energy Minimisation

In this section, we will present an iterative variational approach for the minimisation problem (9), and establish some energy-related convergence properties.

3.1. Iteration scheme. We begin by introducing an iterative scheme for the solution of (10). For this purpose, we pursue the idea of approximating a solution to (2) by means of the (discrete) iteration (3), with a fixed time step $\Delta t > 0$. In weak form, given $u^{n-1} \in \mathbb{V}$, for $n \geq 1$, we seek $u^n \in \mathbb{V}$ such that

$$\frac{1}{\Delta t} \int_\Omega (u^n - u^{n-1}) v \, dx + \int_\Omega \nabla u^n \cdot \nabla v \, dx = \int_\Omega f(x, u^{n-1}) v \, dx \quad \forall v \in \mathbb{V}. \quad (21)$$

For $n = 0$, we let $u^0 \in L^2_0(\Omega)$ be a suitable initial guess. We emphasise that the iteration (21), for given $u^n$, is a linear problem for $u^{n+1}$, and can thus be viewed as a iterative linearisation of (1). Notice that it can be written equivalently as

$$\mathcal{B}_{\Delta t}(u^n; v) = \mathcal{E}_{\Delta t}(u^{n-1}; v) \quad \forall v \in \mathbb{V}, \quad (22)$$

where, for $\lambda > 0$, we define the bilinear form $\mathcal{B}_\lambda : \mathbb{V} \times \mathbb{V} \rightarrow \mathbb{R}$ by

$$\mathcal{B}_\lambda(u, v) := \int_\Omega (\lambda \nabla u \cdot \nabla v + uv) \, dx, \quad u, v \in \mathbb{V}, \quad (23)$$

and, for given $y \in L^2(\Omega)$, the linear form $\mathcal{E}_\lambda(y; \cdot) : \mathbb{V} \rightarrow \mathbb{R}$ by

$$\mathcal{E}_\lambda(y; v) := \int_\Omega (y + \lambda f(x, y)) v \, dx, \quad v \in \mathbb{V}. \quad (24)$$

Recalling (8), for all $u \in \mathbb{V}$, we notice the identity

$$\langle \mathcal{E}'(u), v \rangle := \frac{1}{\lambda} \langle (\mathcal{B}_\lambda(u, v) - \mathcal{E}_\lambda(u; v)) \rangle \quad \forall v \in \mathbb{V}. \quad (25)$$

Lemma 3.1 (Boundedness of $\mathcal{E}_\lambda$). Under Assumption 2.2, for all $\lambda \in \Lambda_f(\rho)$, cf. (11), and any $y \in L^2(\Omega)$, the linear form $\mathcal{E}_\lambda(y; \cdot)$ from (24) is bounded in the sense that

$$|\mathcal{E}_\lambda(y; v)| \leq \lambda \beta(\lambda)^{1/2} \left( \sigma_f(\lambda) \| y \|_{L^2(\Omega)} + \| f(\cdot, 0) \|_{L^2(\Omega)} \right) \| v \|_{L^2(\Omega)} \quad \forall v \in \mathbb{V},$$

with $\beta(\lambda)$ and $\sigma_f(\lambda)$ from (6b) and (12), respectively.
Proof. Given \( \lambda \in \Lambda_f(\rho) \) and \( y \in L^2(\Omega) \). Then, for any \( v \in V \), we have
\[
\ell_\lambda(y; v) = \lambda \int_\Omega g_\lambda(x, y)v \, dx,
\] (26)
with the function \( g_\lambda \) from (13). Using that \( g_\lambda(\cdot, 0) = f(\cdot, 0) \in L^2(\Omega) \), we deduce the identity
\[
\ell_\lambda(y; v) = \lambda \int_\Omega (g_\lambda(x, y) - g_\lambda(x, 0))v \, dx + \lambda \int_\Omega f(x, 0)v \, dx.
\]
Exploiting (14) and applying the Cauchy-Schwarz inequality, it follows that
\[
|\ell_\lambda(y; v)| \leq \lambda \left( \sigma_f(\lambda) \|y\|_{L^2(\Omega)} + \|f(\cdot, 0)\|_{L^2(\Omega)} \right) \|v\|_{L^2(\Omega)}.
\]
Recalling Lemma 2.1 completes the proof. \( \square \)

We note that the bilinear form \( B_\lambda \) from (23) is an inner product on \( V \times V \) that induces the norm from (4); in particular, since this norm, for fixed \( \lambda > 0 \), is equivalent to the standard \( H^1 \)-norm, the space \( V \) endowed with the inner product from (23) is a Hilbert space. Hence, applying the Riesz representation theorem, we immediately obtain the following result.

**Proposition 3.2** (Well-posedness). Let Assumption 2.2 be fulfilled, and fix \( \Delta t \in \Lambda_f(\rho) \), cf. (11). Then, for any initial guess \( u^0 \in L^2(\Omega) \), the iteration (22) is well-defined for all \( n \geq 1 \).

3.2. Convergence analysis in closed subspaces. Let \( W \subseteq V \) be a closed subspace of \( V \) (e.g., a finite dimensional Galerkin subspace, or \( V \) itself). We restrict the weak formulation (10) to \( W \), viz.
\[
u \in W : \quad \int_\Omega \nabla u \cdot \nabla v \, dx = \int_\Omega f(x, u)v \, dx \quad \forall v \in W.
\] (27)

In accordance with (22), for an initial guess \( u^0 \in L^2(\Omega) \), we consider the **iterative linearisation** scheme
\[
u^{n+1} \in W : \quad B_{\Delta t}(u^{n+1}, v) = \ell_{\Delta t}(u^n; v) \quad \forall v \in W,
\] (28)
which, by arguments similar to those leading to Proposition 3.2, is well-posed for all \( n \geq 0 \) if \( \Delta t \in \Lambda_f(\rho) \). Furthermore, as before in §2.2, it holds that (27) is the Euler–Lagrange formulation for critical points of the energy functional \( E \) from (7) on the subspace \( W \). In particular, the weak equation (27) can be stated equivalently as
\[
u \in W : \quad \langle E'(u), v \rangle = 0 \quad \forall v \in W,
\] (29)
with \( E' \) from (8), and \( \langle \cdot, \cdot \rangle \) the duality pairing on \( W \times W \).

3.2.1. The special case \( \rho \leq 1/C_V \). We first consider the situation where Assumption 2.2 (iii) is fulfilled with \( \rho \leq 1/C_V \), where \( C_V > 0 \) is the constant from the Poincaré inequality (5).

**Theorem 3.3** (Convergence for \( \rho \leq 1/C_V \)). Let Assumption 2.2 be satisfied with \( \rho \leq 1/C_V \), and consider \( \Delta t \in \Lambda_f(\rho) \), cf. (11). Then, for any initial guess \( u^0 \in L^2(\Omega) \), the sequence generated by (28) converges to a unique limit \( u^* \in W \) with respect to the norm \( \|\cdot\|_{\Delta t} \), and it holds \( \langle E'(u^*), w \rangle = 0 \) for all \( w \in W \).

**Proof.** By Lemma 3.1, for any \( u \in L^2(\Omega) \), the linear form \( \ell_{\Delta t}(\cdot; \cdot) \) is well-defined and bounded on \( W \). Hence, by the coercivity of the bilinear form \( B_{\Delta t} \) from (23), the mapping \( T_{\Delta t} : L^2(\Omega) \to \overline{W} \) defined via the weak formulation
\[
u \mapsto T_{\Delta t}(\nu) : \quad B_{\Delta t}(T_{\Delta t}(\nu), v) = \ell_{\Delta t}(\nu; v) \quad \forall v \in \overline{W},
\]
is well-defined. Moreover, for any \( u, v \in \overline{W} \), letting \( \delta := T_{\Delta t}(u) - T_{\Delta t}(v) \) and invoking (26), we note that
\[
\|\delta\|^2_{\Delta t} = B_{\Delta t}(\delta, \delta) = \ell_{\Delta t}(u; \delta) - \ell_{\Delta t}(v; \delta) = \Delta t \int_\Omega (g_{\Delta t}(x, u) - g_{\Delta t}(x, v)) \delta \, dx.
\]
Proposition 3.4

Employing (14) and using the Cauchy-Schwarz inequality, it follows that
\[
\|\delta\|_{L^2(\Omega)}^2 \leq \sigma_f(\Delta t)\Delta t \int_\Omega |u - v| |\delta| \, dx \leq \sigma_f(\Delta t)\Delta t \|u - v\|_{L^2(\Omega)} \|\delta\|_{L^2(\Omega)}.
\]
Involving Lemma 2.1, we infer the stability bound
\[
\|T_\Delta t(u) - T_\Delta t(v)\|_{L^2(\Omega)} \leq \beta(\Delta t)\sigma_f(\Delta t)\Delta t \|u - v\|_{L^2(\Omega)}.
\]
Exploiting that \(\sigma_f(\Delta t) < \rho + 1/\Delta t \leq 1/c_v + 1/\Delta t\), we notice that \(\beta(\Delta t)\sigma_f(\Delta t)\Delta t < 1\). Hence, we conclude that \(\{T_\Delta t\}_{\|w\|: \mathcal{W} \rightarrow \mathcal{W}}\) is a contractive operator. Therefore, by Banach’s fixed point theorem, the iteration defined by \(u^{n+1} = T_\Delta t(u^n)\), for \(n \geq 0\), which is exactly (28), converges to a unique fixed point \(u^* \in \mathcal{W}\). Moreover, for any \(w \in \mathcal{W}\), it follows from (25) that
\[
\langle E'(u^*), w \rangle = \frac{1}{\Delta t} (\mathcal{B}_\Delta t(u^*; w) - \ell_\Delta t(u^*; w)) = \frac{1}{\Delta t} (\mathcal{B}_\Delta t(T_\Delta t(u^*), w) - \ell_\Delta t(u^*; w)) = 0,
\]
which completes the argument. □

3.2.2. The general case. If the constant \(\rho\) in Assumption 2.2 (iii) is not sufficiently small, then a (weaker) convergence result for the iteration (28) can still be established under additional prerequisites, for instance if the energy functional \(E\) from (7) is weakly coercive (see Remark 3.7 below for further details on this matter) and if the nonlinearity \(f\) is continuous.

We begin with the following stability result.

Proposition 3.4 (Stability). Let Assumption 2.2 be fulfilled for some \(\rho > 0\), and define
\[
\mu_f := \begin{cases} (\sup \Lambda_f(\rho))^{-1} & \text{if } \sup \Lambda_f(\rho) < \infty, \\ 0 & \text{otherwise}, \end{cases}
\]
and \(\kappa_f := \max \{\mu_f + \rho/2 - 1/2c_v, 0\}\). Then, for any \(\Delta t > 0\) with \(1/\Delta t > \kappa_f\), the sequence \(\{u^n\}_n \subset \mathcal{W}\) generated by the iteration (28) satisfies the estimate
\[
E(u^n) - E(u^{n+1}) \geq \gamma_f(\Delta t) \|u^{n+1} - u^n\|^2_{L^2(\Omega)},
\]
where
\[
\gamma_f(\Delta t) := \min \left\{ \frac{1}{\Delta t} - \kappa_f, \frac{1}{\Delta t/\gamma_v + 1} \right\} > 0;
\]
in particular, the sequence \(\{E(u^n)\}_n\) is monotone decreasing.

Proof. Let \(\delta^n := u^{n+1} - u^n\), for \(n \geq 0\), and consider \(\Delta t > 0\) with \(1/\Delta t > \kappa_f\). Choose \(\lambda \in \Lambda_f(\rho)\) sufficiently large such that
\[
1/\Delta t > \max \{1/\lambda + \rho/2 - 1/2c_v, 0\} \geq \kappa_f.
\]
Exploiting the energy expansion from Lemma 2.6, we have
\[
E(u^{n+1}) - E(u^n) \leq \langle E'(u^n), \delta^n \rangle + \frac{1}{2\lambda} \|\delta^n\|_{L^2(\Omega)}^2 + \frac{1}{2} \sigma_f(\lambda) \|\delta^n\|_{L^2(\Omega)}^2.
\]
In addition, invoking (25) and (28), for any \(w \in \mathcal{W}\), we notice that
\[
\langle E'(u^n), w \rangle = \frac{1}{\Delta t} (\mathcal{B}_\Delta t(u^n; w) - \ell_\Delta t(u^n; w)) = \frac{1}{\Delta t} \mathcal{B}_\Delta t(u^n - u^{n+1}, w) = -\frac{1}{\Delta t} \mathcal{B}_\Delta t(\delta^n, w),
\]
and therefore
\[
\langle E'(u^n), \delta^n \rangle = -\frac{1}{\Delta t} \|\delta^n\|_{L^2(\Omega)}^2.
\]
Combining the above, and applying the bound from (11), yields
\[ E(u^n) - E(u^{n+1}) \geq \frac{1}{\Delta t} \left\| \delta^n \right\|_{L^2(\Omega)}^2 - \frac{1}{2\lambda} \left\| \delta^n \right\|_{\lambda}^2 - \frac{1}{2} \sigma_f(\lambda) \left\| \delta^n \right\|_{L^2(\Omega)}^2 \\
= \frac{1}{2} \left\| \nabla \delta^n \right\|_{L^2(\Omega)}^2 + \frac{1}{2} \left( \frac{2}{\Delta t} - \frac{1}{\lambda} - \sigma_f(\lambda) \right) \left\| \delta^n \right\|_{L^2(\Omega)}^2 \\
\geq \frac{1}{2} \left\| \nabla \delta^n \right\|_{L^2(\Omega)}^2 + \frac{1}{2} \left( \frac{2}{\Delta t} - \frac{2}{\lambda} - \rho \right) \left\| \delta^n \right\|_{L^2(\Omega)}^2 \\
\geq \frac{1}{2} \left\| \nabla \delta^n \right\|_{L^2(\Omega)}^2 + \left( \frac{1}{\lambda} + \frac{\rho}{2} - \frac{1}{2C_P} \right) \left\| \delta^n \right\|_{L^2(\Omega)}^2. \\
\]

Defining the positive constants
\[ \eta_\lambda := \frac{1}{\Delta t} - \max \left\{ \frac{1}{\lambda} + \frac{\rho}{2} - \frac{1}{2C_P}, 0 \right\} > 0, \quad \epsilon_\lambda := \min \left\{ \frac{\eta_\lambda}{\Delta t/C_P + 1}, \frac{1}{2\Delta t} \right\} > 0, \]

cf. (31), it follows that
\[ E(u^n) - E(u^{n+1}) \geq \epsilon_\lambda \Delta t \left\| \nabla \delta^n \right\|_{L^2(\Omega)}^2 + \frac{1}{2} (1 - 2\epsilon_\lambda \Delta t) \left\| \nabla \delta^n \right\|_{L^2(\Omega)}^2 + \frac{1}{2} (2\eta_\lambda - \epsilon_\lambda \Delta t) \left\| \delta^n \right\|_{L^2(\Omega)}^2. \]

Then, using that \( 1 - 2\epsilon_\lambda \Delta t \geq 0 \), and employing (5), we obtain
\[ E(u^n) - E(u^{n+1}) \geq \epsilon_\lambda \Delta t \left\| \nabla \delta^n \right\|_{L^2(\Omega)}^2 + (\eta_\lambda - \epsilon_\lambda \Delta t/C_P) \left\| \delta^n \right\|_{L^2(\Omega)}^2. \]

Noticing that
\[ \eta_\lambda - \frac{\epsilon_\lambda \Delta t}{C_P} \geq \eta_\lambda - \frac{\Delta t}{C_P} \frac{\eta_\lambda}{\Delta t/C_P + 1} = \frac{\eta_\lambda}{\Delta t/C_P + 1} \geq \epsilon_\lambda, \]
we infer the bound \( E(u^n) - E(u^{n+1}) \geq \epsilon_\lambda \left\| \delta^n \right\|_{\Delta t}^2 \). Finally, observing that
\[ \lim_{\lambda \to \sup \Lambda_{f(\rho)}} \epsilon_\lambda = \gamma_f(\Delta t), \]
completes the proof. \( \square \)

**Remark 3.5.** If there exists a constant \( C_f > 0 \) such that, for almost every \( x \in \Omega \), it holds the bound
\[ \sup_{u \in \mathbb{R}} \left| \frac{\partial f}{\partial u}(x, u) \right| < C_f, \] (33) then we may choose \( \rho = C_f \) in Assumption 2.2, and we obtain \( \sup \Lambda_f(C_f) = \infty \). In the context of Proposition 3.4 this yields \( \kappa_f = \frac{1}{2} \max \{ C_f - 1, C_f \} \). Conversely, if Assumption 2.2 is satisfied for some \( \rho > 0 \), then, for any \( \lambda \in \Lambda_f(\rho) \), we have
\[ \sup_{u \in \mathbb{R}} \left| \frac{\partial f}{\partial u}(x, u) \right| \leq \frac{1}{\lambda} + \sup_{u \in \mathbb{R}} \left| \frac{\partial f}{\partial u}(x, u) + \frac{1}{\lambda} \right| \leq \frac{1}{\lambda} + \sigma_f(\lambda) < \rho + \frac{2}{\lambda}, \] (34)
for almost every \( x \in \Omega \), which is (33) with \( C_f = \rho + \frac{2}{\lambda} \).

**Proposition 3.6** (Convergence of residual). Let the assumptions of the previous Proposition 3.4 hold, and suppose that the sequence \( \{ E(u^n) \}_n \) is bounded from below, where \( \{ u^n \}_n \subset \mathcal{W} \) is generated by the iteration (28). Then
\[ \sup_{u \in \mathcal{W} \setminus \{ 0 \}} \frac{|E(u^n), w|}{\|w\|_{\Delta t}} \to 0 \quad \text{as } n \to \infty, \] (35)
i.e. \( \lim_{n \to \infty} E'(u^n) = 0 \) in \( \mathcal{W}' \).

**Proof.** We recall the dual norm
\[ \|E'(u)\|_{\mathcal{W}'} := \sup_{u \in \mathcal{W} \setminus \{ 0 \}} \frac{|E'(u), w|}{\|w\|_{\Delta t}}, \quad u \in \mathcal{W}. \] (36)

Applying (32), we observe the bound
\[ |E'(u^n), w| \leq \frac{1}{\Delta t} \| \delta^n \|_{\Delta t} \| w \|_{\Delta t} \quad \forall w \in \mathcal{W}. \]
Thus, using (30), for \( n \geq 0 \), it follows that
\[
\|E'(u^n)\|_{\mathcal{W}} \leq \frac{1}{\Delta t} \|\delta^n\|_{\Delta t} \leq \frac{1}{\Delta t} \left( \frac{E(u^n) - E(u^{n+1})}{\gamma_f(\Delta t)} \right)^{1/2}.
\]
Since the sequence \( \{E(u^n)\}_n \) is decreasing (Proposition 3.4) and, by assumption, bounded from below, we deduce that the right-hand side of the above estimate vanishes for \( n \to \infty \), which yields the claim. \( \square \)

**Remark 3.7.** The boundedness from below of the sequence \( \{E(u^n)\}_n \), as required in Proposition 3.6, is guaranteed, for instance, if \( E \) is a weakly coercive energy functional, cf. (17). Owing to Remark 2.5, this structural property of \( E \) holds if Assumption 2.2 is fulfilled for some \( 0 < \rho \leq 1/\sqrt{c_F} \), cf. §3.2.1, with the constant \( c_F > 0 \) from (5). We emphasise that this condition on \( \rho \) is sufficient, however, not necessary for the weak coercivity of \( E \). For example, the nonlinearity \( f(u) = \sin(u^2) \) renders the energy functional \( E \) weakly coercive, yet, there is no \( \rho > 0 \) for which Assumption 2.2 can be satisfied in this case. Note also that even if Assumption 2.2 can be established, it is not generally possible to do so with small \( \rho \); indeed, consider the function \( f(u) = \varepsilon^{-1} \exp(-u^2) \), cf. Experiment 3.3 in §5.3.2 below, which requires \( \rho \) to be arbitrarily large in (11) if \( \varepsilon \to 0 \).

With regards to the convergence in the norm \( \|\cdot\|_{\Delta t} \), we focus first on the iteration (22), i.e. for \( \mathcal{W} = \mathcal{V} \) in (28).

**Theorem 3.8 (Convergence—general case).** Let \( \mathcal{W} = \mathcal{V} \), and \( \Delta t > 0 \) as in Proposition 3.4. Moreover, suppose that \( f \) is continuous on \( \overline{\Omega} \times \mathbb{R} \), and that the energy functional \( E \) is weakly coercive, cf. (17). Then, for the sequence \( \{u_n\}_n \subset \mathcal{V} \) generated by the iterative scheme (22), there is a subsequence which converges (strongly) to a solution \( u^* \in \mathcal{V} \) of (10).

For the proof of the above result, we require the following compactness lemma from the mountain pass theory, see, e.g. [24] for details.

**Lemma 3.9.** Let \( f \) in (1) be continuous on \( \overline{\Omega} \times \mathbb{R} \), and Assumption 2.2 be satisfied for some \( \rho > 0 \). Moreover, consider a bounded sequence \( \{v^n\}_n \) in \( \mathcal{V} \) with \( E'(v^n) \to 0 \) as \( n \to \infty \) in \( \mathcal{V}' \). Then \( \{v^n\}_n \) has a (strongly) converging subsequence in \( \mathcal{V} \).

**Proof.** We establish a (uniform) linear growth bound on \( f \) with respect to the second argument; then, the proof follows from [24, Prop. B.35]. In fact, for \( u \in \mathbb{R} \) and any \( x \in \Omega \), by the continuity of \( f \) and its differentiability in the second argument, cf. Assumption 2.2 (ii), we have
\[
f(x, u) = f(x, 0) + \int_0^1 \frac{d}{ds} f(x, su) \, ds = f(x, 0) + u \int_0^1 \partial_u f(x, su) \, ds.
\]
Then, for \( \lambda \in A_f(\rho) \), recalling (34), we deduce that \( |f(x, u)| \leq \sup_{x \in \Omega} |f(x, 0)| + (\rho + 2/\lambda) |u| \), which is the required estimate; cf. [24, p. 9, (p2)]. \( \square \)

**Proof of Theorem 3.8.** First notice that \( \mathcal{E} = \{E(u^n)\}_n \) is a bounded sequence. Indeed, from Proposition 3.4, recalling that \( \mathcal{E} \) is monotone decreasing, we infer that \( \mathcal{E} \) is bounded from above. Moreover, from the weak coercivity of \( E \), we deduce that \( \mathcal{E} \) is bounded from below, cf. Remark 3.7; in addition, owing to Proposition 3.6, this observation implies that \( E'(u^n) \to 0 \) in \( \mathcal{V}' \) as \( n \to \infty \).

Combining the boundedness of \( \mathcal{E} \) and the weak coercivity of \( E \), we see that the sequence \( \{u^n\}_n \) is bounded in \( \mathcal{V} \). Then, due to Lemma 3.9, we establish that \( \{u^n\}_n \) has a (strongly) convergent subsequence \( \{u^{n'}\}_n' \) in \( \mathcal{V} \), with a limit \( u^* \in \mathcal{V} \), i.e.
\[
\lim_{n' \to \infty} \left\| u^* - u^{n'} \right\|_{\Delta t} = 0.
\]
Thus, for fixed \( v \in \mathcal{V} \), using Lemma 2.7, we note that
\[
\left| \langle E'(u^*), v \rangle - \langle E'(u^{n'}), v \rangle \right| \leq L_{E'}(\lambda) \left\| u^* - u^{n'} \right\|_{\lambda} \left\| v \right\|_{\lambda} \to 0,
\]
for \( n' \to \infty \), with \( L_{E'}(\lambda) \) from (19). Hence, involving Proposition 3.6, we conclude that
\[
\langle E'(u^*), v \rangle = \langle E'(u^{n'}), v \rangle + \langle E'(u^*) - E'(u^{n'}), v \rangle \to 0.
\]
for \( n' \to \infty \). It follows that \( u^* \) solves the weak formulation (10). \( \square \)

Now let us consider the situation where \( \mathcal{W} \subseteq \mathcal{V} \) is a closed subspace.

**Theorem 3.10** (Convergence in closed subspaces). Let \( \mathcal{W} \subseteq \mathcal{V} \) be a closed linear subspace, and \( \Delta t > 0 \) as in Proposition 3.4. If \( \mathcal{E} \) is weakly coercive, cf. (17), then the sequence \( \{u^n\} \subseteq \mathcal{W} \) generated by the iteration (28) has a subsequence \( \{u^{n'}\} \) that converges weakly in \( \mathcal{W} \) and strongly in \( L^2(\Omega) \) to a solution of (27).

**Proof.** By the same argument as in the proof of Theorem 3.8, we note that \( \{u^n\} \) is a bounded sequence in \( \mathcal{W} \). Since \( \mathcal{W} \) is a Hilbert (sub)space, and thus reflexive, there exists a subsequence \( \{u^{n'}\} \subset \mathcal{W} \) such that \( u^{n'} \to u^* \) in \( \mathcal{W} \) as \( n' \to \infty \), i.e., in particular,

\[
\lim_{n' \to \infty} \int_\Omega (u^* - u^{n'}) \cdot \nabla w \, dx = 0 \quad \forall w \in \mathcal{W}.
\]

Furthermore, we note that \( \mathcal{W} \hookrightarrow L^2(\Omega) \) is a compact embedding (in dimensions \( d = 1, 2, 3 \)), i.e. there is a subsequence (for simplicity, still denoted by \( \{u^{n'}\} \)) such that \( u^{n'} \to u^* \) strongly in \( L^2(\Omega) \) as \( n' \to \infty \). Hence, invoking the Lipschitz continuity (20), we obtain

\[
\lim_{n' \to \infty} \int_\Omega \left| f(x, u^{n'}) - f(x, u^*) \right| w \, dx \leq \left( \sigma_f(\Delta t) + \frac{1}{\Delta t} \right) \lim_{n' \to \infty} \left\| u^{n'} - u^* \right\|_{L^2(\Omega)} \left\| w \right\|_{L^2(\Omega)} = 0,
\]

for all \( w \in \mathcal{W} \), and thus, thanks to Proposition 3.6, \( \langle \mathcal{E}'(u^*), w \rangle = 0 \) for all \( w \in \mathcal{W} \). \( \square \)

Finally, for the purpose of numerical approximations to be studied in \( \S 4 \), we discuss the case where \( \mathcal{W} \subset \mathcal{V} \) is a Galerkin subspace. The subsequent result is a straightforward consequence of the fact that weak and strong convergence are interchangeable in finite-dimensional spaces.

**Corollary 3.11** (Convergence in discrete spaces). If the linear subspace \( \mathcal{W} \) is finite-dimensional, i.e. \( \dim \mathcal{W} < \infty \), then the subsequence \( \{u^{n'}\} \) from Theorem 3.10 converges strongly in \( \mathcal{W} \) to a solution \( u^* \) of (27).

4. Adaptive iterative linearised Galerkin method

In this section, we will present and analyse an adaptive algorithm that exploits an interplay of the iterative linearisation procedure (22) and abstract adaptive Galerkin discretisations thereof. To this end, we consider a sequence of finite-dimensional Galerkin subspaces \( \{V_N\}_N \subset \mathcal{V} \) with the hierarchy property \( V_0 \subset V_1 \subset V_2 \subset \ldots \subset \mathcal{V} \). The sequence obtained by the iteration scheme (28) on \( \mathcal{W} = V_N \) will be denoted by \( \{u_N^n\} \).

4.1. Components of the adaptive procedure. The proposed adaptive algorithm is based on three components, which we will outline in the sequel.

(i) **Iterative linearisation:** On a given discrete subspace \( \mathcal{W} := V_N \subset \mathcal{V} \) we perform the iterative linearisation scheme (28) until the discrete approximation \( u_N^k \in V_N \) is close enough to a solution of the corresponding discrete weak problem (27). In order to evaluate the quality of a discrete approximation, for \( \lambda > 0 \) and \( u \in V_N \), we introduce the discrete residual \( R_\lambda^N(u) \in V_N \) through the weak formulation

\[
B_\lambda(R_\lambda^N(u), v) = \langle \mathcal{E}'(u), v \rangle \quad \forall v \in V_N.
\]

(37)

We note that \( u \in V_N \) is a solution of (27) if and only if \( R_\lambda^N(u) = 0 \) in \( V_N \), cf. (29).

We stop the iteration (28) on the current Galerkin space \( V_N \) as soon as \( \left\| R_\lambda^N(u_N^k) \right\|_\lambda \) is deemed small enough; the final iteration number on the space \( V_N \) is denoted by \( n^* = n^*(N) \), and the corresponding approximation by \( u_N := u_N^{n^*(N)} \in V_N \), \( N \geq 0 \).

In order to derive a stopping criterion that is easily computable, under Assumption 2.2, for suitable \( \rho > 0 \) and \( \Delta t \in \Lambda_f(\rho) \), we employ (32) and (37) to observe that

\[
\frac{1}{\Delta t} B_{\Delta t}(\delta_N^u, v) = -\langle \mathcal{E}'(u_N^k), v \rangle = -B_{\Delta t}(R_\lambda^N(u_N^k), v) \quad \forall v \in V_N,
\]

for \( n' \to \infty \). It follows that \( u^* \) solves the weak formulation (10). \( \square \)

Now let us consider the situation where \( \mathcal{W} \subseteq \mathcal{V} \) is a closed subspace.

**Theorem 3.10** (Convergence in closed subspaces). Let \( \mathcal{W} \subseteq \mathcal{V} \) be a closed linear subspace, and \( \Delta t > 0 \) as in Proposition 3.4. If \( \mathcal{E} \) is weakly coercive, cf. (17), then the sequence \( \{u^n\} \subseteq \mathcal{W} \) generated by the iteration (28) has a subsequence \( \{u^{n'}\} \) that converges weakly in \( \mathcal{W} \) and strongly in \( L^2(\Omega) \) to a solution of (27).

**Proof.** By the same argument as in the proof of Theorem 3.8, we note that \( \{u^n\} \) is a bounded sequence in \( \mathcal{W} \). Since \( \mathcal{W} \) is a Hilbert (sub)space, and thus reflexive, there exists a subsequence \( \{u^{n'}\} \subset \mathcal{W} \) such that \( u^{n'} \to u^* \) in \( \mathcal{W} \) as \( n' \to \infty \), i.e., in particular,

\[
\lim_{n' \to \infty} \int_\Omega (u^* - u^{n'}) \cdot \nabla w \, dx = 0 \quad \forall w \in \mathcal{W}.
\]

Furthermore, we note that \( \mathcal{W} \hookrightarrow L^2(\Omega) \) is a compact embedding (in dimensions \( d = 1, 2, 3 \)), i.e. there is a subsequence (for simplicity, still denoted by \( \{u^{n'}\} \)) such that \( u^{n'} \to u^* \) strongly in \( L^2(\Omega) \) as \( n' \to \infty \). Hence, invoking the Lipschitz continuity (20), we obtain

\[
\lim_{n' \to \infty} \int_\Omega \left| f(x, u^{n'}) - f(x, u^*) \right| w \, dx \leq \left( \sigma_f(\Delta t) + \frac{1}{\Delta t} \right) \lim_{n' \to \infty} \left\| u^{n'} - u^* \right\|_{L^2(\Omega)} \left\| w \right\|_{L^2(\Omega)} = 0,
\]

for all \( w \in \mathcal{W} \), and thus, thanks to Proposition 3.6, \( \langle \mathcal{E}'(u^*), w \rangle = 0 \) for all \( w \in \mathcal{W} \). \( \square \)

Finally, for the purpose of numerical approximations to be studied in \( \S 4 \), we discuss the case where \( \mathcal{W} \subset \mathcal{V} \) is a Galerkin subspace. The subsequent result is a straightforward consequence of the fact that weak and strong convergence are interchangeable in finite-dimensional spaces.

**Corollary 3.11** (Convergence in discrete spaces). If the linear subspace \( \mathcal{W} \) is finite-dimensional, i.e. \( \dim \mathcal{W} < \infty \), then the subsequence \( \{u^{n'}\} \) from Theorem 3.10 converges strongly in \( \mathcal{W} \) to a solution \( u^* \) of (27).
where \( \delta_N^n := u_N^{n+1} - u_N^n \). By the coercivity of the bilinear form \( B_N \), this yields the representation

\[
R_N^\Delta t(u_N^n) = \frac{1}{\Delta t}(u_N^n - u_N^{n+1}).
\]  

(38)

In particular, this identity shows that the residual \( R_N^\Delta t(u_N^n) \) is a linearisation indicator, which allows to monitor the performance of the linearised iteration (28) on the present Galerkin space \( V_N \).

(ii) Decision between linearisation and discretisation: Provided that the conditions of Proposition 3.4 hold for suitable \( \rho > 0 \) and \( \Delta t \in \Lambda_f(\rho) \), we deduce from the bound (30), i.e.

\[
\gamma_f(\Delta t) \left\| u_N^{n-1} - u_N^n \right\|_{\Delta t}^2 \leq E(u_N^{n-1}) - E(u_N^n), \quad n \geq 0,
\]

that the linearisation indicator from (i) becomes relatively small once the energy decay on the current Galerkin space \( V_N \) levels off, or, in other terms, if the overall energy decay on \( V_N \), defined by

\[
\Phi_N^\Delta t := E(u_N^n) - E(u_N^n), \quad n \geq 0,
\]

is large in comparison to (the square of) the iteration update in each step. We express this situation by a bound of the form

\[
\frac{1}{\Delta t} \left\| u_N^{n-1} - u_N^n \right\|_{\Delta t} \leq \alpha \Phi_N^\Delta t, \quad n \geq 0,
\]  

(40)

for an appropriate constant \( 0 < \alpha < 1 \) (independent of \( N, \) and \( n \)). If \( \Phi_N^\Delta t(\Delta t) = 0 \), then we note that \( u_N^n = u_N^0 \) is a solution of (27). Otherwise, if \( \Phi_N^\Delta t(\Delta t) > 0 \), for given \( N \in \mathbb{N} \), and the conditions of Proposition 3.6 hold, then we remark that (40) is satisfied whenever \( n \) is large enough; indeed, (35) states that

\[
\frac{1}{\Delta t} \left\| u_N^n - u_N^{n-1} \right\|_{\Delta t} = \left\| R_N^\Delta t(u_N^{n-1}) \right\|_{\Delta t} = \sup_{v \in V_N \setminus \{0\}} \frac{\left\langle B'(u_N^{n-1}), v \right\rangle}{\left\| v \right\|_{\Delta t}} \to 0 \quad \text{as} \quad n \to \infty,
\]

whereas \( \Phi_N^\Delta t(\Delta t) > \Phi_N^\Delta t(\Delta t) > 0 \) for all \( n \geq 1 \).

(iii) Adaptive Galerkin space enrichments: The construction of the discrete Galerkin spaces is based on the assumption that we have at our disposal an adaptive strategy that is able to identify some local information on the error, and thereby, to appropriately enrich the current Galerkin space \( V_N \) once the norm of the discrete residual is sufficiently small, cf. (i). To this end, for the iteration (28) on the space \( V_N \), we decompose the dual norm of the PDE residual associated to the weak form (10), cf. (36), into the two parts

\[
\| E'(u_N^n) \|_{V'} = \mathcal{E}_N^n(u_N^n) + \mathcal{E}^{\text{dis}}_N(u_N^n), \quad n \geq 0,
\]

where, upon involving (37) and (38), the term

\[
\mathcal{E}_N^n(u_N^n) := \| E'(u_N^n) \|_{V'} = \left\| R_N^\Delta t(u_N^n) \right\|_{\Delta t} = \frac{1}{\Delta t} \left\| u_N^n - u_N^{n+1} \right\|_{\Delta t}
\]

takes the role of an iteration error on \( V_N \), which vanishes for \( n \to \infty \), cf. Proposition 3.6, and

\[
\mathcal{E}^{\text{dis}}_N(u_N^n) := \| E'(u_N^n) \|_{V'} - \| E'(u_N^n) \|_{V'_N}
\]

is a discretisation part, with

\[
\lim_{n \to \infty} \left( \mathcal{E}^{\text{dis}}_N(u_N^n) - \| E'(u_N^n) \|_{V'} \right) = 0.
\]  

(41)

We suppose that the space \( V_N \) is refined in such a way that the discretisation part of the residual for the final approximation \( u_N = u_N^{n^*(N)} \in V_N \) in a (hierarchically) enriched space \( V_{N+1} \) is reduced by a uniform factor \( 0 < q < 1 \), i.e.

\[
\mathcal{E}^{\text{dis}}_{N+1}(u_N^n) = \mathcal{E}^{\text{dis}}_{N+1}(u_{N+1}^0) \leq q \mathcal{E}^{\text{dis}}_N(u_N^n); \quad n \geq 0
\]

(42)

the initial guess on the new subspace \( u_{N+1}^0 \in V_{N+1} \) is defined through the canonical embedding of the final approximation \( u_N \in V_N \hookrightarrow V_{N+1} \).
Remark 4.1. Based on observing (41), for \( n^*(N) \) sufficiently large, the contraction assumption (42) could be replaced by
\[
\tilde{q} \| E'(u_N) \|_{V'} \leq \| E'(u_N) \|_{V_{N+1}'} ,
\]
with a constant \( 0 < \tilde{q} < 1 \). Indeed, if we imposed (43) in place of (42) in Theorem 4.3 below, the statement would remain valid. Thereby, \( \tilde{q} \) would simply replace \((1 - q)\) in the proof, cf. (47).

Algorithm 1 Adaptive iterative linearised Galerkin algorithm

1: Prescribe the adaptivity parameter \( \alpha \in (0, 1) \).
2: Input an initial Galerkin space \( \mathbb{V}_0 \) and initial guess \( u_N^0 \in \mathbb{V}_0 \).
3: Set \( N = n = 0 \), and choose \( \Delta t \in \Lambda_f(\rho) \), cf. (11).
4: while true do
5: \hspace{0.5em} repeat
6: \hspace{1em} Do one iterative step (28) in \( \mathbb{V}_N \) to obtain \( u_{N+1}^n \) from \( u_N^n \).
7: \hspace{1em} Update \( n \leftarrow n + 1 \).
8: \hspace{1em} until \( \| R^N_t(u_N^n) \|_{\Delta t} \leq \alpha \Phi_N(\Delta t) \)
9: \hspace{0.5em} Set \( u_N^{n+1} := u_N^n \).
10: Enrich the Galerkin space \( \mathbb{V}_N \) appropriately based on the local error indicators in order to obtain \( \mathbb{V}_{N+1} \).
11: Define \( u_{N+1}^0 := u_N^0 \) by canonical embedding \( \mathbb{V}_N \hookrightarrow \mathbb{V}_{N+1} \).
12: Update \( N \leftarrow N + 1 \) and \( n \leftarrow 0 \).
13: end while
14: RETURN the sequence \( \{ u_N = u_N^N \} \).

4.2. Convergence analysis. Before we will state and prove a convergence result for our adaptive iterative linearised Galerkin algorithm, we first present an auxiliary result.

Lemma 4.2. Given the assumptions of Proposition 3.4. Let \( \{ u_N \}_N \subset \mathbb{V} \) be the sequence generated by Algorithm 1 and assume that \( \{ E(u_N) \}_N \) is bounded from below. Then, we have that
\[
| E(u_N) - E(u_{N+1}) | \to 0, \tag{44}
\]
and
\[
\| E'(u_N) \|_{V'} = \| R^N_t(u_N) \|_{\Delta t} \to 0, \tag{45}
\]
as \( N \to \infty \).

Proof. From Proposition 3.4 recall that \( \{ E(u_N) \}_N \) is a decreasing sequence in \( \mathbb{R} \), which, in addition, is assumed to be bounded from below. Hence, it converges, and (44) follows. Furthermore, by modus operandi of Algorithm 1, we have that
\[
\alpha^{-1} \| R^N_t(u_N) \|_{\Delta t} \leq \Phi_N(N)(\Delta t) = E(u_N^0) - E(u_N) = E(u_{N+1}) - E(u_N) \to 0,
\]
as \( N \to \infty \), where we have used (39) and (44). \( \square \)

We prove the ensuing convergence result. Here, as already elaborated earlier, we remark that the weak coercivity of \( E \), cf. (17), and the energy decay established in Proposition 3.4 imply the boundedness of the sequence \( \{ u_N \}_N \) in \( \mathbb{V} \).

Theorem 4.3 (Convergence of the adaptive ILG procedure). Given the assumptions of Proposition 3.6. If the sequence of Galerkin spaces \( \{ \mathbb{V}_N \}_N \) satisfies the property (42) and the sequence of final approximations \( \{ u_N \}_N \) generated by Algorithm 1 is bounded in \( \mathbb{V} \), then \( \{ u_N \}_N \) has a subsequence that converges weakly in \( \mathbb{V} \) and strongly in \( L^2(\Omega) \) to a solution of the weak formulation (10). Moreover, if \( f \) is continuous on \( \bar{\Omega} \times \mathbb{R} \), then it even holds strong convergence in \( \mathbb{V} \) (for a further subsequence).
Proof. By the very same arguments as in the proof of Theorem 3.10, there exists a subsequence \( \{u_{N_j}\}_j \subseteq \{u_N\}_N \) and an element \( u^* \in V \) such that \( \{u_{N_j}\}_j \) converges to \( u^* \) weakly in \( V \) and strongly in \( L^2(\Omega) \). Furthermore, we have that

\[
\lim_{j \to \infty} \langle E'(u_{N_j}), v \rangle = \langle E'(u^*), v \rangle \quad \forall v \in V.
\] (46)

We aim to show that \( E'(u^*) = 0 \) in \( V' \), i.e. \( u^* \) is a solution of the weak formulation (10). For that purpose, by contradiction, we assume that there exists \( \varepsilon > 0 \) such that \( \|E'(u^*)\|_{V'} > \varepsilon \); equivalently, there is \( \nu^* \in V \) with \( \|\nu^*\|_{\Delta t} = 1 \) such that \( \langle E'(u^*), \nu^* \rangle > \varepsilon \). Hence, for all \( j \) large enough, together with (46), we have that \( \|E'(u_{N_j})\|_{V'} \geq \langle E'(u_{N_j}), \nu^* \rangle > \varepsilon \). Recalling the contraction property (42), i.e.

\[
\|E'(u_{N_j})\|_{V'} - \|E'(u_{N_j})\|_{V'_{N_j+1}} \leq q\left( \|E'(u_{N_j})\|_{V'} - \|E'(u_{N_j})\|_{V'_{N_j+1}} \right),
\]

this further yields

\[
(1 - q)\varepsilon < \|E'(u_{N_j})\|_{V'_{N_j+1}} - q \|E'(u_{N_j})\|_{V'_{N_j}} \leq \|E'(u_{N_j})\|_{V'_{N_j+1}} \leq \|E'(u_{N_j})\|_{V'_{N_j+1}},
\] (47)

for all \( j \) large enough. Then, using the triangle inequality and the Lipschitz continuity bound (18), we obtain

\[
(1 - q)\varepsilon < \|E'(u_{N_j}) - E'(u_{N_{j+1}})\|_{V'_{N_j+1}} + \|E'(u_{N_{j+1}})\|_{V'_{N_j+1}} - \|E'(u_{N_{j+1}})\|_{V'_{N_j+1}} \leq L_E(\Delta t) \|u_{N_j} - u_{N_{j+1}}\|_{\Delta t} + \|E'(u_{N_{j+1}})\|_{V'_{N_j+1}}.
\]

In light of (45), we infer that

\[
\lim_{j \to \infty} \|E'(u_{N_{j+1}})\|_{V'_{N_j+1}} = 0.
\] (48)

Hence, in order to derive a contradiction, it is sufficient to show that

\[
\lim_{j \to \infty} \|\delta_j\|_{\Delta t} = 0,
\] (49)

where we let \( \delta_j := u_{N_j} - u_{N_{j+1}} \) (which, by assumption, is uniformly bounded for all \( j \)). For this purpose, we recall Lemma 2.6 to note the identity

\[
\frac{1}{2\Delta t} \|\delta_j\|^2_{\Delta t} = E(u_{N_j}) - E(u_{N_{j+1}}) - \langle E'(u_{N_{j+1}}), \delta_j \rangle - \Psi_{\Delta t}(u_{N_{j+1}}, u_{N_j}),
\] (49)

with

\[
\|\Psi_{\Delta t}(u_{N_{j+1}}, u_{N_j})\| \leq \frac{1}{2} \sigma f(\Delta t) \|\delta_j\|^2_{L^2(\Omega)}.
\]

Due to the strong convergence in \( L^2(\Omega) \), we infer that \( \lim_{j \to \infty} \|\Psi_{\Delta t}(u_{N_{j+1}}, u_{N_j})\| = 0 \). Furthermore, by proceeding along the lines of the proof of Lemma 4.2 we obtain that

\[
\lim_{j \to \infty} \langle E(u_{N_{j+1}}) - E(u_{N_j}) \rangle = 0 \quad \text{and} \quad \lim_{j \to \infty} \langle E'(u_{N_{j+1}}), \delta_j \rangle = 0.
\]

Hence, from (49) we deduce (48) and, thereby, the required contradiction. Finally, if \( f \) is continuous on \( \overline{\Omega} \times \mathbb{R} \), then we apply Lemma 3.9, which provides a strongly convergent subsequence of \( \{u_{N_j}\}_j \). \qed

4.3. Energy contraction. We present an alternative condition to the space enrichment assumption (42) that is solely based on an energy reduction property, however, requires some stronger assumptions for the convergence analysis. To this end, we note first that if \( U \subset V \) is a non-empty, bounded, closed, convex subset such that \( E'|_U \) is strongly monotone, then, for any closed subspace \( W \subset V \), the energy \( E \) has a unique local minimiser \( u^*_W \in W \cap U \); see, e.g., to [26, Ch. 25.5].

**Theorem 4.4.** Given the assumptions of Proposition 3.6. Suppose that the sequence \( \{u_N\}_N \) generated by Algorithm 1 is contained in a non-empty, bounded, closed, and convex subset \( U \subset V \) such that \( E'|_U \) is strongly monotone, i.e. there exists a constant \( \nu(\Delta t) > 0 \) with

\[
\langle E'(u) - E'(v), u - v \rangle \geq \nu(\Delta t) \|u - v\|^2_{\Delta t} \quad \forall u, v \in U.
\] (50)
If, moreover, the hierarchically refined Galerkin spaces \( \{V_N\} \) resulting from Algorithm 1 satisfy the energy contraction property
\[
E(u^*_N, \cdot) - E(u^*_N) \leq q (E(u^*_N, \cdot) - E(u^*_N)) \quad \forall N \geq 0, \tag{51}
\]
where \( q \in (0, 1) \), and \( u^*_N, u^*_N \in \text{int}(U) \) for all \( N \) large enough, then \( \{u_N\} \) converges strongly to \( u^*_N \), which is a weak solution of \( \Omega \).

**Proof.** For any closed subspace \( \mathcal{W} \subset \mathcal{V} \), due to the strong monotonicity (50) and the Lipschitz continuity (18), we notice the equivalence
\[
0 = \frac{1}{2} \nu(\Delta t) \|u - u^*_N\|^2_{\Delta t} \leq E(u) - E(u^*_N) \leq \frac{1}{2} L_E(\Delta t) \|u - u^*_N\|^2_{\Delta t} \quad \forall u \in \mathcal{W} \cap U, \tag{52}
\]
which, in view of (51), implies that \( \{E(u^*_N)\} \) is a monotone decreasing sequence, which is bounded from below by \( E(u^*_N) \). Therefore,\[
E^* := \lim_{N \to \infty} E(u^*_N) \geq E(u^*_N)
\]
exists. We claim that \( E^* = E(u^*_N) \); if not, then there exists \( \epsilon > 0 \) such that
\[
E(u^*_N) \geq E^* \geq E(u^*_N) + \epsilon, \quad N \geq 0,
\]
which, in view of (51), leads to
\[
0 < \epsilon (1 - q) \leq E(u^*_N) - E(u^*_N) \xrightarrow{N \to \infty} 0,
\]
a contradiction. Recalling (52), it follows that
\[
0 \leq \|u^*_N - u^*_N\|^2_{\Delta t} \leq \frac{2}{\nu(\Delta t)} (E(u^*_N) - E(u^*_N)) \xrightarrow{N \to \infty} 0,
\]
i.e., \( \{u^*_N\} \) converges strongly to \( u^*_N \). Hence, by virtue of (50), we have
\[
\nu(\Delta t) \|u_N - u^*_N\|^2_{\Delta t} \leq \langle E'(u_N) - E'(u^*_N), u_N - u^*_N \rangle \\
\leq (\|E'(u_N)\|_{V_N'} + \|E'(u^*_N)\|_{V_N'}) \|u_N - u^*_N\|_{\Delta t},
\]
i.e.
\[
\|u_N - u^*_N\|_{\Delta t} \leq \frac{1}{\nu(\Delta t)} \left( \|E'(u_N)\|_{V_N'} + \|E'(u^*_N)\|_{V_N'} \right).
\]
Upon exploiting (45), we notice that \( \|E'(u_N)\|_{V_N'} \to 0 \) as \( N \to \infty \). Moreover, for \( N \) sufficiently large, because \( u^*_N \) is a local minimiser of \( E \) on \( V_N \cap \text{int}(U) \), we have \( E'(u^*_N) = 0 \) in \( V_N' \). Hence, we conclude that
\[
\|u_N - u^*_N\|_{\Delta t} \leq \|u_N - u^*_N\|_{\Delta t} + \|u^*_N - u^*_N\|_{\Delta t} \xrightarrow{N \to \infty} 0,
\]
for \( N \to \infty \), which completes the proof. \( \square \)

**Remark 4.5.** Theorem 4.4 remains valid, if we replace the assumption (51) by
\[
E(u_{N+1}) - E(u^*_N) \leq q (E(u_N) - E(u^*_N)) \quad \forall N \geq 0,
\]
where \( q \in (0, 1) \) is fixed.

5. **Energy-based adaptive finite element method**

In this section, given the variational setting and the analysis derived in §3 (see, in particular, Proposition 3.4), we utilise an adaptive mesh refinement strategy that is solely based on local energy reductions. To this end, we follow the recent approach presented in [13, §3], which does not involve any a posteriori error indicators.
Here, we emphasise that the discrete iteration step (28) on the low-dimensional space $W$ potentially improved approximation some large enough $n$. 

Lemma 5.1. Suppose that the assumptions of Proposition 3.4 are satisfied, and let $n \geq 0$. Then, for the local weak formulation (55) it holds that 

$$\Delta E_N^p(\kappa) := E(u_N^p) - E(\tilde{u}_{N,\kappa}^p) \geq 0,$$

for each $n \geq 0$.

Proof. We define the subspace $W = \hat{V}(\tilde{\omega}_\kappa; u_N^0) \subset \hat{V}$. Then, the claim follows immediately from Proposition 3.4 upon observing that (55) corresponds to the iteration (28) with $u^0 = u_N^0$ and $u^1 = \tilde{u}_{N,\kappa}^0$.

5.1. Finite element meshes and spaces. For $N \geq 0$, let $T_N = \{\kappa\}_{\kappa \in T_N}$ be a regular and shape-regular mesh partition of $\Omega$ into disjoint open simplices. We consider the conforming finite element space 

$$V_N := \{\varphi \in H^1_0(\Omega) : \varphi|_\kappa \in \mathbb{P}_p(\kappa) \forall \kappa \in T_N\},$$

where $\mathbb{P}_p(\kappa)$ signifies the set of all polynomials of degree at most $p \in \mathbb{N}$ on $\kappa$.

For the purpose of local refinements, for any element $\kappa \in T_N$, we consider the open patch $\omega_\kappa$ comprising of $\kappa$ and its immediate face-wise neighbours in the mesh $T_N$. Moreover, we define the modified patch $\tilde{\omega}_\kappa$ by uniformly (red) refining the element $\kappa$ into a (fixed) number of subelements; here, we assume that the introduction of any hanging nodes in $\omega_\kappa$ is removed by introducing suitable (e.g., green) refinements, see Figure 1. We also introduce the associated (low-dimensional) space 

$$V(\tilde{\omega}_\kappa) := \{v \in V : v|_\tau \in \mathbb{P}_p(\tau) \forall \tau \in \tilde{\omega}_\kappa \text{ and } v|_\partial \tilde{\omega}_\kappa = 0\},$$

which consists of all finite element functions that are locally supported on the patch $\tilde{\omega}_\kappa$.

5.2. Energy-driven adaptive mesh refinement strategy. Suppose that we have found a sufficiently accurate approximation $u_N^0 \in V_N$ of the discrete problem (27), with $W = \hat{V}$, for some large enough $n \geq 0$. Then, for each element $\kappa \in T_N$, given a basis $\{\xi^1_\kappa, \ldots, \xi^m_\kappa\}$ of the local space $V(\tilde{\omega}_\kappa)$ from (54), we introduce the extended space 

$$\hat{V}(\tilde{\omega}_\kappa; u_N^0) := \text{span}\{\xi^1_\kappa, \ldots, \xi^m_\kappa, u_N^0\}.$$ 

Now, upon performing one local discrete iteration step (28) on $W = \hat{V}(\tilde{\omega}_\kappa; u_N^0) \subset V$ we obtain a potentially improved approximation $\tilde{u}_{N,\kappa}^0 \in \hat{V}(\tilde{\omega}_\kappa; u_N^0)$ through 

$$B_{\Delta t}(\tilde{u}_{N,\kappa}^0, v) = E(\tilde{u}_{N,\kappa}^0; v) \quad \forall v \in \hat{V}(\tilde{\omega}_\kappa; u_N^0).$$

Here, we emphasise that the discrete iteration step (28) on the low-dimensional space $W = \hat{V}(\tilde{\omega}_\kappa; u_N^0)$ entails hardly any computational cost; for instance, for dimension $d = 2$ and polynomial degree $p = 1$, the dimension of the locally refined space $\hat{V}(\tilde{\omega}_\kappa; u_N^0)$ is typically 3 or 4. Moreover, the local iteration steps can be performed individually, and thus in parallel, for each element $\kappa \in T_N$.

Figure 1. Local element patches associated to a triangular element $\kappa$. Left: Mesh patch $\omega_\kappa$ consisting of the element $\kappa$ and its face-neighbours. Right: Modified patch $\tilde{\omega}_\kappa$ constructed based on red-refining $\kappa$ and on green-refining its neighbours.
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Energy-based adaptive mesh refinement

Algorithm 2

1: Prescribe a mesh refinement parameter \( \theta \in (0, 1) \).
2: Input a finite element mesh \( T_N \), and a finite element function \( u_N^n \in V_N \).
3: for all elements \( \kappa \in T_N \) do
4: \hspace{1em} Solve one local discrete iteration step (55) in the low-dimensional space \( \hat{V}(\widetilde{\omega}_\kappa; u_N^n) \) to
\hspace{1em} obtain a potentially improved local approximation \( \hat{u}_N^n,\kappa \).
5: \hspace{1em} Compute the local energy decay \( \Delta E_N^n(\kappa) \) from (56).
6: end for
7: Mark a subset \( K \subset T_N \) of minimal cardinality which fulfills the Dörfler marking criterion
\[ \sum_{\kappa \in K} \Delta E_N^n(\kappa) \geq \theta \sum_{\kappa \in T_N} \Delta E_N^n(\kappa). \]
8: Refine all elements in \( K \) for the sake of generating a new mesh \( T_{N+1} \).

The value \( \Delta E_N^n(\kappa) \) from (56) indicates the potential energy reduction due to a refinement of the element \( \kappa \). This observation motivates the energy-based adaptive mesh refinement procedure outlined in Algorithm 2. From a practical point of view, we remark that the evaluation of (56) requires a global integration for any element \( \kappa \in T_N \); this is computationally expensive if the dimension of the underlying finite element space is large. A possible remedy is to employ the energy expansion from Lemma 2.6 about \( u_N^n \), which yields

\[ -\Delta E_N^n(\kappa) = E(\hat{u}_N^n,\kappa) - E(u_N^n) \approx (E'(u_N^n), \hat{u}_N^n,\kappa - u_N^n). \]

Then, noting the unique linear combination

\[ \hat{u}_N^n,\kappa = \alpha u_N^n + \eta_N^n,\kappa, \]

with appropriate \( \alpha \in \mathbb{R} \) and \( \eta_N^n,\kappa \in V(\hat{\omega}_\kappa) \), and recalling (25) as well as (55), we see that

\[ \langle E'(u_N^n), \hat{u}_N^n,\kappa - u_N^n \rangle = \frac{1}{\Delta t} \left( B_{\Delta t}(u_N^n, \hat{u}_N^n,\kappa - u_N^n) - \ell_{\Delta t}(u_N^n; \hat{u}_N^n,\kappa - u_N^n) \right) \]
\[ = \frac{1}{\Delta t} B_{\Delta t}(u_N^n - \hat{u}_N^n,\kappa, \hat{u}_N^n,\kappa - u_N^n) \]
\[ = -\frac{1}{\Delta t} \left( (\alpha - 1)^2 \| u_N^n \|_{2,\Delta t} + \| \eta_N^n,\kappa \|_{2,\Delta t}^2 + 2(\alpha - 1)B_{\Delta t}(u_N^n, \eta_N^n,\kappa) \right). \]

In the above approximation, we observe that there is only one global integration, namely for the term \( \| u_N^n \|_{2,\Delta t} \), which is the same for all elements; the remaining two terms involve the locally supported function \( \eta_N^n,\kappa \) on the patch \( \omega_\kappa \). For more details concerning the computational complexity of Algorithm 2 we refer to [13, §3.5], albeit the setting in the current article is slightly different.

5.3. Numerical experiments. We will now perform some numerical tests in two spatial dimensions, with Cartesian coordinates denoted by \( x = (x, y) \in \mathbb{R}^2 \). The finite element spaces consist of elementwise affine functions, i.e., we let \( p = 1 \) in (53) and (54). In all examples, we set \( \alpha = \theta = 1/2 \) and employ the newest vertex bisection method [22] for the refinement in line 8 of Algorithm 2, which yields shape-regular locally refined meshes. All our computations are initiated on a uniform and coarse triangulation of \( \Omega \), and the starting guess is chosen as \( u_0^0 \equiv 0 \).

5.3.1. Convergence of the error. We begin by running an experiment with a manufactured solution.

Experiment 5.1. We consider the sine-Gordon type problem

\[ \begin{align*}
-\Delta u &= -\sin(u) - u + g(x) \quad &\text{in } \Omega, \\
\quad u &= 0 \quad &\text{on } \partial\Omega,
\end{align*} \]

\[ \text{(57a)} \]

\[ \text{(57b)} \]

i.e., the model (1) with the reaction term \( f(x, u) = -\sin(u) - u + g(x) \), on the square domain \( \Omega := (0, 1)^2 \), where the function

\[ g(x) = \sin(\pi x)\sin(\pi y) + 2\pi^2 \sin(\pi x)\sin(\pi y) \]

\[ + \sin(\pi x)\sin(\pi y) \]
Figure 2. Experiment 5.1. Left: Convergence plot for the error, whereas the black dashed line indicates the optimal convergence rate of $O(\text{dof}^{-1/2})$. Right: Plot of the energy contraction factor $Q_N$.

is constructed in such a way that $u^*(x) = \sin(\pi x)\sin(\pi y)$ solves (57). For any $0 < \lambda \leq 1$, we note that $\sigma_f(\lambda) = \sup_{u \in \mathbb{R}} |\cos(u) - 1 + 1/\lambda| = 1/\lambda$, whence it follows that $\lambda \in \Lambda_f(\rho)$ for any $\rho > 0$ in Assumption 2.2. In particular, due to Theorem 3.3, we conclude that the solution of (57) is unique, and that we can choose any step size $0 < \Delta t \leq 1$. Rather than selecting the supposedly obvious choice $\Delta t = 1$, we will set $\Delta t = 1/2$, which leads to a better performance of our algorithm for the given example.

In Figure 2 (left) we plot the error $\text{err}_N := \|\nabla(u^* - u_N)\|_{L^2(\Omega)}$ against the number of degrees of freedom (henceforth denoted by dof), and, in addition, the number of iteration steps on each of the discrete spaces. We observe an (almost) optimal decay of the error of order $O(\text{dof}^{-1/2})$, whereby one iterative linearisation step is sufficient on each discrete space. Moreover, since we have at our disposal the global minimiser $u^*$ of the underlying energy functional $E$, we will further plot the energy contraction ratio

$$Q_N := \frac{E(u_{N+1}) - E(u^*)}{E(u_N) - E(u^*)}, \quad N \geq 0,$$

which is closely related to the factor $q$ from (51), cf. Remark 4.5. We note that $E' : \mathbb{V} \to \mathbb{V}'$ is strongly monotone in the experiment under consideration, and that $Q_N$ stabilises after an initial phase close to the value 0.6, see Figure 2 (right).

5.3.2. Convergence of the energy. In the experiments below, an analytical expression for a solution is no longer available. In order to still be able to perform a numerical study, we first apply our adaptive procedure for the purpose of computing a reference energy value based on $O(10^6)$ degrees of freedom. Subsequently, we rerun the algorithm until the number of degrees of freedom exceeds $10^5$ (unless stated differently). We monitor the energy approximation by displaying the difference of the reference energy value and the energy value on each given discrete space. On a side note, we remark that we have also examined the decay of a standard residual estimator with respect to dof, see, e.g., [25], whereby we have observed an (almost) optimal rate of order $O(\text{dof}^{-1/2})$ (not included here).

Experiment 5.2. We consider a singularly perturbed sine-Gordon type equation

$$-\epsilon \Delta u = -\sin(u) - u + 1 \quad \text{in} \ \Omega,$$
$$u = 0 \quad \text{on} \ \partial \Omega,$$

with $\Omega := (0,1)^2$ and $0 < \epsilon \ll 1$. Even though this problem is strongly perturbed, it fits into the framework of our analysis. Indeed, after dividing the partial differential equation by $\epsilon$, we let $f(u) = \epsilon^{-1}(-\sin(u) - u + 1)$, and consider $0 < \lambda \leq \epsilon$ in (12); for this range of $\lambda$ it holds $\sigma_f(\lambda) = 1/\lambda$, which shows that Assumption 2.2 is satisfied for any $\rho > 0$. Hence, the situation is similar as in the previous Example 5.1, in particular, Theorem 3.3 is applicable for the step size $\Delta t = \epsilon/2$.
Figure 3. Experiment 5.2. Left: Approximated solution. Right: Adaptively refined mesh.

Figure 4. Experiment 5.2. Left: Convergence plot for the energy error. Right: Plot of the energy contraction factor \( Q_N \).

We experiment with the singular perturbation parameter \( \varepsilon = 10^{-5} \), which leads to extremely sharp boundary layers along \( \partial \Omega \); see Figure 3 (left). Nonetheless, the energy error decays, after an initial phase of reduced convergence (during which the boundary layers are detected), at an almost optimal rate of \( \mathcal{O}(\text{dof}^{-1}) \) as illustrated in Figure 4 (left). This is due to the adaptive mesh refinement strategy, which properly detects the boundary layers, see Figure 3 (right). Furthermore, here and the following experiments, we depict the quotient \( Q_N \), cf. (58), against the number of mesh refinements, whereby we use the computed reference energy value in place of \( E(u^\star_V) \). As we can observe in Figure 4 (right), the quotient \( Q_N \) stays uniformly away from 1; in particular, this contraction factor is bounded from above by 0.7.

Experiment 5.3. Let us examine the problem

\[-\varepsilon \Delta u = \exp(-u^2) \quad \text{in} \; \Omega,\]
\[u = 0 \quad \text{on} \; \partial \Omega,\]
on the L-shaped domain \( \Omega := (0,2)^2 \setminus [1,2] \times [0,1] \), with \( \varepsilon = 10^{-2} \). For the source function \( f(u) := \varepsilon^{-1} \exp(-u^2) \) we find that

\[\sigma_f(\lambda) = \frac{\sqrt{2}}{\varepsilon} \exp(-1/2) + \frac{1}{\varepsilon} < \frac{1}{\varepsilon} + \frac{1}{\lambda},\]

which shows, for any fixed \( \rho \geq 1/\varepsilon \), that \( \lambda \in \Lambda_f(\rho) \) for all \( \lambda > 0 \). Recalling Proposition 3.6, we find that the step size \( \Delta t = \varepsilon \) is an admissible choice for our numerical experiment. As before, the convergence rate of the energy error is optimal, see Figure 5 (right). Furthermore, the space energy contraction factor is clearly bounded away from one, and is even slightly decreasing for an increasing number of refinement steps, cf. Figure 6.
Experiment 5.4. Next we will consider a diffusion-reaction equation with an Arrhenius type production term on the unit square $\Omega := (0,1)^2$. More specifically, we seek a weak solution $u \in H^1(\Omega)$ of the Dirichlet boundary value problem
\[
-\Delta u = (1 - |u|) \exp(-1/|u|) \quad \text{in } \Omega,
\]
\[u = 2 \quad \text{on } \partial \Omega;
\]
evidently, by standard manipulations, this can be transformed into a problem with homogeneous Dirichlet boundary conditions. We select the step size $\Delta t = 1$. Here, since the underlying energy functional involves the exponential integral function $\text{Ei}(\cdot)$, whose evaluation consumes considerable computational time, we determine the reference energy value by running our algorithm until the number of degrees of freedom exceeds $10^5$, and subsequently, for our plots, stop the algorithm as soon as the number of degrees of freedom is greater than $10^4$. Once more, an (almost) optimal convergence rate can be observed in Figure 7 (left). Furthermore the quotient $Q_N$ from (58) is uniformly bounded from above by 0.6, see Figure 7 (right).

Experiment 5.5. For a further demonstration of the effectiveness of our proposed mesh refinement strategy, we study a singularly perturbed problem, with a reaction term that features a discontinuity in the domain $\Omega := (0,1)^2$:
\[
-10^{-8} \Delta u = -u + \text{sign}(x - 1/2) \quad \text{in } \Omega,
\]
\[u = 0 \quad \text{on } \partial \Omega.
\]
Since this problem is linear, the iteration procedure (28) consists of one single step (and solves (27) exactly). In addition to the boundary layers near $\partial \Omega$, there is also a layer along the discontinuity $x = 1/2$ as depicted in Figure 8 (left). Still we obtain once more a convergence rate that is close to optimal, see Figure 9 (left), thanks to the local mesh refinements along the layers in the solution.
Figure 7. Experiment 5.4. Left: Convergence plot for the energy error. Right: Plot of the energy contraction factor $Q_N$.

Figure 8. Experiment 5.5. Left: Approximated solution. Right: Adaptively refined mesh.

Figure 9. Experiment 5.5. Left: Convergence plot for the energy error. Right: Plot of the energy contraction factor $Q_N$.

as illustrated in Figure 8 (right). Finally, the contraction quotient $Q_N$ is bounded from above by 0.72, at least for the region portrayed in Figure 9 (right).

Experiment 5.6. In our final experiment, we study a linear singularly perturbed problem with a sign-changing reaction coefficient in the underlying domain $\Omega := (0, 1)^2$:

$$-\varepsilon \Delta u(x, y) = (x - 1/2)u(x, y) + 1 \quad \text{in } \Omega,$$

$$u(x, y) = 0 \quad \text{on } \partial \Omega.$$
6. Conclusions

In this work we have introduced a new analysis and computational procedure for semilinear diffusion-reaction boundary value problems. The focus of our approach is on a variational framework that induces two very natural components: an energy-minimisation iterative linearisation scheme and a local energy-driven adaptive mesh refinement strategy. These two practical tools are combined in an intertwined manner for the purpose of building an effective numerical solution algorithm. Indeed, our computational experiments clearly demonstrate, even for challenging singularly perturbed examples, that nonlinear reaction terms as well as possible singular layers in the underlying solutions are simultaneously resolved at an empirically optimal rate. The theoretical analysis of the energy-decreasing adaptive finite element space enrichment procedure, in particular, the derivation of sufficient conditions for the bound (42) to hold, is subject to future research; this clearly constitutes, however, a topic on its own and ranges beyond the scope of the present paper.
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