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Abstract—Automatic Text summarization aims to automatically generate condensed summary from a large set of documents on the same topic. We formulate text summarization task as a multi-objective optimization problem by defining information coverage and diversity as two conflicting objective functions. With this formulation, we propose a novel technique to improve the performance using a knowledge base. The main rationale of the approach is to extract important text features of the original text by detecting important entities in a knowledge base. Next, an improvement on the multi-objective optimization algorithm is also proposed for the automatic text summarization problem. The focus is on improving efficiency of the each steps in the evolutionary multi-objective optimization process which is applicable to all tasks with the same problem formulation. The result summary of the suggested method ensure the maximum content coverage and maximum content diversity are deemed equally important and at the same time conflicted. Hence, the authors propose a model using evolutionary multi-objective optimization approach for a robust objective function. The objective function suggested in this paper evaluates all the sentences in a document set as a whole, as opposed to a local evaluation approach which evaluates each sentence one at a time causing local optima entrapment. There are many ways to define objective functions. In this research, the main objective functions are the coverage and the diversity functions. Although many other methods use a simple coverage function, we claim that improving the coverage function is especially important. From this perspective, we propose a method on how to utilize the knowledge base which encodes how human thinks and what is important.
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I. INTRODUCTION

As text information publication speed outgrows our consumption capability, there have been many approaches to deal with the information overload problem suggested by the research community, such as information retrieval [1], semantic web [2], and text summarization [3]. While the results are, to some extent, successful and promising, we still need to deliver the text content efficiently so that the readers can consume more qualitative content within a limited amount of time.

The goal of this paper is to propose a generic, extractive, and multi-document summarization method. Each of these summarization types has an alternative approach, namely, query-focused, abstractive, and single-document summarization. As opposed to a generic summarization, some keywords are provided for a query-focused summarization task. The summarizers proceed with the summarization using the query term as a guide. Extractive summarization task composres a summary with unaltered sentences selected from the original document set, which is distinguished from an abstractive summarization task where sentence modification or phrase selection and generation are allowed.

To solve a generic extractive summarization problem, the authors propose a model using evolutionary multi-objective optimization. Multi-objective optimization approach to a text summary generation task is gaining attention recently from the research community [4], [5], [6]. Previous research directions mainly focus on applying and testing diverse optimization methods within the multi-objective problem formulation. Here, we begin the discussion by setting the goal as how to define a robust objective function. The objective function suggested in this paper evaluates all the sentences in a document set as a whole, as opposed to a local evaluation approach which evaluates each sentence one at a time causing local optima entrapment. There are many ways to define objective functions. In this research, the main objective functions are the coverage and the diversity functions. Although many other methods use a simple coverage function, we claim that improving the coverage function is especially important. From this perspective, we propose a method on how to utilize the knowledge base which encodes how human thinks and what is important.

The method to calculate the objective function values relies on multiple text mining techniques including term weighting scheme, similarity measurement function, text preprocessing, and Named Entity Recognition (NER). The objective function evaluations are continuously performed based on these techniques as the optimization progresses. The proposed objective functions are based on coverage and diversity evaluations. While these concepts were individually dealt with in other text summarization approaches [7], [8], [9], considering them as two objective functions within a coherent multi-objective optimization framework provides a power to adopt many other improvement strategies, not limited to the specific evaluation concept in question. On top of this framework, the authors suggest a novel knowledge-based named entity topic construction approach for a robust objective function development. The rationale behind the proposed approach is that document summarization can be seen as a multi-objective optimization problem, defining the objective functions to reflect the characteristics of well-generated summaries. Such an optimization task requires binary encoding of data, and assigning one bit for each sentence fits the extractive summarization task. Maximum content coverage and maximum content diversity are deemed equally important and at the same time conflicted. Hence, the problem is modeled as a multi-objective optimization using the two conflicting objective functions.

In this research, we use a high-performance evolutionary
multi-objective optimization method Non-dominated Sorting Genetic Algorithm II (NSGA-II), and propose an adaptive NSGA-II for a text summarization task. The technique is a state-of-the-art algorithm for multi-objective optimization tasks producing a population of possible solutions as opposed to single-objective optimization algorithms which can only provide a single solution. The algorithm adds more flexibility to the proposed method as a user can generate as many equally optimal summarizations as one needs by increasing the population size.

We first review previous approaches in the text summarization domain. Then we argue that adopting a multi-objective optimization technique combined with a knowledge-based approach shows a state-of-the-art summarization result.

For a thorough comparison, Document Understanding Conference 2002 (DUC2002) and 2004 (DUC2004) multi-document summarization (MDS) task dataset are used as an evaluation source, and the comparisons are done against multiple methods in the literature including non-optimization-based and optimization-based methods.

The next section details related work from past studies. Section III explains how the text summarization problem is formulated into a multi-objective optimization. Section IV explains how the knowledge-based coverage objective function is defined and calculated. Section V explains the multi-objective optimization and the details on the improvement of the NSGA-II optimization method when applying to the text summarization problem. Experiment results are shown in Section VI with a comparison against past studies. The last Section VIII discusses the results and possible future research opportunities.

II. RELATED WORK

In this section, we present a review of the main research fields related to text summarization and optimization. The research on text summarization started in the late fifties [10]. Automatic text summarization is a complex and challenging task ranging over multiple domains of research. There are many issues to consider when generating a summary from multiple documents, such as coverage, diversity, redundancy, temporal dimension, co-reference, sentence ordering, synonymy, and so on. The focus was on the single document summarization at this stage. Researchers started to focus on an MDS problem in later years [11]. Goldstein et al. [12] suggested extraction of sentences from multiple documents approach on top of single-document summarization techniques.

Text summarization can be grouped into two types of tasks. Abstractive summarization aims to generate a new set of informative sentences by utilizing existing phrases [13], [14]. The set of concepts are usually extracted from the given document dataset. Then summarization is automatically written with the selected noun and verb phrases in the conformation of sentence construction constraints and saliency-maximized order. However, abstractive summarization methods generate non-fluent summaries and have high computational complexities; their performance improvements mainly comes from the improvements of other research fields, such as integer linear programming methods and grammatical sentence formulations [14]. On the other hand, the research on extractive MDS was focused on how to select the most relevant sentences to be included in the summary. The extraction and representation of the topics included in the original documents are two of the important issues in this area [15]. Reducing redundancy and maximizing diversity in the generated summary is key to the summary generation task, therefore these are the two objectives that most MDS techniques consider important.

There are numerous other research on redundancy reduction with extractive MDS. Sarkar [16] used local and global trimming rules to tackle the redundancy problem. Carbonell et al. [17] utilized both query-relevance and information-novelty, using the Maximal Marginal Relevance (MMR) to reduce redundancy while preserving query relevance for the summarization. Using an unsupervised approach, Zha [18] explicitly modeled the key phrases and the sentences that contain them. The model is represented as weighted undirected and weighted bipartite graphs to extract the sentences without going through an extensive training phase. Centroid-based summarization has shown success in many past works in redundancy reduction as well. The earlier research suggesting a centroid-based approach for MDS [19] relies on TF-IDF term weighting scheme to measure the centrality of the sentences by comparing the similarity of the sentences to each cluster centroid. LexRank [20] is later suggested where they first represent a graph of sentence relations by using intra-sentence cosine similarity and calculate eigenvector centrality of the sentences. Their main contribution is to measure sentence centrality based on the sentence relations rather than relying on cluster centroids. They assume that sentences with more similar sentences are considered to be more central. Biased LexRank [21], a semi-supervised method on pairwise lexical similarity sentence graph, is later proposed to use both intra-sentence and inter-sentence similarities for the task. The method allows topic, or query, sensitive sentence retrieval with weighted random-walk based on a prior distribution of sentence ranks, performing well on both extractive text summarization and passage retrieval tasks. StarSum [22] focuses more on the intra-sentence similarities and proposes a star-shaped sentence - topic bigram bipartite graph to emphasize intra-sentence topic discrepancy, representing each sentence as a collection of topic phrases. On top of intra-sentence and inter-sentence similarities, intra-document sentence similarity distinguished from inter-document sentence similarity allows Document-Sensitive Ranking (DsR) [23] algorithm to treat multi-documents as individual documents with different topics and information rather than one large document. DsR algorithm utilizes document-sentence and document-document links as well as sentence-sentence links showing top performance on both the DUC2004 and DUC2007 dataset.

There are a number of other MDS research utilizing graph-based approaches. Cluster-based conditional Markov random walk [24] model overcomes the limitation of directly applying Markov random walk on MDS fields, differentiating sentence clusters (thematic representation of a document) with varying size and importance as well as weighting intra-cluster sentences based on to-centroid distance. The authors also propose a cluster-based hyperlink-induced topic search (HITS) model to analyze graph link in different perspectives and show both models perform well on the DUC2001 and DUC2002 dataset. iSpreadRank [25] aims to improve the sentence ranking phase of extractive MDS task with the concept of spreading activa-
tion theory. The method recursively spread sentence-specific scores to their neighbors in the graph model of document sentences, allowing utilization of neighbor importance as well as neighbor counts when ranking individual sentences. Generic summary methods tailored to iSpreadRank are tested on the DUC2004 dataset, with the best performing variant having 0.38068 ROUGE-1 score better than the second-best system. Centrality is an importance measure for an individual node within a graph. Introduction of super-vertices to the sentence graph each representing subset of sentences within a document set allows the calculation of super-centrality, an importance measure for the super-vertex hence sentence group to the document set [26]. This allows a robust non-redundant sentence selection compared to the existing MMR method and shows performance improvement over the aforementioned LexRank method. More generic graph-based framework applicable to all generic, query-based, update, and comparative MDS tasks is proposed based [27] on using the minimum dominating set, a minimum subset of a graph where every vertex in the graph is either member or neighbor of it, as a basis for the document summary. Other graph-based MDS research includes semantic linkage analysis, where relationships between sentences are measured by their semantic relationships [28]. Sentence fusion technique [29], including bottom-up local multi-sequence alignment, is proposed to shift the MDS research field from extractive summarization tasks to abstract summary generation tasks as well.

Clustering-based approach is also proposed to deal with MDS where documents and in turn their sentences are clustered together by using features such as cosine similarity, and sentences with best scores within each cluster are retrieved to form a summary [30]. Clustering on extractive MDS task works in three steps: sentence clustering, ordering, and cluster representative sentence selection. Histogram based clustering, content-word weight-based cluster ordering, and local/global word importance-based sentence selection shows ROUGE-1 score higher than the second-best system of the DUC2004 in task 2 [31]. Term-vector based document clustering, feature profile based sentence selection from clusters followed by chronological ordering creates summaries with higher sentence scores compared to a centroid-based clustering algorithm and showed it can extract relevant sentences across multiple documents [32]. Jung et. al. [5] was the one of the early research that proposed topic-based MDS using multi-objective optimization. Here the topics are defined as clusters of terms.

Several interdisciplinary research is done on the topic of MDS, and the use of topic modeling is one of them. Probabilistic latent semantic analysis (PLSA) on sentence-level topic distribution produced three variants of query-focused extractive summarization method all of which showed high ROUGE-1, ROUGE-2 and ROUGE-SU4 scores on a par with best reported on the DUC2006 and DUC2007 [39]. The Pyramid method [40] is a manual evaluation approach opposite to the commonly used ROUGE [41] method, evaluating automated summaries against human-annotated summaries. Hennig [42] further expanded on unsupervised semantic analysis on text units by mapping topic models towards summary content units used with the Pyramid method, proving a trained probabilistic topic model exhibit structures similar to the human model summaries. The use of the term-document matrix is proposed to overcome the semantic limit of the term-sentence matrix commonly used in existing MDS methods to realize hidden topics embedded within the document collection themselves. Bayesian sentence-based topic models (BSTM) [34] uses both term-sentence and term-document matrices to build document-sensitive sentence topic models and show higher ROUGE scores than six existing summarization method, nearing the scores of the best team in both the DUC2002 and DUC2004. Numerous multidisciplinary research is done on topic models for MDS. Fuzzy logic, in combination with a topic model, showed that the topic words can be replaced with fuzzy elements to build a fuzzy inference summarization system producing automated summaries focusing on divergence and similarity [43]. Distributed processing framework such as MapReduce is also proposed to overcome the computing intensity of MDS using topic modeling, nearly halving the computation time with four nodes when the dataset grew up to 3890 documents [44].

Deep learning based approaches are getting attention recently. Most of the recent state-of-the-art performance models for the NLP tasks are based on Pre-trained Transformer-based [45] deep neural network models such as BERT [46]. Deep learning models are applied to extractive summarization task as shown by Liu [47]. Computing a feature space of sentences from a single document with deep auto-encoder (AE) is reported to improve the feature space recall by 11.2% on average [48]. The approach uses an ensemble noisy auto-encoder (ENAE) which aggregates sentence selection over multiple runs by adding random noise to the word vector, allowing more robust behavior even with a smaller vocabulary.

Summary optimization is a more recent approach to MDS. One of the key features dictating clustering performances in this approach is its criterion or objective function. A differential evolution algorithm is proposed [49] to optimize an objective function of clusters found by normalized google distance (NGD) [50], where each candidate sentence is represented as a gene in a chromosome with the number of clusters as its value range. A self-adaptive differential evolutionary algorithm is applied to redundancy in MDS with the optimization goal of reducing semantic redundancy in summary sentences. Sentence scores are measured based on other sentences within a summary guaranteeing both diversity and coverage to be measured as a discrete optimization problem, which is mediated by the introduction of self-adaptive crossovers within the DE algorithm [9]. The use of optimization and machine learning technique on document summarization is one of the main approaches to the MDS problem while relatively new compared to statistic-based methods. Multi-objective optimization(MOO) on MDS is a lesser studied variant of optimization-based MDS where multiple summaries with equal overall quality can be produced by mediating multiple, often conflicting, quality measures. Huang et al. [51] proposed MOO modeling of MDS to overcome sentence redundancy problem in single-objective optimization approach, as well as information coverage, significance, and text coherence. Artificial bee colony optimization [6] method modified with multi-objective capability is used on MDS to show that the approach can be used to enhance the performance of existing work by incorporating both sentence coverage and redundancy as optimization objectives. Sekaran et. al. [52] combined Information Retrieval technique with text summarization to better serve human information needs.
among diverse approaches to tackle the problem of extractive summarization, there are some advantages of multi-objective optimization method. From the practical perspective, it is sometimes more useful to generate multiple alternative summaries rather than single result summary. One of the advantages of the proposed approach is that it produces multiple non-dominating solutions where a person can choose to select a final solution with varying properties after the multiple candidate solutions are generated. In the case where one final solution is required, the authors suggest a solution selection strategy amongst the multiple summaries. This feature provides higher generalizability to the proposed method, granting utility in the research, industrial, and personal aspects. Additionally, multi-objective summarization provides users more choices to select summarization based on combinations of various – and possibly conflicting – characteristics, such as coverage and diversity. In the context of an interactive environment where people can interactively read multiple summaries, the multi-objective optimization can offer various candidates for users to select from. This cannot be achieved by single-objective summary generation methods. Table I shows the list of methods we compare to including their use of either coverage or diversity as a feature.

### III. Problem Statement

We formalize the text summarization problem as an optimization problem. The goal of the extractive text summarization task is to select the sentences that reflect the original text as much as possible within the given length. A basic approach is to evaluate the sentences individually and select the ones that satisfy a set of predefined criteria. However, this localized approach may suffer from the selected sentences failing to cover the whole content of the original text. The advantage of the optimization approach is that the evaluation is performed as a whole for a set of selected sentences. This allows our approach to overcoming the weakness of the previously described basic approach. The proposed model consists of two large modules continuously working together throughout the optimization process to generate the Pareto optimum summaries. The optimization module is in charge of optimizing the two objective functions using evolutionary multi-objective optimization, and the text processing module accepts the binary-encoded candidate summaries and returns calculated objective function values. Objective function calculation is normally evaluated by solving the algebra equation. The separate text processing module is necessary for this research because the objectives can only be calculated by going through a complicated text processing process including several steps of preprocessing and similarity computation.

#### A. Text Similarity Model

Throughout the automatic text summarization process, the similarity measurement between two text segments is constantly performed. This is a basis for a high-quality summary. In the proposed method, the most widely used cosine similarity measure is adopted. Cosine similarity measures how much the two given sentences are similar in a term vector space. For this purpose, we represent our text segments using a Vector Space Model\( (VSM)\). VSM is a way to represent a text as a vector so that any text segment can be represented in a coherent vector space without considering the order of the terms in the original text. By representing each sentence using VSM, we can use many methods that do not consider term order, such as the cosine similarity measure. If we consider the term order when comparing the sentence similarity the two pieces of sentences that contain similar content may be given a very low score which is not appropriate for our purpose.

For the two objective function calculations, we use cosine similarity as a similarity function. Our main idea is to utilize the power of the binary multi-objective optimization algorithm to the full extent on a text summarization problem. For the algorithm to deal with the text units, we represent any set of sentences as a binary vector. Thus, both a document and a generated summary are fixed-length binary element vectors with the length being the total number of sentences in the document set \( D \). Since we are dealing with multi-document problem, let \( D = \{d_1, d_2, ..., d_N\} \). \( N \) is the total number of documents that exist in corpus \( D \). As we deal with a sentence as a summarization unit, the document set \( D \) is also defined in terms of sentences and defined as \( D = \{s_1, s_2, ..., s_n\} \), where \( n \) is the total number of sentences in the original document set and \( s_i \in \{0, 1\} \). \( T = \{t_1, t_2, ..., t_m\} \) represents all the unique terms that appear in document corpus \( D \). This is our
vocabulary to be used and a corpus of documents contain $m$
unique terms.

Each sentence consists of a list of terms, shown as a list
of real number weights each representing the importance of
the term. There are many ways to assign weights to the terms
in a sentence. In this paper, we use a modified TF-IDF term
weighting scheme which is widely used for text mining tasks.
The basic unit of selection is a sentence in this research and
the inverse frequency is calculated per sentence instead of per
document. In this formulation, a term weight is defined as:

$$w_{ik} = tf_{ik} \cdot is_{fk}$$  \hspace{1cm} (1)$$

$w_{ik}$ is a weight for term $t_k$ in sentence $s_i$, $tf_{ik}$ is the number
of occurrences of term $t_k$ in sentence $s_i$, $is_{fk} = \log (n/n_k)$,
where $n_k$ is the number of sentences that contains the term $t_k$.
$is_{fk}$ is calculated by the sentences frequency $n_k$ divided by the
total number of sentences $n$. With this weighting scheme, $s_i$th
sentence $s_i$ is represented as $s_i = \{w_{i1}, w_{i2}, ..., w_{im}\}$ where
$m$ is the total number of terms in the document collection. $w_{ik}$ is
a weight value for $k$th term in $s_i$th sentence.

Cosine similarity measures how much the two given sen-
tences are similar. For the two objective function calculations,
we use cosine similarity as a similarity function. Let $s_i$ and $s_j$
be the two sentences to be compared, where $m$ is the total
number of distinct terms in the document collection. Cosine
similarity between the two sentences is defined as:

$$sim(s_i, s_j) = \frac{\sum_{k=1}^{m} w_{ik}w_{jk}}{\sqrt{\sum_{k=1}^{m} w_{ik}^2} \cdot \sqrt{\sum_{k=1}^{m} w_{jk}^2}}, \hspace{1cm} i, j = 1, 2, ..., n.$$  \hspace{1cm} (2)$$

B. Problem Formulation using Multi-objective Optimization

From Section 2, we can observe that most of the research
work in MDS considered information coverage, diversity, and
a weighted combination of both. These are contradictory goals
as often are in most decision-making situations, as higher
information coverage ensures a more informative summary
whereas higher diversity results in less redundant information
in the outcome. These two goals cannot be obtained with a
single optimization task. As a result, a contradiction between
information coverage and diversity is modeled as a multi-
objective optimization problem. Their contradiction tendencies
can be shown when the summary size changes; the coverage
increases while the diversity decreases when more sentences
are extracted for the summary.

The main purpose of multi-objective optimization is to
identify all non-dominated solutions that are different from
each other and hold equal importance. These solutions provide
more flexibility to the complex problem compared to the
outcome of single-objective optimizations, as any solution can
be chosen to satisfy the specific requirements of the user.
NSGA-II [53] is used to produce non-dominated solutions by
considering the conflicting objectives. When a single solution
is required, we select the Pareto optimal solution with the
maximum coverage as our final summary.

The mean vectors of the original document set and the
solution summaries are compared to allow the similarity
comparison independent of the solution length. Sentence by
sentence comparison will result in a biased similarity measure,
where solutions with more sentences receive higher scores
when compared to the whole set. The center of sentences in
the given vector set is used instead to remove the number of
sentences during the calculation, where the similarity is mea-
sured term by term instead. Mean vector $o = [o_1, o_2, ..., o_m]$ is
used to represent a center of a set of sentence vectors in
the original document set $D$, and the mean summary vector
$o^s = [o_{s1}^s, o_{s2}^s, ..., o_{sm}^s]$ represents a center of a set of extracted
sentence vectors and is used to compare the similarity between
$o$ and the solution summary. Each element for the $k$th term is
defined as:

$$o_k = \sum_{i=1}^{n} w_{ik} \cdot k = 1, 2, ..., m.$$  \hspace{1cm} (3)$$

$$o_k^s = \sum_{i=1}^{n} w_{ik} \cdot \frac{x_{i}, k = 1, 2, ..., m.}$$  \hspace{1cm} (4)$$
o and $o^s$ are used in the coverage objective function calcula-
tion, where the differences between the original set $D$ and
the solution summary $D$ is given by the inclusion variable
$x_i \in \{0, 1\}$, which is a binary variable representing whether
a sentence $s_i$ from $D$ is selected to be included in $\hat{D}$. The coverage
objective function is to evaluate the similarity between the
summary and the original document set and is defined as:

$$f_{\text{coverage}}(\mathcal{X}) = \sum_{i=1}^{n} \frac{sim(o, o^s) \cdot \sum_{s=1}^{n} sim(o, s_i) \cdot x_i}{n}$$  \hspace{1cm} (5)$$

We normalize the summation of the similarity values to
mitigate the bias towards including more sentences with fewer
terms. Otherwise, the summary will be biased towards includ-
ing shorter sentences.

The diversity objective function is defined as Equation 6.
There is another similar concept called redundancy in the liter-
ature. The difference between the diversity and the redundancy
is that redundancy is calculated as the sum of cosine similarity,
whereas the diversity is calculated as the sum of cosine
distance, where $cosine\_distance = 1 - cosine\_similarity$.

$$f_{\text{diversity}}(\mathcal{X}) = \sum_{i=1}^{n} \sum_{j=i+1}^{n} \frac{(1 - sim(s_i, s_j)) \cdot x_i \cdot x_j}{n \cdot (n - 1)}$$  \hspace{1cm} (6)$$

IV. KNOWLEDGE BASED DRIVEN KEYWORD
EXTRACTION

A. Knowledge Base

Defining an objective function that highly reflects how
human summarizers perform is a guide to finding successful
solutions using an evolutionary algorithm. To improve the
basic coverage function defined in Section III, we utilize
human knowledge and incorporate it into our coverage objec-
tive function. The proposed knowledge base driven text
summarization relies on entity information encoded in an un-
derlying knowledge base. As the term knowledge base driven
implies, the coverage objective function we propose guides
the optimization process towards the near-optimal solutions
regarding human cognition. In this work, we use DBpedia
as our source knowledge base and DBpedia-spotlight as an
interface to annotate a text. DBpedia [54] is a knowledge-base
The ontology reflecting human thoughts, the types represented in knowledge bases are constructed based on information from Wikipedia. In the proposed method, the type information of the entities in DBpedia are used for the knowledge base driven approach, where the term frequencies show reverse correlation to the term specificity; types with a high type frequency are more general, while less frequent types have a more specific meaning. The words with a low type frequency have more significance unlike that of the terms. However, this may suffer from reverse correlation to the term specificity; types with lower specificity lead to higher chances of them having more important roles in the context of the text. Note that each term may be included in multiple types. Any knowledge bases such as YAGO [55] ontology can be also used for this purpose, and DBpedia Spotlight [56] was used for our knowledge-based NER.

Most of the statistical approaches such as TF-IDF rely on the frequency of the terms. However, this may suffer from rare but important terms being assigned a lower weight value. Knowledge base driven method overcomes this missing low frequency, high importance terms by relying on the source that explicitly encodes this information. It is often the case that the knowledge bases and knowledge graphs are used in a complex entity detection and graph matching of semantic information. Although the complicated methods are very useful in certain cases, the proposed method utilizes the encoded information embedded in the knowledge base during the knowledge base construction. Since knowledge bases are constructed based on the ontology reflecting human thoughts, the types represented in the ontology and the entities that belong to those types are a
gist of human knowledge encoded for the computers to access and mirror human intelligent behavior. The proposed method makes use of this explicitly encoded information to detect the keywords. The keywords we use are the Named Entities. As we can see from the other research on NER, detecting the named entities can boost the performance of any model that relies on NLP technology.

Table II shows an example of DBpedia types that can be linked to the terms in the example text. The raw text column contains the NER result based on the DBpedia knowledge base. DBpedia type column lists the types linked to the entities after linking it to the KB using NER. The number shows the occurrence of each type in the corresponding topic. We can see that there can be multiple types linked to each entity. Table II shows that the knowledge-based named entity keyword extraction and topic construction can give higher importance weights to the rare but infrequent terms.

## B. Topic Analysis

The necessity of adopting the type of topics for the coverage objective function comes from the bias that may exist in the similarity value aggregation. A term or a sentence level comparison for the text similarity may suffer from a preference bias towards the sentences that cover more range of available terms. If the original document set has many terms describing the same topic, the generated summary has a higher chance to include redundant content. Term and sentence level similarity calculations on the detected topics are done to mitigate the original document’s bias towards a small portion of topics.

## C. Knowledge based Driven Coverage

### Algorithm 1 Knowledge Base Named Entity Extraction.

**INPUT:** Threshold θ  
**OUTPUT:** Key Entity Set(KES): K

1. Initialize K, T
2. for each d ∈ D do  
3. for each s ∈ d do  
4. for each t ∈ s do  
5. if t ∈ E then  
6. T.add(DBpediaTypeOf(t))
7. Sort C by count in decreasing order
8. T ← lower θ percent of T
9. for each d ∈ D do  
10. for each s ∈ d do  
11. for each t ∈ s do  
12. if DBpediaTypeOf(t) ∈ T then  
13. K.add(t)
14. return K

The process of knowledge base driven named entity extraction is based on the algorithm shown in Algorithm 1. This process extracts the Key Entity Set(KES) and constructs topics from the result. The proposed model first performs named entity detection using a knowledge base. As described earlier, from using knowledge bases, we can also acquire type information from the entity. The types can be seen as an abstract layer of the terms. After the NER, we extract the types of the detected entities. The types collected are defined as T. Then, we filter out the common types using
a threshold parameter \( \theta \) to extract \( \theta \) percent of least-frequent types. By removing the common types, we can learn the rare but important entities of those type set. From the filtered type set \( T \), a set of terms included in those types from the target text document is collected. This is a Key Entity Set (KES) defined as \( K \). KES is considered as a virtual topic, namely, Named Entity Topic (NET). After NET is collected, we consider these terms the same as normal terms explained in Section III. Based on KES, the improved coverage objective function is defined similarly using TF-IDF weighting scheme and cosine measure based on the coverage objective function defined in Section 5.

D. Knowledge Base Driven Coverage

In this section, we define the knowledge base driven coverage function \( f_{\text{coverage} - k} \) using the KES explained earlier. Mean entity vector \( \mu^s = [\mu^1_s, \mu^2_s, ..., \mu^m_s] \) is used to compare the similarity between the mean document vector \( o \) and the constructed topics. The topics are constructed from the named entities that exist in the knowledge base. We have defined Key Entity Set (KES) and Named Entity Topic (NET). NET if constructed from KES using a Knowledge base NER. The detailed steps are explained in Algorithm 1. Each mean vector of NET for document \( d \) is defined by:

\[
\mu^s_k = \frac{\sum_{i=1}^{n} w_{ik} \cdot y_i, k = 1, 2, ..., m.}
\]

(7)

where \( y_i \in 0, 1 \) is a binary variable that represents whether a term \( t_i \) is in KES. Now the improved knowledge base driven coverage objective function \( f_{\text{coverage} - k} \) is defined as follows:

\[
f_{\text{coverage} - k}(X) = \text{sim}(o, \mu^s) \cdot \text{sim}(o, o^s) \cdot \sum_{i=1}^{n} \text{sim}(o, s_i) \cdot x_i
\]

(8)

V. ADAPTIVE MULTI-OBJECTIVE OPTIMIZATION FOR TEXT SUMMARIZATION

A. Non-dominated Sorting Genetic Algorithm (NSGA-II)

Developed as an improved version of NSGA, NSGA-II has been one of the best performing multi-objective optimization algorithms since its inception in 2002 [53], having been applied to diverse areas such as engineering, computer science, biology, and economics. It generates a population of individual solutions to obtain a set of approximated Pareto-optimal solutions. The algorithm improves the non-dominated solutions in each iteration till it can achieve the least erroneous set of non-dominated solutions. There are two main operators involved in the foundation of NSGA-II. These two operators are crowding distance and non-dominated sorting. Out of these two operators, crowding distance is used to guarantee a set of diversified solutions in the whole search space. On the other hand, non-dominated sorting is used to select the best solutions from crossover and mutation by disposing of the solutions worse than other population members. These two operators are also responsible for ranking both dominated and non-dominated solutions.

The first step of NSGA-II is the generation of \( N \) population members, which are randomly generated based on the given lower and upper variable bounds. Thereafter these \( N \) population members are sorted used a non-dominated sorting algorithm. The new child solutions are formed with two genetic operators known as crossover and mutation. After this step, the \( N \) parent and child population are coupled together to create a combined population of size \( 2N \). Then \( N \) non-dominated solution members are selected from them using the non-dominated sorting algorithm. Thereafter, crowding distance is obtained to discard the low-density solutions which are the solutions that are closed to each other. These steps are continued till the maximum number of generations specified by the user is reached or the termination criteria are met.

B. Improved NSGA-II for Text Summarization

The improvements on NSGA-II are done in the context of keeping the length limit constraint and conforming to the constraint while each step is carried out. The improved version can also be generalized and applied to any genetic algorithm with initialization, mutation, or crossover. Since this is the case for every genetic-based algorithms, the method we suggest can be generalized to any genetic algorithm. As evolutionary algorithms generally do not consider the characteristics of each gene during the evolution progresses, each step generates infeasible candidate solutions which not only decreases the performance but also leads to inefficiency. In the text summarization task, the variance of the sentence lengths is quite high compared to the length constraint. For example, the DUC2002 competition had a summary length constraint of 200 words, and the sentence length varied from a couple of words up to 10% ~ 20% of the length limit. We apply modifications in the initialization, crossover, and mutation part of the existing evolutionary multi-objective optimization algorithm to accommodate the 200 words limit constraint by adding or removing sentences from the summary. Algorithm 2 shows the process of proposed improved NSGA-II. The following explains the details of each step.

C. Chromosome Encoding

Each of the candidate summaries is considered as a chromosome since each sentence is encoded using one bit per
sentence as explained in Section III. We use binary encoding for the summary representation.

1) Adaptive Initialization: We parameterize initialization with lower bound length variable \( \alpha \) and upper bound length variable \( \beta \). This process generates a random length chromosome approximately between \( \alpha \) and \( \beta \). Since one of the rationales behind the evolutionary algorithm to find optimal value is randomness, the proposed methods also reflect randomness throughout the process.

Algorithm 3 Adaptive initialization

```
1: for each Entry in chromosome do
2:     for each gene \( g_i \) do
3:         Take a random real value \( \gamma \) between 0 and 1
4:     end for
5:     Take a random integer value \( \sigma \) between \( \alpha \) and \( \beta \)
6:     if \( \gamma < 1 - \frac{\sigma}{n} \) then
7:         \( g_i \leftarrow 1 \)
8:     else
9:         \( g_i \leftarrow 0 \)
```

2) Adaptive Mutation: A mutation operator ensures diversity in the population members. It is possible that crossover can not create new solutions. In this case, the mutation is used to perturb the solution and introduce new members to the population. The limitation of random mutation is that it has an adverse effect when the expected solutions are highly skewed. In the DUC2002 dataset, for example, the number of genes(sentences) in a chromosome range from 111 to 614 with an average of 260. Out of this chromosome length, only about 10 genes are to be selected in a candidate solution. Applying unskewed randomness leads to random gene selections, where more genes would be selected than necessary. Although the whole optimization process prevents the infeasible solutions, the power of each generation would be wasted because of the infeasible solutions. Our strategy is to not allowing too much divergence from the initial ratio of selected and non-selected genes. We also randomize this process so that as the evolution progresses, some of the genes diverge from the initial ratio.

3) Adaptive Crossover: The crossover operator is responsible for choosing two random members and create two new child solutions. The parent and child solutions can be the same or different.

However, a desired skewness in the solution could become an issue as in initialization and mutation operation during the crossover stage. During a crossover, two chromosomes’ subsequences between crossover location parameter \( s \) and \( t \) are swapped. Because of the initial gene skewness in the original chromosomes, this could lead to an undesirable degree of gene ratio alteration resulting in infeasible child solutions. To overcome this problem, we allow the exchange of the genes in a unit of pair. The selected pair exchange ensures that the number of active genes is maintained after the crossover.

Algorithm 4 Adaptive mutation

```
INPUT: Mutation probability \( P_m \), zeros ratio \( \alpha \), ones ratio \( \beta \)
1: for each gene in chromosome do
2:     Take a random real value \( \gamma \) between 0 to 1
3:     if \( \gamma < p \) then
4:         Take a random real value \( \gamma' \) between 0 to 1
5:     if \( g_i \) is 0 then
6:         if \( \frac{\gamma'}{2} < \alpha \) then
7:             \( g_i \leftarrow 1 \)
8:     else
9:         if \( \frac{\gamma'}{2} < \beta \) then
10:            \( g_i \leftarrow 0 \)
```

E. Stopping Criterion

The optimum number of generations is correlated with the number of sentences in the document collection. The stopping criterion could be given as the number of consecutive generations with static objective function outcomes. This method allows a different amount of evolution done to each of the topics, therefore we employed a previously utilized constant total generation number as the stopping criterion instead. This allows a more consistent comparison between the outcomes with a fixed number of evolution for all topics.

F. Constraint Handling

The DUC2002 MDS task requires a summary to include 200 words and the DUC2004 MDS task limits the summary to have 665 bytes. However, since the binary encoded candidates can be of any length, the summary can not exactly meet the constraint. This brings difficulty in measuring coverage and diversity. Therefore, we relax the 200 length constraint to allow a limit of \( \text{limit} + \text{maximsentsenclength} - 1 \). This allows us to fill in as much of the sentence as possible right before the limitation. For a fair comparison, we deduct the ROUGE score of our methods when comparing with the ones that followed strict constraints. The reduced ROUGE score for our method is as follows:

\[
\text{ROUGE}_{\text{reduced}} = \text{ROUGE} \times (1 - \frac{\text{overflow}}{\text{limit}})
\]  

This metric reduces the ROUGE score as if the overflow part were not included in the evaluation.
G. Solution Selection Strategy

However we need to select one summary to compare with other existing methods, and multiple non-dominated solutions are given as a result of multi-objective optimization. Thus, we need a method to select one summary from the candidates. Here, we suggest a solution selection method for multi-objective optimization among the Pareto optimal solutions. As defined in III, the objective functions take the average of the statistics. ROUGE-N is computed as follows:

\[
ROUGE - N = \frac{\sum_{s \in \text{sum}_{r,s}} \sum_{\text{gram} \in s} \text{Count}_{m} (\text{gram}_{N})}{\sum_{s \in \text{sum}_{r,s}} \sum_{\text{gram} \in s} \text{Count}(\text{gram}_{N})}
\]

where \( N \) is the length of the consecutive words used as a unit for the comparison. \( \text{Count}_{m} (\text{gram}_{N}) \) is the maximum number of N-grams co-occurring in a candidate summary and the set of reference summaries. \( \text{Count}(\text{gram}_{N}) \) is the total number of N-grams in the reference summaries.

ROUGE-L is based on the longest common subsequence (LCS) metric. Here a summary sentence is viewed as a sequence of words. The rationale behind ROUGE-L is that the longer the LCS between the two summary sentences is, the more similar they are. We compare the union LCS matches between a reference summary sentence, \( r_i \), and every candidate summary sentence, \( c_j \).

\[
u = [t_1, t_2, ..., t_m] \quad \text{and} \quad v = [t_1, t_2, ..., t_n], \quad z = u \cup v \quad \text{with length } \theta. \]

Let \( LCS_{sequence}(x, y) = [t_1, t_2, ..., t_\theta] \) be the LCS word sequence representation between sentence \( u \) and sentence \( v \). Given the sentence level LCS \( R_{LCS}(R, S) \), reference summary of \( u \) sentences containing a total of \( m \) words and a candidate summary of \( v \) sentences containing a total of \( n \) words, ROUGE-L is computed as:

\[
R_{LCS}(R, C) = \frac{\sum_{i=1}^{u} LCS_{SP}(r_i, C)}{|R|}
\]

ROUGE-S is a skip-bigram co-occurrence measure. It counts ordered bigrams allowing for arbitrary gaps. ROUGE-SN is used to parameterize maximum skip distance.

\[
R_{skip2} = \frac{\text{SKIP2}(R, S)}{C(S, 2)}
\]

where \( \text{SKIP2}(R, S) \) is the number of skip-bigrams that match between the reference summary \( R \) and the candidate summary \( S \). ROUGE-S shows poor evaluation result if the skip-graps are not detected. So when the two sentences consist of the same words but with reversed order, ROUGE-S will assign 0 value to the pair. To overcome this potential problem, ROUGE-SU, an extension of ROUGE-S is used in our experiment. ROUGE-SU extends ROUGE-S by adding unigram as a counting unit in addition to ROUGE-S.
Summarization approaches with non-optimization methods use ROUGE-1, ROUGE-2, ROUGE-L, ROUGE-SU for their evaluation. The ones with optimization methods use ROUGE-2 and ROUGE-L for their evaluation. For the comparison with the two groups, we adopt the list of metrics respectively. The meaning of each metric is quite important. ROUGE-L reflects the most important sequence therefore is more focused on the main contents when comparing the sentences. ROUGE-2 will count every bigram units, which may suffer from unimportant bigrams being a source of an inaccurate comparison.

VII. RESULT

A. Experiment Setup

The population is set to 50, and generation is set to 1000 for the existing methods as other evolutionary methods [9], [6], [4] did. The population is changed to 52 for the proposed method as NSGA-II contains a tournament selection stage where the population should be set to a multiple of four. This does not give advantage to our method, since as you can see in Fig. 1. The local optimum reaches before 1000th generation, and we apply our solution selection method described in Section V much earlier than the initially defined condition. Mutation probability is set to 5 · \( \frac{1}{n_i} \) where \( n_i \) is number of sentence in topic \( i \). Crossover probability is set to 0.8. Our initialization is done with a random number of sentences between 7 to 11.

| Topic | GO[4] | ABCO[6] | KE-B | KE-K | KE-B* | KE-K* |
|-------|-------|---------|------|------|-------|-------|
| d061j | 0.305 | 0.365   | 0.377| 0.343| 0.427 | 0.343 |
| d062j | 0.200 | 0.342   | 0.100| 0.115| 0.105 | 0.188 |
| d063j | 0.275 | 0.272   | 0.257| 0.276| 0.307 | 0.276 |
| d064j | 0.233 | 0.308   | 0.339| 0.469| 0.339 | 0.469 |
| d065j | 0.182 | 0.198   | 0.149| 0.104| 0.333 | 0.270 |
| d066j | 0.181 | 0.290   | 0.263| 0.234| 0.263 | 0.234 |
| d067f | 0.260 | 0.356   | 0.217| 0.345| 0.330 | 0.394 |
| d068f | 0.496 | 0.444   | 0.393| 0.360| 0.521 | 0.479 |
| d069f | 0.232 | 0.240   | 0.147| 0.168| 0.406 | 0.178 |
| d070f | 0.262 | 0.305   | 0.241| 0.380| 0.245 | 0.388 |
| Avg   | 0.263 | 0.312   | 0.253| 0.279| 0.328 | 0.325 |
We compare the proposed model with two different groups of methods. One group of methods is the ones that can be compared using the DUC2002 and DUC2004 datasets and the other group is the ones with evolutionary optimization algorithms where only topics from 61 to 70 in the DUC2002 dataset are considered in the literature [6], [37]. Each of the methods for the comparison is shown in Table I. Some of the methods are taken from the list in Algušiev et. al. [9], and we extend the list with other methods not listed in the paper.

B. Evolutionary Multi-objective Optimization Results

We first verify whether the multi-objective optimization formulation of the summarization problem is valid. Fig. 1 shows the ROUGE results over generations. We can observe that the proposed algorithm generally produces an improved result as the generation passes. Note that the improvement is not a monotonic increase. Before reaching generation 200, all four graphs show a valley, a decrease of ROUGE score compared to the previous generations. One of the reasons for this phenomenon is that there is a length limitation. To find a solution that maximizes the objective function, the genes are continuously changed through mutation and crossover. Since the objective functions are defined to consider the average similarity of the sentences in a candidate solution, certain generations may contain the ones with a smaller number of sentences which may be given a low ROUGE score as the generation passes. One of the reasons for this phenomenon is that there is a length limitation. To find a solution as the generation passes. Note that the improvement is not a monotonic increase. Before reaching generation 200, all four graphs show a valley, a decrease of ROUGE score compared to the previous generations. One of the reasons for this phenomenon is that there is a length limitation. To find a solution that maximizes the objective function, the genes are continuously changed through mutation and crossover. Since the objective functions are defined to consider the average similarity of the sentences in a candidate solution, certain generations may contain the ones with a smaller number of sentences which may be given a low ROUGE score as the generation passes. One of the reasons for this phenomenon is that there is a length limitation. To find a solution that maximizes the objective function, the genes are continuously changed through mutation and crossover. Since the objective functions are defined to consider the average similarity of the sentences in a candidate solution, certain generations may contain the ones with a smaller number of sentences which may be given a low ROUGE score as the generation passes. One of the reasons for this phenomenon is that there is a length limitation. To find a solution that maximizes the objective function, the genes are continuously changed through mutation and crossover. Since the objective functions are defined to consider the average similarity of the sentences in a candidate solution, certain generations may contain the ones with a smaller number of sentences which may be given a low ROUGE score as the generation passes. One of the reasons for this phenomenon is that there is a length limitation. To find a solution that maximizes the objective function, the genes are continuously changed through mutation and crossover. Since the objective functions are defined to consider the average similarity of the sentences in a candidate solution, certain generations may contain the ones with a smaller number of sentences which may be given a low ROUGE score as the generation passes.

Another characteristic to discuss in Fig. 1 is that for the DUC2002 dataset, the peak is reached quite faster than the results of the DUC2004 dataset. Our further experiment using 200 populations and 2000 generations showed that the performance improves as the generation continues. The graphs resemble a fractal structure, where the local pattern is similar to the global pattern. But since we need to find the best solution among the candidate solutions, we propose a solution selection strategy to select solutions from various generations for each topic as explained in Section V.

C. Comparison with Multi-objective Methods

Table VI and Table VII show the ROUGE score comparison between the proposed Knowledge-based Named Entity Topic Construction using Evolutionary Multi-objective Optimization (KNET-EMO, shown as KE in tables) and its variations along with two existing multi-objective optimization methods. KNET-EMO-B(KE-B) is the base method without using the knowledge-based topic construction approach and only using the improved NSGA-II. KNET-EMO-K(KE-K) is the proposed method that reflects all of our main contributions. (*) are the ROUGE scores of the solutions manually selected for their summarization qualities, showing that the multi-objective optimization has successfully generated high performing results.

From the average scores in Table VI and Table VII, ROUGE-1 and ROUGE-2 scores are very close, which shows that the proposed method is robust when we need to generate summaries from the real-world text. This is because it can generate the summaries regardless of the exact sequence of the terms while allowing other terms to appear in between, which is a more human way of selecting the sentences.
A high ROUGE-2 score can be manually achieved by taking the sentences from the answer set and select the ones from them because this will lead to the same sequence which leads to high ROUGE-2. But high ROUGE-L cannot be generated in this manner. This can be only achieved by selecting the sentences that reflect the original document, but not the same sequence of terms in the answer set. The generally observed pattern of high ROUGE-2 and low ROUGE-L scores in other research is more adapted or even overfitted to the given task alone. The proposed method showed the opposite result, indicating it can be generalized to other text corpora, unlike the existing methods.

Another factor for this result is the difference in the sentence parsing method. If the sentence parsing is more consistent with human judgment, it will not have a negative influence on the performance. But if the sentence parsing is not synchronous with human judgment it can have a negative influence on the bigram measure.

The best scores, KNET-EMO-B*(the base method) and KNET-EMO-K*(the knowledge-based method) are both 0.575 from Table VII, but the solution selected scores KNET-EMO-B and KNET-EMO-K differ. We can understand it as a knowledge-based coverage measure combined with our solution selection method is more suitable in finding the solutions regarding human judgment.

D. Comparison with General Methods

Table VIII and Table IX show the comparison to the generally known text summarization methods. We compare the results using ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-SU as previously explained. Since we compare against evolutionary algorithms, we defined the tolerance threshold and used the value for the summary length limit as in other evolutionary optimization methods. This is to avoid cutting off the sentence at the limit point but include the ones when the constraint limit is violated. Otherwise, we cannot fill the content within the length limit. Here for the comparison with the general methods, we normalize our results with the ratio between the length limit. This is to deduct the ROUGE score that the proposed method may have gained by having the tolerance threshold.

According to the tolerance threshold defined in Section V, the average of the maximum length sentences from each topic is 49 bytes for the DUC2002 and 57.78 bytes for the DUC2004. For DUC2002 we need to convert these 49 bytes into the word count. Since the average word length of the DUC2002 corpus is 5.5 and we need to add a 1 byte for a space for each word, the average word tolerance for the DUC2002 dataset is \( \frac{49 \times 5.5}{36} = 7.54 \). This means that our method accepted the candidate summaries that do not violate more than or equal to the average of 7.54 words for the DUC2002 datasets and 57.78 bytes for the DUC2004 datasets. For a fair comparison, we assume that the solutions in the proposed method fully utilize this advantage and normalize it with the ratio of the tolerance from the total length. So for DUC2002, \( \frac{49}{57.78} = 8.7\% \) is deducted from the ROUGE score of our method. For DUC2004, \( \frac{57.78}{665} = 8.7\% \) is deducted from the ROUGE score of our method. So we compete using 96.2\% of the ROUGE scores from the proposed method for the DUC2002 dataset against the methods listed in the result Table VIII, and 91.3\% of the ROUGE scores from the proposed method for the DUC2004 dataset against the other methods in result Table IX.

Table VIII and Table IX both shows that the proposed method outperforms existing methods on both the DUC2002 and DUC2004 datasets. The values in the (*) is the score of the manually selected best solution from the candidate summary pool. They show that although our selection method can find nice solutions, they are not the best among the candidate solutions found from the evolution. This confirms that our problem formulation of text summarization as a multi-objective optimization is validated as the candidates contain solutions with very high scores. Note that KNET-EMO-K outperforms the best candidate(KNET-EMO-B*) using the base method. This confirms that the proposed knowledge-based named entity topic construction method outperforms the base method using only the evolutionary multi-objective optimization.

We have observed from the experiment results that after reaching the ROUGE performance peak, as the evolution continues, the ROUGE score decreases after certain generations as explained previously. The objective function is an approximation of the ideal objective as human summarizers use heuristics to generate summaries. Although human summarizers aim to generate summaries that are to a certain extent optimized, it needs not to be as optimal as the result of the automatic summarizers. Thus, finding an optimal stopping point is one of the future research topics to work on.

VIII. Conclusion

In this research, the authors proposed a multi-objective optimization approach for the automatic text summarization. On top of the framework based on an evolutionary multi-objective optimization, a novel method to utilize a knowledge base is proposed. Combining knowledge base utilization method and the improvement algorithm on the evolutionary multi-objective optimization steps, the evaluation results have shown that the proposed method not only out-performs previous research on text summarization but also shows better performance compared to the recent research on evolutionary multi-objective optimization techniques. For future works, many-objective optimization formulation of the text summarization is considered where the framework can take more objective functions to pursue more precise optimization. As discussed previously, there are further research opportunities with regards to early stopping method so that we can find the level of optimization the human summarizers achieve. Finally, an extension of the knowledge base methods are to be studied for a better solution selection method given multiple Pareto optimal candidate solutions.
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