Modality-Balanced Embedding for Video Retrieval
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ABSTRACT

Video search has become the main routine for users to discover videos relevant to a text query on large short-video sharing platforms. During training a query-video bi-encoder model using online search logs, we identify a modality bias phenomenon that the video encoder almost entirely relies on text matching, neglecting other modalities of the videos such as vision, audio, etc. This modality imbalance results from a) modality gap: the relevance between a query and a video text is much easier to learn as the query is also a piece of text, with the same modality as the video text; b) data bias: most training samples can be solved solely by text matching. Here we share our practices to improve the first retrieval stage including our solution for the modality imbalance issue. We propose MBVR (short for Modality Balanced Video Retrieval) with two key components: manually generated modality-shuffled (MS) samples and a dynamic margin (DM) based on visual relevance. They can encourage the video encoder to pay balanced attentions to each modality. Through extensive experiments on a real world dataset, we show empirically that our method is both effective and efficient in solving modality bias problem. We have also deployed our MBVR in a large video platform and observed statistically significant boost over a highly optimized baseline in an A/B test and/or a fee. Request permissions from permissions@acm.org.
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• Information systems → Video search; • Computing methodologies → Neural networks.

KEYWORDS

video retrieval; modality-shuffled negatives; dynamic margin

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

SIGIR '22, July 11–15, 2022, Madrid, Spain
© 2022 Copyright held by the owner/author(s). Publication rights licensed to ACM.  
ACM ISBN 978-1-4503-8732-3/22/07 ... $15.00  
https://doi.org/10.1145/3477495.3531899

1 INTRODUCTION

Video search, which aims to find the relevant videos of a query from billions of videos, is essential to video-sharing platforms (e.g., TikTok, Likee, and Kuaishou). To be efficient, most video search systems adopt a multi-stage pipeline that gradually shrinks the number of candidates. The first stage, known as retrieval, recalls thousands of candidates from billions efficiently, determining the upper bound of the overall performance of a search engine. The subsequent pre-ranking stages further shrink the candidates to the size of hundreds, and the final ranking server then scores and selects videos to display for users. In this paper, we focus on improving the retrieval stage of video search with multimodal embedding learning.

With the recent development of embedding learning [1] and pre-trained language models [2, 18, 27], embedding-based retrieval approaches have obtained promising results in web (i.e., document) retrieval [5, 8, 10, 11, 17, 26] and product search [15, 28]. Most of them adopt a bi-encoder architecture and are trained on labeled data or online logs. However, when training a query-video bi-encoder with online search logs, we have identified a bothering modality imbalance phenomenon: a video’s embedding overly relies on its associated text content, neglecting its visual information. Such models would falsely recall videos that only matching the query textually, but with irrelevant vision contents. Notice that on video-sharing platforms, a video is usually composed of multiple modalities including video frames, audio, text (e.g., title and hashtag), and etc. In this paper, we select two modalities to represent the video content: the text modality from the title, banners, hashtags, and the vision modality from a key frame or the cover.1

This modality imbalance phenomenon results from: 1) modality gap: both query and text are of the same textual modality, thus their relevance is easier to grasp than other video’s modalities; 2) data

1The other modalities like audio, are dropped here due to the information being either extremely noisy or negligible in our scenario.
bias: current search engines are mostly based on text matching, at lexical or semantic level, thus the online search logs, which are used as the training data, are heavily biased towards examples with high query-text similarities.

Recent research in video retrieval mostly focuses on designing more sophisticated architectures [9, 14, 16, 22] or stronger cross-modal fusion operations [4, 21, 25]. They require large-scale clean training data and heavy computational resources, making them suitable for only specific settings. What’s more, in a real-world scenario with modality biased data like the video search logs, they unavoidably suffer from the modality imbalance problem.

To bridge this gap, our paper offers a feasible solution named MBVR to learning modality-balanced video embeddings using noisy search logs, which is a bi-encoder framework with two key components, illustrated in Fig. 1.

Modality-Shuffled negatives. To correct the modality imbalance bias, we generate novel modality-shuffled (MS) negative samples that train the model adversarially. An MS negative consists of a relevant text and an irrelevant video frame w.r.t. a query. MS negatives can be mistakenly ranked at top if a model overly relies on a single modality (in Fig. 2(b)). We add an additional objective to explicitly punish wrongly ranked MS negatives.

Dynamic margin. We further enhance the model with a margin dynamically changed w.r.t. the visual relevance. The dynamic margin amplifies the loss for the positive query-video pairs that with both related texts and vision contents. Thus, the models with dynamic margin pull visually relevant videos closer to the query.

We conduct extensive offline experiments and ablation study on the key components to validate the effectiveness of MBVR over a strong baseline and recent methods related to modality balancing [12, 13]. Furthermore, we deploy an online A/B test and GSB evaluations on a large video sharing platform to show that our MBVR improves the relevance level and users’ satisfaction of the video search.

2 MBVR

In this section, we first introduce the model architecture, the training of a strong baseline model. Then we illustrate the modality imbalance issue with statistical analysis, and introduce our MBVR with generated negatives and the dynamic margin.

2.1 Model Architecture

Our model architecture follows the popular two-tower (i.e., bi-encoder) formulation, as [8, 15, 17, 19, 26, 28], with a transformer-based text encoder of query and a multi-modal encoder of video.

Query encoder $F_q$ can be summarised as RBT3+average+FC. We utilize the RoBERTa [18] model with three transformer layers as the backbone 2 and use average+FC (i.e., average pooling followed by a fully connected layer) to compress the final token embeddings to $d$-$\text{dim}$ ($d=64$).

Multimodal encoder $F_m$ consists of a text encoder $F_t$, a vision encoder $F_v$ and a fusion module $H$. For a video sample $m$, its embedding is computed as

$$F_m(m) = F_m(t,v) = H(F_t(t), F_v(v)), \quad (1)$$

where $t$ is the text input and $v$ is the vision input. The text encoder $F_t$ shares weights with $F_q$. The vision encoder $F_v$ adopts the classical ResNet-50 [6] network. For the fusion module $H$, we adopt the multi-head self-attention (MSA) [23] to dynamically integrate the two modalities and aggregate the outputs of MSA with an average pooling. We have also tried other feature fusion operations (e.g., direct addition and concatenation-MLP) and discovered that MSA works the best.

2.2 Base Model

Most existing works, e.g., [7, 8, 17], train bi-encoders with the approximated query-to-document retrieval objective. Specifically, given a query $q$, its relevant videos $M^+_q$, and its irrelevant videos $M^-_q$, the query-to-document objective is as below:

$$L_{qmq} = -\log \left( \frac{\exp(s(q,m)/\tau)}{\exp(s(q,m)/\tau) + \sum_{m'\in M^-_q} \exp(s(q,m')/\tau)} \right), \quad (2)$$

where $\tau$ is a temperature hyper-parameter set to 0.07, and $s(q,m)$ is the cosine similarity of a query-video pair $(q,m)$ (i.e., $s(q,m) = \text{cos} < F_q(q), F_m(m) >$). Notably, here we adopt in-batch random negative sampling, which means $M^-_q$ is all the videos in current mini-batch except the positive sample $m$.

As recent works [16, 19] added a reversed document-to-query retrieval loss, we formulate a corresponding $L_{mq}$ as below:

$$L_{mq} = -\log \left( \frac{\exp(s(q,m)/\tau)}{\exp(s(q,m)/\tau) + \sum_{q'\in Q_m} \exp(s(q',m)/\tau)} \right), \quad (3)$$

where $Q_m$ denotes the irrelevant queries of the video $m$, i.e., all the queries in current mini-batch except $q$.

The sum of the query-to-document loss and the reversed document-to-query loss results in the main bidirectional objective:

$$L_{bi} = L_{qmq} + L_{mq}. \quad (4)$$

Beside the above bidirectional objective optimizing the relevance between the query embedding and the video’s multimodal embedding, we also add a auxiliary task $L_{si}$ ($L_{si}$) to optimize the relevance

3We have also tried to use larger bert encoders with 6 and 12 transformer layers. However, such large models only bring negligible effect with much heavier computational cost, thus we choose use the 3-layers RoBERTa as our text encoder.

4Such weight sharing brings several benefits, e.g., reducing model parameters to save memory and computational cost, and introducing prior query-text matching relation to regularize the training [3, 17, 24].
between the query and the video’s text modality (the vision modality) with similar formulations. The whole objective $L_{\text{base}}$ for the base model is:

$$L_{\text{base}} = L_{\text{bi}} + \alpha L_o + \beta L_t,$$

where $\alpha = \beta = 0.1$, are the weight hyper-parameters.

### 2.3 Statistical Analysis of Modality Imbalance

To identify the modality imbalance, we define an indicator $R_{\text{od}}$ as below,

$$R_{\text{od}} = \frac{\cos < F_v(q), F_m(m) >}{\cos < F_t(t), F_m(m) >},$$

where the definitions of $F_m, F_v, F_t$ are given in Eq. (1). $R_{\text{od}}$ is the ratio between the cosine similarity of vision-video and that of text-video and measures the extent of modality bias of the multi-modal encoder $F_m$.

For the base model in Eq. (5), we compute $R_{\text{od}}$ for a randomly sampled set of videos and plot the density histogram graph in Fig. 2(a). As observed, most $R_{\text{od}} < 0.3$, indicating the model suffer from the modality imbalance problem and the multimodal embeddings are heavily biased to the text contents. Consequently, when retrieving videos with the base model, visually irrelevant videos can be recalled falsely with even higher similarities than videos relevant to the queries textually and visually. The fundamental cause of modality imbalance is that text matching provides a shortcut for the bi-encoder: the query-text relation is easier to grasp, and most samples in training set can be solved by lexical relevance.

### 2.4 Modality-Shuffled Negatives

To eliminate the shortcut, we generate novel Modality-Shuffled (MS for short) negative samples, whose vision modality is irrelevant with the query, while the text is relevant to the query. As illustrated in fig. 2(b), such MS negatives are serious adversarial attacks for the base model, which cannot distinguish MS negatives with the real positives. This inspires our loss design of MS negatives as below:

$$L_{\text{ms}} = -\log \left( \frac{\exp(s(q, m)/\tau)}{\exp(s(q, m)/\tau) + \sum_{\hat{m} \in \mathcal{M}_{\text{ms}}} \exp(s(q, \hat{m})/\tau)} \right),$$

where $\mathcal{M}_{\text{ms}}$ denotes the set of generated MS negatives.

$L_{\text{ms}}$ straightly promotes the model disentangle the MS negatives from the real positives as shown in Fig. 2(c). By the way, it is not hard to find that when both $R_{\text{od}}$ and $R_{\text{og}}$ are close to 0, $F_m(t, v)$ will be close to its MS negative $F_m(t, \hat{0})$. Thus, MBVR with $L_{\text{ms}}$ also pushes $R_{\text{od}}$ faraway from 0 as in Fig. 2(a), which indicates that $L_{\text{ms}}$ effectively alleviates the modality imbalance problem. Consequently, the information of both text and vision can be well-preserved in the final video embedding.

**How to generate MS negatives efficiently?** We design to combine video embeddings and vision embeddings in the mini-batch as in Fig. 1. For a mini-batch of size $n$, the vision, text embeddings of the $k$-th video are $F_v(t_k), F_t(t_k)$. Then the MS negatives of the $k$-th video can be computed as $\mathcal{H}(F_v(t_k), F_t(t_k), (l))$, where $l$ is a randomly selected integer from 1 to $n$ except $k$. **Such design can generate one MS negative for each video with only one MSA operation, which is extremely efficient.** By repeating the above process $M$ times, we can generate $M$ MS negatives for each video. Empirically, more MS negatives can result in better performance, we set $M$ as 32 to balance the effectiveness and efficiency.

### 2.5 Dynamic Margin

To further address the modality bias, we apply a dynamic margin $\lambda$ on the positive pair $(q, m)$ of $L_{\text{qm}}$ as below:

$$L_{\text{qm}} = -\log \left( \frac{\exp(s(q, m) - \lambda/\tau)}{\exp(s(q, m) - \lambda/\tau) + \sum_{\hat{m} \in \mathcal{M}_{\text{ms}}} \exp(s(q, \hat{m})/\tau)} \right),$$

$\lambda$ is computed from the visual relevance of $(q, m)$ through a scale and shift transformation:

$$\lambda = w\sigma(\cos < F_v(q), F_v(q) >) + b,$$

where $w = 0.3, b = -0.1$, and $\sigma$ denotes the sigmoid function, i.e., $\sigma(x) = \frac{1}{1 + \exp(-x)}$. Then the margin $\lambda$ varies in $(-0.1, 0.2)$ and monotonically increases w.r.t. the visual relevance (i.e., $\cos < F_v(q), F_v(q) >$). We also do the same modification for the video-to-query loss $L_{\text{mq}}$ and the MS loss $L_{\text{ms}}$. Then the main objective $L_{\text{bi}}$ in Eq. 4 with dynamic margin is referred as $\tilde{L}_{\text{bi}}$, and $L_{\text{ms}}$ with dynamic margin as $\tilde{L}_{\text{ms}}$. Note that the gradient of the margin $\lambda$ is detached during model training.

To understand the effect of the dynamic margin easily, when $\lambda > 0$, it can be considered as moving the positive video $m$ a bit faraway from the query before computing the loss and results in
3 EXPERIMENTS

3.1 Experimental Setup

In this section, we describe our datasets, evaluation metrics.

Training Dataset. The training dataset contains about 5 million queries, 42 million videos and 170 million relevant query-video pairs mined from recent nine months’ search logs.

Evaluation Datasets. We conduct offline evaluations on two test datasets. Manual: a manually annotated dataset of two million query-video pairs to evaluate the relevance of recalled videos; Auto: a dataset of five million randomly sampled query-video pairs that automatically collected with Wilson CTR from search logs to simulate the online performance. The datasets used in the paper will be public only as embedding vectors to protect the privacy of users.

For all models, we compute their Precision@K and MRR@K on Auto and PNR on Manual, which are defined as below:

Precision@K. Given a query q, V_q is the set of relevant videos, and the top K documents returned by a model is denoted as R_q = {r_1, · · · , r_K}. The metric of Precision@K is defined as

\[ \text{Precision@K} = \frac{|R_q \cap V_q|}{K}. \] (11)

MRR@K. Mean Reciprocal Rank at K (MRR@K) is defined as

\[ \text{MRR@K} = \frac{1}{K} \sum_{i=1}^{K} I_{r_i \in V_q} \cdot \frac{1}{i}. \] (12)

where \( I_{\mathcal{A}} \) is an indicator function. If \( \mathcal{A} \) holds, it is 1, otherwise 0.

PNR. For a given query q and its associated videos \( D_q \), the positive-negative ratio (PNR) can be defined as

\[ \text{PNR} = \frac{\sum_{d_i,d_j \in D_q} \mathbb{I}(y_i > y_j) \cdot \mathbb{I}(s(q,d_i) > s(q,d_j))}{\sum_{d_i,d_j \in D_q} \mathbb{I}(y_i > y_j) \cdot \mathbb{I}(s(q,d_i) < s(q,d_j))}, \] (13)

where \( y_i \) represents the manual label of \( d_i \), and \( s(q,d_i) \) is the predicted score between \( q \) and \( d_i \) given by model. PNR measures the consistency between labels and predictions.

3.2 Offline Evaluations

Compared Methods. We compare our method with the highly optimized baseline, and recent state-of-the-art modality-balanced techniques of IAT [13] and CDF [12]. IAT trains a robust model under the adversarial attacks of PGD [20] and CDF aims to retrieve videos with one modality missed.

- **Base** is Eq. 5 without MS negatives and dynamic margin.
- **Text** (Vision) only uses the text (vision) modality of videos.
- **+IAT** equips **Base** with IAT [13].
- **+CDF** equips **Base** with CDF [12].
- **+MS** equips **Base** with MS negatives \( \mathcal{L}_{ms} \).
- **+DM** equips **Base** with dynamic margin \( \mathcal{L}_{bi} \).
- **MBVR** is the full model with both **DM** and **MS**.

Table 1 illustrates experimental results of compared methods on both **Auto** and **Manual** test sets. The drastic performance difference between **Vision** and **Text** results from the dominated role of text modality in video’s modalities. **+IAT** and **+CDF** bring marginal improvements over **Base**. Both **+MS** and **+DM** boost significantly over the strong baseline **Base**. **MS** is extremely effective, which brings nearly 4% absolute boost over **Base** (46.53% → 50.52%). Furthermore, the full model **MBVR**, with both **MS** and **DM**, achieves the best performance. The offline evaluations verify the effectiveness and compatibility of both components of MBVR (**MS** and **DM**).

3.3 Online Evaluations

For the online test, the control baseline is current online search engine, which is a highly optimized system with multiple retrieval routes of text embedding based ANN retrieval, text matching with inverted indexing, etc., to provide thousands of candidates, and several pre-ranking and ranking models to rank these candidates. And the variant experiment adds our MBVR multimodal embedding based retrieval as an additional route.

**Online A/B Test** We conducted online A/B experiments over 10% of the entire traffic for one week. The watch time has increased by 1.509%; The long watch rate has increased by 2.485%; The query changed rate\(^3\) has decreased by 1.174%. This is a statistically significant improvement and verifies the effectiveness of MBVR. Now MBVR has been deployed online and serves the main traffic.

**Manual Evaluation** We conduct a manual side-by-side comparison on the top-4 videos between the baseline and the experiment. We randomly sample 200 queries whose top-4 videos are different,

\(^3\)The decrease of query changed rate is positive, as it means the users find relevant videos without changing the query to trigger a new search request.
and then we let several human experts to tell whether the experiment’s results are more relevant than the baseline ones. The Good vs. Same vs. Bad (GSB) metric is G=45, S=126, B=29, where G (or B) denotes the number of queries whose results in experiments are more relevant (or irrelevant) than the baseline. This GSB result indicates that MBVR can recall more relevant videos to further meet the users’ search requests.

4 CONCLUSIONS AND DISCUSSIONS

In this paper, we identify the challenging modality bias issue in multimodal embedding learning based on online search logs and propose our solution MBVR. The main contributions of MBVR are the modality-shuffled (MS) negatives and the dynamic margin (DM), which force the model to pay more balanced attention to each modality. Our experiments verify that the proposed MBVR significantly outperforms a strong baseline and recent modality balanced techniques on offline evaluation and improves the highly optimized online video search system.

As an early exploration of building multimodal retrieval system for short-video platforms, our MBVR adopts a succinct scheme (i.e., we keep engineering/architecture design choices simple). There are potential directions to further enhance the system, e.g., using more frames, designing more sophisticated cross-modal fusion modules, and adopting smarter data cleaning techniques, which can be explored in the future.
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