Dynamical Casimir-Polder interaction between an atom and surface plasmons
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We investigate the time-dependent Casimir-Polder potential of a polarizable two-level atom placed near a surface of arbitrary material, after a sudden change in the parameters of the system. Different initial conditions are taken into account. For an initially bare ground-state atom, the time-dependent Casimir-Polder energy reveals how the atom is “being dressed” by virtual, matter-assisted photons. We also study the transient behavior of the Casimir-Polder interaction between the atom and the surface starting from a partially dressed state, after an externally induced change in the atomic level structure or transition dipoles. The Heisenberg equations are solved through an iterative technique for both atomic and field operators in the medium-assisted electromagnetic field quantization scheme. We analyze in particular how the time evolution of the interaction energy depends on the optical properties of the surface, in particular on the dispersion relation of surface plasmon polaritons. The physical significance and the limits of validity of the obtained results are discussed in detail.

PACS numbers: 34.35.+a – interactions of atoms with surfaces; 42.50.Nn – quantum optical phenomena in conducting media; 73.20.Mf – surface plasmons

A striking feature of the quantum nature of the electromagnetic field is the existence of a vacuum energy and of zero-point fluctuations. Field fluctuations have observable effects such as the Lamb shift, spontaneous emission, Casimir-Polder forces, and the Casimir effect.\textsuperscript{1–4} In particular, Casimir-Polder forces are long-range electromagnetic interactions between neutral polarizable atoms or molecules (van der Waals interaction), or between an atom and a macroscopic object, that arise from the zero-point fluctuations of the electromagnetic field and matter.\textsuperscript{5–7} Their prediction is arguably one of the most important results of quantum electrodynamics. The macroscopic counterpart of the Casimir-Polder forces is the Casimir effect, predicting an attractive force between two parallel uncharged plates.\textsuperscript{8} The relation between the Casimir effect and Casimir-Polder forces has been extensively investigated in the literature, highlighting fundamental properties such as the nonadditivity\textsuperscript{11,12} and fluctuations (see Ref.\textsuperscript{10} and references therein). Experiments conducted from the second half of the nineties to now, have incontrovertibly shown the reality of these rather counterintuitive effects.\textsuperscript{3,4,11,12} It is now recognized that the Casimir effect plays an important role in the operation of micro- and nano-electromechanical devices (MEMS and NEMS)\textsuperscript{3–4,13}. In particular, the research of experimental setups that allow for a modulation of the intensity or the sign of the force is of great interest as it may help to prevent the jamming ("stiction") of such machinery due to attractive forces, leading to the breakdown of the device. In the field of miniaturized atom traps, the control over the Casimir-Polder attraction is desirable to achieve stable trapping at distances below one micron\textsuperscript{14}.

Recently, great attention has been paid to the so-called dynamic Casimir effect. Here, theory predicts that forcing a plate to a rapid mechanical oscillatory motion leads to the generation of real photons from the electromagnetic vacuum state (see Ref.\textsuperscript{15} and references therein). The phenomenon has not yet been confirmed by experiments directly. In fact, for a measurable number of real photons to be produced, the wall must oscillate at frequencies that are not experimentally accessible, yet. However, alternative schemes for the realization of the dynamic Casimir effect have been proposed. For example, the mechanical movement of the wall may be replaced by a suitable modulation of the optical properties of one of the surfaces\textsuperscript{16–18} or of the optical path length of a cavity\textsuperscript{19}. Analogous effects have been recently observed in the context of superconducting circuits\textsuperscript{20} and in trapped Bose-Einstein condensates\textsuperscript{21}.

The microscopic counterpart of the dynamic Casimir effect is the dynamic Casimir-Polder effect\textsuperscript{22–25}. Recent work has studied the dynamic Casimir-Polder forces between an atom and a perfectly reflecting plate.\textsuperscript{23,25} It has been shown that after a sudden change of the atom-field interaction parameters, the force exhibits oscillations in time and can be attractive or repulsive depending on time and the atom-wall distance. This is at variance with the stationary atom-plate Casimir-Polder force for a ground-state atom, which is generally attractive at all distances between the atom and the plate. A description in terms of a perfectly reflecting plate obviously neglects
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the dynamics of charge transport[1, 26] and does not take into account phenomena such as UV transparency and surface-mode excitations.[27, 32] We therefore generalize previous work on the dynamic Casimir-Polder interaction from the case of perfectly reflecting surfaces to allow for the description of an arbitrary surface material in terms of optical response functions.

More specifically, we investigate the dynamic (i.e., time-dependent) Casimir-Polder force between a neutral atom and a real surface and follow its relaxation towards a new equilibrium quantum state (“atom dressing”). Such a situation can occur when a parameter involved in the atom-field coupling (such as the atomic transition frequency or the atom-plate distance) is suddenly modified[24, 25]; in this case a time dependence of the force is expected. We shall consider two different initial conditions for the system: an initially bare atom, and a partially dressed one.[33, 54] The latter scenario occurs if a nonadiabatic change of the atomic properties is externally induced, for example by an external electric field. We investigate the time-dependent atom dressing and the resulting atom-surface Casimir-Polder potential, and discuss how the physical properties of the surface material can influence the time dependence of the Casimir-Polder force, in particular its intensity and sign. This is expected, because the surface can respond to the field generated by the atom and participate in the dynamics of the system, in particular through surface excitations. The results obtained in the two cases are compared with those already obtained in the literature for the limiting case of an ideal reflecting plate. We find that also in the case of a general surface, the dynamic Casimir-Polder energy exhibits oscillations in time, yielding a transient repulsive force, and that asymptotically settles to its stationary value. Combining time-dependent perturbation theory with the matter-assisted field approach[35–39], we evaluate the effects on the dynamic dressing caused by the metallic surface with a focus on the role of surface excitations. The formalism makes it possible to explore realistic situations close to those experimentally achievable, and it may also allow us to determine whether specific physical properties of the wall can be used to control the atomic dressing time and hence the intensity or the sign of the Casimir-Polder force.

The paper is organized as follows. In Sec. I, we give a brief review of the formalism used to calculate the time evolution of the atom-surface potential. The influence of material properties and surface mode excitations on the dynamic atom-surface interaction is considered in Sec. II. In Sec. III, we investigate the effect of a sudden change of the atomic properties on the dynamic atom-wall Casimir-Polder potential. Finally, in Sec. IV, we summarize and discuss the physical features and limits of validity of our results. Technical details related to the electromagnetic surface response (Green tensor) are given in the Appendix.

I. DYNAMIC DRESSING OF AN INITIALLY BARE ATOM

Let us consider a neutral atom interacting with the quantum electromagnetic field in the presence of a real surface of arbitrary material. The Hamiltonian of a polarizable atom interacting with the matter-assisted electromagnetic field in the multipolar coupling scheme and dipole approximation is[35–39]

\[ H = H_F + H_A + H_{AF} \]

\[ = \int_0^{\infty} d\omega \int d^3 x \ h \omega \ f^\dagger(x, \omega) \cdot f(x, \omega) + \hbar \omega S_z - \hat{d} \cdot \mathbf{E}(\mathbf{r}), \]

where, for simplicity, the atom is described as a two level system, located at \( \mathbf{r} \) and characterized by a single Bohr frequency \( \Omega \) and pseudospin-operators \( S_\pm, S_z \[2]. The operator

\[ \hat{d} = d(S_+ + S_-), \]

is the dipole moment, the vector \( d \) contains its transition matrix elements, assumed real, and takes the role of a coupling constant. Moreover, \( f, f^\dagger \) are generalized bosonic matter-field operators with commutation relations \( [f(x, \omega), f(x', \omega')] = \delta(x - x')\delta(\omega - \omega') \). The electric field operator \( \mathbf{E} \) is expressed through the electric Green’s tensor \( G_{mn}(x, x', \omega) \) (see Appendix A for the explicit form) and reads[37],

\[ E_m(r, t) = \int_0^{\infty} d\omega \int d^3x \sqrt{\frac{\hbar}{\pi}} \frac{1}{\varepsilon_0} \text{Im} \varepsilon(x, \omega) \times \{G_{mn}(r, x, \omega) f_n(x, t; \omega) + h.c.\}. \]

Throughout this work, Einstein sums over double spatial indices are implied. The presence and the physical properties of the surface are encoded in the Green’s tensor via reflection amplitudes and the dielectric function of the medium, \( \varepsilon(x, \omega) \). When we make calculations for a specific surface model, we shall consider the simplest case of a nonmagnetic material with finite conductivity, that is the Drude model with a dielectric function[10]

\[ \varepsilon(\omega) = 1 - \frac{\omega_p^2}{\omega(\omega + i\gamma)}, \quad \mu(\omega) = 1 \]

with \( \omega_p \) the plasma frequency and \( \gamma \) the dissipation rate. In the vicinity of a body of arbitrary dispersive and dissipative material, the excitations of the electromagnetic field cannot be separated from the excitations of the matter. This nonseparability is taken into account in the matter-assisted field approach[36, 38] by the generalized bosonic operators \( f, f^\dagger \). Eq. \( \[4] \) therefore generalizes a mode decomposition, necessary for the time-dependent perturbation theory which we will now employ.
Following the procedure already used in previous works [24 25], the equation of motion for a general atomic or field operator $A$ is calculated from the Heisenberg equations. This leads to a series expansion $A(t) = \sum_n A^{(n)}(t)$, where $n$ indicates the power of the coupling constant. Up to the first order in the coupling, we find

$$S^{(0)}_+(t) = S^{(0)}_+(0)e^{\Omega t},$$

$$S^{(1)}_+(t) = \frac{2i}{\hbar} e^{\Omega t} \int_0^t dt' S^{(0)}_+(0) \hat{d} \cdot E^{(0)}(t')e^{-i\Omega t'},$$

and

$$f_n^{(0)}(x, t; \omega) = f(x, 0; \omega)e^{i\omega t},$$

$$f_n^{(1)}(x, t; \omega) = e^{i\omega t} \sqrt{\frac{\epsilon_0}{\hbar}} \text{Im} \left(\epsilon(\omega) d_m G_{mn}(x, r, \omega) \right)$$

$$\times \left[ S^{(0)}_+(0) F(\Omega - \omega, t) + S^{(0)}_+(0) F(-\Omega - \omega, t) \right].$$

We stress that we do not impose the rotating wave approximation (RWA) so that Eq. (9) contains both resonant (first term) and antiresonant (second term) contributions. The time-dependence is abbreviated by

$$F(\omega, t) = \int_0^t dt' e^{i\omega t'} = \frac{e^{i\omega t} - 1}{i\omega}.$$

The solutions obtained above are operator equations, valid for any initial state.

$$-\frac{1}{2} \left[ i_d^{(0)} E_m^{(1)}(r, t) \right] = -id_m d_n \int_0^\infty \frac{d\omega}{2\pi} \text{Im} \left( G_{mn}(r, r, \omega) \right) \left[ e^{-i(\Omega + \omega)t} F(\Omega + \omega, t) - e^{-i(\Omega - \omega)t} F(\Omega - \omega, t) \right],$$

$$-\frac{1}{2} \left[ i_d^{(1)} E_m^{(0)}(r, t) \right] = +id_m d_n \int_0^\infty \frac{d\omega}{2\pi} \text{Im} \left( G_{mn}(r, r, \omega) \right) \left[ e^{i(\Omega + \omega)t} F(-\Omega - \omega, t) - e^{-i(\Omega - \omega)t} F(\Omega - \omega, t) \right].$$

Summing up Eqs. (13) and (14), the last terms with a pole at $\omega = \Omega$ cancel out each other and the energy shift at second order becomes

$$U(r, t) = -d_m d_n \int_0^\infty \frac{d\omega}{2\pi} \text{Im} \left( G_{mn}(r, r, \omega) \right) \left( \frac{2}{\Omega + \omega} - \frac{2 \cos \left( \left( \Omega + \omega \right)t \right)}{\Omega + \omega} \right).$$

From now on, we will use the shorthand

$$G(\omega) \equiv d_m d_n G_{mn}(r, r, \omega)$$

for the projected single-point Green’s tensor. The previous Eq. (15) is easily recognized as the equivalent of Eq. (13) of Ref. [24] and it is manifestly real. In order to distinguish the static contribution from the time-dependent term, we separate the two terms in the second line of Eq. (15) and define

$$U(r, t) = U_{\text{stat}}(r) + U_{\text{dyn}}(r, t).$$

We now consider a specific initial state at $t = 0$ for the system. In particular, we consider a ground-state atom at zero temperature. The time-dependent Casimir-Polder potential is obtained from the energy shift $U(z, t) = \frac{1}{2} \left\langle H_{\text{AP}}(t) \right\rangle$ and, by symmetry, can depend only on the distance $z$ between the atom and the surface. Our analysis is restricted to the second order in the coupling constant $d$ and mean values are taken with respect to the bare ground-state $|\text{vac}, \downarrow\rangle$, so that

$$U(z, t) \approx -\frac{1}{2} \left( \hat{d}^{(0)} \cdot E^{(0)} \right) - \frac{1}{2} \left( \hat{d}^{(0)} \cdot E^{(1)} \right) - \frac{1}{2} \left( \hat{d}^{(1)} \cdot E^{(0)} \right).$$

It is clear that the first term is off-diagonal in the spin basis and does not contribute. The remaining terms can be evaluated by using the identity

$$\text{Im} \left( G_{ij}(r_1, r_2, \omega) \right) = \int d^2x \xi_0 \left[ \epsilon(\omega, x) \right] G_{ik}(r_1, x, \omega) G_{jk}^*(r_2, x, \omega),$$

which is a known property of the electromagnetic Green’s tensors contained already in Maxwell’s equations [33 41 42]. Besides, from the reciprocity principle we have $G_{ij}(r, r', \omega) = G_{ji}(r', r, \omega)$ and for hermitean fields $G_{ij}(r, r', -\omega) = G_{ij}^*(r, r', \omega)$ (with $\omega \in \mathbb{R}$). Thus,

The system is unperturbed at $t = 0$ and its evolution must be continuous so that $U(r, 0) = 0$. The correction $U_{\text{dyn}}$ describes the transient dressing dynamics and averages to zero in the stationary limit $t \to \infty$, due to the oscillatory integrand. In this limit, we recover the stationary Casimir-Polder potential $U_{\text{stat}}$ given in Ref. [43]. Note that expression (15) does not depend any more explicitly on a bulk property like $\text{Im} \epsilon(x, \omega)$, but only on the total Green’s tensor above the surface. This allows for the calculation of the time-dependent energy shift of an atom in a rather general setting, and remains valid even in cases where the microscopic details of the surface response are completely ignored, as in the limit case of a perfect reflector. In the following we shall use expression (15) to obtain the dynamic atom-wall Casimir-Polder potential, for an atom placed near a planar surface described by a dielectric or metallic half-space.

As a first step, we now consider the case of ideal reflec-
As explained in Refs. [23, 24], the nontrivial divergence in the radiation reaction at this moment can be traced back to the point dipole approximation [21] and to assuming the atom initially bare [24]. The energy shift shows a precursor for $t < 2z/c$ because the atom starts to evolve unitarily under the full Hamiltonian, i.e., it couples instantaneously to the fluctuating field [24].

In the next Section we shall consider in detail the dressing problem and the atom-wall Casimir-Polder interaction in the case of a general surface, and we discuss in detail the role of the physical properties of the surface on the dynamic atomic dressing.

II. MATERIAL PROPERTIES AND SURFACE MODE EXCITATIONS

Let us now consider an atom near a surface with an arbitrary linear electromagnetic response. Here, the evaluation of Eq. (15) is not straightforward because of the analytic continuation to complex frequencies as shown in the following subsection. We take advantage of the fact that the Green function $G(\omega)$ is analytic for complex $\omega$ in the upper half-plane, as it must for a retarded response.

A. Imaginary frequency representation

The static Casimir-Polder potential is often written as an integral over imaginary frequencies. To achieve this form, we use the relation $2i \text{Im} \ G(\omega) = G(\omega) - G(-\omega)$ ($\omega \in \mathbb{R}$) and integrate along contours I and II in Fig. 2. Using the fact that the surface becomes transparent as $|\omega| \rightarrow \infty$ in the upper half-plane, we recover the expression for the static shift reported in Ref. [43].

$$U_{\text{stat}}(z) = -\int_{0}^{\infty} \frac{d\xi}{2\pi} G(i\xi) \frac{2\Omega}{\Omega^2 + \xi^2}. \quad (21)$$

The analytic properties of the dynamic part are more subtle. Expressing the cosine in Eq. (15) as the real part of a complex exponential, we find

$$U_{\text{dyn}}(z,t) = -\text{Re} \, e^{i\xi t} \int_{0}^{\infty} \frac{d\omega}{2\pi} G(\omega) \frac{e^{i\omega t}}{\omega + \Omega}$$
$$+ \text{Re} \, e^{i\xi t} \int_{-\infty}^{0} \frac{d\omega}{2\pi} G(\omega) \frac{e^{-i\omega t}}{-\omega + \Omega}. \quad (22)$$

In the first line, the integrand is regular in the upper complex half-plane and can be shifted to the positive imaginary axis (contour I in Fig. 2). Two different cases must be considered for the second integral, according to times before or after the transit time $2z/c$. As can be easily inferred from the expressions obtained in the Appendix, the asymptotic behavior of the Green's tensor for large values of $|\omega|$ is of the form $G(z,\omega) e^{-i\omega t} = e^{i\omega(2z/c-t)} g(z,\omega)$. 

FIG. 1: Time dependent energy shift near a gold surface (solid line) and near a perfect reflector (dashed line). Parameters for gold are $\hbar \omega_p = 8.9 \text{eV}$, $1/\gamma = 19 \text{fs}$. The atomic transition frequency corresponds to the 780 nm line of rubidium 85 ($\Omega = 0.18 \omega_p$), and the atom-surface distance is $z = 10 \text{c}/\Omega = 1.2 \mu\text{m}$. At the signal-transit time $\Omega t = 20$, indicated by the arrow, the reflected light cone reaches the atom. On this scale, the curve obtained from the Drude model for $r_p = -r_s = 1$, the single-point Green's tensor may be expressed through a spatial differential operator $D$:

$$G(\omega) \rightarrow \left[ \frac{|d|^2}{3} D e^{2i\omega z/c} \right], \quad (18)$$

$$D = \lim_{\alpha \rightarrow -1} \frac{1}{16\pi\varepsilon_0 z^3} \left( 2 - 2 \frac{\partial}{\partial \alpha} + \frac{\partial^2}{\partial \alpha^2} \right). \quad (19)$$

We immediately obtain

$$U(z,t) = \frac{|d|^2}{3} \int_{0}^{\infty} \frac{d\omega}{2\pi} D \sin(2\alpha z c / \omega)$$
$$\times \frac{2 - 2 \cos [(\Omega + \omega) t]}{\Omega + \omega}, \quad (20)$$

where $z$ is the atom’s distance with respect to the plate. This equation corresponds to Eq. (13) of Ref. [24]. There, an explicit expression for the force was obtained in terms of cosine and sine integral functions. A numerical evaluation of Eq. (20), giving the time-dependent energy shift of an atom near a perfect reflector, is shown in Fig. 1 (dashed line). Important features of Fig. 1 have already been discussed in Refs. [23, 24]. It is shown that the dynamic atom-wall Casimir-Polder energy, exhibits oscillations in time, yielding transient repulsive force and that in the asymptotic limit it settles to a stationary value. Strong effects set in when the atom begins to 'see' its own mirror image, precisely at the signal-transit time $t = 2z/c$, when the reflected light cone reaches the atom.
In fact we may obtain equivalent results by considering only odd-parity terms of the Green’s tensor contribute. However, from the form of Eq. (22) (positive frequency arguments) which are analytic in the upper complex plane. For the second integral in (22); outside the reflected light cone (ct < 2z), the integration contour Re ω < 0 is closed in the upper complex plane (contour II); inside the light cone (ct > 2z), contour III applies, avoiding a possible branch-cut along negative imaginary axis (hatched line). The red dotted line symbolizes the surface-plasmon resonances at ω(p), contributing a single isolated pole at a given value of momentum p parallel to the surface.

If ct < 2z, i.e. before the signal transit time, the integral converges in the upper complex half-plane; if ct > 2z, i.e. afterwards, it converges in the lower complex half-plane. The integrals can therefore be evaluated using the contours II and III in Fig. 2, respectively. Note that for ground-state atoms, the poles in Ω are never inside the contour, so that there are no contributions from atomic resonances. The time-dependent potential is

\[ U_{\text{dyn}}(z,t) = \text{Re} \, e^{i \Omega t} \left[ \int_0^\infty \frac{d\xi}{2\pi} G(i\xi) \, e^{-\xi t} + \int_0^\infty \frac{d\xi}{2\pi} G(i\xi) \, e^{\xi t} \, \theta(2z - ct) - \int_0^{-\infty} \frac{d\xi}{2\pi} G(i\xi) \, e^{\xi t} \, \theta(ct - 2z) + i \int_{\text{III}} \frac{d\omega}{2\pi} G(\omega) \, e^{-i\omega t} \, \theta(ct - 2z) \right]. \tag{23} \]

This expression is a central result of the present work. The imaginary frequency integrals are sufficiently well-behaved to be evaluated numerically using a general Green’s tensor. The last term in Eq. (23) will be denoted by ΔUres and includes the transient contribution due to material excitations (poles of the Green’s tensor), as we shall discuss in detail in the next subsection.

To get rapidly converging expressions, we have so far written all integrals over retarded Green’s tensors (positive frequency arguments) which are analytic in the upper complex plane. However, from the form of Eq. (22) only odd-parity terms of the Green’s tensor contribute. In fact we may obtain equivalent results by considering \[ G(\omega) - G(-\omega) \] a meromorphic function that converges along the contour I for t > 2z/c but contains a pole in the upper half-plane.

A numerical evaluation of the total time-dependent energy shift obtained from the imaginary frequency formulation of Eqs. (22) and (23) is compared in Fig. 1 to the results for a perfect reflector. Clearly, for this distance in the far zone (z ≫ c/Ω), the dependence on the material properties is relatively weak. This is because in this regime, the electromagnetic field, except very close to the reflected light cone, is mediated by propagating photonic modes with low frequency: for these modes the perfect reflector provides a reasonable boundary condition even for a real material. In fact, this can be shown directly for the Green’s tensor at large distances above a general metal \[ 15 \]. As shown in Fig. 1 the potentials obtained for a perfect reflector and for a gold surface differ strongest at times close to the signal transit time: at this instant, the response is dominated by high-energy modes, and a gold surface shows a cutoff above its plasma frequency.

**B. Surface-plasmon contribution**

The matter-assisted photon modes (plasmons or polaritons) near a real material are encoded in the analytic structure of the Green function \( G(\omega) \). In particular surface excitations play an important role \[ 28 \, 40 \, 47 \]. They appear as poles and singularities of \( G(\omega) \) in the lower half-plane \( \text{Im} \, \omega < 0 \). For times \( t > 2z/c \), they contribute to the time-dependent potential, as can be seen from the last integral in Eq. (23). Different types of polaritons can be identified from the integral representation of \( G(\omega) \) given in Eq. (A3) of the Appendix. Isolated poles of the reflection coefficients correspond to surface plasmon modes. The dielectric function \( \varepsilon(\omega) \) gives rise to bulk plasmons in the high-frequency range \( \omega > \omega_p \).

![FIG. 3: (Color online) Surface plasmon dispersion relation \( \bar{\omega}(p) \) in the Drude model for gold (green solid curves, parameters as in Fig. 1). Red dotted curves correspond to the lossless limit \( \gamma \to 0 \) of Eq. (25). The plasmonic frequency scales \( \omega_p \) and \( \omega_{sp} \), and the atomic resonance frequency \( \Omega \) are indicated for the parameters of Fig. 1. The gray scale background gives \( |\text{Im} \, r_p(\omega, p)| \).](image)
A conducting medium features additional diffusive low-frequency excitations (‘eddy currents’) connected with branch-cut discontinuities along the negative imaginary axis. Since the latter have a minor impact in electric-dipole coupling [15, 18, 32], we focus in the following on the surface excitations.

A surface described by the Drude model of Eq. 3 carries a single surface plasmon given by a pole of the reflectivity in p-polarization

$$\varepsilon(\omega)\kappa(\omega, p) + \kappa_m(\omega, p) = 0,$$  

(24)

where the notation of Appendix A is used. The solution $\bar{\omega}(p)$ is shown in Fig. 3 and will be used for numerical evaluations in Sec. II E. In the general case, the analytic form is not very instructive. However, a simple expression is obtained in the lossless limit $\gamma \to 0$. Here, the relevant branch of the surface-plasmon dispersion relation inside the contour III of Fig. 2 is

$$\bar{\omega}(p) = -\sqrt{\omega_{sp}^2 + c^2 p^2 - \sqrt{\omega_{sp}^4 + c^4 p^4} - i0^+},$$

(25)

$$\bar{\kappa}(p) = \sqrt{\omega_{sp}^4/c^4 + p^4 - \omega_{sp}^2/c^4},$$

(26)

where the surface-plasmon frequency $\omega_{sp} = \omega_p/\sqrt{2}$ is the asymptotic value at large wave vectors and $\bar{\kappa}(p)$ governs the decay of the surface mode outside the material. The surface plasmon-polariton is an evanescent wave, i.e. its dispersion relation lies below the light cone [33]. In the far field, the analytic form is nearly indistinguishable from the lossless limit discussed above. The surface modes then contribute only a minor fraction of the total dynamic Casimir-Polder energy. Their contribution is a transient effect and decays quickly in time due to the wide frequency range in the integral [17]. In the far field, where small values of $p$ contribute and where the plasmon dispersion relation approaches the light cone, even a dissipative medium provides very little damping (cf. Fig. 3). The relaxation is, therefore, clearly not a dissipative effect but rather due to the dephasing between spectral components, because of the broad bandwidth of the plasmon dispersion covering the interval $|\bar{\omega}(p)| \in [0; \omega_{sp}].$

Using the residue theorem for the clockwise contour, the contribution due to the surface plasmon, present at $t > 2z/c$, is

$$\Delta U_{\text{res}}(z, t) = \frac{|d|^2}{12\pi\varepsilon_0} \Re \frac{e^{i\Omega t}}{2} \int_0^\infty dp \frac{p}{\bar{\kappa}(p)} \left( \frac{\omega^2 - \bar{\omega}(p) - \Omega}{\bar{\omega}(p) + \Omega} \right) R_p(\bar{\omega}(p), p).$$

(29)

This resonant contribution to the atom-surface interaction is plotted in Fig. 4, normalized to $U(\infty)$ near a gold surface. The full complex dispersion relation is nearly indistinguishable from the lossless limit discussed above.

C. Large distance

The data of Fig. 4 are calculated for a distance larger than the atomic resonant wavelength (retarded regime). The surface modes then contribute only a minor fraction of the total dynamic Casimir-Polder energy. Their contribution is a transient effect and decays quickly in time due to the wide frequency range in the integral [17]. In the far field, where small values of $p$ contribute and where the plasmon dispersion relation approaches the light cone, even a dissipative medium provides very little damping (cf. Fig. 3). The relaxation is, therefore, clearly not a dissipative effect but rather due to the dephasing between spectral components, because of the broad bandwidth of the plasmon dispersion covering the interval $|\bar{\omega}(p)| \in [0; \omega_{sp}].$

We get some insight by studying the envelope of the resonant potential in the retarded regime. The relevant contributions to the integral in Eq. 29 stem from low-momentum modes near the light cone. We change from $p$ to $\bar{\omega}$ as integration variable using the dispersion relation [Eqs. 25, 26] and expand the integrand for small
frequencies. This gives a power law $\tilde{\omega}^4$ and therefore an algebraic decay $\propto t^{-5}$ at large times. The good agreement between this power law and the numerical solution is shown in Fig. 4.

D. Intermediate distance

At intermediate distances $c/\omega_p < z < 2c/\Omega$, the time scale of the decay can be estimated from the exponential in the integral in Eq. (29), the rest of the integrand being a well-behaved function that vanishes as $p \to 0$ and is polynomial at infinity. From the distance-dependent part of the integrand, only values of $p$ such that $\tilde{\kappa}(p)z < 1$ are relevant, so that $p < \tilde{p} = (z^{-4} + \omega_{sp}^2/c^2z^2)^{1/4}$. If the oscillating exponential covers much more than half a period in this range of $p$, both the real and imaginary part of the integral will eventually be small on average. The typical timescale on which the resonant contribution decays is, therefore, given by $\tilde{t} = \tau\pi/\tilde{\omega}(\tilde{p})$, with $\tau$ a coefficient of order unity. For atom-surface separations beyond the plasma wavelength, the time scale can be roughly estimated by $\tilde{t} \approx \tau\pi[z/(\omega_{sp}c)]^{1/2}$, the geometric mean between the plasma period and the signal-transit time.

Fig. 5 compares this estimate with a numerical solution. At short distances, large momenta $p$ become relevant and the above approximation does no longer apply. The surface spectrum then strongly peaks at the plasmon resonance. We will see in the following Section that the relaxation of the dynamic Casimir-Polder interaction slows down significant and is limited by Ohmic losses in the bulk.

E. Near-field dressing

We now consider short distances, $z \ll c/\omega_p \ll c/\Omega$, where the surface-mode contribution is dominant. Dissipative properties of the surface are crucial in the near field and we assume the Drude metal of Eq. (5) allowing for a finite damping rate $\gamma$. As a result, the surface modes broaden as shown in Fig. 3.

At frequencies connected with electric dipole transitions, this near field regime corresponds to atom-surface separations smaller then the normal skin depth of the metallic surface. Here, an asymptote of the reflected electric Green’s tensor is obtained from an expansion for large in-plane wavevectors $p \geq \omega_p/c, \omega/c$

\[ G(z, \omega) \approx \frac{d^2 + \frac{d^2}{32\pi \varepsilon_0 z^3}}{r_p(\omega)} , \quad (30) \]

\[ r_p(\omega) \approx \frac{\varepsilon(\omega) - 1}{\varepsilon(\omega) + 1} , \quad (31) \]

The expression can be analytically continued to complex frequencies and is well-behaved along the whole imaginary axis. From here and Eq. (21) the well-known static van der Waals-Casimir-Polder potential follows immediately. We recall that for an isotropically polarizable atom near a perfectly reflecting surface we have $U_{stat} = -|d|^2/(48\pi \varepsilon_0 z^3)$, whereas the potential is reduced by a factor $\omega_{sp}/(\Omega + \omega_{sp}) \approx 0.8$ for the Drude parameters of gold and the atomic transition considered in the numerics [33].

In the near field, retardation can be neglected and the signal-transit time coincides with $t = 0$. To obtain the time dependent potential from Eq. (23), we must again consider the isolated pole of the near field Green’s tensor inside contour III of Fig. 2 given approximately by

\[ \tilde{\omega}(\infty) = -\omega_{sp} - i\gamma/2 , \quad (32) \]

up to small corrections $\mathcal{O}(\gamma^2/\omega_{sp}^2)$. This corresponds to the asymptotically flat regime of the surface mode (cf. Fig. 3). The relevant residue of $r_p$ [Eq. (28)] is now $R_p(\tilde{\omega}(\infty), \infty) = 1$ and results in a resonant contribution

\[ \Delta U_{res}(z, t) = \frac{|d|^2 \omega_{sp}}{48\pi \varepsilon_0 z^3} \text{Re} \left[ \frac{e^{i(\Omega - \tilde{\omega}(\infty))t}}{\Omega - \tilde{\omega}(\infty)} \right] . \quad (33) \]

This cancels exactly with the static Casimir-Polder potential for $t \to 0$. The physical reason is that the static potential, too, originates mainly from surface modes at short distance [27, 51]. Hence the resonant contribution and the static one are of the same order, as can be seen in the numerical evaluation of the resonant dressing potential at very small atom-surface separations given in Fig. 6. The plot also demonstrates that the asymptotic results of this section (dots) are in excellent agreement with the full calculation based on Eq. (29). From Eq. (33), it is clear that the dynamic atom-surface potential decays on a time scale set by the spectral width $\gamma/2$ of
the surface plasmon mode. This is at variance with the result in the far field, where the slope of the dispersion relation was the reason for the relaxation. As another immediate consequence, the resonant potential oscillates from the far-field result, where the oscillation is basically given by the atomic transition frequency [see Eq. (29)].

EVALUATION UP TO SECOND ORDER IN THE DIPOLAR MOMENT

Evaluation up to second order in the dipole moment is again sufficient for our purposes. The first term of Eq. (37) mirrors Eq. (11) and recovers the form of Eq. (15), \( U_{\text{stat}} + U_{\text{dyn}} \), with the old transition frequency replaced by the new one. The third term is a higher-order contribution and, hence, neglected here. Finally, the second term yields a correction \( \Delta \tilde{U}_p \) that is unique to the partial-dressing scenario. The partial dressing dynamics is hence described by the total time-dependent potential

\[
\tilde{U}(z, t) = \left[ \tilde{U}_{\text{stat}}(z) + \tilde{U}_{\text{dyn}}(z, t) \right] + \Delta \tilde{U}_p(z, t),
\]

where the partial dressing correction is

\[
\Delta \tilde{U}_p(z, t) = -\text{Re} \langle \text{vac}, \uparrow | \hat{d}^{(0)} \cdot \hat{E}^{(0)} | \{1\}, \uparrow \rangle
\]

\[
= -d_m d_n \text{Re} \int_0^\infty d\omega e^{-i(\omega + \tilde{\Omega})t} \times \int d^2 x \frac{\varepsilon_0}{\pi \hbar} \text{Im} \varepsilon(x, \omega) \times \tilde{G}_{mn}(r, x, \omega) \tilde{G}_{nl}^*(r, x, \omega).
\]

As before, the spatial integral in Eq. (39) can be performed using Eq. (12). This gives the concise expression

\[
\tilde{U}(z, t) = -\int_0^\infty \frac{d\omega}{2\pi} \text{Im} \left[ G(z, \omega) \right]
\]

\[
\times \left[ \frac{2}{\Omega + \omega} - \frac{2 \cos[(\tilde{\Omega} + \omega)t]}{\Omega + \omega} + \frac{2 \cos[(\tilde{\Omega} + \omega)t]}{\Omega + \omega} \right],
\]

using again the shorthand \( G(z, \omega) \) defined in Eq. (16) above. The fractions in brackets correspond to the three
terms in Eq. (38). The mathematical structure shows immediately how this potential connects the old stationary state \( t = 0 \), provided by the last term) and the new one \( t \to \infty \), first term). This is also clearly visible in Fig. 7 which presents the time-dependent potential during the partial dressing. In the far-field situation considered here, the surface modes do not contribute strongly and the results resemble those obtained in the case of a perfect reflector. The latter limit can be recovered analytically from Eqs. (40) and (18).

The partial dressing interaction can be analyzed along the lines of Sec. II, considering separately the plasmon-pole contribution (contour III in Fig. 2) and the nonresonant one [imaginary-frequency integrals in Eq. (23)]. Fig. 8(a) shows the results for the same Stark shift as in Fig. 7, but at short distance. Parameters are chosen such that the terms in brackets in Eq. (38) coincide with the curve shown in Fig. 6. The partial dressing correction \( \Delta U_p \) is comparable in amplitude to these terms, but carries the opposite sign. The total potential after the frequency shift oscillates around the new static value with a reduced amplitude as shown in Fig. 8(b).

A closely related scenario involves a change in the transition dipole \( \mathbf{d} \to \tilde{\mathbf{d}} \). This can occur, e.g., if an external field induces a sudden (orientation) polarization of the atom. The dynamic Casimir-Polder potential is obtained as before and results in a slightly different formula where the partial dressing correction depends on both the old and the new dipole moment

\[
\tilde{U}(z,t) = \tilde{U}_{\text{stat}}(z) + \tilde{d}_m (\tilde{d}_n - d_n)
\times \int_0^\infty \frac{d\omega}{\pi} \text{Im} \left[ \mathcal{G}_{mn}(\omega) \right] \cos[(\Omega + \omega)t] \frac{\Omega + \omega}{\Omega + \omega}.
\]  

(41)

In this case, there is a discontinuity in the potential at \( t = 0 \). This is indeed expected from a physical point of view, because the interaction energy between the atom and the local field at its position is immediately affected by the change in the atomic dipole. When \( \mathbf{d} \cdot \tilde{\mathbf{d}} \ll |\mathbf{d}|^2 \) by amplitude or orientation), the partial dressing correction is negligible. This agrees with the intuitive notion of “switching on the interaction” in the bare atomic dressing of Sec. II.
IV. SUMMARY AND DISCUSSION

The dynamic atom-surface Casimir-Polder interaction has been investigated from the perspective of atomic self-dressing for an initially bare or partially dressed atom near a surface described by general optical reflection coefficients. In the more realistic scenario of a partially dressed state, the system relaxes after a sudden change in the atomic transition frequency or the transition dipole. We have thus generalized previous work on dynamic Casimir-Polder interaction [24, 25] with perfectly reflecting surfaces to more realistic ones using the quantization scheme for matter-assisted fields to include boundaries with, in principle, arbitrary dielectric or magnetic properties. Although the limit of perfectly reflecting surfaces can be often considered as a reasonable approximation in the radiative zone, that is for distances far beyond the atomic transition wavelengths, many interesting phenomena require a more detailed surface model, in particular when shorter distances are considered. This is not unexpected, because surface excitations are known to dominate the response in the near-field zone [28, 32].

Within this framework, we have studied the dynamic dressing and the consequent dynamic Casimir-Polder potential between a two-level atom and a surface in different nonequilibrium situations: an initially bare ground-state atom and a partially dressed atom. We have compared the results obtained using parameters typical of a gold surface (Drude model) with recent results in the literature obtained for a perfectly reflecting surface and isolated the resonant surface-mode contributions to the time-dependent atom-surface potential in different distance regimes. Far from the surface, this contribution is a minor correction to the dynamic atom-surface potential and decays quickly ($\propto t^{-5}$) due to the dephasing of different frequency components. In contrast, at short distances the dynamic Casimir-Polder interaction bears the characteristics of a transient excitation of the surface plasmon modes that dominate the response by orders of magnitude and decays on a much slower scale related to the electron scattering time in the bulk metal. Both for the initially bare atom and for the partially dressed one, we have found that time intervals exist where the Casimir-Polder potential is repulsive. The particular case of an atom dressing after a change in its transition dipole moment may effectively provide a realization of the bare dressing scenario.

Our formalism may be immediately generalized to other types of emitters such as small molecules, quantum dots, Rydberg states, or – in analogy to the dynamic Casimir effect studied in Ref. 20 – superconducting flux qubits. Among these, the latter two feature a considerable magnetic polarizability, leading to a high sensitivity towards the low-frequency electromagnetic modes [45, 48, 49]. A study of such systems would contribute to the understanding of the role of the DC conductivity in the macroscopic Casimir interaction [53, 54]. A particularly interesting scenario could be the partial dressing triggered by a phase transition in the surface which quickly changes the optical properties, e.g., in the evolution of a magnetic dipole close to a superconductor near criticality. Knowledge of the atomic response to a perturbation of superconductivity is also relevant for experiments with superconducting atom chips [55]. In this case, the formalism of Sec. 111 must be amended to ensure a fully retarded signal at the dipole position.

Finally, the thermal occupation of the field and surface modes [56] may affect the dynamic dressing. Thermal excitations can be absorbed by the atom, giving rise to additional resonant contributions. The width of the thermal spectrum is likely to introduce a characteristic time scale $\hbar/k_B T \approx 1\times (T/1K)^{-1}$. If thermal occupation of excited atomic states is relevant, spontaneous emission will play a role in the dynamic Casimir-Polder interaction. The study of dressing may thus give some insight into the process of thermalization.
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Appendix A: Electric Green’s tensor

The retarded electric Green’s tensor describes the electric field

$$E_i(x, \omega) = \mathcal{G}_{ij}(x, r, \omega) d_j(\omega)$$  \hspace{1cm} (A1)

radiated by a point-like fictitious dipole source $d$ placed in $r$. Note that other authors use a different normalization for the Green tensor; in Refs. 55, 59, a prefactor $\omega^2/(\varepsilon_0c^2)$ would appear in Eq. (A1).

Near a single surface, this field consists of a free-space part and a reflected contribution $\mathcal{G} = \mathcal{G}^{\text{free}} + \mathcal{G}^{\text{eff}}$. We concentrate in this work on the reflected field contributions, that dominate the imaginary part of the Green’s tensor by far at short distances. Neglecting the free space contribution also provides a convenient way of removing the formally diverging Lamb shift from the interaction potentials [43].

The general expression for the reflected (retarded) Green’s tensor can be conveniently expressed in the Weyl basis of transverse s- and p-polarized waves, also known as TE- and TM-polarization, respectively [57]. For a local, isotropic, nonmagnetic bulk medium, the reflection
coefficients read
\[ r_s(\omega, p) = \frac{\kappa - \kappa_m}{\kappa + \kappa_m}, \quad r_p(\omega, p) = \frac{\varepsilon(\omega)}{\varepsilon(\omega) + \kappa_m}, \quad \text{(A2)} \]
where \( \kappa = \sqrt{p^2 - \omega^2/c^2} \) and \( \kappa_m = \sqrt{p^2 - \varepsilon(\omega)\omega^2/c^2} \).

\[ G_{ij}^{\text{ref}}(z, \omega) = \frac{1}{8\pi \varepsilon_0} \int_0^\infty \frac{dp}{p} e^{-2nz} \left[ \left( \kappa^2 r_p(\omega, p) + \frac{\omega^2}{c^2} r_s(\omega, p) \right) [\delta_{ij} - \hat{z}_i \hat{z}_j] + 2p^2 r_p(\omega, p) \hat{z}_i \hat{z}_j \right]. \quad \text{(A3)} \]

From this expression, the limit of an ideally reflecting surface of Eq. (18) can be obtained by setting \( r_p = -r_s \rightarrow 1 \). For an isotropic polarizability, only the trace of the tensor is required.

Note finally, that at very short distances from the surface, high values of \( p \gg \omega/c \) dominate the integral so that \( \kappa, \kappa_m \approx p \). Here, the reflection coefficients are approximated by \( r_p \approx |\varepsilon(\omega) - 1|/|\varepsilon(\omega) + 1| \), \( r_s \approx (\varepsilon(\omega) - 1)\omega^2/(4c^2p^2) \). The s-polarized contribution to the Green’s tensor is suppressed by a factor \( \omega^2/(cp)^2 \) and can be neglected. This gives the near field limit of Eq. (30).
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