Ground state search by local and sequential updates of neural network quantum states
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Neural network quantum states are a promising tool to analyze complex quantum systems given their representative power. It can however be difficult to optimize efficiently and effectively the parameters of this type of ansatz. Here we propose a local optimization procedure which, when integrated with stochastic reconfiguration, outperforms previously used global optimization approaches. Specifically, we analyze both the ground state energy and the correlations for the non-integrable tilted Ising model with restricted Boltzmann machines. We find that sequential local updates can lead to faster convergence to states which have energy and correlations closer to those of the ground state, depending on the size of the portion of the neural network which is locally updated. To show the generality of the approach we apply it to both 1D and 2D non-integrable spin systems.

Introduction: Recent years have seen a significant increase in the use of machine learning and neural networks in the physical sciences including statistical physics, particle physics, cosmology, many-body quantum physics, quantum computing, quantum processes and quantum chemistry [1–17]. In particular, Carleo and Troyer first demonstrated how a neural network quantum state can be applied together with variational quantum Monte Carlo [18], where they computed the ground state and the dynamics of a system with a restricted Boltzmann machine (RBM) [19], see Fig. 1(a) for a depiction of an RBM. Together with RBMs [2, 20–35], other network structures such as a feed-forward [35–39], recurrent [40, 41] and convolutional neural networks [42–53] have also been intensively studied. The significant interest in the field is attributed to the fact that these networks could offer possibility to fight against the curse of dimensionality in many-body quantum systems. For example, RBMs have been shown to be able to represent volume law states [54] and to correspond to tensor networks with exponentially large bond dimensions [55, 56].

Different strategies have been studied in order to improve the accuracy and speed of convergence of neural network quantum states algorithms, such as transfer learning [20], pruning [24], importance sampling [45], and massive parallelization [53]. Between these different techniques, it has been consistently shown that stochastic reconfiguration [57], effectively a Hessian based optimization routine motivated by imaginary time evolution, can provide significantly better performance. However, stochastic reconfiguration requires solving a linear problem whose size increases quadratically with the system size, thus making this process challenging for large systems. It is thus important to improve its scalability so that we can tackle large and high dimensional systems.

It must be mentioned that, long before neural network quantum states were proposed, a large number of highly performing methods have been devised for many-body quantum physics, each with its own strengths. Two very successful examples are (exact or variational) quantum Monte Carlo [58–62], and tensor network methods [63–65]. The current implementation of ground state search with neural network quantum states follows closely variational quantum Monte Carlo, with the important point that the variational wave function is described by a neural network. Tensor network methods, which also fall into the category of variational methods, allow describing accurately ground states, and they have emerged as the best method in 1D systems with local Hamiltonians. Typically, the ground state search with tensor network methods, e.g., with matrix product states, is implemented in an iterative manner in which one only locally optimizes the tensor network parameters and then "sweeps" through the system thus approaching the ground state after a number of minimization steps which scales linearly with the system size. In particular, it has been shown that, for tensor networks, local optimizations generally result in better performance than global optimizations [66]. While interesting developments in the field of tensor networks are continuously appearing [67–69], important limitations still exist, for example for dimensions larger than one and for long range systems.
In this work we bring together the variational quantum Monte Carlo inspired neural network states algorithm with stochastic reconfiguration, and the local minimization procedure of tensor networks. As depicted in Fig. 1, we choose a portion of the system to be minimized, e.g. two sites in the figure, and iteratively update only the block of parameters of the neural network which are directly coupled to these sites. We will then optimize another group of sites which, importantly, has a sizeable overlap with the previous ones. We perform the local optimizations sequentially until we reach the end of the system and then we move backward, see an example in Fig. 1(a) to (d). In analogy to tensor network algorithms, we refer to this sequential optimization procedure as a sweep, while for the algorithm we will use the expression sequential local optimization (SLO). To evaluate the performance of this algorithm, we consider a non-integrable Ising model with transverse field (equivalent to interacting spinless fermions), and we apply the algorithm in the three different phases (ferromagnetic, paramagnetic and anti-ferromagnetic). We then evaluate how fast and how accurately we can describe both the energy and the correlation functions of the ground state.

We find that SLO improves dramatically the performance compared to previously commonly used global optimization algorithms both in terms of speed of convergence and accuracy of the ground state found. We also apply this method to large 1D systems and 2D setups, showing the generality of the speed-up obtained from SLO.

Restricted Boltzmann Machine: For a concrete example of neural networks, in this work we use RBMs. They are composed of a single visible layer of $L$ nodes (one for each spin in the system) and a single hidden layer of $M = \alpha L$ nodes where $\alpha$ is a natural number hyperparameter. The input physical configuration and bias of visible layer are denoted with $\mathbf{x} = [\sigma_1, \sigma_2, ..., \sigma_L]^T$ and $\mathbf{a}$, respectively, and the hidden nodes are characterized by the auxiliary spin configuration $\mathbf{h} = [h_1, h_2, ..., h_M]^T$. Here visible and hidden nodes only take the values $\pm 1$. The visible nodes are connected to the hidden ones via the weights matrix $\mathbf{W} = (W_{ji}) \in \mathbb{C}^{M \times L}$. Thus, given the configurations $\mathbf{x}$ and $\mathbf{h}$, one can readily compute a complex amplitude

$$f(\mathbf{x}, \mathbf{h}; \mathbf{a}, \mathbf{W}) = \exp(\mathbf{a}^T \mathbf{x} + \mathbf{h}^T \mathbf{W} \mathbf{x}).$$

(1)

Since there is no connection for nodes within a layer, we can readily trace out the auxiliary configurations of the hidden layer to obtain the ansatz for the wave function explicitly

$$\psi(\mathbf{x}; \mathbf{a}, \mathbf{W}) = \sum_{\mathbf{h}} f(\mathbf{x}, \mathbf{h}; \mathbf{a}, \mathbf{W})$$

$$= \exp(\mathbf{a}^T \mathbf{x}) \prod_{j} 2 \cosh(\sum_{i} W_{ji} x_i).$$

(2)

The above analytical form for the variational ansatz allows us to derive an analytical expression for its derivatives with respect to all the parameters $\mathbf{\theta} = \{\mathbf{a}, \mathbf{W}\}$. For this to be done, however, one needs to evaluate the network for all the possible configurations, which is not scalable as they grow in number exponentially with the system size. One does revert to a probabilistic approach, only considering the most likely configurations with their corresponding frequency which we evaluate with a Metropolis-Hasting algorithm [70].

**Optimization with stochastic reconfiguration**: The update of the network parameters $\mathbf{\theta}(l)$ at the $l$-th iteration is given, following stochastic reconfiguration, by

$$\mathbf{\theta}(l + 1) = \mathbf{\theta}(l) - \gamma(l) \mathbf{S}^{-1}(l) \mathbf{F}(l).$$

(3)

The above $\mathbf{F}$ is the gradient $F_k = \langle E_{\text{loc}} O_k^s \rangle - \langle E_{\text{loc}} \rangle \langle O_k^s \rangle$ where $O_k = \partial \ln \psi(\mathbf{x}; \mathbf{\theta})/\partial \theta_k$ and $E_{\text{loc}}(\mathbf{x}) = \sum_{\mathbf{x}'} H_{\text{loc}}(\mathbf{x}') \psi(\mathbf{x}')$. While $\gamma(l)$ is the learning rate at $l$-th iteration. What sets apart stochastic reconfiguration update in Eq.(3) from a stochastic gradient descent is the presence of the covariance matrix $\mathbf{S}$, given by $S_{km} = \langle O_k^s O_m^s \rangle - \langle O_k^s \rangle \langle O_m^s \rangle$. For an RBM, the size of $\mathbf{S}$ is $(L + \alpha L^2) \times (L + \alpha L^2)$. Hence, a much large amount of time is required to compute $\mathbf{S}^{-1}$ for larger systems as it would typically scale as $L^{4.5}$ [71]. Hence, for large system sizes one can lose the benefits of using stochastic reconfiguration.

**Sequential Local Optimization**: To circumvent this, we propose a sequential local optimization (SLO) approach based on considering, each time, only a portion of the parameters of the network, i.e. $\mathbf{\theta}^{p,s}$ where $p$ indicates the position of its leftmost (and lowermost in 2D) visible node, and $s$ represents the size of the group of visible nodes considered. For instance, in Fig. 1(a) we have $s = 2$, while for a 2D system we could have $s = 2 \times 2$. It results that the corresponding covariance matrix $\mathbf{S}^{p,s}$ has dimension $s(\alpha L + 1) \times s(\alpha L + 1)$ which implies a significant speed up in computing the inverse. The sequential optimization is performed in a similar manner to DMRG sweeps [72], whereby one optimizes different blocks $\mathbf{\theta}^{p,s}$ from left to right and back to left (for 1D), ensuring that consecutive $\mathbf{\theta}^{p,s}$ which are optimized partially overlap. An example of the sequential update for a complete sweep for a system with 4 visible nodes and $s = 2$ with an overlap of one node between consecutive parameters blocks is depicted in Fig. 1(a) to (d). Naturally, the smaller the blocks considered, the larger is the number of minimization steps. However, in each sweep this only scales linearly with $L$ and thus there is a possibility for SLO to perform better with smaller block sizes. In the following we study the performance of local optimization versus the size of the system, the size of the blocks and the Hamiltonian parameters which can bring the ground state in different phases of matter. In the following, unless explicitly stated otherwise, we choose the following hyperparameters, which allow us to approach the ground state for all system and block sizes $s$ considered: $\alpha = 5$, initial and final learning rate respectively $\gamma_0 = 0.1$ and $\gamma_f = 0.0125$, with a decrease of a factor 0.5 every two sweeps; the number of samples in each sweep

---

1 Typically one would also add a bias for the hidden nodes, but for the systems we consider it does not significantly improve the performance.
iteration is $N_e = 10^4$ and the number of thermalization steps to generate the first set of configurations is $N_{\text{thermal}} = 100$. Since the optimization procedure is stochastic, the results may vary if it is run more than once. This is particularly important when considering systems in which the ansatz can be trapped in local minima (e.g. when evaluating the ground state in the ferromagnetic phase or antiferromagnetic phase). Hence, for each ground state to be computed, we ran the optimization algorithm 20 times and recorded the best result. Our algorithm has been written in a Julia code which runs all the samplings and optimization on GPUs, communicating with CPUs only when outputting results. The GPU used is an NVIDIA A100 40G.

**Model:** To evaluate the SLO in different phases, we consider both a 1D and 2D spin−1/2 tilted Ising models (TIM) where $h_x$ and $h_z$ are local fields, $J$ represents the interaction between the spins and sum over $(i,j)$ means on neighbouring sites. The $\sigma_i^a$, with $a = x, y, z$ are the spin−1/2 operators acting on spin $i$ which can be represented by Pauli matrices. When the local fields are small enough, the TIM is either in the ferromagnetic (FM) phase, when the value of $J$ is negative, or in the antiferromagnetic (AFM) phase, when $J$ is positive while, when local fields are relatively strong, a paramagnetic (PM) phase emerges. Note that we always consider nonzero $h_x$ and $h_z$ so that the system is non-integrable. In the following we work in units for which $|J| = 1$. We will use open-boundary conditions as they require a larger number of hidden nodes than the periodic boundary conditions for which one can reduce the number of hidden nodes from $\alpha L$ to $\alpha$ [18].

**Analysis:** We study how different choices of SLO converge towards the ground state both as a function of sweeps and of running time $t_r$ in seconds. This is because when we use smaller blocks we also need to do more minimization per sweep. To evaluate the quality of the ground state found, we study both the energy, given by $E = \langle \psi | H | \psi \rangle$, and the correlators in the system $C_d^F$ and $C_d^A$, respectively the ferro and antiferro-magnetic correlators, given by

$$C_d^F = \frac{1}{d} \sum_{l=2}^{d+1} \langle \sigma_i^z \sigma_l^z \rangle \quad (5)$$

$$C_d^A = \frac{1}{d} \sum_{l=2}^{d+1} (-1)^{l-1} \langle \sigma_i^z \sigma_l^z \rangle. \quad (6)$$

Here $\langle \sigma_i^z \sigma_l^z \rangle$ indicates the expectation value of the spin-spin correlation in the $z$ direction between the first and the $k$-th spins, and $d$ is the distance considered.

**Results:** In Fig. 2 we consider the relative error of ground energy $\epsilon = |E - E_{gs}| / |E_{gs}|$ where $E_{gs}$ has been obtained, using matrix product states calculations and studying the convergence of the ground state energy for bond dimensions from 20 up to 800, with an absolute accuracy of $10^{-8}$. In panels (a,c,e) we plot $\epsilon$ versus the number of optimization sweeps, while in (b,d,f) we plot it versus the running time $t_r$. In panels (a,b) we consider Hamiltonian parameters such that the ground state is in the antiferromagnetic phase, in panels (e,f) for the ground state in the paramagnetic phase and (c,d) are close to the transition point between the paramagnetic and antiferromagnetic phases. In each panel we consider different block sizes. With blue squares we represent the case of a single block which is as large as the system (i.e. the usual stochastic reconfiguration procedure), and we also consider blocks of size 16, gray triangles, 8, purple circles, 4, green diamonds and 2, red stars. We can observe that the performance of SLO is generally better than the strategy of updating all parameters both as a function of the number of sweeps, and as a function of running time. This is particularly evident in the antiferromagnetic phase and at the transition, where it is much harder for the RBM to approach the ground state compared to the paramagnetic phase.

In Fig. 3 we focus on the ability of reproducing the correct ground state correlations. We thus consider parameters that give an antiferromagnetic or a ferromagnetic ground state respectively in Fig. 2. In Fig. 3(a,b) we show the error as a function of time of $C_L^A$ and $C_L^F$, respectively, when compared...
to the results from matrix product states. More precisely we plot $\epsilon_C = |C_{L-1,F}^{A/F} - C_{L-1,gS}^{A/F}|$ where $C_{L-1,gS}^{A/F}$ is computed using our matrix product states algorithm. Given a fix amount of time of simulation $t_r = 400s$, we plot $C_{d,F}^{A/F}$ versus $d$ for antiferro (c) and ferro (d) ground states. In all the panels the SLO algorithm with $s = 2$ consistently approaches the matrix product states results better than larger block sizes. We clarify that, in all these panels, the value of the correlations used corresponds to the run which has the lowest energy out of the 20 runs.

FIG. 3. Convergence performance of correlators for the ground state of two phases: antiferromagnetic phase for panel (a) and (c) where $J = 1, h_x = h_z = 0.5$ ferromagnetic phase for panel (b) and (d) where $J = -1, h_x = h_z = 0.5$. Panel (a) and (b) show the accuracy of correlators with $d = 31$ versus time. Panels (c) and (d) show the efficiency of correlators when the simulation time is 400s. The symbol • represents 2-site block, ▲ 4-site block, ● 8-site block, ▲ 16-site block and □ represents updating all parameters. The black continuous line in panels (c,d) represents the value from the MPS computation.

Until now we have considered relatively small 1D systems. This was so that we could obtain in reasonable times the ground state even if we were taking blocks of the size of the whole system, as we wanted to compare the performance of different block sizes. Now we consider larger systems such that we can investigate the effectiveness of SLO also for larger 1D and 2D systems. In Fig. 4(a) we show the relative error for the 1D TIM for 128 spins with $10^5$ samples. Each line corresponds to different block sizes, $s = 2$ for blue continuous line, 4 for the red dashed line and 16 for the purple dotted line [73]. The reference ground state energy value has been computed with a matrix product states algorithm. We observe that, smaller block sizes tend to reach better precision faster than block size 16, which is the largest we have considered here. We then considered an $8 \times 8$ 2D TIM with open boundary conditions. Here, to obtain a ground state energy reference value we use a neural network with higher representative power, i.e. $\alpha = 7$, more accurate values for the gradients and the correlation matrices by using 40000 samples, and we checked the convergence with different block sizes $s$. This analysis gives us, for $h_x = h_z = 0.5$, a reference ground state energy of $-114.44$ to five significant digits. We then run simulations with $\alpha = 5$ and 10000 samples using block sizes $s = 2 \times 2$ (blue continuous line), $3 \times 3$ (red dashed line) and $4 \times 4$ (purple dotted line), as shown in Fig. 4(b) [74]. We can see that SLO allows to reach the ground state with good accuracy and smaller blocks can allow a faster descent of the energy value towards the ground state’s one.

Conclusions: We have introduced an optimization algorithm for neural network quantum states which is based on local optimization and which, in general, allows us to obtain more accurate ground states in shorter times. We have tested this by computing both energy and correlations in different phases of matter and dimensionalities of the system.

We now highlight a few possible outlooks. The current approach can be readily translated to other neural networks where one can optimize blocks of the network which are coupled to a portion of the system. For even larger systems than the ones we considered, the number of hidden nodes may be too large. It is however possible to use a segmentation of the hidden nodes and perform sweeps both on the visible and hidden nodes. Another aspect that should be investigated in the future is the role of the locality of the Hamiltonian used, and in particular the effectiveness of the size $s$ of the SLO versus the range of the couplings in the Hamiltonian. Study of frustrated systems which require neural networks with better variational sign structures [22, 42, 75–79]: Linear methods for the optimization of RBMs which require less epoch, but each epoch is more demanding, have been proposed [80]. Depending on the systems studied and the difficulty of sampling, these methods can be advantageous; We should also mention that it is possible to use stochastic reconfiguration and compute the gradient on the fly iteratively [81], but this approach can be costly when dealing with ill-conditioned matrices, and it is still a global approach. Detailed comparisons with this method should be pursued in the future; Finally more work can be done in finding the most efficient ways to do partial optimizations of the neural networks, and on how to tune its hyperparameters, such as the learning rate.
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