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Abstract—It is of great challenge, though promising, to coordinate collective robots for hunting an evader in a decentralized manner purely in light of local observations. In this paper, this challenge is addressed by a novel hybrid cooperative pursuit algorithm that combines reinforcement learning with the artificial potential field method. In the proposed algorithm, decentralized deep reinforcement learning is employed to learn cooperative pursuit policies that are adaptive to dynamic environments. The artificial potential field method is integrated into the learning process as predefined rules to improve the data efficiency and generalization ability. It is shown by numerical simulations that the proposed hybrid design outperforms the pursuit policies either learned from vanilla reinforcement learning or designed by the potential field method. Furthermore, experiments are conducted by transferring the learned pursuit policies into real-world mobile robots. Experimental results demonstrate the feasibility and potential of the proposed algorithm in learning multiple cooperative pursuit strategies.

I. INTRODUCTION

Multi-robotic cooperation has received extensive research attention in diverse domains due to its efficiency and capability in conducting complex missions [1], e.g., cooperative surveillance [2], search and rescue [3], and air combat [4], etc. As a typical application scenario, the cooperative pursuit aims to coordinate multiple robots for capturing one or multiple evaders [5] in a confined environment with obstacles. One of the fundamental challenges is the cooperation among robots in capturing the evader safely.

A straightforward solution to cooperative pursuit is based on a centralized architecture in which actions of robots are produced all together by one central computation module [2], [6]–[8]. However, centralized methods are troubled with the ‘curse of dimensionality’, as the computation cost grows exponentially with the increase of the total number of robots. Hence, centralized methods are difficult to scale up to a multi-robot system with a large group size. Centralized methods are also vulnerable to communication failures or delays, as the joint actions computed by the central module are sent to robots in a real-time manner. On the contrary, a decentralized algorithm can distribute the computation burden to all robots in a group, so it is computationally lightweight. In decentralized algorithms, decisions are made based on local observations, which is preferable to large-scale multi-robot systems [9].

In this paper, we propose a decentralized cooperative pursuit algorithm that combines deep reinforcement learning (RL) and the artificial potential field (APF) method. In the proposed design, the last layer of the policy network is designed manually using APF to improve the data efficiency and generalization ability. Since robots are assumed to have homogeneous dynamics, their policy networks share the same structure and parameters to improve the search efficiency [10]. Following the idea in [11], the mean embedding of distributions is introduced to resolve the varying size issue of the local observations in multi-robot settings. Together with a virtual obstacle mechanism, the wall following rules are borrowed from [12], [13] to prevent the robots from being trapped in local minima [14]. The overall contributions of this paper are summarized as follows.

1) A novel decentralized pursuit algorithm is proposed to learn cooperative pursuit strategies efficiently that can leverage the merits of both deep RL and APF.
2) A modified version of wall following rules and a virtual obstacle mechanism are designed to overcome the local minima issues in APF methods.
3) The learned pursuit policy is deployed in real-world robots to show the efficiency of the proposed design.

The rest of this paper is organized as follows. In Section II the related works are summarized. Preliminaries are provided in Section III. Section IV presents the implementation details of the proposed algorithm. Numerical simulations and experimental results are given in Section V. Finally, conclusions and future works are available in Section VI.

II. RELATED WORKS

Many decentralized strategies for cooperative pursuit belong to force-based methods, aiming to design the mathematical form of several forces to guide pursuers’ movement [15], [16]. For example, Janosov et al. assumed that each pursuer is attracted by the evader and repulsed by their teammates [17]. However, most force-based methods stress more on greedy chasing of evaders and collision avoidance, instead of cooperation. In [18], Escobedo advocated time-depending parameters in the aforementioned formulas as a necessity for cooperation emerging. Muro et al. demonstrated several cooperative strategies, e.g. encirclement, ambushing, and relay running, by designing a variable inter-individual repulsion depending on the distance from the evader [19]. In [20], a surrounding force, which depends on the distance from neighbors, is introduced to evenly distribute pursuers.
on the encirclement to the evader. Although cooperation is achieved to some extent in the above works, it is extremely vulnerable to escape policies and initial conditions. Once the evader becomes more intelligent or the task environment becomes more complex, those cooperative strategies tend to collapse.

Another promising strategy for decentralized cooperative pursuit is via deep RL that learns diverse pursuit strategies by interacting with environments [21]. In comparison with force-based methods, deep RL is possible to obtain various abilities, some of which are difficult to hard-code via explicit rules, in the service of maximizing their rewards [22]. Wang et al. applied MADDPG to learn complicated cooperative strategies to chase an evader, e.g., surrounding and pushing the evader to the wall [23]. Gupta employed TRPO with parameter sharing to learn a pursuit policy that coordinates multiple pursuers to attack the evader simultaneously [10], proving deep RL outperforms Joint Equilibrium search for policies [24]. In [25], De Souza et al. injected domain-specific knowledge into deep RL by a novel reward function, which awards the pursuers when they spread around the evader. As a result, encirclement behaviors emerge to facilitate cooperation between pursuers. However, deep RL is notorious for its sample inefficiency and poor generalization ability [26]. Hence, it is still an open issue to efficiently learn cooperative strategies that can generalize to different situations.

III. PRELIMINARIES

A. Problem Formulation

In this paper, the cooperative pursuit problem is defined for \( N \) robots pursuing a faster evader in an environment with obstacles. The evader will be captured by a pursuer if the distance between them is less than \( d_o \). The mission is complete, once the evader is captured successfully by all pursuers. The following assumptions are further made.

1) The pursuing robots (pursuers) and evading robot (evader) have the radius of \( d_p \) and \( d_e \), respectively;
2) All pursuers are homogeneous and they can only observe neighbours in a distance of \( d_e \) as shown in Figure 1;
3) The pursuers and evader move at a constant speed \( v_p \) and \( v_e \), respectively, and \( v_e > v_p \);
4) The evader position is available to all pursuers.

As shown in Figure 1, the local observation of the \( i \)-th pursuer contains the distance from the nearest obstacle \( d_{oi} \), the evader \( d_{ei} \), the teammates \( d_{1i}, \ldots, d_{M,i} \), and the corresponding bearing \( \phi_{0i}, \phi_{1i}, \ldots, \phi_{Mi} \), where \( M \) is the number of observed teammates.

B. Deep Reinforcement Learning

The cooperative pursuit problem can be formulated as a standard Markov Decision Process described by a 6-tuple \((I, \mathcal{A}, \mathcal{P}, \mathcal{R}, \gamma)\), where \( I \) is the state space, \( \mathcal{A} \) is the action space, \( \mathcal{P} \) is the state-transition model, \( \mathcal{R} \) is the reward function, \( \gamma \) is the discount factor. The objective of deep RL is to learn an optimal policy \( \pi^*(a|s) \) that maximizes the expectation of accumulated rewards \( R_i = \sum_{t=k}^{T} \gamma^{t-k} r_i \), where \( s \) is the robot’s state (local observation), \( a \) is the executed action and \( r_i \) is the reward obtained at timestep \( t \).

In deep Q-Learning, the objective is to maximize an action-value function, namely \( Q^*(s,a) \) [27]. For an optimal policy \( \pi^* \), there is \( Q^*(s,a) = \max_a \mathbb{E}[R_{t+1}|s,a] = r + \gamma Q^*(s',a'), \) where \( s' \) and \( a' \) are the state and action at the next timestep.

In real applications, the Q-value function will be parameterized by \( \theta \). The following loss function will be minimized using a gradient descent method.

\[
L_j(\theta) = \frac{1}{2} (y_j - Q_j(s,a;\theta))^2
\]

where \( y_j = \mathbb{E}[r + \gamma \max_a Q_j(s',a')|s,a] \).

C. Artificial Potential Field

The multi-robot APF method guides robots to a goal position via the combination of attractive, repulsive, and inter-individual forces [28]. In this paper, the attractive force \( F_{a,i} \) is a unit vector pointing to the target. The mathematical form of the repulsive force is

\[
F_{r,i} = \begin{cases} \eta \frac{\rho_0 - \|x_{oi} - x_i\|}{\|x_{oi} - x_i\|} \frac{x_{oi} - x_i}{\|x_{oi} - x_i\|}, & \text{if } \|x_{oi} - x_i\| \leq \rho_0 \\ 0, & \text{if } \|x_{oi} - x_i\| > \rho_0 \end{cases}
\]

where \( \rho_0 \) is the influence range of obstacles and \( \eta \) is a positive scaling factor [16]. The inter-individual force is defined as

\[
F_{in,i} = \sum_{j \in P(i) \setminus i} \left( 0.5 - \frac{\lambda}{\|x_j - x_i\|} \right) \frac{x_j - x_i}{\|x_j - x_i\|}
\]

where \( P(i) \) is the set of teammates observed by the \( i \)-th robot.

The total virtual force is, therefore,

\[
F_i = F_{a,i} + F_{r,i} + F_{in,i}
\]
D. Wall Following

Conventional APF methods are notorious for their local minima issue [29]. In this paper, the local minima issue is mitigated significantly by using wall following rules [12], [13]. As shown in Figure 2, the resultant force of the attractive and repulsive forces is denoted as $F_{ar,i}$. Before each move, the robot checks whether the angle between $F_{ar,i}$ and $F_{ai,i}$ exceeds $90^\circ$. If so, the robot will move in the direction of either $n_1$ or $n_2$, which are vectors perpendicular to $F_{ri,i}$. The choice between $n_1$ and $n_2$ depends on the current heading $\phi_i$ and the inter-individual force $F_{in,i}$. If $F_{in,i}$ exceeds a predefined threshold $B$, the robot will select the vector which forms a smaller angle with $F_{in,i}$, otherwise the vector which forms a smaller angle with $\phi_i$ will be chosen.

The APF methods might also experience the local minima problem when several robots are all in the proximity of the target. For example, when a robot $j$ has reached the target, it may block the way of another robot $i$ to the target. Analogous to the “robot–obstacle–target” situation in Figure 2, the robot $i$ can not bypass the robot $j$ in the “robot $i$–robot $j$–target” situation either. Hence, a virtual obstacle is introduced in the position of any pursuer that has reached the target, which helps following robots go around teammates by the wall following rules.

IV. ADAPTIVE COOPERATIVE PURSUIT ALGORITHM

A. Observation Embedding

In the multi-robot setting, the local observation’s dimension of a pursuer would change with respect to time because of the possible varying number of neighbours. To address this issue, we follow the design in [11], which employs a one-layer fully connected neural network to extract high-dimensional features of each neighbour teammate. After that, the mean of all teammates’ features is concatenated with the local environment observations $o_{loc,i}$ including $d_{ai,i}, d_{ei,i}, \phi_{ai,i}, \phi_{ei,i}$. Since the resultant vector is fixed-length, we can input it directly into the policy network.

B. D3QN-based Adaptive Cooperative Pursuit Algorithm

In the traditional APF method, several parameters are so influential that they determine the behaviors of the pursuers. Particularly, the scale factor of the repulsive force $\eta$ adjusts the influence of obstacles while the parameter $\lambda$ in (1) regulates the tightness of the multi-robot team. Note that $\lambda$ reflects pursuit strategies to some extent. A larger $\lambda$ means the pursuers repulse each other to surround the evader while a smaller $\lambda$ leads to encirclement contraction. In our design, the action space is chosen to be the parameter pair $(\eta, \lambda)$, so one has $\pi_\theta(\eta, \lambda|s)$. The APF is thereafter employed to compute the resultant force that determines the reference heading for pursuers.

The action space is discretized into $H$ parameter pairs empirically. Typically, $\eta$ ranges from 0 (totally ignoring obstacles) to a very large value (highly conservative motions for obstacle avoidance), while $\lambda$ ranges from a small positive value (moving as a tight group) to some large one (repulsing teammates in the distance).

\begin{algorithm}
\caption{DACOOP}
\label{algo:DACOOP}
\begin{algorithmic}[1]
\Require Maximal episode length $T$, number of pursuers $N$, threshold $B$, policy update frequency $T_u$, target network update frequency $C$, replay memory $\mathscr{D}$, action-value network $Q$ with random weights $\theta$, target network $Q^{-}$ with weights $\theta^{-} = \theta$
\Ensure Optimal policy $Q$
\For {episode $= 1,2,\ldots$}
\State Initialize pursuers’ observations $o_1, o_2,\ldots, o_N$
\For {$t = 1,2,\ldots,T$}
\For {$i = 1,2,\ldots,N$}
\If {Any teammate has captured the evader}
\State Treat it as an obstacle
\EndIf
\EndFor
\State Select $(\eta_i, \lambda_i)$ by $\epsilon$-greedy [27]
\State Calculate attractive force $F_{ai,i}, F_{ri,i}, F_{in,i}$.
\If {$\angle(F_{ar,i}, F_{ai,i}) < 90^\circ$}
\State $F_i = F_{ai,i} + F_{ri,i} + F_{in,i}$
\Else
\State Calculate $n_1, n_2$ orthogonal to $F_{ri,i}$
\If {$\|F_{in,i}\| < B$}
\State Choose $F_i = n_k$ by $\phi_i$
\Else
\State Choose $F_i = n_k$ by $F_{in,i}$
\EndIf
\EndIf
\EndFor
\For {$update = 1,2,\ldots,T_u$}
\State Sample transitions from $\mathscr{D}$ as [30]
\State Calculate loss as [31] and update the network $Q$ with random weights $\theta$
\State Every $C$ steps copy $\theta$ to $\theta^{-}$
\EndFor
\EndFor
\end{algorithmic}
\end{algorithm}

Fig. 2. The wall following rules. When the angle between $F_{ar,i}$ and $F_{ai,i}$ exceeds $90^\circ$, $P_i$ moves by the wall following rules. Due to the repulsive inter-individual force from $P_i$, $P_j$ chooses to turn sharply for collision avoidance. On the contrary, $P_k$ moves in the direction of $n_1$ for a smooth turn.
The pursuit algorithm) with the network architecture depicted is named DACOOP (D3qn-based Adaptive COOperative bedding, D3QN network and APF. The proposed algorithm the whole pursuit policy is composed of the observation embedding after which two streams of fully connected networks are employed. The first stream has 64 units, then outputs Q-value for each valid action, while the second stream has the same size with a state-value output. All the activation functions are ReLU nonlinearities.

C. Reward Design

In our proposed algorithm, each pursuer obtains its own reward at each timestep, which is defined as

\[ r = r_{main} + r_{time} + r_{im} + r_\theta + r_{pot} \]

where \( r_{main} \) is 20 when the pursuer captures the evader and 0 otherwise. The reward \( r_{time} \) is employed to encourage pursuers to move smoothly, so it gives a penalty of \(-5\) when the difference of headings between adjacent timesteps exceeds 45°. When the pursuer collides with other teammates, \( r_{im} \) gives a penalty of \(-20\). The pursuer will be punished by \( r_\theta \) if it is too close to obstacles, which is defined as

\[ r_\theta = \begin{cases} 
-20, & \text{if } d_\theta < d_p \\
-2, & \text{if } d_p \leq d_\theta < 1.5d_p \\
0, & \text{otherwise} 
\end{cases} \]

The function \( r_{pot} \) is a potential-based reward with

\[ r_{pot} = \gamma \Phi(s) - \Phi(s') \]

where \( s \) is the robot’s state [32], and

\[ \Phi(s) = \begin{cases} 
15, & \text{if } d_e < 0.4 \text{ m} \\
10, & \text{if } 0.4 \text{ m} \leq d_e < 0.6 \text{ m} \\
5, & \text{if } 0.6 \text{ m} \leq d_e < 0.8 \text{ m} \\
0, & \text{otherwise} 
\end{cases} \]

Note that the pursuit arena is 3.6 m × 5 m (c.f. Figure 4), so the pursuer is only rewarded by \( r_{pot,i} \) when it is close to the evader. Hence, the flanking behavior will not be punished, even if it makes the pursuer temporarily away from the evader.

D. Training Setup

Our algorithm adopts the centralized training decentralized execution paradigm with parameter sharing, which implies a shared policy is trained with experiences collected by all pursuers. The robust reinforcement learning algorithm, D3QN [31], is extended to the multi-robot scenario in an independent RL manner [33], which treats the teammates and evader as a part of the external environment. Consequently, the whole pursuit policy is composed of the observation embedding, D3QN network and APF. The proposed algorithm is named DACOOP (D3qn-based Adaptive COOperative Pursuit algorithm) with the network architecture depicted in Fig. 3. The whole training procedure is summarized in Algorithm 1.

V. RESULTS AND DISCUSSION

In this section, simulations and experiments are performed to demonstrate the efficiency of the proposed DACOOP algorithm. In the simulations, the advantages of DACOOP are verified by comparing with an improved APF method and a vanilla RL algorithm. In the experiments, the learned policies by DACOOP are implemented on ground robots to illustrate their efficiency in real-life applications. In both simulations and experiments, the escaping policy of the evader is a modified version of the one in [17].

A. Numerical Simulations

The pursuit arena is shown in Fig. 4(a). The pursuers’ speed is 0.3 m/s while the faster evader’s speed is 0.4 m/s. The action space of DACOOP has 24 parameter pairs combined with \( \eta = 0, 1.5 \times 10^3, 3 \times 10^3 \) and \( \lambda = 30, 100, 250, 500, 750, 1000, 2000, 3000 \). Each episode is run maximally 1000 steps. The Q-value neural network is trained using Adam optimizer until the success rate converges (approximately 7000 episodes) [34]. We update the network 1000 times after each episode, i.e. \( T_u \) in Algorithm 1 is 1000. The learning rate is \( 3 \times 10^{-4} \). The discount factor \( \gamma \) is 0.99. The \( \epsilon \)-greedy exploration is employed with \( \epsilon \) linearly decayed from 1 to 0.01 in 4000 episodes. The DACOOP algorithm is compared with the following methods.
• D3QN: selecting a reference heading from 24 uniformly distributed directions. An extra reward $r_{\text{app},i} = \frac{d_{e,i} - d_{e,j}}{200}$ is introduced with $d_{e,i}$ denoting the distance to the evader at the last timestep. Besides the action space and reward function, all settings are the same as DACOOP;

• Modified APF: reducing $\eta$ and $\lambda$ from their initial values to 0 with the decrease of the distance to the evader. The best initial values are chosen from the candidate parameter pairs of DACOOP.

1) Sample efficiency: For DACOOP and D3QN, the policies are recorded every 1000 episodes at training. Fig. 5 shows the comparison results of the DACOOP, D3QN and modified APF over 1000 validation episodes. The final success rate of DACOOP is 94%, which is significantly better than the modified APF (14.6%). It verifies the significance of changing parameters for APF methods in the cooperative pursuit scenario. But it is challenging to manually design an optimal rule that adjusts the parameters according to local observations. Both DACOOP and D3QN result in similar success rates at the end of training (93% for D3QN). However, the proposed DACOOP is more data-efficient at learning according to Fig. 5. The main reason is the attractive and repulsive forces produced by the APF layer in DACOOP help pursuers approach the evader and avoid collisions in most scenarios, so many unnecessary mistakes are excluded during exploration. Furthermore, staying away from teammates allows pursuers to cover a larger area and block more possible escape routes of an evader, which is the essence of many cooperative pursuit strategies and easily accomplished by adjusting $\lambda$. Hence, high-quality data accelerates the learning process.

2) Generalization: The best immediate pursuit policies trained by DACOOP and D3QN, which achieve the highest success rate in the training environment, are selected to test their generalization performance in different scenarios. For the modified APF, the initial parameter values are the same as those in Fig. 5. As shown in Fig. 6, the policies are tested in scenarios with 3, 4, 5 and 6 pursuers, respectively. The modified APF achieves a steady performance with about 20% success rate in all scenarios. However, the success rate of D3QN decreases dramatically with the increase of the number of pursuers. The main reason is that the empirical mean embedding becomes inaccurate when the size of the multi-robotic system changes, resulting in frequent collisions between pursuers. Although DACOOP suffers from the same issue, the pursuit policy maintains the ability of approaching the evader and avoiding collisions due to the APF layer (c.f. Fig. 3). As a result, DACOOP has a better generalization performance over D3QN.

The learned policies are also implemented in different arenas (Fig. 4b). To accomplish the mission, pursuers need to pass through the narrow gap in the right of obstacle $o_6$ one by one. Note this gap is only 0.4 m while those in the training environment are 0.9 m and 0.5 m (the left side of $o_1$, the right side of $o_2$ and the middle between $o_1$ and $o_2$). As shown in Fig. 7, the success rate of the modified APF is 0 in this validation environment. It implies inappropriate parameters hinder pursuers to pass through a narrower gap. In comparison with D3QN, the pursuit policy trained by DACOOP is less deteriorating in terms of success rate (40% for D3QN and 58% for DACOOP). This is because the wall following rules encourage pursuers to move along obstacles until finding a way out, while D3QN pursuers are always stuck around the obstacle previously with a gap in the training environment.

B. Experiments

Our pursuit policies are applied to differential wheeled robots. Each differential wheeled robot has a high-level computation module for decision making. A low-level PID controller runs onboard to track the heading reference command. An AprilTag is attached to the top of each robot
for position and heading measurement by two monochrome cameras as shown in Fig. 8. An image processing workstation receives the video streaming from the monochrome cameras and transmits the available information to each robot at 15 Hz. The whole experiment system is shown as Fig. 8. In the rest of this section, three sets of snapshots from different episodes are presented to demonstrate the strategies learned via DACOOP.

In the first set of snapshots, when the pursuers are far away from the evader, the pursuer \(P_k\) is on the leftmost side of the team while \(P_j\) is on the rightmost (Fig. 9(a)). They can not detect each other as they are out of the sensing range. However, both of them can observe \(P_i\) who is in the rear of the team. Therefore, a large \(\lambda\) is selected to make the lateral pursuers move away from the group center, leading to the encirclement of the evader. When the pursuers are close to the evader, \(P_k\) and \(P_j\) approach the evader vibrantly from different paths by choosing a small \(\lambda\) (Fig. 9(b)). After that, the evader is captured successfully in Fig. 9(c). This case shows the learned pursuit policy is adaptive to the distance from evader.

The second set of snapshots is shown in Fig. 10. In Fig. 10(a), \(P_k\) and \(P_j\) chase the evader from the left, while \(P_i\) flanks it from below. Since the evader is faster than pursuers, it escapes from the encirclement successfully. All pursuers are thereafter behind the evader and struggle to capture it in a short time. Due to the short distance between pursuers, \(P_k\) and \(P_j\) select a large \(\lambda\) to move away from the overly close teammates for collision avoidance (Fig. 10(b) and (c)). This case shows that the policy trained by DACOOP is adaptive to the current task. If there is a great chance to capture the evader, pursuers will take a chance to aggregate. If the current task is to avoid collisions and wait for the next opportunity, they will repulse each other to keep a safe distance.

In the third set of snapshots shown in Figure 11, \(P_j\) could have approached the evader from the gap between obstacles, but instead it moves to the right of the map to flank the evader by selecting a large \(\eta\) (Fig. 11(a)-(b)). Similarly, \(P_i\) in Fig. 11(b) could choose to approach the evader directly, but it continues moving to the right to cut off the evader’s escaping route. Note that \(P_k\) and \(P_i\) tend to chase the evader directly while \(P_j\) flanks it. This case demonstrates the learned policy is adaptive to the relative position in the team. Although pursuers share the same pursuit policy, they can play different roles spontaneously according to their local observations.

VI. CONCLUDING REMARKS

A novel decentralized cooperative pursuit algorithm called DACOOP is presented in this paper by integrating deep RL with APF. The DACOOP algorithm is able to fuse advantages from both learning-based methods and rule-based designs to improve the pursuit performance significantly. Simulation results showed that DACOOP achieves a higher success rate in the cooperative pursuit problem than APF. In addition, it also outperforms D3QN in terms of data efficiency and generalization. The learned policy was deployed in real-world differential wheeled robots using a direct sim-to-real transfer. We demonstrated that the learned policy was adaptive to different situations. Since the pursuers can not observe the evader all the time in the real world, an efficient
search of the arena without a target signal will be our future work.
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