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ABSTRACT

In this paper, we propose two novel augmentation methods 1) audio-language MixGen (AL-MixGen) and 2) multi-level test-time augmentation (Multi-TTA) for audio-language learning. Inspired by MixGen, which is originally applied to vision-language learning, we introduce an augmentation method for the audio-language domain. We also explore the impact of test-time augmentations and present Multi-TTA which generalizes test-time augmentation over multiple layers of a deep learning model. Incorporating AL-MixGen and Multi-TTA into the baseline achieves 47.5 SPIDEr on audio captioning, which is an +18.2% over the baseline and outperforms the state-of-the-art approach with a 5x smaller model. In audio-text retrieval, the proposed methods surpass the baseline performance as well.

Index Terms— Data augmentation, Audio-language learning, Automated audio captioning, Audio-text retrieval

1. INTRODUCTION

Deep learning has been successful along with datasets containing a large number of data samples. However, collecting data samples is a cost-consuming process. Data augmentation would be an alternative way to improve generalization performance and alleviate data scarcity. Multi-modal learning is one of the areas where augmentation is prospective as various augmentation strategies are applicable. We can apply different augmentations on each modality, such as audio augmentations [1, 2] and text augmentations [3, 4]. At the same time, we can also augment multi-modalities jointly. MixGen [5], for instance, is a simple way to generate image-text pairs by applying mixup [6] on images and concatenating each corresponding text.

However, data augmentation on audio-language learning remains poorly understood even though it has the potential to improve training performances under a constrained data environment. AudioCaps [7], the largest public audio-language dataset, only includes about 40K audio clips and 46K captions in opposition to the MS COCO Captions [8] which is a widely known vision-language dataset containing 330K images and 1.5M captions. For this reason, in this study, we delve into data augmentation on audio-language learning.

As a train-time augmentation, we propose audio-language MixGen (AL-MixGen), a simple and effective multi-modal augmentation method originated from MixGen [5]. AL-MixGen leverages a mixup of audio clips and concatenation of their corresponding text captions to generate audio-text pairs as illustrated in Figure 1. We compare various audio mixup strategies for AL-MixGen such as waveform-level and mel spectrogram-level mixup. Furthermore, we suggest a method that randomly selects either waveform-level or mel spectrogram-level mixup with a certain probability for each sample.

Test-time augmentation (TTA) is another data augmentation approach which is shown to increase performances across diverse tasks [9, 10]. However, TTA is disregarded in most audio-language learning studies. In this paper, we investigate the effect of TTA on audio-language learning and present a novel multi-level test-time augmentation (Multi-TTA) methodology, which is a generalization of TTA over multiple layers. Multi-TTA successfully outperforms the baselines and we discover that there is still a room for improvement using augmentations at test-time.

We evaluate the proposed methods across automated audio captioning (AAC) and audio-text retrieval on AudioCaps. In AAC, AL-MixGen with audio augmentations achieves 46.6 SPIDEr, which is a 15.9% over the baseline without modifying its architecture and outperforms the state-of-the-art method with a 5x smaller model. Applying AL-MixGen and Multi-TTA results in an extra improvement and attains 47.5 SPIDEr.

AL-MixGen and Multi-TTA are also effective in audio-text retrieval. Compared to the baseline, recall at rank 10 (R@10) increases from 82.7% to 87.0% for audio to text retrieval, and from 81.3% to 83.3% for text to audio retrieval.

2. AUDIO-LANGUAGE MIXGEN

In this section, we introduce audio-language MixGen (AL-MixGen), a simple but effective augmentation method that generates audio-
text pairs. The original vision-language MixGen mixes randomly selected raw images and concatenates their corresponding texts. We extend this approach to the audio-language domain and present AL-MixGen. We propose different types of audio mixup strategies for AL-MixGen by selectively using waveform-level or mel spectrogram-level mixup. Given randomly sampled \(N\) audio-text pairs \(\{(a_i, t_i)\}_{i=1}^N\) containing audio \(a_i\) and text \(t_i\), Waveform-based AL-MixGen (Wav AL-MixGen) first generates \(\hat{a}\) by mixing two waveforms and then extracts its mel spectrogram \(\hat{m}\). Finally, Wav AL-MixGen generates a new audio-text pair \((\hat{m}, \hat{t})\) by concatenating text inputs to be consistent with original MixGen. Also, we observe that the randomness of WavMel AL-MixGen is helpful for the generalization of models. Since AL-MixGen can be easily applied with any other uni-modal augmentations, it is possible to drastically scale up the size of the dataset with a simple variant.

3. MULTI-LEVEL TEST-TIME AUGMENTATION

Test-time augmentation (TTA) contributes to generalizing models by making multiple predictions from augmented inputs and averaging the predictions. TTA has no additional training cost because TTA is only implemented at test-time as opposed to traditional augmentations which mainly focus on train-time. In this paper, we discuss the effects of conventional TTA for audio-language learning and present the generalized TTA method. As shown in Figure 2, Output-level TTA (Out-TTA) denotes conventional TTA that averages outputs from augmented inputs. We also present middle-level TTA (Mid-TTA) that averages intermediate representations and outputs a single prediction. Finally, we propose a novel multi-level TTA (Multi-TTA) methodology by generalizing Out-TTA and Mid-TTA. Multi-TTA flexibly chooses the number of TTA operations on each layer and sequentially implements a TTA operation on multiple layers.

We define a Multi-TTA strategy \(S = \{\{P_h\}_{h=1}^H, \tau\}\) given a model \(f\) containing \(H\) layers where \(\tau\) is the total number of input augmentations as follows. Let \(P_h\) be a partition of \([1, ..., |P_{h-1}|]\). Each element of \(P_h\) contains indices of the previous layer’s outputs that should be aggregated together. We define \(P_h[i]\) as an \(i\)-th element of \(P_h\) for simplicity. For clarity, \(|P_h|\) decides the number of \(h\)-th layer’s outputs and \(|P_h[i]|\) decides the number of required \(h\)-th layer’s inputs for an \(i\)-th output of \(h\)-th layer. A strategy \(S\) satisfies \(|P_h[i]| = 1\) to output a single prediction and \(\tau = \Pi_{h=1}^H |P_h|\). We define an \(i\)-th output of a \(h\)-th layer \(o_{h,i}\) for \(i = 1, ..., |P_h|\) as follows:

\[
o_{h,i} = \frac{1}{|P_h[i]|} \sum_{j \in P_h[i]} f_h(o_{h-1,j}).
\]

From the notations defined above, Out-TTA becomes a special case of Multi-TTA when \(|P_h| = \tau\) for \(1 \leq h < H - 1\) and \(|P_h| = 1\). Mid-TTA is also a special case of Multi-TTA when \(|P_h| = \tau\) for \(1 \leq h \leq h'\) and \(|P_h| = 1\) for \(h > h'\).

4. EXPERIMENTS

4.1. Dataset

AudioCaps is the largest audio-text paired dataset for audio-language learning. AudioCaps contains approximately 46K audio clips of 10 seconds extracted from AudioSet and their corresponding text descriptions annotated by humans. We investigate the capability of our proposed methods on AudioCaps for automated audio captioning and audio-text retrieval. We reproduce the baselines without unavailable audio clips for a fair comparison with the proposed methods.
4.2. Audio-Language Learning

4.2.1. Automated Audio Captioning

Audio Captioning Transformer (ACT) [12] has an encoder-decoder structure from Transformer [13]. The encoder block of ACT is initialized with DeiT [14] which was trained for image classification tasks and then pre-trained on an audio tagging task using AudioSet. We utilize the pre-trained ACT encoder and randomly initialize the ACT-m decoder for a baseline of AAC. For evaluation, we employ BLEU [15], METEOR [16], and ROUGE-L [17] from machine translation metrics. We also report CIDEr [18], SPICE [19], and SPIDEr [20]. Captions are decoded with beam search up to size 3.

4.2.2. Audio-Text Retrieval

Pre-trained encoders are employed and trained using contrastive loss for audio-text retrieval, following the previous study [21]. We choose PANNs [22] as the audio encoder, which has ResNet38 architecture trained on the audio tagging task using AudioSet. For the text encoder, we initialize our model with pre-trained BERT [23] and extract a text representation using the [CLS] token. Retrieval models are evaluated by Recall at rank k (R@k), mean average precision at rank k (mAP@k), and mean rank (meanR).

4.3. Experimental Setup

We experiment Wav AL-MixGen, Mel AL-MixGen, and WavMel AL-MixGen with different ratios \( K \in \{0.125, 0.25, 0.5, 0.6\} \) with other uni-modal audio augmentations further enhances the result.

Table 1: Experiment on different audio mixing types in automated audio captioning.

| Method       | CIDEr | SPICE | SPIDEr |
|--------------|-------|-------|--------|
| AL-MixGen    | 73.9  | 17.7  | 45.8   |
| Concat AL-MixGen | 72.7  | 17.2  | 45.0   |

where \( K \) is a ratio of \(#(\text{generated samples})\) in a single mini-batch to a size of mini-batch. Also, we compare a fixed mixup ratio \( \lambda = 0.5 \) to \( \lambda \sim \text{Beta}(0.1, 0.1) \). Additionally, we explore another design choice such as audio concatenation instead of audio mixup for AL-MixGen. We set \( N = 2 \), which is the number of audio-text pairs to generate a new pair, for every experiment and additionally load \( N \) audio-text pairs for AL-MixGen to avoid duplication within a minibatch. To validate the compatibility of AL-MixGen with uni-modal augmentations, Gaussian noise and reverberation are employed for audio with a probability of 0.5.

We validate Multi-TTA strategies where TTA operation is implemented at an intermediate layer \( h_E \) and an output layer \( H \). We set \( h_E \) as the last layer of the encoder for AAC and the last layer of the PANN audio encoder for audio-text retrieval. We compare the results of Out-TTA, Mid-TTA, and Multi-TTA with \( \tau \in \{10, 25, 50, 100\} \). For Multi-TTA, we employ the strategy \( S \) satisfying \( \tau, |P_{h_E}[i]|, |P_H[j]| \in \{10, 25, 50, 100\} \) for every \( i, j \). As we already mentioned, \( |P[k]| \) denotes the number of required \( l \)-th layer’s inputs for an single \( k \)-th output of layer \( l \). Note that we set \( |P[k]| \) for \( \forall k \) as identical value for simplicity of experiments and \( S \) satisfies \( \tau = |P_{h_E}[k]| \times |P_H[j]| \). We stabilize a prediction by averaging the output at which no augmentation is applied and the output of TTA. Types of data augmentation on test-time are consistent with train-time. Multi-modal augmentations are not included because generated samples are needless for evaluation. In test-time, we halve the maximum width and height of SpecAugment masking, reverberation degree, and the probability for applying audio augmentations compared to train-time.

All models are trained for 30 epochs using AdamW optimizer of learning rate \( 10^{-4} \) with the weight decay of \( 10^{-4} \). SpecAugment is applied to every model. Other hyperparameters follow [12] for AAC and [21] for audio-text retrieval.

5. RESULTS

Table 2 shows an overview of the results on AAC using AudioCaps. AL-MixGen with the uni-modal audio augmentations achieves 46.6% CIDEr.
Table 2: Evaluation of the model performance in automated audio captioning.

| Method         | Params | BLEU1 | BLEU2 | BLEU3 | BLEU4 | METEOR | ROUGE_L | CIDEr | SPICE | SPIDEr |
|----------------|--------|-------|-------|-------|-------|--------|---------|-------|-------|--------|
| Baseline [21]  | 108M   | 65.4  | 47.5  | 33.6  | 23.4  | 22.4   | 47.1    | 63.5  | 16.8  | 40.2   |
| + AL-MixGen    |        | 69.3  | 52.9  | 38.9  | 28.3  | 24.1   | 49.9    | 75.5  | 17.7  | 46.6   |
| + Multi-TTA    |        | 70.0  | 53.4  | 39.5  | 28.9  | 24.2   | 50.2    | 76.9  | 18.1  | 47.5   |
| [24]           | 494M   | 69.9  | 52.3  | 38.1  | 26.6  | 24.1   | 49.3    | 75.3  | 17.6  | 46.5   |

Table 3: Evaluation of the model performance in audio-text retrieval.

| Method         | Audio to Text | Text to Audio |
|----------------|---------------|---------------|
|                | R@1 | R@5 | R@10 | R@50 | mAP@10 | meanR | R@1  | R@5 | R@10 | R@50 | mAP@10 | meanR |
| Baseline [21]  | 37.9 | 71.0 | 82.7 | 97.4 | 28.7   | 8.8   | 33.0 | 67.9 | 81.3 | 96.5 | 47.7   | 10.0  |
| + AL-MixGen    | 40.0 | 73.1 | 86.8 | 97.3 | 30.5   | 6.6   | 34.4 | 69.6 | 83.1 | 97.5 | 49.5   | 8.2   |
| + Multi-TTA    | 40.0 | 73.4 | 87.0 | 97.7 | 30.7   | 6.4   | 34.7 | 70.0 | 83.3 | 97.5 | 49.7   | 8.0   |
| [25]           | 39.6 | 76.8 | 86.7 | 98.2 | -      | 6.5   | 36.1 | 72.0 | 84.5 | 97.6 | -      | 7.5   |

Fig. 5: Examples of generated captions in automated audio captioning. AL-MixGen correctly captures the overlapping events in a single audio clip unlike the others.

Table 4: Evaluation of the model performance in audio-text retrieval.

| Method         | Audio to Text | Text to Audio |
|----------------|---------------|---------------|
|                | R@1 | R@5 | R@10 | R@50 | mAP@10 | meanR | R@1  | R@5 | R@10 | R@50 | mAP@10 | meanR |
| Baseline       | 37.9 | 71.0 | 82.7 | 97.4 | 28.7   | 8.8   | 33.0 | 67.9 | 81.3 | 96.5 | 47.7   | 10.0  |
| + AL-MixGen    | 40.0 | 73.1 | 86.8 | 97.3 | 30.5   | 6.6   | 34.4 | 69.6 | 83.1 | 97.5 | 49.5   | 8.2   |
| + Multi-TTA    | 40.0 | 73.4 | 87.0 | 97.7 | 30.7   | 6.4   | 34.7 | 70.0 | 83.3 | 97.5 | 49.7   | 8.0   |
| [25]           | 39.6 | 76.8 | 86.7 | 98.2 | -      | 6.5   | 36.1 | 72.0 | 84.5 | 97.6 | -      | 7.5   |

5.2. Multi-Level Test-Time Augmentation

We study the effects of the number of augmentations $\tau$ on Out-TTA, Mid-TTA, and Multi-TTA. Out-TTA and Mid-TTA are comparable to Multi-TTA when $\tau = 10$, but Multi-TTA outperforms Out-TTA and Mid-TTA when $\tau \geq 25$ as shown in Figure 4. Finally, Multi-TTA with $\tau = 100$, $|P_{h_{[i]}[i]}| = 5$, and $|P_{i_{[j]}[j]}| = 20$ successfully improves every evaluation metric (Table 3).

Applying Multi-TTA to the audio-text retrieval model leads to an additional gain in performance. With $\tau = 25$, $|P_{h_{[i]}[i]}| = 5$, and $|P_{i_{[j]}[j]}| = 5$, R@10 of the model with Multi-TTA shows 87.0% for audio to text retrieval and 83.3% for text to audio retrieval. Unlike AAC where we can easily select intermediate layers to apply TTA as it has an encoder-decoder structure, audio-text retrieval models have more freedom to select any layers inside the encoder. Therefore, future research on automated layer search could further improve current results.

6. CONCLUSIONS

We demonstrate that appropriate augmentations improve audio-language learning performance. Specifically, experimental results show that AL-MixGen simply generates new audio-text pairs effectively. Also, we generalize TTA and propose Multi-TTA which enhances the efficiency of augmentations. Our proposed methods surpass the state-of-the-art method in AAC and shows competitive results in audio-text retrieval. Since AL-MixGen and Multi-TTA are flexible, they can be simply incorporated into other architectures.
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