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Abstract

The global carbon-climate system is a complex dynamical system with multiple feedbacks among components, and to steer this system away from dangerous climate change, it may not be enough to prescribe action according to long-term scenarios of fossil fuel emissions. We introduce here concepts from control theory, a branch of applied mathematics that is effective at steering complex dynamical systems to desired states, and distinguish between open- and closed-loop control. We attempt (1) to show that current scientific work on carbon-climate feedbacks and climate policy more closely resembles the conceptual model of open- than closed-loop control, (2) to introduce a mathematical generalization of the carbon-climate system as a compartmental dynamical system that can facilitate the formal treatment of the closed-loop control problem, and (3) to formulate carbon-climate control as a congestion control problem, discussing important concepts such as observability and controllability. We also show that most previous discussions on climate change mitigation and policy development have relied on an implicit assumption of open-loop control that does not consider frequent corrections due to deviations of goals from observations. Using a reduced complexity model, we illustrate that the problem of managing the global carbon cycle can be abstracted as a network congestion problem, accounting for nonlinear behavior and feedback from a global carbon monitoring system. As opposed to scenarios, the goal of closed-loop control is to develop rules for continuously steering the global carbon-climate system away from dangerous climate change.
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1 Introduction

Limiting the increase in global average temperatures well below 2 °C, as expressed in the Paris Agreements, implies that humanity can tackle the enormous challenge of managing the global carbon cycle and Earth’s energy balance (Caldeira et al. 2013; Sundquist et al. 2013; Steffen et al. 2018). This is arguably one of the most complex political, economic, and scientific problems that humanity will have to deal with in the twenty-first century. There is fortunately a tremendous amount of work in defining policy and economic instruments for mitigation and adaptation to climate change, in quantifying carbon sources and sinks in natural reservoirs for carbon sequestration purposes, and in developing technologies for alternative energy sources and for geo-engineering. Despite attempts for conceptual synthesis (e.g., Pacala and Socolow 2004; Long and Shepherd 2014; Steffen et al. 2018), these activities are not necessarily well articulated, and an analytical framework that anchors all different forms of climate action may help to deal with this problem more effectively.

Managing the global carbon-climate system to steer Earth to a desired state is in essence a control engineering problem. Control theory provides an appropriate analytical framework, with concepts and mathematical tools to steer complex dynamical systems to desired states. It has demonstrated successes in a wide range of disciplines and problems such as aerospace, robotics, biomedical engineering, autonomous transportation, treatment of diseases (drug therapy, neurological disorders), organismal biology (flight behavior, locomotion), among others (Ogata and Yang 2002; Khalil 1996; Aström and Murray 2010; Sastry 2013; Stengel 2012). Modern control theory concepts are already being applied in climate science, particularly in the design of geo-engineering methods for solar radiation management (MacMartin and Kravitz 2019), and they have a large potential for application in a variety of problems for climate change mitigation such as the management of the global carbon cycle.

In the process of control design for complex dynamical systems, two main strategies can be adopted (Ogata and Yang 2002): open- or closed-loop control (also known as precomputed versus feedback control, Fig. 1). In the open-loop strategy, a control law is precomputed and implemented under the assumption that this prescription will steer the system to the desired state. In the closed-loop case, observations are taken to adapt the action, and correct for random perturbations and deviations due to noise or model representation uncertainty (Sontag 1998; Aström and Murray 2010).

With some exceptions, current scientific work on carbon-climate feedbacks as well as the development of policy instruments for climate change mitigation, resemble better the open-than the closed-loop model (Fig. 1). The science of carbon-climate feedbacks is strongly dominated by scenario-based analyses where long-term emission scenarios are used to predict climate effects and impacts (e.g., IPCC 2018). The results from these scenario-based impacts are then an important instrument for the design of climate change mitigation policies that aim to follow a specific scenario pathway (Morgan and Keith 2008).

Previous modeling work on the design of solar radiation management methods clearly shows that the closed-loop control strategy is not only effective at achieving climate mitigation goals but also necessary to deal with uncertainties, unexpected change, and nonlinear behavior not necessarily included in Earth system models (Jarvis et al. 2009; Kravitz et al. 2014; Bonetti and McInnes 2018; MacMartin and Kravitz 2019). We believe there are enormous opportunities to apply control theory methods to climate change mitigation, particularly for designing and deploying methods that aim at managing the global carbon cycle (Jarvis et al. 2008; Jarvis et al. 2009).

In this manuscript, we aim at formally posing the problem of steering the global carbon-climate system to a desired state as a closed-loop control problem, with particular emphasis
on global carbon management. For this purpose, we first review previous work on control theory applied to climate science, then propose a mathematical abstraction of the global carbon-climate system to make the problem more tractable, and introduce a set of concepts from control theory and draw their analogy in terms of global carbon management. We propose formulating the problem of stabilizing atmospheric CO$_2$ as a congestion control problem, and introduce a simple illustrative example, aimed at setting emission allowances taking into account the potential for saturation of natural carbon sinks (Canadell et al. 2007; Le Quéré et al. 2008).

2 Control theory concepts in climate change mitigation

Control theory is a broad field with multiple concepts, strategies and techniques, with some methods employing optimization ideas. Although ideas about optimization of costs and benefits of climate change mitigation have a long history in climate science and policy, the application of modern control theory is much more recent. Optimization concepts played a significant role in the development of Integrated Assessment Models (IAMs) (Nordhaus 1975; Weyant 2017). These models generally produce optimal prescriptions that can be used for policy response. At the heart of these models is the idea that social welfare can be maximized by searching a space of future trajectories of emissions with related social costs due to climate impacts (Ackerman et al. 2009). This benefit-cost optimization approach produces time trajectories of emissions useful for policy development, but do not include a formal treatment of feedback and correction based on observations. A new generation of models are now coupling ESMs with IAMs (Collins et al. 2015; Thornton et al. 2017), which explicitly consider feedbacks between the physical climate, biogeochemical cycles,
and anthropogenic emissions, but these feedbacks are not evaluated in the formal control sense despite their large potential to do so.

Schellnhuber and Kropp (1998) introduced concepts of feedback control engineering using the term “geocybernetics” in reference to the field of cybernetics that studied feedback mechanisms in natural systems and machines. These authors devised intuitive ideas about the need to exert some control on natural systems to achieve sustainable development at the Earth system level, but did not use the mathematical formalisms of control theory.

More recently, there have been major advancements in applying modern control theory to the problem of solar radiation management (SRM) (Kravitz et al. 2014; MacMartin et al. 2014a; MacMartin et al. 2014b; Cao and Jiang 2017; Bonetti and McInnes 2018; MacMartin and Kravitz 2019), and carbon dioxide removal (CDR) (Jarvis et al. 2008; Jarvis et al. 2009). These studies explicitly account for deviations of the system from the desired state, and design a control law that quantifies the amount and timing of SRM or CDR based on continuous observations of the dynamics of the system.

Studies on SRM have been successful at developing control laws that explicitly address issues of model uncertainty (Kravitz et al. 2014; MacMartin et al. 2014b; Jackson et al. 2015), can deal with inter-hemispheric gradients in climate (Kravitz et al. 2016; Bonetti and McInnes 2018), and consider multiple control objectives with spatial arrangements of actuators, e.g., for effective injections of aerosol in the stratosphere (Kravitz et al. 2017a; Kravitz et al. 2017b; MacMartin et al. 2017; Bonetti and McInnes 2018). Most of these previous studies have been based on simple linear systems, although more recently the control law has been tested with more complex climate models (MacMartin et al. 2014a; Kravitz et al. 2017a; MacMartin et al. 2017).

Only a few studies have used coupled carbon-climate models (Matthews and Caldeira 2008; Cao and Jiang 2017), which is surprising given the large potential for the use of control theory in managing the global carbon cycle. In contrast to SRM, which humans may decide to never implement due to unknown environmental consequences, our society is already well advanced in implementing policies to either reduce emissions or store carbon in long-term sinks. To our knowledge, policies developed under the United Nations Framework Convention on Climate Change (UNFCCC), and other policy frameworks for emission trading, have not been based on formal concepts from closed-loop control, and very few scientific studies have made use of these concepts for exploring feedback control of the global carbon cycle.

Some of the limitations to implement feedback control for managing the global carbon-climate system may have to do with the complexity of the system itself and the models used to represent it. In the following, we propose a generalization of the global carbon-climate system that can deal with models of any level of complexity. We expect that with this generalization, closed-loop control problems would be easier to study and to implement in large ESMs.

### 3 A compact mathematical abstraction of the global carbon-climate system

The state of the global carbon-climate system at any given time $t \in \mathbb{R}$ can be expressed as vector $x \in \mathbb{R}^n$, whose elements are stocks of carbon and temperature in multiple Earth system reservoirs. The state $x(t)$ as a function of time can be expressed mathematically as the result of a mapping $\mathcal{F} : (x_0, v) \mapsto x$ from the combination of the initial conditions $x_0 := x(t_0)$ and a vector of driving signals as functions of time $v(t)$. For example, we can
think about $\mathcal{F}$ as an Earth system model that takes the initial state $x_0$ and a vector of time dependent driver variables $v(t)$ defined on a time interval $\mathbb{T} = [t_0, t_{\text{max}}]$ and yields the whole trajectory of the state $x(t)$ for $t \in \mathbb{T}$ of the global carbon-climate system.

Although the mapping $\mathcal{F}$ could be expressed in more general ways, we restrict ourselves here to the case of an initial value problem for the coupled system of ordinary differential equations describing the evolution of carbon in Earth’s reservoirs $C(t)$ and surface temperature $T(t)$ in block matrix structure as

$$
\dot{x} = \begin{pmatrix} \dot{C} \\ \dot{T} \end{pmatrix} = \begin{pmatrix} \mathbf{B}(C, T, t) \cdot C + s(t) \\ g(C, R, t) \end{pmatrix}.
$$

(1)

The global carbon cycle is represented in the first line as a non-autonomous (time dependent) nonlinear compartmental system (Sierra et al. 2018) that is influenced nonlinearly by Earth’s surface temperature. The compartmental matrix $\mathbf{B}$ accounts for all process and transfer rates among system compartments, while the vector $s$ accounts for all mass inputs into the system. This compartmental system represents the active part of the carbon cycle (atmosphere, terrestrial biosphere, and the ocean), and it is open with respect to ocean sediments and geological reservoirs (Rodhe and Björkström 1979; Metzler et al. 2018). The surface temperature function $g$ depends on solar radiation and other agents of radiative forcing $R$ as well as on the state of the carbon cycle (Hasselmann 1976; Fredriksen and Rypdal 2017; Cox et al. 2018).

Equation (1) is a very general representation of carbon-climate models of different levels of complexity and sophistication, representing various coupled carbon-climate feedbacks (e.g., models in Friedlingstein et al. 2014). Its dimension $n$ can range from $n < 10$ to $n > 10^7$ state variables, depending on the level of detail of the chosen model (Raupach 2013).

The compartmental structure of the global carbon system imposes very important mathematical restrictions on the dynamical system (1) (Anderson 1983; Jacquez and Simon 1993). The subsystem regarding the global carbon cycle is mass balanced; i.e., carbon is neither produced or destroyed inside the system. This is guaranteed by the compartmental structure of the matrix $\mathbf{B}$, which meets three important characteristics:

(i) All diagonal entries are non-positive,

(ii) All off-diagonal entries are non-negative, and

(iii) All column sums are non-positive.

Diagonal entries describe the total (to other pools and to outside the system) instantaneous loss rates of the compartments, while off-diagonal entries are instantaneous flow rates between compartments. The column sums represent the compartments’ external output rates and their non-positivity guarantees that only mass can leave the system if it had previously entered it. The compartmental structure of $\mathbf{B}$ and the non-negativity of the external input vector $s$ ensure that the trajectory $C(t)$ remains in the non-negative orthant, given that it started there.

Autonomous mass-balanced systems can have multiple equilibria, one of which is usually regarded the desired operational point of the system. This particular equilibrium is locally asymptotically stable and consequently an open-loop control might be sufficient. Nevertheless, large perturbations may drive the system away to a less desirable stable equilibrium or even toward a catastrophic state. Closed-loop control can help mitigate or prevent such behavior. Simple closed-loop control laws based on the mass-balance property of the compartmental system can possibly control the total mass of the system or even keep the system’s state inside a preferable invariant set. If such a control law is independent of the
compartmental matrix \( B \), then the feedback stabilization is robust against model uncertainties about flux rates as long as the system satisfies the properties of positivity and mass conservation, i.e., the system is compartmental. Furthermore, control laws that rely on physically based Lyapunov functions can ensure global asymptotic stability of the controlled system (Bastin and Praly 1999; Bastin 1999).

4 A control theory approach to manage the global carbon-climate system

To pose the control problem of the global carbon-climate system, we expand now the representation of our system to allow for the inclusion of control signals \( u(t) \) and noise \( \mu(t) \) (Stengel 2012). Our previous mapping \( \mathcal{F} \) acquires two new arguments:

\[
\mathcal{F}_c : (x_0, v, u, \mu) \mapsto x.
\]  

This function \( \mathcal{F}_c \) may be very complicated, capturing the non-autonomous, nonlinear, multi-scale, and stochastic nature of the climate system. While \( v(t) \) still represents external drivers that influence the behavior of the system, e.g., changes in solar activity or Earth’s rotation, we now isolate in \( u(t) \) variables that are subject to control such as fossil fuel emissions and emission reductions, carbon sequestration in biological and geological reservoirs, and solar radiation management. We also separate process noise and model uncertainties as the vector-valued function \( \mu(t) \).

Typically, we do not know the complete state \( x(t) \) of the system, and only have access to a limited set of measurements or observations \( y(t) \) to gather knowledge of the system. These measurements are collected from an observation network and provide information on a set of variables such as air surface temperature, atmospheric carbon dioxide concentrations, and gross primary production. We introduce now a mapping from the system’s state to observations

\[
\mathcal{G} : (x, u, w) \mapsto y,
\]  

which may depend further on the inputs \( u(t) \), and it is typically affected by measurement noise \( w(t) \). Both \( \mathcal{F}_c \) and \( \mathcal{G} \) together represent our plant (Fig. 1), that is altered by inputs \( u(t) \) and observed through outputs \( y(t) \). Thus, the challenge society faces is to determine what action \( u(t) \) needs to be taken during the upcoming years, e.g., for \( t \in [2020, 2100] \), to prevent dangerous warming.

The design and selection of strategies to achieve a particular goal is a core purpose of control theory. It aims at providing methods and tools to systematically analyze the system’s behavior, formulate the control problem, and construct control strategies (Sastry 2013; Stengel 2012) to achieve a desirable dynamic response of the system (Table 1). Moreover, this theory provides means to formally address questions such as the following.

What variables and parameters of the system should be controlled because they are most effective? Are current mitigation strategies sufficient to control the system? It is important to quantify the potential benefit of different climate response strategies, e.g., carbon vs solar radiation management, which may inform about which strategy should deserve increased attention. At a different level, it is also possible to evaluate different methods for CDR such as afforestation, bioenergy, or direct air capture. For example, one can quantify what combination of methods is feasible, at what scale are they required, and what methods have the largest potential according to different geographical characteristics where they can be implemented.
| Control theory concept | Earth system analogous concept or implication |
|------------------------|-----------------------------------------------|
| Open-loop controller   | Set of policies to keep atmospheric CO$_2$ and mean surface temperature at a certain predefined target, informed by scenario-based modeling without feedback from observations. Policies are prescribed for long-term horizons. This is the approach followed by Integrated Assessment Models where the cost of climate change action are optimized with respect to climate-related damages. |
| Closed-loop controller | Adaptive management of the carbon-climate system. Set of policies to keep atmospheric CO$_2$ or mean surface temperature at a certain predefined target, allowing for feedback between observed outcomes that may result in corrections of previous policies. |
| Observability          | Ability to infer the state of the carbon-climate system with knowledge from a limited set of observations. For the global carbon cycle, observability can be expressed as the capacity to infer the size of other pools and fluxes from observations of a limited set of variables such as atmospheric CO$_2$ concentrations and net fluxes among main carbon reservoirs. |
| Controllability        | Ability to steer the carbon-climate system to a desired state, and as such crucial for effective control design. |
| Nonlinear control      | Branch of control theory that can deal with nonlinear systems. Since the global carbon-climate system has multiple feedbacks that result in nonlinear interactions among system components, nonlinear control is critical to control the system in a desired manner. |
| System representation and identification | Mathematical or algorithmic representation of the global carbon-climate system. Earth system models are representations based on physical and biological laws. System identification attempts at producing mathematical models based on observations. When observations are limited and the system is highly complex, the system may be non-identifiable. |
| Control law            | Rules based on a mathematical model that prescribe the set of actions to take in order to steer the carbon-climate system to a desired state. Policies to limit carbon emissions, solar radiation management, or carbon sequestration can be considered control laws. |
| Control design         | Set of strategies to be considered that would lead to a specific control law. For example, strategies can be designed that steer the carbon-climate system to a particular state (e.g., 350 ppm) or to follow a particular trajectory in the atmospheric CO$_2$-temperature space. |
| Sensor                 | Global monitoring system of the carbon-climate system that provides information on a set of variables such as surface temperatures, albedo, atmospheric CO$_2$, and gross primary production. |
| Actuator               | Instruments or means that implement the control law by modifying elements of the carbon-climate system. For instance, solar radiation management via injection of aerosols into the atmosphere can be interpreted as a form of actuation. |

Are current monitoring systems sufficient to observe the state of the carbon-climate system? How do we estimate the state from collected measurements? Where should we place new monitoring infrastructure? The state of the Earth system is currently assessed by analysis of data collected from various satellite- and station-based monitoring systems, e.g., temperature, precipitation, cloud coverage, and ice coverage, in order to inform about Earth’s climate in general and consequences of its change specifically, such as droughts, weather extremes, sea-level rise. However, the employed monitoring systems have not been
initially introduced with all these tasks in mind; in contrast, they have been developed over time as sensing capabilities as well as monitoring demands grew. There are increasing constraints set on new sensing systems to be deployed, including their general usefulness for long-term monitoring and forecasting and their economic costs (Weatherhead et al. 2018). Thus, a systematic quantification of their capabilities and potential is of vital importance.

Can we ensure (and how) that the employed mitigation strategies are robust with respect to uncertainties (model discrepancies, unpredictable environmental factors, etc.)? The control of the global carbon-climate system is a tremendously challenging problem. Climate models are high-dimensional, nonlinear, and multi-scale systems, which are in general hard to analyze and, especially, to control. Moreover, while Earth system models have been improving significantly, they remain imperfect. While available monitoring systems are extensive, they are limited. Given these limitations it is important to quantify and constrain the potential (ly adverse) impact of mitigation strategies. Some of the aspects will be discussed in the following sections.

4.1 The closed-loop control problem

The concept of adaptive management in environmental sciences is closely related to the concept of closed-loop control (Walters and Hilborn 1978; Anderies et al. 2007; Vardas and Xepapadeas 2010; Levin et al. 2013), where it is generally contrasted with the concept of open-loop control.

Open-loop control, also referred to as feedforward or precomputed control, is performed in a predefined manner independent of the changes of the system state. It is a very useful and effective method if the general input-output behavior (as opposed to the actual state) of the system is well characterized and does not change over time, or due to the control itself. As previously mentioned, we believe that current approaches to carbon-climate management can be interpreted as belonging to open-loop control (Fig. 1). Successful open-loop strategies require an accurate description of the real-world system via the model $\mathcal{F}$, and uncertainties, unrepresented processes or system changes (as the control itself may modify the system) are generally not accounted for. Thus, the measurement output has no influence on the control input. In the context of climate science and policy, open-loop control strategies result in production of scenarios or long-term policies that are followed without feedback from observations.

Alternatively, in closed-loop or feedback control (Skogestad 2007; Aström and Murray 2010) the controller is informed by measurements and adapts accordingly. In particular, we are searching for a control law $\mathcal{K}$ (rules) that translates measurements $y(t)$ into a new action $u(t)$:

$$\mathcal{K} : \ y \mapsto u.$$ (4)

The controller implements the action as prescribed by the control law through a so-called actuator. In the context of the global carbon-climate system, the actuator can be something abstract, such as the implementation of a law on how much emissions are allowed, or something more concrete, such as the deployment of a technology for SRM or CDR (Jarvis et al. 2008; Jarvis et al. 2009; MacMartin and Kravitz 2019). A measurement-informed feedback is essential for the mitigation of disturbances and to adapt to changing conditions of the system (e.g., parameter changes, external uncontrollable drivers of the system, delay in policy implementation, or unexpected system responses due to nonlinear feedbacks). The
controller evaluates the response of the system to the control action and adjusts the next control action accordingly.

The carbon-climate system is highly nonlinear and non-autonomous, and current state-of-the-art models remain imperfect and suffer from misrepresentation and uncertainties requiring model revision strategies. There have been tremendous advances in climate and carbon monitoring systems in recent years (e.g., Le Quéré et al. 2018; Friedlingstein et al. 2019), which can be used to systematically adapt policies as new measurements become available. The largest benefits can be expected from closed-loop strategies. Instead of performing scenario analyses aiming at the implementation of fixed long-term policies (Morgan and Keith 2008), we propose to design adaptive policies that incorporate immediate feedback from the response of the system (Levin et al. 2013). This perspective assumes that we can evaluate the effectiveness of a policy at time scales faster than the time scales of political processes that produce these policies.

4.2 Observability and controllability

The characterization, modeling, and control of a dynamical system pose particular requirements on the monitoring network (sensors) and control implementations (actuators), each with their own respective capabilities and limitations (Stengel 2012; Sastry 2013). These include the ability to measure and estimate the state of the system, given constraints on the type, number and location of sensors. Analogous requirements can be posed for the control architecture, i.e., the type, number, and location of actuators necessary to manipulate the system in a desired manner.

Observability and controllability are two important concepts that are useful for the evaluation and decision-making process on sensing and control capabilities (Stengel 2012). In particular, observability describes the ability to reconstruct the state of the system from measurements. Controllability describes the ability of the actuator to manipulate the system state. As a consequence, observability determines the ability to design an estimator of the system state that reconstructs or estimates the full state from measurements, and analogously, controllability of a system determines the ability to design the control law $K$. There exists a powerful mathematical framework to quantify these properties, e.g., as a binary decision (system is/is not observable/controllable) or to characterize the degree of observability/controllability. Further, these properties of a system are useful to inform the design and selection process for a particular set of sensors and actuators with desired capabilities. For instance, the controllability rank condition, introduced in the seminal work of Kalman et al. (1963), has been used by Bonetti and McInnes (2018) to determine the controllability of a linear representation of the climate system with respect to a different number of SRM actuators and their locations.

Given the vast and growing sensor network for monitoring the Earth’s carbon-climate system, there is a large potential to systematically analyze and evaluate which variables need to be measured, what sensors are crucial for the estimation of the state of the global carbon-climate system, and whether current efforts are already sufficient. This is crucial for the development of existing and new sensor technologies given the constraints on financial, technical, and political instruments, and will guide the focus of society’s efforts. Moreover, considering the pessimistic estimates for the rise of the global temperature over the coming years, it is critical to quantify the potential impact of current control mechanisms and the need and type of specific alternatives, so that implemented policies and control strategies can act with the required speed and strength at a minimum amount of time.
4.3 Control design and control law

Control design is the task of determining a control law $\mathcal{K}$ that prescribes how measurements are mapped to control actions. The design of the control law typically involves some tuning, e.g., of parameters or the structure of the control law, by analyzing properties or observing the response of the system (Khalil 1996; Sastry 2013).

Much of previous work on closed-loop control in the context of controlling the climate or socio-ecological systems (Anderies et al. 2007; Jarvis et al. 2008; Kravitz et al. 2014; Bonetti and McInnes 2018; Cao and Jiang 2017; Kravitz et al. 2017a; Kravitz et al. 2017b) is focused on linear or linearized models and/or employs linear feedback control methods, in particular the proportional-integral (PI) controller and its variants. The PI controller has been successfully used in many applications. However, one of its major limitations is that it requires the system to remain close to its operating point, e.g., the point in the vicinity where the nonlinear system has been linearized. However, the global carbon-climate system is an inherently nonlinear system. Linearization around a particular operating point may destroy crucial nonlinear interactions, which are critical for the prediction task and may be exploited for control. Further, disturbances and uncertainties do have a large impact on the system and can lead to significant system changes rendering the controller invalid. More generally, as there are realistic climate models available, model-based control approaches seem promising and may have a larger impact. Jackson et al. (2015) provide a great example toward this direction by incorporating a simple model into the model-based control strategy that informs the forcing in the full-complexity model.

An essential aspect in many control strategies is the formulation and evaluation of a control objective, which can be a surprisingly difficult task. Often, we are not able to measure directly the control objective of interest, but instead need to use a proxy for it. The proxy must be chosen carefully as the control then aims to achieve a desirable value for the proxy itself. For instance, society is interested in keeping the rise of the global average temperature well below 2 °C; however, a better proxy to achieve this goal may be to keep the average CO$_2$ concentration in the atmosphere fixed at a certain value. Carbon dioxide is a well-mixed gas that shows less spatial and temporal variability than temperature, and can be consistently and accurately monitored from an observation network. Control of this proxy, however, is dependent on the level of uncertainty in climate sensitivity due to raising atmospheric CO$_2$ (Knutti et al. 2017), changes in radiative forcing of other greenhouse gases, and long-term responses due to ocean circulation and thermal inertia. A more abstract review of the design process with respect to objective functions in the context of geo-engineering is provided in Kravitz et al. (2016). In general, the control objective is a measure of the performance of the controller and reflects a trade-off between multiple objectives, e.g., the error between the state of the system and the desired state and the cost to achieve its minimization. The control objective can be mathematically formalized as a cost function to be minimized or maximized and that may also penalize the control effort via $u(t)$ as determined by the control law $\mathcal{K}$ itself.

Control design involving objective functions is often formulated in the context of optimal control (Stengel 2012). Levin et al. (2013) provided a general introduction of optimal control and adaptive feedback strategies for socio-ecological systems. Optimal control has recently been used for resource management in socio-ecological systems (Anderies et al. 2007), where it has been compared with robust control methods. However, the employed model was a simple one-dimensional logistic-type model. More recently, Jackson et al. (2015) employed a receding-horizon model-predictive control strategy based on a reduced-complexity model to control sea-ice extent in a high-complexity, full-scale model.
predictive control (MPC) (Camacho and Alba 2013; Mayne et al. 2000) is an adaptive optimal control approach, which has gained increasing popularity over the last decade. MPC benefits from simple and intuitive tuning, the flexibility to incorporate arbitrary cost functions and constraints, and the ability to control a wide range of simple and complex phenomena, including systems with time delays, non-minimum phase dynamics, and instability. Low latency is crucial for robust control performance, as instabilities may arise from time delays between sensing and actuation. The adaptive and predictive nature of MPC, in contrast to, e.g., PID controllers, could prove here very useful in dealing with greenhouse gases that have long timescales in the atmosphere and require long simulations into the future to assess climate impacts. The most challenging part of MPC is the identification of a low-dimensional predictive model, which is separate from the actual control design. MPC has been shown to be robust with respect to model errors due to its receding horizon formulation (Kaiser et al. 2018). Especially in high-dimensional and multi-scale systems, where reliable low-order descriptions are difficult to obtain and where parameters vary or are affected by uncertainties, adaptive and tuning methods play a critical role.

There exist a multitude of adaptive control strategies that aim to achieve their control objective by continuously adjusting parameters based on the measured system output. Gain-scheduling (Shamma and Athans 1990) allows one to generalize linear methods to nonlinear systems by considering a set of localized linear models and controllers, each defined for a particular operating point. In contrast, extremum-seeking control (Zhang and Ordóñez 2012) does not rely on a model and involves a perturbation-based scheme to manipulate generally nonlinear systems.

More broadly, closed-loop control comprises a large variety of strategies, including model-based (Stengel 2012; Sastry 2013) and model-free (Sutton and Barto 2018; Åström and Wittenmark 2013; Fleming and Purshouse 2002) (adaptive, tuning) methods. While in both situations we rely on measurements, a model is not employed in the latter case. Model-based strategies are applicable if we are able to find a sufficiently good representation of our dynamical system and its actuation mechanisms. There is a long history of system identification techniques (Ljung 1999; 2010; Sjöberg et al. 1995) to identify models from data, which is revolutionized now with the rise of big data and machine learning. This does not necessarily mean only black-box models which are hard to analyze and do not provide physical intuition. In contrast, there has been increasing focus on developing techniques to infer parsimonious models that are interpretable and able to generalize beyond the data they have seen during the training stage (Bongard and Lipson 2007; Schmidt and Lipson 2009; Brunton et al. 2016; Duriez et al. 2016; Rudy et al. 2017). This is particularly useful for identifying low-complexity models for control. As cross-validation of models remains limited, i.e., models can only be evaluated on past observations of a single trajectory, the importance of identifying meaningful and interpretable models increases. Any successful control strategy relies on tractable models that are sufficiently low-dimensional so that the controller can compute the next control action and react sufficiently fast at relevant timescales. Unfortunately, in many systems, such as the spread of infectious diseases, financial trading or turbulence, we may not know the governing equations, or these may be too complex and high-dimensional to be used for the control task. Then, model-free methods are very useful and offer large potential.

A promising strategy for the control of the carbon-climate system could rely on both: (1) employing model-based control methods with simplified, low-dimensional models of the global carbon-climate system (e.g., IAM and ESM emulators) to improve our understanding of the system and to identify suitable control mechanisms that can then be incorporated in an expensive, high-dimensional (e.g., Kravitz et al. 2017a; MacMartin et al. 2017); and
(2) developing model-free control strategies that rely heavily on observations. It is also worth noting that, in contrast to many engineering applications, the reaction time of the controller for the carbon-climate system is slow compared with technical response capabilities and available computing power. For instance, Jarvis et al. (2009) proposed a control strategy with a 20-year evaluation period for decision making, which is much longer than potential technical response times. Thus it is feasible to execute a model-based controller informed by realistic, high-dimensional models that can integrate IAMs and ESMs running on supercomputers.

5 Stabilization of atmospheric CO₂ as a congestion control problem

The global carbon cycle can be conceptualized as a complex network of compartments that contain carbon in different chemical and physical forms. Carbon is exchanged among the different compartments or nodes of the network according to the capacity of natural sinks to take up carbon.

Since the beginning of the industrial period, as humans started to add CO₂ to the atmosphere, the carbon stock in this compartment has increased. The main natural sinks, the oceans and the terrestrial biosphere, have absorbed a significant amount of this carbon, and their sink strength has increased proportionally with emissions, but not all extra carbon has been taken up by the natural sinks. Currently, it is estimated that natural sinks absorb about 43% of annual anthropogenic emissions, and about 45% accumulates in the atmosphere annually (Le Quéré et al. 2018; Friedlingstein et al. 2019).

If we conceptualize the global carbon system as a network of interconnected compartments, we can conceptualize carbon accumulation in the atmosphere as a congestion problem. Through fossil fuel combustions, humans inject carbon dioxide to the atmosphere and overwhelm the capacity of other nodes (surface ocean and terrestrial biosphere) to uptake all extra carbon, resulting in an accumulation of atmospheric CO₂. The resulting warming, in combination with other global change factors (Canadell et al. 2007; Zaehle 2013), may decrease the carbon uptake capacity of the natural sinks, in turn reducing the throughput of the link to these compartments. This positive feedback is similar to traffic congestion where the accumulation of commuters in a certain area reduces the throughput and further increases the time they spend there, which further increases their number.

Congestion is a common problem in networks, which is well studied in communication networks (Low et al. 2002) and industrial manufacturing (Bastin 1999; Bastin and Guffens 2006). Systems of continuous-flow stirred-tank reactors, assembly lines and grinding machines are examples of mass-balanced systems that are susceptible to congestion when inflow demand exceeds the throughput capacity of the network. A suite of methods from control engineering provide general approaches to deal with congestion control in mass-balanced systems (Bastin 1999), which due to their generality could be used to deal with the problem of avoiding congestion of carbon in the atmospheric compartment of the Earth system.

Bastin and Guffens (2006) showed that mass congestion in compartmental networks can be automatically prevented by using a nonlinear closed-loop controller that has a compartmental structure. This implies that carbon can be managed by designing and implementing a system of reservoirs that can temporarily store carbon to maximize throughput of the network by the natural carbon sinks. The controller can also be used to compute the amount of mass that is allowed to enter the network; therefore, it can be used to compute fossil fuel emission allowances. We believe this control mechanism can be used
to exemplify the design of a global system for carbon management and climate change mitigation.

6 Example: Computing fossil fuel emission allowances as a congestion-control problem

To show the power of closed-loop control for managing the global carbon cycle, we use here an example inspired by the framework presented by Bastin and Guffens (2006), which attempts to avoid congestion in a compartmental network (Fig. 2). Specifically, we conceptualize the global carbon cycle as a system of compartments that transfer carbon among each other and ultimately release extra carbon to the deep ocean. Our objective is to avoid overflow of the atmospheric compartment as we add fossil fuel carbon. The natural sinks (terrestrial biosphere and surface ocean) exchange carbon with the atmosphere, but have a limited capacity on the rate to sequester and process this carbon. Therefore, we design a controller that tells us how much fossil fuel carbon is allowed to enter the atmosphere based on our ability to observe the behavior of the net flux between surface and deep ocean (Fig. 3). For simplicity, we exclude the temperature feedback from this example.

![Graphical representation of the concept of congestion in the global carbon cycle](image-url)

**Fig. 2** Graphical representation of the concept of congestion in the global carbon cycle. As fossil fuels are added to the atmosphere, the terrestrial biosphere and the surface ocean can only take up extra carbon according to their natural sequestration capacity. Therefore, carbon dioxide accumulates in the atmosphere and results in congestion of molecules in the network. Congestion also leads to a longer time of CO\(_2\) molecules in the atmosphere, which is depicted by the color of the dots in the graphic. Green colors represent CO\(_2\) molecules that recently entered the atmosphere, while red colors represent molecules that have stayed for a longer time.
Fig. 3 Output feedback control scheme of a simple nonlinear global carbon-cycle model. The controller reacts to changes in the net flux out of the system and fossil fuel demand, producing an input signal $u$ that modifies the demand $d$.

We consider a modified version of the simple nonlinear global carbon-cycle model introduced by Rodhe and Björkström (1979). It is depicted inside the dashed rectangle within the green box of Fig. 3 and consists of the three carbon compartments: atmosphere ($C_A$), terrestrial biosphere ($C_T$), and surface ocean ($C_S$). A detailed description of the differential equations for each compartment is given in the Appendix.

In contrast to the original model of Rodhe and Björkström (1979), we assume that the directional fluxes between the atmosphere and the surface ocean and between the atmosphere and the terrestrial biosphere ($F_{AS}$ and $F_{AT}$) saturate at 200 and 90 PgC year$^{-1}$, respectively. This is consistent with the idea of saturation of natural sinks (Canadell et al. 2007; Le Quéré et al. 2008). The saturation of fluxes that remove carbon from the atmosphere potentially leads to an undesired accumulation of atmospheric carbon (Fig. 4a). This congestion can be avoided by controlling fossil fuel emissions, allowing a certain amount of emissions based on a known demand $d$.

Following Bastin and Guffens (2006), we implement an output feedback control scheme that avoids congestion by permitting only a fraction $\Phi$ of the demand $d$. To compute the fraction $\Phi$, we define an auxiliary variable $z$ by

$$\dot{z}(t) = y(t) - \Phi(z(t)) \cdot d(t),$$

where $y(t) = F_{SD} - F_{DS}$ denotes the net flux of carbon out of the system to the deep ocean. Intuitively, the variable $z$ can be thought of as the content of a virtual extra compartment that is fed by the net outflux $y(t)$ out of the system and drained by the controlled input $\Phi(z(t)) \cdot d(t)$, whose size depends on the content of the virtual pool via the monotonically increasing and continuously differentiable, but otherwise unconstrained function $\Phi$. Regardless of the specific choice of $\Phi$, this arrangement creates a virtual system that is physically closed, keeping the overall mass constant and therefore bounded, thus avoiding congestion. The freedom to choose $\Phi$ could, in a realistic scenario, be used to achieve additional goals apart from the main objective of congestion.
control and could be optimized with respect to some desired properties. Such an optimization is clearly outside the scope of this example and would obscure our main objective to explain closed-loop control, which does not require any assumption of optimality. Our choice of $\Phi$ is therefore solely guided by simplicity and the desire to provide an intuitive way to affect the behavior of the controller. To this end, we create a family of functions $\Phi_{z_{\text{max}}}$ parameterized for different values of a parameter $z_{\text{max}}$ that represents the maximal size of the virtual compartment (see Appendix), and can be interpreted as the total amount of cumulative fossil fuel emissions allowed. With increasing $z_{\text{max}}$ the controller acts more and more serenely. For decreasing values the reactions become faster and more restrictive.

For practical reasons, we assume here human fossil fuel demand $d(t)$ (Fig. 6) as equivalent to a high emission scenario (a combination of RCP8.5 and ECP8.5) (Fujino et al. 2006; Meinshausen et al. 2011), but acknowledge that actual demand may be very different in the future and can change unexpectedly from year to year. In fact, this control design does not rely on particular scenarios of fossil fuel emissions, only on short-term projections of demand that can be updated on a regular basis.

The function $u(t) = \Phi(z(t)) \in [0, 1]$ controls the input $F_{FA}(t) = u(t) \cdot d(t) \leq d(t)$ of fossil fuel derived carbon to the system (see additional details about $\Phi(z(t))$ in the Appendix). By solving the extended system of equations that includes (5), we obtain the mapping $\mathcal{K}$ from observations $y(t)$ to action $u(t)$.

**Fig. 4**  
(a) Response of carbon stocks in the atmosphere, terrestrial biosphere, and surface ocean, to the injection of fossil fuel according to the full demand; i.e., no control is applied.  
(b) Response of the carbon stocks when the closed-loop control is applied.
Fig. 5 Temporal evolution of the controller as it responds to fossil fuel emission demands and observations of the net flux out of the system. a Strength of the control action as quantified by $u(t)$ (unitless). b Allowed carbon emissions over time as quantified by the control input $F_{FA}(t) = u(t) \cdot d(t)$

This control mechanism effectively keeps atmospheric carbon to near constant values for historical levels of demand consistent with actual emissions (Fig. 4b). The degree of action $u$, which sets the proportional constraint on the demand ($u = 1$: all demand is allowed, $u = 0$: no emissions allowed), changed rapidly over time reaching a maximum strength by the end of the twenty-first century (Fig. 5a), suggesting that policies must adapt quickly according to fast changes in the demand. Furthermore, the controller did allow for fossil fuel emissions every year, particularly during the twentieth century, but limited emissions later on as the demand increased and the capacity of the natural sinks reached their maximum (Fig. 5b).

Albeit simple, the example is valuable since it shows the following: (1) Closed-loop control provides the conceptual and mathematical tools to effectively steer the global carbon cycle while considering its internal nonlinear structure. No assumptions of linearity were made, nor was the system linearized at a point. (2) Instead of providing a scenario that society should follow, closed-loop control provides a rule that uses observations to quickly adapt to changing conditions such as rapid changes in fossil fuel demand. (3) The design of the controller has important implications for the monitoring system that should be deployed. In this example, the monitoring infrastructure must measure or reconstruct the exchange of carbon between the surface and the deep ocean, but for other control designs this requirement may be different. Obviously, other controllers can be designed not only to set limits...
on carbon emissions but also to remove carbon through sequestration in geological or biological sinks. More realistic models and better knowledge on the demand for fossil fuel emissions can provide additional insights on how to steer the global carbon-climate system to a particular state.

7 Conclusions

The problem of steering Earth’s carbon-climate system to a desired state can be posed as a closed-loop control problem that continuously adapts action according to measurements and uncertainty in the dynamic behavior of the system. We provided here a general mathematical description of the carbon-climate system that can be used to formally treat the closed-loop control problem. This representation takes advantage of the compartmental structure of the global carbon system, which imposes specific mathematical restrictions on the system of equations that lead to particular properties such as dynamic stability.

In particular, CO₂ levels in the atmosphere can be effectively controlled using concepts and tools from congestion control of networks. Control theory provides concepts and methods that we could potentially use to steer the global carbon-climate system away from dangerous climate change, and limit temperature increase according to the targets of the Paris Agreement. For this purpose, management of the global carbon cycle can be used as an effective approach to control global temperature change.

Particularly important for addressing the control problem of the global carbon-climate system are the dual topics of observability and controllability. For the design of effective control mechanisms (controllers), an observatory system that monitors and reconstructs the time-evolution of the state of the system is required. This means that a global carbon monitoring system that makes information available at relevant timescales is key for the design...
of control mechanisms that can lead to rapid policy action. In this sense, the formal definition of the control problem can potentially help to devise the type of institutions and infrastructure that would be needed to steer the global carbon-climate system.

Our simple example showed that the global carbon cycle could be effectively managed by having knowledge on fossil fuel demand and the capacity of the system to transfer carbon to geological reservoirs such as the deep ocean. We obtained a mathematical rule that prescribes actions based on changes in the demand and the internal dynamics of the system, so this rule can be used for adaptive management of the carbon cycle. This approach differs from scenario-based prescriptions of emission pathways and could be very useful for policy decisions on shorter time horizons than those imposed by long-term scenarios.

Appendix

A.1 Detailed model description

The model consists of three carbon compartments: atmosphere \((C_A)\), terrestrial biosphere \((C_T)\), and surface ocean \((C_S)\). The letters \(D\) and \(F\) stand for the external compartments deep ocean and fossil fuel reserves. The carbon contents of the compartments are always given in units of PgC and fluxes in units of PgC year\(^{-1}\). Two external fluxes add carbon to the system. The first one, \(F_{DS}\), is constant and goes from the deep ocean to the surface ocean, whereas the second one, \(F_{FA} = F_{FA}(t)\), is time dependent and represents carbon added to the atmosphere by the burning of fossil fuels. It is defined by \(F_{FA} = u \cdot d\) with \(u\) being the control input and \(d\) being the human demand for fossil fuels (Fig. 6). Carbon can leave the system only if it moves from the surface ocean to the deep ocean. We denote this flux by \(F_{SD}\).

A flux from compartment \(X\) to compartment \(Y\) is denoted by \(F_{XY}\) and the following fluxes exist in the model, all given in PgC year\(^{-1}\):

\[
\begin{align*}
F_{AT} &= 60 \frac{(C_A/700)^\alpha}{(C_A/700)^\alpha}, \\
F_{AS} &= 100 \frac{C_A}{700}, \\
F_{TA} &= 60 \frac{C_T}{3000}, \\
F_{SA} &= 100 \frac{(C_S/1000)^\beta}{(C_S/1000)^\beta}, \\
F_{SD} &= 45 \frac{C_S}{1000}, \\
F_{DS} &= 45.
\end{align*}
\]

The two parameters \(\alpha = 0.2\) and \(\beta = 10.0\) control the fluxes from the atmosphere to the terrestrial biosphere and from the surface ocean to the atmosphere, respectively.

The model can now be described by the three ordinary differential equations, for \(t > t_0 = 1765\),

\[
\begin{align*}
\frac{d}{dt} C_A &= F_{TA} + F_{SA} - F_{AT} - F_{AS} + F_{FA}(t), \\
\frac{d}{dt} C_T &= F_{AT} - F_{TA}, \\
\frac{d}{dt} C_S &= F_{AS} - F_{SA} - F_{SD} + F_{DS}. \tag{7}
\end{align*}
\]

Note that the right-hand side of (7) depends through (6) not only on \(t\) but also on the state vector \(C(t) = (C_A(t), C_T(t), C_S(t))^T\). Therefore, fluxes among compartments respond nonlinearly to their respective contents. If we now define the state- and time-dependent compartmental matrix \(B = B(C, t)\) to equal...
and \( s(t) := (F_A(t), 0, F_{DS})^T \), then the model fits in the framework of (1) without the temperature component. We can then write the nonlinear time-dependent compartmental system as

\[
\frac{dC}{dt} = B(C, t) C + s(t), \quad t > t_0,
\]

We ran the uncontrolled system \((u = 1)\) from its equilibrium point \(C_0 = (700, 3000, 1000)^T\) from 1765 forward until 1900, and after this, we activated the control function \(u(t) = \Phi(z(t))\). In other words, we allowed all fossil fuel emissions until the year 1900, and after this year, we assumed humanity controlled the global carbon cycle.

**A.2 The control function \(u(t) = \Phi(z(t))\)**

The closed-loop controller proposed by Bastin and Guffens (2006) has as control objective to match the fossil fuel demand as best as possible while avoiding overflows of the compartmental network. For the simple case of one single output, it is defined as \(u(t) = \Phi(z(t))\), where the function \(\Phi : \mathbb{R}^+ \mapsto \mathbb{R}^+\) can be chosen freely as long as it is monotonically increasing, continuously differentiable and fulfills \(\Phi(0) = 0\) and \(\lim_{z \to \infty} \Phi(z) = 1\). This freedom could be used to optimize the controller, e.g., by introducing a parameterization of \(\Phi\) with many tunable parameters. Since we were instead interested in maximal simplicity we chose a representation that depends only on the initial value \(z_0 = z_{\text{max}}\), the size of the imaginary buffer. Furthermore, we wanted the controller to set in smoothly. This has been achieved by choosing \(\Phi(z) = 1\) for \(z \geq z_{\text{max}}\). In this way, the controller is inactive

![Comparison of the different forms of the control function \(\Phi(z)\) for different values of \(z_{\text{max}}\)](image-url)
as long as the buffer pool is empty and has full capacity $z_0 = z_{\text{max}}$, but sets in smoothly as soon as the buffer fills and the remaining storage $z$ decreases.

The mathematical form of the control function chosen for the example can then be expressed as

$$\Phi(z) = \begin{cases} f & z \leq z_{\text{max}}, \\ 1 & z > z_{\text{max}}, \end{cases}$$

with $f$ following the requirements

$$
\begin{align*}
& f(0) = 0, \\
& f(z_{\text{max}}) = 1, \\
& f'(0) = 1/z_{\text{max}}, \\
& f'(z_{\text{max}}) = 0,
\end{align*}
$$

which can be fulfilled by a cubic Hermite spline, in which case they uniquely determine the coefficients of the cubic function

$$f(z) = a_0 + a_1 z + a_2 z^2 + a_3 z^3. \quad (10)$$

The controller therefore depends only on the argument $z_{\text{max}}$, which determines not only the value at which the controller switches off but also the speed (first derivative) at which it operates.

---

**Fig. 8** Effect of different values of $z_{\text{max}}$ on the control mechanism and its effectiveness at avoiding accumulation of carbon in the atmosphere. Values of $z_{\text{max}}$ correspond to 50 (left panels), 500 (middle panels), and 1000 (right panels) PgC. Top panels show the time evolution of the total amount of carbon stored in the atmosphere, terrestrial biosphere, and surface ocean compartments. Middle row panels show the allowed amount of carbon emissions in PgC year$^{-1}$ as quantified by $F_{FA}(t) = u(t) \cdot d(t)$. Lower panels show the strength of the control as quantified by $u(t)$, with $u(t) = 0$ representing full action and no emissions allowed, and $u(t) = 1$ representing no action and all emission demand allowed.
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To illustrate the effect of the parameter $z_{\text{max}}$ on the controller, we present in Fig. 7 the shape of $\Phi(z)$ for values of $z_{\text{max}} \in \{50, 500, 1000\}$ PgC. For small values of $z_{\text{max}}$ the controller has a steep slope, which means that it can react fast, while for larger values of the parameter the controller reacts slowly (Fig. 8). In fact, for $z_{\text{max}} = 1000$ the controller cannot effectively avoid congestion of the network, leading to undesired accumulation of carbon in the atmosphere. The example presented in the main text corresponds to $z_{\text{max}} = 50$.
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