A Measurement-based Algorithm for Graph Colouring
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We present a novel algorithmic approach to find a proper vertex colouring of a graph with \(d\) colours, if it exists. We associate a \(d\)-dimensional quantum system with each vertex and the initial state is a mixture of all possible colourings, from which we obtain a random proper colouring of the graph by measurements. The non-deterministic nature of the quantum measurement is tackled by a reset operation, which can revert the effect of unwanted projections. As in the classical case, we find that the runtime scales exponentially with the number of vertices. However, we provide numerical evidence that the average runtime for random graphs scales polynomially in the number of edges.

A proper vertex colouring, often simply called a colouring of a graph, is an assignment of colours to vertices of a graph \(g\), such that no adjacent vertices have the same colour [1]. A colouring that uses \(d\) different colours is called a \(d\)-colouring and a graph for which a \(d\)-colouring exists is called \(d\)-colourable. The chromatic number \(\chi(g)\) is the smallest number \(d\) such that \(g\) is \(d\)-colourable. See Figure 1 for a graph with chromatic number 3.

It is hard to compute \(\chi(g)\). In fact finding \(\chi(g)\) is one of Karp’s 21 famous NP-complete problems [2, 3, 4, 5], which means that every problem in NP can be solved by calling an oracle version of the graph colouring a polynomial number of times. And even when considering only planar graphs with vertex degree at most four and \(d = 3\) different colours the problem remains NP-complete [6]. Various problems of practical significance are naturally linked to the graph colouring problem. This includes planning and scheduling problems as they occur in industrial settings like manufacturing [7] and cost optimization [8]. In the present paper we introduce an algorithm that finds a graph colouring on a quantum computer via measurements. While measurements play a central role in our algorithm and throughout the analysis in this paper, we also use gates. Thus our approach lies in between the gate model paradigm and the framework of measurement-based quantum computation [9].

The paper is structured as follows. We begin by introducing the main idea of the algorithm and present an overview of all relevant steps in Section 1. Afterwards, in Section 2, we cover the technical details of the involved measurements before we present how to handle “unwanted” measurement outcomes in Section 3. We discuss the runtime in Section 4 and give a conclusion in Section 5.

1 The algorithm

The main idea of our algorithm is as follows. Let the number of different colours be \(d\). We associate a \(d\)-dimensional qudit with each vertex, such that each colour corresponds to a canonical basis state. Initially we start with a state that contains all colourings, valid and invalid, with nonzero probability. In particular we can start with white noise, also called the completely mixed state. We iteratively colour the edges of the graph by measurements in the canonical basis and a reset operation \(B\) which is necessary due to the stochastic nature of the measurement. The measurement outcome on each qudit is a colour which we assign to the corresponding vertex. This colouring properly colours some of the edges. We call them established and keep track of which edges are established already. The reset operation should undo the undesired pro-
We introduce basic concepts before we describe colouring of the graph. The idea is to uniformly shift probability from the measured colouring to all other colourings which respect the established edges. We repeat the measured colouring to all other colourings and scrambling the state until we obtain a proper colouring of the graph.

1.1 Basic Concepts and Definitions

We introduce basic concepts before we describe the steps of the algorithm. Let the simple and undirected graph $G$ be given by a set of vertices $V = \{1, 2, ..., n\}$ and a set of edges $E = \{e_1, e_2, ..., e_m\}$. We use $d$-dimensional qudit states $|\alpha\rangle_v$ to encode the colouring of a vertex $v \in V$ with colour $\alpha \in \{0, 1, ..., d - 1\}$. The corresponding $d$-dimensional Pauli Operators are defined as

$$X_v := \sum_{\alpha=0}^{d-1} \omega^{\alpha + 1 \mod d} |\alpha\rangle_v \langle \alpha|, \quad \text{and} \quad Z_v := \sum_{\alpha=0}^{d-1} \omega^{\alpha} |\alpha\rangle_v \langle \alpha|$$

with $\omega = e^{2\pi i/d}$. In the following, we will drop the vertex index if the meaning should be clear from the context.

We will use the letter $c$ to denote a colouring, i.e. an assignment of colours to all vertices. We usually interpret $c$ as an integer number, where the $v$-th base-$d$ digit $c_v \in \{0, 1, ..., d - 1\}$ is the colour of the vertex $v$. The corresponding quantum state is a product state of $n$ qudit states

$$|c\rangle := \bigotimes_{v \in V} |c_v\rangle_v$$

The analysis of the algorithm will be simplified by reinterpreting the overall projection of the measurement in the $Z$-basis as a sequence of projections onto the subspaces of proper colourings for each edge, followed by the projection onto the measured colouring $c$. The Hermitian observable $A^{(c)}$, which answers whether the edge $e$ has a valid colouring, is given by its spectral decomposition

$$A^{(c)} := P^{(c)} - P^{(c)}_\neq,$$

where

$$P^{(c)}_{\{v, w\}} := 1_{V \setminus \{v, w\}} \otimes \sum_{\alpha, \beta=0}^{d-1} |\alpha\rangle_v \otimes |\beta\rangle_w,$$

and $P^{(c)}_\neq := \prod_{e \in E \setminus \{c\}} P^{(c)}_e$. We denote the set of all edges which are already established with $E_\neq \subset E$. We further define the projector

$$P := \prod_{e \in E \setminus \{c\}} P^{(c)}_e.$$

onto the subspace $\mathcal{H}_P$ where all the established edges in $E_\neq$ are coloured properly. Note, that although $P$ explicitly depends on the set of already established edges $E_\neq$, we will use this implicit notation $P$ in favour of better readability.

Consider the state with uniform probabilities for all proper colourings on $E_\neq$, except for some special colouring $c$ for which the probability is $p_c \in [0, 1]$. We call this state

$$\rho_{\text{ideal}}(P, c, p_c) := p_c |c\rangle \langle c| + (1 - p_c) \frac{P - |c\rangle \langle c|}{\text{tr} P - 1}. \quad (6)$$

As we will see later, the goal of the reset operation $B$ is to spread the probability among all proper colourings on $E_\neq$. We introduce the reset operation $B$ by its action on a colouring state $|c\rangle \in \mathcal{H}_P$

$$B(|c\rangle \langle c|) = \rho_{\text{ideal}}(P, c, p_c). \quad (7)$$

A state with uniform probabilities, like the initial white noise, is produced for $p_c = \frac{1}{\text{tr} P}$. We interpret $p_c$ as the probability that $B$ acts like the identity. One may decrease $p_c$ by measuring if the output state is $|c\rangle$ or not and repeating the process in the first case. However, here we accept that our algorithm will not make progress with probability $p_c$ and the runtime increases accordingly. A possible implementation of $B$ with $p_c = \frac{1}{2}$ is discussed in Section 3.

1.2 Overview of the Algorithm Steps

We now have the necessary definitions to describe the steps involved in our algorithm. We discuss more of the technical details afterwards. A pseudo code summary is given in Algorithm 1.
Algorithm 1 Measurement-based vertex colouring.

```plaintext
procedure VERTEXCOLOURING(g = (V, E), d)
  ▷ Find a proper vertex colouring for the graph g.
  n ← |V|
  ρ ← 1/d^n
  E_\# ← ∅
  for k = 1, 2, ..., K do ▷ Try K times
    c ← measure Z on each vertex
    for (u, v) ∈ E\E_\# do ▷ Update E_\#
      if c_u ≠ c_v then
        E_\# ← E_\# ∪ {(u, v)}
        k ← 1
      end if
    end for
    if E_\# = E then ▷ All edges established
      return c
    else
      if k = K then ▷ Probably not d-colourable
        return no colouring
      end if
      ρ ← B(|c⟩⟨c|) ▷ Perform reset operation
    end if
  end for
end procedure
```

1. Initialize all vertices with white noise, i.e. the density matrix 1/d.
2. Measure all vertices in the Z-basis. Let c denote the measurement outcome.
3. Add all edges which c colours properly to the set E_\#.
4. If E_\# = E output the colouring c. Else apply B, see below for more details. Retry to find a proper colouring from step 2 again.
5. If K trials fail, we conclude that no valid colouring exists. The error probability for this conclusion is bounded by

   \[
   p_{\text{fail}} \leq (1 - p_{\text{min}})^p \cdot K, \tag{8}
   \]

where the bound \( p_{\text{min}} \leq p_{\#}^{(e)} \) will be discussed below.

2 The measurement

We now discuss technical details of the algorithm. We start by looking into the success probability of the measurement. While the reset operation is quite generic, this is the graph-colouring-specific part of our algorithm.

Although we described the algorithm with a simple Z-measurement above, it is convenient to imagine preceding \( A^{(c)} \)-measurements on all edges \( e \). We call the measurement successful for the edge \( e \) if the outcome is that the two vertices connected by the edge \( e \) have different colours. For now we assume that \( A^{(c)} \) is performed on an ideal state \( \rho_{\text{ideal}}(P, c, p_c) \), see Eq. (6), with \( p_c = 1/\#P \). Note that the initial state \( 1/d^n \) is of this form (for \( E_\# = \emptyset \)). We will discuss the effect of \( p_c \neq 1/\#P \) below.

Let \( \chi(g, d) \) denote the chromatic polynomial of \( g \) evaluated at \( d \) colours, which is the number of proper \( d \)-colourings of \( g \). Furthermore let \( g[S] = (V, S) \) be the graph where the set of edges \( E \) is replaced with \( S \). Note that

\[
\text{tr} \ P = \chi(g[E_\#], d). \tag{9}
\]

The success probability of \( A^{(c)} \) on any pair of vertices \( e = \{v, w\}, v, w \in V \) is the ratio of proper colourings for the established graph with and without the edge \( e \) added, i.e.

\[
p_{\#}^{(e)} = \frac{\chi(g[E_\# \cup \{e\}], d)}{\chi(g[E_\#], d)}, \tag{10}
\]

which can be re-expressed as

\[
p_{\#}^{(e)} = 1 - \frac{\chi(g[E_\#]/e, d)}{\chi(g[E_\#], d)} \tag{11}
\]

using the fundamental reduction theorem. Here \( /e \) denotes the contraction of \( e \) into a single vertex. If the graph is \( d \)-colourable, then there are at least \( d \) proper colourings. We use this trivial lower bound

\[
p_{\#}^{(e)} \geq p_{\text{min}} := \frac{1}{d^n - 1} \tag{12}
\]

to determine the number of tries \( K \), which affects the runtime of our algorithm. Better bounds might be possible. However, since the focus of this work is the quantum part of the algorithm we leave the exploration of these possibilities to future research.
After a failed $A^{(j)}$ measurement on edge $f$, the success probability of $A^{(e)}$ changes to

$$p^{(e)}_{\neq} = \frac{\chi(g[E_{\neq} \cup \{e\}]/f,d)}{\chi(g[E_{\neq}]/f,d)}.$$  

(13)

At all points during the algorithm the state $\rho$ is diagonal and lives in $H_P$. We can think of the effect of the ‘$=$’-measurement outcome on the “failed” edge $f$ as a disturbance of the probabilities $\rho_{\alpha\alpha}$ on $H_P$. Before we discuss how to recover $\rho_{\text{ideal}}(P,c,p_c)$, let’s consider the example in Figure 2 which illustrates the non-local effects of the failed measurement.

Figure 2: Let $d = 3$. Imagine that the solid line edges have been established already, so we know the neighbouring vertices have different colours. However, we found 1 and 2 to have the same colour. This implies that 5 and 9 have different colours (dotted line), which is not true for a proper colouring of this graph. Therefore the reset operation needs to be global.

Finally, for values of $p_c$ other than $p_c = \frac{1}{|V_P|}$ the success probability $p^{(e)}_{\neq}$ for an edge $e = \{v,w\}$ approximately changes to $p^{(e)}_{\neq}(p_c) \approx (1 - p_c)p^{(e)}_{\neq}$, see Appendix A.1.

3 The reset operation $B$

It is the task of the reset operation $B$ to redistribute the probability among all $\rho_{\alpha\alpha}$ on $H_P$, i.e. to decrease $p_c$ in $\rho_{\text{ideal}}(P,c,p_c)$. From a high level view, one could consider $B$ as a black box whose input is a colouring $c$ which is proper on the edges $E_{\neq}$ and the output is another colouring with this property. All outputs are equally likely, except that with probability $p_c$ we obtain $c$ again.

Although one could imagine different ways to implement $B$, we decided on an approach based on the quantum Zeno effect [10], where the time evolution due to a Hamilton operator is periodically interrupted by projective measurements. This confines the evolution of the state to the subspace corresponding to the measurement outcome. We exploit this phenomenon to make sure that our mixing operation cannot invalidate edges that have been established already. In the following, we describe the implementation of the reset operation $B$. For a more elaborate derivation, please find more details in Appendix B.

We define a $d^n \times d^n$ dimensional Hamiltonian $H$ by its matrix elements for the $x$-th row and the $y$-th column

$$H_{xy}(\phi) := \begin{cases} \phi & \text{if } x = c \land y = c \\ 0 & \text{else}, \end{cases}$$  

(14)

where $\land$ denotes the exclusive or. We denote the short time period in between the $N_Z$ projective measurements

$$\tau := \frac{1}{N_Z}.$$  

(15)

The probability $p_z$ to remain in $H_P$, also called the survival probability, scales like

$$p_z = 1 - O\left(\frac{1}{N_Z^2}\right).$$  

(16)

The quantum Zeno effect emerges for large $N_Z$.

Instead of directly implementing $H(\phi)$, the time evolution $e^{-iH(\phi)\tau}$ can be implemented via the unitary operation $U^\tau(\phi)$. The exponent is

$$\epsilon(\phi) := \frac{2\tau \sqrt{d^n - 1}}{\pi} \phi$$  

(17)

and the base is the unitary

$$U := (1 - 2|\bar{c}\rangle \langle \bar{c}|)(1 - 2|c\rangle \langle c|),$$  

(18)

which consists of reflections along $|c\rangle$ and

$$|\bar{c}\rangle := \frac{1}{\sqrt{2}} |c\rangle - \frac{i}{\sqrt{2} \sqrt{d^n - 1}} \sum_{\alpha \neq c} |\alpha\rangle.$$  

(19)

Note the similarity with the Grover iteration [11]. Because the eigenvalues of $U$ are $1, -i$ and $1$, we can exactly implement $U^\tau(\phi)$ via quantum phase estimation using two ancillary qubits [12], see Figure 3.

The Zeno dynamics are given by the effective Hamiltonian [13, 14]

$$H_Z(\phi) := PH(\phi)P$$  

(20)

and the effective time evolution

$$U_Z(\phi) := P e^{-iH_Z(\phi)}.$$  

(21)
dephase the state to simply obtain

$$U_\phi = \begin{pmatrix} 1 & 0 \\ 0 & e^{-i\phi} \end{pmatrix}.$$  

Figure 3: A circuit to implement $U_\phi$, see Eqs. (17) and (18), via quantum phase estimation [12]. The first register, the ancilla, has dimension four. All other registers are $d$-dimensional qudits. A decomposition of $U$ is discussed in Appendix B.

Note that $U_Z(\phi)$ acts unitarily on $\mathcal{H}_P$. We can dephase the state to simply obtain

$$\rho_{\text{out}}(\phi) = \sin^2 \left( \phi \sqrt{\text{tr} P - 1} \right) \frac{P - |c\rangle\langle c|}{\text{tr} P - 1} \cos^2 \left( \phi \sqrt{\text{tr} P - 1} \right) |c\rangle\langle c|. \quad (22)$$

Now if we had a good estimate for $\text{tr} P$ we could choose $\phi$ accordingly. But because we cannot make this assumption in our case of the graph colouring algorithm, we will choose $\phi$ randomly from $[0, \zeta]$, for some $\zeta \in \mathbb{R}$ with $\zeta \sqrt{\text{tr} P} \gg 1$. This results in

$$\rho_{\text{out}} \approx \frac{1}{2} P - \frac{|c\rangle\langle c|}{\text{tr} P - 1} + \frac{1}{2} |c\rangle\langle c|, \quad (23)$$

i.e. $\rho_{\text{ideal}}(P, c, p_c)$ with $p_c = \frac{1}{2}$. Algorithm 2 gives a pseudo code summary of the presented reset operation.

Algorithm 2 Reset operation with Zeno-effect.

```
procedure $B(|c\rangle\langle c|, N_Z, \zeta, g, E_{\neq}, d)$
  ▷ Increase probability of other states in $\mathcal{H}_P$.
  n $\leftarrow |V|$
  $\rho$ $\leftarrow |c\rangle\langle c|$
  $\phi$ $\leftarrow \frac{2\zeta}{N_z}$
  $\epsilon$ $\leftarrow \frac{1}{\sqrt{\text{tr} P - 1}}$
  for $k = 1, 2, \ldots, N_Z$ do
    $\rho$ $\leftarrow U^\dagger \rho U - \epsilon$
  end for
  for $e \in E_{\neq}$ do
    Measure $A^{(e)} \forall e \in E_{\neq}$
    $\rho$ $\leftarrow P^{(e)}_\neq \rho P^{(e)}_\neq + (1 - P^{(e)}_\neq) \rho (1 - P^{(e)}_\neq)$
  end for
return $\rho$
```

As already mentioned, one can imagine many alternative approaches to implement the incoherent quantum operation $B$. Consider for example the POVM given by elements

$$F_a := P \otimes |+\rangle\langle +_a| P$$

and $\tilde{F} := I - P$,

where we used

$$|+\rangle = Z^a \frac{1}{\sqrt{d}} \sum_{\beta=0}^{d-1} |\beta\rangle$$

with the post-measurement state

$$\tilde{B}(\rho) = \sqrt{\tilde{F}} \rho \sqrt{\tilde{F}} + \sum_{a=0}^{d^n-1} \sqrt{F_a} \rho \sqrt{F_a}. \quad (26)$$

This is an $X$-measurement restricted s.t. established edges are not invalidated. It completely erases the unwanted information gained from a “failed” measurement in the $Z$-basis. Of course, for any alternative approach one has to evaluate the runtime and practicality. The interested reader may find a failed attempt in this regard in Appendix C. The given examples should merely illustrate that different implementations are possible within the basic approach of our algorithm.

4 Runtime and numerical studies

In order to estimate the quality of our algorithm, we present numerical investigations of the algorithm runtime in this section. These investigations should merely serve as basis for more elaborate numerical analysis of the algorithm which we leave for future work. First, we consider an example which proves particularly challenging for our algorithm. Second, we examine a set of random graphs which are rather hard to color and in order to assess bounds on the algorithm performance. As a last step we discuss the relation of different contributions to the algorithm runtime.

4.1 A particularly hard graph to color

The worst case runtime of our algorithm depends on the lower bound on the success probability $p^{(e)}_\neq$ for all $e \in E$, see Eq. (12). This bound leads to a runtime $O(d^n)$ and hypothetical improvements on the bound would reduce the worst-case runtime accordingly. The success probability can indeed go to zero exponentially in the number of vertices. In order to investigate this we construct a graph which contains an edge which is
particularly hard to colour for our algorithm, see Figure 4. All graphs of this form have chromatic number $\chi(g) = 3$. Let $d = 3$ for this example. Imagine that all edges except $\{1, 2\}$ are established. If any two of the outer vertices have different colours, then vertices 1 and 2 have the same colour. Now adding the $\{1, 2\}$-edge we lose all these colourings. This leads to the low success probability

$$p_{\neq}^{(1, 2)} = \frac{1}{1 + 2^{n-3}} = \frac{1}{1 + 2^{\frac{m-3}{2}}},$$

(27)

see Appendix A.3 for the derivation.

4.2 Random Graphs

In addition to the special problem instance above, we investigate the average success probability for random graphs, generated via random vertex degree distributions [15], i.e. we choose the vertex degree of each vertex uniformly random from $\{1, 2, ..., d + 1\}$. In order to use rather hard instances, we restrict the chromatic number to $\chi = d$, since the complexity (of backtrack-type algorithms) peaks at $d = \chi$ or $d = \chi + 1$ [16] (See Appendix D for details). The result of this investigation is depicted in Figure 5a and Figure 5b, which show the success probability of our algorithm for random graphs of different sizes.

In addition to the success probability for a single edge we can also look at the average time required to establish all edges in $g$. We again do this via random graphs. It is important to note that graph distributions may contain many easy instances. This can lead to wrong conclusions about the usefulness of the algorithm. We therefore try to avoid easy instances of the graph colouring problem by requiring $\chi(g) \geq \log_2 n$ and by only using the optimal number of colours $d = \chi(g)$. See Appendix D for more details on our numeric studies and our efforts to improve the quality of the assessment. We label the edges $e_1$, $e_2$, ..., $e_m$. For simplicity, we assume that they are established one edge at a time and in the given order. In practice this would imply that we would only add the next edge in the list to the set of established edges and ignore all other edges. Of course our algorithm can establish many edges simultaneously, which can only decrease the runtime. Under this assumption the success probability of the $i$-th edge $e_i$ is

$$p_i := p_{\neq}^{(e_i)} \text{ with } E_{\neq} = \{e_j \mid j < i\}. \quad (28)$$

Neglecting the costs of the reset operation, we can approximate the runtime of our algorithm by summing the expected runtime for each individual edge. We denote this sum with

$$\Sigma := \sum_{k=1}^{m} \frac{1}{p_k}. \quad (29)$$

Note that in general $\Sigma$ depends on the ordering of the edges. In some sense our algorithm is similar to randomly guessing a proper colouring. However, the crucial difference between our algorithm and simple guessing is that for us, because of the reset operation, a wrong guess is not fatal. The runtime of the naive guessing approach, which is also the expected runtime of trying all possible colourings systematically, is

$$\Pi := \prod_{k=1}^{m} \frac{1}{p_k} = \frac{d^n}{\chi(g, d)}. \quad (30)$$

Of course there are much more sophisticated approaches, but for a first analysis we stick to $\Pi$ as a reference. Since it is unlikely that efficient classical algorithms can approximate $\chi(g)$, we do not compare the runtime of our algorithm to heuristics [17]. The ratio of the two runtimes is shown in Figure 5d for samples of random graphs. Figure 5c shows the roughly linear dependence of $\Sigma$ on the number of edges $m$ for the same random graphs. We estimate the runtime without the fixed order of the edges in Appendix A.2. Some special cases, for example bipartite graphs, are known to be easy to colour. This is also true for our algorithm: With $d = 2$ the success probability of an edge can be either 1, if both vertices are connected already, 0 if no colouring exists, or $\frac{1}{2}$.
Figure 5: Numerical evidence for a linear average runtime of our algorithm. (a), (b): The probability of a successful \( A^{(1,2)} \)-measurement, see Eq. (10), for \( d = 3 \) on \( 1 \times 10^5 \) random graphs with \( n = 15 \) and \( n = 20 \) vertices, chromatic number 3 and maximal vertex degree 4. The random graphs are generated via random vertex degree distributions. (c), (d): The approximated runtime \( \Sigma \) as a function of the edge count \( m \) and the ratio of the “runtime” of naive guessing \( \Pi \) (see Eq. (30)) and the runtime indicator \( \Sigma \) (see Eq. (29)). Each plot point corresponds to a randomly generated graph \( g \) and \( d = \chi(g) = 3 \), see Appendix D.
else. Also the case $\Delta = d = 3$, seems to have a constant lower bound on the success probability $p_{\min} = \frac{2}{7}$. We verified this for all graphs with less than ten vertices.

### 4.3 Runtime Discussion

We allowed the reset operation $B$ to act as identity with probability $p_c$. This increases the runtime of the overall algorithm by a factor of roughly $\frac{1}{1-p_z}$, which is 2 for the implementation of $B$ which we presented. The size of the circuit for the reset operation is polynomial in the number of vertices. We can perform $\frac{1}{1-p_z}$ reset operations $B$ before we expect errors due to the deviation of $p_z$ from 1. Note that the reset operation starts from the classical state $|c\rangle\langle c|$, which can be restored so that these errors are not fatal. In conclusion, the runtime of the algorithm is dominated by the $A$-measurement, not the reset operation $B$.

Since both classical and quantum algorithms for the graph colouring problem scale exponentially in the number of vertices [18, 19, 20], there is little hope for gaining a substantial speed-up. However, we provide numerical evidence that our approach works well for some instances of the problem for which other approaches are not well suited.

If there is quantum speed-up it is interesting to understand its origin. Apart from the specific implementation of the incoherent operation $B$, entanglement plays no role in our algorithm. Also we make heavy use of mixed states and even start from white noise. So what is “quantum” about our approach? Put differently, which obstacles would one run into when trying to implement our algorithm on a classical computer? The reset operation together with the $Z$-measurement samples, given a specific proper colouring $c$ as the input, from the uniform distribution of all proper colourings of the graph formed by the established edges. With a classical computer this task does not look simpler than the original problem of finding any proper colouring. It is also not an option to keep the diagonal entries of $\rho$ in memory, because these are too many already for moderate sizes of $n$. Thus we identify the reset operation as the crucial quantum part of our algorithm, even though it is an incoherent operation. And we believe that it is impossible to efficiently implement the reset operation without exploiting coherence internally in some form. It is worth noting in this context that once a single proper colouring of the graph is obtained, the reset operation $B$ can be used to sample from all proper colourings in $O(1)$. This is a problem with it’s own applications [21]. The basic idea of non-deterministic measurements and resets is applicable beyond the graph colouring problem which we discussed in the present paper. Applications to other problems of practical relevance will be presented elsewhere.

### 5 Conclusion

We presented a novel approach to solve graph colouring problems with quantum computers. In the course of this, we employ both concepts from measurement-based as well as gate-based quantum computing. The two main steps in the algorithm are the measurement operation which mainly drives the runtime, and a reset operation which corrects for undesired measurement outcomes. To support the main contribution of this work, which is the presentation of the novel approach, we provided a preliminary runtime analysis both using analytical as well as numerical means. Future work could extend the algorithm to other problems beyond graph colouring and elaborate on the analysis of the performance as well as improvements thereof.
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A Technical details for the $A^{(e)}$-measurements

In this appendix we discuss the $A^{(e)}$-measurements in more detail. A lot of this can be described in the language of stochastics and graph theory, and quantum information theory only occasionally.

A.1 The effect of $p_c \neq \frac{1}{\text{tr} P}$

For the sake of a simple presentation we assumed that all states have uniform or zero probability in the mixed state. Our implementation of the reset operation $B$ accomplishes this only with the exception of the initial colouring $c$. In this section we describe how this fact affects the success probability of establishing an edge. The success probability of $e = \{v, w\}$ in Eq. (10) holds for $p_c = \frac{1}{\text{tr} P}$ for which the ideal state in Eq. (6) is

$$\rho_{\text{ideal}}(P, c, \frac{1}{\text{tr} P}) = \frac{1}{\text{tr} P} |c\rangle\langle c| + \left(1 - \frac{1}{\text{tr} P}\right) \frac{P - |c\rangle\langle c|}{\text{tr} P - 1} = \frac{P}{\text{tr} P}. \quad (31)$$

In this state the derivation of the success probability is simple, because the probabilities of all colourings in $H_P$ are identical. Now rewrite

$$\rho_{\text{ideal}}(P, c, p_c) = \left(p_c \frac{\text{tr} P - 1}{\text{tr} P - 1}\right) |c\rangle\langle c| + (1 - p_c) \frac{\text{tr} P}{\text{tr} P - 1} \rho_{\text{ideal}}(P, c, \frac{1}{\text{tr} P}) \quad (32)$$

and calculate the success probability

$$p^{(c)}_\neq(p_c) = \text{tr} (\rho_{\text{ideal}}(P, c, p_c) P) \quad (33)$$

Insert Eq. (32), and express $\text{tr} P = \chi(g[E_\neq])$.

$$= \left(1 - p_c\right) \frac{\chi(g[E_\neq])}{\chi(g[E_\neq]) - 1} p^{(c)}_\neq + \frac{p_c \chi(g[E_\neq]) - 1}{\chi(g[E_\neq]) - 1} \left(1 - \delta_{c_v c_w}\right) \quad (34)$$

For large $\chi(g[E_\neq])$

$$\approx (1 - p_c) p^{(c)}_\neq + p_c (1 - \delta_{c_v c_w}). \quad (35)$$

We are mostly interested in the success probability of edges $e = \{v, w\} \in E \setminus E_\neq$ that are not established, yet. Then $\delta_{c_v c_w} = 1$ and the success probability roughly gets scaled by a factor $(1 - p_c)$.

A.2 The runtime

In the main text we considered the expression $\Sigma$ in Eq. (29) as an upper bound on the runtime. There we assumed that the edges are established in a given order. However, in our algorithm the edges can be established in any order. This improves the runtime but it also makes the calculation more complicated. In this section we give a recursive formula for this more accurate calculation.

Starting from some set of established edges $E_\neq$, the expected number of measurement attempts $\sigma(g, E_\neq)$ until the graph $g$ is coloured can be expressed recursively. Again we assume $p_c = \frac{1}{\text{tr} P}$ for now. This implies that all colourings $c$ which respect $E_\neq$ are equally likely. Then the runtime is
the runtime given the established edges of \( c \) plus one:

\[
\sigma(g, E) = 1 + \frac{1}{\text{tr } P} \sum_{c} \sigma(g, \{\{v, w\} \mid c_v \neq c_w\})
\]

(36)

where \( q(E, F) \) is the probability to establish only the edges in the set \( F \).

\[
\sigma(g, E) = 1 + \sum_{F \subseteq E \setminus E} q(E, F) \sigma(g, E \cup F)
\]

(37)

The \((F = \emptyset)\)-term equals the left-hand side, so we take it out of the sum.

\[
\frac{1}{1 - q(E, \emptyset)} \left( 1 + \sum_{F \subseteq E \setminus E \setminus F} q(E, F) \sigma(g, E \cup F) \right)
\]

(38)

The recursion ends with \( \sigma(g, E) = 0 \). Because we start the algorithm with no established edges, the overall runtime is

\[
\sigma(g) := \sigma(g, \emptyset).
\]

(39)

A.3 Example

We calculate the success probability of the \( \{1, 2\} \)-edge in the graph shown in Figure 4 when all other edges are established already. For the whole graph \( g \), including the edge \( \{1, 2\} \), the chromatic polynomial can be derived as follows. The first node can be coloured with one of \( d \) colours. The second node can be coloured with \((d - 1)\) colours. Then there are \((d - 2)\) colours left for each of the outer nodes and we obtain

\[
\chi(g, d) = d(d - 1)(d - 2)^{n-2}.
\]

(40)

If we remove the edge \( \{1, 2\} \), we can do the same analysis but now we distinguish two cases. The number of colours available to the outer nodes depends on whether 1 and 2 have the same colour or not. Summing the two possibilities gives

\[
\chi(g[E \setminus \{e\}], d) = \underbrace{d(d - 1)^{n-2}}_{\text{same colour}} + \underbrace{d(d - 1)(d - 2)^{n-2}}_{\text{different colour}}.
\]

(41)

The success probability is the ratio of the two:

\[
p_{\neq}(\{1, 2\}) = \frac{\chi(g, d)}{\chi(g[E \setminus \{e\}], d)} = \frac{1}{(d - 1)^{n-3}(d - 2)^{2-n} + 1}
\]

for \( d = 3 \)

(42)

\[
= \frac{1}{2^{n-3} + 1}.
\]

(43)

Eq. (43) is the worst-case probability for this example.

B Technical details for \( \mathcal{B} \) based on the Zeno-effect

Let \( c \) be a proper colouring on \( E_{\neq} \). The initial state of the system for the reset operation is

\[
\rho_{\text{in}} = |c\rangle \langle c|.
\]

(44)

We also define

\[
|c_{\perp}\rangle := \frac{1}{\sqrt{d^n - 1}} \sum_{\alpha=0}^{d^n-1} |\alpha\rangle,
\]

(45)
where the naming stems from $\langle c|c\perp \rangle = 0$. Let the Hamilton operator $H(\phi)$ be a $d^n \times d^n$-matrix with the entry

$$H_{xy}(\phi) := \begin{cases} \phi & \text{if } x = c \lor y = c \\ 0 & \text{else,} \end{cases}$$

(46)

in the $x$-th row and $y$-th column, where $\lor$ denotes the exclusive or. It will be convenient later on to express

$$H(\phi) = \phi \sqrt{d^n - 1} (|c\rangle \langle c| + |c\perp\rangle \langle c\perp|).$$

(47)

Suppose we apply the Hamiltonian $H(\phi)$ for a short time period

$$\tau = \frac{1}{N_Z},$$

(48)

followed by a projective measurement of $P$ vs. $\mathbb{1} - P$, and repeat this $N_Z$ times. Let $\mathcal{H}_P$ denote the subspace on which $P$ acts like the identity. For large $N_Z$ this leads to a quantum Zeno effect. It might not be obvious how to apply $H(\phi)$ directly. The same time evolution can be achieved via a unitary gate $U$, because

$$U(\phi) = \left( e^{-iH(\phi)} \right)^\tau$$

(49)

Pull $\tau$ into exponential function, insert a factor of 1.

$$= \exp \left( -i H \left( \frac{\pi}{2\sqrt{d^n - 1}} \right) \frac{2\sqrt{d^n - 1}}{\pi} \phi \tau \right)$$

(50)

Introduce $\epsilon(\phi) := \frac{2\sqrt{d^n - 1}}{\pi} \phi$

$$= \exp \left( -i H \left( \frac{\pi}{2\sqrt{d^n - 1}} \right) \epsilon(\phi) \right)$$

(51)

Define $U := \exp \left( -i H \left( \frac{\pi}{2\sqrt{d^n - 1}} \right) \right)$

(52)

We can express $U$ as a composition of two reflections,

$$U = \exp \left( -i H \left( \frac{\pi}{2\sqrt{d^n - 1}} \right) \right)$$

(53)

Rewrite $H(\phi)$ using $|c\rangle$ and $|c\perp\rangle$, see Eq. (47).

$$= \exp \left( -i \frac{\pi}{2} (|c\rangle \langle c| + |c\perp\rangle \langle c\perp|) \right)$$

(54)

$$= \exp \left( -i \frac{\pi}{2} (|c\rangle \langle c| + |c\perp\rangle \langle c\perp|) \right)$$

$$= \mathbb{1} - I (|c\rangle \langle c| + |c\perp\rangle \langle c\perp|) - (|c\rangle \langle c| + |c\perp\rangle \langle c\perp|)$$

(55)

$$= \mathbb{1} - 2 |\bar{c}\rangle \langle \bar{c}| (\mathbb{1} - 2 |c\rangle \langle c|).$$

(56)

So $U$ is a reflection along $|c\rangle$ followed by a reflection along $|\bar{c}\rangle$. Let $V_c$ and $V_{\bar{c}}$ be circuits that prepare the states $|c\rangle$ and $|\bar{c}\rangle$, respectively, i.e. they fulfill

$$V_c|0\rangle = |c\rangle$$

and $V_{\bar{c}}|0\rangle = |\bar{c}\rangle$.

(57)

(58)

One possibility to implement $V_{\bar{c}}$ is to use an ancillary qubit (with dimension two). It is convenient to describe the circuit for $c = 0$ and swap the role of $|0\rangle$ and $|c\rangle$ afterwards. First apply a single qubit gate $R_\alpha$ to the ancillary qubit in order to prepare a suitable superposition of $|0\rangle$ and $|1\rangle$. Then apply
The single qubit gates are \( R_a = \tilde{a} \cdot \vec{\sigma} \) and \( R_b = \tilde{b} \cdot \vec{\sigma} \) with

\[
\tilde{a} = \frac{1}{\sqrt{2(d^n - 1)}} \left( \sqrt{d^n}, 0, \sqrt{d^n - 2} \right)^T \quad (60)
\]
and
\[
\tilde{b} = \frac{1}{\sqrt{2(d^n - 1)}} \left( \sqrt{d^n - 1 + \sqrt{d^n - 1}}, 0, \sqrt{d^n - 1 - \sqrt{d^n - 1}} \right)^T \quad (61)
\]
respectively. With this choice we have

\[
V_0 |0\rangle \otimes |0\rangle = \tilde{Z} R_b (|0\rangle \otimes |0\rangle \otimes 1 + |1\rangle \otimes (1 \otimes F) R_a |0\rangle \otimes |0\rangle \quad (63)
\]
Apply \( R_a \).

\[
\tilde{Z} R_b (|0\rangle \otimes 1 + |1\rangle \otimes (1 \otimes F) (a_z |0\rangle + a_x |1\rangle) \otimes |0\rangle \quad (64)
\]
Apply controlled-Fourier-gate.

\[
\tilde{Z} R_b (a_z |0\rangle \otimes |0\rangle + a_x |1\rangle \otimes |+\rangle) \quad (65)
\]
Apply \( R_b \).

\[
\tilde{Z} (a_z (b_z |0\rangle + b_x |1\rangle) \otimes |0\rangle + a_x (b_x |0\rangle - b_z |1\rangle) \otimes |+\rangle) \quad (66)
\]
Collect terms for the \( |0\rangle \) and \( |1\rangle \) term on the ancilla.

\[
\tilde{Z} (|0\rangle \otimes (a_z b_z |0\rangle + a_x b_x |+\rangle) + |1\rangle \otimes (a_z b_x |0\rangle - a_x b_z |+\rangle)) \quad (67)
\]
Factor out the norm.

\[
\tilde{Z} (b_x |0\rangle \otimes (a_z b_z |0\rangle + a_x b_x |+\rangle) + b_z |1\rangle \otimes (a_z b_x |0\rangle - a_x b_z |+\rangle)) \quad (68)
\]
Insert some vector components of \( \tilde{a} \) and \( \tilde{b} \).

\[
\tilde{Z} \frac{1}{\sqrt{2}} \left( b_x |0\rangle \otimes \left( \left( 1 - \frac{1}{\sqrt{d^n - 1}} \right) |0\rangle + \frac{\sqrt{d^n}}{\sqrt{d^n - 1}} |+\rangle \right) + b_z |1\rangle \otimes \left( \left( 1 + \frac{1}{\sqrt{d^n - 1}} \right) |0\rangle - \frac{\sqrt{d^n}}{\sqrt{d^n - 1}} |+\rangle \right) \right) \quad (69)
\]
Simplify the \( |0\rangle \)-component.

\[
\tilde{Z} \frac{1}{\sqrt{2}} (b_x |0\rangle \otimes (|0\rangle + |0_\perp\rangle) + b_z |1\rangle \otimes (|0\rangle - |0_\perp\rangle)) \quad (70)
\]
Apply \( \tilde{Z} \).

\[
= b_x |0\rangle \otimes \frac{1}{\sqrt{2}} (|0\rangle - i |0_\perp\rangle) + b_z |1\rangle \otimes \frac{1}{\sqrt{2}} (|0\rangle - i |0_\perp\rangle) \quad (71)
\]
Now we have a product state.

\[
= (b_x |0\rangle + b_z |1\rangle) \otimes |0\rangle \quad (72)
\]

Then we can compose a circuit for \( U \) via

\[
U = (1 - 2 |\tilde{c}\rangle \langle \tilde{c}|) (1 - 2 |c\rangle \langle c|) \quad (73)
\]

\[
= V_c Z_c V_c^\dagger V_c Z_c V_c^\dagger,
\]
with

\[
Z_c' := 1 - 2 |0\rangle \langle 0| \quad (74)
\]
The resulting circuit is sketched in Figure 6. Because

$$ U^4 = 1, \quad (75) $$

the eigenvalues of $U$ are in $\{1, i, -1, -i\}$ (they are $i$, $-i$ and $(d^n-2)$-times $1$). Therefore we need only two ancillary qubits to implement $U^{\epsilon(\hat{\phi})}$ via quantum phase estimation, see Figure 3. With the described circuit for the time evolution associated with the Hamilton operator $H(\hat{\phi})$ we can implement the Zeno effect. The Zeno dynamics are given by

$$ H_Z(\hat{\phi}) := PH(\hat{\phi})P \quad \text{and} \quad U_Z(\hat{\phi}) := Pe^{-iH_Z(\hat{\phi})}. \quad (76) \quad (77) $$

Note that $P$ cuts out the part of $H(\hat{\phi})$ which acts on $H_P$. This part has exactly the same structure as the original Hamiltonian of the whole system. Now the dimension of $H_P$, tr $P$, plays the role of the dimension $d^n$. There is no dependence on $d$ or $n$ left in $H_Z$ and $U_Z$. The effect of $U_Z(\hat{\phi})$ on $|c\rangle$ is

$$ U_Z(\hat{\phi}) |c\rangle = P \exp \left( -iPH(\hat{\phi})P \right) |c\rangle \quad (78) $$

Express $H(\hat{\phi})$ via $|c\rangle$ and $|c\perp\rangle$, see Eq. (47).

$$ = P \exp \left( -i \phi P \sqrt{d^n} \mathbf{I} - \frac{1}{2} \left( |c\rangle \langle c| + |c\perp\rangle \langle c\perp| \right) \right) |c\rangle \quad (79) $$

Apply $P$ to these states and normalize by inserting a factor of $1$.

$$ = P \exp \left( -i \phi \sqrt{\text{tr} P - 1} (|c\rangle \langle c| + |c\perp\rangle \langle c\perp|) \right) \left( \frac{\sqrt{d^n-1}}{\sqrt{\text{tr} P - 1}} (c\perp|P| + \frac{\sqrt{d^n-1}}{\sqrt{\text{tr} P - 1}} P |c\perp\rangle \langle c|) \right) |c\rangle \quad (80) $$

Evaluate the exponential function for the orthonormal vectors in the argument

$$ = P \left( \cos \left( \phi \sqrt{\text{tr} P - 1} \right) (|c\rangle \langle c| + |c\perp\rangle \langle c\perp|) \right) - i \sin \left( \phi \sqrt{\text{tr} P - 1} \right) \left( \frac{\sqrt{d^n-1}}{\sqrt{\text{tr} P - 1}} (c\perp|P| + \frac{\sqrt{d^n-1}}{\sqrt{\text{tr} P - 1}} P |c\perp\rangle \langle c|) \right) |c\rangle \quad (81) $$

Apply everything to $|c\rangle$ on the right, using $\langle c|c\perp\rangle = 0$.

$$ = \cos \left( \phi \sqrt{\text{tr} P - 1} \right) |c\rangle - i \sin \left( \phi \sqrt{\text{tr} P - 1} \right) \left( \frac{\sqrt{d^n-1}}{\sqrt{\text{tr} P - 1}} \right) |c\perp\rangle. \quad (82) $$

Since we directly measure the state in the $Z$-basis, we can drop the off-diagonal elements of the density matrix and obtain

$$ \rho_{\text{out}}(\phi) = \sin^2 \left( \phi \sqrt{\text{tr} P - 1} \right) \frac{P - |c\rangle \langle c|}{\text{tr} P - 1} + \cos^2 \left( \phi \sqrt{\text{tr} P - 1} \right) |c\rangle \langle c|. \quad (83) $$

Up until now we did not specify the value of $\phi$, yet. Ideally we would like to choose $\phi$ to be

$$ \phi_{\text{all}} := \tan^{-1} \frac{\sqrt{\text{tr} P - 1}}{\sqrt{\text{tr} P - 1}} \quad (84) $$

or $\phi_{\text{others}} := \frac{\pi}{2\sqrt{\text{tr} P - 1}}. \quad (85) $
The names are related to the colourings in the output state, because

\[ \rho_{\text{out}}(\phi_{\text{all}}) = \frac{P}{\text{tr } P}, \]  

whereas \[ \rho_{\text{out}}(\phi_{\text{others}}) = \frac{P - |c\rangle\langle c|}{\text{tr } P - 1}. \]  

But because we might not have a good estimate for \( \text{tr } P \), we now look into choosing \( \phi \) at random. Note that the time evolution is periodic, i.e.

\[ U_Z(\phi + \frac{2\pi}{\sqrt{\text{tr } P - 1}}) = U_Z(\phi). \]  

For large \( \text{tr } P \) the time evolution is quickly oscillating. If we choose \( \phi \) uniformly random from \([0, \zeta]\), then we end up with the state

\[ \rho_{\text{out}} := \frac{1}{\zeta} \int_0^\zeta \rho_{\text{out}}(\phi) d\phi \]

\[ = \left( \frac{1}{2} - \frac{\sin(2\zeta \sqrt{\text{tr } P - 1})}{4\zeta \sqrt{\text{tr } P - 1}} \right) \frac{P - |c\rangle\langle c|}{\text{tr } P - 1} + \left( \frac{1}{2} + \frac{\sin(2\zeta \sqrt{\text{tr } P - 1})}{4\zeta \sqrt{\text{tr } P - 1}} \right) |c\rangle\langle c| \]

\[ \approx \frac{1}{2} \frac{P - |c\rangle\langle c|}{\text{tr } P - 1} + \frac{1}{2} |c\rangle\langle c| \]

The approximation is accurate for \( \zeta \gg 1 \), because

\[ \left| \frac{\sin(2\zeta \sqrt{\text{tr } P - 1})}{4\zeta \sqrt{\text{tr } P - 1}} \right| \leq \frac{1}{4\zeta \sqrt{\text{tr } P - 1}}. \]

So we have a fifty-fifty chance of producing a new proper colouring on \( E_{\neq} \). Otherwise we are left with the initial state, which will not progress the algorithm. In either case we will not leave \( \mathcal{H}_P \) with probability \( 1 - O\left(\frac{1}{N^2}\right) \).

C An edge reset operation based on the SWAP gate

In this appendix we discuss an approach to implement \( \mathcal{B} \) whose runtime, unfortunately, turns out to scale exponentially in the problem size. We double the size of the register with \( n \) ancillary qudits, labelled \( n + 1, n + 2, ..., 2n \), which are initialized with white noise. The operation

\[ U_v := \sum_{\alpha,\beta=0}^{d-1} |\alpha\beta\rangle\langle \beta\alpha|_{v,n+v} \]  

swaps the vertex \( v \) and the corresponding ancillary qudit. The unitary

\[ U := \bigotimes_{v \in V} U_v \]  

swaps the whole original and the ancillary system. It could be implemented by applying the Hamiltonian

\[ H := i \log U \]

\[ = \frac{\pi}{2} (U - 1) \]
for a time $t = 1$, because the time evolution is

$$U(t) = e^{-itH} U^{t=1} e^{log U} = U. \quad (96)$$

In order to keep established edges, the Hamiltonian can be interrupted with frequent $A^c$ measurements for all $e \in E_\neq$. See [13, 14] for more details on the Zeno dynamics in subspaces. Let the number of measurements be $N_Z$. They divide the time $t = 1$ in $N_Z$ intervals of length $\tau = \frac{1}{N_Z}$. A circuit to implement the time evolution in these short intervals,

$$U(\tau) = e^{-iH\tau} = U^{-\tau}, \quad (97)$$

via quantum phase estimation (QPE) [12] is shown in Figure 7. For large $N_Z$ this procedure effectively implements the Hamiltonian

$$H_Z := PHP \quad (98)$$

and the unitary operation on the $H_P$-subspace

$$U_Z := Pe^{-i H_Z}. \quad (99)$$

A state $|c\rangle\langle c| \in H_P$ of the qudits without the ancillas is mapped to

$$\begin{align*}
\text{tr}_{n+1...2n} U_Z \left( |c\rangle\langle c| \otimes \frac{1}{d^n} \right) U_Z^\dagger \\
= \frac{\text{tr} P}{d^n} \rho_{\text{ideal}}(P, c, p_c) + \left( 1 - \frac{\text{tr} P}{d^n} \right) |c\rangle\langle c|.
\end{align*} \quad (100)$$

Repeating the described procedure, starting with fresh ancillary states, the state converges exponentially in the number of repetitions to $\rho_{\text{ideal}}(P, c, p_c)$. However, the scaling with $n$ is unfavourable. We will see this after some calculations.

Note that $U^2 = \mathbb{1}$ implies that the logarithm of the swap operation $U$ is

$$\log U = \frac{\pi i}{2} (\mathbb{1} - U), \quad (101)$$
because

$$\exp \frac{\pi i}{2} (\mathbb{1} - U) = \sum_{k=0}^\infty \frac{\left(\frac{\pi i}{2}\right)^k}{k!} (\mathbb{1} - U)^k$$ (102)

$$= \mathbb{1} + \sum_{k=1}^\infty \frac{\left(\frac{\pi i}{2}\right)^k 2^{k-1} (\mathbb{1} - U)}{k!}$$ (103)

Pull $(\mathbb{1} - U)$ out of the sum, start sum from $k = 0$

$$= \mathbb{1} + (\mathbb{1} - U) \frac{1}{2} \left(-1 + \sum_{k=0}^\infty \frac{(\pi i)^k}{k!}\right)$$ (104)

$$e^{i\pi} = -1$$

$$= \mathbb{1} - (\mathbb{1} - U) = U.$$ (105)

In the following we derive an explicit form of $U_Z$ by calculating the exponential function.

$$U_Z = P \exp \left(-i P \log U P\right)$$ (106)

Eq. (101)

$$= P \exp \left(-i P \frac{\pi}{2} (\mathbb{1} - U) P\right)$$ (107)

$P$ and $PUP$ commute.

$$= P \exp \left(-i \frac{\pi}{2} P\right) \exp \left(-i \frac{\pi}{2} PUP\right)$$ (108)

$e^{-\pi i} = -1$.

$$= -i P \exp \left(\frac{\pi i}{2} PUP\right)$$ (109)

Use series expansion of the exponential function.

$$= -i P \sum_{k=0}^\infty \frac{1}{k!} \left(\frac{\pi i}{2} PUP\right)^k$$ (110)

Split in sums over even and odd numbers.

$$= -i P \left(\sum_{k=0}^\infty \frac{1}{(2k)!} \left(\frac{\pi i}{2} PUP\right)^{2k} + \sum_{k=0}^\infty \frac{1}{(2k+1)!} \left(\frac{\pi i}{2} PUP\right)^{2k+1}\right)$$ (111)

$(PUP)^4 = (PUP)^2$, $(PUP)^3 = PUP$.

$$= -i P + PUP + i PUPUP$$ (112)

We can use this expression to calculate the evolution of the quantum state under the Zeno dynamics,
i.e. Eq. (100) of the main text.

\[ \text{tr}_{\text{anc}} U_Z |c\rangle \langle c| \otimes \frac{1}{d^n} U_Z^\dagger = \frac{1}{d^n} \text{tr}_{\text{anc}} (-iP + PUP + iPUPUP) |c\rangle \langle c| \otimes \mathbb{1}(iP + PUP - iPUPUP) \]  

(113)

Expand the factors

\[ \text{tr}_{\text{anc}} \left( \begin{array}{c} P |c\rangle \langle c| \mathbb{1} \\ - iP |c\rangle \langle c| \otimes \mathbb{1} PUP \\ - P |c\rangle \langle c| \otimes \mathbb{1} PUPUP \\ + iPUP |c\rangle \langle c| \mathbb{1} \\ + PUP |c\rangle \langle c| \otimes \mathbb{1} PUP \\ - iPUP |c\rangle \langle c| \otimes \mathbb{1} PUPUP \\ - PUPUP |c\rangle \langle c| P \otimes \mathbb{1} \\ + iPUPUP |c\rangle \langle c| \otimes \mathbb{1} PUP \\ + PUPUP |c\rangle \langle c| \otimes \mathbb{1} PUPUP \end{array} \right) \]  

(114)

Apply the transformation in each term, followed by tracing out the ancillary system. Note that \(|c\rangle \in \mathcal{H}_P\).

\[ \frac{1}{d^n} \left( (d^n |c\rangle \langle c| - i |i\rangle \langle i| - \text{tr} P |c\rangle \langle c| + i |c\rangle \langle c| + P \right) \]  

\[ - i |c\rangle \langle c| - \text{tr} P |c\rangle \langle c| + i |c\rangle \langle c| + \text{tr} P |c\rangle \langle c| \) \]  

(115)

Several terms cancel each other out.

\[ \frac{1}{d^n} (d^n |c\rangle \langle c| + P - \text{tr} P |c\rangle \langle c|) \]  

(116)

Factor out \(|c\rangle \langle c|\)

\[ \frac{P}{d^n} + \frac{1}{d^n} (d^n - \text{tr} P) |c\rangle \langle c| \]  

(117)

Identify \(\rho_{\text{ideal}}(P, c, p_c)\), see Eq. (6).

\[ \frac{\text{tr} P}{d^n} \rho_{\text{ideal}} \left( P, c, \frac{1}{\text{tr} P} \right) + \left( 1 - \frac{\text{tr} P}{d^n} \right) |c\rangle \langle c| . \]  

(118)

The evolution of a diagonal mixed state \(\rho = \sum_\alpha \rho_\alpha |\alpha\rangle \langle \alpha|\),

\[ \text{tr}_{\text{anc}} U_Z \rho \otimes \frac{1}{d^n} U_Z^\dagger = \frac{\text{tr} P}{d^n} \rho_{\text{ideal}}(P, c, p_c) + \left( 1 - \frac{\text{tr} P}{d^n} \right) \rho, \]  

(119)

follows by linearity. It remains to show that by applying this evolution repeatedly the state converges to \(\rho_{\text{ideal}}(P, c, p_c)\). In the worst case we start the reset operation from a pure state \(|c\rangle \langle c|\). The state will have the form

\[ \rho = x \rho_{\text{ideal}}(P, c, \frac{1}{\text{tr} P}) + (1 - x) |c\rangle \langle c| \]  

(120)

with the maximal entry

\[ \langle c| \rho |c\rangle = 1 - \left( 1 - \frac{1}{\text{tr} P} \right) x \]  

(121)

for some \(x \in [0, 1]\). The index \(c\) is also the position with the maximal deviation from the target state \(\rho_{\text{ideal}}(P, c, 1/\text{tr} P)\). The ratio of this deviation for the state before and after the Zeno process,

\[ \frac{\langle c| \rho |c\rangle - \frac{1}{\text{tr} P}}{\langle c| \left( \frac{\text{tr} P}{d^n} \rho_{\text{ideal}}(P, c, p_c) + \left( 1 - \frac{\text{tr} P}{d^n} \right) \rho \right) |c\rangle - \frac{1}{\text{tr} P} \} = \frac{1 - \left( 1 - \frac{1}{\text{tr} P} \right) x - \frac{1}{\text{tr} P}}{d^n - \text{tr} P}, \]  

(122)

which can be simplified to

\[ \frac{d^n}{d^n - \text{tr} P}, \]  

(123)
is a constant. As noted above, this implies that the state converges exponential in the number of repetitions of the Zeno process to the ideal state. Let the number of steps be $N_Z$ in the Zeno process and the number of repetitions of that process be $M_Z$. The survival probability $p_Z$, i.e. the probability for the state to remain in the subspace of the established edges, is $p_Z = 1 - \mathcal{O}(N_Z^{-2})$. For a fixed deviation $\delta$ from the ideal state, $M_Z$ scales like $\log \frac{\delta}{(\log d^n - \log(d^n - \text{tr } P))} \approx \log(\delta) \frac{d^n}{\text{tr } P}$. This is why we consider this a failed attempt to implement $B$ efficiently.

D Details on the numerical studies and the random graph generation

When trying to assess the performance of a graph colouring algorithm one should avoid running it on “easy” instances. We used two methods of generating random graphs in our numerical studies.

**Bernoulli random graphs** Bernoulli random graphs, also called Erdős-Rényi model, or the usual random graph model $G(n,p)$, are generated if each edge appears with the same probability $p$. We choose $p = \frac{1}{2}$. In our studies we additionally require $\chi(g) \geq \log_2 n$ and only use the optimal number of colours $d = \chi(g)$. The first restriction on the chromatic number is only relevant for the small instances that we consider, because almost all random graphs have $\chi(g) \approx \log_2 n + \mathcal{O}(1)$.

\[
\chi(g) = \left(\frac{1}{2} + o(1)\right) \log \left(\frac{1}{1-p}\right) \frac{n}{\log n},
\]

(124)

A python implementation of our random graph generation is shown in Algorithm 3.

**Algorithm 3** Bernoulli random graphs.

```python
from sage.graphs.graph_coloring import chromatic_number
from sage.graphs.generators.random import RandomGNP
from math import log

def BernoulliRandomGraph(n):
    p = 0.5
    dmin = log(n, 2)
    while True:
        g = RandomGNP(n, p)
        d = chromatic_number(g)
        if (d >= dmin):
            return g
```

**Vertex-degree distributions** We first choose the vertex degree for each vertex uniformly random from $[1, \Delta]$, where $\Delta \in \mathbb{N}$ is the maximal vertex degree. Then we generate a random graph which has these vertex degrees, if possible. We check whether $\chi(g) = d$ for some fixed $d$ and retry the described process until the condition is satisfied. A minimal python implementation of this procedure is given in Algorithm 4.
Algorithm 4 Graphs with random degree sequence.

```python
from sage.graphs.graph_coloring import chromatic_number
from sage.combinat.degree_sequences import DegreeSequences
import random

def RandomConfigurationModel(n, max_degree, chi):
    while True:
        while True:
            z = [random.randint(1, max_degree) for x in range(n)]
            if sum(z) % 2 == 0:
                break
            g = graphs.DegreeSequenceConfigurationModel(z)
            if (g.has_loops() or g.has_multiple_edges()):
                continue
            if (chromatic_number(Graph(g.adjacency_matrix(), multiedges=False)) != chi):
                continue
        return Graph(g, multiedges=False, loops=False)
```
