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Abstract

In this paper, the problem of training signal design for intelligent reflecting surface (IRS)-assisted millimeter-wave (mmWave) communication under a sparse channel model is considered. The problem is approached based on the Cramér-Rao lower bound (CRB) on the mean-square error (MSE) of channel estimation. By exploiting the sparse structure of mmWave channels, the CRB for the channel parameter composed of path gains and path angles is derived in closed form under Bayesian and hybrid parameter assumptions. Based on the derivation and analysis, an IRS reflection pattern design method is proposed by minimizing the CRB as a function of design variables under constant modulus constraint on reflection coefficients. Numerical results validate the effectiveness of the proposed design method for sparse mmWave channel estimation.

I. INTRODUCTION

IRSs have gained much attention as one of the potential technologies for 6G under various names such as reconfigurable intelligent surfaces (RISs), reflector-arrays or intelligent walls. The objective of communication system design up to now was to design optimal signal waveforms and encoding/decoding schemes for given wireless channels, but IRSs have changed the paradigm of this conventional communication system design. IRSs aim to realize intelligent wireless
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channels by controlling the radio propagation model rather than optimizing transmission-and-reception schemes under given channels [1], [2]. An IRS consists of an array of passive scattering elements and the phase and/or other characteristics of the signal reflected by each element is controlled. The controllable radio propagation model is beneficial for wireless communication to improve signal quality and coverage [5], [6], and various aspects of the IRS technology have been investigated. The propagation and pathloss model with IRS was studied [3] and the design of transmit beamformer and IRS phase shifters was examined with various objectives and constraints. For example, the problem of sum rate maximization under a transmit power constraint was studied in [4] and the maximization of minimum signal-to-interference-plus-noise ratio (SINR) subject to a given power constraint was considered in [5]. The transmit power and phase shift of IRS were optimized to improve energy efficiency in downlink multiuser MISO channels with IRS in [6]. The secrecy rate performance associated with IRS was investigated in [7]–[10]. Simultaneous wireless information and power transfer (SWIPT) was also considered in the context of IRS in [11]. In particular, IRSs can be very useful in mmWave channels since the propagation is directive and the propagation loss is large in this band. IRSs can provide diversity paths to improve the link quality to fully harness the large bandwidth available in this band [12], [13]. In this regard, the authors in [14] designed a transmit precoder and the IRS reflection pattern for data transmission in mmWave channels. For such design of transmit beamformer and IRS phase shifters, channel state information (CSI) is required and most previous works assume that perfect CSI of the IRS and the direct link is available. However, in practice, channels should be estimated. Channel estimation in IRS-assisted communication is not simple because an IRS is composed of passive reflecting elements which cannot send their own pilot signal and this fact makes the available channel estimation methods devised for relay channels not directly applicable. In this paper, we consider mmWave communication, which can potentially get much benefit from IRSs, and investigate training signal design for channel estimation in IRS-assisted mmWave communication.

A. Related Works and Contributions

We here focus on works on channel estimation in IRS-assisted communication relevant to our work. One line of approaches to channel estimation in IRS-assisted systems is to estimate
individual channels, i.e., one from the transmitter to the IRS and the other from the IRS to the receiver [15], [16]. Under the assumption that the channel between the base station and the IRS varies slowly as compared to the channel between the IRS and a user, the authors in [15], [16] proposed two-step channel estimation frameworks. These approaches enable the precoding schemes in [17], [18] to be feasible, which require the knowledge of individual channels. Another approach is to estimate the cascaded channel composed of the transmitter-to-IRS and IRS-to-receiver channels by treating the cascaded channel as a single effective channel [19]–[22] (this approach is adopted in this study). In [19], the authors proposed an one-by-one channel estimation protocol in which only a single IRS element is activated while other elements remain off in each step. In [20], the authors investigated a cascaded channel framework, exploiting sparse matrix factorization and matrix completion techniques in a downlink massive multiple-input multiple-output (MIMO) system. Under the assumption of a rank-deficient channel, the pilot symbols and the IRS reflection pattern having on-off states are generated randomly by using Gaussian and Bernoulli distributions, respectively. In [21], the authors designed an optimal channel estimation scheme based on minimization of the Cramér-Rao lower bound (CRB) under a dense channel model and showed that an optimal IRS activation patterns was given by the columns of the discrete Fourier transform (DFT) matrix. In [22], a transmission protocol to perform channel estimation and IRS optimization successively was proposed for an IRS-based orthogonal frequency division multiplexing (OFDM) system.

The majority of the existing works assume that the number of training symbols for channel estimation is large enough as compared to the number of (grouped) IRS reflecting elements [15], [16], [19]–[22]. However, it can be difficult to satisfy this assumption in practical systems because an IRS typically adopts a large number of reflecting elements to achieve high passive beamforming gain. The contributions of this paper are summarized as follows.

- We incorporated the channel sparsity in mmWave channels into the signal model to reduce the number of parameters to be estimated. The parameter in this case is given by path gains and path angles, and the considered framework enables channel estimation with the reduced number of pilot symbols less than the number of the reflecting elements in the IRS.
- We derived the CRB under two assumptions: One is that both path gains and path angles
are random parameters with known distributions and the other is that the path gains are random but the path angles are deterministic and unknown.

- In the Bayesian parameter case, we derived a condition to minimize the Bayesian CRB and showed that the Fisher information “density” for angle estimation was given by a quadratic form composed of the derivative of the array response and the IRS reflection pattern matrix square and this determined the quality of angle estimation across the angle domain.

- In the hybrid parameter case, treating the path gains as random nuisance parameters, we formulated the problem of optimal IRS reflection pattern matrix design by minimizing the CRB on angle estimation, and solved this optimization problem by using the projected gradient method (PGM) [23], [24].

- With numerical evaluation, we demonstrated that the proposed design method exploiting channel sparsity yielded noticeable gain in sparse mmWave channels when the number of training symbols was less than the number of the reflecting elements in the IRS.

B. Notations and Organization

Vectors and matrices are written in boldface with matrices in capitals. All vectors are column vectors. For a matrix $A$, $A^T$, $A^H$, and $A^\dagger$ indicate the transpose, Hermitian transpose, and Moore-Penrose inverse of $A$, respectively. $A \succeq 0$ means that the matrix $A$ is a Hermitian positive semidefinite matrix. $[A]_{i,j}$ denotes the $(i,j)$-th element of $A$. $[A]_{i_1:i_2,j_1:j_2}$ denotes the submatrix of $A$ given by the intersection of rows $i_1,\ldots,i_2$ and columns $j_1,\ldots,j_2$. For a vector $a$, $[a]_i$ denotes the $i$-th element of $a$, and $\|a\|$ represents vector $\ell_2$-norm. $0_n$ and $1_n$ are the zero vector of length $n$ and the vector of length $n$ composed of all one elements, respectively. $e_n(i)$ denotes the $i$-th column vector of the identity matrix of size $n \times n$. $I_n$ is the identity matrix of size $n \times n$. $\text{diag}(A)$ denotes a vector of the elements on the diagonal of $A$ and $\text{diag}(a)$ denotes a diagonal matrix whose diagonal is $a$. $\mathbb{E}\{\cdot\}$ denotes statistical expectation. $a \sim \mathcal{CN}(\mu, \Sigma)$ means that random vector $a$ is complex circularly-symmetric Gaussian distributed with mean vector $\mu$ and covariance matrix $\Sigma$. $a \sim \text{Unif}[a,b]$ means that the elements of $a$ are randomly and uniformly distributed over the interval $[a,b]$. $\mathbb{C}$ denotes the set of complex numbers. The symbol $\odot$ and $\otimes$ denote the Hadamard product and the Kronecker product, respectively. $\text{Re}(\cdot)$
\( \Im(\cdot) \) denote the real part and the imaginary part, respectively. \( \text{tr}(\cdot) \) denotes the trace operator. \( \text{vec}(\cdot) \) denotes the vectorization to stack the columns of the input matrix. \( \iota := \sqrt{-1} \).

This paper is organized as follows. The system model is described in Section II. In Section III, the IRS reflection pattern design is considered under the Bayesian CRB. In Section IV, the IRS reflection pattern design is considered under the hybrid CRB. Numerical results are provided in Section V, followed by conclusions in Section VI.

II. System Model

We consider an IRS system composed of a transmitter, an IRS, and a receiver, as shown in Fig. 1. We assume that the transmitter and the receiver have a single antenna and the IRS has a uniform linear array (ULA) of \( N \) passive reflecting elements. We assume that there exists a direct channel path from the transmitter to the receiver, where the direct-path channel gain is denoted by \( \alpha_0 \in \mathbb{C} \), and there exist channel links between the transmitter and the IRS \( h(t) = [h_1(t), \ldots, h_N(t)]^T \in \mathbb{C}^N \) and between the IRS and the receiver \( h(r) = [h_1(r), \ldots, h_N(r)]^T \in \mathbb{C}^N \). We assume that the considered IRS system operates in the mmWave band and hence adopt a geometry-based sparse channel model relevant to mmWave communication [13], [14], [25]–[27]. Thus, the channel vectors of \( h(t) \) and \( h(r) \) are modelled as

\[
\begin{align*}
    h(t) &= \sum_{i=1}^{L(t)} \alpha_i^{(t)} u_N(\psi_i^{(t)}) \\
    h(r) &= \sum_{j=1}^{L(r)} \alpha_j^{(r)} u_N(\psi_j^{(r)}),
\end{align*}
\]

where \( \alpha_i^{(t)} \) and \( \psi_i^{(t)} \) are the gain and angle-of-departure (AoD) of the \( i \)-th path of the channel from the transmitter to the IRS, \( \alpha_j^{(r)} \) and \( \psi_j^{(r)} \) are the gain and angle-of-arrival (AoA) of the \( j \)-th path of the channel from the IRS to the receiver, \( L(t) \) and \( L(r) \) are the numbers of multi-paths of \( h(t) \) and \( h(r) \), respectively, and \( u_N(\psi) \) is the array response vector of an \( N \)-element ULA, given by \( u_N(\psi) = [1, e^{i\pi \psi}, e^{i2\pi \psi}, \ldots, e^{i\pi(N-1)\psi}]^T \). Here, \( \psi \) is the normalized path angle given by \( \psi = \frac{2d \sin(\phi)}{\lambda} \), \( d \) is the spacing between adjacent reflecting elements at the IRS, \( \lambda \) is the carrier wavelength, and \( \phi \in [-\pi/2, \pi/2] \) is the unnormalized physical path angle. We assume critical spatial sampling at the IRS, i.e., \( d = \frac{\lambda}{2} \), and hence \( \psi \in [-1, 1] \).

\(^1\) Extension to the case of multiple receive antennas is possible by treating \( h(r) \) as the beamformed effective channel.
We consider training-based channel estimation with a training period composed of $K$ symbols in the beginning of each channel coherence interval. At the $k$-th symbol time during the training period (i.e., $1 \leq k \leq K$), the transmitter sends a training symbol $s_k$ with $\mathbb{E}\{|s_k|^2\} = \rho$, and the $N$ passive reflecting elements at the IRS reflect the incoming signal from the transmitter with a complex gain vector $w_k = [w_{1k}, \ldots, w_{Nk}]^T$ with $|w_{nk}| = \sqrt{\beta}$ for some $\beta \in (0, 1]$. Then, the received signal $y_k$ at the receiver at the $k$-th symbol time is given by [13], [14], [27]

$$y_k = \left(\alpha_0 + \sum_{n=1}^{N} w_{nk}^* h_n^{(t)} h_n^{(r)}\right) s_k + n_k = \left(\alpha_0 + w_k^H \left(h^{(t)} \odot h^{(r)}\right)\right) \sqrt{\rho} + n_k,$$

(2)

where $n_k \sim \mathcal{CN}(0, \sigma_n^2)$ is circularly-symmetric complex Gaussian noise. The IRS-assisted cascaded channel vector $\mathbf{h}$ from the transmitter to the receiver is defined as

$$\mathbf{h} := h^{(t)} \odot h^{(r)} = \sum_{i=1}^{L^{(t)}} \sum_{j=1}^{L^{(r)}} \alpha_i^{(t)} \alpha_j^{(r)} \mathbf{u}_N \left(\psi_i^{(t)} + \psi_j^{(r)}\right) = \sum_{\ell=1}^{L} \alpha_\ell \mathbf{u}_N(\psi_\ell) = \mathbf{U}_\psi[\alpha_1, \ldots, \alpha_L]^T,$$

(3)

where $L = L^{(t)}L^{(r)}$ denotes the number of paths in the cascaded channel $\mathbf{h}$, $\alpha_\ell := \alpha_i^{(t)} \alpha_j^{(r)}$ and $\psi_\ell := \psi_i^{(t)} + \psi_j^{(r)}$ denote the effective gain and angle of the $\ell$-th path of the cascaded channel $\mathbf{h}$, respectively, and $\mathbf{U}_\psi = [\mathbf{u}_N(\psi_1), \ldots, \mathbf{u}_N(\psi_L)] \in \mathbb{C}^{N \times L}$. Then, based on (2), the received signal during the entire training period can be written in vector form as

$$\mathbf{y} = \mathbf{S} \left[\begin{array}{cccc} 1 & \mathbf{W}^H \end{array}\right] \left[\begin{array}{c} \alpha_0 \\ \mathbf{h} \end{array}\right] + \mathbf{n} = \tilde{\mathbf{S}} \mathbf{W}^H \left[\begin{array}{ccc} 1 \\ \mathbf{0}_L^T \\ 0_N \end{array}\right] \mathbf{U}_\psi \left[\begin{array}{c} \alpha \\ \mathbf{n} \end{array}\right],$$

(4)

where $\mathbf{y} = [y_1, y_2, \ldots, y_K]^T$, $\mathbf{n} = [n_1, n_2, \ldots, n_K]^T$, $\mathbf{S} = \text{diag}(s_1, \ldots, s_K)$, $\mathbf{W} = [w_1, \ldots, w_K] \in \mathbb{C}^{N \times K}$, $\mathbf{0}_L$ is the $L \times 1$ zero vector, and $\mathbf{0}_N$ is the $N \times 1$ zero vector.
\( \mathbb{C}^{N \times K} \), and \( \alpha = [\alpha_0, \alpha_1, \ldots, \alpha_L]^T \). We will refer to \( W \) as the reflection pattern matrix used at the IRS during the training period.

The goal of channel estimation is to obtain the channel parameters \( \alpha \) and \( \psi = [\psi_1, \cdots, \psi_L]^T \) based on the received signal \( y \). Once the channel \( h \) is estimated during the training period, some control information can be sent from the receiver to the IRS to match the reflection coefficients \( \{w_{ij}\} \) to \( h \) in order to maximize the data rate or other desired performance measure based on the received signal model (2) during the data transmission period.

**Remark 1:** Due to the existence of the direct path, the signal model (4) incorporating the channel sparsity in the mmWave band has a special structure. It is not a simple linear model in terms of the unknown parameters \( \{\alpha_0, \alpha_1, \cdots, \alpha_L, \psi_1, \cdots, \psi_L\} \) or a signal model associated with simple AoA estimation. It is a mixed nonlinear model in terms of the channel path-gain parameters \( \alpha_0, \alpha_1, \cdots, \alpha_L \) and the path-angle parameters \( \psi_1, \cdots, \psi_L \).

**Remark 2:** Note that the IRS is typically equipped a large number \( N \) of passive reflecting elements to maximize its reflection power. In this case, the number of parameters to be estimated is potentially large, i.e., \( h \in \mathbb{C}^N \) with large \( N \). However, by exploiting the sparse scattering nature of mmWave channels (i.e., the value of \( L \) is relatively small), we can reduce the required time for training because of the reduced size of channel parameters \( \alpha \in \mathbb{C}^{L+1} \) and \( \psi \in \mathbb{R}^L \).

For the rest of this paper, we consider the problem of optimal training signal design under the signal model (4). Under the signal model (4), we have two design variables \( S \) and \( W \), where \( S = \text{diag}(s_1, \cdots, s_K) \) is the training symbol sequence at the transmitter and \( W \) is the IRS reflection pattern matrix during the training period. In the context of IRS, we set \( s_k = \sqrt{\rho}, 1 \leq k \leq K \), i.e., \( S = \sqrt{\rho} I_K \) during the training period for analytical tractability and focus on the design of the IRS reflection pattern matrix \( W \) in the remainder of this paper. Then, the goal is to design the IRS reflection pattern matrix \( W \) so that channel estimation based on the designed \( W \) yields best performance under a reasonable criterion. Among several existing criteria for training signal design [15], [16], [19], [22], [28], we adopt the CRB on the MSE of unbiased channel estimation [21], [29], and optimize the IRS reflection pattern matrix \( W \) by minimizing
the CRB as a function of $W$. The CRB for given parameter $\theta$ is expressed as \cite{30}

$$
E_{y|\theta}\{(\theta - \hat{\theta}(y))(\theta - \hat{\theta}(y))^H\} \succeq J(\theta)^{-1},
$$

(5)

where $\theta$ is the unknown parameter vector, given by $\theta = [\alpha^T, \psi^T]^T$ in our case, $\hat{\theta}(y)$ is any unbiased estimator of $\theta$, and $J(\theta)$ is the Fisher information matrix (FIM) given by the covariance matrix of the score function $\frac{\partial}{\partial \theta} \ln p(y|\theta)$, i.e., $J(\theta) = E_{y|\theta}\left\{\left(\frac{\partial}{\partial \theta} \ln p(y|\theta)\right)\left(\frac{\partial}{\partial \theta} \ln p(y|\theta)\right)^H\right\}$.

III. ANALYSIS FROM BAYESIAN CRB

The derivation of FIM and corresponding CRB depends on the assumption on the parameter $\theta = [\alpha^T, \psi^T]^T$. In this section, to gain insights into the IRS reflection pattern matrix design with analytical tractability in the sparse channel case, we consider the Bayesian approach that assumes a prior distribution on $\theta$ and considers the MSE performance averaged over the prior distribution on $\theta$. The Bayesian CRB is obtained by taking expectation $E_{\theta}$ over $p(\theta)$ on both sides of (5) as

$$
E_{\theta}E_{y|\theta}\{(\theta - \hat{\theta}(y))(\theta - \hat{\theta}(y))^H\} \overset{(a)}{=} E_{\theta}\{J(\theta)^{-1}\} \overset{(b)}{=} (E_{\theta}\{J(\theta)\})^{-1},
$$

(6)

where Step (b) is valid due to Jensen’s inequality on positive-definite matrix inverse. Hence, the inverse of the averaged FIM or Bayesian FIM $E_{\theta}\{J(\theta)\}$ provides a tractable lower bound on the channel estimation MSE averaged over both $y$ and $\theta$.

A. Derivation of Bayesian CRB

In high-frequency channels such as mmWave channels, the gain and angle of a path are typically uncorrelated \cite{31}–\cite{33}. Hence, we assume that $\alpha$ and $\psi$ are statistically independent with marginal distributions $p(\alpha)$ and $p(\psi)$, respectively. From the signal model \cite{41} with additive Gaussian noise, the joint probability density function (pdf) is written as

$$
p(y, \theta) = p(y, \alpha, \psi) = p(y|\alpha, \psi)p(\alpha)p(\psi) = \frac{1}{(\pi\sigma_n^2)^K}\exp\left(-\frac{1}{\sigma_n^2}\|y - m\|^2\right)p(\alpha)p(\psi),
$$

(7)

where $m := \sqrt{\rho}W^H[\alpha_0, h^T]^T$, as seen in \cite{4}. Note that $\alpha$ is complex-valued whereas $\psi$ is real-valued. Hence, it is convenient to consider the real-valued version $\tilde{\theta}$ of the parameter vector
\( \theta \), defined as \( \tilde{\theta} := [\text{Re}\{\alpha^T\}, \text{Im}\{\alpha^T\}, \psi^T]^T \). By using the property of the mapping \( x \mapsto [\text{Re}\{x\}, \text{Im}\{x\}] \) for a complex vector \( x \), the Bayesian CRB for the real-valued version of the parameter is given by [29]

\[
\mathbb{E}_{y, \theta} \left\{ \left( \tilde{\theta} - g(y) \right) \left( \tilde{\theta} - g(y) \right)^H \right\} \succeq J_{\tilde{\theta}\tilde{\theta}}^{-1},
\]

(8)

for any unbiased channel estimator \( g(y) \) for \( \tilde{\theta} \), where the real-valued version Bayesian FIM \( J_{\tilde{\theta}\tilde{\theta}} \) is given by [29]

\[
J_{\tilde{\theta}\tilde{\theta}} = \tilde{M} \begin{bmatrix} J_{\alpha\alpha} & J_{\alpha\alpha^*} & J_{\alpha\psi} \\ J_{\alpha^*\alpha} & J_{\alpha^*\alpha^*} & J_{\alpha^*\psi} \\ J_{\psi\alpha} & J_{\psi\alpha^*} & J_{\psi\psi} \end{bmatrix} \tilde{M}^H,
\]

(9)

\[
\tilde{M} = \begin{bmatrix} M & 0_{2(L+1)0_L^T} \\ 0_L0_{2(L+1)}^T & I_L \end{bmatrix}, \quad M = \frac{1}{2} \begin{bmatrix} I_{L+1} & I_{L+1} \\ -jI_{L+1} & jI_{L+1} \end{bmatrix},
\]

(10)

\[
J_{\alpha\alpha} = -\mathbb{E}_{y, \theta} \left\{ \frac{\partial}{\partial \alpha^*} \left( \frac{\partial \ln p(y, \alpha, \psi)}{\partial \alpha^*} \right)^H \right\}, \quad J_{\alpha\alpha^*} = -\mathbb{E}_{y, \theta} \left\{ \frac{\partial}{\partial \alpha} \left( \frac{\partial \ln p(y, \alpha, \psi)}{\partial \alpha^*} \right)^H \right\},
\]

(11)

and \( J_{\alpha\psi}, J_{\alpha^*\psi}, J_{\psi\alpha}, J_{\psi\alpha^*} \) and \( J_{\psi\psi} \) are similarly defined by considering that \( \psi \) is a real-valued vector. Here, \( \mathbb{E}_{y, \theta} \) denotes the expectation with respect to the joint pdf \( p(y, \theta) = p(y, \alpha, \psi) \), \( M \) in (10) is the complex-to-real conversion matrix [29], [34], and \( \frac{\partial}{\partial \alpha} \) and \( \frac{\partial}{\partial \alpha^*} \) in (11) are the Wirtinger complex derivative [35]. Note that the Bayesian FIM does not depend on the parameters \( \alpha \) and \( \psi \), and the parameter subscript in (9) is for matrix partition purpose.

To enable derivation of Bayesian CRB with still incorporating many meaningful distributions [36], [37], we assume that the direct path gain \( \alpha_0 \) has non-zero mean \( \mu_0 \), the reflected path gains \( \alpha_\ell, \ell = 1, \cdots, L \) have zero mean, and all the path gains \( \alpha_\ell, \ell = 0, 1, \cdots, L \) have the same finite second-order central moment \( \sigma^2 \), and that the path angle is uniformly distributed over \( [\Delta_1, \Delta_2] \subset [-1, 1] \), i.e., \( \psi_\ell \overset{i.i.d.}{\sim} \text{Unif}[\Delta_1, \Delta_2], \ell = 1, \cdots, L \). Under this prior assumption, the Bayesian CRB is given by the following theorem.

**Theorem 1:** For the system model in (4) with \( \mathbb{E}\{\alpha\} = \mu = [\mu_0, 0_L]^T \), \( \mathbb{E}\{(\alpha - \mu)(\alpha - \mu)^H\} = \sigma^2 I_{L+1} \), and \( \psi_\ell \overset{i.i.d.}{\sim} \text{Unif}[\Delta_1, \Delta_2], \ell = 1, \cdots, L \), the Bayesian CRB for any unbiased estimator
of \( \tilde{\theta} \) is given by \( \text{tr} \left( J_{\tilde{\theta}}^{-1} \right) \), where \( J_{\tilde{\theta}} = J_{\tilde{\theta},D} + J_{\tilde{\theta},P} \). The likelihood part \( J_{\tilde{\theta},D} \) and the prior part \( J_{\tilde{\theta},P} \) are given by

\[
J_{\tilde{\theta},D} = \tilde{M}^{-1} \begin{bmatrix} J_{\alpha\alpha,D} & 0_{L+1} & 0_{L+1}^T \\ 0_{L+1} & J_{\alpha\alpha,D}^* & 0_{L+1}^T \\ 0_{L+1} & 0_{L+1} & J_{\psi\psi,D} \end{bmatrix} \tilde{M}^H
\]

and

\[
J_{\tilde{\theta},P} = \tilde{M}^{-1} \begin{bmatrix} J_{\alpha\alpha,P} & 0_{L+1} & 0_{L+1}^T \\ 0_{L+1} & J_{\alpha\alpha,P}^* & 0_{L+1}^T \\ 0_{L+1} & 0_{L+1} & J_{\psi\psi,P} \end{bmatrix} \tilde{M}^H,
\]

where

\[
J_{\alpha\alpha,D} = \frac{\rho}{\sigma_n^2} \left[ K \left( \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} \varphi_\psi((n-m)\pi)[Q]_{m+1,n+1} \right) I_L + \varphi_\psi^H \varphi_\psi \left( 1_L^T - I_L \right) \right],
\]

\[
J_{\psi\psi,D} = \frac{2\rho\sigma^2}{\sigma_n^2} \left( \pi^2 \sum_{m=1}^{N-1} \sum_{n=1}^{N-1} mn \varphi_\psi(\pi(n-m))[Q]_{m+1,n+1} \right) I_L,
\]

\[
J_{\alpha\alpha,P} = -\mathbb{E} \left\{ \frac{\partial}{\partial \alpha^*} \left( \frac{\partial \ln p(\theta)}{\partial \alpha^*} \right)^H \right\}, \quad J_{\alpha^*\alpha^*,P} = -\mathbb{E} \left\{ \frac{\partial}{\partial \alpha} \left( \frac{\partial \ln p(\theta)}{\partial \alpha} \right)^H \right\}, \quad J_{\psi\psi,P} = 0_L 0_L^T,
\]

\[
\varphi_\psi = \begin{bmatrix} 1 \\ \varphi_\psi(\pi) \\ \vdots \\ \varphi_\psi((N-1)\pi) \end{bmatrix}, \quad \text{with} \quad \varphi_\psi(n\pi) = \frac{2e^{i\pi(n\pi/2)}}{n\pi(\Delta_2 - \Delta_1)} \sin \left( n\pi \left( \frac{\Delta_2 - \Delta_1}{2} \right) \right).
\]

**Proof:** See Appendix A.

### B. Analysis with the Least Information Prior Assumption

Solving the optimization problem for the reflection pattern matrix by minimizing the Bayesian CRB in Theorem 1 is not easy in general cases. In this subsection, we consider the least
information prior case under the assumption of Theorem 1 and investigate the reflection pattern matrix design in this case. To this end, we assume that the direct path gain is modelled by Rician fading (i.e., $\alpha_0 \sim \mathcal{CN}(\mu_0, \sigma^2)$), the indirect path gain is modelled by Rayleigh fading (i.e., $\alpha_\ell \sim \mathcal{CN}(0, \sigma^2)$ for $\ell = 1, \ldots, L$), and the path angle is uniformly distributed over the entire angle domain (i.e., $\psi_\ell \sim \text{Unif}[-1, 1]$, $\ell = 1, \ldots, L$). These prior distributions of $\alpha_\ell$ and $\psi_\ell$ have maximum entropy under the finite second moment and finite support assumptions, respectively. Based on this prior assumption, the Bayesian FIM is given by the following corollary.

**Corollary 1:** For the signal model (4) with $\alpha \sim \mathcal{CN}(\mu, \sigma^2 I_{L+1})$, $\mu = [\mu_0, 0]^T$, and $\psi_{i.i.d.} \sim \text{Unif}[-1, 1]$, $\ell = 1, \ldots, L$, the diagonal submatrices of $J_{\tilde{\theta} \tilde{\theta}}$ in (12) and $J_{\tilde{\theta} \tilde{\theta},P}$ in (13) are given by

\[
J_{\alpha \alpha, D} = \frac{\rho}{\sigma_n^2} \begin{bmatrix}
K & \bar{w}_1^T 1_L \\
\bar{w}_1 1_L & \text{tr}(Q) I_L + [Q]_{1,1} (1_L 1_L^T - I_L)
\end{bmatrix},
\]

(19)

\[
J_{\psi \psi, D} = \frac{2\rho\sigma^2}{\sigma_n^2} \left( \pi^2 \sum_{m=1}^{N-1} m^2 [Q]_{m+1,m+1} \right) I_L,
\]

(20)

\[
J_{\alpha \alpha, P} = J_{\alpha \alpha, P} = \frac{1}{\sigma^2} I_{L+1}, \quad \text{and} \quad J_{\psi \psi, P} = 0_L 0_L^T.
\]

(21)

**Proof:** See Appendix B.

Due to the block diagonal structure of $J_{\tilde{\theta} \tilde{\theta}}$, the inverse of the Bayesian FIM is given by

\[
J^{-1}_{\tilde{\theta} \tilde{\theta}} = M \begin{bmatrix}
2I_{2(L+1)} & J_{\alpha \alpha}^{-1} & 0_{L+1} 0_{L+1}^T \\
J_{\alpha \alpha}^{-1} & 0_{L+1} 0_{L+1}^T & J_{\psi \psi}^{-1} \\
0_{L+1} 0_{L+1}^T & J_{\psi \psi}^{-1} & 0_{L+1} 0_{L+1}^T
\end{bmatrix} M^H,
\]

(22)

where $J_{\alpha \alpha} = J_{\alpha \alpha, D} + J_{\alpha \alpha, P}$, $J_{\psi \psi} = J_{\psi \psi, D} + J_{\psi \psi, P} = J_{\psi \psi, D}$, and we used the fact that the inverse of $M$ in (10) is $M^{-1} = 2M^H$.

Now, let us consider the IRS reflection pattern design that minimizes the Bayesian CRB given by the trace of (22) while maintaining the constant modulus constraint on the reflection pattern matrix $||[W]_{p,q}|| = \sqrt{\gamma}$ for all $p, q$.

**Lemma 1:** The inverse of the matrix $J_{\alpha \alpha} = J_{\alpha \alpha, D} + J_{\alpha \alpha, P}$ of size $(L+1) \times (L+1)$ in (22)
Furthermore, the dependence of \( \tau \) is only through \( \kappa \) and the series sum \( \sum_{m=1}^{N-1} m^2 [Q]_{m+1,m+1} \). As seen in (24), the dependence of \( \tau \) on \( Q \) disappears due to the constant modulus constraint on \( W \) because \( \text{tr}(Q) = NK\beta \) and \( [Q]_{1,1} = K\beta \) for all \( W \) satisfying the constant modulus constraint. Therefore, the remaining dependence of the CRB on \( W \) is only through \( \kappa \), which is a function
of $|\bar{w}_1|$ only, as seen in (24). The derivative of the CRB $\text{tr}(J^{-1}_{\theta\theta})$ in (27) (as a function of $\kappa$) with respect to (w.r.t.) $\kappa$ is given by

$$
\frac{d}{d\kappa} \text{tr}(J^{-1}_{\theta\theta}) = \frac{1}{2} \frac{(K + \tau/2) \kappa}{(K + \tau/2 - \kappa/2)^2 (K + \tau/2 + \kappa/2)^2} \geq 0.
$$

(28)

Hence, the CRB $\text{tr}(J^{-1}_{\theta\theta})$ in (27) is a monotone increasing function of $\kappa$. Therefore, the minimum CRB $\text{tr}(J^{-1}_{\theta\theta})$ is attained at the smallest value of $\kappa$ and in turn the smallest $\kappa$ is obtained with $|\bar{w}_1| = 0$ from (24).

Note that in this case, $\text{tr}(J^{-1}_{\psi\psi})$ is given by a constant due to the symmetric prior assumption $\psi^i \sim \text{Unif}[-1, 1]$ as seen in (25) - (27). Hence, the overall CRB reduction by the condition in Proposition 1 is by improving the estimation performance for $\alpha$. The received signal (4) during the training period (without noise term) can be rewritten as

$$
y = \sqrt{\rho} \left( \alpha_0 1_{K} + W^H h \right) = \sqrt{\rho} \left( \alpha_0 1_{K} + \left( \sum_{\ell=1}^{L} \alpha_\ell \right) \left[ W \right]_{1,1:K}^H + \left[ W \right]_{2:N,1:K}^H \left[ U_\psi \right]_{2:N,1:L} \right),
$$

(29)

since the first element of the ULA response vector $u_N(\psi_\ell)$ is one. Due to the condition $\bar{w}_1 = \sum_{k=1}^{K} [W]_{1,k} = 0$ of Proposition 1, the inner product between the first column $\alpha_0 1_{K}$ and the second column $(\sum_{\ell=1}^{L} \alpha_\ell) [W]_{1,1:K}$ in the right-hand side (RHS) of (29) are orthogonal since $(1_{K}^T [W^T]_{1,1:K})^* = \left( \sum_{k=1}^{K} [W]_{1,k} \right)^* = (\bar{w}_1)^* = 0$. Hence, we have reduced interference from $\{\alpha_1, \ldots, \alpha_L\}$ to $\alpha_0$, which can facilitate the estimation of $\alpha$.

1) Quantitative Analysis: The sum condition $\sum_{k=1}^{K} [W]_{1,k} = 0$ in Proposition 1 can be applied to previous designs including the DFT-based reflection patterns [21], [22]. This can be done by adjusting the first row elements of the reflection patterns so that the sum condition is satisfied. Fig. 2(a) shows the Bayesian CRB performance of several IRS reflection patterns for the estimation of the overall parameter $\alpha_0$, $\alpha_1$, $\ldots$, $\alpha_L$, $\psi_1$, $\ldots$, $\psi_L$ when the number of IRS elements $N = 8$, the number of training symbols $K = 4$, and the number of paths $L = 2$. Here, the signal-to-noise ratio (SNR) is defined as $\text{SNR} = \rho/\sigma_n^2$. The on-off method switching the on-off states of the reflecting elements [19] shows degraded performance over the entire
range of SNR. This is because the on-off switching method does not exploit all reflecting elements simultaneously for channel estimation. The orthogonal reflection patterns including the first $K$ columns \cite{21, 22} and equi-spaced $K$ columns of the $N \times N$ DFT matrix yield improved performance as compared to the on-off method. We implemented the condition of Proposition \ref{Prop1} on the equi-spaced $K$ columns on the DFT matrix by progressively shifting the phases of the $K$ column vectors by $e^{j2\pi(k-1)}$, $k = 1, 2, \cdots, K$ so that $\sum_{k=1}^{K}|W|_{1,k} = 0$ (note that the first row of a DFT matrix is an all-one vector). Indeed, the phase-shifted equi-spaced $K$ columns of the DFT matrix shows further performance improvement, as seen in Fig. 2(a).

Fig. 2(b) shows the quantity $2\frac{\partial}{\partial \psi} u^H_N(\psi) Q \frac{\partial}{\partial \psi} u_N(\psi)$ as a function of $\psi$ for the IRS reflection patterns considered in Fig. 2(a). Note that $J_{\psi, \phi}$ in (20) whose inverse constitutes the lower diagonal block of $\text{tr}(J^{-1}_{\theta \theta})$ in (25) determining the angle estimation performance is given by $J_{\psi, \phi} = \frac{\rho^2}{\sigma_n^2} \mathbb{E} \left\{ 2\frac{\partial}{\partial \psi} u^H_N(\psi) Q \frac{\partial}{\partial \psi} u_N(\psi) \right\} I_L$, as seen in the proof of Theorem 1 in Appendix. Hence, $2\frac{\partial}{\partial \psi} u^H_N(\psi) Q \frac{\partial}{\partial \psi} u_N(\psi)$ shows the density of Fisher information over the angle domain before taking the expectation over $\psi_k \sim \text{Unif}[-1, 1]$. High Fisher information density at a certain angle means high estimation performance (i.e., low estimation error) at that angle. It is seen that the Fisher information density is angle-dependent for the considered IRS reflection patterns. The first 4 columns of the $8 \times 8$ DFT matrix has high Fisher information density for $\psi \in [-1, 0]$ and
low Fisher information density for $\psi \in [0, 1]$. This is because the first 4 columns are equivalent to the orthogonal steering vectors to the look-angles in $[-1, 0]$. On the other hand, the equi-spaced 4 columns of the $8 \times 8$ DFT matrix spreads out Fisher information over the entire angle range with some ripples. The phase-shifted equi-spaced DFT columns satisfying the condition in Proposition 1 has the same value of the integrated Fisher information as the equi-spaced DFT columns. Table I summarizes the maximum, minimum, and average (i.e., integrated) values of

| Method | Maximum (dB) | Minimum (dB) | Average (dB) |
|--------|-------------|--------------|--------------|
| On-off method | 24.4 | 24.4 | 24.4 |
| First $K$ columns of DFT | 43.2 | 30.8 | 40.4 |
| Equi-spaced $K$ columns of DFT | 42.3 | 37.0 | 40.4 |
| Equi-spaced (phase-shifted) $K$ columns of DFT | 42.3 | 37.0 | 40.4 |

**TABLE I**: Comparison of several IRS reflection patterns in terms of density of $J_{\psi, D}$.

$2 \frac{\partial}{\partial \psi} u_N^H(\psi) Q \frac{\partial}{\partial \psi} u_N(\psi)$ over the angle domain for the same setup in Fig. 2. Note that all the reflection patterns other than the on-off method satisfy the constant modulus constraint and they have the same integrated Fisher information $\mathbb{E}_\psi \{2 \frac{\partial}{\partial \psi} u_N^H(\psi) Q \frac{\partial}{\partial \psi} u_N(\psi)\}$ with $\psi \sim \text{Unif}[-1, 1]$. At a particular path angle, however, the angle estimation performance can be different for each reflection pattern because the Fisher information density $2 \frac{\partial}{\partial \psi} u_N^H(\psi) Q \frac{\partial}{\partial \psi} u_N(\psi)$ varies over the angle domain and has distinct peak-to-valley height, as seen in Fig. 2(b). This suggests that we can exploit the Fisher information density itself rather than its integrated value when we focus on the angle estimation performance considering the desired performance distribution over the angle domain. This will be investigated in the next section.

**IV. HYBRID CRB-BASED REFLECTION PATTERN DESIGN**

To take advantage of the Fisher information density before taking expectation, we need deterministic parameter assumption. However, the full deterministic assumption for both path gains and path angles makes the derivation of CRB very difficult. We circumvent this difficulty with a hybrid parameter assumption. Since in sparse mmWave channels, the estimation of path angles is crucial to collect the propagation power spread in the space with beamforming and yield high SNR [38], [39], we now take the path angle parameter $\psi$ as a deterministic parameter (hence the expectation over $\psi$ is not taken) whereas we treat the path gain parameter $\alpha$ as a random nuisance parameter.
A. Derivation of Hybrid CRB

The FIM for the estimation of the random vector $\alpha$ and the deterministic vector $\psi$ can be obtained by averaging $y$ and $\alpha$ out from the covariance matrix of the score function conditioned on $\psi$. Then, the derived CRB becomes a function of the path-angle parameter $\psi$ and thus yields a lower bound on the MSE of estimation for given true underlying parameter $\psi$. From the system model (4), the conditional pdf of $y$ and $\alpha$ given $\psi$ is given by

$$p(y, \alpha; \psi) = p(y|\alpha; \psi)p(\alpha) = \frac{1}{(2\pi\sigma_n^2)^{K/2}} \exp\left(-\frac{1}{2\sigma_n^2} ||y-m||^2\right)p(\alpha), \quad (30)$$

where $m = \sqrt{\rho} \mathbf{W}^H [\alpha_D, h]^T$ and $h = U_\psi [\alpha_1, \cdots, \alpha_L]^T$. The CRB in this hybrid case is provided in the following theorem.

Theorem 2: Under the system model (4) with random path-gain parameter $\alpha \sim \mathcal{CN}(\mu, \sigma^2 I_{L+1})$, $\mu = [\mu_0, 0_L^T]^T$, and deterministic path-angle parameter $\psi$, the hybrid CRB for any unbiased estimator of the overall parameter $\theta = [\alpha^T, \psi^T]^T$ is given by $\text{tr}\left(\mathbf{J}^{-1}_{\theta\theta}\right)$, where $\mathbf{J}_{\theta\theta} = \mathbf{J}_{\theta\theta, D} + \mathbf{J}_{\theta\theta, P}$. The two component matrices $\mathbf{J}_{\theta\theta, D}$ and $\mathbf{J}_{\theta\theta, P}$ of $\mathbf{J}_{\theta\theta}$ are given by

$$\mathbf{J}_{\theta\theta, D} = \bar{\mathbf{M}} \begin{bmatrix} \mathbf{J}_{\alpha, D} & 0_{L+1}0_L^T & 0_{L+1}0_L^T \\ 0_{L+1}0_L^T & \bar{\mathbf{J}}^*_{\alpha, D} & 0_{L+1}0_L^T \\ 0_{L}0_{L+1}^T & 0_{L}0_{L+1}^T & \mathbf{J}_{\psi, D} \end{bmatrix} \bar{\mathbf{M}}^H \quad \text{and} \quad \mathbf{J}_{\theta\theta, P} = \mathbf{J}_{\theta\theta, P}, \quad (31)$$

where

$$\mathbf{J}_{\alpha, D} = \frac{\rho}{\sigma_n^2} \begin{bmatrix} K & \mathbf{w}^H U_\psi \\ U_\psi^H \mathbf{w} & U_\psi^H \mathbf{Q} U_\psi \end{bmatrix}; \quad \left[\mathbf{J}_{\psi, D}\right]_{p,q} = \begin{cases} \frac{2\rho^2 \sigma_n^4 \partial u_N^H(\psi_p) \partial u_N(\psi_q)}{\sigma_n^2}, & \text{if } p = q \\ 0, & \text{if } p \neq q \end{cases}; \quad (32)$$

$\mathbf{J}_{\theta\theta, P}$, $\mathbf{w}$ and $\mathbf{Q}$ are given in (13) and (17); and $u_N(\cdot)$ is the ULA response vector.

Proof: See Appendix D.

Note that in the hybrid case, the $p$-th diagonal element of $\mathbf{J}_{\psi, D}$ is nothing but the Fisher information density at $\psi_p$, mentioned in the previous section. Since $\mathbf{J}_{\theta\theta, P} = \mathbf{J}_{\theta\theta, P}$ is block-diagonal, as seen in (13), with its constituent matrices $\mathbf{J}_{\alpha, P} = \frac{1}{\sigma_n^2} I_{L+1}$ and $\mathbf{J}_{\psi, P} = 0_L0_L^T$, the hybrid FIM $\mathbf{J}_{\theta\theta}$ has a block-diagonal form and we have separate sub-FIMs for the path
gains and the path angles, as seen in (31). Thus, the MSE lower bound for the estimation of the path-angle parameter $\psi$ is determined by the inverse of the lower diagonal block $\tilde{J}_{\psi\psi.D}$ due to $\tilde{J}_{\psi\psi.P} = 0_{L \times L}$, whereas the MSE lower bound for the estimation of the path-gain parameter $\alpha$ is determined by the upper diagonal element $\tilde{J}_{\alpha\alpha} = \tilde{J}_{\alpha\alpha.D} + \tilde{J}_{\alpha\alpha.P}$. Both of the FIM submatrices are functions of the design variable $Q = WW^H$ and the true angle parameter $\psi$. Focusing on the path-angle parameter while treating the path-gain parameter as a nuisance parameter, we can optimize the IRS reflection matrix $W$ in order to yield the best angle-estimation CRB based on $\tilde{J}_{\psi\psi.D}$. (Note that in (31), the lower diagonal block of $\tilde{M}$ multiplied to $\tilde{J}_{\psi\psi.D}$ is the identity matrix, as seen in (10).)

**B. Hybrid CRB-based Reflection Pattern**

As seen in Theorem 2, the FIM submatrix $\tilde{J}_{\psi\psi.D}$ determining the performance of path angle estimation is a function of the design variable $Q (= WW^H)$ and the true underlying path angle $\psi$. A key point to note is that the CRB $\text{tr}\left(\tilde{J}_{\psi\psi.D}^{-1}\right)$ determines the estimation performance when the true path angles are $\psi = [\psi_1, \cdots, \psi_L]^T$. Hence, our design approach with the hybrid CRB is that we first design a set of targeted look-angles and then optimize $W$ so that $W$ yields best estimation performance when the true path angles are at the targeted look-angles. Here, we can exploit some side information about the path angles if any, e.g., its support information $\psi_\ell \in [\Delta_1, \Delta_2], \ \forall \ell$. With such information, we design the set of targeted look-angles as $\xi_{LT,\ell} \in \left\{ \Delta_1 + \frac{\Delta_2 - \Delta_1}{L_T} (\ell - 1) \mid \ell = 1, \ldots, L_T \right\}$, i.e., the targeted look-angles are evenly spaced over the entire angle range $[\Delta_1, \Delta_2]$ with $L_T$ angles. Then, the optimization problem is formulated as

$$\min_W \text{tr}\left(\tilde{J}_{\psi\psi,D}^{-1} \mid \psi = [\xi_{LT,1}, \cdots, \xi_{LT,L_T}] \right)$$  \hspace{1cm} (33)

subject to $||[W]_{p,q}|| = \sqrt{\beta}, \ \forall p, q$. \hspace{1cm} (34)

**Remark 3:** Using the Cauchy-Schwartz inequality $\left(\sum_{\ell=1}^{L_T} \sqrt{\lambda_\ell} \sqrt{\frac{1}{\lambda_\ell}}\right)^2 \leq \sum_{\ell=1}^{L_T} \lambda_\ell \cdot \sum_{\ell=1}^{L_T} \frac{1}{\lambda_\ell}$, where $\lambda_\ell = 2\rho \sigma_\epsilon^2 \frac{\partial u_N(\psi_\ell)}{\partial \psi_\ell} Q \frac{\partial u_N(\psi_\ell)}{\partial \psi_\ell}$, we have the following inequality regarding the trace of the inverse of $\tilde{J}_{\psi\psi.D}$:

$$\text{tr}\left(\tilde{J}_{\psi\psi.D}^{-1}\right) \geq L_T^2 \left[\text{tr}\left(\tilde{J}_{\psi\psi.D}\right)\right]^{-1}$$ for any true $\psi$. \hspace{1cm} (35)
The equality is achieved if and only if $\lambda_1 = \cdots = \lambda_L$. This condition can be achieved by $Q = WW^H = K\beta I_N$ if $K \geq N$. That is, with $Q = K\beta I_N$, $\lambda_\ell = 2K\beta^2 \frac{\partial u_N^H(\psi_\ell)}{\partial \psi_\ell} \frac{\partial u_N(\psi_\ell)}{\partial \psi_\ell} = 2K\beta^2 \rho^2 \sum_{m=1}^{N-1} m^2$ does not depend on the index $\ell$. (Please see in (46) in Appendix A regarding $\frac{\partial u_N(\psi_\ell)}{\partial \psi_\ell}$.) So, we can see the optimality of $Q = K\beta I_N$ obtained in the previous work [21], [22] in the case of $K \geq N$ in this sense too.

Since our main focus in this paper is sparse mmWave channels, the situation is $L \leq K < N$. We consider the optimization problem (33) - (34) in the case of $K < N$. The objective function (33) can be rewritten as

$$\text{tr} \left( \tilde{J}_{\psi_i, D}^{-1} | \psi = \xi \right) = \frac{\sigma_n^2}{2\rho\sigma^2} \sum_{\ell=1}^{L_T} \text{tr} \left( WH \frac{\partial u_N(\xi_{LT,\ell})}{\partial \xi_{LT,\ell}} \frac{\partial u_N^H(\xi_{LT,\ell})}{\partial \xi_{LT,\ell}} W^H \right)$$

$$= \frac{\sigma_n^2}{2\rho\sigma^2} \sum_{\ell=1}^{L_T} \text{vec} \left( \frac{\partial u_N^H(\xi_{LT,\ell})}{\partial \xi_{LT,\ell}} W^H \right) 1 \text{vec} \left( \frac{\partial u_N(\xi_{LT,\ell})}{\partial \xi_{LT,\ell}} W \right)$$

$$= \frac{\sigma_n^2}{2\rho\sigma^2} \sum_{\ell=1}^{L_T} \frac{1}{\tilde{w}^H \left( I_K \otimes \frac{\partial u_N(\xi_{LT,\ell})}{\partial \xi_{LT,\ell}} \right) \tilde{w}} \tilde{w} \tilde{w}^H$$

where $\tilde{w} = \text{vec}(W)$, Step (a) is valid due to $\text{tr}(AB) = \text{vec}(A)^H \text{vec}(B)$, and Step (b) is valid because $\text{vec}(AXB) = (B^T \otimes A)\text{vec}(X)$ and $(A_1 \otimes B_1)(A_2 \otimes B_2) = (A_1 A_2 \otimes B_1 B_2)$. Thus, the objective function is the sum of the inverses of Rayleigh quotients since $\tilde{w}^H \tilde{w} = NK\beta$ under the constant modulus constraint $|W_{p,q}| = \sqrt{\beta}, \forall p, q$. It is known that even the optimization of the sum of Rayleigh quotients is not a simple problem. In our case, we have the sum of the inverses of Rayleigh quotients and the elementwise constant modulus constraint in addition. To tackle this optimization problem, we adopt the PGM [23], [24]. PGM is an iterative method applying gradient descent and projection onto the constraint set in an alternating manner and is suited to complicated constraints. The overall algorithm is summarized in Algorithm 1. The objective function (33) is differentiable and its Wirtinger complex gradient is given by

$$\nabla \tilde{w}^* f(\tilde{w}) = -\sum_{\ell=1}^{L_T} \left( I_K \otimes \frac{\partial u_N(\xi_{LT,\ell})}{\partial \xi_{LT,\ell}} \right) \left( I_K \otimes \frac{\partial u_N^H(\xi_{LT,\ell})}{\partial \xi_{LT,\ell}} \right) \tilde{w} \tilde{w}^H$$

We start with an initial point $\tilde{w}^{(0)}$. At the $i$-th iteration, we update the current $\tilde{w}^{(i)}$ by using
Algorithm 1 The Proposed PGM-based IRS Reflection Pattern Design

Require: Stopping criterion $\epsilon$, step size $\delta$, and targeted look-angles $\{\xi_{LT,\ell}\}$
1: Compute $\frac{\partial u_N(\xi_{LT,\ell})}{\partial \xi_{LT,\ell}}$ for $\ell = 1, \cdots, L_T$.
2: Set $i = 0$ and initialize $\mathbf{w}(0)$.
3: repeat
4: Compute the gradient vector (39) at $\mathbf{w}(i)$.
5: Update $\mathbf{w}(i+1) = \Pi_C (\mathbf{w}(i) - r_i \odot \nabla_{\mathbf{w}}^* f(\mathbf{w}(i)))$, where $\Pi_C$ is the projection onto $C$; $r_i = \left[ \frac{\delta}{|\nabla_{\mathbf{w}}^* f(\mathbf{w}(i))|_1}, \cdots, \frac{\delta}{|\nabla_{\mathbf{w}}^* f(\mathbf{w}(i))|_{NK}} \right]^T$; and $\odot$ denotes elementwise multiplication.
6: $i = i + 1$
7: until $\|\mathbf{w}(i) - \mathbf{w}(i-1)\|^2 / \|\mathbf{w}(i-1)\|^2 \leq \epsilon$

gradient descent based on the gradient vector (39) and then project the updated vector onto the constraint set $C := \{ \mathbf{w} = [w_1, \ldots, w_{KN}]^T \in \mathbb{C}^{KN} : |w_i| = \sqrt{\beta} \}$. We repeat this iteration. In the step size determination, we apply the technique in [40] to mitigate the slow crawling problem of gradient descent near a local minimum and help escape from local stationary points of the objective function. That is, we normalize the magnitude of each component of the gradient vector by multiplying the $i$-th component of the gradient vector by its magnitude inverse, as seen in Line 5 of Algorithm 1.

V. Numerical Results

In this section, we provide numerical results to evaluate the proposed IRS reflection pattern design. During the simulation, we set the magnitude of the reflection coefficient of each element at the IRS as $\beta = 1$. We used the channel model (3), where the number of the IRS-assisted channel paths was set $L \in \{1, \ldots, 4\}$, $\alpha_0 \sim \mathcal{CN}(\mu_0, \sigma^2)$ and $\alpha_\ell \overset{i.i.d.}{\sim} \mathcal{CN}(0, \sigma^2)$, $\ell = 1, \cdots, L$ with $\mu_0 = \sigma^2 = 1$. The SNR is given by $\text{SNR} = \rho/\sigma_n^2$.

We considered the case of $N = 32$ and $K = 8$. We designed the IRS pattern matrix by running Algorithm 1 with $\epsilon = 10^{-10}$, $\delta = 1$, and $L_T = N$ targeted look-angles evenly spaced over $[-1, 1]$. Then, we generated $\psi_\ell \overset{i.i.d.}{\sim} \text{Unif}[-1, 1], \ell = 1, \cdots, L$ and computed $\text{tr}(\tilde{J}_{\psi\psi,D}^{-1})$ and $\text{tr}(\tilde{J}_{\psi\psi,P}^{-1})$ with $\tilde{J}_{\psi\psi} = \tilde{J}_{\psi\psi,D} + \tilde{J}_{\psi\psi,P}$ by using the designed $\mathbf{W}$ and the generated true angles $\psi_1, \cdots, \psi_L$.

We repeated this procedure for 5000 random channel realizations and then took average over the 5000 Monte Carlo runs. Hence, this angle estimation performance average corresponds to
Fig. 3: Hybrid CRB comparison with several IRS reflection patterns versus SNR where $N = 32$, $K = 8$, and $L = 3$ (PGM represents the proposed design with the initial pattern for Algorithm 1 which is shown in the parenthesis): (a) $\frac{\text{tr}(\tilde{J}^{-1}_{\psi}\psi)}{E\{\|\psi\|^2\}}$, (b) $\frac{(\text{tr}(\tilde{J}^{-1}_{\alpha\alpha}) + \text{tr}(\tilde{J}^{-1}_{\alpha^*\alpha^*}))}{E\{\|\alpha\|^2\}}$, (c) $\frac{(|J^{-1}_{\alpha\alpha}| + |J^{-1}_{\alpha^*\alpha^*}|)}{E\{\|\alpha\|^2\}}$ at SNR = 5dB, and (d) $\frac{\text{diag}([J^{-1}_{\alpha\alpha}]_{2:L+1,2:L+1} + [J^{-1}_{\alpha^*\alpha^*}]_{2:L+1,2:L+1})}{E\{\|\alpha\|^2\}}$ at SNR = 5dB. (The subfigures (a)-(d) have the same legend.)

$E_{\psi}\{\tilde{J}^{-1}_{\psi\psi}\}$, i.e., the bound (a) not the bound (b) in (6). For other IRS pattern matrix designs, we applied the same Monte Carlo evaluation. The result is shown in Fig. 3. It is seen in Fig. 3(a) that the equi-spaced $K$ DFT columns shows better performance than the on-off method and the first $K$ DFT columns since $\psi_\ell$ is distributed over the angle range $[-1, 1]$. It is also seen that the proposed design yields noticeable gain over the equi-spaced $K$ DFT columns. Note that the first $K$ DFT columns and the equi-spaced $K$ DFT columns show different performance here, whereas the two methods shows the same performance in Fig. 2(a). This is because Fig. 3(a)
Fig. 4: Hybrid CRB comparison with several IRS reflection patterns versus $K$ where $N = 32$, $L = 3$, and SNR = 5dB.

Fig. 5: Hybrid CRB comparison with several IRS reflection patterns versus $L$ where $N = 32$, $K = 8$, and SNR = 5dB.

shows the tighter bound (a) in (6), whereas Fig. 2(a) shows the looser bound (b) in (6). Fig. 3(b) shows the corresponding path-gain CRB $\text{tr}(\hat{J}^{-1})$ averaged over the Monte Carlo runs. It is seen that the first $K$ DFT columns shows severe performance degradation in path gain estimation. This is because this method has a heavy tail in the error distribution due to large gain estimation error occurring when the realized path angles are not within the coverage of the first $K$ DFT columns, as seen in Figs. 3(c) and (d).

Then, we evaluated the hybrid CRB performance of the IRS reflection patterns with different values of $K$. Fig. 4 shows that the designs using the orthogonal DFT matrix achieve the best
performance when $K = N$ as expected, but there is noticeable gain by the proposed design method as $K$ decreases from $N$. Finally, we examined the performance of the proposed method with respect to the number of channel paths $L$ and the result is shown in Fig. 5. It is seen that the CRB performance degrades as $L$ increases due to the increased number of parameters to estimate. It is also seen that the design by Algorithm 1 yields better performance than other methods.

VI. CONCLUSION

We have considered the problem of training signal design for IRS-assisted mmWave communication under a sparse channel model. We have approached the problem based on CRB for channel estimation. With the full Bayesian approach, we have shown that the main factor affecting the angle estimation performance is the Fisher information density given by a quadratic form composed of the derivative of the ULA response and the IRS reflection pattern matrix square $Q$. Based on this fact, we have approached the IRS pattern matrix design problem with a hybrid CRB under the assumption of random path gains and unknown deterministic path angles. We have proposed a PGM-based algorithm to solve optimal IRS pattern matrix design focusing on the path angle estimation critical in mmWave communication. We have validated the effectiveness of the proposed design method with numerical evaluation. We can consider the following future works. First, in this paper we fixed $s_k = \sqrt{\rho}$ to simplify the problem. The joint design of the training symbol sequence and the IRS reflection pattern matrix remains as a future work. Next, development of estimation algorithms achieving the CRB under the signal model (4) should be studied as future work.

APPENDIX

A. Proof of Theorem 1

**Step 1:** To prove Theorem 1, we first provide the following lemma. Note that in the Bayesian case we need the expectation of the second order derivatives of the logarithm of $p(y, \theta)$ with $\theta = [\alpha^T, \psi^T]^T$, as seen in (8) - (11). The logarithm of $p(y, \theta)$ is decomposed as $\ln p(y, \theta) = \ln p(\theta) + \ln p(y|\theta)$ as seen in (7), and Lemma 2 provides the second order derivatives of $\ln p(y|\theta)$. 
Lemma 2: The second-order derivatives of the log-likelihood function \( \ln p(y|\theta) \) under the observation model (4) are given by

\[
\frac{\partial}{\partial \alpha^*} \left( \frac{\partial \ln p(y|\theta)}{\partial \alpha^*} \right)^H = -\frac{1}{\sigma_n^2} \left[ K \ U^H_w \ U^H \right] = \left( \frac{\partial}{\partial \alpha} \left( \frac{\partial \ln p(y|\theta)}{\partial \alpha} \right)^H \right)^* \tag{40}
\]

\[
\frac{\partial}{\partial \psi_k} \left( \frac{\partial \ln p(y|\theta)}{\partial \psi_q} \right)^H = -\frac{1}{\sigma_n^2} \left( -(y-m)^H \frac{\partial^2 m}{\partial \psi_k \partial \psi_q} + \frac{\partial m^H}{\partial \psi_k} \frac{\partial m}{\partial \psi_q} - \frac{\partial m^H}{\partial \psi_k} \frac{\partial m}{\partial \psi_q} (y-m) \right) \tag{41}
\]

\[
\frac{\partial}{\partial \alpha^*} \left( \frac{\partial \ln p(y|\theta)}{\partial \psi_k} \right)^H = \frac{\partial}{\partial \alpha} \left( \frac{\partial \ln p(y|\theta)}{\partial \alpha^*} \right)^H = 0_{L+1} 0_{L+1}^T \tag{44}
\]

where

\[
\tilde{U}_{\psi_k} \triangleq \left[ 0_{N+1}, \ [0, \cdots, 0, \frac{1}{e^{i\theta}}, 0, \cdots, 0] \otimes [0, \frac{\partial u_N(\psi)}{\partial \psi_k}] \right]^T \in \mathbb{C}^{(N+1)\times(L+1)} \tag{45}
\]

\[
\frac{\partial u_N(\psi)}{\partial \psi} \triangleq \frac{\partial}{\partial \psi} \left[ 0, e^{i\pi \psi}, 2e^{i2\pi \psi}, \cdots, (N-1)e^{i(N-1)\pi \psi} \right]^T, \tag{46}
\]

and the variables of \( \tilde{w} \) and Q are defined in [17].

Proof: By differentiating \( \ln p(y|\theta) \) in (7) w.r.t. \( \alpha \) and \( \psi \), we have

\[
\frac{\partial \ln p(y|\theta)}{\partial \alpha^*} = -\frac{1}{\sigma_n^2} \left( -(y-m)^H \frac{\partial m}{\partial \psi_k} \frac{\partial m}{\partial \psi_q} (y-m) \right) \tag{48}
\]

\[
\frac{\partial \ln p(y|\theta)}{\partial \psi_k} = -\frac{1}{\sigma_n^2} \left( y-m)^H \frac{\partial m}{\partial \psi_k} \frac{\partial m}{\partial \psi_q} (y-m) \right) \tag{48}
\]

\[
\frac{\partial \ln p(y|\theta)}{\partial \psi_k} = -\frac{1}{\sigma_n^2} \left( y-m)^H \frac{\partial m}{\partial \psi_k} \frac{\partial m}{\partial \psi_q} (y-m) \right) \tag{48}
\]

\[
\frac{\partial \ln p(y|\theta)}{\partial \psi_k} = -\frac{1}{\sigma_n^2} \left( y-m)^H \frac{\partial m}{\partial \psi_k} \frac{\partial m}{\partial \psi_q} (y-m) \right) \tag{48}
\]
By differentiating (47) and (48) w.r.t. $\alpha$ and $\psi$ again, we have

\[
\begin{align*}
\frac{\partial}{\partial \alpha^*} \left( \frac{\partial \ln p(y|\theta)}{\partial \alpha^*} \right)^H &= -\frac{\rho}{\sigma_n^2} \left[ \begin{array}{c} 1 \\ \text{U}^H_{\psi} \end{array} \right] \begin{bmatrix} K & \tilde{W}^H \\ \tilde{W} & \text{Q} \end{bmatrix} \left[ \begin{array}{c} 1 \\ \text{U}_{\psi} \end{array} \right] \\
\frac{\partial}{\partial \alpha} \left( \frac{\partial \ln p(y|\theta)}{\partial \alpha} \right)^H &= -\frac{\rho}{\sigma_n^2} \left[ \begin{array}{c} 1 \\ \text{U}^T_{\psi} \end{array} \right] \begin{bmatrix} K & \tilde{W}^T \\ \tilde{W}^* & \text{Q}^* \end{bmatrix} \left[ \begin{array}{c} 1 \\ \text{U}_{\psi} \end{array} \right] \\
\frac{\partial}{\partial \alpha^*} \left( \frac{\partial \ln p(y|\theta)}{\partial \alpha} \right)^H &= \frac{\partial}{\partial \alpha} \left( \frac{\partial \ln p(y|\theta)}{\partial \alpha^*} \right)^T = 0_{L+1}0^T_{L+1}.
\end{align*}
\]

and the expression for $\frac{\partial}{\partial \psi} \left( \frac{\partial \ln p(y|\theta)}{\partial \psi} \right)^H$ is given in (41), which can further be detailed like (49). (The detailed expression is omitted due to space limitation.) By using (47) and (49), the mixed second-order partial derivative is similarly derived as

\[
\begin{align*}
\frac{\partial}{\partial \alpha^*} \left( \frac{\partial \ln p(y|\theta)}{\partial \psi} \right)^H &= -\frac{1}{\sigma_n^2} \left[ \begin{array}{c} 1 \\ \text{U}^H_{\psi} \end{array} \right] \begin{bmatrix} \rho \tilde{U}^H_{\psi} \tilde{W} \left( y - \sqrt{\rho} \tilde{W}^H \left[ \begin{array}{c} 1 \\ \text{U}_{\psi} \end{array} \right] \alpha \right) \\ + \rho \left[ \begin{array}{c} 1 \\ \text{U}^H_{\psi} \end{array} \right] \tilde{W} \tilde{W}^H \tilde{U}_{\psi} \alpha \end{bmatrix},
\end{align*}
\]

and the expressions for $\frac{\partial}{\partial \alpha} \left( \frac{\partial \ln p(y|\theta)}{\partial \psi} \right)^H$, $\frac{\partial}{\partial \psi} \left( \frac{\partial \ln p(y|\theta)}{\partial \alpha} \right)^H$, and $\frac{\partial}{\partial \psi} \left( \frac{\partial \ln p(y|\theta)}{\partial \alpha^*} \right)^H$ are given in (43).

**Step 2:** The FIM $J_{\theta\theta}$ is obtained by applying $-\mathbb{E}_{y,\theta}\{\cdot\}$ to the second-order derivatives of $\ln p(y, \theta) = \ln p(\theta) + \ln p(y|\theta)$. First, consider the log-likelihood part $J_{\theta\theta, D}$ for which the second-order derivatives are given in Lemma [2]. The corresponding submatrices are given as

\[
\begin{align*}
J_{\alpha,D} &= -\mathbb{E}_{y,\theta} \left\{ \frac{\partial}{\partial \alpha^*} \left( \frac{\partial \ln p(y|\theta)}{\partial \alpha^*} \right)^H \right\} = \frac{\rho}{\sigma_n^2} \left[ \begin{array}{c} K \\ \nu_1^T 1_L^T \\ \nu_1 1_L \\ \zeta_1 1_L + \eta_1 (1_L 1_L^T - I_L) \end{array} \right] \\
J_{\alpha,\psi,D} &= -\mathbb{E}_{y,\theta} \left\{ \frac{\partial}{\partial \alpha^*} \left( \frac{\partial \ln p(y|\theta)}{\partial \psi} \right)^H \right\} = \frac{\rho}{\sigma_n^2} \mathbb{E}_\theta \left\{ \left[ \begin{array}{c} K \\ \text{U}^H_{\psi} \tilde{W} \\ \text{U}^H_{\psi} \text{Q} \end{array} \right] \left[ \begin{array}{c} 0^T_L \\ \text{U}_{\psi} \end{array} \right] \text{diag}(\alpha_1, \ldots, \alpha_L) \right\}
\end{align*}
\]
\[
\begin{align*}
\mathbf{J}_{\psi, D} &= \frac{\rho}{\sigma_n^2} \begin{bmatrix} \nu_1^T \mathbf{1}_L \\ \zeta_2 \mathbf{1}_L + \eta_2 (\mathbf{1}_L \mathbf{1}_L^T - \mathbf{I}_L) \end{bmatrix} \text{diag}(\mathbb{E}\{\alpha_1\}, \ldots, \mathbb{E}\{\alpha_L\}) \\
\mathbf{J}_{\psi, D} &= -\mathbb{E}_{Y, \theta} \left\{ \frac{\partial}{\partial \psi} \left( \frac{\partial \ln p(y|\theta)}{\partial \psi} \right)^H \right\} = \frac{1}{\sigma_n^2} \mathbb{E}_{Y, \theta} \left\{ \frac{\partial \mathbf{m}}{\partial \psi} \frac{\partial \mathbf{m}^H}{\partial \psi} + \left( \frac{\partial \mathbf{m}}{\partial \psi} \frac{\partial \mathbf{m}^H}{\partial \psi} \right)^* \right\} \\
&= \frac{2\rho}{\sigma_n^2} \text{Re} \left\{ \zeta_3 \text{diag}(\mathbb{E}\{|\alpha_1|^2\}, \ldots, \mathbb{E}\{|\alpha_L|^2\}) \right\} \\
&+ \eta_3 \text{diag}(\mathbb{E}\{\alpha_1\}, \ldots, \mathbb{E}\{\alpha_L\})^H (\mathbf{1}_L \mathbf{1}_L^T - \mathbf{I}_L) \text{diag}(\mathbb{E}\{\alpha_1\}, \ldots, \mathbb{E}\{\alpha_L\}) \right\}, 
\end{align*}
\]

where

\[
\begin{align*}
\nu_1 &= \varphi^H \mathbf{w}, \\
\zeta_1 &= \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} \varphi((n - m)\pi)[\mathbf{Q}]_{m+1,n+1}, \\
\eta_1 &= \varphi^H \mathbf{Q} \varphi, \\
\nu_2 &= \varphi^H \mathbf{w}, \\
\zeta_2 &= (N - 1) \pi \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} \varphi((n - m)\pi)[\mathbf{Q}]_{m+1,n+1}, \\
\eta_2 &= \varphi^H \mathbf{Q} \varphi, \\
\zeta_3 &= 2 \pi^2 \sum_{m=1}^{N-1} \sum_{n=1}^{N-1} mn \varphi((n - m)\pi)[\mathbf{Q}]_{m+1,n+1}, \\
\eta_3 &= \varphi^H \mathbf{Q} \varphi, \\
\varphi_{\psi} &\triangleq \begin{bmatrix} 0 \\
\varphi(\pi) \\
\vdots \\
(N - 1) \varphi((N - 1)\pi) \end{bmatrix} \text{ with the characteristic function } \varphi_{\psi}(t) = \mathbb{E}\{e^{it\psi}\} \\
\mathbf{U}_{\psi} &\triangleq \begin{bmatrix} \frac{\partial \alpha_1(\psi_1)}{\partial \psi_1} & \ldots & \frac{\partial \alpha_L(\psi_L)}{\partial \psi_L} \end{bmatrix} \in \mathbb{C}^{N \times L}.
\end{align*}
\]

Under the parameter distribution assumptions of \( \psi_\ell \sim \text{Unif}[\Delta_1, \Delta_2] \), \( \mathbb{E}\{\alpha_\ell\} = 0 \), and \( \mathbb{E}\{|\alpha_\ell|^2\} = \sigma^2 \) for \( \ell = 1, \ldots, L \), we have

\[
\varphi_{\psi}(n\pi) = \begin{cases} 
1, & \text{if } n = 0 \\
2 \frac{\sin\left(\frac{\Delta_2 + \Delta_4}{2}\right)}{n\pi(\Delta_2 - \Delta_4)} \sin\left(n\pi\left(\frac{\Delta_4 - \Delta_2}{2}\right)\right), & \text{if } n \neq 0
\end{cases},
\]

\[
\mathbf{J}_{\alpha, D} = \mathbf{0}_{L+1, L}, \quad \text{and} \quad \mathbf{J}_{\psi, D} = \frac{2\rho \sigma_n^2}{\sigma_n^2} \zeta_3 \mathbf{I}_L.
\]

By Lemma 2, \( \mathbf{J}_{\alpha}^* = (\mathbf{J}_{\alpha}^*)^* \), and \( \mathbf{J}_{\alpha^*}^* \psi, D \), \( \mathbf{J}_{\psi, D} \), and \( \mathbf{J}_{\psi}^* \alpha, D \) are given by the complex conjugate, Hermitian conjugate, and transpose of \( \mathbf{J}_{\alpha, D} \), respectively, as seen in (43). The remaining off-diagonal matrices \( \mathbf{J}_{\alpha^*}^*, D \) and \( \mathbf{J}_{\alpha}^* \alpha, D \) become zero matrices by (44). Hence, we
have the FIM $J_{\hat{\theta},D}$, as shown in (12) with (14) and (15).

Now consider the prior part $J_{\theta,P}$. From $\ln p(\theta) = \ln p(\alpha) + \ln p(\psi)$ with $\psi \sim \text{Unif}[^{\Delta_1},^\Delta_2]$, the elements of the FIM $J_{\theta,P}$ are derived similarly to those of $J_{\hat{\theta},D}$ as follows:

$$J_{\alpha\alpha,P} = -\mathbb{E} \left\{ \frac{\partial}{\partial \alpha^*} \left( \frac{\partial \ln p(\theta)}{\partial \alpha^*} \right)^H \right\}, \quad J_{\alpha^*\alpha^*,P} = -\mathbb{E} \left\{ \frac{\partial}{\partial \alpha} \left( \frac{\partial \ln p(\theta)}{\partial \alpha} \right)^H \right\}, \quad (63)$$

$$J_{\psi\psi,P} = -\mathbb{E} \left\{ \frac{\partial}{\partial \psi} \left( \frac{\partial \ln p(\theta)}{\partial \psi} \right)^H \right\} = 0_L0^T_L \quad (64)$$

and the remaining off-diagonal matrices of $J_{\theta,P}$ are all zero matrices. This completes the proof.

B. Proof of Corollary 7

By exploiting the distribution of the path angle $\psi \sim \text{Unif}[-1,1]$ and the definitions of $\varphi_\psi$ in (18) and $\varphi_\psi$ in (60), we have $\varphi_\psi = [1,0,\cdots,0]^T$ and $\varphi_\psi = 0_N$, because

$$\varphi_\psi(n\pi) = \frac{\sin(n\pi)}{n\pi} = \begin{cases} 1, & \text{if } n = 0 \\ 0, & \text{if } n \neq 0 \end{cases}. \quad (65)$$

In this case, the constituent parameters of $J_{\alpha\alpha,D}$ and $J_{\psi\psi,D}$ in (57) and (59) are given by $\nu_1 = \bar{w}_1$, $\zeta_1 = \text{tr}(Q)$, $\eta_1 = [Q]_{1,1}$, $\zeta_3 = \pi^2 \sum_{m=1}^{N-1} [Q]_{m+1,m+1}$, and $\eta_3 = 0$. By substituting these results into (54) - (56), we have the FIMs $J_{\alpha\alpha,D}$ and $J_{\psi\psi,D}$, as shown in (19) and (20).

Based on the assumption of $\alpha_\ell \sim \mathcal{CN}(0,\sigma^2)$ for $\ell = 1,\ldots,L$, the diagonal submatrices of the FIM $J_{\hat{\theta},P}$ are derived similarly to those of $J_{\hat{\theta},D}$ as follows:

$$J_{\alpha\alpha,P} = -\mathbb{E} \left\{ \frac{\partial}{\partial \alpha^*} \left( \frac{\partial \ln p(\theta)}{\partial \alpha^*} \right)^H \right\} = \frac{1}{\sigma^2} I_{L+1} = J_{\alpha^*\alpha^*,P} \quad \text{and} \quad J_{\psi\psi,P} = 0_L0^T_L. \quad (66)$$

Hence, we have the claim.

C. Proof of Lemma 7

The FIM $J_{\alpha\alpha} = J_{\alpha\alpha,D} + J_{\alpha\alpha,P}$ with (14) and (16) can be rewritten as

$$J_{\alpha\alpha} = \frac{\rho}{\sigma^2_n} \left( K I_{L+1} + \begin{bmatrix} 0 & \bar{w}_1^T 1_L^T \\ \bar{w}_1 1_L & \bar{w}_1^T \bar{w}_1 1_L^T + \frac{\tau}{L} I_L \end{bmatrix} + \begin{bmatrix} 0 & 0^T_L \\ 0_L & \left( \frac{\tau}{L} - [Q]_{1,1} \right) ((L-1)I_L - I_L^c) \end{bmatrix} \right) \quad (67)$$
where $I_L^c = I_L 1_L^T - I_L$ and $\tau$ is defined in (24). Then, by using (F.1) and (F.2) in Lemma 3 below, the second and the third terms in the RHS of (67) are jointly eigen-decomposed as

$$
\begin{align*}
E & \left[ \begin{array}{cc} \frac{\tau - \kappa}{2} & 0 \\ 0 & \frac{\tau + \kappa}{2} \end{array} \right] E^H + \left( \frac{\tau}{L} - [Q]_{1,1} \right) \left[ \begin{array}{c} 0 \\ f_1 \end{array} \right] \begin{bmatrix} 0 & 0 \\ F_2 & \tau 1_{L-1} \end{bmatrix} \left[ \begin{array}{c} 0 \\ 0 \\ F_2 \end{array} \right] \\
& = E \left[ \begin{array}{cc} \frac{\tau - \kappa}{2} & 0 \\ 0 & \frac{\tau + \kappa}{2} \end{array} \right] E^H + \left[ \begin{array}{c} 0 \\ f_1 \end{array} \right] \begin{bmatrix} 0 \\ 0 \\ F_2 \end{array} \right] \left( \tau - L[Q]_{1,1} \right) I_{L-1} \left[ \begin{array}{c} 0 \\ 0 \\ F_2 \end{array} \right] \\
& = E \left[ \begin{array}{c} 0 \\ F_2 \end{array} \right] \begin{bmatrix} \frac{\tau - \kappa}{2} \\ \frac{\tau + \kappa}{2} \end{array} \right] \left( \tau - L[Q]_{1,1} \right) I_{L-1} \left[ \begin{array}{c} 0 \\ F_2 \end{array} \right],
\end{align*}
$$

where $\kappa = \sqrt{\tau^2 + 4L|\bar{w}_1|^2} \geq 0$ and $E$, $f_1$ and $F_2$ are given in Lemma 3. The equality (a) holds by $(L - 1)I_L - I_L^c = F_2 F_2^H$. Then, by (71) and (72), the matrix $B$ defined in (68) is unitary due to the construction of $E$ and $F_2$ in Lemma 3 and

$$
E^H \left[ \begin{array}{c} 0 \\ F_2 \end{array} \right] = \left[ \begin{array}{c} e_{21}^* 1_L^T F_2 \\ e_{22}^* 1_L^T F_2 \end{array} \right] = \left[ \begin{array}{c} e_{21}^* \sqrt{L} F_1^T F_2 \\ e_{22}^* \sqrt{\bar{L}} e_{1L}^T F_2 \end{array} \right] = 0,
$$

where $e_{ij}$ are given in Lemma 3. Hence, (68) is the eigen-decomposition of the sum of the second and third terms of the RHS of (67). Then, by considering the first term $K I_{L+1}$ in the RHS of (67), the inverse of $J_{\alpha\alpha}$ is eigen-decomposed as shown in (23).

**Lemma 3:** For any $x \in \mathbb{C}$ and non-negative $\tau, L \in \mathbb{R}$, the following eigen-decompositions hold:

$$
(F.1) \quad \left[ \begin{array}{cc} 0 & x^* 1_L^T \\ x 1 & \frac{x}{L} 1_L^T 1_L^T \end{array} \right] = E \left[ \begin{array}{cc} \frac{\tau - \kappa}{2} & 0 \\ 0 & \frac{\tau + \kappa}{2} \end{array} \right] E^H,
$$

$$
(F.2) \quad I_L^c = 1_L 1_L^T - I_L = \left[ \begin{array}{c} f_1 \end{array} \right] \begin{bmatrix} \tau - L - 1 \end{barray} 0_{L-1} - \left[ \begin{array}{c} f_1 \end{array} \right] F_2^H,
$$

where $f_1$ and $F_2$ are defined in Lemma 3.
where \( \kappa = \sqrt{\tau^2 + 4L|x|^2} \), \( f_1 = \frac{1}{\sqrt{L}} 1_L \), \( F_2 \) orthogonal to \( f_1 \) is determined such that the matrix \( F \) in (71) is unitary, and the \( L \times 2 \) matrix \( E \) is given by
\[
E = \begin{cases}
\begin{bmatrix}
-\frac{\sqrt{2L}}{\kappa} x^* & \frac{\sqrt{2L}}{\kappa} x^* \\
\frac{1}{\sqrt{2L}} \sqrt{1 - \frac{x^2}{\kappa^2}} 1_L & \frac{1}{\sqrt{2L}} \sqrt{1 + \frac{x^2}{\kappa^2}} 1_L \\
1 & 0 \\
0_L & \frac{1}{\sqrt{L}} 1_L
\end{bmatrix}, & \text{if } |x|^2 \neq 0 \\
\begin{bmatrix}
e_{11} & e_{12} \\
e_{21} 1_L & e_{22} 1_L
\end{bmatrix}, & \text{if } |x|^2 = 0
\end{cases}
\]

**Proof:** Proof is by direction computation.

\[ \blacksquare \]

D. Proof of Theorem 2

Since the second-order derivative \( \frac{\partial}{\partial \alpha^*} \left( \frac{\partial \ln p(y|\alpha; \psi)}{\partial \psi} \right)^H \) in (40) of Lemma 2 is not a function of \( \alpha \) and \( \psi \) is given, the FIM for \( \alpha \) is given by
\[
\mathcal{J}_{\alpha, \psi} = \mathcal{J}_{\alpha, \psi, D} = \rho \sigma_n^2 \left[ \begin{array}{cc}
K & \mathbf{w}^H \mathbf{U}_\psi \\
\mathbf{U}_\psi^H \mathbf{w} & \mathbf{U}_\psi^H \mathbf{Q} \mathbf{U}_\psi
\end{array} \right]
\]

Applying \(-E_{\psi, \alpha|\psi} \{ \cdot \} \) to (53) and (41), respectively, we obtain \( \mathcal{J}_{\alpha, \psi, D} \) and \( \mathcal{J}_{\psi, \psi, D} \) as follows:
\[
\mathcal{J}_{\alpha, \psi, D} = -E_{\psi, \alpha|\psi} \left\{ \frac{\partial}{\partial \alpha^*} \left( \frac{\partial \ln p(y|\alpha; \psi)}{\partial \psi} \right)^H \right\} = 0
\]

\[
[\mathcal{J}_{\psi, \psi, D}]_{p,q} = -E_{\alpha, \psi} \left\{ E_{y|\alpha, \psi} \left\{ \frac{\partial}{\partial \psi_p} \left( \frac{\partial \ln p(y|\alpha; \psi)}{\partial \psi_q} \right)^H \right\} \right\} = \frac{2}{\sigma_n^2} E_{\alpha, \psi} \left\{ \text{Re} \left\{ \frac{\partial m^H}{\partial \psi_p} \frac{\partial m}{\partial \psi_q} \right\} \right\}
\]

\[
\mathcal{J}_{\psi, \psi, D} = \begin{cases}
\frac{2}{\sigma_n^2} E_{\alpha, \psi} \left\{ \text{Re} \left\{ \alpha_p^* \frac{\partial u_N^H(\psi_p)}{\partial \psi_p} Q \frac{\partial u_N(\psi_q)}{\partial \psi_q} \right\} \right\}, & \text{if } p = q \\
\frac{2}{\sigma_n^2} E_{\alpha, \psi} \left\{ \text{Re} \left\{ \alpha_p^* \alpha_q \sum_{m=1}^{N-1} \sum_{n=1}^{N-1} m n e^{i \pi (\psi_p n - \psi_p m)} [Q]_{m+1,n+1} \right\} \right\}, & \text{if } p \neq q
\end{cases}
\]

where \( \frac{\partial u_N^H(\psi)}{\partial \psi} \) is defined in (46). Substituting the assumption of independent Rayleigh fading \( \alpha_\ell \sim \mathcal{CN}(0, \sigma^2) \), \( \ell = 1, \cdots, L \) into (75) yields \( [\mathcal{J}_{\psi, \psi, D}]_{p,q} = 0 \) for \( p \neq q \). The remaining \( \mathcal{J}_{\tilde{\theta}, \tilde{\theta}, D} \) and \( \mathcal{J}_{\tilde{\theta}, \tilde{\theta}, D} \) can be derived in a similar way to that in the proof of Theorem 1.
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