SLoWPoKES-II: 100,000 WIDE BINARIES IDENTIFIED IN SDSS WITHOUT PROPER MOTIONS
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ABSTRACT

We present the Sloan Low-mass Wide Pairs of Kinematically Equivalent Stars (SLoWPoKES)-II catalog of low-mass visual binaries identified from the Sloan Digital Sky Survey (SDSS) by matching photometric distances. The candidate pairs are vetted by comparing the stellar information. The candidate pairs are vetted by comparing the stellar density at their respective Galactic positions to Monte Carlo realizations of a simulated Milky Way. In this way, we are able to identify large numbers of bona fide wide binaries without the need for proper motions. Here, 105,537 visual binaries with angular separations of $\sim$1 to 20° were identified, each with a probability of chance alignment of $\lesssim$5%. This is the largest catalog of bona fide wide binaries to date, and it contains a diversity of systems—in mass, mass ratios, binary separations, metallicity, and evolutionary states—that should facilitate follow-up studies to characterize the properties of M dwarfs and white dwarfs. There is a subtle but definitive suggestion of multiple populations in the physical separation distribution, supporting earlier findings. We suggest that wide binaries are composed of multiple populations, most likely representing different formation modes. There are 141 M7 or later wide binary candidates, representing a seven-fold increase over the number currently known. These binaries are too wide to have been formed via the ejection mechanism. Finally, we found that 6% of spectroscopically confirmed M dwarfs are not included in the SDSS STAR catalog; they are misclassified as extended sources due to the presence of a nearby or partially resolved companion. The SLoWPoKES-II catalog is publicly available to the entire community on the World Wide Web via the Filtergraph data visualization portal.
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1. INTRODUCTION

Components of binary (or multiple) systems are ideal coeval laboratories to study star formation, to benchmark stellar evolutionary models, and to calibrate empirical relations that determine fundamental stellar parameters. While detailed and precise measurements of individual objects or small samples provide important tests for evolutionary models (e.g., White et al. 1999; Stassun et al. 2007, 2008), large statistical samples are necessary to properly constrain the behavior and intrinsic variation of star formation and of stellar properties. All of these rest on the premise that individual components in a stellar system are formed at the same time (White & Ghez 2001; Kraus & Hillenbrand 2009a), of the same material (Schuler et al. 2011; Dhital et al. 2012), and have evolved in the same environment.

Until recently, the intrinsic faintness of low-mass stars—generally defined as the regime bracketed by the hydrogen burning minimum mass, $\sim$0.075 $M_\odot$ (Burrows et al. 1997), and the onset of molecular lines in the photosphere, $\sim$0.8 $M_\odot$ (Kirkpatrick et al. 1991)—has limited studies to small, nearby samples. Almost two decades ago, the Palomar–Michigan State University survey cataloged the spectra for $\sim$3,000 M dwarfs (dMs) and was the largest such study (Reid et al. 1995; Hawley et al. 1996). Other samples used to study the distribution of low-mass binaries and to calibrate low-mass stellar properties using binaries were even smaller, with 30–100 systems (Fischer & Marcy 1992; Henry & McCarthy 1993; Reid & Gizis 1997; Delfosse et al. 2004). Hence, these studies often lacked the statistical robustness for firm, independent results, which were then often tethered to and studied in comparison with higher-mass stars. In addition, modeling efforts for the low-mass late-K and M dwarfs have been stymied by incomplete molecular line lists, resulting in uncertain opacities caused by the molecules in the stellar photosphere at effective temperatures of $\lesssim$4300 K (Hauschildt et al. 1999). As a result of these observational and modeling challenges, low-mass stars have not been well characterized, and our techniques for measuring their properties are ill defined. However, low-mass stars comprise $\gtrsim$70% of the stars in the Galaxy (Henry 1998) and are the best tracers of its distribution and (at least nearby) structure (e.g., Bochanski et al. 2010). Low-mass stars also have lifetimes longer than that of the Galaxy (Laughlin et al. 1997), making them the ideal tracers of its formation, chemical, and dynamical history.

The advent of deep, all-sky surveys has revolutionized low-mass star and brown dwarf (BD) science. In particular, the Sloan Digital Sky Survey (SDSS; York et al. 2000), the Two Micron All Sky Survey (2MASS) (Cutri et al. 2003), the UKIRT Infrared Deep Sky Survey (UKIDSS; Lawrence et al. 2007), and the Wide-field Infrared Survey Explorer (e.g., Wright et al. 2010) have been critical in expanding sample sizes. The SDSS alone has enabled a photometric catalog of >30 million (Bochanski et al. 2010) and a spectroscopic catalog of >70,000 (West et al. 2011, hereafter W11) low-mass stars. Munn et al. (2004, 2008) combined the USNO-B and SDSS astrometry to calculate proper motions for SDSS photometric catalogs. This proper motion catalog is 90% complete down to $g < 19.7$, with typical errors of 5–7 mas yr$^{-1}$. However, the lower resolution limits the catalog to sources separated by $\sim$7″.
Dhital et al. (2010, hereafter Paper I) identified the Sloan Low-mass Wide Pairs of Kinematically Equivalent Stars (SLoWPoKES) catalog of wide binaries by matching positions, photometric distances, and vector proper motions. The fidelity of each pair was assessed by a six-dimensional Galactic model, which was built using empirical stellar number density (Jurić et al. 2008; Bochanski et al. 2010) and space velocity distributions (Bochanski et al. 2007). With 1.342 common proper motion (CPM) pairs, with ≤5% probability of chance alignments, SLoWPoKES was the largest catalog of low-mass, wide binaries and contained a diverse set of pairs with G/K +dM, white dwarf (WD)+dM, dM+dM, and M subdwarf (sdM +sdM) systems. SLoWPoKES has enabled a variety of follow-up observations to probe higher-order multiplicity (Law et al. 2010), metallicity (Dhital et al. 2012), activity (Gunning et al. 2014), rotation, and the age–activity relation (D. Morgan et al. 2015, in preparation; A. Massey et al. 2015, in preparation) of M dwarfs. In addition, Andrews et al. (2012) and J. Andrews et al. (2015, in preparation) have adapted the technique used for SLoWPoKES to identify wide WD+WD binaries and effectively double the currently known sample.

The SLoWPoKES catalog was restricted at small angular separations (θ ≤ 7") and at lower masses (≤M6) by its dependence on the SDSS/USNO-B proper motions (Munn et al. 2004). Specifically, due to the shallow faintness limit of USNO-B, a significant fraction of mid-late dMs that are detected in SDSS do not have USNO-B counterparts and, therefore, proper motions. Similarly, the resolution of USNO-B sets a separation limit of ~7" for the SDSS/USNO-B proper motion catalog. This incompleteness is inherited by the SLoWPoKES catalog. In addition, using proper motions to identify binaries precludes systems that are either at large distances or nearby but moving slowly with respect to the local standard of rest. For example, we used a minimum proper motion of 40 mas yr⁻¹ for the SLoWPoKES catalog.

The results from the Galactic model indicated that visual binaries with small angular separations could be identified at a high level of fidelity by matching photometric distances alone (Paper I). Figure 1 (left) shows Figure 5 from Paper I. The solid red histogram shows the number of stars, averaged among >1,600 lines of sight (LOS) where binary candidates were identified, as a function of angular separation, as measured in the SDSS DR7 photometric catalog. The dashed red histogram shows the distribution for single, non-associated stars in the SDSS survey without using proper motions.

Figure 1. Average number of visual companions (left) and real binaries (right), as assessed by our Galactic models, as a function of angular separation in >1600 lines of sight where binary candidates were identified in the SLoWPoKES catalog (Paper I). The solid histograms show the SDSS distributions while the dashed histograms describe the initial sample of low-mass stars that we search because they include all stars, whereas the data count only the stars that are detected in SDSS. Intriguingly, the blue and purple histograms were almost identical up to 2–25", suggesting that proper motions were not needed to identify those binaries. This is seen even more clearly in the right panel. In this paper, we conduct a search for binary companions around ~24 million low-mass stellar sources in the SDSS survey without using proper motions.
around. As in Paper I, our search algorithm is based on matching angular separation and photometric distances supplemented by a Monte Carlo–based Galactic model, which is described in Section 3. We discuss the characteristics of the resultant binary sample in Section 4. We examine the currently debated formation theories for wide stellar binaries and very low-mass (VL/M) BDs in light of the SLoWPoKES–II sample of binaries in Section 5. We summarize our results in Section 6.

The SLoWPoKES and SLoWPoKES–II catalogs, along with follow-up spectra, are publicly available online.5

## 2. SDSS DATA

One of the largest and most influential astronomical surveys ever conducted to date, the SDSS is a comprehensive imaging and spectroscopic survey (York et al. 2000). Over eight years of operation between 2000 and 2008, it collected imaging and spectroscopic data for over a decade using a dedicated 2.5 m telescope at Apache Point Observatory, New Mexico (Gunn et al. 2006). The telescope has a 120 megapixel camera that has a field of view of 1.5 square degrees (Gunn et al. 1998) and conducts imaging in five broad optical bands (ugriz) between ~3000 and 10000 Å (Fukugita et al. 1996). The last data release with imaging data, Data Release 8 (DR8), is composed of ~450 million unique objects over 14,555 square degrees of the sky, spanning the entire northern sky as well as the Southern Galactic Cap (Aihara et al. 2011). The global absolute astrometric precision was 70 mas (Pier et al. 2003), and the photometry has relative calibration accuracies of 2% in the u and 1% in the griz bands (Padmanabhan et al. 2008). The catalog is 95% complete for the point sources 22.0, 22.2, 22.2, 21.3, and 20.5 in the ugriz bands, respectively (Gunn et al. 1998). The corresponding spectroscopic survey has obtained ~1.8 million optical spectra, with λ/Δλ ≈ 2000, over 9,274 square degrees (Aihara et al. 2011) using a pair of fiber-fed double spectrographs. The third survey (SDSS–III; Eisenstein et al. 2011), which is composed of four different spectroscopic surveys, is currently underway.

The DR8 photometric catalog has more than 200 million point sources. As in Paper I, we used the Catalog Archive Server query tool (CasJobs6) to select the sample of low-mass stars from the DR8 STARS table as having r − i > 0.3 and i − z > 0.2, consistent with spectral types of K5 or later (West et al. 2008). Selecting from the STARS table is easy and not a duplicate detection and that its morphology is consistent with being a point source. This morphological classification is >95% accurate up to r ≈ 21.5 (Lupton et al. 2001). Even up to r ≈ 22.5, stars outnumber galaxies >8:1 (Fadely et al. 2012), and, therefore, we do not expect compact galaxies as frequent interlopers in our sample. To ensure excellent photometry, we made cuts on the standard quality flags—all of PEAKCENTER, NOTCHECKED, PSF_FLUX_INTERP, INTERP_CENTER, BAD_COUNTS, ERR, SATURATED were set to be zero (Bochanski et al. 2010; Paper I)—and required the errors in point-spread function (PSF) magnitudes to be ≤ 0.10. Throughout our analysis, these quality cuts were performed only for the bands that were used in the analysis for that particular star: iz for M7 or later stars,riz for K5–M7 stars,griz for FO–K5 stars, and ugriz for white dwarfs. While no faintness limits were specifically adopted, the requirement on the error in PSF magnitudes effectively limits the resulting samples to the SDSS 95% completeness limits.

The resulting sample yielded 33,589,670 stellar sources, with colors consistent with K5–M9 dwarfs. In Dhital et al. (2010) we found that chance alignments were unacceptably high near the Galactic Plane due to the higher stellar density and the higher uncertainties caused by higher extinction. Therefore, we rejected stars at Galactic latitudes less than 20°. We also rejected stars with photometric distances larger than 2500 pc because the distance uncertainties are larger than ~350 pc, making distance matching meaningless at those distances (see Section 3.2 for further discussion). As a result, we started with an initial sample of 24,036,982 low-mass stars, around which to search for companions.

## 3. METHOD: IDENTIFYING BINARY CANDIDATES

### 3.1. Assessing the SDSS Source Classification Algorithm

The tightest binary we were able to identify was ≥1″ (see Figure 7 below), suggesting a fundamental limitation in our technique at that value. However, with a plate scale of 0″.396 pixel–1, SDSS should be able to distinguish tighter binaries. Both unresolved and partially resolved binaries, with separations smaller than the resolution limit or the plate scale, have been identified from both the 2MASS (Kraus & Hillenbrand 2007b) and the Palomar Transient Factory (Terziv et al. 2013) photometric catalogs, albeit aided by multiepoch data in the latter case. Therefore, we conducted an examination of (1) what was restricting us from identifying binaries at <1″ and (2) what fraction of resolved binaries we were missing in our resultant sample because of this limitation.

First, we briefly describe the SDSS point source classification scheme. The algorithm is fully documented on the SDSS web pages7 and is beyond the scope of this paper, thus we only outline the scheme that classifies identified sources into the STAR table. The SDSS pipeline uses RESOLVE to identify unique sources and DEBLEND to deblend them when multiple sources are present. All of the identified sources, for which photometric parameters have been measured, are cataloged in the PHOTOOBJ table. This table has several subtables, known as views in SDSS: PHOTOBJ, which includes all primary and secondary objects; PHOTOPRIMARY, which includes all of the primary detections or ones classified as the best version of the objects; PHOTOSECONDARY, which includes the duplicate detection(s); and PHOTOFLUX, which includes the original deblended source as well as the sources for which the deblending failed. Based on the morphology, the PHOTOPRIMARY is further divided into STAR (point sources), GALAXY (extended sources), SKY (sky samples), and UNKNOWN (unclassified sources). A PHOTOPRIMARY object is classified as a point source and included in STAR when a PSF fit provides a good approximation to its light profile; otherwise, it is classified as an extended source.8

As the table with all of the unique point-source objects, STAR is the repository used by all stellar studies that use the SDSS survey (e.g., Covey et al. 2007; Juric & et al. 2008; Bochanski et al. 2010), including this study. Therefore, it is troublesome
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5 http://slowpokees.vanderbilt.edu
6 http://skyserver.sdss3.org/CasJobs/
7 http://www.sdss3.org/dr9/algorithms/
8 More specifically, a point source has PSFMAG – CMODELMAG ≤ 0.145, where PSFMAG and CMODELMAG are the magnitudes measured by fitting a PSF model and a linear combination of de Vaucouleurs and exponential models, respectively, for an object’s light profile.
that we detected no resolved companions within 1″ in our search. Given the scope of STAR, it is of utmost importance to understand its completeness level. In particular, it is necessary to quantify the sources that were detected in SDSS but are missing from STAR, i.e., the sources that were misclassified. This would allow any individual study to apply the relevant corrections for the sources that were truly missing from the SDSS survey (e.g., faintness limit, unresolved binarity).

To test the completeness of STAR, a sample of bona fide stellar sources needs to be used. Fortunately, there exist large spectroscopic samples of confirmed stellar sources in the SDSS catalog. We chose the DR7 catalog of 70,841 M dwarfs from the SDSS (West et al. 2011). Each spectrum in this catalog was inspected by eye and verified to be a bona fide M dwarf with a relatively high signal-to-noise ratio. Therefore, looking at how these bona fide M dwarfs are cataloged in STAR using only photometric information and how they are flagged should help us understand why we were unable to find binaries tighter than 1″. Because the selection algorithm for M dwarfs in the SDSS spectroscopic survey was not based on STAR (West et al. 2011), this is an ideal sample to investigate how many of the 70,841 bona fide M dwarfs are not included in STAR.

### 3.1.1. What is the Completeness of the DR7 M Dwarf Sample?

We performed a PLATE/MID/FIBERID-based search for the 70,841 M dwarfs in DR7 using the SDSS CasJobs portal and recovered only 66,001 (∼93.2%). When the same search was performed on DR7, every single spectroscopic target had a counterpart. Appropriate flag cuts (see Section 2) were used in both searches; when excellent photometry was not present, we assumed that the sources were not real. That every single M dwarf was in PHOTOObj but ∼7% were missing in STAR made it evident that they had been misclassified.

The first type of misclassification (544 instances; ∼0.77% of all sources) happened when an M dwarf was imaged two or more times and the Primary detection failed the photometric flag cuts but one or more Secondary detections passed them. About one-third of the SDSS footprint was imaged multiple times, mostly when plates overlapped each other. In such cases the Primary versus Secondary classification is based on whether the field was designated as the primary field for that area of the sky. Because the quality of photometry plays no part in this classification, this is understandable. In fact, it is remarkable that only 0.77% of sources are lost; this incompleteness is largely negligible.

The second kind of misclassification, which happened in 4,295 instances, happened when the M dwarfs were classified as extended sources. This was either because a nearby extended source contaminated and extended the light profile of the M dwarf or there were two partially resolved stellar sources. (The latter are exactly the kind of sources we are looking for in our binary search.) That ∼6% of all stars could not be cataloged in STAR is rather alarming. We note that this effect is likely exaggerated for the spectroscopic sample (as compared to the entire photometric sample) because a large number of M dwarf spectra were acquired as they were targeted as potential quasars and luminous red galaxies (LRGs; Adelman-McCarthy et al. 2006). Thus, they are more likely to be flagged as being extended sources. However, an incompleteness of ∼6.1% is significant and should be properly accounted for in studies that use the SDSS photometric sample.

### 3.2. Photometric Distances

**Main-sequence dwarfs:** We determined distances to main-sequence dwarfs using photometric parallax relations that are calibrated from directly measured trigonometric parallaxes. Even though there is no spectroscopic confirmation, MS dwarfs dominate the stellar sources in the SDSS catalog (Covey et al. 2007). Three separate photometric parallax relations were used, such that the chosen magnitude and colors trace the stellar temperature monotonically in that regime: $M_v$ versus $g − i$ for F0–K4 (Covey et al. 2007), $M_v$ versus $r − z$ for K5–M9 (Bochanski et al. 2010), and $M_v$ versus $i − z$ for L0–L9 (Schmidt et al. 2010) dwarfs. The photometric parallax relations are given in Table 1.

**Incompleteness:** Magnitudes corrected for extinction, with values from Schlegel et al. (1998) as tabulated in the SDSS database, were used in all cases. We adopted an error of 0.3 mag in the calculated absolute magnitudes, which implies a 1σ error of 14% in distance. This scatter is caused by a combination of metallicity, magnetic activity, and unresolved binarity (West et al. 2005; Sesar 2008; Bochanski et al. 2011). The presence of magnetic activity and higher metallicity increases the intrinsic brightness of a star by as much as a magnitude (Bochanski et al. 2011). An unresolved binary companion increases the apparent magnitude by as much as 0.75 mag. Based on high-resolution imaging studies, the components of wide binaries are highly likely to harbor close companions (Law et al. 2010). Therefore, we are selecting against triple systems that contain an unresolved binary. However, none of these parameters can be measured or even estimated from the photometry alone. Ivezic et al. (2008) used a photometric metallicity in their photometric parallax relation, but that is applicable only to FGK dwarfs. No such relation is known for M dwarfs, except when they are significantly metal-poor.
The separation is even cleaner when the photometry is precise; the M subdwarf locus is clearly separated from the M dwarf locus in the \( r - z \), \( g - r \) space (West et al. 2004, 2011; Lépine and Scholz 2008).

Distinguishing the subdwarfs from the dwarfs, however, is not trivial. As shown in Figure 2, while the loci clearly separate in the \( r - z \), \( g - r \) space, the tail of the M dwarf distribution scatters into the subdwarf locus. Given their vastly larger number in the Solar neighborhood, the dwarfs overwhelm the subdwarf population. However, we found that the scatter is in large part due to the uncertainty in the magnitude measurements. In Figure 2, the spectroscopically confirmed M dwarfs (West et al. 2011) are plotted as black dots, and the spectroscopically confirmed subdwarfs are plotted as purple (subdwarfs), green (extreme subdwarfs), and red (ultrasubdwarfs). In the bottom panel, where all the stars plotted, the dwarfs scatter into the subdwarf locus (blue box; Bochanski et al. 2013) significantly. However, when only the dwarfs with uncertainties \( \leq 0.05 \) (middle) and \( \leq 0.02 \) mag (top) in the \( griz \) bands are plotted, the scatter decreases. While the photometric accuracy for SDSS is \( \sim 1\% \) in the \( griz \) bands, imposing a \( 1\% \) or \( 2\% \) cut seems to exclude a large number of sources. This also biases the sample against fainter and more distant stars like the M subdwarfs. However, when available, exquisite photometry can be used to select subdwarfs without the need for spectra. This could possibly be extremely beneficial to future photometric surveys like the Large Synoptic Survey Telescope.

We chose to accept photometry with uncertainties \( \leq 0.05 \) mag to identify subdwarf candidates. We recognized that this will include some M dwarf interlopers and increase the rate of false positives. However, given the low number of subdwarf binaries known, this is an acceptable risk. We did not include the identified subdwarf systems in the statistical analysis for this paper. We did not include the subdwarf binaries in the analysis for this paper because they are less likely to be bona fide systems compared to the rest of our sample.

We calculated photometric distances to subdwarf candidates that fit the following criteria:

\[
\begin{align*}
g - r & > 1.5 \\
0.8 < r - z & < 2.5 \\
\text{psfMagErr}_{griz} & < 0.05
\end{align*}
\]

from the Bochanski et al. (2013) relations. The uncertainty in the absolute magnitude is \( \sim 0.41 \) mag, which translates to a \( 20\% \) uncertainty in the distance. There were over six million subdwarf candidates, as defined by Equation (1), in the SDSS photometric catalog.

White dwarfs: In Paper I we used proper motions to calculate the reduced proper motions and identify potential WD candidates and search for WD companions to the low-mass star sample. Based on \( ugriz \) photometry alone, there is no conclusive way to identify potential WD companions around our low-mass dwarf sample. However, in the color–color diagrams, WDs segregate from the main-sequence stars and the quasars. In particular, Girven et al. (2011) have defined a \( (g - r, u - g) \) locus for hydrogen-atmosphere WDs (DAs) based on a sample of spectroscopically identified DAs (Eisenstein et al. 2006) in SDSS DR7. The efficiency of the photometric selection for the spectroscopic sample was only \( \sim 62.3\% \) after non-DA WDs, including WD+MS pairs (\( \sim 8.9\% \)), early-type MS stars and subdwarfs (\( \sim 11.3\% \)), and quasars (\( \sim 17.2\% \)), were removed. However, because quasars
were specifically targeted for the SDSS spectroscopic sample, they are disproportionately represented. In the larger photometric sample, the contamination due to quasars is likely to be minor (Girven et al. 2011). Therefore, we use the Girven et al. (2011) (g − r, u − g) locus to identify potential WDs but note that >20% of the WD candidates will be interlopers and will require spectroscopic confirmation.

We calculated the photometric distances to candidate DAs by fitting the *ugriz* photometry to WD cooling models (Bergeron et al. 1995), as specified in Harris et al. (2006). This algorithm fits the photometry to the model in an iterative manner to derive a bolometric luminosity and a distance. However, the composition and mass/gravity is degenerate when only the photometry is available and cannot be determined. So we used the models with pure hydrogen atmospheres and a gravity of log g = 8.0. Because our adopted (g − r, u − g) locus selected only DAs, the composition should introduce significant uncertainties in the distances. However, incorrect distances will be derived for WDs with unusually high mass/gravity (~15% of all WDs), unusually low mass/gravity (~10% of all WDs), or helium-dominated atmospheres (Harris et al. 2006).

A comparison of our photometric distances and the spectroscopic distances for the DA WDs in the SDSS DR7 catalog (Kleinman et al. 2013) showed a 14–20% scatter (J. Andrews 2015, private communication). To be conservative in our matching process, we adopted 14% as the error in our photometric distances. There were 56,505 WD candidates, as selected using the Girven et al. (2011) (g − r, u − g) locus, in the SDSS photometric catalog.

### 3.3. Binary Candidate Selection

We searched for stellar sources that had been classified as primary detections within angular separations of 1–20” in our sample of 24,036,982 low-mass stars. The inner search radius of 1″ was determined by the SDSS database, as discussed in Section 3.1. We chose the outer search radius to be 20″, after which the number of chance alignments for pairs without proper motions were significant in Paper I (see Figure 1). The search was conducted using the NEIGHBORS table in the SDSS CasJobs Query interface. Photometric quality cuts, as described above, were performed. We then matched the photometric distances (d) to within 1σ. However, because the error in the distances is a percentage error, we also required the difference in the distance to be less than 100 pc to be classified as a candidate binary pair. Thus, our binary candidate pairs matched the following criteria:

\[
\theta = 1-20''
\]

\[
\Delta d \leq \min(1\sigma_d, 100 \text{ pc})
\]

\[
d \leq 2500 \text{ pc}
\]

\[
|b| \geq 20^\circ.
\]  

All stars were selected to have good photometry and $\text{psfMAGErr} \leq 0.10$ mag for the bands that are used in their selection and analysis. We identified 514,424 dM+MS, 1212 sdM+sdM, and 642 WD+dM candidate pairs.

### 3.4. The Galactic Model: Assessing False Positives in the Binary Candidate Sample

Despite the rigorous nature of our candidate selection, chance alignments will be present in a sample of wide visual binaries. Such chance alignments arise from the measurement uncertainties in the parameters used in the selection criteria, as well as from the inherent spreads in these parameters in the Galaxy (Paper I). The number of chance alignments grows as a function of the angular separation ($\propto \theta^2$) and distance. Because our search does not include any kinematic matching, the probability of chance alignment is particularly high and, therefore, needs to be rigorously assessed for each and every candidate binary pair. Such a quantitative assessment sifts out false positives from the sample. In Paper I we built a Monte Carlo–based Galactic model that recreated the stellar populations along the LOS of a candidate binary and calculated the probability of chance alignments. Based on empirically measured parameters for the Milky Way, the model accounted for the variations in the stellar number density and space velocities, which become important beyond the Solar neighborhood. We employed the same model to assess the probability of chance alignment for the binary candidates identified here. The model was described in detail in Paper I; we here only provide a brief synopsis.

Instead of the computationally implausible task of simulating the entire Galaxy with $\geq 10^{11}$ stars, we recreated a 30″ × 30″ cone centered at the (α, δ) of each primary out to a distance of 2500 pc. First, we calculated the total number of stars in the conical volume by integrating stellar number density profiles that assume a bimodal disk (Bochanski et al. 2010) and an ellipsoidal halo (Jurić et al. 2008). The model parameters are given in Table 2. While a two-component model is an oversimplification of the complicated scale height distribution (Bovy et al. 2012), it is easy to model and suffices for our purpose of recreating a random Galaxy. Each LOS was then repopulated with stars using the rejection method (Press et al. 1992). The rejection method ensured that the stars were randomly redistributed while following the overlying stellar

| Component | Parameter Name | Parameter Description | Adopted Value |
|-----------|----------------|-----------------------|---------------|
| $\rho$ (R, θ) | Stellar density | | 0.0064 |
| $f_{\text{thin}}$ | Fraction | | 1-f_{\text{thick}}^2/f_{\text{halo}} |
| $H_{\text{thin}}$ | Scale height | | 260 pc |
| $L_{\text{thin}}$ | Scale length | | 2500 pc |
| $f_{\text{thick}}$ | Fraction | | 9% |
| $H_{\text{thick}}$ | Scale height | | 900 pc |
| $L_{\text{thick}}$ | Scale length | | 3500 pc |
| $f_{\text{halo}}$ | Fraction | | 0.25% |
| $n_{\text{halo}}$ | Density gradient | | 2.77 |
| $q (=c/a)^b$ | Flattening parameter | | 0.64 |

**Note.** The parameters were measured using M dwarfs for the disk (Bochanski et al. 2010) and main-sequence turn-off stars for the halo (Jurić et al. 2008) in the SDSS footprint.

* Evaluated in the solar neighborhood.

* Assuming a biaxial ellipsoid with axes $a$ and $c$. 
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number density distribution function. Each star that is generated has a \( \alpha, \delta, \) and distance.\(^{10}\) The total number of stars in an LOS ranged between 2,000 and 10,000, enough to both produce small-scale density variations as seen in the Milky Way and perform calculations with relative ease. However, because the number density profiles are smoothed functions that were made to fit the Galactic field, our model does not produce larger density variations like moving groups, open clusters, or streams.

With the simulated galaxy, we then counted how many stars were found in the ellipsoid that is centered at the \( \alpha \) and \( \delta \) of the binary candidate and defined by its angular separation and its distance errors. This was the same criteria that we used in the search for candidate systems in the SDSS data. Indeed, to conduct the exact same search, we chose to not convolve the luminosity or mass function into the model and rather searched for all stars. Because all stars in our simulation are single stars, any star that satisfied the search criteria is a chance alignment. Therefore, the average number of chance alignments is an assessment of the probability that our candidate binary is a false positive. For each candidate pair, we ran 1,000 Monte Carlo realizations. If the probability of chance alignment is \( P_f \leq 0.10 \), we ran a further 4,000 realizations for better resolution.

4. RESULTS: THE SLoWPoKES-II BINARY SAMPLE

Following Paper I we classified candidate pairs with a probability of chance alignment \( P_f \leq 0.05 \) as real binaries. We note that this limit does not have any physical motivation but was chosen to minimize the number of spurious pairs. This cut results in 105,537 dM+MS, 78 WD+dM, and 184 sdM+sdM binary systems with separations of 1–20\( ^{\prime} \). Of the dM+MS binaries, 44 are VLM binary candidates, with \( i – z \) colors redder than the median M7 dwarf for both components. Despite the lack of kinematic information, we dub this catalog SLoWPoKES-II.

This represents a significant increase over the SLoWPoKES catalog of 1,342 CPM binaries that we presented in Paper I. Each binary has a low probability of chance alignment, with the threshold set at \( P_f \leq 5\% \). Using that threshold, we might expect 5,277 of the pairs to be false positives. However, each binary has its own probability of chance alignment, based on the size of the binary and its position in the Galaxy, that in most cases is significantly lower than 5\%. Based on those probabilities, we expect only 2,464 (or 2.33\%) of the binaries to be false positives.

Figure 3 shows a collage of \( gri \) composite images, 48\( ^{\prime} \) on a side, of 15 SLoWPoKES-II binaries. The inferred spectral types of MS dwarfs, based on their \( r – z \) colors, are shown for each component. Table 3 summarizes the SLoWPoKES-II catalog, with the properties of the systems and positions and photometry of both components included. Tables 4–6 summarize the candidate VLM, WD+dM, and sdM+sdM systems, respectively. While these systems are also analyzed with the Galactic model and required to have \( P_f \leq 5\% \), their classification as an sdM, VLM, or WD is based on photometry alone. This adds a level of uncertainty that the Galactic model cannot quantify. For that reason, these samples are likely to be contaminated at a higher rate than the SLoWPoKES-II sample in Table 3. Thus, we do not include samples in the analysis presented in this paper.

Both the SLoWPoKES and SLoWPoKES-II catalogs are publicly available on the World Wide Web (see footnote 5) via the Filtergraph portal (Burger et al. 2013). We hope this will enable the entire community to interact with and visualize this large data set using a dynamic, multidimensional plotting applet. The table view Filtergraph is also an easy medium to select targets for follow-up observations.

4.1. Identifying Bona Fide Wide Binaries without Kinematics

Figure 4 shows the number density of the 514,424 binary candidates, identified in Section 3.3, as a function of the probability of chance alignment, \( P_f \), and angular separation. As would be expected, the number of candidate pairs grows sharply with angular separation. There is also a large spread in \( P_f \) at a given separation, reflecting the varying stellar densities along different LOS. Especially at the large angular separations, the \( P_f \) is quite high for a large number of candidates, indicating that they are chance alignments. Therefore, we applied the \( P_f \leq 5\% \) cut, shown as the red line, for the candidates to be included in the SLoWPoKES-II catalog. This is a fairly conservative cut but serves to minimize the number of false positives. It is also the same threshold that we used in Paper I, although the SLoWPoKES systems had proper motions and, hence, should have a much lower rate of false positives. The middle panel shows the histogram of the fraction of candidate binaries that passed this threshold as a function of angular separation. All of the candidate pairs are within 3\( ^{\prime} \), but only \( \sim 2\% \) of the pairs at 20\( ^{\prime} \) were vetted to be real binaries by the Galactic model. The bottom panel shows the angular separation histogram for the 105,537 binaries in the SLoWPoKES-II catalog. This distribution is skewed toward smaller separations, with 51\% of the pairs at 1\( ^{\prime}–7^{\prime} \) and 72\% at 1\( ^{\prime}–10^{\prime} \).

Figure 5 shows the distribution of the fraction of binary candidates that pass various \( P_f \) thresholds: \( \leq 1\%, 5\%, 10\%, \) and 50\%, with the total number of candidates also shown. Obviously, as we discussed in Paper I, the choice of a threshold is subjective and depends on the need. For example, if a follow-up study needed to minimize the number of false positives, a sample with \( P_f \leq 1\% \) should be chosen. However, if the study needed bright, rare binaries (e.g., WD+dM binaries), it might need to tolerate the high number of false positives and select candidates with \( P_f \leq 10\% \). With such a large number of binary candidates, there is a flexibility in the number and types of binary systems that are available for follow-up studies.

Figure 6 shows the number density of all candidate pairs as a function of \( P_f \) and photometric distance. In general, \( P_f \) is flat as a function of the distance, indicating that the distance of a given pair has no significant effect on how likely it is to be a chance alignment. More significantly, the number of candidate pairs peaks around \( \sim 800 \) pc and declines smoothly afterward. This is because of an additional selection criteria, \( \Delta d \leq 100 \) pc (Equation (2)), which becomes effective at large distances and rejects pairs with \( \Delta d \) within \( 10\Delta d \) but larger than 100 pc. So even as the search volume grows larger, the number of candidates actually decreases. However, the resulting candidates are more likely to be binaries, as shown in the middle panel: the fraction of candidate binaries that pass the \( P_f \leq 5\% \) threshold reaches a minimum at

\(^{10}\) In Paper I we modeled the three-dimensional velocities for each star, but we do not do so here because we are not utilizing proper motions.
∼700 pc and increases sharply afterward. In fact, the acceptance rate for binaries at ∼2200–2500 pc is higher than for binaries at any other distance. At these distances, $D \leq d_{100}$ pc implies that the distances match within 6%–7% of each other, explaining the low rate of false positives. Therefore, as shown in the lower panel of Figure 6, there are a relatively large number of identified binaries at large distances.

4.2. Distribution of Binary Separations

Figure 7 shows the distribution of projected physical separations of the SLoWPoKES and SLoWPoKES-II binaries. The SLoWPoKES distribution exhibited a bimodal distribution, which we interpreted as either the presence of two formation modes or the preferential destruction of the widest pairs in the timescale of 1–2 Gyr (Paper I). These binaries were 7–180″ systems, within an average distance of 1000 pc. In SLoWPoKES-II, we are not sensitive to binaries as wide because the lack of proper motions limits us to angular separations of 1–20″; however, the binaries are up to 2500 pc away. Clearly, the selection biases and the resultant distributions of the identified binaries involved are markedly different. For example, the steep falloff of the SLoWPoKES-II distribution at $a > 10^{4.1}$ AU is due to our insensitivity to binaries at those separations.

In Paper I we found a dip in the distribution of binary separations at $a \sim 10^4$ AU (bottom panel of Figure 7), but at first glance this is not apparent in the new SLoWPoKES-II distribution (top panel). However, there is an inflection point at $a \sim 10^{3.4}$ AU (2500 AU), where the slope of the distribution becomes noticeably shallower. In Figure 7, two power-law fits are shown on either side of the inflection at $a \sim 10^{3.4}$ AU. This inflection is at a separation scale similar to that seen in previous samples of binary stars (Allen et al. 2000; Lépine & Bongiorno 2007), which were interpreted as wider binaries being disrupted beyond a critical separation and being less common, as was originally predicted by Őpik (1924). However, it is much smaller than the bimodality seen in Paper I at ∼20,000 AU. Whether present at formation or sculpted later in life, the multiple modes in binary populations are intriguing and suggest that interstellar interactions are more common than previously thought.

4.3. Binary Mass Distribution

Figure 8 shows the $g-i$ and $r-z$ color distributions for the primary (left) and secondary (right) components of the SLoWPoKES-II binaries. The primary is defined as the component with the bluer $r-z$ color. The histograms for the color distributions are shown along the top and sides of each panel. The inferred spectral types, based on the median color–spectral type relations (Covey et al. 2007; West et al. 2011), are shown along the top axes. In general, the SLoWPoKES-II binaries reflect the SDSS low-mass dwarf population in both $g-i$ and $r-z$ colors. The distributions peak between the M2...
| ID  | Position (J2000) | Photometry | Spectral Type |
|-----|-----------------|------------|---------------|
|     | $\alpha_A$ (h m m s.s.) | $\delta_A$ (d m m s.s) | $\alpha_B$ (h m m s.s) | $\delta_B$ (d m m s.s) | $d_A$ (pc) | $d_B$ (pc) | $\theta$ (°) | $PA$ (deg) | $g_A$ | $r_A$ | $i_A$ | $g_B$ | $r_B$ | $i_B$ | $z_B$ | $A$ | $B$ | $P_1$ (%) |
| 0000+0547 | 00 00 00.44 | +05 47 50.7 | 00 00 00.82 | +05 48 02.6 | 1904 | 1844 | 13.17 | 25 | 20.86 | 19.51 | 18.85 | 18.45 | 22.10 | 20.57 | 19.71 | 19.16 | K7 | M1 | 0.0230 |
| 0000+0459 | 00 00 00.84 | +04 59 08.4 | 00 00 01.42 | +04 59 02.3 | 1302 | 1277 | 10.61 | 124 | 22.82 | 21.47 | 20.17 | 19.55 | 21.94 | 20.58 | 19.47 | 18.92 | M2 | M2 | 0.0170 |
| 0000+1515 | 00 00 01.06 | +15 15 05.1 | 00 00 00.92 | +15 15 01.7 | 734 | 685 | 4.08 | −148 | 20.12 | 18.27 | 17.40 | 16.96 | 16.55 | 15.64 | 15.31 | 15.16 | M1 | K2 | 0.0230 |
| 0000+0204 | 00 00 01.13 | −02 04 32.7 | 00 00 01.38 | −02 04 34.5 | 641 | 567 | 4.26 | 115 | 20.87 | 19.50 | 18.34 | 17.71 | 21.31 | 19.68 | 18.41 | 17.75 | M2 | M2 | 0.0060 |
| 0000+2138 | 00 00 02.35 | +21 38 10.6 | 00 00 02.67 | +21 37 58.2 | 1351 | 1297 | 13.27 | 160 | 18.70 | 17.59 | 17.21 | 16.93 | 20.77 | 19.29 | 18.53 | 18.04 | K4 | M0 | 0.0430 |
| 0000+0655 | 00 00 02.79 | +06 55 13.9 | 00 00 02.68 | +06 55 14.9 | 399 | 411 | 1.83 | −57 | 18.62 | 17.14 | 16.22 | 15.76 | 18.73 | 17.25 | 16.35 | 15.86 | M1 | M1 | 0.0110 |
| 0000+3015 | 00 00 03.27 | +30 15 53.9 | 00 00 03.23 | +30 15 51.6 | 748 | 830 | 2.32 | −168 | 23.03 | 21.60 | 20.03 | 19.25 | 23.61 | 21.81 | 20.24 | 19.46 | M3 | M3 | 0.0130 |
| 0000+3149 | 00 00 03.35 | +31 49 07.7 | 00 00 03.07 | +31 49 16.6 | 1287 | 1360 | 9.58 | −22 | 22.08 | 20.34 | 19.33 | 18.76 | 22.63 | 21.38 | 20.09 | 19.51 | M1 | M2 | 0.0450 |
| 0000+0637 | 00 00 03.36 | +06 37 01.2 | 00 00 03.49 | +06 37 04.9 | 358 | 361 | 4.22 | 29 | 18.06 | 16.63 | 15.79 | 15.34 | 24.27 | 23.11 | 20.97 | 19.67 | M0 | M6 | 0.0300 |
| 0000+1055 | 00 00 04.10 | +10 55 15.9 | 00 00 03.85 | +10 55 18.3 | 439 | 443 | 4.37 | −56 | 20.58 | 18.98 | 17.74 | 17.08 | 20.56 | 18.98 | 17.74 | 17.09 | M2 | M2 | 0.0230 |

Note. The first 10 pairs are listed here; the full version of the table is available online.

* The identifiers were generated using the standard **JHHMM ± DDMM** format using the coordinates of the primary star and are prefaced with the string ”SLW.”

† All magnitudes are psfmag and have not been corrected for extinction. The uncertainties are provided in online version. Note that we use extinction-corrected magnitudes in our analysis.

(This table is available in its entirety in machine-readable and Virtual Observatory (VO) forms.)
| ID          | Position (J2000) | Photometry$^b$ | Spectral Type$^c$ |
|------------|------------------|----------------|-------------------|
| SLW        | $\alpha_A$ (hh mm ss.s) | $\delta_A$ (dd mm ss.s) | $\alpha_B$ (hh mm ss.s) | $\delta_B$ (dd mm ss.s) | $d_A$ (pc) | $d_B$ (pc) | $\theta$ (°) | PA (deg) | $g_A$ | $r_A$ | $i_A$ | $z_A$ (mag) | $g_B$ | $r_B$ | $i_B$ | $z_B$ | A | B |
| 0001−0943  | 00 01 54.32      | −09 43 00.7    | 00 01 54.58      | −09 42 58.1      | 67 | 63 | 4.67 | 56 | 22.11 | 20.86 | 18.28 | 16.77 | 20.70 | 19.10 | 16.95 | 15.76 | M8 | M7 | 0.0000 |
| 0010−1031  | 00 10 16.21      | −10 31 33.3    | 00 10 16.34      | −10 31 32.2      | 191 | 184 | 2.25 | 58 | 25.59 | 22.83 | 20.40 | 18.89 | 24.76 | 22.33 | 20.05 | 18.60 | M8 | M8 | 0.0000 |
| 0018−0048  | 00 18 22.84      | −00 48 05.5    | 00 18 22.94      | −00 48 05.5      | 106 | 102 | 1.58 | 88 | 21.71 | 20.16 | 18.04 | 16.84 | 21.77 | 20.08 | 18.01 | 16.76 | M7 | M7 | 0.0235 |
| 0022+1454  | 00 22 06.41      | +14 54 42.8    | 00 22 06.81      | +14 54 34.9      | 321 | 389 | 9.78 | 144 | 24.28 | 23.15 | 20.87 | 19.59 | 24.79 | 22.82 | 20.77 | 19.56 | M7 | M7 | 0.0475 |
| 0039+3958  | 00 39 06.13      | +39 58 35.1    | 00 39 06.66      | +39 58 39.9      | 337 | 342 | 7.70 | 51 | 25.06 | 23.95 | 21.40 | 20.08 | 24.04 | 23.80 | 21.25 | 20.01 | M7 | M7 | 0.0315 |
| 0044+2003  | 00 44 11.02      | +20 03 36.1    | 00 44 11.40      | +20 03 22.4      | 342 | 375 | 14.67 | 159 | 24.07 | 23.01 | 20.89 | 19.56 | 23.78 | 22.03 | 20.22 | 19.03 | M7 | M7 | 0.0235 |
| 0138+0547  | 01 38 38.34      | +05 47 29.5    | 01 38 39.03      | +05 47 17.9      | 435 | 372 | 15.48 | 138 | 24.65 | 22.95 | 20.93 | 19.73 | 24.90 | 22.40 | 20.52 | 19.26 | M7 | M7 | 0.0490 |
| 0151+0843  | 01 51 21.41      | +08 43 16.5    | 01 51 21.57      | +08 43 16.3      | 345 | 406 | 2.27 | 94 | 24.90 | 22.97 | 21.07 | 19.54 | 23.68 | 22.07 | 20.35 | 19.11 | M8 | M7 | 0.0000 |
| 0223+2253  | 02 23 27.92      | +22 53 50.9    | 02 23 27.98      | +22 53 46.1      | 282 | 278 | 4.86 | 170 | 24.96 | 23.42 | 21.05 | 19.61 | 23.67 | 22.13 | 20.09 | 18.84 | M8 | M8 | 0.0000 |
| 0704+3812  | 07 04 39.93      | +38 12 29.8    | 07 04 40.23      | +38 12 29.0      | 195 | 203 | 3.61 | 103 | 24.85 | 23.22 | 20.61 | 19.11 | 24.36 | 23.08 | 20.50 | 19.08 | M8 | M8 | 0.0380 |

Note. The first 10 pairs are listed here; the full version of the table is available online.

$^a$ The identifiers were generated using the standard $hhmm \pm ddmm$ format using the coordinates of the primary star and are prefaced with the string “SLW.”

$^b$ All magnitudes are psfmag and have not been corrected for extinction. The uncertainties are provided in online version. Note that we use extinction-corrected magnitudes in our analysis.

(This table is available in its entirety in machine-readable and Virtual Observatory (VO) forms.)
Table 5
Candidate WD+dM systems

| ID\(^a\) | Position (J2000) | Photometry\(^b\) | Spectral Type\(^c\) |
|---|---|---|---|
| | \(\alpha_A\) (hh mm ss.s) | \(\delta_A\) (dd mm ss.s) | \(\alpha_B\) (hh mm ss.s) | \(\delta_B\) (dd mm ss.s) | \(d_A\) (pc) | \(d_B\) (pc) | \(\theta\) (\(^\circ\)) | PA (deg) | \(g_A\) | \(r_A\) | \(i_A\) | \(z_A\) (mag) | \(g_B\) | \(r_B\) | \(i_B\) | \(z_B\) | A | B | \(P_f\) (%) |
| SLW | | | | | | | | | | | | | | | | | | | |
| 0006+1602 | 00 06 36.40 | +16 02 45.2 | +16 02 37.7 | 230 | 201 | 8.11 | 156 | 21.25 | 19.74 | 18.06 | 17.16 | 19.01 | 19.05 | 19.08 | 19.13 | M4 WD | 0.0000 |
| 0008−0141 | 00 08 04.06 | −01 41 08.2 | +16 02 37.7 | 230 | 201 | 8.11 | 156 | 21.86 | 20.58 | 19.99 | 19.09 | 18.30 | 19.43 | 19.76 | 19.87 | 19.70 | M3 WD | 0.0000 |
| 0012+1955 | 00 12 24.10 | +19 55 54.1 | +19 55 45.0 | 287 | 259 | 13.03 | −134 | 21.51 | 19.99 | 18.36 | 17.49 | 18.97 | 19.06 | 19.23 | 19.45 | M4 WD | 0.0265 |
| 0107+3032 | 01 07 20.65 | +30 32 37.1 | +30 32 30.0 | 176 | 172 | 11.14 | −129 | 19.91 | 18.40 | 16.89 | 16.06 | 16.80 | 17.15 | 17.42 | 17.64 | M3 WD | 0.0295 |
| 0116+1123 | 01 16 18.79 | +11 23 37.5 | +11 23 27.0 | 357 | 302 | 10.73 | −166 | 20.73 | 19.18 | 17.84 | 17.09 | 18.68 | 18.88 | 19.12 | 19.37 | M3 WD | 0.0000 |
| 0117+3131 | 01 17 40.01 | +31 31 01.8 | +31 30 55.7 | 410 | 365 | 6.79 | −153 | 21.28 | 19.69 | 18.29 | 17.52 | 19.58 | 19.69 | 19.89 | 20.05 | M3 WD | 0.0260 |
| 0121−0010 | 01 21 47.54 | −00 10 55.3 | −00 10 53.8 | 136 | 137 | 9.96 | 81 | 20.87 | 19.31 | 17.45 | 16.50 | 16.24 | 16.56 | 16.81 | 17.11 | M4 WD | 0.0215 |
| 0158−1349 | 01 58 36.45 | −13 49 11.5 | −13 49 12.7 | 225 | 267 | 7.40 | −99 | 21.89 | 20.37 | 18.54 | 17.58 | 18.78 | 18.96 | 19.16 | 19.33 | M4 WD | 0.0000 |
| 0218−1053 | 02 18 18.91 | −10 53 14.0 | −10 53 18.6 | 464 | 511 | 6.54 | 134 | 21.97 | 20.33 | 18.85 | 18.06 | 18.24 | 18.68 | 19.01 | 19.28 | M3 WD | 0.0295 |
| 0220+2608 | 02 20 29.31 | +26 08 27.2 | +26 08 22.9 | 180 | 189 | 10.46 | 114 | 20.25 | 18.77 | 17.17 | 16.33 | 18.38 | 18.43 | 18.60 | 18.84 | M4 WD | 0.0300 |

Note. The first 10 pairs are listed here; the full version of the table is available online.

\(^a\) The identifiers were generated using the standard \(J\) \(\pm\) \(d\) \(\pm\) \(m\) \(\pm\) \(s\) format using the coordinates of the primary star and are prefaced with the string “SLW.”

\(^b\) All magnitudes are psfmag and have not been corrected for extinction. The uncertainties are provided in online version. Note that we use extinction-corrected magnitudes in our analysis.

\(^c\) This table is available in its entirety in machine-readable and Virtual Observatory (VO) forms.

(This table is available in its entirety in machine-readable and Virtual Observatory (VO) forms.)
Table 6
Candidate sdM+sdM systems

| ID$^a$  | Position (J2000) | Photometry$^b$ | Spectral Type$^c$ |
|---------|------------------|----------------|-------------------|
|         | $\alpha_A$ (hh mm ss.ss) | $\delta_A$ (dd mm ss.s) | $\alpha_B$ (hh mm ss.ss) | $\delta_B$ (dd mm ss.s) | $d_A$ (pc) | $d_B$ (pc) | $\theta$ ($^\circ$) | PA (deg) | $g_A$ | $r_A$ | $i_A$ | $z_A$ (mag) | $g_B$ | $r_B$ | $i_B$ | $z_B$ | A | B | $P_t$ (%) |
| SLW     |                  |                |                   |                   |           |           |               |          |       |       |       |                |       |       |       |       |   |   |         |
| 0003+2551 | 00 03 08.14 | +25 51 18.8  | 00 03 08.21 | +25 51 23.0  | 398 | 461 | 4.32 | 11 | 21.54 | 19.89 | 18.39 | 17.60 | 21.08 | 19.53 | 18.30 | 17.68 | 0.0000 |
| 0008+1551 | 00 08 48.27 | +15 51 38.8  | 00 08 48.80 | +15 51 30.4  | 744 | 672 | 11.42 | 137 | 21.39 | 19.80 | 19.04 | 18.59 | 21.09 | 19.50 | 18.68 | 18.20 | 0.0000 |
| 0016+2726 | 00 16 43.00 | +27 26 58.3  | 00 16 42.10 | +27 26 50.7  | 315 | 271 | 14.28 | −122 | 20.79 | 19.17 | 17.87 | 17.19 | 19.85 | 18.28 | 17.17 | 16.62 | 0.0395 |
| 0024+3203 | 00 24 07.50 | +32 03 04.9  | 00 24 07.84 | +32 03 03.8  | 466 | 402 | 4.42 | 104 | 20.96 | 19.34 | 18.43 | 17.78 | 20.25 | 18.66 | 17.83 | 17.22 | 0.0000 |
| 0024+2858 | 00 24 08.51 | +28 58 49.6  | 00 24 08.87 | +28 58 44.5  | 284 | 252 | 7.06 | 136 | 20.25 | 18.67 | 17.46 | 16.77 | 20.14 | 18.53 | 17.35 | 16.68 | 0.0000 |
| 0044+0905 | 00 24 34.47 | +09 05 15.6  | 00 24 34.61 | +09 05 19.5  | 294 | 266 | 4.46 | 28 | 20.59 | 18.86 | 17.85 | 17.26 | 19.31 | 17.68 | 16.86 | 16.37 | 0.0000 |
| 0027+0439 | 00 27 04.68 | +04 39 37.2  | 00 27 04.95 | +04 39 37.6  | 262 | 277 | 4.01 | 84 | 19.66 | 18.10 | 17.02 | 16.49 | 19.57 | 18.04 | 16.97 | 16.46 | 0.0000 |
| 0027+1831 | 00 27 12.17 | +18 31 50.3  | 00 27 12.39 | +18 31 59.4  | 379 | 397 | 9.60 | 18 | 20.81 | 19.21 | 18.04 | 17.36 | 20.76 | 19.15 | 18.07 | 17.45 | 0.0455 |
| 0045+2424 | 00 45 06.50 | +24 24 30.8  | 00 45 06.65 | +24 24 34.5  | 127 | 113 | 4.19 | 29 | 18.76 | 17.16 | 15.66 | 14.80 | 18.52 | 16.91 | 15.48 | 14.67 | 0.0000 |
| 0053+0354 | 00 53 52.47 | +03 54 51.3  | 00 53 52.67 | +03 55 02.2  | 187 | 188 | 11.36 | 15 | 19.68 | 17.92 | 17.18 | 16.64 | 19.45 | 17.78 | 16.90 | 16.27 | 0.0000 |

Note. The first 10 pairs are listed here; the full version of the table is available online.

$^a$ The identifiers were generated using the standard $\text{J}h\text{h}mm\pm dd mm$ format using the coordinates of the primary star and are prefaced with the string “SLW.”

$^b$ All magnitudes are psfmag and have not been corrected for extinction. The uncertainties are provided in online version. Note that we use extinction-corrected magnitudes in our analysis.

(This table is available in its entirety in machine-readable and Virtual Observatory (VO) forms.)
and M4 spectral types, same as the field mass function (Bochanski et al. 2010). The primary color distributions also exhibit a pileup at the bright end of the distribution, which is most likely a selection bias. SLOWPoKES-II binaries span a large range of colors (and masses). There is a significant number of primary components from early-mid G to the mid-M dwarfs, while the secondaries extend from K5 to the M9 spectral types. The blue end of the secondary component distributions are defined by the color cuts imposed on our initial target sample \((r - i \geq 0.3, \ i - z \geq 0.2)\). While SLOWPoKES contained only a handful of binaries after \(\sim\)M6–M7, there is now a significant number of binaries at the low-mass end of the stellar main sequence at large distances.

Figure 9 shows the mass ratio distribution of SLOWPoKES-II binaries as a histogram (top) and as a cumulative distribution function (bottom). The black line and dots represent the entire catalog, and the red, purple, blue, and cyan show the distributions for different primary masses. The masses were calculated by interpolating from their \(-g_{\text{iz}}, r, z\) colors based on Kraus & Hillenbrand (2007a). We set the lowest mass at \(0.075\,M_\odot\), the hydrogen burning minimum mass (Burrows et al. 1997), because the \(-i - z\) mass relation is even less constrained at lower masses. All of the distributions are skewed toward similar masses, with a notable deficit at the lowest mass ratios, below \(q \sim 0.4\). This is mostly due to an additional selection criterion that at least one component be K5 or later \((\leq 0.70\,M_\odot)\), which means that the lowest mass ratio possible for a K5 primary is \(\sim 0.11\). Moreover, the steep mass–luminosity ratio among the M spectral types means that SDSS photometry would only detect an M6 or earlier companion for the K5 primary, restricting the lowest possible mass ratio to \(\sim 0.17\). Similarly, for an M4 primary \(\sim (0.20\,M_\odot)\), the observed mass ratio is always greater than 0.39. After \(q \sim 0.4\), the various cumulative distributions show a relatively smooth progression that is similar for the different masses. There is a preference for a larger \(q\) at the lowest masses and a smaller \(q\) at
the highest masses, but those are most likely due to selection biases, as discussed above.

5. DISCUSSION

We have assembled a large sample of 105,537 wide binaries with projected physical separations of ∼1000–60,000 AU. The identification was based on matching the three-dimensional position of stars in the SDSS photometric sample and assessing the probability of a chance alignment with our Galactic model. All of the binaries in the SLoWPoKES-II catalog have a probability of chance alignment of ≤5%. For comparison, the original SLoWPoKES contained 1,342 CPM binaries with separations of 7''–180'' (500–100,000 AU) at ∼100–800 pc. While our initial aim was to combine these two samples for a detailed analysis, the regimes they probed are much different. For example, despite extending to ≥2000 pc, the widest SLoWPoKES-II binary is a factor of two smaller than the widest SLoWPoKES binary. Proper motions allowed for the identification of CPM binaries up to 180'', whereas we were restricted to 20'' in this paper. Thus, even though the two samples are neither complete nor continuous, they are complementary and are both of high fidelity.

5.1. SLoWPoKES-II: A Rich, Diverse Catalog of Binaries

In addition to being the largest catalog of wide binaries, SLoWPoKES-II contains a diversity of systems—in mass, mass ratios, metallicity, separations, evolutionary states, and Galactic positions—that should facilitate follow-up studies to characterize the properties of low-mass stars. In addition, we have identified three specific subsets of candidate binaries that are rare: (1) wide VLM systems, (2) WD+dM systems, and (3) sdM+sdM binaries. They could prove uniquely useful in characterizing those stellar types.

The diversity of systems should allow for in-depth probes of different aspects of low-mass stellar physics. Specifically, the flexibility offered by the large sample size and all-sky nature of SLoWPoKES-II could be exploited by large spectroscopic surveys where fibers are often available in certain parts of the sky. For example, we were awarded 1,000 fibers in the Baryon Oscillation Spectroscopic Survey of SDSS-III (BOSS; Dawson et al. 2013) to acquire spectra from 500 SLoWPoKES-II binaries. This was in addition to the 1,000 fibers awarded earlier for the SLoWPoKES binaries. We are using the combined sample of ∼1,000 binaries to ascertain the age–activity and metallicity relationships in low-mass M dwarfs (A. Massey et al. 2015, in preparation.).

5.2. Multiple Pathways for Wide Binary Formation

In Paper I we noted the presence of a bimodality in the physical separation distribution of the binaries (Figure 7). When compared to the dynamical dissolution timescales (Weinberg et al. 1987), the bimodality in the SLoWPoKES distribution led us to suggest that it comprised two different populations of binaries with a break at ∼20,000 AU: (1) a “wide” population that is dynamically stable over ∼10 Gyr and (2) an “ultrawide” population of young, loosely bound systems that will dissipate in 1–2 Gyr. In a follow-up, high-resolution imaging study with the Keck II and Palomar Laser Guide Systems with Adaptive Optics, we found that the frequency of a close companion was higher in wide binaries than in single stars (Law et al. 2010). Moreover, the frequency increased significantly with wide binary separation, suggesting that different formation modes were at work.

In SLoWPoKES-II we have found further evidence of multiple populations in the distribution of physical separations (Figure 7). While more subtle than in Paper I, a break is clearly evident at ∼2500 AU. This is much smaller than the critical separation in Paper I but approximately where we saw the first peak in the SLoWPoKES sample. It is also at the same separation scale as seen in previous studies (Öpik 1924; Allen et al. 2000; Lépine & Bongiorno 2007). That an inflection in the separation distribution stands out among the myriad of selection biases and incompletenesses is quite significant. Further investigation into these multiple populations and their origins is clearly warranted. Whether wide binary distributions are segregated at birth (e.g., Reipurth & Mikkola 2012) or sculpted as they traverse around the Milky Way (e.g., Weinberg et al. 1987; Jiang & Tremaine 2010) has important implications for our interpretation of observed binary populations and, consequently, on our understanding of binary star formation.

There are no signatures of multiple populations in the color (a proxy for mass; Figure 8) or mass ratio (Figure 9) distributions. Even if such signatures were present, identifying them from among the selection biases without further data would be extremely difficult. Recently, there has been an extensive discussion on the formation and stability of the extremely wide systems. This has partly been motivated by the large samples of wide binaries that have become available over...
In addition, such wide binaries have been identified at very young ages in Orion (Connelley et al. 2009) and in Taurus and Upper Sco (Kraus & Hillenbrand 2009b). Numerical simulations have explored mechanisms that would form wide binaries primordially or via dynamical interactions, with three different pathways suggested. First, observations of protostars at the end of long, extended filaments of molecular gas (Tobin et al. 2010) argue that wide binaries can form with primordial separations of $\sim 0.1$ pc. Second, primordial triple or quadruple systems become extremely hierarchical by scattering or even ejecting one of the components (Reipurth & Mikkola 2012). Third, simulations have shown wide binaries forming in the halos of clusters via dynamical interactions or as they escape the cluster (Bate & Bonnell 2005; Kouwenhoven et al. 2010; Moeckel & Bate 2010; Moeckel & Clarke 2011). These pathways are unique and are expected to imprint distinct signatures on the resultant population. For example, the Reipurth & Mikkola (2012) pathway would produce a high frequency of triples and quadruples, while dynamical interactions would produce a very high proportion of low-mass binaries.

There is no clear evidence from the SLoWPoKES samples that any of these pathways are dominant. Rather, there is reason to believe that all of the pathways could be operational. Without a reliable age indicator, there is no way to observationally determine if the components of a wide binary formed together. In fact, it might be impossible to do so, even with an age indicator, because the age difference of a few million years can be indistinguishable once the stars are in the Galactic field. We suggest that there is no principal pathway for wide binary formation. Determining the relative efficiencies of the different formation modes would be more valuable.
interprets star formation at the lowest masses. Currently known, a larger population has strong implications for how we interpret star formation at the lowest masses.

5.3. Wide VLM Binaries: Too Numerous for the Ejection Hypothesis?

SLoWPoKES did not contain wide VLM/BD binaries. They were too red and too faint to be detected in the USNO-B survey and, therefore, did not have measured proper motions. Finding more VLM/BD systems was one of our primary motivations for identifying binaries without proper motions. Only 11 wide (≥100 AU) VLM/BD systems are currently known, including a VLM triple at 820 AU (Burgasser et al. 2012) and binaries at 5100 AU (Artigau et al. 2007) and 6700 AU (Radigan et al. 2009). With the formation processes and techniques to measure the properties of VLM/BDs not completely understood, the value of a larger sample could not be overstated. Until recently, the processes by which VLM/BDs form were thought to be different from those of higher-mass stars. Reipurth & Clarke (2001) suggested that VLM/BDs are protostars that are ejected from their natal cores before they can accrete and grow to stellar masses. Such ejections were seen in numerical simulations (e.g., Bate et al. 2002), and all observed VLM/BD binaries had enough binding energy to have survived such ejections (Burgasser et al. 2003; Close et al. 2003). However, with the discovery of each subsequent VLM/BD binary wider than ~100 AU, the viability of the ejection hypothesis has been called into question (e.g., Dhital et al. 2011; Burgasser et al. 2012).

Figure 10 shows the projected physical separation distribution for a sample of 141 binaries with $i - z \geq 1.14$, the median color for an M8 dwarf (West et al. 2011). While spectroscopic follow-up is ongoing to confirm their spectral types (a proxy for mass), it seems clear that a significant number of systems with separations of 1000–5000 AU exist in the Galactic field. We note that photometric colors can be particularly deceiving in the VLM/BD regime, so the need for spectra cannot be overemphasized. However, such a large number of wide VLM binary candidates can give us a lot of information about their formation. These systems most definitely did not form primordially via ejection because their binding energy is too small to have survived a dynamical kick. With the 11 previous systems and 141 candidates presented here, we cannot explain away the wide VLM binary population as exceptions.

The alternative pathway to VLM/BD formation is that they form in a manner similar to stars via gravoturbulent fragmentation (Hennebelle & Chabrier 2011; Jumper & Fisher 2013). The detection of the first pre-BD core, Oph B-11 (André et al. 2012), has helped further that idea significantly. Our sample does not allow for rigorous testing of this hypothesis; we will wait for follow-up observations that will better characterize the binaries. However, neither the separation distribution nor the mass ratio distribution shows any significant change as a function of mass. The systems with less-massive primaries are more likely to be equal in mass (Figure 9). This characteristic is a bias of our sample that is mostly due to the insensitivity to lower-mass, fainter companions and to setting the minimum mass at 0.075 $M_\odot$. The trend of more equal-mass binaries is also a gradual change at all masses, with no significant break at the VLM/BD regime.

There is no suggestion of multiple populations of wide VLM binaries, as was observed for wide stellar binaries in Section 5.2. However, we cannot discount the possibility that these wide VLM binaries were bound postformation (Kouwenhoven et al. 2010; Moeckel & Bate 2010; Moeckel & Clarke 2011). Numerical simulations show that a molecular core typically fragments into three to five cores, whence the smaller cores are ejected before they can grow into stellar masses (Bate 2012). Open clusters could have hundreds of these VLM protostars floating around, increasing the likelihood of multiple ones interacting at the same time and forming wide, gravitationally bound systems. The efficiency of these capture-like processes could be much higher in the VLM/BD regime.

6. CONCLUSION

We have identified the SLoWPoKES-II catalog of 105,537 wide, low-mass binaries without using proper motions. While false positives are inherent in all statistical samples, we have required a relatively stringent probability of chance alignment, $P_e$ as calculated by our Galactic model to be ≤5% for each of our binaries. Most binaries have a much smaller probability of chance alignment. The entire sample is expected to have 2,464 (2.3%) chance alignments. In addition, we have identified 944 sdM+sdM and 450 WD+dM candidate binaries, which also have a ≤5% probability of chance alignment. However, because their identification as an sdM or WD is based on photometry alone, there is a higher probability of them being false positives.

The STAR table in SDSS suffers from ~6% incompleteness. In particular, ~6% of the spectroscopically confirmed, bona fide M dwarfs (West et al. 2011) are not included in STAR. Instead, they are classified as extended sources that are due to the presence of a nearby or partially resolved stellar object. This incompleteness could be exaggerated for the spectroscopic sample because a significant number of M dwarfs were observed as potential galaxies and quasars (Adelman-McCarthy et al. 2006). We advise caution when using the STAR table, especially for studies that seek to do a complete census or build a complete sample of stars in the Galaxy.

SLoWPoKES-II binaries have projected physical separations of 500–50,000 AU at distances up to 2500 pc. We are not sensitive to binaries as wide as the ones identified in Paper I because we only searched within 20”. Given the dynamic magnitude limits of the SDSS, our sample is likely largely

\[\text{Figure 10. Distribution of SLoWPoKES-II wide binaries at the end of the main sequence. These were selected by requiring } i - z \geq 1.14, \text{ the median color for an M8 dwarf (West et al. 2011). Because only 11 wide VLM binaries are currently known, a larger population has strong implications for how we interpret star formation at the lowest masses.}\]
dominated by a confluence of selection biases, making it hard to construct or even complete samples. For example, the color distributions for both the primary and secondary components show a higher proportion of G- and K-type dwarfs, as compared to the field population (Bochanski et al. 2010). This is likely because they are brighter and more likely to have been detected. With complete samples not feasible, the main contribution of SLoWPoKES-II is the large, diverse sample of binaries that will facilitate detailed studies of low-mass star properties. Subsamples are already part of various studies to probe the age–activity, rotation–age, and metallicity of M dwarfs. Most importantly, SLoWPoKES-II contains a significant number of binaries at the late-M spectral types, enabling studies to probe into the very bottom of the main sequence.

The distribution of binary physical separations exhibits a marked inflection that can be interpreted as representing two binary populations, consistent with our results in Paper I and Law et al. (2010). While the incompleteness in our sample and lack of any way to quantify or correct for that incompleteness prevents us from characterizing the populations, the separation distribution exhibits a marked inflection that can be fit by two more polynomials. Combined with our results in Paper I and Law et al. (2010), we infer that the wide binary population in the Galactic field is composed of multiple different populations, either from different formation modes or via different dynamical histories.

We have identified 141 wide binaries in which both components are VLMs. This is seven times larger than the current sample of wide, VLM binaries. While spectroscopic data are needed to confirm their VLM status, it is becoming clear that wide VLM binaries are not exceptions. These wide systems are critical in understanding VLM/BD formation because their binding energies are too low to have formed via the ejection mechanism (Reipurth & Clarke 2001). As searches go deeper and identify more wide, VLM binaries, it looks unlikely that VLM/BDs are formed primarily via ejection. The data indicate that there is no change in formation mechanism with stellar mass, suggesting that VLM/BDs are also formed via graviturbulent fragmentation, like their more massive counterparts (Hennebelle & Chabrier 2011; Jumper & Fisher 2013).

The SLoWPoKES and SLoWPoKES-II catalogs are available on the Filtergraph portal (see footnote 5) (Burger et al. 2013). The portal allows for dynamic plotting of these large data sets and real-time filtering of the data using user-specified criteria. It is useful for target selection because it smoothly transitions between graphical and tabular visualizations of the data and allows for selection of data points with the keyboard or the mouse.

Finally, we have demonstrated a methodology to identify bona fide wide binaries using just photometry, together with a galactic model to assess false positives. Really, this technique harks back to Michell’s (1767) discovery of “double” stars, where he argued that some pairs of stars were too close to each other, as compared to mean distances between stars, to be unrelated. We have used the all-sky data from SDSS and our understanding of the Galaxy’s stellar distribution to statistically identify bona fide binary stars without the advantage of proper motions.
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