DETECTING PROJECTIVITY IN SHEAVES ASSOCIATED TO REPRESENTATIONS OF INFINITESIMAL GROUPS

JIM STARK

Abstract. Let $G$ be an infinitesimal group scheme of finite height $r$ and $V(G)$ the scheme which represents 1-parameter subgroups of $G$. We consider sheaves over the projectivization $P(G)$ of $V(G)$ constructed from a $G$-module $M$. We show that if $P(G)$ is regular then the sheaf $H^1(M)$ is zero if and only if $M$ is projective. In general, $H^1$ defines a functor from the stable module category and we prove that its kernel is a thick triangulated subcategory. Finally, we give examples of $G$ such that $P(G)$ is regular and indicate, in characteristic 2, the connection to the BGG correspondence. Along the way we will provide new proofs of some known results and correct some errors in the literature.
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0. Introduction

The theory of support varieties/schemes for an infinitesimal group scheme $G$ was established by Suslin, Friedlander, and Bendel [SFB1, SFB2] in 1997. It unifies work done by Carlson [Car] and Friedlander and Parshall [FP1] in the 80's on the spectrum of the cohomology of, respectively, an elementary abelian group and a restricted Lie algebra. The projectivizations, $P(G)$, of these support schemes provide a useful geometric setting on which the more general notion of local Jordan type can be defined. This includes, in particular, the definition of modules of constant Jordan type which have received considerable attention in recent years. Friedlander and Pevtsova [FP3] and Benson and Pevtsova [BP] have introduced various geometric constructions which, given a representation $M$ of $G$, yield coherent sheaves over $P(G)$. Information about the local Jordan type of $M$ is reflected in the properties of these sheaves, most notably that modules of constant Jordan type are those modules for which certain constructions produce exclusively vector bundles. Moreover, one can even test if $M$ belongs to the often studied class of endotrivial
modules, or whether \( M \) has the equal images or equal kernels property introduced by Carlson, Friedlander, and Pevtsova [CFS], by testing whether certain sheaves produced from \( M \) are locally free. In the current paper we investigate two open questions concerning \( G \)-modules and their associated sheaves: How the projectivity of a module \( M \) is reflected in a particular sheaf, \( \mathcal{H}^{[1]}(M) \), and whether the support of \( \mathcal{H}^{[1]}(M) \) can be given a representation theoretic description.

We begin in Section 1 by summarizing the definition and relevant results concerning support schemes and their projectivization \( \mathbb{P}(G) \). We will construct the global operator \( \Theta_M \) and give several relevant examples. In Section 2 we define and discuss the local Jordan type of \( M \) in terms of partitions and Young diagrams. Most notably we define the support \( \mathbb{P}(G)_M \subseteq \mathbb{P}(G) \) as the set of points at which the global operator \( \Theta_M \) does not yield a projective \( K[t]/t^p \)-module.

In Section 3 we define the kernel, image, and cokernel sheaves associated to the global operator \( \Theta_M \) and we define the sheaves \( F_i(M) = \ker \Theta_M \cap \text{im} \Theta_M^{i-1} / \ker \Theta_M \cap \text{im} \Theta_M^i \) for \( 1 \leq i \leq p \). The \( F_i(M) \) were first defined for the case of an elementary abelian group of rank \( r \) [BP]. There we have \( \mathbb{P}(G) = \mathbb{P}^{r-1} \) and Benson and Pevtsova prove a realization theorem for vector bundles over this projective space; specifically, if \( \mathcal{G} \) is a vector bundle of rank \( s \) then, up to a Frobenius twist, \( \mathcal{G} \) can be realized as \( F_1(M) \) for some module \( M \) of constant Jordan type \([p]^n[1]^s\). When \( p = 2 \) the Frobenius twist is not present and Benson and Pevtsova note that their result can be thought of as a version of the Bernstein, Gel’fand, Gel’fand (BGG) correspondence between modules for an exterior algebra and vector bundles over \( \mathbb{P}^{r-1} \) (we discuss this connection in Section 6).

The \( F_i(M) \) reflect many properties of the module \( M \); in particular, we give a local version of the result by Benson and Pevtsova that a module \( M \) has constant Jordan type if and only if each \( F_i(M) \) is locally free and, moreover, that the ranks of the \( F_i(M) \) yield the Jordan type of \( M \). In addition to this result, the \( F_i(M) \) are significant in that they are isomorphic to the quotients of filtrations of many of the sheaves that we are interested in.

The main theoretical results are contained in Section 4. Here we introduce the sheaves \( \mathcal{H}^{[i]}(M) = \ker \Theta_M^i / \text{im} \Theta_M^{i-1} \) and ask the following two questions:

**Question 1.** Is \( M \) projective if and only if \( \mathcal{H}^{[1]}(M) = 0 \)?

**Question 2.** Given a \( G \)-module \( M \) do we have \( \mathbb{P}(G)_M = \text{Supp} \mathcal{H}^{[1]}(M) \)?

The sheaves \( \mathcal{H}^{[i]}(M) \) were first defined by Friedlander and Pevtsova using the notation \( \mathcal{M}^{[i]} \) [FP3, 5.14]. They were motivated by work of Duflo and Serganova [DS] on Lie superalgebras. Serganova has indicated in private correspondence that Question 1 has an affirmative answer in the case of a Lie superalgebra \( \mathfrak{g}_0 \oplus \mathfrak{g}_1 \) which satisfies the additional assumption that the self commuting elements of \( \mathfrak{g}_1 \) span \( \mathfrak{g}_1 \). This is a mild assumption satisfied, in particular, by any simple classical Lie superalgebra except \( \mathfrak{osp}(1|2n) \). Duflo and Serganova note that in case \( \mathfrak{g} = \mathfrak{osp}(1|2n) \) every finite-dimensional \( \mathfrak{g} \)-module is projective anyway [DS, 3.6].
In Theorem 4.5 we obtain a sizable list of conditions, any one of which implies that $M$ is projective under the assumption $\mathcal{H}^{[1]}(M) = 0$. We show that if $\text{Reg} \mathbb{P}(G)$ is the regular locus of $\mathbb{P}(G)$ then $\mathbb{P}(G)_M \cap \text{Reg} \mathbb{P}(G) \subseteq \text{Supp} \mathcal{H}^{[1]}(M)$. This answers Question 2, and consequently Question 1, in the affirmative at least in the case that $\mathbb{P}(G)$ is smooth:

**Corollary 4.9.** If $\mathbb{P}(G)$ is regular then $\mathbb{P}(G)_M = \text{Supp} \mathcal{H}^{[1]}(M)$.

**Corollary 4.10.** If $\mathbb{P}(G)$ is regular then $M$ is projective if and only if $\mathcal{H}^{[1]}(M) = 0$.

For the remainder of Section 4 we consider the full subcategory $\ker(\mathcal{H}^{[1]})$ of the stable module category $\text{mod}(G)$ consisting of those objects $M$ which satisfy $\mathcal{H}^{[1]}(M) = 0$. We show that this is a thick triangulated subcategory of $\text{mod}(G)$ and we give an example where $\ker(\mathcal{H}^{[1]})$ has infinite representation type, thus providing, in general, an answer to Questions 1 and 2 in the negative.

In Section 5 we give additional explicit computations of $\mathbb{P}(G)$ for various $G$. In light of the results of Section 4 we focus on examples of $G$ such that $\mathbb{P}(G)$ is smooth. We end, in Section 6, by reminding the reader of the BGG correspondence. We give a generalization to DG-modules over a polynomial ring which is a slight modification of the correspondence obtained by Benson et al. [BIK, 5.5] (which was in turn inspired by a correspondence obtained by Avramov et al. [ABIM, 7]) and we show that $\mathcal{H}^{[1]}$ factors through this correspondence. We use this to obtain further results on the functor $\mathcal{H}^{[1]}$ in the case of representations of an elementary abelian group.

1. **The Global Operator of an Infinitesimal Group Scheme**

In this section we summarize the definitions required to construct the associated sheaves of Section 3. For a complete review we refer the reader to Suslin et al. [SFB2] and to Friedlander and Pevtsova [FP3]. We fix, once and for all, an algebraically closed field $k$ of positive characteristic $p$.

Recall that a group scheme $G$ (over $k$) is infinitesimal of height at most $r$ if the coordinate algebra $k[G]$ is a finite dimensional local ring and $x^{p^r} = 0$ for all $x$ contained in the maximal ideal. To give $G$ it suffices to designate a commutative Hopf algebra as the coordinate ring $k[G]$ or designate a cocommutative Hopf algebra as the group ring $kG = \text{Hom}_k(k[G], k)$. The group ring is significant in particular because a representation of $G$ is equivalent to a $kG$-module. Our two main examples, 1.1 and 1.4, will be height 1 group schemes whose representation theory is equivalent to the representation theory of a restricted Lie algebra and an elementary abelian group, respectively.

**Example 1.1.** Let $\mathfrak{g}$ be a restricted Lie algebra (always assumed to be finite dimensional) and $\mathcal{U}_p(\mathfrak{g})$ its restricted universal enveloping algebra. This is a cocommutative Hopf algebra whose primitive elements are exactly the elements of the Lie algebra $\mathfrak{g} \subseteq \mathcal{U}_p(\mathfrak{g})$. We define a group scheme $\mathfrak{g}$ by designating the group ring $k\mathfrak{g} = \mathcal{U}_p(\mathfrak{g})$; it is an infinitesimal height 1 scheme [Jän, I.8.5.b]. Now $\mathfrak{g}$-modules are equivalent to $\mathcal{U}_p(\mathfrak{g})$-modules, i.e., representations of $\mathfrak{g}$ as a restricted Lie algebra.

**Example 1.2.** Let $G$ be an algebraic group and $r \in \mathbb{N}$. The $r^{th}$ Frobenius kernel of $G$ is denoted $G_{(r)}$. It is the group scheme with coordinate ring

$$k[G_{(r)}] = \frac{k[G]}{\langle f^{p^r} \mid f \in I_1 \rangle}$$
where \( I_1 \subseteq k[G] \) is the augmentation ideal. It is infinitesimal of height at most \( r \). Note that if \( g = \text{Lie}(G) \) then the schemes \( g \) and \( G_{(1)} \) can be identified; see Jantzen [Jan, I.9] for details.

**Example 1.3.** The \( r \)-th Frobenius kernel, \( G_{a(r)} \), of the additive group is an infinitesimal height \( r \) group scheme. The coordinate ring is \( k[G_{a(r)}] = k[t]/t^r \) with Hopf structure given by designating \( t \) a primitive element. The group ring of \( G_{a(r)} \) is

\[
k_{G_{a(r)}} \cong \frac{k[u_1, \ldots, u_r]}{u_1^r, \ldots, u_r^r}
\]

where \( u_i \) is dual to \( t^{r-i} \) in the monomial basis. This is isomorphic as a \( k \)-algebra to the group ring of the rank \( r \) elementary abelian group \( E = (\mathbb{Z}/p)^r \) with a considerably more complicated Hopf structure. Consequently, the equivalence between modules over \( G_{a(r)} \) and modules over \( E \) does not extend to their tensor monoidal structures.

**Example 1.4.** The group scheme \( G_{a(1)}^r \) is infinitesimal of height 1. The coordinate ring is \( k[G_{a(1)}^r] = k[t_1, \ldots, t_r]/(t_1^p, \ldots, t_r^p) \) with Hopf structure given by designating each \( t_i \) a primitive element. The group ring of \( G_{a(1)}^r \) is

\[
k_{G_{a(1)}^r} \cong \frac{k[u_1, \ldots, u_r]}{u_1^r, \ldots, u_r^r}
\]

where \( u_i \) is dual to \( t_i \) in the monomial basis. This is isomorphic as a \( k \)-algebra to the group ring of the rank \( r \) elementary abelian group \( E = (\mathbb{Z}/p)^r \) but with a simpler Hopf structure; each \( u_i \) is a primitive element. As with the previous example, the equivalence between \( G_{a(1)}^r \)-modules and \( E \)-modules does not extend to their tensor monoidal structures.

**Remark.** The standard Hopf structure on the group ring of \( kE \) yields a group scheme which is finite but not infinitesimal. Our methods apply only to infinitesimal schemes so we will use \( G_{a(1)}^r \) when considering modules for an elementary abelian group of rank \( r \).

A special role is played by the \( G_{a(r)} \) from Example 1.3. Denote by \( G_R \) the base extension of \( G \) to a commutative \( k \)-algebra \( R \); this is a group scheme over \( R \) with coordinate ring \( R[G_R] = R \otimes_k k[G] \) and group ring \( RG_R = R \otimes_k kG \). A 1-parameter subgroup of height \( r \) is a homomorphism \( G_{a(r), R} \rightarrow G_R \) of group schemes over some \( R \). The collection of all such homomorphisms defines the functor of points of the support scheme \( V(G) \) of \( G \).

**Theorem 1.5** ([SFB1, 1.5, 1.12]). Let \( G \) be an infinitesimal group scheme of height \( r \). Then there exists an affine scheme \( V(G) = \text{Spec} \ k[V(G)] \) whose functor of points

\[
V(G)(-) = \text{Hom}_{k\text{-alg}}(k[V(G)], -)
\]

is naturally isomorphic to the functor

\[
R \mapsto \text{Hom}_R(G_{a(r), R}, G_R)
\]

from commutative \( k \)-algebras to sets. Moreover, \( k[V(G)] \) is a finitely generated connected graded \( k \)-algebra with homogeneous generators of degree \( p_i \) for \( 0 \leq i < r \).

**Remark.** For \( G \) infinitesimal of height 1 the coordinate ring \( k[V(G)] \) is generated in degree 1, but for \( G \) of larger heights this need not be the case.
The grading of $k[V(G)]$ is given as follows. In Example 1.9 we will identify $V(\mathbb{G}_a(r)) = \mathbb{A}^r$ so we get a right monoid action $V(G) \times \mathbb{A}^r \to V(G)$ via composition of 1-parameter subgroups. Restrict to an action $V(G) \times \mathbb{A}^1 \to V(G)$ by including $\mathbb{A}^1 \subset \mathbb{A}^r$ as the first factor (these are the 1-parameter subgroups of $\mathbb{G}_a(r)$ whose maps on coordinate rings $k[t]/t^p \to k[t]/t^p$ are degree preserving). If $\phi: k[V(G)] \to k[V(G)] \otimes_k k[t]$ is the associated comorphism then the algebra $k[V(G)]$ is graded by $k[V(G)]_n = \phi^{-1}(k[V(G)] \otimes_k t^n)$ [SFB1, 1.11].

**Example 1.6.** Let $\mathfrak{g}$ be a restricted Lie algebra with basis $\{g_1, \ldots, g_n\}$ and dual basis $\{x_1, \ldots, x_n\}$. Given a commutative $k$-algebra $R$ we extend the $p$-operation to $(-)[p]: R \otimes_k \mathfrak{g} \to R \otimes_k \mathfrak{g}$ via $a \otimes v \mapsto a^p \otimes v^p$. Choose $f_1, \ldots, f_n \in k[x_1, \ldots, x_n]$ such that $(x_1 \otimes g_1 + \cdots + x_n \otimes g_n)^[p] = f_1 \otimes g_1 + \cdots + f_n \otimes g_n$.

We define the **restricted nullcone of** $\mathfrak{g}$ to be $N_p(\mathfrak{g}) = \text{Spec} k[x_1, \ldots, x_n]/(f_1, \ldots, f_n)$. This is the scheme whose functor of points is given by

$$N_p(\mathfrak{g})(R) = \left\{ v \in R \otimes_k \mathfrak{g} \mid v^[p] = 0 \right\}.$$ 

Note that the $k$-points $N_p(\mathfrak{g})(k) \subseteq \mathfrak{g}$ of this scheme give the traditional definition of the restricted nullcone, but the scheme $N_p(\mathfrak{g})$ need not be reduced.

The group $\mathfrak{g}$ from Example 1.1 has support scheme $N_p(\mathfrak{g})$. The isomorphism $N_p(\mathfrak{g})(R) \cong \text{Hom}_R(\mathbb{G}_a(1), R, \mathfrak{g}_R)$ sends a $p$-nilpotent $v \in R \otimes_k \mathfrak{g}$ to the homomorphism $\mathbb{G}_a(1), R \to \mathfrak{g}_R$ whose induced map on group rings, $R[x]/x^p \to R \otimes_k U_p(\mathfrak{g})$, is defined by $x \mapsto v$.

**Definition 1.7.** Let $G$ be an algebraic group and $\phi: G \to \text{GL}_n$ a closed embedding. If, for each $p$-nilpotent $x \in \text{Lie}(G)$, the exponential map $t \mapsto \exp(\text{d}\phi(tx))$ takes values in $G$ then we say that $\phi$ is an embedding of exponential type. If $G$ has such an embedding then the group $G$ is of exponential type.

By inspection the following groups are of exponential type: $\text{GL}_n, \text{SL}_n, \text{Sp}_{2n}, \text{B}_n$ (upper triangular $n \times n$ matrices), $U_n$ (strictly upper triangular $n \times n$ matrices), and the orthogonal group $O(\phi)$ associated to a non-degenerate bilinear form $\phi$ (see Suslin et al. [SFB1, 1.8], McNinch [McN], and Sobaje [Sob] for further discussion of the exponential type condition).

**Example 1.8.** Let $G$ be of exponential type, $\mathfrak{g} = \text{Lie}(G)$, and $r \in \mathbb{N}$. Define $N_p^{[r]}(\mathfrak{g})$ to be the closed subgroup of $(N_p(\mathfrak{g}))^r$ consisting of $r$-tuples whose elements pairwise commute; then the support scheme of $G(r)$ is $V(G(r)) = N_p^{[r]}(\mathfrak{g})$. Given $(\alpha_1, \ldots, \alpha_r) \in N_p^{[r]}(\mathfrak{g})$ the coordinate functions for the elements of the matrix $\alpha_i$ have degree $p^{i-1}$. See Suslin et al. [SFB1, 1.7] and Friedlander and Pevtsova [FP3, 2.10] for more details.

**Example 1.9.** The support scheme of the group scheme $\mathbb{G}_a(r)$ from Example 1.3 is $\mathbb{A}^r = \text{Spec} k[x_1, \ldots, x_r]$. The isomorphism $\mathbb{A}^r(R) \cong \text{Hom}_R(\mathbb{G}_a(r), R, \mathbb{G}_a(r), R)$ sends an element $(a_1, \ldots, a_r) \in R^r$ to the homomorphism $\mathbb{G}_a(r), R \to \mathbb{G}_a(r), R$ whose induced map on coordinate rings, $R[t]/t^p \to R[t]/t^p$, is defined by $t \mapsto \sum_i a_it^{p^{i-1}}$. To determine the grading note that the monoid action $\mathbb{A}^r \times \mathbb{A}^1 \to \mathbb{A}^r$ is given by

$$(a_1, a_2, \ldots, a_r) \cdot b = (a_1b, a_2b^p, \ldots, a_r b^{p^{r-1}}).$$
Its comorphism \( k[x_1, \ldots, x_r] \to k[x_1, \ldots, x_r] \otimes_k k[t] \) is defined by \( x_i \mapsto x_i \otimes t^{p^i-1} \) therefore \( \deg x_i = p^i-1 \).

**Example 1.10.** The support scheme of the group scheme \( \mathbb{G}_{a(1)}^r \) from Example 1.4 is \( \mathbb{A}^r = \text{Spec} \, k[x_1, \ldots, x_r] \). The isomorphism \( \mathbb{A}^r(R) \simeq \text{Hom}_R(\mathbb{G}_{a(1), R}, \mathbb{G}_{a(1), R}) \) sends \((a_1, \ldots, a_r) \in R^r \) to the homomorphism \( \mathbb{G}_{a(1), R} \to \mathbb{G}_{a(1), R} \) whose induced map on \( \text{cokernels of certain global operators}, \Theta \) sends \( t \mapsto \sum a_i t_i \).

**Definition 1.11.** Let \( \mathbb{P}(G) \) be the projectivization of the reduced scheme, \( V(G)_{\text{red}} \), associated to \( V(G) \). This means we define \( \mathbb{P}(G) = \text{Proj} \, k[V(G)]/\mathfrak{M} \) where \( \mathfrak{M} \) is the nilradical of \( k[V(G)] \).

**Remark.** Reducing \( V(G) \) before projectivizing isn’t strictly necessary. Most of the results that follow work over \( \text{Proj} \, k[V(G)] \) as well, but for some directions in Theorem 3.2 and Theorem 4.5 we must assume that the open subscheme \( U \subseteq \mathbb{P}(G) \) is reduced. As \( V(G) \) is not, in general, reduced there are more applications of the theory if we reduce \( V(G) \) here.

The projectivization \( \mathbb{P}(G) \) is the geometric space over which we will construct sheaves in Section 3. We will construct these sheaves from kernels, images, and cokernels of certain global operators, \( \Theta_M \), which we now describe.

The generic element of the functor of points of \( V(G) \) is the homomorphism

\[
\mathcal{U}_G : \mathbb{G}_{a(r), k[V(G)]} \to G_k[V(G)]
\]

in \( V(G)(k[V(G)]) \simeq \text{Hom}_k(k[V(G)], k[V(G)]) \) corresponding to the identity map. This induces a map on \( \text{group rings} \)

\[
\mathcal{U}_{G,*} : k[V(G)] \otimes_k \mathcal{U}_G \to k[V(G)] \otimes_k kG.
\]

Given a \( kG \)-module \( M \), its extension of scalars \( k[V(G)] \otimes_k M \) is a module over \( k[V(G)] \otimes_k kG \) and multiplication by \( \Theta_G = \mathcal{U}_{G,*}(1 \otimes u_r) \) gives a homomorphism

\[
\Theta_M : k[V(G)] \otimes_k M \to k[V(G)] \otimes_k M
\]

of \( k[V(G)] \)-modules. This map is homogeneous of degree \( p^r-1 \) [FP3, 2.11]; hence, after reducing, it induces a map of sheaves over \( \mathbb{P}(G) \) which we also denote \( \Theta_M \).

**Definition 1.12.** Given a \( G \)-module \( M \) we define \( \widetilde{M} = \mathcal{O}_{\mathbb{P}(G)} \otimes_k M \). The **global operator corresponding to \( M \)** is the sheaf map

\[
\Theta_M : \widetilde{M} \to \widetilde{M}(p^r-1)
\]

induced by the action of \( \Theta_G = \mathcal{U}_{G,*}(1 \otimes u_r) \).

**Remark.** We caution the reader that \( \mathcal{O}_{\mathbb{P}(G)}(1) \) need not be locally free when the ring \( k[V(G)] \) is not generated in degree 1. Instead one has that for any integer \( d \in \mathbb{Z} \) the sheaf \( \mathcal{O}_{\mathbb{P}(G)}(dp^r-1) \) is locally free of rank 1. This follows from the fact that the generators of \( k[V(G)] \) have order dividing \( p^r-1 \) (c.f. Theorem 1.5 and Friedlander and Pavtvsova [FP3, 4.5]). Consequently, \( \widetilde{M}(dp^r-1) \) is locally free of rank \( \dim M \) and its specialization at a point \( v \in \mathbb{P}(G) \) is \( k(v) \otimes \widetilde{M}(dp^r-1) = k(v) \otimes_k M \).

Observe that \( M \to \widetilde{M} \) gives an exact functor from the category, \( \text{mod}(G) \), of finitely generated \( G \)-modules to the category, \( \text{Coh}(\mathbb{P}(G)) \), of coherent sheaves over
$\mathbb{P}(G)$. Global operators are natural with respect to this functor, i.e., given a module homomorphism $\phi: M \to N$ the diagram

$$
\begin{array}{ccc}
\widehat{M} & \xrightarrow{\Theta_M} & \widehat{M}(p^{r-1}) \\
\downarrow{id} \otimes \phi & & \downarrow{id} \otimes \phi \\
\widehat{N} & \xrightarrow{\Theta_N} & \widehat{N}(p^{r-1})
\end{array}
$$

commutes.

**Example 1.13.** When $G = \mathfrak{g}$ we have $\mathbb{P}(G) = \text{Proj} k[x_1, \ldots, x_n]/\text{rad}(f_1, \ldots, f_n)$ from Example 1.6. This is the reduced scheme corresponding to the projectivization of the traditional restricted nullcone $\mathcal{N}_p(\mathfrak{g})(k) \subseteq \mathfrak{g}$. The global operator $\Theta_M$ is given by the action of $\Theta_2 = x_1 \otimes g_1 + \cdots + x_n \otimes g_n$.

**Example 1.14.** When $G = \mathbb{G}_a(r)$ Example 1.9 gives that $\mathbb{P}(G)$ is the weighted projective space $\mathbb{P}(1, p, \ldots, p^{r-1})$, i.e., we have $\mathbb{P}(G) = \text{Proj} k[x_1, \ldots, x_r]$ but with $\text{deg } x_i = p^{i-1}$. Given a module $M$ the global operator $\Theta_M$ is given by the action of $\Theta_{\mathbb{G}_a(r)} = x_1^{p^{r-1}} \otimes u_1 + x_2^{p^{r-2}} \otimes u_2 + \cdots + x_r \otimes u_r$. Note that the grading $\text{deg } x_i = p^{i-1}$ implies $\text{deg } x_i^{p^{r-1}} = p^{r-1}$ as required.

**Example 1.15.** When $G = \mathbb{G}_a(1)$ we have $\mathbb{P}(G) = \mathbb{P}^{r-1}$ from Example 1.10. Given a module $M$ the map $\Theta_M$ is given by the action of $\Theta_{\mathbb{G}_a(1)} = x_1 \otimes u_1 + \cdots + x_n \otimes u_n$. Note that $\Theta_{\mathbb{G}_a(1)}$ is the operator studied by Benson and Pevtsova [BP].

## 2. Local Jordan Type

We now define the local Jordan type of a module by using the global operator $\Theta_M$ to associate a $p$-restricted partition to each point in $\mathbb{P}(G)$. To begin, consider a finite dimensional vector space $V$. Given a linear operator $T: V \to V$ satisfying $T^p = 0$ we get a $k[t]/t^p$-module structure on $V$ by letting $t$ act via $T$. Each indecomposable $k[t]/t^p$-module is isomorphic to one of $k[t]/t^i$ where $1 \leq i \leq p$. If we have

$$V \simeq \bigoplus_{1 \leq i \leq p} (k[t]/t^i)^{a_i},$$

then we write $\text{JType}(T) = [p]^{a_p} [p-1]^{a_{p-1}} \cdots [1]^{a_1}$. This is a $p$-restricted partition called the *Jordan type* of the operator $T$. Note that $a_i$ is the number of blocks of size $i$ in the Jordan normal form of any matrix representation of $T$.

**Definition 2.1.** Let $M$ be a $G$-module. The *local operator* at a point $v \in \mathbb{P}(G)$ is the linear operator $\theta_{v,M} = k(v) \otimes \Theta_M$ on $k(v) \otimes_k M$. Let $\mathcal{P}_p$ be the set of all $p$-restricted partitions. The *local Jordan type* of $M$ is the function

$$\text{JType}(-, M): \mathbb{P}(G) \to \mathcal{P}_p$$

defined by $\text{JType}(v, M) = \text{JType}(\theta_{v,M})$.

**Remark.** This definition is slightly different from the one given by Friedlander and Pevtsova [FP3]. They define the local operator as the specialization of $\Theta_M$ when considered as a map of sheaves over $V(G)$ and thus associate to each point in $V(G)$ a partition. One can check that the function $V(G) \to \mathcal{P}_p$ defined in this way depends only on the homogeneous primes in $V(G)$ and at these homogeneous
primes agrees with the Jordan type $F(G) \to \mathcal{P}_p$ as we have defined it above. See Stark [Sta1, Section 3.2] for a detailed proof of this in the case of a height 1 scheme. The proof goes through in the general case with only minor modifications. Also see Friedlander and Pevtsova [FP3, Section 4] for the connection to the $\pi$-points definition of Jordan type used by Carlson et al. [CFP], Friedlander et al. [FPS], and Friedlander and Pevtsova [FP2].

The Young diagram of a partition will be a useful visualization tool. A Young diagram is a two dimensional array of finitely many boxes whose row lengths are weakly decreasing. Young diagrams correspond to partitions by reading row lengths from top to bottom. Henceforth we will identify these two objects.

**Example 2.2.** The partitions $[5][2]^2$, $[3][2][1]$, and $[4][1]$ are given by

\[
\begin{array}{|c|c|c|}
\hline & & \\
\hline & & \\
\hline & & \\
\hline & & \\
\hline & & \\
\hline
\end{array},
\begin{array}{|c|c|}
\hline & \\
\hline & \\
\hline & \\
\hline
\end{array},
\begin{array}{|c|c|}
\hline & \\
\hline & \\
\hline
\end{array}
\]

respectively.

The $k[t]/t^p$-module $k[t]/t^i$ corresponds to the partition $[i]$ given by 1 row of length $i$.

\[
\begin{array}{|c|c|c|}
\hline & & \\
\hline & & \\
\hline
\end{array}
\]

These $i$ boxes correspond to the ordered basis $\{t^{i-1}, t^{i-2}, \ldots, t, 1\}$ of $k[t]/t^i$ so we can visualize the action of $t$ as moving each box one step to the left and annihilating the leftmost box. More generally, given a linear operator $T: V \to V$ as above, the boxes in the Young diagram of $JType(T)$ correspond to basis elements in the basis of $V$ with respect to which $T$ is in Jordan normal form. The action of $T$ moves each box one step to the left and the boxes in the leftmost column of the Young diagram correspond to the basis elements which span the kernel of $T$.

**Definition 2.3.** Let $j \in \mathbb{N}$. The local $j$-rank of $M$ is the function

$$\text{rank}^j(-, M): F(G) \to \mathbb{N}_0$$

defined by $\text{rank}^j(v, M) = \text{rank}^j_{v, M}$.

It is useful to know that we can reconstruct $JType(v, M)$ if we know $\text{rank}^j(v, M)$ for all $j$. Note, for our linear operator $T$, that $\text{rank}^j$ is exactly the number of boxes that do not lie in the first $j$ columns of $JType(T)$.

**Lemma 2.4.** Let $T: V \to V$ be a $p$-nilpotent linear operator. Then $JType(T)$ is conjugate to the partition

$$\langle \text{rank}^0 - \text{rank}^1, \text{rank}^1 - \text{rank}^2, \ldots, \text{rank}^{p-1} - \text{rank}^p \rangle$$

**Proof.** Follows immediately from the definition of a conjugate partition and the observation that $\text{rank}^{j-1} - \text{rank}^j$ is the number of boxes in the $j$th column of $JType(T)$. \qed

Thus the local $j$-ranks of a module $M$ encode the local Jordan type. The local Jordan type in turn encodes the data of whether or not $M$ is projective.

**Theorem 2.5** ([SFB2, 7.6]). A module $M$ is projective if and only if its local Jordan type is the constant function $v \mapsto [p]$.
We say that $M$ is locally projective at $v \in \mathbb{P}(G)$ if the local Jordan type at $v$ is $\dim_{\mathbb{F}_p}$. We say that $M$ has constant Jordan type on a subset $U \subseteq \mathbb{P}(G)$ if the restriction of its local Jordan type to $U$ is a constant function, and constant $j$-rank on $U$ if the restriction of its local $j$-rank to $U$ is a constant function. We note that the previous theorem can be interpreted as a statement about the support of the module $M$.

**Definition 2.6.** The support, $\mathcal{P}(G)_M$, of a module $M$ is the set of points $v \in \mathbb{P}(G)$ at which $M$ is not locally projective, i.e., at which $\text{JType}(v, M) \neq [p]^{\dim_{\mathbb{F}_p}}$.

The support of $M$ is a closed subset of $\mathbb{P}(G)$ [SFB2, 6.1]. Theorem 2.5 says that a module $M$ is projective if and only if $\mathcal{P}(G)_M$ is the empty set or equivalently if and only if $M$ is everywhere locally projective.

### 3. The Associated Sheaves of a Module

Assume $M$ is a $G$-module. In this section we consider the kernel, image, and cokernel of powers of the global operator $\Theta_M$. For $1 \leq i \leq p$ we also construct $\mathcal{F}_i(M)$ from these sheaves. In addition to being independently motivated, the $\mathcal{F}_i(M)$ are significant for us in that they are isomorphic, up to a shift, to the quotients of filtrations of $\tilde{M}$, cokernels of the global operator, and the sheaves $\mathcal{H}^{[i]}(M)$ and $\mathcal{H}^{[p-i]}(M)$ of Section 4.

In order to compose $\Theta_M$ with itself we must shift the degree of successive copies; hence we need a convention for which degrees we start and end at. Given $j \in \mathbb{N}$ we define

$$
\ker \Theta^j_M = \ker \left[ \Theta_M((j - 1)p^{r-1}) \circ \cdots \circ \Theta_M(p^{r-1}) \circ \Theta_M \right],
$$

$$
\im \Theta^j_M = \im \left[ \Theta_M(-p^{r-1}) \circ \cdots \circ \Theta_M((1 - j)p^{r-1}) \circ \Theta_M(-jp^{r-1}) \right],
$$

$$
\coker \Theta^j_M = \coker \left[ \Theta_M(-p^{r-1}) \circ \cdots \circ \Theta_M((1 - j)p^{r-1}) \circ \Theta_M(-jp^{r-1}) \right].
$$

Note that $\ker \Theta^j_M$ and $\im \Theta^j_M$ are subsheafs of $\tilde{M}$, and $\coker \Theta^j_M$ is a quotient of $\tilde{M}$. Also note that the canonical short exact sequence below now has a shift

$$
0 \to \ker \Theta^j_M \to \tilde{M} \to \im \Theta^j_M(p^{r-1}) \to 0.
$$

Properties of the local Jordan type of $M$, or more specifically the $j$-rank of $M$, are related to the property that these sheaves are locally free. We will detect this using the following lemma which is Exercise II.5.8 in Hartshorne [Har] and a proof can be found in Friedlander and Pevtsova [FP3, 4.11].

**Lemma 3.1.** Let $X$ be a reduced Noetherian scheme and $\mathcal{F}$ a coherent sheaf over $X$. Then the function

$$
\phi(x) = \dim_{\mathbb{F}_p} k(x) \otimes \mathcal{F}
$$

is upper semi-continuous, i.e., for any $n \in \mathbb{Z}$ the set $\{ x \in X \mid \phi(x) \geq n \}$ is closed. If $X$ is connected then $\mathcal{F}$ is locally free if and only if $\phi$ is constant.

The following theorem is a corrected version of a theorem by Friedlander and Pevtsova [FP3, 4.13] which incorrectly equates constant rank with the image being locally free, as opposed to the cokernel.

**Theorem 3.2.** Let $U \subseteq \mathbb{P}(G)$ be a connected open subscheme and $j$ a positive integer. Given the following statements:
(1) \(M\) has constant \(j\)-rank on \(U\),
(2) \(M\) has constant \(j\)-rank on the closed points of \(U\),
(3) \(\ker \Theta^j_M\mid_U\) is locally free,
(4) \(\im \Theta^j_M\mid_U\) is locally free,
(5) \(\coker \Theta^j_M\mid_U\) is locally free,
(6) \(\ker \theta^j_{v,M} \simeq \ker \Theta^j_M \otimes k(v)\) for all \(v \in U\) and \(\ker \Theta^j_M\mid_U\) is locally free,
(7) \(\im \theta^j_{v,M} \simeq \im \Theta^j_M \otimes k(v)\) for all \(v \in U\),
(8) \(\coker \theta^j_{v,M} \simeq \coker \Theta^j_M \otimes k(v)\) for all \(v \in U\),

we have that (8) always holds, (1), (2), (5), (6), and (7) are all equivalent and imply (4), and (4) implies (3).

**Proof.** First note that specialization is a right exact functor and therefore commutes with taking cokernels, hence (8) holds. We also get from Lemma 3.1 that

\[
\dim_{k(v)} \ker \Theta^j_{v,M} = \dim M - \rank^j(v, M)
\]

is upper semi-continuous as a function of \(v\); hence \(\rank^j(-, M)\) is lower semi-continuous. Now Hilberts Nullstellensatz says that the closed points contained in \(U\) are dense and a continuous function that is constant on a dense set is constant. Thus (1) \(\iff\) (2).

Next recall that in any short exact sequence of sheaves of modules, if the middle and right sheaves are locally free then so is the left. The canonical short exact sequences then give (5) \(\Rightarrow\) (4) \(\Rightarrow\) (3). By Lemma 3.1, (5) is equivalent to the statement that \((\ast)\) is independent of the choice of \(v \in U\), hence is equivalent to (1).

Assume (5) holds; then (3) and (4) hold. Specialization is exact when restricted to short exact sequences of locally free sheaves. Specializing

\[
\begin{array}{cccccc}
\ker \Theta^j_M\mid_U \xrightarrow{\varepsilon} & \widehat{M}\mid_U \xrightarrow{\Theta^j_M\mid_U} & \widehat{M}(j^{p^r-1})\mid_U \xrightarrow{\coker \Theta^j_M(j^{p^r-1})\mid_U} & \coker \theta^j_{v,M}\mid_U \\
& \downarrow & \downarrow & \downarrow & \\
& \im \Theta^j_M(j^{p^r-1})\mid_U & & & \\
\end{array}
\]

at \(v \in U\) therefore gives

\[
\begin{array}{cccccc}
k(v) \otimes \ker \Theta^j_M \xrightarrow{\varepsilon} & k(v) \otimes M \xrightarrow{\theta^j_{v,M}} & k(v) \otimes M \xrightarrow{\coker \theta^j_{v,M}} & k(v) \otimes \im \Theta^j_M \\
& \downarrow & \downarrow & \downarrow & \\
& k(v) \otimes \im \Theta^j_M & & & \\
\end{array}
\]

so (6) and (7) hold.

Assume (7) holds. Then by Lemma 3.1 the local \(j\)-rank of \(M\) is both upper and lower semi-continuous on \(U\). As \(U\) is connected it is therefore constant, hence (1) holds. Finally, assume (6) holds. Then Lemma 3.1 and

\[
\dim_{k(v)} \ker \theta^j_{v,M} = \dim M - \rank^j(v, M)
\]

immediately gives (1). \(\qed\)
Remark. For the Lie algebra $\mathfrak{sl}_2$ we will see in Proposition 5.2 that $\mathbb{P}(\mathfrak{sl}_2) \simeq \mathbb{P}^1$ is a non-singular curve, so $\ker \Theta_M$, a subsheaf of $\tilde{M}$, is locally free even when $M$ does not have constant rank. This shows that (3) does not imply (1). Similarly one can check that the module $\Phi_{[0:1]}(4)$ provides a counterexample to $(4) \Rightarrow (1)$. See Stark [Sta2] for the definition of $\Phi_{[0:1]}(4)$ and additional $\mathfrak{sl}_2$ sheaf computations.

Consider a $p$-nilpotent linear operator $T : V \to V$. Looking at the Young diagram of $\text{JType}(T)$ we see that $\ker T$ is a vector space whose dimension is the number of blocks in the partition. As $T^i$ annihilates any block of length less or equal to $i$ we

then get that the dimension of $\ker T \cap \text{im } T^i$ gives the number of blocks of length greater than $i$ in the partition. Thus the dimension of the quotient space

\[
\frac{\ker T \cap \text{im } T^{i-1}}{\ker T \cap \text{im } T^i}
\]

gives the number of blocks in the partition of length exactly $i$. Motivated by this, Benson and Pevtsova [BP] make the following definition.

**Definition 3.3.** Given $1 \leq i \leq p$ we set

\[
\mathcal{F}_i(M) = \frac{\ker \Theta_M \cap \text{im } \Theta_M^{i-1}}{\ker \Theta_M \cap \text{im } \Theta_M^i}.
\]

**Lemma 3.4.** Given $1 \leq i \leq p$ we have

\[
\mathcal{F}_i(M) \simeq \frac{\ker \Theta_M^i + \text{im } \Theta_M}{\ker \Theta_M^{i-1} + \text{im } \Theta_M}.
\]

**Proof.** The map

\[
\ker \Theta_M^i \longrightarrow \ker \Theta_M \cap \text{im } \Theta_M^{i-1}
\]

induced by $\Theta_M^{i-1}$ is surjective with kernel $\ker \Theta_M^{i-1}$. Thus we have a commutative diagram

\[
\begin{array}{ccc}
\ker \Theta_M \cap \text{im } \Theta_M^i & \xrightarrow{\text{incl}} & \ker \Theta_M \cap \text{im } \Theta_M^{i-1} \\
\Theta_M^i \downarrow & & \Theta_M^{i-1} \downarrow \\
\ker \Theta_M^{i+1} & \xrightarrow{\Theta_M} & \ker \Theta_M^i \\
\end{array}
\]

whose vertical arrows are isomorphisms, so $\mathcal{F}_i(M)$ is isomorphic to the cokernel of the bottom arrow. The image of this arrow is $(\ker \Theta_M^i \cap \text{im } \Theta_M + \ker \Theta_M^{i-1})/\ker \Theta_M^{i-1}$; therefore, the second and third isomorphism theorems, together with the modular law, give

\[
\mathcal{F}_i(M) \simeq \frac{\ker \Theta_M^i}{\ker \Theta_M^i \cap \text{im } \Theta_M + \ker \Theta_M^{i-1}} \simeq \frac{\text{im } \Theta_M}{\ker \Theta_M^{i-1} + \text{im } \Theta_M}
\]

as desired. \hfill \Box
We will need two results from Benson and Pevtsova [BP]. For the first we note that their proof, for the case of an elementary abelian group, goes through without modification in our more general setting.

**Proposition 3.5** ([BP, 2.2, 2.3]). The sheaf $\tilde{M}$ has a filtration in which the filtered quotients are isomorphic to $F_i(M)(j)$ for $0 \leq j < i \leq p$.

As a corollary to the proof of this proposition we get the following.

**Corollary 3.6.** The sheaf $coker \Theta^\ell_M$ has a filtration in which the filtered quotients are isomorphic to $F_i(M)(j)$ for $1 \leq i \leq p$ and $\max(0, i - \ell) \leq j < i$.

**Proof.** In the proof of the previous proposition Benson and Pevtsova [BP, 2.2] refine the kernel filtration $0 \subseteq K \subseteq K_2 \subseteq \cdots \subseteq K_{p-1} \subseteq \tilde{M}$, by the image filtration $0 \subseteq I \subseteq I_2 \subseteq \cdots \subseteq I_{p-1} \subseteq \tilde{M}$, where $K_i = \ker \Theta^i_M$, by the image filtration $I_i = \im \Theta^{p-i}_M$, to obtain a filtration with quotients

$$\frac{(K_{j+1} \cap I_{i+1}) + K_j}{(K_{j+1} \cap I_i) + K_j} \simeq \frac{K_{j+1} \cap I_{i+1}}{(K_{j+1} \cap I_i) + (K_j \cap I_{i+1})}$$

which are isomorphic to $F_{p-i+j}(M)(j)$. Note that this quotient is symmetric with respect to image vs. kernel so for the corollary we refine the image filtration by the kernel filtration and truncate below the term $\im \Theta^\ell_M$ to obtain a filtration of $coker \Theta^\ell_M$. \square

The conditions determining which $F_i(M)$ appear as filtered quotients become intuitively very clear if we accept the following maxim: We should think of $F_i(M)(j)$ as a sheafification of the $j$th boxes of rows of length $i$ in the Jordan type of $M$ (see Figure 1). In $\tilde{M}$ we need, for all $i$, boxes $0, 1, \ldots, i - 1$. On the other hand, in $coker \Theta^\ell_M$ we only need the boxes that are less than $\ell$ steps from the right edge (boxes greater than $\ell$ steps are contained in the image of $\Theta^\ell_M$). If $i \leq \ell$ this is the entire row, otherwise it is only boxes $i - \ell, i - \ell + 1, \ldots, i - 1$.

For the second proposition needed from Benson and Pevtsova we note that the proof appears to implicitly assume that the module is constant Jordan type when they appeal to a “block count” (this relies on a previous proposition [BP, 2.1] which only applies to such modules). We give a more direct version of their proof which appeals only to a diagram chase and hence applies in the case when $M$ does not have constant Jordan type. Recall that $\Omega(M)$, the *Heller shift* of $M$, is defined to be the kernel of the map from the projective cover of $M$ to $M$.

---

**Figure 1.** Visualizing $F_i(M)(j)$
Proposition 3.7 ([BP, 3.2]). Let $M$ be a $G$-module and $1 \leq i < p$. Then
\[ \mathcal{F}_i(M) \simeq \mathcal{F}_{p-i}(\Omega M)(p - i). \]

Proof. Consider the diagram
\[
\begin{array}{ccccccccc}
0 & \longrightarrow & \Omega M & \xrightarrow{\theta_{\Omega M}} & \widetilde{P}_M & \xrightarrow{\theta_{\widetilde{P}_M}} & \widetilde{M} & \longrightarrow & 0 \\
0 & \longrightarrow & \Omega(M)(1) & \xrightarrow{\theta_{\Omega(M)(1)}} & \widetilde{P}_M(1) & \xrightarrow{\theta_{\widetilde{P}_M(1)}} & \widetilde{M}(1) & \longrightarrow & 0 \\
0 & \longrightarrow & \Omega(M)(p - i) & \xrightarrow{\theta_{\Omega(M)(p - i)}} & \widetilde{P}_M(p - i) & \xrightarrow{\theta_{\widetilde{P}_M(p - i)}} & \widetilde{M}(p - i) & \longrightarrow & 0.
\end{array}
\]
Using $\Theta^p_{\widetilde{P}_M} = 0$ and a diagram chase in the style of the snake lemma we get a well defined map
\[
\delta : \ker \Theta_M \cap \im \Theta^{i-1}_M \longrightarrow \frac{\ker \Theta_{\Omega(M)} \cap \im \Theta^{p-1}_{\Omega(M)}(p - i)}{\ker \Theta_{\Omega(M)} \cap \im \Theta^{p-1}_{\Omega(M)}}.
\]
As $P_M$ is a projective module it has constant Jordan type; therefore, Lemma 4.2 gives $\im \Theta^j_{P_M} = \ker \Theta^j_{P_M}$ for all $j$. One then uses this in the diagram chase to show that $\delta$ is surjective and the kernel is exactly $\ker \Theta_M \cap \im \Theta^i_M$ so it induces the desired isomorphism.

Finally we have the following proposition which is merely a local version of a global result of Benson and Pevtsova, which appears as Corollary 3.9 below. The proof follows their original proof save that we use a short exact sequence to deduce that the $\mathcal{F}_i(M)|_U$ are locally free and avoid their specialization argument.

Proposition 3.8. Let $U \subseteq \mathbb{P}(G)$ be open. The module $M$ has constant Jordan type $[p]^a[p - 1]^b \cdots [1]^c$ on $U$ if and only if for each $i$ the sheaf $\mathcal{F}_i(M)|_U$ is locally free of rank $a_i$.

Proof. First assume $M$ has constant Jordan type. There is a natural short exact sequence
\[
0 \rightarrow \mathcal{F}_i(M)|_U \rightarrow \frac{\im \Theta^{i-1}_M|_U}{\im \Theta^{i-1}_M|_U} \xrightarrow{\Theta_M} \frac{\im \Theta^i_M|_U}{\im \Theta^i_M|_U} \rightarrow 0,
\]
therefore to prove that each $\mathcal{F}_i(M)|_U$ is locally free we need only show that for each $i$ the quotient of $\im \Theta^{i-1}_M|_U$ by $\im \Theta^i_M|_U$ is locally free. For that consider the short exact sequence
\[
0 \rightarrow \frac{\ker \Theta^{p-1}_M|_U}{\im \Theta^{p-1}_M|_U} \rightarrow \frac{\im \Theta^{i-1}_M|_U}{\im \Theta^i_M|_U} \xrightarrow{\Theta_M} \frac{\im \Theta^{p-1}_M|_U}{\im \Theta^i_M|_U} \rightarrow 0.
\]
By Theorem 3.2 and Lemma 4.2 the outer two sheaves are locally free therefore the middle sheaf is as well.

Next assume each $\mathcal{F}_i(M)|_U$, hence each $\mathcal{F}_i(M)(j)|_U$, is locally free. Proposition 3.5 then says that $\coker \Theta^j_M|_U$ has a filtration with locally free filtered quotients. Inducting up this filtration we conclude that $\coker \Theta^i_M|_U$ is locally free. By Theorem 3.2 the module $M$ has constant $\ell$-rank on $U$. This holds for all $\ell$ therefore $M$ has constant Jordan type on $U$. 
Finally we must show that the ranks of the \( F_i(M)|_U \) give the Jordan type of \( M \). Let \( v \in U \) be any point. By Theorem 3.2 the rank of the sheaf \( \im \Theta^i_M|_U \) is \( \text{rank}^i(v,M) \). The short exact sequence

\[
0 \to \ker \Theta^i_M|_U \cap \im \Theta^i_M|_U \to \im \Theta^{i-1}_M|_U \to \im \Theta^i_M|_U \to 0
\]
gives that \( \ker \Theta^i_M|_U \cap \im \Theta^i_M|_U \) is locally free and its rank is \( \text{rank}^i(v,M) - \text{rank}^{i-1}(v,M) \). But by Lemma 2.4 this is exactly the number of rows in \( \text{JType}(v,M) \) of length greater or equal to \( i \). Finally, the defining short exact sequence

\[
0 \to \ker \Theta^i_M|_U \cap \im \Theta^i_M|_U \to \ker \Theta^i_M|_U \cap \im \Theta^{i-1}_M|_U \to F_i(M)|_U \to 0
\]
gives that \( \text{rank} F_i(M)|_U \) is exactly the number of rows of length \( i \). □

**Corollary 3.9** ([Ben, 7.4.12], [BP, 2.1]). The module \( M \) has constant Jordan type \([p]^a_1[p-1]^a_{-1} \cdots [1]^a_1\) if and only if for each \( i \) the sheaf \( F_i(M) \) is locally free of rank \( a_i \).

### 4. The Sheaf \( H^{[1]}(M) \)

In this section we introduce the sheaf \( H^{[1]}(M) \) and are motivated to study the following question: Is it true that \( M \) is projective if and only if \( H^{[1]}(M) = 0 \)? We discuss and then improve upon previous results by Friedlander and Pevtsova, but we note that in general the statement is false. We prove that if \( H^{[1]}(M) = 0 \) then the support of \( M \) is contained in the singular locus of \( \mathbb{P}(G) \), hence the question has an affirmative answer in the smooth case. Finally, we show that the full subcategory of modules \( M \) such that \( H^{[1]}(M) = 0 \) is a thick subcategory of the stable category.

To motivate the definition of \( H^{[1]}(M) \) consider a \( p \)-nilpotent linear operator \( T \). We have already noted that \( \dim \ker T \) is the number of blocks in \( \text{JType}(T) \) and \( \ker T \cap \im T^{p-1} = \im T^{p-1} \) so \( \dim \im T^{p-1} \) is the number of blocks of size \( p \). Thus the dimension of

\[
H_T = \frac{\ker T}{\im T^{p-1}}
\]
gives the number of blocks of size less than \( p \) in \( \text{JType}(T) \). By Theorem 2.5 a module \( M \) is projective if and only if its Jordan type at any \( v \in \mathbb{P}(G) \) has only blocks of size \( p \), i.e., if and only if \( H_{\theta,v,M} = 0 \) for all \( v \in \mathbb{P}(G) \). The global version of this space is the sheaf \( H^{[1]}(M) \).

**Definition 4.1.** Given \( 0 \leq i \leq p \) we define

\[
H^{[i]}(M) = \frac{\ker \Theta^i_M}{\im \Theta^{p-i}_M}.
\]

**Question 1.** Is \( M \) projective if and only if \( H^{[1]}(M) = 0 \)?
As noted in the introduction, Friedlander and Pevtsova have given a partial answer to this question. They show that a module $M$ is projective if and only if it has constant rank, constant $(p-1)$-rank, and $\mathcal{H}^{[i]}(M) = 0$ \cite[5.19]{FP3}. The forward direction of the next lemma shows that the assumption of constant $(p-1)$-rank is redundant. The converse direction is a new proof of Proposition 5.16 in Friedlander and Pevtsova \cite[5.16]{FP3}.

**Lemma 4.2.** Let $U \subseteq \mathbb{P}(G)$ be a connected open subscheme and $M$ a $G$-module which has constant $i$-rank on $U$. Then $\mathcal{H}^{[i]}(M)|_U$ is locally free if and only if $M$ has constant $(p-i)$-rank on $U$.

**Proof.** We have $\tilde{M}/\ker \Theta^i_M \simeq \im \Theta^i_M(ip^{r-1})$ and hence a short exact sequence

$$0 \to \mathcal{H}^{[i]}(M)|_U \to \coker \Theta^i_M|_U \to \im \Theta^i_M(ip^{r-1})|_U \to 0.$$ 

By Theorem 3.2 the sheaf $\im \Theta^i_M|_U$, and hence the right sheaf in the sequence, is locally free. We conclude that the left sheaf is locally free if and only if the middle sheaf is, hence if and only if $M$ has constant $(p-i)$-rank on $U$ (using Theorem 3.2 again). \hfill $\square$

**Proposition 4.3.** The sheaves $\mathcal{H}^{[1]}(M)$ and $\mathcal{H}^{[p-1]}(M)$ each have a $(p-1)$-step filtration whose quotients are the sheaves $\mathcal{F}_i(M)$ for $i = 1, 2, \ldots, p-1$.

**Proof.** For $\mathcal{H}^{[1]}(M)$ the filtration is

$$\im \Theta^{p-1}_M = \ker \Theta_M \cap \im \Theta^{p-1}_M$$

$$\subseteq \ker \Theta_M \cap \im \Theta^{p-2}_M$$

$$\subseteq \cdots$$

$$\subseteq \ker \Theta_M \cap \im \Theta^0_M$$

$$\subseteq \ker \Theta_M \cap \im \Theta^0 = \ker \Theta_M.$$ 

For $\mathcal{H}^{[p-1]}(M)$ the filtration is

$$\im \Theta_M = \im \Theta_M + \ker \Theta^0_M$$

$$\subseteq \im \Theta_M + \ker \Theta_M$$

$$\subseteq \cdots$$

$$\subseteq \im \Theta_M + \ker \Theta^{p-2}_M$$

$$\subseteq \im \Theta_M + \ker \Theta^{p-1}_M = \ker \Theta^{p-1}_M$$

and we use Lemma 3.4 to identify the quotients. \hfill $\square$

**Corollary 4.4.** For each point $v \in \mathbb{P}(G)$ the stalk $\mathcal{H}^{[1]}(M)_v$ is zero if and only if $\mathcal{H}^{[p-1]}(M)_v$ is zero.

**Proof.** Localizing the filtrations from the previous proposition shows that $\mathcal{H}^{[1]}(M)_v$ and $\mathcal{H}^{[p-1]}(M)_v$ have filtrations with filtered quotients isomorphic to $\mathcal{F}_i(M)_v$ for $i = 1, 2, \ldots, p-1$, and a filtered object is zero if and only if each of its filtered quotients is. \hfill $\square$

**Theorem 4.5.** Let $U \subseteq \mathbb{P}(G)$ be a connected open subscheme and assume that $\mathcal{H}^{[1]}(M)|_U = 0$. Then the following conditions are equivalent.

1. $M$ is locally projective on $U$,
(2) $M$ has constant rank on $U$,
(3) $M$ has constant $(p - 1)$-rank on $U$,
(4) $\text{coker } \Theta_M^{p-1}|_U$ is locally free,
(5) $\text{coker } \Theta_M|_U$ is locally free,
(6) $\text{im } \Theta_M^{p-1}|_U$ is locally free,
(7) $\text{im } \Theta_M|_U$ is locally free,
(8) $\text{ker } \Theta_M^{p-1}|_U$ is locally free,
(9) $\text{ker } \Theta_M|_U$ is locally free.

Proof. Corollary 4.4 gives $\mathcal{H}^{[p-1]}M|_U = 0$ as well therefore $\text{ker } \Theta_M|_U = \text{im } \Theta_M^{p-1}|_U$ and $\text{ker } \Theta_M^{p-1}|_U = \text{im } \Theta_M|_U$. Now by Theorem 3.2 condition (1) implies that all of the remaining conditions hold and each of the above conditions implies (9). All that is left is to show that (9) implies (1). For this we observe that Proposition 4.3 gives $\mathcal{F}_i(M)|_U = 0$ for $1 \leq i < p$ and by definition $\mathcal{F}_p(M)|_U = \text{ker } \Theta_M|_U$ so Proposition 3.8 applies.

We have already defined the support, $\mathbb{P}(G)_M$, of a $G$-module $M$ as the set of points at which $M$ is not locally projective and the support of a sheaf $\mathcal{F}$ is the set of points at which the stalk $\mathcal{F}_v$ is non-zero. Thus Question 1 can be be interpreted as asking if it is true that $\mathbb{P}(G)_M$ is empty if and only if $\text{Supp } \mathcal{H}^{[1]}(M)$ is empty. Both are known to be closed subsets so, more generally, we ask the following.

Question 2. Given a $G$-module $M$ do we have $\mathbb{P}(G)_M = \text{Supp } \mathcal{H}^{[1]}(M)$?

Friedlander and Pevtsova have given one inclusion and we can obtain the other on the regular locus of $\mathbb{P}(G)$ which we denote by $\text{Reg } \mathbb{P}(G)$. We remind the reader that this is the set of points $v \in \mathbb{P}(G)$ such that the stalk, $\mathcal{O}_{\mathbb{P}(G),v}$, of the structure sheaf is a regular local ring.

Proposition 4.6 ([FP3, 5.25]). Let $M$ be a $G$-module. Then

$$\text{Supp } \mathcal{H}^{[1]}(M) \subseteq \mathbb{P}(G)_M.$$ 

Corollary 4.7. If $M$ is projective then $\mathcal{H}^{[1]}(M) = 0$.

Theorem 4.8. Let $M$ be a $G$-module. Then

$$\mathbb{P}(G)_M \cap \text{Reg } \mathbb{P}(G) \subseteq \text{Supp } \mathcal{H}^{[1]}(M).$$

Proof. We prove the contrapositive. Assume $v \in \text{Reg } \mathbb{P}(G)$ and the stalk $\mathcal{H}^{[1]}(M)_v$ is zero, then we will show that $M$ is locally projective in a neighborhood of $v$.

Consider the complex

$$\cdots \Theta_M \widetilde{M}_v \Theta_M^{p-1} \widetilde{M}_v \Theta_M \widetilde{M}_v \Theta_M^{p-1} (\text{ker } \Theta_M)_v.$$ 

As $\mathcal{H}^{[1]}(M)_v = 0$ we also have $\mathcal{H}^{[p-1]}(M)_v = 0$ by Corollary 4.4; thus this is a resolution of $(\text{ker } \Theta_M)_v$. Note that it is a 2-periodic resolution; the even syzygies are $(\text{ker } \Theta_M)_v$. As $v$ is regular $(\text{ker } \Theta_M)_v$ has finite projective dimension so the syzygies of any projective resolution are eventually projective, hence free. We may therefore take a connected neighborhood $U \subseteq \mathbb{P}(G)$ of $v$ such that $\text{ker } \Theta_M|_U$ is locally free. By Theorem 4.5, $M$ is locally projective on $U$. □

Corollary 4.9. If $\mathbb{P}(G)$ is regular then $\mathbb{P}(G)_M = \text{Supp } \mathcal{H}^{[1]}(M)$.

Corollary 4.10. If $\mathbb{P}(G)$ is regular then $M$ is projective if and only if $\mathcal{H}^{[1]}(M) = 0$. 

In general $\mathcal{P}(G)$ need not be regular; we will provide examples of when it is regular in the next section. In the singular case we still have Corollary 4.7 so we will consider $\mathcal{H}^{[1]}$ as a functor out of the stable module category $\text{mod}(G)$. Recall that the objects of $\text{mod}(G)$ are exactly the objects of $\text{mod}(G)$. For the hom-sets we define $\text{Hom}_G(M,N)$ to be the quotient of $\text{Hom}_G(M,N)$ by the subspace of homomorphisms that factor through a projective. We will consider the kernel of $\mathcal{H}^{[1]}$ as a subcategory of $\text{mod}(G)$.

**Definition 4.11.** Let $\ker(\mathcal{H}^{[1]})$ be the kernel of the functor

$$\mathcal{H}^{[1]} : \text{mod}(G) \rightarrow \text{Coh}(\mathcal{P}(G)),$$

that is, $\ker(\mathcal{H}^{[1]})$ is the full subcategory of $\text{mod}(G)$ consisting of those modules $M$ such that $\mathcal{H}^{[1]}(M) = 0$.

The stable module category has a triangulated structure where the triangles are those candidate triangles that are isomorphic to

$$N \rightarrow M \rightarrow M/N \rightarrow \Omega^{-1}(N)$$

for some short exact sequence $0 \rightarrow N \rightarrow M \rightarrow M/N \rightarrow 0$ in $\text{mod}(G)$. We now show that $\ker(\mathcal{H}^{[1]})$ is a thick subcategory of $\text{mod}(G)$. Recall that this means $\ker(\mathcal{H}^{[1]})$ is closed under isomorphisms, shifts, and taking summands and it satisfies the 2-3 axiom: If

$$X \rightarrow Y \rightarrow Z \rightarrow \Omega^{-1}(X)$$

is a triangle and $X,Y \in \ker(\mathcal{H}^{[1]})$ then also $Z \in \ker(\mathcal{H}^{[1]})$.

**Theorem 4.12.** $\ker(\mathcal{H}^{[1]})$ is a thick subcategory of $\text{mod}(G)$.

**Proof.** As $\mathcal{H}^{[1]}$ is functorial and exact (hence additive) it is clear that $\ker(\mathcal{H}^{[1]})$ is closed under isomorphisms and taking summands. For closure under the shift operations note that $\mathcal{H}^{[1]}(M) = 0$ if and only if $\mathcal{F}_i(M) = 0$ for all $1 \leq i < p$. Proposition 3.7 then gives $\mathcal{H}^{[1]}(\Omega M) = 0$ if and only if $\mathcal{H}^{[1]}(M) = 0$. All that is left is the 2-3 axiom.

Using closure under isomorphism we see that it suffices to show that $N \subseteq M$ and $\mathcal{H}^{[1]}(N) = \mathcal{H}^{[1]}(M) = 0$ imply $\mathcal{H}^{[1]}(M/N) = 0$. As in the proof of Theorem 4.8 the hypotheses $\mathcal{H}^{[1]}(N) = \mathcal{H}^{[1]}(M) = 0$ imply that the complexes

$$\cdots \xrightarrow{\Theta_N^{-1}} \tilde{N} \xrightarrow{\Theta_N} \tilde{N} \xrightarrow{\Theta_N^{-1}} \tilde{N} \xrightarrow{\Theta_N} \cdots$$

and

$$\cdots \xrightarrow{\Theta_M^{-1}} \tilde{M} \xrightarrow{\Theta_M} \tilde{M} \xrightarrow{\Theta_M^{-1}} \tilde{M} \xrightarrow{\Theta_M} \cdots$$

are acyclic. By naturality of global operators the inclusion $N \hookrightarrow M$ induces a map between these complexes and we find that

$$\cdots \xrightarrow{\Theta_{M/N}^{-1}} M/N \xrightarrow{\Theta_{M/N}} M/N \xrightarrow{\Theta_{M/N}^{-1}} M/N \xrightarrow{\Theta_{M/N}} \cdots$$

is the cokernel of a quasi-isomorphism and hence is acyclic, giving $M/N \in \ker(\mathcal{H}^{[1]})$. \hfill $\Box$
We now give an example where \( \ker(\mathcal{H}^{[1]}) \) has infinite representation type. This shows that in general the answer to Questions 1 and 2 is no. One might then hope that \( \ker(\mathcal{H}^{[1]}) \) has ideal closure, as the tensor ideal thick subcategories of \( \text{mod}(G) \) have been classified [FP2, 6.3]. Unfortunately, the example below will also show that in general \( \ker(\mathcal{H}^{[1]}) \) is not a tensor ideal. When \( G \) is unipotent, i.e., when \( k \) is the unique simple \( G \)-module, it is known that all thick subcategories are tensor ideals (c.f. Benson et al. [BCR, 3.5]) but in all known cases of unitary \( G \) one has that \( \mathbb{P}(G) \) is smooth and so Corollary 4.10 already identifies \( \ker(\mathcal{H}^{[1]}) \).

Consider the Lie algebra \( \mathfrak{sl}_3 \). The adjoint action of \( SL_3 \) induces an action on \( \mathbb{P}(\mathfrak{sl}_3) \) with two orbits: The regular orbit, which is open and given as the set of lines through matrices of rank 2, and the sub-regular orbit, which is closed and given as the set of lines through matrices of rank 1. The regular locus of \( \mathbb{P}(\mathfrak{sl}_3) \) is exactly the regular orbit [JN, 7.14].

**Example 4.13.** Assume \( \text{char } k = 3 \) and let \( M = k^3 \) be the standard representation of \( \mathfrak{sl}_3 \). Using Macaulay2 [GS] one can compute that \( \mathcal{H}^{[1]}(M) = 0 \). The support of \( M \) is exactly the sub-regular orbit of \( \mathbb{P}(\mathfrak{sl}_3) \), so \( M \) is not projective. Moreover, the support is well known to be the complexity of the minimal resolution of \( M \). As \( M \) is indecomposable and the sub-regular orbit has dimension 4, the Heller shifts \( \Omega^n(M) \) are indecomposable of increasing dimensions. These shifts therefore yield countably many non-isomorphic indecomposable modules contained in \( \ker(\mathcal{H}^{[1]}) \).

We can also see from this example that \( \ker(\mathcal{H}^{[1]}) \) is not closed under tensor products; in particular, it is not a tensor ideal thick subcategory. This is also done using Macaulay2. We first verify that \( \mathcal{H}^{[1]}(M^*) = 0 \) and then we compute the support of the sheaf \( \mathcal{H}^{[1]}(M \otimes M^*) \) and observe that it is not empty.

The Macaulay2 code for these computations can be found in Figure 2. The variables \( \text{theta}, \text{thetaDual}, \) and \( \text{thetaTens} \) contain the module homomorphisms corresponding to \( \Theta_M, \Theta_{M^*}, \) and \( \Theta_{M \otimes M^*} \) respectively.

```plaintext
i1 : R = ZZ/3[x1, x2, x3, y1, y2, y3, h7, h8]
i2 : M = matrix{{h7, x1, x3},{y1, h8-h7, x2},{y3, y2, -h8}}
i3 : kPG = R/(radical ideal M^3)
i4 : theta = map(kPG^3, kPG^3, sub(M, kPG), Degree => 1)
i5 : minimalPresentation(ker theta/image theta^2)
o5 = 0
i6 : thetaDual = -transpose theta
i7 : minimalPresentation(ker thetaDual/image thetaDual^2)
o7 = 0
i8 : thetaTens = (theta ** id_(kPG^3)) + (id_(kPG^3) ** thetaDual)
i9 : radical ann (ker thetaTens/image thetaTens^2)
o9 = ideal (x3*y3 + h7*h8, x2*y3 + y1*h8, x1*y3 - y2*h7, y1*y2 +
-----------------------------------------------
y3*h7 - y3*h8, x3*y2 + x1*h8, x2*y2 - h7*h8 + h8 , x3*y1 -
-----------------------------------------------
x2*h7, x1*x2 + x3*h7 - x3*h8)
```

**Figure 2.** Macaulay2 code for Example 4.13
5. Regular support varieties

Given the results of the previous section it is useful to have examples of groups $G$ such that $\mathbb{P}(G)$ is regular. We give several such examples in this section, beginning with some obvious examples of Lie algebras $\mathfrak{g}$ such that $\mathbb{P}(\mathfrak{g})$ is regular. Let $\mathfrak{u}_n$ and $\mathfrak{b}_n$ be the Lie algebras of $U_n$ and $B_n$ respectively. Also, let $\mathfrak{e}_n$ be the elementary abelian Lie algebra of dimension $n$, i.e., $\mathfrak{e}_n$ is a vector space of dimension $n$ with trivial bracket and $p$-operation.

**Proposition 5.1.**

1. If $p \geq n$ then $\mathbb{P}(\mathfrak{u}_n) \simeq \mathbb{P}^{\frac{1}{2}(n+1)(n-2)}$.
2. $\mathbb{P}(\mathfrak{e}_n) \simeq \mathbb{P}^{n-1}$.
3. If $p \geq n$ then $\mathbb{P}(\mathfrak{b}_n) \simeq \mathbb{P}^{\frac{1}{2}(n+1)(n-2)}$.

**Proof.** For (1) note that $p \geq n$ implies that every matrix in $\mathfrak{u}_n$ is $p$-nilpotent. Thus $\mathbb{P}(\mathfrak{u}_n)$ is the projectivization of $\mathfrak{u}_n$ itself, and

$$\dim_k \mathfrak{u}_n = \frac{1}{2}n(n-1) = \frac{1}{2}(n+1)(n-2) + 1.$$ 

A similar argument gives (2). For (3) note that an upper triangular matrix is nilpotent if and only if it’s strictly upper triangular, so for any $n$ the inclusion $\mathfrak{u}_n \to \mathfrak{b}_n$ induces an isomorphism of the $k$-points of their restricted nullcones. □

**Proposition 5.2.** The support variety of $\mathfrak{sl}_2$ is $\mathbb{P}(\mathfrak{sl}_2) = \text{Proj} \frac{k[x,y,z]}{xy + z^2} \simeq \mathbb{P}^1$.

**Proof.** A matrix $\begin{bmatrix} x & y \\ z & -z \end{bmatrix}$ with entries in the field $k$ is nilpotent if and only if its square $(xy + z^2) \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$ is zero. Thus the radical of the ideal generated by the relation $[z \ x \ y]^p = 0$ is $(xy + z^2)$ and immediately we get $\mathbb{P}(\mathfrak{sl}_2) = \text{Proj} \frac{k[x,y,z]}{xy + z^2}$. The ring homomorphism

$$\frac{k[x,y,z]}{xy + z^2} \to k[s,t]$$

$$(x,y,z) \mapsto (s^2, -t^2, st).$$

is easily seen to be injective and identifies $\frac{k[x,y,z]}{xy + z^2}$ with the $2^{nd}$ truncation of $k[s,t]$, i.e., $k[s,t][^2] = k[s^2, t^2, st]$. The induced map $i: \text{Proj} k[s,t] \to \text{Proj} \frac{k[x,y,z]}{xy + z^2}$ is therefore an isomorphism of schemes. □

Recall that $\mathbb{P}(1, p, \ldots, p^{r-1})$ is the weighted projective space with weight vector $(1, p, \ldots, p^{r-1})$. This means $\mathbb{P}(1, p, \ldots, p^{r-1}) = \text{Proj} k[w_1, \ldots, w_r]$ with grading given by $\deg w_i = p^{i-1}$.

**Proposition 5.3.** Let $r \in \mathbb{N}$ and assume $p \neq 2$. Then the support variety of $\text{SL}_2(r)$ is $\mathbb{P}(\text{SL}_2(r)) \simeq \mathbb{P}(1, p, \ldots, p^{r-1}) \times_k \mathbb{P}^1$.

**Proof.** As discussed in Example 1.8 we let $\alpha_i = \left[ \begin{array}{c} x_i \\ y_i \\ z_i \end{array} \right]$. Then

$$V(\text{SL}_2(r)) = \mathcal{A}_p^r(\mathfrak{sl}_2) = \text{Spec} \frac{k[x_i, y_i, z_i \ | \ 1 \leq i \leq r]}{I}$$

where $\deg x_i = \deg y_i = \deg z_i = p^{i-1}$ and $I$ is the ideal generated by the relations $\alpha_i^p = 0$ and $[\alpha_i, \alpha_j] = 0$ for all $i, j$. We want to calculate $\text{Proj} k[x_i, y_i, z_i]/\text{rad} I$. 


First I claim that \( \text{rad} \, I \) is generated by the polynomials

\[
\begin{align*}
(1) & \quad x_i y_i + z_i^2 \\
(2) & \quad x_i y_j - x_j y_i \\
(3) & \quad x_i z_j - z_j x_i \\
(4) & \quad y_i z_j - y_j z_i \\
(5) & \quad x_i y_j + z_i z_j
\end{align*}
\]

for all \( 1 \leq i < j \leq r \). Let \( J \) be the ideal generated by these polynomials. Note that, as in the previous proposition, the radical of the ideal generated by the relations \( \alpha_i^p \) is exactly the ideal generated by \( (1) \). The relations \( [\alpha_i \alpha_j] = 0 \) give the polynomials in \( (2-4) \). Finally

\[
(x_i y_j + z_i z_j)^2 = (x_i y_j + z_i z_j)(x_i y_j - x_j y_i) - (x_i z_j - x_j z_i)(y_i z_j - y_j z_i) + (x_i y_i + z_i^2)(x_j y_j + z_j^2)
\]

gives that \( (5) \) is contained in \( \text{rad} \, I \); therefore \( I \subseteq J \subseteq \text{rad} \, I \). To get \( J = \text{rad} \, I \) we need to show that \( J \) is a radical ideal.

Consider the homomorphism

\[
\phi : \frac{k[x_i, y_i, z_i \mid 1 \leq i \leq r]}{J} \to \frac{k[w_1, \ldots, w_r, x, y, z]}{xy + z^2}
\]

\[
\begin{align*}
x_i & \mapsto w_i x_i^{p^{i-1}} \\
y_i & \mapsto w_i y_i^{p^{i-1}} \\
z_i & \mapsto w_i z_i^{p^{i-1}}.
\end{align*}
\]

As \( k[w_1, \ldots, w_r, x, y, z]/(xy + z^2) \) is reduced the kernel of \( \phi \) is a radical ideal and hence it suffices to show that \( \phi \) is injective. Given the relations \( (1-5) \) we can, for any monomial in the domain of \( \phi \), ensure there is at most one \( z_i \) and that the index \( i \) of any \( x_i \) is strictly less than the index \( j \) of any \( y_j \), which in turn is strictly less than the index \( s \) of any \( z_s \). Thus the domain of \( \phi \) has as basis monomials of the form

\[
x_{i_1}^{a_{i_1}} \cdots x_{i_n}^{a_{i_n}} y_{j_1}^{b_{j_1}} \cdots y_{j_m}^{b_{j_m}} \quad \text{and} \quad x_{i_1}^{a_{i_1}} \cdots x_{i_n}^{a_{i_n}} y_{j_1}^{b_{j_1}} \cdots y_{j_m}^{b_{j_m}} z_s^{p^{s-1}}
\]

where \( i_1 < \cdots < i_n < j_1 < \cdots < j_m < s \). These monomials get mapped by \( \phi \) to

\[
w_{i_1}^{a_{i_1}} \cdots w_{i_n}^{a_{i_n}} w_{j_1}^{b_{j_1}} \cdots w_{j_m}^{b_{j_m}} x^{a} y^{b} \quad \text{and} \quad w_{i_1}^{a_{i_1}} \cdots w_{i_n}^{a_{i_n}} w_{j_1}^{b_{j_1}} \cdots w_{j_m}^{b_{j_m}} w_s x^{a} y^{b} z_s^{p^{s-1}}
\]

respectively, where \( a = \sum_i a_i p^{i-1} \) and \( b = \sum_j b_j p^{j-1} \). By inspection we see that each monomial in the first set is uniquely identified by its image under \( \phi \) in the second set so \( \phi \) maps a basis of the domain to a linearly independent subset of the codomain. The map \( \phi \) is therefore injective, proving that \( (1-5) \) generate \( \text{rad} \, I \).

If we let \( \deg x = \deg y = \deg z = 1 \) and \( \deg w_i = p^{i-1} \) then it’s easy to see that the image of \( \phi \) is exactly the subring of the tensor product

\[
k[w_1, \ldots, w_r] \otimes_k k[x, y, z]/(xy + z^2) \cong k[w_1, \ldots, w_r, x, y, z]/(xy + z^2)
\]

spanned by simple tensors \( a \otimes b \) such that \( a \) and \( b \) are homogeneous of equal degree. The Proj construction applied to this subring is exactly the fibre product

\[
\text{Proj} \, k[w_1, \ldots, w_r] \times_k \text{Proj} \, k[x, y, z]/(xy + z^2) \text{ (this is shown by Murfet [Mur2, Proposition 3] for algebras generated in degree 1 and can be immediately extended to arbitrary}
\]
degree using the fact that the $S^{(d)}$ construction [Mur1, Definition 6] commutes with the cartesian product [Mur2, Definition 1]). Using Proposition 5.2 this gives the desired isomorphism. □

**Proposition 5.4.** Let $n, r \in \mathbb{N}$. Then

$$V(B_{n(r)})_{\text{red}} = V(U_{n(r)})_{\text{red}}$$

and

$$\mathbb{P}(B_{2(r)}) = \mathbb{P}(U_{2(r)}) = \mathbb{P}(1, p, \ldots, p^{r-1}).$$

**Proof.** As in the proof of Proposition 5.1 observe that the restricted nullcones of $b_n$ and $u_n$ are identical therefore $V(B_{n(r)})_{\text{red}} = V(U_{n(r)})_{\text{red}}$ follows immediately from the description in Example 1.8. In particular we get $\mathbb{P}(B_{2(r)}) = \mathbb{P}(U_{2(r)})$. For $\mathbb{P}(U_{2(r)}) = \mathbb{P}(1, p, \ldots, p^{r-1})$, the map $[0 \ 0] \mapsto a$ yields an isomorphism $U_2 \simeq G_a$, hence $\mathbb{P}(U_{2(r)}) \simeq \mathbb{P}(G_{a(r)})$, and the result follows from the description in Example 1.9. □

**Corollary 5.5.** The support varieties $\mathbb{P}(SL_{2(r)})$, $\mathbb{P}(B_{2(r)})$, and $\mathbb{P}(U_{2(r)})$ are regular if and only if $r \in \{1, 2\}$.

**Proof.** This follows from the previous two propositions once we know that the weighted projective space $\mathbb{P}(1, p, \ldots, p^{r-1})$ is regular if and only if $r \in \{1, 2\}$. To see this we first observe that $\mathbb{P}(1) = \text{Proj} k[w_1] \simeq \text{Spec} k$ is regular and the $p^{|b|}$ truncation of $k[w_1, w_2]$ is $k[w_1^p, w_2^p] \simeq k[x, t]$ therefore $\mathbb{P}(1, p) \simeq \mathbb{P}^1$ is regular. For $r > 2$ one checks directly that the non-vanishing locus of $w_3$ is the spectrum of the sub-ring

$$k[\omega_0, \omega_1, \ldots, \omega_p, \sigma_4, \sigma_5, \ldots, \sigma_r] \subseteq k[w_1, \ldots, w_r, w_3],$$

where $\omega_a = \frac{w_1^{p^a} w_2^{p^a} \cdots w_3}{w_3^{p^a}}$ and $\sigma_a = \frac{w_3^{p_a}}{w_3}$. We can think of this as a polynomial ring, with each $\omega_a$ and $\sigma_a$ an indeterminant, modulo relations. These relations are generated by $\omega_a \omega_b - \omega_c \omega_d$ when $a + b = c + d$; hence they are homogeneous and the spectrum of this ring has a singular point at the origin. Thus $\mathbb{P}(1, p, \ldots, p^{r-1})$ has non-zero singular locus when $r > 2$. □

6. **DG-algebras and BGG correspondence**

Let $k$ be a field of characteristic 2 and define

$$\Lambda = \frac{k[y_1, \ldots, y_n]}{(y_1^n, \ldots, y_n^n)} \quad \text{and} \quad S = k[x_1, \ldots, x_n],$$

graded via $|x_i| = |y_i| = 1$ so that $\mathbb{P}^n = \text{Proj} S$. We refer the reader to Appendix A of Okonek et al. [OSS] for a detailed discussion of the classical Bernštejn, Gel’fand, Gel’fand (BGG) correspondence. It is routine to check that the results therein hold in characteristic 2 and give equivalences:

$$\text{grmod}(\Lambda) \cong \text{D}^b(\text{grmod}(\Lambda))/\text{Perf}(\Lambda) \cong \text{D}^b(\text{grmod}(S))/\text{fdim}(S) \cong \text{D}^b(\text{Coh}(\mathbb{P}^n)).$$

Here $\text{grmod}(\Lambda)$ is the graded stable module category of graded modules modulo projectives, $\text{D}^b(-)$ indicates the bounded derived category, $\text{Perf}(\Lambda) \subseteq \text{D}^b(\text{grmod}(\Lambda))$ are the perfect complexes (i.e. those complexes that are isomorphic to a bounded complex of projective modules), and $\text{fdim}(S) \subseteq \text{D}^b(\text{grmod}(S))$ are the complexes that are isomorphic to a bounded complex of finite dimensional modules. In this section we give a generalization of these equivalences to DG-modules. We indicate
how the functor $H^{[1]}$ factors through the resulting equivalence and use this to obtain further results.

Consider $S$ to be a DG-algebra with zero differential (we will use a subscript to indicate the grading of DG-$S$-modules and parenthesized superscripts to indicate the position in a chain complex of $\Lambda$-modules). By $D(S)$ we mean the derived category of DG-$S$-modules and let $D(\text{mod}(\Lambda))$ be the unbounded derived category of all $\Lambda$-modules (not necessarily finitely generated). Given a chain complex $M$ of $\Lambda$-modules we define $G(M) = S \otimes_k M$. We give $G(M)$ the structure of a DG-$S$-module via the grading $S_i \otimes M^{(j)} \subseteq G(M)_{i+j}$ and differential $\partial_{G(M)} = \text{id}_S \otimes \partial_M + \sum x \otimes y_i$.

**Lemma 6.1.** $G: D(\text{mod}(\Lambda)) \to D(S)$ is a well defined functor.

**Proof.** We clearly have a well defined functor from the category of chain complexes of $\Lambda$-modules to the category of DG-$S$-modules, we need only show that it preserves quasi-isomorphisms. A simple diagram chase shows that a map of chain complexes of $\Lambda$-modules, or a map of DG-$\Lambda$-modules, so if $\phi: M \to N$ is a map of chain complexes the position in a chain complex of $\Lambda$-modules). By $\partial_{G(M)}$ denote the full subcategory of compact objects in $D(\text{mod}(\Lambda))$ (or just $D(I)$) is an equivalence. With only minor modifications the same proof shows that $\text{Hom}^\bullet_G(I, -): D(I) \to D(S)$ is an equivalence as well. The natural inclusion $K(\text{Inj}(\Lambda)) \to D(\text{mod}(\Lambda))$ restricts to an equivalence of categories $K(\text{Inj}(\Lambda)) \cong D^b(\text{mod}(\Lambda))$, where for any triangulated category $\mathcal{T}$ we let $\mathcal{T}^c$ denote the full subcategory of compact objects in $\mathcal{T}$ [Kra, Proposition 2.3]. The complex $I$ is a bounded above complex of projective modules, therefore $\text{Hom}^\bullet_G(I, -)$ preserves quasi-isomorphisms and consequently factors
through this inclusion to give an equivalence \( \text{Hom}_A^* (I, -) : D^b(\text{mod}(\Lambda)) \to \text{D}(S)^c. \)

\[
\begin{array}{ccc}
\text{D}(S) & \equiv \text{Hom}_A^* (I, -) & \text{K(Inj } \Lambda) \to \text{D(Mod}(\Lambda)) \\
\Downarrow & & \Downarrow \\
\text{D}(S)^c & \equiv \text{K(Inj } \Lambda)^c & \equiv \text{D}(\text{mod}(\Lambda)) \\
\end{array}
\]

All that’s left is to identify \( \text{D}(S)^c \) with \( \text{thick}(S) \) and show that \( \text{Hom}_A^* (I, -) \) is naturally isomorphic to \( G \). The first claim is well known, see for example Benson et al. [BIK, Theorem 2.2]. For the second it suffices to show that \( \text{Hom}_A^* (I, M) \simeq G(M) \) when \( M \) is a bounded complex of finitely generated \( \Lambda \)-modules. For this we observe that the \( d \)-th graded piece of \( \text{Hom}_A^* (I, M) \) is

\[
\text{Hom}_A^d (S^* \otimes k \Lambda, M) = \prod_i \text{Hom}_k ((S^*)_i, M_{d+i}) = \prod_i S_{-i} \otimes k M_{d+i}.
\]

As \( M \) is bounded, \( M_{d+i} \) is nonzero for only finitely many \( i \). The product is therefore a direct sum and we get \( \text{Hom}_A^d (I, M) \simeq (S \otimes k M)_d = G(M)_d \). One easily checks that this respects the differentials and is natural in \( M \). \[ \square \]

There is an equivalence \( \text{mod}(\Lambda) \equiv D^b(\text{mod}(\Lambda))/\text{Perf}(\Lambda) \) defined by sending a \( \Lambda \)-module \( M \) to the complex \( \cdots \to 0 \to M \to 0 \to \cdots \) with \( M \) in the zeroth position and a zero in all other positions [Ric, Theorem 2.1]. Using the natural inclusion \( \text{grmod}(\Lambda) \hookrightarrow \text{mod}(\Lambda) \) we get the commutative diagram below.

\[
\begin{array}{ccc}
\text{grmod}(\Lambda) & \equiv & D^b(\text{grmod}(\Lambda))/\text{Perf}(\Lambda) \\
\Downarrow & & \Downarrow \\
\text{mod}(\Lambda) & \equiv & D^b(\text{mod}(\Lambda))/\text{Perf}(\Lambda) \\
\end{array}
\]

By \( \Lambda \in D^b(\text{mod}(\Lambda)) \) we mean its image under the equivalence above. The perfect complexes are then exactly the elements of \( \text{thick}(\Lambda) \subseteq D^b(\text{mod}(\Lambda)) \) [BIK, Theorem 2.2] and \( G(\Lambda) = J \), the DG-\( S \)-module from the proof of Lemma 6.1. One can show that \( J \) is quasi-isomorphic to the trivial DG-\( S \)-module \( k \) (c.f. the map \( \eta \) in Theorem 5.5 of Benson et al. [BIK]) hence \( G(\Lambda) \simeq k \). This implies that \( G \) restricts to an equivalence \( \text{Perf}(\Lambda) \equiv \text{thick}(k) \) and consequently induces an equivalence between the quotients \( D^b(\text{mod}(\Lambda))/\text{Perf}(\Lambda) \equiv \text{thick}(S)/\text{thick}(k) \). From the diagram above we see there is an induced inclusion \( D^b(\text{grmod}(S))/\text{fdim}(S) \hookrightarrow \text{thick}(S)/\text{thick}(k) \). One can check that this is defined by mapping a complex \( M \) to the total complex \( \bigoplus_i M^{(i)} \) with grading given by declaring the elements of \( M^{(i)} \) to be homogeneous.
of degree $i + j$. The diagram is now as follows.

\[
\begin{array}{cccccc}
\text{grmod}(\Lambda) & \equiv & D^b(\text{grmod}(\Lambda)) & \equiv & D^b(\text{grmod}(S)) & \equiv & D^b(\text{Coh}(\mathbb{P}^n)) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
\text{mod}(\Lambda) & \equiv & D^b(\text{mod}(\Lambda)) & \equiv & \text{thick}(S) & \equiv & \text{thick}(k) \\
\end{array}
\]

If $M$ is a DG-$S$-module then the homology, $H(M)$, of $M$ is a graded module for the homology of $S$, which is just $S$. A DG-$S$-module is contained in $\text{thick}(S) \subseteq \text{D}(S)$ (resp. $\text{thick}(k)$) if and only if its homology is finitely generated (resp. finite dimensional) as an $S$-module [ABIM, 7.5]. Thus homology induces a functor $\text{thick}(S)/\text{thick}(k) \to \text{grmod}(S)/\text{fdim}(S) \equiv \text{Coh}(\mathbb{P}^n)$. One can check that the functor $D^b(\text{Coh}(\mathbb{P}^n)) \to \text{Coh}(\mathbb{P}^n)$ defined by $\mathcal{G} \mapsto \bigoplus_i H^i(\mathcal{G})(-i)$ completes the diagram below.

\[
\begin{array}{cccccc}
\text{grmod}(\Lambda) & \equiv & D^b(\text{grmod}(\Lambda)) & \equiv & D^b(\text{grmod}(S)) & \equiv & D^b(\text{Coh}(\mathbb{P}^n)) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
\text{mod}(\Lambda) & \equiv & D^b(\text{mod}(\Lambda)) & \equiv & \text{thick}(S) & \equiv & \text{H} \text{Coh}(\mathbb{P}^n) \\
\end{array}
\]

**Proposition 6.3.** The functor $\text{mod}(\Lambda) \to \text{Coh}(\mathbb{P}^n)$ along the bottom row of the above diagram is identical to $\mathcal{H}^{[1]}: \text{mod}(\mathbb{G}^n_{a(1)}) \to \text{Coh}(\mathbb{P}^n)$.

**Proof.** We have $k\mathbb{G}^n_{a(1)} \simeq \Lambda$ so $\mathbb{G}^n_{a(1)}$-modules are equivalent to $\Lambda$-modules. If $M$ is any such module then applying $G$ to the complex

$$\cdots \to 0 \to M \to 0 \to \cdots$$

yields the DG-$S$-module $S \otimes_k M$ with grading $|s \otimes m| = |s|$ and differential $\partial_{S \otimes_k M} = \sum_t x_t \otimes y_t$. As an $S$-module this is exactly the graded module corresponding to the sheaf $\mathcal{M}$ and $\partial_{S \otimes_k M}$ is the homomorphism corresponding to $\Theta_M$. Thus taking homology and then the associated sheaf yields $\mathcal{H}^{[1]}(M)$. \hfill \square

Observe that this gives an alternate proof of Corollary 4.10 in this case, for if $\mathcal{H}^{[1]}(M) = 0$ then $G(M)$ has finite dimensional homology and therefore is an element of $\text{thick}(k)$, hence the equivalence gives $M \simeq 0$ in the stable module category. We also deduce the following results about $\mathcal{H}^{[1]}$. Note that in characteristic 2 we have $\mathcal{F}_1 = \mathcal{H}^{[1]}$ so Benson and Pevtsova have proven a stronger version of (1) [BP].

**Theorem 6.4.** Let $k$ have characteristic 2 and consider the group $\mathbb{G}^n_{a(1)}$. The corresponding functor $\mathcal{H}^{[1]}$ is...

1. essentially surjective on objects,
2. essentially surjective on maps, i.e., for all sheaf homomorphisms $\phi$ there is a module homomorphism $\psi$ such that $\mathcal{H}^{[1]}(\psi)$ equals $\phi$ up to isomorphisms in the domain and codomain,
3. not a faithful functor.

**Proof.** Both (1) and (2) follow immediately from the diagram and the fact that these properties obviously hold for the functor $\bigoplus_i H^i(-)(-i): D^b(\text{Coh}(\mathbb{P}^n)) \to \text{Coh}(\mathbb{P}^n)$. 

For (3) consider the trivial module $k$ and its first Heller shift $\Omega(k)$. As $k$ is simple the stable homomorphisms from $k$ to $\Omega(k)$ are exactly the homomorphisms $\text{Hom}(k,\Omega(k)) \simeq k$. But $H^1[\Omega(k)] = \mathcal{O}_{P^n}(-1)$ and $H^1[k] = \mathcal{O}_{P^n}$ [BP, 3.5] and $\text{Hom}(\mathcal{O}_{P^n},\mathcal{O}_{P^n}(-1)) = \Gamma(P^n,\mathcal{O}_{P^n}(-1)) = 0$. \hfill \Box
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