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Abstract—The capability of the human to pay attention to both coarse and fine-grained regions has been applied to computer vision tasks. Motivated by that, we propose a collaborative learning framework in the complex domain for monaural noise suppression. The proposed system consists of two principal modules, namely spectral feature extraction module (FEM) and stacked glance-gaze modules (GGMs). In FEM, the UNet-block is introduced after each convolution layer, enabling the feature recalibration from multiple scales. In each GGM, we decompose the multi-target optimization in the complex spectrum into two sub-tasks. Specifically, the glance path aims to suppress the noise in the magnitude domain to obtain a coarse estimation, and meanwhile, the gaze path attempts to compensate for the lost spectral detail in the complex domain. The two paths work collaboratively and facilitate spectral estimation from complementary perspectives. Besides, by repeatedly unfolding the GGMs, the intermediate result can be iteratively refined across stages and lead to the ultimate estimation of the spectrum. The experiments are conducted on the WSJ0-SI84, DNS-Challenge dataset, and Voicebank+Demand dataset. Results show that the proposed approach achieves state-of-the-art performance over previous advanced systems on the WSJ0-SI84, DNS-Challenge dataset, and Voicebank+Demand dataset, and meanwhile, competitive performance is achieved on the Voicebank+Demand corpus.

Index Terms—Monaural speech enhancement, glance and focus, complex domain, multi-task learning.

I. INTRODUCTION

Environmental noise is one of the major factors to hinder the application of modern hands-free communication systems and hearing assistive devices. Monaural speech enhancement (SE) aims to extract the target speech from the noisy mixture and improve the speech quality and intelligibility when only a single-channel recording is available [1]. Recently years have witnessed the renaissance of deep neural networks (DNNs), and a plethora of DNN-based SE algorithms have been proposed, which are demonstrated to be successful under highly non-stationary noise environments and extremely low signal-to-noise ratio (SNR) conditions [2]–[4].

In the time-frequency (T-F) domain, the estimation of magnitude is often investigated and incorporated with the noisy phase [5], [6]. This is because phase information usually exhibits nonstructural regularity and it is still a challenging task to manipulate the phase spectrum accurately [7], [8]. Recently, the importance of phase in improving perception quality under low SNRs has been emphasized [9] and a multitude of phase-aware DNN-based SE algorithms are proposed henceforth, which can be roughly divided into two categories, namely, complex-domain [9]–[12] and time-domain [13]–[16]. For the former, the magnitude and phase are coupled into real and imaginary (RI) components in the complex domain and the phase can be implicitly estimated by mapping to the clean speech RI components. For the latter, the waveform serves as both the input and output, which diverts around the explicit phase estimation. However, since scale-invariant SNR (SI-SNR) [17] or mean square error (MSE) is usually utilized as the loss function in the time domain, the subjective speech quality cannot be guaranteed as the criterion correlates poorly with the human ratings [18]. Hence, this study still focuses on SE research in the complex domain.

More recently, the multi-stage concept begins to thrive in the SE area [19]–[21]. Because it has been shown that the intermediate priors can boost the subsequent optimization by decomposing the original task into multiple sub-tasks. This is different from the previous single-stage paradigm, in which the mapping process is often packed into only one black box, resulting in poor interpretability assessments. In [19], multiple SNR-improved sub-targets were set and trained with a light-weight module. However, as each sub-network is coerced to improve the SNR by a small margin, the performance upper-bound is strictly restricted. In [20], [21], a two-stage pipeline was designed, where a coarse spectrum is first obtained, followed by the refinement module in the second stage to further polish the spectral detail. However, the trade-off of such a pipeline attributes to its sequential nature, i.e., the performance of the second stage heavily depends on the previous output. In other words, such cascaded dependencies require that the second-stage model should have sufficient tolerance to rectify the estimation error caused by the previous stages.

In this letter, we propose a parallel structure for coarse and refined estimation respectively, enabling hierarchical optimization toward the complex spectrum. This newly proposed framework imitates the behaviour of mankind in knowledge acquisition from global and local scales simultaneously [22], and we name it Glance and Gaze Network (GaGNet). Specifically, we propose a dual-path structure, where the glance path aims to recover the magnitude component by noise filtering, and the gaze path is tasked with the complex spectral detail inpainting. The rationale is two-fold. First, Li et al. [20] revealed the significance to decouple magnitude and phase optimization, so we separately consider the magnitude and phase optimization from two parallel paths. Besides, there often exist residual noise components and meanwhile, some spectral details tend to get lost. Therefore, the introduction of the gaze path can further suppress the remaining distortion and meanwhile, repair the missing details. In this study, we also inherit the merits of multi-stage training by repeatedly stacking multiple modules to facilitate the spectrum recovery in a stage-wise manner.

II. METHODOLOGY

The overall diagram of the proposed system is shown in Fig. 1(a). It is mainly comprised of two parts, namely the spectral feature extraction module (FEM) and multiple Glance-Gaze modules (GGMs). As multiple GGMs are stacked, the number of GGMs is denoted as Q. The network input is the noisy complex spectrum, denoted as $X = Cat(X_r, X_i) \in \mathbb{R}^{2 \times T \times F}$, and the clean target is denoted as $S = Cat(S_r, S_i) \in \mathbb{R}^{2 \times T \times F}$, where Cat denotes the concatenation operation, and $T, F$ denote the size in the time and frequency axes, respectively. Subscripts $r$ and $i$ namely denote the real and imaginary parts. We will illustrate each module in detail below.

A. Spectral Feature Extraction

In the previous studies [11], [20], the UNet-style encoder was generally adopted as the feature extractor, where multiple plain two-dimension convolution layers (2D-Convs) or their gated linear unit (GLU) formats [23] are stacked to gradually compress the feature map. However, since the small kernel size is utilized, only local
The contextual information can be learned. In addition, consecutive down-sampling operations will cause spectral information loss. Inspired by U-Net [23], we replace the 2D-Conv by our proposed recalibrate encoder layers (RELS) to mitigate the information loss while enlarging the feature scale, which are shown in Fig. 1(b). It mainly consists of a 2D-GLU, instance normalization (IN), PReLU [25], and a UNet-encoder layers (RELs) to mitigate the information loss while enlarging the feature scale. For U-Net-Block, it receives the current feature map $K_i(x)$ after 2D-GLU as the input and then further encodes the contextual information with a UNet-style structure [23]. The rationale is two-fold. First, the U-Net-Block can grasp multi-scale information, which enhances the feature representation capability. Besides, the encoder layers close to the input are usually noisy and the U-Net-Block can further recalibrate the feature distribution. The process can be given by:

$$K_i(x) = GLU(x),$$  
(1)

$$y = \text{U-Net-Block}(K_i(x)) + K_i(x),$$  
(2)

where $i \in \{1, \cdots, 4\}$ is the layer index, i.e., 4 RELs are employed herein.

**B. Glance-Focus Module**

After FEM, the obtained feature map is denoted as $H_0 \in \mathbb{R}^{C' \times T' \times F'}$. Note that we keep the time dimension to preserve the temporal resolution. Then, the feature map is reshaped into $C' \times T$, where $C' = C \times F'$, followed by multiple GGMs. The motivation of GGM is induced by the physiological phenomenon that human can pay attention to both global and local components without much effort. Therefore, two parallel blocks are designed accordingly, namely Glance Block (GLB) and Gaze Block (GAB). In the GLB, the output is a gain function to suppress the noise in the magnitude domain, leading to the coarse “glance” toward the overall spectrum. For the GAB, it seeks to predict the residual to repair the spectral detail in the complex domain, which serves as the “gaze” operation. Both outputs are applied to the collaborative reconstruction module (CRM) to obtain the spectrum estimation. In addition, we adopt the multi-stage training strategy, i.e., multiple GGMs are repeatedly stacked and the RI components of current stage are iteratively updated based on that of the last stage.

The inputs of GGM are from two sources, namely $H_0$ and the estimated RI from the last stage, i.e., $\text{Cat} \left\{ H_0, \tilde{S}^{q-1}_i, \tilde{S}^{q-1}_r \right\} \in \mathbb{R}^{(C'+2F') \times T}$. Note that in the first GGM, the input RI denotes the original version. GLB and GAB have the similar topology structure, as shown in Fig. 1(c)-(d), where the 1D-GLU first compresses the input features and then multiple temporal convolutional modules (TCMs) [14] are leveraged to model the long-range temporal dependencies. As GLB is operated to obtain the mask in the magnitude domain, we only use single-path TCMs, and the sigmoid function is utilized to scale the value into (0, 1). For GAB, dual-path TCMs are adopted to capture RI spectral details and linear layers are used as the output layer. Note that we adopt a squeezed version of TCM herein, i.e., S-TCM, which dramatically alleviates the parameter burden [26].

Let $G^q$ and $F^q = \{ F^q_i, F^q_r \}$ be the output of GLB and GAB, respectively, they are sent to CRM together with the previous estimation to update the RI components of current stage in a collaborative manner, which is the core step of the whole framework, as shown in Fig. 1(e). To be specific, in the $q$th GGM, the input RI spectra $\{ \tilde{S}^{q-1}_i, \tilde{S}^{q-1}_r \}$ are first decoupled into magnitude and phase, given by:

$$|\tilde{S}^{q-1}_i| = \sqrt{|\tilde{S}^{q-1}_i|^2 + |\tilde{S}^{q-1}_r|^2},$$  
(3)

$$\angle\tilde{S}^{q-1}_i = \arctan(\tilde{S}^{q-1}_r / \tilde{S}^{q-1}_i),$$  
(4)

The magnitude part is then multiplied with $G^q_i$, whose motivation is to suppress the noise coarsely. However, the spectral detail also needs to be considered. As such, $F^q_i$ is designed to focus on the lost detail from the complex-domain perspective. In a nutshell, the whole procedure is thus formulated as:

$$|\tilde{S}^{q,f,i}| = |\tilde{S}^q_i| \odot G^q_i,$$  
(5)

$$\tilde{S}^{q,f,i}_r = |\tilde{S}^{q,f,i}_r| \odot \cos(\tilde{\theta}^{q,f,i}),$$  
(6)

$$\tilde{S}^{q,f,i}_i = |\tilde{S}^{q,f,i}_i| \odot \sin(\tilde{\theta}^{q,f,i}),$$  
(7)

$$\tilde{S}^{q}_i = \tilde{S}^{q,f,i}_i + F^q_i,$$  
(8)

$$\tilde{S}^{q}_r = \tilde{S}^{q,f,i}_r + F^q_r,$$  
(9)

where superscript $(\cdot)^{f,i}$ denotes the filtered magnitude. $\odot$ refers to the element-wise multiplication operator.

**C. Loss Function**

As stated above, GGM will generate the estimated RI spectra in each intermediate stage. Similar to [19], we adopt a weighted multi-target MSE loss, given by:

$$\mathcal{L} = \sum_{q=1}^{Q} \lambda_q \mathcal{L}_q,$$  
(10)

where $\lambda_q$ is the weighted coefficient in the $q^{th}$ stage. In this context, $\lambda_Q = 1.0$ and $\lambda_q = 0.1$ for $q < Q$ are chosen. $\mathcal{L}_q$ is given by:

$$\mathcal{L}_q = \frac{1}{2} \left( \left\| \tilde{S}^{q}_i - S_i \right\|_F^2 + \left\| \tilde{S}^{q}_r - S_r \right\|_F^2 + \left\| \left| S^q_i \right| - \left| S^q_i \right| \right\|_F^2 \right),$$  
(11)

From Eq. (11) one can find that except for RI loss, the magnitude constraint is also introduced as it is reported to improve the speech quality [27], [28]. In addition, instead of providing the supervision toward the coarse and residual estimation explicitly, the supervision is only available toward their sum in each module, i.e., the estimated
gain and residual are adaptively learned in the training process, resulting in the end-to-end training.

III. EXPERIMENTAL SETUP

A. Dataset

To evaluate the performance of the proposed system, we conduct the experiments on the WSJ0-SI84 corpus [29], which consists of 7138 clean utterances by 83 speakers (42 males and 41 females). We randomly choose 5,428 training utterances and 957 validation utterances from 77 speakers, respectively. In addition, 150 utterances from 6 untrained speakers are selected for testing. For the noise set, around 20,000 noises are selected from DNS-Challenge noise set [30] for training, whose duration is around 55 hours. In addition, two challenging untrained noises are employed to demonstrate the model generalization capability, namely babble, and factory1 from NOISEX92 [31].

During the mixing process, a random noise cut is extracted and then mixed with a randomly sampled utterance under a SNR selected from -5dB to 0dB. As a result, we totally generate around 150,000 and 10,000 noisy-clean pairs for training and validation (around 300 hours). For model evaluation, four SNR cases are set, i.e., \{-3dB, 0dB, 3dB, 6dB\}, and 300 noisy-clean pairs are generated for each case.

B. Baseline

Five advanced approaches are utilized as the baseline systems, namely GCRN [11], DCCRN [32], PHASEN [34], AECCN [15], and ConvTasNet [14]. GCRN, DCCRN, and PHASEN belong to the complex-domain family, and both magnitude and phase recovery are investigated. AECCN and ConvTasNet are two advanced time-domain models, where both input and target are raw time-domain waveforms. We reimplement the baselines following the best configuration mentioned in the literature except several modifications are given. First, for both GCRN and DCCRN, we adopt the RI loss+magnitude constraint to improve the speech quality. For AECCN, the frame size is 16384 samples with 50% overlap, i.e., around 1-second context can be exploited for each frame. For ConvTasNet, it is originally used under 8kHz sampling rate, and we extend it to 16kHz for a fair comparison. Note that for PHASEN and AECCN, both past and future information are utilized while other systems are causal.

C. Implementation Details

1) Model Details: In the REL, the kernel size and stride of 2D-GLUs are (2, 3) and (1, 2) in the time and frequency axes, and the number of channels \( C \) remains 64. For UNet-Block, the resultant values w.r.t. kernel size and stride are (1, 3) and (1, 2). Set the (de)encoder layers in the UNet-Block as \( M \), then \( M \) is \( \{4, 3, 2, 1\} \) for the four RELs. In the GGM, the compressed feature size \( D \) is set to 256 after 1D-GLU. For each temporal modeling path, \( P \) groups of S-TCMs are deployed, where each group includes 4 TCMs with kernel size and dilation rate being \( 3 \) and \( \{1, 2, 5, 9\} \), respectively.

2) Training Details: All the utterances are sampled at 16kHz and chunked to 8 seconds. The 20ms Hanning window is utilized with 50% overlap between adjacent frames. 320-point FFT is used, leading to 161-D features. More recently, the efficacy of the power-compression strategy has been illustrated in the dereverberation task [35], so we conduct the power compression toward the magnitude while leaving the phase unaltered, and the compression variable \( \beta = 0.5 \), which is reported a promising choice, i.e., \( Cat ([X]^{0.5} \cos (\theta_X), [X]^{0.5} \sin (\theta_X)), Cat ([S]^{0.5} \cos (\theta_S), [S]^{0.5} \sin (\theta_S)) \). All models are optimized using Adam [36] with the learning rate of 0.0005, the batch size of 8 at the utterance level, and the epoch number of 60.

IV. RESULTS AND ANALYSIS

A. Ablation Study

We randomly sample around 50,000 pairs from the training set to conduct the ablation study.

| Configuration | #Param. (M) | PESQ | ESTOI (%) | SDR (dB) |
|---------------|------------|------|------------|----------|
| (1, 3)        | 2.63       | 2.66 | 70.17      | 9.57     |
| (2, 3)        | 4.31       | 5.94 | 7.58       | 2.33     |
| (3, 3)        |            | 2.84 | 2.85       | 2.76     |
| (2, 1)        | 76.92      | 76.96| 70.75      | 75.93    |
| (2, 2)        | 11.33      | 11.59| 0.62       | 11.01    |

TABLE I

RESULTS COMPARISON WITH DIFFERENT P AND Q CONFIGURATIONS. ALL THE VALUES ARE AVERAGED AMONG DIFFERENT TESTING SNRS. BOLD DENOTES THE BEST RESULT IN EACH CASE.

B. Result Comparison with Baselines

Now we compare the objective performance of the proposed GaGNet with five advanced baselines, whose results are presented in Table III. Note that superscript “†” denotes the case when the REL is replaced by the plain 2D-GLU to validate the effectiveness of REL module. Several observations can be made. First, when REL is adopted, notable improvements can be achieved than that with 2D-GLU. For example, going from GaGNet† to GaGNet, average 0.11, 2.12%, and 0.62dB improvements are observed in terms of PESQ, ESTOI, and SDR, respectively. This is because the introduction of UNet-Block can further exploit different feature scales and meanwhile recalibrate the feature distribution by residual connection.
We present a collaborative framework to tackle monaural speech enhancement in the complex domain. Specifically, we decouple the complex spectrum optimization problem and propose a dual-path reconstruction algorithm, where the glance path seeks to estimate the overall spectrum in the magnitude domain, and the gaze path is tasked with repairing the missing spectral detail in the complex domain. The two paths are applied simultaneously to facilitate the target recovery from different scales. Besides, the multi-stage training strategy is adopted, which enhances the target optimization progressively. We conduct extensive experiments on the WSJ0-SI84, DNS-Challenge dataset and Voicebank+Demand dataset. The results show that our method yields promising performance over three datasets.
