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Quantifying and verifying the control level in preparing a quantum state are central challenges in building quantum devices. The quantum state is characterized from experimental measurements, using a procedure known as tomography, which requires a vast number of resources. However, tomography for a quantum device with temporal processing, which is fundamentally different from standard tomography, has not been formulated. We develop a practical and approximate tomography method using a recurrent machine learning framework for this intriguing situation. The method is based on repeated quantum interactions between a system called quantum reservoir with a stream of quantum states. Measurement data from the reservoir are connected to a linear readout to train a recurrent relation between quantum channels applied to the input stream. We demonstrate our algorithms for representative quantum learning tasks, followed by the proposal of a quantum memory capacity to evaluate the temporal processing ability of near-term quantum devices.

Introduction.— The impressive progress in realizing quantum-enhanced technologies places a demand on the characterization and validation of quantum hardware. One of the most quintessential parts of building quantum devices is quantum process tomography (QPT), which is used in verifying quantum devices via the reconstruction of an unknown quantum channel from measurement data \cite{1, 2}. Standard QPT approaches, which have been focused recently on small system size \cite{3–7}, assume the quantum device processes input states separately in a time-independent manner. In the envisioned picture of quantum time-series processing, the quantum device may output the states in a sequence where the current output depends on the past inputs and outputs. For example, the quantum device may generate temporal and input-dependent noise or fluctuations, which may have effects on the output states \cite{8, 9}. Moreover, optical quantum states defined in temporal modes can be manipulated in a time-dependent and input-dependent manner using nonlinear optical processes \cite{10, 11}. Performing tomography for such devices differs from standard QPT, because the memory effects need to be taken into account.

Given a sequence of quantum states $\beta_1, \beta_2, \ldots$ in a $D_A$-dimensional Hilbert space, a quantum device processes this sequence via a temporal map $\mathcal{F}$ to output quantum states $\mathcal{F}(\beta_1), \mathcal{F}(\beta_2), \ldots$ in a $D_B$-dimensional Hilbert space with a temporal dependency behavior: $\mathcal{F}(\beta_n)$ only depends on a finite input history. An intriguing example is the temporal depolarizing channel $\mathcal{F}(\beta_n) = p_n \beta_n + (1-p_n) \beta_n$, which replaces $\beta_n$ with a completely mixed state $I/D$ with probability $p_n$ and leaves the state untouched otherwise ($D_A = D_B = D$ for notational simplicity). The temporal dependency can be established if $p_n$ depends on the recent inputs. As similar to the model of quantum channels with memory \cite{12, 13}, we model $\mathcal{F}$ via a stream of quantum channels $\{\Omega_n\}$ that applied to $\{\beta_n\}$ and introduces the correlations between outputs. $\mathcal{F}$ can be considered as a coherent superposition or a convex mixture of channels at different times [Fig. 1(a)]. The output of $\Omega_n$ is independent of future inputs; it is determined by finite input history and past channels to make the temporal dependency in $\mathcal{F}$. For example, $\Omega_n$ corresponds to the experimental studies on quantum processors where the dynamics of decoherence effects act as time-varying quantum channels \cite{9, 14–18}. The effect of previous quantum inputs to the output has also been demonstrated experimentally for optical fiber channels \cite{19, 20}. Here, $\mathcal{F}$ envisions a typical case in the future realization of quantum communication and quantum internet \cite{21–23} where quantum data can be transmitted via time-dependent and delayed channels.

In this Letter, we propose a supervised learning framework to perform the approximate tomography of $\mathcal{F}$. A naive approach is to perform state tomography of $\mathcal{F}(\beta_n)$ for every $n$. This requires many repetition experiments on copies of $\mathcal{F}(\beta_n)$ and the inversion of a huge linear system for every $n$ \cite{24}. Our idea is to simplify the experimental protocol and reduce the implementation cost under the assumption of the temporal dependency in $\mathcal{F}$. We assume that it is possible to perform state tomography at some time steps as $\mathcal{F}(\beta_1), \ldots, \mathcal{F}(\beta_L)$. We consider a quantum system $\mathcal{S}$, called a quantum reservoir (QR), interacting with the input stream belonging to an auxiliary system $\mathcal{E}$. Each $\beta_n$ interacts for a certain time with $\mathcal{S}$ before being replaced by another one. Between two consecutive interactions by $\beta_n$ and $\beta_{n+1}$, the QR’s internal evolution is described by a completely positive and trace-preserving (CPTP) map $\mathcal{L}_{\beta_n}$ whose role is to effectively transfer the information of $\beta_n$ from $\mathcal{E}$ into $\mathcal{S}$. With an effective setting of these CPTP maps, the QR’s state after applying $\mathcal{L}_{\beta_n}$ will depend more on the recent past inputs than distant past inputs. This scheme ensures the
Fig. 1. Our framework can learn the tomography of a device that is supposed to implement an unknown temporal quantum map \( \mathcal{F} \); or emulate a predefined \( \mathcal{F} \). (a) A stream of quantum channels \( \{ \Omega_n \} \) applies to the input stream \( \{ \beta_n \} \) where each channel's output is determined by finite input history and past channels. The device's output is a function of input history such as a coherent superposition or a convex mixture of channels. (b) Our framework consists of a quantum reservoir \( \mathcal{S} \) interacting with \( \{ \beta_n \} \) with memory effects. The reservoir's internal state is evolved via CPTP maps \( \mathcal{L}_{\beta_n} \), which transfer the information from the input states to the reservoir. Measurement results in \( \mathcal{S} \) are used in a readout layer to reconstruct \( \mathcal{F} \).

Fading memory property [25], which is the ability to retain information about recent inputs for proper learning of functions of the past inputs. Therefore, the results of measurements in \( \mathcal{S} \) can be used as high-dimensional quantum features to train a regression model to outperform classical time-series data [30–32]. While the nemesis of disordered quantum dynamics for machine learning is the fading memory property [25], which is the ability to remember the past inputs.

**Results.**—We present concrete applications of learning temporal tomography. We consider \( (\mathcal{S}, \mathcal{E}) \) as a closed system, where \( \mathcal{E} \) are the state of reduced dynamics maps, we can evaluate the QESP after enough transient time. This property is known as the echo state property [26] in classical RC or the quantum echo state property (QESP) in quantum RC [37, 38] to ensure the fading memory. Based on the spectrum of reduced dynamics maps, we can evaluate the QESP time scale, which indicates the transient time to forget the QR's initial state before learning (Section II in [24]).

The reservoir's response to the same input sequence may differ with different initial states of the reservoir and may result in the loss of reproducibility in the temporal processing. To prevent this effect, the time evolution of the reservoir must mostly depend on the input sequence after enough transient time. This property is known as the echo state property [26] in classical RC or the quantum echo state property (QESP) in quantum RC [37, 38] to ensure the fading memory. Based on the spectrum of reduced dynamics maps, we can evaluate the QESP time scale, which indicates the transient time to forget the QR's initial state before learning (Section II in [24]).

**Results.**—We present concrete applications of learning temporal tomography. We consider \( (\mathcal{S}, \mathcal{E}) \) as a closed sys-
FIG. 2. Temporal tomography for (a) the quantum simple moving average filter and (b) the delayed depolarizing map with \( d = 5, N_m = 5, N_e = 1, \alpha = 1.0, J/B = 1.0, \) and \( \tau B = 2.6 \) (for (a)) and \( \tau B = 2.0 \) (for (b)). At each time point, the density matrix is vectorized by stacking the real and imaginary parts in the corresponding density matrix to construct the vector form. Table I (54x94) and M (54x106) and U (54x534) system of the transverse field Ising model with the unitary \( \tau B \) and \( \eta p \) polarizing quantum channel \( \Omega \) includes the first \( N_e \) qubits where the remaining \( N_m = N - N_e \) qubits form the reservoir \( S. \)

In our demonstrations, the number of observables is set to \( K = N_m \) if we select observables as spin projections \( \hat{s}_j^z \) over the z-axis for all \( j \), and to \( K = N_m(N_m + 1)/2 \) if we further select observables as two-spin correlations \( \hat{s}_{i \leftrightarrow j}^z \) for all \( i < j \). We consider the time-dependent depolarizing quantum channel \( \Omega_n(\beta) = p_nD(\beta) + (1 - p_n)\beta \). We introduce a temporal dependency in \( \Omega_n \) by formulating \( p_n \) as the \( r \)-th-order nonlinear sequence: \( p_n = \kappa p_{n-1} + \eta p_{n-1}(\sum_{j=0}^{r-1} p_{n-j-1} + \gamma \eta + \rho_\eta + \delta) \), where \( r = 10, \kappa = 0.3, \eta = 0.04, \gamma = 1.5, \) and \( \delta = 0.1 \). Here, \( \{ u_n \} \) is considered depending on \( \{ \beta_n \} \). It is randomly generated with the same random seed used to generate \( \{ \beta_n \} \) [42]. The QR can encode \( \{ \beta_n \} \) to reconstruct the output states, including the reconstruction of the nonlinear sequence \( \{ p_n \} \). This reconstruction is possible since observables in the QR become nonlinear functions of the input history due to the mixing of higher-order correlations in the quantum-chaotic dynamics.

We first consider \( F \) as a quantum simple moving average filter \( \mathcal{F}(\beta_n) = \frac{1}{\gamma + 1} \sum_{d=0}^{\infty} \Omega_n(\beta_n-\beta_{n-d}) \) [Fig. 2(a)] or a delayed depolarizing map \( \mathcal{F}(\beta_n) = \Omega_{n-d}(\beta_{n-d}) \) [Fig. 2(b)] for a delay \( d \geq 0 \). We refer to Section V. B–C in [24] for tomography of coherent superposition of channels in times and temporal entanglers. The QR must memorize the previous inputs and learn the properties of previous channels. We set \( d = 5, K = N_m = 5, N_e = 1, \) and \( M = 5 \). Other model parameters are \( \alpha = 1.0, J/B = 1.0, \) and the normalized time \( \tau B = 2.6 \) [Fig. 2(a)] and \( \tau B = 2.0 \) [Fig. 2(b)]. The number of time steps used in the initial transients, training, and evaluation stages are 500, 500, and 200, respectively. At each time point, the density matrix is represented as a 2D-dimensional vector \( (D = 2N_e) \) by stacking the real and imaginary parts. In Fig. 2(a), the inputs jump to a new random quantum state every 20 time steps, thus introducing temporal dependencies between inputs. Alternately, we consider a sequence of i.i.d. random inputs in Fig. 2(b). The target sequences (middle panels in Fig. 2) in the evaluation stage can be almost perfectly reconstructed since the RMSF values are above 98% (bottom panels).

Next, we investigate the dependency of the task’s performance on the QR’s parameters. Figure 3 illustrates the tomography errors (1.0 - RMSF) according to \( \tau B \) in the reconstruction of \( \mathcal{F}(\beta_n) = \Omega_{n-1}(\beta_{n-1}) \) with \( \alpha = 1.0 \) and \( J/B = 1.0 \).
TABLE I. Average and standard deviation (mean ±sd) of the tomography errors (%) for $F(\beta_n) = \Omega_{n-1}(\beta_{n-1})$ of the baseline and our method at $\tau B \approx 10.0$ and $M = 5$.

| $(N_m, K)$ | $N_e = 1$ | $N_e = 2$ | $N_e = 3$ | $N_e = 4$ |
|-----------|-----------|-----------|-----------|-----------|
| (4, 4)    | 0.9±0.0   | 4.8±0.1   | 8.0±0.0   | 8.9±0.1   |
| (5, 5)    | 0.9±0.0   | 4.0±0.1   | 7.6±0.0   | 8.6±0.1   |
| (4, 10)   | 0.9±0.0   | 3.6±0.1   | 6.4±0.0   | 8.3±0.1   |
| (5, 15)   | 0.9±0.0   | 3.3±0.0   | 5.6±0.0   | 7.7±0.0   |
| Baseline  | 3.2±0.1   | 9.2±0.1   | 10.0±0.1  | 10.2±0.1  |

shows that our method outperforms the classical baseline, which does not have memory effects.

We further investigate the short-term memory (STM) of the QR via the delay-reconstruction task $F(\beta_n) = \hat{\beta}_{n-d}$. The STM in the classical context is defined via the coefficient of determination to measure how much variance of the delay inputs can be recovered from outputs [43]. Since the input and output of our framework are density matrices, we define the $d$-delay STM of the QR by the squared distance correlation [44] between the output $\{\sigma_n\}$ and the target $\{\hat{\sigma}_n\} = \{\beta_{n-d}\}$:

$$R^2(d) = \frac{\sqrt{V^2(\{\sigma_n\}, \{\hat{\sigma}_n\})}}{\sqrt{V^2(\{\sigma_n\}, \{\sigma_n\})V^2(\{\hat{\sigma}_n\}, \{\hat{\sigma}_n\})}}.$$  \hspace{1cm} (2)

Here, $V^2$ represents the squared distance covariance of two random sequences of density matrices [24]. $R^2(d)$ is between 0 and 1, and it represents the QR’s ability at the input $\beta_n$ to reconstruct the previous input $\hat{\beta}_{n-d}$. The behavior of $R^2(d)$ is indicated by the forgetting curve, which approaches to a small value for large values of $d$, thus realizing the STM. We then define the quantum memory capacity, $\text{QMC} = \sum_{d=0}^{\infty} R^2(d)$, to measure how much information of the delay input states can be recovered from output states, summed over all delays. If the value of QMC increases, so does the duration of quantum inputs that can be memorized via the QR. Quantifying QMC provides insights into the ability of the QR to reconstruct a temporal function of quantum inputs.

Figure 4(a) shows QMC as a function of $\tau B$ broken down in values of $d$ (0 ≤ $d$ ≤ 7) with the model parameters $\alpha = 1$, $J/B = 1.0$, $K = N_m = 4$, $N_e = 2$, and $M = 1$ (other results in Section IV in [24]). $R^2(d)$ is averaged over different runs with 10 random trials of the initial state and input sequence. The total $\sum_{d=0}^{\tau} R^2(d)$ increases and obtains the peak value at the onset of the dynamical transition region (1.5 < $\tau B < 2.5$) of the reduced dynamics map $L_\beta$ (Fig. S2(a) in [24]). We further examine the relation between QMC and other model parameters in Fig. 4(b), which displays the average QMC (calculated until $d_{\text{max}} = 10$) as the function of $\alpha$ and $J/B$ at $\tau B = 10.0$. Interestingly, QMC achieves highest values in the region 0.1 < $J/B$ < 0.2, which is referred to the dynamical transition in Figs. S3 and S6 in [24]. These observations can be explained by the difference in the eigenvalues’ distribution of $L_\beta$ (Figs. S2(a) and S3 in [24]). The regime with eigenvalues concentrated near the border of the unit disk leads toward a unitary behavior. Therefore, only a little information of the input state $\beta$ is remained after applying $L_\beta$, which is unfavorable on temporal learning tasks. In contrast, the regime with eigenvalues concentrated near the center of the unit disk guarantees enough information in the input states to be entangled with the QR. Here, the dynamics becomes ergodic and the local observables become functions of a finite number of past inputs. We anticipate that QMC builds up first as the dynamics moves from more unitary to more ergodic regime and obtains the peak at the transition between these regimes [45].

Conclusion and Discussion.— We formulate and propose the general framework for learning tomography of temporal quantum maps acting on quantum data. We establish the concept of quantum memory capacity, which opens opportunities in developing the theoretical magnitude on the quantum time-series processing [46].

The measurement protocol on the reservoir may lead to the effect of back-action, which is the problem of changes in quantum states due to measurement. Each physical implementation can have measures that may successfully work around this problem [47, 48]. One can consider weak measurements on multiple copies of the same systems, such as a huge ensemble of identical molecules in a solid [30, 47]. We can explore the implementation based on ion traps since it is possible to experimentally exploit nontrivial degrees of freedom with the measurements of the spin projections and correlations [49, 50] [51].

To perform tomography of the temporal quantum map depending on long distant past inputs, we need to increase the quantum memory capacity of the reservoir, which can be a bottleneck with more scale of resources such as qubits, observables, and measurements. Therefore, it can be helpful in the resource design if we can quantify in advance the required information process-
The ability of a temporal quantum map, such as how far and what combinations of the past inputs are processed in this map. This directly relates to the information processing framework in input-driven dynamical systems [52, 53] but presents further challenges in the quantum context.
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This supplementary material describes in detail the calculations, the experiments introduced in the main text, and the additional figures. The equation, figure, and table numbers in this section are prefixed with S (e.g., Eq. (S1) or Fig. S1, Table S1), while numbers without the prefix (e.g., Eq. (1) or Fig. 1, Table 1) refer to items in the main text.
I. LEARNING THE TEMPORAL TOMOGRAPHY

The proposed framework for learning the temporal tomography is a quantum extension of the classical reservoir computing (RC) to deal with quantum tasks. In this section, we first explain the principle of RC and then introduce some quantum extensions of RC in a scheme called quantum reservoir computing (QRC).

A. Reservoir Computing

Within machine learning (ML), the reservoir computing (RC) paradigm is a particular form of classical recurrent neural networks with random connectivity that can generate high-dimensional trajectories [1–3]. The crucial principle of RC is based on the modeling for the representation of the input sequence by feeding the input into a dynamical system called the reservoir to encode all relevant nonlinear dynamics. The reservoir is connected to the output by the readout part; only connections in this part are trained without affecting the reservoir dynamics. The RC paradigm is based on the following assumption: no knowledge of the system model, a large collection of measurement of readout, and the possibility to predict the target from the states encoded by the reservoir. Furthermore, the training mechanism is straightforward and computationally efficient, allowing RC to become particularly suitable for hardware implementations in various physical systems [4].

We briefly explain here the standard pipeline of RC. In a general picture, the information processing in RC is described by the input-driven map \( G : S \times X \rightarrow X \subset \mathbb{R}^K \), where \( S \) and \( X \) are the input and the reservoir’s state space, respectively. If we consider an infinite discrete-time input sequence \{\ldots, s_{-1}, s_0, s_1, \ldots\} fed into the reservoir, the reservoir state \( x_n \) is represented by the following recurrent relation:

\[
x_n = G(s_n, x_{n-1}).
\]

(S1)

In this way, the sequence \{\ldots, x_0, x_1, x_2, \ldots\} is the nonlinear transformation of the input sequence via the input-driven map implemented by a dynamical system. Therefore, the training in ML tasks can be separated to the reservoir so that we can reduce the computational cost by selecting a simple training procedure.

The RC paradigm can be used for both temporal and non-temporal supervised learning tasks. In temporal supervised learning tasks, we are given an input sequence \{\ldots, s_0, s_1, \ldots\} and the corresponding target sequence \( \{y_0, \ldots, y_L\} \) where \( y_k \in \mathbb{R}^d \) with \( d \) is the output dimension. An RC system with temporal information processing ability includes a readout map \( h : X \rightarrow \mathbb{R}^d \), where the output signal \( y_n \) is simply obtained from the readout map \( y_n = h(x_n) \) such that \( y_n \approx \hat{y}_n \) (\( n = 1, \ldots, L \)).

The readout map is simply taken as a linear combination of the reservoir states as \( y_n = h(x_n) = w^T x_n \), where \( w \) is the parameter and needs to be optimized. The training to adjust \( w \) is performed by minimizing the error such as the mean-square error between \( y_n \) and \( \hat{y}_n \) over \( n = 1, \ldots, L \):

\[
\text{MSE} = \frac{1}{L} \sum_{n=1}^L \|y_n - \hat{y}_n\|_2^2, 
\]

(S2)

where \( \| \cdot \|_2 \) denotes the Euclidean norm between two vectors in \( \mathbb{R}^d \). For optimal training, a constant bias term \( x_{n,K+1} = 1 \) is added to the reservoir state \( x_n \). A conventional approach is to optimize \( w \) via the linear regression \( \hat{Y} = Xw \), where \( \hat{Y} = [\hat{y}_1, \ldots, \hat{y}_L]^\top \) is the \( L \times d \) target matrix and \( X \) is the \( L \times (K+1) \) matrix that combines reservoir states \( x_1, x_2, \ldots, x_L \) of training data. The optimal value of \( w \) is obtained via the Ridge regression in the matrix form \( \hat{w}^\top = (X^\top X + \eta I)^{-1}X^\top \hat{Y} \). Here, \( \eta \) is a positive constant shifting the diagonals introduced to avoid the problem of the near-singular moment matrix. The trained parameter \( \hat{w} \) is used to generate outputs in the situation where we do not know about the target sequence and can only access the input sequence.

The information processing via the input-driven map is similar in non-temporal learning tasks, but the target in non-temporal ones is not the sequence but a specific value such as a label or a output vector corresponding with given input data. The input data are firstly converted into a sequence to be fed into the reservoir, then the reservoir states obtained from the reservoir dynamics are considered nonlinear features to learn the mapping to the output. The learning task can be regression or classification with respect to the property of output set as dense or discrete, respectively. In this way, the loss function measuring the prediction error can be designed in a flexible way in which we can apply more complicated training algorithms such as support vector machine or heuristic search methods to nonlinear optimization problems.
B. Quantum Reservoir Computing

Quantum reservoir computing (QRC) is one of proposals to exploit the quantum dynamics as a reservoir. Here, a disordered ensemble quantum dynamics system is used as a computational resource with the possibility of processing with an exponentially large number of degrees of freedom. The crucial idea is using a quantum system for obtaining the input-driven map defined in Eq. (S1). This input-driven map depends on the dynamical evolution of the quantum system and the quantum measurements to extract reservoir states from the system. For example, the reservoir can be implemented by a set of interacting qubits in the NMR system [5, 6], a set of interacting quantum harmonic oscillators [10], or even a single nonlinear oscillator driven by a Hamiltonian dynamics [11]. The proof-of-principle experimental demonstrations for QRC are ongoing in the research with promising proposals for the NMR platform [12] and NISQ quantum computers [13, 14].

In our study, we model the QRC approach via the framework of repeated quantum interactions, which can be considered a general approach using the NMR system in Ref. [5]. In the repeated quantum interactions, input sequence is fed via the sequence interactions between reservoir system (called a reduced quantum reservoir) $S$ with an auxiliary system $E$. The dynamical evolution is modeled by the following recurrent relation (Eq. 2 in our main text)

$$\rho_n = \mathcal{L}_{\beta_n}(\rho_{n-1}) = \text{Tr}_E[U(\rho_{n-1} \otimes \beta_n)U^\dagger],$$

(S3)

where $\rho_n, \beta_n$ are the states of $S$ and $E$ for the $n$th interaction, respectively. Here, $U$ is an unitary evolution and $\mathcal{L}_{\beta_n}$ is called the reduced dynamics map, which is a completely positive and trace-preserving (CPTP) map acting on the space $\mathcal{M}_S$ of density matrices in $S$.

One can ask where the mechanism to obtain the nonlinearity is, since even if the evolution is not unitary we still get linear dynamics. In fact, it has been shown that introducing a coherent nonlinearity to quantum evolution means that we can obtain the ability to solve NP-hard problems [15]. Therefore, a more likely way to introduce nonlinearities is to use projective measurements, which are clearly nonlinear operations using the projectors on the space spanned by the basis of the system used in a measurement. In this way, if a local observable $O$ is described by a collection of projectors $\{P_j\}$ as $O = \sum_j a_j P_j$, where $a_j$ are the values of a physical quantity of a measurement associated with $P_j$, the probability to obtain the measurement result $a_j$ is given by $p(a_j) = \text{Tr}[P_j \rho]$. Then, the expectation value of the physical quantity is given by

$$\sum_j a_j p(a_j) = \sum_j a_j \text{Tr}[P_j \rho] = \text{Tr}[O \rho] = \langle O \rangle_\rho.$$  

(S4)

We obtain partial information regarding the state $\rho_n$ of the quantum system $S$ after the $n$th interaction with the environment by measuring local observables $O_1, O_2, \ldots, O_K$ on the state of $S$. Then, the $k$th element $x_{nk}$ of the reservoir states $x_n$ can be calculated as the expectation of the measurement results via $O_k$ on $\rho_n$:

$$x_{nk} = \text{Tr}[O_k \rho_n] = \langle O_k \rangle_{\rho_n}.$$  

(S5)

One can increase the dimension of $x_n$ by performing measurements at multiple times. Between two inputs, $M$ cycles of the unitary evolution are processed and each of them is followed by a measurement. $M$ is called the measurement multiplexity. Thus we obtain $MK$ elements in each reservoir state. After obtaining the reservoir states, the training procedure in QRC is similar to the classical RC.

We note that we can also construct a universal quantum reservoir consisting of multiple and non-interacting quantum reservoirs $S$. For example, let us consider a quantum system $S$ consisting of two non-interacting reduced quantum reservoirs $S_a$ and $S_b$ with the corresponding reduced dynamics maps $\mathcal{L}_a$ and $\mathcal{L}_b$, respectively. Since $S_a$ and $S_b$ are not interacting, a quantum state $\rho$ in $S$ can be displayed as a tensor product

$$\rho = \rho_a \otimes \rho_b,$$

(S6)

where $\rho_a$ and $\rho_b$ are two quantum states in $S_a$ and $S_b$, respectively. Then, the reduced dynamics map $\mathcal{L}$ acting on the space $\mathcal{M}_S$ can be defined as

$$\rho = \rho_a \otimes \rho_b \rightarrow \mathcal{L}(\rho) = \mathcal{L}_a(\rho_a) \otimes \mathcal{L}_b(\rho_b).$$

(S7)

C. Standard Quantum Process Tomography

Before going into the details of learning the temporal tomography, we explain standard quantum process tomography (standard QPT). The following explanation is referenced from Refs. [16, 17].
Suppose Ω(·) is a time-independent quantum channel, which is a completely-positive linear and trace-preserving map from a $D_A$-dimensional Hilbert space $\mathcal{H}_A$ to a $D_B$-dimensional Hilbert space $\mathcal{H}_B$ (for notational simplicity, we take $\mathcal{H}_A \equiv \mathcal{H}_B \equiv \mathcal{H}$ and $D_A = D_B = D$). In principle, Ω(·) can be reconstructed from the measurement data using a proper inversion, since Ω(·) is a linear map. A time-independent Ω(·) can be described using a set of $D^2$ time-independent operators \( \{ E_k \}_{k=1}^{D^2} \) such that

\[
\sum_{k=1}^{D^2} E_k \rho E_k^\dagger = \Omega(\rho),
\]

for an arbitrary $D \times D$-dimensional density matrix $\rho$. To determine $E_k$ from measurement data, it is convenient to choose a description using a basis set of operators $\{ \tilde{E}_k \}_{k=1}^{D^2}$ for the space of $D \times D$-dimensional linear operators. In this case, $E_k = \sum_{m=1}^{D^2} e_{km} \tilde{E}_k$ for $D^2$ complex numbers $e_{km}$. Then, Eq. (S8) becomes

\[
\Omega(\rho) = \sum_{mn} \tilde{E}_m \rho \tilde{E}_n^\dagger \chi_{mn},
\]

where $\chi_{mn} = \sum_k e_{km} e_{kn}$.

If the basis set of operators $\{ \tilde{E}_k \}$ is fixed, then the quantum channel $\Omega$ can be described by a $D^4$-dimensional complex number vector $\chi = (\chi_{mn})$ (called the superoperator). However, due to the completeness relation $\sum_{k=1}^{D^2} E_k^\dagger E_k = I$, we only need $D^4 - D^2$ independent parameters to describe $\chi$. The idea determining $\chi$ is to prepare $D^2$ linearly independent inputs (as the basis set of operators for the space of $D \times D$ operators) $\{ \rho_k \}_{k=1}^{D^2}$ and perform state tomography for the outputs states $\Omega(\rho_k)$. In this case, we often choose $\tilde{E}_k = \rho_k$ since $\rho_k$ are Hermitian operators and valid observables.

Considering an orthonormal basis $\{|m\rangle\}_{m=0}^{D-1}$ of $\mathcal{H}$, a convenience choice for input states is $\rho_k = |m\rangle \langle n|$. Given $|+\rangle = \frac{|m\rangle + |n\rangle}{\sqrt{2}}$ and $|-\rangle = \frac{|m\rangle + |n\rangle}{\sqrt{2}}$, we can express the coherence $|m\rangle \langle n|$ as

\[
|m\rangle \langle n| = |+\rangle \langle +| + |-\rangle \langle -| - \frac{(1+i)}{2} (|m\rangle \langle m| + |n\rangle \langle n|).
\]

Therefore, from the experimental measurements of $\Omega(|m\rangle \langle m|)$, $\Omega(|n\rangle \langle n|)$, and $\Omega(|+\rangle \langle +|)$ and $\Omega(|-\rangle \langle -|)$, we can determine $\Omega(|m\rangle \langle n|)$ due to the linearity of $\Omega$.

We note that every $\Omega(\rho_k)$ can be expressed as a linear combination of the basis states, as

\[
\Omega(\rho_k) = \sum_l \lambda_{kl} \rho_l.
\]

Here, parameters $\lambda_{kl}$ contain the measurement results and can be calculated from state tomography experiments as $\lambda_{kl} = \text{Tr}[\tilde{E}_k \Omega(\rho_l)]$ (since we choose $\tilde{E}_k = \rho_k$). Generally, we can write

\[
\tilde{E}_m \rho_k \tilde{E}_n^\dagger = \sum_l B_{mn,lk} \rho_l,
\]

where the $D^4 \times D^4$-dimensional matrix $B = (B_{mn,lk})$ is determined by the fixed choice of bases $\{ \rho_k \}$ and $\{ \tilde{E}_k \}$. Combining Eq. (S9), Eq. (S11), and Eq. (S12), we have

\[
\sum_l \sum_m \chi_{mn} B_{mn,lk} \rho_l = \sum_l \lambda_{kl} \rho_l.
\]

From the linear independence of the $\rho_l$, it follows that, for each $k$, we have $\sum_m B_{mn,lk} \chi_{mn} = \lambda_{kl}$, or in the matrix form $B \chi = \lambda$, where $\lambda$ is the $D^4$-dimensional vector created from $\{ \lambda_{kl} \}$. Therefore, the superoperator $\chi$ can be described by a proper linear inversion (since we know $B$ and $\lambda$).

In the standard QPT explained above, we must prepare $D^2$ independent inputs $\{ \rho_k \}$ and perform quantum-state tomography for the corresponding outputs $\{ \Omega(\rho_k) \}$. For each $\rho_k$, we must measure the expectation value of the $D^2$ fixed-basis operators $\{ \tilde{E}_k \}$ in the state $\Omega(\rho_k)$ that requires a number copies of $\Omega(\rho_k)$ to obtain a fixed precision for $\chi$. Therefore, the total number of required measurements for standard QPT is $O(D^4)$. Here, we use the term measurement with the implicit meaning of the measurement on an ensemble of identically prepared quantum systems corresponding to a given experimental setting. Furthermore, to solve the linear system $B \chi = \lambda$, we need a huge classical resource to do the inversion of the $D^4 \times D^4$-dimensional matrix $B$. 


A significant different in the applications of QRC approaches compared with the conventional RC is the ability to deal with quantum tasks such as the classification of quantum states as entangled or separable [7], the quantum tomography [8], and the quantum state preparation [9]. While some of the QRC approaches are not proposed for quantum tasks [5, 10, 11], the current proposals of QRC for quantum tasks focused on a static quantum state, which is coupled to the reservoir [7, 8]. Here, our approach based on repeated quantum interactions provides the ability to perform quantum tasks for a sequence of input quantum states where the outputs of these tasks depend on the past input states.

We explain the setting for the temporal quantum map \( \mathcal{F} \) to see the basic difference with the standard QPT. Given a sequence of input quantum states \( \beta_1, \beta_2, \ldots \), a quantum device processes this input sequence via a temporal map \( \mathcal{F} \), where the corresponding output states are \( \mathcal{F}(\beta_1), \mathcal{F}(\beta_2), \ldots \). We assume that the output \( \mathcal{F}(\beta_n) \) only depends on a finite input history. We can think that the action of \( \mathcal{F} \) to the input sequence is equivalent to a function of current and past inputs, which is often seen in classical time-series processing. The density matrix of \( \mathcal{F}(\beta_n) \) can be reconstructed if we can model this action to an accessible input sequence, that is to model the dependency of the current output to the current and past inputs. This is different with the standard QPT, which requires an accessible resource with \( D^2 \) independent input states and the corresponding \( D^2 \) output states to find the general form of the linear map.

In addition, Fig. 1(a) in our main text helps the readers capture the visual concept of the quantum map \( \mathcal{F} \). Here, we consider a stream of unknown quantum channels \( \{ \Omega_n \} \) applied to the input stream where there is a dependency between these channels. We note that \( \mathcal{F} \) is generally not a standard quantum channel, but the output of \( \mathcal{F} \) at each time in the output stream is considered as a coherent superposition or a convex mixture of channels at different times. For example, the latter form can be expressed as

\[
\mathcal{F}(\beta_n) = \frac{1}{Z} \sum_{i=0}^{d} \eta_i \Omega_{n-i}(\beta_{n-i}),
\]

where \( \eta_i \) are unknown non-negative real numbers with \( Z = \sum_{i=0}^{d} \eta_i \) to preserve the trace. This concept of \( \mathcal{F} \) envisions a typical case in the future realization of quantum communication and quantum internet where quantum data can be transmitted via time-dependent quantum channels under a time-delayed effect. The density matrix of \( \mathcal{F}(\beta_n) \) can only be reconstructed if we can model the action of \( \mathcal{F} \) to the input sequence.

In learning the tomography of the temporal quantum map \( \mathcal{F} \), we are given an input sequence of states \( \{ \beta_1, \ldots, \beta_L \} \) and the corresponding target sequence \( \hat{y} = \{ y_1, \ldots, y_L \} \), where \( y_k \) is the real vector form to stack the real and imaginary elements of \( \mathcal{F}(\beta_k) \). In the evaluation stage, we are given an input sequence \( \{ \beta_{L+1}, \ldots, \beta_{L+T} \} \) with the corresponding target \( \{ \hat{y}_{L+1}, \ldots, \hat{y}_{L+T} \} \), where \( \hat{y}_i = \mathcal{F}(\beta_i) \). The reconstructed output sequence is \( \{ y_{L+1}, \ldots, y_{L+T} \} \), which is rearranged in the matrix form \( \{ \sigma_{L+1}, \ldots, \sigma_{L+T} \} \). Due to statistical fluctuations, there are some cases in which the reconstructed matrix \( \sigma_i \) is not positive semidefinite. We project \( \sigma_i \) onto the spectrahedron to obtain a positive semidefinite matrix \( \sigma_i' \) such that the trace of \( \sigma_i' \) is equal to 1 and the Frobenius norm between \( \sigma_i \) and \( \sigma_i' \) is minimized [18]. This technique is considered as projected pseudo-inversion estimator. Other proposals for a density matrix estimator can be found in a survey in Ref. [19].

Regarding the learning mechanism, we assume that we have full tomography for the corresponding output states of \( \mathcal{F} \) in the learning and evaluation phase. Note that the evaluation phase is performed for evaluating the appropriate values of model parameters but is not needed after the model parameters are fixed. The condition for accessible full tomography in the training phase is common and unavoidable in implementing supervised learning methods in quantum tomography, for example, in Refs. [8, 20]. However, this does not defeat the potential advantage of our proposal. After the training procedure, we are able to reconstruct the output \( \mathcal{F}(\beta_n) \) in the sequence by only using a single process of measurements in the reservoir. This is performed without reconfiguring the experimental setup or doing full tomography with a number of identical copies of \( \mathcal{F}(\beta_n) \) for every \( n \). Our framework is general and can be applied for different types of the temporal quantum map \( \mathcal{F} \) without reconfiguring the measurement bases. Those points are significant contributions of our proposal.

Regarding the concept of function \( \mathcal{F} \) in the existing experimental setups, we envision the situation in quantum time-series processing, where a quantum device may output a sequence of quantum states in a time-dependent manner. For example, during the continuous processing of quantum states, the quantum device may generate temporal and input-dependent noise such as quantum noise in temporal fluctuations, which may have temporal effects on the quantum states [21]. Recent experimental studies have shown that decoherence effects experienced by superconducting qubits are characterized by the amplitude damping time \( (T_1) \) and the dephasing time \( (T_2) \), which exhibit a fluctuations behavior [22]. These fluctuations can be included in time-varying quantum channels, which provide a more realistic depiction of decoherence effects than static models in some cases. Furthermore, in quantum optics, the optical quantum states defined in temporal modes, especially in non-Gaussian states, can be manipulated in a time-dependent manner.
using nonlinear optical processes such as three-wave mixing and quantum optical memories [23, 24]. We can think of scattering processes where the quantum device may be optical. Then, sets of initial input mode operators evolve to output mode operators through the interaction with a nonlinear-optical medium driven by one or more external pumps. If these external pumps are controlled in a time-dependent manner or depend on the property of the input mode operators, the quantum device will stand for a temporal quantum map.

Another example of a temporal quantum map is the so-called one-atom maser or micromaser device [25, 26]. Here, excited atoms interact with the photon field inside a high-quality optical cavity. In the situation where the photons suffer a long lifetime, the output of this device can be modeled as a function of the current input atom and the preceding atoms. This situation corresponds to the illustration in Fig. 1 of our manuscript. The effect of a sequence of quantum input to the output of a quantum device has also been demonstrated experimentally for optical fiber channels with fluctuating birefringence [27, 28]. In these experiments, consecutive light pulses undergo strongly correlated polarization transformation that makes the temporal quantum map. We consider the above examples as explicit connections of our proposal with experimental models that capture the fundamental nature of quantum devices. Performing tomography for such devices differs from standard QPT, because the memory effects need to be taken into account.

II. CONVERGENCE ANALYSIS

Since \( \mathcal{F} \) can be considered as a function of past sequences of input quantum states, the framework to learn \( \mathcal{F} \) should have the ability to retain information about recent inputs in their activity. This property in the classical context is known as the fading memory property, mentioned by S. Boyd and L. Chua [29]. The reservoir needs to forget its initial state to ensure the fading memory property. If the effect of the initial state in the reservoir is strong, the response of the reservoir to the same input sequence may be different if the reservoir starts from different initial states. This effect may result in the loss of reproducibility in temporal processing tasks. Therefore, a quantum system with a reproducible temporal information processing ability must produce the trajectories that are robust to small perturbations to the system, i.e., the computations for the same input sequence are independent of its initial state. We refer to this as quantum echo state property (QESP), which is defined in Ref. [30] and mentioned in the convergence property of dissipative quantum systems in Ref. [31].

**Definition S1.** A quantum system used in temporal information processing tasks is said to satisfy the quantum echo state property (QESP) with respect to the distance \( \mathcal{D} \) between quantum states if for any input sequence of length \( L \), it holds that \( \mathcal{D}(\rho^{(1)}_L, \rho^{(2)}_L) \to 0 \) as \( L \to \infty \), where \( \rho^{(1)}_L, \rho^{(2)}_L \) are the states after \( L \) steps corresponding with different initial states \( \rho^{(1)}_0, \rho^{(2)}_0 \).

In the following parts, we consider \( \mathcal{D} \) as the trace distance, or the Schatten 1-norm, defined by 
\[
\mathcal{D}(\rho, \rho') = \|\rho - \rho'\| = \text{Tr}[|\rho - \rho'|]
\]
where \( |A| = \sqrt{A^\dagger A} \) to be the positive square root of \( A^\dagger A \) for any matrix \( A \). Since a CPTP map is a contracting map w.r.t. the trace distance, the density matrices in quantum repeated interactions satisfy decreasing system distinguishability [16] as
\[
\|\rho^{(1)}_n, \rho^{(2)}_n\| \leq \|\rho^{(1)}_{n-1}, \rho^{(2)}_{n-1}\|,
\]
where \( \rho^{(1)}_n, \rho^{(2)}_n \) are the states after \( n \) interactions corresponding with different initial states \( \rho^{(1)}_0, \rho^{(2)}_0 \). We denote \( \Phi_n = \mathcal{L}_{\beta_n} \mathcal{L}_{\beta_{n-1}} \cdots \mathcal{L}_1 \), then \( \Phi_n \) is a CPTP map and \( \rho_n = \Phi_n(\rho_0) \). We are interested in the action of \( \Phi_n \) to study the dynamics of \( \mathcal{S} \), particularly in asymptotic behavior in the limit \( n \to \infty \).

Since the reduced dynamics maps \( \mathcal{L}_{\beta_n} \) do not have in general a common invariant state, we firstly investigate the behavior of the reservoir at ergodic limits. We use here the results developed in Ref. [32] (Theorem 1.3) and Ref. [33] (Theorem 5.2, Proposition 6.3) to get the following result.

**Result S1** (Ergodicity of the reduced quantum reservoir). Let \( \{\beta_n\} \) be a sequence of i.i.d. random quantum states under the main hypothesis that the induced CPTP maps \( \mathcal{L}_{\beta_n} \) have a unique invariant state. Then, for all initial states \( \rho_0 \), the reduced quantum reservoir \( \mathcal{S} \) satisfies the ergodic limit
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \rho_n = \lim_{N \to \infty} \frac{1}{N} \Phi_n(\rho_0) = \rho_{\text{es}},
\]
where \( \rho_{\text{es}} \in \mathcal{M}_S \) is the unique invariant state of the deterministic map \( \mathcal{L}_{E(\beta)} \).

Next, motivated by the theory of ergodic quantum processes in Refs. [34, 35], we derive the following theorem as a sufficient condition for the QESP of a QR.
Result S2. The quantum reservoir \( S \) satisfies the quantum echo state property if the input sequence \( \{\beta_n\} \) is a random ergodic sequence under the main hypothesis that for some \( n \), \( \Phi_n \) is a strictly positive CPTP map with a positive probability. Here, a CPTP map \( \mathcal{L} : \mathcal{M}_S \to \mathcal{M}_S \) is called strictly positive if it sends every positive semidefinite matrix in \( \mathcal{M}_S \) to a positive definite matrix.

Proof.— Since \( \{\beta_n\} \) is an ergodic sequence the sequence of \( \mathcal{L}_\beta_n \) is also ergodic. We drop the notion \( \beta \) for an easy description of the reduced dynamics maps \( \mathcal{L}_\beta_n \) as \( \mathcal{L}_n \). We assume that the sequence of \( \mathcal{L}_n \) is drawn from an ensemble \( \Omega \). Consider the shift map \( \mathcal{T} : \Omega \to \Omega \) such that \( \mathcal{T}(\mathcal{L}_1, \mathcal{L}_2, \ldots) = (\mathcal{L}_2, \mathcal{L}_3, \ldots) \). Due to the ergodic property, \( \mathcal{T} \) is ergodic map, that is, the dynamics generated by \( \mathcal{T} \) starting from a typical sequence will cover \( \Omega \) with full measure. We can write the composition form as

\[
\mathcal{L}_{m+n} \ldots \mathcal{L}_{m+1} = \mathcal{T}^m \circ \Phi_n, \tag{S17}
\]

for any \( n, m \geq 1 \).

For a CPTP map \( \mathcal{L} : \mathcal{M}_S \to \mathcal{M}_S \), let \( c(\mathcal{L}) \) be the smallest number such that \( \|\mathcal{L}(\rho) - \mathcal{L}(\sigma)\| \leq c(\mathcal{L})\|\rho - \sigma\| \) for any \( \rho, \sigma \in \mathcal{M}_S \). Because \( \mathcal{L} \) is contracting w.r.t. \( \|\cdot\| \), such \( c(\mathcal{L}) \) (called the contraction coefficient of \( \mathcal{L} \)) always exists and \( 0 < c(\mathcal{L}) \leq 1 \). We denote \( c_n = c(\Phi_n) \) and have the following inequalities:

\[
\begin{align*}
&c(\Phi_{m+n}) \leq c(\Phi_m)c(\mathcal{L}_{m+n} \ldots \mathcal{L}_{m+1}) \tag{S18} \\
&\ln(c(\Phi_{m+n})) \leq \ln(c(\Phi_m)) + \ln(c(\mathcal{L}_{m+n} \ldots \mathcal{L}_{m+1})) \tag{S19} \\
&\ln(c(\Phi_{m+n})) \leq \ln(c(\Phi_m)) + \ln(c(\mathcal{T}^m \circ \Phi_n)) \tag{S20}
\end{align*}
\]

As \( \ln(c(\Phi_n)) \leq 0 \), the subadditive ergodic theorem guarantees [36] that the following limit exists:

\[
\lim_{n \to \infty} \frac{1}{n} \ln(c(\Phi_n)) = \kappa, \tag{S21}
\]

where \( \kappa \leq 0 \) is given by the limit of expectations over \( \Omega \) (Ref. [37], Lemma 3.2)

\[
\kappa = \lim_{n \to \infty} \frac{1}{n} \mathbb{E} [\ln(c(\Phi_n))] = \inf \frac{1}{n} \mathbb{E} [\ln(c(\Phi_n))]. \tag{S22}
\]

By the hypothesis of the strictly positive map, for some \( n \) we have \( c(\Phi_n) < 1 \) with a positive probability. Therefore, there exists \( n \geq 1 \) such that \( -\infty \leq \frac{1}{n} \mathbb{E} [\ln(c(\Phi_n))] < 0 \), thus \( \kappa < 0 \). From Eq. (S21), there exists a positive \( \mu < 1 \), a constant \( A > 0 \), and \( n_0 \geq 1 \) such that \( c(\Phi_n) \leq A \mu^n \) for all \( n \geq n_0 \). Then,

\[
\|\rho_n^{(1)} - \rho_n^{(2)}\| = \|\Phi_n(\rho_0^{(1)}) - \Phi_n(\rho_0^{(2)})\| \leq c(\Phi_n)\|\rho_0^{(1)} - \rho_0^{(2)}\| \leq A \mu^n \|\rho_0^{(1)} - \rho_0^{(2)}\| \tag{S23}
\]

for all \( n \geq n_0 \), thus \( \|\rho_n^{(1)} - \rho_n^{(2)}\| \to 0 \) as \( n \to \infty \). Therefore, we obtain the QESP. Furthermore, if the system starts from two different states, then the trace distance between the states will decay exponentially to zero.

In some practical situations, result S2 may be too restrictive to be used. We can relax the definition S1 as the following definition.

Definition S2. Given a positive \( \varepsilon \), a quantum reservoir is said to satisfy the \( \varepsilon \)-QESP if for any input sequence there exists a smallest number \( T(\varepsilon) \) such that \( \|\Phi_n(\rho_0^{(1)}) - \Phi_n(\rho_0^{(2)})\| < \varepsilon \) for all \( n \geq T(\varepsilon) \) and all different initial states \( \rho_0^{(1)} \), \( \rho_0^{(2)} \). The maximum \( \varepsilon \)-QESP time scale of the quantum reservoir is the number of time steps that the quantum reservoir must wait to forget its initial state. If we can evaluate this quantity, we can know when to start the learning process after a number of transient time steps. We demonstrate that the \( \varepsilon \)-QESP and the corresponding time scale can be evaluated via the spectrum of the reduced dynamics maps \( \mathcal{L}_n \). First, we consider the case of the constant input \( \beta_n = \beta \) for all \( n \). We have \( \mathcal{L}_n \equiv \mathcal{L} \) for all \( n \) and \( \rho_n = \mathcal{L}^n(\rho_0) \). Any density matrix can be converted into the vector form, which allows us to define a linear space of matrices (Fock-Liouville space) associated with an inner product. Consider an arbitrary density matrix \( \rho = \sum_{i,j} \rho_{i,j} |i\rangle \langle j| \). We can write its vectorized form using the Choi-Jamiolkowski isomorphism as \( \text{vec}(\rho) = \sum_{i,j} \rho_{i,j} |i\rangle \otimes |j| \), which is the same as stacking columns of \( \rho \). The reduced dynamics map \( \mathcal{L} \) can now be expressed as a matrix \( \hat{\mathcal{L}} \), such that \( \text{vec}(\rho_n) = \hat{\mathcal{L}} \text{vec}(\rho_{n-1}) \). The spectrum of \( \mathcal{L} \) can be written as \( 1 = |\lambda_1| \geq |\lambda_2| \geq \ldots \geq |\lambda_n| \), where \( \lambda_j \) is the \( j \)th eigenvalue of \( \hat{\mathcal{L}} \). Because \( \mathcal{L} \) can be a non-Hermitian map, it can have both left and right eigenmatrices. We denote \( L_j \) and \( R_j \) as the left and right eigenmatrices corresponding to eigenvalue \( \lambda_j \), respectively. We choose the
normalization such that $\text{Tr}(L_k R_l) = \delta_{kl}$ for all $1 \leq k, l \leq s$, and $\text{Tr}[R_1] = 1$ (i.e., $L_1$ being the identity $L_1 = I$). Since $\text{vec}(\rho_n) = \hat{L}^n(\text{vec}(\rho_0))$, we have

$$\text{vec}(\rho_n) = \text{vec}(R_1) + \sum_{j=2}^{s} b_j \lambda_j^n \text{vec}(R_j), \quad (S24)$$

where $b_j = \text{vec}(L_j)^\dagger \text{vec}(\rho_0) = \text{Tr}[L_j \rho_0]$. Therefore, if $|\lambda_2|^{-1} > 1$, the steady state $\rho_{ss}$ of the system is unique ($\rho_{ss} = R_1$) with the convergence rate depending on the magnitude of $|\lambda_2|^{-1}$, i.e., $\|\rho_n - \rho_{ss}\| \sim e^{-n/N}$ with $N \sim \frac{1}{\ln|\lambda_2|^{-1}}$. The QESP is satisfied that we can evaluate the $\varepsilon$-QESP time scale as $O\left(\frac{\ln(\varepsilon^{-1})}{\ln(|\lambda_2|^{-1})}\right)$.

Next, we consider the case when the input is a sequence of i.i.d. density matrices. The result S2 provides us the following proposition, which is stated in our main text.

**Proposition S1.** If there exist $n_0$ such that $\mu = \max(c_n) < 1$ for all $n \geq n_0$, where $0 < c_n \leq 1$ is the contraction coefficient of $\hat{L}_s$, then the $\varepsilon$-QESP time scale can be evaluated as $O\left(\frac{\ln(\varepsilon^{-1})}{\ln(|\lambda_2|^{-1})}\right)$.

**Proof.**—In the proof of result S2, for a CPTP map $\hat{L}: M_S \rightarrow M_S$, the contraction coefficient $c(\hat{L})$ denotes the smallest number such that $\|\hat{L}(\rho) - \hat{L}(\sigma)\| \leq c(\hat{L})\|\rho - \sigma\|$ for any $\rho, \sigma \in M_S$. Such $c(\hat{L})$ always exists and $0 < c(\hat{L}) \leq 1$. Since $\mu = \max(c_n) < 1$ for all $n \geq n_0$, we have $c(\Phi_n) \leq A\mu^n < 1$ for some constant $A$ for all $n \geq n_1 \geq n_0$ for some $n_1$. Equation (S23) shows us the result in the proposition.

Proposition S1 gives us a consequence that to obtain a sufficient check for the QESP and to know the $\varepsilon$-QESP time scale, we only need to investigate the contracting coefficient via the spectrum of the reduced dynamics map for random inputs.

To numerically investigate the transient dynamics, we consider a specific system modeled by the transverse field Ising model, where the Hamiltonian is given by

$$H = -\sum_{i>j=1}^{N} J_{i,j} \hat{s}_{i}^x \hat{s}_{j}^x - B \sum_{j} \hat{s}_{j}^z. \quad (S25)$$

Here, $B$ is the natural frequency of $1/2$-spins represented for qubits. $\hat{s}_{j}^\gamma \ (\gamma \in \{x, y, z\})$ are the Pauli operators measuring the qubit $j$ along the $\gamma$ direction, which can be described as an $N$-tensor product of $2 \times 2$-matrices as

$$\hat{s}_{j}^\gamma = I \otimes \ldots \otimes \hat{s}_{j}^\gamma \otimes \ldots \otimes I, \quad (S26)$$

where $I = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$, $\hat{s}_{j}^x = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$, $\hat{s}_{j}^y = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}$, and $\hat{s}_{j}^z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}$. The coupling coefficients $J_{ij}$ between spins can be randomly selected or fixed depending on the distance of interaction. To describe our QR, we assume that the
auxiliary system $E$ includes the first $N_e$ spins where the remaining $N_m = N - N_e$ spins form the reservoir $S$. We present the setting of power-law decaying for $J_{ij}$ and frequency $B$ corresponding with the physical implementation in a trapped-ion quantum simulation [38–40]. Here, $J_{ij} = J|i-j|^{-\alpha}/N(\alpha)$ with an interaction strength $J$, power coefficient $0 < \alpha < 3$, and normalization constant $N(\alpha) = \frac{1}{N - 1} \sum_{i>j} |i-j|^{-\alpha}$. The coupled system $(S,E)$ is a closed system with the total Hamiltonian $H$ unchanged during each interaction. We consider the model parameters $\alpha = 1.0, J = B = 1.0$, and the unitary $U = \exp(-i\tau H)$, where $\tau$ is the interaction time.

The top panel of Fig. S1 shows the values of $1/|\lambda_2|$ according to the normalized interaction time $\tau B$ for 100 random reduced dynamics maps $L_\beta(\rho) = \text{Tr}_E[U(\rho \otimes \beta)U^\dagger]$ with $N_m = 4, N_e = 2$. Here, $\beta$ is drawn from an ensemble of Haar random pure states of dimension $2^{N_e}$. The QESP is satisfied in values of $\tau B$ such as all values of $1/|\lambda_2|$ are higher than 1. Furthermore, the higher $1/|\lambda_2|$ leads to the smaller $\varepsilon$-QESP time scale. We then fix a random input sequence and investigate the trajectories of the average magnetization $\langle m_j \rangle = \text{Tr}[\hat{m}_j \rho_{ss}]$, where $\hat{m}_j = \frac{1}{N_m} \sum_j \hat{s}_j^j$ are the average spin operators at $\gamma \in \{x,y,z\}$ directions in $S$. The trajectories begin with 500 random initial states of $S$. The fluctuations reduce as the number $n$ of interactions increases. This reduction is faster as the $\varepsilon$-QESP scale is smaller, as illustrated in Fig. S1 with $\tau B = 2.0$ and $\tau B = 10.0$.

III. METASTABILITY ANALYSIS

In this section, we derive the metastability of the reservoir dynamics. Metastability is a characteristic feature of the dynamics of a slow relaxing system with the partial relaxation into long-lived states before eventual decay to the true stationary state. Metastability appears due to the separation of time scales in the dynamics; therefore, different initial states of the system will relax to different metastable states in the transient dynamics before eventual relaxation to the true stationary state. The metastability in open quantum systems has been studied in Ref. [41]. Here, we formulate the metastability in our quantum reservoir framework.

First, we consider the case of constant input $\beta_n = \beta$ for all $n$. The reduced dynamics map is represented by a fixed CPTP map $L$ with the spectrum $1 = |\lambda_1| \geq |\lambda_2| \geq \ldots \geq |\lambda_s|$, where $\lambda_j$ is the $j$th eigenvalue of $L$. We observe that each $\lambda_j$ such that $|\lambda_j| < 1$ represents a time scale of the system. Let us assume that $|\lambda_2| < 1$ and there is a large separation between $|\lambda_2|$ and $|\lambda_{m+1}|$ in the spectrum of $L$ as $1 = |\lambda_1| \geq \ldots \geq |\lambda_s| \gg |\lambda_{m+1}| \geq \ldots \geq |\lambda_s|$. This separation corresponds to two scales defined by $N_1 = \ln(|\lambda_{m+1}|^{-1})$ and $N_2 = \ln(|\lambda_2|^{-1})$. The range $N_1 \ll n \ll N_2$ defines the range where the metastability occurs and the system relaxes into a state in metastable manifold (MM), which we can consider as an effective dimensional reduction. In the metastable regime, the dynamics will be described via the motion in the MM towards the true stationary state, which is reached at $n \gg N_2$.

The MM is a convex subset of the system states on which the long transient dynamics takes place. From Eq. (24), the projection $P$ of $\rho_n$ onto the MM is given by

$$P\rho_n = \rho_{ss} + \sum_{j=2}^m \text{Tr}[\rho_n L_j] R_j.$$

The evolution of dynamics in this MM is described by the effective reduced dynamics map $L_{\text{eff}} = PCP$, which is the projection of $L$ on the MM. In this sense, MM can be regarded as being $(m-1)$ dimensional simplex, but each point in this manifold represents a density matrix in $\mathcal{M}_S$. The general structure for MM is discussed in Ref. [41], where MM is determined by a subset in $\mathbb{R}^{m-1}$ given by the coefficients bounded by the maximum and minimum eigenvalues of the relevant left eigenmatrices $L_j$ for $1 \leq j \leq m$.

From the perspective in temporal processing of the quantum reservoir, the higher-dimensional the MM the longer effects of the reservoir’s initial states remained in the processing stream to hamper the QESP. In contrast, if the dynamics is characterized in a low-dimensional MM, the effects of the initial states are reduced faster and the local observables remain in a relaxation behavior that only depends on a finite number of history input states. This is favorable for the fading memory property of the system and enhances the performance of temporal learning tasks.

To understand the transient dynamics, we consider a specific case when the large separation occurs at $m = 2$. Here, the MM is a one-dimensional simplex, and the metastable states for this case can be considered as a linear combination of the states at end points of the MM, which are called extreme metastable states (EMSs) [41]. These EMSs are defined as follows:

$$\tilde{\rho}_1 = \rho_{ss} + v_2^{\text{max}} R_2, \quad \tilde{\rho}_2 = \rho_{ss} + v_2^{\text{min}} R_2,$$

where $v_2^{\text{max}}$ and $v_2^{\text{min}}$ are the maximal and minimal eigenvalues of $L_2$, which are real numbers since $L_2$ is a Hermitian matrix. Because $L_2$ and $\rho_{ss}$ are different eigenmodes of $L$, we obtain the orthogonality as $\text{Tr}[L_2 \rho_{ss}] = 0$. From Lemma
II.1 in Ref. [42] and since $L_2$ is a Hermitian matrix and $\rho_{ss}$ is a Hermitian and positive semi-definite matrix, we obtain the following inequality:

$$v_2^{\min} \Tr[\rho_{ss}] \leq \Tr[L_2 \rho_{ss}] \leq v_2^{\max} \Tr[\rho_{ss}], \tag{S29}$$

Because $\Tr[\rho_{ss}] = 1$ and $L_2$ is not a zero matrix, we have $v_2^{\min} \leq 0$, $v_2^{\max} \geq 0$, and $v_2^{\max} - v_2^{\min} > 0$.

The projection of a quantum state $\rho$ onto the MM is a linear combination of the extreme metastable states as

$$\mathcal{P} \rho = p^{(1)} \hat{\rho}_1 + p^{(2)} \hat{\rho}_2, \tag{S30}$$

where $p^{(1,2)} = \Tr[P_{1,2} \rho]$, and $P_{1,2}$ are the matrices defined by

$$P_1 = \frac{L_2 - v_2^{\min} I}{\Delta v_2} \quad \text{and} \quad P_2 = \frac{-L_2 + v_2^{\max} I}{\Delta v_2}, \tag{S31}$$

where $\Delta v_2 = v_2^{\max} - v_2^{\min}$. These matrices satisfy $P_{1,2} \geq 0$ and $P_1 + P_2 = I$. Therefore $P_{1,2}$ constitute a POVM. Furthermore, the EMs $\hat{\rho}_1$ and $\hat{\rho}_2$ are approximately disjoint (see Supplemental Material in Ref. [41]).

As the number of interactions $n \gg N_1$, the quantum reservoir dynamics can be captured by the effective long transient dynamics in the MM. The reservoir state corresponding with the measurement of an observable $O$ after the $n$th interaction can be calculated as

$$\langle O \rangle_{\rho_n} = \sum_i p_n^{(i)} \Tr[O \hat{\rho}_i]. \tag{S32}$$

In our quantum reservoir, the projection of $\rho_n$ after the $n$th interaction is

$$\mathcal{P} \rho_n = p_n^{(1)} \hat{\rho}_1 + p_n^{(2)} \hat{\rho}_2. \tag{S33}$$

We can project both the left and right side of the formula $\rho_{n+1} = \mathcal{L}(\rho_n)$ to the MM and obtain

$$p_{n+1}^{(1)} \hat{\rho}_1 + p_{n+1}^{(2)} \hat{\rho}_2 = p_n^{(1)} \mathcal{L}(\hat{\rho}_1) + p_n^{(2)} \mathcal{L}(\hat{\rho}_2). \tag{S34}$$

Since $\lambda_2$ is the eigenvalue of $\hat{\mathcal{L}}$ with the corresponding right eigenmatrix $R_2$, we have

$$\mathcal{L}(\hat{\rho}_1) = \rho_{ss} + v_2^{\max} \lambda_2 R_2 = \lambda_2 \hat{\rho}_1 + (1 - \lambda_2) \rho_{ss} \tag{S35}$$

$$= \frac{1}{\Delta v_2} \left\{ \lambda_2 v_2^{\max} - v_2^{\min} \hat{\rho}_1 + (1 - \lambda_2) v_2^{\max} \hat{\rho}_2 \right\},$$

$$\mathcal{L}(\hat{\rho}_2) = \rho_{ss} + v_2^{\min} \lambda_2 R_2 = \lambda_2 \hat{\rho}_2 + (1 - \lambda_2) \rho_{ss} \tag{S36}$$

$$= \frac{1}{\Delta v_2} \left\{ (1 - \lambda_2) v_2^{\min} \hat{\rho}_1 + v_2^{\max} - \lambda_2 v_2^{\min} \hat{\rho}_2 \right\}.$$

From Eqs. (S33)–(S36), the evolution dynamics on the MM can be described by the dynamics of $p_n = \begin{bmatrix} p_n^{(1)} \\ p_n^{(2)} \end{bmatrix}$ as

$$p_{n+1} = \frac{1}{\Delta v_2} \begin{bmatrix} \lambda_2 v_2^{\max} - v_2^{\min} & -(1 - \lambda_2) v_2^{\min} \\ (1 - \lambda_2) v_2^{\max} & v_2^{\max} - \lambda_2 v_2^{\min} \end{bmatrix} p_n, \tag{S37}$$

or

$$\Delta p_n = p_{n+1} - p_n = A_{\text{eff}} p_n, \tag{S38}$$

where

$$A_{\text{eff}} = \frac{1 - \lambda_2}{\Delta v_2} \begin{bmatrix} -v_2^{\max} & -v_2^{\min} \\ v_2^{\max} & v_2^{\min} \end{bmatrix}. \tag{S39}$$

Because $v_2^{\max} \geq 0$ and $v_2^{\min} \leq 0$ are real numbers, from Eq. (S38) we note that $\lambda_2$ must be real. Furthermore, since we assume that $|\lambda_2| < 1$, the matrix $A_{\text{eff}}$ has non-positive diagonal terms and non-negative off-diagonal terms. The sum of entries in each column in $A_{\text{eff}}$ is equal to 0. Therefore, $A_{\text{eff}}$ can be considered as a generator of a discrete-time
FIG. S2. (a) (Top) The values of $\langle |\lambda_{k+1}|/|\lambda_k| \rangle$ for 100 random reduced dynamics maps $L_\beta$ with $N_m = 4, N_e = 2, \alpha = 1.0, J/B = 1.0$. The solid line depicts the median value of the ensemble of dynamics maps. (Bottom) The distribution of eigenvalues in the unit disk at $\tau B = 0.5, 1.5, 2.5, 5.0, 10.0$. (b) (Top) The distance ratio between the trace distance of final states $\Phi_n(\rho_0^{(1)}), \Phi_n(\rho_0^{(2)})$ and the trace distance of initial states $\rho_0^{(1)}, \rho_0^{(2)}$ for the number of interaction steps going from $n = 10$ (purple line), $n = 20, 30, \ldots$ to $n = 100$ (green line). This ratio is averaged over 100 different pairs of initial states keeping $\|\rho_0^{(1)} - \rho_0^{(2)}\| > 0.5$. All values below the threshold of $10^{-10}$ are kept to this minimum value for clear visualization. (Bottom) The distance ratio as the function of $\tau B$ and $n$. The levels of the ratio are indicated by the color bar.

FIG. S3. (Top) Values of $\langle |\lambda_{k+1}|/|\lambda_k| \rangle$ as the function of $J/B$ and $\alpha$ with $\tau B = 10.0$. The solid lines and the shaded areas indicate the median values and the confidence intervals (one standard deviation) calculated in the ensemble of 100 random $L_\beta$. (Bottom) Examples of the distribution in the unit disk of eigenvalues of the reduced dynamics maps $L_\beta$ at $\alpha = 1.0, J/B = 0.1, 0.2, 0.5, 1.0, 2.0$. 
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Markov chain induced from states in the MM. This generator describes the classical stochastic dynamics between two metastable states $\tilde{\rho}_1$ and $\tilde{\rho}_2$, and for $n \to \infty$ we obtain the probabilities corresponding to the stationary state $\rho_{\text{ss}}$.

In the numerical analysis with the model in Eq. (S25), we further investigate the eigenvalues’ distribution of the reduced dynamics map $L_\beta$. We first measure the ratios in absolute values between two consecutive eigenvalues as $r_k = |\lambda_{k+1}|/|\lambda_k|$, which indicate the separation of time scales in the dynamics. In Fig. S2(a), the top panel shows the expectation value of $r_k$ over $k$ according to the normalized time $\tau B$ for 100 random $L_\beta$ with $N_m = 4, N_e = 2$. The bottom panel of Fig. S2(a) displays exemplary distributions of eigenvalues for $\tau B = 0.5, 1.5, 2.5, 5.0, \text{and } 10.0$.

To examine the convergence property, in the top panel of Fig. S2(b), we plot the distance ratio between the trace distance of final states $\Phi_n(\rho_0^{(1)}), \Phi_n(\rho_0^{(2)})$ and the trace distance of initial states $\rho_0^{(1)}, \rho_0^{(2)}$ for the number of interaction steps going from $n = 10$ (purple line), $n = 20, 30, \ldots$ to $n = 100$ (green line). This ratio is averaged over 100 different pairs of initial states maintaining $\|\rho_0^{(1)} - \rho_0^{(2)}\| > 0.5$. In the bottom panel of Fig. S2(b), the calculated ratios are displayed as the function of $\tau B$ and the number $n$ of interactions, where the color bar indicates the levels of ratios. Similarly, Fig. S2(c) indicates values of $\langle |\lambda_{k+1}|/|\lambda_k| \rangle$ as the function of $J/B$ and $\alpha$ with $\tau B = 10.0$, and examples of the eigenvalues’ distribution of the reduced dynamics maps $L_\beta$ at $\alpha = 1.0, J/B = 0.1, 0.2, 0.5, 1.0, \text{and } 2.0$.

If the eigenvalues are close to the unit border or $r_k$ are close to 1, $L_\beta$ reduces toward a unitary map and the QR relaxes into a state on a high-dimensional MM. Such long transient dynamics makes the QR retain the information of its initial states on the MM. In terms of fading memory, if $L_\beta$ reduces toward a unitary map, then only a little information of the input state $\beta$ is remained in the reservoir state after applying the reduced dynamics map $L_\beta$. Therefore, the fading memory property is not enhanced in this “more unitary” behavior. We observe the dynamical transition ($1.5 < \tau B < 2.5$) from high values to a stable range of $\langle r_k \rangle$. In the stable range, more eigenvalues are moved near the center of the unit disk, the effects of initial states are reduced, and the dynamics will be characterized by lower-dimensional MMs in a “more ergodic” phase. This phase guarantees enough information in the input states to be entangled with the reservoir. The local observables then become functions of a finite number of past input states with the fading memory property. As demonstrated in the bottom panel of Fig. S2(b), the convergence property is also enhanced in this phase. We observe the similar dynamical transition in Fig. S3, where the dynamics goes from more unitary ($J/B < 0.1$) with slower relaxation to more ergodic behavior ($J/B > 0.2$) with faster relaxation.
IV. QUANTUM MEMORY CAPACITY

The capacity to reconstruct the previous $d$ steps of the input states is evaluated via the square of the distance correlation [43] between the output $\{\sigma_n\}$ and the target $\{\hat{\sigma}_n\} = \{\beta_{n-d}\}$:

$$R^2(d) = \frac{\mathcal{V}^2(\{\sigma_n\}, \{\hat{\sigma}_n\})}{\sqrt{\mathcal{V}^2(\{\sigma_n\}, \{\sigma_n\})\mathcal{V}^2(\{\hat{\sigma}_n\}, \{\hat{\sigma}_n\})}}.$$ (S40)

Here, $\mathcal{V}^2(\{\rho_n\}, \{\sigma_n\})$ represents the squared distance covariance of random sequences of density matrices $\{\rho_n\}, \{\sigma_n\}$.

The squared distance covariance $\mathcal{V}^2(\{\rho_n\}, \{\sigma_n\})$ is calculated from all pairwise distances $A(\rho_j, \rho_k)$ and $A(\sigma_j, \sigma_k)$ for $j, k = 1, 2, \ldots, n$. Here, the distance $A(\rho, \sigma) = \arccos \frac{\rho^{1/2} \sigma^{1/2}}{\sqrt{\text{Tr}[\rho^{1/2} \sigma^{1/2}]}}$ for given density matrices $\rho$ and $\sigma$ is defined as the angle induced from the fidelity $F(\rho, \sigma) = \text{Tr}[\sqrt{\sqrt{\rho} \sigma \sqrt{\rho}}]$. We construct the distance matrices for $\{\rho_n\}$ and $\{\sigma_n\}$ as $(R_{jk})$ and $(S_{jk})$ with the elements $R_{jk} = A(\rho_j, \rho_k)$ and $S_{jk} = A(\sigma_j, \sigma_k)$. We take all double centered distances

$$r_{j,k} = R_{j,k} - \bar{R}_j - \bar{R}_k + \bar{R},$$
$$s_{j,k} = S_{j,k} - \bar{S}_j - \bar{S}_k + \bar{S},$$

where $\bar{R}_j$ and $\bar{R}_k$ are the $j$th row mean and the $k$th column mean, respectively, and $\bar{R}$ is the grand mean of the distance matrix $(R_{jk})$ (the same notations for $S$). The squared distance covariance is the arithmetic average of the products $r_{j,k}s_{j,k}$

$$\mathcal{V}^2(\{\rho_n\}, \{\sigma_n\}) = \frac{1}{n^2} \sum_{j=1}^n \sum_{k=1}^n r_{j,k}s_{j,k}.$$ (S43)

The distance covariance and correlation are developed for measuring the dependence and testing independence between two random vectors [43]. In the definition of $R^2(d)$, we are interested in the empirical distance covariance and correlation to study the serial dependence between $\{\sigma_n\}$ and $\{\hat{\sigma}_n\} = \{\beta_{n-d}\}$. Here, $0 \leq R^2(d) \leq 1$, and $R^2(d) = 1$ if we can find some linear transformation from the output sequence $\{\sigma_n\}$ to the target sequence $\{\hat{\sigma}_n\}$. In contrast, $R^2(d) = 0$ implies that the system cannot reconstruct the previous $d$ steps of the inputs because the output and the target sequences are completely independent. We define $R^2(d)$ as the quantum memory function of the quantum reservoir to represent the fraction of distance variance explainable in a sequence of states by other. We then define the quantum memory capacity as $QMC = \sum_{d=0}^{\infty} R^2(d)$ to measure how much distance variance of the delay input states can be recovered from reconstructed output states, summed over all delays.

QMC is motivated from the memory capacity in classical reservoir computing [44] and is generally proposed here as a standard quantity to compare the temporal processing capacity of quantum devices. We note that without the condition of the quantum states, $\sigma_n$ and $\hat{\sigma}_n$ can be written in the vector form, and QMC can be defined in a same way with the classical memory capacity in Ref. [1] and Definition 1 in Ref. [45]. In this situation, QMC is bounded by the number of elements $(MK)$ in each reservoir state if the input states are i.i.d. We hypothesize that this bound is still true for the definition of $R^2(d)$ and QMC in our framework.

Figure S4 shows QMC as a function of $\tau B$ broken down in values of $d$ ($0 \leq d \leq 7$) with the model parameters $\alpha = 1.0, J = 1.0, J/B = 1.0$, and $N_e = 2, N_m = 4$. Here, the number of observables is set to $K = N_m$ if we only select the observables as spin projections $O_j = \hat{s}^z_j$ for all $j$, and to $K = N_m(N_m + 1)/2$ if we further select the observables as two-spins correlations $\hat{s}^x_i\hat{s}^x_j$ for all $i < j$. The first 1000 time steps are excluded for initial transients to satisfy the QESP. The training and evaluating are performed with 3000 and 1000 time steps, respectively. The value of $R^2(d)$ is averaged over different runs with ten random trials of the initial state and input sequence. This value is faded out as increasing the delay $d \geq 7$. This value is increased as increasing the measurement multiplexity $(M)$ and the number of observables $(K)$ to obtain high fidelities in tomography tasks. We note that increasing $M$ may be more realistic since it appears difficult to find many physical quantities that can be measured in the physical implementation. However, related to the quantum Zeno effect [46], we should not set the value $\tau B/M$ as too small, since in this case, the time evolution slows down and the frequent measurements force the quantum state to remain in a projected subspace.

We plot other numerical results for QMC in Figs. S5–S8. In these numerical simulations, the first 1000 time steps are excluded for initial transients to satisfy the QESP. The training and evaluating are performed with 3000 and 1000 time steps, respectively. The capacity is averaged over ten random trials of input sequences and initial states.
FIG. S4. The quantum memory capacity $\sum d R^2(d)$ broken down in different $d$ ($0 \leq d \leq 7$) according to $\tau_B$ with $\alpha = 1.0, J = 1.0, J/B = 1.0, N_e = 2, N_m = 4$, and different values of measurement multiplexity $M$ and number $K$ of observables.

FIG. S5. Quantum memory capacity (QMC) for sequences of i.i.d. two-qubit states of the quantum reservoir modeled in Eq. (S25) according to the normalized interaction time $\tau_B$ and the number $N_m$ of qubits in the reservoir. Other model parameters are $\alpha = 1.0, J = 1.0, J/B = 1.0$. QMC is calculated until $d_{\text{max}} = 20$. The lines depict the average QMC across 10 sequences of i.i.d. input states. The shaded areas indicate the confidence intervals (one standard deviation) calculated in the same ensemble of runs.
FIG. S6. (Top) Quantum memory capacity (calculated until $d_{\text{max}} = 10$) as the function of model parameters $\alpha$ and $J/B$ with $N_e = 2$, $N_m = 4$, and $\tau B = 10.0$. (Bottom) The value $\langle |\lambda_{k+1}|/|\lambda_k| \rangle$ over $k$ as the function of model parameters.

FIG. S7. (Top) Quantum memory capacity (calculated until $d_{\text{max}} = 10$) as the function of model parameters $\alpha$ and $J/B$ with $N_e = 2$, $N_m = 4$, and $\tau B = 5.0$. (Bottom) The value $\langle |\lambda_{k+1}|/|\lambda_k| \rangle$ over $k$ as the function of model parameters.

FIG. S8. (Top) Quantum memory capacity (calculated until $d_{\text{max}} = 10$) as the function of model parameters $\alpha$ and $J/B$ with $N_e = 2$, $N_m = 4$, and $\tau B = 2.0$. (Bottom) The value $\langle |\lambda_{k+1}|/|\lambda_k| \rangle$ over $k$ as the function of model parameters.
V. RESULTS ON THE TEMPORAL TOMOGRAPHY TASKS

A. Convex mixture of quantum channels in times

Given a sequence of input states $\beta_1, \beta_2, \ldots$ in a Hilbert space $\mathcal{H}_A$ with the dimension $D_A$, we consider the temporal map $F$ as

$$F(\beta_n) = \frac{1}{Z} \sum_{i=0}^{d} \eta_i \Omega_{n-i}(\beta_{n-i}), \quad (S44)$$

where $\Omega_1, \Omega_2, \ldots$ is a sequence of unknown quantum channels from $\mathcal{H}_A$ to another Hilbert space, and $\eta_0, \eta_1, \ldots, \eta_d$ are unknown non-negative real numbers with $Z = \sum_{i=0}^{d} \eta_i$ to preserve the trace. Our objective is to characterize $F$ from the measurement data. If $\eta_i = 1$ for all $i$, we can consider $F$ as a quantum version of the simple moving average filter for a sequence of quantum channels $\Omega_1, \Omega_2, \ldots$ acting on the input states. If $\eta_i = (d + 1 - i)$ for all $i$, we have a weighted moving average filter. If $\eta_d = 1$ and $\eta_i = 0$ for $i \neq d$, we have a memory-based reconstruction of the channel applied on $d$-delay quantum states. In our demonstration, we set $\Omega_n$ as a time-dependent depolarizing quantum channel $\Omega_n(\beta) = p_n \frac{I}{2} + (1-p_n)\beta$. The depolarizing probability $p_n$ is formulated as the rth-order nonlinear dynamical output $p_n = \kappa p_{n-1} + \eta p_{n-1} \left( \sum_{j=0}^{r-1} p_{n-j-1} \right) + \gamma u_{n-r+1} u_n + \delta$, where $r = 10, \kappa = 0.3, \eta = 0.04, \gamma = 1.5$, and $\delta = 0.1$. Here, $\{u_n\}$ is a random sequence of scalar values in $[0, 0.2]$ to set $p_n$ into the stable range in $[0, 1]$. The sequence $\{p_n\}$ resembles the NARMA benchmark [47], which is commonly used for evaluating the computational capability of temporal processing with long time dependence. Furthermore, the sequence $\{u_n\}$ is randomly generated with the same random seed used for generating the input sequence and initial state. We confirm that the fidelity is larger than 94% even with $N$ two-spins correlations $\hat{\sigma}_i^z \hat{\sigma}_j^z$ for all $i < j$. The error is averaged over ten different runs with random trials of the input sequence and initial state. The fidelity is larger than 94% even with $N_e = 3$ qubits and $N_m = 4, 5$.

We further compare our method with the classical baseline method, which uses linear regression for the sequence of input density matrices to obtain the sequence of output density matrices. Therefore, this baseline method does not have memory effect to emulate the recurrent relation in the temporal quantum map. In the classical baseline method, we assume that we can obtain full tomography of input states, which is not required in our method. Instead of using the measurement results in the quantum reservoir, reservoir state $x_n$ is constructed directly from the vector form of $\beta_n$ by stacking the real and imaginary parts in the corresponding density matrix. The readout map and training process are the same as our method. In Fig. S12(b), we compare our method with the baseline method in
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FIG. S9. Contour plots of a temporal forecast with the absolute difference between the target and the prediction for the reconstruction of delayed depolarizing quantum map with delay time $d = 5$, $N_m = 5$, and $N_e = 1$. Other model parameters are $\alpha = 1.0$, $J = 1.0$, $J/B = 1.0$, and $\tau B = 2.0$. At each time point, the $2 \times 2$ density matrix is represented as a vector with 8 elements by stacking the real and imaginary parts. The red points in the plots with green-yellow color maps (with right y-axis) represent the fidelities at each time point between the target and the predicted state.

terms of tomography error ($1.0 - \text{RMSF}$) for the reconstruction task of $F(\beta_n) = \Omega_{n-1}(\beta_{n-1})$ for different values of $N_e, N_m$, and $K$. We confirm that our method with short-term memory property outperforms the baseline method for all settings of $N_e, N_m$, and $K$. We note that our method does not need to perform full tomography for input states as the baseline method but rather perform measurements with a single and controllable setup for a quantum reservoir to obtain the reservoir states to train the recurrent relation in the temporal quantum map.
FIG. S10. Contour plots of a temporal forecast with the absolute difference between the target and the prediction for the reconstruction of a simple moving average filter for a sequence of depolarizing quantum channels with delay time $d = 5$, $N_m = 5$, and $N_e = 1$. Other model parameters are $\alpha = 1.0$, $J = 1.0$, $J/B = 1.0$, and $\tau B = 2.6$. At each time point, the $2 \times 2$ density matrix is represented as a vector with 8 elements by stacking the real and imaginary parts. The red points in the plots with green-yellow color maps (with right y-axis) represent the fidelities at each time point between the target and the predicted state. Here, the input states jump to a new random quantum state every 20 time steps, thus introducing temporal dependencies between input states.
FIG. S11. Fidelities as functions of $N_m$, $N_e$, and the normalized interaction time $\tau_B$ for the memory-based reconstruction of delayed depolarizing quantum map $F(\beta_n) = \Omega_{n-d}(\beta_{n-d})$ with delay $d = 1$. The levels of fidelity values are indicated by the color bars.

FIG. S12. (a) Tomography errors ($1.0 - \text{RMSF}$) for input states of $N_e = 3, 4$ qubits and the quantum reservoir of $N_m = 4, 5$ qubits as functions of $\tau_B$ for the reconstruction of delayed depolarizing quantum map $F(\beta_n) = \Omega_{n-d}(\beta_{n-d})$ with $d = 1$. Other model parameters are $\alpha = 1.0, J/B = 1.0$. (b) Tomography errors of the baseline and our method for different $N_e, N_m$, and $K$ at $\tau_B = 10.0$. 
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FIG. S13. The concept of a quantum switch $S(N_1,N_2)$ with two quantum channels $N_1$ and $N_2$. Depending on an independent control state $\rho_c$, the quantum switch acts on a state $\rho$ to return the output. (a) If $\rho_c = |0\rangle \langle 0|$, the quantum switch returns the state $N_1^2(N_1(\rho)) \otimes |0\rangle \langle 0|$. (b) If $\rho_c = |1\rangle \langle 1|$, the quantum switch returns the state $N_2^2(N_2(\rho)) \otimes |1\rangle \langle 1|$. (c) When the control qubit is in a superposition of $|0\rangle$ and $|1\rangle$, the quantum switch returns a correlated state as the result of $N_1$ and $N_2$ acting on $\rho$ in a quantum superposition of two alternative orders. We said that quantum channels $N_1$ and $N_2$ are in a superposition of causal orders whose input and output are $\rho \otimes \rho_c$ and $S(N_1, N_2)(\rho \otimes \rho_c)$, respectively.

B. Quantum switch: a superposition of quantum channels in times

We perform the tomography of a novel quantum primitive called the quantum switch, which is a superposition of two alternative orders of quantum channels. It is proposed in Ref. [48] and then followed by experimental demonstrations [49–53]. In the classical counterpart in the communication network, a switch is an operation of control that can route a target system through two classical channels $C_1$ and $C_2$ in series following one causal order ($C_1$ then $C_2$) or the other ($C_2$ then $C_1$). The big difference in the quantum switch is that it induces entirely new quantum trajectories, where the order of the two operators is indefinite.

Technically, a quantum switch takes two quantum channels $N_1$ and $N_2$ as inputs and creates a new channel $S(N_1, N_2)$, which uses the channels $N_1$ and $N_2$ in an order that is entangled with the state of a control qubit. Under an independent control state $\rho_c$, the quantum switch acts on a state $\rho$ as $S(N_1, N_2)(\rho \otimes \rho_c)$. If $\rho_c = |0\rangle \langle 0|$, the channel $S(N_1, N_2)$ returns the state $N_1^2(N_1(\rho)) \otimes |0\rangle \langle 0| [\text{Fig. S13(a)}]$; if $\rho_c = |1\rangle \langle 1|$, the channel $S(N_1, N_2)$ returns the state $N_2^2(N_2(\rho)) \otimes |1\rangle \langle 1| [\text{Fig. S13(b)}]$. When the control qubit is in a superposition of $|0\rangle$ and $|1\rangle$, the channel returns a correlated state as the result of $N_1$ and $N_2$ acting on $\rho$ in a quantum superposition of two alternative orders [Fig. S13(c)]. It was shown that the quantum switch cannot be realized where the order of the two channels $N_1$ and $N_2$ is fixed [54]. This intriguing setup is used to perform communication tasks that are impossible in conventional quantum Shannon theory. For example, it was shown that the quantum switch created from two identical copies of a completely depolarizing channel could transmit information that is impossible when the order is fixed or even correlated with a classical variable [55].

We denote the Kraus operators of channels $N_1$ and $N_2$ as $\{K^{(1)}_i\}$ and $\{K^{(2)}_j\}$, respectively. We can express $N_1 = \sum_i K^{(1)}_i \rho K^{(1)}_i$ and $N_2 = \sum_j K^{(2)}_j \rho K^{(2)}_j$. The Kraus operators of $S(N_1, N_2)$ acting on a target quantum state $\rho$ and a control state $\rho_c$ are defined as

$$W_{ij} = K^{(1)}_i K^{(2)}_j \otimes |0\rangle \langle 0| + K^{(2)}_j K^{(1)}_i \otimes |1\rangle \langle 1|.$$ (S45)

The action of the quantum switch via the channel $S(N_1, N_2)$ is given by

$$S(N_1, N_2)(\rho \otimes \rho_c) = \sum_{i,j} W_{ij}(\rho \otimes \rho_c) W_{ij}^\dagger.$$ (S46)
Here, we consider $\mathcal{N}_1$ and $\mathcal{N}_2$ as two depolarizing channels, which are given by

$$
\mathcal{N}_1(\rho) = q_1 \text{Tr}[\rho I_D] + (1 - q_1)\rho = (1 - q_1)\rho + \frac{q_1}{D^2} \sum_{i=1}^{D^2} U_i \rho U_i^\dagger = \frac{q_1}{D^2} \sum_{i=0}^{D^2} U_i \rho U_i^\dagger,
$$

$$
\mathcal{N}_2(\rho) = q_2 \text{Tr}[\rho I_D] + (1 - q_2)\rho = (1 - q_2)\rho + \frac{q_2}{D^2} \sum_{j=1}^{D^2} V_j \rho V_j^\dagger = \frac{q_2}{D^2} \sum_{j=0}^{D^2} V_j \rho V_j^\dagger,
$$

where $\{U_i\}_{i=1}^{D^2}$ are unitary operators which form an orthonormal basis of the space of $D \times D$ matrices. We also consider the orthonormal basis $\{V_j\}_{j=1}^{D^2}$ of the space of $D \times D$ matrices for a convenient notation. Here, we introduce the notation $U_0 = \frac{D\sqrt{1 - q_1}}{\sqrt{q_1}} I$ and $V_0 = \frac{D\sqrt{1 - q_2}}{\sqrt{q_2}} I$. Then we can define the extension Kraus operators for $\mathcal{N}_1$ and $\mathcal{N}_2$ as $K_i^{(1)} = \frac{\sqrt{q_1}}{D} U_i$ for $i = 0, 1, \ldots, D^2$, and $K_j^{(2)} = \frac{\sqrt{q_2}}{D} V_j$ for $j = 0, 1, \ldots, D^2$. We can express the Kraus operators of $\mathcal{S}(\mathcal{N}_1, \mathcal{N}_2)$ as

$$
W_{ij} = \frac{\sqrt{q_1 q_2}}{D^2} (U_i V_j \otimes |0\rangle \langle 0| + V_j U_i \otimes |1\rangle \langle 1|).
$$

We consider the input $\rho \otimes \rho_c$ with the control state $\rho_c = |\psi_c\rangle \langle \psi_c|$, where $\psi_c = \sqrt{\alpha}|0\rangle + \sqrt{1 - \alpha}|1\rangle$ ($0 \leq \alpha \leq 1$). The output of the quantum switch is given by

$$
\mathcal{S}(\mathcal{N}_1, \mathcal{N}_2)(\rho \otimes \rho_c) = A^{00} \otimes |0\rangle \langle 0| + A^{01} \otimes |0\rangle \langle 1| + A^{10} \otimes |1\rangle \langle 0| + A^{11} \otimes |1\rangle \langle 1|,
$$

where

$$
A^{00} = \alpha \frac{q_1 q_2}{D^4} \sum_{i=0}^{D^2} \sum_{j=0}^{D^2} U_i V_j \rho U_j^\dagger V_i^\dagger = \alpha \mathcal{N}_1 \mathcal{N}_2(\rho)
$$

$$
A^{01} = A^{10} = \sqrt{\alpha(1 - \alpha)} \frac{q_1 q_2}{D^4} \sum_{i=0}^{D^2} \sum_{j=0}^{D^2} U_i V_j \rho U_j^\dagger V_i^\dagger,
$$

$$
A^{11} = (1 - \alpha) \frac{q_1 q_2}{D^4} \sum_{i=0}^{D^2} \sum_{j=0}^{D^2} V_j U_i \rho U_j^\dagger V_i^\dagger = (1 - \alpha) \mathcal{N}_2 \mathcal{N}_1(\rho).
$$

In our demonstration, we consider the pure input states $\{\beta_n = |\psi_n\rangle \langle \psi_n|\}$, where $\psi_n$ is a superposition $\sqrt{u_n}|0\rangle + \sqrt{1 - u_n}|1\rangle$ with $\{u_n\}$ randomly generated in $[0, 1]$. Given two delay values $d_t$ and $d_c$, we consider $\mathcal{F}$ as a temporal quantum switch that acts on the state $\rho = \beta_{n-d_t}$ under the control state $\rho_c = \Omega_{n-d_c}$, where $\mathcal{N}_1 = \Omega_{n-d_m}$ and $\mathcal{N}_2 = \Omega_{n-d_t}$. Here, we set $\Omega_n$ as the time-dependent depolarizing quantum channel $\Omega_n(\beta) = p_n \frac{1}{2} I + (1 - p_n)\beta$, where the depolarizing probability $p_n$ is formulated as the nonlinear dynamical output of NARMA model [47]: $p_n = \kappa p_{n-1} + \eta p_{n-1} \left( \sum_{j=0}^{r-1} p_{n-j-1} \right) + \gamma v_{n-r+1} v_n + \delta$, where $r = 10$, $\kappa = 0.3$, $\eta = 0.04$, $\gamma = 1.5$, $\delta = 0.1$, and $v_n = 0.2 u_n$ to keep $0 \leq p_n \leq 1$.

By applying Eq. (S50), we have the explicit form of $\mathcal{F}(\beta_n)$ as

$$
\mathcal{F}(\beta_n) = \mathcal{S}(\Omega_{n-d_t}, \Omega_{n-d_m})(\beta_{n-d_t} \otimes \beta_{n-d_m})
$$

$$
= A^{00}_n \otimes |0\rangle \langle 0| + A^{01}_n \otimes |0\rangle \langle 1| + A^{10}_n \otimes |1\rangle \langle 0| + A^{11}_n \otimes |1\rangle \langle 1|,
$$

where $A^{ij}_n$ are the Kraus operators of $\mathcal{S}(\mathcal{N}_1, \mathcal{N}_2)$ for each $\beta_n$. The explicit expressions of $A^{ij}_n$ involve $\mathcal{N}_1, \mathcal{N}_2, \Omega_{n-d_t}$, and $\Omega_{n-d_m}$, which are given by Eqs. (S47) and (S48).
FIG. S14. Contour plots of a temporal forecast with the absolute difference between the target and the prediction for the reconstruction of the quantum switch with $d_c = 2$ and $d_t = 3$. Other model parameters are $N_e = 1, N_m = 5, M = 5, K = N_m(N_m + 1)/2, \alpha = 1.0, J = 1.0, J/B = 1.0$, and $\tau B = 10.0$. We consider the pure input states $\{\beta_n = |\psi_n\rangle\langle\psi_n|\}$, where $\psi_n$ is a superposition $\sqrt{u_n}|0\rangle + \sqrt{1-u_n}|1\rangle$ with $\{u_n\}$ randomly generated in $[0,1]$. The output of the temporal map $F$ at input $\beta_n$ is $S(\Omega_n - d_c, \Omega_n - d_t)(\beta_n - d_t \otimes \beta_n - d_c)$. At each time point, the density matrix is represented as a vector by stacking the real and imaginary parts. The red points in the plot with a green-yellow color maps (with right y-axis) represent the fidelities at each time point between the target and the predicted state.

where

$$A_n^{00} = u_{n-d_c} \Omega_{n-d_c} \Omega_{n-d_t}(\beta_{n-d_t}),$$

$$A_n^{01} = A_n^{10} = \sqrt{u_{n-d_c}(1-u_{n-d_c})} \left( \frac{p_{n-d_c} p_{n-d_t}}{D^2} + (1-p_{n-d_c})(1-p_{n-d_t}) \right) \beta_{n-d_t} + \frac{\sqrt{u_{n-d_c}(1-u_{n-d_c})} (p_{n-d_c} + p_{n-d_t} - 2p_{n-d_c} p_{n-d_t}) I}{D},$$

$$A_n^{11} = (1-u_{n-d_c}) \Omega_{n-d_c} \Omega_{n-d_t}(\beta_{n-d_t}).$$

To reconstruct this kind of temporal quantum map, at time $n$ we need to memorize the information of $\beta_{n-d_c}$ and $\beta_{n-d_t}$, also as $p_{n-d_c}$ and $p_{n-d_t}$ (for channels $\Omega_{n-d_c}$ and $\Omega_{n-d_t}$).

Figure S14 illustrates an example of a reconstruction of a temporal quantum switch with the control delay time $d_c = 2$, the target delay time $d_t = 3$, the measurement multiplexity $M = 5$, and the number of observables $K = N_m(N_m + 1)/2$. Other model parameters are $\alpha = 1.0, J = B = 1.0$, and $\tau B = 10.0$. Here, the first $t_{buffer} = 500$ time steps are excluded for initial transients to satisfy the QESP. The training and evaluating are performed in the range $(t_{buffer}, t_{train}]$ and $(t_{train}, t_{val}]$, respectively, where $t_{train} = 1000$ and $t_{val} = 1200$. At each time point, the density matrix is represented as a vector by stacking the real and imaginary parts. The plot with a green-yellow color map...
FIG. S15. The average RMSF in the temporal quantum switch task as a function of $d_c$ and $d_t$ over ten different runs with random trials of the input sequence and initial state. We keep other parameters the same as the parameters in Fig. S14.

in Fig. S14 shows the absolute error between the target and the predicted vector. The red points in this plot indicate the fidelities between the target and the predicted quantum states. We confirm that we can nearly reconstruct this temporal map almost perfectly as the fidelities are above 95%.

Figure S15 illustrates the average RMSF as a function of $d_c$ and $d_t$ over ten different runs with random trials of the input sequence and initial state. Due to the effect of the short-term memory, the performance decreases as we increase $d_c$ or $d_t$. Figure S15 also shows that we need more information on $\beta_{n-d_c}$ than $\beta_{n-d_t}$ to increase the performance as more complicated information of $\beta_{n-d_c}$ appears in Eqs. (S59)-(S61).

C. Temporal Entangler

Finally, we demonstrate the tomography of a temporal entangler of past channel’s outputs or a temporal entangler as a Bell state creator from past inputs. First, we perform the tomography of a temporal entanglement creator for two outputs $\Omega_{n-d_c}(\beta_{n-d_t})$ and $\Omega_{n-d_t}(\beta_{n-d_c})$, given two delays $d_1$ and $d_2$, where $\Omega_n$ is generated in the same way with the tasks in Section V A. Here, the temporal map $\mathcal{F}$ is given by

$$\mathcal{F}(\beta_n) = U(\Omega_{n-d_t}(\beta_{n-d_t}) \otimes \Omega_{n-d_c}(\beta_{n-d_c}))U^\dagger,$$

where $U$ is an arbitrary unitary applying to the product state $\Omega_{n-d_t}(\beta_{n-d_t}) \otimes \Omega_{n-d_c}(\beta_{n-d_c})$. In our demonstration, we consider $\{\beta_n\}$ to be a randomly generated sequence of density matrices of one qubit states. We consider $U = \exp(-iHt)$ with $t = 10.0$ and $H = h_{12}\hat{S}_1^{\gamma} \hat{S}_2^{\gamma} + (2.0 + g_1)\hat{S}_1^{\gamma} + (2.0 + g_2)\hat{S}_2^{\gamma}$. Here, $h_{12}$, $g_1$, and $g_2$ are randomly generated in $[-0.5, 0.5]$, and $\hat{S}_j^{\gamma}$ ($\gamma \in \{x, y, z\}$) are the Pauli operators measuring the qubit $j$ along the $\gamma$ direction in a two-qubits system. To reconstruct this kind of temporal quantum map, at time $n$ we need to memorize the information of $\beta_{n-d_t}$ and $\beta_{n-d_c}$, also as channels $\Omega_{n-d_t}$ and $\Omega_{n-d_c}$.

Second, we perform the tomography of a temporal Bell state creator for two input states $\beta_{n-d_t}$ and $\beta_{n-d_c}$. Here, we consider $\beta_n = |b_n\rangle\langle b_n|$, where $\{b_n\}$ is a random binary sequence ($b_n \in \{0, 1\}$). The temporal map $\mathcal{F}$ is given by

$$\mathcal{F}(\beta_n) = |\psi(b_{n-d_t}, b_{n-d_c})\rangle \langle \psi(b_{n-d_t}, b_{n-d_c})|,$$

where $\psi(b_{n-d_t}, b_{n-d_c}) = \frac{|0, b_{n-d_c} \rangle + (-1)^{b_{n-d_t}}|1, b_{n-d_c} \rangle}{\sqrt{2}}$ is a Bell state. To reconstruct this kind of temporal
FIG. S16. Contour plots of a temporal forecast with the absolute difference between the target and the prediction for the reconstruction of the temporal entangler of channels’ outputs. Model parameters are $N_e = 1$, $N_m = 5$, $M = 5$, $K = N_m(N_m + 1)/2$, $\alpha = 1.0$, $J = B = 1.0$, and $\tau B = 2.0$. The output of the temporal map $F$ at input $\beta_n$ is $U(\Omega_n - d_1(\beta_n - d_1)) \otimes \Omega_n - d_2(\beta_n - d_2))U^\dagger$. At each time point, the density matrix is represented as a vector by stacking the real and imaginary parts. The plots with green-yellow color maps in Fig. S16 and Fig. S17 show the absolute error between the target and the predicted vector. The red points in these plots indicate the fidelities between the target and the predicted quantum states. Furthermore, we plot the negativities of the target and predict states at each time point in the last plots of Fig. S16 and Fig. S17. Here, negativity is a measure of quantum entanglement, which can be defined in terms of a density matrix $\rho$ as $\mathcal{N}(\rho) = \frac{1}{2} \| \rho^{\Gamma_A} \|_1 - 1$. Here, $\rho^{\Gamma_A}$ is the

quantum map, at time $n$ we need to memorize the information of $\beta_{n-d_1}$ and $\beta_{n-d_2}$ and then emulate the quantum circuit to create Bell state from two-qubit input $|b_{n-d_1}b_{n-d_2}\rangle$.

Figures S16 and S17 illustrate tomography examples of entanglers at delay times $d_1 = 0$ and $d_2 = 1$. Here, model parameters are $N_e = 1$, $N_m = 5$, $\alpha = 1.0$, $J = B = 1.0$, and $\tau B = 10.0$. The first $t_{\text{buffer}} = 500$ time steps are excluded for initial transients to satisfy the QESP. The training and evaluating are performed in the range ($t_{\text{buffer}},t_{\text{train}}$] and ($t_{\text{train}},t_{\text{val}}$], respectively, where $t_{\text{train}} = 1000$ and $t_{\text{val}} = 1200$. At each time point, the density matrix is represented as a vector by stacking the real and imaginary parts. The plots with green-yellow color maps in Fig. S16 and Fig. S17 show the absolute error between the target and the predicted vector. The red points in these plots indicate the fidelities between the target and the predicted quantum states. Furthermore, we plot the negativities of the target and predict states at each time point in the last plots of Fig. S16 and Fig. S17. Here, negativity is a measure of quantum entanglement, which can be defined in terms of a density matrix $\rho$ as $\mathcal{N}(\rho) = \frac{1}{2} \| \rho^{\Gamma_A} \|_1 - 1$. Here, $\rho^{\Gamma_A}$ is the
FIG. S17. Contour plots of a temporal forecast with the absolute difference between the target and the prediction for the reconstruction of the temporal Bell state creator of past inputs. Model parameters are $N_e = 1, N_m = 5, M = 10, K = N_m(N_m + 1)/2, \alpha = 1.0, J = B = 1.0$, and $\tau B = 2.0$. At each time point, the density matrix is represented as a vector by stacking the real and imaginary parts. The red points in the plot with a green-yellow color map (with right y-axis) represent the fidelities at each time point between the target and the predicted state. The last plot shows the negativities of the target and predict states at each time point.

partial transpose of $\rho$ with respect to subsystem $A$, and $\| \cdot \|_1$ denotes the trace norm. In our demonstrations, we compute the negativities of the two-qubit target states with respect to the subsystem of the first qubit. We confirm that the negativities of the target states and predicted states fit very well in Fig. S16. In the task of temporal Bell state creator, we can reconstruct the state with large negativities, which are relatively near the target negativities of the Bell states.

Figures S18 and S19 illustrates the average RMSF and the average Root Mean Square Error (RMSE) of negativities as a function of $d_1$ and $d_2$ over ten different runs with random trials of the input sequence and initial state. Due to the effect of the short-term memory, the performance decreases as we increase $d_1$ or $d_2$. 
FIG. S18. The average RMSF and the average RMSE Negativity at combinations of $d_1$ and $d_2$ in the tomography task of the temporal entangler of channels' outputs over ten different runs with random trials of the input sequence and initial state. We set $\tau_B = 10.0$ and keep other parameters the same as the parameters in Fig. S16.

FIG. S19. The average RMSF and the average RMSE Negativity at combinations of $d_1$ and $d_2$ in the tomography task of the temporal Bell state creator over ten different runs with random trials of the input sequence and initial state. We set $\tau_B = 10.0$ and keep other parameters the same as the parameters in Fig. S17.
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