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Abstract. Let $G$ be a connected reductive algebraic group over an algebraically closed field $k$, and let $\text{Lie}(G)$ be its associated Lie algebra. In his series of papers on unipotent elements in small characteristic, Lusztig defined a partition of the unipotent variety of $G$. This partition is very useful when working with representations of $G$. Equivalently, one can consider certain subsets of the nilpotent variety of $\mathfrak{g}$ called pieces. This approach appears in Lusztig’s article from 2011. The pieces for the exceptional groups of type $G_2, F_4, E_6, E_7$, and $E_8$ in bad characteristic have not yet been determined. This article presents a solution, relying on computational techniques, to this problem for groups of type $G_2, F_4$, and $E_6$.

1. Introduction

Let $G$ be a connected reductive algebraic group over an algebraically closed field $k$. There has been a lot of work on both the unipotent orbits of the conjugation action of $G$ on itself and the nilpotent orbits given by the adjoint action of $G$, when $G$ is simple, on its Lie algebra $\text{Lie}(G) = \mathfrak{g}$. A full list of these orbits can be found, for example, in the book of Liebeck and Seitz, [14]. One notes that the parametrisation of the orbits is different in certain characteristics: if $\text{char}(k) = p$, where $p$ is a prime number, we say that $p$ is bad for a simple group $G$ if $p = 2$ and the root system of $G$ is not of type $A_n$, if $p = 3$ and $G$ has type $G_2, F_4, E_6$ or $E_7$, and if $p = 5$ and $G$ is of type $E_8$. In the case where $p$ is a bad prime, the number and structure of the nilpotent orbits may differ from the orbits found in other (good) characteristic, for instance $\text{char}(k) = 0$. In his series of papers on unipotent elements in small characteristic [15], [16], [17], and [18], Lusztig defines a partition of the unipotent variety and in [17] of the nilpotent variety into so-called pieces. The pieces are parametrized by the orbits in good characteristic and were explicitly computed for $G$ of classical type, i.e. $A_n, B_n, C_n$ and $D_n$ in [17].

Interestingly, there exist different definitions of partitions of the nilpotent variety. In [10], Hesselink defines a stratification of the nilpotent variety. Clarke and Premet define their own nilpotent pieces in [7] and show that this leads to the same stratification as proposed by Hesselink. In [26], Xue
computes nilpotent pieces in \( g^* \) for groups of type \( F_4 \) and \( G_2 \) using the definition for the nilpotent pieces in \( g^* \) proposed by Clarke and Premet in \([7]\). In \([27]\), Xue describes the Springer correspondence for the types \( G_2 \) and \( F_4 \) and uses it to compute nilpotent orbit representatives in \( g \). We cannot find the nilpotent pieces from \( g^* \) under this correspondence, as they are computed by using the definition by Clarke and Premet.

One would hope that the definitions of the nilpotent pieces as given by Lusztig and Clarke–Premet lead to the same object, and this is indeed the case for algebraic groups of classical type. We expect the equality to hold in the exceptional cases as well.

Additionally, we do not yet know if the nilpotent pieces (defined by Lusztig) form a partition of the nilpotent variety in these cases. In this paper we are able to prove with the help of computations done in MAGMA, \([2]\), that this is the case for \( p = 2, 3 \) in \( G \) of type \( G_2, F_4 \) and \( E_6 \), resulting in the following theorem.

In this paper we work with the definition of the nilpotent pieces as proposed by Lusztig unless otherwise specified.

**Theorem 1.1** (Nilpotent pieces in \( G_2, F_4 \), and \( E_6 \)). Let \( G \) be a simple algebraic group of type \( G_2, F_4 \) or \( E_6 \) over an algebraically closed field \( k \) with \( \text{char}(k) = 2 \) or \( 3 \). Let \( \tilde{G} \) be of the same type as \( G \) in good characteristic. We can choose a list of representatives \( x_i, i = 1, \ldots, m \) for the nilpotent orbits in the Lie algebra \( g \) of \( G \) such that

1. \( x_i = \sum_{\alpha \in \Phi^+} \lambda_{i,\alpha} e_\alpha \), \( \lambda_{i,\alpha} \in \{0, 1\} \), \( \langle e_\alpha \rangle = g_\alpha \), and
2. \( \tilde{x}_i = \sum_{\alpha \in \Phi^+} \tilde{\lambda}_{i,\alpha} \tilde{e}_\alpha \) in good characteristic such that
   \( \tilde{\lambda}_{i,\alpha} = 0 \Leftrightarrow \lambda_{i,\alpha} = 0 \) and \( \tilde{\lambda}_{i,\alpha} = 1 \Leftrightarrow \lambda_{i,\alpha} = 1 \).

Furthermore, let \( \tilde{O}_\delta \) be the nilpotent orbit in good characteristic, described by a weighted Dynkin diagram \( \delta \).

Then the nilpotent piece with respect to the weighted Dynkin diagram \( \delta \) and the group \( G \) is given by

\[
N^\bullet_\delta = \bigcup_{\tilde{x}_i \in \tilde{O}_\delta} O_{x_i}.
\]

In particular, the nilpotent pieces \( N^\bullet_\delta \) form a partition of \( N_\delta \) and are in bijection with the nilpotent orbits in good characteristic.

In order to understand and prove Theorem 1.1, we will give a short introduction to the definition of the nilpotent pieces in section 2. This will be followed by some auxiliary results on pieces and the sets associated to them. In section 4 we will finally introduce a computational approach where we describe how to explicitly compute the nilpotent orbits contained in each piece before stating our results in section 5. While a similar statement has yet to be proved for groups of type \( E_7 \) and \( E_8 \), we expect similar results to hold:
Conjecture 1.2. The results stated in Theorem 1.1 should hold for simple algebraic groups of type $E_7$ and $E_8$ in bad characteristic.

We hope that these results can provide a deeper understanding of the nilpotent variety and help to study representations of algebraic groups. For instance, knowledge of the nilpotent pieces should help to work out specifics for generalised Gelfand–Graev representations in small characteristics, see [9]. In this paper, Geck describes a way to define generalised Gelfand–Graev representations in small characteristic. This relies heavily on a linear map $\lambda$ being in “sufficiently general position” which can be checked with the knowledge of the nilpotent pieces.

2. Preliminaries

Let $k$ be an algebraically closed field with $\text{char}(k) = p \geq 0$. Let $G$ be a connected reductive algebraic group over $k$ with Lie algebra $\mathfrak{g}$. We fix a maximal torus $T \subseteq G$ and denote by $\Phi \subseteq X(T)$ the corresponding root system consisting of characters of $T$. For the basics see also [19, Chapters 3 and 6-9].

2.1. Root systems and algebraic groups. Let $\Pi \subseteq \Phi$ be the simple roots with respect to a Borel subgroup $T \subseteq B$ of $G$. Every root in $\Phi$ can be written either as a non-negative or non-positive integral linear combination of the simple roots in $\Pi$. Therefore we can define

$$\Phi^+ := \left\{ \alpha = \sum_{\beta \in \Pi} c_\beta \beta \mid c_\beta \in \mathbb{Z}_{\geq 0} \right\}, \quad \Phi^- := \left\{ \alpha = \sum_{\beta \in \Pi} c_\beta \beta \mid c_\beta \in \mathbb{Z}_{\leq 0} \right\}.$$ 

The algebraic group $G$ acts on its Lie algebra $\mathfrak{g}$ via the adjoint map $\text{Ad} : G \to \text{GL}(\mathfrak{g})$. The root system $\Phi$ of $G$ can be characterised by its Dynkin diagram.
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**Figure 2.1.** The Dynkin diagrams of indecomposable root systems

Remark 2.1. All possibilities for Dynkin diagrams of indecomposable root systems are displayed in figure 2.1 above, see for example [12, Theorem 11.4].

For each root $\alpha \in \Phi$ there exists an isomorphism of algebraic groups onto a closed subgroup $U_\alpha$ of $G$

$$u_\alpha : (k, +) \to U_\alpha \subseteq G.$$ (2.1)
These maps are unique up to multiplication by constants in \( k^\times \). \cite{19} Theorem 8.17. The images of the maps \( u_\alpha \) are called the root subgroups \( U_\alpha \). This also means that every element \( u \in U_\alpha \) can be written as \( u = u_\alpha(c_\alpha) \) for some uniquely determined \( c_\alpha \in k \).

In the Lie algebra \( g \) we have the corresponding one-dimensional subspaces \( g_\alpha := \text{Lie}(U_\alpha) \). Then \( g := \bigoplus_{\alpha \in \Phi} g_\alpha \oplus \text{Lie}(T) \). We fix a Chevalley basis

\[
\{ e_\alpha \mid \alpha \in \Phi \} \cup \{ h_i \mid i \in \{1, \ldots, |\Pi|\} \}
\]

where \( \{ h_i \mid i \in \{1, \ldots, |\Pi|\} \} \) forms a basis of \( \text{Lie}(T) \) and the elements \( e_\alpha \) generate the spaces \( g_\alpha \) for all \( \alpha \in \Phi \).

The Weyl group \( W \) of \( G \) is defined by \( W := N_G(T)/T \).

Furthermore, the Bruhat decomposition of elements of \( G \), is defined as follows, see for example \cite{19} Theorem 11.17 or \cite{11} 28.3 and 28.4.

**Definition 2.2** (Bruhat decomposition). Use the same notation as before. The Bruhat decomposition of an element \( g \in G \) is given by \( g = u' t n_w u \) where

1. \( n_w \in N_G(T) \) is a representative of \( w \in W \) in \( N_G(T) \). Note that in order to ensure uniqueness, the \( n_w \) are fixed once chosen.
2. \( u \in \Pi_{\alpha \in \Phi^+} U_\alpha =: U, U \) is a subgroup of \( G \)
3. \( t \in T \), and
4. \( u' \in \Pi_{\alpha \in \Phi^+} U_\alpha =: U^-, U^- \) is a subgroup of \( G \).

This decomposition is uniquely defined. In particular, we have

\[
G = \bigcup_{w \in W} B n_w B,
\]

where \( B \) is a Borel subgroup such that \( T \subseteq B \) and \( \Phi^+ \) are the positive roots with respect to \( B \).

The Weyl group \( W \) of \( G \) is generated by the simple reflections \( s_\alpha \) for \( \alpha \in \Pi \). The representative of \( s_\alpha \) in \( G \), denoted by \( n_\alpha \), can be chosen as \( n_\alpha = u_\alpha(1)u_{-\alpha}(-1)u_\alpha(1) \), see \cite{19} Section 8.4 and Theorem 8.17 or \cite{6} 1.9, p.19.

**2.2. The set \( \mathcal{D}_G \).** Consider a homomorphism of algebraic groups \( \delta : k^\times \to G \) mapping any element \( c \in k^\times \) to an element \( t_c \in T \subseteq G \). Then \( \delta(k^\times) \subseteq T \) and we can apply the roots in \( \Phi \) to \( \text{im}(\delta) \).

For \( \alpha \in \Phi \), the map \( \alpha \circ \delta : k^\times \to k^\times \) is a homomorphism of algebraic groups and therefore we have \( (\alpha \circ \delta)(c) = c^n \) for all \( c \in k^\times \) and some \( n \in \mathbb{Z} \).

Let \( \langle \alpha, \delta \rangle := n \). This defines a bilinear form. By abuse of notation we can define a linear map

\[
\delta : \Phi \to \mathbb{Z}, \quad \alpha \mapsto \langle \alpha, \delta \rangle.
\]
In the following text we are interested in a particular subset of these maps \( \delta \) as above. We follow the construction of this subset as given in [17, 1.1].

Let \( G' \) be a connected reductive algebraic group of the same type as \( G \), that is \( G' \) has the same root system as \( G \), but defined over \( \mathbb{C} \). We recall that \( T \subseteq G \) is a maximal torus in \( G \) and let \( Y_G := \text{Hom}(k^\times, T) \) be its cocharacter group. Similarly, let \( T' \subseteq G' \) be a maximal torus and \( Y_{G'} := \text{Hom}(\mathbb{C}^\times, T') \). Both \( N_G(T) \) and \( N_{G'}(T') \) act on \( Y_G \) and \( Y_{G'} \) by conjugation respectively. Let \( W \) be the Weyl group of \( G \). As \( G' \) is of the same type as \( G \), \( W \) is (up to isomorphism) also the Weyl group of \( G' \). Now \( W = N_G(T)/T \) acts on \( T \) by conjugation and therefore \( W \) also acts on \( Y_G \) and by the same argument on \( Y_{G'} \). As all maximal tori are conjugate in \( G \) and \( \text{im}(\delta) \subseteq T \) for any map \( \delta \in \text{Hom}(k^\times, G) \) and a maximal torus \( T \), we find a bijection between the set of orbits \( G \backslash \text{Hom}(k^\times, G) \) and \( W \backslash Y_G \). As \( W \backslash Y_G = W \backslash Y_{G'} \) (up to isomorphism), we can find a bijection between \( G \backslash \text{Hom}(k^\times, G) \) and \( G' \backslash \text{Hom}(\mathbb{C}^\times, G') \).

Let

\[
\mathcal{D}_{G'} := \left\{ f \in \text{Hom}(\mathbb{C}^\times, G') \middle| \text{there exists } h \in \text{Hom}(\text{SL}_2(\mathbb{C}), G') \text{ s.t. } h \begin{pmatrix} a & 0 \\ 0 & a^{-1} \end{pmatrix} = f(a) \text{ for all } a \in \mathbb{C}^\times \right\}.
\]

For the group \( G \), we define the set \( \mathcal{D}_G \subseteq \text{Hom}(k^\times, G) \) as follows. Let \( \delta \in \text{Hom}(k^\times, G) \). Then the element \( \delta \) is contained in \( \mathcal{D}_G \) if and only if there exists an element \( \delta' \in \mathcal{D}_{G'} \) which corresponds to \( \delta \) under the bijection of the orbits in \( G' \backslash \text{Hom}(\mathbb{C}^\times, G') \) and \( G \backslash \text{Hom}(k^\times, G) \).

### 2.3. Weighted Dynkin diagrams.

In the following paragraph let \( G \) be defined over an algebraically closed field \( k \), such that the characteristic of \( k \) is good for \( G \). In this section, we follow the work of Carter [6]. Note that the results there only hold for the characteristic \( p \) large enough. Nevertheless, the results are still true in general for good characteristic, see for example by Pommerening [21] and [22], as well as Premet [20].

Let \( 0 \neq e \in \mathfrak{g} = \text{Lie}(G) \) be a nilpotent element. We can embed \( e \) in a 3-dimensional subalgebra \( \langle e, h, f \rangle \) of \( \mathfrak{g} \) isomorphic to \( \mathfrak{sl}_2(k) \) ([6, Theorem 5.3.2]). This subalgebra determines a map \( \gamma : k^\times \to G \) as follows: By [6, Theorem 5.4.8] \( \mathfrak{g} \) is a direct sum of irreducible \( \mathfrak{sl}_2(k) \)-modules with basis \( x_1, \ldots, x_j \) and representation \( \rho_j \) of \( \mathfrak{sl}_2(k) \) such that

\[
\begin{align*}
ex_i &= x_{i+1}, & i = 1, 2, \ldots, j - 1, \\
hx_i &= (2i - j - 1)x_i, & i = 1, 2, \ldots, j, \\
f_{x_{i+1}} &= i(j - i)x_i, & i = 1, 2, \ldots, j - 1, \\
f_{x_j} &= 0,
\end{align*}
\]

as defined in [6, Section 5.4]. Let \( c \in k \) and \( x_1, \ldots, x_j \) be the basis of an irreducible \( \mathfrak{sl}_2(k) \)-module in \( \mathfrak{g} \) as above. Then \( \gamma \) acts on this basis by

\[
\gamma(c).x_i = c^{2i-j-1}x_i,
\]
and \( \gamma(c) \) describes an action of \( \begin{pmatrix} c & 0 \\ 0 & c^{-1} \end{pmatrix} \in \text{SL}_2(k) \) on \( g \), see [6, Proposition 5.5.6].

One can choose a maximal torus \( T \subseteq G \) such that \( \text{im}(\gamma) \subseteq T \) and \( \Pi \subseteq \Phi \) such that \( \gamma(\Pi) \subseteq \{0,1,2\} \) (cf [6, 5.6.7]).

**Remark 2.3.** For each map \( \delta \in D_G \) one can find a map \( \gamma \) as defined above and vice versa.

If \( e = 0 \) we define the trivial map \( \delta(c) = 1 \) for all elements \( c \in k^\times \).

**Definition 2.4 (Weighted Dynkin diagrams).** Let \( \gamma \) be as above. Then we can define the linear map \( \gamma : \Phi \rightarrow \mathbb{Z} \), where \( \gamma(\alpha) = \langle \gamma, \alpha \rangle \), as in (2.2).

As \( \gamma \) is a linear map, it is determined by its values on the set of simple roots. This means that, instead of giving \( \gamma \), we can take the Dynkin diagram corresponding to \( \Phi \) and assign to the node for the root \( \alpha \in \Pi \) the value \( \gamma(\alpha) \).

By Remark 2.3 we can find a system of simple roots such that the nodes are labelled by 0,1 or 2. The resulting diagram is called the **weighted Dynkin diagram** of \( \gamma \).

Let \( \gamma \) be as in (2.3), and let \( \delta \) correspond to \( \gamma \) under the bijection in section 2.2. We will call \( \delta \) the map **arising** from the weighted Dynkin diagram of \( \gamma \) if \( \delta(\alpha) = \gamma(\alpha) \) for all \( \alpha \in \Pi \) (and hence all \( \alpha \in \Phi \)).

**Remark 2.5.** Even though the weighted Dynkin diagrams arise from the above construction in good characteristic, we can define corresponding maps \( \eta_\delta : \Phi \rightarrow \mathbb{Z} \) such that \( \eta_\delta(\alpha) \) corresponds to the weight of the node belonging to the simple root \( \alpha \in \Pi \) in every characteristic. If \( \delta \in D_G \) and \( \eta_\delta : \Phi \rightarrow \mathbb{Z}, \alpha \mapsto \langle \delta, \alpha \rangle \) is the corresponding linear map on \( \Phi \), we will also write \( \delta \) instead of \( \eta_\delta \) by abuse of notation.

### 2.4. The sets \( g^i_\delta \), \( g^i_{\Phi,i} \), and \( g^i_2 \)

Following [17, Section 1], we will define certain subsets of the Lie algebra \( g \) which will eventually lead us to the definition of the nilpotent pieces.

From now on, let the characteristic of \( k \) be arbitrary. Let \( \delta \in D_G \) be a cocharacter, that is \( \delta(k^\times) \subseteq T \), and \( i \in \mathbb{Z} \). We can define subspaces of the Lie algebra \( g \) depending on the weighted Dynkin diagram corresponding to \( \delta \). These subspaces are crucial in the definition of the nilpotent pieces whose union will – in good characteristic – prove to be the nilpotent variety.

As \( G \) is a connected reductive group we have \( g = t \oplus \bigoplus_{\alpha \in \Phi} g_\alpha \) where \( t = \text{Lie}(T) \) and the \( g_\alpha = \{ x \in g \mid \text{Ad}(t)(x) = \alpha(t)x \text{ for all } t \in T \} = \text{Lie}(U_\alpha) \) are the one-dimensional rootspaces, see [19, Theorem 8.17].

Define

\[
g^i_\delta := \{ x \in g \mid \text{Ad}(\delta(a))(x) = a^i x \text{ for all } a \in k^\times \}.
\]

Clearly, we have \( g^i_\delta = \bigoplus_{\delta(\alpha) = i} g_\alpha \) for all \( i \in \mathbb{Z} \setminus \{0\} \). If \( i = 0 \) we have \( g^0_\delta = t \oplus \bigoplus_{\delta(\alpha) = 0} g_\alpha \). Note that for \( i \neq 0 \) this is not a Lie algebra: We have \( [g_\alpha, g_\beta] \subseteq g_{\alpha + \beta} \) for roots \( \alpha, \beta \in \Phi \) such that \( \alpha + \beta \in \Phi \). In particular, \( \delta(\alpha + \beta) = 2i \) if \( g_\alpha, g_\beta \subseteq g^i_\delta \), see also [6, Proposition 5.5.7].
Similarly, for $i \in \mathbb{Z}$ define the sets

$$g_{\geq i}^\delta := \bigoplus_{j \geq i} g_j^\delta.$$ 

By the same argument as above, we can see that for $i \geq 0$ the $g_{\geq i}^\delta$ are in fact Lie subalgebras.

We can define the corresponding subgroups $G_{\geq i}^\delta$, $i \geq 0$, such that $\text{Lie}(G_{\geq i}^\delta) = g_{\geq i}^\delta$ by

$$G_{\geq i}^\delta = \langle U_\alpha \mid \alpha \in \Phi, \langle \alpha, \delta \rangle \geq i \rangle \quad \text{if} \ i \neq 0,$$

and

$$G_{\geq 0}^\delta = \langle T, U_\alpha \mid \alpha \in \Phi, \langle \alpha, \delta \rangle = 0 \rangle.$$ 

In particular, $G_{\geq 0}^\delta$ is a parabolic subgroup of $G$ with the Levi subgroup $G_0^\delta = \langle T, U_\alpha \mid \alpha \in \Phi, \langle \alpha, \delta \rangle = 0 \rangle$ ($[17, 1.2]$).

We have an equivalence relation on the set $D_G$ where $\delta \sim \delta'$ if $g_{\geq i}^\delta = g_{\geq i}^{\delta'}$ for all $i \in \mathbb{Z}$. We denote by $\triangle^\delta := \{ \delta' \in D_G \mid g_{\geq i}^\delta = g_{\geq i}^{\delta'} \text{ for all } i \in \mathbb{Z} \}$ the equivalence class of a map $\delta \in D_G$.

**Definition 2.6 ($g_{\geq i}^\delta$).** Let $x \in g$. Then $G_x = \{ g \in G \mid \text{Ad}(g)x = x \}$ is the stabilizer of $x$ in $G$.

Now we can define

$$g_{\geq i}^{\delta'} := \{ x \in g^\delta \mid G_x \subseteq G_{\geq i}^{\delta'} \}.$$ 

Note that in general, $0 \notin g_{\geq i}^{\delta'}$, so $g_{\geq i}^{\delta'}$ is not a subspace of $g$.

### 3. The Nilpotent Pieces

From now on write $g_\triangle^\delta$, $g_{\triangle \geq i}^\delta$ instead of $g_{\geq i}^\delta$, $g_{\geq i}^\delta$ where $\triangle = \triangle^\delta$.

We have the obvious isomorphism of vector spaces

$$g_2^\triangle \overset{\sim}{\longrightarrow} g_{\geq 2}^{\delta^\triangle}/g_{\geq 3}^{\delta^\triangle}.$$ 

Let $\Sigma^{\triangle}$ be the image of $g_2^{\delta^\triangle}$ under this isomorphism. Furthermore, using the natural map

$$\pi : g_{\geq 2}^{\delta^\triangle} \longrightarrow g_{\geq 2}^{\delta^\triangle}/g_{\geq 3}^{\delta^\triangle}$$

define $\sigma^{\triangle} := \pi^{-1}(\Sigma^{\triangle})$. We let $\triangle^\delta$ be the $G$-orbit of $\triangle^\delta$ via the conjugation action of $G$. We will sometimes also refer to this orbit by $\triangle$. The following definition is due to Lusztig, $[17, \text{A.6.}]$.

**Definition 3.1 (Nilpotent Pieces).** The sets

$$\mathcal{N}_g^{\triangle^\delta} = \bigcup_{\triangle \in \triangle^\delta} \sigma^{\triangle}$$

where $\triangle^\delta$ runs over all $G$-orbits represented by the set $\{ \triangle^\delta \mid \delta \in D_G \}$, are the **nilpotent pieces** in $g = \text{Lie}(G)$.
Theorem 3.2 (see [17] A.6). The pieces $N^\Phi$ form a partition of the nilpotent variety $N^\Phi$ of $\mathfrak{g}$ if $G$ is simple of classical type $A, B, C$ or $D$ in any characteristic.

Remark 3.3 (The pieces in good characteristic). In good characteristic the nilpotent orbits in $\mathfrak{g}$ correspond bijectively to the weighted Dynkin diagrams, see [6] 5.6, 5.11.

Let $k$ be of good characteristic for $G$ and let the element $e \in \mathfrak{g}$ be in the nilpotent orbit corresponding to the weighted Dynkin diagram arising from a map $\delta \in \Delta_\Phi \in \Phi$. By [6] 5.5.7 we have $e \in \mathfrak{g}_2^2$ and by [6] 5.6.2 the orbit of $e$ under the action of $C_G(\delta(k^\Phi)) = G_0^\delta$ is a dense open subset of $\mathfrak{g}_2^2$. Let $\mathcal{O}_e$ be this orbit. By [17] 1.2.(a) it follows that $\mathcal{O}_e = \mathfrak{g}_2^{\delta!}$. This means that in good characteristic each piece $N^\Phi$ is given by the nilpotent orbit in $G$ of an element corresponding to the weighted Dynkin diagram arising from $\delta \in \Delta_\Phi \in \Phi$. Therefore the above theorem continues to hold for exceptional type in good characteristic. It is not yet known whether this is true for $G$ of exceptional type in bad characteristic.

The pieces are explicitly known for groups of type $A, B, C$ and $D$ in all characteristics (see [17]). However, we do not yet know the pieces in bad characteristic for simple groups of exceptional type, i.e. $G = G_2, F_4, E_6$ or $E_7$ for $p = 2, 3$ and $G = E_8$ for $p = 2, 3$ or $5$.

For further computations we note that it is enough to assume that $G$ is a semisimple adjoint group.

Proposition 3.4. Let $G$ be a connected reductive algebraic group. Then the pieces of $G$ are the same as those of the semisimple adjoint group of the same type.

Proof. Let $G_{\text{ad}}$ be an adjoint group of the same type as $G$. We first show that the pieces in $\mathfrak{g}_{\text{ad}} := \text{Lie}(G_{\text{ad}})$ are the same as in $\mathfrak{g}$.

There exists a central isogeny $\pi : G \to G_{\text{ad}}$ by [11] 24.1 with differential $d\pi : \mathfrak{g} \to \mathfrak{g}_{\text{ad}}$. By [11] Proposition 22.4 $d\pi$ is injective on each $\mathfrak{u}_\alpha := \text{Lie}(U_\alpha)$ and by [11] Corollary 22.5 $\mathfrak{g}_{\text{ad}} = d\pi(\mathfrak{g}) + t'$ where $t' = \text{Lie}(T')$, $T' \subseteq G_{\text{ad}}$ is a maximal torus in $G_{\text{ad}}$.

Let $x \in \mathfrak{g}$ such that $x \in \mathfrak{g}_2^\delta$ for some $\delta \in \mathcal{D}_G$. We have

$$\text{Ad}(\pi(g))(d\pi(x)) = (d(\text{Int}_{\pi(g)}) \circ d\pi)(x) = d(\text{Int}_{\pi(g)} \circ \pi)(x)$$

$$= d(\pi \circ \text{Int}_g)(x) = d\pi(\text{Ad}(g)(x)).$$

Since $x \in \bigoplus_{\delta(\alpha) = 2} \mathfrak{g}_\alpha$ is nilpotent, we have $\text{Ad}(g)(x) = x$ if and only if $\text{Ad}(\pi(g))(d\pi(x)) = d\pi(x)$. This follows, because $\pi$ is a central isogeny and as such is an isomorphism if it is restricted to a closed, connected, unipotent subgroup of $G$, see [11] Proposition 22.4. Note that every nilpotent element in $\mathfrak{g}_{\text{ad}}$ can be written as $d\pi(y)$ for some nilpotent element $y \in \mathfrak{g}$. For $x \in \mathfrak{g}_2^\delta$ we have $\text{Ad}(g)(x) = x$ only for $g \in G_x \subseteq G_{G_0}^\delta$. As $\pi$ is an isogeny it induces a bijection $\rho$ between the root systems of $G$ and $G_{\text{ad}}$ where $\pi(U_\alpha) = U_{\rho(\alpha)}$,
NILPOTENT PIECES IN BAD CHARACTERISTIC

In particular, \( \pi(g) \in (G_{ad})_{\geq 0}^\delta \) with \( \delta(\alpha) = \delta(\rho^{-1}(\alpha)) \) and so \( d\pi(x) \in g_2^{\delta} \). As \( \pi \) restricted to \( U_\alpha \) is an isomorphism onto its image, the claim is also true in the other direction.

We now show the reduction to semisimple groups. If \( G \) is not semisimple we can write \( G = [G,G]Z(G)^\circ \) and \( [G,G] \) is semisimple, see for example \cite[Corollary 8.22]{19}. Let \( g' := \text{Lie}([G,G]) \). If \( x \in g \) is nilpotent then \( x \in g'_2 \) and \( C_G(x) = C_{[G,G]}(x)Z(G)^\circ \subseteq G_{\geq 0}^\delta \) if and only if \( C_{[G,G]}(x) \subseteq [G,G]_{\geq 0}^\delta \) for a \( \text{weighted Dynkin diagram} \ \delta \) and therefore \( \delta \in D_G \). \( \square \)

It is relatively easy to see that each nilpotent piece consists of a union of nilpotent orbits. To verify this, let \( x \in N_{g_{\Delta}} \). By the above definition we have \( x \in \sigma_{\Delta} \) for a \( \Delta \in \Delta \). Furthermore, let \( y = \text{Ad}(g)(x) \) for some \( g \in G \). Then \( y \in \text{Ad}(g)(\sigma_{\Delta}) \). To see that \( \text{Ad}(g)(\sigma_{\Delta}) \subseteq N_{g_{\Delta}} \), we write \( \sigma_{\Delta} = g_{\Delta}^{\delta} \oplus g_{\geq 3}^{\delta} \) for some \( \delta \in \Delta \).

**Lemma 3.5.** Let \( g \in G \) and \( i \in \mathbb{Z} \). Let \( \delta \) be a \( \text{weighted Dynkin diagram} \) and \( \Delta := \Delta_{\delta} \). Then

\[
\begin{align*}
(i) \quad & \text{Ad}(g)(g_{\geq i}^{\delta}) = g_{\geq i}^{g_{\Delta}^{\delta}} \quad \text{and} \\
(ii) \quad & \text{Ad}(g)(g_{\geq i}^{\delta}) = g_{\geq i}^{g_{\Delta}^{\delta}}.
\end{align*}
\]

**Proof.**

(i) As \( g_{\geq i}^{\delta} = \bigoplus_{j \geq i} g_j^{\delta} \) it is enough to show that \( \text{Ad}(g)(g_j^{\delta}) = g_j^{g_{\Delta}^{\delta}} \).

We have

\[
\text{Ad}(g)(g_j^{\delta}) = \text{Ad}(g)(g_j^{\delta}) = \{ x \in g | \text{Ad}(\delta(a))x = a^j x \text{ for all } a \in k^x \} = \{ x \in g | \text{Ad}(\delta(a))g^{-1}x = a^j \text{Ad}(g^{-1})x \text{ for all } a \in k^x \} = \{ x \in g | \text{Ad}(\delta(a))g^{-1}x = a^j x \text{ for all } a \in k^x \} = g_j^{g_{\Delta}^{\delta}},
\]

and therefore \( \text{Ad}(g_{\geq i}^{\delta}) = \bigoplus_{j \geq i} \text{Ad}(g_j^{\delta}) = \bigoplus_{j \geq i} g_j^{g_{\Delta}^{\delta}} = g_{\geq i}^{g_{\Delta}^{\delta}} \).

(ii) Firstly, we have

\[
G_{\text{Ad}(g)(x)} = \{ h \in G | \text{Ad}(hg)(x) = \text{Ad}(g)(x) \} = \{ h \in G | \text{Ad}(g^{-1}hg)(x) = x \} = \{ ghg^{-1} \in G | \text{Ad}(h)(x) = x \} = gG_{x}g^{-1}.
\]
Additionally, we defined $G^\triangle_{\geq 0}$ to be the well-defined parabolic subgroup of $G$ such that $\text{Lie}(G^\triangle_{\geq 0}) = g^\triangle_{\geq 0}$. Then $\text{Lie}(G^\triangle_{\geq 0}) = \text{Ad}(g)(g^\triangle_{\geq 0})$.

It follows, that $\text{Lie}(G^\triangle_{\geq 0}) = \text{Ad}(g)(\text{Lie}(G_{\geq 0}^\triangle)) = \text{Lie}(gG_{\geq 0}^\triangle g^{-1})$, so $G^\triangle_{\geq 0} = gG_{\geq 0}^\triangle g^{-1}$.

Finally this shows that $\text{Ad}(g)(g^\triangle_{\geq 0}) = \{ \text{Ad}(g)(x) \mid x \in g^\triangle_{\geq 0}, G_x \subseteq G_{\geq 0}^\triangle \}$.

\[ \square \]

**Corollary 3.6.** If $x \in g$ is nilpotent and $O_x$ is the $G$-orbit of $x$ then $x \in N^\triangle_g$ if and only if $O_x \subseteq N^\triangle_g$.

In order to compute the pieces, it is therefore enough to check for each nilpotent orbit in $g$ whether a chosen representative of this orbit lies in a given piece.

**Proof.** Let $y \in O_x$, i.e. $y = \text{Ad}(g)(x)$ for some $g \in G$. If $x \in N^\triangle_g$ it follows by (i) and (ii) in the above lemma that $y \in \text{Ad}(g)(x) = \sigma^g \triangle$ and so $y \in N^\triangle_g$. The other direction is clear. \[ \square \]

### 3.1. Alternative definition of nilpotent pieces

As remarked upon in the introduction, there exists an alternative definition of nilpotent pieces, given in [7]. This idea arises from the definition of the unipotent pieces, originally defined by Lusztig in [15]. We use the same notation as before.

Additionally let $\tilde{H}^\triangle(g) = \bigcup_{\triangle \in \text{G}} \tilde{H}^\triangle_{\geq 0}(g)$.

**Definition 3.7 (Nilpotent CP-Pieces, [7]).** Let

\[ H^\triangle(g) := \tilde{H}^\triangle(g) \setminus \bigcup_{\triangle'} \tilde{H}^\triangle_{\geq 0}(g) \]

where $\triangle'$ runs over $G$-orbits such that $\tilde{H}^\triangle_{\geq 0}(g) \subseteq \tilde{H}^\triangle(g)$. Then the sets $H^\triangle(g)$ are the nilpotent CP-pieces in $g$.

One can show that CP-pieces are disjoint and form a partition of the nilpotent variety in $g$, see [7, Theorem 7]. It is in fact true that the nilpotent pieces defined by Clarke–Premet agree with the nilpotent pieces defined by Lusztig if $G$ is of classical type. Note that the CP-pieces come from the stratification of the nullcone, defined by Hesselink in [10], see [7, Theorem 7].
In [26], Xue computes the nilpotent pieces in $g^*$, using the definition of Clarke–Premet. As it is not clear whether the nilpotent pieces as introduced by Lusztig agree with the CP-pieces, the nilpotent pieces still have to be computed in $g$.

**Theorem 3.8** ([17, 7.3, Remark 1]). If $G$ is simple of classical type $A, B, C$ or $D$ we have $H^\Delta (g) = N^\Delta_0$ for all orbits $\Delta$ in any characteristic.

Again, this problem has not been solved for $G$ of exceptional type in bad characteristic yet, but we hope for the nilpotent pieces and the CP-pieces to agree in all cases.

### 3.2. The diagonal cases.

Let $e \in g$ be a nilpotent orbit representative, where $g := \text{Lie}(G)$ for a group $G$ of exceptional type. Then $e$ is either in an exceptional class, that is a class that only occurs in bad characteristic, or $e$ is in a non-exceptional class, see [14, Theorem 9.1 and Tables 22.1.1-22.1.5]. Now each class gives rise to a so-called $T$-labelling of the Dynkin diagram which in good characteristic is the weighted Dynkin Diagram $\delta_e$, see again [14, Theorem 9.1 (ii) and Tables 22.1.1-22.1.5].

We will refer to the cases in which we check whether $e_\delta \in N^\Delta_0$ as the diagonal cases.

**Lemma 3.9.** Let $e \in g$ be a representative of a non-exceptional class, where $g$ is the Lie algebra of a group $G$ of exceptional type. Let $\delta_e$ be the weighted Dynkin diagram for the orbit of $e$, as noted above. Then $e \in N^\Delta_0$.

**Proof.** By [14, Lemma 15.3., Lemma 15.4. and 16.1.1] we have $e \in g^\delta_{\geq 0}$ if the class of $e$ is non-exceptional. Furthermore [14, Theorem 9.1.(ii)(a) and Theorem 16.1.(ii)(a)] show that $G_{e} \subseteq g^\delta_{\geq 0}$. But then it follows automatically that $e \in g^\delta_{\geq 2}$ by definition, so $e \in N^\Delta_0$ as claimed. $\square$

This means that we do not need to do any computational work to decide whether $e \in N^\Delta_0$. In these cases, we will use this lemma instead.

### 3.3. The regular piece.

Let $\delta$ be the map corresponding to the weighted Dynkin diagram with weight 2 for every simple root. This is known to always parametrise a nilpotent orbit, see [6, Chapter 13.1]. We will call this the regular diagram and the corresponding piece the regular piece since such elements are usually called regular. In this case, we have $g^\delta_{\geq 2} = \bigoplus_{\alpha \in \Phi^+} g_\alpha$ and $g^\delta_{\geq 2} = \bigoplus_{\alpha \in \Pi} g_\alpha$.

**Proposition 3.10** (The regular piece). Let $N^\Delta_0$ be the regular piece. Then $N^\Delta_0 = O_x$, the nilpotent orbit of $x = \sum_{\alpha \in \Pi} e_\alpha$ with $0 \neq e_\alpha \in g_\alpha$ for all $\alpha \in \Pi$.

**Proof.** Let $\delta \in \Delta \in \Delta$ correspond to the regular diagram and suppose that $y = \sum_{\beta \in \Pi} \lambda_\beta e_\beta \in g^\delta_{\geq 2}$ such that $\lambda_\alpha = 0$ for some $\alpha \in \Pi$. We fix this $\alpha$ for
the rest of the proof. For $\gamma, \beta \in \Phi$ let $p_{\beta, \gamma}, q_{\beta, \gamma} \in \mathbb{N}$ be so that
\[
\beta + p_{\beta, \gamma} \gamma \in \Phi \quad \text{and} \quad \beta + (p_{\beta, \gamma} + 1) \gamma \notin \Phi,
\]
\[
\beta - q_{\beta, \gamma} \gamma \in \Phi \quad \text{and} \quad \beta - (q_{\beta, \gamma} + 1) \gamma \notin \Phi,
\]
see [4, VI, §1, no. 1.3, Proposition 9]. For $\gamma, \beta \in \Pi$ and $\beta \neq \gamma$ we have $q_{\beta, \gamma} = 0$.

Let $t \in T$ and $\alpha \in \Pi$ fixed as above, such that $\beta(t) = (-1)^{p_{\beta, \alpha}}$ for all $\beta \in \Pi \setminus \{\alpha\}$ and $\alpha(t) = -1$. Then set $g := u_{\alpha}(1)tn_{s_{\alpha}}u_{\alpha}(-1)$ by the Bruhat decomposition. This choice is possible by Dedekind's theorem ([13, Chapter VIII, §4]) and Lemma 16.2 C from [11]. As $n_{s_{\alpha}} = u_{\alpha}(1)u_{-\alpha}(-1)u_{\alpha}(1)$ and $u_{-\alpha}(-1) \notin G_{\geq 0}^\delta$ we have $n_{s_{\alpha}} \notin G_{\geq 0}^\delta$. However, $u_{\alpha}(1), t$ and $u_{\alpha}(-1)$ are in $G_{\geq 0}^\delta$, so $g \notin G_{\geq 0}^\delta$. We want to show that $\text{Ad}(g)(y) = y$.

To compute the action of $\text{Ad}$ on $g$ we use Geck’s paper [8] and note that the action is defined up to sign which will not pose a problem in this case, as we will see in the following calculations. $\text{Ad}(u_{\alpha}(-1))(y)$: We have
\[
\text{Ad}(u_{\alpha}(-1))(y) = \text{Ad}(u_{\alpha}(-1))\left( \sum_{\beta \in \Pi} \lambda_{\beta} e_{\beta} \right)
\]
\[
= \sum_{\beta \in \Pi} \lambda_{\beta} \text{Ad}(u_{\alpha}(-1))(e_{\beta})
\]
\[
= \sum_{\beta \in \Pi} \lambda_{\beta} \sum_{k \geq 0} \binom{k + q_{\beta, \alpha}}{k} (-1)^k e_{\beta + k\alpha}
\]
\[
= \sum_{\beta \in \Pi} \lambda_{\beta} \sum_{p_{\beta, \alpha} \geq k \geq 0} (-1)^{p_{\beta, \alpha}} e_{\beta + k\alpha} =: y'
\]

by [8, 4.10.]

$\text{Ad}(n_{s_{\alpha}})(y')$: We have $s_{\alpha}(\beta) = \beta - (q_{\beta, \alpha} - p_{\beta, \alpha})\alpha = \beta + p_{\beta, \alpha} \alpha$ for $\alpha, \beta \in \Pi$, see [8, Definition 2.3]. Then
\[
\text{Ad}(n_{s_{\alpha}})(y') = \text{Ad}(n_{s_{\alpha}})\left( \sum_{\beta \in \Pi, \ p_{\beta, \alpha} \geq k \geq 0} \lambda_{\beta} (-1)^k e_{\beta + k\alpha} \right)
\]
\[
= \sum_{\beta \in \Pi, \ p_{\beta, \alpha} \geq k \geq 0} \lambda_{\beta} (-1)^k \text{Ad}(n_{s_{\alpha}})(e_{\beta + k\alpha})
\]
\[
= \sum_{\beta \in \Pi, \ p_{\beta, \alpha} \geq k \geq 0} \lambda_{\beta} (-1)^{p_{\beta, \alpha} - k} e_{\beta + (p_{\beta, \alpha} - k)\alpha}
\]
\[
= \sum_{\beta \in \Pi, \ p_{\beta, \alpha} \geq k \geq 0} \lambda_{\beta} (-1)^{p_{\beta, \alpha}} e_{\beta + (p_{\beta, \alpha} - k)\alpha} =: y''
\]
by [8, Lemma 5.4.].

Ad(t)(y') acts on the elements $e_\alpha \in \mathfrak{g}$ by $Ad(t')(e_\alpha) = \alpha(t)e_\alpha$. It follows that with the above choice for $t$ we have

$$Ad(t)(y') = Ad(t)\left( \sum_{\beta \in \Pi, \ p_{\beta, \alpha} \geq k \geq 0} \lambda_\beta (-1)^{p_{\beta, \alpha}} e_{\beta+(p_{\beta, \alpha}-k)\alpha} \right)$$

$$= \sum_{\beta \in \Pi, \ p_{\beta, \alpha} \geq k \geq 0} \lambda_\beta (-1)^{p_{\beta, \alpha}} Ad(t)(e_{\beta+(p_{\beta, \alpha}-k)\alpha})$$

$$= \sum_{\beta \in \Pi, \ p_{\beta, \alpha} \geq k \geq 0} \lambda_\beta (-1)^{p_{\beta, \alpha}} \beta(t)\alpha(t)^{p_{\beta, \alpha}-k} e_{\beta+(p_{\beta, \alpha}-k)\alpha}$$

$$= \sum_{\beta \in \Pi, \ p_{\beta, \alpha} \geq k \geq 0} \lambda_\beta (-1)^{p_{\beta, \alpha}-k} e_{\beta+(p_{\beta, \alpha}-k)\alpha} =: y''.$$

Now

$$\sum_{p_{\beta, \alpha} \geq k \geq 0} (-1)^k e_{\beta+k\alpha} = \sum_{p_{\beta, \alpha} \geq k \geq 0} (-1)^{p_{\beta, \alpha}-k} e_{\beta+(p_{\beta, \alpha}-k)\alpha},$$

therefore $y'' = y'$ by our choice for $t$.

Ad($u_\alpha(1))(y'')$: Finally,

$$Ad(u_\alpha(1))(y'') = Ad(u_\alpha(1))(y') = Ad(u_\alpha(1))(Ad(u_\alpha(-1))(y)) = y.$$

This shows that $g \in G_y$, so $y \notin \mathfrak{g}^{\delta_2}$.

Conversely, let $x = \sum_{\gamma \in \Pi} e_\gamma$ as above and $g \in G \setminus G^\delta_{\geq 0}$. We can write $g = u'tnw$ by the Bruhat decomposition 2.2.

Let $n_w \neq 1$. Then, as $x \in \mathfrak{g}^\delta_2$, it follows that

$$x' := Ad(u)(x) \in \mathfrak{g}^\delta_{>2} \quad \text{and} \quad x'' := Ad(n_w)(x') \in \mathfrak{g}^\delta_{>2} \oplus \bigoplus_{\beta \in \Phi^-} \mathfrak{g}_\beta$$

as there is at least one $\gamma \in \Phi^+$ with $\lambda_\gamma \neq 0$ such that $w(\gamma) \in \Phi^-$ for $x' = \sum_{\beta \in \Phi^+} \lambda_\beta e_\beta$ for $\langle e_\beta \rangle = \mathfrak{g}_\beta$ and $\lambda_\beta \in \mathbb{k}$ (otherwise $w(\Phi^+) \subseteq \Phi^+$ which is only possible for $w = id$, see for example [19, Theorem A.22]). In particular, $Ad(n_w)(x') \notin \mathfrak{g}^\delta_{>2}$. But then $Ad(u't(x'')) \notin \mathfrak{g}^\delta_2$ and so there is no element $g \in G \setminus G^\delta_{\geq 0}$ that centralizes $x$.

As we can find $t \in T$ such that $\lambda_\beta = \beta(t)$ for all $\beta \in \Pi$ and $\lambda_\beta \in \mathbb{k}^\times$ (again by [13, Chapter VIII, §4] and [11, Lemma 16.2 C]), it follows that $\mathfrak{g}^\delta_2 = \{ \sum_{\beta \in \Pi} \lambda_\beta e_\beta \mid \lambda_\beta \neq 0, \text{ for all } \beta \in \Pi \}$. This proves the claim. \hfill \Box
4. A Computational Approach

In order to compute the pieces as defined in Definition 3.1, we will first present a few results on the action of $G$ on its Lie algebra and in particular on the sets $\mathfrak{g}_\delta^\mathfrak{g}$. Having computed the pieces in the Lie algebras of exceptional type, it should be within reach to prove that Lusztig’s nilpotent pieces agree with the CP-pieces.

4.1. Computing the action of $\text{Ad}$. As mentioned in section 3.3 we can compute the action of $G$ via $\text{Ad}$ on $\mathfrak{g}$ up to sign by following [8]. We will consider the actions of a unipotent element in $B$, an element of the torus and a Weyl group representative respectively. As the action of $\text{Ad}$ on $\mathfrak{g}$ is linear, it is enough to examine this action on the elements $e_\alpha$ where $\langle e_\alpha \rangle = \mathfrak{g}_\alpha$ for $\alpha \in \Phi$.

1) Action of an element $u_\alpha(c_\alpha) \in U = \prod_{\beta \in \Phi^+} U_\beta$ on $\mathfrak{g}$ where $\alpha \in \Phi^+$ and $c_\alpha \in k$. Let $x \in \mathfrak{g}$. Then

$$\text{Ad}(u_\alpha(c_\alpha))(x) = \exp(c_\alpha e_\alpha)(x) = \sum_{i \geq 0} \frac{c_\alpha^i}{i!} (\text{ad}(e_\alpha))^i(x),$$

where we set $\text{ad}(e_\alpha)(x) = [e_\alpha, x]$ and $(\text{ad}(e_\alpha))^i(x) = \text{ad}((\text{ad}(e_\alpha))^{i-1}(x))$ for $i > 1$, by [8, 4.10. and section 5].

Note that we are dividing by $i!$ in this formula. In particular, we need to be careful if the characteristic of $k$ is finite: In this case we will first compute $\text{Ad}(u_\alpha(c_\alpha))(x)$ in characteristic 0 and then reduce modulo the characteristic of $k$. This is possible since the coefficients $\frac{c_\alpha^i}{i!}$ are integers, see [8, 4.10. and Corollary 5.6.]

2) Action of a representative $n_w \in N_G(T) \subseteq G$ of the element $w \in W$.

First, define the map $n_\alpha(c) : \mathfrak{g} \to \mathfrak{g}$ for $c \in k^\times$ and $\alpha \in \Pi$ by $n_\alpha(c) := \exp(c e_\alpha) \exp(-c^{-1} e_{-\alpha}) \exp(c e_\alpha)$. There exist elements $h_i \in \mathfrak{t}$ for $i \in \{1, \ldots, |\Pi|\}$ that form a basis of $\mathfrak{t}$, i.e., $\mathfrak{t} = \langle h_i \mid i \in \{1, \ldots, |\Pi|\} \rangle$ and $\Pi = \{\alpha_1, \ldots, \alpha_n\}$ as in [8 Definition 5.2]. Then

$$n_\alpha(c)(h_j) = h_j - |(\alpha_i, \alpha_j^\vee)| h_i,$$

$$n_\alpha(c)(e_\alpha) = \begin{cases} c^{-2}e_{-\alpha_i} & \alpha = \alpha_i, \\ c^2 e_{\alpha_i} & \alpha = -\alpha_i, \\ -(1)^{q_{\alpha,\alpha_i}}c^{-(\alpha_i,\alpha_i^\vee)}e_{s_i(\alpha)} & \text{else}. \end{cases}$$

Here $(\alpha_i, \alpha_j^\vee)$ is the $(i, j)$-th entry of the Cartan matrix of $G$ and $q_{\alpha,\alpha_i}$ is as in the proof of Proposition 3.10 (see [8, Lemma 5.4]). In this case we have $\text{Ad}(n_\alpha(c))(x) = n_\alpha(1)(x)$ for all $x \in \mathfrak{g}$.

3) Action of an element of the torus $T$ on $\mathfrak{g}$. For every element in $T$ we can find $c \in k^\times$ and $\alpha \in \Pi$ such that the action of this element can
be represented by the map \( h_\alpha(c) := n_\alpha(c)n_\alpha(-1) \), see [5, Theorem 12.1.1].

4.2. Practical aspects. Let \( x \in \mathfrak{g} \) be a nilpotent element and \( \delta \in \mathcal{D}_G \) correspond to a weighted Dynkin diagram. As we are interested in the set \( \mathfrak{g}^\delta_2 \) we will define the “parts” of certain nilpotent elements \( x \in \mathfrak{g} \) that lie in it.

**Definition 4.1 (\( \mathfrak{g}^\delta \)-part).** Let \( x \in \mathfrak{g} \) be a nilpotent element such that we can write \( x = \sum_{\alpha \in \Phi} \lambda_\alpha e_\alpha \) where each \( e_\alpha \) generates the subalgebra \( \mathfrak{g}_\alpha \) for \( \alpha \in \Phi \). Then we define for \( i \in \mathbb{Z} \)

\[
[x]_{\mathfrak{g}^\delta_i} := \sum_{\delta(\alpha) = i} \lambda_\alpha e_\alpha
\]

as the \( \mathfrak{g}^\delta \)-part of \( x \). In particular, we have \( x = [x]_{\mathfrak{g}_2^\delta} + \sum_{\delta(\alpha) \neq 2} \lambda_\alpha e_\alpha \) for all \( i \in \mathbb{Z} \).

We want to decide whether \( x \in \mathcal{N}^\Delta_0 \) for a given orbit \( \Delta \). This can be done by checking two things:

1. Check whether there exists some \( g \in G \) such that \( \text{Ad}(g)(x) \in \mathfrak{g}^\delta_{\geq 2} \).
   - If not, then \( x \) cannot lie in \( \mathcal{N}^\Delta_0 \).
2. If (1) is fulfilled, we need to take a closer look at the \( \mathfrak{g}^\delta_2 \)-part of \( \text{Ad}(g)(x) \). By the above definition we have

\[
\text{Ad}(g)(x) = [\text{Ad}(g)(x)]_{\mathfrak{g}^\delta_2} + \sum_{i \geq 3} [\text{Ad}(g)(x)]_{\mathfrak{g}^\delta_i}
\]

and so \( \text{Ad}(g)(x) \in \sigma^\delta \subseteq \mathcal{N}^\Delta_0 \) if \( [\text{Ad}(g)(x)]_{\mathfrak{g}^\delta_2} \in \mathfrak{g}^\delta_{\geq 2} \). Conversely, suppose there is no \( g \in G \) such that \( [\text{Ad}(g)(x)]_{\mathfrak{g}^\delta_2} \in \mathfrak{g}^\delta_{\geq 2} \). Then \( x \not\in \mathcal{N}^\Delta_0 \) as otherwise we would have \( x \in \sigma^{h,\delta} \) for some \( h \in G \), \( h,\delta \in \Delta \in \Delta \) and by Lemma 3.5 we would have \( \text{Ad}(h^{-1})(x) \in \sigma^\delta \). In particular \( [\text{Ad}(h^{-1})(x)]_{\mathfrak{g}^\delta_2} \in \mathfrak{g}^\delta_{\geq 2} \).

We can therefore in fact concentrate on deciding whether

\[
[\text{Ad}(g)(x)]_{\mathfrak{g}^\delta_2} \in \mathfrak{g}^\delta_{\geq 2}.
\]

By the Bruhat decomposition, every element \( g \in G \) can be written uniquely as \( g = u'tn_wu \), see Definition 2.2. Furthermore, every element \( u \in \prod_{\alpha \in \Phi^+} U_\alpha \) can be written as \( u = \prod_{\alpha \in \Phi^+} u_\alpha(c_\alpha) \) for our fixed maps \( u_\alpha : k^\times \to U_\alpha \) and \( c_\alpha \in k^\times \) as in (2.1). Therefore, the elements in \( G \) can be parametrized by \( w \in W \), \( c_\alpha, c'_\alpha \in k^\times \), such that \( u = \prod_{\alpha \in \Phi^+} u_\alpha(c_\alpha) \), \( u' = \prod_{w, \alpha \in \Phi^-} u_\alpha(c'_\alpha) \), and \( t \in T \).

Let \( g_w := u'tn_wu \in G \) as above. Since \( W \) is finite, it can be possible to decide whether \( \text{Ad}(g_w)(x) \in \mathfrak{g}^\delta_{\geq 2} \) for each \( w \in W \). In practice, we might encounter restraints such as memory space or time, that might make it difficult to compute the whole Weyl group \( W \) or decide whether \( \text{Ad}(g_w)(x) \in \mathfrak{g}^\delta_{\geq 2} \).
Following section 4.1, we can compute

\[ \text{Ad}(g_w)(x) = \text{Ad}(u \cdot t \cdot n \cdot w)(x) = \sum_{\alpha \in \Phi} \lambda_\alpha e_\alpha + \sum_{i=1}^{[\Pi]} \mu_i h_i \]

where the \( h_i \) form a basis of \( t \) and \( \lambda_\alpha, \mu_i \in k \) depend on \( g_w \) and can be determined by the rules in section 4.1. To check whether we can choose \( g_w \) such that \( \text{Ad}(g_w)(x) \in g^\delta_{\geq 2} \) we need to solve the system of non-linear equations given by (4.1):

\[ \lambda_\alpha = 0 \quad \text{for all} \quad \alpha \in \Phi \quad \text{with} \quad \delta(\alpha) \leq 1, \]

\[ \mu_i = 0 \quad \text{for all} \quad i \in \{1, \ldots, [\Pi]\}, \]

where \( \lambda_\alpha, \mu_i \) are polynomials in the variables \( c_\alpha, c'_\alpha \) determined by \( u = \prod_{\alpha \in \Phi^+} u_\alpha(c_\alpha) \) and \( u' = \prod_{\alpha \in \Phi^+} u_\alpha(c'_\alpha) \). The entries in \( t \) are as given in section 4.1 (3). Using Groebner bases, we can decide whether the system can be solved and determine a solution.

If \( \text{Ad}(g_w)(x) \in g^\delta_{\geq 2} \) we continue with step (2), otherwise we check whether \( \text{Ad}(g_w)(x) \in g^\delta_{\geq 2} \) for the next \( w \in W \).

This process can be simplified by considering Weyl group elements \( w \in W \) of 

**Definition 4.2.** Let \( \delta \in D_G \) be a map arising from a weighted Dynkin diagram and let \( w = s_{\alpha_1} \cdots s_{\alpha_r} \in W \) for some \( r \in \mathbb{N} \) and \( \alpha_1, \ldots, \alpha_r \in \Pi \).

Then we say that \( w \) has weight 0 if \( \delta(\alpha_1) = \cdots = \delta(\alpha_r) = 0 \). These elements form a subgroup of \( W \) which we will denote by \( W^\delta_0 := \{ s_\alpha \mid \alpha \in \Pi, \delta(\alpha) = 0 \} \).

We can show that \( n_w \) fixes the set \( g^\delta_{\geq 2} \) if \( w \) has weight 0. It turns out that an even stronger result is true, as stated in the following lemma.

**Lemma 4.3.** Let \( \delta \in D_G \) be a map arising from a weighted Dynkin diagram. Let \( g_w = u \cdot t \cdot n \cdot w \in G \) as in Definition 2.2 and \( y \in g^\delta_{\geq 2} \). Then:

(i) The element \( g_w \) is contained in \( G^\delta_{\geq 0} \) if and only if \( w \in W^\delta_0 \).

(ii) If \( g_w \in G^\delta_{\geq 0} \), then \( \text{Ad}(g_w)(y) \in g^\delta_{\geq 2} \).

In particular, \( \text{Ad}(g_w)(y) \in g^\delta_{\geq 2} \) if and only if \( \text{Ad}(n_w u)(y) \in g^\delta_{\geq 2} \).

**Proof.**

(i) Write \( g_w = u \cdot t \cdot n \cdot w \) using the Bruhat decomposition with the notation from Definition 2.2. Clearly, any elements \( u \in U \) and \( t \in T \) are contained in \( G^\delta_{\geq 0} \), so \( u, u', t \in G^\delta_{\geq 0} \) and therefore \( g_w \in G^\delta_{\geq 0} \) if and only if \( n_w \in G^\delta_{\geq 0} \). Furthermore, let \( s_\alpha \in W \) be the reflection for the root \( \alpha \in \Phi \). Then we can choose \( n_{s_\alpha} = u_\alpha(1)u_{-\alpha}(-1)u_\alpha(1) \), see Section 6.19, p.19. Note also that \( s_{-\alpha} = s_{\alpha} \) in \( W \), therefore \( n_{s_\alpha} = n_{-\alpha} t \) for some \( t \in T \). It follows that if \( \delta(\alpha) \geq 0 \) we have \( u_\alpha(1) \in G^\delta_{\geq 0} \) and therefore \( n_{s_\alpha} = u_\alpha(1)u_{-\alpha}(-1)u_\alpha(1) \in G^\delta_{\geq 0} \) if and only if \( \delta(\alpha) = 0 \). If, on the other hand, \( \delta(\alpha) \leq 0 \), we have \( u_{-\alpha}(1) \in G^\delta_{\geq 0} \) as well as \( t \in G^\delta_{\geq 0} \) and therefore \( n_{s_\alpha} = n_{-\alpha} t = u_{-\alpha}(1)u_{-\alpha}(-1)u_\alpha(1) t \in G^\delta_{\geq 0} \).
if and only if \( \delta(\alpha) = 0 \). This means that for \( w = s_{\alpha_1} \cdots s_{\alpha_r} \) we have
\[ n_w \in G^\delta_{\geq 0} \] if \( \delta(\alpha_1) = \cdots = \delta(\alpha_r) = 0 \), i.e. if \( w \) has weight 0.

Conversely, let \( w = s_{\alpha_1} \cdots s_{\alpha_r} \) be a reduced form of \( w \in W \). Since \( \delta \) arises from a weighted Dynkin diagram, we have \( \delta(\alpha) \geq 0 \) for all \( \alpha \in \Phi^+ \). Then \( G^\delta_{\geq 0} = P_I = BW_I B \) is a standard parabolic subgroup, where \( \Phi_I = \{ \alpha \in \Phi \mid \delta(\alpha) = 0 \} \) and \( W_I = \langle s_\alpha \mid \alpha \in \Phi_I \rangle \). Clearly, \( W^\delta_B = W_I \). By the uniqueness of the Bruhat decomposition in Theorem 2.2, \( n_w \in G^\delta_{\geq 0} \) if and only if \( w \in W_I \). Therefore, \( \delta(\alpha_i) = 0 \) for all \( i \in \{1, \ldots, r\} \) if \( n_w \in G^\delta_{\geq 0} \). This proves the claim.

(ii) To see that \( \text{Ad}(g)(y) \in g^\delta_{\geq 2} \), it is enough to show that for each \( e_\beta \in g_\beta \) with \( \beta \in \Phi \) such that \( \delta(\beta) \geq 2 \) the following claims are true:

1. \( \text{Ad}(u_\alpha(t_\alpha))(e_\beta) \in g^\delta_{\geq 2} \) for all \( t_\alpha \in k \),
2. \( \text{Ad}(t)(e_\beta) \in g^\delta_{\geq 2} \) for all \( t \in T \), and
3. \( \text{Ad}(n_w)(e_\beta) \in g^\delta_{\geq 2} \) for all \( n_w \in G^\delta_{\geq 0} \).

To (1): We have
\[
\text{Ad}(u_\alpha(t_\alpha))(e_\beta) = \sum_{k \geq 0} c_{\alpha,\beta} e_\beta \in g^\delta_{\geq 2},
\]
for some \( t_\alpha, c_{\alpha,\beta} \in k \) and \( \delta(\beta + k\alpha) = \delta(\beta) + k\delta(\alpha) \geq 2 \) as both \( k \geq 0 \) and \( \delta(\alpha) \geq 0 \) for \( \alpha \in \Phi \).

To (2): For \( t \in T \) we have \( \text{Ad}(t)(e_\beta) = \beta(t)e_\beta \in g_\beta \), so the action of \( T \) stabilises \( g^\delta_{\geq 2} \).

To (3): By Section 4.1(2) we have \( \text{Ad}(n_w)(g_\beta) = g_{w(\beta)} \). As before, write \( w = s_{\alpha_1} \cdots s_{\alpha_r} \) where \( \delta(\alpha_1) = \cdots = \delta(\alpha_r) = 0 \) and \( \alpha_i \in \Pi \) for all \( i \) (since \( \delta(\beta) \geq 2 \), the reflection \( s_\beta \) is not in this product).

For two roots \( \alpha, \beta \in \Phi \) we have \( s_\alpha(\beta) = \beta + k_{\alpha,\beta} \alpha \) for some \( k_{\alpha,\beta} \in \mathbb{Z} \). If \( \delta(\alpha) = 0 \), then \( \delta(s_\alpha(\beta)) = \delta(\beta) \). Iteratively, we get \( \delta(w(\beta)) = \delta(\beta) \) and so \( \text{Ad}(n_w)(g_\beta) = g_{w(\beta)} \in g^\delta_{\geq 2} \).

Finally, let \( w \in W \) be an arbitrary element of the Weyl group and suppose that \( \text{Ad}(g)(y) = x \in g^\delta_{\geq 2} \).
As \( u't \in G^\delta_{\geq 0} \), so is \( (u't)^{-1} \in G^\delta_{\geq 0} \) and therefore by the above calculations
\[
\text{Ad}(n_wu)(y) = \text{Ad}((u't)^{-1})(x) \in g^\delta_{\geq 2},
\]

Conversely, suppose that \( \text{Ad}(n_wu)(y) = x \in g^\delta_{\geq 2} \). Since, as before, \( u't \in G^\delta_{\geq 0} \), it follows that \( \text{Ad}(u'tn_wu)(y) = \text{Ad}(u')(x) \in g^\delta_{\geq 2} \). This proves the claim.

In particular, this shows that for \( g \in G^\delta_{\geq 0} \) we do not have to check whether \( \text{Ad}(g)(y) \) is in \( g^\delta_{\geq 2} \), as the above lemma states that this is the case whenever \( y \in g^\delta_{\geq 2} \). Additionally, let \( u = u''u' \) for \( u \in U, u' \in \prod_{\alpha \in \Phi^+} U_\alpha \) and \( u'' \in U^- \). Then \( n_wu = n_wu'n_w^{-1}n_wu'' \) and \( n_wu'n_w^{-1} \in U \subseteq G^\delta_{\geq 0} \). see [19] Theorem
There is a similar result when we consider the $\text{Ad}(n_2w)(y) \in g^\delta_{>2}$.

Another direct consequence is the following: Suppose we already know that $\text{Ad}(n_2w)(y) \in g^\delta_{>2}$ (or $\text{Ad}(n_2w)(y) \notin g^\delta_{>2}$) for some $w \in W$. Then for all $w' \in W$ with weight 0 we have $\text{Ad}(n_2w'n_2w)(y) = \text{Ad}(n_2w'n_2w)(y) \in g^\delta_{>2}$ (resp. $\text{Ad}(n_2w'n_2w)(y) \notin g^\delta_{>2}$).

There is a similar result when we consider the $g^\delta_2$-part and the set $g^\delta_2$.

**Lemma 4.4.** Let $x \in g$ be a nilpotent element and $w \in W$, $u \in U_w$ with $\text{Ad}(n_2u)(x) \in g^\delta_{>2}$ and $|\text{Ad}(n_2u)(x)|_{g^\delta_{>2}} \notin g^\delta_{>2}$.

Then we have $[\text{Ad}(n_2w'u)(x)]_{g^\delta_{>2}} \notin g^\delta_{>2}$ for any $w' \in W^\delta_0$.

**Proof.** As $\text{Ad}(n_2u)(x) \in g^\delta_{>2}$ it follows that $\text{Ad}(n_2w'u)(x) \in g^\delta_{>2}$ for any $w' \in W^\delta_0$.

For $g \in G^\delta_0$ we have (by a similar calculation as in the proof of Lemma 4.3)

$$\text{Ad}(g)(g^\delta_i) = g^\delta_i$$

for each $i \in \mathbb{Z}$. Then

$$[\text{Ad}(n_2w'u)(x)]_{g^\delta_{>2}} = \text{Ad}(n_2w') (\text{Ad}(n_2u)(x)]_{g^\delta_{>2}}$$

since $n_2w' \in G^\delta_0$.

For easier notation let $y := [\text{Ad}(n_2u)(x)]_{g^\delta_{>2}}$ and $y' := [\text{Ad}(n_2w'u)(x)]_{g^\delta_{>2}}$.

Suppose that there exists $g \in G \setminus G_{>0}^\delta$ with $\text{Ad}(g)(y) = y$. Then $\text{Ad}(n_2w'gnw^{-1})(y') = y'$. As $n_2w' \in G^\delta_{>0}$ and $g \notin G^\delta_{>0}$ we have $n_2w'gn^{-1} \notin G_{>0}^\delta$ and so $y' \notin g^\delta_{>2}$. \hfill $\square$

This lemma simplifies the calculations further: Suppose we already know that $\text{Ad}(n_2u)(x) \notin g^\delta_{>2}$ for some $w \in W$. Then for all $w' \in W$ with weight 0 we have $\text{Ad}(n_2w'n_2w)(x) = \text{Ad}(n_2w'n_2w)(x) \notin g^\delta_{>2}$. Therefore, we do not have to check $\text{Ad}(n_2u)(x)$ if $w \in W$ is of the form $w = w'w''$, $w' \in W^\delta_0$, and we already know that $\text{Ad}(n_2w'u)(x) \notin g^\delta_{>2}$.

However, we do need some further results to justify focusing on elements of the form $\text{Ad}(n_2u)(x)$.

**Lemma 4.5.** Let $x \in g^\delta_{>2}$, $u = \prod_{\beta \in \Phi^+, \delta(\beta) = 0} \alpha(t_\beta) \in U$, $t_\beta \in k$ and $\delta(\beta) = 0$ for all $\alpha \in \Phi^+$. Let $\bar{u} := \prod_{\beta \in \Phi^+, \delta(\beta) = 0} \alpha(t_\beta) \in U$.

Then $[\text{Ad}(u)(x)]_{g^\delta_{>2}} = \text{Ad}(\bar{u})([x]_{g^\delta_{>2}})$.

**Proof.** We have $x = \sum_{\delta(\alpha) \geq 2} \lambda_\alpha e_\alpha$. Furthermore let $\beta \in \Phi^+$ and consider $\text{Ad}(u_\beta(c))(x)$ for some $c \in k$. We have

$$\text{Ad}(u_\beta(c))(x) = \sum_{\delta(\alpha) \geq 2} \lambda_\alpha \sum_{k \geq 0, \alpha+k\beta \in \Phi} c_{\alpha,k,\beta} e_{\alpha+k\beta},$$
and
\[ \text{Ad}(u_\beta(c))([x]_{g_2^\delta}) = \sum_{\alpha \in \Phi^+ \atop \delta(\alpha) = 2} \lambda_\alpha \sum_{k \geq 0, \alpha + k\beta \in \Phi} c_{\alpha,k,\beta} e_{\alpha+k\beta}, \]
for some \( c_{\alpha,k,\beta} \in k \). As \( \beta \in \Phi^+ \) we have either \( \delta(\beta) = 0 \) or \( \delta(\beta) > 0 \).
In the first case \( \delta(\alpha + k\beta) = \delta(\alpha) \) for all \( k \in \mathbb{Z}_{>0} \) and in the second case we have \( \delta(\alpha + k\beta) = \delta(\alpha) + k\delta(\beta) > \delta(\alpha) \) for all \( k \in \mathbb{Z}_{>0} \).
So \( \text{Ad}(u_\beta(c))([x]_{g_2^\delta}) \in g_2^\delta \) if \( \delta(\beta) = 0 \).
Suppose \( \delta(\beta) \neq 0 \). Then
\[ \text{Ad}(u_\beta(c))(x) = \sum_{\alpha \in \Phi^+ \atop \delta(\alpha) > 2} (\lambda_\alpha e_\alpha + \lambda_\alpha \sum_{k \geq 0, \alpha + k\beta \in \Phi} c_{\alpha,k,\beta} e_{\alpha+k\beta}) \]
\[ + \sum_{\alpha \in \Phi^+ \atop \delta(\alpha) > 2} \lambda_\alpha \sum_{k \geq 0, \alpha + k\beta \in \Phi} c_{\alpha,k,\beta} e_{\alpha+k\beta}, \]
and so \( \text{Ad}(u_\beta(c))(x)_{g_2^\delta} = \sum_{\alpha \in \Phi^+ \atop \delta(\alpha) = 2} \lambda_\alpha e_\alpha = [x]_{g_2^\delta}. \)
The claim follows inductively. \( \square \)

**Proposition 4.6.** We use the same notation as in Lemma 4.5. Suppose that \( \text{Ad}(n_{w_0}u(x))_{g_2^\delta} \notin g_2^{\delta_1} \). Then
(i) for all \( u' \in U \) and \( t \in T \) it follows that \( \text{Ad}(u'tn_{w_0}u(x))_{g_2^\delta} \notin g_2^{\delta_1} \) as well.
(ii) For \( w_0 \in W_0^\delta \) we have \( \text{Ad}(n_{w_0}u(x))_{g_2^\delta} \notin g_2^{\delta_1} \).
As a direct consequence we have the following: Let \( w \) be in the right transversal of \( W_0 \) in \( W \). Then it is enough to check whether \( \text{Ad}(n_{w_0}u(x))_{g_2^\delta} \) is in \( g_2^{\delta_1} \) in order to decide whether \( \text{Ad}(u'tn_{w_0}u(x))_{g_2^\delta} \) is in \( g_2^{\delta_1} \) for all \( u' \in U \), \( t \in T \) and \( w_0 \in W_0^\delta \).

**Proof.** Let \( y := [\text{Ad}(n_{w_0}u(x))_{g_2^\delta}] \).
(i) As \( t \in T \) we have \( [\text{Ad}(tn_{w_0}u(x))_{g_2^\delta}] = \text{Ad}(t)\([\text{Ad}(n_{w_0}u(x))_{g_2^\delta}]\) = \( \text{Ad}(t(y)). \) By the above lemma we can write \( [\text{Ad}(tn_{w_0}u(x))_{g_2^\delta}] = \text{Ad}(\tilde{u}t(y)). \)
As \( y \notin g_2^{\delta_1} \) there exists \( g \in G \setminus G_{\geq 0}^\delta \) such that \( \text{Ad}(g)(y) = y. \) Then \( h := \tilde{u}tg(\tilde{u}t)^{-1} \in G \setminus G_{>0}^\delta \) and \( \text{Ad}(h)(\text{Ad}(\tilde{u}t(y)) = \text{Ad}(\tilde{u}t(y)) \) which proves (i).
(ii) Since \( w_0 \in W_0^\delta \) we have \( n_{w_0} \in G_0^\delta \) and therefore \( [\text{Ad}(n_{w_0}u(x))_{g_2^\delta}] = \text{Ad}(n_{w_0}u)(y) \) as seen in the proof of Lemma 4.4. By the same argument as in (i) there exists \( g \in G \setminus G_{>0}^\delta \) such that \( \text{Ad}(g)(y) = y \) and therefore \( \text{Ad}(n_{w_0}gn_{w_0}^{-1})([\text{Ad}(n_{w_0}u(x))_{g_2^\delta}] = [\text{Ad}(n_{w_0}u(x))_{g_2^\delta} = \text{Ad}(n_{w_0}u(y). \) As \( n_{w_0}gn_{w_0}^{-1} \notin G_{\geq 0}^\delta \) it follows that \( [\text{Ad}(n_{w_0}u(x))_{g_2^\delta} \notin g_2^{\delta_1} \).
4.3. **Description of the algorithm to compute the pieces.** To determine which nilpotent orbits make up a piece $\mathcal{N}_{g}^{\Delta}$ we fix a map $\delta \in \Delta \in \mathfrak{a}$ and check whether $\mathcal{O} \subseteq \mathcal{N}_{g}^{\Delta}$ for each nilpotent orbit $\mathcal{O}$ in $g$. We will use the results from the previous sections to simplify the computations and proceed in several steps. The computations were carried out using the computer programme Magma, [2]. We fix the following notation: Let $x \in g$ denote a nilpotent orbit representative, where $x$ is chosen such that $x = \sum_{\alpha \in \Phi^+} \lambda_{\alpha} e_{\alpha}$ for suitable $\lambda_{\alpha} \in \mathbb{k}$. Define tuples

$$c := (c_{\alpha})_{\alpha \in \Phi^+},$$

$$c' := c'_w := (c'_{\alpha})_{\alpha \in \Phi^+}$$

for $w \in W$, and

$$d := (d_{\alpha})_{\alpha \in \Pi},$$

where the entries are elements in a function field over $\mathbb{k}$. Let $g_w(c, d, c') := u'c'tdn_wu(c)$ be the Bruhat decomposition of an element in $G$ where

$$u'c' := \prod_{\alpha \in \Phi^+} u_{\alpha}(c'_{\alpha}),$$

$$t(d) := \prod_{\alpha \in \Pi} h_{\alpha}(d_{\alpha}),$$

$$u(c) := \prod_{\alpha \in \Phi^+} u_{\alpha}(c_{\alpha})$$

with the $h_{\alpha}$ defined as in Section 4.1 and for a fixed ordering on $\Phi^+$. We write

$$x_w(c, d, c') := \text{Ad}(u'c'tdn_wu(c))(x)$$

for the action of $g_w(c, d, c')$ on $x$. Finally, let $\lambda_{w,\beta}(c, d, c') \in \mathbb{k}$ for $\beta \in \Phi$ and $\mu_{w,i}(c, d, c') \in \mathbb{k}$ for $i \in \{1, \ldots, |\Pi|\}$ be defined as in (4.1):

$$\text{Ad}(g_w(c, d, c'))(x) = \sum_{\beta \in \Phi} \lambda_{w,\beta}(c, d, c')e_{\beta} + \sum_{i=1}^{|\Pi|} \mu_{w,i}(c, d, c')h_i.$$ 

**Step 1:** Let $\delta$ arise from a fixed weighted Dynkin diagram and let $x \in g$ be a nilpotent element such that $x = \sum_{\alpha \in \Phi^+} \lambda_{\alpha} e_{\alpha}$ for suitable $\lambda_{\alpha} \in \mathbb{k}$. The element $x$ is a representative of a nilpotent orbit, denoted by $\mathcal{O}_x$. Fix $w \in W$. For an arbitrary element $g_w(c, d, c') \in Bn_wB$, we want to check if we have $\text{Ad}(g_w(c, d, c'))(x) = x_w(c, d, c') \in g_{\delta}^w$. In this manner, it is possible to compute the Ad-action of every element in $G$ on $x$. By Lemma 4.3, it is enough to check if $\text{Ad}(n_w\tilde{u})(x) \in g_{\delta}^w$ where

$$\tilde{u} = u_{\alpha_1}(\tilde{c}_{\alpha_1}) \cdots u_{\alpha_r}(\tilde{c}_{\alpha_r})$$
denotes an element in $U$, parametrised by the elements $\tilde{c}_{\alpha_1}, \ldots, \tilde{c}_{\alpha_r} \in k$ for some $r \in \mathbb{N}$ and $\alpha_1, \ldots, \alpha_r \in \Phi^+$ such that $w(\alpha_i) \notin \Phi^+$ for all $i = 1, \ldots, r$. From now on we will use the notation $c_{\alpha_i}$ instead of $\tilde{c}_{\alpha_i}$ for easier reading and let $x_w(c) := x_w(c_{\alpha_1}, \ldots, c_{\alpha_r}) := \text{Ad}(n_w \tilde{u})(x)$ be the element that depends on the $c_{\alpha_i}$.

In order to check if $\text{Ad}(n_w \tilde{u})(x) \in g_{\geq 2}^\delta$, we first compute the action of $n_w \tilde{u}$ on $x$ as in Section 4.1. Following this, the resulting system of non-linear equations for the $c_{\alpha_i}$ (see (4.2)) can be solved by computing a Gröbner basis of this system. For this we use the standard algorithm in Magma, see [3] Section 112.4.3 with a reverse lexicographical ordering. In order to speed this process up, we will first check for variables that occur in linear equations and solve for those variables. We will apply this every time we compute a Gröbner basis. Note that in general the solution (if there exists one) will still depend on some of the $c_{\alpha_i}$. This means that we will have to check whether $[\text{Ad}(n_w \tilde{u})(x)]_{g_2} \in g_2^\delta$ for each solution.

Step 2: Suppose there exists a solution such that $\text{Ad}(n_w \tilde{u})(x) \in g_{\geq 2}^\delta$. As mentioned in Step 1 this solution will still depend on some of the $c_{\alpha_i}$. Let $y_w := x_w(\varepsilon_1, \ldots, \varepsilon_r), \varepsilon_i \in \{0, 1, \ldots, \text{char}(k) - 1\}$ be the element arising from a particular solution where we replaced the $c_{\alpha_i}$ in $\tilde{u} = u_{\alpha_1}(c_{\alpha_1}) \cdots u_{\alpha_r}(c_{\alpha_r})$ by the solution in which we set the remaining $c_{\alpha_i}$ to zero if possible or otherwise another fixed element in the prime field of $k$. This depends on which solution is possible, so that we do not divide by zero when replacing the $c_{\alpha_i}$.

Step 3: Let $x'_w(c) := [x_w(c)]_{g_2}^{\delta}$ and $y'_w := [y_w]_{g_2}^{\delta}$ by setting the coefficients of the basis elements not contained in $g_2^\delta$ to zero.

Step 4: Check if there is an element $g_{y'_w} \in G_{\geq 0}^\delta$ such that we have $x'_w(c) = \text{Ad}(g_{y'_w})(y'_w)$. As in Step 1 we will use Section 4.1 to compute $\text{Ad}(g_{y'_w})(y'_w)$ and determine a Gröbner basis to solve the resulting system. Note that the solution $g_{y'_w}$ will depend on the variables $c_{\alpha_i}$ that $x'_w(c)$ depends on.

Case 1: If such an element $g_{y'_w} \in G_{\geq 0}^\delta$ with $x'_w(c) = \text{Ad}(g_{y'_w})(y'_w)$ exists, we can focus our computations on $x'_w(c)$:

Case 1a: If there is no $g' \in G_0 \setminus G_{\geq 0}^\delta$ such that $\text{Ad}(g')(y'_w) = y'_w$, then $y'_w \in g_2^\delta$ and so both $y_w \in N_n^\alpha$ and $x \in N_n^\alpha$.

Case 1b: There is $g' \in G_0 \setminus G_{\geq 0}^\delta$ such that $\text{Ad}(g')(y'_w) = y'_w$. Then $y'_w \notin g_2^\delta$. As $x'_w(c) = \text{Ad}(g_{y'_w})(y'_w)$ we have

\[
\text{Ad}(g' g_{y'_w}^{-1})(x'_w(c)) = \text{Ad}(g')(y'_w) = y'_w
\]

and it follows that $\text{Ad}(g_{y'_w} g' g_{y'_w}^{-1})(x'_w(c)) = x'_w(c)$.

As before $g_{y'_w} g' g_{y'_w}^{-1} \notin G_{\geq 0}^\delta$, so $x'_w(c) \notin g_2^\delta$. 
Case 2: If there is no \( g_{\delta_w} \in G_{\geq 0}^\delta \) such that \( x'_w(c) = \text{Ad}(g_{\delta_w})(y'_w) \), we first check whether Case 1b holds for \( y'_w \). If it does, we check the same thing for \( x'_w(c) \), i.e. if there is an element \( g' \in G \setminus G_{\geq 0}^\delta \) such that \( \text{Ad}(g')(x'_w(c)) = x'_w(c) \).

If Case 1b doesn’t hold for \( y'_w \), we will proceed as in Step 5.

Note that \( g' \) may depend on the variables in \( x'_w(c) \), so we need to make sure that this solution holds for all possible values of the \( c_{\alpha_i} \).

Sometimes we might find such a \( g_{\delta_w} \in G_{\geq 0}^\delta \) only for certain values of the \( c_{\alpha_i} \). If this is the case, we will have to check everything in Step 4 for the values of the \( \bar{c}_{\alpha_i} := c_{\alpha_i} \) for which no \( g_{\delta_w} \in G_{\geq 0}^\delta \) as above exists. For these cases we need to check separately whether \( x''_w(c) \in B_2^\delta \) for the arising elements \( x''_w(c) := [x(\bar{c}_{\alpha_1}, \ldots, \bar{c}_{\alpha_r})]_{B_2^\delta} \) depending on the \( \bar{c}_{\alpha_i} \).

Step 5: For each \( w'' \in W \) first check whether \( w'' \) has weight 0, i.e. \( w'' \in W_0^\delta \). If this is not the case, let \( g_{w''} \in B_{n_w''} \) and note that \( g_{w''} \notin G_{\geq 0}^\delta \) by Lemma 4.3. We want to check whether \( g_{w''} \) centralises \( y'_w \), so as before we compute \( \text{Ad}(g_{w''})(y'_w) \) and solve the system \( y'_w = \text{Ad}(g_{w''})(y'_w) \) by using Gröbner bases. If this system has no solution, there is a possibility that \( y'_w \in B_2^\delta \) and we repeat Step 5 for the next element \( w'' \in W \).

If there is a solution, we take the elements \( x''_w(c) \) from Step 4 for which we found no \( g \in G_{\geq 0}^\delta \) such that \( \text{Ad}(g)(y'_w) = x''_w(c) \). We will check whether there is a solution for \( x''_w(c) = \text{Ad}(g_{w''})(x''_w(c)) \) in each case. If we find a solution, it immediately follows that \( x''_w(c) \notin B_2^\delta \) and we move on to the next \( w'' \in W \) in Step 1. If we have checked each \( w'' \in W \), it follows that this particular orbit is not contained in the piece.

If there exists \( x''_w(c) \) as in Step 4, Case 2, that is there is no element \( g \in G_{\geq 0}^\delta \) with \( x''_w(c) = \text{Ad}(g)(y'_w) \), we need to check if there is a solution to \( x''_w(c) = \text{Ad}(g_{w''})(x''_w(c)) \) for each \( w'' \in W \) for which we have already seen that \( y'_w \neq \text{Ad}(g_{w''})(y'_w) \). If so, then \( x''_w(c) \notin B_2^\delta \) and we move to the next \( w'' \in W \) in Step 1. Otherwise we continue Step 5 by replacing \( y'_w \) with \( x''_w(c) \).

If we do not find a solution for any element in \( W \) in Step 5, we have successfully proved that the centraliser of \( x'_w(c) \) is contained in \( G_{\geq 0}^\delta \) and therefore the orbit \( \mathcal{O}_x \) is contained in the piece. We can move on to check the next orbit. As we already know that certain orbits are contained in certain pieces, see Lemma 3.9, we conjecture that in most cases \( \mathcal{O}_x \) will not be contained in \( N_{B_2^\delta}^\delta \), see also Conjecture 1.2. This means we can run (and try to optimise) this algorithm keeping in mind that the most likely outcome is that there is an element \( g \notin G_{\geq 0}^\delta \) centralising \( \text{Ad}(n_{w}w')(x) \).
We can simplify the computations a bit: If \( n_{\tilde{w}} \in G_0^\delta \) for a fixed \( \tilde{w} \in W \), check if \( \text{Ad}(n_{\tilde{w}})(z') = z' \) where \( z' \) is as in Step 3 above. If this is the case and we know that there exists a \( g \in G \setminus G_{>0}^\delta \) such that \( \text{Ad}(g)(z') \neq z' \), then for

\[
 h \in \{gn_{\tilde{w}}^{-1}, gn_{\tilde{w}}, n_{\tilde{w}}g, n_{\tilde{w}}gn_{\tilde{w}}^{-1}, n_{\tilde{w}}gn_{\tilde{w}}, n_{\tilde{w}}^{-1}gn_{\tilde{w}}, n_{\tilde{w}}^{-1}gn_{\tilde{w}}^{-1}\}
\]

it follows that \( \text{Ad}(h)(z') \neq z' \), as both \( \text{Ad}(n_{\tilde{w}})(z') = z' \) and \( \text{Ad}(n_{\tilde{w}}^{-1})(z') = z' \), as well as \( \text{Ad}(g)(z') \neq z' \). Similarly, if \( \tilde{u} \in U := \prod_{\alpha \in \Phi^+} U_\alpha \) with \( \text{Ad}(\tilde{u})(z') = z' \) it is enough to check whether \( \text{Ad}(\tilde{u}g)(z') = z' \) or \( \text{Ad}(g\tilde{u})(z') = z' \). This means we may choose \( \tilde{u} \) in the centralizer of \( z' \) in such a way that \( g \) depends on less variables \( t_\alpha \): If \( g = u't_{\alpha_1}u \) as in Definition 2.2 where \( u' = u_{\alpha_1}(c'_{\alpha_1}) \cdots u_{\alpha_r}(c'_{\alpha_r}) \) and \( u = u_{\alpha_1}(c_{\alpha_1}) \cdots u_{\alpha_r}(c_{\alpha_r}) \) for \( c_{\alpha_i}, c'_{\alpha_i} \in k \) then choose \( \tilde{u}_1, \tilde{u}_2 \in U \) such that \( v' := \tilde{u}_1u' \) and \( v := \tilde{u}_2u \) depend on less variables \( c_{\alpha_i}, c'_{\alpha_i} \in k \). It will now be easier to compute \( \text{Ad}(\tilde{u}_1gw\tilde{u}_2)(z') = z' \). We summarise this section with the following pseudocode:

**A pseudocode to compute the nilpotent pieces**

We summarise this section with the following pseudocode. The code is rather brief and only sketches the most important steps in the algorithm. It checks whether for a given weighted Dynkin diagram \( \delta \) a nilpotent orbit with representative \( x \) lies in the corresponding nilpotent piece.

**Algorithm 1** Computation of a nilpotent piece described by \( \delta \)

1: procedure Pieces(\( x, S, W, \delta \))
   
   INPUT:
   
   \( x \) - nilpotent orbit representative
   
   \( S \) - type of root system
   
   \( W \) - Weyl group
   
   \( \delta \) - weighted Dynkin diagram
   
   OUTPUT: result whether \( x \) is in \( N_{\delta}^g \) from the root system
   
   2: find all elements \( u \in U = \prod_{\alpha \in \Phi^+} U_\alpha \) s.t. \( \text{Ad}(u)(x) = x \) // we get \( U \)

   3: save the indices \( i \) of \( u_{\alpha_i}(c_i) \) in a list \( Lu \) where \( u_{\alpha_i}(c_i) \) is a factor in \( u \) such that \( c_i \) can be chosen arbitrarily and \( \text{Ad}(u_{\alpha_i}(c_i))(x) = x \)

   4: save all \( w \in W \) with weight 0 in a list \( L \)

   5: compute a right transversal \( T \) of all the elements of weight 0 in \( W \)

   6: \( L2 := [ ] \) //initiate list of elements in \( W \)

   7: for all \( w \in T, w \notin L2 \) do

   8: \( y := \text{Ad}(n_wu)(x), u \) not containing any factors \( u_{\alpha_i}, i \in Lu \)

   9: if \( y \in g_{>2}^0 \) then
5. Results

We fix the following notation for this section: Let \( \Pi = \{ \alpha_1, \ldots, \alpha_r \} \) be the set of simple roots, for some \( r \in \mathbb{N} \). Denote the elements \( e_\alpha \) spanning \( g_\alpha, \alpha \in \Phi \), by \( e_{i_1\alpha_1 + i_2\alpha_2 + i_r\alpha_r} \), \( i_j \in \mathbb{Z} \) and \( i_1\alpha_1 + i_2\alpha_2 + \cdots + i_r\alpha_r \in \Phi \). If \( i_j = 0 \) we will simply leave \( j \) out.
Remark 5.1. Note that by [7, Theorem 7.3] the CP-pieces agree with the nilpotent pieces if the nilpotent pieces form a partition of the nilpotent variety \( N_g \).

5.1. \( G_2 \). We have the following weighted Dynkin diagrams of type \( G_2 \) ([8 13.1, p.401]).

![Figure 5.1. The weighted Dynkin diagrams of type \( G_2 \)](image)

Furthermore, let the root system be given by

\[ \Phi := \{ \pm \alpha, \pm \beta, \pm (\alpha + \beta), \pm (2\alpha + \beta), \pm (3\alpha + \beta), \pm (3\alpha + 2\beta) \}. \]

We begin with the case where \( \text{char}(k) = 2 \). By [25], we get the following orbit representatives, where we let \( g_\gamma = \langle e_\gamma \rangle \) for \( \gamma \in \Phi \).

(1) \( x_1 := 0 \),
(2) \( x_2 := e_\alpha + e_\beta \),
(3) \( x_3 := e_\alpha + e_{2\alpha + \beta} \),
(4) \( x_4 := e_\alpha \),
(5) \( x_5 := e_\beta \).

Let \( O_i \) be the orbit corresponding to the representative \( x_i, i \in \{1, \ldots, 5\} \) and \( N_i \) be the piece corresponding to the weighted Dynkin diagram \( (i) \), \( i \in \{1, \ldots, 5\} \) as in figure 5.1 Then we get the following pieces:

(1) \( N_1 := \{0\} = O_1 \),
(2) \( N_2 := O_5 \),
(3) \( N_3 := O_4 \),
(4) \( N_4 := O_3 \),
(5) \( N_5 := O_2 \).

If \( \text{char}(k) = 3 \), the following orbit representatives are again given by [25] using the same notation as above:

(1) \( x_1 := 0 \),
(2) \( x_2 := e_\alpha + e_\beta \),
(3) \( x_3 := e_\beta + e_{\alpha + \beta} \),
(4) \( x_4 := e_\beta + e_{2\alpha + \beta} \),
(5) \( x_5 := e_\alpha \),
(6) \( x_6 := e_\beta \).

Then we get the following pieces:

(1) \( N_1 := \{0\} = O_1 \),
(2) \( N_2 := O_6 \),
(3) \( N_3 := O_3 \cup O_5 \),
(4) \( N_4 := O_4 \),
(5) \( N_5 := O_2 \).
Note that in good characteristic, the representatives $x_3$ and $x_5$ are conjugate. We summarise the above results as follows:

**Theorem 5.2** (Nilpotent pieces for $G_2$ in characteristic 2 and 3). *We use the same notation as above and let*

\[(1)\ x_1 := 0,\]
\[(2)\ x_2 := e_\alpha + e_\beta,\]
\[(3)\ x_3 := e_\beta + e_\alpha,\]
\[(4)\ x_4 := e_\beta + e_2\alpha + \beta,\]
\[(5)\ x_5 := e_\alpha,\]
\[(6)\ x_6 := e_\beta.\]

*Then the pieces for $G_2$ with respect to the weighted Dynkin diagrams are given by*

\[(1)\ N_1 := \{0\} = O_{x_1},\]
\[(2)\ N_2 := O_{x_6},\]
\[(3)\ N_3 := O_{x_5},\]
\[(4)\ N_4 := O_{x_4},\]
\[(5)\ N_5 := O_{x_2}.

*if $\text{char}(k) = 2$ and by*

\[(1)\ N_1 := \{0\} = O_{x_1},\]
\[(2)\ N_2 := O_{x_6},\]
\[(3)\ N_3 := O_{x_3} \cup O_{x_5},\]
\[(4)\ N_4 := O_{x_4},\]
\[(5)\ N_5 := O_{x_2}.

*if $\text{char}(k) = 3$. In particular, the nilpotent pieces form a partition of the nilpotent variety and therefore agree with the CP-pieces by Remark 5.1.*

5.2. $F_4$. We proceed as above, by listing the weighted Dynkin diagrams for $F_4$ as well as the orbit representatives in good and bad characteristic. Note that the orbit representatives in good characteristic are the same as in characteristic 3. For the orbit representatives see [14, Table 22.1.4] and [23]. The simple roots are as given in the Dynkin diagram:

```
\begin{tikzpicture}
\node (a1) at (0,0) [shape=circle,draw] {}; \node (a2) at (1,0) [shape=circle,draw] {}; \node (a3) at (2,0) [shape=circle,draw] {}; \node (a4) at (3,0) [shape=circle,draw] {}; \node (a5) at (4,0) [shape=circle,draw] {}; \draw (a1) -- (a2) -- (a3) -- (a4); \draw (a2) -- (a5);
\end{tikzpicture}
```

The nilpotent orbit representatives are as in the following table. As they are the same in good characteristic and for characteristic 3, these cases are not distinguished. In characteristic two we get additional orbits, which are denoted by $x_{1,2}$ if they are in the same orbit as $x_i$ in good characteristic. All orbit representatives in good characteristic (or characteristic 3) are also orbit representatives in characteristic 2.

| Label | Weighted Dynkin Diagram | Nilpotent orbit representative |
|-------|--------------------------|-------------------------------|
| (i)   | \begin{tikzpicture}
\node (a1) at (0,0) [shape=circle,draw] {}; \node (a2) at (1,0) [shape=circle,draw] {}; \node (a3) at (2,0) [shape=circle,draw] {}; \node (a4) at (3,0) [shape=circle,draw] {}; \node (a5) at (4,0) [shape=circle,draw] {}; \draw (a1) -- (a2) -- (a3) -- (a4); \draw (a2) -- (a5);
\end{tikzpicture} | $x_1 := 0$ |
| (ii)  | 0 0 0 0 | $x_1 := 0$ |
| (ii)  | \( A_1 \)     | \( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 0 & 0 \end{array} \) | \( x_2 := e_{12,23,34,42} \) |
| (iii) | \( \tilde{A}_1 \) | \( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 1 \end{array} \) | \( x_3 := e_{12,3,42} \) |
|       | \( (\tilde{A}_1)_2 \) |          | \( x_{3.2} := e_{12,3,34,42} + e_{12,23,34,42} \), \( p = 2 \) |
| (iv)  | \( A_1 \tilde{A}_1 \) | \( \begin{array}{ccc} 0 & 1 & 0 \\ 0 & 0 & 0 \end{array} \) | \( x_4 := e_{12,3,4} + e_{12,32,42} \) |
| (v)   | \( A_2 \)     | \( \begin{array}{ccc} 2 & 0 & 0 \\ 0 & 0 & 0 \end{array} \) | \( x_5 := e_{12,3,2} + e_{12,32,42} \) |
| (vi)  | \( \tilde{A}_2 \) | \( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 2 \end{array} \) | \( x_6 := e_{12,3,4} + e_{23,4} \) |
|       | \( (\tilde{A}_2)_2 \) |          | \( x_{6.2} := e_{12,3,4} + e_{23,4} + e_{12,23,34,42} \), \( p = 2 \) |
| (vii) | \( A_2 \tilde{A}_1 \) | \( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \) | \( x_7 := e_{12,3,2} + e_{12,32,4} + e_{23,4} \) |
| (viii) | \( B_2 \)     | \( \begin{array}{ccc} 2 & 0 & 0 \\ 0 & 0 & 1 \end{array} \) | \( x_8 := e_{12,3} + e_{23,42} \) |
|       | \( (B_2)_2 \) |          | \( x_{8.2} := e_{12} + e_{12,32} + e_{23,42} \), \( p = 2 \) |
| (ix)  | \( \tilde{A}_2 A_1 \) | \( \begin{array}{ccc} 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \) | \( x_9 := e_{12,3} + e_{23,4} + e_{12,32,42} \) |
|       | \( (\tilde{A}_2 A_1)_2 \) |          | \( x_{9.2} := e_{12,3} + e_{23,4} + e_{12,32,4} + e_{12,3,2,42}, \( p = 2 \) \) |
| (x)   | \( C_3(a_1) \) | \( \begin{array}{ccc} 1 & 0 & 1 \\ 0 & 0 & 0 \end{array} \) | \( x_{10} := e_{12,3} + e_{23,4} + e_{23,42} \) |
|       | \( (C_3(a_1))_2 \) |          | \( x_{10.2} := e_{12} + e_{23,4} + e_{12,32,42} + e_{12,3,2,42}, \( p = 2 \) \) |
| (xi)  | \( F_4(a_3) \) | \( \begin{array}{ccc} 0 & 2 & 0 \\ 0 & 0 & 0 \end{array} \) | \( x_{11} := e_{12,3} + e_{12,32} + e_{23,4} + e_{23,42} \) |
In characteristic 2 (with the same notation as for $G_2$):

| (xii) | $B_3$ | 2 2 0 0 | $x_{12} := e_1 + e_{2,3} + e_{2,3,4} + e_{2,3,4^2}$ |
| (xiii) | $C_3$ | 1 0 1 2 | $x_{13} := e_1 + e_{1,2,3} + e_{2,3^2}$ |
| (C3)₂ | 0 2 0 2 | $x_{13,2} := e_1 + e_{1,2,3} + e_{2,3^2} + p = 2$ |
| (xiv) | $F_4(a_2)$ | 2 2 0 2 | $x_{14} := e_1 + e_{2,3} + e_{3,4} + e_{1,2,3^2}$ |
| (xv) | $F_4(a_1)$ | 2 2 0 2 | $x_{15} := e_1 + e_4 + e_{2,3} + e_{2,3^2}$ |
| (xvi) | $F_4$ | 2 2 2 2 | $x_{16} := e_1 + e_2 + e_3 + e_4$ |

Applying the programme described in section 4 results in the following pieces in characteristic 2 (with the same notation as for $G_2$):

- (1) $\mathcal{N}_1 = O_1$,
- (2) $\mathcal{N}_2 = O_2$,
- (3) $\mathcal{N}_3 = O_3 \cup O_{3,2}$,
- (4) $\mathcal{N}_4 = O_4$,
- (5) $\mathcal{N}_5 = O_5$,
- (6) $\mathcal{N}_6 = O_6 \cup O_{6,2}$,
- (7) $\mathcal{N}_7 = O_7$,
- (8) $\mathcal{N}_8 = O_8 \cup O_{8,2}$,
- (9) $\mathcal{N}_9 = O_9 \cup O_{9,2}$,
- (10) $\mathcal{N}_{10} = O_{10} \cup O_{10,2}$,
- (11) $\mathcal{N}_{11} = O_{11}$,
- (12) $\mathcal{N}_{12} = O_{12}$,
- (13) $\mathcal{N}_{13} = O_{13} \cup O_{13,2}$,
- (14) $\mathcal{N}_{14} = O_{14}$,
- (15) $\mathcal{N}_{15} = O_{15}$,
- (16) $\mathcal{N}_{16} = O_{16}$,

where $\mathcal{N}_{16}$ follows by Proposition 3.10.

Note that each of the pairs of orbit representatives $x_3$ and $x_{3,2}$, as well as $x_6$ and $x_{6,2}$, $x_8$ and $x_{8,2}$, $x_9$ and $x_{9,2}$, $x_{10}$ and $x_{10,2}$ and $x_{13}$ and $x_{13,2}$ are conjugate to each other in good characteristic. In particular, the pieces contain the same orbits (or the orbits they split into) as in good characteristic. We expect this to be a pattern that should hopefully hold for the other exceptional groups as well. In characteristic 3 we use the same orbit representatives (i.e. mapping the coefficients of the linear combinations of basis elements into $k$). Applying the programme results in the same pieces as in characteristic 0, i.e. we have $\mathcal{N}_i = O_i$ for all $i = 1, \ldots, 16$ with the same notation as above.

**Theorem 5.3** (Nilpotent pieces for $F_4$ in characteristic 2 and 3). *We use the same notation as above. Then the pieces for $F_4$ in characteristic 2 are given by $\mathcal{N}_i = O_i \cup O_{i,2}$ for $i \in \{3, 6, 8, 9, 10, 13\}$ and $\mathcal{N}_i = O_i$ otherwise. In characteristic 3 we get $\mathcal{N}_i = O_i$ for all $1 \leq i \leq 16$. In particular, the*
nilpotent pieces form a partition of the nilpotent variety and therefore agree with the CP-pieces by Remark 5.1.

5.3. $E_6$. If the root system is of type $E_6$, we get the same amount of orbits in good and bad characteristic. In fact we can choose the “same” orbit representatives for each characteristic, where the coefficients of the $e_\alpha$ are either 0 or 1. We list them in the table below, together with the weighted Dynkin diagrams describing the orbits in good characteristic. As the root system is getting bigger, we will now denote the elements $e_\alpha$ spanning $g_\alpha$, $\alpha \in \Phi$, by $e_{i_1,i_2,\ldots,i_6} := e_{i_1\alpha_1+i_2\alpha_2+\cdots+i_6\alpha_6}$. If $i_j = 0$ we will simply leave $j^{i_j}$ out. Here, the roots $\{\alpha_1, \alpha_2, \ldots, \alpha_6\}$ are the simple roots of $\Phi$ as denoted in the Dynkin diagram:

![Dynkin diagram of type E6](image)

**Figure 5.2.** The Dynkin diagram of type $E_6$

| Label | Weighted Dynkin Diagram | Nilpotent orbit representative |
|-------|--------------------------|-------------------------------|
| (i) 1 | 0 0 0 0 0 0              | $x_1 := 0$                    |
| (ii) A1 | 0 0 0 0 0 0              | $x_2 := e_{1,2,3^2,4^2,5^2,6}$ |
| (iii) A1^2 | 1 0 0 0 1 0             | $x_3 := e_{1,2,3^2,4^2,5,6} + e_{1,2,3,4^2,5^2,6}$ |
| (iv) A2 | 0 0 0 0 0 0              | $x_4 := e_{2,3,4,5,6} + e_{1,2,3,4^2,5}$ |
| (v) A1^3 | 0 0 1 0 0 0             | $x_5 := e_{1,2,3^2,4^2,5^2} + e_{1,2,3,4^2,5,6} + e_{2,3,4^2,5^2,6}$ |
| (vi) A2A1 | 1 0 0 0 1 0           | $x_6 := e_{1,3,4,5,6} + e_{2,3,4,5,6} + e_{1,2,3,4^2,5}$ |
| (vii)  | $A_3$ | $\begin{array}{c} 1 \ 0 \ 0 \ 0 \ 1 \\ \ 2 \end{array}$ | $x_7 := e_{2,3,4} + e_{2,4,5} + e_{1,3,4,5,6}$ |
|---|---|---|---|
| (viii) | $A_2 A_1^2$ | $\begin{array}{c} 0 \ 1 \ 0 \ 1 \ 0 \\ \ 0 \end{array}$ | $x_8 := e_{1,2,3,4,5} + e_{1,3,4,5,6} + e_{2,3,4^2,5} + e_{2,3,4,5,6}$ |
| (ix) | $A_2^2$ | $\begin{array}{c} 2 \ 0 \ 0 \ 0 \ 2 \\ \ 0 \end{array}$ | $x_9 := e_{1,2,3,4} + e_{1,3,4,5} + e_{2,4,5,6} + e_{2,3,4,5}$ |
| (x) | $A_3 A_1$ | $\begin{array}{c} 0 \ 1 \ 0 \ 1 \ 0 \\ \ 1 \end{array}$ | $x_{10} := e_{3,4,5} + e_{1,2,3,4} + e_{2,4,5,6} + e_{1,3,4,5,6}$ |
| (xi) | $A_4$ | $\begin{array}{c} 2 \ 0 \ 0 \ 0 \ 2 \\ \ 2 \end{array}$ | $x_{11} := e_{5,6} + e_{1,3,4} + e_{2,3,4} + e_{2,4,5}$ |
| (xii) | $D_4$ | $\begin{array}{c} 0 \ 0 \ 2 \ 0 \ 0 \\ \ 0 \end{array}$ | $x_{12} := e_2 + e_{1,3,4} + e_{3,4,5} + e_{4,5,6}$ |
| (xiii) | $D_4(a_1)$ | $\begin{array}{c} 0 \ 0 \ 2 \ 0 \ 0 \\ \ 0 \end{array}$ | $x_{13} := e_{3,4,5} + e_{4,5,6} + e_{1,2,3,4} + e_{2,4,5,6}$ |
| (xiv) | $A_2^2 A_1$ | $\begin{array}{c} 1 \ 0 \ 1 \ 0 \ 1 \\ \ 0 \end{array}$ | $x_{14} := e_{1,2,3,4} + e_{1,3,4,5} + e_{2,4,5,6} + e_{3,4,5,6} + e_{2,3,4^2,5}$ |
| (xv) | $A_4 A_1$ | $\begin{array}{c} 1 \ 1 \ 0 \ 1 \ 1 \\ \ 1 \end{array}$ | $x_{15} := e_{5,6} + e_{1,3,4} + e_{2,3,4} + e_{2,4,5} + e_{3,4,5}$ |
| (xvi) | $A_5$ | $\begin{array}{c} 2 \ 1 \ 0 \ 1 \ 2 \\ \ 1 \end{array}$ | $x_{16} := e_1 + e_6 + e_{2,3,4} + e_{2,4,5} + e_{3,4,5}$ |
| (xvii) | $D_5$ | $\begin{array}{c} 2 \ 0 \ 2 \ 0 \ 2 \\ \ 2 \end{array}$ | $x_{17} := e_2 + e_6 + e_{1,3} + e_{3,4} + e_{4,5}$ |
| (xviii) | $D_5(a_1)$ | $\begin{array}{c} 1 \ 1 \ 0 \ 1 \ 1 \\ \ 2 \end{array}$ | $x_{18} := e_{1,3} + e_{2,4} + e_{5,6} + e_{3,4,5} + e_{4,5,6}$ |
Applying the programme results in the same pieces as in characteristic 0, i.e. we have $N_i = O_i$ for all $i = 1, \ldots, 21$ with the same notation as above.

**Theorem 5.4** (Nilpotent pieces for $E_6$ in characteristic 2 and 3). We use the same notation as above. Then the pieces for $E_6$ in both characteristic 2 and 3 are given by $N_i = O_i$ for all $1 \leq i \leq 21$. In particular, the nilpotent pieces form a partition of the nilpotent variety and therefore agree with the CP-pieces by Remark 5.1.
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