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Abstract

Feature curves are largely adopted to highlight shape features, such as sharp lines, or to divide surfaces into meaningful segments, like convex or concave regions. Extracting these curves is not sufficient to convey prominent and meaningful information about a shape. We have first to separate the curves belonging to features from those caused by noise and then to select the lines, which describe non-trivial portions of a surface. The automatic detection of such features is crucial for the identification and/or annotation of relevant parts of a given shape. To do this, the Hough transform (HT) is a feature extraction technique widely used in image analysis, computer vision and digital image processing, while, for 3D shapes, the extraction of salient feature curves is still an open problem.

Thanks to algebraic geometry concepts, the HT technique has been recently extended to include a vast class of algebraic curves, thus proving to be a competitive tool for yielding an explicit representation of the diverse feature lines equations. In the paper, for the first time we apply this novel extension of the HT technique to the realm of 3D shapes in order to identify and localize semantic features like patterns, decorations or anatomical details on 3D objects (both complete and fragments), even in the case of features partially damaged or incomplete. The method recognizes various features, possibly compound, and it selects the most suitable feature profiles among families of algebraic curves.

1 Introduction

Due to the intuitiveness and meaningful information conveyed in human line drawings, feature curves have been largely investigated in shape modelling and analysis to support several processes, ranging from non-photorealistic rendering to simplification, segmentation and sketching of graphical information [16, 19, 27].

These curves can be represented as curve segments identified by a set of vertices, splines interpolating the feature points [7], \(L^1\) medial skeletons [74] or approximated with known curves, like spirals [29, 30].

Traditional methods proposed for identifying feature curves on 3D models can be divided into view dependent and view independent methods. The first ones extract feature curves from a projection of the 3D model onto a plane perpendicular to the view direction, while view independent techniques extract feature points by computing curvatures or other differential properties of the model surface.

View independent feature curves assume various names according to the criteria used for their characterization (ridge/valleys, crest lines, sharp lines, demarcating curves, etc.). Furthermore, they are possibly organized into curve networks [19, 27] and filtered to omit short and non-salient curves [14].
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However, extracting feature curves is not sufficient to convey prominent and meaningful information about a shape. We have first to separate the curves belonging to features from those caused by noise and then, among the remaining curves, to select the lines which describe non-trivial portions of a surface. These salient curves usually correspond to high level features that characterize a portion of a shape. They can be represented by a multitude of similar occurrences of similar simple curves (like the set of suction cups of an octopus tentacle), or by the composition of different simple curves (like the eye and pupil contours). In addition, for some applications, it is necessary to develop methods applicable also in the case of curves partially damaged or incomplete, as in the case of archaeological artefacts.

To the best of our knowledge, the literature has not yet fully addressed the problem of identifying on surfaces similar occurrences of high level feature curves, of different size and orientation, and in the case they are degraded. This is not true for 2D feature curves, where the Hough Transform (HT) is commonly used for detecting lines as well as parametrized curves or 2D shapes in images. Our attempt is then to study an HT-based approach suitable for extracting feature curves on 3D shapes. We have found the novel generalization of the HT introduced in [9] convenient for the detection of curves on 3D shapes. Using this technique we can identify suitable algebraic curves exploiting computations in the parameters space, thus providing an explicit representation of the equation of the feature curves. Moreover, we recognize which curves of the family are on the shape and how many occurrences of the same curve are there (see Section 5 for various illustrative examples). Applying this framework to curves in the 3D space is not a trivial task: spatial algebraic curves can be represented as the intersection of two surfaces and theoretical foundations for their detection via HT has already been laid using Gröbner bases theory (see [9]). Nevertheless, the atlas of known algebraic surfaces is not as wide as that of algebraic plane curves, therefore working directly with curves could end with some limitations. Further, similarly to [42, 29, 30, 34] our point of view is local since we are interested to the problem of the extraction of features contours that can be locally flattened onto a plane without any overlap.

**Contribution** In this paper we describe a new method to identify and localize feature curves, which characterize semantic features like patterns, decorations, reliefs or anatomical features on the digital models of 3D objects, even if the features are partially damaged or incomplete. The focus is on the extraction of feature curves from a set of potentially significant points using the cited generalization of the HT [9]. This technique takes advantage of a rich family of primitive curves that are flexible to meet the user needs. The method recognizes various features, possibly compound, and selects the most suitable profile among families of algebraic curves. Deriving from the HT, our method inherits the robustness to noise and the capability of dealing with data incompleteness as for the degraded and broken 3D artefacts on which we realized our first experiments [69]. Our main contributions can be summarized as follows:

- To the best of our knowledge this is the first attempt to systematically apply the HT to the recognition of curves on 3D shapes.
- The method is independent of how the feature points are detected, e.g. variations of curvature, colour, or both; in general, we admit a multi-modal characterization of the feature lines to be identified, see Section 3.1.
- The method is independent of the model representation, we tested it on point clouds and triangle meshes but the same framework applies to other representations like quad meshes. Details on the algorithms are given in Section 5 and in the Appendix.
- A vast catalogue of functions is adopted, which is richer than previous ones, and it is shown how to modify the parameters to include families of curves instead of a single curve, details are in Section 4.
- The set of curves is open and it can be enriched with new ones provided that they have an algebraic representation.
• We introduce the use of curves represented also in polar coordinates, like the Archimedean spiral.

• Our framework includes also compound curves, see Section 4.1

• As a proof of concept, we apply this method to real 3D scans, see Section 5

If compared to the previous methods, we think that our approach, conceived under the framework of the Hough Transform technique, can be used and tuned for a larger collection of curves. Indeed, we will show how spirals, geometric petals and other algebraic curves can be gathered using our recognition technique.

2 Related work

The literature on the extraction of feature curves and the Hough transform is vast and we cannot do justice to it here. In this section we limit our references only to the methods relevant to our approach, focusing on HT-based curve detection and feature curve characterization.

Hough transform

We devote this section to a brief introduction to the HT technique, while we refer to recent surveys (for instance [49, 38]) for a detailed overview.

HT is a standard pattern recognition technique originally used to detect straight lines in images, [32, 21]. Since its original conception, HT has been extensively used and many generalizations have been proposed for identifying instances of arbitrary shapes over images [8], more commonly circles or ellipses. The first very popular extension concerning the detection of any parametric analytic curve is usually referred to as the Standard Hough Transform (SHT). In spite of the robustness of SHT to discontinuity or missing data on the curve, its use has been limited by a number of drawbacks, like the need of a parametric expression, or the dependence of the computation time and the memory requirements on the number of curve parameters, or even the need of finer parameters quantization for a higher accuracy of results.

To overcome some of these limitations, other variants have been proposed, one of the most popular being the Generalized Hough Transform (GHT) by Ballard [8]. Since its conception, it proved to be very useful for detecting and locating translated two-dimensional objects, without requiring a parametric analytic expression. Thus, GHT is more general than SHT, as it is able to detect a larger class of rigid objects, still retaining the robustness of SHT. Nevertheless, GHT often requires brute force to enumerate all the possible orientations and scales of the input shape, thus the number of parameters needs to be increased in its process. Further, GHT cannot adequately handle shapes that are more flexible, as in the case of different instances of the same shape, which are similar but not identical, e.g. petals and leaves.

Recently, thanks to algebraic geometry concepts, theoretical foundations have been laid to extend the HT technique to the detection of algebraic objects of codimension greater than one (for instance algebraic space curves) taking advantage of various families of algebraic plane curves (see [9] and [10]). Being so general, such a method allows to deal with different shapes, possibly compound, and to get the most suitable approximating profile among a large vocabulary of curves.

In 3D, other variants of HT have been introduced and used but as far as we know none of them exploits the huge variety of algebraic plane curves (for this we refer again to the surveys [49] and [38]). For instance, in [50] the HT has been employed to identify recurring straight line elements on the walls of buildings. In that application, the HT is applied only to planar point sets and line elements are clustered according to their angle with respect to a main wall direction; in this sense, the Hough aggregator is used to select the feature line directions (horizontal, vertical, slanting) one at a time.

Feature characterization

Overviews on methods for extracting feature points are provided in [16, 43]. In the realm of feature characterization it is possible to distinguish between features
that are view-dependent, like silhouettes, suggestive contours and principal highlights [20], mainly useful for rendering purposes [44], or those that are independent of the spatial embedding and, therefore, more suitable for feature recognition and classification processes. In the following we sketch some of the methods that are relevant for our approach, i.e., characterizations that do not depend on the spatial embedding of the surface.

A popular choice to locate features is to estimate the curvature, either on meshes [42, 72] or point clouds [28, 18]. When dealing with curvature estimation, parameters have to be tuned according to the target feature scale and the underlying noise. The Moving Least Square method [54] and its variations are robust to scale variations [18, 36] and does not incorporate smoothness effects in the estimation. Alternative approaches to locate curvature extrema use discrete differential operators [31] or probabilistic methods, such as random walks [48]. For details on the comparison of methods for curvature estimation, we refer to a recent benchmark [70].

Partial similarity and, in particular, self-similarity, is the keyword used to detect repeated features over a surface. For instance, the method [26] is able to recognize repeated surface features (circles or stars) over a surface. However, being based on geometry hashing, the method is scale dependent and does not provide the exact parameters that characterize such features.

Despite the consolidate literature for images, feature extraction based on colour information is less explored for 3D shapes, and generally used as a support to the geometric one [11, 13]. Examples of descriptions for textured objects adopt a 3D feature-vector description, where the colour is treated as a general property without considering its distribution over the shape, see for instance [64, 58, 62]. Another strategy is to consider local image patches that describe the behaviour of the texture around a group of pixels. Examples of these descriptions are the Local Binary Patterns (LBP) [72], the Scale Invariant Feature Transform (SIFT) [47], the Histogram of Oriented Gradients (HOG) [17] and the Spin Images [35]. The generalization of these descriptors to 3D textured models has been explored in several works, such as the VIP description [71], the meshHOG [73] and the Textured Spin-Images [53]. Further examples are the colour-CHLAC features computed on 3D voxel data proposed in [37]; the sampling method [46] used to select points in regions of either geometry-high variation or colour-high variation, and to define a signature based on feature vectors computed at these points; the CSHOT descriptor [66], meant to solve point-to-point correspondences coding geometry- and colour-based local invariant descriptors of feature points. However, these descriptors are local, sensitive to noise and, similarly to [26], scale, furthermore they do not provide the parameters that characterize the features detected.

**Feature curves identification** The extraction of salient features from surfaces or point clouds has been addressed either in terms of curves [28], segments (i.e. regions) [59] and shape descriptions [12]. Thanks to their illustrative power, feature curves are a popular tool for visual shape illustration [32] and perception studies support feature curves as a flexible choice for representing the salient parts of a 3D model [16, 29].

Feature curves are often identified as ridges and valleys, thus representing the extrema of principal curvatures [31, 72, 14] or sharp features [43]. Other types of lines used for feature curve representation are parabolic ones. They partition the surface into hyperbolic and elliptic regions, and zero-mean curvature curves, which classify sub-surfaces into concave and convex shapes [40]. Parabolic lines correspond to the zeros of the Gaussian and mean curvature, respectively. Finally, demarcating curves are the zero-crossings of the curvature in its gradient direction [42, 41]. In general, all these curves, defined as the zero set of a scalar function, do not consider curve with knots, fact that an algebraic curve like the Cartesian Folium (see [61]) could arrange.

In general, given a set of (feature) points, the curve fitting problem is largely addressed in the literature, [23, 60, 56, 18]. Among the others, we mention [7] that recently grouped the salient points into a curve skeleton that is fitted with a quadratic spline approximation. Being based on a local curve interpolation, such a class of methods is not able to recognize entire curves, to complete missing parts and it is difficult to assess if a feature is repeated at different scales.

Besides interpolating approaches such as splines, it is possible to fit the feature curve set with some specific family of curves, for instance the natural 3D spiral [29] and the 3D Euler spiral
have been proposed as a natural way to describe line drawings and silhouettes showing their suitability for shape completion and repair. However, using one family of curves at a time implies the need of defining specific solutions and algorithms for setting the curve parameters during the reconstruction phase.

Recently, feature curve identification has been addressed with co-occurrence analysis approaches \cite{63,45}. In this case, the curve identification is done in two steps: first, a local feature characterization is performed, for instance computing the Histogram of Oriented Curvature (HOC) \cite{39} or a depth image of the 3D model \cite{63}; second, a learning phase is applied to the feature characterization. The learning phase is interactive and requires 2-3 training examples for every type of curve to be identified and sketched; in case of multiple curves it is necessary also to specify salient nodes for each curve. Feature lines are poly-lines (i.e. connected sequences of segments) and do not have any global equation. These methods are adopted mainly for recognizing parts of buildings (such as windows, doors, etc.) and features in architectural models that are similar to strokes. Main limitations of these methods are the partial tolerance to scale variance, the need of a number of training curves for each class of curves, the non robustness to missing data and the fact that compound features can be addressed only one curve at a time \cite{63}.

In conclusion, we observe that the existing feature curve identification methods on surfaces do not satisfy all the good properties typical of the Hough transforms, such as the robustness to noise, the ability to deal with partial information and curve completion, the accurate evaluation of the curve parameters and the possibility of identifying repeated or compound curves. Moreover, the vocabulary of possible curves is generally limited to straight lines, circles, spirals, while the HT-based framework we are considering encompasses all algebraic curves.

3 Overview of the method

Our approach to the extraction of peculiar curves from feature points of a given 3D model is general, it can be applied to identify anatomical features, extract patterns, localize decorations, etc. Our point of view is local since we are interested to the extraction of features contours that locally can be projected on a plane without any overlap. From the mathematical point of view, every surface can be locally projected onto a plane using an injective map and, if locally regular, it can be expressed in local coordinates as \((x,y,z(x,y))\) \cite{57}.

We assume that the geometric model of an object is available as a triangulated mesh or a point cloud, possibly equipped with colour. Nevertheless, our methodology can be applied also to other model representations like quad meshes. Moreover, the photometric information, which, if present, contains rich information about the real appearance of objects (see \cite{65}), can be exploited alone or in combination with the shape properties for extracting the feature points sets.

Since the straight application of the HT technique to curves in the 3D space is not trivial (indeed, a curve is represented by the intersection of two surfaces), here we describe the steps necessary to identify the set of points that are candidate to belong to a feature curve, to simplify their representation using a local projection and to approximate the feature curve. Basically, we identify three main steps:

**Step 1: Potential feature points recognition:** using different shape properties it extracts the sets of feature points from the input model; then, points are aggregated into smaller dense subsets; it works in the 3D space, see details in Section 3.1

**Step 2: Projection of the feature sets onto best fitting planes:** it computes a projection of each set of points obtained in the step 1 onto a best fitting plane; see Section 3.2

**Step 3: Feature curve approximation:** based on a generalization of the HT it computes an approximation of the feature curve; it is applied to each set resulting from step 2; see Section 3.3

While the first step is done only once, the second and the third ones run over each set of potential feature points.
For the sake of clarity, a synthetic flowchart of our method is shown in Figure 1. In the boxes the pseudo-code algorithms corresponding to the different actions are referred.

We provide the outline of our feature recognition method in the Main Algorithm 1 and we refer to Sections 3.1-3.3 for a detailed description of the procedures. For the convenience of the reader we sum up the variables of input/output and the notation we use in the Main Algorithm 1. The algorithm requires four inputs:

- a given 3D model denoted by \( M \);
- a property of the shape, such as curvature or photometric information, denoted by \( prop \) and used to extract the feature points set;
- a threshold denoted by \( p \) and used for filtering the feature points;
- an HT-regular family of planar curves denoted by \( F \).

![Figure 1: A synthetic flowchart of our method.](image)

In the body of the Main Algorithm 1 the following variables are used: \( X \), which denotes the set of feature points extracted from the model \( M \) by means of the Feature Points Recognition Algorithm 2; \( Y_j \), with \( j = 1 \ldots m \), which denotes the subset of points of \( X \) sharing some similar properties obtained applying the Aggregation Algorithm 6; \( Z_j \), with \( j = 1 \ldots m \), which is the local projection of \( Y_j \) to its best fitting plane obtained applying Projection Algorithm 7; \( C_j \), which is the curve of the family \( F \) that best approximates \( Z_j \). \( C_j \) is obtained applying the Curve Detection Algorithm 4 to \( Z_j \) with respect to a family of functions \( F \) in a region \( T \) of the parameter space which is discretized with a step \( d \).
3.1 Potential feature points recognition

Using various shape properties (curvatures, parabolic points identification or photometric information) the feature points set is extracted from the input model. In this paper we concentrate on features highlighted by means of curvature functions and/or colorimetric attributes.

The geometric properties are derived using classical curvatures, like minimum, maximum, mean, Gaussian or total curvatures. We denote these well-known geometric quantities by \( C_{\min} \), \( C_{\max} \), \( C_{\text{mean}} \), \( C_{\text{Gauss}} \), \( C_{\text{tot}} \) respectively. Several methods for estimating curvatures over triangle meshes and point clouds exist but, unfortunately, there is not a universal solution that works best for every kind of input [70]. We decided to keep our implementation flexible, adopting in alternative a discretization of the normal cycles [15] proposed in the Toolbox graph [55] and the statistic-based method presented in [36].

Main Algorithm 1: Feature curve identification for a given 3D model \( M \) with respect to a property (different types of curvatures/colour) and a family \( F \) of curves

| Input: a 3D model \( M \), the property prop (the type of curvature and/or colour), the threshold \( p \) for feature points filtering, an HT-regular family \( F \) of planar curves |
| Output: a list of curves belonging to the family \( F \) |

1 begin
2 \( \mathbb{X} \leftarrow \text{Feature Points Recognition Algorithm 2 applied to } M, \text{ prop and } p; \)
3 \( \mathbb{Y} = [\mathbb{Y}_1, \ldots, \mathbb{Y}_m] \leftarrow \text{Aggregation Algorithm 6 applied to } \mathbb{X}; \)
4 for \( j = 1, \ldots, m \) do
5 \( \mathbb{Z}_j \leftarrow \text{Projection Algorithm 7 (see Appendix) applied to } \mathbb{Y}_j; \)
6 \( t \leftarrow \text{number of parameters of the curves of } F; \)
7 \( T \leftarrow [a_1, b_1] \times \ldots \times [a_t, b_t] \in \mathbb{R}_+^t; \ d \leftarrow (d_1, \ldots, d_t) \in \mathbb{R}_+^t; \)
8 \( C_j \leftarrow \text{Curve Detection Algorithm 4 applied to } \mathbb{Z}_j, F, T, d; \)
9 end
10 return \( C = [C_1, \ldots, C_m] \)
11 end

The photometric properties can be represented in different colour spaces, such as RGB, HSV, and CIELab spaces. Our choice is to work in the CIELab space [6], which has been proved to approximate human vision in a good way. In such a space, tones and colours are distinct: the \( L \) channel is used for the luminosity, which closely matches the human perception of light (\( L = 0 \) yields black and \( L = 100 \) yields diffuse white), whereas the \( a \) and \( b \) channels specify colours [33].

The different types of curvatures \( C_{\min}, C_{\max}, C_{\text{mean}}, C_{\text{Gauss}}, C_{\text{tot}} \), and the luminosity \( L \) are used as scalar real functions defined over the surface vertices. One (or more) of these properties is given as input (stored in the variable \( \text{prop} \)) in the Feature Points Recognition Algorithm 2. The feature points \( \mathbb{X} \) of the model \( M \) are extracted by selecting the vertices at which the property \( \text{prop} \) is significant (e.g high maximal curvature and/or low minimal curvature and/or low luminosity). This is automatically achieved by filtering the distribution of the function that we decide to use by means of a filtering threshold \( p \) (see Appendix, Algorithm 5). Note that \( p \) is given in input in the Main Algorithm 1. Its value varies according to the precision threshold set for the property used to extract the feature points (e.g. in the case of maximum curvature a typical value of \( p \) is 80%).

As an illustrative example we show the steps performed by the extraction of the feature points, when applied to a 3D model \( M \) given as a triangulated mesh (made up of approximately \( 10^6 \)
vertices and $2 \cdot 10^6$ faces) without photometric properties, see Figure 2(a).

**Feature Points Recognition Algorithm 2:** Extracts the feature points sets $X \subset \mathbb{R}^3$ from the input model $\mathcal{M}$

**Input:** 3D model $\mathcal{M}$, the property $prop$, that is the type of curvature ($C_{\text{min}}$, $C_{\text{max}}$, $C_{\text{mean}}$, $C_{\text{Gauss}}$, $C_{\text{tot}}$) and/or the $L$ channel, the filtering threshold $p$

**Output:** Set of feature points $X \subset \mathbb{R}^3$

```
begin
  /* loads $\mathcal{M}$; faces are optional (available only for meshes) */
  [vertices, faces] = load($\mathcal{M}$);
  /* evaluates curvatures and colour (if available) */
  if $prop$ is a curvature then
    [Cmin, Cmax] = EvaluateCurvatures(vertices, faces);
    switch $prop$ do
      case $C_{\text{mean}}$ do $C_{\text{mean}}$ = ($C_{\text{min}}$ + $C_{\text{max}}$)/2;
      case $C_{\text{Gauss}}$ do $C_{\text{Gauss}}$ = $C_{\text{min}}$ * $C_{\text{max}}$;
      case $C_{\text{tot}}$ do $C_{\text{tot}}$ = abs($C_{\text{min}}$) + abs($C_{\text{max}}$);
    end
  else
    [L, a, b] = get_Lab($\mathcal{M}$);
  end
  $f$ ← function according to the property $prop$;
  /* builds the histogram of $f$ and filters it using $p$ */
  $h$ = histogram($f$);
  $v$ = Filtering($h$, $p$) (see Filtering Algorithm 5 in Appendix);
  /* constructs the feature points set $X$ */
  for $j$ = 1...size(vertices) do
    if $f[j]$ > $v$ then add vertices[j] to $X$;
  end
  return : $X$
end
```

A visual representation with colours of the different curvature functions computed on the model $\mathcal{M}$ is shown in Figure 2(b)-(f); their histograms are shown in Figure 3. In Figure 4(b) the output of Algorithm 2 when applied to $\mathcal{M}$ using the maximum curvature and filtering the corresponding histogram at 90% is shown.

Once detected, the set $X$ of feature points is subdivided into smaller clusters (that is, groups of points sharing some similar properties, such as curvature values and/or chromatic attributes) by using classical methods of cluster analysis. Here, we adopt a very well-known density model, the Density-Based Spatial Clustering of Applications with Noise (DBSCAN) method [22], which groups together points that lie closeby marking as outliers isolated points in low-density regions. The DBSCAN algorithm requires two additional parameters: a real positive number $\varepsilon$, the threshold used as the radius of the density region, and a positive integer $\text{MinPoints}$, the minimum number of points required to form a dense region. In order to estimate the density of the feature set $X$ necessary to automatically relate the choice of the threshold $\varepsilon$ to the context, we use the $K$-Nearest Neighbor (KNN), a very efficient non parametric method that computes the $k$ closest neighbors of a point in a given dataset [24].

We sum up the described procedure in the Appendix (Algorithm 6). Figure 4(c) represents, with different colours, the outcome of the aggregation algorithm when applied to the feature points $X$ in Figure 4(b).
3.2 Projection of the feature points sets onto best fitting planes

This step performs a local projection of each feature points set to its best fitting plane. This operation does not represent a strong restriction on our method since we apply such a projection separately to each group (obtained from the aggregation of the feature points) and also because we have already assumed that the kind of features that we are looking for can be locally projected onto a plane. Let $\mathcal{Y}$ be a 3-dimensional set of points that can be injectively projected onto a plane. During this phase the following operations are performed: firstly, the points of the set $\mathcal{Y}$ are shifted to move their centroid onto the origin. Secondly, for the points of $\mathcal{Y}$ a best fitting plane $\Pi$ is found by computing the multiple linear regression using the least squares method. We compute it as follows. We denote by $s$ the cardinality of $\mathcal{Y}$, and we consider the matrix $XY$ of size $s \times 2$ and the column vector $Z$ of size $s \times 1$ whose columns respectively contain the $x$- and $y$-coordinates of the points of $\mathcal{Y}$ and the $z$-coordinates of the same points. We apply a linear regression function to the pair $(XY, Z)$ and get the real values $b_1$ and $b_2$ used to construct the best fitting plane $\Pi$, whose equation is $\Pi : z = b_1x - b_2y = 0$. Finally, the orthogonal transformation $\varphi$ moving the plane $\Pi$ onto the plane $z = 0$ is defined and applied to the points of $\mathcal{Y}$ to get the new set $Z$. We sum up the described procedure in the Appendix, Algorithm 7. Figure 5(b) represents the best fitting plane of the subset $\mathcal{Y}_8$ depicted in Figure 5(a); the new set $Z_8$ is shown in Figure 5(c).
3.3 Feature curve approximation

Once we have projected every set of points onto its best fitting plane, we apply to the single group elements the generalization of the HT technique (see [10] and [67]) aimed at approximating the feature curve. With respect to the previous application of [10] to images, our approach is novel since we apply the method to each projected 3D feature points set by exploiting a vast catalogue of curves (see Section 4 for a detailed description of the families of curves used in this paper). Further, we propose a method that does not undergo to any grid approximation of the coordinates of the given points.

We provide here some details on the curve detection algorithm which is the core of the HT-based technique. In its classical version [32, 21], HT permits to recover the equation of a straight line exploiting a very easy mathematical principle: starting from points lying on a straight line, defined using the common Cartesian coordinates $x$ and $y$ (or equivalently the polar coordinates $\rho$ and $\theta$) and following the usual slope-intercept parametrization with parameters $a$ and $b$ we end with a collection of straight lines in the parameters’ space (or equivalently sinusoidal curves in the variables $\rho$ and $\theta$) that all intersect in exactly one point. The equation of each straight line is also called Hough transform of the point, usually denoted by $\Gamma_p(F)$ (where $F$ denotes the chosen family of curves, the straight lines in this particular case). The coordinates of the unique intersection point of all the Hough transforms identify the original line.
Following the approach of [9], we consider a collection of curves which includes more complex shapes beyond the commonly used lines, e.g. circles and ellipses (see Section 4). Under the assumption of Hough regularity on the chosen family of curves $\mathcal{F}$ (see [10]), the detection procedure can be detailed as follows. Let $p_1, \ldots, p_s$ be the set of feature points; in the parameter space we find the (unique) intersection of the Hough transforms (the hypersurfaces depending on the parameters) $\Gamma_{p_1}(\mathcal{F}), \ldots, \Gamma_{p_s}(\mathcal{F})$ corresponding to the points $p_1, \ldots, p_s$; that is, we compute $\lambda = \cap_{i=1 \ldots s} \Gamma_{p_i}(\mathcal{F})$. Finally, we return the curve of the family $\mathcal{F}$ uniquely determined by the parameter $\lambda$.

From a computational viewpoint, the burden of the outlined methodology is represented by the computation of the intersection of the Hough transforms, which is usually implemented using a so called “voting procedure”. Following [67] the voting procedure can be detailed in the following four steps:

1. **Fix a bounded region $\mathcal{T}$ of the parameter space.**
   This is achieved exploiting typical characteristics of the chosen family $\mathcal{F}$ of curves, like the bounding box properties or the presence of salient points. In Section 4 we detail how to derive the bounding box of the parameter space from the algebraic or polar representation of various families of curves.

2. **Fix a discretization of $\mathcal{T}$.**
   This is nontrivial yet fundamental for the detection result which is valid up to the chosen discretization step. The choice of the size of the discretization step is currently done as a percentage of the range interval of each parameter. For some recent results on this topic we refer to [68]. Let $\mathcal{T} = [a_1, b_1] \times \ldots \times [a_t, b_t]$ be the fixed region of the parameters space and $d = (d_1, \ldots, d_t) \in \mathbb{R}_{>0}^t$ be the discretization step. For each $k = 1, \ldots, t$, we define
   \[
   J_k := \left\lceil \frac{b_k - a_k - \frac{d_k}{2}}{d_k} \right\rceil + 1, \tag{1}
   \]
   where $\lceil x \rceil = \min\{z \in \mathbb{N} \mid z \geq x\}$ and
   \[
   \lambda_{k,j_k} := a_k + j_k d_k \tag{2}
   \]
   with $j_k = 0, \ldots, J_k - 1$. Here $J_k$ denotes the number of considered samples for each component, and $j_k$ the index of the sample. We denote by $\mathbf{j}$ the multi-index $(j_1, \ldots, j_t)$, by $\lambda_{\mathbf{j}} := (\lambda_{1,j_1}, \ldots, \lambda_{t,j_t})$ the $\mathbf{j}$-th sampling point, and by
   \[
   \mathcal{C}(\mathbf{j}) := \left\{ (\lambda_1, \ldots, \lambda_t) \in \mathbb{R}^t \mid \lambda_k \in \left[ \lambda_{k,j_k} - \frac{d_k}{2}, \lambda_{k,j_k} + \frac{d_k}{2} \right), \ k = 1, \ldots, t \right\} \tag{3}
   \]
   the cell centered at (and represented by) the point $\lambda_{\mathbf{j}}$. The discretization of $\mathcal{T}$ is given by the $J_1 \times \cdots \times J_t$ cells of type $\mathcal{C}(\mathbf{j})$ which are a covering of the region $\mathcal{T}$.
3. **Construct an accumulator function** \( A : \mathcal{T} \rightarrow \mathbb{N} \), which is defined as \( A = \sum_{i=1}^{s} f_{p_i} \) where \( f_{p_i} : \mathcal{T} \rightarrow \mathbb{N} \) is defined as follows:

\[
f_{p_i}(c) = \begin{cases} 
1 & \text{if the Hough Transform } \Gamma_{p_i}(\mathcal{F}) \text{ crosses the cell } c; \\
0 & \text{otherwise.}
\end{cases}
\]

For the evaluation of each \( f_{p_i} \), we adopt the **Crossing Cell** algorithm (detailed in Algorithm 3), which is based on bounds of the evaluation of \( f_{p_i} \) theoretically proved in [67]. The function \( EvalFirstBound \), resp. \( EvalSecondBound \), in the pseudocode represents the evaluation of the bound \( B_1 \) (resp. \( B_2 \)) of a given polynomial \( f \) in \( n \) variables w.r.t a cell centered at \( p \) with radius \( \varepsilon \). Such bounds depend on the Jacobian and the Hessian matrices of \( f \), denoted by \( \text{Jac}_f \) and \( H_f \) respectively. They are defined as follows:

\[
B_1 = \|\text{Jac}_f(p)\|_1\varepsilon + \frac{n}{2}H\varepsilon^2
\]

\[
B_2 = \frac{2R}{J(c + n^{5/2}H\varepsilon)}
\]

where \( H = \max_{x \in \mathbb{R}^n, \|x-p\| \leq \varepsilon} \|H_f(x)\|_\infty \), \( R < \min\{\varepsilon, \frac{\|\text{Jac}_f(p)\|}{H}\} \), and \( J = \sup_{x \in \mathbb{R}^n, \|x-p\| < R} \|\text{Jac}_f(x)\|_\infty \) with \( \text{Jac}_f \), denoting the Moore-Penrose pseudo-inverse of \( \text{Jac}_f \). Since the above quantities depend on the Jacobian and the Hessian matrices, \( p \) must be a point for which these values are non-trivial. Note that the evaluation is made over a symbolic representation of the Jacobian matrix, its pseudo-inverse and the Hessian matrix. This implies that the computational cost of this operation is constant while their symbolic representation is computed only once, in the overall Curve Detection Algorithm 4. In our implementation we use the system CoCoA [5] for the symbolic manipulation of polynomials and matrices.

4. **Identify the cell corresponding to the maximum value of the accumulator function and return the coordinates of its center.**

Following the general theory, the HT regularity guarantees that the maximum of the accumulator function is unique. In addition, being based on local maxima, the voting strategy permits to identify curves also from partial and incomplete data, even if the missing part is significant, see the examples in Figure 19(I.c-d) and in Figure 19(II.c-d).

The Curve Detection Algorithm 4 sums up the curve detection’s procedure described in the previous steps 1-4. Note that a prototype implementation in CoCoA of the Curve Detection Algorithm 4 is freely available.

To give an idea of the outcome of the Algorithm 4, we have run it on the set \( \mathcal{Z}_8 \) (represented in Figure 5(c)) made of 981 points. In this example we use the geometric petal curve, an HT-regular family of curves presented both in polar and in cartesian form, see Section 4 for details. By exploiting the bounding box of the set \( \mathcal{Z}_8 \) and properties of the geometric petal curve, we consider \( \mathcal{T} = [121, 122] \times [0.43, 0.45] \) and \( d = (0.025, 0.005) \). The Algorithm 4 applied to this framework computes the geometric petal curve depicted in Figure 5(a); the feature curve is shown on the 3D model as the red line in Figure 3(b).

We outline the steps of the Main Algorithm 1 when applied to the 3D model (made up of 152850 vertices and 305695 faces) represented in Figure 7(a). In this case, in order to detect the spiral-like curves we work with the generalized family \( \mathcal{F} \) of Archimedean spirals (see Section 5 for more details). The Feature Points Recognition Algorithm 2 is applied using the mean curvature and returns a set \( \mathcal{X} \) made up of 12689 points. Then, the Aggregation Algorithm 6 (in Appendix) subdivides the points of \( \mathcal{X} \) into 8 groups \( \mathcal{Y}_1, \ldots, \mathcal{Y}_8 \). For shortness, we give details for the first group, \( \mathcal{Y}_1 \), which is made up of 2382 points. Exploiting some geometrical properties of the Archimedean spirals (see again Section 4), we fix and discretize a suitable region of the parameter space, and

---

1. http://www.dima.unige.it/torrente/recognitionAlgorithm.cocoa5
Crossing Cell Algorithm 3: Returns 1 or 0 if \( f = 0 \) crosses or not the cell of radius \( \varepsilon \) centered at \( p \). If not decidable it returns \textit{undetermined}.

\textbf{Input} : The symbolic representation of \( f \) in the variables \( x_1, \ldots, x_n \), a point \( p \in \mathbb{R}^n \), a tolerance \( \varepsilon \), the symbolic expression of the Jacobian \( \text{Jac}_f \) of \( f \), the Moore-Penrose pseudo-inverse \( \text{Jac}_f^\dagger \) of \( \text{Jac}_f \), and the Hessian matrix \( H_f \) of \( f \).

\textbf{Output}: an element of \{0, 1, \textit{undetermined}\}

\begin{verbatim}
1 begin
2 \( B_1 \leftarrow \text{EvalFirstBound}(f,p,\varepsilon,\text{Jac}_f) \) (see formula (4));
3 \( B_2 \leftarrow \text{EvalSecondBound}(f,p,\varepsilon,\text{Jac}_f^\dagger,H_f) \) (see formula (5));
4 if \( \text{abs}(f(p)) > B_1 \) then
5     returnValue=0
6 else
7     if \( \text{abs}(f(p)) < B_2 \) then return\text{Value}=1
8     else return\text{Value}= \textit{undetermined} end
9 end
10 return : returnValue
\end{verbatim}

Curve Detection Algorithm 4: Computes the curve \( C \) of the family \( F \) best detecting the profile highlighted by the points of the set \( X \)

\textbf{Input} : A finite set \( X = \{p_1, \ldots, p_s\} \subset \mathbb{R}^2 \), an HT-regular family \( F = F(x,y,\lambda_1,\ldots,\lambda_t) \) of curves, a region \( T = [a_1,b_1] \times \ldots \times [a_t,b_t] \subset \mathbb{R}^t \) of the parameter space, a discretization step \( d = (d_1, \ldots, d_t) \in \mathbb{R}^t > 0 \)

\textbf{Output} : a curve \( C \) of the family \( F \)

\begin{verbatim}
1 begin
2     /* discretizes the region \( T \) with step \( d \) */
3     Initialize \( J_k \), with \( k = 1, \ldots, t \) (see formula (1));
4     Initialize \( \lambda_{k,j_k} \), with \( k = 1, \ldots, t \) and \( j_k = 0, \ldots, J_k - 1 \) (see formula (2));
5     Initialize \( \lambda_j \) and \( C(j) \), with \( j \in J_1 \times \ldots \times J_t \) (see formula (3));
6     /* constructs of the multi-matrix \( A \) */
7     \( A \leftarrow \text{zero matrix of size } J_1 \times \ldots \times J_t; \)
8     \( \text{Jac} \leftarrow \text{Jacobian matrix of } F(x,y,\lambda_1,\ldots,\lambda_t) \text{ w.r.t } \lambda_1,\ldots,\lambda_t; \)
9     \( \text{Jac}_f^\dagger \leftarrow \text{Moore-Penrose pseudo-inverse of } \text{Jac}; \)
10    \( H_f \leftarrow \text{Hessian matrix of } F(x,y,\lambda_1,\ldots,\lambda_t) \text{ w.r.t } \lambda_1,\ldots,\lambda_t; \)
11    for \( i = 1, \ldots, s \) do
12        for each \( j \in J_1 \times \ldots \times J_t \) do
13            \( A(j) \leftarrow A(j) + \text{Crossing Cell}(F(p_i),\lambda_{j},d_j,\text{Jac}_f(p_i),\text{Jac}_f^\dagger(p_i),H_f(p_i)) \) (Alg. 3)
14    end
15    /* computation of the maximum of \( A \) */
16    \( \bar{j} \leftarrow \text{max}(A); \)
17    return \( C = C(\lambda_{\bar{j}}), \text{ the curve of } F \text{ with parameters } \lambda_{\bar{j}} \)
18 end
\end{verbatim}
Figure 6: Representation of the set $Z_8$ and the geometric petal curve (in red) computed by Algorithm 4 (a) and visualization of the curve (in red) on the original model of Figure 2(b).

Figure 7: A 3D model (a), recognition of a spiral (b), two views of the spiral-like curves detected by our method (c,d).

apply the Curve Detection Algorithm 4. The corresponding spiral curve is depicted in Figure 7(b) and shown on the 3D model as the red line in Figure 7(c-d). Other detected spirals are marked using different colours in Figure 7(c-d).

3.4 Computational complexity

Here we briefly analyse the computational complexity of the method. The feature points recognition function (Algorithm 2) depends on the chosen procedure, in case we adopt the curvature estimation proposed in [15] the computational complexity is $O(n \log n)$, where $n$ represents the number of points of the model. The computational cost for converting RGB coordinates into CIELab ones is linear ($O(n)$). Denoting $n_f$ the number of the feature points (in general $n_f \ll n$), the aggregation into groups using DBSCAN (see the Algorithm 6 in the Appendix) takes $O(n_f^2)$ operations in the worst case [22] (on average it takes $O(n_f \log n_f)$ operations, and thus it is overcome by the KNN search operation detailed in the Algorithm 6 that costs $O(kn_f \log n_f)$, see [25]).

After the aggregation of the feature points, the projection (Algorithm 7 in the Appendix) and the curve detection (Algorithm 4) algorithms are applied to each group, separately (note that the sum $s_f$ of the elements in the groups is, in general, smaller than $n_f$ because of the presence of outliers and small groups).

The cost of the curve detection algorithm is dominated by the size of the discretization of the region $T$, as detailed in the Algorithm 4. Such a discretization consists of $M = \prod_{k=1}^t J_k$ elements, where $t$ is the number of parameters (in the curves proposed in this paper, $t = 2, 3$) and $J_k$ is the number of subdivisions for the $k$th parameter, see formula (1). The evaluation of the HT on each cell is constant and the Jacobian, pseudo-inverse and Hessian matrices are symbolically computed once for each curve; therefore, the cost of fitting a curve to each group with our HT method is $O(M)$. Since the curve fitting is repeated for $m$ groups, the overall cost of our method is $O(\max(n \log n, m n_f^2, m M))$ where $n$, $m$, $n_f$ and $M$ represent, respectively, the number of points of the 3D model, the number of groups of feature points and their maximum size, the size of the
discrete space on which we evaluate the accumulator function.

4 Families of curves

In this section we list the families of curves used in our experiments, focusing in each case on their main properties and characteristics (parameter dependency, boundedness, computation of the bounding box). For every family of curves we explicitly describe how to derive from its algebraic representation the parameters used as input for the Curve Detection Algorithm. The selected curves form an atlas, which is both flexible and open: in fact, these curves are modifiable (for instance, by adding, stretching or scaling parameters) and the insertion of new families of curves is always possible. Note that the atlas comprises families of curves defined using Cartesian or polar coordinates, since our framework works on both cases.

Our collection also includes some elementary, but likewise interesting, families of algebraic curves like straight lines, circles and ellipses, which can be exploited to detect for instance eyes contours, pupils shapes and lips lines. Their equation are linear (straight lines) and quadratic (ellipses and circles) and depend on 3 parameters at most.

In the following, we list the other families of the collection; these curves mainly come from [61] that contains a rich vocabulary of curves many of which are suitable for our approach, too. The curves employed in our experiments (see Section 5) are: the curve of Lamet, the citrus curve, the Archimedean spiral, the curve with $m$-convexities and the geometric petal curve.

The curve of Lamet is a curve of degree $m$, with $m$ an even positive integer, whose outline is a rectangle with rounded corners. Its Cartesian equation is:

$$\frac{x^m}{a^m} + \frac{y^m}{b} = 1$$

or equivalently in polynomial form: $bx^m + a^m y^m = a^m b$, with $a, b \in \mathbb{R}_{>0}$ and it is a bounded connected closed curve with two axes of symmetry (the $x$ and the $y$ axes). The curve of Lamet is contained in the rectangular region $[-a, a] \times [-b^{1/m}, b^{1/m}]$. Some examples are provided in Figure 8 using different values of the parameters $a$, $b$ and $m$.

![Figure 8: Curve of Lamet with $a = 2$, $b = 1$ and: (a) $m = 4$, (b) $m = 8$, and (c) $m = 16$.](image)

Another interesting shape (for instance when looking for a mouth, an eye feature or a leaf like decoration) is given by the sextic surface of equation

$$a^4(x^2 + z^2) + (y - a)^3 y^2 = 0$$

with $a \in \mathbb{R}$, called the zitrus (or citrus) surface by Herwig Hauser. The citrus surface has bounding box $[-\frac{a}{3}, \frac{a}{3}] \times [0, a] \times [-\frac{a}{3}, \frac{a}{3}]$, centroid at $(0, \frac{a}{2}, 0)$ and volume $\frac{1}{140} \pi a^3$.

We derive the citrus curve of equation $f_a(x, y) = 0$ as the intersection of a rotation of $\pi/2$ of the citrus surface with the plane $z = 0$, where $f_a(x, y)$ is the following sextic polynomial

$$f_a(x, y) = a^4 y^2 + \left(x - \frac{a}{2}\right)^3 \left(x + \frac{a}{2}\right)^3$$
with \( a \in \mathbb{R} \) (see Figure 9(a)). The citrus curve is a symmetric bounded curve with bounding box \([-\frac{a}{2}, \frac{a}{2}] \times [-\frac{a}{8}, \frac{a}{8}]\).

To include shapes with a different ratio, we introduce another citrus curve whose equation is \( f_{a,c}(x, y) = 0 \) (which is simply stretched or shortened along the \( y \)-axis) where \( f_{a,c}(x, y) \) is given by:

\[
f(x, y) = a^4 c^2 y^2 + \left(x - \frac{a}{2}\right)^3 \left(x + \frac{a}{2}\right)^3
\]

with \( a, c \in \mathbb{R} \) (see Figure 9(b)). Note that this is again a symmetric bounded curve with bounding box \([-\frac{a}{2}, \frac{a}{2}] \times [-\frac{a}{8c}, \frac{a}{8c}]\).

Figure 9: The citrus curve of equation: (a) \( f_a(x, y) = 0 \) with \( a = 2, c = 1/4 \), (b) \( f_{a,c}(x, y) = 0 \) with \( a = 2, c = 1/2 \).

The Archimedean spiral (or arithmetic spiral) can be found in human artefact decorations as well as in nature. Its polar equation is:

\[
\rho = a + b\theta
\]

with \( a, b \in \mathbb{R} \). The Archimedean spiral is an unbounded connected curve with a single singular point (the cessation point \((a, 0)\)). Two consecutive turnings of the spiral have a constant separation distance equal to \(2\pi b\), hence the name arithmetic spiral. Another peculiar aspect is that, though its unboundedness nature, the \( k \)th turning of the spiral is contained in a region bounded by two concentric circles of radii \( a + 2(k - 1)\pi b \) and \( a + 2k\pi b \). In particular, the first turning is contained in the circular annulus of radii \( a \) and \( a + 2\pi b \). An example is provided in Figure 10(a).

We extend the Archimedean spiral by weakening its constant pitch property, introducing an extra parameter \( c \); its polar equation becomes:

\[
\rho = a + b\theta + c\theta^2
\]

with \( a, b, c \in \mathbb{R} \). Analogously to the Archimedean spiral, this generalized family is still an unbounded connected curve with a single singular point (the cessation point \((a, 0)\)). An example is provided in Figure 10(b).

In order to show the behaviour of the Main Algorithm 1, the generalized version of the Archimedean spirals has been employed in Section 3. Some computational details have been provided in the case of the set \( Y_1 \), represented in Figure 7(b). Exploiting the Cartesian coordinates of the cessation point \((0.3915, 0.0048)\) of the set \( Y_1 \), and the fact that the first turning of the spiral is contained in the circumference of radius 1.1542 centered at the origin, we considered the region of the parameter space \( T = [0.35, 0.45] \times [0.1, 0.15] \times [0.0032, 0.0048] \) and the discretization step \((0.01, 0.01, 0.004)\). Figure 7 presents a set of feature curves recognized with the extended Archimedean spiral. With reference to the example shown in Figure 7(b), the maximum of the accumulator function is 44 (the second maximum has value 29) and corresponds to the cell with center \((\frac{7}{20}, \frac{1}{11}, \frac{2}{125})\).
Figure 10: Archimedean spirals with parameters: (a) $a = 1/10$, $b = 1/2\pi$ and (b) $a = 1/10$, $b = 1/2\pi$, $c = 1/100$.

Figure 11 shows another family of curves. The curve with $m$-convexities defined by the polar equation

$$\rho = \frac{a}{1 + b \cos(m\theta)}$$

with $a, b \in \mathbb{R}_{>0}$, $b < 1$, and $m \in \mathbb{N}_+, m \geq 2$. The curve with $m$-convexities is a bounded connected closed curve with $m$ axes of symmetry (the straight lines of equation $x \sin \frac{\pi}{m} k - y \cos \frac{\pi}{m} k = 0$, with $k = 0, \ldots, m - 1$). This curve is contained in a region bounded by two concentric circles of radii $\frac{a}{1 + b}$ and $\frac{a}{1 - b}$. The shape of the curve with $m$-convexities strongly depends on the values of its parameters. In particular, the parameter $a$ plays the role of a scale factor, while the values of $b$ tune the convexities’ sharpness. Some examples of curves with $m$-convexities are provided in Figure 11, where in the first row parameter $m = 3$, and in the second row parameter $m = 5$.

Figure 11: Curves with $m$-convexities with $a = 2$ and (a) $b = 1/4$, $m = 3$, (b) $b = 1/2$, $m = 3$, (c) $b = 3/4$, $m = 3$, (d) $b = 1/4$, $m = 5$, (e) $b = 1/2$, $m = 5$, (f) $b = 3/4$, $m = 5$.

The so-called geometric petal curve resembles an eye contour line, for particular values of the parameters. Its polar equation is:

$$\rho = a + b \cos^{2n} \theta$$
with \( n \in \mathbb{N}_+ \) and \( a, b \in \mathbb{R} \). The geometrical petal is a bounded symmetric curve with a singularity at the origin. Some examples are provided in Figure 12(a)-(b) where the values of the parameters are set as follows: \( a = 2, b = -2 \) and \( n = 1, 10 \).

For our purposes, we can restrict to the case \( b = -a \). In this case, we observe that the curve is completely contained inside the circle of radius \( \sqrt{2a} \). We pass to the Cartesian equation using the standard substitutions \( \rho = \sqrt{x^2 + y^2} \) and \( \cos \theta = x/\sqrt{x^2 + y^2} \); further, in order to lower the parameters degree, we replace \( a \) by \( \sqrt{a} \). The Cartesian equation of the geometric petal is

\[
g_a(x, y) = (x^2 + y^2)^{2n+1} - a[(x^2 + y^2)^n - x^{2n}]^2
\]

From an analytic intersection of the curve with the Cartesian axes, we compute the bounding box of the curve as: \([-\frac{2n}{2n+1}\sqrt{\frac{a}{\sqrt{2}n}}, \frac{2n}{2n+1}\sqrt{\frac{a}{\sqrt{2}n}}]\) \times [-\sqrt{a}, \sqrt{a}].

Most of times, like in the extraction/localization of eyes contours, we need a shape which is more stretched along the \( x \)-axis (see Figure 12(c)-(d)). We stretch the geometric petal by scaling the \( x \)-variable by a factor of \( \sqrt{c} \), where \( c \in \mathbb{R}_>0 \). The new Cartesian equation of the curve is \( g_{a,c}(x, y) = 0 \) where

\[
g_{a,c}(x, y) = (cx^2 + y^2)^{2n+1} - a[(cx^2 + y^2)^n - c^nx^{2n}]^2.
\]

with bounding box \([-\frac{2n}{2n+1}\sqrt{\frac{c}{\sqrt{2}n}}, \frac{2n}{2n+1}\sqrt{\frac{c}{\sqrt{2}n}}]\) \times [-\sqrt{a}, \sqrt{a}].

To give an idea of the outcome of Algorithm 4, the stretched version of the geometric petal curve (equation 6) has been employed in Section 3. In that example, we fixed \( n = 50 \) (indeed the shape of the geometric petal curve changes with this parameter, see again Figure 12) and, exploiting the bounding box of the set \( \mathcal{Z}_8 \) (see Figure 13(c)), we considered a region \( T = [112, 122] \times [0.43, 0.45] \) of the parameter space.

In the following, we show how to reduce the number of parameters of this curve. We observed that the value of the exponent parameter \( n \) is related to the bounding box of the curve; indeed it has to satisfy the following condition:

\[
\frac{2n}{2n+1} \left( 1 - \sqrt{\frac{1}{2n+1}} \right)^{1/2} = \frac{y_B}{y_A}
\]

where \( y_A \) and \( y_B \) are the \( y \)-coordinates values of the points \( A \) and \( B \) (see Figure 12(c)-(d)). By using the previous relation, it is possible to estimate the value of \( n \), thus working with a curve which depends on the two parameters \( a \) and \( c \).

### 4.1 Compound curves

To grasp compound shapes we use more families of curves simultaneously. We represent compound curves as a combination of different families of curves and define their equation simply as the product of (two or more) curves’ equations. In the following we show some examples of possible compositions.

Combining a citrus curve and a circle we get the new family of curves of equation:

\[
\left( a^4y^2 + \left( x - \frac{a}{2} \right)^3 \left( x + \frac{a}{2} \right)^3 \right) \left( x^2 + y^2 - \frac{a^2}{64} \right) = 0
\]

with \( a \in \mathbb{R}_>0 \). An example is provided in Figure 13(a) where the parameter is \( a = 2 \).

Another possibility is to couple a citrus curve with a line (we choose one of the two axes of symmetry, for instance the \( x \) axis) whose equation is:

\[
y \left( a^4y^2 + \left( x - \frac{a}{2} \right)^3 \left( x + \frac{a}{2} \right)^3 \right) = 0
\]
with $a \in \mathbb{R}_>0$. An example is provided in Figure 13(b) where the parameter is $a = 2$. An application of the use of this compound curve is given in Figure 17(b).

It is also possible to associate a curve with 5-convexities with a circumference; the resulting polar equation is:

$$\left(\rho - \frac{a}{1 + b \cos(5\theta)}\right)(\rho - r) = 0$$

with $a, b, r \in \mathbb{R}_>0$, $b < 1$ and $r \leq \frac{a}{1 + b}$. An example is provided in Figure 13(c).

Finally, starting with three ellipses we construct a family of algebraic whose equation is:

$$\left(\frac{x^2}{a^2} + \frac{y^2}{b^2} - 1\right) \left(\frac{16x^2}{9a^2} + \frac{(2y - b)^2}{b^2} - 1\right) \left(\frac{4x^2}{b^2} + \frac{y^2}{b^2} - 1\right) = 0$$

with $a, b \in \mathbb{R}_>0$. An example is provided in Figure 13(d).

5 Examples and conclusive remarks

Our method has been tested on a collection of artefacts and models collected from the web, the AIM@SHAPE repository [3], the STARC repository [2] and the 3D dataset of the EPSRC project [4].

Most of the models are triangulated meshes; an exception is represented by the model in Figure 19(Ia), which is given as a point cloud. Further, in the examples in Figure 16(IV.a) and 19(Ia) the colorimetric information is available and combined with the curvature; in the models in Figure 15(IV.a) and Figure 18(II.a) features are only characterized by the dark colour of the decoration; the other models come without any colorimetric information and we adopt the maximum, minimum and mean curvature properties. In all the examples, the model embedding in the 3-dimensional
Figure 13: Compound curves: (a) citrus curve with $a = 2$ coupled with a circumference; (b) citrus curve with $a = 2$ coupled with the line $y = 0$; (c) curve with 5-convexities coupled with a circumference with $a = 2, b = 1/4, r = 1$; (d) three ellipses with $a = 10, b = 6$.

space is completely random and the “best” view shown in the pictures is artificially reported for the user’s convenience. Furthermore, the features we identify are view-independent and represented by curves that can be locally projected onto a plane without any overlap.

For the feature identification, we assume to know in advance the class of features that are present in an object (for instance because there exists an archeological description of the artwork), thus converting the problem into a recognition of definite curves that identifies specific parts such as mouth, eyes, pupils, decorations, buttons, etc. on that model. Once aggregated and projected onto a plane, each single feature group of points is fitted with a potential feature curve and the value of the HT aggregation function is kept as the voting for that. After all curves are run, we keep the highest vote to select the curve that better fits with that feature. Sometimes more than one curve potentially fits the feature point set; in this case we have selected the curve with the highest value of the HT aggregation function.

Figure 14 presents an overview of multiple feature curves obtained by our method. These examples are shown in a portion of the model but are valid for all the instances of the same features. Multiple instances of the same family are shown in Figure 14(I) and Figure 14(II), in which the curves are circles with different radii, in Figure 14(III) and Figure 14(IV), where the detected curves belong to the family of curves with 5-convexities, in Figure 14(V) and Figure 14(VI), where different Archimedean spirals have been used.

It is also possible to recognize different families of curves on the same surface, as it happens in the models in Figure 15(I), where circles are combined with two curves of Lamet, in Figure 15(II), where a curve with 5-convexities is used in combination with a circle, in Figure 15(III), where a curve with 8-convexities is contained in a region delimited by two concentric circles, and in Figure 15(IV), where the decoration is a repeated pattern of leaves, each one identified with a specific group and approximated by a citrus or a geometric petal curve.

Figure 16 shows four examples of eye contours detection from 3D models. The eyes in the first
Figure 14: Examples of recognition of various feature curves; I. circles on the Gargoyle model (the AIM@SHAPE repository [3]); circles on a tentacle of an octopus model; III. stars (curves with 5-convexities) on the knot model (the AIM@SHAPE repository [3]); IV. stars (curves with 5-convexities) of different sizes on the trim-star model (the AIM@SHAPE repository [3]); V. and VI. spirals on architectural ornamental artefacts (from the 3D dataset of the EPSRC project [4]).
Figure 15: I. circles and curves of Lamet on a phone model; II. a circle and a curve with 5-convexities on an architectural ornamental artefact (from the 3D dataset of the EPSRC project [4]); III. a curve with 8-convexities contained in a region delimited by two concentric circles on an architectural ornamental artefact (from the 3D dataset of the EPSRC project [4]); IV. decorations on a bust (from the STARC repository [2]).
row are better approximated by the citrus curve while in the other three cases the geometric petal is the best fitting curve.

The automatic detection of multiple instances of the same family of curves, possibly with parameter changes as in the case of circles of different radii (e.g. the suction cups of the octopus model, see again Figure 14 II), is automatically done in the space of the parameters by the HT procedure. As a side effect, this immediately yields the equation of the curve that represents these feature points.

An important advantage of our approach is the flexible choice of the family of algebraic curves used to approximate the desired features, thus being adaptive to approximate various shapes. Our set of primitives includes generic algebraic curves and it can be extended to all curves with an implicit representation, see Section 4.

As discussed in Section 4.1, another interesting point is the possibility of recognizing compound features as a whole, as for the eye contour and the pupil, see examples in Figures 16.I and 17(a).

Figure 16: Detection of eye contours and pupils on collection of artefacts collected from the AIM@SHAPE repository [3] and the STARC repository [2].
the method to a wide range of curves that includes also repeated patterns like bundles of straight lines or quite complex decorations, see examples in Figure 15.

Another major benefit of using an HT-based method is the HT well known robustness to noise and outliers. Moreover, by selecting the curve with the highest score of the HT aggregation function, our method is able to keep a good recognition power also in the case of degraded (Figure 18) and partial features (Figure 19). Moreover, we are able to work on both 3D meshes and point clouds, thus paving the road to the application of the method to object completion and model repairing.

In addition, it is important to point out that we can similarly parametrize features that are comparable. As we extract a feature curve and its parameters, we can use them to build a template useful for searching similar features in the artefacts, even if heavily incomplete, see Figure 18(II.c-d) and Figure 19(I.c-d) and Figure 19(II.c-d).

![Figure 17: Combined anatomical shapes: (a) a circumference and a geometric petal curve detecting an eye; (b) a citrus curve with a line detecting a mouth.](image)

![Figure 18: Feature recognition on models with degraded features.](image)

With reference to Figure 20, we use different colours to show the feature curves identified by different curves/parameters. In Figure 20(a), the blue lines represent the circles, all with the same radius, while the red and green lines depict the curves of Lamet. In particular, the red and the green lines are used for Lamet curves which differ for the values of the parameters $a$ and $b$. Similarly, in Figure 20(b) which represents a tentacle of an octopus model, the red graduate shadings are used to highlight the different radii of the detected circles.

Different colours are also used in Figure 21 where two concentric spirals (red and blue) with different parameters, are detected. Because of the proximity of the two features curves and the presence of degradation and holes on the model, this example can be considered as a borderline case. Nevertheless, our method results in a fairly good curve detection.
To give a concrete idea of the computational performances of our software prototype we report the running time of some of the examples discussed in the paper. The proposed method is relatively fast, a significant complexity being induced only by the Curve Detection Algorithm. We implemented the whole pipeline in MATLAB 2016a, while for the HT detection routine we used the CoCoA library. All experiments were performed on an Intel Core i5 processor (at 2.7 GHz). Indeed, the Feature Points Recognition Algorithm generally takes an average of 20 seconds on a model of 150000 vertices and a few seconds are taken by the Aggregation Algorithm and the Projection Algorithm. The complexity of the Curve Detection Algorithm strongly depends on the family of curves, ranging from less than a minute for the curve with 5-convexities (example in Figure 14-III), to a couple of minutes for the circle, the Archimedean spiral and the citrus curve (examples in Figures 14-I, 7 and 16-I), to approximately three minutes for the Lamet curve (example in Figure 15-I), to a dozen of minutes for the geometric petal (example in Figure 2).

The reasoning on parameters can be extended and possibly generalized. From our experiments,
we noticed that eyes of the same collection, such as the ones in the STARC repository [2], share similar parameters. For instance, the eyes in Figure [16 IV], [18 II], [19 I] and [19 II] have nearly the same ratio among the parameters $a$ and $c$ (whose square roots represent the height and eccentricity of the curve) while in the case of the models in Figure [16 II] and [16 III] these values considerably differ. We plan to deepen these aspects on larger datasets aiming at automatically inferring a specific style from the models and supporting automatic model annotation.

As a minor drawback, we point out that the use of more complex algebraic curves may involve more than three parameters which has consequences in the definition and manipulation of the accumulator function, thus becoming computationally expensive (see Section 3.4), although ad-hoc methods have been introduced to solve it (see [67]).

It is our opinion that the proposed method is particularly appropriate to drive the recognition of feature curves and the annotation of shape parts that are somehow expected to be in a model. As an example, we refer to the case of archaeological artefacts that are always equipped with a textual description carrying information on the presence of features, e.g. eyes, mouth, decorations, etc. In our experience, this important extra information allowed us to recognize the eyes in the models represented in Figure [18 II], presenting a deep level of erosion, and [19 II], where the feature is only partially discernible. Analogously, we expect the method to be essential in situations where a taxonomic description of peculiar curve shapes exists (like architectural artefacts) or a standard reference shape is available, or when it is possible to infer a template of the feature curve to be identified.
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Appendix

We list the pseudocode of some procedures mentioned in Sections 3.1-3.3.

**Filtering Algorithm 5:** Computes the value $v$ of the histogram $h$ corresponding to the threshold $p$.

| Input | histogram $h$, cut percentage $p$ |
|-------|-----------------------------------|
| Output| cut value $v$                      |
| begin | Values = get_values($h$);          |
|       | $V=0$; $k=0$;                      |
| while | $k \leq \text{size}(h)$ and $V < p \cdot \text{size}(h)$ do |
|       | $k = k + 1$; $V = V + \text{Values}[k]$; |
| end   | $m = \text{min_bin_value}(h)$;     |
|       | width = get_bin_width($h$);        |
| return| $v = m + k \cdot \text{width}$     |
| end   |                                  |

**Aggregation Algorithm 6:** Groups the points of the set $X$ into smaller dense subsets.

| Input | set of feature points $X \subset \mathbb{R}^3$ |
|-------|-----------------------------------------------|
| Output| $Y$, a set of groups $Y_j$ of elements of $X$ |
| begin | /* searches the average distance from each point of $X$ to its $K$-nearest neighbours; the parameter $K$ is fixed and refers to how many neighbours we want to consider */ |
|       | $K = 50$;                                      |
|       | $[IDX, D] = \text{knnsearch}(X, X, 'k', K)$;   |
|       | /* computes an estimate for the threshold $\varepsilon$ */ |
|       | $\varepsilon = \text{mean}(D(:, K))$;         |
|       | /* aggregates the points of $X$ using the DBSCAN algorithm */ |
|       | $\text{MinPts} = 5$;                          |
|       | $IDX = \text{DBSCAN}(X, \varepsilon, \text{MinPts})$; |
| for   | $j = 1, \ldots, \text{size}(IDX)$ do         |
|       | $Y_j \leftarrow$ the points of $X$ of indices $IDX[j]$; |
|       | add $Y_j$ to the list $Y$                      |
| end   | return : $Y$                                  |

**Projection Algorithm 7:** Projects a set of feature points $Y$ onto a best fitting plane.

| Input | a set of points $Y$ |
|-------|---------------------|
| Output| the projection $Z$ of $Y$ onto a best fitting plane |
| begin | /* shifts the points of $Y$ to move the centroid onto $(0,0,0)$ */ |
|       | $Y \leftarrow Y - \text{mean}(Y)$;             |
|       | /* computes the best fitting plane $\Pi$ of $Y$ with linear regression */ |
|       | $XY \leftarrow Y[1,2]$; $Z \leftarrow Y[3]$; $\Pi \leftarrow \text{regress}(Z, XY)$; |
|       | /* defines the orthogonal transformation which moves $\Pi$ to the plane $z = 0$, and apply it to the points of $Y$ */ |
|       | $n \leftarrow [\Pi(1), \Pi(2), -1]$; $v_1 \leftarrow [1, 0, \Pi(1)]$; $v_2 \leftarrow \text{CrossProduct}(v_1, n)$; |
|       | $R \leftarrow [v_1/\text{norm}(v_1), v_2/\text{norm}(v_2), n/\text{norm}(n)]$; |
|       | $Z \leftarrow R(Y)$;                            |
|       | return : $Z[1,2]$                               |
| end   |                                                  |
