The paper introduces a model of collective behavior where agents receive information only from sufficiently dense crowds in their immediate vicinity. The system is an asymmetric, density-induced version of the Cucker-Smale model with short-range interactions. We prove the basic mathematical properties of the system and concentrate on the presentation of interesting behaviors of the solutions. The results are illustrated by numerical simulations.
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1. Introduction

We consider an ensemble of $N$ agents with $(x_i(t), v_i(t)) \in \mathbb{R}^{2d}$ denoting the opinion/position and the tendency/velocity of $i$th agent at the time $t \geq 0$. The agents follow the density-induced consensus protocol (DI)
\[
\begin{align*}
\dot{x}_i &= v_i, & x_i(0) &= x_{i0} \in \mathbb{R}^d, \\
\dot{v}_i &= \sum_{k \in N_i} M(v_k - v_i), & v_i(0) &= v_{i0} \in \mathbb{R}^d,
\end{align*}
\]  

(1.1a)

(1.1b)

where \( N_i \) is a neighbor set of \( i \)-th agent defined through the following relation: given positive parameters \( \delta, m \) and \( h \), for \( t \geq h \) we define

\[ k \in N_i(t) \iff x_k(t-h) \in B(x_i(t-h),\delta) \]  

and

\[ \#\{k \in \{1, \ldots, N\} : x_k(t-h) \in B(x_i(t-h),\delta)\} > m \]  

(1.2)

where \( B(x_i(t-h),\delta) \) is an open ball centered at \( x_i(t-h) \) with radius \( \delta \). For \( t \in [0, h) \) we take

\[ k \in N_i(t) \iff x_k(0) \in B(x_i(0),\delta) \]  

and

\[ \#\{k \in \{1, \ldots, N\} : x_k(0) \in B(x_i(0),\delta)\} > m. \]  

(1.3)

Parameter \( 0 < h \), negligibly small compared to the rest of parameters, is introduced to ensure that the neighbour sets \( N_i(t) \) are well defined. Indeed, taking \( h = 0 \) causes instability of the system if a particle is situated at the boundary of \( B(x_i(t),\delta) \). A natural interpretation of \( h \) is a time step from a discrete in time version of (1.1). To grasp the intuition behind the behaviour, we can view \( h \) as \( 0 \) and focus on the qualitative analysis of the model, which is the main goal of the paper. Further explanation can be found in Remark 3. Parameter \( M = M(i, N, \#N_i) \) is a normalizing factor discussed later; to fix our attention we may assume that \( M = \kappa/\#N_i \), where \( \kappa > 0 \) is the non-dimensional coupling strength and \( \#N_i \) is the number of elements in \( N_i \).

Condition (1.2) introduces a two-step verification of whether \( k \) belongs to the set of neighbors of \( i \). First, \( x_k(t-h) \) is required to be close to \( x_i(t-h) \). Second, the crowd density in the immediate vicinity of \( i \) needs to be large enough so that the number of the individuals with \( x_k(t-h) \in B(x_i(t-h),\delta) \) is larger than \( m \). If the second condition is not satisfied, the set of neighbors of \( i \) is empty. Observe that the rightmost condition in definition (1.2) is asymmetric and consequently so is the relation of adjacency \( \sim \) defined by \( k \sim i \iff k \in N_i \).

Dividing the right-hand side of (1.2) by \( \delta^d \) (where \( d \) is the dimension of the space) identifies \( \frac{m}{\kappa} \) as a threshold imposed on the empirical density of the particles. Hence, the interaction is induced by sufficiently high density of the agents and the DI protocol operates within the following general paradigm:

To influence the opinion of an individual, communication with a sufficiently dense nearby crowd is required.
The protocol is specific to real-life phenomena related to societal dynamics, where individuals do not interact with separate agents but are highly susceptible to the influence of crowds. It is inspired by such phenomena as emergence of trends in decision-making and viral videos in social media.

Formally, (1.1) is a second order system which in the kinetic formalism determines the acceleration of particles in terms of their positions and velocities. Indeed, it originates from a highly recognizable model of collective behavior, the classical Cucker-Smale (CS) system

\[
\dot{x}_i = v_i, \quad x_i(0) = x_{i0} \in \mathbb{R}^d, \quad (1.4a)
\]

\[
\dot{v}_i = \frac{1}{N} \sum_{k=1}^{N} \psi(|x_i - x_k|)(v_k - v_i), \quad v_i(0) = v_{i0} \in \mathbb{R}^d, \quad (1.4b)
\]

with \( \psi(s) = (1 + s)^{-\alpha} \).

Comparing the DI and CS models, we observe the first prominent feature of the DI protocol: it leads to the emergence of sharply distinguishable, dense clusters. Moreover, we observe local flocking, with nontrivial dependence on the density; particularly the time \( t = 150 \) velocity of singletons varies significantly, see Fig. 1.

The second prominent feature of the DI model is a structural asymmetry of the interactions showcased in Fig. 2. In the case (A), at time \( t = 2.0 \) the orange singleton already influences the cluster but the cluster does not influence the singleton yet.

Fig. 1. Behaviour of particles for DI (A) and CS (B). Identical initial data lead to sharper clusters for the DI model. The color coding represents clusters of indirect communication - multiple clusters for DI and a single cluster for (global) CS.

The second prominent feature of the DI model is a structural asymmetry of the interactions showcased in Fig. 2. In the case (A), at time \( t = 2.0 \) the orange singleton already influences the cluster but the cluster does not influence the singleton yet.
because the number of the particles in the vicinity of the singleton is insufficient for it to receive communication. Consequently, there is a period of time when the singleton influences the cluster but is yet to be affected by the cluster, which results in a particularly strong asymmetry of the interaction. On the other hand in the case (B), at time \( t = 2.0 \) the orange singleton is already influenced by the cluster. Therefore, a singleton can change the direction of an entire crowd and whether it succeeds depends on the spacial distribution of the crowd itself. These phenomena are generally impossible to obtain in most well-known models of consensus.

![Fig. 2. Interaction between a group and an individual for the DI model. Initially (A) and (B) differ only by the shape of the cluster. In (A) the individual diverts the cluster while in (B) the cluster diverts the individual.](image)

**Notation.** In what follows we use bold symbols for points in \( \mathbb{R}^{dN} \) or \( \mathbb{R}^{d\#A} \) space, where a cluster \( \mathcal{A} \) is any subset of \( \{1, \ldots, N\} \), namely

\[
\mathbf{x} = (x_1, \ldots, x_N) \in \mathbb{R}^{dN}, \quad \mathbf{v} = (v_1, \ldots, v_N) \in \mathbb{R}^{dN}, \quad \mathbf{x}_\mathcal{A} = (x_{i_1}, \ldots, x_{i_{\#\mathcal{A}}}) \in \mathbb{R}^{d\#A}.
\]

This convention applies for instance to the initial data \( (\mathbf{x}_0, \mathbf{v}_0) \in \mathbb{R}^{2dN} \).

Moreover, we introduce averages, together with their restriction to clusters:

\[
\overline{\mathbf{x}} = \frac{1}{N} \sum_{i=1}^{N} x_i, \quad \overline{\mathbf{v}} = \frac{1}{N} \sum_{i=1}^{N} v_i, \quad \overline{\mathbf{x}}_{\mathcal{A}} = \frac{1}{\#\mathcal{A}} \sum_{i \in \mathcal{A}} x_i, \quad \overline{\mathbf{v}}_{\mathcal{A}} = \frac{1}{\#\mathcal{A}} \sum_{i \in \mathcal{A}} v_i.
\]

### 1.1. Main results

Hereinafter, we fix our attention by referring to the individuals following the DI protocol as “particles” with “position” \( x_i \) and “velocity” \( v_i \) (of \( i \)th particle). Inter-particle interactions within the DI model highly depend on the local density of the ensemble, and thus the following notion of densely packed clusters is of significant importance.

**Definition 1.** We say that the cluster \( \mathcal{A} \subset \{1, \ldots, N\} \) is \( r \)-densely packed at \( t \) if
(1) the Minkowski sum $x_A(t-h) + B(0,r/2)$ is connected,
(2) each open ball $B(x_k(t-h),r)$, for $k \in A$ contains more than $m$ particles,
with convention that $t-h=0$ if $t \leq h$.

As we show later in Lemma 1, interactions between the particles in any $r$-densely packed cluster for $r \leq \delta$ are propagated to the entire cluster, which serves as a stepping stone to obtain a flocking estimate.

We perform basic qualitative and quantitative analysis of (1.1). That includes: the existence and uniqueness of classical solutions, conditional flocking estimates, and conditional cluster stability in terms of cluster density. Moreover, we provide analytical examples signifying the rich dynamics of the system. Finally, we illustrate the variability of possible behaviors by a number of numerical simulations.

The main results of the paper read as follows.

**Theorem 1.** Given the time interval $[0,T) \subset [0,+,\infty)$, parameters $M,m,\delta,h>0$ and initial data $(x_0,v_0) \in \mathbb{R}^{2dN}$, the system (1.1) admits a unique classical $W^{1,\infty}([0,T))$ solution with nonincreasing velocity fluctuations

$$V(t) := \max_{i,j \in \{1,\ldots,N\}} |v_i(t) - v_j(t)| \leq V(s) \leq V(0), \quad 0 < s \leq t \leq T.$$  \hfill (1.5)

In the following theorem $M$ is a positive function of $i$, $N$ and $\#N_i$, thus it has a finite set of possible values, and thus it is bounded below by a constant $M_* > 0$. It is further discussed in Section 1.3.

**Theorem 2 (Dense clusters flock).** Given the time interval $[0,T) \subset [0,+,\infty)$, parameters $M,m,\delta,h>0$ and initial data $(x_0,v_0) \in \mathbb{R}^{2dN}$ suppose that the entire ensemble $\{1,\ldots,N\}$ is $r$-densely packed with $r < \delta$. For sufficiently large $M$ the ensemble remains at least $\delta$-densely packed for all $t > 0$ and the particles flock exponentially fast.

In other words there exists a constant $\lambda$, depending only on the dimension $d$ and on $N$, such that

$$|v_i - \bar{v}| \leq e^{-M_*} |v_i(0) - \bar{v}|,$$

provided that

$$M_* := \inf M > \frac{2}{\lambda(\delta - r)}.$$  \hfill (1.6)

**Remark 1.** Theorem 2 concerns the whole ensemble $\{1,\ldots,N\}$ but also holds for any cluster $A \subset \{1,\ldots,N\}$ with the a priori assumption that $A$ is sufficiently far away from the rest of the particles so that it is never influenced by them.

**Remark 2.** Assumption (1.6) is first and foremost an assumption on $M$; since the DI model has local interactions, similarly to the short-range CS model, flocking occurs with high coupling strength $24$. However it can be viewed also as an assumption on the initial density governed by the constant $r$. With small $r$ the cluster is initially more densely packed and the right-hand side of (1.6) decreases.
To illustrate possible behaviors of particles governed by the DI model, we provide the following analysis of clusters’ interactions.

**Clusters’ interactions.** Let us consider two connected to each other clusters \( A \) and \( C \). Depending on the positions and velocities of individual particles within each cluster the following scenarios may occur:

- **(№1) Stability:** Cluster \( A \) remains connected. Cluster \( C \) eventually detaches from \( A \) and they move separately.
- **(№2) Breaking:** Cluster \( A \) breaks under the influence of cluster \( C \). Cluster \( C \) detaches from \( A \) together with a number of particles from \( A \).
- **(№3) Sticking:** Cluster \( A \) is diverted by cluster \( C \). They remain connected indefinitely and their total momentum changes in the direction of the total momentum of \( C \).

The example showcasing all of the above scenarios, with a special choice of clusters \( A \) and \( C \), can be found in Section 4.

1.2. **Comparison with other models**

In recent years, it was recognized that the global all-to-all character of interactions in the Cucker-Smale (CS) flocking model not always corresponds to the actual behavior of agents in real-life phenomena, be it flocks of birds, networks of unmanned aerial vehicles or in opinion dynamics. The main issue is that, usually, the range of communication between autonomous agents is finite, the interactions are not symmetric and the structure of the network of interactions is not necessarily immersed in the standard Euclidean geometry. For instance, the range of perception of a bird within a flock tends to be a finite cone-shaped area in front of it. Responding to these issues a number of non-standard alignment CS-type models emerged recently. Among them is the model with short-range interactions (CS\(_\delta\) model), the \( q \)-closest neighbors model (CS\(_q\) model) and the model with interference topology (CS\(_t\) model). Below we summarize similarities and differences between these models and the DI model. Further, numerical comparison can be found in Section 5.

- **Short-range model CS\(_\delta\).** The CS\(_\delta\) model is a simple modification of the standard CS model in which the smooth and decreasing communication weight \( \psi_\delta \) is assumed to be compactly supported on the set \([0, \delta]\). For instance, the classical CS weight \( \psi(s) = (1 + s)^{-2} \) could be cut-off by taking \( \psi_\delta(s) = \psi(s) \chi_{[0,\delta]} \). With such a modification qualitative behavior and particularly asymptotics becomes significantly more difficult to study. Compared to the DI model, CS\(_\delta\) model is symmetric and purely geometrical with \( j \in \mathcal{N}_i(t) \) if and only if \( |x_i(t) - x_j(t)| \leq \delta \). For further information on the CS\(_\delta\) model we refer to [14, 15].

- **The model with \( q \)-closest neighbors CS\(_q\).** The CS\(_q\) model is a modification of the CS model with the sum in (1.4) taken over only those \( j \) that are at most \( q \)-closest to \( i \) in terms of position. This model is both density dependent and non-symmetric, with an opposite influence of the density to the DI model. While in the
DI model high density is used to propagate the interactions, in the CS$_q$ model the interactions spread over constant mass of the particles and thus with low density the interactions reach further. For further information on the CS$_q$ model we refer to [10].

◇ Topological model with interference CS$_t$. Recently, Shvydkoy and Tadmor introduced a CS-type alignment model, in which the interactions between the particles depend on the mass of the particles belonging to a symmetric area between them. The higher the mass of the particles between $x_i$ and $x_j$, the lower the interaction, which justifies the interpretation that intermediate particles interfere with the communication. The CS$_t$ model is density-dependent, symmetric and, similarly to CS$_q$, the influence of the density seems to be the opposite to the DI model. For further information on the CS$_t$ model we refer to [35].

The main difference between the DI model and the aforementioned is that the agents interact only with a densely-packed crowd (defined by the threshold $m$). Singletons, outsiders and agents forming low-density clusters do not interact. As a somewhat surprising consequence we obtain the possibility of a significant influence of the outsider particle on a cluster as showcased in Fig. 2. While, interactions of crowds with highly influential individuals were studied in the past [20, 32, 9], we obtain such phenomenon naturally within the framework of the model without artificially boosting the influence of any individual. Whether an individual manages to influence a cluster significantly depends not only on the models parameters but also on the spatial structure of the clusters, c.f. Section 5.2.

Further state of the art for related models, including asymptotics [4, 5, 20, 11], and pattern formation [28, 29], collision avoidance [12, 31], time delay [4], and the recently emerging thermodynamical consistence [15] can be found in the surveys [6] (CS model with regular interactions) and [23] (CS model with singular interactions). The surveys include also references to kinetic [1, 2, 27] and hydrodynamic [19, 24, 16, 13, 12] limits of the CS model.

1.3. On the normalizing factor $M$

There are many ways to normalize a consensus particle system, with the most popular prominently represented in the works by Cucker and Smale [11] and Motsch and Tadmor [25]. The first one, corresponding to $M = \frac{\kappa}{N}$, is the standard “flat” Cucker-Smale normalization, which connects the magnitude of the interactions to the total mass of the particles. The second one, $M = \frac{\kappa^*}{\#N_i}$, corresponds to the non-symmetric Motsch-Tadmor normalization. Throughout the paper we shall use a more general assumption that $M$ is any positive function of $N, i$ and $\#N_i$, i.e.

$$M = M(N, i, \#N_i) \geq M_* > 0.$$ \hfill (1.7)

The right-most inequality above follows from the fact that $M$ is a positive function on a discrete domain (with fixed $N$). Of course, with $M$ as in (1.7) we incorporate both Cucker-Smale and Motsch-Tadmor normalizations.
The remainder of the paper is organized as follows. In Section 2 we reformulate the problem in terms of graphs, which, while interesting in itself, serves in the proof of Theorem 2. Section 3 and Section 4 are dedicated to prove the main results: Theorems 1 and 2, and to showcase the possible interaction between clusters ($N_1 - N_3$). Finally, in Section 5 we present numerical simulations.

2. Preliminaries

The analysis of asymptotic or otherwise qualitative behavior of system (1.1) is based on two foundations. The first is the analysis of how any particular configuration of particles $x$ influences their neighbor sets. This issue is closely related to the notion of $r$-densely packed clusters. The second foundation is focused on the translation of the propagation of interaction to the asymptotic behavior of the particles. This process was widely studied in the framework of graph theory (see for instance the works by Olfati-Saber). This motivates the following reformulation of (1.2).

Recalling the possible dependence of $M$ on $i$ in (1.7) we take
\begin{equation}
\Phi_{ik} = \frac{M_i}{M_*} \quad \text{iff} \quad k \in N_i, \quad \text{otherwise} \quad \Phi_{ik} = 0,
\end{equation}
and we rewrite (1.1) as
\begin{equation}
\dot{x}_i = v_i, \quad \dot{v}_i = M_* \sum_{k=1}^{N} \Phi_{ik}(v_k - v_i).
\end{equation}

Note that the lack of symmetry of the adjacency relation between the particles implies that usually $\Phi_{ik} \neq \Phi_{ki}$.

Equation (2.2) above, can be further restated as a model on graphs. To this end for any fixed time $t > 0$ let $G = G(t)$ with

\begin{align*}
G &= (V, E, \Phi) \quad \text{be a digraph (or directed graph)},
\end{align*}

where $V$ is the set of $N$ nodes corresponding to the $N$ particles and $E = E(t) \subset V \times V$ is the set of edges between the nodes, that represents the connectivity of $G$. Matrix $\Phi = \Phi(t) = [\Phi_{ik}]$ describes interaction weights: $k$th node is interacting with $j$th node iff $\Phi_{ik} > 0$, or equivalently iff $k \in N_i$. Then (1.1b) can be restated as
\begin{align*}
\dot{x} &= \dot{v}, \quad \dot{v} = M_*(D - \Phi)v, \quad D = \text{diag}(d_1, ..., d_N),
\end{align*}

where $d_i = \frac{\#N_i M_i}{M_*}$ is the ($M$-scaled) degree of the $i$th node of $G$.

The importance of the reformulation (2.3) lies in its usefulness in the proof of Theorem 2 following a 4-step strategy as presented in the diagram:

\begin{align*}
\text{densely packed clusters} & \quad \rightarrow \quad \text{connectivity of } G \\
\uparrow & \\
\text{propagation of the density} & \quad \leftarrow \quad \text{control over velocity}
\end{align*}

It can be summarized as follows. Starting with a densely packed cluster at $t = t_0$ we ensure (see Lemma 1 below) that interaction between particles in such a
cluster is propagated to every particle. In other words, the graph $G(t_0)$ is undirected and connected. Using connectivity of $G(t_0)$, we apply theory developed in \cite{22,25} to establish local-in-time exponential decay of the relative velocity of the particles (see Lemma 2 below). This estimate enables us to control the changes in the positions of the particles and in turn – it ensures the propagation of the density. This leads back to the densely packed clusters at some $t > t_0$ and an indefinite repetition of the scheme.

3. Proof of the main results

In this section we prove Theorem 1 and Theorem 2.

3.1. Proof of Theorem 1

**Proof.** (Theorem 1: Existence.)

By the definition of $\mathcal{N}_i$ the system is elementarily solved on $[0,h]$ – it is a linear system with constant coefficients. Its unique solution is a linear combination of functions of the type $t^k e^{\alpha t}$, with $k \leq N$ and $\alpha$ determined by eigenvalues of the matrix appearing in (2.3).

The main difficulty is that neighborhoods $\mathcal{N}_i$ change with time, which causes discontinuities of the right-hand side in (2.3). This is not particularly problematic unless the number of discontinuities is infinite. Thus, we want to exclude an oscillatory behavior of solutions.

We proceed by induction. Suppose that the solution exists on $[(k-1)h, kh]$ for some $k = 1, 2, \ldots$ and the sets of neighbors $\mathcal{N}_i$ change finitely many times for each particle in the time interval $[(k-1)h, kh]$. Then in the time interval $[kh, (k+1)h]$ the system is well defined with a finite number of discontinuities. In particular $[kh, (k+1)h]$ can be decomposed into a finite collection of intervals on which the system is linear. On each of these intervals a unique solution exists and is a linear combination of functions of the type $t^k e^{\alpha t}$. These intervals can be glued together and while the smoothness of the solution may be lost at the endpoints, the right-hand side of (1.1) is a bounded function of $x$, $v$ and thus the solution belongs at least to $W^{1,\infty}([0,T))$ and is continuous and unique. Then such a solution, as a piecewise linear combination of analytic functions, cannot exhibit an oscillatory behavior and the number of times of discontinuity in $[kh, (k+1)h]$ is finite. By induction, this procedure can be repeated indefinitely and the existence of solutions with $x$ and $v$ continuous and $v \in W^{1,\infty}([0,T))$ is proved for any $T > 0$.

**Remark 3.** The reason to introduce the parameter $h > 0$ is to circumvent the problems arising in the following scenario. Suppose that $h = 0$ and at $t = 0$ we have $|x_1(0) - x_2(0)| = \delta$ and $v_1(0) = v_2(0)$. Then it is unclear whether at $t > 0$ the particles will be within each others range. Introducing $h > 0$ is an easy way to ignore this problem as shown in the above proof.
In order to prove the decay of velocity fluctuations we apply the $L^\infty$ method used, for instance in [25].

Proof. (Theorem 1: Decay of velocity fluctuations.) Fix $t > 0$ and let the maximal relative velocity between the particles be realized by $i$th and $j$th particles i.e.

$$V(t) = |v_i(t) - v_j(t)|.$$

Using the (2.2) formulation of the velocity equation, we have

$$\frac{1}{2} \frac{d}{dt} (v_i - v_j)^2 = (v_i - v_j) \cdot \left( M_* \sum_{k=1}^{N} \Phi_{ik} (v_k - v_i) - M_* \sum_{k=1}^{N} \Phi_{jk} (v_k - v_j) \right). \quad (3.1)$$

Observe that $\Phi_{ii}$ does not play any role in (3.1), since it is multiplied by $v_i - v_i = 0$. Thus, denoting $M_* : = \sup M$, we redefine it for all $i \in \{1, \ldots, N\}$ as

$$\Phi_{ii} : = \frac{NM_*}{\sum_{k \neq i} \Phi_{ik}} > 0,$$

so that

$$M_* \sum_{k=1}^{N} \Phi_{ik} = M_* N \quad \text{for each} \quad i \in \{1, \ldots, N\}.$$ 

Then, we rewrite (3.1) as

$$\frac{1}{2} \frac{d}{dt} (v_i - v_j)^2 = (v_i - v_j) \cdot M_* N (v_j - v_i) + M_* \sum_{k=1}^{N} (\Phi_{ik} v_k - \Phi_{jk} v_k)$$

$$= -M_* N V^2 + N(M_* - M_* \eta)(v_i - v_j) \cdot \sum_{k=1}^{N} (\alpha_{ik} v_k - \alpha_{jk} v_k), \quad (3.2)$$

where

$$\alpha_{ik} : = \frac{M_*(\Phi_{ik} - \eta)}{N(M_* - M_* \eta)}, \quad \eta : = \frac{1}{2} \min_{k,l \in \{1, \ldots, N\}} \Phi_{kl}, \quad \Phi_{kl} \in [0, M^*/2M_*],$$

$$\alpha_{ik} \geq 0, \quad \sum_{k=1}^{N} \alpha_{ik} = 1.$$ 

Therefore the right-most term in (3.2) is a convex combination of elements in $\text{conv}\{v_k : k \in \{1, \ldots, N\}\}$ and $\text{conv}\{-v_k : k \in \{1, \ldots, N\}\}$ and thus – it can be bounded from the above by the maximal diameter of such a set, which is $V$. Consequently, we have

$$\frac{1}{2} \frac{d}{dt} V^2 \leq -M_* N \eta V^2.$$

In the worst case scenario $\eta = 0$, so we deduce that $V$ does not increase and the proof is finished.

Remark 4. The $L^\infty$ method applied in the above proof is rather complicated for what it can accomplish for the DI model. However, we chose it to showcase
why there is no unconditional exponential flocking, which is precisely because the minimal decay rate \( \eta \) can be 0. On the other hand if we suppose that all particles are at most at distance \( \delta \) from one another and the number of particles is greater than \( m \), \( \Phi_{ik} = \frac{M_i}{M_k} \) for all \( i, k \in \{1, ..., N\} \), then in the above proof \( \eta = 1/2 \) and \( V \) decays exponentially with exponent \( \lambda = M_s N/2 \). This is however of no surprise since then equation (1.1b) is reduced to

\[
\dot{v}_i = \sum_{k=1}^{N} M_i(v_k - v_i),
\]

which is a simple linear model of consensus. The difficulty lies in the propagation of the interaction between the particles if only some of the \( \Phi_{ik} \) are positive. It is addressed in Theorem 2 and particularly in Lemma 2, presented below.

### 3.2. Proof of Theorem 2

To prove Theorem 2 we utilize the 4-step strategy described in Section 2. First we show that any \( r \)-densely packed cluster with \( r \leq \delta \) induces an undirected and strongly connected subgraph of \( G \). That is to say, the interaction propagates throughout any \( r \)-densely packed cluster of the particles.

**Lemma 1.** If \( \mathcal{A} \) is an \( r \)-densely packed cluster at \( t \geq 0 \) for \( r \leq \delta \) then for all \( i, j \in \mathcal{A} \) we have

\( i \in \mathcal{N}_j \) iff \( j \in \mathcal{N}_i \),

(ii) there exists a sequence \( \{l_k\}_{k=1}^{p} \) such that

\[ l_1 = i, \quad l_p = j \quad \text{and} \quad l_k \in \mathcal{N}_{k+1} \quad \text{for all} \quad k \in \{1, ..., p-1\}. \]

In other words \( \mathcal{A} \) treated as a subgraph of \( G(t) \) is undirected and (strongly) connected.

**Proof.** Fix \( t \geq 0 \). Since, for \( r < \delta \) an \( r \)-densely packed cluster is also \( \delta \)-densely packed, we will prove the lemma assuming that \( r = \delta \).

First observe that condition 2 in Definition 1 implies that for all pairs \( i, j \in \mathcal{A} \) we have \( i \in \mathcal{N}_j \) if and only if \( |x_i(t-h) - x_j(t-h)| < \delta \). Thus \( G(t) \) is undirected and it remains to show that it is connected (then it is automatically also strongly connected). Now suppose that the lemma is not true and there exists a \( \delta \)-densely packed cluster \( \mathcal{A} \) that is not connected. Then there exist two particles with indexes \( i \) and \( j \) without a connecting sequence \( \{l_k\}_{k=1}^{p} \). Let \( \mathcal{A}_i \) and \( \mathcal{A}_j \) be the maximal connected clusters including \( i \) and \( j \), respectively. Then dist(\( \mathcal{A}_i, \mathcal{A}_j \)) > \( \delta \), since otherwise we could find \( q_i \in \mathcal{A}_i \) and \( q_j \in \mathcal{A}_j \) such that \( |x_{q_i}(t-h) - x_{q_j}(t-h)| \leq \delta \) and \( \mathcal{A}_i \cup \mathcal{A}_j \) would be connected through the pair \( (q_i, q_j) \). However with dist(\( \mathcal{A}_i, \mathcal{A}_j \)) > \( \delta \) condition 1 in Definition 1 is not satisfied. Contradiction with the assumption that \( \mathcal{A} \) is not strongly connected finishes the proof. \( \square \)
The next lemma uses the propagation of interaction within densely packed clusters, ensured by Lemma 1, to provide a local flocking estimate.

**Lemma 2.** Let $A$ be a cluster that is strongly connected and undirected in the interval $[t_1, t_2)$. Assume further that no particle outside of $A$ influences $A$. Then the cluster average velocity $\bar{v}_A = \frac{1}{|A|} \sum_{i \in A} v_i$ is constant in $[t_1, t_2)$ and there exists $\lambda > 0$ such that

$$|v_i(t) - \bar{v}_A| \leq e^{-t \lambda} |v_i(t_1) - \bar{v}_A| \quad \text{for all } i \in A \text{ and all } t \in [t_1, t_2),$$

where $M_*$ is the minimal value of the function $M$, c.f. (1.7).

**Proof.** If $A$ is a connected undirected graph with no outside influence then it can be treated as a separate ensemble of particles following equation (2.3) with symmetric $\Phi$. Then $\frac{d}{dt} \bar{v}_A = 0$ and $\bar{v}_A = \bar{v}_A(t_1)$. Furthermore it is well known, see for instance [29][28], that each $v_i$ converges exponentially fast to $\bar{v}_A$ with exponent equal to the (positive) second eigenvalue $\lambda_2(t)$ of the matrix $L(t) = D(t) - \Phi(t)$ (multiplied in our case by $M_*$). Since matrices $D(t)$ and $\Phi(t)$ have only finite number of possible distinct entries (for a given $M$ and $N$), then there is also finitely many possible distinct matrices $L(t)$, which implies that

$$\inf_{t \in [t_1, t_2)} \{\lambda_2(t)\} = \min_{t \in [t_1, t_2)} \{\lambda_2(t)\} =: \lambda > 0.$$

Then all velocities converge to $\bar{v}_A$ exponentially fast with exponent $\lambda M_*$ (in the time interval $(t_1, t_2)$).

Finally we prove the following slightly reformulated version of Theorem 2.

**Proposition 1.** Fix $(x_0, v_0)$. Let the initial ensemble of the particles $\{1, ..., N\}$ associated with positions $x_0$ and velocities $v_0$ be $r$-densely packed with $r \leq \delta$. Then the ensemble remains densely packed for all $t > 0$ and the particles flock exponentially fast, provided that

$$M_* > \frac{2}{\lambda(\delta - r)}.$$

**Proof.** (Proposition 1 and Theorem 2) Since, initially, the particles are $r$-densely packed for $r \leq \delta$ and the maximal velocity of the particles is uniformly bounded, see Theorem 1. Thus, there exists a time interval $[0, T]$ such that the particles are $\delta$-densely packed for $t \in [0, T]$. Then by Lemma 1 and Lemma 2 for $t \in [0, T]$, the ensemble is a connected undirected cluster, the average velocity of the particles is constant and each velocity $v_i$ converges to the average exponentially fast with exponent $M_* \lambda$. Let

$$T^* := \sup\{T > 0 : \{1, ..., N\} \text{ is } \delta\text{-densely packed for all } t \leq T\} > 0.$$
We shall prove that if $M_*$ is large enough then actually $T^* = \infty$. Assuming the contrary, for all $i \in \{1, \ldots, N\}$ and all $t \in [0, T^*]$, denoting
\begin{equation}
x_i(t) - \bar{x}(t) = \int_0^t v_i(s)ds + x_i(0) - t\bar{v} - \bar{x}(0) = \int_0^t (v_i(s) - \bar{v})ds + (x_i(0) - \bar{x}(0)).
\end{equation}
which for any $j \in \{1, \ldots, N\}$ leads to
\begin{equation}
|x_i(t) - x_j(t)| = |(x_i(t) - \bar{x}(t)) - (x_j(t) - \bar{x}(t))| = \left|\int_0^t (v_i(s) - \bar{v})ds + \int_0^t (\bar{v} - v_j(s))ds + (x_i(0) - x_j(0))\right| (3.3)
\end{equation}
\begin{equation}
\leq \int_0^t |v_i(s) - \bar{v}|ds + \int_0^t |v_j(s) - \bar{v}|ds + |x_i(0) - x_j(0)|.
\end{equation}
Let us fix in (3.3) any pair $(i, j)$ such that $|x_i(0) - x_j(0)| \leq r$. Such pairs exist since the ensemble is $r$-densely packed. On $[0, T^*)$ the ensemble is densely packed and thus, by Lemmas 1 and 2 we have
\begin{equation}
|x_i(t) - x_j(t)| \leq 2 \int_0^\infty e^{-M_*\lambda t}|v_i(0) - \bar{v}| + r = \frac{2}{M_*\lambda} + r.
\end{equation}
Therefore if
\begin{equation}
M_* > \frac{2}{\lambda(\delta - r)},
\end{equation}
then $|x_i(t) - x_j(t)| < r_* \leq \delta$ for all $t \in [0, T^*)$. This implies that any two particles of distance not greater than $r$ initially are of distance at most $r_*$ from one another. It is therefore easy to see that for all $t \in [0, T^*)$ the $r_*$-neighborhood of the ensemble is connected and the number of particles in each $B(x_i, r_*)$ is larger than $m$. Thus the ensemble is $r_*$-densely packed in $[0, T^*)$. In particular, the ensemble is $r_*$-densely packed at $T^*$ and, again by boundedness of the velocity, we can find $\epsilon > 0$ such that the ensemble is $\delta$-densely packed in $[0, T^* + \epsilon)$, which contradicts the assumption that $T^* < +\infty$. Consequently $T^* = \infty$ and the ensemble is $\delta$-densely packed, strongly and symmetrically connected and it flocks exponentially fast to the average velocity, which is constant. The proof is finished. \hfill \qed

4. Clusters’ interaction

In what follows we perform the analysis of clusters’ interactions as introduced at the end of Section 1.1. For this sake we consider a simple yet significant setting of cluster interactions, where one cluster (C) is a single particle (c). In such a case the three scenarios read:

*N1* **Stability:** Cluster $\mathcal{A}$ remains connected. Particle $c$ detaches from $\mathcal{A}$.

*N2* **Breaking:** A single particle $b$ from $\mathcal{A}$ detaches from $\mathcal{A}$ under the influence of $c$.

*N3* **Sticking:** Cluster $\mathcal{A}$ changes its momentum under the influence of $c$. 

The setting.

Suppose that we have \( N + 1 > m + 1 \) particles in \( \mathbb{R}^2 \) distributed as in Fig. 3. All of the particles are initially situated on the horizontal \( x_1 \)-axis. The left-most \( N \) particles form the cluster \( A \). Within this cluster the leftmost \( N - 1 \) particles are initially in the position near zero with zero velocities. The distances between them are significantly smaller than \( \delta \). We shall refer to all of these particles as \( a \) denoting its approximate position as \( x_a(0) = 0 \). The rightmost particle \( (b) \) in cluster \( A \) is in the position \( x_b(0) = (\beta, 0) \) with zero initial velocity and \( \beta < \delta \). The last particle under considerations, the singleton \( (c) \) is positioned at \( x_c(0) = (\gamma, 0) \) with \( \gamma > \delta \) and \( \gamma - \beta < \delta \); the singleton’s initial velocity is \((0, v_c)\). Since we assume that \( 0 < h \ll \beta, \delta, \gamma, r, 1/N \), for simplicity of the presentation we set \( h = 0 \).

Note that not only is cluster \( A \) \( r \)-densely packed with \( r \leq \delta \) but actually each particle in \( A \) interacts with each other particle. Moreover, the only non-zero initial velocity of the entire ensemble is \((0, v_c)\), which implies that any change in the velocity of any one of the particles can only occur in direction parallel to \((0, v_c)\).

To summarize, we have the following picture:

\[
\begin{align*}
    x_a(0) &\approx (0, 0), \quad v_a(0) = (0, 0), \quad \text{it describes the set of } N - 1 \text{ particles,} \\
    x_b(0) &\approx (\beta, 0), \quad v_b(0) = (0, 0), \quad 0 < \beta < \delta, \\
    x_c(0) &\approx (\gamma, 0), \quad v_c(0) = (0, c), \quad \gamma > \delta \quad \text{and} \quad \gamma - \beta < \delta, \\
\end{align*}
\] (4.1)

with \( x_a \) serving as a stand-in for all \( x_i \) with \( i \) in the left-most cluster \( a \). Then, for \( t > 0 \) we let the particles follow the protocol (4.1). In what follows we successively reformulate and simplify (4.1) in the configuration (4.1) leading to a formulation that can be expressed in terms of \( v_c \). First note that configuration (4.1) leads to a characterization of the neighbor sets:

\[
\mathcal{N}_a(0) = A = a \cup \{ b \}, \quad \mathcal{N}_b(0) = A \cup \{ c \}, \quad \mathcal{N}_c = \emptyset,
\]

which implies that (4.1) takes the form:

\[
\begin{align*}
    \dot{v}_a &= M(v_b - v_a), \\
    \dot{v}_b &= M(N - 1)(v_a - v_b) + M(v_c - v_b), \\
    \dot{v}_c &= 0.
\end{align*}
\] (4.2)

Since the motion can occur only in directions parallel to \((0, v_c)\), we assume, without a loss of generality, that the velocities appearing in (4.2) are scalar. Moreover, through a simple scaling argument (e.g. \( \frac{d}{d t} \tilde{v}_a(t) = \frac{d}{d t} v_a(Mt) \) etc.) we may further
simplify assuming that \( M = 1 \). Then (4.2) reduces to a scalar ODE
\[
\dot{v}_a = -(v_a - v_b), \\
\dot{v}_b = -(N - 1)(v_b - v_a) - (v_b - v_c),
\]
(4.3)
with initial data \( v_a(0) = 0, v_b(0) = 0 \) and a constant \( v_c \). Then
\[
\frac{d}{dt}(v_b - v_a) = -N(v_b - v_a) - (v_b - v_c),
\]
which, with constant \( v_c \), implies
\[
(v_b - v_a)(t) = e^{-Nt} \int_0^t e^{Ns}(v_b(s) - v_c) ds.
\]
(4.4)
Inserting (4.4) to (4.3) yields
\[
\dot{v}_b = -(N - 1) \left( -e^{Nt} \int_0^t e^{Ns}(v_b(s) - v_c) ds \right) - (v_b - v_c).
\]
Thus \( v_b \) satisfies the second order ODE
\[
\ddot{v}_b + (N + 1) \dot{v}_b + v_b - v_c = 0
\]
with initial data \( v_b(0) = 0 \) and \( \dot{v}_b(0) = v_c \). Since \( v_c \) is a constant, introducing
\[
V_b = v_b - v_c \text{ with } V_b(0) = -v_c \text{ and } \dot{V}_b(0) = v_c,
\]
we obtain
\[
\ddot{V}_b + (N + 1) \dot{V}_b + V_b = 0.
\]
By solving the above ODE, we find that
\[
V_b(t) = V_1 e^{-\lambda_1 t} + V_2 e^{-\lambda_2 t},
\]
where
\[
\lambda_1 = \frac{-(N + 1) - \sqrt{(N + 1)^2 - 4}}{2} \approx -(N + 1), \\
\lambda_2 = \frac{-(N + 1) + \sqrt{(N + 1)^2 - 4}}{2} \approx -(N + 1)^{-1}.
\]
Here \( \approx \) is the asymptotic equality as \( N \to \infty \).

We recover \( V_1 \) and \( V_2 \) from the initial data by taking \( V_1 + V_2 = -v_c \) and \( -\lambda_1 V_1 - \lambda_2 V_2 = v_c \). Therefore
\[
V_1 = v_c \frac{1 - \lambda_2}{\lambda_2 - \lambda_1} \approx v_c \frac{1}{N} \quad \text{and} \quad V_2 = v_c \frac{\lambda_1 - 1}{\lambda_2 - \lambda_1} \approx -v_c(1 + \frac{1}{N}).
\]

Hence we obtain the explicit formula on approximate \( V_b(t) \):
\[
V_b(t) \approx v_c \frac{1}{N} e^{-(N+1)t} - v_c \left( 1 + \frac{1}{N} \right) e^{-(N+1)^{-1}t} \approx -v_c \left( 1 + \frac{1}{N} \right) e^{-(N+1)^{-1}t}.
\]
(4.5)

The three scenarios.
Our next goal is to obtain three distinct aforementioned scenarios within the configuration expressed by (4.5). First we aim to distinguish scenarios №1 and №2 (the stability and breaking scenarios), with particle $c$ either failing to drastically change the structure of the cluster $\mathcal{A}$ or scooping particle $b$ out of the cluster $\mathcal{A}$. Assume that $N$ is large. By (4.5), For large $N$, (4.5) gives
\[ v_b - v_c = V_b \approx -v_ce^{-(N+1)^{-1}t}, \] (4.6)
thus for any $T > 0$ we have
\[
|x_b(T) - x_c(T)| \leq |\gamma - \beta| + \left| \int_0^T (v_b(t) - v_c) dt \right| \\
\approx |\gamma - \beta| + \left| \int_0^T -v_c e^{-(N+1)^{-1}s} ds \right| \approx |\gamma - \beta| + |v_c T| 
\]
and
\[
|x_a(T) - x_b(T)| \approx |\beta| + \left| v_c \int_0^T e^{-Ns} \int_0^t e^{N_s} e^{-(N+1)^{-1}s} ds \right| \approx |\beta| + \left| \frac{v_c T}{N} \right|
\]
The above equations imply that if $t = T$ is the breaking point for $c \in \mathcal{N}_b(t)$ i.e.
\[ T = \sup \{ t : c \in \mathcal{N}_b(s) \quad \text{for all} \quad s \in [0, t) \} \]
or the breaking point for $b \in \mathcal{N}_a(t)$ it needs to satisfy
\[ |\gamma - \beta| + |v_c T| = \delta \quad \text{or} \quad |\beta| + \left| \frac{v_c T}{N} \right| = \delta, \] (4.7)
respectively. Then scenarios №1 and №2 are distinguished as follows:

(№1) With $\beta = \delta/2$ and $\gamma = \delta$ so that $\gamma - \beta = \delta/2$ in (4.7) we have
\[ \delta = |\gamma - \beta| + |v_c T| = \frac{\delta}{2} + |v_c T| > \frac{\delta}{2} + \left| \frac{v_c T}{N} \right| = |\beta| + \left| \frac{v_c T}{N} \right|. \]
The above implies that at $T$ the $c$ particle breaks out from $\mathcal{N}_b$ while cluster $\mathcal{A}$ itself remains unaffected (in particular $b \in \mathcal{N}_a$ and $a \in \mathcal{N}_b$), provided that $N$ is large. Thus we obtain the stability scenario №1.

(№2) With $\beta = \delta - \epsilon$ and $\gamma = \delta$ so that $\gamma - \beta = \epsilon$ with $0 < \epsilon \ll \delta$ we have
\[ \delta - \epsilon + \left| \frac{v_c T}{N} \right| = |\beta| + \left| \frac{v_c T}{N} \right| = \delta, \]
if and only if
\[ \epsilon = \left| \frac{v_c T}{N} \right|. \] (4.8)
On the other hand, taking the above into the account yields
\[ |\beta| + \left| \frac{v_c T}{N} \right| = \delta - \epsilon + \epsilon > \epsilon + |v_c T| = |\gamma - \beta| + |v_c T| \]
which holds if \(|v_c|\) satisfies
\[
T|v_c|\left(\frac{1}{N} + 1\right) < \delta. \tag{4.9}
\]

If the above conditions are satisfied, the breaking point for \(b \in \mathcal{N}_a\) comes sooner than the breaking point for \(c \in \mathcal{N}_b\) and thus the \(b\) particle is removed from the cluster \(\mathcal{A}\), leading to the \emph{breaking \#2} scenario.

\(\text{(\#3)}\) The last, \emph{sliding \#3} scenario requires more preparation. For a fixed \(N\) and small \(v_c\), we recall (4.6) to see that
\[
V_b(t) = v_b(t) - v_c \approx -v_c e^{-\frac{1}{N}t}
\]

And recalling from (4.4) that
\[
v_b(t) - v_a(t) = -e^{-Nt} \int_0^t e^{Ns} V_b(s) ds \approx v_c \frac{1}{N} e^{-\frac{1}{N}t}.
\]

Integration of the above two equations leads to the uniform-in-time upper-bounds on the relative distance between the sub-clusters
\[
\sup_{t \geq 0} |x_c(t) - x_b(t)| \leq |\gamma - \beta| + \left| \int_0^\infty V_b(t) dt \right| \approx |\gamma - \beta| + |v_c N|
\]

and
\[
\sup_{t \geq 0} |x_a(t) - x_b(t)| \leq |\beta| + \left| \int_0^t (v_b - v_a)(s) ds \right| \approx |\beta| + |v_c|.
\]

Hence, preservation of the cluster’s structure is ensured by taking
\[
|\gamma - \beta| + |v_c N| \leq \delta \quad \text{and} \quad |\beta| + |v_c| \leq \delta, \tag{4.10}
\]

which holds for small \(v_c\). Such conditions ensure that the distance between the leftmost sub-cluster \(a\) and the middle particle \(b\) remains smaller than \(\delta\) indefinitely; in other words cluster \(\mathcal{A}\) is preserved for all \(t > 0\). Furthermore the distance between the middle particle \(b\) and the rightmost singleton \(c\) is also smaller than \(\delta\) for all times. Hence \(\mathcal{A} \cup \{c\}\) is a connected cluster. The connectivity of \(\mathcal{A} \cup \{c\}\) is weak in the sense that while \(\mathcal{A}\) is strongly and symmetrically connected (it is in fact \(\delta\)-densely packed) and \(c\) influences \(\mathcal{A}\) through the middle particle \(b\), there is no influence directed from \(\mathcal{A}\) to \(c\) (\(\mathcal{N}_c = \emptyset\)).

\textbf{Remark 5.} Let us describe how the total momentum (equal to the sum of velocities, since \(M = 1\)) of the \(N + 1\) particles evolves in each case \(\#1\) - \(\#3\). By the above considerations one has:
\[
v_b \approx v_c(1 - e^{-T/N}) \quad \text{and} \quad v_a \approx v_c(1 - e^{T/N} - \frac{1}{N} e^{-T/N}) \tag{4.11}
\]
In the first scenario the time of separation is of order \( T \approx \frac{\delta}{v_c} \). Thus the momentum of the cluster increases (here \( N + 1 \approx N \)):

\[
\text{Mom} := v_b + Nv_a = v_c(1 - e^{-T/N}) + Nv_c(1 - e^{-T/N} - \frac{1}{N}e^{-T/N}) \approx \frac{v_c T}{N} + Nv_c \frac{T}{N} + v_c e^{-T/N} \approx \frac{\delta + v_c e^{-\delta/(Nv_c)}}{Nv_c}.
\] (4.12)

In the second case by (4.8), (4.9) \( T \approx \frac{\epsilon N}{v_c} \), but \( N\epsilon < \delta \) and we get almost the same \( (T \approx \frac{\delta}{v_c}) \)

\[
\text{Mom} := \frac{\delta}{Nv_c} + v_c e^{-\delta/(Nv_c)}. \] (4.13)

In the last case, the time of separation \( T \) is infinity, all velocities are reaching \( v_c \), so by condition (4.10) \( \text{Mom} := Nv_c \approx \frac{\delta}{Nv_c} \).

Interestingly enough, in each of the scenarios \( \#1 - \#3 \) the growth of the momentum is almost the same.

5. Simulations

In this section we present the results of numerical simulation of the DI model in several different cases. The aim is twofold. First we compare the model with related models. Second we illustrate its unique features, and provide insight to the theoretical results of this work.

Let us recall that the DI model is characterized by the set of parameters \((N, M, m, \delta)\). Together with the volume of the domain, which in the case of two-dimensional square equals \( L^2 \), we can transform \( N, m, \delta \) and \( L \) to the average particle density \( \rho_a \) and the local minimal interaction density \( \rho_m \), namely

\[
\rho_a = \frac{N}{L^2}, \quad \rho_m = \frac{m}{\pi \delta^2}.
\]

For the fixed \( L = 25 \) in the case of cluster formations (Sect. 5.1) we choose \((N, m, \delta) = (64, 3, 2)\). In this example \( \rho_m = 2.3 \rho_a \), thus the necessary condition for a particle interaction is to locally reach particle density that is more than two times of the average, however in practice since the values are discrete it's in fact three times more.

Computational domain is a two-dimensional square with the periodic boundary condition. Periodicity is implemented by introducing domain extension of the size \( \delta \) and ghost particle technique.

For the sake of visualisation we construct a directed graph that represents interactions \( G = (V, E, \Phi) \), see Section 2. In each time-step we identify clusters as a strongly connected components of graph \( G \), and prescribe them a color from predefined list of colors. To this end we apply an algorithm \textit{connected_components} implemented in \textit{scipy.sparse.csgraph}.
Numerical scheme
As a numerical method we choose the classic 4th-order Runge-Kutta method (RK4), that is one of the most widely used method to solve ODEs. The application of RK4 algorithm to system (1.1), where we renamed the rhs in (1.1b) as $a$, yield the following numerical scheme

$$\begin{align*}
v_i^{n+1} &= v_i^n + \frac{1}{6} (k_{v1} + 2k_{v2} + 2k_{v3} + k_{v4}), \\
x_i^{n+1} &= x_i^n + \frac{1}{6} (k_{x1} + 2k_{x2} + 2k_{x3} + k_{x4}),
\end{align*}$$

where

$$\begin{align*}
k_{v1} &= a(x_i^n, v_i^n) \Delta t, \\
k_{v2} &= a(x_i^n + x_{i2}/2, v_i^n + v_{i1}/2) \Delta t, \\
k_{v3} &= a(x_i^n + x_{i2}/2, v_i^n + v_{i2}/2) \Delta t, \\
k_{v4} &= a(x_i^n + x_{i3}, v_i^n + v_{i3}) \Delta t, \\
k_{x1} &= v_i^n \Delta t, \\
k_{x2} &= (v_i^n + v_{i1}/2) \Delta t, \\
k_{x3} &= (v_i^n + v_{i2}/2) \Delta t, \\
k_{x4} &= (v_i^n + v_{i3}) \Delta t.
\end{align*}$$

5.1. Cluster formations
In the first scenario we show spontaneous behaviour of particles in time. Starting from $N$ particles that are randomly distributed and initially placed with a certain distance from the domain boundary. We observe particle interactions and clusters formations based on local particle density.

Moreover, we present comparison with the Cucker-Smale (CS) type models. Beyond the classical CS model, two local versions of CS model are considered: CS$_\delta$ where any particle interacts only within the ball of radius $\delta$ and CS$_q$ where any particle interacts with $q$-closest neighbours. The weight function for CS models is given by $\psi(s) = 1/\sqrt{1 + |s|}$.

The initial velocity is equal $v_i(0) = r_i(\cos(\alpha_i), \sin(\alpha_i)) + f_i, \forall i = \{1..N\}$ with $r_i$ and $\alpha_i$ being random numbers taken from the uniform distributions $U([0,1])$ and $U([0,2\pi])$ respectively. Moreover, in order to avoid the average velocity being zero, for half of the particles $i \leq N/2$ we introduce the fixed contribution $f_i$ that is equal to $f_i = r_i(0.5, 1)$.

For the sake of the comparison of different models we put $M$ in such a way that it is always equal to one over the number of particles within a cluster, c.f. Section 1.3 Tab. 1 summarizes considered models with corresponding set of parameters.

Fig. 4 presents the evolution of particles governed by DI, CS$_\delta$, CS$_q$ and CS models at $t = 0$, $t = 30$ and $t = 150$. We prescribe the same colour for particles that interact with each other at least indirectly. In all of the cases we observe clustering and velocity alignment.

For DI and CS$_\delta$ we have the same range of interaction $\delta = 2$, but DI model on the top of the geometrical condition requires more that 3 particles for the activation of interaction. This two models form densely-packed clusters.
Global interaction models CS_q and CS do not form clusters (or more precisely the entire ensemble is a single cluster). Interestingly, for this particular random initial condition, the relatively small number of closest neighbours \( q = 3 \) is enough to propagate interactions throughout the entire ensemble.

Moreover, in Fig. 5 the maximal relative velocity between the particles \( V(t) \), c.f. (1.5), is presented, showcasing regions of sharp decay for the DI model.

### 5.2. Sharp change of the total momentum

Following Fig. 2 we investigate the phenomenon of a single particle diverting an entire cluster and its dependence on the spatial distribution of particles within the cluster. This scenario has been already addressed in the introduction. A cluster of 28 particles moves to the right with velocity \((0.1, 0)\), while a single particle moves in the opposite direction with velocity \((2.7, 0)\), facing the cluster. Thus the total momentum (equal to the sum of velocities) of the particles is 0.1.

We compare cases (A) and (B), c.f. Fig. 2 and determine whether the total momentum changes its sign for the DI, CS_\( \delta \), CS_\( q \) and CS models with parameters \( M, m, \delta \) and \( q \) as in Tab. 1. The results are showcased in Fig. 6. As expected, in the case of the CS model the total momentum is constant in both (A) and (B) cases. The total momentum for the CS_\( \delta \) model changes (note that this is due to the non-symmetric normalization of the interaction \( M = 1/\#N_i \)) but it remains positive. In the case of the CS_\( q \) model the total momentum changes sign in both (A) and (B) cases. Finally, the DI model is the only one exhibiting a sharp distinction between (A) and (B). In (A) the total momentum changes its sign and in (B) – it grows greater than for any other considered model.

### 5.3. Chain

In this scenario we present an interaction between a chain of particles and an individual. The chain consists of 21 particles that are equally distributed in the vertical direction. The initial velocity of the chain is small in comparison with the initial velocity of single particle and they are directed facing each other.

The initial velocity equals \( v_0 = (0.1, 0) \) and \( v_0 = (-8, 0) \) for the chain and the individual, respectively. The DI model parameters \( m = 3 \) and \( M = 1 \), and we consider three scenarios that differs with parameter \( \delta \) that equals 2, 3, 4, cf. (A), (B), and

| Model | \( N \) | \( M \) | \( m \) | \( \delta \) | \( q \) |
|-------|-------|-------|-------|-------|-------|
| (A) DI | 64 | \( 1/\#N_i \) | 3 | 2 | |
| (B) CS_\( \delta \) | 64 | \( 1/\#N_i \) | 2 | | |
| (C) CS_q | 64 | \( 1/q \) | \( \infty \) | 3 | |
| (D) CS | 64 | \( 1/N \) | \( \infty \) | | |

Table 1. Summary of models considered in Section 5.1.
(C) in Fig. 7 respectively. Since $\delta$ describes the interaction range we observe three different behaviours. In the case $\delta = 2$, the cluster splits, since the single particle is causing activation of interaction, and due the velocity difference it takes cluster with itself. For the second scenario, $\delta = 3$, the chain deforms, but is able to turn back the single agent. In the third example, with $\delta = 4$, the chain is very stiff, and the single particle pushes the entire cluster.
Fig. 5. The maximal relative velocity between the particles for DI, CS$_\delta$, CS$_q$ and CS models.

Fig. 6. Sum of horizontal velocities of particles for DI, CS$_\delta$, CS$_q$ and CS models.

**Supplement Materials.** Source code to reproduce simulations is available at [22].
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