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| Network     | # of nodes | # of edges |
|------------|------------|------------|
| InWeb      | 12,357     | 428,429    |
| AchillesNet| 9,219      | 500,000    |
| LINCSNet   | 6,721      | 500,000    |
| GEONet     | 12,390     | 500,000    |
| CLIMENet   | 8,279      | 500,000    |

Supplementary Table 1| Final Network Sizes.
1. Eigenvector Centrality in the Pathway
2. Weighted Degree in the Network
3. Weighted Degree in the Pathway
4. Ratio of the Weighted Degree in the Pathway to that of the Network
5. Ratio of the Pathway Degree to that of the Network
6. Eigenvector Centrality in the Network
7. Closeness Centrality in the Pathway
8. Ratio of the Pathway Eigenvector Centrality to that of the Network
9. Ratio of the Pathway Closeness Centrality to that of the Network
10. Local Clustering Coefficient in the Network
11. Degree in the Network
12. Betweenness Centrality in the Network
13. Closeness Centrality in the Network
14. Betweenness Centrality in the Pathway
15. Degree in the Pathway
16. Local Clustering Coefficient in the Pathway
17. Ratio of the Pathway Local Clustering Coefficient to that of the Network
18. Ratio of the Pathway Betweenness Centrality to that of the Network

Supplementary Table 2 | Full list of metrics used by Quack.
Supplementary Note 1 | Introduction to biological networks and motivation for creating the GeNets technology. Following the technological breakthroughs of the human genome project (1), large-scale methods to map genomic, transcriptomic, and proteomic data have become ubiquitous in natural and biomedical sciences. Integrating the resulting large data sets into functional genomics networks (where nodes represent genes and edges represent some functional association between gene pairs) is a powerful and convenient way of representing the data to decipher complex biological relationships that would not emerge without a holistic view of the functional associations at genome scale (reviewed in 2,3). This is in part because these networks describe biologically relevant gene-gene relationships that have not been elucidated by smaller scale experiments. Remarkably, diverse functional genomics networks share similar global design by being scale-free (meaning that most genes have a small number of connections and a few genes have a large number of connections (3, 4, 5)), small world (meaning that shortest path length between any gene pair in the networks is relatively small (6)), and modular (meaning that there are sub-networks of gene sets that connect more significantly to each other than to the rest of the network (2,7,8)). Analyses have further shown that these global rules reflect fundamental principles of molecular biology as most genes in the same subnetwork work in concert to execute specific cellular functions - i.e., as molecular machines, signaling circuits, enzymatic cascades or rigid topological structures.

Understanding the global network-based location and properties of genes have important implications for biology and phenotype-genotype relationships. For example, genome-wide association studies or exome-sequencing studies both in somatic cancers, Mendelian diseases, and common complex disorders have revealed that genes in close proximity of each other (and often in the same sub-network or module) in these networks often are affected by genetic variation linked to the same disease. These results illustrate that functional genomics networks can serve as a model to interpret large genomic data sets and suggest targeted and cost-efficient follow up experiments (9, 10, 11, 12, 13, 14 and reviewed in 15). Other analyses of global topologies have indicated that mutated genes central in the networks are more often embryonic lethal and have deleterious effects on gene function, and that genes involved in diseases are often located more in the periphery of functional genomics networks because mutations in these genes are tolerated from an embryonic developmental perspective, but can affect human health later in life (16).

However, as many complementary functional genomics network become available, and as they grow in size, their inherent complexity (both in terms of nodes and edges) makes it challenging to understand and quantitatively map how biological signal is organized within and between different types of networks. It is also a significant technological challenge to provide standardized and computationally efficient statistical methods with the needed flexibility to quantitatively compare the biological signal of different networks and to fine map differences in how pathways are organized within them to assess their individual strengths and weaknesses when addressing a particular biological problem. It is also challenging to design a standardized and unified way to integrate many different types of networks with large genomic datasets that are now being produced as part of the ongoing genomic revolution. Finally, it is important that a resource towards these aims are scalable while providing the opportunity to visualize, manage, save and share analyses with collaborators. GeNets is a unified web platform for analyzing, quantitatively comparing, interacting with and, sharing analyses from large heterogeneous functional genomics networks and for integrating these analyses with genetic data with the ultimate aim of informing cost-efficient and targeted follow up experiments.
Supplementary Note 2 | Networks used in this work. Briefly, we used i) Protein-protein interaction data from the literature with associated credibility extracted from the InWeb database (9); ii) Gene expression correlation data derived from the Gene Expression Omnibus (17) (details below); iii) Similar global transcriptional responses (due to perturbations) from the LINCS Connectivity Map (18, 19, 20) (details below); iv) Cancer codependency correlations from 216 cancer lines (21) (details below). v) Similarity in phylogenetic patterns based on the method ‘clustering by inferred models of evolution’ (22) (details below).

Details on Creating GEONet Gene Expression Network. A co-expression network was derived from the Gene Expression Omnibus (17). This expression matrix was derived using several metrics reported from Affymetrix arrays. Thresholding based on the distributions of the metrics was conducted such that extreme outliers would be excluded: First, the ratio of signal coming from the 3’ versus the 5’ end of the transcript of the gene beta-actin, a standard control gene. The reason for measuring this ratio is that transcription runs from the 3’ to the 5’ end of a gene. If mRNA samples are of good quality, one should observe equal amounts of signal from the 3’ and 5’ ends. However, if the 5’ end is underrepresented, this suggests that the mRNA was degraded or wasn't labeled completely. A filter of ratio <= 2 was used based on the empirical distribution. Second, the same filter was applied to the gene GAPDH with a rule of ratio <= 2 based on the empirical distribution. Third, the average signal intensity across all genes from a given sample with a filter for samples with value >= 150 based on the empirical distribution. Fourth, the fraction of genes that the Affymatrix platform has called as being reliably detected, or "present", was used to filter for samples with value >= 30. Finally, a power law regression is fit to 80 "invariant" genes in each sample. A goodness of fit for this regression was estimated and filtering was conducted for samples whose goodness of fit was at least 4 based on the empirical distribution. This process concluded in a matrix of 22,268 probes by 19,019 samples. Probes were collapsed to HUGO gene symbols by averaging and the resulting gene-by-gene correlation matrix was of size 12,716 by 12,716. Finally, we applied both global silencing (23) and network deconvolution (24) to this matrix and compared performance of the original matrix and silenced solutions at various network sizes (i.e., edge thresholds) as outlined in Supplementary Note 3 which resulted in the selection of the deconvoluted matrix thresholded to the strongest positive 500K gene expression correlations.

Details on Creating the LINCSNet Cell perturbation Profile Network. Here, we utilize L1000, a high-throughput, bead-based gene expression assay in which mRNA is extracted from cultured human cells treated with various chemical or genomic perturbagens (small molecules, gene knockdowns, or gene over-expression constructs) as previously described (19). This mRNA is reverse transcribed into first-strand cDNA. Gene specific probes containing barcodes and universal primer sites are annealed to the first strand cDNA. The probes are ligated to form a template for PCR. The template is PCR amplified with biotinylated-universal primers. The end products are biotinylated, fixed length, barcoded amplicons. The amplicons can then be mixed with Luminex beads that contain complementary barcodes to those encoded in each of the 1000 amplified landmark genes. These 1000 landmark genes were chosen as a reduced representation of the transcriptome and account for the majority of expression variation across many cellular contexts (Subramanian, et al., manuscript in preparation). These beads are then stained with fluorescent streptavidin-phycoerythrin (SAPE) and detected in 384-well plate format on a Luminex FlexMap flow cytometry-based scanner. The resulting readout is a measure of mean fluorescent intensity (MFI) for each landmark gene. The raw expression data are log2-scaled, quantile normalized, and z-
scored, such that a differential expression value is achieved for each gene in each well. In the standard L1000 protocol, each well corresponds to a different perturbagen and these differential expression values are collapsed across replicate wells to yield a differential expression signature for each perturbagen. The signatures of different perturbagens can then be compared to identify those that result in similar or dissimilar transcriptional responses as previously described (18, 20, 25). We computed the similarity between all pairwise combinations of the roughly 460,000 signatures in the CMap database. We then performed a summary of these query results to arrive at a more perturbagen-centric view of connectivity. To summarize, the query result is first grouped by cell line and perturbagen type (small molecule, gene knockdown, or overexpression). The connectivity scores are then normalized by dividing by the signed mean score of each group. The scores are converted to percentile ranks within each group. The perturbagens are then ranked according to the direction of connectivity. Positive connections are ranked highest, and negative connections ranked lowest. For each unique perturbagen, we considered the average percentile rank in the four cell lines for which the connection to the query was strongest. The matrix was then transformed into a symmetric matrix by averaging the (i,j) and (j,i) values. Next, we applied both global silencing (23) and network deconvolution (24) to this matrix and compared performance of the original matrix and silenced solutions at various network sizes (i.e., edge thresholds) as outlined in Supplementary Note 3 which resulted in the selection of the original matrix (i.e., non-silenced) thresholded at the strongest 500K edges.

Details on Creating AchillesNet Cancer Codependency Network. A codependency network was derived from the Project Achilles dataset v2.4.3 (21). This dataset is from RNAi screens of 216 cancer cell lines, each one infected with a pool of over 54,000 shRNAs each designed to knockdown one gene, for a total of more than 17,000 genes. These data were processed by the ATARiS method to yield dependency scores representing the degree of dependence of each cell line on each gene. Pearson correlation coefficients were computed from the dependency profiles of all pairs of targeted genes, resulting in a 17Kx17K correlation matrix. Finally, we applied both global silencing (23) and network deconvolution (24) to this matrix and compared performance of the original matrix and silenced solutions at various network sizes (i.e., edge thresholds) as outlined in Supplementary Note 4 which resulted in the selection of the deconvoluted matrix thresholded to the strongest 500K co-dependencies.

Details on creating CLIMENet Gene Coevolution Network. CLIMENet was created using the algorithm CLIME (clustering by inferred models of evolution) (22) applied to 1,025 curated human gene sets from GO and KEGG (downloaded from http://www.gene-clime.org). CLIME predicts functionally related genes based on three inputs: a functionally-related gene set G, a species tree S, and a phylogenetic matrix containing presence/absence vectors of all genes in a reference genome across all species in S. Briefly, CLIME first partitions G into disjoint evolutionarily conserved modules (ECMs), and then scores all other genes in the genome a log-likelihood ratio (LLR) score to quantify the possibility that each gene has arisen under the ECM’s inferred model of evolution compared to a background null model. The “expanded ECM” or ECM+ is the set of all other genes (not in G) with LLR>0. ECM+ genes share a similar evolutionary history with a subset of G and thus may be functionally related. To create CLIMENet, CLIME was applied to all 909 GO cellular components and 116 KEGG pathways (using a human centric phylogenetic matrix and a 138-species eukaryotic tree, see www.gene-clime.org) – resulting in a total of 13,307 ECMs. Of these 13,307 ECMs, 10,606 are singletons (containing only one gene within G, indicating no shared evolutionary history with other pathway members). The resulting
13,307 ECM+ expansion sets contain a total of 667,592 genes, many redundant. In CLIMENet, genes A and B are connected by an edge if A and B occur together in at least one ECM+, and the edge weight is assigned the mean LLR scores for A and B across all ECM+s that contain both genes (LLR>0).

For example, the GO “voltage-gated potassium channel complex” contains 70 genes, which CLIME partitions into 28 ECMs (including 10 singletons). ECM1 contains 9 known potassium channel genes and the ECM1+ expansion contains 45 predictions with LLR>0 (most sharing the pfam domain “IRK” – which causes these genes to have a similar phylogenetic profile across 138 eukaryotic species). All gene pairs in ECM1+ (45*44=1,980 gene pairs) will be connected in CLIMENet due to the shared phylogenetic history (in this case due to the IRK protein domain). Note that the original 9 potassium channel genes in ECM1 are not used in the creation of CLIMENet – only the ECM+ genes. This avoids any circularity in assessing CLIMENet performance on MSigDB C2 (which has substantial overlap with the 1025 curated sets used to create CLIMENet).

Finally, we applied both global silencing (23) and network deconvolution (24) to this matrix and compared performance of the original matrix and silenced solutions at various network sizes (i.e., edge thresholds) Supplementary Note 3 which resulted in the selection of the original matrix (i.e., non-silenced) thresholded at the strongest 500K edges.
Supplementary Note 3 | The effect of silencing indirect links in the networks. Matrices of functional genomics data contain both direct and indirect associations between gene pairs. To remove indirect effects and focus on direct functional relationships between pairs of genes, we applied both global silencing (23) and network deconvolution (24).

For each dense matrix (all functional genomics data previously listed with the exception of protein-protein interactions), we ranked the connections in descending order by the original connections weights, the deconvoluted weights, and the globally silenced weights. We then filtered to the top 500K, 750K, 1M, 1.25M, and 1.5M connections. To assess what size networks to use in the next step of pathway modeling, we conducted both conventional permutation testing on 853 canonical gene sets from MSigDB, and assessed the classification power (AUC) of our classifier for each of networks and sizes. For the permutation approach, for each gene set, we compute the global clustering coefficient (with disconnected genes set to zero) and then sampled 500 gene sets with similar overall degree distributions from the respective network. The empirical p-value for each pathway is determined by assessing the pathways clustering coefficient to that of null distribution, i.e. the % of randomly sampled gene sets with global clustering coefficient greater than or equal to the pathway under consideration. We then plot the % of pathways among the 1,300 that are significantly connected (using a significance level of 0.10) and assess the behavior of this metric as we relax the threshold for the top connections (i.e., increase the size of the network); these results are illustrated in Supplementary Figure 8. Next, we assessed the behavior of the AUC for our classifier as we relaxed the network size for each of these networks (Supplementary Figure 9) and observed that the AUC’s were consistently stable across network at 1M edges. Finally, we incorporated the learnings from both methods and selected the top 500K edges from the deconvoluted cancer codependency network, original phylogenetic pattern network, the original cell perturbation network, and the deconvoluted gene expression network.
Supplementary Note 4 | Details of the Quack algorithm.

We formulated a Random Forest classifier to assess whether the topological features observed in Supplementary Figure 7 could be leveraged for two specific purposes. First, we wanted to test if it is possible to use the topological patterns of pathways to compare the global and local biological signal of user-defined networks. Second, we wanted to test if we could predict new candidates in any network based on a seed set of genes using this approach (see Main Text paragraphs, 2, 3 and 4 for more details about the aims of the Quack algorithm).

Specifically, using the InWeb network and 853 pathways (Supplementary Data 1), we repeat the following calculations: First, we compute all 18 topological properties for each gene in the pathway in question (Supplementary Figure 10a) and add these observations to the modeling dataset, where the gene is indexed as a row and the eighteen metrics as columns in that row. Second, we determine the context gene set for the pathway in question. For each gene in the context set, we compute the 18 topological properties under the assumption that the gene is a member of the pathway (Supplementary Figure 10a) and add a subset of these observations as one row per gene in the modeling dataset to ensure a more balanced representation (26) of pathway members to context genes. The pathway member and context gene observations from all 853 pathways are then combined to obtain a modeling dataset of 752,172 rows with each eighteen columns (Supplementary Figure 10a). We randomly sample 70% of the pathways as the training set and use the remaining 30% of the pathways for validation.

The Random Forest classifier was constructed using the training data to build an ensemble of 500 smaller classifiers (i.e., the forest). In each of these, a subset of the topological metrics is used to construct a tree that maximizes the segmentation of pathway members from context genes (Supplementary Figure 10b). To assign a probability that a gene in the validation dataset belongs to a specific pathway, the gene’s eighteen topological metrics (in relation to that specific pathway) are used as input to the forest, whereby each of the 500 trees each cast a vote. The probability that a gene belongs to the pathway in question is the proportion of trees that votes the gene as a pathway member (Supplementary Figure 10b). Because the method predicts whether a gene is part of a pathway based on the way it ‘walks and talks’ in terms of network topology we named the classifier Quack. When using this approach to differentiate between pathway and context genes in the validation data, the area under the receiver operating characteristics curves (AUCs) range from 0.59 to 0.93 (Main Text Figure 2B).

Finally, to ensure the probabilities assigned to genes by Quack have a straightforward and intuitive biological interpretation, we show that there is a direct correlation between Quack probabilities and true-positive rates when predicting pathway members in held-out pathways (Supplementary Figure 11). Overall, our results show that, despite fundamentally different topological signatures across networks, our approach effectively learns how to use network-specific topological properties of pathways to identify functional biological relationships.
Supplementary Note 5 | Differential pathway topologies in heterogeneous network data.

To quantify the relative importance of the various topological metrics in defining pathway relationships, we permute the values of each topological metric being evaluated within each tree and compare the average classification error across trees before and after permutation. This provides an estimate of the overall importance for each topological metric when determining pathway relationships in the network under investigation.

We applied this analysis to quantify the extent to which the diverging signatures (illustrated in Supplementary Figures 2-7) are mirrored in varying importance of topological metrics when Quack is applied to different networks and found that although there are metrics for which the predictive power is generally high or low, there is considerable variation across networks (Supplementary Figure 13). For example, the eigenvector centrality within a pathway is a consistently top-ranked metric across networks. Interestingly, most of the ratios derived from the respective pathway-to-network metrics were also ranked highly (four of six metrics based on ratios are ranked in the top 10). For example, the eighth most important metric (based on the average rank) is the ratio of the degree in the pathway of a gene to that of its degree in the overall network. In contrast, the degree in the pathway evaluated alone is unimportant across all networks (ranked 18th, i.e., the least important metric overall). This proves the intuition that - in any network - the number of connections a gene has within a given gene set (which is sometimes taken as naive support for a gene's role in a biological process of interest) can be highly misleading if not evaluated on the background of its total number of connections in the network in question.

Conversely, there is significant variation in the predictive power of the local clustering coefficient in the network, degree in the network, and the betweenness and eigenvector centrality in the network. Where betweenness centrality in network was the most important metric for gene networks based on co-expression across gene expression omnibus (GEONet) and protein-protein interactions (InWeb), it is one of the least important for those based on cancer synthetic lethalities (AchillesNet), phylogenetic relationships (CLIMENet), and cell perturbation profiles (LINCSNet). Similarly, the local clustering coefficient in network is the most important metric for CLIMENet, and the fourth most important for InWeb, while being relatively unimportant in AchillesNet, LINCSNet, and GEONet.

To illustrate general differences in the organization of pathways across networks in the context of specific biology we visualized the eigenvector centralities (as it is consistently ranked high in Supplementary Figure 13) of genes in the context of PDGF, ERBB1, E2F pathways. Despite the general importance of this metric there is considerable network-specific divergence of its patterns and strengths. Nevertheless there is considerable network-specific divergence the patterns of strengths of this metric (Supplementary Figure 14). This visualization illustrates that the topological properties of pathways are fundamentally different across networks, but that Quack can effectively learn those properties and use them to identify biological signal across all network types.
Supplementary Note 6 | Discussions of potential biases and weaknesses of Quack. Through the systematic investigation of 18 topological properties across 853 pathways in gene networks of correlated mRNA expression, phylogenetic patterns, cancer codependency relationships, cell perturbation profiles, and protein-protein interactions, we have quantified and compared the network-specific organization of pathway information across heterogeneous networks that are widely used in the biomedical community.

We have shown that the organization of pathway signal is network-specific and harness this fundamental principle to formulate a machine learning approach, Quack, that can accurately assign probabilities that genes, in any gene set, form a pathway in any network. Given a set of genes, Quack can also predict likely new pathway genes amongst context genes. The complexity of biological networks and the pathway relationships they encode is illustrated by the fact that the median size of pathways is 48 genes, while the contexts of most pathways are several orders of magnitude higher [i.e., a median of 3,400 context genes and maximum greater than 11K context genes]. This inherent complexity of biology underscores the importance of developing scalable and efficient machine learning strategies for elucidating functional insights from genome-scale networks.

It could be claimed that Quack is biased by knowledge contamination (i.e., the idea that genes that are part of the same pathway are more studied in relation to each other and therefore have more connections in a network) when applied to the InWeb protein-protein interaction network. However, the four other networks used in this analysis (CLIMENet, AchillesNet, GEONet and LINCSNet) are built from systematically exploring gene expression datasets or the alignment of genomes and are therefore completely independent of this form of knowledge contamination. Therefore, it is all the more noteworthy that the biological principles we observe for InWeb are mirrored in analogous observations in CLIMENet, AchillesNet, GEONet and LINCSNet. Although the performance of Quack on the InWeb protein-protein interaction network is higher than most other networks, the approach is able to accurately predict pathway relationships in all five networks making it unlikely that potential study bias of proteins in InWeb has any major impact on our results or observations.

Correlation-based networks such as CLIMENet, AchillesNet, GEONet, and LINCSNet can be influenced by indirect relationships (i.e., the property that if node pairs A-B and B-C are strongly correlated in any of these networks independently of each other, this may create a link between A-C even if there is no direct biological information flow between A and C). We applied two algorithms that eliminate indirect effects to all of the networks and repeated our analyses (Supplementary Note 3 and Supplementary Figures 8 and 9). This analysis shows that indirect effects do not significantly influence our results and that Quack performs similarly with or without these preprocessing steps. Give that it can be computationally very demanding to eliminate indirect effects from large networks it is desirable from a technology standpoint that this pre-processing step is not necessary for the analytical framework we have developed. Our analysis of pathway topologies is based on a relatively comprehensive set of metrics that describe genes topological relationships in a pathway and in an entire network. This approach can also be extended to include information about the other types of information such as whether the pathway is metabolic, regulatory, or involved in signaling. We have shown that such a pathway stratification step can improve biological discovery. We further show that there is considerable divergence in how pathways are topologically oriented in different network types with the greatest divergence observed between physical interactions (InWeb) and phylogenetic patterns (CLIMENet).
**Supplementary Note 7 | Qualitative comparison of GeNets to other technologies.** Below we have qualitatively compared both Quack and GeNets to SANTA (27), SAFE (28), IMP 2.0 (29), NetPEA (30), and Cytoscape Apps (31). SANTA can associate networks with gene sets and phenotypes and is suitable for gene prioritization, but it does not readily predict new gene associations. SAFE is a method mainly designed for network comparison rather than annotating gene sets. Furthermore, SAFE requires functional information which cannot be easily obtained in humans. Similarly, NetPEA is a tool for pathway enrichment analysis, but does not provide gene predictions. IMP 2.0 has the potential to make custom predictions, but it integrates data from multiple sources (e.g. IP, co-expression, TF binding site, etc) and cannot be applied to user-defined networks.

**Comparison of Quack to other methods.**

| Method | Reasons why not comparable with Quack |
|--------|--------------------------------------|
| SANTA  | - Associates networks with gene sets and phenotypes; does not predict new gene associations  
- Requires gene weights which may not be readily available |
| SAFE   | - Annotates networks rather than gene sets  
- Requires functional information which can be challenging to obtain in humans |
| IMP 2.0| - Integrates data from multiple sources and thus cannot be run on user-defined networks |
| NetPEA | - Provides pathway enrichment analysis but not gene predictions |
Comparison of GeNets to other methods.

| Method      | Works with user-defined networks | Can train custom network models | Can quantitatively compare networks | Can predict new candidate genes based on seed set in any network | Does not require additional data when running analyses | Analyses can be stored online | Analyses can be interactively explored without significant computational expertise | Analyses can be visualized without significant computational expertise | Analyses can be shared by clicking hyperlinks |
|-------------|----------------------------------|---------------------------------|------------------------------------|---------------------------------------------------------------|------------------------------------------------|-----------------------------|--------------------------------------------------------------------------------|--------------------------------------------------------------------------------|--------------------------------------------------------------------------------|
| GeNets      | YES                              | YES                             | YES                                | YES                                                           | YES                                           | YES                         | YES                                                                            | YES                                                                            | YES                                                                            |
| SANTA       | YES                              | NO                              | YES                                | NO                                                            | NO (gene weights required)                     | NO                          | NO (R program available)                                                      | NO (R program available)                                                      | NO (R program available)                                                      |
| SAFE        | YES                              | NO                              | YES                                | NO                                                            | NO (functional information required)           | NO                          | NO (MATLAB & Cytoscape available)                                             | NO (MATLAB & Cytoscape available)                                             | NO (MATLAB & Cytoscape available)                                             |
| IMP 2.0     | NO                               | NO                              | YES                                | NO                                                            | YES (but only for one month)                   | YES                         | YES                                                                            | YES                                                                            | NO                                                                            |
| NetPEA      | YES                              | NO                              | NO                                 | NO                                                            | YES                                           | NO                          | NO                                                              | NO                                                              | NO                                                              |
| Cytoscape Apps | YES                              | NO                              | NO                                 | YES (e.g. Diffusion)                                         | YES                                           | NO                          | YES                                                                            | YES                                                                            | NO                                                                            |
Supplementary Note 8 | Benchmarks comparing Quack to other technologies:

We tested Quack, SANTA (27), and GeneMANIA (32) on neuronal pathways in MSigDB (i.e., the case study presented in the Main Text Fig. 2). Specifically, for each of the 45 neuronal pathways which Quack scored in Fig 2a, we randomly partitioned pathway genes into 70% seed and 30% hold-out genes, and asked each method to predict the hold-out set. We then calculated AUCs based on method-specific scores and pathway membership using the pROC package (https://cran.r-project.org/web/packages/pROC/index.html, version 1.10.0).

To make the fairest comparison, we used the same network (InWeb) for Quack and SANTA. However, when testing GeneMANIA, the Cytoscape plug-in (33) unfortunately does not work. Since uploading own networks is only possible in the Cytoscape plug in, we used the default GeneMANIA network and executed all benchmarks with this method through the web portal [www.genemania.org] manually. Results are summarized in Supplementary Figure 1a. Next, for both Quack and SANTA, we expanded the analysis to all 853 pathways used in the Main Text Fig. 1. We did not perform this analysis for GeneMANIA because it is not logistically possible to run >800 pathways manually using the web interface. We used the same procedure as above to score each of the canonical pathways, and the result is summarized in Supplementary Figure 1b.

Overall, Quack’s performance is significantly better than SANTA (on the same network-pathway pairs) and GeneMANIA on the same pathways using the default GeneMANIA network. Considering the careful training of the Quack machine learning model to learn the specific topology of the neuronal pathways in the InWeb network, it is not surprising that the performance of Quack outperforms the other two other high quality methods.
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