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Abstract  
This paper studies hitting properties for the system of generalized fractional kinetic equations driven by Gaussian noise fractional in time and white or colored in space. We derive the mean square modulus of continuity and some second order properties of the solution. These are applied to deduce lower and upper bounds for probabilities that the path process hits bounded Borel sets in terms of the $g_q$-capacity and $g_q$-Hausdorff measure, respectively, which yield the critical dimension for hitting points. Further, based on some fine analysis of the harmonizable representation for the solution, we prove that all points are polar in the critical dimension. This provides strong evidence for the conjecture raised in Hinojosa-Calleja and Sanz-Solé [Stoch PDE: Anal Comp (2022). https://doi.org/10.1007/s40072-021-00234-6].

Keywords: fractional kinetic equation; time-fractional noise; hitting probability; polarity of points; critical dimension.

MSC2020 subject classifications: 60J45, 60G17, 60G22, 35R11.

1 Introduction

In this paper, we consider the following generalized fractional kinetic equation

\[
\begin{align*}
\partial_t u(t, x) + (I - \Delta)^{\alpha/2}(-\Delta)^{\gamma/2} u(t, x) &= \dot{W}^{H, \beta}(t, x), \quad (t, x) \in (0, T] \times \mathbb{R}^d, \\
u(0, x) &= u_0(x), \quad x \in \mathbb{R}^d,
\end{align*}
\]

(1.1)

where $u_0 \in L^1(\mathbb{R}^d; \mathbb{R})$, $T > 0$, $\alpha \geq 0$, $\gamma > 0$ and the noise $\dot{W}^{H, \beta} := \frac{\partial^{\delta+1} W^{H, \beta}}{\partial t^{\delta+1}}$ can be understood as a generalized Gaussian field which is fractional in time with a Hurst index $H \in (1/2, 1)$ and white or colored in space with a scaling parameter $\beta \in (0, d]$ (see Section 2 for more details). The operators $(I - \Delta)^{\alpha/2}$ and $(-\Delta)^{\gamma/2}$ are respectively interpreted as inverses of the Bessel potential and the Riesz potential, whose composition is a natural mathematical object to describe the fractal phenomena and long-range dependence which display in many fields of application (see [2] and references therein). This type of fractional kinetic equation plays an instrumental role in modeling various physical phenomena, such as the diffusion in porous media with fractal geometry, kinematics in viscoelastic media, propagation of seismic waves, etc (see [3]), and we refer to for instance [2] [18] [17] [19] for its theoretic research. Moreover, (1.1) includes many special examples such as the stochastic heat equation ($\alpha = 0$, $\gamma = 2$) and the stochastic biharmonic heat equation ($\alpha = 0$, $\gamma = 4$).

*This work is supported by National key R&D Program of China under Grant (No. 2020YFA0713701) and National Natural Science Foundation of China (No. 11971470, No. 12031020, No. 12171047).
†Academy of Mathematics and Systems Science, Chinese Academy of Sciences; School of Mathematical Sciences, University of Chinese Academy of Sciences, China. E-mail: sdr@lsec.cc.ac.cn
‡Academy of Mathematics and Systems Science, Chinese Academy of Sciences; School of Mathematical Sciences, University of Chinese Academy of Sciences, China. E-mail: zt@lsec.cc.ac.cn  
Corresponding author.
Hitting properties for FKE with time-fractional noise

The goal of the present paper is to study hitting properties of the $\mathbb{R}^n$-valued random field $u$ with components being independent copies of the solution $u$ to (1.1) which is well-posed if and only if $\alpha_1 := (\alpha + \gamma)H + \beta/2 > 0$. To be specific, given $t_0 \in (0, T]$ and $M > 0$, we are interested in the hitting probability

$$\mathbb{P}(\hat{u}([t_0, T] \times [-M, M]^d) \cap A \neq \emptyset)$$

for a Borel set $A \subseteq \mathbb{R}^n$. In particular, if $\mathbb{P}(\hat{u}([t_0, T] \times [-M, M]^d) \cap A \neq \emptyset) = 0$, then $A$ is called polar for $\hat{u}$; otherwise, $A$ is called non-polar. A point $z \in \mathbb{R}^n$ is called polar for $\hat{u}$ if the singleton $\{z\}$ is polar. Hitting probabilities of solutions to systems of stochastic partial differential equations have been extensively studied in [20, 15, 12, 6, 9, 13], etc. In all the literatures mentioned above, the noises considered are white in time.

The hitting properties for the case of noise being fractional in time are often more difficult to obtain, due to the complex covariance structure associated to the noise. For the relevant work, we are only aware of [21, 14] for systems of stochastic heat equations and [5] for systems of stochastic wave equations. The present work aims to make further contribution in this direction.

It is universally accepted that one of fundamental ingredients to derive the bounds of hitting probabilities for a random field concerns a detailed analysis for the canonical pseudo-distance associated to the random field. For our setting, we prove that for any $(t, x), (s, y) \in [t_0, T] \times [-M, M]^d$, the associated canonical pseudo-distance $\|u(t, x) - u(s, y)\|_{L^2(\Omega)}$ compares with

$$\vartheta(t, x, (s, y)) = |t - s|^{\alpha_2} + \left(\frac{2\sqrt{\gamma M}}{|x - y|} e^{\sqrt{1 - \alpha_1}}\right)^{\frac{1}{\alpha_1 - 1}} |x - y|^{\alpha_1 \wedge 1},$$

where $\alpha_2 := \frac{\alpha_1}{\alpha_1 - 1}$. The main obstacle of obtaining this ingredient lies in dealing with the interaction of the fractional noise and the operator $(I - \Delta)^{\alpha/2}(-\Delta)^{\gamma/2}$. In our proofs, several complex calculations are involved in order to handle the singularity of the correlation function associated to the fractional noise and the nonhomogeneous term in the Fourier transform of the Green function which is resulted from the operator $(I - \Delta)^{\alpha/2}$.

We note that, unlike most cases, this canonical pseudo-distance has anisotropies described by the function $\vartheta$ (which includes a logarithm factor) other than power functions. For this kind of anisotropic Gaussian random fields, some powerful criteria are provided in [14] to deal with its hitting probabilities, which have been successfully applied to systems of linear stochastic heat equations with fractional noise (see [14] Section 4)) and linear stochastic biharmonic heat equations with space-time white noise (see [15]). We also adopt the criteria to investigate hitting probabilities of the system of generalized fractional kinetic equations with time-fractional noise. In detail, some second order properties of $u$ are further investigated, which together with the equivalent expression (1.2) of the canonical pseudo-distance yield the bounds of hitting probabilities of $\hat{u}$ in terms of the $g_q$-capacity and $g_q$-Hausdorff measure (see Theorem 4.2).

As a consequence of Theorem 4.2, points are non-polar for $\hat{u}$ if $n < Q := \frac{1}{\alpha_2} + \frac{d}{\alpha_1 \wedge 1}$ and are polar for $\hat{u}$ if $n > Q$ (see Corollary 4.3). Therefore, the critical value $Q$ is called the critical dimension for hitting points of $\hat{u}$ when $Q$ is an integer. However, in the critical case $n = Q$, the issue of polarity for $z \in \mathbb{R}^Q$ is not answered by Theorem 4.2. Therefore, another purpose of this paper is to discuss the polarity of points for $\hat{u}$ in the critical dimension $Q$. As far as polarity of points in the critical dimension is concerned, it is worthwhile to refer to the seminal work [10, 11] which resolved the issue of polarity of points in the critical dimension for Gaussian and non-Gaussian random fields, respectively. Taking advantage of a harmonizable representation of $u$ and the criteria
established by [10], we prove that if $\alpha_1 \in (0, 1)$, points are polar for $\hat{u}$ in the critical dimension $Q$ (see Theorem 4.6). This result particularly provides strong evidence for the conjecture on the issue of polarity for singletons in the critical dimension for a linear stochastic biharmonic heat equation raised in [15] (see Remark 4.7).

Finally, we outline the rest of the paper. Section 2 briefly set up a further description of the structure of the Gaussian noise that we are dealing with and introduce some preliminary material of the potential theory. We also prove the existence and uniqueness of a random field solution $u$ to (1.1) in Subsection 2.1. Section 2.1 is devoted to the mean square modulus of continuity of the solution $u$ both in time and in space. Finally, Section 4 focuses on hitting properties of $\hat{u}$, including the lower and upper bounds of hitting probabilities and polarity of points in the critical dimension for $\hat{u}$.

Notations. In the remainder of the article, as usual, we use $C$ to denote various positive real constants and $C_a, \ldots, c_k$ to emphasize the dependence on certain parameters $a_1, \ldots, a_k$. Their values may differ from occurrence to occurrence. Specific constants will be denoted by $C_1, C_\gamma$ and $c$, etc. The Euclidean norm and inner product on $\mathbb{R}^k$ are denoted by $| \cdot |$ and $(\cdot, \cdot)$, respectively. For any integrable function $f : \mathbb{R}^k \to \mathbb{R}$, its Fourier transform is defined by $\mathcal{F}f(\xi) = \int_{\mathbb{R}^k} e^{-i\langle \xi, x \rangle} f(x) \, dx$. We write $\mathcal{B}(S)$ as the Borel $\sigma$-algebra of a topological space $S$. As usual, for a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$, $\mathbb{E}$ denotes the expectation w.r.t. $\mathbb{P}$ and $L^p(\Omega; \mathbb{R}^k)$ denotes the space of all $\mathbb{R}^k$-valued random variables with finite $p$-th moment, endowed with the norm $\| \cdot \|_p := [\mathbb{E}[| \cdot |^p]^{\frac{1}{p}}$. For any $a, b \in \mathbb{R}$, let $a \vee b := \max\{a, b\}$ and $a \wedge b := \min\{a, b\}$. For any set $A$, denote by $1_A$ the indicator function of $A$. For a monotonic increasing function $q$, we denote by $q^{-1}$ the inverse function of $q$. Throughout the paper, we always assume $t_0 \in (0, T)$ and $M > 1$ are fixed.

2 Prerequisites

This section is devoted to a brief introduction to some basic background knowledge that will be used throughout this paper. We consider first the well-posedness of equation (1.1) and later a further description of the noise $\hat{W}^{H, \beta}$. We also provide some basic elements of the potential theory.

2.1 Well posedness of equation (1.1)

Let $d \geq 1$ be a spatial dimension parameter. In this paper, the noise $\hat{W}^{H, \beta}$ is the formal partial derivative of a centered Gaussian random field $W^{H, \beta}$ which is fractional in time with a Hurst index $H \in (\frac{1}{2}, 1)$ and colored ($\beta \in (0, d)$) or white ($\beta = d$) in space with a scaling parameter $\beta$. This type of noise corresponds to the covariance function

$$E[\hat{W}^{H, \beta}(t, x)\hat{W}^{H, \beta}(s, y)] = \alpha_H|t - s|^{2H-2}f(x - y), \quad (t, x), (s, y) \in [0, T] \times \mathbb{R}^d,$$

where $f$ is a nonnegative and nonnegative definite tempered measure and $\alpha_H = H(2H - 1)$. According to the Bochner theorem, $f$ is the Fourier transform of a tempered nonnegative measure $\mu$ on $\mathbb{R}^d$, which is the so-called spatial spectral measure.

Next, we shall give a brief introduction to the stochastic integral w.r.t. $\hat{W}^{H, \beta}$ for deterministic processes. Let $\mathcal{B}(\mathbb{R}^d)$ be the collection of Borel measurable subsets of $\mathbb{R}^d$ with finite Lebesgue measure and $\mathcal{E}$ be the set of linear combinations of elementary functions $1_{\{0, \ldots, T\} \times A}, \ell \geq 0, A \in \mathcal{B}(\mathbb{R}^d)$. Let $\mathcal{H}$ be the completion of $\mathcal{E}$ w.r.t. the inner product

$$\langle \phi, \psi \rangle_{\mathcal{H}} = \alpha_H \int_0^T \int_0^T |r - w|^{2H-2} \, dr \, dw \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \phi(r, x) f(x - y) \psi(w, y) \, dx \, dy \quad \forall \phi, \psi \in \mathcal{E}.$$
The Plancherel theorem shows that the inner product of $H$ can be rewritten as

$$
\langle \phi, \psi \rangle_H = \alpha_H \int_0^T \int_0^T |r - w|^{2H-2} dr dw \int_{R^d} \mathcal{F} \phi(r, \cdot)(\xi) \mathcal{F} \psi(w, \cdot)(\xi) \mu(d\xi)
$$

$$
= \beta_H \int_R |r|^{-2H} dr \int_{R^d} \mathcal{F} (\phi \mathbb{1}_{[0,T]})(r, \xi) \mathcal{F} (\psi \mathbb{1}_{[0,T]})(r, \xi) \mu(d\xi) \quad \forall \phi, \psi \in \mathcal{E}
$$

with $\beta_H = \frac{\alpha_H \Gamma(H-1/2)}{\Gamma(H-1)}$ and $\Gamma(a) = \int_0^\infty t^{a-1} e^{-t} dt$ ($a > 0$) denoting the Gamma function. For the sake of simplicity, we sometimes omit the coefficients $\alpha_H$ and $\beta_H$ in the expression of the covariance function. Further assumptions on $\mu$ will be specified later.

Consider an $L^2(\Omega, R)$-valued centered Gaussian process $\{W^{\beta}(h)\}_{h \in \mathcal{E}}$ with covariance

$$
E[W^{\beta}(h_1)W^{\beta}(h_2)] = \langle h_1, h_2 \rangle_H \quad \forall h_1, h_2 \in \mathcal{E}.
$$

The map $h \mapsto W^{\beta}(h)$ is an isometry between $\mathcal{E}$ and the Gaussian space of $W^{\beta}$, which can be extended to $H$. This extension defines an isonormal Gaussian process $W^{\beta} = \{W^{\beta}(h)\}_{h \in H}$. We write

$$
\int_0^T \int_{R^d} h(t, x)W^{\beta}(dt, dx) := W^{\beta}(h) \quad \forall h \in H,
$$

which defines the stochastic integral of an element $h \in H$ w.r.t. $W^{\beta}$.

Now we proceed to establish the well-posedness of (1.1). The random field approach to stochastic partial differential equations initiated in [23] and extended by [7] has been an active line of research in the past few decades. By virtue of the ideas given by [7], we will understand a solution of (1.1) to be a jointly measurable adapted process satisfying the integral form

$$
u(t, x) = \int_{R^d} G(t, x - y)u_0(y)dy + \int_0^t \int_{R^d} G(t - s, x - y)W^{\beta}(ds, dy)
$$

with $G$ being the Green function (called also the fundamental solution) of

$$
\partial_t G(t, x) + (I - \Delta)^{\alpha/2}(-\Delta)^{\gamma/2} G(t, x) = 0.
$$

Moreover, the Green function $G$ (see e.g., [18]) can be written as

$$
G(t, x) = \frac{1}{(2\pi)^d} \int_{R^d} e^{i(x, \xi)} \exp \left\{ -t|\xi|^\gamma (1 + |\xi|^2)^{\frac{\gamma}{2}} \right\} d\xi
$$

(2.3)

and its Fourier transform $\mathcal{F}G(t, \cdot)(\xi)$ w.r.t. the space variable is given by

$$
\mathcal{F}G(t, \cdot)(\xi) = \exp \left\{ -t|\xi|^\gamma (1 + |\xi|^2)^{\frac{\gamma}{2}} \right\}.
$$

(2.4)

For the sake of convenience, denote

$$
\Psi(\xi) := |\xi|^\gamma (1 + |\xi|^2)^{\alpha/2}, \quad \xi \in R^d.
$$

To obtain the well-posedness of (1.1), we shall make a standard assumption on the spectral measure $\mu$.

**Assumption 2.1.** The spectral measure $\mu$ satisfies the following integrability condition

$$
\int_{R^d} \left( \frac{1}{1 + |\xi|^2} \right)^{(\alpha+\gamma)H} \mu(d\xi) < \infty.
$$

(2.5)
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As the following theorem shows, the random field (or mild) solution of \(1.1\) in the sense given by \(2.2\) uniquely exists under Assumption \(2.1\) and \(2.1\) is sharp, in the sense that it is also necessary in the case of additive noise. To simplify the notation, we write

\[
G * u_0(t, x) := \int_{\mathbb{R}^d} G(t, x - y)u_0(y)dy
\]

and

\[
\bar{u}(t, x) := \int_0^t \int_{\mathbb{R}^d} G(t - s, x - y)W_s^{H, \beta}(ds, dy).
\]

**Theorem 2.2 (Well-posedness).** For any \(u_0 \in L^1(\mathbb{R}^d)\), the process \(\{u(t, x)\}_{t \in [0, T] \times \mathbb{R}^d}\) given by \(2.2\) exists if and only if Assumption \(2.1\) holds. In this case, for all \(p > 0\) and \(T > 0\),

\[
\sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \mathbb{E} |\bar{u}(t,x)|^p < +\infty.
\]

**Proof.** It follows from \(2.3\) that for all \(t \in (0, T]\), \(G(t, \cdot) \in C_0(\mathbb{R}^d)\) of all continuous functions vanishing at infinity. For any \(u_0 \in L^1(\mathbb{R}^d)\), we have

\[
\left| \int_{\mathbb{R}^d} G(t, x - y)u_0(y)dy \right| \leq ||u_0||_{L^1(\mathbb{R}^d)}||G(t, \cdot)||_{L^\infty(\mathbb{R}^d)} < \infty,
\]

which implies that \(G * u_0(t, x)\) is well defined. What remains to be proved is that \(G(t - \cdot, x - \cdot) \in \mathcal{H}\) if and only if Assumption \(2.1\) holds. Define

\[
J_t := \alpha_H \int_0^t \int_0^t \mu(\xi) |r - w|^{2H - 2} \int_{\mathbb{R}^d} \mu(\xi) F G(t - r, x - \cdot)(\xi) \overline{G(t - w, x - \cdot)(\xi)} \mu(\xi) drdw,
\]

\[
= \alpha_H \int_0^t \int_0^t \mu(\xi) |r - w|^{2H - 2} \int_{\mathbb{R}^d} \mu(\xi) e^{-(r + w)\Phi(\xi)} drdw.
\]

By virtue of Lemma \(2.3\) we obtain

\[
C \int_{\mathbb{R}^d} \frac{1}{1 + |\xi|^2} (\alpha + \gamma)^H \mu(\xi) \leq J_t \leq C' \int_{\mathbb{R}^d} \frac{1}{1 + |\xi|^2} (\alpha + \gamma)^H \mu(\xi)
\]

for some \(C, C' > 0\), which implies the sufficiency and necessity of Assumption \(2.1\).

For arbitrary \(p > 0\), it follows from the isometry formula \(2.4\) and the fact that \(\bar{u}(t, x)\) is Gaussian that

\[
\sup_{t \in [0, T], x \in \mathbb{R}^d} \mathbb{E} |\bar{u}(t, x)|^p = \sup_{t \in [0, T], x \in \mathbb{R}^d} \mathbb{E} ||\bar{u}(t, x)||_2^p = C_p \sup_{t \in [0, T]} J_t^{p/2} = C_p T^{p/2} < \infty
\]

with \(C_p := \frac{2p^{p/2}}{\pi^{p/2}} \Gamma\left(\frac{p+1}{2}\right)\).

The following estimates are crucial to prove the well-posedness and the spatial regularity of \(1.1\). Their proofs are similar to that of \(4,\) Proposition 4.3, and we omit them.

**Lemma 2.3.** Let

\[
N_t^*(\xi) := \alpha_H \int_0^t \int_0^t |r - w|^{2H - 2} e^{-(r + w)\xi + \alpha} drdw
\]

and

\[
N_t(\xi) := \alpha_H \int_0^t \int_0^t |r - w|^{2H - 2} e^{-(r + w)|\xi|(1 + |\xi|^2)^{\nu/2}} drdw.
\]
Then for any \( t \geq 0, \xi \in \mathbb{R}^d \),
\[
\frac{1}{4} (t \wedge 2^{-1})^{2H} \left( \frac{1}{1 + |\xi|^2} \right)^{(\alpha + \gamma)H} \leq \mathcal{N}_t^\ast(\xi) \leq C_H (t^{2H} + 1) \left( \frac{1}{1 + |\xi|^2} \right)^{(\alpha + \gamma)H}
\] (2.7)
and
\[
\frac{1}{4} (t \wedge 2^{-1})^{2H} \left( \frac{1}{1 + |\xi|^2} \right)^{(\alpha + \gamma)H} \leq \mathcal{N}_t(\xi) \leq C_H (t^{2H} + 1) \left( \frac{1}{1 + |\xi|^2} \right)^{(\alpha + \gamma)H}.
\] (2.8)

2.2 Time-fractional noise

In order to cover more types of noise, we will work under the following assumptions exclusively.

**Assumption 2.4.** The spectral measure \( \mu \) satisfies the following conditions:

(i) \( \mu \) is absolutely continuous w.r.t. the Lebesgue measure, i.e., \( \mu(d\xi) = \Upsilon(\xi)d\xi \).

(ii) \( \Upsilon \) satisfies the following scaling property for some \( \beta \in (0, d] \):
\[
\Upsilon(c\xi) = c^{\beta - d} \Upsilon(\xi) \quad \text{for all } c > 0, \xi \in \mathbb{R}^d.
\] (2.9)

(iii) The following limits holds for some \( C > 0 \),
\[
\lim_{|\xi| \to 0} \Upsilon(\xi) = \begin{cases} 
\infty, & \beta \in (0, d), \\
C, & \beta = d.
\end{cases}
\] (2.10)

**Remark 2.5.** Under Assumption 2.4 the scaling property of \( \Upsilon \) implies that \( \mu(cA) = c^\beta \mu(A) \) for all \( c > 0 \) and \( A \in \mathcal{B}(\mathbb{R}^d) \). It follows from the scaling property that the value of \( \Upsilon \) at one point completely determines the values of all points on the ray emanating from the origin in which it is located. In other words, \( \Upsilon \) is completely determined by its restriction to the unit sphere \( S^{d-1} \).

In what follows, we will make frequent use of the following properties of \( \Upsilon \).

**Lemma 2.6.** Under Assumption 2.4 \( \Upsilon \) satisfies the following properties:

(i) \( \Upsilon(\xi) > 0 \) for any \( \xi \in \mathbb{R}^d \setminus \{0\} \).

(ii) Its restriction to the unit sphere \( S^{d-1} \) has a positive lower bound, i.e., there exists a constant \( C > 0 \), such that \( \Upsilon(\xi) > C \) for any \( \xi \in S^{d-1} \).

(iii) \( \Upsilon \) is integrable on \( S^{d-1} \), i.e., \( \int_{S^{d-1}} \Upsilon(\xi) \sigma(d\xi) < \infty \) with \( \sigma(d\xi) \) being the surface area measure on \( S^{d-1} \).

**Proof.** (i) It is sufficient to prove that \( \Upsilon(\xi) > 0 \) for any \( \xi \in S^{d-1} \). Assume by contradiction that there is a \( \xi_0 \in S^{d-1} \) such that \( \Upsilon(\xi_0) = 0 \). Then we have \( \Upsilon(c\xi_0) = c^{\beta - d} \Upsilon(\xi_0) = 0 \) for any \( c > 0 \). Letting \( c \to 0 \), it then contradicts to Assumption 2.4 (iii).

(ii) Assume by contradiction that for any \( n \in \mathbb{N}_+ \), there is a \( \xi_n \in S^{d-1} \) such that \( \Upsilon(\xi_n) < \frac{1}{n} \). Taking \( a \in (0, \frac{1}{d-\beta}) \) for the case of \( \beta \in (0, d) \) and arbitrary \( a > 0 \) for the case of \( \beta = d \), we have
\[
\Upsilon(|\xi_n|^{-a}) = n^a(\beta - 1) \Upsilon(\xi_n) < n^a(\beta - 1),
\]
which implies that \( \lim_{n \to \infty} \Upsilon(|\xi_n|^{-a}) = 0 \). It then gives rise to a contradiction since \( |\xi_n|^{-a} \to 0 \) as \( n \to \infty \).

(iii) Since \( \mu \) is tempered, \( \mu(\{|\xi| \leq 1\}) < \infty \). By using polar coordinates and the scaling property, we obtain
\[
\mu(\{|\xi| \leq 1\}) = \int_0^1 \int_{S^{d-1}} \Upsilon(r\xi) \sigma(d\xi) r^{d-1} dr = \beta^{-1} \int_{S^{d-1}} \Upsilon(\xi) \sigma(d\xi),
\]
which yields that the integral of \( \Upsilon \) on the unit sphere is finite.
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**Remark 2.7.** Under Assumption [2.4], the integrability condition (2.5) is equivalent to \( \beta \in \left(0, 2(\alpha + \gamma)H\right) \) or \( \alpha_1 > 0 \). Indeed, (2.5) is equivalent to
\[
\int_{|\xi| \leq 1} \mu(d\xi) < \infty \quad \text{and} \quad \int_{|\xi| > 1} \frac{1}{|\xi|^{2(\alpha+\gamma)H}} \mu(d\xi) < \infty.
\]
The first one holds since \( \mu \) is tempered and the second one coincides with
\[
\int_{|\xi| \geq 1} \frac{1}{|\xi|^{2(\alpha+\gamma)H}} \mu(d\xi) = \int_1^{\infty} r^{-2(\alpha+\gamma)H + d - 1} \int_{S^{d-1}} \Upsilon(rz) \sigma(dz)
\]
\[
= \int_{S^{d-1}} \Upsilon(z) \sigma(dz) \int_1^{\infty} r^{-2(\alpha+\gamma)H + \beta - 1} dr,
\]
which is finite if and only if \( \beta < 2(\alpha + \gamma)H \). The equivalence can be also obtained by decomposing \( \{|\xi| > 1\} \) into \( \{2^k < |\xi| \leq 2^{k+1}\}_{k=0}^{\infty} \) and the scaling property of \( \mu \).

Assumption [2.4] is satisfied by the following typical noises, including the white noise, the Riesz kernel noise, fractional noise and a hybrid of these noises, etc.

**Example 2.8** (White noise). \( \Upsilon(\xi) = (2\pi)^{-d} \), i.e., \( \mu \) is a multiple of the Lebesgue measure. For this case, \( \beta = d \) and the corresponding noise is called spatial white noise.

**Example 2.9** (Riesz kernel noise). \( \Upsilon(\xi) = C_{d,\beta} |\xi|^{-d-\beta} \) for some \( \beta \in (0, d) \), where
\[
C_{d,\beta} = \pi^{-d/2} \beta^{-\beta/2} \frac{\Gamma((d-\beta)/2)}{\Gamma(\beta/2)}.
\]
We refer to this kind of noise as a spatial Riesz kernel noise with parameter \( \beta \).

**Example 2.10** (Fractional noise). \( \Upsilon(\xi) = \prod_{i=1}^{d} \beta_{H_i} |\xi_i|^{1-2H_i} \) for some \( H_1, \ldots, H_d \in \left(\frac{1}{2}, 1\right) \), where \( \beta_{H_i} = \frac{\alpha_H \Gamma(1-H_i)}{\pi^{H_i/2}} \). The function \( \Upsilon \) satisfies the scaling relation (2.9) with \( \beta = 2d - 2 \sum_{i=1}^{d} H_i \). This noise corresponds to the fractional Brownian sheet with indices \( H_1, \ldots, H_d \).

One can certainly construct examples by combining the previous three examples.

**Example 2.11** (Hybrid noise). One can partition the \( d \) coordinates into \( k \) groups with \( d_i \geq 1 \) coordinates in the \( i \)-th group such that \( d = d_1 + \cdots + d_k \). Amount each group of coordinates, one imposes a Riesz kernel with parameter \( \beta_i \in (0, d_i] \), that is, \( \Upsilon(\xi) = \prod_{i=1}^{k} C_{d_i,\beta_i} |\xi^{(i)}|^{-d_i-\beta_i} \) where \( \xi^{(i)} \) denotes the set of coordinates of \( \xi \) in the \( i \)-th group and \( C_{d_i,\beta_i} \) is defined by (2.11). Then the scaling property (2.9) is satisfied with \( \beta = \sum_{i=1}^{k} \beta_i \in (0, d] \). In particular, this type of noise includes Examples 2.8, 2.10.

### 2.3 Background of potential theory

In this last part of this section, we recall some notions of Hausdorff measure and capacity that will be used in Section 3. Let \( g : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) be a right continuous and monotonic increasing function which on \( [0, \varepsilon_0] \) is strictly increasing with some \( \varepsilon_0 > 0 \) and \( g(0) = 0 \). The \( g \)-Hausdorff measure (see e.g. [22] Chapter 2)) of \( A \in \mathcal{B}(\mathbb{R}^k) \) is defined by
\[
\mathcal{H}_g(A) = \lim_{\varepsilon \downarrow 0} \inf \left\{ \sum_{i=1}^{\infty} g(2r_i) : A \subset \bigcup_{i=1}^{\infty} B(x_i, r_i), \sup_{i \geq 1} r_i \leq \varepsilon \right\},
\]
where \( B(x, r) \) denotes the Euclidean open ball of radius \( r > 0 \) centered at \( x \in \mathbb{R}^k \). In this paper, we mainly use this notion referred to two cases:

(i) \( g(\tau) = \tau^\lambda \) with \( \lambda > 0 \). In this situation, \( \mathcal{H}_\lambda \) is the classical \( \lambda \)-dimensional Hausdorff measure which is usually denoted by \( \mathcal{H}_\lambda \).
(ii) $g(q) = \tau^\lambda \hat{q}(r)^{-\theta}$ with $q(r) = \tau^\lambda \left( \ln \left( \frac{r}{r_0} \right) \right)^\delta$, $\lambda_1, \lambda_2, \eta, \delta > 0$. Here $C$ is large enough to ensure $\ln \left( \frac{r}{r_0} \right) \geq 1$.

To cover the $\lambda$-dimensional Hausdorff measure with $\lambda < 0$, if $g(0) = \infty$, we set $\mathcal{H}_g(A) = \infty$.

A function $g : \mathbb{R}^k \rightarrow \mathbb{R}_+ \cup \{\infty\}$ is called a symmetric potential kernel if it is continuous on $\mathbb{R}^k \setminus \{0\}$, symmetric, $g(z) > 0$ for all $z \neq 0$ and $g(0) = \infty$. The $g$-capacity (see e.g. [16] Appendix D) of $A \in \mathcal{B}(\mathbb{R}^k)$ is defined by

$$\text{Cap}_g(A) = \left[ \inf_{\nu \in \mathcal{P}(A)} \mathcal{E}_g(\nu) \right]^{-1},$$

where $\mathcal{E}_g(\nu) := \int_{\mathbb{R}^k \times \mathbb{R}^k} g(y - z) \nu(dy) \nu(dz)$ and $\mathcal{P}(A)$ denotes the set of probability measures on $A$. As usual, we use the conventions that $\inf \emptyset := \infty$ and $1/0 := \infty$. $\text{Cap}_g$ is called the capacity relative to a symmetric potential kernel $g$. By convention, we set $\text{Cap}_g(A) = 1$ for the case of $g(0) \in [0, \infty)$. In this article, we will use this notion with $g = 1/|g(\cdot)|$, where $g$ is as in cases (i) and (ii) above. Note that, in the case (i), the $g$-capacity is the $\lambda$-dimensional Bessel–Riesz capacity, usually denoted by $\text{Cap}_\lambda$.

3 Regularity of the solution

In this section, we are devoted to the regularity estimate of the solution (2.2) of (1.1).

To be specific, we are interested in the behavior of the increments of the solution $u(t, x)$ w.r.t. the temporal variable $t$ and the spatial variable $x$, and give the optimal upper and lower bounds for these increments in mean square sense. The following proposition shows the joint regularity of $G * u_0$.

**Proposition 3.1.** For any $u_0 \in L^1(\mathbb{R}^d)$, the function $G * u_0 : [t_0, T] \times \mathbb{R}^d \rightarrow \mathbb{R}$ is Lipschitz continuous.

**Proof.** Using the definition of $G$ in (2.3), we see that for any $t_0 \leq s \leq t \leq T$ and $x, y \in \mathbb{R}^d$,

$$|G(t, x) - G(t, y)| = \frac{1}{(2\pi)^d} \left| \int_{\mathbb{R}^d} e^{i(x, \xi)} - e^{i(y, \xi)} \exp \left\{ -i t \Psi(\xi) \right\} d\xi \right| \leq \frac{|x - y|}{(2\pi)^d} \int_{\mathbb{R}^d} |\xi| \exp \left\{ -t_0 \Psi(\xi) \right\} d\xi \leq C_{d, \alpha, \gamma, t_0} |x - y|$$

and

$$|G(t, y) - G(s, y)| = \frac{1}{(2\pi)^d} \left| \int_{\mathbb{R}^d} e^{i(y, \xi)} \left( e^{-t \Psi(\xi)} - e^{-s \Psi(\xi)} \right) d\xi \right| \leq \frac{|t - s|}{(2\pi)^d} \int_{\mathbb{R}^d} \Psi(\xi) e^{-t_0 \Psi(\xi)} d\xi \leq C_{d, \alpha, \gamma, t_0}|t - s|.$$

Those together with the definition of $G * u_0$ and $u_0 \in L^1(\mathbb{R}^d)$ yield the Lipschitz continuity of $G * u_0$.

Recall that $\alpha_1 = (\alpha + \gamma) H - \beta/2$. The next proposition analyzes the spatial increments of the random field $\bar{u}$ in mean square sense.

**Proposition 3.2.** Under Assumptions 2.1 and 2.4, there exist two positive constants $C_1$ and $C_2$ such that

$$C_1 q_1(|x - y|) \leq \|\bar{u}(t, x) - \bar{u}(t, y)\|_2 \leq C_2 q_1(|x - y|) \quad (3.1)$$
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for all \( x, y \in [-M, M]^d \) and \( t \in [t_0, T] \), where \( q_1 : [0, 2\sqrt{d}M] \to \mathbb{R}_+ \) is defined as

\[
q_1(\tau) := \left( \ln \frac{C_{d,M}}{\tau} \right)^{\frac{1}{2}}_{\alpha_1=1} \xi_{\alpha_1, \gamma, 1}
\]

with \( C_{d,M} = 2e^{2\sqrt{d}M} \).

Proof. By (2.4), we get

\[
E|\tilde{u}(t,x) - \tilde{u}(t,y)|^2 = \|G(t - \cdot, x - \cdot) - G(t - \cdot, y - \cdot)\|_d^2
\]

\[
= \alpha_H \int_0^t \int_0^\tau \mu(d\xi) \left| e^{-2(t-r-w)}\Psi(\xi) e^{-i(y, \xi)} \right|^2 dr dw
\]

\[
= 2 \int_{\mathbb{R}^d} \mu(d\xi) N_1(\xi)(1 - \cos(x - y, \xi)).
\]

Lower bound: The proof of the lower bound of (3.1) is divided into two cases.

Case (i): \( |x - y| < 1 - \epsilon \) with sufficiently small \( \epsilon > 0. \) Using (2.8) and polar coordinates \( \xi = \rho z \) and making the change of variables \( r = \rho |x - y| \), we derive

\[
E|\tilde{u}(t,x) - \tilde{u}(t,y)|^2
\]

\[
\geq C_{t_0} \frac{\mu(d\xi)}{\mu(d\xi)} \left( \frac{1}{1 + |\xi|^2} \right)^{(\alpha_1 + \gamma)H} \sin^2 \left( \frac{1}{2} (x - y, \xi) \right)
\]

\[
\geq C_{t_0, \alpha_1, \gamma} \frac{\mu(d\xi)}{\mu(d\xi)} \left| \frac{1}{\xi} \right|^{-2(\alpha_1 + \gamma)H} \sin^2 \left( \frac{1}{2} (x - y, \xi) \right)
\]

\[
\geq C_{t_0, \alpha_1, \gamma} |x - y|^{2\alpha_1} \int_{|x - y|}^1 r^{-2\alpha_1 - 1} \left( \frac{r}{2} \right)^2 \left( x - y \right) \frac{1}{|x - y|} \sigma(dz)
\]

\[
\geq C_{t_0, \alpha_1, \gamma} \sin^2 \frac{1}{4} |x - y|^{2\alpha_1} \int_{|x - y|}^1 r^{-2\alpha_1 - 1} dr \int_{S^{d-1}} \langle z, x - y \rangle^2 \sigma(dz), \tag{3.2}
\]

where the last step used Lemma 2.6(ii) and the fact that \( \theta \mapsto \sin^2 \frac{\theta}{\theta} \) is decreasing on \((0, 1)\).

For any \( c_0 \in \left( 0, \frac{1}{\ln \frac{1}{1 + \gamma}} \right) \) and \( c_1 \in (0, 1 - (1 - \epsilon)^{2\alpha_1 - 2}) \), we have

\[
\int_{|x - y|}^1 r^{-2\alpha_1 - 1} dr = \begin{cases} \ln \frac{c_1 x}{|x - y|^{2\alpha_1 - 2 - 1}} & \text{if } \alpha_1 = 1, \\ \frac{c_1 x |x - y|^{2\alpha_1 - 2}}{|x - y|^{2\alpha_1 - 2} - 1} & \text{if } \alpha_1 > 1, \\ \frac{1 - (1 - \epsilon)^{2\alpha_1}}{2\alpha_1 - 2} & \text{if } \alpha_1 \in (0, 1). \end{cases}
\]

Next, we estimate the integral w.r.t. \( z \) in (3.2). Let \( F(z) = \langle z, x - y \rangle \) be an \( \mathbb{R}^d \)-valued function. Availing oneself of Green’s formula, we obtain

\[
\int_{S^{d-1}} \langle z, x - y \rangle^2 \sigma(dz) = \int_{S^{d-1}} \langle z, F(z) \rangle \sigma(dz) = \int_{|z| \leq 1} \nabla \cdot F(z) dz = \omega_d
\]

with \( \omega_d = \frac{2\pi^{d/2}}{\Gamma\left( 1/2 \right)} \) being the volume of the unit ball in \( \mathbb{R}^d \).

Substituting those into (3.2) gives the desired lower bound for \( |x - y| < 1 - \epsilon \).

Case (ii): \( |x - y| \geq 1 - \epsilon. \) Let \( k = \arg \max \{ |x_i - y_i| \} \). Using (2.8) and the fact \( \frac{1}{1 + r^\gamma} \geq \frac{1}{(1 + r)^\gamma} \) for all \( |\theta| \geq \frac{1}{\gamma} \), we derive

\[
E|\tilde{u}(t,x) - \tilde{u}(t,y)|^2
\]
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\[ \geq C_{t_0,H} \int_{|\xi| \geq |x_k - y_k|^{-1}} \mu(d\xi) \left( \frac{1}{1 + |\xi|^2} \right)^{(1+\gamma)H} (1 - \cos(x - y, \xi)) \]

\[ \geq \frac{C_{t_0,H} |x_k - y_k|^{2\alpha_1}}{(1 + |x_k - y_k|^2)^{1/(1+\gamma)H}} \int_{|\eta| \geq 1} \mu(d\eta) \left( \frac{1}{|\eta|^2} \right)^{(1+\gamma)H} (1 - \cos(x - y, \xi)). \]

By the change of variables \( \eta = |x_k - y_k| \xi \), we have

\[ E[|\tilde{u}(t, x) - \tilde{u}(t, y)|^2] \geq \frac{C_{t_0,H} |x_k - y_k|^{2\alpha_1}}{(1 + |x_k - y_k|^2)^{1/(1+\gamma)H}} \int_{|\eta| \geq 1} \mu(d\eta) \left( \frac{1}{|\eta|^2} \right)^{(1+\gamma)H} (1 - \cos(x - y, \xi)). \]

where in the last line we used \( |x - y| \leq \sqrt{d}|x_k - y_k| \) and the fact

\[ \inf_{\max_\beta |\theta_j| \leq 1} \int_{|\eta| \geq 1} \frac{1}{|\eta|^{2/(1+\gamma)H}} \mu(d\eta) > 0, \]

since the infimum is taken over an open compact set for a positive and continuous function. For \( |x - y| \geq 1 - \epsilon \), we have \( |x - y|^{2\alpha_1} \geq |x - y|^2 (1 - \epsilon)^2 (1 - \epsilon) \) for \( \alpha_1 > 1 \), and \( |x - y|^2 \) for \( \alpha_1 = 1 \), which implies the desired lower bound for \( |x - y| \geq 1 - \epsilon \).

**Upper bound:** To show the upper bound, using (2.3) again, we obtain

\[ E[|\tilde{u}(t, x) - \tilde{u}(t, y)|^2] \leq C_H (t^{2H} + 1) \int_{\mathbb{R}^d} \mu(d\xi) \left( \frac{1}{1 + |\xi|^2} \right)^{(1+\gamma)H} (1 - \cos(x - y, \xi)). \]

Considering the polar coordinate transformation \( \xi = \rho z \) and using the change of variables \( \rho = r|x - y| \), we obtain

\[ E[|\tilde{u}(t, x) - \tilde{u}(t, y)|^2] \leq C_{H,T} |x - y|^{2\alpha_1} \int_{S^{d-1}} \int_0^\infty r^{3-1} \left( \frac{1}{|x - y|^2 + r^2} \right)^{(1+\gamma)H} Y(z) \times \left( 1 - \cos \left( r \left( \frac{z}{|x - y|} \right) \right) \right) dr \]  \( \text{d}S(z). \) \( \tag{3.3} \]

We divide the estimate of the integral w.r.t. \( r \) in (3.3) into two cases as follows.

**Case 1:** \( \alpha_1 > 1 \). By the inequality \( 1 - \cos \theta \leq \frac{\theta^2}{2} \) for \( \theta \in \mathbb{R} \), we obtain that for \( z \in S^{d-1} \),

\[ \int_0^\infty r^{3-1} \left( \frac{1}{|x - y|^2 + r^2} \right)^{(1+\gamma)H} \left( 1 - \cos \left( r \left( \frac{z}{|x - y|} \right) \right) \right) dr \leq \frac{1}{2} \int_0^\infty r^{3+1} \left( \frac{1}{|x - y|^2 + r^2} \right)^{(1+\gamma)H} dr \]

\[ \leq \frac{1}{2} |x - y|^{-2\alpha_1} \int_0^{|x - y|} r dr + \frac{1}{2} \int_{|x - y|}^\infty r^{3+1} \left( \frac{1}{r^2} \right)^{(1+\gamma)H} dr \leq C_{H,\alpha_1} |x - y|^{2(1-\alpha_1)}. \]

**Case 2:** \( \alpha_1 \in (0, 1] \). By the inequality \( 1 - \cos \theta \leq 2 \Lambda \left( \frac{\theta}{2} \right)^2 \) for \( \theta \in \mathbb{R} \), we obtain

\[ \int_0^\infty r^{3-1} \left( \frac{1}{|x - y|^2 + r^2} \right)^{(1+\gamma)H} \left( 1 - \cos \left( r \left( \frac{z}{|x - y|} \right) \right) \right) dr \]
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\[
\leq \frac{1}{2} \int_0^1 r^{\beta+1} \left( \frac{1}{|x-y|^2 + r^2} \right)^{(\alpha+\gamma)H} dr + 2 \int_1^\infty r^{\beta-1-2(\alpha+\gamma)H} dr
\]

for any \( z \in S^{d-1} \). Notice that for \( \alpha_1 = 1 \),

\[
\int_0^1 r^{\beta+1} \left( \frac{1}{|x-y|^2 + r^2} \right)^{(\alpha+\gamma)H} dr
\]

\[
\leq \int_0^{|x-y|} r^{\beta+1} |x-y|^{-2(\alpha+\gamma)H} dr + \int_{|x-y|}^1 r^{\beta+1-2(\alpha+\gamma)H} dr
\]

\[
\leq |x-y|^{-2} \int_0^{|x-y|} r dr + \int_{|x-y|}^1 r^{-1} dr \leq \frac{1}{2} + \ln \frac{1}{|x-y|}, \text{ if } |x-y| < 1,
\]

and

\[
\int_0^1 r^{\beta+1} \left( \frac{1}{|x-y|^2 + r^2} \right)^{(\alpha+\gamma)H} dr
\]

\[
\leq \int_0^{|x-y|} r^{\beta+1} |x-y|^{-2(\alpha+\gamma)H} dr \leq \frac{1}{2}, \text{ if } |x-y| \geq 1.
\]

While for \( \alpha_1 \in (0, 1) \),

\[
\int_0^1 r^{\beta+1} \left( \frac{1}{|x-y|^2 + r^2} \right)^{(\alpha+\gamma)H} dr \leq \int_0^1 r^{\beta+1-2(\alpha+\gamma)H} dr < \infty.
\]

Substituting the estimates in Case 1 and Case 2 into (3.3) and using Lemma 2.6 (iii), then the upper bound of the spatial increments has been proved.

Therefore, the next proposition shows that the optimal mean square Hölder exponent in temporal direction of \( \tilde{u} \) is \( \alpha_2 := \frac{\alpha_1}{\alpha + \gamma} \).

**Proposition 3.3.** Under Assumptions 2.1 and 2.4 there exist two positive constants \( C_3 \) and \( C_4 \) such that

\[
C_3|s-t|^{\alpha_2} \leq \|\tilde{u}(t, x) - \tilde{u}(s, x)\|_2 \leq C_4|s-t|^{\alpha_2} \quad \forall t, s \in [t_0, T], x \in \mathbb{R}^d.
\] (3.4)

Moreover, for all \( t, s \in [t_0, T], x, y \in \mathbb{R}^d \),

\[
\|\tilde{u}(t, x) - \tilde{u}(s, y)\|_2 \geq C_3|s-t|^{\alpha_2}.
\] (3.5)

**Proof.** Without loss of generality, let \( t_0 \leq s < t \leq T \). Then we have

\[
E|\tilde{u}(t, x) - \tilde{u}(s, x)|^2
\]

\[
= \alpha_H \int_s^t \int_s^t dr dw [|r-w|^{2H-2} \int_{\mathbb{R}^d} \mu(d\xi) e^{-(r-t)\Phi(\xi)} e^{-(r-w)\Phi(\xi)}
\]

\[ - 2\alpha_H \int_s^t \int_s^t dr dw [|r-w|^{2H-2} \int_{\mathbb{R}^d} \mu(d\xi) e^{-(r-t)\Phi(\xi)} e^{-(s-w)\Phi(\xi)}
\]

\[ + \alpha_H \int_s^t \int_s^t dr dw [|r-w|^{2H-2} \int_{\mathbb{R}^d} \mu(d\xi) e^{-(s-t)\Phi(\xi)} e^{-(s-w)\Phi(\xi)}
\]

\[ = \alpha_H \int_s^t \int_s^t dr dw [|r-w|^{2H-2} \int_{\mathbb{R}^d} \mu(d\xi) e^{-(r-t)\Phi(\xi)} e^{-(r-w)\Phi(\xi)}
\]
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\[ + \alpha_H \int_0^t dr \int_0^t dw |r - w|^{2H-2} \int_{\mathbb{R}^d} \mu(d\xi)e^{(r+w)\Psi(\xi)}(e^{-r\Psi(\xi)} - e^{-s\Psi(\xi)})^2 \]
\[ + 2\alpha_H \int_s^t dr \int_0^t dw |r - w|^{2H-2} \int_{\mathbb{R}^d} \mu(d\xi)e^{-(r-w)\Psi(\xi)}(e^{-(t-r)\Psi(\xi)} - e^{-(s-w)\Psi(\xi)}) \]
\[ =: R_1(t, s) + R_2(t, s) + R_3(t, s). \]

**Upper bound:** Note that for \( t \geq s \), \( R_3(t, s) \leq 0 \). Using the change of variables \((r_1, w_1) = (\frac{r-s}{t-s}, \frac{w}{t-s})\) and \( \eta = (t-s)^{-\frac{1}{2H}} \xi \) in turn, we obtain

\[ R_1(t, s) = \alpha_H |t-s|^{2H} \int_0^1 dr_1 \int_0^1 dw_1 |r_1 - w_1|^{2H-2} e^{-(r_1+w_1)(t-s)\Psi(\xi)} \]
\[ \leq \alpha_H |t-s|^{2H} \int_0^1 dr_1 \int_0^1 dw_1 |r_1 - w_1|^{2H-2} e^{-(r_1+w_1)(t-s)|\gamma+\alpha|} \]
\[ = |t-s|^{2\alpha_2} \int_{\mathbb{R}^d} N_1^*(\eta)\mu(d\eta). \]

In view of (2.7) and (2.5), we derive

\[ R_1(t, s) \leq C_{H, \gamma, \alpha, d, T} |t-s|^{2\alpha_2}. \]

By means of the change of variables \((r_1, w_1) = ((s-r)\Psi(\xi), (s-w)\Psi(\xi))\), we obtain

\[ R_2(t, s) \]
\[ = \alpha_H \int_0^{s\Psi(\xi)} dr_1 \int_0^{s\Psi(\xi)} dw_1 |r_1 - w_1|^{2H-2} e^{-(r_1+w_1)(t-s)\Psi(\xi)} \int_{\mathbb{R}^d} \mu(d\xi)\Psi(\xi)^{-2H}(e^{-(t-s)\Psi(\xi)} - 1)^2 \]
\[ \leq \alpha_H \int_0^\infty dr_1 \int_0^{s\Psi(\xi)} dw_1 |r_1 - w_1|^{2H-2} e^{-(r_1+w_1)(t-s)\Psi(\xi)} \int_{\mathbb{R}^d} \mu(d\xi)\Psi(\xi)^{-2H}(e^{-(t-s)\Psi(\xi)} - 1)^2. \]

Note that for any \( x > 0 \), if \((1 + x^2)^{\frac{1}{2+\gamma}} > x^{\gamma}(1 + x^2)^{\frac{1}{2}} > a > 0\), then \( x > \sqrt{\frac{a+\gamma}{\gamma}} - 1 > \frac{1}{2}a^{\frac{1}{\gamma}} \) provided that \( a > \left( \frac{1}{2} \right)^{\frac{1}{1+\gamma}} \). And if \( x^{\alpha+\gamma} < x^\gamma(1 + x^2)^{\frac{1}{2}} < a \), then \( x < a^{\frac{1}{\alpha+\gamma}} \). Therefore, for the case of \(|t-s| < \left( \frac{1}{2} \right)^{\frac{1}{\alpha+\gamma}}\), by the inequality \( 1 - e^{-\theta} \leq 1 \land \theta^H \) for \( \theta > 0 \) and the scaling property (2.9),

\[ \int_{\mathbb{R}^d} \Psi(\xi)^{-2H}(e^{-(t-s)\Psi(\xi)} - 1)^2 \mu(d\xi) \]
\[ \leq \int_{\Psi(\xi) \leq |t-s|^{-\frac{1}{1+\lambda}}} \Psi(\xi)^{-2H}|t-s|^{2H} \Psi(\xi)^{2H} \mu(d\xi) + \int_{\Psi(\xi) \geq |t-s|^{-\frac{1}{1+\lambda}}} \Psi(\xi)^{-2H} \mu(d\xi) \]
\[ \leq |t-s|^{2\alpha_2} \int_{|\eta| \leq 1} \mu(d\eta) + |t-s|^{2\alpha_2} \int_{|\eta| \geq \frac{1}{2}} |\eta|^{-2H(\alpha+\gamma)} \mu(d\eta) \]
\[ = |t-s|^{2\alpha_2} \int_{|\eta| \leq 1} \mu(d\eta) + |t-s|^{2\alpha_2} \int_{|\eta| \geq \frac{1}{2}} |\eta|^{-2H(\alpha+\gamma)} \mu(d\eta) \]
\[ \leq C|t-s|^{2\alpha_2}. \]

This and \( \int_0^T dr \int_0^T dw |r-w|^{2H-2} e^{-r^\gamma} w^{\gamma} \) allow us to conclude that \( R_2(t, s) \leq C|t-s|^{2\alpha_2} \), which completes the proof of the upper bound for the case of \(|t-s| < \left( \frac{1}{2} \right)^{\frac{1}{\alpha+\gamma}}\).

For the case of \(|t-s| \geq \left( \frac{1}{2} \right)^{\frac{1}{\alpha+\gamma}}\), by using Theorem (2.2) we have

\[ E|\hat{u}(t, x) - \hat{u}(s, x)|^2 \leq 4 \sup_{(r,z) \in [0, T] \times \mathbb{R}^d} E|\hat{u}(r, z)|^2 \leq C|t-s|^{2\alpha_2}. \]
**Lower bound:** To obtain the lower bound, we introduce two random fields \( U = \{U(r, z)\}_{(r, z) \in \mathbb{R}^+ \times \mathbb{R}^d} \) and \( Y = \{Y(r, z)\}_{(r, z) \in \mathbb{R}^+ \times \mathbb{R}^d} \) defined by

\[
U(r, z) = \int_{\mathbb{R}^d} \left( G(r - \tau, z - \xi) - G(-\tau, z - \xi) \right) W^{H, \beta}(d\tau, d\xi)
\]

\[
+ \int_0^r \int_{\mathbb{R}^d} G(r - \tau, z - \xi) W^{H, \beta}(d\tau, d\xi)
\]

\[
= \int_{\mathbb{R}^d} \left( G((r - \tau)_+, z - \xi) - G((-\tau)_+, z - \xi) \right) W^{H, \beta}(d\tau, d\xi)
\]

and

\[
Y(r, z) = \int_{\mathbb{R}^d} \left( G(r - \tau, z - \xi) - G(-\tau, z - \xi) \right) W^{H, \beta}(d\tau, d\xi),
\]

where \( G(r, \cdot) \equiv 0 \) whenever \( r < 0 \). Clearly, \( \bar{u}(r, z) = U(r, z) - Y(r, z) \) for all \( r \geq 0 \) and \( z \in \mathbb{R}^d \).

For the random field \( U \), we have

\[
E[U(t, x) - U(s, x)]^2
\]

\[
= \alpha_H \int_{\mathbb{R}^d} |r - w|^{2H-2} \mu(\xi) \left( \mathcal{F}\left( \left( G((t-r)_+, x - \cdot) - G((s-r)_+, x - \cdot) \right)(\xi) \right) \right)^2 d\xi
\]

\[
= \alpha_H \int_{\mathbb{R}^d} drdw |r - w|^{2H-2} \mu(\xi) \mathcal{F}(\varphi(r, \xi) \varphi(w, \xi))
\]

with \( \varphi(r, \xi) := e^{-\alpha H(t-r)} \mathbb{1}_{\{r < t\}} - e^{-\alpha H(s-r)} \mathbb{1}_{\{r < s\}} \).

The Fourier transform of \( \varphi(\cdot, \xi) \) is

\[
\mathcal{F}\varphi(\cdot, \xi)(\tau) = \frac{e^{-it\tau} - e^{-is\tau}}{\Psi(\xi) - it}.
\]

It follows from the Plancherel theorem that

\[
\alpha_H \int_{\mathbb{R}^d} |r - w|^{2H-2} \varphi(r, \xi) \varphi(w, \xi) drdw = \beta_H \int_{\mathbb{R}} |\mathcal{F}\varphi(\cdot, \xi)(\tau)|^2 |\tau|^{1-2H} d\tau
\]

with \( \beta_H = \frac{\alpha_H^{1-2H}}{4\pi(1-H)^{1-2H}}. \) Hence,

\[
E[U(t, x) - U(s, x)]^2
\]

\[
= \beta_H \int_{\mathbb{R}^d} \mu(\xi) \int_{\mathbb{R}} |\tau|^{-2H} \left[ 1 - \cos((t-s)\tau) \right] \frac{d\tau}{\tau^2 + \left(\Psi(\xi)^2\right)^2} d\xi
\]

\[
\geq 2\beta_H \int_{|\xi| > |t-s|^{-1}} \left[ 1 - \cos((t-s)\tau) \right] |\tau|^{-1-2\eta} d\tau \int_{|\xi| > |t-s|^{1-2H}} \frac{|\tau|^{-2\eta}}{\tau^2 + \left(\Psi(\xi)^2\right)^2} d\xi.
\]

For the case of \(|t-s| < 1, |\tau| > |t-s|^{-1} \) along with \(|\xi| > |\tau|^{-\eta} \) ensures \( 1 + |\xi|^2 < 2|\xi|^2 \)

since \(|\xi| > |\tau|^{-\eta} > |t-s|^{-\frac{1}{\eta}} > 1 \). Thus, when \(|t-s| < 1 \), by the change of variables \( \eta = |\tau|^{-\frac{1}{\eta}} \) and \( r = |t-s| \tau \) in turn, we derive

\[
E[U(t, x) - U(s, x)]^2
\]

\[
\geq 2\beta_H \int_{|\tau| > |t-s|^{-1}} \left[ 1 - \cos((t-s)\tau) \right] |\tau|^{-1-2\eta} d\tau \int_{|\xi| > |t-s|^{1-2H}} \frac{|\tau|^{\frac{2\eta}{\eta+1}}}{\tau^2 + 2|\xi|^{2(\alpha+\gamma)}} d\xi
\]

\[
\geq 2\beta_H |t-s|^{2\eta} \int_{|\tau| > 1} \left[ 1 - \cos(r) \right] |\tau|^{-1-2\eta} d\tau \int_{|\eta| > 1} \frac{1}{1 + 2|\eta|^{2(\alpha+\gamma)}} d\eta
\]
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\[ = C_{\gamma,a,d,H}|t - s|^{2\alpha_2}. \tag{3.6} \]

For the temporal increment of \( Y \), we have

\[
E[Y(t, x) - Y(s, x)]^2 = E \left[ \int_{-\infty}^{0} \int_{R^d} \left( G(t - r, x - z) - G(s - r, x - z) \right) W^H(\dr, \dz) \right]^2 \\
= \beta_H \int_{0}^{\infty} \int_{0}^{\infty} dr dw |r - w|^{2H-2} \mu(\dr) \phi(r, \xi) \phi(w, \xi)
\]

with \( \phi(r, \xi) := (e^{-(t+r)\Psi(\xi)} - e^{-(s+r)\Psi(\xi)}) \mathbb{I}_{(r > 0)} \). Then for all \( t_0 \leq s \leq t \leq T \),

\[
E[Y(t, x) - Y(s, x)]^2 = \beta_H \int_{R^d} e^{-2\Psi(\xi)} \left[ 1 - e^{-(t-s)\Psi(\xi)} \right]^2 \mu(\delta\xi) \int_{R} \frac{d\tau}{(|\tau|^2 + \Psi(\xi)^2)^{1 + 2H-1}} \\
\leq \beta_H \int_{R^d} e^{-2\Psi(\xi)} |(t-s)\Psi(\xi)|^2 \mu(\delta\xi) \left( \int_{|\tau| < 1} \frac{d\tau}{\Psi(\xi)^2|\tau|^{2H-1}} + \int_{|\tau| \geq 1} \frac{d\tau}{|\tau|^{2H+1}} \right) \\
\leq C_H |t - s|^2 \int_{R^d} (1 + \Psi(\xi)^2) e^{-2t_0\Psi(\xi)} \mu(\delta\xi) \\
\leq C_{H,t_0} |t - s|^2
\tag{3.7}
\]
due to \( \mathcal{F}\phi(\cdot, \xi)(\tau) = \frac{e^{-\Psi(\xi)\tau} - e^{-\Psi(\xi)}}{\Psi(\xi)^2 + \tau^2}. \)

By (3.6) and (3.7), we obtain

\[
E[\bar{u}(t, x) - \bar{u}(s, x)]^2 \geq \frac{1}{2} E[U(t, x) - U(s, x)]^2 \geq \frac{C_{\gamma,a,d,H}}{2} |t - s|^{2\alpha_2} - C_{H,t_0} |t - s|^2 \\
\geq \frac{C_{\gamma,a,d,H}}{4C_H t_0} |t - s|^{2\alpha_2}, \tag{3.8}
\]

for \( |t - s| < \epsilon \) with \( \epsilon := \left( \frac{C_{\gamma,a,d,H}}{4C_H t_0} \right)^{1/(1 - 2\alpha_2)} \wedge 1 > 0 \). For the case of \( |t - s| \geq \epsilon \), we have

\[
E[\bar{u}(t, x) - \bar{u}(s, x)]^2 = \beta_H \int_{R} |\tau|^{1-2H} d\tau \int_{R^d} \mu(\delta\xi) \left| \mathcal{F}[G(t - \cdot, x - \cdot)\mathbb{I}_{[0,t]} - G(s - \cdot, x - \cdot)\mathbb{I}_{[0,s]}](\tau, \xi) \right|^2.
\]

The integrand can be further bounded as

\[
\left| \mathcal{F}[G(t - \cdot, x - \cdot)\mathbb{I}_{[0,t]} - G(s - \cdot, x - \cdot)\mathbb{I}_{[0,s]}](\tau, \xi) \right|^2 = \frac{|e^{-\tau t} - e^{-\tau s} + e^{-i\tau x} - e^{-i\tau x}|^2}{\Psi(\xi)^2 + \tau^2} \geq \frac{|\sin(\tau t) - \sin(\tau s)|^2}{\Psi(\xi)^2 + \tau^2} = \frac{4\cos^2\left(\frac{\tau(t - s)}{2}\right)\sin^2\left(\frac{\tau x}{2}\right)}{\Psi(\xi)^2 + \tau^2} \geq 0,
\]

which implies that \( E[\bar{u}(t, x) - \bar{u}(s, x)]^2 = 0 \) if and only if \( t = s \). Since \( (t, s) \mapsto E[\bar{u}(t, x) - \bar{u}(s, x)]^2 \) is continuous on \( [t_0, T] \times [0, T] \),

\[
B_{\epsilon} := \inf_{t, s \in [t_0, T]} \int_{|t - s| \geq \epsilon} E[\bar{u}(t, x) - \bar{u}(s, x)]^2 > 0.
\]

Thus, it follows that for \( |t - s| \geq \epsilon \),

\[
E[\bar{u}(t, x) - \bar{u}(s, x)]^2 \geq B_{\epsilon} T^{-2\alpha_2} |t - s|^{2\alpha_2}. \tag{3.9}
\]
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Combining (3.8) and (3.9), we conclude the desired lower bound.

For the case $x \neq y$, we have

$$E[\bar{u}(t, x) - \bar{u}(s, y)]^2 = \alpha H \int_0^s \int_0^s |r - w|^{2H-2} dr dw \int_{\mathbb{R}^d} \mu(d\xi) (e^{-t\Psi(\xi)} e^{-i(x-y, \xi)} - e^{-s\Psi(\xi)}) \times (e^{-t\Psi(\xi)} e^{-i(x-y, \xi)} - e^{-s\Psi(\xi)}) e^{(r+w)\Psi(\xi)}$$

$$+ 2\alpha H \int_0^s \int_s^t |r - w|^{2H-2} dr dw \int_{\mathbb{R}^d} \mu(d\xi) (e^{-t\Psi(\xi)} e^{-i(x, \xi)} - e^{-s\Psi(\xi)} e^{-i(y, \xi)}) \times e^{(r-w)\Psi(\xi)} e^{i(x, \xi)}$$

$$+ \alpha H \int_s^t \int_0^s |r - w|^{2H-2} dr dw \int_{\mathbb{R}^d} \mu(d\xi) e^{-(t-r)\Psi(\xi)} e^{-(t-w)\Psi(\xi)}$$

$$\geq \alpha H \int_0^s \int_0^s |r - w|^{2H-2} dr dw \int_{\mathbb{R}^d} \mu(d\xi) (e^{-s\Psi(\xi)} e^{-(r+w)\Psi(\xi)})$$

$$+ 2\alpha H \int_0^s \int_s^t |r - w|^{2H-2} dr dw \int_{\mathbb{R}^d} \mu(d\xi) (e^{-s\Psi(\xi)} e^{-(s-r)\Psi(\xi)} e^{-(t-w)\Psi(\xi)}$$

$$+ \alpha H \int_s^t \int_0^s |r - w|^{2H-2} dr dw \int_{\mathbb{R}^d} \mu(d\xi) e^{-s\Psi(\xi)} e^{-(t-w)\Psi(\xi)}$$

$$= E[\bar{u}(t, x) - \bar{u}(s, x)]^2,$$

which together with (3.4) yields (3.5). The proof is finished.

We end this section by giving the joint regularity of $\bar{u}$. For $(t, x), (s, y) \in [t_0, T] \times [-M, M]^d$, denote by

$$\varrho((t, x), (s, y)) := q_1(|x - y|) + q_2(|t - s|)$$

with $q_2(\tau) := \tau^{\alpha_2}$ for any $\tau \geq 0$. From Propositions 3.2 and 3.3 one can obtain the following result.

**Corollary 3.4.** Under Assumptions 2.4 and 3.4 there exist two positive constants $C_5$ and $C_6$ such that

$$C_5 \varrho((t, x), (s, y)) \leq \|\bar{u}(t, x) - \bar{u}(s, y)\|_2 \leq C_6 \varrho((t, x), (s, y)),$$

(3.10)

for all $s, t \in [t_0, T]$ and $x, y \in [-M, M]^d$.

**Proof.** The upper bound is a direct application of the triangle inequality and the upper bounds in (3.1) and (3.4).

To prove the lower bound, we consider the following two cases.

**Case 1:** $|t - s|^{\alpha_2} \leq C_4 \left( \ln \frac{C_{d,M}}{|x - y|} \right)^{\frac{1}{\delta^\beta}} |x - y|^{\alpha_1 \wedge 1}$.

Applying the triangle inequality and then, using the lower bound in (3.1) and the upper bound in (3.4) we obtain

$$\|\bar{u}(t, x) - \bar{u}(s, y)\|_2^2 \geq \frac{1}{2} \|\bar{u}(t, x) - \bar{u}(t, y)\|_2^2 - \|\bar{u}(t, y) - \bar{u}(s, y)\|_2^2$$

$$\geq C_4^2 \left( \ln \frac{C_{d,M}}{|x - y|} \right)^{1/\delta^\beta} |x - y|^{2\alpha_2 \wedge 2} - C_4^2 |t - s|^{2\alpha_2}$$

$$\geq \frac{C_4^2}{8} \left( \ln \frac{C_{d,M}}{|x - y|} \right)^{1/\delta^\beta} |x - y|^{2\alpha_1 \wedge 2} + C_4^2 |t - s|^{2\alpha_2}$$

$$\geq \frac{C_4^2 \wedge 4C_4^2}{16} \varrho((t, x), (s, y))^2.$$
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Case 2: \( |t - s|^{\alpha_2} > \frac{C_1}{d^4} \left( \ln \frac{C_d M}{|x - y|} \right)^{\frac{2}{\alpha_1}} |x - y|^{\alpha_1 \wedge 1} \).

It follows from (3.5) that for any \( x, y \in [-M, M]^d \) and \( s, t \in [t_0, T] \)
\[
\|\tilde{u}(t, x) - \tilde{u}(s, y)\|_2 \geq C_3 |t - s|^{\alpha_2}
\leq \frac{C_1}{2} |t - s|^{\alpha_2} + \frac{C_3 C_1}{4C_4} \left( \ln \frac{C_d M}{|x - y|} \right)^{\frac{2}{\alpha_1}} |x - y|^{\alpha_1 \wedge 1}
\geq \frac{C_3}{4C_4} (2C_4) \wedge C_1 |g((t, x), (s, y))|.
\]

These finish the proof of the entire corollary.

\[\square\]

4 Hitting properties for system of fractional kinetic equations

Let \( \tilde{u} = \{ \tilde{u}(t, x) \}_{(t, x) \in [0, T] \times \mathbb{R}^d} \) be an \( \mathbb{R}^n \)-valued random field whose components \( \tilde{u}_j, j = 1, \ldots, n \), are independent copies of the mild solution \( u \) of the fractional kinetic equation (1.1). In this section, we are devoted to investigating hitting probabilities and the polarity of points in the critical dimension for \( u \).

4.1 Hitting probability

Throughout this part, we use the notation
\[
\sigma_{t, x}^2 = \mathbb{E}[\tilde{u}(t, x)^2], \quad \rho(t, x), (s, y) = \frac{\mathbb{E}[\tilde{u}(t, x)\tilde{u}(s, y)]}{\sigma_{t, x} \sigma_{s, y}}, \quad s, t \in [t_0, T], x, y \in \mathbb{R}^d.
\]

Lemma 4.1. Under Assumptions 2.1 and 2.4, the following properties hold:

(i) There exists a constant \( c_{d, t_0, T} \) such that for all \( s, t \in [t_0, T], x, y \in [-M, M]^d \),
\[
|\sigma_{t, x}^2 - \sigma_{s, y}^2| \leq c_{d, t_0, T} \|\tilde{u}(t, x) - \tilde{u}(s, y)\|_2^2.
\]

(ii) There exist constants \( 0 < C_{d, t_0, T} < C_{d, T} \) such that for any \( (t, x) \in [t_0, T] \times \mathbb{R}^d \),
\[
C_{d, t_0, T} \leq \sigma_{t, x}^2 \leq C_{d, T}.
\]

(iii) For any \( (t, x), (s, y) \in [t_0, T] \times [-M, M]^d \) with \( (t, x) \neq (s, y) \),
\[
\rho(t, x), (s, y) < 1.
\]

Proof. (i) By the definition of \( \sigma_{t, x}^2 \) and (2.6), we have
\[
|\sigma_{t, x}^2 - \sigma_{s, y}^2| = \alpha_H \int_0^t \int_0^t dr dw |r - w|^{2H - 2} \int_{\mathbb{R}^d} e^{-(r + w)\Phi(\xi)} \mu(d\xi)
- \alpha_H \int_0^s \int_0^s dr dw |r - w|^{2H - 2} \int_{\mathbb{R}^d} e^{-(r + w)\Phi(\xi)} \mu(d\xi)
= 2\alpha_H \sigma_1(t, s) + \alpha_H \sigma_2(t, s),
\]
where
\[
\sigma_1(t, s) := \int_0^s \int_0^s dr dw |r - w|^{2H - 2} \int_{\mathbb{R}^d} e^{-(r + w)\Phi(\xi)} \mu(d\xi),
\sigma_2(t, s) := \int_0^t \int_0^t dr dw |r - w|^{2H - 2} \int_{\mathbb{R}^d} e^{-(r + w)\Phi(\xi)} \mu(d\xi).
\]
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Since $H \in (\frac{1}{4}, 1)$ and $\int_{\mathbb{R}^d} e^{-c\Phi(\xi)} \mu(d\xi) < \infty$ for any $c > 0$, we obtain

$$\sigma_1(s, t) \leq \int_0^t \int_0^t (w - r)^{2H-2} dw \int_{\mathbb{R}^d} e^{-t_0\Phi(\xi)} \mu(d\xi)$$

$$\leq C t^{2H - (t - s)^{2H} - s^{2H}} \sqrt{2H(2H - 1)} \leq C|t - s|,$$

due to $t^{2H} - s^{2H} \leq 2HT^{2H-1}(t - s)$ and $t - s < T$. Similarly,

$$\sigma_2(s, t) \leq |t - s|^{2H} \int_0^1 \int_0^1 d\rho|\rho - w|^{2H-2} \int_{\mathbb{R}^d} e^{-2t_0\Phi(\xi)} \mu(d\xi) \leq C|t - s|^{2H}. \quad (4.5)$$

By (4.4) and (4.5), we obtain $|\sigma_{t,x}^2 - \sigma_{s,y}^2| \leq C|t - s| \leq \tilde{C}\rho((t, x), (s, y))^{2H}$. This together with Corollary [3.4] yields the desired result.

(ii) For any $t \in [0, T]$ and $x \in \mathbb{R}^d$, it follows from Theorem 2.2 and (2.6) that

$$\sigma_{t,x}^2 \leq \sup_{(r, z) \in [0, T] \times \mathbb{R}^d} \mathbb{E}|\bar{u}(r, z)|^2 =: C_{d, T} < \infty \quad (4.6)$$

and

$$\sigma_{t,x}^2 \geq \alpha H \int_0^t \int_0^1 d\rho|\rho - w|^{2H-2} \int_{\mathbb{R}^d} \mu(d\xi) \exp(-2T\Phi(\xi))$$

$$= t_0^{2H} \int_{\mathbb{R}^d} \exp(-2T\Phi(\xi)) \mu(d\xi) =: C_{d, t_0, T} > 0. \quad (4.7)$$

(iii) Assume by contradiction that $\rho_{t, x, y} = 1$ for some $(t, x) \neq (s, y)$. The sufficient and necessary condition under which the Hölder inequality becomes an equality implies that there exists $\lambda \in \mathbb{R} \setminus \{0\}$ such that $\bar{u}(t, x) = \lambda \bar{u}(s, y)$ a.s., and in particular,

$$\mathbb{E}|\bar{u}(t, x) - \lambda \bar{u}(s, y)|^2 = 0. \quad (4.8)$$

The proof of (4.3) is divided into two cases.

**Case 1:** $s < t$. The left-hand side of (4.8) is equal to

$$\beta H \int_{\mathbb{R}} \int_{\mathbb{R}} |\tau|^{1-2H} d\tau \int_{\mathbb{R}^d} \mu(d\xi) \left| \frac{e^{-i\xi \cdot x} - e^{-i\tau \xi \cdot x} - e^{-i\tau \xi \cdot y} \lambda e^{-i\tau \xi} - e^{-s\Phi(\xi)}}{\Phi(\xi) - i\tau} \right|^2$$

$$\leq \beta H \int_{\mathbb{R}} \int_{\mathbb{R}^d} \mu(d\xi) \left| \frac{e^{-i\xi \cdot x} - e^{-i\tau \xi \cdot y} \lambda e^{-i\tau \xi} - e^{-s\Phi(\xi)}}{\Phi(\xi)^2 + \tau^2} \right|^2.$$

The integrand vanishes only when the continuous function

$$f_\lambda(\tau, \xi) = e^{-i\xi \cdot x - y} - e^{-i\tau \xi \cdot y - s\Phi(\xi)}$$

for any $\tau \in \mathbb{R}$ and $\xi \in \mathbb{R}^d$. If so, we have $f_\lambda(\eta, 0) = 1 - \lambda + \lambda e^{-s\Phi(\eta)} - e^{-t\Phi(\eta)} \equiv 0$ for any $\eta \in \{x - y\}^\perp \setminus \{0\}$, where $\{x - y\}^\perp$ is the orthogonal complement of span$\{x - y\}$. Let $|\eta| \rightarrow \infty$, we obtain $\lambda = 1$. But $e^{-s\Phi(\eta)} - e^{-t\Phi(\eta)} > 0$ for all $\eta \in \{x - y\}^\perp \setminus \{0\}$. This leads to a contradiction.

**Case 2:** $s = t$, $x \neq y$. The left-hand side of (4.9) is equal to

$$\alpha H \int_0^t \int_0^t |r - w|^{2H-2} d\rho d\tau \int_{\mathbb{R}^d} \mu(d\xi) |e^{-i\xi \cdot x} - e^{-i\tau \xi \cdot y} \lambda e^{-i\tau \xi} - e^{-s\Phi(\xi)}|^2 e^{-(t-r)\Phi(\xi)} e^{-(t-w)\Phi(\xi)}.$$

If $\lambda = 1$, then the integrand vanishes only on the set $\{\xi \in \mathbb{R}^d : \cos(\langle \xi, x - y \rangle) = 1\}$, which has a zero Lebesgue measure. Hence, by Assumption 2.4 (i), we reach a contradiction.
If $\lambda \neq 1$, then $|e^{-i(\xi,x)} - \lambda e^{-i(\xi,y)}| = 1 + \lambda^2 - 2\lambda \cos(\langle \xi, x - y \rangle) \geq (1 - |\lambda|)^2$, and hence
\[
\alpha_H \int_0^t \int_0^t |r - w|^{2H-2} \, dr \, dw \int_{\mathbb{R}^d} \mu(d\xi) (e^{-i(\xi,x)} - \lambda e^{-i(\xi,y)})^2 e^{-(t-r)\Phi(\xi)} e^{-(t-w)\Phi(\xi)} \geq (1 - |\lambda|)^2 \int_{\mathbb{R}^d} N_{t_0}(\xi) \mu(d\xi) > 0.
\]
Thus, we also get a contradiction in this case. \qedhere

One of main results of this section is the following theorem, which gives the lower and upper bounds for the hitting probability of the random field $\hat{u}$. We first introduce some notations. For $\tau \in \mathbb{R}^+, x \in \mathbb{R}^d$, let
\[
g_\tau(\tau) := \tau^n q_1(\tau)^{-d} q_2(\tau)^{-1}, \quad g_\tau(x) := g_\tau(|x|)^{-1}.
\]
We refer to \cite{[14]} Section 5 for specific properties of these functions.

**Theorem 4.2.** Under Assumptions 2.1 and 2.4, for any $n \neq Q := \alpha^{-1} + d(1 \wedge \alpha^{-1})^{-1}$, the hitting probabilities of the $n$-dimensional random field $\hat{u}$ satisfy the following bounds.

(i) There exists a constant $C := C_{\alpha,\gamma,H,t_0,T,M,n,d}$ such that for any $A \in \mathcal{B}(\mathbb{R}^n)$
\[
P(\hat{u}(t_0,T) \times [-M,M]^d) \cap A \neq \emptyset) \leq CH g_\tau(A).
\]

(ii) For any bounded Borel set $A \in \mathcal{B}(\mathbb{R}^n)$, i.e., $A \subset [-N,N]^n$ for some $N > 0$, there exists a constant $C := C_{\alpha,\gamma,H,t_0,T,M,N,n,d}$ such that
\[
P(\hat{u}(t_0,T) \times [-M,M]^d) \cap A \neq \emptyset) \geq C \operatorname{Cap}_{g_\tau}(A).
\]

**Proof.** The proof is divided into two cases.

**Case 1:** $n > Q$. Based on Corollary 3.4 and Lemma 4.1, the upper bound (4.9) and the lower bound (4.10) follows from \cite{[14]} Theorem 3.3 and \cite{[14]} Theorem 3.5, respectively.

**Case 2:** $n < Q$. It follows from the proof of \cite{[14]} Lemma 5.1 that $g_\tau(0) = \lim_{r \downarrow 0} g_\tau(\tau) = \infty$ and then $\mathcal{H}_{g_\tau}(A) = \infty$. Hence, (4.9) holds without any further information.

The lower bound (4.10) can be obtained by the same strategy as in the proof of \cite{[13]} Theorem 2.1. To avoid the cost of a heavier notation, we write $I := [t_0,T]$ and $J := [-M,M]^d$. For $\epsilon \in (0,1)$ and $z \in A$, we denote by $A^{(\epsilon)}$ the $\epsilon$-enlargement of $A$ and define
\[
J^{(\epsilon)}(z) = \frac{1}{(2\epsilon)^d} \int_I ds \int_J dy \mathbb{I}_{B(z,\epsilon)}(\hat{u}(s,y)).
\]
Since $\{J^{(\epsilon)}(z) > 0\} \subset \{\hat{u}(I \times J) \cap A^{(\epsilon)} \neq \emptyset\}$, it suffices to estimate the lower bound of $P(J^{(\epsilon)}(z) > 0)$. Because of (4.2), the density $p_{t,x}(z)$ of $\hat{u}(t,x)$ is bounded uniformly on $(t,x) \in I \times J$. This yields $E[J^{(\epsilon)}(z)] < C$.

From Lemma 4.1 and \cite{[13]} Proposition 3.1, we deduce that the density $p_{s,y,t,x}(z_1, z_2)$ of $(\hat{u}(s,y), \hat{u}(t,x))$ satisfies that for $z_1, z_2 \in A^{(\epsilon)}$,
\[
p_{s,y,t,x}(z_1, z_2) \leq \frac{C}{|\hat{\varphi}(s,y),(t,x)|^n} \exp\left(-\frac{c|z_1 - z_2|^2}{|\hat{\varphi}(s,y),(t,x)|^2}\right).
\]
Consequently, we have
\[
E\left[J^{(\epsilon)}(z)^2\right] \leq \frac{1}{(2\epsilon)^{2d}} \int_{I \times J} dsdy \int_{I \times J} dt \, dt \, dx \, d\varphi \, d\varphi \, E\left[\mathbb{I}_{B(z,\epsilon)}(\hat{u}(s,y)) \mathbb{I}_{B(z,\epsilon)}(\hat{u}(t,x)) \right]
\]
\[
\leq C \int_{I \times J} dsdy \int_{I \times J} dt \, dx \, d\varphi \, d\varphi \, \left[\hat{\varphi}(s,y),(t,x)\right]^{-n}
\]
where in the last line we used the fact that \( \ln \frac{c_n}{q_n} \geq 1 \). Let \( C_{T,M,d} > (2T) \vee (2\sqrt{dM}) \). Fix \((t,x) \in I \times J\), after the change of variables \((r,w) = (t-s, x-y)\) and by using polar coordinates, we easily obtain

\[
\int_{I \times J} dxdy \int_{I \times J} dt \, \left[ |t-s|^{\alpha_2} + |x-y|^{\alpha_1 \wedge 1} \right]^{-n},
\]

where in the last step we used the change of variable \( r = r_{\alpha_1} \). Then Fubini’s theorem and the relation \( n < Q \) yield

\[
E \left[ |J_{\epsilon}(z)|^2 \right] \leq C \int_0^\infty dr \int_0^{C_{T,M,d}} dp \left[ 1 + r^\alpha_2 \right]^{-n} r^{-1 + \frac{\alpha_1 \wedge 1}{\alpha_2}} |r(\alpha_1) - n(\alpha_1)| \leq C \int_0^\infty r^{-1 + \frac{\alpha_1 \wedge 1}{\alpha_2}} dr < \infty.
\]

Using the Paley–Zygmund inequality (see [16] Chapter 3, Lemma 1.4.1) leads to

\[
P (J_{\epsilon}(z) > 0 \geq \frac{E[|J_{\epsilon}(z)|^2]}{|E[|J_{\epsilon}(z)|^2]|} > C.
\]

Since \( g_q(0) = [g_q(0)]^{-1} = 0 \), \( \text{Cap}_{g_q}(A) = 1 \). This yields the lower bound \((4.10)\). \( \square \)

Based on Theorem 4.2 we have the following corollary for the polarity of points when \( n \neq Q \). **Corollary 4.3.** Under Assumptions 2.1 and 2.4 points \( z \in \mathbb{R}^n \) are polar for \( \hat{u} \) if \( n > Q \) and are non-polar if \( n < Q \).

**Proof.** If \( n > Q \), the definition of the \( g_q \)-Hausdorff measure implies that \( H_{g_q} \{ \{ z \} \} = 0 \). Hence, the polarity of \( \{ z \} \) follows from \((4.9)\). If \( n < Q \), it follows from \( \text{Cap}_{g_q}(\{ z \}) = 1 \) and \((4.10)\) that \( \{ z \} \) is nonpolar. \( \square \)

### 4.2 Polarity of points in the critical dimension

In this part, we prove that points are polar for \( \hat{u} \) with vanishing initial datum in the critical dimension for the case of \( \alpha_1 \in (0,1) \). The issue of polarity of points for the case of \( \alpha_1 \geq 1 \) is still an unsolved problem. To begin with, we introduce the harmonizable representation for the solution of \((1.1)\). Let \( W \) be a space-time white noise in \( \mathbb{R}^{d+1} \), and \( \hat{W} \) be the Fourier transform of \( W \) such that for any \( g \in L^2(\mathbb{R}^{d+1}, C) \) with \( g(-\xi) = g(\xi) \),

\[
\int_{\mathbb{R}^{d+1}} g(\xi) \hat{W}(d\xi) := \int_{\mathbb{R}^{d+1}} Fg(z)W(dz);
\]
see [6, Definition 2.1.16] for more details about the Fourier transform of a white noise. Introduce a centered Gaussian random field \( v = \{v(t,x)\}_{(t,x) \in \mathbb{R}_+ \times \mathbb{R}^d} \) with

\[
v(t, x) = \sqrt{\beta_H} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |\tau|^{\frac{1}{2}-H}\Psi(\eta)^{-\beta} e^{-i\tau t} \Psi(\eta)^{-\beta} e^{i\tau x} \mathbb{W}(d\tau, d\eta).
\]

Then the covariance function of \( v \) coincides with that of \( u \) since

\[
E[v(t,x)v(s,y)] = \beta_H \int_{\mathbb{R}^d} |\tau|^{1-2H} \Psi(\eta)^{-\beta} e^{-i\tau t} \Psi(\eta)^{-\beta} e^{i\tau s} \mathbb{W}(d\tau, d\eta),
\]

which implies that the solution \( u \) of (1.1) has the same law as \( v \).

The following lemma indicates that there is a Gaussian random field \( \{v(A, t, x); A \in \mathcal{F}(\mathbb{R}_+)\} \) which gives a good approximation for the random field \( v \).

**Lemma 4.4.** Assume that Assumption [2.4] holds and \( \alpha_1 \in (0, 1) \). Then for any \( A \in \mathcal{F}(\mathbb{R}_+) \), the random field

\[
v(A, t, x) := \sqrt{\beta_H} \int_{|\tau|^{1/2}\Psi(\eta)^{\alpha_1} \in A} |\tau|^{\frac{1}{2}-H}\Psi(\eta)^{-\beta} e^{-i\tau t} \Psi(\eta)^{-\beta} e^{i\tau x} \mathbb{W}(d\tau, d\eta)
\]

fulfills the following properties:

(i) For all \((t, x) \in [t_0, T] \times [-M, M]^d\), \( A \mapsto v(A, t, x) \) is a real-valued white noise based on a measure \( \nu \) with

\[
\nu(A) = \beta_H \int_{|\tau|^{1/2}\Psi(\eta)^{\alpha_1} \in A} \frac{|e^{-i\tau t} - e^{-i\Psi(\eta)}|^2}{\Psi(\eta)^{2-\beta}} |\tau|^{1-2H}\Psi(\eta) d\tau d\eta, \quad A \in \mathcal{F}(\mathbb{R}_+).
\]

Besides, \( v(\mathbb{R}_+, t, x) = v(t, x) \) as well as \( v(A, \cdot) \) and \( v(B, \cdot) \) are independent whenever \( A \) and \( B \) are disjoint.

(ii) There is a universal constant \( C \) such that for all \( 0 \leq a \leq b \) and \((s, y), (t, x) \in \mathbb{R}_+ \times \mathbb{R}^d\),

\[
\|v([a, b], t, x) - v(t, x) - v([a, b], s, y) + v(s, y)\|_2 \leq C \left[ a^{\gamma_2} |t-s| + a^{\gamma_1} \sum_{i=1}^d |x_i - y_i| + b^{-1} \right]
\]

and

\[
\|v([0, a], t, x) - v([0, a], s, y)\|_2 \leq C \left( |t-s| + \sum_{i=1}^d |x_i - y_i| \right),
\]

where \( \gamma_1 := \alpha_1^{-1} - 1 \) and \( \gamma_2 := \alpha_2^{-1} - 1 \).

**Proof.** (i) It is easy to check that \( \nu \) is a measure on \( \mathbb{R}_+ \) and for any \((t, x) \in [t_0, T] \times [-M, M]^d\), \( \{v(A, t, x)\}_{A \in \mathcal{F}(\mathbb{R}_+)} \) is a centered Gaussian random field with covariance function

\[
E[v(A, t, x)v(B, t, x)] = \nu(A \cap B),
\]

and if \( A \cap B = \emptyset \), then \( v(A \cup B, t, x) = v(A, t, x) + v(B, t, x) \) as well as \( v(A, t, x) \) and \( v(B, t, x) \) are independent.

(ii) Let

\[
v_1(a, t, x) := \sqrt{\beta_H} \int_{|\tau|^{1/2}\Psi(\eta)^{\alpha_1} \in a} |\tau|^{\frac{1}{2}-H}\Psi(\eta)^{-\beta} e^{-i\tau t} \Psi(\eta)^{-\beta} e^{i\tau x} \mathbb{W}(d\tau, d\eta),
\]

\[
v_2(b, t, x) := \sqrt{\beta_H} \int_{|\tau|^{1/2}\Psi(\eta)^{\alpha_1} \in b} |\tau|^{\frac{1}{2}-H}\Psi(\eta)^{-\beta} e^{-i\tau t} \Psi(\eta)^{-\beta} e^{i\tau x} \mathbb{W}(d\tau, d\eta).
\]
We shall estimate these two quantities separately. First, set
\[ v([a, b), t, x) - v(t, x) - v([a, b), s, y) + v(s, y) = v_1(a, s, y) - v_1(a, t, x) + v_2(b, s, y) - v_2(b, t, x) . \]

Set
\[ f_1(a, t, x, s, y) = E[v_1(a, t, x) - v_1(a, s, y)]^2 , \]
\[ f_2(b, t, x, s, y) = E[v_2(b, t, x) - v_2(b, s, y)]^2 . \]

We shall estimate these two quantities separately. First, set
\[ D_1(a) := \{ (\tau, \eta) \in \mathbb{R}^2 : |\tau|^{\alpha_2} \wedge |\eta|^{\alpha_1} < a \} . \]

Then
\[
\begin{align*}
\int_{D_1(a)} f_1(a, t, x, s, y) & = \beta_H \int_{D_1(a)} |\tau|^{1-2H} \left| e^{-i(\eta, x-y)} (e^{-i|\tau|} - e^{-i\Psi(\eta)}) - (e^{-i\tau s} - e^{-i\Psi(\eta)}) \right|^2 \Psi(\eta)^2 + \tau^2 \, d\tau d\eta \\
& = \beta_H \int_{D_1(a)} |\tau|^{1-2H} \frac{\varphi_1(t, x, \tau, \eta)^2 + \varphi_2(t, x, \tau, \eta)^2}{\Psi(\eta)^2 + \tau^2} \, d\tau d\eta ,
\end{align*}
\]

where
\[
\varphi_1(t, x, \tau, \eta) := \cos(\langle \eta, x - y \rangle + \tau t) - e^{-i\Psi(\eta)} \cos(\langle \eta, x - y \rangle) - \cos(\tau s) + e^{-i\Psi(\eta)} ,
\]
\[
\varphi_2(t, x, \tau, \eta) := -\sin(\langle \eta, x - y \rangle + \tau t) + \sin(\tau s) + e^{-i\Psi(\eta)} \sin(\langle \eta, x - y \rangle) .
\]

Observe that \( \varphi_1(s, y, \tau, \eta) = 0 = \varphi_2(s, y, \tau, \eta) , \) and
\[
\begin{align*}
\partial_t \varphi_1(t, x, \tau, \eta) & = -\tau \sin(\langle \eta, x - y \rangle + \tau t) + \Psi(\eta) e^{-i\Psi(\eta)} \cos(\langle \eta, x - y \rangle) , \\
\nabla_x \varphi_1(t, x, \tau, \eta) & = -\eta \sin(\langle \eta, x - y \rangle + \tau t) + \eta e^{-i\Psi(\eta)} \sin(\langle \eta, x - y \rangle) , \\
\partial_t \varphi_2(t, x, \tau, \eta) & = -\tau \cos(\langle \eta, x - y \rangle + \tau t) - \Psi(\eta) e^{-i\Psi(\eta)} \sin(\langle \eta, x - y \rangle) , \\
\nabla_x \varphi_2(t, x, \tau, \eta) & = -\eta \cos(\langle \eta, x - y \rangle + \tau t) + \eta e^{-i\Psi(\eta)} \cos(\langle \eta, x - y \rangle) .
\end{align*}
\]

Therefore, for \( i = 1, 2 , \)
\[
|\partial_t \varphi_i| \leq |\tau| + |\Psi(\eta)| , \quad |\nabla_x \varphi_i| \leq 2|\eta| ,
\]
and the mean value theorem implies that
\[
|\varphi_i(t, x, \tau, \eta)| \leq (|\tau| + |\Psi(\eta)|) |t - s| + 2|\eta| |x - y| .
\]

So
\[
\begin{align*}
f_1(a, t, x, s, y) & \leq \beta_H \int_{D_1(a)} |\tau|^{1-2H} \left( \frac{8 \left( \tau^2 + \Psi(\eta)^2 \right) (t - s)^2 + 16|\eta|^2 |x - y|^2}{\Psi(\eta)^2 + \tau^2} \right) d\tau d\eta \\
& \leq 8 \beta_H (t - s)^2 \int_{D_1(a)} |\tau|^{1-2H} d\tau d\eta \\
& + 16 \beta_H |x - y|^2 \int_{D_1(a)} \frac{|\eta|^2 |\tau|^{1-2H}}{\Psi(\eta)^2 + \tau^2} d\tau d\eta . \quad (4.11)
\end{align*}
\]

Using the change of variables \( r = a^{-\frac{\alpha_1}{\alpha_2}} \tau \) and \( \xi = a^{-\frac{\alpha_1}{\alpha_2}} \eta , \) we obtain
\[
\int_{D_1(a)} |\tau|^{1-2H} d\tau d\eta = a^{2\gamma_1} \int_{D_1(1)} |\tau|^{1-2H} d\tau d\xi \leq C_H a^{2\gamma_2} .
\]
As a consequence of (4.11)–(4.12), we derive
\[\alpha D \rho \] Similarly, by the change of variables
because under Assumption 2.1, the integral
\[\left| r \right| ^{2(a+\gamma)} + r^2 d\mu(d\eta)\]
\[= a^2 \gamma \int_D \left| \frac{\left| r \right|^{2(a+\gamma)}}{\Psi(\eta)^2 + \tau^2} d\mu(d\eta)\]
\[= a^2 \gamma \int_D \left| \left| r \right|^{2(a+\gamma)} + \right| d\mu(d\eta)\]
\[= 2a^2 \gamma \int_0^1 r^{\frac{2a+\gamma}{a+\gamma} - 2} dr \int_{|\zeta| < r^{\frac{1}{a+\gamma}}} \frac{|\zeta|^2}{||\zeta|^{2(a+\gamma)} + 1} d\mu(d\zeta). \quad (4.12)\]

In order to deal with the integral w.r.t. \( \zeta \), we separate the set \( \{ |\zeta| < r^{\frac{1}{a+\gamma}} \} \) into \( \{ |\zeta| \leq 1 \} \) and \( \{ 1 < |\zeta| < r^{\frac{1}{a+\gamma}} \} \), and obtain
\[\int_{|\zeta| < r^{\frac{1}{a+\gamma}}} \frac{|\zeta|^2}{|\zeta|^{2(a+\gamma)} + 1} d\mu(d\zeta) \leq C + \int_{1 < |\zeta| < r^{\frac{1}{a+\gamma}}} \frac{|\zeta|^2}{|\zeta|^{2(a+\gamma)} + 1} d\mu(d\zeta),\]

because under Assumption 2.1 the integral \( \int_{|\zeta| \leq 1} d\mu(d\zeta) \) is finite. Next, we apply the polar coordinate transform and Lemma 2.6(iii) to derive
\[\int_{1 < |\zeta| < r^{\frac{1}{a+\gamma}}} \frac{|\zeta|^2}{|\zeta|^{2(a+\gamma)} + 1} d\mu(d\zeta) = \int_1^{r^{\frac{2a+\gamma}{a+\gamma} + 2}} \rho^{2(a+\gamma)} d\rho \int_0^\pi T(\zeta) d\sigma(d\zeta) \leq C r^{\frac{2a+\gamma}{a+\gamma} + 2}, \quad \text{if} \quad 1 - (a + \gamma) + \beta/2 > 0,\]
\[= C |\ln r|^\beta, \quad \text{if} \quad 1 - (a + \gamma) + \beta/2 = 0,\]
\[= C, \quad \text{if} \quad 1 - (a + \gamma) + \beta/2 < 0.\]

It follows from the assumption \( \alpha_1 \in (0,1) \) that \( \frac{a+\gamma}{a+\gamma} - 2\alpha_2 - 1 = \frac{2-2\alpha}{a+\gamma} - 1 > -1 \) and \( \frac{2}{a+\gamma} - 2\alpha_2 - 1 - \frac{2+\beta}{a+\gamma} + 2 = 1 - 2H > -1 \), which implies that
\[\int_0^1 r^{\frac{2a+\gamma}{a+\gamma} - 2\alpha_2 - 1} dr \int_{|\zeta| < r^{\frac{1}{a+\gamma}}} \frac{|\zeta|^2}{|\zeta|^{2(a+\gamma)} + 1} d\mu(d\zeta) < \infty.\]

As a consequence of (4.11)–(4.12), we derive
\[f_1(a,t,x,s,y) \leq C \left[ a^{2\gamma_2} (t-s)^2 + a^{2\gamma_1} |x-y|^2 \right].\]

Set \( D_2(b) := \{ (\tau, \eta) \in \mathbb{R} \times \mathbb{R}^d : |\tau|^{\alpha_2} \vee |\eta|^{\alpha_1} \geq b \} \). Similarly to the estimate of \( f_1 \), we have
\[f_2(b,t,x,s,y) = \beta H \int_{D_2(b)} \frac{|\tau|^{1-2H} \varphi_1(t,x,\tau,\eta)^2 + \varphi_2(t,x,\tau,\eta)^2}{\Psi(\eta)^2 + \tau^2} d\mu(d\eta).\]

Observing that \( |\varphi_1| \leq 4 \) and \( |\varphi_2| \leq 3 \), and using the change of variables \( r = b^{\frac{1}{a+\gamma}} \tau \) and \( \xi = b^{\frac{1}{a+\gamma}} \eta \), we see that
\[f_2(b,t,x,s,y) \leq C \int_{D_2(b)} \frac{|\tau|^{1-2H}}{\Psi(\eta)^2 + \tau^2} d\mu(d\eta) \leq C \int_{D_2(b)} \frac{|\tau|^{1-2H}}{|\eta|^{2(\gamma+\alpha)} + \tau^2} d\mu(d\eta) \]
\[= C b^{-2} \int_{D_2(1)} \frac{|\tau|^{1-2H}}{|\xi|^{2(\gamma+\alpha)} + \tau^2} d\mu(d\xi).\]
By decomposing the set $D_2(1)$ into \( \{ (r, \xi) \in \mathbb{R} \times \mathbb{R}^d : |r|^{\alpha_2} \geq |\xi|^{\alpha_1}, |r| \geq 1 \} \) and \( \{ (r, \xi) \in \mathbb{R} \times \mathbb{R}^d : |r|^{\alpha_2} < |\xi|^{\alpha_1}, |\xi| \geq 1 \} \), and using the change of variables $\eta = |r|^{-\alpha_1} \xi$ and $\tau = |\xi|^{-(\alpha + \gamma)} r$, we have

$$\int_{|r| \geq 1} \frac{|r|^{1-2H}}{|\xi|^{(2\gamma + \alpha)} + r^2} d\mu(d\xi)$$

$$\leq \int_{|r| \geq 1} |r|^{1-2H} dr \int_{|\xi|^{\alpha_1} \leq |r|^{\alpha_2}} \mu(d\xi) + \int_{|\xi| \geq 1} |\xi|^{-2(\gamma + \alpha)} \mu(d\xi) \int_{|r|^{\alpha_2} < |\xi|^{\alpha_1}} |r|^{1-2H} dr$$

$$\leq \int_{|r| \geq 1} |r|^{-2\alpha_2} dr \int_{|\eta| \leq 1} \mu(d\eta) + \int_{|\xi| \geq 1} |\xi|^{-2(\alpha + \gamma)} H \mu(d\xi) \int_{|\tau| \leq 1} |\tau|^{1-2H} d\tau$$

$$< \infty.$$  

Thus, we conclude that $f_2(b, t, x, s, y) \leq Cb^{-2}$. The estimate of \( \|v([0, a], t, x) - v([0, a], s, y)\|_2 \) is similar to that of $f_1$ and is omitted. The proof is complete. \( \square \)

Let $B_r(1, x)$ be the open $r$-ball in $\mathbb{R} \times \mathbb{R}^d$ of radius $r$ centered at $x$. Now we study the regularity of the covariance function of $v$.

**Lemma 4.5.** Assume that Assumption 2.4 holds and $\alpha_1 \in (0, 1)$. Let $B, C \subset \mathbb{R} \times \mathbb{R}^d$ be a compact box. Fix $(t, x) \in B$. Let $t' = t - 2(\delta)^{\alpha_2}$ and $x' = x$ (where $\delta$ is small enough so that $t' > 0$). Then there exists some constant $C := C_{H, \gamma, a, d, \delta}$ such that for all $(s_1, y), (s_2, z) \in B_{2\delta}(t, x)$,

$$|E[v(s_1, y) - v(s_2, z)v(t', x')]| \leq C \left( |y - z|^{\delta_1} + |s_1 - s_2|^{\delta_2} \right)$$  \hspace{1cm} (4.13)

with $\delta_1 \in (\alpha_1, 1]$ and $\delta_2 \in (\alpha_2, 1]$.

**Proof.** For $(s, y) \in B_{2\delta}(t, x)$, define $f(s, y) := E[v(s, y)v(t', x')]$. Since $u$ and $v$ have the same law, we have

$$f(s, y) = \alpha_H \int_0^s dr \int_0^{t'} dw |r - w|^{2H-2} \int_{\mathbb{R}^d} \mu(d\xi) e^{-(s-r)\Psi(\xi)} e^{-(t'-w)\Psi(\xi)} e^{i(\xi, y-x')}$$

$$\leq \alpha_H \int_0^s dr \int_0^{t'} dw |r - w|^{2H-2} \int_{\mathbb{R}^d} \mu(d\xi) e^{-(s-r)\Psi(\xi)} e^{-(t'-w)\Psi(\xi)} (\cos(\xi, y - x')).$$

The Cauchy–Schwarz inequality and the Young inequality together with Lemma 2.3 yield

$$\alpha_H \int_0^s dr \int_0^{t'} dw |r - w|^{2H-2} e^{-(s-r)\Psi(\xi)} e^{-(t'-w)\Psi(\xi)}$$

$$\leq \frac{1}{2} N_s(\xi) + \frac{1}{2} N_r(\xi) \leq C \left( \frac{1}{1 + |\xi|^2} \right)^{(a+\gamma)H}.$$  \hspace{1cm} (4.14)

**Step 1:** We prove (4.13) for the case of $s_1 = s_2$.

Using (4.14) and the identity \( \sin a - \cos b = -2 \sin \left( \frac{a-b}{2} \right) \sin \left( \frac{a+b}{2} \right) \) for $a, b \in \mathbb{R}$ gives

$$|f(s, y) - f(s, z)|$$

$$\leq C \int_{\mathbb{R}^d} \left( \frac{1}{1 + |\xi|^2} \right)^{(a+\gamma)H} |\cos((\xi, y - x')) - \cos((\xi, z - x'))| \mu(d\xi)$$

$$\leq C \int_{\mathbb{R}^d} \left( \frac{1}{1 + |\xi|^2} \right)^{(a+\gamma)H} \left( \sin \left( \frac{1}{2}(\xi, y - z) \right) \right) \mu(d\xi).$$

Furthermore, by using $|\sin a| \leq |a| \wedge 1$ for $a \in \mathbb{R}$, we obtain

$$|f(s, y) - f(s, z)| \leq C |y - z| \int_{|\xi| \leq \frac{1}{|s-t|^{\gamma}}} \left( \frac{1}{1 + |\xi|^2} \right)^{(a+\gamma)H} |\xi| \mu(d\xi).$$
Hitting properties for FKE with time-fractional noise

\[ + C \int_{|\xi| > \frac{y-z}{|y-z|^2}} \left( \frac{1}{1 + |\xi|^2} \right)^{\alpha+\gamma} H d\xi \]

\[ =: J_1 + J_2. \]

Next, we estimate \( J_1 \) and \( J_2 \) separately. For \( J_2 \), the scaling property (2.9) implies

\[ J_2 \leq C \int_{|\xi| > \frac{y-z}{|y-z|^2}} |\xi|^{-2(\alpha+\gamma) H} \mu(d\xi) \leq C |y-z|^{2\alpha_1}. \]

To estimate \( J_1 \), we observe that \(|y-z|^{-1} > \frac{1}{2}(2\delta)^{-\alpha_1} := c_0(\delta)\) holds for any \((s, y), (s, z) \in B_{\delta_0}(l, x)\). Thus, it holds that

\[ J_1 \leq C |y-z| \left( \int_{|\xi| < c_0(\delta)} |\xi| \mu(d\xi) + \int_{c_0(\delta)} |\xi|^{-2(\alpha+\gamma) H + 1} \mu(d\xi) \right) \]

\[ \leq C_2 |y-z| \left( \int_{\mathbb{R}^d} r^{-2\alpha_1} dr \right), \]

where the integral w.r.t. \( r \) can be bounded as

\[ \int_{c_0(\delta)} r^{-2\alpha_1} dr \leq \begin{cases} C |y-z|^{-2\alpha_1}, & \text{if} \quad 2\alpha_1 < 1, \\ \ln \frac{1}{c_0(\delta)|y-z|}, & \text{if} \quad 2\alpha_1 = 1, \\ C, & \text{if} \quad 2\alpha_1 > 1. \end{cases} \]

Hence, there is a \( \delta_1 \in (\alpha_1, 1) \) such that

\[ J_1 \leq C |y-z|^\delta_1. \]

The estimates of \( J_1 \) and \( J_2 \) yield that there exists \( \delta_1 \in (\alpha_1, 1) \) such that \(|f(s, y) - f(s, z)| \leq C|y-z|^{\delta_1} \), which completes the proof of Step 1.

**Step 2:** We prove (4.13) for the case of \( s_1 \neq s_2 \).

Assume without loss of generality that \( s_1 < s_2 \). Then

\[ f(s_1, y) - f(s_2, y) = \alpha H \int_0^{s_1} \int_0^{t'} |r-w|^{2H-2} dr dw \int_{\mathbb{R}^d} \mu(d\xi) \left[ e^{-(s_1-r)\Psi(\xi)} - e^{-(s_2-r)\Psi(\xi)} \right] e^{-(t'-w)\Psi(\xi)} \cos((\xi, y-x')) \]

\[ = \alpha H \int_0^{s_2} \int_0^{t'} |r-w|^{2H-2} dr dw \int_{\mathbb{R}^d} \mu(d\xi) e^{-(s_2-r)\Psi(\xi)} e^{-(t'-w)\Psi(\xi)} \cos((\xi, y-x')) \]

\[ =: \mathcal{I}_1 + \mathcal{I}_2. \]

Making use of (4.14) and the inequality \( 1 - e^{-\theta} \leq 1 \wedge \theta \) for \( \theta \geq 0 \), we deduce

\[ |\mathcal{I}_1| \leq \alpha H \int_0^{s_1} \int_0^{t'} |r-w|^{2H-2} dr dw \int_{\mathbb{R}^d} \mu(d\xi) e^{-(s_1-r)\Psi(\xi)} \left[ 1 - e^{-(s_2-s_1)\Psi(\xi)} \right] e^{-(t'-w)\Psi(\xi)} \]

\[ \leq C \int_{\mathbb{R}^d} \left[ 1 - e^{-(s_2-s_1)\Psi(\xi)} \right] \left( \frac{1}{1 + |\xi|^2} \right)^{\alpha+\gamma} H \mu(d\xi) \]

\[ \leq C |s_2 - s_1| \int_{|\xi| \leq |s_2-s_1|} \Psi(\xi) \left( \frac{1}{1 + |\xi|^2} \right)^{\alpha+\gamma} H \mu(d\xi) \]

\[ + C \int_{|\xi| > |s_2-s_1|} \frac{1}{1 + |\xi|^2} \left( \frac{1}{1 + |\xi|^2} \right)^{\alpha+\gamma} H \mu(d\xi). \]
Further, applying the polar coordinate transform and Lemma 2.6 (iii) yields
\[
I_{1,2} := \int_{|\xi|>|s_2-s_1|} \frac{1}{1+|\xi|^2} (\xi^H) \mu(d\xi)
\]
\[
= \int_{|s_2-s_1|}^{\infty} \frac{1}{1+\rho^2} (\xi^H) \rho^{\beta-1} d\rho \int_{S^{d-1}} T(z)\sigma(dz)
\]
\[
\leq C|s_1 - s_2|^{2\alpha_2},
\]
(4.15)
and similarly,
\[
\tilde{I}_{1,1} := |s_1 - s_2| \int_{|\xi|\leq|s_2-s_1|} \frac{1}{1+|\xi|^2} |\xi|^\alpha \gamma \left(\frac{1}{1+|\xi|^2}\right)^{(\alpha+\gamma)} \mu(d\xi)
\]
\[
\leq |s_1 - s_2| \int_{0}^{s_2-s_1} \frac{1}{1+\rho^2} (\alpha+\gamma)^{(\alpha+\gamma)} \rho^{\alpha+\gamma+\beta-1} d\rho.
\]
Since \(|s_1 - s_2|^{\frac{1}{2}} > \frac{1}{2} (2\delta)^{-\frac{1}{2\alpha_2-1}} =: c_1(\delta)\) for any \((s_1, y), (s_2, y) \in B_{2\delta}(t, x)\), we have
\[
\int_{0}^{s_2-s_1} \frac{1}{1+\rho^2} (\alpha+\gamma)^{(\alpha+\gamma)} \rho^{\alpha+\gamma+\beta-1} d\rho \leq C \int_{0}^{c_1(\delta)} \rho^{\alpha+\gamma+\beta-1} d\rho + C \int_{c_1(\delta)}^{s_2-s_1} \rho^{\alpha+\gamma+2\alpha_1-1} d\rho,
\]
where the first integral is bounded and the second integral can be bounded as
\[
\int_{c_1(\delta)}^{s_2-s_1} \rho^{\alpha+\gamma+2\alpha_1-1} d\rho \leq \begin{cases} C|s_1 - s_2|^{2\alpha_2-1}, & \text{if } \alpha + \gamma - 2\alpha_1 > 0, \\ \frac{1}{\alpha+\gamma} \ln |s_1 - s_2| - \ln c_1(\delta), & \text{if } \alpha + \gamma - 2\alpha_1 = 0, \\ C, & \text{if } \alpha + \gamma - 2\alpha_1 < 0. \end{cases}
\]
Gathering the above estimates, we conclude
\[
\tilde{I}_{1,1} \leq C_{\varepsilon}|s_1 - s_2|^{2\alpha_2 \wedge (1-\varepsilon^3(2\alpha_1+\alpha+\gamma))}.
\]
Here and after, \(\varepsilon \in (0, 1-\alpha_1)\) is a sufficiently small constant. Consequently, the relation \(\Psi(\xi) \leq (1 + |\xi|^2)^{-\alpha_2} \leq C(1 + |\xi|^{\alpha+\gamma})\) and Assumption 2.1 indicate
\[
I_{1,1} := C|s_2 - s_1| \int_{|\xi| \leq |s_2-s_1|} \frac{1}{1+|\xi|^2} \Psi(\xi) \left(\frac{1}{1+|\xi|^2}\right)^{(\alpha+\gamma)} \mu(d\xi)
\]
\[
\leq C|s_2 - s_1| \int_{R^d} \frac{1}{1+|\xi|^2} (\alpha+\gamma)^{(\alpha+\gamma)} \mu(d\xi) + \tilde{I}_{1,1}
\]
\[
\leq C_{\varepsilon}|s_1 - s_2|^{2\alpha_2 \wedge (1-\varepsilon^3(2\alpha_1+\alpha+\gamma))}. \tag{4.16}
\]
Thus, we conclude that
\[
|I_1| \leq C(I_{1,1} + I_{1,2}) \leq C|s_1 - s_2|^{2\alpha_2 \wedge (1-\varepsilon^3(2\alpha_1+\alpha+\gamma))}. \tag{4.17}
\]
It remains to estimate \(I_2\). Since \(|s-t| \leq (2\delta)^{\alpha_2-1}\) holds for all \((s, y) \in B_{2\delta}(t, x)\), we get
\[
s - t' \geq t - t' - |s - t| \geq (2\delta)^{\alpha_2-1} =: c_2(\delta) > 0,
\]
which indicates that
\[
|I_2| \leq \alpha H \int_{s_1}^{s_2} \int_{t'}^{t} c_2(\delta)^{2H-2} dr dw \int_{R^d} \mu(d\xi)e^{-|s_2-r|}e^{-(t'-w)}\Psi(\xi)
\]
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\[ \leq C \int_{\mathbb{R}^d} 1 - e^{-(s_2-s_1)\Psi(\xi)} \frac{1 - e^{-t'\Psi(\xi)}}{\Psi(\xi)} \mu(d\xi) \]

\[ \leq C|s_2 - s_1| \int_{|\xi|<|s_2-s_1|} \frac{1 - e^{-t'\Psi(\xi)}}{\Psi(\xi)} \mu(d\xi) + C \int_{|\xi|\geq|s_2-s_1|} \frac{1}{\Psi(\xi)^{\gamma+1}} \mu(d\xi) \]

\[ =: I_{2,1} + I_{2,2}. \]

For each \( \vartheta > 0 \), there exists some constant \( C := C_0 \) such that

\[ \Psi(\xi)^2 \geq C(1 + |\xi|^2)^{(\alpha+\gamma)} \geq C(1 + |\xi|^2)^{(\alpha+\gamma)H} \quad \forall |\xi| \geq \vartheta. \quad (4.18) \]

By virtue of (4.18) and (2.5),

\[ \int_{|\xi|<|s_2-s_1|} \frac{1 - e^{-t'\Psi(\xi)}}{\Psi(\xi)} \mu(d\xi) \]

\[ = \int_{|\xi|<c_1(\delta)} \frac{1 - e^{-t'\Psi(\xi)}}{\Psi(\xi)} \mu(d\xi) + \int_{c_1(\delta) \leq |\xi| < |s_2-s_1|} \frac{1 - e^{-t'\Psi(\xi)}}{\Psi(\xi)} \mu(d\xi) \]

\[ \leq t' \int_{|\xi|<c_1(\delta)} \mu(d\xi) + \int_{c_1(\delta) \leq |\xi| < |s_2-s_1|} \Psi(\xi) \frac{1}{\Psi(\xi)^2} \mu(d\xi) \]

\[ \leq C + C \int_{|\xi|<|s_2-s_1|} \frac{1}{1 + |\xi|^2} \Psi(\xi) \left( \frac{1}{1 + |\xi|^2} \right)^{(\alpha+\gamma)H} \mu(d\xi), \]

which together with (4.16) gives

\[ I_{2,1} \leq C|s_2 - s_1| + CI_{1,1} \leq C_6, \delta, d, c |s_2 - s_1|^{2\alpha_2 \wedge (1 - \varepsilon_\delta (2\alpha_2 + \alpha + \gamma))}. \]

On the other hand, since \( |s_2 - s_1| \geq \frac{1}{\alpha + \gamma} > c_1(\delta) \), we apply (4.18) and (4.15) to obtain

\[ I_{2,2} = C \int_{|\xi| \geq |s_2-s_1|} \frac{1}{\Psi(\xi)^{\gamma+1}} \mu(d\xi) \]

\[ \leq C_{\delta} \int_{|\xi| \geq |s_2-s_1|} \frac{1}{1 + |\xi|^2} \left( \frac{1}{1 + |\xi|^2} \right)^{(\alpha+\gamma)H} \mu(d\xi) \]

\[ = C_{\delta} I_{1,2} \leq C|s_1 - s_2|^{2\alpha_2}. \]

Hence, combining the estimates of \( I_{2,1} \) and \( I_{2,2} \), we arrive at

\[ |I_2| \leq C_{H, \beta, d, c} |s_2 - s_1|^{2\alpha_2 \wedge (1 - \varepsilon_\delta (2\alpha_2 + \alpha + \gamma))}, \]

which in combination with (4.17) completes the proof. \( \square \)

**Theorem 4.6.** Assume that Assumption 2.4 holds and \( \alpha_1 \in (0,1) \). Then \( Q \) is the critical dimension for hitting points and points are polar for \( \hat{u} \), that is, for all \( z \in \mathbb{R}^Q \),

\[ \mathbb{P}\{\tilde{z}(t,x) \in (0, + \infty) \times \mathbb{R}^d : \hat{u}(t,x) = z\} = 0. \]

**Proof.** By Corollary 4.3, \( Q = \frac{d}{\alpha} + \frac{1}{\alpha + \gamma} \) is the critical dimension for hitting points. Let \( \hat{v} = \{\hat{v}(t,x)\}_{(t,x) \in \mathbb{R}_+ \times \mathbb{R}^d} \) be an \( \mathbb{R}^Q \)-valued random field whose components \( \hat{v}_j, j = 1, \ldots, Q \), are independent copies of \( v \). Based on (4.2), Lemma 4.4 and Lemma 4.5, it follows from Theorem 2.6 that for all \( z \in \mathbb{R}^Q \) and all compact rectangles \( I \times J \subset (0, \infty) \times \mathbb{R}^d \),

\[ \mathbb{P}\{\tilde{z}(t,x) \in I \times J : \hat{u}(t,x) = z\} = \mathbb{P}\{\tilde{z}(t,x) \in I \times J : \hat{v}(t,x) = z\} = 0, \]

where we used the fact that \( u \) and \( v \) has the same law. Since this holds for all compact rectangles \( I \times J \subset (0, \infty) \times \mathbb{R}^d \), the proof is finished. \( \square \)
Remark 4.7. For the linear stochastic biharmonic heat equation on a $d$-dimensional torus ($d = 1, 2, 3$) driven by space-time white noise which corresponds to (1.1) with $\alpha = 0, \gamma = 2, H = \frac{1}{2}$ and $\beta = d$, the issue of polarity for singletons in the critical dimension was proposed by the authors of [15] as an open question for further investigations. And they guessed that the singletons are polar in the critical dimension. We mention that all the proofs in Subsection 4.2 are valid for the case of $H = \frac{1}{2}$ and thus provide strong evidence for this conjecture.
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