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ABSTRACT

Context. The characterization of the dynamical state of galaxies up to $z \sim 7$ is crucial for constraining the mechanisms that drive the mass assembly in the early Universe. However, it is unclear whether the data quality of typical observations obtained with current and future facilities is sufficient to perform a solid dynamical analysis at these redshifts.

Aims. This paper defines the angular resolution and signal-to-noise ratio ($S/N$) required for a robust characterization of the dynamical state of galaxies up to the Epoch of Reionization. The final aim is to help design future spatially resolved surveys targeting emission lines of primeval galaxies.

Methods. We investigate the $[^{12}\text{C}]$-158 μm emission from six $z \sim 6–7$ Lyman break galaxies at three different inclinations from the SERRA zoom-in cosmological simulation suite. The SERRA galaxies cover a range of dynamical states: from isolated disks to major mergers. We create 102 mock observations with various data quality and apply the kinematic classification methods commonly used in the literature. These tests allow us to quantify the performance of the classification methods as a function of angular resolution and $S/N$.

Results. We find that barely resolved observations, typical of line detection surveys, do not allow the correct characterization of the dynamical stage of a galaxy, resulting in the misclassification of disks and mergers in our sample by 100 and 50%, respectively. However, even when using spatially resolved observations with data quality typical of high-$z$ galaxies ($S/N \sim 10$, and $\sim 3$ independent resolution elements along the major axis), the success rates in the merger identification of the standard kinematic classification methods, based on the analysis of the moment maps, range between 50 and 70%. The high angular resolution and $S/N$ needed to correctly classify disks with these standard methods can only be achieved with current instrumentation for a select number of bright galaxies. We propose a new classification method, called PVsplit, that quantifies the asymmetries and morphological features in position-velocity diagrams using three empirical parameters. We test PVsplit on mock data created from SERRA galaxies, and show that PVsplit can predict whether a galaxy is a disk or a merger provided that $S/N \gtrsim 10$, and the major axis is covered by $\geq 3$ independent resolution elements.

Key words. galaxies: high-redshift – galaxies: kinematics and dynamics – galaxies: interactions – galaxies: ISM

1. Introduction

In the current paradigm of cosmological structure formation, the evolution of galaxies results from the interplay between different processes: accretion of cold gas, minor and major mergers, stellar and active-galactic-nuclei feedback (e.g., Somerville & Davé 2015; Cimatti et al. 2019). Some of these processes (e.g., gas accretion) lead to the formation of a disk structure (e.g., Dekel et al. 2009; Pallottini et al. 2017b; Kohandel et al. 2019; Kretschmer et al. 2021; Tamfal et al. 2022) or the increase of gas turbulence within early galaxies (e.g., stellar feedback, minor mergers, Ceverino et al. 2015; Danovich et al. 2015; Pillepich et al. 2019; Kohandel et al. 2020; Kretschmer et al. 2021). On the contrary, frequent major merger events or counter-rotating gas streams can be potentially disruptive, destroying and preventing the rebuilding of the disks on timescales comparable or longer than the dynamical times of the galaxy (e.g., Bournaud et al. 2007; Dubois et al. 2012; Zolotov et al. 2015; Dekel et al. 2020). Studying the dynamics of star-forming galaxies across cosmic time is crucial to constrain the relative importance of processes mostly contributing to the growth of galaxies and the evolution of their morphology (e.g., Wisnioski et al. 2015, 2019; Turner et al. 2017; Johnson et al. 2018; Krumholz et al. 2018; Kohandel et al. 2020; Ejdetjärn et al. 2022; Romano et al. 2021).

The prevalence of rotating disks among star-forming galaxies at $z \sim 1–3$ has supported the idea that, during this epoch, galaxies mainly grow in mass due to smooth accretion of cold gas inflowing through the cosmic web (i.e., secular growth), while mergers seem to play only a minor role (Wisnioski et al. 2015). However, the fraction of rotating disks at these intermediate redshifts has been debated in the last years. At $z \sim 1$, the fraction of disks in the star-forming galaxy population goes from 80% (Wisnioski et al. 2015, 2019) to 42% (Rodrigues et al. 2017) depending on the criteria employed for the classification. Simons et al. (2019) show that the angular resolutions of current near-infrared integral-field-unit (IFU) observations hampered the possibility to robustly distinguish the regular rotation of a disk from the orbital motions of interacting galaxies. By analyzing synthetic IFU observations of simulated galaxies at $z \sim 2$, Simons et al. (2019) conclude that the probability that a merger is classified as a disk could be as high as 100% for close-pair merging galaxies.

The characterization of the dynamics of galaxies just after ($4 \leq z \leq 6$) and within the Epoch of Reionization

---

* Movie associated to Fig. 17 is available at [https://www.aanda.org](https://www.aanda.org)
(z \gtrsim 6) is still in its infancy as spatially resolved observations targeting emission lines are available only for about ten of sub-mm sources (e.g., Rizzo et al. 2020; Lelli et al. 2021; Rizzo et al. 2021) and a handful of Lyman break galaxies (e.g., Jones et al. 2017; Fujimoto et al. 2021). Instead, the number of marginally resolved observations aiming at inferring the integrated properties of early galaxies has increased in the last five years (Smit et al. 2018; Le Fèvre et al. 2020; Bouwens et al. 2022). In their pioneering work, Smit et al. (2018) used marginally resolved Atacama Large Millimeter/Submillimetre Array (ALMA, Wootten & Thompson 2009) observations of the [C II]-158 µm emission line to show that two star-forming galaxies at z \sim 7 have smooth velocity gradients and interpreted them as being rotationally supported disks. Similar results are obtained in studies of individual galaxies at z \sim 6–8 (Bakx et al. 2020; Harikane et al. 2020). However, given the low angular resolution of these data, they can not rule out the possibility that one or more merging [C II]-bright satellites are mimicking the smooth gradient observed in the velocity maps (see discussion in Smit et al. 2018; Simons et al. 2019). Instead, a gradient in the velocity fields of two Lyman break galaxies at z = 6.1 and 7.1, combined with the identification of two compact components, has been interpreted as evidence of mergers (Jones et al. 2017; Hashimoto et al. 2019). Recently, Le Fèvre et al. (2020) and Romano et al. (2021) performed the first systematic morpho-kinematic analysis of a statistically significant sample of z \sim 4–6 main-sequence galaxies from the ALMA Large Program to INvestigate [C II] at Early times (ALPINE) survey. After combining the morphological and kinematic analysis of the [C II] observations with the rest-frame UV and optical data, Romano et al. (2021) conclude that 23 out of the 75 ALPINE galaxies are merging systems. This large fraction of mergers in the ALPINE sample could imply a significant contribution of major mergers to the mass assembly in the early Universe (Le Fèvre et al. 2020; Romano et al. 2021), confirming previous results based on the count of close-pair galaxies in photometric surveys (Mantha et al. 2018; Duncan et al. 2019). However, due to the sensitivity and angular resolutions of the ALPINE observations, the kinematic characterization and, consequently, the merger fraction may be uncertain.

To summarize, both at intermediate and high-z, characterizing the kinematic state of galaxies has been challenging (e.g., Gonçalves et al. 2010; Smit et al. 2018; Simons et al. 2019) since the classification techniques used in the literature (e.g., Shapiro et al. 2008; Belloccchi et al. 2012; Wisnioski et al. 2015, 2019) have focused on the analysis of the kinematic maps (velocity and velocity-dispersion fields). At the typical angular resolution of current observations, any irregularities and disturbances in the kinematic maps of distant galaxies are usually smoothed out so that galaxies appear more regular than they are (e.g., Belloccchi et al. 2012; Simons et al. 2019). Further, kinematic maps cannot be considered a thorough representation of the data in their native three-dimensional space (RA, Dec, Frequency) since they are obtained after masking the low signal-to-noise (S/N) regions and integrating them along the spectral axis. In addition, most of the kinematic classification techniques have been tested and calibrated on IFU observations of intermediate-z galaxies (e.g., Shapiro et al. 2008; Belloccchi et al. 2012; Wisnioski et al. 2015; Simons et al. 2019). Unlike interferometric data, IFU observations are characterized by both a limited range of angular resolutions and spectral resolutions that are typically a factor of \gtrsim 3 worse than those achievable with ALMA. A quantitative investigation of their range of applicability to interferometric observations with a wide range of S/N ratios and angular resolutions is still missing (e.g., see also discussion in Glazebrook 2013).

With this work, we aim to fill this gap by quantifying how the data quality affects the correct characterization of the dynamical stage of high-z galaxies observed with ALMA. The results of this paper will help to design future surveys aimed at constraining the dynamical properties of galaxies up to the Epoch of Reionization (EoR). To this end, we generate mock ALMA observations (Kohandel et al. 2020) by using simulated galaxies from the SERRA suite at z = 6–7 (Pallottini et al. 2022). After analyzing the mock data sets as we would analyze real data, we discuss the potential biases of the typical kinematic classification methods as a function of the angular resolutions and the S/N ratios of the observations. In this first paper, we also present and discuss a new technique aiming at distinguishing different dynamical states of galaxies even at low-angular resolutions. Detailed analysis of a representative sample of galaxies will be presented in the second paper of this series.

The paper is organized as follows: we summarize the main characteristics of the zoom-in cosmological simulations adopted in this work and the galaxies selected for our analysis in Sects. 2 and 3. In Sects. 4 and 5, we describe how we created the mock data and extracted the kinematic properties. The application of the standard kinematic classification techniques is presented and discussed in Sect. 6. In Sect. 7, we introduce a new proxy for characterizing different dynamical states of galaxies using medium and low-angular resolution observations. Finally, we summarize the results in Sect. 8.

2. Numerical simulations

SERRA is a suite of simulations that focuses on zooming in on the formation and evolution of galaxies in the EoR (see Pallottini et al. 2022, for details). Gas and dark matter are evolved with a customized version of adaptive mesh refinement code RAMSES (Teyssier 2002). Adopting KROME (Grassi et al. 2014), SERRA includes non-equilibrium chemical (and thermal) evolution up to the formation of H$_2$ (Pallottini et al. 2017a). The chemical network used in SERRA includes H, He, H$^+$, H$^-$, He, He$^+$, He$^{++}$, H$_2$, H$_2^+$ and electrons (Bovino et al. 2016). Metals and dust contribute to the cooling of the gas and H$_2$ formation. Metallicity is tracked as the sum of heavy elements, assuming solar abundance ratios of different metal species (Asplund et al. 2009). Dust formation and evolution are not tracked explicitly; it is assumed that the dust-to-gas mass ratio scales with metallicity, and an MW-like grain size distribution is adopted.

Molecular hydrogen is converted into stars following a Kennicutt-Schmidt-like relation (Schmidt 1959; Kennicutt 1998). Stars in SERRA affect the chemical and energy budget of the interstellar medium (ISM) via feedback processes that include Type II and Ia Supernovae, winds from OB and AGB stars, and radiation pressure, which give both a thermal and turbulent energy contribution to the ISM (Agertz et al. 2013; Pallottini et al. 2017b). In particular, input energy is computed from stellar evolutionary tracks (Leitherer et al. 1999) adopting PADOVA stellar populations (Bertelli et al. 1994) and a Kroupa (2001) initial mass function. Feedback processes inject a fraction of the energy as a thermal contribution and a part as turbulent (kinetic) contribution. The former can cool according to the KROME thermo-chemical evolution, and the latter dissipates (Teyssier et al. 2013) on a eddy turn-over timescale (Mac Low 1999). The injected fractions depend on the process and the environment (see Appendix A in Pallottini et al. 2017b), e.g., SNe exploding in a low density medium are in a Sedov-Taylor phase,
thus resulting in a $\approx 70\%$ and $\approx 30\%$ contribution to the thermal and turbulent energy. Further, stars contribute to the interstellar radiation field (ISRF), which is tracked on the fly using the radiative transfer module RAMSES-RT (Rosdahl et al. 2013), which is consistently coupled to the chemical evolution of the gas (Pallottini et al. 2019; Decataldo et al. 2019).

In the SERRA suite, simulations evolve from cosmological initial conditions, computed with MUSIC (Hahn & Abel 2011) at $z = 100$. In each simulation, the comoving volume is $(20 \, \text{Mpc})^3$ and its evolution is followed down to $z = 6$. For each independent volume, the simulation zoom-in on the formation and evolution of $\approx 10^{10}$–$20$ galaxies, whose ISM is resolved on scales of $\approx 1.2 \times 10^4 \, M_\odot$, $\approx 30$ pc, i.e. masses and sizes typical of Molecular Clouds (e.g., Federrath & Klessen 2013). Currently, at $z \approx 6$–$7$ the SERRA suite has a total of $\approx 200$ galaxies with mass range $\sim 10^7$–$10^{10} \, M_\odot$ (Pallottini et al. 2022). As shown in Pallottini et al. (2022), SERRA galaxies have a specific SFR that ranges from $\text{sSFR} \sim 100$ Gyr$^{-1}$ for young ($t_s \lesssim 100$ Myr), small galaxies ($M_* \lesssim 10^6 \, M_\odot$) to $\text{sSFR} \sim 10$ Gyr$^{-1}$ for older ($t_s \gtrsim 200$ Myr) more massive ones ($M_* \gtrsim 10^9 \, M_\odot$), in good agreement with high-$z$ data (Jiang et al. 2013; Rinaldi et al. 2022).

In Fig. 1 (left panel), we show the SFR – $M_*$ distribution for SERRA galaxies at $z = 6$–$7.2$ (Kohandel et al., in prep.). The size-stellar mass relation from SERRA has the same slope as the one observed in the local Universe (Brodie et al. 2011; Norris et al. 2014), but it is downsized by about one order of magnitude because of redshift evolution (Shibuya et al. 2015) and it is broadly consistent with lensed galaxies observed at high-$z$ (Bouwens et al. 2021; Vanzella et al. 2019). In Fig. 1 (central panel), we show the stellar effective radii as a function of stellar mass for the SERRA galaxies at $z = 6$–$7.2$. The effective radii span a range from $0.05$ to $0.8$ kpc. For dark-matter halos with masses $M_h \gtrsim 5 \times 10^{10} \, M_\odot$, the SERRA stellar-to-halo mass relation is consistent with abundance matching works (Behroozi et al. 2013) and state-of-art zoom-in simulation suites (Ceverino et al. 2017; Ma et al. 2018) (for lower masses, see the discussion on the effect of photodissociation on the relation in Pallottini et al. 2022).

Individual ion abundances (such as C$^+$) and line emissions (such as [C II]) are recomputed in post-processing by using the spectral synthesis code CLOUDY (Ferland et al. 2017). The [C II] emission line is known to originate from all the gas phases of the ISM, albeit predominantly from cold neutral and molecular gas in the so-called photodissociation regions (see Wöllire et al. 2022, for a recent review), thus is a unique tracer of galaxy kinematics probing out to large galactocentric radii. In SERRA the internal structure of molecular clouds is not resolved; thus, an additional model is adopted to account for the turbulent and clumpy structure of the ISM (see Vallini et al. 2018; Pallottini et al. 2019, for details). Further modeling is performed to bridge the outputs of zoom-in simulations and 3D observations by generating Hyper-spectral Data Cubes (HDC) for each given emission line (see Kohandel et al. 2020, for the details). To summarize, we compute [C II] luminosity on a cell by cell basis depending on gas density, metallicity, thermal+turbulent broadening, column density, and ISRF intensity. The distribution of the total [C II] luminosity ($L_{\text{CII}}$) as a function of SFR is shown in Fig. 1 for the $z = 6$–$7.2$ SERRA galaxies. Given the gas position, line of sight velocity, and thermal+turbulent broadening, we construct HDCs with two spatial and one spectral dimension. Such data products are especially handy for galaxy kinematic studies and can be used for direct comparison of the simulations and spatially resolved galaxy observations.

In this work, we select cubic regions centered on chosen galaxies with a fixed inclination adopting a side-length of 8 kpc and mapping the volume to [C II] emission HDCs with 256$^3$ voxels, i.e. a setup similar to Kohandel et al. (2020). Thus, our HDCs have a spectral resolution of $\approx 3.1 \, \text{km} \, \text{s}^{-1}$ and a spatial resolution of $\approx 31.2$ pc, corresponding to an angular resolution of $0.005^\circ$ at $z = 6$.

3. Sample selection

Our sample contains six galaxies in the redshift range $6 \lesssim z \lesssim 7$ from the SERRA suite. We selected three rotating disks (Lantana, Opuntia and Petunia), one disturbed disk (Freesia) and two major mergers. (Adenia and Fuchsia). Similarly to Kohandel et al. (2019), the dynamical stages of these galaxies are identified based on the morphology of the [C II] line surface brightness maps and the corresponding spectra extracted for their face-on$^1$ and edge-on views. The three disk galaxies meet the following two criteria: there are no galaxies ($M_* \gtrsim 10^9 \, M_\odot$).

---

$^1$ We call a galaxy face-on when we orientate the l.o.s. parallel to the eigenvector of the inertia tensor of the gas mass distribution with the largest eigenvalue.
i.e. more than about 100 stellar particles) identified within ≲4 kpc at the selected redshift and in the past ≲15 Myr. The two merger systems are characterized by two companions separated by a distance ≤0.8 kpc and a mass ratio ≲0.4. The disturbed disk Freeesia has some disturbances driven by the close encounter with a giant clump of gas (see details in Kohandel et al. 2020).

To support the visual identification, we computed the circularity of the gas disk, using a method similar to the one adopted in Simons et al. (2019). As done in Zana et al. (2022), we identified the center of the galaxy with the minimum of the gravitational potential, that is computed with the Grudić & Gurvich (2021) implementation of the Barnes & Hut (1986) algorithm. We then iteratively fitted a cold (T ≲ 1.5 × 10^4 K) gas disk, defined in terms of its angular momentum (L_{d}). radius and size, similarly to what is described in Mandelker et al. (2014). The circularity is defined by averaging the specific angular momentum J along the direction defined by the disk (L_{d}/L_{d}) and normalized by J_{c} = \sqrt{G M(< r)}. In a disk, the gas motion is aligned with the net galaxy rotation resulting in a circularity close to 1.

The gas of the selected disk galaxies (Opuntia, Lantana, and Petunia) have high circularity (0.49, 0.96, and 0.82, respectively) and the angular momenta of gas and stars have misalignments ≤20 deg. The disturbed disk (Freesia) has a high circularity of 0.77, but the fitted disk size is 1.12 kpc, i.e. the distance between the main galaxy and its satellite. Instead, the mergers (Adenia, Fuchsia) have lower circularities (0.23, 0.44) and, further, have strong misalignments between the gas and stellar angular momenta (113, 42 deg).

In Fig. 1, the position of galaxies in our sample is shown on the SFR-M_{*} size-M_{*} L_{[CII]} - SFR planes with respect to the parent sample of EoR galaxies from SFRGA. Galaxies in our sample span a stellar mass range M_{*} \sim (0.3–1.7) \times 10^{10} M_{\odot}, a star-formation rate SFR \sim 20–100 M_{\odot} yr^{-1}, resulting in a specific star formation rate 1.6 Gyr^{-1} \leq sSFR \equiv SFR/M_{*} \leq 8 Gyr^{-1} with Opuntia having the lowest value and Fuchsia having the highest value. The sizes of the selected galaxies are typical of the parent sample, with Freeesia being the more extended one (i.e. R_e \sim 0.7 kpc). The L_{[CII]} range from 0.6 to 6.3 \times 10^{4} L_{\odot}, typical of galaxies with [C II] detection at z \geq 6 (e.g., Carniani et al. 2020; Sommovigo et al. 2022). In Table 1, we report the general properties of the selected SERRA galaxies. For each galaxy, HDCs are generated using three inclination angles (30, 60, and 80 deg). To have a visual overview, in Fig. 2, the stellar surface density (Σ_{\star}) and [C II] line surface brightness (Σ_{[CII]}) maps for the inclination angle of 60 deg of our sample are plotted.

### 4. Mock observations

To study how the data quality (angular resolution and S/N) impacts the classification of disks and mergers, we generated 102 mock observations from the simulated [C II] emission HDCs of galaxies described in Sect. 3. We rebinned the HDC to have data cubes with spectral channels of width 30 km s^{-1}, as typically done for observations of galaxies at z \geq 4 (e.g., Lelli et al. 2021; Rizzo et al. 2021). This spectral resolution allows us to recover the velocity dispersion of SERRA galaxies with typical values ≥30 km s^{-1} (Kohandel et al. 2020). Based on the data quality, we divided the synthetic observations into the following five categories (see Table 2):

a) Ideal data: ideal observations at high angular resolution and very high S/N. These mock data are obtained after convolving the cubes with a Gaussian point-spread-function with a full width at half maximum (FWHM) of 0.02'' (=120 pc). Then, we added Gaussian noise to each pixel to reach an S/N ratio of \sim 40^\circ.

b) ALMA high-angular resolution, high S/N data: We used the tasks SIMOBSErve in the CASA package (McMullin et al. 2007) to create ALMA interferometric observations at the nominal angular resolution of 0.02'' (=120 pc) and with a S/N ratio of 10. The galaxies are then imaged with a natural weighting of the visibilities using the task SIMANALYZE. On average, the area of the galaxies with [C II] surface brightness larger than 3 times the rms noise (3 rms) is covered by \sim 10 resolution elements in each spectral channel.

c) ALMA medium- and low-angular resolution, high S/N data: Similar to point b), but with nominal angular resolutions of 0.05'' (=0.3 kpc) and 0.1'' (=0.6 kpc). The area of the galaxies at 3 rms is covered on average by 3 and 2 resolution elements per spectral channel for the medium and low-resolution data, respectively.

d) ALMA high- and medium-angular resolution, low S/N data: We created ALMA mock data using the same methodology described at point b) but with an S/N of \sim 5. In this case, the area of the galaxies with [C II] surface brightness ≥3 rms is covered by \sim 4 and 2 resolution elements in each spectral channel for the high and medium-resolution data, respectively. We decided to create this dataset for the galaxies at 60 deg as it is the most probable inclination of observed galaxies (Romanowsky & Fall 2012). Our conclusions about the impact of S/N on the kinematic classification do not change as a function of inclination.

e) ALMA barely resolved, low S/N data: We used SIMOBSErve and SIMANALYZE to create mock data matching the data quality of the ALPINE sample as well as most observations of z \geq 4 galaxies (e.g., Le Fèvre et al. 2020; Smit et al. 2018; Baxx et al. 2020). On average, the ratios between the deconvolved [C II] effective radius and the beam size range between 0.3 (e.g., ALPINE sample Le Fèvre et al. 2020; Fujimoto et al. 2020) and 0.5 (e.g., Smit et al. 2018; Baxx et al. 2020). The CII emitting gas in SERRA galaxies described in Sect. 3 has an average effective radius of \sim 0.07''. For this dataset a resolution of 0.15'' (=0.9 kpc) allowed us to reproduce the typical angular resolutions of current z \geq 4 observations. The barely resolved ALMA data

### Table 1. Properties of SERRA galaxies analyzed in this work.

| Name       | z   | M_{*} [10^{10} M_{\odot}] | M_{g} [10^{9} M_{\odot}] | SFR [M_{\odot} yr^{-1}] | L_{[CII]} [10^{5} L_{\odot}] |
|------------|-----|-----------------------------|-----------------------------|---------------------------|-----------------------------|
| Opuntia    | 6.1 | 1.2                         | 4.5                         | 19                        | 3.1                         |
| Lantana    | 6.4 | 1.7                         | 7                           | 44                        | 6.6                         |
| Petunia    | 7.0 | 1.8                         | 2.8                         | 116                       | 5.1                         |
| Freeesia   | 6.5 | 1.1                         | 3.8                         | 44                        | 5.0                         |
| Adenia     | 6.5 | 1.9                         | 5.4                         | 51                        | 3.4                         |
| Fuchsia    | 7.2 | 0.3                         | 1.7                         | 24                        | 1.0                         |

Notes. M_{*} is the stellar mass, M_{g} is the gas mass, SFR is the star formation rate SFR and L_{[CII]} is the [C II] line luminosity (see Pallottini et al. 2022; Kohandel et al., in prep.). Opuntia, Lantana and Petunia are the three disk galaxies, Freeesia is the disturbed disk, and Adenia and Fuchsia are the two mergers.

2 The S/N is computed as the median of the maximum S/N in each spectral channel.
Table 2. Summary of the mock observations created for our sample of six galaxies (see Sect. 4 for further details).

| Ideal Mock | High S/N | ALMA Mocks |
|------------|----------|------------|
|            | High res | High S/N Baseline | Medium & High res | High & medium res | Barely resolved |
| Resolution | 0.02″     | 0.00″        | 0.05″          | 0.1″             | 0.02″          | 0.05″          | 0.15″          |
| # of mock data | 18       | 18          | 18             | 18               | 6              | 6              | 18             |

have an S/N ratio of ~4 that corresponds to S/N ratios in the range 6–10 in the moment-0 maps, comparable with the values reported in Béthermin et al. (2020) and Fujimoto et al. (2020) for the ALPINE galaxies. On average, the area of the galaxies with [C II] surface brightness ≥3σ rms is covered by ≈0.3 resolution elements in each spectral channels. Figures 3 and 4 show the moment-0 ([C II] integrated across the spectral axis), moment-1 (flux-weighted velocity), and moment-2 (flux-weighted velocity dispersion) maps obtained from the mock data a) – d) for two representative galaxies, the disk Petunia and the merger Adenia at i = 60 deg. We note that currently only a handful of observations of lensed and non-lensed dusty star-forming galaxies at z ≥ 4 have data quality comparable to that described at points b)-d) (e.g., Neleman et al. 2020; Rizzo et al. 2020, 2021; Fraternali et al. 2021; Lelli et al. 2021). Most observations of main-sequence galaxies at z ≥ 4 (e.g., Le Fèvre et al. 2020; Smit et al. 2018; Baex et al. 2020) have been designed, instead, for line detection, and therefore their data quality is comparable to the 18 mock data described at point e). A test for this low-resolution and low-S/N data is discussed in Sect. 6.3. However, for the rest of the paper, we adopt the 84 synthetic observations described at points a)–d), if not otherwise stated, as in the near future, medium- and low-angular resolution, high S/N ALMA, and JWST observations will be available for tens z ≥ 4 galaxies.

5. Kinematic modeling

5.1. Data analysis

We assumed that the [C II] emitting gas moves in circular orbits to extract the kinematic properties of galaxies in our sample. Deviations from pure circular orbits include radial and vertical motions due to outflows and inflows or asymmetry of the galactic gravitational potential driven by mergers, bars, or spiral arms (e.g., Fraternali et al. 2001; Ramos Almeida et al. 2022; Di Teodoro & Peek 2021; Rizzo et al. 2021; Yttergren et al. 2021). Such deviations from circular motions are evident in the merging galaxies of our sample, especially at high- and medium-angular resolutions (see Fig. 4 as a representative example). However, when considering low-resolution observations, these merging systems look similar to rotating disks in the moment-1 maps. Therefore, we decide to fit all the galaxies in our sample assuming a simple rotating disk.

Kinematic measurements of high-z galaxies are very challenging, even in the case of disk galaxies. Complications arise due to the effect of beam smearing, which artificially decreases the rotation velocity and increases the velocity dispersion measurements (Bosma 1978; Swaters 1999; Di Teodoro & Fraternali 2015; Kohandel et al. 2020). To recover the intrinsic values of rotation velocity and velocity dispersion, one should adequately account for the beam-smearing effect using either a posteriori or forward modeling techniques. In the first case, the velocity dispersions and rotation velocities are derived from the 2D maps (moment-1 and 2) and then corrected a posteriori using analytical functions that take into account the velocity gradients (e.g., Swinbank et al. 2012; Stott et al. 2016; Federrath et al. 2017) or the sizes of the galaxies and the beam (e.g., Burkert et al. 2016; Johnson et al. 2018). In the second case, the data are fitted directly in their native three-dimensional (3D) space using a 3D model convolved with the beam of the observations (e.g., Di Teodoro & Fraternali 2015; Bouché et al. 2015).

3 Note that for the mergers, the resulting kinematic parameters (e.g., rotation velocity and velocity dispersions) do not have a physical meaning and thus can not be used to infer physical parameters of the galaxies (e.g., virial mass, dark matter halo mass)
Fig. 3. Moment-0 (upper panels), 1 (medium panels), and 2 (bottom panels) for the disk Petunia at 60 deg obtained from the simulated cube (Col. 1) and the mock cubes described at points a) – d) in Sect. 4 (Cols. 2–7) at different angular resolutions (the beam is shown in the bottom left corner as the gray ellipse). In the mock moment-0 maps, the white contours are at 2 and 10 times the rms noise and the color bars are in units of 10 mJy pixel$^{-1}$ km s$^{-1}$ in the first column and 100 mJy beam$^{-1}$ km s$^{-1}$ for the mock observations.

In this paper, we use the forward-modeling technique through the code 3D BARolo (Di Teodoro & Fraternali 2015) to characterize the kinematic properties of our mock galaxies. 3D BARolo creates 3D realizations of a tilted-ring model (Rogstad et al. 1974): we assume the galaxy to be a disk divided into a series of concentric circular rings, each with its kinematic (i.e., systemic velocity $V_{sys}$, rotation velocity $V_{rot}$ and velocity dispersion $\sigma$) and geometric properties (i.e., center, inclination angle $i$ and position angle).

Under the assumption that the galaxy is a thin disk with negligible non-circular motions, the line-of-sight velocity $V_{\text{los}}$ at a radius $R$ is given by

$$V_{\text{los}} = V_{\text{sys}} + V_{\text{rot}}(R) \cos \phi \sin i,$$

where $\phi$ is the azimuthal angle in the disk plane. After producing the model disk, 3D BARolo convolves it with the beam of the observations, and then it calculates and minimizes the residuals.
between the data and the model. For disk galaxies, this methodology allows for a robust recovery of the rotation velocity and velocity dispersion profiles since it largely mitigates the effects of beam smearing (Bosma 1978; Swaters 1999; Epinat et al. 2010; Di Teodoro & Fraternali 2015). Further details about the assumptions made to fit our mock data are described and discussed in Appendix A.

For the rest of the paper, the kinematic properties recovered for our sample are shown as a function of the number of independent resolution elements \(N_{\text{IRE}}\). The latter is calculated as \(R_{\text{max}}/\sqrt{B_{\text{maj}}B_{\text{min}}}\), where \(R_{\text{max}}\) is the external radius of the last ring of the kinematic model and \(B_{\text{maj}}\) and \(B_{\text{min}}\) are the FWHM of the beam along the major and minor axis, respectively. The values of \(N_{\text{IRE}}\) for our mock data are listed in Table A.1. We note that the kinematic fitting with 3D BARolo is not feasible for the 18 barely resolved mock data sets since the number of pixels at 2 rms is not sufficient to define the ring regions and constrain the model.

### 5.2. Kinematic outputs

In addition to the best-fit values for the geometrical and kinematic parameters at each radius \(R\), the outputs from 3D BARolo are the following:

1. Model cubes convolved with the same beam of the data.
2. Moment-0, 1, and 2 maps of the data and model.
3. Position-velocity (PV) diagrams\(^4\) extracted along the major and minor-axis from both the data and the model cubes.

For a rotating disk, the major-axis PV diagram has a characteristic s-shape, and the minor-axis PV diagram is symmetric with respect to the axes defining the systemic velocity and the center. The presence of non-circular motions (due to gas inflowing or outflowing, disk instabilities) can be identified by asymmetries in the minor-axis PV diagrams (van der Kruit & Allen 1978; Price et al. 2021) or any emission in the so-called forbidden regions (i.e., forbidden for rotation), that is, the quadrants not occupied by the s-shape (e.g., see discussion in Fraternali et al. 2002; Di Teodoro & Peek 2021).

In the following, we describe the comparison between the data and the kinematic models for the disks and mergers of our sample.

**Disks.** 3D BARolo is able to reproduce the bulk of the emission in all spectral channels for the mock disks at all angular resolutions. Some residuals up to 8 rms appear in the high-angular resolution data because of asymmetric emission in some spectral channels. On the contrary, the residuals are typically ≤4 rms at low-angular resolution because the asymmetries are smoothed out. In Fig. 5, we show an example of data (black contours), model (red contours), and residuals for some.

---

\(^4\) The PV diagrams are slices extracted from data cubes along a specific spatial direction (e.g., the kinematic major axis).
representative spectral channels from the disk Petunia at high and low-angular resolution. For the same galaxy, in Fig. 6, we show the emission in the major- and minor-axis PV diagrams at three different angular resolutions. We note that at high-angular resolutions, the PV along the major and minor axes have a typical shape of a rotating disk. As the angular resolution decreases, the emission in the PV diagrams becomes thicker. However, the symmetrical properties with respect to the axes defining the center and the systemic velocity (dashed lines) are conserved. The PV diagrams for the disks Opuntia and Lantana at different resolutions and S/N are shown in Fig. D.1 (upper panels).

To estimate the capability of 3D BAROLO to recover reliable kinematic parameters for both high- and low-angular resolution observations, we computed the relative errors for the rotation velocity:

$$\epsilon_v = \frac{(V_{\text{best}} - V_{\text{sim}})}{V_{\text{sim}}},$$

(2)

where $V_{\text{best}}$ is the radial average at of the best-fit values derived with 3D BAROLO from the flat part of the rotation curve ($R$ greater than the half-light radius). $V_{\text{sim}}$ is computed after extracting the rotation curve from a slit on the moment-1 map of the edge-on view of the simulated galaxy (noise-free and not convolved).

Similarly, the relative errors for the velocity dispersions are computed as

$$\epsilon_\sigma = \frac{(\sigma_{\text{best}} - \sigma_{\text{sim}})}{\sigma_{\text{sim}}},$$

(3)

where $\sigma_{\text{best}}$ is the radial average of the best-fit values derived with 3D BAROLO and $\sigma_{\text{sim}}$ is the average velocity dispersion from the moment-2 map of the face-on view of the simulated galaxy (noise-free and not convolved; see Col. 2 in Fig. 2 of Kohandel et al. 2020 as an example). The selection of face-on view for determining the intrinsic value of velocity dispersion from the simulation is to minimize the contribution of bulk motions such as rotation to the observed $\sigma$. In Fig. 8, the filled markers show the values of $\epsilon_v$ (upper panel) and $\epsilon_\sigma$ (bottom panel) for all mock data created from the three disks and the disturbed disk Freeesia as a function of resolution. The relative errors are within 25% (gray area) in all cases, similar to the values reported in Di Teodoro & Fraternali (2015) for the tests on low-resolution observations of low- $z$ galaxies. In the same figure, the empty markers show the relative errors when $\sigma_{\text{best}}$ and $V_{\text{best}}$ are obtained by using a 2D technique for correcting a posteriori for beam-smearing, the velocity gradient method (see Appendix B for details). With this method, the velocity gradients across the beam in the moment-1 maps are subtracted linearly from the corresponding moment-2 maps, while no correction for beam-smearing is applied to the rotation velocity profiles. The latter are extracted along the kinematic axes of the moment-1 maps in apertures equivalent to the beam and corrected for the inclination of the galaxies. The relative errors for the rotation velocities $\epsilon_v$ are within 25% (gray area) in most cases. However, at low-angular resolutions, $V_{\text{best}}$ are systematically biased to values lower than the intrinsic ones and the values of $\epsilon_v$ are of $\sim$50% to $\sim$90% in some cases. On the contrary, the average velocity dispersions are strongly biased to values larger than the intrinsic ones ($\sigma_{\text{sim}}$), that is, the relative errors $\epsilon_\sigma$ reach values up to $\sim$200% at low-angular resolutions.

**Mergers.** At high-angular resolution ($N_{\text{IRE}} \gtrsim 4$), the chi-square values are a factor of $\gtrsim 10$ higher than those for disks at similar resolutions and S/N. The presence of two interacting
systems, strong asymmetries, tidal features is evident in the data cubes, the PV diagrams, and the moment maps. Therefore, the disk model created by 3D BARolo is not able to reproduce the data, thus large residuals up to 40 rms appear in some spectral channels (see bottom left panels in Fig. 5 as a representative example for the merger Adenia). As the resolution decreases, there are fewer residuals in all spectral channels (see bottom right panels in Fig. 5), and the PV diagrams appear more regular and symmetric (right panels in Fig. 7, see also Figs. D.1 and D.2). However, the residuals of both the spectral channels and the PV diagrams are typically higher in the merger sample than the disk sample by a factor of \( \approx 2 \). This is further discussed and quantified in Sect. 7.1.

6. Kinematic classification from the literature

In this section, we summarize the most common methods that have been used in the literature to characterize the dynamical state of high-\( z \) galaxies using emission-line observations. We then discuss the application of these methods to the mock data of SERRA galaxies and their ability to identify the fraction of disks in our sample correctly. The classification schemes described in Sects. 6.1 and 6.2 are quantitative as their criteria are based on comparing kinematic measurements and physically or empirically defined thresholds. Such methods can be applied to the 84 mock data a) – d) described in Sect. 4 and analyzed in Sect. 5, having quality good enough for constraining a kinematic model. On the contrary, the method described in Sect. 6.3 has been developed for classifying low-quality data: it is qualitative and mainly based on visual inspections of the kinematic maps. Accordingly, we adopt this method only on the 18 barely resolved mock data, i.e., whose low angular resolution and S/N did not allow for recovering any kinematic properties (point e) in Sect. 4.

In Table 3, we provide a summary of the data sets used for the analysis, the outcome, and recommendations on the data quality required to apply a given classification method.

6.1. Smooth velocity fields and V/\( \sigma \) ratios

The most widely used method to classify high-\( z \) star-forming galaxies is based on the visual inspection of the velocity maps and the computation of the V/\( \sigma \) ratio (e.g., Wisnioski et al. 2015, 2019; Smit et al. 2018). Galaxies are classified as rotating disks if at least the following two criteria are satisfied: 1. moment-1 map with a smooth velocity gradient; 2. enough rotation support, i.e., V/\( \sigma > 1.8 \) (e.g., Wisnioski et al. 2015, 2019). Galaxies with a smooth velocity map but with V/\( \sigma < 1.8 \) (e.g., Förster Schreiber et al. 2009; Law et al. 2009; Kassin et al. 2012; Jones et al. 2021) are classified as dispersion-dominated systems, while galaxies with irregularities and no clear disk-like pattern in their velocity fields are mergers. These kinematic criteria have been used for both IFU and interferometric data and in a wide range of redshifts, from \( z \sim 0.6 \) up to \( z \sim 7–8 \) (e.g., Förster Schreiber et al. 2009; Wisnioski et al. 2015; Harrison et al. 2017; Stott et al. 2016; Smit et al. 2018; Baxx et al. 2020).

These two criteria set the minimal requirements to identify disk-like systems. Other three, increasingly strict, criteria can help to constrain the fraction of disks and mergers when high data quality and/or rest-frame spatially resolved optical maps are available (Wisnioski et al. 2015, 2019; Förster Schreiber et al. 2018). These additional criteria are the following: 3. the position of the steepest velocity gradient coincides with the peak of the velocity dispersion map; 4. the difference between the photometric and kinematic position angle is less than 30 deg; 5. the position of the steepest velocity gradient is coincident with the centroid of the stellar continuum center (Flores et al. 2006; Contini et al. 2016). SERRA galaxies with a smooth velocity field have a peak in the velocity dispersion map coincident with the position of steepest velocity gradient, automatically fulfilled criterion 3. However, the application of criteria 4. and 5. on SERRA galaxies, is not discussed in this work as our goal is to investigate whether we can constrain the dynamical stage of galaxies.

Fig. 7. Same as in Fig. 6 but for the merging system Adenia at 60 deg.
The velocity fields of the mock disks and the disturbed disk Freesia have a smooth gradient and $V/\sigma$ ratios larger than 1.8 when the 3D BAROLO best-fit parameters are used. In other words, all disks passed the disk criteria when $V$ and $\sigma$ are derived using the forward-modeling technique. However, the $V/\sigma$ ratios derived using the a posteriori beam-smearing correction are systematically lower than those derived using 3D BAROLO. In this case, at low resolution ($N_{\text{IRE}} \lesssim 2$), the fraction of disks with $V/\sigma > 1.8$ is 50%, since the inferred velocity dispersions are significantly boosted and the inferred rotation velocities are underestimated due to the beam-smearing effect. Therefore, this combination leads to the misclassification of genuine disk galaxies as dispersion-dominated.

The velocity fields of the merger systems appear smooth or irregular depending on the data quality (angular resolution and S/N ratio), merger stage, and inclination. For example, at high-angular resolution ($N_{\text{IRE}} \gtrsim 3$) the velocity field of the interacting system Adenia at $i \sim 60$ deg appears irregular or disk-like depending on the S/N ratios (Cols. 2–4 and 6–7 in Fig. 4). However, the high S/N does not prevent the misclassification of Adenia as a disk at low-angular resolution at all inclinations (e.g., Col. 5 in Fig. 4). The mock data for the merging system Fuchsia have, instead, a smooth gradient in the velocity field only at low-angular resolution ($N_{\text{IRE}} \lesssim 2$) at $i \sim 60$ deg and $i \sim 80$ deg. At $i \sim 30$ deg, Fuchsia has an irregular velocity field at all S/N and angular resolutions. As a reference, the $V/\sigma$ ratios\(^5\) of the mergers cover a large range, from 0.4 to 5 and, contrary to the disks, there is no systematic difference between the values derived with the 2D and 3D beam-smearing correction methods.

In Fig. 10 (left panel), we show the fraction of mergers passing the two criteria used for identifying disks, i.e., smooth velocity fields (cyan bars) and $V/\sigma > 1.8$ (blue bars). The red bars show the fraction of mergers that satisfy both the criteria and are hence misclassified as disks. At the typical angular resolutions of high-$z$ observations ($N_{\text{IRE}} \lesssim 2$), the fraction of mergers misclassified as disks is 50%. The main reason for this behavior is that the moment maps are smoother and more regular as the resolution decreases. Our results are in agreement with the findings of Simons et al. (2019), who show that at the typical angular resolutions of $z \sim 2$ IFU observations, merger galaxies pass the disk criteria with a probability from 10 to 100% depending on the line of sight.

### 6.2. Kinemetry-based methods

Developed by Krajnović et al. (2006), the kinemetry method divides the moment-1 and moment-2 maps into concentric elliptical tilted rings from which azimuthal kinematic profiles are extracted and expanded into a finite number of harmonic terms

$$K(R, \psi) = A_0(R) + \sum_{i=1}^{N} A_i \cos(i\psi) + B_i \sin(i\psi) = A_0(R) + \sum_{i=1}^{N} k_i \cos(i(\psi - \phi_i(R)),$$

where $k_i = \sqrt{A_i^2 + B_i^2}$ and $\phi_i = \arctan(A_i/B_i)$. For an ideal rotating disk, the only non-zero terms in the moment-1 maps

\(^5\) Recall that $V$ and $\sigma$ for merger do not have a physical meaning since they are derived under the assumption that the fitting galaxy is a rotating disk (Sect. 4).
are \( A_0 \), corresponding to the systemic velocity, and \( B_1 \), corresponding to the circular velocity. In the moment-2 maps, the only non-zero term is expected to be \( A_0 \), describing the variation of the velocity dispersion as a function of radius. Therefore, asymmetries in the velocity and velocity dispersion maps are quantified by the presence of non-zero higher-order coefficients.

Shapiro et al. (2008) proposed to use the average values \( k_{i,\text{avg},i}(R) \) and \( k_{i,\text{avg},\sigma}(R) \) of the higher-order coefficients\(^6\), to define the velocity and velocity dispersion asymmetry parameters,

\[
\begin{align}
V_{\text{asym}} &= \frac{1}{N} \sum_{i=1}^{N} \left( \frac{k_{i,\text{avg},i}}{B_{1,i}} \right), \quad (5a) \\
\sigma_{\text{asym}} &= \frac{1}{N} \sum_{i=1}^{N} \left( \frac{k_{i,\text{avg},\sigma}}{B_{1,i} \sigma} \right). \quad (5b)
\end{align}
\]

In Eqs. (5), the sum is over the number of rings \( N \) into which the velocity and velocity dispersion maps are divided. By using a series of template galaxies, cosmological simulations and actual observations of local disks and mergers, Shapiro et al. (2008) defined an empirical threshold for the global asymmetric parameters, \( K_{\text{asym}} = \sqrt{V_{\text{asym}} + \sigma_{\text{asym}}} \); galaxies with \( K_{\text{asym}} > 0.5 \) are classified as mergers, while galaxies with \( K_{\text{asym}} < 0.5 \) are disks. Using these criteria, the success rate in the correct classification of disks and mergers was estimated to be 89% and 80%, respectively (Shapiro et al. 2008).

Bellocchi et al. (2012) propose a modified computation of the asymmetry parameters, \( V_{\text{asym},w} \) and \( \sigma_{\text{asym},w} \), by giving more weight to asymmetric motions in the outer regions of galaxies. The global weighted asymmetric parameters, \( K_{\text{asym},w} = \sqrt{V_{\text{asym},w} + \sigma_{\text{asym},w}} \), should identify post-coalescence mergers, characterized by small asymmetries in the inner regions and outskirts with strong irregularities. Bellocchi et al. (2012) and Bellocchi et al. (2016) adopted IFU observations from a sample of local ultra-luminous galaxies to define an empirical division of mergers and disks at \( K_{\text{asym},w} = 0.19 \). However, they noticed that this value changes with the resolution: by redshifting their sample to \( z = 3 \), the value of \( K_{\text{asym},w} \) distinguishing the two kinematic classes is 0.16.

We can use our data sample to quantify the success rates in the kinematic classification for both Shapiro et al. (2008) and Bellocchi et al. (2012) methods. To define the rings used for the kinematics decomposition, we assumed the best-fit center, inclination, and position angles found by BAROLO. The resulting \( A_i \) and \( B_i \) coefficients are then used to compute the asymmetry parameters and the values of \( K_{\text{asym}} \) and \( K_{\text{asym},w} \). In Fig. 11, we show the global asymmetric parameters obtained using the definition from Shapiro et al. (2008) and Bellocchi et al. (2012) as a function of resolutions for our mock data. The key findings from the application of the kinematics analysis are the following:

- 100% of the disks are correctly classified by using both the criteria defined in Shapiro et al. (2008) and Bellocchi et al. (2016). However, the values of \( K_{\text{asym},w} \) are consistent with the threshold of 0.16 for most galaxies at low angular resolution. On the contrary, the values of \( K_{\text{asym}} \) are on average a factor of 5 lower than the threshold of 0.5.

- The same results are valid for the disturbed disk Freesia, except for the Ideal Mock at \( i = 30\) deg, which features a value of \( K_{\text{asym},w} = 0.3 \). For this line of sight and with the high sensitivity and angular resolution of the Ideal Mock, the Bellocchi et al. (2016) method is able to identify the asymmetric motions in the faint outer regions of this galaxy.

\( ^6 \) The higher-order coefficients \( k_{2,5} - k_{4,5} \), are used for the computation of \( k_{i,\text{avg},\sigma} = (k_{2,i} + k_{3,i} + k_{4,i} + k_{5,i})/4 \). \( k_{i,\text{avg},\sigma} \) is, instead, obtained by averaging the \( k_{1,i} - k_{5,i}, k_{i,\text{avg},\sigma} = (k_{1,i} + k_{2,i} + k_{3,i} + k_{4,i} + k_{5,i})/5 \).
Fig. 9. \( \frac{V}{\sigma} \) ratio as a function of resolution (number of independent resolution elements along the semi-major axis) for the disks and the disturbed disk (upper panel) and the mergers (bottom panel). Markers with the same color show the mock data for the same SERRA galaxy as indicated by the color-bar. The black dashed line shows the threshold at 1.8. The filled markers show the \( \frac{V}{\sigma} \) ratios obtained with 3D BAROLO that is a 3D forward-modeling approach is applied to correct for the beam-smearing effect. The empty markers show the \( \frac{V}{\sigma} \) obtained when a velocity-gradient method is employed to correct for the beam-smearing effect.

In Fig. 10 (right panel), we show the fraction of mergers misclassified as disks according to the Shapiro et al. (2008) and Belloccchi et al. (2016) criteria. The latter is optimal for identifying the mergers of our sample at \( N_{\text{IRE}} \geq 4 \). On the contrary, the Shapiro et al. (2008) method misclassifies mergers up to 100% even for high-resolution observations. Belloccchi et al. (2016) already noticed that the limit of \( K_{\text{asy}} = 0.5 \) proposed by Shapiro et al. (2008) lead to misclassify more than 50% of the post-coalescence mergers, while a limit of \( K_{\text{asy}} = 0.14 \) is optimal for increasing the success rate of the merger identification (see also discussion in Shapiro et al. (2008) and Belloccchi et al. (2012) about the \( K_{\text{asy}} \) limit for further details). If we use this limit of \( K_{\text{asy}} = 0.14 \), we obtain a fraction of misclassified mergers similar to that obtained by using the Belloccchi et al. (2016) method. In other words, with the appropriate tuning of the threshold, the global asymmetric parameters \( K_{\text{asy}} \) and \( K_{\text{asy, w}} \) perform equally well in distinguishing between disks and mergers when high-angular resolution data are employed.

- At low angular resolution (\( N_{\text{IRE}} \leq 3.5 \)), the asymmetries in the velocity and velocity dispersion maps are washed out. The fraction of our mergers misclassified as disks range from 30 to 80%, based on the Belloccchi et al. (2016) and Shapiro et al. (2008) methods, respectively. The latter is in agreement with the results of Gonçalves et al. (2010), which reported a similar fraction of misclassified galaxies for a sample of \( z \sim 2.2 \) simulated galaxies. Shapiro et al. (2008) and Wisnioski et al. (2015) had already noticed that the most critical requirement in applying the kinemetry analysis is that the galaxy should be “well resolved”, with however no clear consensus on its definition. Shapiro et al. (2008) defined a well-resolved galaxy to be covered by at least 3 resolution elements, while Wisnioski et al. (2015) report a value of 10 resolution elements. Our tests indicate that at least 8 independent resolution elements along the maximum extension of the galaxy (i.e., major-axis) are needed to identify the presence of interacting galaxies correctly.

6.3. Qualitative method

At \( z \gtrsim 4 \), a systematic kinematic classification of star-forming galaxies was performed using the ALPINE sample (Le Fèvre et al. 2020; Romano et al. 2021; Jones et al. 2021). However, similar to most observations of galaxies at \( z \gtrsim 4 \) (e.g., Smit et al. 2018; Bakx et al. 2020), most of the ALPINE sample is barely resolved since the survey has been designed mainly for line detection. As shown in Jones et al. (2021), only for part of the sample (14/75 galaxies), the S/N is high enough to adopt a quantitative kinematic classification (the one described in Sect. 6.1).

For the entire sample, Romano et al. (2021) and Le Fèvre et al. (2020) provide a qualitative classification by dividing galaxies into: mergers, disks, dispersion-dominated, and uncertain. In the classification scheme of Romano et al. (2021) and Le Fèvre et al. (2020), mergers are galaxies showing irregular morphologies in the moment-0 maps, PV diagrams or optical images (when available, see discussion in Sect. 6.1); disturbed moment-1 maps; global line profile fitted by multiple components. The disk class includes galaxies characterized by detection of the emission in contiguous channel maps; a gradient in the moment-1 maps; PV diagrams along the major axis with tilted emission; straight emission in the PV diagrams along the minor axis; possible double-horn profile; a single component in the optical images. Galaxies with no positional shifts of emission across channel maps; straight emission in the PV diagrams; a Gaussian line profile are assigned to the dispersion-dominated class.

Applying the kinematic criteria described in Romano et al. (2021) and Le Fèvre et al. (2020) requires a visual inspection of the moment maps, PV diagrams along the major and minor axis, and the integrated spectrum. Starting from the ALMA barely resolved mock cubes, we created the kinematic maps and profiles...
Fig. 10. Fraction of mergers classified as disks based on the criteria described in Sects. 6.1 (left, red bars) and 6.2 (right) as a function of resolution. In the left panel, the light blue and dark green bars show the fraction of galaxies with smooth velocity maps and $V/\sigma > 1.8$. The latter are obtained using the velocity-gradient method for correcting for beam smearing. The non-zero fraction at $N_{\text{IRE}} \sim 7.5$ is due to the low S/N mock data. In the right panel, we show the fractions obtained using the Shapiro et al. (2008) and Bellocchi et al. (2012) methods as green and orange bars, respectively. Using the classification method described in Sect. 6.1, the only non-zero fraction of misclassified disks is obtained for $N_{\text{IRE}} \leq 2$ when the velocity-gradient method is used for correcting for beam smearing. In this case, 50% of disks are classified as dispersion-dominated systems. Using the kinemetry-based method all disks are correctly classified.

using the method described in Romano et al. (2021) and summarized here:

- The moment-1 and 2 maps are obtained after masking all pixels below 3 rms in the moment-0 map.
- The moment-0 map is fitted using a two-dimensional Gaussian profile. The best-fit center is then used to extract the PV diagrams along the major and minor axis. The latter is oriented along the direction of the strongest velocity gradient in the velocity map.
- The [C II] integrated spectrum is obtained after extracting the flux in the aperture defined by the 3 rms-mask on the moment 0 map. One or multiple Gaussian components are used to fit the spectra.

In Fig. 12, we show the [C II] integrated spectrum (gray line) and its best-fit model (solid green line), the moment maps, and the PV diagrams for one representative disk galaxy, the system Opuntia at three inclinations. Similar kinematic maps and profiles are shown in Fig. 13 for the disturbed disk Fressia and the mergers Adenia and Fuchsia at $i = 60$ deg.

The key findings resulting from applying the qualitative method are the following.

- Eight out of nine disks are classified as mergers, with the only exception of Opuntia at $i \sim 80$ deg that is classified as a dispersion-dominated galaxy. At $i \sim 30$ and 60 deg, Opuntia is classified as a merger as two Gaussian components describe the integrated spectra, the velocity and velocity dispersion maps are disturbed, the PV diagrams along the major axis show two components at 3 rms separated in velocity by at least 200 km s$^{-1}$ and with a spatial offset. At $i \sim 80$ deg, the integrated spectrum is, instead, well described by a single Gaussian line profile, and the PV diagrams are straight both along the major and minor axis. The misclassification of disk galaxies due to the low-quality data is also discussed in Förster Schreiber et al. (2018), where they show the changes in the velocity field features as a function of S/N.

- The disturbed disk, Fressia, is classified as a disk at all inclinations.
- Adenia is correctly classified as a merger at all inclinations due to the multiple components in the integrated spectra and the PV diagrams.
- The merging system, Fuchsia, is classified as a dispersion-dominated galaxy at all inclinations due to the presence of a single component in the integrated spectra and straight PV diagrams.

To summarize, 100% of the disks in our sample are misclassified as mergers or dispersion-dominated galaxies and only 50% of the mergers are correctly identified. Even though an accurate statistical analysis is not feasible due to the low number of our mock data, the result advises against the adoption of the qualitative kinematic classification for low-quality data. This could be improved by considering the information from optical/UV maps, but it is out of the scope of the present work (see Sect. 6.1).

7. PVsplit: A new 3D kinematic classification

When a forward-modeling technique is adopted, robust kinematic parameters can be recovered even at low-angular resolutions and $S/N \geq 5$ for disk galaxies (Sect. 5.2). However, with this data quality, the different techniques adopted so far failed in identifying the merging systems (Sect. 6) since the methods mainly use the information contained in the moment-1 and 2 maps. For example, one of the best classification schemes tested with our sample, the Bellocchi et al. (2012) method, requires data at $N_{\text{IRE}} \geq 4$ to guarantee a robust characterization of the dynamical state of a galaxy. With the sensitivities of the current instruments (e.g., ALMA), such high angular-resolution
in the near future only by targeting a handful of Lyman break galaxies at a time.

In this section, we present a proof-of-concept analysis aiming to show that a robust kinematic classification of a galaxy is still feasible with medium- and low-angular resolution data. The technique is called “PVsplit”, the main novelty is that it is based on the analysis of PV diagrams rather than using moment-1 and 2 maps.

7.1. PV parameters

Based on the symmetry and morphology of the PV diagrams along the major and minor axes, we can define five new empirical parameters. A schematic representation of their main features is shown in Fig. 14 and a formal definition is given in the following:

- $P_{\text{major}}$ quantifies the asymmetry of the major axis PV diagram with respect to the horizontal axis defining the systemic velocity. The latter divides the PV diagrams into two regions: A1 and A2 (see Fig. 14). The parameter is defined as

$$P_{\text{major}} = \log \left[ \frac{\sum_i (F_{A1,i} - F_{A2,i})^2}{\sum_i (F_{A1,i} + F_{A2,i})^2} \right]$$

where $F_{A1,i}$ and $F_{A2,i}$ are the fluxes in the pixels $i$ of the region A1 and A2, respectively. The latter is the reflection of the region A2 with respect to the center. For an ideal rotating disk, $A2^* = A1$, thus $P_{\text{major}} = 0$.

- $P_{\text{minor}, i}$ evaluates the asymmetries of the minor-axis PV diagram with respect to the systemic velocity (e.g., horizontal dashed line in Fig. 6, bottom panels; see Sect. 5.2 for a discussion about the minor-axis PV diagram of a rotating disk).

- $P_{\text{minor,2}}$ is similar to $P_{\text{minor,1}}$, but for quantifying the asymmetries of the minor-axis PV diagram with respect to the center (e.g., vertical dashed line in Fig. 6, bottom panels).

- $P_V$ is specifically suited for medium and low-resolution observations.

The emission peak in the PV diagrams has distinct morphologies in the disks and mergers both at high and low angular resolutions. The major-axis PV diagrams of the disks have a narrow emission peak along the velocity axis at values close to the line-of-sight velocities at the outermost radii of the galaxy, $V_{\text{los, out}}$. Instead, for mergers, the peaks, corresponding to the two interacting systems, are spread over a large range of line-of-sight velocities, or ii) have a narrow distribution closer to the systemic velocity than to $V_{\text{los, out}}$. For quantifying these different distributions of the emission peaks along the velocity axis of the PV diagrams, we first selected the 20% brightest pixels in the regions A1 and A2 separately (see discussion in Appendix D for further details on this assumption). These pixels are used to compute $P_V$ as

$$P_V = \log \left[ \frac{\text{Mean}_{A1,A2} \left[ \frac{V_{\text{ctr},i}}{V_{\text{los, out}}} \exp \left( -\frac{\Delta V}{V_{\text{ctr}}} \right) \right] - 1}{\text{Mean}_{A1,A2} \left[ \exp \left( -\frac{\Delta V}{V_{\text{ctr}}} \right) \right]} \right],$$

where $V_{\text{ctr}}$ is the flux-weighted average line-of-sight velocity, $\Delta V$ is the difference between the 97.7% and 2.3% of the peak distributions along the velocity axis. The mean in Eq. (7) is over the two values of $P_V$ obtained for the regions A1 and A2. The maximum value is considered when multiple, distinct emission peaks are identified in A1 and A2. The exponential term is close to 1 in the case of a narrow emission peak distribution, typical of a disk, and it is $\gg 1$ for a peak emission spread over a large range of velocities, typical of a merger.

**Fig. 11.** Global asymmetric parameters as a function of resolution for the disks (squares), mergers (circles), and the disturbed disk Freesia (diamonds). The global asymmetric parameters are computed according to the definitions of Shapiro et al. (2008) (upper) and Bellocchi et al. (2012) (bottom). The solid black and dashed gray lines in the upper panel show the limit of 0.5 and 0.14, indicated by Shapiro et al. (2008) and Bellocchi et al. (2016) as the thresholds for distinguishing between disks and mergers, respectively. In the bottom panel, the solid and dashed black lines show the limits of 0.19 and 0.16, indicated by Bellocchi et al. (2016) as the discriminators between disks and mergers at low and high-$z$, respectively.

The data with a minimum S/N of ~5 require an integration time on the source of at least 30 hours for a typical Lyman break galaxy at $z \sim 6$. Due to the typical observing time constraints for current programs, high-angular resolution observations can be obtained
- $P_R$ is similar to $P_V$ but for the distribution of the emission peak along the radial axis. To describe this empirical parameter, we define the two quadrants $l$ and $r$ over which the vertical line defining the center of the major-axis PV diagrams splits the regions A1 and A2 into two parts. The emission peak covers either quadrant $l$ or $r$ for the disks. Instead, for the mergers, the emission peak covers a region that is spread over both the $l$ and $r$ quadrants, or it is closer to the center than to the outermost radius used for the extraction of the kinematic parameters, $R_{\text{extra}}$. To define $P_R$, we used the following equation:

$$P_R = \frac{\text{Mean}_{\text{A1,A2}} \left( \frac{R_{\text{ext}}}{R_{\text{extra}}} \right)}{\text{Mean}_{\text{A1,A2}}},$$

where $R_{\text{extra}}$ is the flux-weighted average radial position of 20% brightest pixels in the regions A1 and A2.

To measure the PV parameters for our mock data, we used the PV diagrams extracted along the best-fit major and minor axes found with 3D-BAROLO. Since, as discussed in Sect. 5, the kinematic fitting is not feasible for the barely resolved mock data (point e) in Sect. 4), they are excluded from the analysis and discussion in this Section.

### 7.2. Construction of the classifier

The PV parameters defined in Sect. 7.1 have different trends as a function of the resolution: this complex situation can be appreciated in Fig. 15.

Visual inspections indicate that $P_{\text{minor,1}}$ and $P_{\text{minor,2}}$ – the asymmetric parameters along the minor axis – have overlapping values for disks and mergers, regardless of the resolution (e.g., Figs. D.1 and D.2). Furthermore, at the typical surface brightness distribution and kinematic properties of disks (e.g., exponential profiles, flat rotation curves), the minor axis PV diagrams have S/N smaller than the major-axis PV diagrams as less number of channel maps typically contribute to their emission. This means that even for rotating disks, asymmetries in the minor-axis PV diagrams can appear because some regions are below the noise levels. Instead, the disk and merger populations seems to be located in different regions for the parameters $P_{\text{major}}, P_{\text{y}},$ and $P_{\text{R}}$. In particular, $P_{\text{major}}$ seems able to clearly distinguish between disks and mergers when $N_{\text{RE}} \gtrsim 3$; however, for low resolution ($N_{\text{RE}} \lesssim 3$), both disks and mergers have values of $P_{\text{major}} \lesssim 0.25$, that is, the major-axis PV diagrams of the mergers are as symmetric as PV diagrams for disks.
The insight given by this visual inspection can be formalized by constructing a machine learning (ML) classifier. We build a classifier based on a decision tree using the SCIKIT-LEARN implementation (Pedregosa et al. 2012). In general, a decision tree is a data-driven (supervised) ML algorithm: given a set of parameters (features in the ML language), and a discrete number of classes (labels in ML), the algorithm splits the parameter space into sub-volumes with maximal information content; the final goal of the algorithm is to predict the class with arbitrary parameters, i.e., that have not been used in the construction of the tree. Our classes are merger and disk, and we select the 5 PV parameters described in Sect. 7.1 and use the 84 galaxies as our data set. By dividing the sample randomly, 70% of the data is used as training in the construction of the algorithm, 30% as a testing set.

The resulting decision tree has a $R^2$ score of 84%, i.e., it is reasonably reliable in distinguishing between disk and mergers, given the small data set we are adopting here. We then checked the feature importance of our parameters in distinguishing if a galaxy is a disk or a merger. In Fig. 16 we plot the importance of each PV parameter used in the ML. Both $P_{\text{minor,1}}$ and $P_{\text{minor,2}}$ appear to have negligible importance, while $P_{\text{major}}, P_{\text{R}}$ and $P_{\text{V}}$ are dominant in determining the kinematic class of the galaxy. These results confirm our visual intuition. However, we have to extend the size of the data set to build a more reliable classifier (e.g., $R^2 \gtrsim 95\%$) and eventually explore the importance of additional parameters in the PV space; this is left for future work.

In Fig. 17, we show the position of the 84 mock SERRA galaxies in the 3D parameter space, defined by the three parameters with higher importance, i.e. $P_{\text{major}}, P_{\text{V}}, P_{\text{R}}$. The merger (Adenia, Fuchsia) and disk systems (Opuntia, Lantana, Petunia) are clearly clustered in two different regions. The disturbed disk Fuchsia (diamonds) data is spread over the disk and merger regions: at low resolution, the galaxy behaves like a disk, while at high resolution, the galaxy is classified as a merger, depending on the inclination.

Although tested on EoR galaxies, PVsplit should be valid at any redshifts as it relies on the morphology of the major-axis PV diagrams. These are expected to have specific features in case any gas rotation is present (e.g., S-shape profile, equivalent to the velocity gradient in the moment-1 maps). As a validation, we computed the PV parameters from real observations of a prototypical disk and a merger at $z = 0$ (see Appendix C for details):

- The spiral galaxy, NGC 2403, for which we used HI observations at low-angular resolution (empty black square, de Blok et al. 2014).
- The Antennae galaxy, a prototypical example of a merger system in the local Universe, as observed at low-angular resolution. ALMA Science Verification observations of the CO(3-2) emission line are employed for creating these data.

The low-$z$ spiral and the Antennae galaxy are in the disk and merger regions defined by the SERRA disks and merger distribu-

---

https://almascience.nrao.edu/alma-data/science-verification/antennae-galaxies
Fig. 14. Schematic representation of the morphological and symmetrical features in the major axis PV diagrams considered for the computation of the $P$ parameters defined in Sect. 7.1. Left panel: PV diagram for a representative thin rotating disk model along the major axis. The dotted gray horizontal line shows the position of the systemic velocity that divides the major-axis PV diagram into regions A1 and A2, while the dotted gray vertical lines indicate the center dividing A1 and A2 into two regions, $l$ and $r$. The $i$th representative pixels used for the computation of $P_{\text{major}}$ are shown in the regions A1 and A2, respectively. The blue dotted contours enclose the 20% brightest pixels, and the yellow crosses are their flux-weighted centroids. The black plus indicates the outermost radius used for the extraction of the kinematic parameters, and the solid orange lines are $V_{\text{los,ext}}$, the average values of the galaxy line-of-sight velocities. The double arrow indicates $\Delta V$, the extension along the velocity axis for one of the peak distributions. The major-axis PV diagrams from the high S/N, low-resolution mock data of the disk Lantana and merger Adenia are shown in the central and right panels.

Fig. 15. PV parameters described in Sect. 7.1 as a function of the independent resolution elements along the semi-major axis (Appendix A for details).

butions, respectively (empty markers in Fig. 17). This analysis shows that by using PVsplit on data with $S/N \gtrsim 10$ and with at least 3 independent resolution elements along the major axis, one can distinguish whether a galaxy is a disk or a merger in a way that is independent of the redshift and tracers employed to measure the kinematics. A summary of the data sets used for the analysis of PVsplit, the main results, and recommendations on the required data quality is shown in Table 3.

7.3. Advantages of PVsplit

As discussed in Sect. 6, the common feature of the classification methods mostly used until now is the analysis of moment maps, which are projections of the data cubes to 2D space obtained after masking low S/N pixels in each spectral channel. In these 2D maps, the possibility to constrain the presence of non-circular motions driven by interactions strongly depends on the quality of the data. At medium and low-angular resolution, most asymmetries in the moment maps are smoothed out so that identifying a merging system becomes challenging.

The main novelty of PVsplit with respect to the standard classification methods is that it leverages the constraints on the dynamical stages of galaxies contained in the cubes, the native space of the data, through the analysis of the PV diagrams. The latter can be considered a more accurate representation of the data cubes since they require only to define the position
Fig. 16. Importance of the different PV parameters for the disk/merger classification. The fractional importance is computed for the different parameters (definitions in Sect. 7.1) by constructing a decision tree classifier to distinguish between disks and mergers. The decision tree relies on the morphological features of the emission peaks. The latter is especially crucial at the low-angular resolution, showing that the non-circular motions driven by interactions are still imprinted in the data.

Despite the mock data from six galaxies at three different inclinations, we expect that the main conclusions of the PVsplit analysis would be valid also on a larger sample of galaxies as the PVsplit parameters are based on the morphological characterization of the major-axis PV diagrams of rotating disks. The latter have an S-shape profile, the equivalent of the velocity gradient in the velocity field, regardless of the redshift, surface brightness distributions and velocity dispersion profiles. We note, in fact, that one of the main difference between rotating disks at different redshifts is the level of velocity dispersion, that is, galaxies at high-$z$ receive considerable support from random motions in comparison to the local Universe (Forster Schreiber & Wyuts 2020). However, high velocity dispersion values make the distribution of the galaxies in the PV diagrams thicker but they do not change the S-shape profiles in the case of rotating disk galaxies.

8. Summary

Characterizing the dynamical state of galaxies is one of the critical steps to constrain their mass assembly history. This is particularly crucial in the early Universe, where the build-up activity was considerably accelerated with respect to the present-day rate. We are now entering a new era for this field since thousands of galaxies up to $z \sim 7$ will be discovered with the current and future facilities (e.g., JWST, WFIRST, Euclid, Mason et al. 2015; Cuby et al. 2019; Vogelsberger et al. 2020). These datasets will be a pool for finding the ideal targets for spatially resolved follow-up observations. Defining an observational strategy to constrain the growth of these first galaxies is critical to fully taking advantage of this opportunity.

In this paper, we analyzed the performance of three methods commonly used to constrain the dynamical properties of intermediate- and high-$z$ galaxies depending on angular resolution and S/N of the data. We have used six $z \sim 6–7$ Lyman break galaxies at three inclination angles from the SERRA zoom-in cosmological simulation suite (Pallottini et al. 2022). The selected SERRA galaxies cover a range of dynamical states: three are isolated disks, one is a disturbed disk, and two are major mergers. We created mock observations of the [CII] emission with various data quality (Kohandel et al. 2020): from an ideal data set typical of line-detection surveys. The key findings are:

- The qualitative classification scheme proposed by Romano et al. (2021) for low-SN and barely resolved data (i.e., for a given galaxy, the area at $S/N \geq 3$ extends for less than 50% of the beam area in each spectral channel) may significantly underestimate the fraction of disk galaxies. We discourage any kinematic analysis on such observations since the resulting dynamical stages can be strongly biased and difficult to control, even when large statistics are available.

- The classification scheme (smooth velocity field and $V/\sigma$ ratio) proposed by Wisnioski et al. (2015) and Wisnioski et al. (2019) underestimates the fraction of disks when the values of $V$ and $\sigma$ are obtained using a 2D beam-smearing correction. On the contrary, the disks are correctly identified when a 3D forward-modeling technique is employed. The success rate of this method in identifying merging systems strongly depends on the S/N, even when high angular resolutions are used.

- The kinemetry-based classification methods (Shapiro et al. 2008; Bellacchi et al. 2012) underestimate the fraction of mergers at the typical angular resolution of high-$z$ observations. However, the Bellacchi et al. (2012) method is optimal for high-S/N and high angular resolution data (i.e., $S/N \geq 5$ and at least 4 independent resolution elements along the semi-major axis of the galaxy), that is, with data quality currently available only for a handful of targets with the current facilities (e.g., ALMA).

- Our analysis shows that the classical classification methods are sub-optimal to correctly characterize the dynamical stage as they analyzed the moment maps. This paper shows how a change of perspective is sufficient to overcome the...
limitations of the standard kinematic classification methods. Instead of the moment maps, the PV diagrams contain a wealth of information that allows accurate characterization of the kinematic state of a galaxy even at low-angular resolution. To quantify this, we introduced here a new classification method, PVsplit, that relies on three empirical parameters describing the asymmetry and morphological features of the PV diagram along the galaxy’s major axis. PVsplit requires a minimum of 3 independent resolution elements along the major axis of a galaxy and S/N, computed as the median of the maximum S/N in each spectral channel, of at least 10 to correctly identify its dynamical stage as a disk or a merger. With ALMA, such data quality can be achieved with an integration time of 7 h for a z ~ 6 main-sequence galaxy with SFR ≳30 Msol yr⁻¹ and L[CII] ≳3×10⁴ L⊙. In addition, PVsplit is applicable to galaxies at all redshifts and with kinematics derived from gas emission lines.

In the second paper of this series, we will expand our results of PVsplit on a large sample of simulated and observed galaxies with the aim of statistically evaluating the performance of this new method using a more extensive range of dynamical states. In that work, we will also discuss the position of observed low- and high-z galaxies in the PVsplit parameter space.
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Appendix A: Kinematic fitting and assumptions

Before proceeding with the 3DBAROLO fitting of the mock cubes (see Sect. 5), we assumed:

– For the high- and medium-resolution observations, the separation between rings is set equal to the nominal resolution of the observations (see Sect. 4). This represents a small oversampling, on average less than 10% of the size of the beam along the major axis $B_{\text{maj}}$, and it allows to recover of almost independent values of the rotation velocities and velocity dispersions.

For most of the low-resolution observations, this assumption on ring separation can not be made because few resolution elements cover the [CII] emission. Since a minimum of two rings is needed for the kinematic fitting, we set this separation equal to 0.08″ in these cases. Given the sizes of the beams, this choice makes the kinematic parameters extracted from the two rings not fully independent.

In Table A.1, we list the number of independent resolution elements $N_{\text{IRE}}$ along the semi-major axis for the mock data fitted with 3DBAROLO (see Sect. 5). This definition of $N_{\text{IRE}}$ allows to specify the number of points available to recover the intrinsic shape of the kinematic profiles (i.e., velocity dispersion and rotation curve).

– We fixed the center of the kinematic models to the flux-weighted average position of the moment-0 map when only one single galaxy is visible, that is, for the disk galaxies Opuntia, Lantana, Petunia, Freesia and for the low-resolution merging systems at some inclinations (e.g., Fuchsia). When the two interacting galaxies are visible, we fixed the center to the flux-weighted average positions of the two nuclei. For all mock data of SERRA disks, the morphological center coincides, within uncertainties of ~ 1 pixel, with the location of steepest velocity gradient along the kinematic major axis and of the velocity dispersion peak of the moment-2 maps.

– When both the geometrical (e.g., $i$, PA) and kinematic parameters are free parameters, 3DBAROLO applies a 2-step fitting process. First, it fits the kinematic and geometric parameters together. Then, after interpolating the geometric parameters and fixing them using a regularizing functional form, it fits the kinematic parameters. We used the default regularizing functional form for the high-resolution observations and a constant value for the medium and low-resolution observations.

– We removed the surface brightness from the list of the free parameters. We used the parameter $\text{NORM} = \text{AZIM}$ so that the model is normalized to the azimuthally averaged flux of the data in each ring.

Table A.1. Number of independent resolution elements, $N_{\text{IRE}}$, per galaxy side along the semi-major axis computed as described in Appendix A.

| Galaxy       | $i$ | Ideal Mock | ALMA Mocks                      |
|--------------|-----|------------|---------------------------------|
|              |     | High SN    | High & medium res               |
|              |     | High res   | Medium & low res               |
| Adenia       | 30  | 8          | 5.2                              |
|              |     |            | 2                                |
|              |     |            | 1.5                              |
|              | 60  | 7.2        | 7                                |
|              |     |            | 3                               |
|              |     |            | 1.2                              |
|              |     |            | 7                                |
|              |     |            | 3.2                              |
|              | 80  | 5.3        | 4.4                              |
|              |     |            | 2                                |
|              |     |            | 1.5                              |
| Fuchsia      | 30  | 7.2        | 6.4                              |
|              |     |            | 3.3                              |
|              |     |            | 1.3                              |
|              | 60  | 7.2        | 4.8                              |
|              |     |            | 2.6                              |
|              |     |            | 1.6                              |
|              |     |            | 6.7                              |
|              |     |            | 3                                |
|              | 80  | 5.4        | 4.8                              |
|              |     |            | 2.4                              |
|              |     |            | 1.3                              |
| Freesia      | 30  | 10.7       | 9                                |
|              |     |            | 4                                |
|              |     |            | 2                                |
|              | 60  | 10.7       | 8                                |
|              |     |            | 4                                |
|              |     |            | 2.2                              |
|              |     |            | 6.4                              |
|              |     |            | 4                                |
|              | 80  | 10.7       | 9                                |
|              |     |            | 4                                |
|              |     |            | 2                                |
| Opuntia      | 30  | 7          | 7                                |
|              |     |            | 3                                |
|              |     |            | 1.2                              |
|              | 60  | 8          | 7                                |
|              |     |            | 3                                |
|              |     |            | 1.6                              |
|              |     |            | 5                                |
|              |     |            | 3                                |
|              | 80  | 7          | 7                                |
|              |     |            | 3                                |
|              |     |            | 1.6                              |
| Lantana      | 30  | 7          | 6.8                              |
|              |     |            | 2.8                              |
|              |     |            | 1.5                              |
|              | 60  | 8          | 7.7                              |
|              |     |            | 2.8                              |
|              |     |            | 1.5                              |
|              |     |            | 5.5                              |
|              |     |            | 2.4                              |
|              | 80  | 8          | 7.6                              |
|              |     |            | 2.8                              |
|              |     |            | 1.8                              |
| Petunia      | 30  | 6.2        | 6                                |
|              |     |            | 2                                |
|              |     |            | 1.1                              |
|              | 60  | 6.2        | 5                                |
|              |     |            | 2.3                              |
|              |     |            | 1.1                              |
|              |     |            | 4.3                              |
|              |     |            | 2.3                              |
|              | 80  | 6.2        | 6                                |
|              |     |            | 2                                |
|              |     |            | 1.1                              |
Appendix B: A posteriori beam-smearing correction

In Sect. 5.2, we compared the velocity dispersions obtained with a 3D forward-modeling technique with the ones inferred with a 2D a posteriori beam-smearing correction. For the latter, we followed the methods proposed by Swinbank et al. (2012), Varidel et al. (2016), Stott et al. (2016), and Federrath et al. (2017), namely the beam-smearing corrected velocity dispersion is obtained after linearly subtracting the velocity gradient from the observed velocity dispersions. The velocity gradient across the synthesized beam, that is, on average, a factor of 5 larger than the pixel size, is computed for a given pixel with coordinate indices \((i, j)\) as

\[
V_{\text{grad}} = \sqrt{\frac{|V(i + 2, j) - V(i - 2, j)|^2 + |V(i, j + 2) - V(i, j - 2)|^2}{5}}.
\]

(B.1)

Appendix C: Low-z galaxies at low angular resolution

NGC2403 is a nearby spiral galaxy that is part of the M81 group. The computation of the PV parameters described in Sect. 7.1 is obtained after modeling its kinematics with 3D BAROLO. We used single dish HI observations from the Green Bank Telescope (de Blok et al. 2014; Di Teodoro & Fraternali 2015) with a synthesized beam size of 29.7" \(\times\) 29.3", allowing a sampling of the semi-major axis with 3 independent resolution elements.

The Antennae or NGC4038/9 are two spiral galaxies and the nearest example of a major galaxy merger. In Sect. 7.1, we used the ALMA Science Verification data targeting their CO(3-2) emission line (e.g., Herrera et al. 2012). Since we wanted to apply 3D BAROLO and PVsplit on medium/low-angular resolution data, we convolved the ALMA high-angular resolution datacube (beam size of 1.2" \(\times\) 0.6") with a Gaussian beam of 122". As a result, similarly to the mock data of the simulated merging galaxies discussed in this work, the two interacting galaxies are indistinguishable and we fit the kinematics of the system with 2 independent resolution elements along the semi-major axis.

Appendix D: PV parameters

The parameters \(P_V\) and \(P_R\) define the morphological distribution of the 20\% brightest pixels in the major-axis PV diagrams. In the case of mergers observed at low-angular resolutions, the 20\% cut allows us to consider the brightest regions, likely corresponding to the two interacting galaxies. On the contrary, in the case of disks, the major-axis PV diagrams have narrow emission peaks along the velocity axis at values close to the line-of-sight velocities. We tested different assumptions for the cut in surface brightness, but we found that 20\% is the most optimal. For cuts at 10\% and 50\%, the clouds of disks and mergers slightly overlap in the PVsplit parameters space. The morphology obtained with the 50\% cut are strongly influenced by the smooth distribution of the underlying system. On the contrary, with the 10\% cut, there are not enough pixels allowing for a robust characterization of the bright regions.
Same as in Fig. D.1 but for the merger Adenia and Fuchsia at 30 and 80 deg, respectively. The high S/N ALMA mock data at high- and low-angular resolutions and the Low S/N ALMA mock at medium-angular resolution are shown.