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Abstract. We study the behaviour of the norm of the resolvent for non-self-adjoint operators of the form $A := -\partial_x + W(x)$, with $W(x) \geq 0$, defined in $L^2(\mathbb{R})$. We provide a sharp estimate for the norm of its resolvent operator, $\| (A - \lambda)^{-1} \|$, as the spectral parameter diverges ($\lambda \to +\infty$). Furthermore, we describe the $C_0$-semigroup generated by $-A$ and determine its norm. Finally, we discuss the applications of the results to the asymptotic description of pseudospectra of Schrödinger and damped wave operators and also the optimality of abstract resolvent bounds based on Carleman-type estimates.

1. Introduction

The complex Airy operator in $L^2(\mathbb{R})$

$$A_0 = -\partial_x^2 + ix, \quad \text{Dom}(A_0) = W^{2,2}(\mathbb{R}) \cap \text{Dom}(x), \quad (1.1)$$

and the corresponding realisations in $L^2(\mathbb{R}^+) \text{ and in } L^2((a,b))$ appear in various contexts, e.g. in the study of resonances [25], superconductivity [1, 2, 33], the Bloch-Torrey equation [20, 19], MRI [18], hydrodynamics [38], control theory [8], spectral instability [24], spectral approximation in domain truncations [36], asymptotic description of pseudospectra of Schrödinger operators [4], completeness properties of the eigensystem and similarity to a normal operator [35, 42], momenta with complex magnetic fields, quasi-self-adjoint Quantum Mechanics and Hardy-type inequalities in $\mathbb{R}^2$ [25] - see also [22, Sec. 14.3, Sec. 14.5].

The crucial aspect of (1.1) is that it represents a tractable non-self-adjoint differential operator for which more explicit methods can be applied. In addition, more complicated operators in certain asymptotic regimes (e.g. the semi-classical one or those with large spectral parameter) can often be reduced to the analysis of the Airy operator. At the same time, the properties of $A_0$ already exhibit many striking and “highly non-self-adjoint” features. In particular:

(i) $A_0$ is m-accretive, has compact resolvent and $\sigma(A_0) = \emptyset$;
(ii) the resolvent norm only depends on Re $z$ and grows super-exponentially at $+\infty$

$$\| (A_0 - \text{Re } z)^{-1} \| = \sqrt{\frac{z}{\pi}} (\text{Re } z)^{-\frac{1}{4}} \exp \left( \frac{4}{3} (\text{Re } z)^{\frac{1}{2}} \right) (1 + o(1)), \quad \text{Re } z \to +\infty; \quad (1.2)$$

(iii) the semigroup $S_t$ generated by $-A_0$ can be determined explicitly and decays super-exponentially

$$\| S_t \| = \exp(-\frac{t^2}{12}), \quad t > 0.$$  

For details, see e.g. [22, Sec. 14.3, Sec. 14.5]. The asymptotic equality (1.2) was proved in [9, Cor. 1.4] using pseudo-differential operator techniques within a semi-classical framework pioneered in [11]. It improved an earlier estimate, presented in [29] (see also [9, Prop. 2.10] or [22, Prop. 14.11]), which was derived via an analysis of the corresponding semigroup (see [9, Sec. 1]).
One of the reasons why the precise results summarized above are available is that, by transforming $A_0$ to Fourier space (via $\mathcal{F}A_0\mathcal{F}^{-1}$, where $\mathcal{F}$ denotes the Fourier transform), one obtains the first order operator

$$A_2 = -\partial_x + x^2, \quad \text{Dom}(A_2) = W^{1,2}(\mathbb{R}) \cap \text{Dom}(x^2)$$

(where we have retained $x$ to denote the independent variable). In this paper, our main objective is to study generalised Airy operators in $L^2(\mathbb{R})$

$$A = -\partial_x + W(x),$$  \hspace{1cm} (1.3)

where $W$ is a non-negative, even, eventually increasing function which is unbounded at infinity, see Assumption [3.1] for details. Operators [1.3] share many properties of the complex Airy operator [1.1]. In particular, they are m-accretive, have compact resolvent and empty spectrum, see Proposition 2.1 proved in [4, App. A]. Our goal here is to analyse precisely the resolvent and semigroup norms.

Our motivation originates in the analysis of pseudospectra of Schrödinger operators with complex potentials in [4] and of damped wave operators with unbounded damping in [3], where the resolvent norm of $A$ enters the asymptotic formulas for the level-curves of the pseudospectra, see more details below and in Sub-section 6.1.

Nevertheless operators [1.3] furnish particularly simple instances, tractable by relatively elementary methods, that already exhibit the sort of pathologies found in more complex non-self-adjoint operators. Moreover the flexibility in the rate of growth of $W$ at infinity permits a wide range of resolvent and semigroup norm behaviours (see examples below and in Sub-section 6.2). These can in turn be used to address the optimality of abstract resolvent upper bounds based on Carleman-type estimates (see details below and in Sub-section 6.2).

Our main finding, Theorem 4.2, states that, if $W$ satisfies Assumption 3.1 then

$$\| (A - \lambda)^{-1} \| = \sqrt{\pi} |W(x_{\lambda})|^{-\frac{1}{2}} \exp \left(2f_\lambda(x_{\lambda})\right) \left(1 + o(1)\right), \hspace{1cm} \lambda \to +\infty,$$

with $x_{\lambda} > 0$ the (positive) turning point of $W$ defined by $W(x_{\lambda}) = \lambda$ and $f_\lambda$ the primitive of $W$ defined by

$$f_\lambda(x) := \int_0^x (\lambda - W(t))dt, \quad x \in \mathbb{R};$$

note that, as for $A_0$, the resolvent norm is independent of $\text{Im} \lambda$.

This result is in agreement with (1.2), where $W(x) = x^2$, and it yields a variety of rates for other examples of $W$, namely as $\lambda \to +\infty$,

$$W(x) = \log(x), \quad \| (A - \lambda)^{-1} \| = \sqrt{\pi} \exp \left(2\sqrt{e^{2\lambda} - 1 + \lambda/2 - \pi} \right) (1 + o(1)),$$

$$W(x) = |x|^p, \quad \| (A - \lambda)^{-1} \| = \sqrt{\pi^{\frac{1+p}{2p}}} \exp \left(\frac{2p}{p+1} \lambda \frac{1+p}{2p} \right) (1 + o(1)), \quad p > 0,$$

$$W(x) = e^{|x|}, \quad \| (A - \lambda)^{-1} \| = \sqrt{\pi} \lambda^{-\frac{1}{2}} \exp \left(2\lambda \log(\lambda) + o(1)\right) (1 + o(1));$$

see Example 4.3. It is apparent that the more slowly $W$ grows the larger the resolvent will be: in the above examples, the largest resolvent corresponds to $W(x) = \log(x)$. A similar behaviour can be observed for one-dimensional Schrödinger operators with complex potentials (see [3] Sec. 7).

In addition, in Theorem 5.1 we find the $C_0$-semigroup $S_t$ generated by $-A$ and calculate its norm. The latter decays in direct proportion to the growth of $W$, e.g.

$$W(x) = \log(x), \quad \| S_t \| = (\frac{x}{t})^{-t} \exp \left( (t - \pi) \left(1 + o(1)\right) \right), \quad t \to +\infty,$$

$$W(x) = |x|^p, \quad \| S_t \| = \exp \left(-\frac{2-p}{p+1} t^{p+1}\right), \quad t \geq 0, \quad p > 0,$$

$$W(x) = e^{|x|}, \quad \| S_t \| = \exp \left(-2e^{\frac{t}{2}} (1 + o(1))\right), \quad t \to +\infty,$$
i.e. rapidly growing functions such as $W(x) = e^{|x|}$ show faster semigroup decay; see Example 5.3 for more details.

As indicated above, the resolvent norm of $A_0$ and that of $A$ appear in the asymptotic formulas for the shape of the pseudospectra of second order operators. In [4 Prop. 5.1], it was shown that, for a wide class of Schrödinger operators with complex potential unbounded at infinity, $H = -\partial_x^2 + iV$, in $L^2(\mathbb{R}_+)$ (see [4 Asm. 3.1]), the norm of the resolvent of $H$ along curves $\lambda_b = a(b) + ib$ inside the numerical range and adjacent to the imaginary axis can be estimated precisely as a function of the norm of the resolvent of $A_0$

$$\|(H - \lambda_b)^{-1}\| = \|(A_0 - \mu_b)^{-1}\| (V'(x_b))^{-\frac{2}{p}} (1 + o(1)), \quad b \to +\infty,$$

where $x_b > 0$ is the turning point of $V$ determined by $V(x_b) = b$ and $\mu_b = a(b)(V'(x_b))^{-\frac{2}{p}}$. Employing (1.2), this in turn yields the asymptotic shape of the $\varepsilon$-pseudospectra (with $\varepsilon > 0$)

$$a = \left(\frac{3}{2}\right)^{\frac{2}{p}} V'(x_b) \frac{2}{p} \log(V'(x_b)) \left(1 + o(1)\right), \quad b \to +\infty;$$

see [4 Sub-sec. 5.1.1] for details and also [9] for results on semi-classical operators.

Operators $A$ with $W(x) = |x|^p$, $p > 0$, which we denote by $A_p := -\partial_x^2 + |x|^p$, play a similar role to that outlined above for $A_0$ when estimating the norm of the resolvent for Schrödinger operators $H = -\partial_x^2 + iV$ in $L^2(\mathbb{R})$ where $V$ is even, unbounded at infinity and regularly varying with index of variation equal to $p$ (see [4 Asm. 4.1]). Along curves $\lambda_b = a \cdot b(a)$ inside the numerical range and adjacent to the real axis (see [4 Prop. 5.2]), we have

$$\|(H - \lambda_a)^{-1}\| = \|(A_p - \mu_a)^{-1}\| (V(t_a))^{-1}(1 + o(1)), \quad a \to +\infty,$$

where $t_a > 0$ is the solution of $t_a V(t_a) = 2\sqrt{a}$ and $\mu_a = b(a)(V(t_a))^{-1}$. Combining (1.5) and (1.4), one finds the asymptotic shape of the $\varepsilon$-pseudospectra (with $\varepsilon > 0$)

$$b = \left(\frac{p-1}{2p}\right)^{\frac{p}{p+1}} V(t_a) \frac{p}{2p} \log(V(t_a)) \left(1 + o(1)\right), \quad a \to +\infty,$$

see Sub-section 5.1.1 and [4 Sub-sec. 5.1.2] for details.

Finally, operators of the general form $A := -\partial_x + a(x)$ also emerge in the study of the one-dimensional wave equation with unbounded damping $a(x) \geq 0$. It has been shown in [3 Prop. 4.12] that, for curves $\lambda_b = a - c(b) + ib$ in the second and third quadrants of the complex plane adjacent to the imaginary axis, the associated quadratic operator family $T(\lambda) = -\partial_x^2 + q(x) + 2\lambda a(x) + \lambda^2$, with $a, q$ obeying [3 Asm. 3.1], satisfies

$$\|T(\lambda_b)^{-1}\| = \|(A - c(b))^{-1}\|(2|b|)^{-1}(1 + o(1)), \quad |b| \to +\infty.$$

As a consequence, one can analogously describe the level-curves $\|T(\lambda_b)^{-1}\| = \varepsilon^{-1}$ with $\varepsilon > 0$. For instance, in the case where $q(x) = 0$ and $a(x) = \log(x)^p$, $p > 0$, one obtains the asymptotic shape

$$c = p \log(2b\varepsilon^{-1})(1 + o(1)), \quad b \to +\infty,$$

see Sub-section 6.1.2 and [4 Sub-sec. 4.2] for details and another example with $a(x) = x^{2n}$, $n \in \mathbb{N}$.

The operators (1.3) with $W$ satisfying Assumption 3.1 have compact resolvent (see Proposition 2.1). Moreover, depending on the rate of growth of $W$, they belong to certain ideals of compact operators, e.g. Schatten classes, see Sub-section 6.2. Estimates of the norm of the resolvent for elements in trace ideals of compact operators go back to the early 20th century with the work of T. Carleman on integral operators. More recently, upper bounds have been found for (abstract) non-normal compact operators in the context of the analysis of their spectral behaviour under perturbation (see [3, 33, 24, 4]). We shall review these bounds in Sub-section 6.2 in...
the light of our own findings. It is remarkable that the simple differential operators (1.3) (and also one dimensional Schrödinger operators with imaginary monomial potentials) are close to exhausting the abstract bounds which do not take into account any particular structure of the operator besides the singular values of the resolvent.

Unlike some of the research mentioned earlier, our methods are relatively elementary. The two main tools used in the proof of Theorem 4.2 are Schur’s test with weights (see Sub-section 2.2) and an extension of Laplace’s method for integrals depending on a large parameter (see Lemma 4.5). The proof of (1.4) is structured in three steps:

1) in Proposition 4.6, we use Schur’s test to prove that a certain integral operator, $T_{k_\lambda}$ (see (2.3) and (4.22)), is bounded in $L^2$ and we find an upper bound;
2) in Proposition 4.7, we show that the upper bound found in the previous step is optimal;
3) in the last step, the theorem’s proof, it is shown that $T_{k_\lambda}$ is in fact the resolvent operator $(A - \lambda)^{-1}$.

The remainder of the paper is structured as follows. Section 2 introduces our notation and recalls some fundamental tools applied later on. Section 3 states our assumptions. Section 4 is devoted to formulating and proving our estimate for the norm of the resolvent. Section 5 describes the $C_0$-semigroup generated by $-A$ and calculates its norm. In Section 6, we apply our findings in two different contexts. Firstly (Sub-section 6.1), we show the level curves for the norm of the resolvent in the particular cases outlined earlier (Schrödinger operators with complex potentials and the quadratic operator family associated with the damped wave equation). Secondly (Sub-section 6.2), we show that upper bounds for the resolvent of elements in certain classes of compact operators derived in [5, 34] using abstract methods are in fact almost optimal.

2. Notation and preliminaries

We write $\mathbb{R}_+ := (0, +\infty)$ and the characteristic function of a set $E$ is denoted by $\chi_E$. We use $C_c^\infty(\mathbb{R})$ to represent the space of smooth functions with compact support. Unless otherwise stated, our underlying Hilbert space shall be $L^2(\mathbb{R})$. The $L^2$ inner product shall be denoted by $\langle \cdot, \cdot \rangle$ and the $L^2$ norm by $\| \cdot \|$. In the one-dimensional setting, we will denote the first and second order differential operators by $\partial_x$ and $\partial^2_x$, respectively. We will also appeal to the Sobolev spaces $W^{1,2}(\mathbb{R})$ and $W^{2,2}(\mathbb{R})$ (see e.g. [10] Sub-sec. V.3 for definitions).

If $\mathcal{H}$ is a Hilbert space, $\mathcal{L}(\mathcal{H})$ shall denote the (Banach) space of bounded linear operators on $\mathcal{H}$. For a closed, densely defined linear operator $T$ on a Hilbert space $\mathcal{H}$, we will write as usual $\rho(T)$, $\sigma(T)$ and $\sigma_p(T)$ to denote its resolvent set, its spectrum and the set of its eigenvalues, respectively.

If $\mathcal{H}$ is a Hilbert space, we will represent by $\mathcal{K}(\mathcal{H})$ the set of compact operators on $\mathcal{H}$. If $\mathcal{H}$ is a Hilbert space, we will represent by $\mathcal{S}(\mathcal{H})$ the set of compact operators on $\mathcal{H}$, which is a closed two-sided ideal in $\mathcal{L}(\mathcal{H})$. For $0 < p < \infty$, we shall denote by $\mathcal{S}_p$, the Schatten-von Neumann class (or just Schatten class)

$$\mathcal{S}_p := \left\{ T \in \mathcal{K}(\mathcal{H}) : \|T\|_p := \left( \sum_{k=1}^{\infty} (s_k(T))^p \right)^{\frac{1}{p}} < \infty \right\},$$

where $s_k(T)$ represents the $k$th singular value of $T$ (such values are assumed to be listed in decreasing order and repeated according to their multiplicity). We refer the interested reader to e.g. [15] or [39] for details on the theory of these classes.

To avoid introducing multiple constants whose exact value is inessential for our purposes, we write $a \lesssim b$ to indicate that, given $a, b \geq 0$, there exists a constant
Proposition 2.1. Let $W \in L^\infty_{\text{loc}}(\mathbb{R}) \cap C^1(\mathbb{R} \setminus [-x_0,x_0])$, for some $x_0 > 0$, and
$$A := -\partial_x + W, \quad \text{Dom}(A) := \{u \in L^2(\mathbb{R}) : -u' + Wu \in L^2(\mathbb{R})\}. $$
Assuming $W \geq 0$ a.e. and $\lim_{|x| \to +\infty} W(x) = +\infty$, then
(i) $A$ is densely defined and m-accretive;
(ii) $A$ has compact resolvent and $\sigma(A) = \emptyset$;
(iii) the adjoint operator reads
$$A^* = \partial_x + W, \quad \text{Dom}(A^*) = \{u \in L^2(\mathbb{R}) : u' + Wu \in L^2(\mathbb{R})\}. $$
If, in addition, there exist $\varepsilon \in (0,1)$ and $M > 0$ such that
$$|W'(x)| \leq \varepsilon |W(x)|^2 + M, \quad |x| > x_0, \quad (2.1)$$
then
$$\text{Dom}(A) = \text{Dom}(A^*) = W^{1,2}(\mathbb{R}) \cap \text{Dom}(W)$$
and we have
$$\|Au\|^2 + \|u\|^2 \geq C_A \left(\|u'\|^2 + \|Wu\|^2 + \|u\|^2\right), \quad u \in \text{Dom}(A),$$
$$\|A^*u\|^2 + \|u\|^2 \geq C_A^* \left(\|u'\|^2 + \|Wu\|^2 + \|u\|^2\right), \quad u \in \text{Dom}(A^*); \quad (2.2)$$
the constants $C_A,C_A^* > 0$ depend only on $\varepsilon$, $M$ and $\|W \chi_{[-x_0,x_0]}\|_{\infty}$.

2.2. Schur’s test. Let $T_k$ be the integral operator determined by the non-negative kernel $k : \mathbb{R} \times \mathbb{R} \to [0, +\infty)$ i.e. formally
$$T_k u(x) = \int_{\mathbb{R}} k(x,y)u(y)dy, \quad x \in \mathbb{R}. \quad (2.3)$$
Schur’s test states that, if there exist strictly positive measurable functions $p, q$ on $\mathbb{R}$ and constants $\alpha, \beta > 0$ such that $k(x, y)$ satisfies
$$\int_{\mathbb{R}} k(x,y)q(y)dy \leq \alpha p(x) \quad \text{for almost every } x \in \mathbb{R},$$
$$\int_{\mathbb{R}} k(x,y)p(x)dx \leq \beta q(y) \quad \text{for almost every } y \in \mathbb{R}, \quad (2.4)$$
then the operator $T_k$ in $(2.3)$ is well-defined for every $u \in L^2(\mathbb{R})$ and
$$\|T_k\| \leq \sqrt{\alpha \beta} \quad (2.5)$$
(see e.g. [21] Thm. 5.2).

3. Assumptions
We begin by listing the assumptions that $W$ will obey throughout the rest of the paper.

Assumption 3.1. Suppose that $W \in L^\infty_{\text{loc}}(\mathbb{R}) \cap C^2(\mathbb{R} \setminus [-x_0,x_0])$, for some $x_0 \in \mathbb{R}_+$, with $W \geq 0$ a.e. and assume further that the following conditions are satisfied:
(i) $W$ is even:
$$W(-x) = W(x), \quad x \in \mathbb{R};$$
(ii) $W$ is unbounded and eventually increasing in $\mathbb{R}_+$:
$$\lim_{x \to +\infty} W(x) = +\infty, \quad W'(x) > 0, \quad x > x_0;$$
(iii) $W$ has controlled derivatives: there exist $\nu \in [-1, +\infty)$ such that
\[
W''(x) \lesssim W'(x)x^\nu, \quad |W'''(x)| \lesssim W'(x)x^\nu, \quad x > x_0;
\]
(iv) $W$ grows sufficiently fast: we have
\[
\Upsilon_1(x) = o(1), \quad |x| \to +\infty,
\]
where
\[
\Upsilon_1(x) := |x|^\nu |W'(x)|^{-\frac{1}{2}}, \quad |x| > x_0.
\]

**Remark 3.2.** We make the following observations based on the above conditions.

(i) From Assumptions 3.1 (iii) (iv), we have
\[
\frac{|W'(x)|}{(W(x))^2} \lesssim \frac{|W'(x)|}{|W''(x)|^2|x|^{-2\nu}} = (\Upsilon_1(x))^2 = o(1), \quad |x| \to +\infty.
\]

It follows that (2.1) holds and therefore the domain of the corresponding generalised Airy operator separates
\[
A = -\partial_x + W(x), \quad \text{Dom}(A) = W^{1,2}(\mathbb{R}) \cap \text{Dom}(W). \quad (3.1)
\]

(ii) Assumption 3.1 (iii) implies that, for any $0 < \varepsilon < 1$, all sufficiently large $|x|$ and $|\delta| \leq \varepsilon |x|^{-\nu}$, we can control the variation of $W$ and that of $W'$ on intervals whose length is of order $|x|^{-\nu}$
\[
\frac{W^{(j)}(x + \delta)}{W^{(j)}(x)} \approx 1, \quad j \in \{0, 1\}, \quad (3.2)
\]

(see 31 Lem. 4.1]).

(iii) The quantity $\Upsilon_1(x)$ in Assumption 3.1 (iv) is the equivalent, for a first order differential operator such as $A$, of $\Upsilon(x)$ for a Schrödinger operator in 4, Asm. 3.1 (iii)].

**Example 3.3.** Assumption 3.1 (iii) encompasses a wide range of unbounded $W$ growing at very different rates, for example:

(i) logarithmic functions such as $W(x) = \log(x)^p$, $p > 0$;
(ii) polynomial functions such as $W(x) = |x|^p$, $p > 0$ - note that, when $p = 2$, we recover, via the Fourier transform, the complex Airy operator $A_0$ (see the comments to this effect in Section 4);
(iii) exponential functions such as $W(x) = e^{x^p}$, $p > 0$.

4. The norm of the resolvent operator

In this section, our aim is to provide an estimate of $\|(A - \lambda)^{-1}\|$ as $\lambda \to +\infty$. Note that, since $A$ is m-accretive, it is immediate that $\|(A - \lambda)^{-1}\| \leq 1/|\lambda|$ for every $\lambda < 0$. Furthermore, if $\lambda \in \mathbb{R}$ since, for general $\lambda \in \mathbb{C}$, we have $(A - \lambda)^{-1} = U_{u\lambda}(A - \text{Re} \lambda)^{-1}U_{u\lambda}$, with the isometry $U_a u(x) = e^{i\alpha x} u(x)$ for any $u \in L^2(\mathbb{R})$ and $\alpha \in \mathbb{R}$, and hence $\|\|(A - \lambda)^{-1}\| = \|\|(A - \text{Re} \lambda)^{-1}\|$.  

4.1. Statement of the result. By Assumption 3.1 (iii) there exists $\lambda_0 > 0$ (e.g. take any $\lambda_0 > \|W\chi_{[0,x_0]}\|\infty$) such that, for every $\lambda \geq \lambda_0$, the equation $W(x) = \lambda$ has a unique solution in $\mathbb{R}_+$ which we shall denote by $x_\lambda$ (the turning point of $W$), i.e.
\[
W(x_\lambda) = \lambda, \quad x_\lambda > 0. \quad (4.1)
\]

Note that
\[
\lim_{\lambda \to +\infty} x_\lambda = +\infty. \quad (4.2)
\]

Furthermore, for every $\lambda > 0$ we define the real function
\[
f_\lambda(x) := \int_0^x (\lambda - W(t))dt, \quad x \in \mathbb{R}. \quad (4.3)
\]
Clearly \( f_\lambda \in W^{1,\infty}_{\text{loc}}(\mathbb{R}) \cap C^4(\mathbb{R} \setminus [-x_0, x_0]) \), \( f_\lambda(0) = 0 \) and
\[
f_\lambda'(x) = \lambda - W(x), \quad \text{a.e. in } \mathbb{R}, \quad f_\lambda''(x) = -W'(x), \quad x \in \mathbb{R} \setminus [-x_0, x_0]. \tag{4.4}
\]

An elementary analysis provides the following properties for \( f_\lambda \).

**Lemma 4.1.** For \( \lambda > 0 \) and \( f_\lambda \) as defined by (4.3), we have that \( f_\lambda \) is an odd function and in addition
\[(i) \quad f_\lambda \text{ is unbounded and } \lim_{x \to +\infty} f_\lambda(x) = -\infty. \tag{4.5}\]

Furthermore there exists \( \lambda_0 > 0 \) such that for all \( \lambda \geq \lambda_0 \)
\[(ii) \quad \text{The value } x_\lambda \text{ defined by (4.1) is a critical point } f_\lambda'(x_\lambda) = 0, \quad f_\lambda''(x_\lambda) < 0. \tag{4.6}\]

\[(iii) \quad \text{There exists } x_{\lambda,0} > x_\lambda \text{ (which is unique in } \mathbb{R}_+) \text{ such that } f_\lambda(x_{\lambda,0}) = 0, \quad f_\lambda(x) > 0, \quad x \in (0, x_{\lambda,0}). \]

**Proof.** It is clear that, by (4.3) and Assumption 3.1 (i), \( f_\lambda \) is odd.

\[(i) \quad \text{Let } \lambda > 0 \text{ be arbitrary but fixed. Since, by Assumption 3.1 (ii), we have } W(x) \to +\infty \text{ for } x \to +\infty, \text{ it follows that there exists } x_1(\lambda) > 0 \text{ such that } \lambda - W(x) \leq -1, \quad x \geq x_1(\lambda).
\]

Hence, for some \( C_\lambda \in \mathbb{R} \) and any \( x \geq x_1(\lambda) \), we have
\[
f_\lambda(x) = \int_0^{x_1(\lambda)} (\lambda - W(t))dt + \int_{x_1(\lambda)}^x (\lambda - W(t))dt \leq C_\lambda + x_1(\lambda) - x.
\]

We therefore conclude that (4.5) holds.

\[(ii) \quad \text{Setting } \lambda_0 \text{ as per definition (4.1) or larger, the statement is a direct consequence of (4.4), (4.1) and Assumption 3.1 (ii).}
\]

\[(iii) \quad \text{Let } \lambda_0 \text{ be as in (ii) and let } \lambda \geq \lambda_0 \text{ be arbitrary but fixed. Since } f_\lambda(0) = 0, \quad f_\lambda'(x) > 0 \text{ for } x \in (0, x_\lambda), \quad f_\lambda'(x) < 0 \text{ for } x \in (x_\lambda, +\infty) \text{ (recall that } f_\lambda'(x) = -W'(x) + \lambda) \text{ and moreover, by (4.5), } f_\lambda(x) \text{ is eventually negative, we deduce that there exists a unique } x_{\lambda,0} > x_\lambda \text{ such that } f_\lambda(x_{\lambda,0}) = 0 \text{ and } f_\lambda(x) \text{ must be strictly positive in } (0, x_{\lambda,0}), \text{ as claimed.}
\]

The behaviour of \( f_\lambda \) is sketched in Fig. 4.1 (see also Definition (4.10) and Lemma 4.4).

![Figure 4.1. Sketch of \( f_\lambda(x) \), defined by (4.3), for sufficiently large \( \lambda \).](image)
Our main result in this section is the following.

**Theorem 4.2.** Let $W$ satisfy Assumption 3.1 and let $A$ be the generalised Airy operator \((4.1)\) in $L^2(\mathbb{R})$ and let $\lambda > 0$. Then
\[
\| (A - \lambda)^{-1} \| = \sqrt{p} \left| W'(x_\lambda) \right|^{-\frac{1}{2}} \exp \left( 2f_\lambda(x_\lambda) \right) (1 + o(1)), \quad \lambda \to +\infty, \quad (4.7)
\]
where $x_\lambda$ and $f_\lambda$ are defined by \((4.1)\) and \((4.3)\), respectively.

**Example 4.3.** In order to illustrate Theorem 4.2, we re-visit the instances shown in Example 3.3.

(i) For the slowly-growing function $W(x) = \log(x)^p, p > 0$, it is straightforward to verify that $W'(x) = px(x)^{-2}, f_\lambda(x) = (\lambda + p)x - xW'(x) - p \arctan(x)$ and $x_\lambda = \sqrt{\exp(2\lambda/p) - 1}$. This yields the estimate
\[
\| (A - \lambda)^{-1} \| = \sqrt{\frac{p}{\lambda}} \left| \frac{2}{p} \exp \left( \frac{2\lambda}{p} - 1 + \frac{\lambda}{2p} - p\pi \right) \right| (1 + o(1)), \quad \lambda \to +\infty. \quad (4.8)
\]

(ii) For $W(x) = |x|^p, p > 0$, we have $W'(x) = p sgn(x)|x|^{p-1}, f_\lambda(x) = x(\lambda - W(x)/(p + 1)), x_\lambda = \lambda^{1/p}$ and the estimate
\[
\| (A - \lambda)^{-1} \| = \sqrt{\frac{\pi}{p}} \lambda^{-\frac{p}{2}} \exp \left( \frac{2p}{p + 1} \lambda^{\frac{1}{2p}} \right) (1 + o(1)), \quad \lambda \to +\infty. \quad (4.9)
\]

We note that, in the particular case $p = 2$ (the complex Airy operator on Fourier space), we recover the estimate found elsewhere (see e.g. \([9, Cor. 1.4]\))
\[
\| (A - \lambda)^{-1} \| = \sqrt{\frac{\pi}{2}} \lambda^{-\frac{1}{2}} \exp \left( \frac{4}{3} \lambda^{\frac{1}{2}} \right) (1 + o(1)), \quad \lambda \to +\infty.
\]

(iii) For the fast-growing function $W(x) = e^{\lambda x^p}, p > 0$, one can similarly check that $W'(x) = p sgn(x)|x|^{p-1}W'(x), f_\lambda(x) = \lambda x - W(x)F_p(x)$, where $F_p(x)$ denotes the generalised Dawson’s integral (see \([13, Sec. 7.16]\) or \([12, Eq. 1.1]\), and $x_\lambda = (\log(\lambda))^{\frac{1}{p}}$. The estimate of the resolvent norm as $\lambda \to +\infty$ is
\[
\| (A - \lambda)^{-1} \| = \sqrt{\frac{\pi}{p}} \lambda^{-\frac{1}{2}} (\log(\lambda))^{-\frac{p}{2}} \exp \left( 2\lambda \left( (\log(\lambda))^{\frac{1}{p}} - F_p \left( (\log(\lambda))^{\frac{1}{p}} \right) \right) \right) (1 + o(1))
\]
(note that $F_p(x) = (1/p)x^{1-p}(1 + O(x^{-p}))$ for $x \to +\infty$, see e.g. \([13, Secs. 7.16, 8.11]\) or \([12, Eq. 2.5]\)).

4.2. **Proof of Theorem 4.2.** To prove the theorem, we shall firstly introduce a certain $L^2(\mathbb{R})$ integral operator and show that it is bounded, establishing in the process that the right-hand side of \((4.7)\) is an (asymptotic) upper bound for its norm (Proposition 4.6). We will then proceed to prove that the upper bound is in fact optimal (Proposition 4.7). Finally, in the theorem’s proof proper, we show that our integral operator is indeed the resolvent $(A - \lambda)^{-1}$.

We begin by proving two lemmas that describe some further important properties of $f_\lambda$. Let
\[
\Omega_{\lambda, \pm} := (\pm x_\lambda - \delta_\lambda, \pm x_\lambda + \delta_\lambda), \quad \delta_\lambda := \delta x_\lambda^{-\nu}, \quad 0 < \delta < \frac{1}{4}, \quad (4.10)
\]
where $\delta$ will be determined in Lemmas 4.4 and 4.5 and $\nu \geq -1$ (see Assumption 3.1 (iii)). The above choice for the width of $\Omega_{\lambda, \pm}$ implies that $W(x)$ is approximately equal to $W(x_\lambda)$ inside those intervals (see Remark 3.2 (iii)), a fact which we shall repeatedly rely upon in the proofs below.
Lemma 4.4. Let $W$ satisfy Assumption 3.3 and let $x_\lambda$, $x_{\lambda,0}$ and $\Omega'_{\lambda,+}$ be as defined in (4.1), (4.6) and (4.10), respectively. Then as $\lambda \to +\infty$, we have:

(i) $x_\lambda \pm \delta_\lambda \approx x_\lambda$.  

(ii) $\Omega'_{\lambda,+} \subset (0, x_{\lambda,0})$.

Proof. (i) By (4.2) and Lemma 4.4.

Choosing $\delta > \nu$ as in Assumption 3.1, we have (with $\epsilon > 0$ for sufficiently small $\epsilon$ in (4.10), we have $f_\lambda(x_\lambda + \delta_\lambda) > 0$ as $\lambda \to +\infty$ by (4.11). It follows

By (4.12) and (4.2), we deduce that $\min\{W''(t) : t \in [x_\lambda - \epsilon x_\lambda^{-\nu}, x_\lambda]\} \approx W''(x_\lambda)$. Furthermore, $x_\lambda - \epsilon x_\lambda^{-\nu} \approx x_\lambda$ for small enough $\epsilon > 0$ by (4.11). It follows

\[ f_\lambda(x_\lambda) \gtrsim x_\lambda W''(x_\lambda) \epsilon x_\lambda^{-\nu} \approx W''(x_\lambda)x_\lambda^{-\nu}, \quad \lambda \to +\infty. \]  

(4.12)

Therefore by (4.11) and (4.2)

\[ \left( \frac{\Omega'(1(x_\lambda))}{f_\lambda(x_\lambda)} \right)^{-2} = \frac{W''(x_\lambda)}{f_\lambda(x_\lambda)x_\lambda^{-\nu}} \lesssim \frac{W''(x_\lambda)}{W''(x_\lambda)x_\lambda^{-\nu}} = \mathcal{O}(1), \quad \lambda \to +\infty, \]

(4.13)

and hence (with $\xi_\lambda \in (x_\lambda, x_\lambda + \delta_\lambda)$ and applying (4.4)

\[ f_\lambda(x_\lambda + \delta_\lambda) = f_\lambda(x_\lambda) + f'_\lambda(x_\lambda)\delta_\lambda + \frac{1}{2}f''_\lambda(x_\lambda)\delta_\lambda^2 + \frac{1}{6}f'''_\lambda(x_\lambda)\delta_\lambda^3 \]

\[ = f_\lambda(x_\lambda) \left( 1 + \frac{1}{2} \frac{W''(x_\lambda)\delta_\lambda^2}{f_\lambda(x_\lambda)} \left( 1 + \frac{1}{3} \frac{W''(\xi_\lambda)}{W''(x_\lambda)} \delta_\lambda \right) \right) \]

(4.14)

By (4.13), we obtain $\delta^2(\Omega'(1(x_\lambda))^{-2}/f_\lambda(x_\lambda) = \mathcal{O}(\delta^2)$ and, by Assumption 3.1 (iii) (4.11) and (3.2), we deduce $|W''(\xi_\lambda)|\delta_\lambda/W''(x_\lambda) \lesssim \delta$. Hence, using (4.14) and choosing $\delta > 0$ sufficiently small in (4.10), we have

\[ f_\lambda(x_\lambda + \delta_\lambda) > f_\lambda(x_\lambda) \left( 1 - \mathcal{O}(\delta^2) \right) > 0, \quad \lambda \to +\infty, \]

as claimed.

Our next result is the critical ingredient in the calculation of estimate (4.7). It uses the idea of Laplace’s method and slightly extends it to provide suitable estimates for the proof of our claim.
Lemma 4.5. Let $\lambda > 0$ and let $x_\lambda, \Omega'_\lambda, f_\lambda(x)$ be as defined by (4.1), (4.10) and (4.3), respectively. Then for any $M > 0$ and with $\lambda \to +\infty$

$$I_{\lambda,+} := \int_{\Omega'_\lambda,+} e^{Mf_\lambda(x)} \, dx = \sqrt{\frac{2\pi}{M}} (W'(x_\lambda))^{-\frac{1}{2}} e^{Mf_\lambda(x_\lambda)} (1 + o(1)), \quad (4.15)$$

$$I_{\lambda,-} := \int_{\Omega'_\lambda,-} e^{Mf_\lambda(x)} \, dx = \sqrt{\frac{2\pi}{M}} (W'(x_\lambda))^{-\frac{1}{2}} e^{Mf_\lambda(x_\lambda)} o(1). \quad (4.16)$$

Proof. For $\lambda_0 > 0$ as in Lemma [4.1] and any $\lambda \geq \lambda_0$, let $\rho := |f_\lambda''(x_\lambda)|^{-\frac{1}{2}} > 0$ and $\Omega'_{\lambda, \rho} := (-\delta_\lambda \rho^{-1}, \delta_\lambda \rho^{-1})$. For every $y \in \Omega'_{\lambda, \rho}$, we define

$$g_\lambda(y) := f_\lambda(\rho y + x_\lambda). \quad (4.17)$$

Taylor-expanding $g_\lambda$ around 0 and using the facts that $g_\lambda'(0) = \rho f'_\lambda(x_\lambda) = 0$ (refer to (4.1) and (4.4)) and $g_\lambda''(0) = \rho^2 f''_\lambda(x_\lambda) = -1$ (by Assumption 3.1 (ii) and (4.4) and our choice of $\rho$) we obtain

$$g_\lambda(y) = g_\lambda(0) - \frac{1}{2} y^2 + \frac{1}{6} g'''_\lambda(sy)y^3, \quad y \in \Omega'_{\lambda, \rho}, \quad (4.18)$$

where $s = s(y, \lambda)$ and $0 < s < 1$. Furthermore, by (4.4) and Assumption 3.1 (iii)

$$|g'''_\lambda(sy)| = |f'''_\lambda(\rho sy + x_\lambda)| |\rho^3| \frac{|W''(\rho sy + x_\lambda)|}{(W'(x_\lambda))^2} \lesssim \frac{W''(\rho sy + x_\lambda)}{(W'(x_\lambda))^2} (\rho sy + x_\lambda)^\nu.$$  

For any $y \in \Omega'_{\lambda, \rho}$, we have $|\rho sy| \lesssim \frac{1}{2} x_\lambda^{-\nu}$ by (4.10) and hence $(x_\lambda^{-1} \rho sy + 1)^\nu \approx 1$, i.e. $(\rho sy + x_\lambda)^\nu \approx x_\lambda^\nu$. Combining this fact with (3.2), we deduce

$$|g'''_\lambda(sy)| \lesssim (\rho sy + x_\lambda)^\nu (W'(x_\lambda))^{-\frac{1}{2}} \lesssim \Upsilon_1(x_\lambda), \quad y \in \Omega'_{\lambda, \rho}. \quad (4.19)$$

Observing that $\delta_\lambda \rho^{-1} = (\Upsilon_1(x_\lambda))^{-1}\delta$, we have $|g'''_\lambda(sy)| \lesssim \delta$ for any $y \in \Omega'_{\lambda, \rho}$ and consequently, by choosing a sufficiently small $\delta$ in (4.10), we get

$$1 - \frac{1}{3} g'''_\lambda(sy)y \approx 1. \quad (4.20)$$

In order to estimate $I_{\lambda,+}$, we change variable $x \to \rho y + x_\lambda$ and apply (4.17) and (4.18) to derive

$$I_{\lambda,+} = e^{Mg_\lambda(0)} \rho \int e^{-\frac{1}{2} My^2 (1 - \frac{1}{2} g'''_\lambda(sy)y)} \chi_{\Omega'_{\lambda, \rho}}(y) \, dy. \quad (4.21)$$

Note that, by (4.20), there exists some $C > 0$ such that

$$e^{-\frac{1}{2} My^2 (1 - \frac{1}{2} g'''_\lambda(sy)y)} \chi_{\Omega'_{\lambda, \rho}}(y) \leq e^{-\frac{1}{4} C M y^2}, \quad y \in \mathbb{R}, \quad \lambda \geq \lambda_0.$$  

Furthermore, $\Upsilon_1(x_\lambda) = o(1)$ as $\lambda \to +\infty$ by Assumption 3.1 (iv) and therefore $\delta_\lambda \rho^{-1} \to +\infty$ for $\lambda \to +\infty$. Noting also (4.19), we have for any fixed $y \in \mathbb{R}$

$$\lim_{\lambda \to +\infty} e^{-\frac{1}{2} My^2 (1 - \frac{1}{2} g'''_\lambda(sy)y)} \chi_{\Omega'_{\lambda, \rho}}(y) = e^{-\frac{1}{2} My^2}.$$  

Finally, we apply the dominated convergence theorem to (4.21) to deduce

$$I_{\lambda,+} = e^{Mg_\lambda(0)} \rho \sqrt{\frac{2\pi}{M}} (1 + o(1)), \quad \lambda \to +\infty,$$

which yields (4.15).
To prove (4.16), we change variable in the integrand of \( I_{\lambda,-} \) \((x \rightarrow -\rho y - x_\lambda)\) to obtain (using the fact that \( f_\lambda \) is odd and arguing as above)

\[
I_{\lambda,-} = e^{-Mg_\lambda(0)} \int_{\mathbb{R}} e^{\frac{i}{2} C'My^2(1 - \frac{1}{2} s''(sp)y)y) \chi_{\Omega',\rho}(y)dy \\
\leq e^{-Mg_\lambda(0)} \int_{\mathbb{R}} e^{\frac{i}{2} C'My^2} \chi_{\Omega',\rho}(y)dy = 2e^{-Mg_\lambda(0)} \rho \int_{0}^{\delta_\lambda} e^{\frac{i}{2} C'My^2} dy,
\]

with some \( C' > 0 \). It is straightforward to verify that \( e^{-x^2} x \int_{0}^{\infty} e^{y^2} dy = O(1) \) as \( x \to +\infty \) and hence

\[
I_{\lambda,-} \leq e^{-Mg_\lambda(0)} \frac{C'M \delta_\lambda \rho^{-2}}{\delta_\lambda} \left( \delta^{-1} \Upsilon_1(x_\lambda) e^{-2Mf_\lambda(x_\lambda)} \left( 1 - \frac{C'^2(\Upsilon_1(x_\lambda))^{-2}}{4f_\lambda(x_\lambda)} \right) \right),
\]

for \( \lambda \to +\infty \). Recalling (4.13) and choosing an adequately small value for \( \delta > 0 \) in (4.10), it follows that

\[
1 - \delta^2 \frac{C'(\Upsilon_1(x_\lambda))^{-2}}{4f_\lambda(x_\lambda)} > 0, \quad \lambda \to +\infty.
\]

We have \( M > 0 \) by assumption and it was shown in Lemma 4.1 (iii) that \( f_\lambda(x_\lambda) > 0 \) for large enough \( \lambda \); furthermore, by Assumption 3.1 (iv), \( \Upsilon_1(x_\lambda) = o(1) \) as \( \lambda \to +\infty \). Hence we conclude that (4.16) holds. \( \square \)

4.2.1. The upper bound. With \( \lambda > 0 \) and \( f_\lambda \) as in (4.3), we define the non-negative kernel

\[
k_\lambda(x, y) := \begin{cases} 
  e^{f_\lambda(y) - f_\lambda(x)}, & x < y, \\
  0, & x \geq y,
\end{cases} \quad x, y \in \mathbb{R}, \quad (4.22)
\]

and we let \( T_{k_\lambda} \) be the associated integral operator as in (2.3). Furthermore, we introduce the weight functions in \( \mathbb{R} \)

\[
p_\lambda(x) = \begin{cases} 
  e^{-f_\lambda(x)}, & x \in [-x_\lambda - \delta_\lambda, x_\lambda + \delta_\lambda], \\
  e^{-f_\lambda(x_\lambda + \delta_\lambda)}, & x > x_\lambda + \delta_\lambda, \\
  e^{-f_\lambda(-x_\lambda - \delta_\lambda)}, & x < -x_\lambda - \delta_\lambda,
\end{cases} \quad (4.23)
\]

\[
q_\lambda(y) = \begin{cases} 
  e^{f_\lambda(y)}, & y \in [-x_\lambda - \delta_\lambda, x_\lambda + \delta_\lambda], \\
  e^{f_\lambda(x_\lambda + \delta_\lambda)}, & y > x_\lambda + \delta_\lambda, \\
  e^{f_\lambda(-x_\lambda - \delta_\lambda)}, & y < -x_\lambda - \delta_\lambda
\end{cases} \quad (4.24)
\]

where \( x_\lambda \) and \( \delta_\lambda \) are defined in (4.1) and (4.10), respectively. Note that the choice of weights is motivated to ensure that the resulting constants \( \alpha, \beta \) in Schur’s test (see Sub-section 2.2) are optimal, which cannot be achieved with the trivial weights \( p_\lambda(x) = q_\lambda(x) = 1 \).

**Proposition 4.6.** Let \( W \) satisfy Assumption 3.1 and let \( \lambda > 0 \) and \( T_{k_\lambda} \) be the integral operator associated with the kernel (4.22). Then \( T_{k_\lambda} \) is a bounded operator on \( L^2(\mathbb{R}) \) and moreover

\[
\|T_{k_\lambda}\| \leq \sqrt{\pi}(W'(x_\lambda))^{-\frac{1}{4}} \exp(2f_\lambda(x_\lambda)) (1 + o(1)), \quad \lambda \to +\infty, \quad (4.25)
\]

where \( x_\lambda \) and \( f_\lambda \) are defined as in (4.1) and (4.3), respectively.
Proof. Our task is to estimate the integrals

\[ I_\lambda(x) := \int_R k_\lambda(x, y)q_\lambda(y)dy, \quad x, y \in \mathbb{R}, \quad \lambda \to +\infty, \]

\[ J_\lambda(y) := \int_R k_\lambda(x, y)p_\lambda(x)dx, \]

with \( k_\lambda(x, y) \) as in (4.22) and \( p_\lambda(x), q_\lambda(y) \) as in (4.23) and (4.24), respectively. In what follows, we shall assume \( \lambda \geq \lambda_0 \) with \( \lambda_0 \) as in Lemma 4.1.

We split \( \mathbb{R} \) into subintervals and evaluate \( I_\lambda(x) \) in each one in turn.

(i) \( x \in [x_\lambda + \delta_\lambda, +\infty) \)

\[
I_\lambda(x) = e^{-f_\lambda(x)} \int_x^{+\infty} e^{f_\lambda(y)} \frac{W(y) - \lambda}{W(y) - \lambda} dy \\
\leq e^{-f_\lambda(x)} \frac{W(x_\lambda + \delta_\lambda) - \lambda}{W(x_\lambda + \delta_\lambda) - \lambda} \left[-e^{f_\lambda(y)}\right]_x^{+\infty} = e^{f_\lambda(x_\lambda + \delta_\lambda)} \\
= \frac{e^{2f_\lambda(x_\lambda)}}{(W'(x_\lambda))^2} \left( W'(x_\lambda) e^{-2f_\lambda(x_\lambda)} - e^{-2f_\lambda(x_\lambda) - f_\lambda(x_\lambda + \delta_\lambda)} \right) e^{-f_\lambda(x_\lambda + \delta_\lambda)}. \]

Applying the mean-value theorem and (3.2) to \( W \) and noting that \( f_\lambda(x_\lambda) > f_\lambda(x_\lambda + \delta_\lambda) \), we find

\[
\frac{(W'(x_\lambda))^2}{W(x_\lambda + \delta_\lambda) - \lambda} e^{-2f_\lambda(x_\lambda) - f_\lambda(x_\lambda + \delta_\lambda)} \leq \frac{(W'(x_\lambda))^2}{W'(x_\lambda)\delta_\lambda} = \delta^{-1} \Upsilon_1(x_\lambda)
\]

and hence

\[
I_\lambda(x) = \sqrt{\pi}(W'(x_\lambda))^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} o(1)p_\lambda(x), \quad \lambda \to +\infty.
\]

(ii) \( x \in [x_\lambda - \delta_\lambda, x_\lambda + \delta_\lambda] \)

\[
I_\lambda(x) = e^{-f_\lambda(x)} \left( \int_x^{x_\lambda + \delta_\lambda} e^{2f_\lambda(y)} dy + \int_{x_\lambda + \delta_\lambda}^{+\infty} e^{f_\lambda(y)} q_\lambda(y) dy \right).
\]

Applying (4.15) with \( M = 2 \), we have for \( \lambda \to +\infty \)

\[
\int_x^{x_\lambda + \delta_\lambda} e^{2f_\lambda(y)} dy \leq \int_{\Omega_{x_\lambda}} e^{2f_\lambda(y)} dy = \sqrt{\pi}(W'(x_\lambda))^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} (1 + o(1)).
\]

Moreover using (1)

\[
\int_{x_\lambda + \delta_\lambda}^{+\infty} e^{f_\lambda(y)} q_\lambda(y) dy = e^{f_\lambda(x_\lambda + \delta_\lambda)} I_\lambda(x_\lambda + \delta_\lambda)
\]

\[
= \sqrt{\pi}(W'(x_\lambda))^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} o(1),
\]

as \( \lambda \to +\infty \). Therefore

\[
I_\lambda(x) \leq \sqrt{\pi}(W'(x_\lambda))^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} (1 + o(1)) p_\lambda(x), \quad \lambda \to +\infty.
\]

(iii) \( x \in [0, x_\lambda - \delta_\lambda] \)

\[
I_\lambda(x) = e^{-f_\lambda(x)} \left( \int_x^{x_\lambda - \delta_\lambda} e^{2f_\lambda(y)} dy + \int_{x_\lambda - \delta_\lambda}^{+\infty} e^{f_\lambda(y)} q_\lambda(y) dy \right).
\]

The first of the above two integrals can be estimated as in (1) (noting that \( f_\lambda(x_\lambda) > f_\lambda(x_\lambda - \delta_\lambda) \))

\[
\int_x^{x_\lambda - \delta_\lambda} e^{2f_\lambda(y)} dy \leq e^{2f_\lambda(x_\lambda - \delta_\lambda) - f_\lambda(x)} \leq \frac{e^{2f_\lambda(x_\lambda - \delta_\lambda)}}{2(\lambda - W(x_\lambda - \delta_\lambda))} \leq \frac{e^{2f_\lambda(x_\lambda - \delta_\lambda)}}{2(\lambda - W(x_\lambda - \delta_\lambda))} \leq (W'(x_\lambda))^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)\delta^{-1}} \Upsilon_1(x_\lambda).
\]
Moreover using (ii) as \( \lambda \to +\infty \)
\[
\int_{x_\lambda - \delta}^{+\infty} e^{f_\lambda(y)} q_\lambda(y) \, dy = e^{f_\lambda(x_\lambda - \delta)} I_\lambda(x_\lambda - \delta) 
\leq \sqrt{\pi(W'(x_\lambda))}^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} (1 + o(1))
\]
and therefore
\[
I_\lambda(x) \leq \sqrt{\pi(W'(x_\lambda))}^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} (1 + o(1)) p_\lambda(x), \quad \lambda \to +\infty.
\]
(iv) \( x \in [-x_\lambda + \delta, 0] \)
\[
I_\lambda(x) = e^{-f_\lambda(x)} \left( \int_{x}^{0} e^{2f_\lambda(y)} \, dy + \int_{0}^{+\infty} e^{f_\lambda(y)} q_\lambda(y) \, dy \right).
\]
Proceeding as in (iii) (recall that \( f_\lambda(x) < 0 \) for \( x \in (-x_\lambda, 0) \cap \Omega'_{\lambda,-} \) and \( W \) is even)
\[
\int_{x}^{0} e^{2f_\lambda(y)} \, dy \leq \frac{1}{2(\lambda - W(x_\lambda - \delta))} \leq (W'(x_\lambda))^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} (1 + o(1))
\]
and therefore
\[
I_\lambda(x) \leq \sqrt{\pi(W'(x_\lambda))}^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} (1 + o(1))
\]
(v) \( x \in [-x_\lambda - \delta, -x_\lambda + \delta] \)
\[
I_\lambda(x) = e^{-f_\lambda(x)} \left( \int_{-x_\lambda + \delta}^{-x_\lambda} e^{2f_\lambda(y)} \, dy + \int_{-x_\lambda + \delta}^{+\infty} e^{f_\lambda(y)} q_\lambda(y) \, dy \right).
\]
Applying (4.16) with \( M = 2 \), we have for \( \lambda \to +\infty \)
\[
\int_{-x_\lambda + \delta}^{-x_\lambda} e^{2f_\lambda(y)} \, dy \leq \int_{\Omega'_{\lambda,-}} e^{2f_\lambda(y)} \, dy = \sqrt{\pi(W'(x_\lambda))}^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} o(1).
\]
Moreover using (iv)
\[
\int_{-x_\lambda + \delta}^{+\infty} e^{f_\lambda(y)} q_\lambda(y) \, dy = e^{f_\lambda(-x_\lambda + \delta)} I_\lambda(-x_\lambda + \delta) 
\leq \sqrt{\pi(W'(x_\lambda))}^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} (1 + o(1)),
\]
as \( \lambda \to +\infty \). Therefore
\[
I_\lambda(x) \leq \sqrt{\pi(W'(x_\lambda))}^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} (1 + o(1)) p_\lambda(x), \quad \lambda \to +\infty.
\]
(vi) \( x \in (-\infty, -x_\lambda - \delta) \)
\[
I_\lambda(x) = e^{-f_\lambda(x)} \left( \int_{x}^{-x_\lambda - \delta} e^{f_\lambda(y)} + f_\lambda(-x_\lambda - \delta) \, dy + \int_{-x_\lambda - \delta}^{+\infty} e^{f_\lambda(y)} q_\lambda(y) \, dy \right).
\]
Arguing as in (i) and using the facts that \( W \) is even, \( f_\lambda \) is odd and \( f_\lambda(x) \geq 0 \) in \( [x_\lambda, x_\lambda + \delta] \), we find
\[
\int_{x}^{-x_\lambda - \delta} e^{f_\lambda(y)} - f_\lambda(x + \delta) \, dy \leq \frac{e^{f_\lambda(x)}}{W(x_\lambda + \delta)} - \lambda 
\]
\[
\leq e^{f_\lambda(x)} \delta^{-1} T_1(x_\lambda) \frac{e^{2f_\lambda(x_\lambda) + f_\lambda(x_\lambda + \delta)}}{(W'(x_\lambda))^{\frac{1}{2}}}.
\]
Moreover using \((v)\)
\[
\begin{align*}
\int_{-\infty}^{\infty} e^{f_\lambda(y)} q_\lambda(y) dy &= e^{-f_\lambda(x_\lambda + \delta_\lambda)} I_\lambda(-x_\lambda - \delta_\lambda) \\
&\leq \sqrt{\pi}(W'(x_\lambda))^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} (1 + o(1)),
\end{align*}
\]
as \(\lambda \to +\infty\). Therefore (note that \(f_\lambda(x) > f_\lambda(-x_\lambda - \delta_\lambda)\))
\[
I_\lambda(x) \leq \sqrt{\pi}(W'(x_\lambda))^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} (1 + o(1)) p_\lambda(x), \quad \lambda \to +\infty.
\]
We have therefore shown that for any \(x \in \mathbb{R}\)
\[
I_\lambda(x) \leq \sqrt{\pi}(W'(x_\lambda))^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} (1 + o(1)) p_\lambda(x), \quad \lambda \to +\infty. \tag{4.26}
\]
We can also prove that for any \(y \in \mathbb{R}\)
\[
J_\lambda(y) \leq \sqrt{\pi}(W'(x_\lambda))^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} (1 + o(1)) q_\lambda(y), \quad \lambda \to +\infty, \tag{4.27}
\]
by either repeating the arguments used for \(I_\lambda\) or simply noting that, for any \(y \in \mathbb{R}\), we have \(q_\lambda(y) = p_\lambda(-y)\) and \(J_\lambda(y) = I_\lambda(-y)\), and applying (4.26).

Finally, from (4.26)-(4.27), an appeal to Schur’s test (refer to (2.4)-(2.5)) yields (4.25).

4.2.2. The lower bound. Our next result shows that (4.25) is optimal.

**Proposition 4.7.** Let \(W\) satisfy Assumption \(3.4\) and let \(\lambda > 0\) and \(T_{k_\lambda}\) be the integral operator associated with the kernel \((4.22)\). Then
\[
\|T_{k_\lambda}\| \geq \sqrt{\pi}(W'(x_\lambda))^{-\frac{1}{2}} \exp (2f_\lambda(x_\lambda) (1 + o(1)), \quad \lambda \to +\infty, \tag{4.28}
\]
where \(x_\lambda\) and \(f_\lambda\) are defined as in (4.1) and (4.3), respectively.

**Proof.** For sufficiently large \(\lambda > 0\) (see Lemma 4.1) and with \(\Omega'_{\lambda,+}\) as defined in (4.10), let
\[
v_\lambda(y) := \begin{cases} e^{f_\lambda(y)}, & y \in \Omega'_{\lambda,+}, \\ 0, & \text{otherwise.} \end{cases} \tag{4.29}
\]
Then by (4.15) with \(M = 2\)
\[
\|v_\lambda\|^2 = \int_{\Omega'_{\lambda,+}} e^{2f_\lambda(y)} dy = \sqrt{\pi}(W'(x_\lambda))^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} (1 + o(1)), \quad \lambda \to +\infty. \tag{4.30}
\]
Let for any \(x \in \mathbb{R}\) and sufficiently large \(\lambda > 0\)
\[
u_\lambda(x) := T_{k_\lambda} v_\lambda(x) = \int_{\mathbb{R}} k_\lambda(x,y) v_\lambda(y) dy = e^{-f_\lambda(x)} \int_{x}^{+\infty} e^{2f_\lambda(y)} \chi_{\Omega'_{\lambda,+}}(y) dy,
\]
where for the last equality we have used the definitions (4.22) and (4.29). Then, for any \(x \in \Omega'_{\lambda,+}\), we have \(u_\lambda(x) = \exp(-f_\lambda(x))\|v_\lambda\|^2\) and, using the fact that \(f_\lambda\) is odd and (4.30), we find
\[
\|u_\lambda\|^2 \geq \int_{\Omega'_{\lambda,+}} |u_\lambda(x)|^2 dx = \|v_\lambda\|^4 \int_{\Omega'_{\lambda,+}} e^{-2f_\lambda(x)} dx \cdot \|v_\lambda\|^6.
\]
Hence by (4.30)
\[
\|u_\lambda\| \geq \|v_\lambda\|^2 = \sqrt{\pi}(W'(x_\lambda))^{-\frac{1}{2}} e^{2f_\lambda(x_\lambda)} (1 + o(1)), \quad \lambda \to +\infty,
\]
and (4.28) follows.
4.2.3. The theorem’s proof.

Proof of Theorem 4.2. With $T_{k_\lambda}$ determined by the kernel $\mathbf{4.22}$ and appealing to Propositions 4.6, 4.7, it is enough to prove that the equality $(A - \lambda)^{-1} = T_{k_\lambda}$ holds on $C_0^\infty(\mathbb{R})$, a dense subset of $L^2(\mathbb{R})$, for $\lambda \to +\infty$.

Let $v \in C_0^\infty(\mathbb{R})$: since, for any fixed and sufficiently large $\lambda > 0$, we have $T_{k_\lambda} \in \mathcal{L}(L^2(\mathbb{R}))$, the function $u_\lambda(x) := T_{k_\lambda}v(x)$, $x \in \mathbb{R}$, belongs to $L^2(\mathbb{R})$ and moreover, with arbitrary $f \in C_0^\infty(\mathbb{R})$, elementary calculations show that

$$\langle -\partial_x u_\lambda + Wu_\lambda, f \rangle = \langle \lambda u_\lambda + v, f \rangle.$$  

It follows that $-\partial_x u_\lambda + Wu_\lambda \in L^2(\mathbb{R})$, i.e. $u_\lambda \in \text{Dom}(A)$, and $Au_\lambda = \lambda u_\lambda + v$.

Furthermore, by (4.4), we have for any $x \in \mathbb{R}$ and $\lambda > 0$

$$\langle T_{k_\lambda}(-\lambda)v(x), x \rangle = \int_0^\infty e^{\lambda(y) - f_\lambda(x)}(-v'(y) + (W(y) - \lambda)v(y))dy$$

$$= -e^{-f_\lambda(x)} \left[ e^{f_\lambda(y)v(\lambda)} \right]_0^\infty = v(x),$$

which concludes the proof.  

□

5. THE NORM OF THE SEMIGROUP

In this section, we provide an estimate of the norm of the semigroup generated by $-A$. We refer the reader to \[10\] Ex. 6.1.20, Ex. 10.2.9 for instances of semigroups that follow formula (5.1) (although with different underlying spaces: $C_0(\mathbb{R})$ and $L^2(\mathbb{R}^+)$, respectively).

Theorem 5.1. Let $W$ satisfy Assumption \[3.1\] and let $A$ be the generalised Airy operator \[3.1\] in $L^2(\mathbb{R})$. Then $-A$ generates a $C_0$-semigroup of contractions $(S_t)_{t \geq 0}$ on $L^2(\mathbb{R})$. Moreover, for any $t \geq 0$ and any $f \in L^2(\mathbb{R})$, we have

$$(S_tf)(x) = \exp(g_t(x))f(x + t), \quad g_t(x) := -\int_x^{x+t} W(s)ds, \quad x \in \mathbb{R}, \quad (5.1)$$

and there exists $t_0 \geq 0$ such that

$$\|S_t\| = \exp \left( -2 \int_0^t W(s)ds \right), \quad t \geq t_0. \quad (5.2)$$

Proof. Since, by Proposition 2.1, $-A$ is densely-defined, m-dissipative and $\rho(-A) \cap (0, +\infty) \neq \emptyset$, the first part of the claim follows immediately from the Lumer-Phillips theorem (see e.g. \[17\] Thm. III.3.15). Moreover, for any $u_0 \in \text{Dom}(A)$, the function $u(\cdot) := S_tu_0$ solves the homogenous Cauchy problem

$$\begin{cases}
    u'(t) = -Au(t), & t \geq 0, \\
    u(0) = u_0,
\end{cases}$$

(see \[17\] Lem. III.1.3]).

Observing that the function $\Psi(t, x) = \exp(g_t(x))\Psi_0(x + t)$, with $g_t(x)$ as in \[5.1\], solves the partial differential equation $\partial_t\Psi(t, x) = \partial_x \Psi(t, x) - W(x)\Psi(t, x)$ with initial condition $\Psi_0 \in W^{1,2}(\mathbb{R}) \cap \text{Dom}(W)$, it can be readily shown that, for every $t \geq 0$, the operator $\tilde{S}_t$ defined for any $f \in L^2(\mathbb{R})$ by

$$(\tilde{S}_tf)(x) := \exp(g_t(x))f(x + t), \quad x \in \mathbb{R},$$

with $g_t$ as in \[5.1\], is bounded with $\|\tilde{S}_t\| \leq 1$ and it satisfies the semigroup property (see (i)-(ii) in \[10\] p. 167]). Furthermore it can be readily verified that the function $t \mapsto \tilde{S}_tf$ is continuous at $t = 0$ for each $f \in L^2(\mathbb{R})$ and hence $(\tilde{S}_t)_{t \geq 0}$ is a contraction semigroup. Our next step is to show that the generator of $(\tilde{S}_t)_{t \geq 0}$, which we shall
denote by \((Z, \text{Dom}(Z))\), is in fact \(-A\). We claim that it is enough to prove \(Z \subset -A\). Note that, since \((\tilde{S}_t)_{t \geq 0}\) is a contraction semigroup, it follows that \(1 \in \rho(Z)\) (see [17, Thm. II.1.10 (ii)]) and hence \(1 \in \rho(Z) \cap \rho(-A) \neq \emptyset\) (recall that \(\sigma(-A) = \emptyset\) by Proposition 2.1). Therefore \(Z \subset -A\) implies \(Z = -A\) (see [17, Ex. IV.1.21 (5)]).

Let us take \(f \in \text{Dom}(Z)\), with \(g := Zf \in L^2(\mathbb{R})\), and let \(\phi \in C_c^\infty(\mathbb{R})\) be a test function. Then

\[
(g, \phi) = \lim_{t \to 0^+} (t^{-1} (\tilde{S}_t f - f), \phi) = \lim_{t \to 0^+} \langle f, t^{-1} (\tilde{S}_t^* \phi - \phi) \rangle, \tag{5.3}
\]

where \((\tilde{S}_t^* f)_{t \geq 0}\) denotes the adjoint semigroup. It is not difficult to verify that its action on \(L^2(\mathbb{R})\) is given by

\[
(\tilde{S}_t^* f)(x) = \exp(g_t(-x)) f(x - t), \quad x \in \mathbb{R}.
\]

Assuming that \(\text{supp}(\phi) \subset [a, b]\) (with \(a, b \in \mathbb{R}, a < b\)) and \(0 < t < \delta\) (with arbitrarily small \(\delta > 0\)), we have

\[
\langle f, t^{-1} (\tilde{S}_t^* \phi - \phi) \rangle = \int_a^b f(x) \exp(g_t(-x)) \frac{\phi(x - t) - \phi(x)}{t} \, dx + \int_a^b f(x) \exp(g_t(-x)) \frac{1}{t} \phi(x) \, dx. \tag{5.4}
\]

Noting that \(g_t(\cdot)\) is continuous and \(\phi(\cdot)\) is continuously differentiable, an application of the dominated convergence theorem yields

\[
\lim_{t \to 0^+} \int_a^b f(x) \exp(g_t(-x)) \frac{\phi(x - t) - \phi(x)}{t} \, dx = -\int_a^b f(x) \phi'(x) \, dx = (f, -\phi').
\]

Observe furthermore that, applying the fundamental theorem of calculus for integrable functions (see e.g. [10, Sec. 11.6]) and the dominated convergence theorem to the second term in the right-hand side of (5.4), we find

\[
\lim_{t \to 0^+} \int_a^b f(x) \exp(g_t(-x)) \frac{1}{t} \phi(x) \, dx = \int_a^b f(x) W(x) \phi(x) \, dx = \langle f, -W\phi \rangle.
\]

Returning to (5.3) with these results, we have shown

\[
(g, \phi) = \langle f, -\phi' - W\phi \rangle,
\]

with arbitrary \(\phi \in C_c^\infty(\mathbb{R})\), which proves that \(f \in \text{Dom}(-A)\) and \(Zf = g = -Af\) as claimed. This concludes the proof of the statement that \(-A\) generates \((\tilde{S}_t)_{t \geq 0}\). Since a \(C_0\)-semigroup is uniquely determined by its generator (see [10, Thm. 6.1.16]), it follows that \(\tilde{S}_t = S_t\) for all \(t \geq 0\).

It remains to determine \(\|S_t\|\). Note that, for every \(t \geq 0\), we have that \(g_t\) is differentiable a.e. in \(\mathbb{R}\) and

\[
g_t'(x) = W(x) - W(x + t).
\]

By Assumption 3.1 (ii), we can find \(t_0 \geq 2\) such that \(W(x_1) > \|W\chi_{[-x_0,x_0]}\|\infty\). Choosing \(t_0 \geq 2\) and recalling Assumption 5.1 (i), it is clear that, for any (fixed) \(t \geq t_0\), the value \(x = -t/2\) solves the equation \(g_t(x) = 0\). We shall show that this solution is unique (the idea of the proof may be best illustrated with a picture: see Fig. 5.1). For this purpose, assume that there exists \(\hat{x} \in \mathbb{R}\) such that \(g_t'(\hat{x}) = 0\). If \(\hat{x} \in [0, x_0]\), then

\[
W(\hat{x}) \leq \|W\chi_{[-x_0,x_0]}\|\infty < W(x_1) < W(t) \leq W(\hat{x} + t),
\]

which contradicts the fact that \(\hat{x}\) is a solution. If \(\hat{x} \in (x_0, +\infty)\), it is not possible to have \(W(\hat{x}) = W(\hat{x} + t)\) since \(W(x)\) is strictly increasing in \((x_0, +\infty)\) and \(t > 0\). It therefore follows that \(\hat{x} \notin [0, +\infty)\). If \(\hat{x} \leq -t \leq -2x_1 < -2x_0\) and \(\hat{x} + t < -x_0\),
then $\tilde{x}$ cannot be a solution because $W(x)$ is strictly decreasing in $(-\infty,-x_0)$; on the other hand, if $\tilde{x} \leq -t \leq -2x_1 < -x_1$ and $\tilde{x} + t \in [-x_0,0]$, we have

\[ W(\tilde{x}) > \|W\chi_{[-x_0,x_0]}\|_\infty \geq W(\tilde{x} + t) \]

and therefore $\tilde{x}$ cannot be a solution in this case either. This shows that $\tilde{x} \notin (-\infty,-t]$ which leaves us with $(-t,0)$ as the only possible solution domain. Assuming that $\tilde{x} \in (-t,-t/2)$ and using Assumptions 3.1 (i) (ii) we have $W(\tilde{x}) > W(t/2)$ and $W(\tilde{x} + t) < W(t/2)$, which once again excludes $\tilde{x}$ being a solution. Finally, if $\tilde{x} \in (-t/2,0)$, then $W(t/2) > W(\tilde{x})$ and $W(\tilde{x} + t) > W(t/2)$, contradicting the fact that $\tilde{x}$ is a solution and completing the proof of the uniqueness of $x = -t/2$ as a solution to $g_t'(x) = 0$. Since $\lim_{x \to +\infty} W(x) = +\infty$ by Assumption 3.1 (i) (ii) it follows that $\lim_{x \to +\infty} g_t(x) = -\infty$ for any fixed $t \geq t_0$. Consequently we can find $x_2(t) > t/2$ such that $g_t(x) < g_t(-t/2)$ for all $|x| \geq x_2(t)$. But $g_t$ is continuous and therefore $x = -t/2$ is its maximum in $[-x_2(t),x_2(t)]$ and indeed in $\mathbb{R}$. Hence $\sup_{x \in \mathbb{R}} g_t(x) = g_t(-t/2)$ for every $t \geq t_0$ and we conclude that $\|S_t\| = \exp(g_t(-t/2))$, which proves (5.2). \hfill \Box

**Figure 5.1.** Sketch of the solution to $g_t'(x) = W(x) - W(x + t) = 0$ with fixed $t \geq t_0$.  

**Remark 5.2.** If $W$ is sufficiently regular around 0, e.g. $W \in C^2(\mathbb{R})$ and $W'(x) > 0$, $x > 0$, then we can take $t_0 = 0$ in the statement of Theorem 5.1.

**Example 5.3.** We estimate the semigroup norm for the instances in Example 3.3 (refer also to Example 4.3).

(i) For $W(x) = \log(x)^p$, $p > 0$, we find $\int_0^{t/2} W(s)ds = W(t/2)t/2 - pt/2 + p\arctan(t/2)$ and hence

\[ \|S_t\| = \langle t/2 \rangle^{-pt} \exp(p(t - \pi)) (1 + o(1)), \quad t \to +\infty. \]

(ii) For $W(x) = |x|^p$, $p > 0$, we have $\int_0^{t/2} W(s)ds = (2^{-(p+1)/(p+1)})t^{p+1}$ and hence

\[ \|S_t\| = \exp\left(-\frac{2^{-p}}{p+1} t^{p+1}\right), \quad t \geq 0. \]

In the particular case of the complex Airy operator (i.e. $p = 2$), this yields $\|S_t\| = \exp(-t^3/12)$, as expected (see [22] Eq. 14.3.9).
We conclude by noting that, when $V$ satisfies $\|t\| = \exp\left(-\frac{2p}{p}t^1_p e^{(\frac{1}{2})p}(1 + o(1))\right)$, $t \to +\infty$.

6. Further remarks

6.1. The level curves of the resolvent. To illustrate the role that generalised Airy operators play in the study of more complex non-self-adjoint operators, we show the level curves for the norm of the resolvent of some particular operators analysed in detail elsewhere ([4], [3]).

6.1.1. Schrödinger operators with complex potentials. Let us assume that $iV$ satisfies [4] Assm. 4.1; in particular, $V$ is non-negative, sufficiently regular, even and regularly varying with index $p > 0$, i.e.

$$\exists p > 0, \quad \forall x > 0, \quad \lim_{t \to +\infty} \frac{V(tx)}{V(t)} = |x|^p.$$

Let

$$H = -\partial_x^2 + iV, \quad \text{Dom}(H) = W^{2,2}(\mathbb{R}) \cap \text{Dom}(V),$$

be the corresponding Schrödinger operator. Assume $a > 0$ to be large and define the positive real numbers $t_a$ via the equation

$$t_a V(t_a) = 2 \sqrt{a}.$$

In [4] Prop. 5.2, it has been shown that, for curves adjacent to the real axis inside the numerical range of $H$

$$\lambda_a := a + ib(a),$$

with $b : \mathbb{R}_+ \to \mathbb{R}_+$ satisfying suitable conditions (see [4] Sub-sec. 5.1.2]), we have

$$\|(H - \lambda_a)^{-1}\| = \|(A_p - \mu_a)^{-1}\|(V(t_a))^{-1}(1 + o(1)), \quad a \to +\infty, \quad (6.1)$$

with

$$A_p = -\partial_x + |x|^p, \quad \text{Dom}(A_p) = W^{1,2}(\mathbb{R}) \cap \text{Dom}(|x|^p),$$

and $\mu_a := b(a)(V(t_a))^{-1}$. Assuming that $\mu_a \to +\infty$ as $a \to +\infty$ (i.e. $\lambda_a$ lies inside the numerical range but outside the critical region [4 Eq. 5.3]) and appealing to Example 4.3 ([4]), we have

$$\|(A_p - \mu_a)^{-1}\| = \sqrt{\frac{\pi}{p}} \mu_a^{\frac{p}{2p} - 1} \exp\left(-\frac{2p}{p+1} \mu_a^{\frac{p}{p+1}}\right)(1 + o(1)), \quad a \to +\infty. \quad (6.2)$$

Combining (6.1), (6.2) and substituting $\|(H - \lambda_a)^{-1}\| = \varepsilon^{-1}$, with $\varepsilon > 0$, we obtain (refer to [4] Sub-sec. 5.1.2] for details)

$$b(a) = \left(\frac{p+1}{2p}\right)^{\frac{p}{2p}} V(t_a) (\log(V(t_a)\varepsilon^{-1}))^{\frac{p}{2p}} (1 + o(1)), \quad a \to +\infty.$$

We conclude by noting that, when $V(x) = x^2$ (i.e. $H$ is the Davies operator), then $t_a = 2 \frac{1}{2} a^{\frac{1}{2}}$ and the above equation becomes

$$b(a) = \left(\frac{3}{2}\right)^{\frac{1}{2}} a^{\frac{1}{2}} \left(\log(a^{\frac{1}{2}}\varepsilon^{-1})\right)^{\frac{1}{2}} (1 + o(1)), \quad a \to +\infty,$$

(compare these curves with [4 Eq. 7.5] for $n = 1$).
6.1.2. The wave equation with unbounded damping. Let $T(\lambda)$ be the quadratic operator function in $L^2(\mathbb{R})$ described in [3] Sec. 2.4, i.e.

$$T(\lambda) = -\partial_x^2 + q(x) + 2\lambda a(x) + \lambda^2, \quad \text{Dom}(T(\lambda)) = \text{Dom}(-\partial_x^2 + q) \cap \text{Dom}(a),$$

with $\lambda \in \mathbb{C} \setminus (-\infty, 0]$. Assume that $a, q$ satisfy [3] Asm. 3.1 and let $\lambda := -c + ib$ with $c \in K \subset \mathbb{R}^+$ and $b \in \mathbb{R} \setminus \{0\}$ as in the statement of [3] Thm. 3.5. Then we have (see [3] Thm. 4.3)

$$\|T(\lambda)^{-1}\| = \|(A - c)^{-1}\|(2|b|)^{-1}(1 + o(1)), \quad |b| \to +\infty,$$  
(6.3)

with

$$A = -\partial_x + a(x), \quad \text{Dom}(A) = W^{1,2}(\mathbb{R}) \cap \text{Dom}(a).$$

In [3] Prop. 4.12, the above result was extended (with identical analytical expression for $\|T(\lambda)^{-1}\|$) to general curves adjacent to the imaginary axis

$$\lambda_b := -c(b) + ib,$$

with $c : \mathbb{R}_+ \to \mathbb{R}_+$ satisfying suitable conditions (see [3] Sub-sec. 4.2). As another application of (4.7), we shall consider two examples of damping functions that satisfy Assumption 3.1

(i) $a(x) = \log(\|x\|^p), \ p > 0$. From (4.8), we have

$$\log \log(\|(A - c(b))^{-1}\|) = \frac{c(b)}{p}(1 + o(1)), \quad b \to +\infty.$$  

Using (6.3) with $\lambda = \lambda_b$ and substituting $\|(T(\lambda_b))^{-1}\| = \varepsilon^{-1}$, with $\varepsilon > 0$, we obtain the level curves

$$c(b) = p\log \log(2b^{-1})(1 + o(1)), \quad b \to +\infty.$$  

It was shown in [3] Sub-sec. 4.2 that the admissible curves are those satisfying $0 < p < 1/2$.

(ii) $a(x) = x^{2n}, \ n \in \mathbb{N}$. Applying (4.9) with $p = 2n$, we have

$$\|(A - c)^{-1}\| = \sqrt{\frac{\pi}{2n}} \exp\left(\frac{4n}{\sqrt{n}} \left(1 + o(1), \quad b \to +\infty. \right. \right.\)  
(6.4)

Combining (6.3), (6.4) and substituting $\|(T(\lambda_b))^{-1}\| = \varepsilon^{-1}$, with $\varepsilon > 0$, it was conjectured in [3] Sub-sec. 4.2 that the formula

$$c(b) = \left(\frac{2n + 1}{4n}\right)^{\frac{2n}{4n}} \left(\log(2b^{-1})\right)^{\frac{2n}{4n}} (1 + o(1)), \quad b \to +\infty,$$

asymptotically describes the level curves in this case.

6.2. Optimality of resolvent bounds in [34]. Let $A$ satisfy the conditions in the statement of Theorem 4.1.2. Then $\sigma(A) = \emptyset$ and $A$ has compact resolvent (see Proposition 2.1). It therefore follows that $\sigma(A^{-1}) = \{0\}$, i.e. $A^{-1}$ is quasi-nilpotent. For any $\lambda \in \mathbb{C}$, we can thus write

$$A - \lambda = (I - \lambda A^{-1})A \implies (A - \lambda)^{-1} = A^{-1}(I - \lambda A^{-1})^{-1}. \quad (6.5)$$

Taking $W(x) = |x|^p, \ p > 0$, and $A_p = -\partial_x + |x|^p$ as in Example 3.3(ii) our next aim is to show that $A_p^{-1} \in \mathcal{S}_{2p + \varepsilon}$, with $r_p := (1 + p)/2p$ and $\varepsilon > 0$ arbitrarily small. The form

$$h_p[f] := \|f\|^2 + \|x|^p f\|^2 + \|f\|^2, \quad \text{Dom}(h_p) := W^{1,2}(\mathbb{R}) \cap \text{Dom}(|x|^p)$$

defines the non-negative self-adjoint operator with compact resolvent

$$H_{2p} := -\partial_x^2 + |x|^{2p} + 1.$$
and with \( \sigma(H_{2p}) \subset [1, +\infty) \). By (2.2) and the second representation theorem [25 Thm. VI.2.23], we have for any \( u \in \text{Dom}(A_p) = \text{Dom}(H_{2p}^2) = \text{Dom}(h_p) \)
\[
\|A_p u\| + \|u\| \approx \|\partial_x u\| + \|x^p u\| + \|u\| \approx \|H_{2p}^2 u\|.
\]
Hence \( H_{2p}^{1/2} A_p^{-1} \) is well-defined and moreover \( H_{2p}^{3/2} A_p^{-1} \in \mathcal{L}(L^2(\mathbb{R})) \). It is also known (see e.g. [31] or [30] Prop. 6.1) that the eigenvalues \( \{\mu_k\} \) of the operator \( H_{2p} \) satisfy
\[
\mu_k = C_p k^{\frac{1}{p}} (1 + o(1)), \quad k \to +\infty,
\]
with \( C_p > 0 \) and \( r_p \) as defined above. Observe that \( H_{2p}^{-\frac{3}{2}} \) is compact and furthermore, for any arbitrarily small \( \varepsilon > 0 \) (with \( s_k(H_{2p}^{-\frac{3}{2}}) \) denoting the singular values of \( H_{2p}^{-\frac{3}{2}} \) - refer to our notation in Section 3), we have
\[
\sum_{k=1}^{\infty} (s_k(H_{2p}^{-\frac{1}{2}}))^{2r_p + \varepsilon} \lesssim \sum_{k=1}^{\infty} k^{-\frac{2r_p + \varepsilon}{p}} < \infty.
\]
This shows that \( H_{2p}^{-\frac{1}{2}} \in \mathcal{S}_{2r_p + \varepsilon} \) and, since \( A_p^{-1} = H_{2p}^{-\frac{1}{2}} H_{2p}^{\frac{3}{2}} A_p^{-1} \) and \( \|H_{2p}^{3/2} A_p^{-1}\| < \infty \), we conclude that \( A_p^{-1} \in \mathcal{S}_{2r_p + \varepsilon} \) (see [15] Lem. XI.9.9), as claimed.

Recalling that \( A_p^{-1} \) is also quasi-nilpotent, we can apply the Carleman-type estimate [32] Thm. 3.4.6], [13] Cor. XI.9.25] or [5] Thm. 2.1] to establish (with \( a_p > 0 \))
\[
\|(I - \lambda A_p^{-1})^{-1}\| \lesssim \exp(a_p\|A_p^{-1}\|^{2r_p + \varepsilon}) \|\lambda\|^{2r_p + \varepsilon}.
\]
From (6.5) and (6.7), we deduce that
\[
\log \|(I - \lambda A_p^{-1})^{-1}\| \lesssim \|\lambda\|^{2r_p + \varepsilon}.
\]
Furthermore \( 2r_p = (1 + p)/p \) and hence (6.8) with our estimate (4.9), we conclude that this general upper bound yields an almost optimal rate for the growth of the resolvent of \( A_p \).

6.2.1. Improvement using the Schatten-Lorentz ideals in [33]. We note that, using the more general techniques presented in [34], it is possible to adapt the above reasoning to derive an upper bound for the resolvent of \( A_p \) which is similar to (6.8) but with \( \varepsilon = 0 \).

The key is to observe that, due to the eigenvalue estimate (6.6), the operator \( H_{2p}^{-\frac{1}{2}} \) belongs in fact to the Schatten-Lorentz ideal \( \mathcal{S}_{2r_p, \infty} \) and consequently so does \( A_p^{-1} \) (see [34] Prop. 3.9). One then applies [34] Thm. 4.12] to \( \lambda A_p^{-1} \) noting firstly that, since \( A_p^{-1} \) is quasi-nilpotent, the upper bound [34 Eq. 10] can be reduced to \( \|(I - \lambda A_p^{-1})^{-1}\| \leq F_p(|A_p^{-1}|\|\lambda\|) \), and secondly that, by [34] Prop. 5.4], we also have \( \log F_p(|\lambda|) \sim |\lambda|^{2r_p} \) as \( |\lambda| \to +\infty \). We thus conclude
\[
\log \|(A_p - \lambda)^{-1}\| \lesssim |\lambda|^{2r_p}, \quad |\lambda| \to +\infty.
\]

6.2.2. Schrödinger operators with imaginary monomial potentials. Finally, although not using the results of this paper, we remark that the upper bounds in [5] Thm. 4.1] and [34] Thm. 4.12] for operators with non-empty spectrum are almost exhausted by the resolvents of Schrödinger operators
\[ H_n = -\partial_x^2 + \text{im}^n, \quad \text{Dom}(H_n) = W^{2,2}(\mathbb{R}) \cap \text{Dom}(x^n), \quad n \in \mathbb{N} \setminus \{1\}.
\]
It is known that the spectrum of \( H_n \) is discrete, \( 0 \notin \sigma(H_n) \) and
\[
\sigma(H_3) \subset \mathbb{R}_+, \quad \sigma(H_{2m}) \subset \mathbb{C} \setminus \mathbb{R}_+^+, \quad m \in \mathbb{N};
\]
see [14] [37] for the case \( n = 3 \) and employ complex scaling for \( n = 2m \).
Using the graph norm separation of $H_n$ and [6.6], one obtains that $H_n^{-1} \in S_{q_n,\infty}$ with $q_n = (n+2)/(2n)$, $n \in \mathbb{N}$. Thus, as in [6.5], writing

$$(H_n - \lambda)^{-1} = H_n^{-1} \left( I - \lambda H_n^{-1} \right)^{-1}, \quad \lambda \in \rho(H_n),$$

the application of [5, Thm. 4.1] yields

$$\| (H_n - \lambda)^{-1} \| \lesssim \exp \left( \frac{c_n |\lambda|^{q_n + \epsilon}}{\text{dist}(1, \sigma(\lambda H_n^{-1}))} \right), \quad \lambda \in \rho(H_n),$$

where $c_n > 0$ is independent of $\lambda$. Similarly as above in Sub-section 6.2.1, the results [34, Thm. 4.12, Prop. 5.4] provide an improvement with $\epsilon = 0$ which yields

$$\log \| (H_n - \lambda)^{-1} \| \lesssim |\lambda|^{q_n}, \quad |\lambda| \to \infty,$$

when $\lambda$ is sufficiently far from the spectrum of $H_n$ so that $\text{dist}(1, \sigma(\lambda H_n^{-1})) \gtrsim 1$ (e.g. $\lambda$ diverges along a ray from where the eigenvalues lie).

On the other hand, pseudomode constructions, see [11] (or [27] with a detailed proof in one dimension), provide

$$\log \| (H_n - e^{i\theta s})^{-1} \| \gtrsim s^{q_n}, \quad s \to +\infty,$$

where $\theta \in (0, \pi/2)$ if $n$ is even, $\theta \in (-\pi/2, \pi/2)$ if $n$ is odd.
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