ABSTRACT  Spatial modulation (SM) as a multiple-input multiple-output (MIMO) technique is a solution suitable which offers, with low system complexity and cost, improved spectral efficiency compared to single-input-single-output (SISO) systems. Moreover, the transmission chain is simplified which decreases energy consumption. This paper aims to analyze the SM system transmission under different line-of-sight/non-line-of-sight (LOS/NLOS) propagation scenarios. The analysis of the SM system performance is based on both simulations and experimental results and the bit error rate (BER) is tackled. Concerning the experimental results, two strategies are considered in order to configure the propagation channel. One method consists in constructing a controlled propagation environment. More precisely, the multipath channel’s Rician K-factor is imposed by configuring the power levels of the LOS and of the NLOS components. The second method consists in performing over-the-air transmissions on a realistic propagation channel. A channel sounding method allows us to measure the channel characteristics. The experimental results are confronted with the system-level simulation results, good agreement between experimental and simulation results are obtained. The results show that the SM system can maintain the performance in multipath propagation in the presence of indirect paths for both two proposed propagation environments.
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information, rather than the transmitted symbols themselves. QSM has been proposed in [12] in order to improve diversity, which utilizes the orthogonal characteristics of the real part and the imaginary part of the signal and improve the diversity gain by independently selecting the antenna to transmit the real part and the imaginary part. GSM uses index and amplitude/phase modulation signals to transmit information at the same time, and extend the number of activated transmitting antennas from one to multiple [13]. Our research focuses on conventional $2 \times 2$ SM systems, part of it is due to the hardware limitation, and the other part is that we mainly analyze the impact of hardware and channel environment on SM system performance.

The performance of the SM system has been shown in [14] while assuming the channel state information (CSI) can be perfectly obtained at the receiving end. The detection of the SM system includes both the detection of the symbols and of the antenna index, so the accuracy of channel estimation plays an important role in the system performance [15]. Several authors [16]–[18] have studied the performance of SM systems in the presence of imperfect channel estimation. However, most of these works are built on a simple channel model, i.e. the classical additive white Gaussian noise (AWGN) model.

Recently, authors of [19], [20] have presented the performance analysis over the more complex channel models by assuming that perfect knowledge of CSI is available at the receiving side. As the perfect CSI is difficult to achieve especially in scenarios with mobility, the CSI estimation errors should be taken into account while evaluating the system performance. In [16], the authors have analyzed the performance of SM in the presence of channel estimation errors by introducing different variances of the estimation errors. The performance of a SM system with a time-varying CSI detector is studied in [21].

Although the theoretical analysis and simulation study of SM is global and in-depth, the experiments on SM are very limited. Because the SM system requires not only traditional symbol demodulation at the receiver side, but also needs the estimation of the information bit encoded by the transmitting antenna which is based on CSI, it is especially important to study the performance of SM in more complex channel environments and realistic scenarios. The performance of the SM system by using measured realistic channels is discussed for the first time in [22]. The idea is to simulate the measured urban correlated and uncorrelated Rayleigh fading channels, then the channel measurements are used to analyze the performance of the SM system. However, the RF parts and the propagation environment are still at simulation level in this work. The following implementations [4], [23] have made up for this lack but the propagation environment is a simple LOS channel. In the recent two years, authors of [24] investigates the BER performance of the SM-OFDM system, with the modified indoor environment simulated in [22]. Besides, first hardware implementation of a SSK system is analyzed in [25]. Here it was shown that the experimental results align closely with simulated ones under a Rician channel with $K = 2.5$. This confirms the feasibility of SSK implementation in an over-the-air environment, but the channel model is relatively simple. Moreover, SSK only needs to detect the switching state and does not transmit the constellation symbols, so the hardware and detection complexity is smaller compared to SM. Recently, a further experimental study of SM system by using a reconfigurable splitting antenna which is capable of selecting one radiation pattern between eight possible configurations has been demonstrated in [26].

The propagation environment in this work can be seen as a short-range direct channel. The above are the results of hardware experimentation related to SM technology nowadays. To the best of the authors’ knowledge, there is no previous work considering a realistic indoor propagation environment for the SM system performance evaluation. Therefore, the authors are dedicated to explore the performance of SM systems in real-world channels rather than building simulated channel models.

In this paper, the performance of SM systems is investigated with an experimental testbed in the mixed line-of-sight/non-line-of-sight (LOS/NLOS) environments. The proportion of LOS and NLOS components is evaluated by the Rician K-Factor. Two methods are employed to perform this study. The first one consists in combining the outputs of two SM sources which emulate the direct and complementary paths. The resulting signal is conveyed to the receiver by cable in order to have a precise tuning of the LOS/NLOS communication paths in terms of amplitude and phase. The second method consists in the implementation of an over-the-air transmission scenario in the indoor environment. In order to vary the characteristics of the propagation channel, electromagnetic absorbers are inserted between the emitting and the receiving antennas to modify the power level of the LOS signal. A channel sounding method is also applied to evaluate the characteristics of the propagation channel. The performance of the SM system in the practical implementation is compared to the simulation results. A comprehensive presentation of the simulation framework used by the authors is given in [21].

The main contributions in this work are summarized as follows:

- We conduct experiments on SM systems based on the National Instruments (NI) vector signal transceiver (VST) and LabVIEW programming environment, with the construction of the complete experimental platform and the synchronization of each PXI VST module.
- We introduce two methods (controlled propagation channel and over-the-air propagation channel) to vary the propagation environment. For the real-world indoor propagation environment, a channel sounding approach is applied in order to measure the CSI under different scenarios.
- We identify the transmitting antenna and the symbol by a low-complexity maximum likelihood (ML) detector. Under three typical mixed LOS/NLOS propagation environments, the simulation results concerning
the BER performance are verified by the experimental implementation.

The rest of this paper is divided as follows: in Section II, the step-by-step operations for the transmitting and receiving parts of the SM system are introduced. Section III presents the hardware setup together with the implementation of the two propagation environments. Section IV gives the system performance obtained by the proposed experimental testbed in the mixed LOS/NLOS scenarios. Furthermore, the results are compared with those obtained by simulations. Finally, Section V concludes this paper and gives some future directions for this work.

II. TRANSMITTING AND RECEIVING PROCESSES OF THE SM SYSTEM
The experiment setup can be divided into software and hardware parts, from simulation level and from physical level, respectively. The block functions and the transmission chain are given in FIGURE 1. The SM system is implemented by using four NI PXIe-5646 VST modules [27] which are programmed by using NI LabVIEW framework. The VST as a vector signal transceiver is able to transmit and to receive at the same time and at the same frequency. Here, to realize a $2 \times 2$ SM system, two VST modules are supposed to work for the emission and the remaining two modules are employed for the reception. The four VST modules are integrated into a PXIe chassis which can guarantee the symbol synchronization by configuring the synchronization function. More details on the hardware setup will be presented in Section IV.

This section presents the software part of the proposed $2 \times 2$ SM system. On the generation side, the software programs aim at selecting the bits dedicated to forming digital modulation symbols and the bits dedicated to switching between the transmitting VST modules from the input bit-stream. This switching between the two VST’s corresponds to the antenna switching in a realistic “SM” implementation. In our case, the quadrature phase-shift keying (QPSK) as a digital modulation method is employed. Then, the signal generated by the transmitting VST modules passes through the propagation channel (imposed or over-the-air). The signal received by the VST modules is processed in order to identify the transmitting antenna and to demodulate the QPSK symbols. The VST modules are driven by LabVIEW which is coupled with Matlab software. This latter software is employed to implement the complex signal processing algorithms (i.e. maximum likelihood (ML) optimal detection algorithm, least-square (LS) algorithm) in the step of the SM modulation, channel estimation and SM demodulation.

A. TRANSMITTING PART
FIGURE 2 outlines the step-by-step configuration of the transmitting part. The input data is a random bitstream which will be processed by the SM mapping algorithm. In order to configure the parameters (carrier frequency, modulation type, power level, etc.) of the VST modules, NI-RFSG libraries provided by LabVIEW software are employed. More precisely, NI-RFSG is an instrument driver which is able to configure and operate hardware, to program and generate signals, and to perform modulation tasks using LabVIEW VIs functions [28]. In the following, the main signal processing steps are detailed.

1) CONFIGURATION
Once the NI-RFSG session is opened, the carrier frequency and the output power level are configured. The carrier frequency is set up at 868 MHz (inside one of the European ISM band), which is chosen in order to comply with our hardware constraints (VST platform, frequency synthesizer, phase coherent coaxial cables, antennas, etc.) and simulation capabilities. The output power level can be adjusted as required in the limit range of the VST and the regulations which will be introduced in the following sections. We then configure the generation mode and the reference clock source. The RF signal generator has also been configured to be able to generate an arbitrary waveform. The reference clock source must be external to the device and we apply the sampled reference clock (SRC) for the synchronization of four VST modules.

2) DAISY CHAINED LOCAL OSCILLATORS (LO)
For the four VST emulating a $2 \times 2$ SM transmission, the LO’s are supplied by an external source (RF frequency synthesizer) coupled to a 1:4 power divider. Otherwise, another option is to setup the LO’s of the four VST modules in a “daisy chain” configuration. An external LO source is applied for our SM system. Firstly, we define the VST corresponding to the antenna index 1 as master device and the VST corresponding to the antenna index 2 as slave device. Moreover, the two VST modules employed at the reception are also set up as slave device. The four VST modules are configured in order to receive the LO from an external source, at the LO input terminals. The employed external source is a configurable frequency synthesizer. The signal provided by the frequency synthesizer is dispatched to the four VST modules through a 1:4 RF power divider. The coaxial cables are employed to connect the LO inputs of the VST modules to the outputs of the power divider. However, coaxial cables insert different phase shifts, a prior correction is performed in order to guarantee the phase coherence. In general, we always need to ensure that the up-converter center frequencies match on all devices when sharing LOs. Even if the carrier frequency is a multiple of the LO frequency step size, there may be a small amount of LO frequency offset due to the limited resolution of the phase-locked loop (PLL) fractional mode dividers. In our particular case, the VST modules are configured in order to perform a direct conversion. Consequently, both for the emission and for the reception, the intermediate frequency is equal to zero.

3) SYNCHRONIZATION
To perform SM, the symbol synchronization needs to be configured. For the implementation of the synchronization,
one of the VST modules takes the role of master and dispatches the clock signal towards the remaining VST modules. The start trigger synchronization should be first configured. Among the applied four VST modules in our system, it is the master device who drives the trigger distribution line. It must be configured to be master for the synchronized sample clock, and a synchronized sample clock distribution terminal must be arranged. For the slave device, the trigger distribution terminal is given. The slave device uses the trigger distribution signal to generate the “sync-start” signal. As done for the master device, an additional step is required to ensure synchronization that a synchronized sample clock distribution terminal must be configured. Moreover, the slave device should be triggered on the rising edge of the “sync-start” signal. Noteworthy, a prior configuration of the trigger bus line need to be done by NI MAX. Basically, whichever module is providing the sample clock, look at what slot it is in, and connect the trigger buses in MAX so that triggers are routed away from that trigger bus.

4) SM MODULATION
As mentioned before, the input will be processed by the SM mapping algorithm which is given in FIGURE 3. In our case, we have two transmitting antennas ($N_t = 2$) and QPSK ($M = 4$) is chosen as the modulation method. As there are four possible symbols for the QPSK modulation, each possible 3-digit ($\log_2 (N_t) + \log_2 (M) = 3$) binary represents one possible transmitting situation of the SM system. Moreover, $P$ ($P = N_t M = 8$) is given to denote the number of possible configurations of the SM. As a header, additional 8 ($P = N_t M = 8$) frames of data are added before the random input sequence. This header is employed in order to estimate the propagation channel characteristics (i.e. CSI), which is used at the receiver side for SM demodulation. As shown in the right part of FIGURE 2, the input signals for the two transmitting VST modules need to be prepared. According to the input bitstream, four sets of I and Q values for the master and slave devices are generated.

5) GENERATION
The two VST modules for the transmission will generate the IQ samples based on the given input, one at a time, with the carrier frequency of 868 MHz and input power of $-20$ dBm. The generation is performed continuously, until it is manually stopped. Finally, the outputs of the VST modules are disabled and the NI-RFSG session is closed.

B. RECEIVING PART
The step-by-step operations of the receiving part are shown in FIGURE 4. This part analyzes the received signal in order to recover the input bitstream. In addition, the bitstream employed at the transmitting part is compared to the one recovered at the receiving part and the bit error rate (BER) is calculated. The configuration of the receiving end is performed by using NI-RFSA session in the LabVIEW programming environment. In general, NI-RFSA is an instrument
driver to control and configure NI’s vector signal analyzers (VSA) [29]. It provides a set of operations and properties which allow the creation of custom metrics or applications that require IQ data. A step-by-step process of the receiving end is described in detail thereafter:

1) CONFIGURATION
Once the NI-RFSA session is initialized, we configure IQ acquisition, carrier frequency, reference level and symbol rate for acquisition. The reference level represents the maximum expected power of an input RF signal.

2) RF PARAMETER SETTINGS
For the following demodulation, QAM system parameters (e.g. modulation order, symbol map, etc.) are configured firstly, then we generate the matched filter coefficients for pulse-shaping and matched filters applied by the digital demodulation. The raised cosine filter is applied and the roll-off factor is set at 0.5. Moreover, a synchronization parameter cluster should be constructed. The generated synchronization parameter cluster guarantees that the different symbols which come from the two VST’s configured in the receiving part, are received according to the same time base.

3) FETCH AND ENQUEUE IQ WAVEFORM
After transposing the received signals into BB, the different complex samples generated by the transmitting VST modules are fetched. The producer loop and the consumer loop are constructed. They are employed to fetch and process IQ samples. The producer/consumer model enables two processes to work at the same time, so that for the receiving end, the received signals can be demodulated continuously. We enqueue the IQ waveform acquired in the producer loop and dequeue the IQ waveform in the consumer loop. Next, the input complex-valued waveform is sampled and adjusted to the required IQ rate. Additionally, the number of samples fed into the QPSK demodulation should correspond to an integer number of symbols.

4) QPSK DEMODULATION
The demodulation as the core step in the RFSA module, Matlab software is introduced to perform the LS algorithm and the ML algorithm. The LS algorithm is a traditional and effective method for CSI estimation, which has already been demonstrated in [21] for the simulation implementation of the SM system. The constellation of the received symbols is shown in FIGURE 5. We suppose here Tx1 and Tx2 as the two transmitting antennas. One can remark from the FIGURE 5 that the two QPSK constellations of the signal transmitted by Tx1 and Tx2 are different in terms of amplitude, and a slight rotation between the two constellations is also visible, since the transmission channels between the two transmitting antennas and the receiving ones are quite different.

IQ data waveform for the constellation at the receiving end is shown in FIGURE 6. The scale-like part represents the demodulation result of the $P$ frames of the header. Because the demodulation process is a continuous loop, the header part just follows the previous set of random signals in FIGURE 6. The basis of SM demodulation is to estimate the CSI of the different channels, and then the symbols and the transmitting antenna index can be detected according to the estimated CSI. More precisely, $P$ frames of data as a header of the transmitted bitstream is prepared for the CSI estimation. The principle of the CSI estimation is based on LS algorithm. Every $M$ frames of the incoming header can get $N_r$ channel states, the total $P$ frames allow us to obtain the channel matrix $H$, where $H \in \mathbb{C}^{N_r \times N_t}$. The propagation channel is supposed as an indoor one which is modeled as a Rician fading channel. Here, $N_r$ is the number of the receiving antennas. The Rician fading channel model $H$ takes into account the presence of the LOS path and the scattered NLOS paths, the proportion of LOS and NLOS paths are evaluated by the Rician K-factor. More precisely, the Rician K-factor is defined as the ratio between the main signal power (usually the LOS path
Therefore, the composition of each frame $A_p^*$ can be presented as equation (3):

$$A_p^* = \begin{bmatrix} a_1^1, a_2^2, \ldots, a_P^{N_h} \end{bmatrix}$$  

(3)

where $a_p^{n_k}$ denotes one of the $P$ possible symbols transmitted by $N_t$ antennas of the SM modulation. $\hat{w}$ is assumed as the calculated complex-valued coefficient matrix, which denotes the relation between input signals in the header and the received signal at the receiving part.

$$\hat{w} \overset{\text{def}}{=} [\hat{w}_1 \hat{w}_2 \ldots \hat{w}_P]$$  

(4)

The received signal matrix $y^*$ for this frame is presented as:

$$y^* \overset{\text{def}}{=} \begin{bmatrix} y_1^* & y_2^* & \cdots & y_P^* \end{bmatrix}$$

$$y_p^* = \begin{bmatrix} y_1^{P} y_2^{P} \cdots y_{N_h}^{P} \end{bmatrix}$$  

(5)

Then, we can obtain the component $\hat{w}_p$ in $\hat{w}$ according to the LS algorithm:

$$\hat{w}_p^{LS} = \arg\min_w \| y_p - \hat{w}_p \cdot A_p^* \|^2$$  

(6)

$$\hat{w}_p^{LS} = (A_p^* \cdot A_p^*)^{-1} \cdot A_p^* \cdot y_p^*$$  

(7)

where the operator $\cdot^{H}$ represents the Hermitian transpose. Once we estimated the CSI, more precisely, the amplitude and phase deformation for the $P$ possible symbols transmitted by $N_t$ antennas, the necessary information for the detection is ready. For each input signal, a correction of the channel model is performed by using the obtained $P$ components $\hat{w}_p^{LS}$ in the coefficient matrix $\hat{w}$ to recover the input signal.

Then, the ML optimal detection algorithm is applied for index demodulation of the transmitting antenna and the modulated symbols [30]. A low-complexity ML detector is considered, by using the phase difference of different symbols in QPSK. Here, we suppose the initial phase of the QPSK modulation is $\pi/4$, then the symbol $s_n$ in this constellation can be expressed as:

$$s_n = A [\cos (\varphi_n) + j \sin (\varphi_n)] \quad n = 1, 2, 3, 4$$  

(8)

where $A$ is the amplitude of the symbol, and $\varphi_n = (2n - 1) \frac{\pi}{4}$. $\hat{n}_t, \hat{s}$ are assumed as the estimated activated antenna index and transmitted symbol respectively. Then, we can obtain by ML algorithm:

$$\hat{(n}_t, \hat{s})_{ML} = \arg\min_{n_t \in N_t, s \in S} \left( \| y_w - s \|^2 \right)$$

$$S = \{s_1, s_2, s_3, s_4\}$$

$$N_t = \{1, 2, \ldots, N_t\}$$  

(9)

The demodulation can be divided into two steps. Firstly, the index of transmitting antenna is detected. Here, an example of SM constellation is given in FIGURE 7. To simplify the comprehension, we employ $N_t = 2$ and no phase shift between the two transmitting antennas. The inner and outer circle symbols can be considered as transmitted by Tx1 and Tx2, respectively.
One can remark that the same amplitude of the four symbol points can be obtained for the same transmitting antenna. Therefore, the detection of antenna index can be simplified as the optimization of amplitude.

\[(\hat{n}_t)_{ML} = \arg \min_{n_t \in N_t} (|\hat{y}_t - s|^2) \tag{10}\]

The estimated index of transmitting antenna is denoted by \(\hat{n}_t\).

Then, the optimization issue \((\hat{s})_{ML} = \arg \min_{s \in S} (||\hat{y}_w - s||^2_2)\) can be written as:

\[(\hat{s})_{ML} = \arg \min_{s \in S} (|\hat{y}_w - s|^2) \tag{11}\]

where \(\hat{y}_w = \hat{y}_n\) and \(s\) can be denoted as \(\hat{y}_w = r_{\hat{n}_w} e^{i\theta_{\hat{n}_w}}, s = e^{i\phi} (A = 1\) is assumed for simplification\) in polar form, then \((\hat{s})_{ML}\) can be expressed as

\[(\hat{s})_{ML} = \arg \min_{s \in S} (|\hat{y}_w - s|^2) = \arg \min_{\phi \in \Psi} (|r_{\hat{n}_w} e^{i\theta_{\hat{n}_w}} - e^{i\phi}|^2)
= \arg \min_{\phi \in \Psi} (r_{\hat{n}_w} e^{i\theta_{\hat{n}_w}} - e^{i\phi})(r_{\hat{n}_w} e^{i\theta_{\hat{n}_w}} - e^{i\phi})
= \arg \min_{\phi \in \Psi} (|r_{\hat{n}_w}|^2 + 1 - 2r_{\hat{n}_w} \cos (\theta_{\hat{n}_w} - \phi)) \tag{12}\]

If the \(\hat{n}_w\) is firstly detected, the optimization of the symbol has the form as follows:

\[(\hat{\psi})_{ML} = \arg \max_{\psi \in \Psi} (|\hat{y}_w|)
0 \leq \theta_{\hat{n}_w} < 2\pi, \quad 0 \leq \phi < 2\pi \tag{13}\]

We can conclude that \(0 \leq |\theta_{\hat{n}_w} - \phi| < 2\pi\). This optimization can be divided into two cases:

For \(0 \leq |\theta_{\hat{n}_w} - \phi| < \pi\):

\[(\hat{\psi})_{ML} = \arg \min_{\psi \in \Psi} |\theta_{\hat{n}_w} - \phi| \tag{14}\]

For \(\pi \leq |\theta_{\hat{n}_w} - \phi| < 2\pi\):

\[(\hat{\psi})_{ML} = \arg \max_{\psi \in \Psi} |\theta_{\hat{n}_w} - \phi| \tag{15}\]

The principle of ML method to detect QPSK symbol can be explained in FIGURE 8. Here, \(\beta\) is assumed as the difference between \(\theta_{\hat{n}_w}\) and \(\phi\). One can remark that the closer the symbol point \(s\) to \(\hat{y}_w\), the smaller value in (12) is. In other words, if the angle \(\beta\) between \(\hat{y}_w\) and \(s\) is smaller, then the value of \(\cos (\theta_{\hat{n}_w} - \phi)\) is larger. Once \(\hat{\psi}\) is estimated, the transmitting QPSK symbol can be directly demodulated.

Therefore, we can conclude the demodulation as follows:

(1) Detect transmitting antenna index: the most likely transmitting antenna is the antenna giving the smallest amplitude difference between the received corrected symbol and one of the four QPSK symbols. (2) Estimate digital modulation symbol: because of using the QPSK modulation, only four possible symbols exist. The detection is simplified by calculating the phase difference \(\beta\). (3) The binary values corresponding to the estimated QPSK symbol are concatenated with the binary values obtained by identifying the emitting antenna to recover the transmitting bitstream.

III. HARDWARE SETUP AND PROPAGATION ENVIRONMENT

A. HARDWARE SETUP

In general, NI PXI platform is designed for measurement and automation applications. It supports high-performance, modular instruments and I/O modules that enable specialized synchronization and critical software functions for test and measurement applications, from hardware validation to production self-testing. As shown in FIGURE 1, the PXI chassis as the hardware assumes the role of transmitting the modulated signals and receiving the signals that have passed through the propagation environment. For our experiments, the NI-PXIe-1085 chassis is equipped with four VST modules of the type PXIe-5646R. FIGURE 9 shows a photograph of the PXIe-5646R modules fitting into the NI-PXIe-1085 chassis for the application of our SM system.

The PXIe-1085 Chassis has 16 hybrid slots and incorporates all the features of the PXI specifications, including support for PXI modules with a built-in 10 MHz reference clock, a PXI trigger bus, and a PXI star trigger. Each slot equipped with a VST module in the chassis has the capability of both transmitting and receiving signals by configuring the inputs and the outputs.
The NI PXIe-5646R RF VST module combines the typical RF I/O functions of vector signal analyzer (VSA) and vector signal generator (VSG) with NI or user-defined functions. The PXIe-5646R has the particularity of sharing the internal local oscillator between the emitting and the receiving parts. The RF input and RF output of the PXIe-5646R can operate in a frequency range from 65 MHz to 6 GHz, and have an instantaneous bandwidth of up to 200 MHz. TABLE 1 gives the main parameters of NI PXIe-5646R VST.

### B. PROPAGATION ENVIRONMENT

For the practical implementation of the SM system, the indoor environment is considered. Besides the LOS component, there are usually NLOS components which may be caused by the complex propagation environment, for example, the reflection of the emitted signal by the objects between or around the transmitting antennas and the receiving ones. The relation between the output \( y \) and the input \( x \) can be written as follows:

\[
y = H \cdot x + \eta
\]  
(16)

\[
H = \begin{bmatrix}
h_{1,1} & \cdots & h_{1,N_*}

\vdots & \ddots & \vdots

h_{N_*,1} & \cdots & h_{N_*,N_*}
\end{bmatrix} \tag{17}
\]

where the channel matrix \( H \in \mathbb{C}^{N_\times N_*} \). In our case, \( N_i = N_r = 2 \). Moreover, an AWGN term \( \eta \) is considered. The received RF signal \( y_{p,q}(t) \) from Tx antenna element \( p \) to Rx antenna element \( q \) in this case can be written as:

\[
y_{p,q}(t) = h_{p,q} \cdot x_{p,q}(t) + \eta
\]  
(18)

The transmitted signal \( x_{p,q}(t) \) is assumed to be the modulated QPSK signal within a symbol duration \( T_{\text{sym}} \), then it may take the form:

\[
\begin{align*}
x_{p,q}(t) &= \cos (2\pi f_c t + \theta_n), \quad 0 \leq t \leq T_{\text{sym}}, \quad n = 1, 2, 3, 4
\end{align*}
\]  
(19)

where the signal phase is given by

\[
\theta_n = (2n - 1) \frac{\pi}{4}
\]  
(20)

Therefore, the received signal \( y_{p,q}(t) \) can be presented:

\[
y_{p,q}(t) = D_{\text{LOS}} \cdot \cos (2\pi f_c t + \theta_n)
+ \sum_{i=1}^{L} a_i \cos (2\pi f_c t + \theta_n + \phi_i) + \eta
\]  
(21)

where \( D_{\text{LOS}} \) is the amplitude of the direct (LOS) component, \( f_c \) represents the carrier frequency. \( L \) is the number of NLOS paths. The random variable corresponding to the amplitude of the \( i \)-th NLOS path signal is denoted by \( a_i \). The inserted phase shift is also considered as a random variable, is denoted \( \phi_i \).

With the considered propagation environment, we explore the possibility of the system’s performance at different Rician K-factor values and work to verify the simulation results. Therefore, two methods have been proposed to generate the scenarios and calculate the Rician K-factor. The first method consists in generating the defined LOS/NLOS scenarios in a controlled environment (by cable). Hence, the precise variation of the LOS and the NLOS power levels is available. The drawback is that only one NLOS path has been implemented. The other strategy is to configure a realistic, over-the-air indoor environment and to measure the channel coefficients by the channel sounding. Thereafter, the two methods are presented in details.

#### 1) SM TRANSMISSION UNDER A CONTROLLED PROPAGATION ENVIRONMENT

In order to simulate the mixed LOS and NLOS scenarios, it is supposed that there is one direct path and one indirect path, respectively, for each \( h_{n_1,n_r} \) in the channel matrix \( H \). In this case, \( L \) is equal to 1 in equation (21). By definition, we have a Rician K-factor of this multipath:

\[
K \triangleq \frac{|D_{\text{LOS}}|^2}{2 |a|^2}
\]  
(22)

The experimental scenario of the SM system with one LOS path, one NLOS path and two transmitting antennas \( (N_i = 2) \) is presented in FIGURE 10. Here, the two LOS paths and the two NLOS paths are emulated by the four VST modules configured as transmitters. The outputs of these four VST modules are gathered by a four-way directional coupler. The resulting signal is transmitted to one of the VST modules which is also configured as the receiver. Four coaxial cables having the same electrical length at 868 MHz have been used between the four VST modules and the divider. Few differences may occur since the phase coherence is not completely respected and, moreover, there are variations in terms of attenuation. Hence, the amplitude and phase errors inserted by the experimental setup are measured and corrected beforehand.

Through this method, we can accurately define the power level of LOS and NLOS components. However, the limitation of this method is obviously that there is only one secondary path.
impulse response $h(t, \tau)$ and its input $x(t)$. Here, the single-input-single-output (SISO) case is introduced to present the channel detection method.

$$y(t) = h(t, \tau) \ast x(t) = \int_{-\infty}^{\infty} h(t, \tau)x(t - \tau)d\tau$$

(23)

where $\ast$ denotes the convolution operator and $\tau$ corresponds to the delay. The model of a wireless channel can be represented by

$$h(t, \tau) = \sum_{i=1}^{L} \alpha_{i}(t) \cdot \delta(t - \tau_{i}) e^{j\beta_{i}(t)}$$

(24)

where $L$ is the number of different propagation paths; $\alpha_{i}$ is modeled as a random coefficient with a certain probability density function; the Dirac delta function is denoted by $\delta$; $\tau_{i}$ represents the delay of the $L$ multipaths.

In order to determine the channel’s model, the core idea is to use the good correlation property of pseudo noise (PN) sequences [32]. Indeed, a PN sequence has been transmitted through the wireless propagation channel, and then the received response is correlated with it in order to calculate the channel coefficients. Assuming that a long-length repetitive PN sequence is transmitted, the channel response is matched and filtered at the receiver. For the impulse testing systems, it is difficult to maintain a uniform spectral density across the entire bandwidth using a single impulse. In this way, impulses with low power levels may be masked by noise, or impulses with high power levels may produce an overload of the receiver stage. Using the uniform energy spectrum over the bandwidth of the PN sequence, the impulse response of the channel can be determined.

As stated, the principle of this method is to apply a PN sequence as the input signal. The cross-correlation of the reference PN sequence and the received PN sequence is given as follows:

$$r_{qy}(\tau) = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} q(t)y(t + \tau)dt$$

$$= \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} q(t)dt \int_{-\infty}^{\infty} \beta_{h}(v)q(t - v + \tau)dv$$

(25)

where $\beta_{h}(t)$ is the impulse response, $q(t)$ and $y(t)$ represent the input PN sequence and output signal, respectively.

Since the output of the system $y(t)$ is the convolution between the input and the impulse response, we can obtain

$$y(t) = \int_{-\infty}^{\infty} h(v)q(t - v)dv$$

(26)

After changing the integration order in the equation (25), we have

$$r_{qy}(\tau) = \int_{-\infty}^{\infty} h(v)dv \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} q(t)q(t - v + \tau)dt$$

$$= \int_{-\infty}^{\infty} h(v)r_{qq}(t - v)dv$$

(27)
The autocorrelation function of the PN sequence \( r_{qq}(t) \) approximates to a Dirac delta function. Therefore, the cross-correlation can be expressed as

\[
r_{qy}(t) = R \int_{-\infty}^{\infty} h(v) \delta(t-v) dv = Rh(t) \tag{28}
\]

where \( R \) denotes the surface of the impulse function and it is equal to the RMS value of the noise.

By calculating the correlation function of the PN sequence, the parameters of the transmission channel are estimated. In this way, by using the same setup as for the SM system, a simple wireless transmitter-receiver system has been established in order to perform the channel sounding. The PN sequence is sent by using a simple BPSK modulation. Other parameters as the input signal power and the symbol rate are given in TABLE 2. In this way, the channel coefficients can be measured. The Rician \( K \)-factor is calculated by

\[
K = 10 \cdot \log_{10} \left( \frac{\max_{l=1}^{L} (\hat{\alpha}_l)^2}{\sum_{l=1}^{L} (\hat{\alpha}_l)^2 - \max_{l=1}^{L} (\hat{\alpha}_l)^2} \right) \text{[dB]} \tag{29}
\]

where \( \hat{\alpha}_1, \hat{\alpha}_2, \ldots, \hat{\alpha}_L \), are the amplitudes of the different multipaths.

### IV. PERFORMANCE EVALUATION OF THE SM SYSTEM

In this section, we discuss the BER performance of the mentioned SM system under the LOS/NLOS scenarios. The two propagation environment scenarios previously described are considered. One is the controlled propagation environment and the other is the realistic channel. Due to the hardware limitation, a simple \( 2 \times 2 \) SM scenario has been implemented.

To compare with the experimental approaches, a simulator of the SM scheme was built in [21] with the help of the Keysight ADS and Matlab software. Similar to the experimental implementation, in the simulation setup, a time varying CSI detector is applied to estimate the simulated propagation environment, and \( 10^6 \) input binary values are transmitted in order to estimate the BER. The parameters of the experimental system are gathered in TABLE 2.

### TABLE 2. Parameters of \( 2 \times 2 \) SM experimental setup.

| Parameter                                      | Value     |
|------------------------------------------------|-----------|
| Carrier frequency                             | 868 MHz   |
| Tx number \((N_t)\)                           | 2         |
| Rx number \((N_r)\)                           | 2         |
| Modulation type                               | QPSK      |
| Symbol rate                                   | 10 Mbit/s |
| Output sample time step                       | 0.1 us    |
| Input signal power                            | -10 dBm   |
| Total number of input binary bits (except header) | \( 10^6 \) |
| Number of symbols of frame for CSI estimation | \( 10^3 \) |
| PN sequence order for channel sounding        | 11        |
| Modulation type for channel sounding          | BPSK      |
| Threshold of multipaths (in terms of peak value) | 30 dB    |
A. EXPERIMENTAL EVALUATION OF THE SM TRANSMISSION OVER A CONTROLLED PROPAGATION ENVIRONMENT

Firstly, we implement the approach of predefining the propagation environment which is described in Section III-B. For the controlled propagation environment case, we have two hypothetical transmitting antennas. Due to the hardware limitations, we can only simulate one hypothetical receiving antenna at a time, so we simulate the $2 \times 1$ channel model twice with the same $K$ value, and then combine the two received signals. More precisely, we correct the signals received by the two antennas separately with the help of the estimated CSI as explained in Section II-B. Then the corrected signals are combined and normalized for detection.

The BER performance in a controlled propagation environment is shown in FIGURE 12. We extract the performance in terms of BER variation concerning $E_b/N_0$, which represents the energy per bit over the noise power spectral density. In addition, we calculate the real-time SNR by measuring the power in band of the signal and the noise separately to calculate the $E_b/N_0$. The BER results are given for five different values of Rician K-factor, one corresponds to a scenario nearly without NLOS paths ($K = 40$ dB) and the others correspond to scenarios with different proportions of NLOS paths. One can remark that the SM system with the proposed CSI estimator performs better for the smaller values of $K$. From the theoretical point of view, it can be explained by the fact that the difference between the $N_r \times N_t$ values in the channel matrix $H$ is minimal when the $K$ factor is significant, which makes the antenna detection more difficult.

It should be pointed that the BER performance of the simulation results in FIGURE 12. The slight degradation may be caused by the nonidealities of the hardware implementation. The RF parts of the transmitting and receiving end are considered to be ideal in the simulation. However, the nonidealities (e.g. IQ imbalance, phase noise, nonlinearity of the PA, etc.) may occur in the experimental case. The impact of the nonidealities on SM system at the simulation level is discussed in [33]. In addition, the noise power spectral density in the simulation was calculated for a temperature of $25^\circ$C and that in reality (experimental part) this temperature is not exactly the same.

B. BER PERFORMANCE IN A REALISTIC WIRELESS SCENARIO

The real propagation environment is demonstrated in FIGURE 11. Here, the distance between Tx1 and Tx2 antennas is equal to the distance between Rx1 and Rx2 antennas, which is equal to $3/2$ wavelength. The distance is set to facilitate the introduction of the full duplex technique afterwards by placing a second antenna at half wavelength to complete the antenna cancellation of electromagnetic waves [34]. To vary the LOS/NLOS propagation environment, three typical scenarios are introduced:

- Electromagnetic absorbers block the LOS path.
- The absorbers partially block the direct path (LOS).
- No absorber is placed between the TX and the RX antennas.

By using the method described in Section III-B, the characteristics of the propagation environment have been measured. Three representative values of the Rician K-factor are obtained by the channel sounding under these three mixed LOS/NLOS scenarios: $K = 5.3$ dB, 20.1 dB, and 39.1 dB. The measurements reveal that when there are no electromagnetic absorbers and the distance between the transmitting and

![Average Power Delay Profile](image)
receiving antennas is within 3 meters, the $K$ factor can reach nearly 40 dB. This result indicates that the propagation environment is a LOS one. In these three scenarios, the measured average power delays are given in Figure 13.

Experimentally, the BER performance under these three mixed LOS/NLOS scenarios is evaluated. The experimental results confronted with the simulation ones are given in Figure 14. In the simulation framework, the three Rician $K$-factor values measured previously are configured. For the three scenarios, a small variation between the simulated and the experimental BER results can be remarked. This gap may be induced by the instability of the propagation channel. Indeed, it is supposed that the channel is slightly varying between the channel sounding step and the actual experimentation steps. Besides, the accuracy of channel sounding can be imperfect because the bandwidth setup is not large enough. This variation is more evident when $E_b/N_0$ has a strong value which may be caused by the accuracy on the BER calculations. Moreover, a better performance in terms of BER may be highlighted when a high diversity propagation channel is employed. Indeed, for a given target of BER, it requires a smaller $E_b/N_0$ for the smaller $K$ value than the higher $K$ value. Generally, we can conclude that the considered $2 \times 2$ SM system can maintain the performance in a real propagation environment, especially in presence of multipath and NLOS conditions.

V. CONCLUSION

In this paper, the performance of a SM system has been analyzed, for the first time, under mixed LOS/NLOS conditions with the help of an experimental framework based on NI VST modules. This study compensated for the lack of experiments on SM systems in realistic propagation channels. The software framework for the generation and the analysis of the SM signals has been presented. In particular, a CSI detector for the channel estimation was designed instead of assuming the availability of the perfect CSI at the receiver. The index of transmitting antenna and symbol are detected respectively by employing a low complexity ML detection method. Moreover, an extensive analysis of the experimental setup was presented and two models of the propagation environments (controlled one and wireless one) were proposed. The case of the controlled propagation environment has the advantage of being configurable, but the multipath model is too simple. Meanwhile, the latter tackled scenario introduces a real indoor channel environment. Since the characteristics of the real wireless channel are unknown, a channel sounding method by using the good correlation property of PN sequences has been employed in order to extract the channel coefficients. As a result, the BER performance of practical implementation for the two proposed propagation environments was analyzed and both followed well the simulation results. Specifically, the performance in terms of BER could be better in presence of multipath and NLOS propagation conditions.

For the directions of future research, it is worth analyzing the compensation of the nonidealities impact on the SM system from the hardware level to improve the system performance. Efforts can also be done on the accuracy of channel sounding and more realistic modulation schemes, paying attention to the balance between the accuracy of the study and the computational cost. More precisely, higher bandwidth is expected to be employed which will make the channel sounding results more accurate and the BER estimation closer to the real values. The composite fading channel models are also envisaged in order to better match with the small signal variation and the diversity of channels. A in addition, the experimental analysis of combining full-duplex radio and SM is also expected, which brings a double spectral efficiency.
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