Quantum and semiclassical study of magnetic anti-dots
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We study the energy level structure of two-dimensional charged particles in inhomogeneous magnetic fields. In particular, for magnetic anti-dots the magnetic field is zero inside the dot and constant outside. Such a device can be fabricated with present-day technology. We present detailed semiclassical studies of such magnetic anti-dot systems and provide a comparison with exact quantum calculations. In the semiclassical approach we apply the Berry-Tabor formula for the density of states and the Bohr-Sommerfeld quantization rules. In both cases we found good agreement with the exact spectrum in the weak magnetic field limit. The energy spectrum for a given missing flux quantum is classified in six possible classes of orbits and summarized in a so-called phase diagram. We also investigate the current flow patterns of different quantum states and show the clear correspondence with classical trajectories.
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I. INTRODUCTION

In the past decade, the study of systems of two-dimensional electron gas (2DEG) in semiconductors has been extended by the application of spatially inhomogeneous magnetic fields. The inhomogeneity of the magnetic field can be realized experimentally either by varying the topography of the electron gas, by using ferromagnetic materials, depositing a superconductor on top of the 2DEG. Numerous theoretical works also show an increasing interest in the study of electron motion in inhomogeneous magnetic field (see, e.g., Refs. 12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31).

In the experimental works mentioned above, for GaAs heterostructures, on the one hand, the electron dynamics is confined to two-dimensions. On the other hand, the coherence length and the mean free path of the electron can be much larger than the size of the system, while the Fermi wavelength is comparable to the size of the 2DEG. Moreover, the electron system can be described to a good approximation as a free electron gas with an effective mass. Therefore, the quantum mechanical treatment of these systems is of some physical interest.

In this paper, as an example, we consider the energy levels of a two-dimensional non-interacting electron gas in a magnetic field that is zero inside a circular region and constant outside. This system (shown in Fig. 1) will be called a magnetic anti-dot; it was first studied by Solmany and Kramer. Solving the Schrödinger equation it was shown that there are bound states. Introducing an effective angular momentum, the Schrödinger equation of the particle in symmetric gauge can be mapped to the Landau model. This effective angular momentum is a sum of the angular momentum in a uniform magnetic field and the flux (in units of the flux quantum) missing from the uniform field. Recently, Sim et al have renewed the study of this system and pointed out the crucial role of the magnetic edge states in the magnetoconductance. The classical counterparts of these states correspond to trajectories of the charged particle that consist of straight segments inside the non-magnetic region and arcs outside.

Although it is difficult to measure directly the density of states of a quantum system, it affects many observable quantities such as the magnetoconductance, the magnetization or the susceptibility. In the interpretation of the experimental results the semiclassical approximation proved to be a useful tool. Several semiclassical approaches are known in the literature and an excellent overview of the subject can be found in the textbook by Brack and Bhaduri. Different semiclassical theories for magnetic systems have successfully been applied, for example, in works. For integrable systems Berry and Tabor have shown that the oscillating part of the density of states can always be expressed in terms of classical periodic orbits. This formula is commonly called the Berry-Tabor trace formula.

One of our aims in this paper is to apply, for the first time, the Berry-Tabor trace formula for a magnetic anti-dot. To illustrate the power of the method, we also calculate the exact eigenvalues of the single parti-
cle Schrödinger equation and find a very good agreement between the two results. We should mention here that the statement by Sim et al. on the relation between the quantum states and the corresponding periodic orbits is somewhat misleading. Their condition for a given periodic orbit is not necessarily satisfied at the value of the corresponding exact energy level as they claimed. However, including more and more periodic orbits with the proper weights in the trace formula the sum converges to the correct quantum density of states. In practice only a few of the shortest orbits are enough to get a rough estimate of the positions of the exact energy levels.

The power of the semiclassical approach can also be demonstrated by applying the Bohr-Sommerfeld approximation. We shall show that the energy levels obtained from the Bohr-Sommerfeld quantization rules also agree very well with the numerically exact levels even for the lowest eigenstates. Note that in this semiclassical treatment the quantization should be applied to the classical motion on a two-dimensional torus parametrized by the action variables and their canonically conjugate angle variables (for details see, eg, Ref. 10).

The classical orbits can be classified by their cyclotron radius $q$ and their guiding center $c$ (distance of the center of the orbits from the origin). In the quantum mechanical treatment one can calculate the average of operators defining the cyclotron radius and the guiding center. For circular magnetic billiards, Len$^{15}$ has derived approximate expressions for these averages for a given quantum state. Following Ref. 15 one may derive the corresponding relations for magnetic anti-dot systems. Thus, these relations are the basis for classifying the different quantum states in terms of classical orbits for our system. We will show that the quantum states can be described by six different types of classical orbits. In addition, this classification enables us to draw a so-called 'phase diagram' which shows a clear one-to-one correspondence between classical orbits and quantum states.

To complete our semiclassical study, we finally present results for the probability current density calculated from quantum calculations. We shall argue that the current flow patterns can be understood qualitatively from the corresponding classical trajectories. Recently, Halperin$^{22}$ has been shown that the total current (the integral of the current density along the radial direction) can be related to the dispersion of the energy levels (their angular momentum dependence). As it will be shown this general relation works in our magnetic anti-dot system, too.

Regarding the numerical calculations, we should mention that the semiclassical approach presented in this paper proves to be a very effective method. Moreover, it provides a better understanding of the nature of the quantum system. Our semiclassical method applied to magnetic anti-dot systems may be an important tool to understand the role of the magnetic edge states in the density of states or the magnetization (both are experimentally accessible physical quantities). We believe that our semiclassical analysis can be extended to other types of inhomogeneous magnetic fields such as studied, eg, in Refs. 6, 7, 8, 9 as well as non-circular dot systems.

The rest of the text is organized as follows. In Sec. II the exact quantization condition (secular equation) is derived from the matching conditions of the wave functions at the boundary of the magnetic and non-magnetic regions. In Sec. III the semiclassical approximation is presented including the description of the classical motion of the particle in Subsec. III A the characterization of the possible periodic orbits in Subsec. III B some numerical results in Subsec. III C and the phase diagram in Subsec. III D. The current flow patterns of the system are discussed in Sec. IV. Finally, the conclusions are given in Sec. V.

II. QUANTUM CALCULATION

In this section, we present the quantum mechanical treatment of the magnetic anti-dot. The magnetic field with a constant $B$ outside a circle of radius $R$ is assumed to be perpendicular to the plane of the 2DEG. The Hamiltonian of the electron of mass $M$ and charge $e$ is given by

$$H = \begin{cases} \frac{p^2}{2m}, & \text{if } r < R, \\ \frac{(peA)^2}{2m}, & \text{if } r > R, \end{cases}$$

where $p$ is the canonically conjugate momentum, and the vector potential in polar coordinates $(r, \varphi)$ and symmetric gauge is given by

$$A = A_\varphi(r, \varphi) \hat{e}_\varphi,$$

where

$$A_\varphi(r, \varphi) = B \frac{R^2 - r^2}{2r} \Theta(r - R),$$

and $\hat{e}_\varphi$ is the unit vector in the $\varphi$ direction. Here $\Theta(x)$ is the Heaviside step function.

The energy levels of the system are the eigenvalues $E$ of the Schrödinger equation:

$$\hat{H} \Psi(r, \varphi) = E \Psi(r, \varphi).$$

Rotational symmetry of the system implies a separation ansatz for the wave function as a product of radial and angular parts. We choose for the angular part the appropriate angular momentum eigenfunctions $e^{im\varphi}$ with quantum number $m$ (here $m$ is an integer). Thus the wave function for a given $m$ is separated as

$$\Psi(r, \varphi) = f_m(r)e^{im\varphi},$$

where the radial wave functions $f_m(r)$ satisfy a one-dimensional Schrödinger equation in the normal region:

$$\hat{h}_m = \varepsilon f_m = \hat{h}_m \Psi(r, \varphi) = E \Psi(r, \varphi).$$

in which the radial Hamiltonian takes the form

$$\hat{h}_m = -\frac{\partial^2}{\partial r^2} - \frac{1}{r} \frac{\partial}{\partial r} + V_m(r).$$
Here we introduce the dimensionless variable $\tau = r/l$, where $l = \sqrt{\hbar/|eB|}$ is the magnetic length, $\omega_c = |eB|/M$ is the cyclotron frequency, $\varepsilon = 2E/\hbar\omega_c$ is the dimensionless energy, and the radial potential is given by

$$V_m(\tau) = \begin{cases} \frac{m^2}{\tau^2}, & \text{if } r < R, \\ \left(\frac{x^2 - m^2\ell^2}{\tau^2}\right)^2, & \text{if } r > R, \end{cases}$$

(4c)

where $s = R^2/(2\ell^2) = \Phi/\Phi_0$ is the magnetic flux $\Phi = BR\pi$ (in units of the magnetic flux quantum $\Phi_0 = \hbar/|e|$) missing inside the circle of radius $R$. The function $\text{sgn}\{\cdot\}$ stands for the sign function. In the numerical results presented in this section, we always assume that the particle is an electron moving in a magnetic field along the positive $z$-axis, i.e., $\text{sgn}(eB) = -1$. However, our theoretical results are not restricted in such a way.

Introducing the new variable $\xi = r^2/2$ and transforming the wave functions in the magnetic region ($r > R$) as

$$f_m(\tau) = \xi^{m_{\text{eff}}/2} e^{-\xi/2} \chi_m(\xi),$$

(5)

Eq. (4a) results in a Kummer differential equation:

$$\xi \frac{d^2 \chi_m}{d\xi^2} + (1 + |m_{\text{eff}}| - |\xi|) \frac{d\chi_m}{d\xi}$$

$$- \frac{1 + |m_{\text{eff}}| - m_{\text{eff}} - \varepsilon}{2} \chi_m = 0.$$  

(6)

Thus the ansatz for the radial wave function in the magnetic region can finally be written as

$$f_m(\tau) = \xi^{m_{\text{eff}}/2} e^{-\xi/2} \times U \left(1 + |m_{\text{eff}}| + m_{\text{eff}} - \varepsilon, 1 + |m_{\text{eff}}|, \xi\right),$$

(7)

where $U$ is the confluent hypergeometric function. Note that the function $U$ tends to zero as $r \to \infty$.

It is easy to show that the radial wave function inside the circle of radius $R$ (where the magnetic field is zero) satisfies the Bessel differential equation. Thus the radial wave function is given by

$$g_m(\tau) = J_m(\sqrt{\tau}),$$

(8)

where $J_m(x)$ is the Bessel function of order $m$.

Matching the radial wave functions inside and outside the circle gives a secular equation whose solutions are the eigenvalues of the system. The matching conditions at $r = R$ yield

$$\frac{d}{d\tau} \ln g_m(\tau) \bigg|_{\tau = R/l} = \frac{d}{d\tau} \ln f_m(\tau) \bigg|_{\tau = R/l}.$$  

(9)

For a given $m$ this secular equation depends only on the dimensionless missing flux $s$.

III. SEMICLASSICAL APPROXIMATION: THE BERRY-TABOR APPROACH

We now turn to the semiclassical treatment of the system. Generally, in $d$ dimensions, a system is integrable if there are $d$ independent constants of the motion. Usually this is the result of the separability of the Hamiltonian: In a suitably chosen coordinate system the Hamiltonian depends only on separate functions $\phi_i(q_i, p_i)$ of the coordinates and the conjugate momenta. This means that the dynamics can be viewed as a collection of independent one dimensional dynamical systems. The function $\phi(q_i, p_i)$ plays the role of the Hamiltonian in each subsystem. The one dimensional semiclassical quantization procedure can be carried out in each subsystem separately

$$I_i = \frac{1}{2\pi} \int p_i dq_i = \hbar \left(n_i + \frac{\nu_i}{2}\right), \quad n_i = 0, 1, 2, ..., \quad (10)$$

where $I_i$ is the action variable and $\nu_i$ is the Maslov index (for details see, eg, Ref. 40). The Maslov index is the sum of the Maslov indices of the turning points of the classical motion. Smooth or “soft” classical turning points (zeros of $p_i(q_i)$) contribute $+1$ to the Maslov index, while “hard” classical turning points (infinite potential walls) contribute $+2$. Equation (10), the Bohr-Sommerfeld quantization condition, is widely used to approximate the energy levels of classically integrable systems.

Alternatively, from Eq. (10) a semiclassical trace formula known as the Berry-Tabor formula can be derived for the oscillating part of the density of states. For two-dimensional systems, this formula can be written as

$$d(E) = d_0(E) + \sum_p \sum_{j=1}^{+\infty} \cos \left(\frac{jS_p(E)}{\hbar} - \frac{\pi}{2} j\nu_p + \frac{\pi}{4}\right),$$

(11)

(for the detailed derivation of this expression see Appendix A). Here $d_0(E)$ is the average density of states. The $p$-summation runs over the primitive periodic orbits of the system, the $j$-summation runs over their repetitions; $S_p, T_p, \nu_p$ denote the classical action, the time and the Maslov-index of orbit $p$, respectively; $n_2, p$ is the number of cycles in the motion projected to the action variable $I_2$ under one cycle of the orbit; and $I_1 = g(I_2, E)$ denotes the action variable $I_1$ as a function of the energy and $I_2$.

A. Classical dynamics of the system

It is easy to show that the classical Hamiltonian in polar coordinates $(r, \varphi)$, inside and outside the non-magnetic region is:

$$H = \frac{p_r^2}{2M} + V(r),$$

(12)
where $p_r$ and $p_\varphi$ are the canonically conjugate momenta, and the radial potential $V(r) = \frac{\hbar^2}{2m_r} V_0(r)$ is the same as in (4c) with the following replacements:

\begin{align}
  m &= \frac{p_\varphi}{\hbar}, \quad (13a) \\
  m_{\text{eff}} &= s + \frac{p_\varphi}{\hbar} \text{sgn}(eB). \quad (13b)
\end{align}

Note that here $m$ and $m_{\text{eff}}$ are continuous classical variables. As we shall see below in the semiclassical approximation, the canonical momentum $p_\varphi$ is quantized according to the Bohr-Sommerfeld quantization rules \[10\].

Since the Hamiltonian does not depend explicitly on $\varphi$ (the system is rotationally invariant), the conjugate momentum $p_\varphi$ is a constant of motion. Thus the angular action variable becomes

\[ I_\varphi = \frac{1}{2\pi} \oint p_\varphi \, d\varphi = p_\varphi. \quad (14) \]

The conjugate momentum inside the anti-dot is in fact the angular momentum. Outside the anti-dot there is an additional term due to the non-zero vector potential. From $\dot{\varphi} = \partial H/\partial p_\varphi$ one finds

\[ p_\varphi = \begin{cases} 
  Mr^2 \ddot{\varphi}, & \text{if } r < R, \\
  Mr^2 \ddot{\varphi} + eB \frac{2r^2}{\hbar^2}, & \text{if } r > R.
\end{cases} \quad (15) \]

We now choose $I_1 = I_r$ and $I_2 = I_\varphi$ in Eq. \[10\]. To calculate the radial action variable $I_r = \int I_\varphi \, d\varphi$ one needs to perform the integral of $p_r = \sqrt{E - V(r)}$ between the classical turning points of the radial potential. For a given $E$ these turning points can be obtained from $V(r) = E$. Using the same dimensionless variables as in Sec. \[11\] we have one turning point for the potential inside the non-magnetic circle:

\[ r_0^{\text{in}} = \frac{m}{\sqrt{\varepsilon}}, \quad (16a) \]

and for the potential valid outside the circle there are two turning points:

\[ r_{1,2}^{\text{out}} = \sqrt{2(\varepsilon + m_{\text{eff}}) \pm 2\sqrt{\varepsilon(\varepsilon + 2m_{\text{eff}})}} = \sqrt{\varepsilon + m_{\text{eff}} + |m_{\text{eff}}|} \pm \sqrt{\varepsilon + m_{\text{eff}} - |m_{\text{eff}}|}, \quad (16b) \]

where the upper/lower sign of $\pm$ distinguishes the first and second turning points. Note that $r_1^{\text{out}} < r_2^{\text{out}}$, and the turning points are real if either $m_{\text{eff}} > 0$ or $\varepsilon \geq -2m_{\text{eff}}$ for $m_{\text{eff}} < 0$.

For a given energy $E$ and momentum $p_\varphi$ one can calculate the cyclotron radius $\varrho$ and the guiding center $c$:

\[ \varrho = l \sqrt{\varepsilon}, \quad (17a) \]
\[ c = l \sqrt{\varepsilon + 2m_{\text{eff}}}. \quad (17b) \]

The derivation in the frame of classical mechanics is outlined in Appendix \[14\]. Following Ref. \[15\] the relation between these quantities and the corresponding quantum states of the system can be derived from quantum mechanics. It turns out that the same relations hold for the cyclotron radius and the guiding center provided $p_\varphi$ is quantized as $p_\varphi = \hbar m$, where $m$ now is an integer. Then, $m_{\text{eff}}$ is the same as that defined by Eq. \[14\]. The same results were found by Sim et al. \[16\]. Using Eq. \[17\] we shall discuss in detail the correspondence between classical orbits and quantum states in Secs. \[11\] and \[14\].

The turning points given in Eq. \[16b\] can be expressed in terms of the cyclotron radius and the guiding center:

\[ l r_{1,2}^{\text{out}} = \begin{cases} 
  c - \varepsilon, & \text{if } m_{\text{eff}} > 0, \\
  c - \varepsilon, & \text{if } m_{\text{eff}} < 0. \quad (18a) \\
  c + \varepsilon, & \text{if } m_{\text{eff}} = 0. \quad (18b)
\end{cases} \]

We can now classify the classical orbits according to the relation between the values of the turning points given by \[16\] and the corresponding radius of the circular non-magnetic region (in units of $l$)

\[ r_R = \frac{R}{l} = \sqrt{2s}. \quad (19) \]

There are two different cases listed in Table \[1\]. For orbits of type $A$ the particle outside the non-magnetic region moves along a cyclotron orbit and then passes through the magnetic field free region as a free particle. In the case of orbits of type $B$ the particle does not penetrate the non-magnetic region. In this case one can further distinguish two additional types of cyclotron orbits depending on the sign of $m_{\text{eff}}$. The condition $r_{1,2}^{\text{out}} > r_R$ listed in Table \[1\] and Eq. \[18a\] imply that $c - \varepsilon > R$ for $m_{\text{eff}} > 0$, and $c - \varepsilon > R$ for $m_{\text{eff}} < 0$. From a simple geometrical consideration it follows that in the first case the cyclotron orbits (denoted by $B_1$) lie outside the circle of radius $R$, while in the latter case the orbits (denoted by $B_2$) completely encircle the non-magnetic region. These conditions can be rewritten as

\[ m \text{sgn}(eB) > \sqrt{2s} \varepsilon > 0, \text{ for } B_1, \quad (20a) \]
\[ -m \text{sgn}(eB) > \sqrt{2s} \varepsilon > 0, \text{ for } B_2. \quad (20b) \]

For both types $B_1$ and $B_2$, $\varepsilon < m^2/2s$ is valid. In the case of orbits of type $A$ we have $\varepsilon > m^2/2s$.

We now turn to the calculation of the radial action variable $I_r$. Using the radial potential given by \[15\] inside the non-magnetic circle we find

\[ \Theta_{\text{in}}(\varepsilon, \tau) = \frac{1}{h} \int p_r \, dr = \int \sqrt{\varepsilon - V(\tau)} \, d\tau = \sqrt{\varepsilon \tau^2 - m^2} - m \arccos \frac{m}{\tau \sqrt{\varepsilon}}, \quad (21a) \]
and similarly outside, we have
\[
\Theta_{\text{out}}(\varepsilon, \tau) = \frac{1}{\hbar} \int p_r \, dr = \int \sqrt{\varepsilon - V(\tau)} \, d\tau \\
= \frac{1}{2} \sqrt{\varepsilon \tau^2 - \left( \frac{\varepsilon}{2} - m_{\text{eff}} \right)^2} \\
- \frac{1}{2} (\varepsilon + m_{\text{eff}}) \arcsin \left( \frac{\varepsilon + m_{\text{eff}} - \tau^2/2}{\sqrt{\varepsilon (\varepsilon + 2m_{\text{eff}})}} \right) \\
- \frac{1}{2} |m_{\text{eff}}| \arcsin \left( \frac{\tau^2(\varepsilon + m_{\text{eff}}) - 2m_{\text{eff}}}{\tau^2 \sqrt{\varepsilon (\varepsilon + 2m_{\text{eff}})}} \right).
\]
(21b)

The radial action variables for the orbits of types \( A \) and \( B \) can be expressed in terms of the functions \( \Theta_{\text{in}} \) and \( \Theta_{\text{out}} \), and are listed in Table I.

**TABLE I: Classification of the orbits and the corresponding radial action variables.** See also the text.

| Case | Conditions | Radial Action Variables |
|------|------------|-------------------------|
| \( A \) | \( \tau_{0_{\text{in}}} \leq \tau_{\text{R}} \) and \( \tau_{\text{R}} \leq \tau_{\text{out}} \) | \( \Theta_{\text{out}}(\varepsilon, \tau_{\text{out}}^2) - \Theta_{\text{out}}(\varepsilon, \tau_{\text{R}}) + \Theta_{\text{in}}(\varepsilon, \tau_{\text{in}}) - \Theta_{\text{in}}(\varepsilon, \tau_{0_{\text{in}}}) \) |
| \( B \) | \( \tau_{\text{R}} < \tau_{\text{out}} \) and \( \tau_{\text{out}} > \tau_{\text{R}} \) | \( \Theta_{\text{out}}(\varepsilon, \tau_{\text{R}}^2) - \Theta_{\text{out}}(\varepsilon, \tau_{\text{out}}^2) \) |

Note that
\[
\Theta_{\text{out}}(\varepsilon, \tau_{\text{out}}^2) = \frac{\pi}{4} (\varepsilon + m_{\text{eff}} - |m_{\text{eff}}|), \quad (22a)
\Theta_{\text{out}}(\varepsilon, \tau_{\text{R}}^2) = -\Theta_{\text{out}}(\varepsilon, \tau_{\text{out}}^2). \quad (22b)
\]

Thus, for orbits of type \( B \), the radial action variable \( I_r \) can be simplified to
\[
I_r = \frac{\hbar}{2} (\varepsilon + m_{\text{eff}} - |m_{\text{eff}}|). \quad (23)
\]

It is clear from (11) and Table I that for fixed \( s \), the radial action variable \( I_r \) is a function of the rescaled energy \( \varepsilon \) and the angular action variable \( I_\varphi \) through \( m \) and \( m_{\text{eff}} \). Then, for orbits of type \( A \), the partial derivative in the denominator of Eq. (11) has a rather simple form
\[
\frac{\hbar}{\pi} \frac{\partial^2 I_r}{\partial I_\varphi^2} = \frac{s + m_{\text{eff}}}{\sqrt{2s\varepsilon - m^2\varepsilon + 2m_{\text{eff}}}}. \quad (24)
\]

However, the amplitude for orbits of type \( B \) in Eq. (11) cannot be calculated using the second partial derivative of \( I_r \), therefore the contribution from these orbits to the semiclassical level density is calculated separately in Appendix C.

Knowing the explicit \( \varepsilon \) and \( I_\varphi \) dependence of the radial action variable \( I_r \), the Bohr-Sommerfeld quantization conditions given by Eq. (11) for orbits of type \( A \) can be rewritten as
\[
I_\varphi = \hbar m, \quad (25a)
I_r = \hbar \left( n + \frac{1}{2} \right), \quad (25b)
\]

where \( n = 0, 1, 2, \ldots \) and \( m \) is an integer, and the energy-dependent radial action variable \( I_r \) is given in Table I. The Maslov indices are \( \nu_\varphi = 0 \) and \( \nu_r = 2 \), for details see, eg, Ref. 40). Using (23) for orbits of type \( B \), the semiclassical quantization conditions can be simplified and the energy levels are
\[
E_{m,n} = \hbar \omega_c \left( n + \frac{|m_{\text{eff}}| - m_{\text{eff}} + 1}{2} \right), \quad (25c)
\]

Note that
\[
\Theta_{\text{out}}(\varepsilon, \tau_{\text{out}}^2) = -\frac{\pi}{4} (\varepsilon + m_{\text{eff}} - |m_{\text{eff}}|), \quad (22a)
\Theta_{\text{out}}(\varepsilon, \tau_{\text{R}}^2) = -\Theta_{\text{out}}(\varepsilon, \tau_{\text{out}}^2). \quad (22b)
\]

Thus, for orbits of type \( B \), the radial action variable \( I_r \) can be simplified to
\[
I_r = \frac{\hbar}{2} (\varepsilon + m_{\text{eff}} - |m_{\text{eff}}|). \quad (23)
\]

B. Periodic orbits

To apply the Berry-Tabor formula (11), one needs to describe the possible periodic orbits of the magnetic antidot system. The periodic orbits of type \( A \) cannot be characterized by their winding number \( w \) (the number of turns around the center under one cycle) and the number of identical orbit segments \( n_s \) the orbit can be split up to. These segments consist of a circular path outside the antidot followed by a straight line inside. We introduce the angles \( \alpha, \beta \) and \( \gamma \) to characterize these basic orbit segments as shown in Fig. 2. These angles always fulfill

\[
\begin{align*}
n_s(\beta + \gamma) &= w\pi, \quad (26a) \\
\frac{\sin(\alpha)}{\sin(\beta)} &= \frac{R}{\rho}, \quad (26b)
\end{align*}
\]
(α and β are always positive and the sign of γ follows the sign of w). The relations between the indices \(w_n\), \(s\), and the angles characterizing the basic orbit segment are summarized in Table I for the four possible sub-classes.

When either \(w\) is negative (orbits of type \(A_1\)), or the cyclotron radius \(\rho\) is smaller than the radius of the anti-dot (orbits of type \(A_2\)), the angles \(\alpha, \beta\) and \(\gamma\) are fully determined by \(w\) and \(n_s\), since in these cases \(\beta\) is definitely smaller than \(\pi/2\). On the other hand, when \(w > 0\) and \(\rho > R\), one must also specify whether \(\beta\) is smaller (orbits of type \(A_3\)) or larger (orbits of type \(A_4\)) than \(\pi/2\) to fully determine the periodic orbit.

TABLE II: The different sub-classes of orbits of type \(A\) and the corresponding relations between the angles defining the basic orbit segment and the indices \(w\) and \(n_s\). Every orbit with a negative winding number \(w\) falls into sub-class \(A_1\), regardless of whether \(\rho\) is smaller or larger than \(R\). The sub-class \(A_2\) consists of those orbits which have a positive winding number and \(\rho < R\). In case of \(w > 0\), \(\rho > R\) and \(\beta < \pi/2\), the orbit is of type \(A_3\); otherwise it is of type \(A_4\). The angle \(\alpha\) can be obtained from \(w\) and \(n_s\) directly. Then \(\beta\) can be calculated from \(\alpha, \rho\) and \(R\), and finally \(\gamma\) from \(\alpha\) and \(\beta\).

| \(A_1: \ w < 0\) | \(A_2: \begin{cases} w > 0, & \rho < R \\ \end{cases}\) | \(A_3: \begin{cases} w > 0, & \rho > R, \\ \beta < \pi/2 \end{cases}\) | \(A_4: \begin{cases} w > 0, & \rho > R, \\ \beta > \pi/2 \end{cases}\) |
|---|---|---|---|
| \(\alpha = \pi + \frac{2w}{\rho}\) | \(\alpha = \frac{2w}{\rho}\) | \(\gamma = \alpha - \pi - \beta\) | \(\gamma = \alpha - \beta\) |
| \(\beta = \beta_0 \equiv \arcsin\left(\frac{\rho}{\sqrt{\rho^2 - s^2}}\sin\alpha\right)\) | \(\beta = \pi - \beta_0\) |

The action of periodic orbit \(p\) can generally be expressed as

\[
S_p = \hbar k L_p + eB A_p,
\]

where \(k = \sqrt{2ME/\hbar}\) is the wave number, \(L_p\) is the length of the orbit and \(A_p\) is the area inside the magnetic field. In our case

\[
L_p = 2n_s \left[ \rho \alpha + R \sin(|\gamma|) \right],
\]

\[
A_p = n_s \left\{ \rho^2 \left[ \alpha + \text{sgn}(2\alpha - \pi) \frac{\sin 2\alpha}{2} \right] - R^2 \left[ \beta + \text{sgn}(2\beta - \pi) \frac{\sin 2\beta}{2} \right] \right\}.
\]

Therefore the action in our units can be written as

\[
\frac{S_p}{\hbar} = n_s \left\{ 2 \varepsilon \alpha + 2\sqrt{2s\varepsilon} \sin(|\gamma|) + \text{sgn}(eB) \left[ \varepsilon \left( \alpha + \text{sgn}(2\alpha - \pi) \frac{\sin 2\alpha}{2} \right) - 2s \left( \beta + \text{sgn}(2\beta - \pi) \frac{\sin 2\beta}{2} \right) \right] \right\}.
\]

Finally, to use (11) and (24), we also need the time period \(T_p\) and \(I_p\) associated to the orbit, which can be written as

\[
T_p = \frac{L_p}{v} = \frac{2n_s}{\omega_c} \left( 1 + \sqrt{2s\varepsilon} \sin(|\gamma|) \right),
\]

\[
I_{p, p^*} = \pm 2\sqrt{2s\varepsilon} \cos(\gamma),
\]

where \(v\) denotes the velocity and in the latter expression the upper sign is for the orbits with \(w > 0\) and the lower sign is for the orbits with \(w < 0\). This expression for \(I_{p}\) can be obtained from (14): the angular action variable is equal to \(p_{\phi^*}\), and, as already mentioned, inside the anti-dot \(p_{\phi^*}\) is equivalent to the angular momentum.

C. Results

In this section we compare the numerically exact energy levels with those calculated from the Bohr-Sommerfeld quantization conditions. Similarly, we present results for the density of states obtained from the Berry-Tabor formula (11).

The numerically exact energy levels of the magnetic anti-dot system are calculated from the secular equation (9) for fixed \(m\). Solving Eq. (25) for \(\varepsilon\) we obtain the energy levels in the Bohr-Sommerfeld approximation. The results for a given magnetic field are shown in Fig. 3. The agreement between the exact and the semiclassically calculated energy levels is excellent. Our results also agree with those presented in Ref. 22. For large \(|m|\) the energy levels tend to the Landau levels, while in the opposite case a substantial deviation can be seen. In the latter case, the energy levels result from the quantization of orbits of type \(A\). In the work by Sim et al. 22 these states were called magnetic edge states. One can see that even...
the low-lying energy levels of these magnetic states can be accurately calculated in the Bohr-Sommerfeld approximation. However, a significant deviation of the eigenvalues of these states from the bulk Landau levels can be seen in the figure. The lowest energy level of the magnetic anti-dot system is the state \( m = 0 \) and \( n = 0 \). Note that the spectrum can be calculated much more easily in the semiclassical approximation than from the exact secular equation involving the confluent hypergeometric function \( U \).

Increasing the magnetic field, we experienced slight deviations. These discrepancies may be explained qualitatively in the following way. As the magnetic field tends to infinity, the charged particle spends less and less time outside the circular region, and in the limiting case its motion is described by an elastic reflection from the boundary of the magnetic and non-magnetic regions. The radial potential becomes a hard wall at \( r = R \). Thus, one of the classical turning points for orbits of type \( A \) becomes a hard one and the corresponding contribution to the Maslov index tends to 2. Blaschke and Brack \(^{41} \) observed a similar situation in circular magnetic billiards. Their numerical investigations have confirmed the argument presented above. Here we do not discuss this issue further.

We now present results for the density of states calculated from the Berry-Tabor formula \(^{111} \) for two magnetic fields given by the missing flux quanta \( s = 5 \) and \( s = 10 \). To evaluate the semiclassical density of states in practice, we have regularized the periodic orbit sum in \(^{111} \) with a Gaussian smoothing by multiplying the amplitude of the orbits with \( e^{-\delta L_p} \) (where \( \delta \) is infinitesimal), as discussed in \(^{40,41} \). This factor suppresses the contribution from the long orbits and broadens the delta functions at semiclassical energies. Substituting Eqs. \(^{24} \) and \(^{40} \) into the regularized version of \(^{111} \), we obtain the semiclassical density shown in Fig. 4 plotted together with the numerically obtained quantum energy levels. The agreement between the two results is good for the majority of the levels, however, in the case of missing flux quanta \( s = 10 \), apparent discrepancies can be observed for example at energies close to \( \varepsilon \approx 3 \). We think that a better agreement can be obtained for stronger magnetic fields by taking into account the magnetic field dependent Maslov index. The work along this line is in progress.

D. Phase diagram, the classical-quantum correspondence

In this section we classify the exact energy levels in terms of the classical orbits. In Sec \(^{111} \) orbits of types \( A \) and \( B \) have been introduced according to the positions of the turning points compared to the magnetic anti-dot. Orbits of type \( A \) can further be classified into sub-classes \( A_1 - A_4 \), as it has been shown in Sec. \(^{111} \). However, in that section only periodic orbits have been studied. We now go beyond the condition \(^{26a} \) for periodic orbits.

Then the four types of sub-classes can be characterized by the angles \( \alpha, \beta \) and \( \gamma \), the cyclotron radius \( g \) and the guiding center \( c \) of the classical orbits. Using simple geometrical arguments, these angles can be calculated from \( g \) and \( c \). Using Eq. \(^{19} \) (which is valid in the quantum case, too) the above classical parameters classifying the orbits can be directly related to the quantum states given by the quantum number \( m, n \) (and so the energy eigenvalue \( E_{m,n} \)) and the missing flux quanta \( s \). The conditions given in the first row of Table III for the different types of orbits can be reformulated in terms of the particle energy \( \varepsilon \) and the quantum number \( m \). The results are summarized in Table III. A similar classification

| TABLE III: Conditions in terms of \( \varepsilon \) and \( m \) for different sub-classes of orbits of types \( A \) and \( B \). Here we take \( \text{sgn}(eB) = -1 \). |
|------------------|------------------|------------------|------------------|------------------|
| \( A_1 \) | \( A_2 \) | \( A_3 \) | \( A_4 \) | \( B_1 \) | \( B_2 \) |
| \( \varepsilon > m^2/2s \) | \( \varepsilon \leq m^2/2s \) | \( m \geq 0 \) | \( m \leq 0 \) | \( m > s \) |
| \( m < 0 \) | \( m \geq 2s \) | \( m \leq 2s \) | \( m > 2s \) | \( \varepsilon \geq 2(m - s) \) |

...has been made for electronic states of a circular ring in magnetic field \(^{12} \) and for ring-shaped Andreev billiards \(^{13} \).

It may also be useful to present the conditions listed in Table III graphically. In \( \varepsilon-m \) space, the classically allowed regions corresponding to the different orbits look like a ‘phase diagram’. In Fig. 5 such a phase diagram is plotted in the space of \( \varepsilon \) and \( m \). In \( \varepsilon-m \) space, for a given
magnetic field. This phase diagram should be compared with Fig. 8, the plot of the energy levels from the quantum mechanical calculation. In this way, the different exact levels can be classified in terms of the corresponding classical orbits. We should stress again that these orbits are not necessarily periodic. Examples will be shown in Sec. IV.

IV. COMPARISON OF THE CURRENT DISTRIBUTIONS AND THE CLASSICAL TRAJECTORIES

An apparent correspondence between the classical orbits and the quantum states can also be made by calculating the current flow patterns in the magnetic anti-dot system. The particle (probability) current density in magnetic field is given by

\[ j = \frac{i\hbar}{2M} (\Psi \text{grad}\Psi^* - \Psi^* \text{grad}\Psi) - \frac{e}{M} A|\Psi|^2. \]  

(31)

Using the vector potential \( \mathbf{A} \), the current density (in our units) for states \( \Psi_{m,n} \) can be written as \( j = j_\varphi \mathbf{e}_\varphi \), where

\[ j_\varphi (r) = \frac{\hbar}{2M} |\Psi_{m,n}|^2 \left[ 2m - \text{sgn}(eB) \left( r^2 - r_R^2 \right) \Theta (r - r_R) \right], \]

(32)

and \( \mathbf{e}_\varphi \) is the unit vector in the \( \varphi \) direction.

Solving the secular equation \( 45,49 \) and then determining the normalized eigenstates, the related current densities can be calculated from Eq. \( 32 \). Figures 6, 8, 10 and 11 show the current flow patterns for given eigenstates and the corresponding classical trajectories of the particle. The missing flux quanta is \( s = 5 \) and \( \text{sgn}(eB) = -1 \) in all figures. In these figures the current density \( j(r) \) at point \( r \) is represented by an arrow with length proportional to the magnitude of the current density and the midpoint of the arrow is at the point \( r \). At a given energy and quantum number \( m \) corresponding to the classical canonical momentum \( p_x = \hbar m \) the cyclotron radius and the guiding center of the classical orbit is calculated from Eq. \( 17 \). Hence the classical trajectory of the particle can be determined and are shown in the figures (scaling is in units of the magnetic length \( l \)). In Figs. 6 and 8 the radial dependence of the current density is plotted for the corresponding eigenstates. States \( (m,n) = (-1,0), (0,0) \) and \( (1,0) \) were called magnetic edge states in Ref. \( 22 \).

In Fig. 6 the current inside the non-magnetic region flows clockwise (the magnitude of the current density is negative in accordance with Fig. 9), while outside the magnetic dot it flows counterclockwise. The classical trajectories inside the dot form a ‘caustic’ and the current is enhanced here in the clockwise direction. From Table III we find that the orbit is of type \( A_1 \). The trajectory apparently also satisfies the conditions given in Table III (without the requirement for the periodicity of the orbits).

In Fig. 9 for state \( m = 0 \) and \( n = 0 \) the current is zero inside the magnetic dot. This can easily be seen from Eq. \( 32 \), while the direction of the current flow is counterclockwise outside. The orbit is a limiting case between types \( A_1 \) and \( A_2 \). Figure 9 for state \( m = 1 \) and \( n = 0 \) shows a counterclockwise current flow both inside and outside the magnetic dot. The current \( j_\varphi \) is positive everywhere as it can be also seen in Fig. 9. The orbit is again of type \( A_2 \), in accordance with the conditions given in Tables I and III.

One can observe that the current density \( j_\varphi \) is not differentiable at \( r = R \). This is because the theta function in Eq. \( 32 \). Physically, this is a consequence of the step function behaviour of the magnetic field. Nevertheless, the divergence of the current density vector \( j \) is still zero.

FIG. 5: Phase diagram in the space of \( \varepsilon \) and \( m \): the classically allowed regions defined by the conditions in Table III for the different orbits. Here \( s = 5 \) and \( \text{sgn}(eB) = -1 \).

FIG. 6: The current flow (in units of \( \hbar/(2M) \)) for state \( m = -1 \) and \( n = 0 \). The classical orbit is of type \( A_1 \). Here and in Figs. 9, 12 the missing flux quanta is \( s = 5 \), and we choose \( \text{sgn}(eB) = -1 \).
FIG. 7: The current flow (in units of $\hbar/(2M)$) for state $m = 0$ and $n = 0$. The classical orbit is of type $A_2$.

FIG. 8: The current flow (in units of $\hbar/(2M)$) for state $m = 1$ and $n = 0$. The classical orbit is of type $A_2$.

Finally, orbits of types $A_3$ and $A_4$ are shown in Figs. 10 and 11 for states $(m, n) = (1, 6)$ and $(14, 2)$, respectively. Similarly, for these states the corresponding current densities as functions of the distance from the origin are plotted in Fig. 12. For both states the current is very small inside the magnetic dot. In the case of state $(m, n) = (1, 6)$, the trajectories almost cross the origin ($m$ is small), while for state $(m, n) = (14, 2)$ only a small portion of the trajectory penetrates into the magnetic anti-dot regions. The qualitative agreement between the current flow patterns and the classical trajectories is, again, clearly visible.

Note that in all of these figures the classical trajectories are not periodic orbits with energy corresponding to the given eigenstate. This is not surprising, since the quantization should not be applied to periodic orbits everywhere.

In real space but to the motion on the two-dimensional torus parametrized by the action variables and their canonically conjugate angle variables (for details see, eg, Ref. 40). In fact, the Berry-Tabor formula (11) suggests that an infinite number of periodic orbits with proper weights can only result in the correct quantum mechanical density of states.

It has been shown by Halperin that the probability current can be related to the derivative of the energy levels with respect to the angular momentum quantum number:

$$J_{m,n} = \int_0^\infty \hat{J}_r \, dr = \frac{1}{\hbar} \frac{\partial E_{m,n}}{\partial m}. \quad (33)$$

In Fig. 13 the integral of the current densities given in

FIG. 9: The current densities $j_\phi$ as functions of $r$ (in units of $l$) for states shown in Figs. 6-8. The vertical line is at $r = R$.

FIG. 10: The current flow (in units of $\hbar/(2M)$) for state $m = 1$ and $n = 6$. The classical orbit is of type $A_3$. 
FIG. 11: The current flow (in units of $\hbar/(2M)$) for state $m = 14$ and $n = 2$. The classical orbit is of type $A_4$.

FIG. 12: The current densities $j_\phi$ as functions of $r$ (in units of $l$) for states shown in Figs. 10-11. The parameters are the same as in Fig. 8. The vertical line is at $r = R$.

Eq. (33) is plotted as functions of $m$ for $n = 0, 1, 2$. One can see that for $m \ll 0$ the total current is zero (these are the orbits of type $B_1$ in our classification) and that for $m \gg 2s$ it tends to a constant value (type $B_2$). The current is negative for states corresponding to orbits of type $A_1$, while it increases monotonically for states corresponding to orbits of types $A_2 - A_4$. This is in accordance with the right hand side of Eq. (33) using the energy dispersion (the $m$ dependence of the energy levels) plotted in Fig. 8.

V. CONCLUSIONS

In this paper we investigated the energy spectrum of the circular magnetic anti-dot systems obtained from exact quantum and semiclassical calculations. In the proper dimensionless variables the only relevant parameter of the system is the missing flux quantum. The system is separable, and in the quantum calculation the energy levels are the solutions of the secular equation derived from the matching conditions of the wave functions inside and outside the dot. In the semiclassical treatment we presented two different methods. On the one hand, the density of states was calculated using the Berry-Tabor formula. On the other hand, the energy levels obtained from the Bohr-Sommerfeld quantization rules. The main difference between the two methods is that in the first case one needs to characterize the possible periodic orbits in real space, while in the latter, the motion of the particle is on a torus in the space of the action variables. In our numerical results we compared the quantum energy spectrum and that obtained in the semiclassical approach. We showed that the energy levels of the magnetic anti-dot systems obtained from the two semiclassical methods were in good agreement with the numerically exact quantum results for weak magnetic fields. However, by increasing the magnetic field, a slight deviation between the exact and the semiclassically approximated energy levels can be observed. We argued that the reason for this discrepancy may be traced back to the fact that the Maslov index should be magnetic field dependent. A thorough investigation of this problem might be an interesting future work.

A classification of the energy spectrum for arbitrary magnetic fields was presented in terms of the classical orbits defined by their cyclotron radius and guiding cen-
The semiclassical density of states is the density of these eigenstates that correspond to orbits with trajectories penetrating into the field-free region. The related classical trajectories were also shown for the sake of comparison. From these results one can see the close correspondence between the structure of the trajectories and the distribution of the current densities obtained from the quantum calculations.

From the energy spectrum of the magnetic anti-dot systems one can determine the free energy. The good agreement between the semiclassical and quantum treatment of the system allows us to use semiclassical methods in the weak field limit for calculating the energy spectrum. Therefore, the semiclassical approach provides a useful starting point for successive studies of thermodynamic properties, such as magnetization. Moreover, the semiclassical approximation can be an effective tool for investigating arbitrarily shaped magnetic anti-dots in the weak field limit for calculating the energy spectrum of the magnetic anti-dot system.

The quantized energies can be recovered if we express the Hamiltonian in terms of $I_i$

$$E(n_1, n_2, ..., n_d) = H(I_1, I_2, ..., I_d) = H\left( \hbar (n_1 + \nu_1/4), \hbar (n_2 + \nu_2/4), ..., \hbar (n_d + \nu_d/4) \right).$$

The semiclassical density of states is the density of these energies:

$$d(E) = \sum_{n_1, n_2, ..., n_d=0}^{\infty} \delta (E - E(n_1, n_2, ..., n_d)).$$

The density of states can be rewritten via the Poisson resummation technique

$$d(E) = \int d^dI \delta (E - H(I_1, I_2, ..., I_d)) \times \prod_{i=1}^{d} \sum_{n_i=\infty}^{+\infty} \delta (I_i - \hbar (n_i + \nu_i/4)) =$$

$$= \int \frac{d^dI dt}{2\pi \hbar^{d+1}} \times \sum_{m_1, m_2, ..., m_d=-\infty}^{\infty} e^{\frac{\hbar}{\bar{\nu}}(E - H(I_1, ..., I_d)) + 2\pi \sum m_i (I_i - \hbar \nu_i/4)}.\quad (A3)$$

Here, we used the Fourier expansion of the delta spike train. The term $m_i = 0$ ($i = 1, 2, ..., d$) can be evaluated directly and yields the non-oscillatory average density of states. Other terms can be evaluated by the saddle point method, when $\hbar \to 0$. The saddlepoint conditions select the periodic orbits of the system, and the result of the integration is

$$d(E) = d_0(E) + \sum_{p} \sum_{j=1}^{+\infty} \frac{(2\pi)^{(d-1)/2}}{2^{(d-1)/2}} \times \cos \left( j S_p(E)/\hbar - \frac{\nu_p}{2}j T_p + \frac{\nu_p}{2}(d-1) \right) \sqrt{\det (T_p)^{(d-1)}} / (-\det (D_p)).\quad (A4)$$

Here $p$ is the index of the primitive periodic orbits, $j$ is the number of repetitions, $S_p$ is the classical action along the orbit, $T_p$ is the time period of the orbit, and $\nu_p$ is the Maslov index. The quantity $\nu_p$ is the number of action variables of the periodic orbit whose saddle point value is zero ($I_k = 0$), since in this case the Gaussian saddle point integral is only one-sided, and its contribution is $1/2$ of the full Gaussian integral. The matrix $D_p$ is related to the second derivative matrix

$$\det D = \det \left( \frac{\partial^2 H(I_1, ..., I_d)}{\partial I_i \partial I_j} - \frac{\partial H(I_1, ..., I_d)}{\partial I_i} \right).$$

Equation (A4) is the generic form of the semiclassical density of states in terms of periodic orbits, known as the Berry-Tabor formula.

In two dimensions, very often the Hamiltonian cannot be expressed with the action variables explicitly, only the implicit function

$$I_2 = g(I_1, H),$$

is available. In this case it is more useful to express the quantities in the Berry-Tabor trace formula in terms of the derivatives of $g$. Taking the partial derivative of (A6) with respect to $I_1$ yields

$$0 = \frac{\partial g(I_1, H)}{\partial I_1} + \frac{\partial g(I_1, H)}{\partial H} \frac{\partial H(I_1, I_2)}{\partial I_1},$$

while the partial derivative of (A8) with respect to $I_2$ gives

$$1 = \frac{\partial g(I_1, H)}{\partial H} \frac{\partial H(I_1, I_2)}{\partial I_2}.$$
The frequencies can be expressed from these equations as
\[
\omega_1 = \frac{\partial H(I_1, I_2)}{\partial I_1} = -\frac{\partial g(I_1, H)}{\partial H}, \quad (A9)
\]
\[
\omega_2 = \frac{\partial H(I_1, I_2)}{\partial I_2} = \frac{1}{\partial H}. \quad (A10)
\]

Periodic orbits are recovered from \( \omega_1 = \frac{2\pi n_1}{T} \) and \( \omega_2 = \frac{2\pi n_2}{T} \). The action \( I_1 \) for a periodic orbit at energy \( E \) can be obtained by solving equation
\[
\omega_1 = \frac{n_1}{n_2} = \frac{n_{1,p}}{n_{2,p}} = -\frac{\partial g(I_1, E)}{\partial I_1}, \quad (A11)
\]

where we introduced \( n_1 = jn_{1,p} \) and \( n_2 = jn_{2,p} \) corresponding to the primitive orbit. Then the period can be expressed simply as
\[
T = 2\pi n_{2,p} \frac{\partial g(I_1, H)}{\partial H}. \quad (A12)
\]

The main determinant to be calculated reads
\[
det D = \begin{vmatrix}
\frac{\partial^2 H(I_1, I_2)}{\partial I_1^2} & \frac{\partial^2 H(I_1, I_2)}{\partial I_1 \partial I_2} \\
\frac{\partial^2 H(I_1, I_2)}{\partial I_1 \partial I_2} & \frac{\partial^2 H(I_1, I_2)}{\partial I_2^2}
\end{vmatrix}
= \left( -\frac{\partial^2 H}{\partial I_1^2} \left( \frac{\partial H}{\partial I_2} \right)^2 + 2 \frac{\partial^2 H}{\partial I_1 \partial I_2} \frac{\partial H}{\partial I_1} \frac{\partial H}{\partial I_2} \right)
- \left( \frac{\partial^2 H}{\partial I_2^2} \left( \frac{\partial H}{\partial I_1} \right)^2 \right). \quad (A13)
\]

Now, the second derivatives of \( H \) can be expressed with the second derivatives of \( g \) by taking further partial derivatives of \( A7 \) and \( A8 \) with respect to \( I_1 \) and \( I_2 \). Then we can express the second derivatives as
\[
\frac{\partial^2 H}{\partial I_1^2} = \frac{1}{\left( \frac{\partial g}{\partial H} \right)^3} \left( 2 \frac{\partial^2 g}{\partial H^2} \frac{\partial g}{\partial I_1} \frac{\partial g}{\partial I_1} \frac{\partial g}{\partial H} - \frac{\partial^2 g}{\partial H^2} \left( \frac{\partial g}{\partial I_1} \right)^2 \right) \quad (A14)
\]
\[
\frac{\partial^2 H}{\partial I_1 \partial I_2} = \frac{1}{\left( \frac{\partial g}{\partial H} \right)^3} \left( \frac{\partial^2 g}{\partial H^2} \frac{\partial g}{\partial I_1} \frac{\partial g}{\partial I_2} - \frac{\partial^2 g}{\partial I_1 H} \frac{\partial g}{\partial I_2} \right) \quad (A15)
\]
\[
\frac{\partial^2 H}{\partial I_2^2} = -\frac{1}{\left( \frac{\partial g}{\partial H} \right)^3} \frac{\partial^2 g}{\partial H^2} \quad (A16)
\]

Using these expressions, the determinant becomes
\[
det D = -\frac{1}{\left( \frac{\partial g}{\partial H} \right)^3} \frac{\partial^2 g}{\partial I_1^2} = -\frac{2\pi n_{2,p}}{T} \frac{\partial^2 g}{\partial I_1^2}. \quad (A17)
\]

The density of states in two dimensions is then
\[
d(E) = d_0(E) + \sum_{p=1}^{\infty} \cos \left( jSp(E)/\hbar - \frac{\pi}{2} j\nu_p + \frac{\pi}{4} (d-1) \right) \quad (A18)
\]

**APPENDIX B: DERIVATION OF THE CYCLOTRON RADIUS AND THE GUIDING CENTER**

The cyclotron radius can be determined from the energy \( E \) of the particle. The energy is conserved, and obviously \( E = \frac{1}{2} M \omega_c^2 \theta_0^2 \), thus
\[
\frac{\theta_0}{l} = \sqrt{\epsilon}. \quad (B1)
\]

The guiding center may be calculated as follows. As we have seen, the conjugate momentum given by Eq. (15) is a constant of motion, therefore, e.g., for \( r > R \) the right hand side of (15) should also be a constant at any point of the orbit. At first apply this equation for points \( P \) and \( Q \), which are the points closest to and farthest from the origin (the center of the circle of radius \( R \)) of an orbit lying outside the anti-dot. These are special points of the orbits for which the right hand side of Eq. (15) has a simpler form. Then the distances of points \( P \) and \( Q \) from the origin are \( r_p = c - \bar{q} \) and \( r_q = c + \bar{q} \) (we assume that point \( Q \) is farther from the origin). From a simple geometrical argument one finds that the angular velocity at points \( P \) and \( Q \) satisfies the following equations
\[
r_p \dot{\varphi}_p = q \omega_c \text{sgn}(cB), \quad (B2)
\]
\[
r_q \dot{\varphi}_Q = -q \omega_c \text{sgn}(cB). \quad (B3)
\]

Substituting, for example, \( r_p = c - \bar{q} \) and \( \varphi_p \) from (B2) into Eq. (15), and using (B1), we find
\[
\frac{c}{l} = \sqrt{\epsilon + 2m_{\text{eff}}}. \quad (B4)
\]

The same results can be obtained by using (B3) for point \( Q \). If the orbit encompasses the anti-dot then the right hand side of (B2) should be multiplied by a factor of \(-1\). The case of orbits with trajectories penetrating into the anti-dot can be treated similarly. However, the expressions for the cyclotron radius and the guiding center are the same as above for all cases.

**APPENDIX C: CONTRIBUTION OF THE CYCLOTRON ORBITS TO THE SEMICLASSICAL DENSITY OF STATES**

In the case of the cyclotron orbits, the integral in \( I_r \) in Eq. (A3) has to be calculated directly rather than using the saddlepoint method. As \( I_r \) is constant, the integrand does not depend on the integration variable
and therefore the integral is equal to the measure of the interval of the possible \( I_s \). Without loss of generality, we take \( \text{sgn}(eB) = -1 \) in this section.

1. Cyclotron orbits of type \( B_1 \)

Cyclotron orbits which do not encompass the anti-dot (type \( B_1 \)) are possible at any value of \( p \) and any negative angular momentum \( p_\varphi \) (see Table \( \text{III} \)). At point \( P \) of these orbits (points \( P \) and \( Q \) of a cyclotron orbit are defined in Appendix \( \text{B} \), from Eqs. (14) and (15) we obtain

\[
I_\varphi = p_\varphi = Mr^2_p\varphi_p + eB\frac{r^2_p - R^2}{2}.
\]

(C1)

This is minimal when \( r_p = R \) (and the cyclotron orbit touches the boundary of the anti-dot), and is maximal when the orbit is placed as far as possible from the anti-dot. By denoting the radius of the system with \( l \) (in units of \( l \)) the integration in \( \text{A3} \) with respect to \( I_\varphi \) yields a factor \( \Delta I_\varphi = I_\varphi(R) - I_\varphi(l) \). Using \( \text{C1} \) and \( \text{I5} \), one finds

\[
\frac{\Delta I_\varphi}{\hbar} = \mathcal{L}\sqrt{\varepsilon} - \sqrt{2s\varepsilon} + \frac{1}{2}(\mathcal{L}^2 - 2s).
\]

(C2)

The \( I_r \) and \( t \)-integrals can be evaluated with the saddle point method, just as in the case of a one-dimensional system. The determinant of the second derivative matrix is

\[
\det \mathbf{D} = \det \left( \begin{array}{cc}
\frac{\partial^2 H}{\partial I_r^2} & -\frac{\partial H}{\partial I_r} \\
-\frac{\partial H}{\partial I_r} & 0
\end{array} \right) = \left( \frac{\partial H}{\partial I_r} \right)^2.
\]

(C3)

From Eqs. (A8) and (B3), we find

\[
\frac{\partial H}{\partial I_r} = \frac{\partial \varphi}{\partial \varepsilon} = \omega_\varepsilon,
\]

(C4)

\[
\det \mathbf{D} = -\omega_\varepsilon^2.
\]

(C5)

Thus, the total amplitude of these orbits in the periodic orbit sum is

\[
A_\varepsilon^+ = \frac{\Delta I_\varphi}{\hbar} \frac{1}{\hbar \omega_\varepsilon} = \frac{1}{\hbar \omega_\varepsilon} \left[ \mathcal{L}\sqrt{\varepsilon} - \sqrt{2s\varepsilon} + \frac{1}{2}(\mathcal{L}^2 - 2s) \right].
\]

(C6)

The action can be calculated from Eq. (23), and for \( p_\varphi/\hbar \equiv m < 0 \) we have

\[
S = 2\pi I_r = \hbar \pi \varepsilon,
\]

(C7)

and their Maslov index is \( \mu = 2 \), therefore the contribution to the semiclassical level density from these orbits reads

\[
d^-_\varepsilon(E) = A_\varepsilon^+ \sum_{j=1}^{\infty} \cos \left( j\varepsilon \pi - j\pi \right). \quad \text{(C8)}
\]

The sum has Dirac delta peaks at \( \varepsilon = 2n + 1 \), where \( n = 0, 1, 2, \ldots \) and \( m < 0 \). These are the familiar Landau levels of an electron for \( m < 0 \).

2. Cyclotron orbits of type \( B_2 \)

For cyclotron orbits encompassing the anti-dot (type \( B_2 \)) the angular momentum satisfies the condition \( p_\varphi/\hbar = m > 2s \) (see Table \( \text{III} \)). At point \( Q \) of these orbits, using \( \text{12} \) and \( \text{I5} \), we can write

\[
I_\varphi = p_\varphi = Mr^2_Q\varphi_Q + eB\frac{r^2_Q - R^2}{2}.
\]

(C9)

The minimum and the maximum of \( r_Q \) are \( q \) and \( 2q - R \), respectively. Between these values, \( I_\varphi \), as a function of \( r_Q \), is monotonic, thus the integration in \( \text{A3} \) gives \( \Delta I_\varphi = I_\varphi(q) - I_\varphi(2q - R) \). Using \( \text{C9} \) and \( \text{B3} \), we have

\[
\frac{\Delta I_\varphi}{\hbar} = \frac{\varepsilon - s}{2} - \sqrt{2s\varepsilon}.
\]

(C10)

Similarly to \( \text{C10} \), the amplitude of the orbits becomes

\[
A_\varepsilon^+ = \frac{\Delta I_\varphi}{\hbar} \frac{1}{\hbar \omega_\varepsilon} = \frac{\varepsilon - s}{2} - \sqrt{2s\varepsilon}.
\]

(C11)

Using \( \text{B3} \), the action for \( p_\varphi/\hbar \equiv m > 2s \) is

\[
S = 2\pi I_r = \hbar \pi (\varepsilon + 2s - 2m),
\]

(C12)

Finally, the contribution to the periodic orbit sum of these orbits is

\[
d^+_\varepsilon(E) = A_\varepsilon^+ \sum_{j=1}^{\infty} \cos \left[ \pi j(\varepsilon + 2s - 2m) - j\pi \right]. \quad \text{(C13)}
\]

The sum has Dirac delta peaks at \( \varepsilon = 2(m - s) + 2n + 1 \), where \( m \) and \( n \) are non-negative integers, and \( m > 2s \). These are again the familiar Landau levels of an electron for \( m > 2s \).
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