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Abstract Given a closed Riemann surface \((\Sigma, g_0)\) and any positive weight \(f \in C^\infty(\Sigma)\), we use a minmax scheme together with compactness, quantization results and with sharp energy estimates to prove the existence of positive critical points of the functional

\[
I_{p, \beta}(u) = \frac{2 - p}{2} \left( \frac{p \|u\|_{H^1}^2}{2 \beta} \right)^{\frac{p}{2-p}} - \ln \int_{\Sigma} \left( e^{u^p} - 1 \right) f \, dv_{g_0},
\]

for every \(p \in (1, 2)\) and \(\beta > 0\), or for \(p = 1\) and \(\beta \in (0, \infty) \setminus 4\pi \mathbb{N}\). Letting \(p \uparrow 2\) we obtain positive critical points of the Moser-Trudinger functional.
\[ F(u) := \int_{\Sigma} \left( e^{u^2} - 1 \right) f \, dv_{g_0} \]

constrained to \( \mathcal{E}_\beta := \left\{ v \text{ s.t. } \|v\|^2_{H^1} = \beta \right\} \) for any \( \beta > 0 \).

**Introduction**

We consider a smooth, closed Riemann surface \((\Sigma, g_0)\) (2-dimensional, connected and without boundary) and a smooth positive function \(f\), and we endow the usual Sobolev space \(H^1 = H^1(\Sigma)\) with the standard norm \(\| \cdot \|_{H^1}\) given by

\[ \|u\|_{H^1}^2 = \int_{\Sigma} \left( |\nabla u|_{g_0}^2 + u^2 \right) \, dv_{g_0}. \]  

(0.1)

Building up on previous works, see e.g. \([3, 25, 26, 30, 43, 45, 46, 52]\), Yuxiang Li \([35]\) proved that the following Moser-Trudinger inequality holds

\[ \sup_{u \in H^1, \|u\|_{H^1}^2 = \beta} \int_{\Sigma} e^{u^2} f \, dv_{g_0} < +\infty \iff \beta \leq 4\pi, \]  

(MT)

(see also Remark 0.2) and that there is an extremal function for (MT) even in the critical case \(\beta = 4\pi\) (see also Remark 5.1). Such an extremal is (up to a sign change) a positive critical point of

\[ F(u) := \int_{\Sigma} \left( e^{u^2} - 1 \right) f \, dv_{g_0}, \]  

(0.2)

constrained to

\[ u \in \mathcal{E}_\beta := \left\{ v \in H^1 \text{ s.t. } \|v\|^2_{H^1} = \beta \right\} \]  

(0.3)

when \(\beta \in (0, 4\pi]\). A positive function \(u\) is a critical point of \(F\) constrained to \(\mathcal{E}_\beta\) if and only if it satisfies the Euler-Lagrange equation

\[ \Delta_{g_0} u + u = 2\lambda f u e^{u^2}, \quad u > 0 \text{ in } \Sigma, \]  

(0.4)

where our convention for the Laplacian is with the sign that makes it nonnegative and where \(\lambda > 0\) is given by

\[ 2\lambda \int_{\Sigma} u^2 e^{u^2} f \, dv_{g_0} = \beta = \|u\|^2_{H^1}. \]  

(0.5)
For $\beta < 4\pi$, finding critical points of $F$ constrained to $E_{\beta}$ reduces to a standard maximization argument. Finding such critical points for larger $\beta$’s is a more challenging problem, since upper bounds on the functional fail, and this will be the main achievement of this paper. Some results in this direction, for planar domains and in slightly supercritical regimes $0 < \beta - 4\pi \ll 1$ were obtained in [32,46].

In order to do handle the case of general $\beta$’s greater than $4\pi$, we would like to use a variational method, more precisely a minmax method, to produce a converging Palais-Smale sequence. The two main analytic difficulties are that the functional $F$ does not satisfy the Palais-Smale condition and that its criticality is of borderline type, which prevents us from using the methods of [32,46] for $\beta$ large. To overcome these problems we will introduce a family of subcritical functional $I_{p,\beta}$, $p \in [1, 2)$, that, in some sense, interpolate between a Liouville-type problem and our critical Moser-Trudinger problem, apply the minmax method to obtain critical points of $I_{p,\beta}$, and then prove new compactness and quantization results for such critical points.

More precisely, given $p \in [1, 2)$ and $\beta > 0$, we let $I_{p,\beta}$ be given in $H^1$ by

$$I_{p,\beta}(u) = \frac{2-p}{2} \left( \frac{p\|u\|_{H^1}^2}{2\beta} \right)^{\frac{p}{2-p}} - \ln \int_\Sigma \left( e^{pu} - 1 \right) f dv_{g_0}, \quad (0.6)$$

where $u_+ = \max\{u, 0\}$ and we set $I_{p,\beta}(u) = +\infty$ if $u \leq 0$. By Trudinger’s result [52], for $p \in (1, 2)$, $I_{p,\beta}$ is finite and of class $C^1$ on the subset of $H^1$ of functions with non-trivial positive part, and its critical points are the solutions of

$$\Delta_{g_0} u + u = p\lambda f u^{p-1} e^{pu}, \quad u > 0 \text{ in } \Sigma, \quad (0.7)$$

where the positivity follows from the maximum principle, see Lemma 1.1, and $\lambda > 0$ is given by the relation

$$\frac{\lambda p^2}{2} \left( \frac{p\|u\|_{H^1}^2}{2\beta} \right)^{\frac{2(p-1)}{2-p}} \int_\Sigma \left( e^{pu} - 1 \right) f dv_{g_0} = \beta. \quad (0.8)$$

While $I_{1,\beta}$ is not differentiable at functions $u$ vanishing on sets of positive measure, it is differentiable at any $u > 0$ a.e., and $u > 0$ is a critical point if and only if it solves (0.7)–(0.8) with $p = 1$. Smoothness follows by standard elliptic theory and [52], see Lemma 1.1. Now, multiplying (0.7) by $u$ and
integrating by parts in \( \Sigma \), (0.8) may be rewritten as

\[
\frac{\lambda p^2}{2} \left( \int_{\Sigma} (e^{u^p} - 1) \, fdv_0 \right)^{\frac{2-p}{p}} \left( \int_{\Sigma} u^p e^{u^p} \, fdv_0 \right)^{\frac{2(p-1)}{p}} = \beta. \quad (0.9)
\]

By (MT) and Young’s inequality, \( I_{p,\beta} \) is bounded from below for all \( \beta \leq 4\pi \), and for \( \beta < 4\pi \) finding critical points of \( I_{p,\beta} \) reduces to a standard minimization argument, as it happens for the constrained extremization of \( F \): similarly, finding such critical points for larger \( \beta \)'s is much more difficult. As we shall discuss, compactness and quantization (see Corollary 4.1) give that, as \( p \) approaches the borderline case \( p_0 = 2 \), the critical points of \( I_{p,\beta} \) converge to critical points of the functional \( F \) in (0.2) constrained to \( E_\beta \), at least when \( \beta > 0 \) is given out of \( 4\pi \mathbb{N}^* \), where \( \mathbb{N}^* \) denotes the set of the positive integers.

Our main results read as follows:

**Theorem 0.1** Let \((\Sigma, g_0)\) be a smooth closed surface and \( f \) be a smooth positive function. Let \( p \in (1, 2) \) and \( \beta > 0 \) be given. Then the set \( C_{p,\beta} \) of the positive critical points of \( I_{p,\beta} \) is not empty and compact. The same is true for \( p = 1 \) and every \( \beta \in (0, \infty) \setminus 4\pi \mathbb{N}^* \).

Letting \( p \uparrow 2 \) suitably, we will obtain the following result, which according to us is the most relevant achievement of this paper.

**Theorem 0.2** Let \((\Sigma, g_0)\) be a smooth closed surface and \( f \) be a smooth positive function. Let \( \beta > 0 \) be given. Then the set \( C_{2,\beta} \) of the positive critical points of the functional \( F \) constrained to \( E_\beta \) is not empty and compact in \( C^2 \).

A notable fact in Theorems 0.1 and 0.2 is that, except for \( p = 1 \), the full range \( \beta > 0 \) is covered and in particular also the case \( \beta \in 4\pi \mathbb{N}^* \). If fact we will also prove that the sets

\[
\bigcup_{\beta \in [4\pi(k-1)+\delta, 4\pi k]} \bigcup_{p \in [1+\delta, 2]} C_{p,\beta}, \quad \bigcup_{\beta \in [4\pi(k-1)+\delta, 4\pi k-\delta]} \bigcup_{p \in [1, 2]} C_{p,\beta}
\]

are compact for any \( \delta > 0 \), i.e. blow-up can occur only for \( \beta \downarrow 4\pi \mathbb{N}^* \) or for \( p \to 1 \) and \( \beta \to 4\pi \mathbb{N}^* \), as we shall see.

Let us explain the strategy of the proofs. We shall start with the existence part of Theorem 0.1. Here with a minmax scheme based on so called baricenters, as originally used in [19], we show that given \( p \in (1, 2) \) and \( \beta \in (4\pi, +\infty) \setminus 4\pi \mathbb{N}^* \), the very low sublevels of \( I_{p,\beta} \) are topologically non-trivial, see Proposition 1.1. This would allow to construct a Palais-Smale sequence at some minmax level, but it is only with a monotonicity trick introduced by Struwe, see [47], that we are able to construct Palais-Smale sequences...
that are bounded for almost every $\beta > 0$ and for $p \in (1, 2)$. Then, again using the subcriticality of $e^{u^2}$ with respect to $(MT)$, a $H^1$-bounded subsequence strongly converges to a positive critical point of $I_{p,\beta}$, see Proposition 1.3 (see also [9, Thm. 5.1] for counterexamples to the strong convergence of bounded Palais-Smale sequences when $p = 2$).

The next step is to extend this result from the existence for a.e. $\beta$ to the existence for every $\beta \in (0, \infty) \setminus 4\pi \mathbb{N}^\star$. This is done via the crucial compactness Theorem 4.1, showing that a sequence $(u_\varepsilon)_\varepsilon$ of positive critical points of $J_{p_\varepsilon,\beta_\varepsilon}$ with $p_\varepsilon \in [1, 2]$ and $\beta_\varepsilon \to \beta \in [0, \infty)$ can fail to be precompact only if $\beta \in 4\pi \mathbb{N}$. If fact, as $p_\varepsilon \uparrow 2$, this also allows to show that the positive critical points of $J_{p_\varepsilon,\beta_\varepsilon}$ converge to positive critical points of $F|_{E_\beta}$ if $\beta \notin 4\pi \mathbb{N}$, (see Corollary 4.1), hence proving Theorem 0.2, except for $\beta \in 4\pi \mathbb{N}^\star$. This quantization property ($\beta \in 4\pi \mathbb{N}^\star$ in case of blow up) can be seen as a no-neck energy result, but not only. Indeed, in the specific case where $p = 2$, extending the quantization of [21] to the surface setting, Yang [53] already proved a no-neck energy result for such sequences, but without excluding that some nonzero weak limit $u_0 \neq 0$ appears. We know now that ruling this situation out, or in other words getting the sharp quantization (4.5) instead of (4.6), is a very sensitive property, which depends also on the lower-order terms appearing in the RHS of (0.16) (see for instance [41] for counterexamples with a perturbed version of the nonlinearity $e^{u^2}$) and which requires to be more careful in the way we approach the border case $p = 2$. In this sense, our Theorem 4.1 cannot be seen as a perturbation of previous results, but it is a novelty in itself. We also mention that the proof of Theorem 4.1 never uses the Pohozaev identity, which is however quite classical in proving such quantization results. Instead, we first compare in small disks our blow-up solutions with some radially symmetric functions solving the same PDE, sometimes called “bubbles”, and we directly show that the difference must satisfy some balance condition (see (3.1)). From this balance condition, we get that the union of these separate disks is large in the sense that the complementary region cannot contribute in the quantization (4.5). In this last part of the proof, we also show that our specific family of nonlinearities forces the Lagrange multipliers to converge appropriately to 0 (see Step 4.2) as blow-up occurs. One delicate consequence is that each disk only brings the minimal energy $4\pi$ in (4.5) (see also Remark 4.1).

Finally, covering the case $\beta \in 4\pi \mathbb{N}^\star$ relies on delicate energy expansions of the blowing-up sequences carried out in Theorem 5.1 below. When $\beta = 4\pi$ and $p = 2$, it was already observed in a slightly different setting (see [39,40]) that such expansions do not clearly depend on the geometric quantities of the problem and that the energy always converges to $4\pi$ from above. In the present paper, we observe that this is still true at any level $\beta \in 4\pi \mathbb{N}^\star$ and for all $p \in (1, 2]$, so that if we let $\beta_\varepsilon \uparrow \beta \in 4\pi \mathbb{N}^\star$ no blow-up occurs, while it could occur for $\beta_\varepsilon \downarrow \beta \in 4\pi \mathbb{N}^\star$. In striking contrast, the analogous expansions
in [5], dealing with an equation qualitatively similar to the case $p = 1$ (see Remark 0.2 below), are different in nature: for instance, the Gauss curvature of the surface appears and compactness is not always true at critical levels $\beta \in 4\pi \mathbb{N}^*$ (see the discussion below [5, Corollary 1.2]).

We conclude this introduction with some remarks.

**Remark 0.1** When $\Sigma$ is a non-simply connected bounded domain in $\mathbb{R}^2$, in [22] the authors compute the Leray-Schauder degree of the Euler-Lagrange equation of the functional $F|_{\mathcal{E}_{\beta}}$, showing that it is non-zero if $\Sigma$ is not simply connected. Even if we were able to adapt the strategy to the case of a closed manifold $\Sigma$, when the genus of $\Sigma$ is 0 (i.e. if $\Sigma$ is topologically a sphere), the Leray-Schauder degree of the Euler-Lagrange equation is expected to be 1 for $\beta \in (0, 4\pi)$, -1 for $\beta \in (4\pi, 8\pi]$ and 0 for $\beta > 8\pi$. Hence this topological method fails to completely answer the question of the existence of critical points of $F|_{\mathcal{E}_{\beta}}$ on a closed surface.

In any case, the Leray-Schauder degree does not depend on $p \in [1, 2]$ by compactness (except for $p = 1$ and $\beta \in 4\pi \mathbb{N}^*$), and coincides with that of the mean field equation (with the full $H^1$-norm, slightly different from [6, 37]), namely (0.12) $p = 1$. For the case $p \in (1, 2]$ and $\beta = 4\pi k$ the L-S degree is equal to the degree for $\beta \in (4\pi(k - 1), 4\pi k)$ by Theorem 5.1.

**Remark 0.2** It is worth mentioning that, on a surface, there is a Moser-Trudinger inequality with a zero average constraint, namely

$$\sup_{u \in \mathcal{Z}_\beta} \int_{\Sigma} e^{u^2} d\nu_{g_0} < +\infty \quad \Leftrightarrow \quad \beta \leq 4\pi,$$  

(\text{MT}_Z)

where $\mathcal{Z}_\beta = \left\{ u \in H^1 \text{ s.t. } \int_{\Sigma} |\nabla u|^2_{g_0} d\nu_{g_0} = \beta \text{ and } \int_{\Sigma} u d\nu_{g_0} = 0 \right\}$. This inequality was already proven in the original paper of Moser [43], if $(\Sigma, g)$ is the standard 2-sphere, and in the general case by Fontana [26], dealing also with the higher dimensional case. The functional $I_{\beta}$, qualitatively related to $I_{p,\beta}$ in (0.6) for $p = 1$,

$$I_{\beta}(u) = \frac{1}{4\beta} \int_{\Sigma} |\nabla u|^2_{g_0} d\nu_{g_0} + \int_{\Sigma} u d\nu_{g_0} - \ln \int_{\Sigma} e^{u} d\nu_{g_0}$$  

(0.10)

attracted a huge attention in the literature (see [6, 18, 34] and references therein) and its critical points give rise to the very much studied mean-field equation. As a remark, for all $\beta \leq 4\pi$, as \text{(MT)} implies that $I_{1,\beta}$ is bounded below, we get from \text{(MT}_Z) that $I_{\beta}$ is bounded below.

**Remark 0.3** In the papers [1, 4, 36], [49] some uniqueness results for Liouville equations in planar domains or on closed surfaces were proved, while in [10, 11]...
some multiplicity results as well. It would be worthwhile to consider such issues for the critical points of the Moser-Trudinger functional as well.

**Remark 0.4** Different kinds of bubbling solutions for the Moser-Trudinger inequalities on domains and surfaces were built in [13, 15, 24].

### Preliminaries

It is convenient to get rid of the smooth weight function \( f \) and to reformulate the problem by introducing the norm \( \| \cdot \|_h \) given by

\[
\|u\|_h^2 = \int_\Sigma \left( |\nabla u|^2_g + hu^2 \right) dv_g, \tag{0.11}
\]

where \( h := 1/f \in C^\infty(\Sigma) \) and where the new metric \( g \) is conformal to \( g_0 \) and given by \( g = fg_0 \). Keeping then the notation in (0.1), we have \( \|u\|_h = \|u\|_{H^1} \) for all \( u \in H^1(\Sigma) \). Besides, since \( \Delta_g = \Delta_{fg_0} = f^{-1} \Delta_{g_0} \) by the conformal covariance of the Laplacian, we obtain that \( u \) solves (0.7) if and only if it solves

\[
\Delta_g u + hu = \lambda pu^{p-1}e^u, \quad u > 0 \text{ in } \Sigma. \tag{0.12}
\]

Then, for all \( p \in [1, 2) \), the aforementioned critical points \( u \) of \( I_{p, \beta} \) solving (0.7)–(0.8) are exactly those of the functional \( J_{p, \beta} \) given by

\[
J_{p, \beta}(u) = \frac{2 - p}{2} \left( \frac{p \|u\|_h^2}{2\beta} \right)^{\frac{2-p}{2-p}} - \ln \int_\Sigma \left( e^{u^p} - 1 \right) dv_g, \tag{0.13}
\]

solving (0.12) with \( \lambda > 0 \) given by

\[
\lambda p^2 \left( \frac{p \|u\|_h^2}{2\beta} \right)^{\frac{2(p-1)}{2-p}} \int_\Sigma e^{u^p} - 1) dv_g = \beta. \tag{0.14}
\]

Again, multiplying (0.12) by \( u \) and integrating by parts, (0.14) may be rephrased as

\[
\beta = \frac{\lambda p^2}{2} \left( \int_\Sigma \left( e^{u^p} - 1 \right) dv_g \right)^{\frac{2-p}{p}} \left( \int_\Sigma u^p e^{u^p} dv_g \right)^{\frac{2(p-1)}{p}}. \tag{0.15}
\]
Now, even for \( p = 2 \), we have that \( u \in H^1 \) solves our problem (0.4)–(0.5), if and only if we have (0.12) for \( p = 2 \), namely

\[
\Delta g u + hu = 2\lambda ue^{u^2}, \quad u > 0 \text{ in } \Sigma, \tag{0.16}
\]

with \( \lambda > 0 \) given by (0.15).

**Remark 0.5** Working with (0.12) instead of (0.7) will considerably simplify the choice of constants and the writing of some estimates in the blow-up analysis. Yet, if one consents to burden the presentation, a straightforward adaptation of our proofs can handle the case where two independent weights appear, namely for the equation \( \Delta g u + hu = p \lambda f u^{p-1} e^{u^p} \).

### 1 Variational part

The main goal of the section is to prove the following theorem, with \( J_{p, \beta} \) as in (0.13).

**Theorem 1.1** Let \( (\Sigma, g) \) be a closed surface, a positive function \( h \in C^\infty(\Sigma) \) and let \( p \in (1, 2) \) be given. Then, for almost every \( \beta > 0 \), \( J_{p, \beta} \) possesses a smooth and positive critical point \( u \), where \( J_{p, \beta} \) is as in (0.13).

As discussed in introduction, \( u \) given by Theorem 1.1 is smooth, positive and solves (0.12)–(0.14) for some \( \lambda > 0 \), as we shall now prove.

**Lemma 1.1** Every non-trivial critical point of \( J_{p, \beta}, \ p \in (1, 2) \), is a smooth and positive solution to (0.12). Moreover, for every \( p \in [1, 2] \) every solution to (0.12) is smooth.

**Proof** Assume \( p \in (1, 2) \). One easily verifies that the Euler-Lagrange equation of \( J_{p, \beta} \) is

\[
\Delta u + hu = \lambda u^{p-1} e^{u^p}, \tag{1.1}
\]

where \( \lambda > 0 \). Since \( e^{u^p} \in L^q(\Sigma) \) for every \( q \in [1, \infty) \) thanks to [52], elliptic estimates imply that \( u \in C^2(\Sigma) \).

We first claim that \( u \geq 0 \). Indeed, assume that \( \Sigma_- := \{ x \in \Sigma : u(x) < 0 \} \neq \emptyset \). Then \( \Delta u = -hu > 0 \) in \( \Sigma_- \), violating the weak maximum principle at a point of minimum.

Now consider \( \Sigma_+ := \{ x \in \Sigma : u(x) > 0 \} \). We claim that \( \Sigma_+ = \Sigma \), i.e. \( u > 0 \) everywhere. Otherwise \( \partial \Sigma_+ \neq \emptyset \). Let then \( x_0 \in \partial \Sigma_+ \) be a point satisfying the interior sphere condition, and let \( D \subset \Sigma_+ \) be a disk with \( x_0 \in \partial D \) and such that

\[
\Delta u = \lambda u^{p-1} e^{u^p} - hu > 0 \quad \text{in } D.
\]
It is possible to find such $D$ because $u(x_0) = 0$, $\lambda > 0$, and $p < 2$. Then, by the Hopf lemma, see e.g. [27, Lemma 3.4],

$$\frac{\partial u}{\partial \nu}(x_0) < 0,$$

where $\nu$ is the outer normal to $\partial \Sigma_+$ at $x_0$. This violates the non-negativity of $u$, leading to a contradiction. Hence $u > 0$. Going back to (1.1), we can now bootstrap regularity, hence $u \in C^\infty(\Sigma)$.

Also for $p = \frac{1}{2}$, the regularity of solutions to (0.12) follows from elliptic estimates and [52], which implies that the right-hand side of (0.12) belongs to $L^q(\Sigma)$ for $q \in [1, \infty)$.

In the rest of the section we consider $p \in (1, 2)$ and the positive function $h \in C^\infty(\Sigma)$ fixed. The first tools we shall need in the proof of Theorem 1.1 are improved Moser-Trudinger inequalities. Let us first observe that from Young’s inequality $ab \leq \frac{a^q}{q} + \frac{b^r}{r}$ applied with $q = \frac{2}{p}$ and $r = q' = \frac{2}{2 - p}$ we obtain, for $u \not\equiv 0$,

$$|u|^p = \left( \frac{|u|}{\|u\|_h} \right)^p \left( \frac{\|u\|_h}{\sqrt{8\pi}} \right)^p \leq \frac{4\pi}{\|u\|_h^2} u^2 + \|u\|_h^2 \left( \frac{p}{8\pi} \right)^p.$$

hence with (MT) we get

$$\ln \int_{\Sigma} \left( e^{|u|^p} - 1 \right) dv_g \leq \ln \int_{\Sigma} e^{|u|^p} dv_g \leq \frac{2 - p}{2} \left( \frac{p\|u\|_h^2}{8\pi} \right)^{\frac{p}{2 - p}} + C.$$  \hspace{1cm} (1.2)

It follows that

$$J_{p, \beta}(u) \geq \frac{2 - p}{2} \left( \frac{p\|u\|_h^2}{8\pi} \right)^{\frac{p}{2 - p}} \left( \frac{1}{2\beta} \right)^{\frac{p}{2 - p}} - \left( \frac{1}{8\pi} \right)^{\frac{p}{2 - p}} - C,$$

so that $J_{p, \beta}$ is coercive for $\beta < 4\pi$.

On the other hand, if the density $e^{|u|^p} - 1$ is spread into $k + 1 \geq 1$ disjoint regions we have the following improved Moser-Trudinger inequality which gives a uniform lower bound on $J_{p, \beta}(u)$ for each $\beta < 4\pi(k + 1)$, see [8] for a related argument.
Lemma 1.2 For any fixed $k \in \mathbb{N}$, let $\Omega_1, \ldots, \Omega_{k+1}$ be subsets of $\Sigma$ satisfying $\text{dist}(\Omega_i, \Omega_j) \geq \delta_0$ for $i \neq j$ and some $\delta_0 > 0$. Let also $\gamma_0 \in \left(0, \frac{1}{k+1}\right)$, $\delta_1 \in (0, 8\pi(k+1))$. Then there exists a constant $C = C(k, \delta_0, \delta_1, \gamma_0, \Sigma)$ such that

$$\ln \int_{\Sigma} \left(e^{\|u\|^p} - 1\right) d v_g \leq \frac{2 - p}{2} \left(\frac{p\|u\|_h^2}{8\pi(k+1) - \delta_1}\right) + C \quad (1.3)$$

for all the functions $u \in H^1(\Sigma) \setminus \{0\}$ satisfying

$$\frac{\int_{\Omega_i} \left(e^{\|u\|^p} - 1\right) d v_g}{\int_{\Sigma} \left(e^{\|u\|^p} - 1\right) d v_g} \geq \gamma_0, \quad \forall \ i \in \{1, \ldots, k+1\}. \quad (1.4)$$

Proof Fix $u$ satisfying (1.4). We can find $k+1$ functions $g_1, \ldots, g_{k+1}$ such that

$$\begin{cases}
g_i(x) = [0, 1] & \text{for every } x \in \Sigma; \\
g_i(x) = 1, & \text{for every } x \in \Omega_i; \\
g_i(x) = 0, & \text{if } \text{dist}(x, \Omega_i) \geq \frac{\delta_0}{2}; \\
\|g_i\|_{C^1} \leq C_{\delta_0, \Sigma}. \quad (1.5)
\end{cases}$$

For $\varepsilon > 0$ small (to be fixed depending on $k$ and $\delta_1$) using the inequality $2ab \leq \varepsilon a^2 + \varepsilon^{-1}b^2$ we can find a constant $C_{\varepsilon, \delta_0}$ (the dependence of the constants on $\Sigma$ and $h$ will be omitted) such that, for any $i \in \{1, \ldots, k+1\}$ and $v \in H^1(\Sigma)$ there holds

$$\|g_i v\|_h^2 \leq \int_{\Sigma} g_i^2 |\nabla v|^2 d v_g + \varepsilon \int_{\Sigma} |\nabla v|^2 d v_g + C_{\varepsilon, \delta_0} \int_{\Sigma} v^2 d v_g. \quad (1.6)$$

Now let $\lambda_{\varepsilon, \delta_0}$ be an eigenvalue of $\Delta_g + h$ such that $\frac{C_{\varepsilon, \delta_0}}{\lambda_{\varepsilon, \delta_0}} < \varepsilon$, where $C_{\varepsilon, \delta_0}$ is as in (1.6), and write

$$u = P_{V_{\varepsilon, \delta_0}} u + P_{V_{\varepsilon, \delta_0}^\perp} u =: u_1 + u_2,$$

where $V_{\varepsilon, \delta_0} \subset H^1(\Sigma)$ is the direct sum of the eigenspaces of $\Delta_g + h$ with eigenvalues less than or equal to $\lambda_{\varepsilon, \delta_0}$, and $P_{V_{\varepsilon, \delta_0}}, P_{V_{\varepsilon, \delta_0}^\perp}$ denote the projections onto $V_{\varepsilon, \delta_0}$ and $V_{\varepsilon, \delta_0}^\perp$ respectively.

We now choose $i$ such that

$$\int_{\Sigma} g_i^2 |\nabla u_2|^2 d v_g \leq \int_{\Sigma} g_j^2 |\nabla u_2|^2 d v_g \quad \text{for every } j \in \{1, \ldots, k+1\}.$$
Since the functions $g_1, \ldots, g_{k+1}$ have disjoint supports, (1.6) applied with $v = u_2$ gives

$$
\|g_i u_2\|_h^2 \leq \frac{1}{k + 1} \int_\Sigma |\nabla u_2|^2 dv_g + \varepsilon \int_\Sigma |\nabla u_2|^2 dv_g + C_{\varepsilon, \delta_0} \int_\Sigma u_2^2 dv_g.
$$

This, together with the inequalities

$$
C_{\varepsilon, \delta_0} \int_\Sigma u_2^2 dx \leq \frac{C_{\varepsilon, \delta_0}}{\lambda_{\varepsilon, \delta_0}} \|u_2\|_h^2 \leq \varepsilon \|u_2\|_h^2,
$$

implies

$$
\|g_i u_2\|_h^2 \leq \left( \frac{1}{k + 1} + 2\varepsilon \right) \|u_2\|_h^2 \leq \left( \frac{1}{k + 1} + 2\varepsilon \right) \|u\|_h^2. \quad (1.7)
$$

In particular from the Moser–Trudinger inequality (1.2) and (1.7), we have for $\varepsilon$ small enough, which we now fix depending on $\delta_1$ and $k$,

$$
\ln \int_\Sigma e^{(1+\varepsilon)|g_i u_2|^p} dv_g \leq \frac{2 - p}{2} \left( \frac{p(1 + \varepsilon)^{\frac{2}{p}} \|g_i u_2\|^{\frac{2}{p} H_1}}{8\pi} \right)^{\frac{p}{p-2}} + C \quad (1.8)
$$

Notice also that since $V_{\varepsilon, \delta_0}$ is finite dimensional, we have

$$
\|v\|_{L^\infty} \leq \hat{C}_{\varepsilon, \delta_0} \|v\|_{L^2} \leq \hat{C}_{\varepsilon, \delta_0} \|v\|_h, \quad \text{for } v \in V_{\varepsilon, \delta_0},
$$

hence

$$
\|u_1\|_{L^\infty(\Omega)} \leq \hat{C}_{\varepsilon, \delta_0} \|u_1\|_h.
$$

Now, using the inequality

$$
(a + b)^p \leq C_{\varepsilon, p} a^p + (1 + \varepsilon) b^p,
$$

we get

$$
\int_\Sigma e^{g_i u_1^p} dv_g \leq e^{C_{\varepsilon, p} \|u_1\|_{L^\infty}^p} \int_\Sigma e^{(1+\varepsilon)|g_i u_2|^p} dv_g.
$$

\( \odot \) Springer
hence, from (1.4) and (1.8) we deduce

\[
\ln \int_\Sigma (e^{\abs{u}^p} - 1) dv_g \leq \ln \frac{1}{\gamma_0} + \ln \int_{\Omega_i} (e^{\abs{u}^p} - 1) dv_g \\
\leq \ln \frac{1}{\gamma_0} + \ln \int_{\Sigma} e^{\abs{g_iu}^p} dv_g \\
\leq \ln \frac{1}{\gamma_0} + C_{\varepsilon,p} \|u_1\|_{L^\infty}^p + \ln \int_{\Sigma} e^{(1+\varepsilon)\abs{g_iu_2}^p} dv_g \\
\leq \frac{2 - p}{2} \left( \frac{p \|u_2\|_{H^1}^2 + \|u_1\|_{H^1}^2}{8\pi(k+1) - \delta_1} \right)^{\frac{p}{2-p}} + C_{\varepsilon,p} \|u_1\|_{H^1}^p + C',
\]

with \( C' = C'(k, \delta_0, \delta_1, \gamma_0, \Sigma) \). A further application of Young’s inequality to the term \( C_{\varepsilon,p} \|u_1\|_{H^1}^p \) and the inequality \( a^q + b^q \leq (a + b)^q \) for \( q > 1 \) then gives

\[
\ln \int_\Sigma (e^{\abs{u}^p} - 1) dv_g \leq \frac{2 - p}{2} \left( \frac{p \|u_2\|_{H^1}^2 + \|u_1\|_{H^1}^2}{8\pi(k+1) - \delta_1} \right)^{\frac{p}{2-p}} + C
\]

with \( C = C(k, \delta_0, \delta_1, \gamma_0, \Sigma) \), and since \( \|u_2\|_{H^1}^2 + \|u_1\|_{H^1}^2 = \|u\|_{H^1}^2 \) we conclude. \( \Box \)

The next lemma, proven in [19, Lemma 2.3], is a criterion which implies the situation described by condition (1.4).

**Lemma 1.3** Let \( k \) be a given positive integer, and consider \( \varepsilon, r > 0 \). Suppose that for a non-negative function \( f \in L^1(\Sigma) \) with \( \|f\|_{L^1} = 1 \) there holds

\[
\int_{\bigcup_{i=1}^k B_r(x_i)} f dx < 1 - \varepsilon \quad \text{for every k-tuple } x_1, \ldots, x_k \in \Sigma. \quad (1.10)
\]

Then there exist \( \bar{\varepsilon} > 0 \) and \( \bar{r} > 0 \), depending only on \( \varepsilon, r, k \) and \( \Omega \) (but not on \( f \)), and \( k + 1 \) points \( \bar{x}_1, f, \ldots, \bar{x}_{k+1}, f \in \Sigma \) such that

\[
\int_{B_{\bar{r}(\bar{x}_j,f)}} f dx \geq \bar{\varepsilon}, \quad \text{for } j = 1, \ldots, k + 1,
\]

and \( B_{2\bar{r}}(\bar{x}_i, f) \cap B_{2\bar{r}}(\bar{x}_j, f) = \emptyset \) for \( i \neq j \).

Lemmas 1.2 and 1.3 then imply the following other result.
Lemma 1.4 If $\beta \in (4\pi k, 4\pi(k + 1))$ with $k \geq 1$, the following property holds. For any $\varepsilon > 0$ and any $r > 0$ there exists a large positive constant $L = L(\varepsilon, r, p, \beta)$ such that, for every $u \in H^1(\Sigma)$ with $J_{p,\beta}(u) \leq -L$ there exist $k$ points $x_1, \ldots, x_k \in \Sigma$ such that

$$\frac{\int_{\Sigma \setminus \bigcup_{i=1}^k B_r(x_i)} (e^{|u|^p} - 1) \, dv_g}{\int_{\Sigma} (e^{|u|^p} - 1) \, dv_g} < \varepsilon. \quad (1.11)$$

Proof Fix $\varepsilon, r, p,$ and $\beta$ as in the statement of the lemma and let $u \in H^1(\Sigma)$ be such that $J_{p,\beta}(u) \leq -L$ for some constant $L \geq 0$, and assume by that (1.11) fails for every $k$-tuple of points $x_1, \ldots, x_k$. Then setting

$$f := \frac{e^{|u|^p} - 1}{\|e^{|u|^p} - 1\|_{L^1}}$$

we have that (1.10) holds. Therefore, by Lemma 1.3 we can find $\bar{\varepsilon} = \bar{\varepsilon}(\varepsilon, r, k, \Sigma), \bar{r} = \bar{r}(\varepsilon, r, k, \Sigma)$ and points $\bar{x}_1, \ldots, \bar{x}_{k+1} \in \Sigma$ such that the assumptions of Lemma 1.2 hold with $\Omega_i = B_{\bar{r}}(\bar{x}_i), \gamma_0 = \bar{\varepsilon}$ and $\delta_0 = 2\bar{r}$. Fix also $\delta_1 = 8\pi(k + 1) - 2\beta$. Then by Lemma 1.2 there exists a constant $\bar{C}$ depending on $k, \delta_0, \delta_1, \gamma_0, p$ and $\Sigma$, hence depending on $\varepsilon, r, p, \beta, k$ and $\Sigma$ such that

$$\ln \int_{\Sigma} (e^{|u|^p} - 1) \, dv_g \leq \frac{2 - p}{2} \left( \frac{p \|u\|_{H^1}^2}{2\beta} \right)^{\frac{p}{2-p}} + \bar{C},$$

hence $J_{p,\beta}(u) \geq -\bar{C}$, and up to choosing $L > \bar{C}$ we obtain a contradiction, unless (1.11) holds for a suitable $k$-tuple $x_1, \ldots, x_k \in \Sigma$. \hfill $\square$

Given $k \in \mathbb{N}$ we introduce the set of formal barycenters of $\Sigma$ of order $k$, namely

$$\Sigma_k = \left\{ \sigma = \sum_{i=1}^k t_i \delta_{x_i} : x_i \in \Sigma, t_i \geq 0, \sum_{i=1}^k t_i = 1 \right\},$$

where $\delta_{x_i}$ is the Dirac mass at $x_i$, see [19,38].

We will see $\Sigma_k$ as a subset of $\mathcal{M}(\Sigma)$, the set of all probability Radon measures on $\Sigma$, endowed with the distance defined using duality versus Lipschitz functions:

$$\text{dist}(\mu, \nu) := \sup_{\|\psi\|_{Lip(\Sigma)} \leq 1} \left| \int_{\Sigma} \psi \, d\mu - \int_{\Sigma} \psi \, d\nu \right|, \quad \mu, \nu \in \mathcal{M}(\Sigma), \quad (1.12)$$
which receives the name of Kantorovich-Rubinstein distance.

**Lemma 1.5** For any $\varepsilon > 0$ there exist $\delta > 0$ and $r_\varepsilon > 0$ such that, for any $r \in (0, r_\varepsilon]$, if $f \in L^1(\Sigma)$ is a non-negative function such that

$$\frac{\int_{\Sigma \setminus \bigcup_{i=1}^{k} B_r(x_i)} f \, dv_g}{\int_{\Sigma} f \, dv_g} < \delta$$

(1.13)

for some $x_1, \ldots, x_k \in \Sigma$, then

$$\operatorname{dist}\left(\frac{f \, dv_g}{\int_{\Sigma} f \, dv_g}, \sigma\right) < \varepsilon,$$

where

$$\sigma = \sum_{i=1}^{k} t_i \delta_{x_i}, \quad t_i = \frac{\int_{B_r(x_i)} f \, dv_g}{\int_{\bigcup_{j=1}^{k} B_r(x_j)} f \, dv_g}.$$ 

**Proof** Consider a function $\psi$ on $\Sigma$ with $\|\psi\|_{Lip(\Sigma)} \leq 1$, which we can assume to have zero average, and let us estimate for $\int_{\Sigma} f \, dv_g = 1$ (otherwise, we can rescale $f$ by a constant)

$$\left|\int_{\Sigma} f \psi \, dv_g - \int_{\Sigma} \psi \, d\sigma\right| \leq \sum_{i=1}^{k} \left|\int_{B_r(x_i)} f \psi \, dv_g - \int_{B_r(x_i)} \psi \, d\sigma\right|$$

$$+ \left|\int_{\Sigma \setminus \bigcup_{i=1}^{k} B_r(x_i)} f \psi \, dv_g\right|.$$

Since $f \geq 0$, with $\int_{\Sigma} f \, dv_g = 1$, and since $\psi$ is uniformly bounded by the diameter of $\Sigma$ (due to the fact that it is 1-Lipschitz and has zero average), by (1.13) we clearly have that

$$\left|\int_{\Sigma \setminus \bigcup_{i=1}^{k} B_r(x_i)} f \psi \, dv_g\right| \leq \delta \operatorname{diam} g(\Sigma).$$

On the other hand, for the same reason we have that $\int_{\bigcup_{j=1}^{k} B_r(x_j)} f \, dv_g = 1 + O(\delta)$, which implies that $t_i = (1 + O(\delta)) \int_{B_r(x_i)} f \, dv_g$ and in turn that

$$\int_{B_r(x_i)} \psi \, d\sigma = t_i \Psi(x_i)$$

$$= \psi(x_i) \int_{B_r(x_i)} f \, dv_g + O(\delta).$$
Again from the fact that $\psi$ is 1-Lipschitz, we get that
\[
\int_{B_r(x_i)} f \psi \, dv_g = \psi(x_i) \int_{B_r(x_i)} f \, dv_g + O(r).
\]
Since $\psi$ was arbitrary, the conclusion follows from the last four formulas.

An immediate consequence of Lemmas 1.4 and 1.5 is that the low sublevels of $J_{p, \beta}$ can be mapped close to $\Sigma_k$, in the sense of the following lemma.

**Lemma 1.6** Given $\beta \in (4\pi k, 4\pi(k+1))$ with $k \geq 1$, $\varepsilon > 0$ there exists $L = L(\varepsilon, p, \beta)$ such that for every $u \in H^1(\Sigma)$ with $J_{p, \beta} \leq -L$ we have
\[
\text{dist} \left( \frac{(e^{\|u\|^p} - 1) \, dv_g}{\int_{\Sigma} (e^{\|u\|^p} - 1) \, dv_g}, \Sigma_k \right) < \varepsilon.
\]

Let us first recall a well known result about $\Sigma_k$, endowed with the topology induced by $\text{dist}(\cdot, \cdot)$.

**Lemma 1.7** ([38]) For any $k \geq 1$ the set $\Sigma_k$ is non-contractible.

Our goal is to show that, if $\beta \in (4\pi k, 4\pi(k+1))$, $\Sigma_k$ can be mapped into very negative sublevels of $J_{p, \beta}$ and that this map is non-trivial in the sense that it carries some homology. Then, as a consequence of the previous Lemma we will get the non-contractibility of low sublevels of $J_{p, \beta}$.

Let us first define the standard bubble $\varphi_\gamma : \mathbb{R}^2 \to \mathbb{R}$ for $\gamma > 0$,
\[
\varphi_\gamma(x) := \left( \frac{2}{p} \right)^{\frac{1}{p}} \gamma \left( 1 - \frac{1}{\gamma^p} \ln \left( 1 + \frac{|x|^2}{r_\gamma^2} \right) \right) +,
\]
where $r_\gamma$ is chosen so that
\[
r_\gamma = o\left(e^{-\gamma^p}\right), \quad \ln \left( r_\gamma e^{\gamma^p} \right) = o(\gamma^p), \quad (1.14)
\]
for instance, $r_\gamma = \gamma^{-1} e^{-\gamma^p}$.

Now, given $x \in \Sigma$ we define the function $\varphi_{\gamma,x} : \Sigma \to \mathbb{R}$ as
\[
\varphi_{\gamma,x} = \left( \frac{2}{p} \right)^{\frac{1}{p}} \gamma \left( 1 - \frac{1}{\gamma^p} \ln \left( 1 + \frac{d^2(y, x)}{r_\gamma^2} \right) \right) +.
\]
Notice that $\varphi_{\gamma,x}(y) > 0$ if and only if $y \in B_{\delta_\gamma}(x)$, where
\[
\delta_\gamma^2 := r_\gamma^2(e^{\gamma^p} - 1) \to 0 \quad \text{as} \quad \gamma \to \infty. \quad (1.15)
\]
For a barycenter \( \sigma = \sum_{i=1}^{k} t_i \delta_{x_i} \in \Sigma_k \) we now want to construct test functions \( \varphi_{\gamma, \sigma} \) continuous with respect to \( \sigma \) (from \( \mathcal{M}(\Sigma) \) into \( H^1(\Sigma) \)) concentrating mass near the points \( x_i \), in the sense that

\[
\frac{(e^{\varphi_{\gamma, \sigma}^p} - 1) dv_{\hat{g}}}{\int_{\Sigma} (e^{\varphi_{\gamma, \sigma}^p} - 1) dv_{\hat{g}}} \to \sigma, \quad \text{as} \quad \gamma \to \infty. \tag{1.16}
\]

In order to do so, to each \( t \in [0, 1] \) and \( \gamma > 0 \) we associate \( \tau = \tau(t, \gamma) \) such that

\[
\frac{\int_{\mathbb{R}^2} \left( e^{(\varphi_{\gamma} - \tau)^p} - 1 \right) dx}{\int_{\mathbb{R}^2} \left( e^{\varphi_{\gamma}^p} - 1 \right) dx} = t. \tag{1.17}
\]

Notice that \( \tau \) is decreasing with respect to \( t \) and that \( \tau(0, \gamma) = \left( \frac{2}{p} \right)^{\frac{1}{p}} \gamma \), \( \tau(1, \gamma) = 0 \) for every \( \gamma > 0 \). We will need the following elementary estimate.

**Lemma 1.8** For any fixed \( \bar{t} \in (0, 1] \) we have \( \tau(t, \gamma) \to 0 \) as \( \gamma \to \infty \) uniformly for \( t \in [\bar{t}, 1] \).

**Proof** Given \( \gamma, \tau > 0 \), consider \( L \geq \frac{2}{\gamma} \) to be fixed later. We easily see that

\[
\int_{\{\varphi_{\gamma} \leq L\}} \left( e^{(\varphi_{\gamma} - \tau)^p} - 1 \right) dx \leq \int_{\{\varphi_{\gamma} \leq L\}} \left( e^{\varphi_{\gamma}^p} - 1 \right) dx \leq \left( e^{L^p} - 1 \right) \pi \delta_x^2 = o(\gamma)(1). \tag{1.18}
\]

Moreover, for \( \gamma \) such that

\[
\frac{2}{p} \left( 1 - \frac{\ln 2}{\gamma^p} \right)^p \geq 1 + \varepsilon > 1,
\]

also using that \( \varphi_{\gamma} \geq L \) on \( B_{r, \gamma}(0) \) for \( \gamma \) large, we get

\[
\int_{\{\varphi_{\gamma} \geq L\}} \left( e^{\varphi_{\gamma}^p} - 1 \right) dx \geq \int_{B_{r, \gamma}(0)} \left( e^{\left( \frac{2}{p} \gamma^p \left( 1 - \frac{\ln 2}{\gamma^p} \right)^p - 1 \right)} dx 
\geq \int_{B_{r, \gamma}(0)} \left( e^{(1+\varepsilon)\gamma^p} - 1 \right) dx \tag{1.19}
\]

\[
\geq \pi r^2 \gamma^p \left( e^{(1+\varepsilon)\gamma^p} - 1 \right) \to \infty.
\]
By the Taylor expansion
\[(1 - x)^p = 1 - px + \frac{p(p - 1)}{2(1 - \xi)^2} x^2 \leq 1 - px + C_p x^2, \quad 0 \leq \xi \leq x \leq \frac{1}{2},\]
we get for \(\varphi_\gamma \geq L \geq 2\tau\)
\[\varphi_\gamma - \tau ^+ \leq \varphi_\gamma ^p - p \tau \varphi_\gamma ^{p-1} + C_p \tau^2 \varphi_\gamma^{p-2} \leq \varphi_\gamma ^p - \frac{p}{2} \tau \varphi_\gamma^{p-1}\]
up to choosing \(L \geq L_0(p)\) sufficiently large. We then infer
\[
\int _{\{\varphi_\gamma \geq L\}} \left( e^{(\varphi_\gamma - \tau)_+^p} - 1 \right) dx \leq e^{-\frac{\xi}{2} \tau L^{p-1}} \int _{\{\varphi_\gamma \geq L\}} e^{\varphi_\gamma^p} dx = o_L \left( \int _{\mathbb{R}^2} \left( e^{\varphi_\gamma^p} - 1 \right) dx \right), \quad \text{as } L \to \infty. \tag{1.20}
\]

Putting (1.18)–(1.20) together it follows that
\[
\tau (\bar{t}, \gamma) := \frac{\int _{\mathbb{R}^2} \left( e^{(\varphi_\gamma - \tau)_+^p} - 1 \right) dx}{\int _{\mathbb{R}^2} \left( e^{\varphi_\gamma^p} - 1 \right) dx} = o(1) \quad \text{as } \gamma \to \infty
\]
for any \(\tau > 0\). This implies that \(\tau (\bar{t}, \gamma) = o(1)\) as \(\gamma \to \infty\) for any \(\bar{t} \in (0, 1]\) since otherwise there would be sequences \(\gamma_\varepsilon \to 0\) and \(\tau_\varepsilon \in (0, \gamma_\varepsilon]\) such that \(\tau_\varepsilon (\bar{t}, \gamma_\varepsilon) \geq \tau_* > 0\), and by monotonicity
\[
0 < \bar{t} = t (\tau_\varepsilon, \gamma_\varepsilon) \leq t (\tau_*, \gamma_\varepsilon) = o(1) \quad \text{as } \varepsilon \to 0,
\]
a contradiction. Using the monotonicity of \(\tau\) with respect to \(t\) the conclusion follows at once. \(\square\)

Now call \(\tau_i = \tau (t_i, \gamma)\), \(1 \leq i \leq k\) and define \(\varphi_{\gamma, \sigma}\) by the formula
\[
e^{\varphi_{\gamma, \sigma}^p} - 1 = \sum _{i=1} ^k \left( e^{(\varphi_{\gamma, \gamma_i} - \tau_i)_+^p} - 1 \right),
\]
or, explicitly
\[
\varphi_{\gamma, \sigma} = \ln ^{\frac{1}{p}} \left( 1 + \sum _{i=1} ^k \left( e^{(\varphi_{\gamma, \gamma_i} - \tau_i)_+^p} - 1 \right) \right). \tag{1.21}
\]
Notation. Until the end of the section $o(1)$ (resp. $O(1)$) will denote a quantity tending to 0 (resp. a bounded quantity) as $\gamma \to \infty$, uniformly with respect to $x \in \Sigma$ and $\sigma \in \Sigma_k$.

Lemma 1.9 For every $x \in \Sigma$, we have

$$\int_{\Sigma} |\nabla \varphi_{\gamma,x}|^2 d\nu_g = \left(\frac{2}{p}\right)^2 \frac{4\pi \gamma^{2-p}(1+o(1))}{1 + r_\gamma^{-2}d^2(y, x)}, \quad \text{as } \gamma \to \infty.$$  

Proof By a straightforward computation, for any $y \in B_{\delta_\gamma}(x)$, we get

$$\nabla \varphi_{\gamma,x}(y) = -\left(\frac{2}{p}\right)^{\frac{1}{p}} \gamma^{1-p} \frac{r_\gamma^{-2} \nabla_y d^2(y, x)}{1 + r_\gamma^{-2}d^2(y, x)},$$

while $\nabla \varphi_{\gamma,x}(y) = 0$ in $\Sigma \setminus B_{\delta_\gamma}(x)$.

Using geodesic coordinates centered at $x$, with an abuse of notation, we identify the points in $\Sigma$ with their pre-image under the exponential map. Using these coordinates, and recalling that $\delta_\gamma \to 0$ we have that

$$d(y, x) = |y - x|(1 + o(1)), \quad |
abla_y (d^2(y, x))| = 2|y - x|(1 + o(1)), \quad y \in B_{\delta_\gamma}(x)$$

hence

$$|\nabla \varphi_{\gamma,x}(y)| = \left(\frac{2}{p}\right)^{\frac{1}{p}} \gamma^{1-p} (1 + o(1)) \frac{2|y - x|}{r_\gamma^2 + |y - x|^2}, \quad y \in B_{\delta_\gamma}(x).$$

(1.22)

Thanks to the change of variable $s = r_\gamma^2 + \rho^2$, we are able to conclude that

$$\int_{\Sigma} |\nabla \varphi_{\gamma,x}|^2 d\nu_g = \int_{B_{\delta_\gamma}(x)} |\nabla \varphi_{\gamma,x}|^2 d\nu_g$$

$$= \left(\frac{2}{p}\right)^2 \frac{4\pi \gamma^{2-p}(1+o(1))}{(r_\gamma^2 + |y - x|^2)^2} dy$$

$$= \left(\frac{2}{p}\right)^2 4\pi \gamma^{2-p}(1+o(1)) \int_0^{\delta_\gamma} \frac{2\rho^3}{(r_\gamma^2 + \rho^2)^2} d\rho$$

Springer
\[
\frac{1}{p} 2^p 4 \pi \gamma^{2-p} (1 + o(1)) \int_{r_\gamma^2} r_\gamma^2 e^{r_\gamma p} \left( \frac{1}{s} - \frac{r_\gamma^2}{s^2} \right) ds
\]
\[
= \left( \frac{2}{p} \right)^2 4 \pi \gamma^{2-p} (1 + o(1)),
\]
yielding the result. \(\square\)

**Lemma 1.10** In the above notation we have, uniformly for \(\sigma \in \Sigma_k\)
\[
\int |\nabla \varphi_{\gamma, \sigma}|^2 dv_g \leq \left( \frac{2}{p} \right)^2 4 \pi k \gamma^{2-p} (1 + o(1)).
\]

**Proof** We compute
\[
\nabla \varphi_{\gamma, \sigma} = \sum_{i=1}^k (\varphi_{\gamma, x_i} - \tau_i)^{p-1} e^{(\varphi_{\gamma, x_i} - \tau_i)_{+}^p} \nabla \varphi_{\gamma, x_i}
\]

Notice that
\[
0 \leq \frac{\left( \varphi_{\gamma, x_i} - \tau_i \right)^{p-1} e^{(\varphi_{\gamma, x_i} - \tau_i)_{+}^p}}{\ln \frac{p-1}{p} \left( 1 + \sum_{j=1}^k \left( e^{(\varphi_{\gamma, x_j} - \tau_j)_{+}^p} - 1 \right) \right) \left( 1 + \sum_{j=1}^k \left( e^{(\varphi_{\gamma, x_j} - \tau_j)_{+}^p} - 1 \right) \right)} \leq a_i \chi_{\{\varphi_{\gamma, x_i} > \tau_i\}},
\]
where
\[
a_i := \frac{e^{(\varphi_{\gamma, x_i} - \tau_i)_{+}^p}}{1 + \sum_{j=1}^k \left( e^{(\varphi_{\gamma, x_j} - \tau_j)_{+}^p} - 1 \right)},
\]
hence
\[
|\nabla \varphi_{\gamma, \sigma}(x)| \leq \sum_{i=1}^k a_i(x) |\nabla \varphi_{\gamma, x_i}(x)| \chi_{\{\varphi_{\gamma, x_i} > \tau_i\}}(x).
\]
Split now \(\Sigma\) as a disjoint (up to sets of measure zero) union \(\Omega_1 \cup \cdots \cup \Omega_k\), such that
\[
|\nabla \varphi_{\gamma, x_j}(x)| = \max_{1 \leq i \leq k} |\nabla \varphi_{\gamma, x_i}(x)| \text{ for } x \in \Omega_j.
\]
and further split $\Sigma$ as $\Sigma = \Sigma_+ \cup \Sigma_-$, where

$$
\Sigma_+ := \left\{ x \in \Sigma : \sum_{j=1}^{k} e^{(\varphi_{j,x}(x) - \tau_j)_{+}} \geq \gamma \right\}, \quad \Sigma_- := \Sigma \setminus \Sigma_+.
$$

Notice that

$$
\sum_{i=1}^{k} a_i(x) \leq 1 + o(1) \quad \text{for} \ x \in \Sigma_+.
$$

Then, with the help of Lemma 1.9 we obtain

$$
\int_{\Sigma_+} |\nabla \varphi_{\gamma,\sigma}|^2 dx \leq \sum_{j=1}^{k} \int_{\Sigma_+ \cap \Omega_j} \left( \sum_{i=1}^{k} a_i |\nabla \varphi_{\gamma,x_j}| \right)^2 dx
\leq (1 + o(1)) \sum_{j=1}^{k} \int_{\Sigma_+} |\nabla \varphi_{\gamma,x_j}|^2 dx \quad (1.23)
\leq (1 + o(1)) \left( \frac{2}{p} \right) \frac{2}{p} 4\pi k \gamma^{2-p}.
$$

We now want to prove that the integral over $\Sigma_-$ is negligible. Indeed we have

$$
\sum_{i=1}^{k} a_i(x) \leq k \quad \text{for} \ x \in \Sigma_-,
$$

since $\frac{s}{s-k+1} \leq k$ for $s \geq k$, and similarly to (1.23) we get

$$
\int_{\Sigma_-} |\nabla \varphi_{\gamma,\sigma}|^2 dx \leq k^2 \sum_{j=1}^{k} \int_{\Sigma_- \cap \Omega_j} |\nabla \varphi_{\gamma,x_j}|^2 dx.
$$

In order to estimate the right-hand side, observe that

$$
1 \leq e^{(\varphi_j(x) - \tau_j)_{+}} \leq \gamma \quad \text{for} \ x \in \Sigma_-.
$$

This implies that

$$
\Sigma_- \cap \Omega_j \subset B_{R_1}(x_j) \setminus \overline{B_{r_1}(x_j)} \quad \text{for every} \ j,
$$

\[\square\] Springer
where $R_1$ and $r_1$ are given by the relations

$$1 \leq e^{C_p \gamma \left(1 - \frac{1}{\gamma p} \ln \left(1 + \frac{d^2(x,x_j)}{r_1^2} \right) \right) - r_1^p} \leq \gamma, \quad C_p := \left(\frac{2}{p}\right)^{\frac{1}{p}}.$$ 

This yields

$$\gamma^p - C_p^{-1} \tau_j \gamma^{p-1} \geq \ln \left(1 + \frac{d^2(x,x_j)}{r_1^2} \right) \geq \gamma^p - C_p^{-1} \tau_j \gamma^{p-1} - \gamma^{p-1} \ln \gamma,$$

and

$$R_1^2 = \left( e^{\gamma^p - C_p^{-1} \tau_j \gamma^{p-1} - 1} \right) r_1^2, \quad r_1 = \left( e^{\gamma^p - C_p^{-1} \tau_j \gamma^{p-1} - \gamma^{p-1} \ln \gamma} - 1 \right) r_1^2.$$

We now integrate as in Lemma 1.9, and with the same change of variables $s = r_2^2 + \rho^2$ we obtain

$$\int_{B_{R_1} \setminus B_{r_1}} |\nabla \varphi_{\gamma,x}|^2 dv_g = O \left( \gamma^{2-p} \right) \int_{r_2^2 + r_1^2} \frac{s - r_2^2}{s^2} ds$$

$$\leq O \left( \gamma^{2-p} \right) \int_{r_2^2 e^{\gamma^p - C_p^{-1} \tau_j \gamma^{p-1}}} \frac{ds}{s}$$

$$= O \left( \gamma^{1-p} \ln \gamma \right)$$

$$= o(\gamma^{2-p}).$$

Together with (1.23), we conclude. \qed

**Lemma 1.11** We have the following estimates, uniformly for $\sigma \in \Sigma_k$

$$\int_{\Sigma} h \varphi_{\gamma,\sigma}^2 dv_g = o(\gamma^{2-p}).$$

**Proof** Let us first evaluate, for $x \in \Sigma$, $\int_{\Sigma} \varphi_{\gamma,x}^2 dv_g$. Being

$$\int_{B_{r_1}(x)} \varphi_{\gamma,x}^2 dv_g = o(1), \quad \varphi_{\gamma,x} = 0 \text{ in } \Sigma \setminus B_{\delta_1}(x),$$

it is enough to estimate $\int_{B_{\delta_1}(x) \setminus B_{r_1}(x)} \varphi_{\gamma,x}^2 dv_g$. \qed
Using normal coordinates at \( x \) and the change of variables \( s = 1 + \frac{r^2}{r^2} \), we get

\[
\int_{\Sigma \setminus B_{r^2}(x)} \rho^2_{\gamma, x} d\nu_g = O(\gamma^2) \int_{r^2}^{\delta^p} r \left( 1 - \frac{2}{\gamma^p} \ln(1 + \frac{r^2}{r^2}) + \frac{1}{\gamma^2p} \ln^2(1 + \frac{r^2}{r^2}) \right) dr
\]

\[
= O(\gamma^2) \int_2^{\rho^p} r^2 \left( 1 - \frac{2}{\gamma^p} \ln(s) + \frac{1}{\gamma^2p} \ln^2(s) \right) ds
\]

\[
= O(\gamma^2 r^2) \left[ s - \frac{2}{\gamma^p} (-s + s \ln s) + \frac{1}{\gamma^2p} (2s - 2s \ln s + s \ln^2 s) \right]^{\rho^p}
\]

\[
= O(\gamma^4 r^{-p})
= o(\gamma^{2-p}).
\]

(1.24)

Splitting \( \Sigma \) as a disjoint (up to sets of measure zero) union \( \tilde{\Omega}_1 \cup \cdots \cup \tilde{\Omega}_k \), so that

\[
\phi_{\gamma, x_i}(x) = \max_{1 \leq j \leq k} \phi_{\gamma, x_j}(x) \quad \text{for } x \in \tilde{\Omega}_j,
\]

we have

\[
\phi_{\gamma, \sigma}^2(x) \leq \ln^{\frac{2}{p}} \left( \sum_{i=1}^k e^{\phi_{\gamma, x_i}(x)} \right) \leq \sum_{j=1}^k \chi_{\tilde{\Omega}_j}(x) \ln^{\frac{2}{p}} \left( e^{\phi_{\gamma, x_j}(x)} \right)
\]

\[
\leq \sum_{j=1}^k (\ln k + \phi_{\gamma, x_j}(x))^2\]

\[
\leq O(1) + O(1) \sum_{j=1}^k \phi_{\gamma, x_j}^2(x),
\]

where in the last inequality we used the convexity of the map \( t \mapsto t^{\frac{2}{p}} \).

As a consequence, since \( h \) is bounded,

\[
\int_{\Sigma} h \phi_{\gamma, \sigma}^2 d\nu_g = O(1) + O(1) \sum_{j=1}^k \int_{\Sigma} \phi_{\gamma, x_j}^2(x) d\nu_g \overset{(1.24)}{=} o(\gamma^{2-p}),
\]

as desired. \( \square \)
Lemma 1.12 We have, uniformly for $\sigma \in \Sigma_k$
\[
\ln \int_{\Sigma} \left( e^{\varphi_{p}^{p}} - 1 \right) \, dv_g \geq \frac{2 - p}{p} \gamma^p (1 + o(1)), \quad \text{as } \gamma \to \infty.
\]

Proof
Given $\sigma = \sum_{i=1}^{k} t_i \delta_{x_i} \in \Sigma_k$, fix $i$ such that $t_i \geq \frac{1}{k}$. Then, according to Lemma 1.8 we have $\tau_i = o(1)$ as $\gamma \to \infty$, hence
\[
\varphi_{\gamma, \sigma}^p \geq (\varphi_{\gamma, x_i} - \tau_i)^+ \geq \frac{2}{p} \gamma^p \left( 1 - \frac{\ln 2}{\gamma^p} - o(1) \right) + \\
\geq \frac{2}{p} \gamma^p (1 + o(1)) \quad \text{on } B_{r_{\gamma}}(x_i)
\]
for $\gamma$ sufficiently large. Then, also using (1.14), it follows
\[
\ln \int_{\Sigma} \left( e^{\varphi_{p}^{p}} - 1 \right) \, dv_g \geq \ln \int_{B_{r_{\gamma}}(x_i)} \left( e^{\varphi_{p}^{p}} - 1 \right) \, dv_g \\
\geq \ln \left( (1 + o(1)) \pi r_{\gamma}^2 e^{2 \gamma^p (1 + o(1))} \right) \\
= \left( \frac{2}{p} - 1 + o(1) \right) \gamma^p \\
= \frac{2 - p}{p} \gamma^p (1 + o(1)),
\]
as claimed. \qed

Lemma 1.13 Given $\beta \in (4\pi k, 4\pi (k + 1))$, with $k \geq 1$, then as $\gamma \to +\infty$ we have:

i. $J_{p, \beta}(\varphi_{\gamma, \sigma}) \to -\infty$ uniformly for $\sigma \in \Sigma_k$, 

ii. $\text{dist} \left( \frac{\left( e^{\varphi_{p}^{p}} - 1 \right) \, dv_g}{\int_{\Sigma} \left( e^{\varphi_{p}^{p}} - 1 \right) \, dv_g}, \sigma \right) \to 0$ uniformly for $\sigma \in \Sigma_k$, see (1.12).
Proof i. By definition of $\varphi_{\gamma, \sigma}$ and Lemmas 1.10, 1.11 and 1.12 we have

\[
J_{p, \beta}(\varphi_{\gamma, \sigma}) = \frac{2 - p}{2} \left( p \frac{\| \varphi_{\gamma, \sigma} \|_h^2}{\beta} \right)^{\frac{p}{2}} - \ln \int_{\Sigma} (e^{\varphi_{\gamma, \sigma}^p} - 1) \, dv_g
\]

\[
\leq \frac{2 - p}{2} \left( p \left( \frac{2}{p} \right)^{\frac{p}{2}} 4 \pi k \gamma^{2-p} (1+o(1)) \right)^{\frac{p}{2}} - \frac{2 - p}{p} \gamma^p (1+o(1))
\]

\[
= \frac{2 - p}{p} \gamma^p \left( \frac{4 \pi k}{\beta} \right)^{\frac{p}{2}} - 1 \right) (1 + o(1)) \to -\infty,
\]

uniformly for $\sigma \in \Sigma_k$.

ii. Let us first collect some simple calculations.

Let $\sigma = \sum_{i=1}^{k} t_i \delta_{x_i} \in \Sigma_k$: then, since $\delta_{\gamma} \to 0$ when $\gamma \to +\infty$,

\[
\int_{B_{\delta_{\gamma}}(x_i)} \left( e^{(\varphi_{\gamma, x_i - \tau_i})_+^p} - 1 \right) \, dv_g = (1 + o(1)) \int_{B_{\delta_{\gamma}}(0)} \left( e^{(\varphi_{\gamma - \tau_i})_+^p} - 1 \right) \, dx
\]

(1.17)

\[
= (1 + o(1)) t_i \int_{\mathbb{R}^2} \left( e^{\varphi_{\gamma}^p} - 1 \right) \, dx, \quad (1.25)
\]

as a consequence

\[
\int_{\bigcup_{j=1}^{k} B_{\delta_{\gamma}}(x_j)} \left( e^{\varphi_{\gamma, \sigma}^p} - 1 \right) \, dv_g \quad (1.21)
\]

\[
\leq \int_{\bigcup_{j=1}^{k} B_{\delta_{\gamma}}(x_j)} \left( \sum_{i=1}^{k} \left( e^{(\varphi_{\gamma, x_i - \tau_i})_+^p} - 1 \right) \right) \, dv_g
\]

\[
= \sum_{i=1}^{k} \int_{B_{\delta_{\gamma}}(x_i)} \left( e^{(\varphi_{\gamma, x_i - \tau_i})_+^p} - 1 \right) \, dv_g
\]

(1.25)

\[
\leq (1 + o(1)) \int_{\mathbb{R}^2} \left( e^{\varphi_{\gamma}^p} - 1 \right) \, dx, \quad (1.26)
\]

where in the second identity we used that $\varphi_{\gamma, x_i} \equiv 0$ on $\Sigma \setminus B_{\delta_{\gamma}}(x_i)$. Given $\varepsilon > 0$, we need to show that

\[
\text{dist} \left(f_{\gamma, \sigma} \, dv_g, \sigma\right) < 2\varepsilon \quad \text{for } \gamma \text{ sufficiently large},
\]
uniformly for $\sigma \in \Sigma_k$, where
\[ f_{\gamma, \sigma} = \frac{(e^{\varphi_{\gamma, \sigma}^p} - 1)}{\int_\Sigma (e^{\varphi_{\gamma, \sigma}^p} - 1) \, dv_g}. \]

Let $\delta > 0$ and $r_\delta > 0$ be the positive constants of the statement of Lemma 1.5. It is immediate to see that $f_{\gamma, \sigma}$ satisfies (1.13), being $\varphi_{\gamma, \sigma} \equiv 0$ in $\Sigma \setminus \bigcup_{i=1}^k B_{\delta_{\gamma}}(x_i)$, then by Lemma 1.5 (which holds with $r = \delta_{\gamma}$, if $\gamma$ is sufficiently large)

\[ \text{dist} \left( f_{\gamma, \sigma}, \sigma_\gamma \right) < \varepsilon \quad \text{where} \quad \sigma_\gamma := \sum_{i=1}^k \int_{B_{\delta_{\gamma}}(x_i)} (e^{\varphi_{\gamma, \sigma}^p} - 1) \, dv_g \delta_{x_i}. \]

(1.27)

In virtue of (1.25) and (1.26) $\sigma_\gamma = \sum_{i=1}^k t_i (1 + o(1)) \delta_{x_i}$, and so

\[ \text{dist}(\sigma_\gamma, \sigma) < \varepsilon \quad \text{for} \quad \gamma \text{ sufficiently large}. \]

(1.28)

The thesis follows from (1.27) and (1.28).

Let us set for $L > 0$
\[ J_{-L}^{-L} := \{ u \in H^1(\Sigma) : J_{p, \beta}(u) \leq -L \}. \]

**Proposition 1.1** Let $\beta \in (4\pi k + \delta, 4\pi(k+1) - \delta)$, with $k \geq 1$ and $\delta \in (0, \frac{1}{2})$. Then, there exist $L > 0$ and $\gamma > 0$ sufficiently large depending on $p$, $k$ and $\delta$, and a continuous function $\Psi : J_{-L}^{-L} \rightarrow \Sigma_k$ such that i) $\Phi(\sigma) := \varphi_{-L, \sigma} \in J_{-L}^{-L}$ for every $\sigma \in \Sigma_k$ and ii) the map $\Psi \circ \Phi : \Sigma_k \rightarrow \Sigma_k$, is homotopically equivalent to the identity on $\Sigma_k$.

**Proof** By [2, Proposition 2.2] there exist $\varepsilon > 0$ and a continuous retraction
\[ \hat{\Psi} : \{ \sigma \in M(\Sigma) : \text{dist}(\sigma, \Sigma_k) < \varepsilon \} \rightarrow \Sigma_k. \]

By Lemma 1.6 there exists $L = L(\varepsilon, p, \beta)$ such that for every $u \in J_{-L}^{-L}$

\[ \text{dist} \left( \frac{(e^{|u|^p} - 1)}{\int_\Sigma (e^{|u|^p} - 1) \, dv_g}, \Sigma_k \right) < \varepsilon. \]
Since the map \( u \mapsto \int_{\Sigma} (e^{\|u\|^p - 1}) \, dv_g \) is continuous from \( J_{p, \beta}^{-L} \subset H^1(\Sigma) \) into \( \mathcal{M}(\Sigma) \), for such \( L \) the map \( \Psi : J_{p, \beta}^{-L} \to \Sigma_k \) defined as

\[
\Psi(u) := \hat{\Psi} \left( \int_{\Sigma} \frac{(e^{\|u\|^p - 1}) \, dv_g}{\int_{\Sigma} (e^{\|u\|^p - 1}) \, dv_g} \right)
\]

is well posed and continuous with respect to the \( H^1(\Sigma) \) topology.

In turn, by Lemma 1.13 there exist \( \gamma > 0 \) such that

\[
\varphi_{\gamma, \sigma} \in J_{p, \beta}^{-2L}, \quad \text{dist} \left( \frac{(e^{\varphi_{\gamma, \sigma}^p \|u\|^{p\gamma} - 1}) \, dv_g}{\int_{\Sigma} (e^{\varphi_{\gamma, \sigma}^p \|u\|^{p\gamma} - 1}) \, dv_g}, \sigma \right) < \varepsilon, \quad \text{for any } \sigma \in \Sigma_k.
\]

(1.29)

Hence \( \Psi \circ \Phi(\sigma) = \Psi(\varphi_{\gamma, \sigma}) \) is well defined and we only need to show that \( \Psi \circ \Phi \simeq \text{Id}_{\Sigma_k} \). Consider the homotopy \( H : [0, 1] \times \Sigma_k \to \mathcal{M}(\Sigma) \) given by

\[
H(s, \sigma) = s \sigma + (1 - s) \frac{(e^{\varphi_{\gamma, \sigma}^p \|u\|^{p\gamma} - 1}) \, dv_g}{\int_{\Sigma} (e^{\varphi_{\gamma, \sigma}^p \|u\|^{p\gamma} - 1}) \, dv_g}.
\]

From (1.29) we infer that

\[
\text{dist}(H(s, \sigma), \Sigma_k) \leq \text{dist}(H(s, \sigma), \sigma) < \varepsilon \quad \text{for } s \in [0, 1], \sigma \in \Sigma_k,
\]

so \( \hat{\Psi} \) is well defined on the image of \( H \) and we can then define the homotopy \( \mathcal{H} : [0, 1] \times \Sigma_k \to \Sigma_k \)

\[
\mathcal{H}(s, \sigma) = \hat{\Psi} \circ H(s, \sigma).
\]

Clearly \( \mathcal{H}(0, \cdot) = \Psi \circ \Phi \) and \( \mathcal{H}(1, \cdot) = \text{Id}_{\Sigma_k} \).

We are now ready to construct a minmax scheme in the spirit of [19]. Given \( p, k \) and \( \delta > 0 \), fix \( L > 0, \gamma > 0 \) and \( \Phi : \Sigma_k \to H^1(\Sigma) \) as in Proposition 1.1.

Consider the topological cone \( C_k \) over \( \Sigma_k \) defined as

\[
C_k = (\Sigma_k \times [0, 1]) / \sim
\]

where \((\sigma_1, r_1) \sim (\sigma_2, r_2)\) if and only if \( r_1 = r_2 = 1 \). We shall also identify \( \Sigma_k \times \{0\} \) with \( \Sigma_k \). Set

\[
A_k := \{ \Phi \in C^0(C_k, H^1(\Sigma)) \text{ s.t. } \hat{\Phi}|_{\Sigma_k} = \Phi \},
\]

\( \subseteq \) Springer
and call
\[ \alpha_\beta := \inf_{\Phi \in A_k} \max_{\xi \in \Sigma_k} J_{p, \beta}(\Phi(\xi)) \] (1.30)
the minmax value.

**Lemma 1.14** With the above choice of \( L \) and \( \gamma \), depending on \( p, k \) and \( \delta \), we have
\[ \alpha_\beta \geq -L, \quad \sup_{\Phi \in A_k} \sup_{\xi \in \Sigma_k} J_{p, \beta}(\Phi(\xi)) \leq -2L. \] (1.31)

**Proof** The second inequality follows immediately from Proposition 1.1. Assume by contradiction that \( \alpha_\beta < -L \): then we can find \( \Phi \in A_k \) such that
\[ \Phi(C_k) \subset J^{-L}_{p, \beta}. \]
By Proposition 1.1, the map
\[ \Psi \circ \Phi : C_k \to \Sigma_k \]
is well-defined and continuous. Moreover, on the one hand
\[ \Psi \circ \Phi|_{\Sigma_k} = \Psi \circ \Phi \simeq Id_{\Sigma_k}, \] (1.32)
and on the other hand \( \Psi \circ \Phi \) gives a homotopy between \( \Psi \circ \Phi(\cdot, 0) = \Psi \circ \Phi|_{\Sigma_k} \) and the constant map \( \Psi \circ \Phi(\cdot, 1) \). This and (1.32) imply that \( \Sigma_k \) is homotopic to a point, which contradicts Lemma 1.7. \( \square \)

We will now use a well-known monotonicity trick by Struwe to construct bounded Palais-Smale sequences for \( J_{p, \beta} \) at level \( \alpha_\beta \), as defined in (1.30):

**Proposition 1.2** For almost every \( \beta > 4\pi \) the functional \( J_{p, \beta} \) admits a bounded Palais-Smale sequence at level \( \alpha_\beta \), i.e. a sequence \( (u_\varepsilon) \) bounded in \( H^1(\Sigma) \) such that
\[ J_{p, \beta}(u_\varepsilon) \to \alpha_\beta, \quad J'_{p, \beta}(u_\varepsilon) \to 0 \] as \( k \to \infty. \) (1.33)

**Proof** Since for all \( u \in H^1 \) \( \beta \mapsto J_{p, \beta}(u) \) is monotone decreasing, the function \( \beta \mapsto \alpha_\beta \) is non-increasing, hence it is differentiable almost everywhere. Set
\[ D_p := \{ \beta \in (4\pi, \infty) \setminus 4\pi \mathbb{N} : \alpha_\beta \text{ is differentiable} \}. \]
Take $\beta \in D_p$, fix $\delta \in (0, \frac{1}{2})$ and $k \in \mathbb{N}^*$ such that $\beta \in (4\pi k + \delta, 4\pi (k+1) - \delta)$, and choose a sequence $\beta_\varepsilon \uparrow \beta$ with $\beta_\varepsilon \in (4\pi k + \delta, 4\pi (k+1) - \delta)$. For every $\varepsilon > 0$ let a function $\Phi_\varepsilon \in \mathcal{A}_k$ be given such that

$$\max_{\xi \in C_k} J_{p, \beta_\varepsilon}(\Phi_\varepsilon(\xi)) \leq \alpha_{\beta_\varepsilon} + (\beta - \beta_\varepsilon), \quad (1.34)$$

and let also $\xi_\varepsilon \in C_k$ be given such that

$$J_{p, \beta}(\Phi_\varepsilon(\xi_\varepsilon)) \geq \alpha_\beta. \quad (1.35)$$

Notice that the set of $(\Phi_\varepsilon, \xi_\varepsilon)$’s satisfying (1.34)–(1.35) is non-empty thanks to (1.30) (used with $\beta$ and $\beta_\varepsilon$).

Set $v_\varepsilon := \Phi_\varepsilon(\xi_\varepsilon)$. Then, posing $C_p := \frac{2-p}{2} \left( \frac{p}{2} \right)^{\frac{p}{2-p}}$, we have that

$$J_{p, \beta_\varepsilon}(v_\varepsilon) - J_{p, \beta}(v_\varepsilon) = C_p \|v_\varepsilon\|_h^{\frac{2p}{2-p}} \left( \frac{1}{\beta_\varepsilon^{\frac{p}{2-p}}} - \frac{1}{\beta^{\frac{p}{2-p}}} \right),$$

hence, setting $q = \frac{p}{2-p}$, $\alpha'_\beta = \frac{d\alpha_\beta}{d\beta}$, and writing

$$\beta^q - \beta_\varepsilon^q = -q \beta^{q-1}(\beta_\varepsilon - \beta) + o(\beta_\varepsilon - \beta),$$

we bound

$$\|v_\varepsilon\|_h^{2q} = \frac{(\beta_\varepsilon^q - \beta^q)}{C_p} \frac{J_{p, \beta_\varepsilon}(v_\varepsilon) - J_{p, \beta}(v_\varepsilon)}{\beta^q - \beta_\varepsilon^q} \leq \frac{(\beta_\varepsilon^q - \beta^q)}{C_p} \frac{\alpha_{\beta_\varepsilon} - \alpha_\beta + (\beta - \beta_\varepsilon)}{\beta^q - \beta_\varepsilon^q} \leq \beta^{2q} + o(1) \cdot \frac{-\alpha'_\beta + 1 + o(1)}{q \beta^{q-1}} \leq \bar{C}_{p, \beta}. \quad (1.36)$$

In particular $\|v_\varepsilon\|_h^{2q} = O(1)$ as $\varepsilon \to 0$ for any sequence $v_\varepsilon = \Phi_\varepsilon(\xi_\varepsilon)$, where $\Phi_\varepsilon$ and $\xi_\varepsilon$ satisfy (1.34) and (1.35).

We now proceed similarly to [17]. For every $\delta > 0$ (not the same as in Lemma 1.14) consider the set

$$N_{\delta, M} := \{ u \in H^1(\Sigma) : \|u\|_h \leq M, \ |J_{p, \beta}(u) - \alpha_\beta| < \delta \}.$$
for $M \geq \tilde{C}_{p,\beta}^{\frac{p-2}{2p}} + 1$, where $\tilde{C}_{p,\beta}$ is as in (1.36). Notice that $N_{\delta,M}$ is non-empty by the previous discussion.

Assume that the claim of the proposition is false, so that there exists $\delta > 0$ small such that

$$
\| J'_{p,\beta}(u) \|_{H^{-1}, h} := \sup_{\| v \|_h \leq 1} \left\langle J'_{p,\beta}(u), v \right\rangle \geq 2\delta \quad \text{for } u \in N_{\delta,M}.
$$

Since $J_{p,\beta}$ is of class $C^1$ (on the open set of $H^1(\Sigma)$ where it is finite), we can construct a locally Lipschitz pseudo-gradient vector field (see e.g. [48, Lemma 3.2])

$$
X : H^1(\Sigma) \to H^1(\Sigma)
$$

such that

$$
\sup_{u \in N_{\delta,M}} \| X(u) \|_h \leq 1, \quad \sup_{u \in N_{\delta,M}} \left\langle J'_{p,\beta}(u), X(u) \right\rangle \leq -\delta.
$$

We have

$$
\left\langle J'_{p,\beta}(u), v \right\rangle = C_{p,\beta} \| u \|_{H^1}^{4p-4-H^1} \langle u, v \rangle_h - \int_{\Sigma} p u^{p-1}_+ e^u v + udv_g = \int_{\Sigma} \left( e^u - 1 \right) dv_g, \quad (1.37)
$$

where $\langle u, v \rangle_h := \int_{\Sigma} (\nabla u \nabla v + hu v) dv_g$ and $C_{p,\beta} = p \left( \frac{p}{2\beta} \right)^{\frac{p}{2-2p}}$, hence, for any sequence $\beta_\varepsilon \uparrow \beta$

$$
\| J'_{p,\beta}(u) - J'_{p,\beta_\varepsilon}(u) \|_{H^{-1}, h} \leq (C_{p,\beta} - C_{p,\beta_\varepsilon}) \| u \|_h^{\frac{3p-2}{2-2p}} = o(1) \quad \text{as } \varepsilon \to 0,
$$

uniformly for $u \in N_{\delta,M}$. Then for $\varepsilon$ small we have

$$
\sup_{u \in N_{\delta,M}} \left\langle J'_{p,\beta_\varepsilon}(u), X(u) \right\rangle \leq 0.
$$

We now choose a Lipschitz cut-off function $\eta : H^1(\Sigma) \to [0, 1]$ such that

$$
\eta(u) = 0 \text{ if } u \in H^1(\Sigma) \setminus N_{\delta,M}
$$

and

$$
\eta(u) = 1 \text{ if } u \in N_{\frac{\delta}{2},M-1}.
$$
and consider the flow \( \phi_t : H^1(\Sigma) \to H^1(\Sigma) \) generated by the vector field \( \eta X \). Assuming with no loss of generality that \(-2L < \alpha - \delta\), since \( \Phi(\Sigma_k) \subset J_{p,\beta}^{-2L} \), it follows that

\[
\phi_t \circ \Phi|_{\Sigma_k} = \Phi|_{\Sigma_k} = \Phi,
\]
hence

\[
\phi_t \circ \Phi \in A_k \quad \text{for every } \Phi \in A_k, \quad t \geq 0.
\]

Moreover

\[
\frac{d J_{p,\beta}(\phi_t(u))}{dt} \bigg|_{t=0} \leq 0, \quad \text{for } u \in H^1(\Sigma),
\]

hence if \( \Phi_\varepsilon \) satisfies (1.34), so does \( \phi_t \circ \Phi_\varepsilon \) for \( t \geq 0 \). Moreover, for \( \varepsilon \) small, given any \( \Phi_\varepsilon \in A_k \) satisfying (1.34)

\[
\alpha \beta \leq \max_{\xi \in C_k} J_{p,\beta}(\phi_t(\Phi_\varepsilon(\xi))) = \max_{\xi \in C_k : \Phi_\varepsilon(\xi) \in N_{\frac{2}{p},M-1}} J_{p,\beta}(\phi_t(\Phi_\varepsilon(\xi))),(1.39)
\]
since every \( \xi_\varepsilon \in C_k \) attaining the maximum of \( J_{p,\beta}(\phi_t(\Phi_\varepsilon(\cdot))) \) satisfies (1.35), so (1.39) follows from (1.36) and our choice of \( M \). Therefore, since

\[
\frac{d J_{p,\beta}(\phi_t(u))}{dt} \bigg|_{t=0} \leq -\delta, \quad \text{for } u \in N_{\frac{2}{p},M-1},
\]
we infer

\[
\frac{d}{dt} \sup_{\xi \in C_k} J_{p,\beta}(\phi_t(\Phi_\varepsilon(\xi))) \leq -\delta \quad \text{for } t \geq 0,
\]
which contradicts (1.39).

\[\square\]

**Proposition 1.3** Given \( p \in (1, 2) \) and \( \beta > 0 \), let \( (u_\varepsilon) \subset H^1(\Sigma) \) be a bounded Palais-Smale sequence for \( J_{p,\beta} \). Then up to a subsequence we have \( u_\varepsilon \to u_0 \) strongly in \( H^1(\Sigma) \), where \( u_0 > 0 \) is a positive critical point of \( J_{p,\beta} \).

**Proof** Up to a subsequence we have \( u_\varepsilon \to u_0 \) in \( L^q(\Sigma) \) for every \( q < \infty \), almost everywhere and weakly in \( H^1(\Sigma) \). Moreover, by Young’s inequality and the Moser-Trudinger inequality we infer

\[
\|e^{u_\varepsilon^p}\|_{L^q} \leq C(p, q, \|u_\varepsilon\|_h) \quad \text{for every } q < \infty,
\]

\[\square\] Springer
hence from Vitali’s theorem
\[ \int_{\Sigma} e^{u_\varepsilon^p} dv_g \to \int_{\Sigma} e^{u_0^p} dv_g \quad \text{as } \varepsilon \to 0. \quad (1.41) \]

From (1.37) we deduce that
\[ \left\langle J'_{p, \beta}(u_\varepsilon), u_\varepsilon - u_0 \right\rangle = o(1) \quad \text{as } \varepsilon \to 0. \]

Using \( u_\varepsilon - u_0 \) as test function in \( J'_{p, \beta}(u_\varepsilon) \to 0 \), we obtain
\[
o(1) = \left\langle J'_{p, \beta}(u_\varepsilon) - J'_{p, \beta}(u_0), u_\varepsilon - u_0 \right\rangle \\
= C_{p, \beta} \left\langle \|u_\varepsilon\|_{h\frac{4p-4}{2p}}^4 u_\varepsilon - \|u_0\|_{h\frac{4p-4}{2p}}^4 u_0, u_\varepsilon - u_0 \right\rangle_h \\
- \int_{\Sigma} p u_{\varepsilon+1}^{p-1} e^{u_\varepsilon^p} (u_\varepsilon - u_0) dv_g \\
+ \int_{\Sigma} p u_{\varepsilon+1}^{p-1} e^{u_0^p} (u_\varepsilon - u_0) dv_g.
\]

Taking (1.40), (1.41) and the Sobolev embedding into account we notice that the last two terms sum up to \( o(1) \), so that
\[
o(1) = \left\| u_\varepsilon \right\|_{h\frac{4p-4}{2p}}^4 \| u_\varepsilon \|_h^2 \left( \left\| u_\varepsilon \right\|_{h\frac{4p-4}{2p}}^4 - \left\| u_0 \right\|_{h\frac{4p-4}{2p}}^4 \right) \langle u_0, u_\varepsilon - u_0 \rangle_h \\
= \| u_\varepsilon \|_{h\frac{4p-4}{2p}}^4 \| u_\varepsilon - u_0 \|_h^2 + o(1),
\]
hence \( u_\varepsilon \to u_0 \) strongly in \( H^1(\Sigma) \).

In order to prove that \( u_0 \) is a critical point of \( J_{p, \beta} \), for \( v \in H^1(\Sigma) \) we write
\[
J'_{p, \beta}(u_0)(v) = J'_{p, \beta}(u_0)(v) - J'_{p, \beta}(u_\varepsilon)(v) + o(1) \\
= C_{p, \beta} \left\langle \|u_\varepsilon\|_{h\frac{4p-4}{2p}}^4 u_\varepsilon - \|u_0\|_{h\frac{4p-4}{2p}}^4 u_0, v \right\rangle_h \\
- \frac{\int_{\Sigma} p u_{\varepsilon+1}^{p-1} e^{u_\varepsilon^p} v dv_g}{\int_{\Sigma} e^{u_\varepsilon^p} dv_g} \\
+ \frac{\int_{\Sigma} p u_{\varepsilon+1}^{p-1} e^{u_0^p} v dv_g}{\int_{\Sigma} e^{u_0^p} dv_g} + o(1) \\
= C_{p, \beta} \left\| u_0 \right\|_{h\frac{4p-4}{2p}}^4 \langle u_\varepsilon - u_0, v \rangle_h \\
+ \left( \left\| u_\varepsilon \right\|_{h\frac{4p-4}{2p}}^4 - \left\| u_0 \right\|_{h\frac{4p-4}{2p}}^4 \right) \langle u_\varepsilon, v \rangle_h + o(1) \\
= o(1),
\]
hence $J'_{p, \beta}(u_0) = 0$.

Were $u_0 \equiv 0$, with (1.41) we would infer that $J_{p, \beta}(u_0) \to \infty$, which is impossible since $(u_0)$ is a Palais-Smale sequence. Then Lemma 1.1 implies that $u_0 > 0$. \hfill \Box

Remark 1.1 The analogue of proposition 1.3 does not hold in the case $p = 2$ as proven by Costa-Tintarev (Theorem 5.1 in [9]).

Proof of Theorem 1.1 (completed) For every $\beta \in (0, 4\pi)$ the functional $J_{p, \beta}$ has a minimizer, hence a critical point, which can be obtained via direct methods, using (1.2), (1.40) and (1.41). The existence of critical points for a.e. $\beta > 4\pi$ follows at once from Propositions 1.2 and 1.3. \hfill \Box

2 A first analysis in the radially symmetric case

Let $(p_\gamma)_\gamma$ be any family of numbers in $[1, 2]$, and let $(\mu_\gamma)_\gamma$ be a given family of positive real numbers. Let $\lambda_\gamma > 0$ be given by

$$\lambda_\gamma p_\gamma^2 \gamma^{2(p_\gamma - 1)} \mu_\gamma^2 e^{p_\gamma} = 8,$$

(2.1)

and let $t_\gamma, \bar{t}_\gamma$ be defined in $\mathbb{R}^2$ by

$$t_\gamma(x) = \ln \left( 1 + \frac{|x|^2}{\mu_\gamma^2} \right); \quad \bar{t}_\gamma = t_\gamma + 1,$$

(2.2)

for all $\gamma > 0$ large. In the sequel, for any radially symmetric function $f$ around $0 \in \mathbb{R}^2$, since no confusion is then possible, we often make an abuse of notation and write $f(r)$ instead of $f(x)$ for $|x| = r$. Let $\eta \in (0, 1)$ be fixed. Let also $(\bar{r}_\gamma)_\gamma$ be any family of positive real numbers such that

$$\lim_{\gamma \to +\infty} \frac{\mu_\gamma}{\bar{r}_\gamma} = 0,$$

(2.3)

$$t_\gamma(\bar{r}_\gamma) \leq \eta \frac{p_\gamma^2 \gamma^{p_\gamma}}{2},$$

(2.4)

$$\gamma^{2p_\gamma \bar{r}_\gamma^2} = O(1)$$

(2.5)

for all $\gamma \gg 1$ large. Given a positive constant $h_0 > 0$, we study in this section the behavior as $\gamma \to +\infty$ of a family $(B_\gamma)_\gamma$ of functions solving

$$\begin{cases} 
\Delta B_\gamma + h_0 B_\gamma = \lambda_\gamma p_\gamma B_\gamma^{p_\gamma - 1} e^{p_\gamma}, \\
B_\gamma(0) = \gamma > 0, \\
B_\gamma \text{ is radially symmetric and positive in } B_{\bar{r}_\gamma}(0), 
\end{cases}$$

(2.6)
where $\Delta = -\partial_{xx} - \partial_{yy}$ denotes the Euclidean Laplace operator in $\mathbb{R}^2$. For $\gamma$ fixed, (2.6) reduces to an ODE with respect to the radial variable $r = |x|$; then we may assume that $B_\gamma$, defined in $[0, s_\gamma)$, is the maximal positive solution of (2.6) and it may be checked that it does not blow-up before it vanishes, namely $s_\gamma < +\infty$ implies $\lim_{r \to s_\gamma^{-}} B_\gamma(r) = 0$. Actually, the proof of Proposition 2.1 below shows that our assumptions (2.4)–(2.5) ensure that $B_\gamma$ is well defined and positive in $B_{\tilde{r}_\gamma}(0)$ for all $\gamma \gg 1$. Let $w_\gamma$ be given by

$$B_\gamma = \gamma \left(1 - \frac{2t_\gamma}{p_\gamma \gamma^{p_\gamma}} + \frac{w_\gamma}{\gamma^{p_\gamma}}\right).$$

(2.7)

Then we have the following result:

**Proposition 2.1** We have $B_\gamma \leq \gamma$,

$$w_\gamma = O(\gamma^{-p_\gamma} t_\gamma), \quad w'_\gamma = O(\gamma^{-p_\gamma} t'_\gamma),$$

and

$$\lambda_\gamma p_\gamma B_\gamma^{p_\gamma - 1} e^{B_\gamma^{p_\gamma}} = \frac{8e^{-2t_\gamma}}{\mu_\gamma^{p_\gamma}} \left(1 + O\left(\frac{e^{\tilde{\eta} t_\gamma}}{\gamma^{p_\gamma}}\right)\right),$$

uniformly in $[0, \tilde{r}_\gamma]$ and for all $\gamma \gg 1$ large, where $\tilde{\eta}$ is any fixed constant in $(\eta, 1)$ and $w_\gamma$ is as in (2.7).

Once Proposition 2.1 is proven, we obtain first

$$B_\gamma(r) = \gamma - \frac{2}{p_\gamma \gamma^{p_\gamma - 1}} \ln \frac{1}{\mu_\gamma^{2} + \ln(\mu_\gamma^{2} + r^2)} + O(\gamma^{1-p_\gamma})$$

using (2.4) to handle the remainder term, so that we get from (2.1)

$$B_\gamma(r) = -\left(\frac{2}{p_\gamma} - 1\right) \gamma + \frac{2}{p_\gamma \gamma^{p_\gamma - 1}} \ln \frac{1}{\lambda_\gamma \gamma^{2(p_\gamma - 1)}(\mu_\gamma^{2} + r^2)} + O(\gamma^{1-p_\gamma})$$

(2.8)

uniformly in $r \in [0, \tilde{r}_\gamma]$ and for all $\gamma \gg 1$ large. While the principal part of the expression in (2.8) becomes negative for $r > 0$ large enough, writing it in its initial form (2.7), condition (2.4) and the pointwise estimate of $w_\gamma$ in Proposition 2.1 clearly ensure its positivity in the considered range $r \in [0, \tilde{r}_\gamma]$, as claimed in (2.6).
Proof of Proposition 2.1  Let $r_\gamma$ be given by

$$r_\gamma = \sup \left\{ r \in [0, \bar{r}_\gamma] \text{ s.t. } |w_\gamma| \leq \frac{t_\gamma}{p_\gamma} \text{ in } [0, r] \right\} \quad (2.9)$$

for all $\gamma$. We aim to show that

$$r_\gamma = \bar{r}_\gamma \quad (2.10)$$

for all $\gamma \gg 1$. We start by expanding the RHS in the first equation of (2.6) uniformly in $[0, r_\gamma]$ as $\gamma \to +\infty$, using in a crucial way the control on $w_\gamma$ that we have by (2.9). Fix $\eta_1 < \eta_2 < \eta_3$ such that $\eta_k \in (\eta, 1)$ for all $k$. When not specified, the expansions of this proof are uniform in $[0, r_\gamma]$ as $\gamma \to +\infty$.

First, since $|w_\gamma| = o(t_\gamma)$, we get from (2.7) that $B_\gamma/\gamma \geq (1 - \eta_1)$ in $[0, r_\gamma]$ for all $\gamma \gg 1$ large. First, for all $p \in [1, 2]$ and all $x \leq 1$, we notice that

$$0 \leq (1 - x)^p - (1 - px) \leq p^2 x^2.$$ 

Then, we have

$$0 \leq \frac{B_\gamma^{p_\gamma}}{\gamma^{p_\gamma}} - \left( 1 - \frac{2t_\gamma - p_\gamma w_\gamma}{\gamma^{p_\gamma}} \right) \leq \frac{t_\gamma^2}{\gamma^{2p_\gamma}} (1 + o(1)),$$

so we get from (2.4) that

$$\exp \left( B_\gamma^{p_\gamma} \right) = e^{r_\gamma^{p_\gamma}} e^{-2t_\gamma} e^{p_\gamma w_\gamma} \left( 1 + O \left( \frac{t_\gamma^2}{\gamma^{p_\gamma}} e^{\eta_1 t_\gamma} \right) \right).$$

Here and several times in the sequel, we use the elementary inequality

$$\left| e^x - \sum_{j=0}^{n-1} \frac{x^j}{j!} \right| \leq \frac{|x|^n}{n!} e^{|x|}$$

for all $x \in \mathbb{R}$ and all integers $n \geq 1$. Using also (2.1) and (2.9) again, we get that

$$\lambda_\gamma p_\gamma B_\gamma^{p_\gamma-1} e^{B_\gamma^{p_\gamma}} = \frac{8 e^{-2t_\gamma}}{\mu_\gamma^{2} p_\gamma^{p_\gamma-1}} \left( 1 + O \left( \frac{t_\gamma}{\gamma^{p_\gamma}} \right) \right) \times$$
\[
\left(1 + p_\gamma w_\gamma + O\left(\frac{t^2_\gamma}{p_\gamma \gamma} \exp\left(\frac{p_\gamma t_\gamma}{\gamma p_\gamma / 2}\right)\right)\right) \left(1 + O\left(\frac{t^2_\gamma}{\gamma p_\gamma} e^{\eta t_\gamma}\right)\right),
\]
\[
= \frac{8 e^{-2t_\gamma}}{\mu^2_\gamma p_\gamma^{-1} p_\gamma} \left(1 + p_\gamma w_\gamma + O\left(\frac{t^3_\gamma}{\gamma p_\gamma} e^{\eta^2 t_\gamma}\right)\right).
\] (2.11)

In view of (2.9), to conclude the proof of (2.10), it is sufficient to obtain
\[
|w_\gamma| = O\left(\frac{t_\gamma}{\gamma p_\gamma}\right),
\] (2.12)
which we prove next. By (2.9), we have that
\[
B_\gamma \leq \gamma \text{ in } [0, r_\gamma] \text{ for all } \gamma \gg 1.
\]
Set \(\tilde{w}_\gamma = w_\gamma (\cdot / \mu_\gamma)\). Then, since \(T_0 := \ln(1 + |\cdot|^2)\) solves
\[
\Delta T_0 = -4e^{-2T_0} \text{ in } \mathbb{R}^2,
\] (2.13)
we get from (2.6) and (2.11) that
\[
\Delta \tilde{w}_\gamma = 8e^{-2T_0} \tilde{w}_\gamma + O\left(\mu^2_\gamma \gamma p_\gamma\right) + O\left(\frac{e^{(-2+\eta_3)T_0}}{\gamma p_\gamma}\right),
\] (2.14)
uniformly in \([0, r_\gamma/\mu_\gamma]\) as \(\gamma \to +\infty\), applying \(\Delta\) to (2.7). By integrating (2.14) in \(B_r(0)\) and also by parts, writing merely \(|\tilde{w}_\gamma| \leq r \|\tilde{w}_\gamma'\|_\infty\), we get that
\[
-2\pi r \tilde{w}'_\gamma(r) = O\left(r^2 \mu^2_\gamma \gamma p_\gamma\right) + O\left(\frac{r^2}{\gamma p_\gamma (1 + r^2)}\right) + O\left(\frac{\|\tilde{w}'_\gamma\|_\infty r^3}{1 + r^3}\right),
\]
where \(\|\tilde{w}'_\gamma\|_\infty\) stands for \(\|\tilde{w}'_\gamma\|_{L^\infty([0,r_\gamma/\mu_\gamma])}\) and where \(\tilde{w}'_\gamma = \frac{d}{dr} \tilde{w}_\gamma\), so that we get
\[
|\tilde{w}'_\gamma(r)| = O\left(\frac{r \mu^2_\gamma}{r^2_\gamma \gamma p_\gamma}\right) + O\left(\frac{r}{1 + r^2} \left(\|\tilde{w}'_\gamma\|_\infty + \frac{1}{\gamma p_\gamma}\right)\right),
\] (2.15)
uniformly in \(r \in [0, r_\gamma/\mu_\gamma]\) as \(\gamma \to +\infty\), using (2.5) and \(r_\gamma \leq \bar{r}_\gamma\). If \(\|\tilde{w}'_\gamma\|_\infty = O(\gamma^{-p_\gamma})\) for all \(\gamma\), (2.12) follows from (2.3), (2.15) and from the fundamental theorem of calculus, using again \(\tilde{w}_\gamma(0) = 0\). Then, assume by contradiction that the complementary case occurs, namely that
\[
\lim_{\gamma \to +\infty} \gamma^{p_\gamma} \|\tilde{w}'_\gamma\|_\infty = +\infty,
\] (2.16)
maybe after passing to a subsequence. Let \( \rho_{\gamma} \in [0, r_{\gamma}/\mu_{\gamma}] \) be such that 
\[ |\tilde{w}_{\gamma}'(\rho_{\gamma})| = \|\tilde{w}_{\gamma}'\|_{\infty}. \]
By (2.3), (2.15) and (2.16), up to a subsequence, \( \rho_{\gamma} \to l \) and 
\( r_{\gamma}/\mu_{\gamma} \to L \) as \( \gamma \to +\infty \), for some \( l \in (0, +\infty), L \in (0, +\infty], l \leq L \).
Setting now \( \tilde{w}_{\gamma} := \tilde{w}_{\gamma}/\|\tilde{w}_{\gamma}'\|_{\infty} \), we then get from (radial) elliptic theory and 
from (2.14) with (2.3) and (2.5) that, up to a subsequence, \( \tilde{w}_{\gamma} \to \tilde{w}_{\infty} \) in 
\( C^{1}_{loc}([0, L]) \) as \( \gamma \to +\infty \), where \( \tilde{w}_{\infty} \) solves
\[
\begin{cases}
\Delta \tilde{w}_{\infty} = 8e^{-2T_{0}}\tilde{w}_{\infty} \text{ in } B_{L}(0), \\
\tilde{w}_{\infty}(0) = 0, \\
\tilde{w}_{\infty} \text{ is radially symmetric,} \\
|\tilde{w}_{\infty}'(l)| = 1; \\
\end{cases}
\]
but by ODE theory, the only function satisfying the first three conditions in (2.17) is the null function, which gives the expected contradiction. Observe that we get also a contradiction in the most delicate case where \( l = L \). Indeed, since we then have \( L \in (0, +\infty) \), writing (2.14) in radial coordinates gives in this case that 
\( (\|\tilde{w}_{\gamma}\|_{C^{2}([0, r_{\gamma}/\mu_{\gamma}])})_{\gamma} \) is bounded, so that \( \tilde{w}_{\infty}' \in C^{1}([0, l]) \) is well defined at \( l \), so that the fourth line in (2.17) makes sense and holds true. As explained above, this concludes the proof of (2.10). Proposition 2.1 clearly follows.

3 Nonradial blow-up analysis: the case of a single bubble

Let \( (p_{\varepsilon})_{\varepsilon} \) be a sequence of numbers in \( [1, 2] \), let \( (\mu_{\varepsilon})_{\varepsilon} \) and \( (\bar{r}_{\varepsilon})_{\varepsilon} \) be sequences 
of positive real numbers. Let \( (u_{\varepsilon})_{\varepsilon} \) be a sequence of functions such that \( u_{\varepsilon} \) is smooth in the closure of \( B_{\bar{r}_{\varepsilon}}(0) \), where \( B_{\bar{r}_{\varepsilon}}(0) \) is the ball of center 0 and radius \( \bar{r}_{\varepsilon} \) in the standard Euclidean space \( \mathbb{R}^{2} \). We assume that
\[
\nabla u_{\varepsilon}(0) = 0
\]
for all \( \varepsilon \) and that
\[
\gamma_{\varepsilon} := u_{\varepsilon}(0) \to +\infty
\]
as \( \varepsilon \to 0 \). As for (2.1), let \( (\lambda_{\varepsilon})_{\varepsilon} \) be given by
\[
\lambda_{\varepsilon} p_{\varepsilon}^{2} \gamma_{\varepsilon}^{2(p_{\varepsilon}-1)} \mu_{\varepsilon}^{2} e^{-\gamma_{\varepsilon} p_{\varepsilon}} = 8
\]
and let \( t_{\varepsilon}, \bar{t}_{\varepsilon} \) be given by
\[
t_{\varepsilon} = \ln \left( 1 + \frac{|\cdot|^{2}}{\mu_{\varepsilon}^{2}} \right); \quad \bar{t}_{\varepsilon} = t_{\varepsilon} + 1
\]
for all $\varepsilon$. Let $\eta \in (0, 1)$ be fixed; assume also that
\begin{align}
\frac{\mu_\varepsilon}{\bar{r}_\varepsilon} &= o(1), \quad (3.4) \\
t_\varepsilon(\bar{r}_\varepsilon) &\leq \eta \frac{p_\varepsilon \gamma_\varepsilon^{p_\varepsilon}}{2}, \quad (3.5) \\
\int_{B_{\bar{r}_\varepsilon}(0)} u_\varepsilon^4 dx &\leq \tilde{C}, \quad (3.6)
\end{align}
for all $\varepsilon \ll 1$ small and for some given $\tilde{C} > 1$, and that
\[ \lim_{\varepsilon \to 0} \frac{p_\varepsilon}{2} \gamma_\varepsilon^{p_\varepsilon - 1} (\gamma_\varepsilon - u_\varepsilon(\mu_\varepsilon \cdot)) = \ln \left( 1 + |\cdot|^2 \right) \text{ in } C^1_{loc}(\mathbb{R}^2), \quad (3.7) \]
up to a subsequence. As we will see in the subsequent blow-up analysis and in Lemma 4.1, the last two assumptions are indeed natural ones.

Let $(v_\varepsilon)_\varepsilon$ be a sequence of smooth functions solving
\[ \begin{cases} 
\Delta v_\varepsilon + h(0) v_\varepsilon = \lambda_\varepsilon p_\varepsilon v_\varepsilon^{p_\varepsilon - 1} e^{\gamma_\varepsilon v_\varepsilon} \text{ in } B_{\bar{r}_\varepsilon}(0), \\
v_\varepsilon(0) = \gamma_\varepsilon \\
v_\varepsilon \text{ is radially symmetric around } 0 \in \mathbb{R}^2,
\end{cases} \quad (3.8) \]
for all $\varepsilon$, where $h$ is a given smooth positive function on a neighborhood of $0 \in \mathbb{R}^2$. Let $(\varphi_\varepsilon)_\varepsilon$ be a sequence of smooth functions such that
\[ \lim_{\varepsilon \to 0} \varphi_\varepsilon(\bar{r}_\varepsilon \cdot) = \varphi_0 \text{ in } C^2 \left( \overline{B_1(0)} \right) \text{ and } \varphi_\varepsilon(0) = 0 \quad (3.9) \]
for all $\varepsilon$ small. We assume that $u_\varepsilon$ solves
\[ \Delta u_\varepsilon = e^{2\varphi_\varepsilon} \left( -h u_\varepsilon + \lambda_\varepsilon p_\varepsilon u_\varepsilon^{p_\varepsilon - 1} e^{u_\varepsilon^{p_\varepsilon}} \right), \quad u_\varepsilon > 0 \text{ in } B_{\bar{r}_\varepsilon}(0), \quad (3.10) \]
for all $\varepsilon$. At last, we assume that the following key gradient estimate holds true: there exists $C_G > 0$ such that
\[ |x| |\nabla u_\varepsilon(x)| u_\varepsilon(x)^{p_\varepsilon - 1} \leq C_G \text{ for all } x \in B_{\bar{r}_\varepsilon}(0) \quad (3.11) \]
for all $\varepsilon$. Letting $w_\varepsilon$ be given by
\[ u_\varepsilon = v_\varepsilon + w_\varepsilon, \quad (3.12) \]
the following proposition holds true:
Proposition 3.1 We have that

\[ |w_\epsilon(x)| \leq \frac{C_0 |x|}{\gamma_\epsilon^{p_\epsilon - 1} \bar{r}_\epsilon} \text{ for all } x \in B_{\bar{r}_\epsilon}(0), \]  

(3.13)

and that

\[ \|\nabla w_\epsilon\|_{L^\infty(B_{\bar{r}_\epsilon}(0))} \leq \frac{C_0}{\gamma_\epsilon^{p_\epsilon - 1} \bar{r}_\epsilon} \]  

(3.14)

for all \( \epsilon \ll 1 \) small, where \( C_0 \) is any fixed constant greater than \( (C_G/(1 - \eta)) + 4 \), for \( C_G \) as in (3.11) and \( \eta \) as in (3.5). Up to a subsequence, there exists a function \( \psi_0 \), harmonic in \( B_1(0) \), such that we have

\[ \lim_{\epsilon \to 0} \gamma_\epsilon^{p_\epsilon - 1} w_\epsilon(\bar{r}_\epsilon \cdot) = \psi_0 \text{ in } C^1_{loc}(B_1(0)\setminus\{0\}), \]  

(3.15)

\[ \nabla \psi_0(0) = 0. \]  

(3.16)

In order to make sure that the estimates of Sect. 2 can be used to control the \( v_\epsilon \)'s, it will be checked in the proof below that our assumptions of this section actually imply

\[ \gamma_\epsilon^{2p_\epsilon \bar{r}_\epsilon^2} = O(1), \]  

(3.17)

for all \( \epsilon \) (see (2.5)). Besides, if we strengthen assumption (3.6) and we assume

\[ \int_{B_{\bar{r}_\epsilon}(0)} e^{u_\epsilon^{1/3}} \, dx = O(1), \]  

(3.18)

for all \( \epsilon \), again guaranteed by Lemma 4.1, we will also show that (3.17) may be improved to

\[ \ln \gamma_\epsilon = o\left( \ln \frac{1}{\bar{r}_\epsilon} \right) \]  

(3.19)

as \( \epsilon \to 0 \).

Proof of Proposition 3.1 We first prove (3.13). By (3.8), we have that \( u_\epsilon'(0) = 0 \); by (3.2) and (3.8), we have that \( u_\epsilon(0) = v_\epsilon(0) \) and we then find

\[ w_\epsilon(0) = 0 \text{ and } \nabla w_\epsilon(0) = 0 \]  

(3.20)
for all \( \varepsilon \), using (3.1) and (3.12). Then, in order to get (3.13), it is sufficient to prove (3.14). Let \( r_\varepsilon \) be given by

\[ r_\varepsilon = \sup \left\{ r \in [0, \tilde{r}_\varepsilon] \text{ s.t.} \begin{array}{l}
\gamma_\varepsilon^{p_\varepsilon - 1} r \| \nabla w_\varepsilon \|_{L^\infty(B_r(0))} \leq C_0, \\
\gamma_\varepsilon^{4} r^2 \leq \frac{2\tilde{C}}{\pi(1-\eta)^4} \end{array} \right\} \tag{3.21} \]

for all \( \varepsilon \), with \( C_0 > (C_G/(1 - \eta)) + 4 \) fixed as in Proposition 3.1 and \( \tilde{C} \) as in (3.6). Then proving (3.14) reduces to show that

\[ r_\varepsilon = \tilde{r}_\varepsilon \tag{3.22} \]

for all \( \varepsilon \ll 1 \). By (3.4) and (3.7), there exist numbers \( \tilde{r}_\varepsilon \) such that \( \mu_\varepsilon = o(\tilde{r}_\varepsilon) \), \( \tilde{r}_\varepsilon \leq \tilde{r}_\varepsilon \) and such that \( u_\varepsilon = \gamma_\varepsilon (1 + o(1)) \) uniformly in \( B_{\tilde{r}_\varepsilon}(0) \): then, we get from (3.6) that

\[ \int_{B_{\tilde{r}_\varepsilon}(0)} u_\varepsilon^4 \, dx = \pi \gamma_\varepsilon^{4} \tilde{r}_\varepsilon^2 (1 + o(1)) \leq \tilde{C} \]

and that \( \gamma_\varepsilon^{2p_\varepsilon} \tilde{r}_\varepsilon^2 \leq 2\tilde{C}/\pi \) for all \( \varepsilon \ll 1 \). Then, we may use Proposition 2.1 in \( B_{\tilde{r}_\varepsilon}(0) \), with assumption (2.5), to get that

\[ \lim_{\varepsilon \to 0} \frac{p_\varepsilon}{2} \gamma_\varepsilon^{p_\varepsilon - 1} (\gamma_\varepsilon - v_\varepsilon(\mu_\varepsilon \cdot)) = \ln(1 + | \cdot |^2) \text{ in } C^{1}_{loc}(\mathbb{R}^2), \]

which implies with (3.7) that \( \gamma_\varepsilon^{p_\varepsilon - 1} \mu_\varepsilon \| \nabla w_\varepsilon \|_{L^\infty(B_{R_\mu_\varepsilon}(0))} = o(1) \) as \( \varepsilon \to 0 \), for all given \( R \gg 1 \). Summarizing, both conditions in (3.21) give that \( \mu_\varepsilon = o(r_\varepsilon) \) as \( \varepsilon \to 0 \) and we may now apply Proposition 2.1 in \( B_{r_\varepsilon}(0) \): we have that

\[ \sup_{s \in [0, r_\varepsilon]} \frac{p_\varepsilon}{2} \gamma_\varepsilon^{p_\varepsilon - 1} | v_\varepsilon'(s) | \leq 2 + o(1) \tag{3.23} \]

for all \( \varepsilon \ll 1 \). Using \( w_\varepsilon(0) = 0 \), we get from the first condition in (3.21) that \( | w_\varepsilon | \leq C_0 \gamma_\varepsilon^{1 - p_\varepsilon} \) so that \( u_\varepsilon = v_\varepsilon + O \left( \gamma_\varepsilon^{1 - p_\varepsilon} \right) \) in \( B_{r_\varepsilon}(0) \) for all \( \varepsilon \ll 1 \). Independently, we get from Proposition 2.1 and from (3.5) that

\[ v_\varepsilon \geq \gamma_\varepsilon (1 - \eta + o(1)) \text{ in } [0, r_\varepsilon], \tag{3.24} \]

for all \( \varepsilon \ll 1 \). Then, writing \( | \nabla w_\varepsilon | \leq | \nabla u_\varepsilon | + | \nabla v_\varepsilon | \), using first (3.11) and (3.23), and then (3.24) together with \( p_\varepsilon \in [1, 2] \), we get that

\[ \| \nabla w_\varepsilon \|_{L^\infty(\partial B_{r_\varepsilon}(0))} \leq \frac{1 + o(1)}{\gamma_\varepsilon^{p_\varepsilon - 1} r_\varepsilon} \left( \frac{C_G}{(1 - \eta)^{p_\varepsilon - 1}} + 4 \right) < \frac{C_0}{\gamma_\varepsilon^{p_\varepsilon - 1} r_\varepsilon} \tag{3.25} \]
for all \( \varepsilon \ll 1 \), using our assumption on \( C_0 \). Independently, Proposition 2.1 gives that \( v_\varepsilon(r)' = O\left(r^{-1} \gamma_\varepsilon^{1-p_\varepsilon}\right) \), so we first get that

\[
u_\varepsilon = v_\varepsilon(r_\varepsilon) + O\left(\gamma_\varepsilon^{1-p_\varepsilon} \ln \frac{2r_\varepsilon}{|\cdot|}\right),
\]

(3.26)

then, with (3.24), that also

\[
u_\varepsilon(r)^4 = v_\varepsilon(r_\varepsilon)^4 \left[ 1 + O\left(\gamma_\varepsilon^{-p_\varepsilon} \ln \frac{2r_\varepsilon}{r} + \left(\gamma_\varepsilon^{-p_\varepsilon} \ln \frac{2r_\varepsilon}{r}\right)^4\right)\right]
\]

uniformly in \( r \in (0, r_\varepsilon) \), and at last, with (3.6), that

\[
\pi v_\varepsilon(r_\varepsilon)^2 r_\varepsilon^2 (1 + o(1)) = \int_{B_{r_\varepsilon}(0)} u_\varepsilon^4 dx \leq \tilde{C}.
\]

summarizing, the second inequality in (3.21) is strict at \( r = r_\varepsilon \) for all \( \varepsilon \ll 1 \), using (3.24) again. However by (3.25), the first inequality in (3.21) is strict as well at \( r = r_\varepsilon \), which concludes the proof of (3.22) by continuity and then, as discussed above, those of (3.13) and (3.14). Since \( p_\varepsilon \leq 2 \), we get at the same time from (3.21) that (3.17) holds true, so that we may apply Proposition 2.1 from now on to estimate the \( v_\varepsilon \)'s in \( B_{\tilde{r}_\varepsilon}(0) \). We turn now to the proofs of (3.15) and (3.16). First, using (3.24) and that \( v_\varepsilon \leq \gamma_\varepsilon \) by Proposition 2.1, since \( |w_\varepsilon| = O\left(\gamma_\varepsilon^{1-p_\varepsilon}\right) \) by (3.13), we may first write \( u_\varepsilon^{p_\varepsilon} = u_\varepsilon^{p_\varepsilon} + p_\varepsilon v_\varepsilon^{p_\varepsilon-1} w_\varepsilon (1 + o(1)) \) and \( u_\varepsilon^{p_\varepsilon-1} = v_\varepsilon^{p_\varepsilon-1} (1 + O(|w_\varepsilon|/\gamma_\varepsilon)) \), then

\[
u_\varepsilon^{p_\varepsilon-1} e^{v_\varepsilon^{p_\varepsilon}} = v_\varepsilon^{p_\varepsilon-1} e^{v_\varepsilon^{p_\varepsilon}} \left( 1 + p_\varepsilon v_\varepsilon^{p_\varepsilon-1} w_\varepsilon \left[ 1 + O\left(\frac{|w_\varepsilon|}{\gamma_\varepsilon} + v_\varepsilon^{p_\varepsilon-1} |w_\varepsilon|\right)\right] + O\left(\frac{|w_\varepsilon|}{\gamma_\varepsilon}\right) \right)
\]

\[
= v_\varepsilon^{p_\varepsilon-1} e^{v_\varepsilon^{p_\varepsilon}} \left( 1 + p_\varepsilon v_\varepsilon^{p_\varepsilon-1} w_\varepsilon \left[ 1 + O\left(\gamma_\varepsilon^{p_\varepsilon-1} |w_\varepsilon|\right) + O\left(\gamma_\varepsilon^{-p_\varepsilon}\right)\right] \right),
\]

and, observing also \( e^{2v_\varepsilon} = 1 + O(|\cdot|) \) by (3.9), \( |w_\varepsilon| = O\left(\gamma_\varepsilon^{1-p_\varepsilon} |\cdot|/\tilde{r}_\varepsilon\right) \) by (3.13), and using (3.8) and (3.10), we may write at last

\[
\Delta w_\varepsilon = -e^{2v_\varepsilon}\gamma_\varepsilon |w_\varepsilon| + O(|\cdot| |v_\varepsilon|)
\]

\[
+ \lambda_\varepsilon p_\varepsilon v_\varepsilon^{p_\varepsilon-1} e^{v_\varepsilon^{p_\varepsilon}} \left( p_\varepsilon v_\varepsilon^{p_\varepsilon-1} w_\varepsilon \left[ 1 + O\left(\frac{\cdot}{\tilde{r}_\varepsilon} + \frac{1}{\gamma_\varepsilon^{p_\varepsilon}}\right)\right] + O(|\cdot|) \right)
\]

(3.27)
uniformly in $B_{\frac{R}{\mu}}(0)$ and for all $\varepsilon \ll 1$. Setting now $\tilde{w}_\varepsilon = \gamma^{p_\varepsilon-1} \frac{\tilde{r}_\varepsilon}{\mu_\varepsilon} w_\varepsilon(\mu_\varepsilon \cdot)$ and given any $R \gg 1$, we get from Proposition 2.1 and (3.27) that

$$\Delta \tilde{w}_\varepsilon = O\left(\mu_\varepsilon^2 \tilde{w}_\varepsilon\right) + O\left(\mu_\varepsilon^2 \gamma^{p_\varepsilon} \tilde{r}_\varepsilon\right) + \left[\frac{8\exp(-2T_0)}{p_\varepsilon \gamma^{p_\varepsilon}} \left(1 + O(\gamma^{-p_\varepsilon})\right)\right] \times$$

$$\left(p_\varepsilon \gamma^{p_\varepsilon-1} \tilde{w}_\varepsilon \left[1 + O\left(\frac{\mu_\varepsilon}{\tilde{r}_\varepsilon} + \gamma^{-p_\varepsilon}\right)\right] + O\left(\gamma^{p_\varepsilon-1} \tilde{r}_\varepsilon\right)\right)$$

uniformly in $B_{\frac{R}{\mu}}(0)$, for all $\varepsilon$. Then, by (3.4), (3.14), (3.17), the first assertion in (3.20) and elliptic theory, we get that, up to a subsequence,

$$\lim_{\varepsilon \to 0} \tilde{w}_\varepsilon = w_0 \text{ in } C^1_{loc}(\mathbb{R}^2),$$

(3.28)

where $w_0$ satisfies

$$\left\{\begin{array}{l}
\Delta w_0 = 8 \exp(-2T_0) w_0 \text{ in } \mathbb{R}^2, \\
|w_0| \leq C_0 |\cdot| \text{ in } \mathbb{R}^2.
\end{array}\right.$$  

(3.29)

By the second assertion in (3.20) and (3.28), we have $\nabla w_0(0) = 0$. According to the classification result stated by Chen-Lin [5, Lemma 2.3] and also in the generality on the growth assumption that we need here by Laurain [33, Lemma C.1], this last property and (3.29) imply

$$w_0 \equiv 0.$$  

(3.30)

In order to conclude the proofs of (3.15) and (3.16), we establish now the following key estimate:

$$\lim_{\varepsilon \to 0} \gamma^{p_\varepsilon-1} \tilde{r}_\varepsilon \|\nabla(w_\varepsilon - (\psi_\varepsilon - \psi_\varepsilon(0)))\|_{\infty, \varepsilon} = 0,$$

(3.31)

where $\| \cdot \|_{\infty, \varepsilon}$ denotes $\| \cdot \|_{L^\infty(B_{\tilde{r}_\varepsilon}(0))}$ and where $\psi_\varepsilon$ is given by

$$\left\{\begin{array}{l}
\Delta \psi_\varepsilon = 0 \text{ in } B_{\tilde{r}_\varepsilon}(0), \\
\psi_\varepsilon = w_\varepsilon \text{ on } \partial B_{\tilde{r}_\varepsilon}(0),
\end{array}\right.$$  

(3.32)

for all $\varepsilon$. Let $G^{(\varepsilon)}$ be the Green’s function of $\Delta$ in $B_{\tilde{r}_\varepsilon}(0)$ with zero Dirichlet boundary conditions (for an explicit formula for $G^{(\varepsilon)}$, see for instance Han-Lin [28, Proposition 1.22]). Then (see also for instance [23, Appendix B]), there exists $C > 0$ such that

$$|\nabla G_y^{(\varepsilon)}(x)| \leq \frac{C}{|x - y|},$$  

\(\Box\) Springer
for all $x, y \in B_{\bar{r}_e}(0)$, $x \neq y$ and all $\epsilon$. Let $(y_\epsilon)_\epsilon$ be any sequence such that $y_\epsilon \in B_{\bar{r}_e}(0)$ for all $\epsilon$. By the Green’s representation formula, we may write

$$\nabla (w_\epsilon - \psi_\epsilon)(y_\epsilon) = \int_{B_{\bar{r}_e}(0)} \nabla G^{(2)}_{y_\epsilon}(x)(\Delta w_\epsilon)(x) \, dx$$

for all $\epsilon$. Then, using also (3.9), (3.27), Proposition 2.1 and the first assertion in (3.20), we get that

$$|\nabla (w_\epsilon - \psi_\epsilon)(y_\epsilon)| = O \left( \int_{B_{\bar{r}_e}(0)} \frac{\|\nabla w_\epsilon\|_{\infty, \epsilon} + \gamma_\epsilon}{|y_\epsilon - x|} \, dx \right) + O \left( \int_{B_{\bar{r}_e}(0)} \frac{|x| e^{-2 + \tilde{\eta} t_\epsilon(x)} \left( \|\nabla w_\epsilon\|_{\infty, \epsilon} + \gamma_\epsilon^{1-p_\epsilon} \right) \, dx}{\mu_\epsilon^2 |y_\epsilon - x|} \right),$$

(3.33)

for all $\epsilon$, where $\tilde{\eta}$ is some given constant in $(\eta, 1)$. By the change of variable $x = \bar{r}_e y$, we first deduce

$$\int_{B_{\bar{r}_e}(0)} \frac{|x| \, dx}{|y_\epsilon - x|} = O \left( \bar{r}_e^2 \right).$$

If we have $|y_\epsilon| = O(\mu_\epsilon)$, we get that

$$\int_{B_{\bar{r}_e}(0)} \frac{|x| e^{-2 + \tilde{\eta} t_\epsilon(x)} \, dx}{\mu_\epsilon^2 |y_\epsilon - x|} = O(1)$$

for all $\epsilon$, by the change of variable $x = \mu_\epsilon y$; otherwise, up to a subsequence, we have $\mu_\epsilon = o(|y_\epsilon|)$ and

$$\int_{B_{\bar{r}_e}|y_\epsilon|}(0) \frac{1}{\bar{r}_e^2} \frac{|y| \, dy}{\mu_\epsilon^2 \mu_\epsilon^2 (1 + |y|^2)^{2-\eta} |\tilde{y}_\epsilon - y|} = O(\tilde{\mu}_\epsilon)$$

for all $\epsilon \ll 1$, by the change of variable $x = |y_\epsilon| y$, where $\tilde{y}_\epsilon = y_\epsilon / |y_\epsilon|$ has norm 1 and $\tilde{\mu}_\epsilon = \mu_\epsilon / |y_\epsilon|$. Plugging these estimates in (3.33), we get in any case

\[\Box\ Springer\]
\[ |\nabla (w_\varepsilon - (\psi_\varepsilon - \psi_\varepsilon(0))(y_\varepsilon))| \]
\[ = O \left( (\|\nabla w_\varepsilon\|_{\infty, \varepsilon} + \gamma_\varepsilon \bar{r}_\varepsilon^2) \right) + O \left( \frac{1}{1 + \frac{|y_\varepsilon|}{\mu_\varepsilon}} \right), \]
\[ = \frac{1}{\gamma_\varepsilon^{p_\varepsilon - 1} \bar{r}_\varepsilon} \left( O \left( \frac{1}{1 + \frac{|y_\varepsilon|}{\mu_\varepsilon}} \right) + o(1) \right) \]

(3.34)

for all \( \varepsilon \). The last line in (3.34) uses (3.14) and (3.17). We claim now that \((\psi_\varepsilon)\varepsilon\) from (3.32) satisfies

\[ \|\nabla \psi_\varepsilon\|_{\infty, \varepsilon} = O \left( \frac{1}{\gamma_\varepsilon^{p_\varepsilon - 1} \bar{r}_\varepsilon} \right). \]

(3.35)

Writing \( \nabla \psi_\varepsilon = \nabla w_\varepsilon + \nabla (\psi_\varepsilon - w_\varepsilon) \), using (3.34) which gives

\[ \|\nabla (\psi_\varepsilon - w_\varepsilon)\|_{\infty, \varepsilon} = O \left( \frac{1}{\gamma_\varepsilon^{p_\varepsilon - 1} \bar{r}_\varepsilon} \right), \]

we indeed get (3.35) from (3.14). Thus, we find from (3.35) and elliptic theory that

\[ \lim_{\varepsilon \to 0} \gamma_\varepsilon^{p_\varepsilon - 1} (\psi_\varepsilon(\mu_\varepsilon \cdot) - \psi_\varepsilon(0)) = \psi_0 \text{ in } C^1_{locc}(B_1(0)), \]

(3.36)

up to a subsequence, where \( \psi_0 \) is harmonic in \( B_1(0) \), and we obtain at last

\[ \lim_{\varepsilon \to 0} \gamma_\varepsilon^{p_\varepsilon - 1} \frac{\bar{r}_\varepsilon}{\mu_\varepsilon} (\psi_\varepsilon(\mu_\varepsilon \cdot) - \psi_\varepsilon(0)) = \langle \nabla \psi_0(0), \cdot \rangle \text{ in } C^1_{locc}(\mathbb{R}^2), \]

(3.37)

by (3.4), where \( \langle \cdot, \cdot \rangle \) denotes the standard scalar product in \( \mathbb{R}^2 \).

Assume now by contradiction that (3.31) does not hold true, in other words that, up to a subsequence,

\[ \frac{1}{\gamma_\varepsilon^{p_\varepsilon - 1} \bar{r}_\varepsilon} = O \left( \|\nabla (w_\varepsilon - \psi_\varepsilon)\|_{\infty, \varepsilon} \right) \]

(3.38)

for all \( \varepsilon \). First, we claim that (3.16) holds true, for \( \psi_0 \) as in (3.36)–(3.37). Indeed, let \( R \gg 1 \) be given and let \((y_\varepsilon)\varepsilon\) be such that \( y_\varepsilon \in \partial B_{R \mu_\varepsilon}(0) \) for all \( \varepsilon \ll 1 \). We get from (3.28), (3.30) and (3.37) that

\[ \lim_{\varepsilon \to 0} \gamma_\varepsilon^{p_\varepsilon - 1} \bar{r}_\varepsilon \nabla (w_\varepsilon - \psi_\varepsilon)(y_\varepsilon) = \nabla \psi_0(0). \]
This estimate, combined with (3.34), proves (3.16) since \( R \gg 1 \) may be chosen arbitrarily large. Secondly, we may pick \((y_\varepsilon)_\varepsilon\), such that \( y_\varepsilon \in \overline{B_{\tilde{r}_\varepsilon}(0)} \) and

\[
\| \nabla (w_\varepsilon - \psi_\varepsilon) \|_{\infty, \varepsilon} = | \nabla (w_\varepsilon - (\psi_\varepsilon - \psi_\varepsilon(0)))(y_\varepsilon) |
\]  

(3.39)

for all \( \varepsilon \), and we get from (3.34) and (3.38) that \( |y_\varepsilon| = O(\mu_\varepsilon) \) for all \( \varepsilon \). However, (3.30) and (3.37) with (3.16) contradict (3.38) with (3.39), which concludes the proof of (3.31). Then (3.15) and (3.16) follow from both assertions in (3.20), from (3.31) and from (3.36), which concludes the proof of Proposition 3.1. To end this section, we assume (3.18) and prove (3.19). We have (3.22) and (3.26). Then, using (3.24),

\[
(1 + t)^{1/3} = 1 + O(|t|^{1/3}) \quad \text{for all } t > -1,
\]

\( p_\varepsilon \geq 1 \) and \( v_\varepsilon(\tilde{r}_\varepsilon) \leq y_\varepsilon \), we get first

\[
u_\varepsilon^{1/3} = v_\varepsilon^{1/3}(\tilde{r}_\varepsilon) \left( 1 + O \left( \frac{y_\varepsilon - p_\varepsilon}{\ln \frac{2\tilde{r}_\varepsilon}{|\cdot|}} \right) \right)^{1/3} v_\varepsilon^{1/3}(\tilde{r}_\varepsilon) + O \left( \frac{2\tilde{r}_\varepsilon}{|\cdot|} \right)^{1/3}
\]

uniformly in \( B_{\tilde{r}_\varepsilon}(0) \setminus \{0\} \), so that we eventually get

\[
\int_{B_{\tilde{r}_\varepsilon}(0)} e^{\nu_\varepsilon^{1/3}} d\varepsilon \geq e^{v_\varepsilon^{1/3}(\tilde{r}_\varepsilon)} \int_{B_{\tilde{r}_\varepsilon}(0)} \exp \left( O \left( \frac{2\tilde{r}_\varepsilon}{|\cdot|} \right)^{1/3} \right) dx \gtrsim e^{\left( \frac{(1-\eta)\gamma_\varepsilon}{2} \right)^{1/3} \tilde{r}_\varepsilon^2},
\]

for all \( \varepsilon \ll 1 \), which concludes the proof of (3.19) by (3.18).

\[ \square \]

4 Nonradial blow-up analysis: the case of several bubbles

The following theorem is the main result of this section. It is a quantization result determining in a precise way the possible blow-up energy levels. Notice that assumption (4.3) will follow from variational reasons.

**Theorem 4.1** Let \( h \) be a smooth positive function on \( \Sigma \). Let \((\lambda_\varepsilon)_\varepsilon\) be any sequence of positive real numbers and \((p_\varepsilon)_\varepsilon\) be any sequence of numbers in \([1, 2]\). Let \((u_\varepsilon)_\varepsilon\) be a sequence of smooth functions solving

\[
\Delta_g u_\varepsilon + hu_\varepsilon = \lambda_\varepsilon p_\varepsilon u_\varepsilon^{p_\varepsilon - 1} e^{u_\varepsilon^{p_\varepsilon}}, \quad u_\varepsilon > 0 \text{ in } \Sigma,
\]

(4.1)

for all \( \varepsilon \). Let \((\beta_\varepsilon)_\varepsilon\) be given by

\[
\beta_\varepsilon = \frac{\lambda_\varepsilon p_\varepsilon^2}{2} \left( \int_{\Sigma} (e^{u_\varepsilon^{p_\varepsilon}} - 1) d\nu_g \right)^{\frac{2 - p_\varepsilon}{p_\varepsilon}} \left( \int_{\Sigma} u_\varepsilon^{p_\varepsilon} e^{u_\varepsilon^{p_\varepsilon}} d\nu_g \right)^{\frac{2(p_\varepsilon - 1)}{p_\varepsilon}}
\]

(4.2)
for all $\varepsilon$. If we assume the energy bound

$$\lim_{\varepsilon \to 0} \beta_\varepsilon = \beta \in [0, +\infty),$$  \hspace{1cm} (4.3)

but the pointwise blow-up of the $u_\varepsilon$’s, namely

$$\lim_{\varepsilon \to 0} \max_{\Sigma} u_\varepsilon = +\infty,$$  \hspace{1cm} (4.4)

then, there exists an integer $k \geq 1$ such that

$$\beta = 4\pi k.$$  \hspace{1cm} (4.5)

A quantization result on a surface and in the specific case $p_\varepsilon = 2$ was partially obtained by Yang [53], following basically the scheme of proof developed in [21] to get an analogous result on a bounded domain. However, even in this specific case, Theorem 4.1 is stronger (see also Remark 4.1). Indeed the analysis in [53] does not exclude that a nonzero $H^1$-weak limit $u_0$ of the $u_\varepsilon$’s contributes and breaks (4.5), that would become

$$\beta = 4\pi k + \|u_0\|^2_{H^1}.$$  \hspace{1cm} (4.6)

On a bounded domain and still in this specific case $p_\varepsilon = 2$, starting from the so-called weak pointwise estimates and using the first quantization in [21], a more precise blow-up analysis was carried out and in particular the precise quantization (4.5) was obtained recently in [23]. Here on a surface and for general $p_\varepsilon$’s in $[1, 2)$, our proof starts also from the weak pointwise estimates, but gives at once the precise quantization, without using any intermediate one, by pushing techniques in the spirit of [23]. As mentioned in introduction, perturbing the standard critical nonlinearity in the RHS of (0.16), as we do here, requires to be very careful, if one wants to keep the precise quantization (4.5), which is crucial for the overall strategy of the present paper to work. Indeed, it was recently proven in [41] that (4.5) may actually break down for some perturbations of the nonlinearity in (0.16) which are surprisingly weaker in some sense than the ones that we consider here.

As a byproduct of Theorem 4.1, we easily get the following corollary, allowing to get critical points of $F$ in (0.2) constrained to $E_\beta$ in (0.3), as the limit of critical points of $J_{p, \beta}$ as $p \to 2$, for any fixed $\beta \notin 4\pi \mathbb{N}^*$.  

**Corollary 4.1** Let $h$ be a smooth positive function on $\Sigma$ and let $\beta \in (0, +\infty)\setminus 4\pi \mathbb{N}^*$ be given. Let $(p_\varepsilon)_\varepsilon$ be any sequence of numbers in $[1, 2)$ such that $p_\varepsilon \to 2$ as $\varepsilon \to 0$. Let $(u_\varepsilon)_\varepsilon$ be a sequence of smooth functions such that (4.1) holds true for $\lambda_\varepsilon > 0$ given by (4.2) and for $\beta_\varepsilon := \beta$ for all $\varepsilon$. Then,
up to a subsequence, we have that \( u_\varepsilon \to u \) in \( C^2 \), where \( u > 0 \) is smooth and solves (0.14) for \( p = 2 \) and (0.16).

For any \( \lambda > 0 \), \( p \in [1, 2] \) and \( u \) satisfying (0.12), observe first that we necessarily have

\[
2\lambda \leq \max_{\Sigma} h, \quad (4.7)
\]

by integrating (0.12) in \( \Sigma \), by using \( qt^{q-1}e^{qt} \geq 2t \), for all \( t > 0 \) and all \( q \in [1, 2] \), and the assumption in (0.12) that \( u \) is positive on \( \Sigma \).

**Proof of Corollary 4.1** Let \( \beta, (p_\varepsilon)_\varepsilon, (u_\varepsilon)_\varepsilon \) and \( (\lambda_\varepsilon)_\varepsilon \) be given as in Corollary 4.1. Since \( \beta \notin 4\pi\mathbb{N}^* \), we get from Theorem 4.1 that (4.4) cannot hold true. Then, by (4.7) and by standard elliptic theory as developed in [27], up to a subsequence, \( \lambda_\varepsilon \to \lambda \) and \( u_\varepsilon \to u \) in \( C^2 \) as \( \varepsilon \to 0 \), for some \( C^2 \)-function \( u \geq 0 \) and some \( \lambda \geq 0 \) satisfying the equation in (0.16) and (0.14) for \( p = 2 \). If \( u \equiv 0 \), we clearly get a contradiction with (0.14), since \( \beta > 0 \). Then, \( u \neq 0 \) and \( u > 0 \) in \( \Sigma \) by the maximum principle, which concludes the proof of Corollary 4.1.

We now turn to the proof of Theorem 4.1 itself. From now on, we let \( (\lambda_\varepsilon)_\varepsilon \) be a sequence of positive real numbers, we let \( (p_\varepsilon)_\varepsilon \) be a sequence of numbers in \( [1, 2] \) and we let \( (u_\varepsilon)_\varepsilon \) be a sequence of smooth functions solving (4.1). Let \( (\beta_\varepsilon)_\varepsilon \) be given by (4.2). **We also assume (4.3).** Then, since

\[
\frac{2 - p_\varepsilon}{p_\varepsilon} + \frac{2(p_\varepsilon - 1)}{p_\varepsilon} = 1, \quad (4.8)
\]

Hölder’s inequality gives that

\[
\lambda_\varepsilon \int_{\Sigma} u_\varepsilon^{2(p_\varepsilon - 1)} (e^{p_\varepsilon u_\varepsilon} - 1) \, dv_g = O(1). \quad (4.9)
\]

By (4.7), \( p_\varepsilon \in [1, 2] \) and the fact that \( \Sigma \) has finite volume

\[
\lambda_\varepsilon \int_{\Sigma} u_\varepsilon^{2(p_\varepsilon - 1)} \, dv_g = \lambda_\varepsilon \int_{\{u_\varepsilon \leq 2\}} u_\varepsilon^{2(p_\varepsilon - 1)} \, dv_g + \lambda_\varepsilon \int_{\{u_\varepsilon > 2\}} u_\varepsilon^{2(p_\varepsilon - 1)} \, dv_g \leq O(1) + \lambda_\varepsilon e^{-2} \int_{\Sigma} e^{p_\varepsilon u_\varepsilon} u_\varepsilon^{2(p_\varepsilon - 1)} \, dv_g, \quad (4.10)
\]

then as a consequence

\[
\lambda_\varepsilon \int_{\Sigma} u_\varepsilon^{p_\varepsilon} e^{p_\varepsilon u_\varepsilon} \, dv_g = O(1) \quad (4.11)
\]
for all \( p \in [0, 2(p_\varepsilon - 1)] \) and all \( \varepsilon \). We get \((4.11)\), for \( p = 2(p_\varepsilon - 1) \), combining \((4.9)\) and \((4.10)\), and then also for \( p \in [0, 2(p_\varepsilon - 1)] \), using that \( \Sigma \) has finite volume and \((4.7)\).

As a first step, observe that we may directly get the following rough, sub-critical but global bounds on the \( u_\varepsilon \)'s.

**Lemma 4.1** There exists \( C > 0 \) such that
\[
\int_\Sigma e^{u_\varepsilon^{1/3}} \, dv_g \leq C
\]
for all \( \varepsilon \). In particular, for all given \( p < +\infty \), \( (u_\varepsilon)_\varepsilon \) is bounded in \( L^p \).

Lemma 4.1 strongly relies on \((4.3)\) and is actually the very first step to get Proposition 4.1 below, already obtained in [53] for \( p_\varepsilon = 2 \). This lemma is relevant to handle the term \( hu_\varepsilon \) in the LHS of \((4.1)\), appearing in the present surface setting.

**Proof of Lemma 4.1** Integrating \((4.1)\) in \( \Sigma \), we get from the consequence \((4.11)\) of \((4.3)\) that \( (u_\varepsilon)_\varepsilon \) is bounded in \( L^1 \). Set now \( \tilde{u}_\varepsilon = \max\{u_\varepsilon, 1\} \). Multiplying \((4.1)\) by \( \tilde{u}_\varepsilon^{-1/3} \) and integrating by parts in \( \Sigma \) (see for instance [29, Proposition 2.5]), we get
\[
3 \int_\Sigma |\nabla (\tilde{u}_\varepsilon^{1/3})|^2 \, dv_g = + \int_\Sigma \tilde{u}_\varepsilon^{-1/3} hu_\varepsilon \, dv_g - \lambda_\varepsilon p_\varepsilon \int_\Sigma \tilde{u}_\varepsilon^{-1/3} u_\varepsilon^{p_\varepsilon - 1} e^{u_\varepsilon^{p_\varepsilon}} \, dv_g.
\]
Since \( \tilde{u}_\varepsilon \geq 1 \) and \( (u_\varepsilon)_\varepsilon \) is bounded in \( L^1 \), it is clear that \( \int_\Sigma \tilde{u}_\varepsilon^{-1/3} u_\varepsilon \, dv_g = O(1) \). Concerning the last integral, writing \( \Sigma = \{x \text{ s.t. } u_\varepsilon > 1\} \cup \{x \text{ s.t. } u_\varepsilon \leq 1\} \), we find that the integral on the latter set is of order \( O(1) \) since \( \Sigma \) has finite volume and by \((4.7)\), while the integral on the complement is of order \( O(1) \) by \((4.11)\) for \( p = p_\varepsilon - 1 \), using \( \tilde{u}_\varepsilon \geq 1 \). Similarly, since \( (u_\varepsilon)_\varepsilon \) is bounded in \( L^1 \), \( (\tilde{u}_\varepsilon^{1/3})_\varepsilon \) is bounded in \( L^2 \). Then, by the Moser-Trudinger inequality, \((\exp(\tilde{u}_\varepsilon^{1/3}))_\varepsilon \) is bounded in \( L^1 \). Obviously, the same property also holds for \((\exp(u_\varepsilon^{1/3}))_\varepsilon \), which concludes the proof. \( \square \)

From now on, we also assume that the \( u_\varepsilon \)'s blow-up, namely we assume that \((4.4)\) holds. In order to prove Theorem 4.1, we need to introduce some notation and a first set of pointwise estimates on the \( u_\varepsilon \)'s gathered in Proposition 4.1 below. As aforementioned, these estimates have already been proven by Yang [53] in the case where \( p_\varepsilon \) equals 2 for all \( \varepsilon \). Yet, if this last specific condition is not satisfied, note that, even in the case \( p_\varepsilon \rightarrow 2^- \), we are not here in the suitable framework to use the results from [53], since the nonlinearity appearing in the RHS of \((4.1)\) is not of uniform Moser-Trudinger critical growth (see [21, Definition 1]). However, as it was already observed in the literature (see for
instance [12]), the technique of the pointwise exhaustion of concentration points introduced in [21] is rather robust and may be successfully adapted to a much broader class of problems. Once Lemma 4.1 is obtained, the proof of Proposition 4.1 for general \( p_ε \)'s is very similar to the corresponding proof for \( p_ε = 2 \) in [53].

Concerning the notation, for all \( i \in \{1, ..., N\} \) and \( ε \ll 1 \), we may choose isothermal coordinates \((B_{κ_1}(x_{i,ε}), φ_{i,ε}, U_{i,ε})\) around \( x_{i,ε} \), such that \( φ_{i,ε} \) is a diffeomorphism from \( B_{κ_1}(x_{i,ε}) \subset Σ \) to \( U_{i,ε} \subset \mathbb{R}^2 \), where \( κ_1 > 0 \) is some appropriate given positive constant and \( B_{κ_1}(x_{i,ε}) \) is the ball of radius \( κ_1 \) and center \( x_{i,ε} \) for the metric \( g \), such that \( φ_{i,ε}(0) = 0 \), such that \( B_{2κ}(0) \subset U_{i,ε} \), for some \( κ > 0 \), and such that \((φ_{i,ε})^\ast g = e^{2φ_{i,ε}} ξ\), where \( \mathbb{R}^2 \) is endowed with its standard metric \( ξ \) (see for instance [20,50]). We may also assume that \((φ_{i,ε})_ε \) satisfies

\[
∀ε, \quad φ_{i,ε}(0) = 0 \quad \text{and} \quad \lim_{ε→0} φ_{i,ε} = φ_i \quad \text{in} \quad C^2_{loc}(B_{2κ}(0)). \tag{4.12}
\]

At last, we set

\[
u_i,ε = u_ε \circ φ_{i,ε}^{-1} \quad \text{and} \quad h_i,ε = h \circ φ_{i,ε}^{-1}
\]

in \( B_{2κ}(0) \). We denote also by \( d_\ast(\cdot, \cdot) \) the Riemannian distance on \((Σ, g)\).

**Proposition 4.1**  
Up to a subsequence, there exist an integer \( N ≥ 1 \) and sequences \((x_{i,ε})_ε \) of points in \( Σ \) such that \( ∇u_ε(x_{i,ε}) = 0 \), such that, setting \( γ_{i,ε} := u_ε(x_{i,ε}) \),

\[
μ_{i,ε} := \left( \frac{8}{λ_ε p_ε^2 (p_ε - 1)^2 e^{p_ε γ_{i,ε}}} \right)^{\frac{1}{2}} \rightarrow 0, \tag{4.13}
\]

such that

\[
∀ j \in \{1, ..., N\}\backslash\{i\}, \quad \frac{d_\ast(x_{j,ε}, x_{i,ε})}{μ_{i,ε}} \rightarrow +∞, \tag{4.14}
\]

and such that

\[
\frac{p_ε}{2} γ_{i,ε} (γ_{i,ε} - u_ε(μ_{i,ε} \cdot)) \rightarrow T_0 := \ln (1 + |\cdot|^2) \quad \text{in} \quad C^1_{loc}(\mathbb{R}^2), \tag{4.15}
\]

as \( ε \rightarrow 0 \), for all \( i \in \{1, ..., N\} \). Moreover, there exist \( C_1, C_2 > 0 \) such that we have

\[
\min_{i \in \{1, ..., N\}} u_ε^{p_ε - 1} d_\ast(x_{i,ε}, \cdot)^2 |Δ_\ast u_ε| \leq C_1 \quad \text{in} \quad Σ \tag{4.16}
\]
and

\[
\min_{i \in \{1, \ldots, N\}} u_{\varepsilon}^{p_{\varepsilon} - 1} d_g(x_{i, \varepsilon}, \cdot)|\nabla u_{\varepsilon}|_g \leq C_2 \text{ in } \Sigma
\]  

(4.17)

for all \(\varepsilon\). We also have that \(\lim_{\varepsilon \to 0} x_{i, \varepsilon} = x_i\) for all \(i\), and that there exists \(u_0 \in C^2(\Sigma \setminus S)\) such that

\[
\lim_{\varepsilon \to 0} u_{\varepsilon} = u_0 \text{ in } C^2_{loc}(\Sigma \setminus S),
\]

(4.18)

where \(S := \{x_1, \ldots, x_N\}\).

Observe first that \(\gamma_{i, \varepsilon} \to +\infty\) as \(\varepsilon \to 0\) by (4.7) and (4.13). As an other remark, by (4.14) and (4.15), we have that

\[
4\pi N = N \int_{\mathbb{R}^2} 4e^{-2T_0} dx \leq \liminf_{\varepsilon \to 0} \frac{\lambda_{\varepsilon} p_{\varepsilon}^2}{2} \int_{\Sigma} u_{\varepsilon}^{p_{\varepsilon} - 1} e^{u_{\varepsilon}^{p_{\varepsilon}}} dv_g,
\]

so that (4.3) and its consequence (4.11) for \(p = 2(p_{\varepsilon} - 1)\) are not only used to get (4.15) from the classification in [7], but also to get that the extraction procedure of the blow-up points \((x_{i, \varepsilon})_{\varepsilon}\) has to stop after a finite number \(N\) of steps, which eventually gives (4.16) (see [21, Section 3]).

**Remark 4.1** At this stage, we have only extracted the “highest bubbles” in (4.15) and it is not yet clear at all whether \(N\) in Proposition 4.1 is a good candidate to be \(k\) in (4.5) (see also the discussion in [23, Section 2]). Indeed, for \(p = 2\), it is now known (see [42]) that a tower of \(k\)-bubbles may exist for nonlinearities which are lower order perturbations of the one in (0.16) and we may then have only one “highest bubble” (i.e. \(N = 1\)) with any \(k \in \mathbb{N}^*\) in (4.5).

We get from (4.1) that

\[
\Delta u_{i, \varepsilon} = e^{2\phi_{i, \varepsilon}} \left(-h_{i, \varepsilon} u_{i, \varepsilon} + \lambda_{\varepsilon} p_{\varepsilon} u_{i, \varepsilon}^{p_{\varepsilon} - 1} e^{u_{i, \varepsilon}^{p_{\varepsilon}}}\right), \quad u_{i, \varepsilon} > 0 \text{ in } B_{2\kappa}(0)
\]

(4.19)

for all \(i\) and \(\varepsilon\), where \(\Delta = \Delta_{\varepsilon}\) throughout the paper. For all \(i \in \{1, \ldots, N\}\), we set

\[
\kappa \text{ if } N = 1,
\]

\[
\min \left\{ \frac{1}{3} \min_{j \in \{1, \ldots, N\} \setminus \{i\}} d_g(x_{i, \varepsilon}, x_{j, \varepsilon}), \kappa \right\} \text{ otherwise},
\]

(4.20)

for all \(\varepsilon\), so that we get from (4.13) and (4.14) that

\[
\lim_{\varepsilon \to 0} \frac{\mu_{i, \varepsilon}}{r_{i, \varepsilon}} = 0.
\]

(4.21)
We set \( t_{i, \varepsilon} := \ln \left( 1 + \frac{\|i\|^2}{\mu_{i, \varepsilon}} \right) \) in \( \mathbb{R}^2 \). We set also
\[
v_{i, \varepsilon} = B_{\gamma_{i, \varepsilon}},
\]
where \( B_{\gamma} \) is as in (2.6) for \( (p_{\gamma})_\gamma \) and \( (\mu_{\gamma})_\gamma \) satisfying \( p_{\gamma_{i, \varepsilon}} = p_{\varepsilon} \) and \( \mu_{\gamma_{i, \varepsilon}} = \mu_{i, \varepsilon} \), for all \( \varepsilon \) and all \( i \in \{1, \ldots, N\} \). Up to renumbering, we may also assume that
\[
r_{1, \varepsilon} \leq r_{2, \varepsilon} \leq \ldots \leq r_{N, \varepsilon}
\]
(4.23)
for all \( \varepsilon \).

In order to link the present situation to the results of Sects. 2 and 3, we need some preliminary observations. Let \( l \in \{1, \ldots, N\} \) be given. Given a parameter \( \eta \in (0, 1) \) that is going to take several values in the proof below, we let \( r^{(\eta)}_{l, \varepsilon} \) be given by
\[
t_{l, \varepsilon} \left( r^{(\eta)}_{l, \varepsilon} \right) = \eta \frac{p_{\varepsilon} p_{\gamma_{l, \varepsilon}}}{2},
\]
(4.24)
and, for \( r_{l, \varepsilon} \) as in (4.20), we set
\[
\bar{r}^{(\eta)}_{l, \varepsilon} = \min \left( r_{l, \varepsilon}, r^{(\eta)}_{l, \varepsilon} \right)
\]
(4.25)
for all \( \varepsilon \). By collecting the above preliminary information, we can check that Proposition 3.1 applies with \( \bar{r}_{\varepsilon} = \bar{r}^{(\eta)}_{l, \varepsilon} \), \( \varphi_{\varepsilon} = \varphi_{l, \varepsilon} \), \( u_{\varepsilon} = u_{l, \varepsilon} \), \( \gamma_{\varepsilon} = \gamma_{l, \varepsilon} \) and \( v_{\varepsilon} = v_{l, \varepsilon} \). In particular, the definition (4.20) of \( r_{l, \varepsilon} \) is used to get (3.11) from (4.17), while Lemma 4.1 is used to get (3.6) and (3.18). As a remark, the metrics \( (\phi_{l, \varepsilon})_\star g \) and \( \xi \) are equivalent in \( B_\kappa(0) \) by (4.12): we use this fact here and currently in the sequel. We get in particular (see (3.19)) that \( \bar{r}^{(\eta)}_{l, \varepsilon} = o(1) \) and even that
\[
\ln \gamma_{l, \varepsilon} = o \left( \ln \left( \frac{1}{\bar{r}^{(\eta)}_{l, \varepsilon}} \right) \right),
\]
(4.26)
so that Proposition 3.1 also applies (see the remark involving (3.17)), and so that we get
\[
\gamma_{l, \varepsilon} \geq v_{l, \varepsilon} = \gamma_{l, \varepsilon} \left( 1 - \frac{2t_{l, \varepsilon} \left( 1 + O \left( \gamma_{l, \varepsilon}^{-p_{\varepsilon}} \right) \right)}{p_{\varepsilon} \gamma_{l, \varepsilon}^{p_{\varepsilon}}} \right)
\]
\[
\geq (1 - \eta) \gamma_{l, \varepsilon} + O \left( \gamma_{l, \varepsilon}^{1-p_{\varepsilon}} \right),
\]
(4.27)
uniformly in \(\left[0, \tilde{r}_{1,\varepsilon}(\eta)\right]\) and for all \(\varepsilon \ll 1\), using Proposition 2.1 and (4.24). We also get from Sect. 3 (see (3.13)) that
\[
|u_{l,\varepsilon} - v_{l,\varepsilon}| = O\left(\frac{|\cdot|}{\gamma_{l,\varepsilon}^{p_{\varepsilon}-1} \tilde{r}_{l,\varepsilon}^{(\eta)}}\right)
\] (4.28)
and (see (3.14))
\[
|\nabla(u_{l,\varepsilon} - v_{l,\varepsilon})| = O\left(\frac{1}{\gamma_{l,\varepsilon}^{p_{\varepsilon}-1} \tilde{r}_{l,\varepsilon}^{(\eta)}}\right)
\] (4.29)
uniformly in \(B_{\tilde{r}_{l,\varepsilon}}(0)\) and for all \(\varepsilon \ll 1\). We get now the following result:

**Step 4.1** For all \(i \in \{1, ..., N\}\), we have that
\[
\liminf_{\varepsilon \to 0} \frac{2t_{l,\varepsilon}(r_{i,\varepsilon})}{p_{\varepsilon} \gamma_{i,\varepsilon}^{p_{\varepsilon}}} \geq 1,
\] (4.30)
and that there exists \(C \gg 1\) such that
\[
0 < \tilde{u}_{i,\varepsilon}(r) \leq -\left(\frac{2}{p_{\varepsilon}} - 1\right) \gamma_{i,\varepsilon} + \frac{2}{p_{\varepsilon} \gamma_{i,\varepsilon}^{p_{\varepsilon}-1}} \ln \frac{C}{\lambda_{\varepsilon} \gamma_{i,\varepsilon}^{2(2(p_{\varepsilon}-1))r^2}} + O\left(r^{3/2}\right)
\] (4.31)
uniformly in \(r \in (0, \kappa]\) and for all \(\varepsilon \ll 1\), where \(\tilde{u}_{i,\varepsilon}\) is continuous in \([0, 2\kappa]\) and given by
\[
\tilde{u}_{i,\varepsilon}(r) = \frac{1}{2\pi r} \int_{\partial B_r(0)} u_{i,\varepsilon} \, d\sigma_{\xi},
\] (4.32)
for all \(r \in (0, 2\kappa)\), where \(d\sigma_{\xi}\) is the volume element for the metric induced in \(\partial B_r(0)\) by the standard metric \(\xi\) in \(\mathbb{R}^2\).

**Proof of Step 4.1** We divide the proof of Step 4.1 into two parts. □

**Proof of (4.31)** Here we show (4.31), assuming that (4.30) is already obtained for some \(i\). Let \(\eta_1 < \eta_2\) be two given numbers in \((0, 1)\). Then by (4.24), (4.25) and (4.30), we get
\[
\tilde{r}_{i,\varepsilon}^{(\eta_1)} = r_{i,\varepsilon}^{(\eta_1)} \quad \text{and} \quad \tilde{r}_{i,\varepsilon}^{(\eta_2)} = r_{i,\varepsilon}^{(\eta_2)}
\]
for all $\varepsilon \ll 1$. Then (4.31) holds true uniformly in $\left[0, r_{i,\varepsilon}^{(\eta_2)}\right]$ using (2.8) and (4.28) for $l = i$ and parameters $\eta_1$ or $\eta_2$. We get also from (4.27) and (4.28) that

$$
\bar{u}_{i,\varepsilon} \left( r_{i,\varepsilon}^{(\eta_1)} \right) = u_{i,\varepsilon} \left( r_{i,\varepsilon}^{(\eta_1)} \right) + O \left( \gamma_{i,\varepsilon}^{1-p_\varepsilon} \right) \leq \gamma_{i,\varepsilon} + O \left( \gamma_{i,\varepsilon}^{1-p_\varepsilon} \right),
$$

and from (4.29) that

$$
\| \nabla (u_{i,\varepsilon} - v_{i,\varepsilon}) \|_{L^\infty \left( \partial B_{r_{i,\varepsilon}^{(\eta_1)}}(0) \right)} = O \left( \frac{1}{\gamma_{i,\varepsilon}^{p_\varepsilon-1} r_{i,\varepsilon}^{(\eta_2)}} \right)
$$

for all $\varepsilon \ll 1$. For $f$ a $C^2$ function around $0 \in \mathbb{R}^2$ and $r \geq 0$, we let $\bar{f}(r)$ (see (4.32)) be the average of $f$ on $\partial B_r(0)$; integrating by parts, we get

$$
-2\pi r \bar{f}'(r) = \int_{B_r(0)} (\Delta f)(x) dx
$$

with the usual radial (abuse of) notation. We write with (4.12) and (4.19) that

$$
\int_{B_r(0)} (\Delta u_{i,\varepsilon}) dx \geq \int_{B_{r_{i,\varepsilon}^{(\eta_1)}}(0)} (\Delta u_{i,\varepsilon}) dx + O \left( \int_{B_r(0) \setminus B_{r_{i,\varepsilon}^{(\eta_1)}}(0)} u_{i,\varepsilon} dx \right),
$$

that $\int_{B_r(0)} u_{i,\varepsilon} dx = O \left( r^{3/2} \right)$ by Hölder’s inequality with Lemma 4.1 for $p = 4$, and then, with (4.35), that

$$
\bar{u}_{i,\varepsilon}'(r) \leq -\frac{1}{2\pi r} \left( -2\pi r_{i,\varepsilon}^{(\eta_1)} \bar{u}_{i,\varepsilon}' \left( r_{i,\varepsilon}^{(\eta_1)} \right) \right) + O \left( r^{1/2} \right)
$$

uniformly in $r \in \left[ r_{i,\varepsilon}^{(\eta_1)}, \kappa \right]$ and for all $\varepsilon \ll 1$. We get from the definition (4.24) of $r_{l,\varepsilon}^{(\eta_j)}$ for $l = i$ and $j \in \{1, 2\}$ that

$$
\ln \frac{r_{i,\varepsilon}^{(\eta_1)}}{r_{i,\varepsilon}^{(\eta_2)}} = -\frac{p_\varepsilon \gamma_{i,\varepsilon}^{p_\varepsilon}}{4} (\eta_2 - \eta_1) + o(1)
$$

as $\varepsilon \to 0$. We now write

$$
\bar{u}_{i,\varepsilon}' = v_{i,\varepsilon}' + (\bar{u}_{i,\varepsilon}' - v_{i,\varepsilon}') = -\frac{2 \gamma_{i,\varepsilon}^{1-p_\varepsilon}}{p_\varepsilon \gamma_{i,\varepsilon}^{p_\varepsilon-1}} \left[ 1 + O \left( \gamma_{i,\varepsilon}^{1-p_\varepsilon} \right) + O \left( \gamma_{i,\varepsilon}^{1-p_\varepsilon} \right) \right],
$$
at \( r_{i,\varepsilon}^{(\eta)} \) for all \( \varepsilon \ll 1 \), using Proposition 2.1 and (4.34). This implies with (4.37) that

\[
-2\pi r_{i,\varepsilon}^{(\eta)} \ddot{u}_{i,\varepsilon} \left( r_{i,\varepsilon}^{(\eta)} \right) = \frac{8\pi}{p_{e}Y_{i,\varepsilon}^{p_{e} - 1}} + O \left( Y_{i,\varepsilon}^{1 - 2p_{e}} \right),
\]

(4.38)

using also that

\[
r_{i,\varepsilon}^{(\eta)} t_{i,\varepsilon} \left( r_{i,\varepsilon}^{(\eta)} \right) = 2 + O \left( \gamma_{i,\varepsilon}^{-p_{e}} \right)
\]

for all \( \varepsilon \ll 1 \), by the definition (4.24) of \( r_{i,\varepsilon}^{(\eta)} \). Then, integrating (4.36) in \([r_{i,\varepsilon}^{(\eta)}, s]\) and using the fundamental theorem of calculus and (4.38), we get that

\[
\bar{u}_{i,\varepsilon}(s) - \bar{u}_{i,\varepsilon} \left( r_{i,\varepsilon}^{(\eta)} \right) \leq -\frac{4}{p_{e}Y_{i,\varepsilon}^{p_{e} - 1}} \ln \frac{s}{Y_{i,\varepsilon}^{r_{i,\varepsilon}^{(\eta)}}} \left( 1 + O \left( \gamma_{i,\varepsilon}^{-p_{e}} \right) \right) + O \left( s^{3/2} \right)
\]

(4.39)

uniformly in \( s \in [r_{i,\varepsilon}^{(\eta)}, \kappa] \), for all \( \varepsilon \ll 1 \), and conclude the proof of (4.31) by evaluating \( \bar{u}_{i,\varepsilon} \left( r_{i,\varepsilon}^{(\eta)} \right) \) with (2.8) and (4.33). To get the existence of \( C > 0 \) in (4.31) from the remainder in (4.39), we use that (4.39) and \( \bar{u}_{i,\varepsilon}(\kappa) > 0 \) imply

\[
0 \leq \ln \frac{s}{Y_{i,\varepsilon}^{r_{i,\varepsilon}^{(\eta)}}} = O \left( \gamma_{i,\varepsilon}^{p_{e} - 1} \bar{u}_{i,\varepsilon} \left( r_{i,\varepsilon}^{(\eta)} \right) \right) + O \left( \gamma_{i,\varepsilon}^{-p_{e}} \right) = O \left( \gamma_{i,\varepsilon}^{-p_{e}} \right)
\]

uniformly in \( s \in [r_{i,\varepsilon}^{(\eta)}, \kappa] \) and for all \( \varepsilon \ll 1 \), thanks to (4.33).

**Proof of (4.30)** We now turn to the proof of (4.30). We prove it by induction on \( i \in \{1, \ldots, N\} \). In particular, we assume that (4.30) holds true at steps 1, ... \( i - 1 \) if \( i \geq 2 \). By contradiction, assume in addition that (4.30) does not hold true at step \( i \). Thus, by (4.24)–(4.25), up to a subsequence, we may choose and fix \( \eta \in (0, 1) \) sufficiently close to 1 such that

\[
r_{i,\varepsilon}^{(\eta)} = r_{i,\varepsilon}
\]

(4.40)

for all \( \varepsilon \ll 1 \). Set \( J_{i} = \{ j \in \{1, \ldots, N\} \text{ s.t. } d_{g}(x_{i,\varepsilon}, x_{j,\varepsilon}) = O \left( r_{i,\varepsilon} \right) \} \). Obviously, we get from (4.20) that

\[
r_{i,\varepsilon} = O \left( r_{i,\varepsilon} \right)
\]

(4.41)
for all \( \varepsilon \ll 1 \) and all \( l \in J_i \). We also find from (4.26) for \( l = i \) and from (4.40) that \( r_{i,\varepsilon} \to 0 \), so we get from (4.12) that

\[
g_{l,\varepsilon} := \left[ (\phi_{l,\varepsilon}) \right]_{\cdot} g (r_{i,\varepsilon}) \to \xi \quad \text{in} \quad C_{loc}^2(\mathbb{R}^2),
\]

(4.42)
as \( \varepsilon \to 0 \) for all \( l \in J_i \). Up to a subsequence, we may assume that

\[
\lim_{\varepsilon \to 0} \frac{\phi_{i,\varepsilon}(x_{l,\varepsilon})}{r_{i,\varepsilon}} = \tilde{x}_l \in \mathbb{R}^2
\]

for all \( l \in J_i \), and we have that \( S_i := \{\tilde{x}_l, l \in J_i\} \) contains at least two distinct points, by (4.20), since \( r_{i,\varepsilon} \to 0 \) as \( \varepsilon \to 0 \). We may now choose and fix \( \tau \in (0, 1) \) small enough such that

\[
3\tau < \min_{\{(x,y) \in S_i^2, x \neq y\}} |x - y|
\]

and such that \( S_i \subset B_{1/(3\tau)}(0) \). We can check that there exists \( C > 0 \) such that any point in

\[
\Omega_{i,\varepsilon} := B_{r_{i,\varepsilon}/\tau}(0) \setminus \bigcup_{j \in J_i} B_{\tau r_{j,\varepsilon}}(\phi_{i,\varepsilon}(x_{j,\varepsilon}))
\]

may be joined to \( \partial B_{\tau r_{i,\varepsilon}}(0) \) by a \( C^1 \) path in \( \Omega_{i,\varepsilon} \) of \( \xi \)-length at most \( C r_{i,\varepsilon} \), for all \( \varepsilon \ll 1 \). Therefore, by (4.40) with (4.27) and (4.28) for \( l = i \), we may estimate first \( u_{i,\varepsilon} \) on \( \partial B_{\tau r_{i,\varepsilon}}(0) \) and then get from (4.17) and (4.42) that

\[
u_{i,\varepsilon} = \tilde{u}_{i,\varepsilon}(\tau r_{i,\varepsilon}) + O \left( \gamma_{i,\varepsilon}^{1-p_\varepsilon} \right) \geq (1 - \eta) \gamma_{i,\varepsilon} + O(1)
\]

(4.43)
uniformly in \( \Omega_{i,\varepsilon} \) and for all \( \varepsilon \ll 1 \), with \( \eta \in (0, 1) \) still as initially fixed in (4.40). Independently, we get from (2.8), (4.28) for \( l = i \) and (4.40) that

\[
\tilde{u}_{i,\varepsilon}(\tau r_{i,\varepsilon}) = -\left( \frac{2}{p_\varepsilon} - 1 \right) \gamma_{i,\varepsilon} + \frac{2}{p_\varepsilon^{p_\varepsilon-1}} \left( \ln \frac{1}{\lambda_\varepsilon \gamma_{i,\varepsilon}^{2(p_\varepsilon-1)} r_{i,\varepsilon}^2} + O(1) \right)
\]

(4.44)
for all \( \varepsilon \ll 1 \).

- We prove now that, for all \( j \in J_i \)

\[
j < i \implies \lim_{\varepsilon \to 0} \frac{\gamma_{i,\varepsilon}}{\gamma_{j,\varepsilon}} = 0.
\]

(4.45)
up to a subsequence. Then, let $j \in J_i$ such that $j < i$. By (4.23), we have that $r_{j,\varepsilon} \leq r_{i,\varepsilon}$ and, by our induction assumption, we know from (4.30) at step $j$ and from (4.24)–(4.25) that, given any $\eta_2 \in (0, 1)$,

$$\tilde{r}_{j,\varepsilon}^{(\eta_2)} = r_{j,\varepsilon}^{(\eta_2)}$$

(4.46)

for all $\varepsilon \ll 1$. Then, by (4.27), by (4.28) for $l = j$ with parameter $\eta = \eta_2$, and by the definition (4.24) of $r_{j,\varepsilon}^{(\eta_2)}$ we have that

$$\tilde{u}_{j,\varepsilon} \left( \tilde{r}_{j,\varepsilon}^{(\eta_2)} \right) \leq (1 - \eta_2) \gamma_{j,\varepsilon} (1 + o(1))$$

as $\varepsilon \to 0$. For all $l \in J_i$, let $w_{l,\varepsilon}$ be given by

$$\begin{cases}
\Delta w_{l,\varepsilon} = -e^{2\phi_{l,\varepsilon}} h_{l,\varepsilon} u_{l,\varepsilon} & \text{in } B_{r_{l,\varepsilon}/(2\tau)}(0), \\
 w_{l,\varepsilon} = 0 & \text{on } \partial B_{r_{l,\varepsilon}/(2\tau)}(0).
\end{cases}$$

(4.47)

By observing that $\Delta(u_{l,\varepsilon} - w_{l,\varepsilon}) \geq 0$ in $B_{r_{l,\varepsilon}/(2\tau)}(0)$ by (4.19), the maximum principle yields that $u_{l,\varepsilon} - w_{l,\varepsilon}$ attains its infimum on $B_{r_{l,\varepsilon}/(2\tau)}(0)$ at some point in $\partial B_{r_{l,\varepsilon}/(2\tau)}(0)$. Moreover, for all given $p \in (1, +\infty)$, we get from Lemma 4.1 and (4.12) that

$$\|\Delta(w_{l,\varepsilon}(r_{l,\varepsilon} \cdot))\|_{L^p(B_{1/(2\tau)}(0))} = O \left( \frac{2^{(p-1)} r_{l,\varepsilon}^{2(p-1)}}{r_{l,\varepsilon}^p} \right),$$

so, by elliptic theory, (4.24)–(4.26) and (4.40), we get

$$w_{l,\varepsilon}(r_{l,\varepsilon} \cdot) = O \left( r_{l,\varepsilon}^{2(p-1)} \right) = o \left( \gamma_{l,\varepsilon}^{1-p} \right)$$

(4.48)

uniformly in $B_{1/(2\tau)}(0)$ as $\varepsilon \to 0$. Summarizing this argument for $l = j$, we get

$$(1 - \eta) \gamma_{l,\varepsilon} \leq (1 - \eta_2) \gamma_{j,\varepsilon} (1 + o(1))$$

(4.49)

as $\varepsilon \to 0$, using also (4.42)–(4.43). Indeed, by (4.42), observe that we may choose $\tau > 0$ sufficiently small from the beginning to have

$$\partial B_{r_{l,\varepsilon}/(2\tau)}(0) \subset \phi_{l,\varepsilon}^{-1} \circ \phi_{l,\varepsilon}(\Omega_{l,\varepsilon}),$$

(4.50)

so that we may estimate $u_{l,\varepsilon}$ on $\partial B_{r_{l,\varepsilon}/(2\tau)}(0)$ with (4.43), for all $l \in J_i$ and all $\varepsilon \ll 1$. Since $\eta_2 < 1$ may be chosen arbitrarily close to 1, (4.49) gives (4.45).
We prove now that, for all \( j \in J_i \),
\[
\gamma_{j,\varepsilon} = O(\gamma_{i,\varepsilon}).
\] (4.51)

By contradiction, if (4.51) does not hold true, we choose \( j \in J_i \) such that
\[
\lim_{\varepsilon \to 0} \frac{\gamma_{i,\varepsilon}}{\gamma_{j,\varepsilon}} = 0,
\] (4.52)
up to a subsequence. In particular, we have \( j \neq i \). If \( j > i \), we may write that
\[
t_{j,\varepsilon}(r_{j,\varepsilon}) = \ln \frac{r_{j,\varepsilon}^2}{\mu_{j,\varepsilon}^2} + o(1),
\]
\[
= \ln \frac{r_{j,\varepsilon}^2}{r_{i,\varepsilon}^2} + t_{i,\varepsilon}(r_{i,\varepsilon}) + \ln \frac{\mu_{i,\varepsilon}^2}{\mu_{j,\varepsilon}^2} + o(1),
\] (4.53)
\[
= O(1) + \frac{\eta p_{\varepsilon}}{2} \gamma_{i,\varepsilon} + \gamma_{j,\varepsilon} p_{\varepsilon} - \gamma_{i,\varepsilon} p_{\varepsilon} + O(\ln \gamma_{i,\varepsilon} + \ln \gamma_{j,\varepsilon}),
\]
\[
= \gamma_{j,\varepsilon} p_{\varepsilon}(1 + o(1))
\]
as \( \varepsilon \to 0 \). The first two equalities use (4.21); the third one uses first our assumption \( j > i \) with (4.23) and (4.41), then the definition (4.24) for \( \eta \) as in (4.40), and at last (4.13); the last equality uses (4.52). Thus, given any \( \eta_2 \in (0, 1) \), we get in complement of (4.45) and the paragraph below that (4.46) holds true also if \( j > i \). As a first consequence, for all given \( 0 < \eta'_2 < \eta_2 < 1 \), we get that
\[
\lim_{\varepsilon \to 0} \frac{r_{j,\varepsilon}(\eta'_2)}{r_{i,\varepsilon}} = 0,
\] (4.54)
using (4.41). We get from (2.8) and (4.28), for \( l = j \) and parameter \( \eta'_2 \), that
\[
\tilde{u}_{j,\varepsilon}\left(r_{j,\varepsilon}(\eta'_2)\right) = -\left(\frac{2}{p_{\varepsilon}} - 1\right) \gamma_{j,\varepsilon}
\]
\[
+ \frac{2}{p_{\varepsilon} r_{j,\varepsilon}^{p_{\varepsilon} - 1}} \left(\ln \frac{1}{\lambda_{\varepsilon} \gamma_{j,\varepsilon}^{2(\eta'_2) - 1} \left(r_{j,\varepsilon}(\eta'_2)\right)^{2}} + O(1)\right)
\] (4.55)
for all \( \varepsilon \ll 1 \).
In order to have the desired contradiction with (4.52), fixing $\eta_2 \in (0, 1)$, we prove now the following estimate

$$\bar{u}_{j, \varepsilon} \left( r^{(\eta_2)}_{j, \varepsilon} \right) \geq \bar{u}_{i, \varepsilon}(\tau r_{i, \varepsilon}) + \frac{2}{p_\varepsilon} \ln \left( \frac{r^2_{i, \varepsilon}}{r^{(\eta_2)}_{j, \varepsilon}} \right)^2 + O \left( \gamma_{i, \varepsilon}^{1-p_\varepsilon} \right)$$

(4.56)

for all $\varepsilon \ll 1$. Let $\psi_{\varepsilon}$ be given by

$$\begin{cases}
\Delta \psi_{\varepsilon} = 0 \text{ in } B_{r_{i, \varepsilon}/(2\tau)}(0), \\
\psi_{\varepsilon} = u_{i, \varepsilon} \text{ on } \partial B_{r_{i, \varepsilon}/(2\tau)}(0),
\end{cases}$$

for all $\varepsilon$. We get first

$$\psi_{\varepsilon} = \bar{u}_{i, \varepsilon}(\tau r_{i, \varepsilon}) + O \left( \gamma_{i, \varepsilon}^{1-p_\varepsilon} \right)$$

(4.57)

for all $\varepsilon \ll 1$, by (4.43), (4.50) and the maximum principle for the harmonic function $\psi_{\varepsilon}$. Let $(z_{\varepsilon})_{\varepsilon}$ be any sequence of points such that $|z_{\varepsilon}| = r_{i, \varepsilon}^{(\eta_2)}$ for all $\varepsilon$. Let $G_{\varepsilon}$ be the Green’s function of $\Delta$ in $B_{r_{i, \varepsilon}/(2\tau)}(0)$ with zero Dirichlet boundary conditions. We know that $G_{\varepsilon}(x, y) > 0$ by the maximum principle for all $x, y \in B_{r_{i, \varepsilon}/(2\tau)}(0)$, $x \neq y$ and for all $\varepsilon$. Let $\eta_1 \in (0, \eta_2)$ be fixed. By Green’s representation formula and (4.19), using the positivity of $\Delta u_{j, \varepsilon} + e^{2\psi_{j, \varepsilon} h_{j, \varepsilon}} u_{j, \varepsilon}$ and that of $G_{\varepsilon}(z_{\varepsilon}, \cdot)$, we have that

$$(u_{j, \varepsilon} - \psi_{\varepsilon} - w_{j, \varepsilon})(z_{\varepsilon}) \geq \lambda_{h_{j, \varepsilon}} p_{\varepsilon} \int_{B_{r_{i, \varepsilon}/(2\tau)}(0)} G_{\varepsilon}(z_{\varepsilon}, y) e^{2\psi_{j, \varepsilon} u_{j, \varepsilon}(y)} p_{\varepsilon}^{-1} e^{u_{j, \varepsilon}(y)} dy$$

(4.58)

for all $\varepsilon \ll 1$, with $w_{j, \varepsilon}$ given by (4.47). There exists $C > 0$ (see [23, Appendix B]) such that

$$\left| G_{\varepsilon}(z, y) - \frac{1}{2\pi} \ln \frac{r_{i, \varepsilon}}{|z - y|} \right| \leq C$$

for all $y \in B_{r_{i, \varepsilon}/(2\tau)}(0)$, for all $z \in B_{5r_{i, \varepsilon}/(12\tau)}(0)$, $y \neq z$ and for all $\varepsilon \ll 1$. Observe also that (4.37) holds true for $l = j$. Then, since $|z_{\varepsilon}| = r_{i, \varepsilon}^{(\eta_2)}$, we first get that

$$G_{\varepsilon}(z_{\varepsilon}, \cdot) = \frac{1}{2\pi} \ln \frac{r_{i, \varepsilon}}{|z_{\varepsilon}|} + O(1) + O \left( \frac{|\cdot|}{|z_{\varepsilon}|} \right) = \frac{1}{2\pi} \ln \frac{r_{i, \varepsilon}}{r_{j, \varepsilon}^{(\eta_2)}} + O(1)$$

(4.59)
uniformly in $B_{r_j,\eta}^{(\eta_1)}(0)$ and for all $\varepsilon \ll 1$. Now, by (4.27) and (4.28) for $l = j$ with parameter $\eta = \eta_2$, computing as in Proposition 2.1 or in the argument involving (3.27), we get that, for some given $\tilde{\eta} \in (0, 1),
\lambda \varepsilon p e^{2\varphi_{j,\varepsilon} u_{j,\varepsilon}^{p_e-1} e^{\varphi_{j,\varepsilon} u_{j,\varepsilon}}} = \frac{8e^{-2\varphi_{j,\varepsilon} u_{j,\varepsilon}^{p_e-1} e^{\varphi_{j,\varepsilon} u_{j,\varepsilon}}}}{\mu_{j,\varepsilon}^{p_e} r_{j,\varepsilon}^{p_e-1} p_e} \left(1 + O \left(e^{\tilde{\eta} \varphi_{j,\varepsilon} u_{j,\varepsilon}^{p_e-1} e^{\varphi_{j,\varepsilon} u_{j,\varepsilon}}} \cdot |\cdot| + \frac{1}{\gamma_{j,\varepsilon}} \right) \right)
(4.60)
in $B_{r_j,\eta}^{(\eta_1)}(0)$ and for all $\varepsilon \ll 1$. Resuming arguments in (4.53) and using (4.54), we have that

$$0 < \ln \frac{r_{i,\varepsilon}}{r_{j,\varepsilon}^{(\eta_2)}} \leq \ln \frac{r_{i,\varepsilon}}{\mu_{i,\varepsilon}} + \ln \frac{\mu_{i,\varepsilon}}{\mu_{j,\varepsilon}} = \gamma_{j,\varepsilon} p_e (1 + o(1))
(4.61)$$
as $\varepsilon \to 0$, since (4.52) is assumed to be true. By (4.59), (4.60) and (4.61), we get that

$$\lambda \varepsilon p_e \int_{B_{r_j,\eta}^{(\eta_1)}(0)} G_\varepsilon(z, y) u_{j,\varepsilon}(y) p_e^{p_e-1} e^{p_e u_{j,\varepsilon}(y)} dy
= \left(\frac{1}{2\pi} \ln \frac{r_{i,\varepsilon}}{r_{j,\varepsilon}^{(\eta_2)}} + O(1) \right) \frac{8\pi}{\gamma_{j,\varepsilon}^{p_e-1} p_e} \left(1 + O \left(\left[\mu_{j,\varepsilon}/r_{j,\varepsilon}^{(\eta_1)}\right]^2 \right) \right)
+ O \left(\frac{r_{j,\varepsilon}^{(\eta_1)}}{r_{j,\varepsilon}^{(\eta_2)}} + \frac{1}{\gamma_{j,\varepsilon}^{p_e}} \right)\right)
= \frac{2}{p_e \gamma_{j,\varepsilon}^{p_e-1}} \ln \frac{r_{i,\varepsilon}^2}{r_{j,\varepsilon}^{(\eta_2)}} + \ln \frac{1}{\gamma_{j,\varepsilon}^{p_e}}
$$
for all $\varepsilon \ll 1$, using the definition of $r_{j,\varepsilon}^{(\eta_1)}$, (4.37) and (4.46) with (4.26) for $l = j$. By plugging this last estimate with (4.48), (4.52) and (4.57) in (4.58), since $(z_\varepsilon)_\varepsilon$ is arbitrary, this concludes the proof of (4.56).

We now plug (4.44) and (4.55) in (4.56) and we get

$$\left(\frac{2}{p_e} - 1\right) \gamma_{j,\varepsilon} (1 + o(1)) + \frac{2 + o(1)}{p_e \gamma_{i,\varepsilon}^{p_e-1}} \left(\ln \frac{1}{r_{i,\varepsilon}^2} + \ln \frac{1}{\lambda_{\varepsilon}} \right) \leq O \left(\gamma_{j,\varepsilon}^{1-p_e} \ln \gamma_{i,\varepsilon} \right)$$
still using (4.52). However this estimate gives a contradiction for $\varepsilon \ll 1$, by (4.7) and (4.26) for $l = i$ and (4.40): (4.51) is proven.
• Then, using (4.23) and (4.45), (4.51) implies that for all \( l \in J_i \)

\[
\frac{2t_{j,\varepsilon}(r_{j,\varepsilon})}{p_{\varepsilon}r_{j,\varepsilon}^{p_{\varepsilon}}} \geq 1 + o(1)
\]

as \( \varepsilon \to 0 \). As a remark, we must have \( j \neq i \) by (4.40). Then, for all given \( \eta_2 \in (0, 1) \), (4.46) holds true and the argument between (4.46) and (4.51) gives (4.52), which does not occur by (4.51) and proves (4.63). For \( j \in J_i \), since

\[
\phi_{i,\varepsilon} \circ \phi_{j,\varepsilon}^{-1} (\partial B_{r_{j,\varepsilon}/2}(0)) \subset \Omega_{i,\varepsilon}
\]

by (4.20), (4.42), (4.62) and the definition of \( \tau \), we get from the equality in (4.43)

\[
\tilde{u}_{j,\varepsilon}(r_{j,\varepsilon}/2) = \tilde{u}_{i,\varepsilon}(\tau r_{i,\varepsilon}) + O \left( r_{i,\varepsilon}^{p_{\varepsilon}^{-1}} \right),
\]

so that we eventually have

\[
\gamma_{i,\varepsilon} = O \left( \gamma_{j,\varepsilon} \right),
\]

using the inequality in (4.43) and since \( \tilde{u}_{j,\varepsilon}(r_{j,\varepsilon}^{(\eta_3)}/2) \leq 2\gamma_{j,\varepsilon} \) by (4.27), (4.28) and (4.63), for all \( \varepsilon \ll 1 \).

• We are now in position to conclude the proof of (4.30). Setting

\[
\tilde{u}_{\varepsilon} := \gamma_{i,\varepsilon}^{p_{\varepsilon}^{-1}} \left( u_{i,\varepsilon}(r_{i,\varepsilon} \cdot) - \tilde{u}_{i,\varepsilon}(r_{i,\varepsilon}) \right),
\]

with an argument similar to the proof of (4.43) one deduces from (4.17) and (4.42) that \( (\tilde{u}_{\varepsilon})_\varepsilon \) is uniformly locally bounded in \( \mathbb{R}^2 \setminus S_i \) for all \( \varepsilon \ll 1 \), where \( S_i \) is given below (4.42). Then, using (4.27) and (4.28) for \( l = i \) with (4.40), we get from (4.12) and (4.19) that

\[
\Delta \tilde{u}_{\varepsilon} = O \left( \gamma_{i,\varepsilon}^{p_{\varepsilon}^{-1}} \right) + O \left( r_{i,\varepsilon}^{2} \gamma_{\varepsilon}^{p_{\varepsilon}^{-1}} \left( \gamma_{i,\varepsilon}^{p_{\varepsilon}^{-1}} v_{i,\varepsilon}^{p_{\varepsilon}} e^{\varepsilon_{i,\varepsilon}} \right) (r_{i,\varepsilon}) \right) = o(1)
\]

\( \bigcirc \) Springer
uniformly locally in \( \mathbb{R}^2 \setminus S_i \) for all \( \varepsilon \ll 1 \). To get the last estimate, we use (4.26) for \( l = i \) to control the first term, while we estimate the second one first by \( O((\mu_{i,e}/r_{i,e})^{2(1-\tilde{\eta})}) \) (see Proposition 2.1) and then we conclude with (4.21). Hence, there exists a harmonic function \( \tilde{u}_0 \) such that \( \tilde{u}_\varepsilon \to \tilde{u}_0 \) in \( C^1_{loc}(\mathbb{R}^2 \setminus S_i) \) as \( \varepsilon \to 0 \). Now observe that (4.17) also gives the existence of \( C > 0 \) such that

\[
|\nabla \tilde{u}_0| \leq C \sum_{x \in S_i} \frac{1}{|x - \cdot|} \quad \text{in} \quad \mathbb{R}^2 \setminus S_i,
\]

using the local convergence of the \( \tilde{u}_\varepsilon \)'s in \( \mathbb{R}^2 \setminus S_i \) and the lower estimate in (4.27) for \( l = i \). Then, by harmonic function’s theory, there exist real numbers \( \alpha_x \) and \( \Lambda \) such that

\[
\tilde{u}_0 = \Lambda + \sum_{x \in S_i} \alpha_x \ln \frac{1}{|x - \cdot|} \quad \text{in} \quad \mathbb{R}^2 \setminus S_i. \tag{4.65}
\]

However, by (4.41) and (4.62), by (4.51) and (4.64), Proposition 3.1 gives that the \( \alpha_x \) are positive and in particular (3.16) gives that

\[
\nabla \left( \tilde{u}_0 - \alpha_x \ln \frac{1}{|x - \cdot|} \right)(x) = 0
\]

for all \( x \in S_i \). Picking now \( y \) an extreme point of the convex hull of \( S_i \), we get from (4.65) that this last property fails for \( x = y \), since \( S_i \) possesses at least two points. This gives the expected contradiction to (4.40) and concludes the proof of (4.30).

\[\square\]

Step 4.1 is proven.

\[\square\]

Up to a subsequence, we assume from now on that

\[
\lim_{\varepsilon \to 0} p_\varepsilon = p_0, \tag{4.66}
\]

for some \( p_0 \in [1, 2] \). As a first consequence of Step 4.1, we improve (4.7) and conclude the proof of (4.5) and thus that of Theorem 4.1 in the subcritical case. A key ingredient to get the sharp quantization (4.5) (and not (4.6) for \( u_0 \not\equiv 0 \), for instance) is given by (4.31) in Step 4.1: roughly speaking, the only way for the RHS of (4.31) to be positive at some \( r \) not too small is that \( \lambda_\varepsilon \) is quite small (see (4.68) and (4.107) below).
Step 4.2 In any case, we have that

$$
\lim_{\varepsilon \to 0} \lambda_\varepsilon = 0. 
$$

(4.67)

Moreover, assuming that \( p_0 \in [1, 2) \), (4.5) holds true for \( k = N \) and \( N \) given by Proposition 4.1.

Proof of Step 4.2 By evaluating (4.31) at \( r = \kappa \gamma_{l, \varepsilon}^{2(1-p_\varepsilon)/3} \), we get that

$$
\left( 1 - \frac{p_\varepsilon}{2} \right) \gamma_{l, \varepsilon}^{p_\varepsilon} + \frac{2}{3} (p_\varepsilon - 1) \ln \gamma_{l, \varepsilon} \leq \ln \frac{1}{\lambda_\varepsilon} + O(1) 
$$

(4.68)

for all \( \varepsilon \ll 1 \) and all \( i \in \{1, \ldots, N\} \), which clearly proves (4.67). Now assume that \( p_0 < 2 \) in (4.66). Up to renumbering, fix \( i \) such that \( \gamma_{i, \varepsilon} \) is the largest of the \( \gamma_{j, \varepsilon} \)'s for all \( \varepsilon \ll 1 \) and all \( j \). Given any \( \eta \in (0, 1) \) to be chosen later, setting \( r_{l, \varepsilon}^{(\eta)} \) as in (4.24), we know from (4.30) that \( \gamma_{l, \varepsilon} = r_{l, \varepsilon}^{(\eta)} \) for all \( \varepsilon \ll 1 \) and all \( l \). Then, we get from (4.27) and (4.28) (see also Proposition 2.1) that

$$
\int_{B_{r_{l, \varepsilon}}^{(\eta)}(0)} \frac{\lambda_\varepsilon p_\varepsilon^2}{2} u_{l, \varepsilon}^{p_\varepsilon} e^{u_{l, \varepsilon}^{p_\varepsilon}} e^{2 \psi_{l, \varepsilon}} dx = (4\pi + o(1)) \gamma_{l, \varepsilon}^{2-p_\varepsilon}, \quad \text{that} 
$$

(4.69)

and that

$$
\begin{align*}
\frac{\lambda_\varepsilon p_\varepsilon^2}{2} e^{u_{l, \varepsilon}^{p_\varepsilon}} e^{2 \psi_{l, \varepsilon}} dx &= \frac{4\pi + o(1)}{\gamma_{l, \varepsilon}^{2(p_\varepsilon - 1)}} \\
\end{align*}
$$

and that

$$
\begin{align*}
\gamma_{l, \varepsilon} &= (1 - \eta) \gamma_{l, \varepsilon} + O \left( \gamma_{l, \varepsilon}^{1-p_\varepsilon} \right), \\
&= - \left( \frac{2}{p_\varepsilon} - 1 \right) \gamma_{l, \varepsilon} + \frac{2}{p_\varepsilon \gamma_{l, \varepsilon}^{p_\varepsilon-1}} \ln \frac{1}{\lambda_\varepsilon (r_{l, \varepsilon}^{(\eta)})^2} + O(1) 
\end{align*}
$$

(4.70)

uniformly in \( \partial B_{r_{l, \varepsilon}}^{(\eta)}(0) \) for all \( \varepsilon \ll 1 \) and for all \( l \). The second equality uses also (2.8) with \( \gamma = \gamma_{l, \varepsilon} \) and \( p_{\gamma} = p_\varepsilon \). Up to a subsequence, by comparing the two RHS of (4.70), by using \( p_0 < 2, r_{l, \varepsilon}^{(\eta)} \leq \kappa \) and that \( \eta \) (moving only here) may be arbitrarily close to 1, we may complement (4.68) here and get that

$$
\left( 1 - \frac{p_0}{2} \right) \gamma_{l, \varepsilon}^{p_\varepsilon} (1 + o(1)) = \ln \frac{1}{\lambda_\varepsilon} 
$$

(4.71)

for all \( l \) as \( \varepsilon \to 0 \), so that we have in particular

$$
\gamma_{l, \varepsilon} = (1 + o(1)) \gamma_{l, \varepsilon} 
$$

(4.72)
for all $l$. Given any $\tilde{\eta} \in (0, \eta)$, we claim that the first equality in (4.70) implies that

$$u_\varepsilon \leq (1 - \tilde{\eta}) \gamma_{i,\varepsilon}$$

in $\Omega_{\varepsilon} := \Sigma \setminus \bigcup_{l=1}^{N} \varphi_{l,\varepsilon}^{-1} \left( B_{r_{l,\varepsilon}}(0) \right)$ (4.73)

for all $\varepsilon \ll 1$. Otherwise, as when proving Proposition 4.1, if $x_\varepsilon \in \Omega_{\varepsilon}$ satisfies $u_\varepsilon(x_\varepsilon) = \max_{\Omega_{\varepsilon}} u_\varepsilon$, then $x_\varepsilon$ is a good candidate to be another concentration point for $u_\varepsilon$: we get that $\mu_{l,\varepsilon} = o(d_g(x_{l,\varepsilon}, x_\varepsilon))$ for all $l$ by (4.15) and that $\min_{l \in \{1, \ldots, N\}} u^p_{\varepsilon} - \frac{1}{2} (\Delta_g u_\varepsilon)(x_\varepsilon) \rightarrow +\infty$ as $\varepsilon \rightarrow 0$, which contradicts (4.16) and establishes (4.73). Independently, (4.71) gives

$$\lambda_\varepsilon \int_{\Omega_{\varepsilon}} (1 + u^p_{\varepsilon}) e^{\mu_{p_{\varepsilon}}} d v_g = O \left( \exp \left( \left( (1 - \tilde{\eta})p_0 - \left( 1 - \frac{p_0}{2} \right) \right) \gamma_{i,\varepsilon} + o(\gamma_{i,\varepsilon}) \right) \right)$$

for all $\varepsilon \ll 1$. Choosing $0 < \tilde{\eta} < \eta < 1$ sufficiently close to 1 from the beginning (depending on the smallness of $2 - p_0 > 0$ here), we may plug this estimate and (4.69) in (4.2) to conclude the proof of (4.5), using also (4.8) and (4.72).

In contrast to the case $p_0 = 2$ handled below (see also [21]), it is interesting to note that, due to the global nature of both integrals in (4.2), we need also (4.72) to get the quantization (4.5), at least for $k > 1$ and $1 < p_0 < 2$ in (4.66). At that stage, we are left with the proof of (4.5) in the more delicate borderline case $p_0 = 2$. We assume from now on that $p_0 = 2$ in (4.66).

Conclusion of the proof of Theorem 4.1 We still use the notation and observations of (4.24)–(4.25) and below. On the other hand, by (4.30) in Step 4.1, for all given $\eta \in (0, 1)$, we have that

$$r^{(\eta)}_{l,\varepsilon} = o(r_{l,\varepsilon}) \quad \implies \quad \tilde{r}^{(\eta)}_{l,\varepsilon} = r^{(\eta)}_{l,\varepsilon}$$

(4.74)

for all $\varepsilon \ll 1$ and all $l \in \{1, \ldots, N\}$. Then, as a consequence of Propositions 2.1 and 3.1, we get that (4.26)–(4.29) hold true. In particular, for all given $\eta' < \eta$ in $(0, 1)$, we get from (4.29) that

$$|\nabla (u_{l,\varepsilon} - v_{l,\varepsilon})| = o \left( \frac{1}{\gamma_{i,\varepsilon}^{p_{\varepsilon} - 1} r^{(\eta)}_{l,\varepsilon}} \right)$$

(4.75)
uniformly in $B_{r_{l,\epsilon}}(0)$ for all $\epsilon \ll 1$ and all $l$. Then, for all given $\eta' \in (0, 1)$, since we also have

$$0 \leq u_{l,\epsilon} - u_{l,\epsilon} (r_{l,\epsilon}(\eta')) \leq \frac{2 + o(1)}{\gamma_{l,\epsilon}^{p_{\epsilon} - 1}} \ln \frac{r_{l,\epsilon}(\eta')}{|\cdot|},$$

using the estimate in $w'_{\gamma'}$ in Proposition 2.1, we eventually get that

$$\left| u_{l,\epsilon} - u_{l,\epsilon} (r_{l,\epsilon}(\eta')) \right| \leq \frac{2 + o(1)}{\gamma_{l,\epsilon}^{p_{\epsilon} - 1}} \ln \frac{2r_{l,\epsilon}(\eta')}{|\cdot|} \tag{4.76}$$

uniformly in $B_{r_{l,\epsilon}}(0) \setminus \{0\}$ for all $\epsilon \ll 1$ and all $l$. During the whole proof below, we choose and fix $\eta_0 \in (0, 1)$ and set

$$v_{j,\epsilon} = \sup \left\{ r \in (r_{j,\epsilon}(\eta_0), \kappa) \mid \begin{aligned} |u_{j,\epsilon} - \tilde{u}_{j,\epsilon}(r)| &< 5\left(\pi C_2 \tilde{u}_{j,\epsilon}(r)^{1-p_{\epsilon}} \right. \\
 &\left. + 2 \sum_{l \in I_{j,\epsilon}(r)} \gamma_{l,\epsilon}^{1-p_{\epsilon}} \ln \frac{6r}{|\cdot| - \phi_{j,\epsilon}(x_{l,\epsilon})} \right) \end{aligned} \right\} \tag{4.77}$$

for all $j \in \{1, ..., N\}$ and all $\epsilon \ll 1$, where $C_2 > 0$ is as in (4.17) and where $I_{j,\epsilon}(r)$ is given by

$$I_{j,\epsilon}(r) = \left\{ l \in \{1, ..., N\} \mid \phi_{j,\epsilon}(x_{l,\epsilon}) \in B_{\frac{3r}{2}}(0) \right\}.$$

As a first remark, it follows from the very definition (4.77) of $v_{j,\epsilon}$ and from (4.76) that, for all given $\eta_2 \in [\eta_0, 1)$, we have

$$v_{l,\epsilon} \geq r_{l,\epsilon}(\eta_2) \tag{4.78}$$

for all $\epsilon \ll 1$ and all $l \in \{1, ..., N\}$. Our main goal now is to show that

$$\tilde{u}_{j,\epsilon}(v_{j,\epsilon}) = O(1) \tag{4.79}$$
for all $\varepsilon \ll 1$ and all $j \in \{1, ..., N\}$. For all $j$, we may assume up to a subsequence that either (4.79) or

$$\lim_{\varepsilon \to 0} \tilde{u}_{j, \varepsilon}(v_{j, \varepsilon}) = +\infty$$  \hspace{1cm} (4.80)

hold true. Assume from now on by contradiction that (4.79) does not hold true for all $j$ so that we may choose and fix $i \in \{1, ..., N\}$ such that

$$v_{i, \varepsilon} = \min \{ v_{j, \varepsilon} \text{ s.t. (4.80) holds true} \}.$$  \hspace{1cm} (4.81)

Clearly, we then have

$$\lim_{\varepsilon \to 0} \tilde{u}_{i, \varepsilon}(v_{i, \varepsilon}) = +\infty.$$  \hspace{1cm} (4.82)

By (4.18), we also have that

$$\lim_{\varepsilon \to 0} v_{i, \varepsilon} = 0,$$  \hspace{1cm} (4.83)

so that, using (4.12), the following property currently used in the sequel holds true:

$$\tilde{g}_{l, \varepsilon} := \left( (\phi_{l, \varepsilon})^* g \right) (v_{i, \varepsilon}) \rightarrow \xi \text{ in } C_{loc}^2(\mathbb{R}^2)$$  \hspace{1cm} (4.84)

as $\varepsilon \to 0$, for all $l \in I$, where

$$I := \{ l \in \{1, ..., N\} \text{ s.t. } d_g(x_{i, \varepsilon}, x_{l, \varepsilon}) = O (v_{i, \varepsilon}) \text{ for all } \varepsilon \ll 1 \}.$$  

Up to a further subsequence, we may also assume that

$$\lim_{\varepsilon \to 0} \frac{\phi_{i, \varepsilon}(x_{l, \varepsilon})}{v_{i, \varepsilon}} = \tilde{x}_l \in \mathbb{R}^2$$

for all $l \in I$. Set also $S = \{ \tilde{x}_l \mid l \in I \}$ so that clearly $0 \in S$. Fix $\tau \in (0, 1)$ and $R \geq 1$ to be chosen properly later on such that

$$3\tau < \begin{cases} 
1 \text{ if } S = \{0\}, \\
\min \{(x, y) \in S^2 \mid x \neq y \} \mid x - y \mid \text{ otherwise,} 
\end{cases}$$

and such that $S \subseteq B_{3R}(0)$. Set $D_{\varepsilon} = B_{Rv_{i, \varepsilon}}(0) \setminus \bigcup_{l \in I} B_{R\tau v_{i, \varepsilon}/3}(\phi_{i, \varepsilon}(x_{l, \varepsilon}))$ for all $\varepsilon \ll 1$. Let now $\tilde{w}_{\varepsilon}$ be given by

$$\begin{cases} 
\Delta \tilde{w}_{\varepsilon} = -e^{2\phi_{i, \varepsilon}} h_{i, \varepsilon} u_{i, \varepsilon} \text{ in } B_{Rv_{i, \varepsilon}}(0), \\
\tilde{w}_{\varepsilon} = 0 \text{ on } \partial B_{Rv_{i, \varepsilon}}(0),
\end{cases}$$  \hspace{1cm} (4.85)
for all $\varepsilon$. Observe first by (4.19) that $\Delta(u_{i,\varepsilon} - \tilde{w}_\varepsilon) \geq 0$ in $B_{R\nu_{i,\varepsilon}}(0)$ so that $u_{i,\varepsilon} - \tilde{w}_\varepsilon$ is radially nonincreasing in $[0, R\nu_{i,\varepsilon}]$. Moreover, the maximum principle gives that $u_{i,\varepsilon} - \tilde{w}_\varepsilon$ attains its infimum in $B_{R\nu_{i,\varepsilon}}(0)$ at some point on $\partial B_{R\nu_{i,\varepsilon}}(0)$. Independently, for all given $p > 2$, by elliptic theory, we get from Lemma 4.1 and (4.12) that

$$\|\tilde{w}_\varepsilon(\nu_{i,\varepsilon} \cdot)\|_{L^\infty(B_R(0))} = O \left( \|\Delta (\tilde{w}_\varepsilon(\nu_{i,\varepsilon} \cdot))\|_{L^p(B_R(0))} \right) = O \left( \nu_{i,\varepsilon}^{2(p-1)/p} \right)$$

(4.86)

for all $\varepsilon \ll 1$. Summarizing, by (4.83) and since $\tau < 1$, this argument for $R = 1$ (only there) gives that $\tilde{u}_{i,\varepsilon}(\tau \nu_{i,\varepsilon}) \geq \tilde{u}_{i,\varepsilon}(\nu_{i,\varepsilon}) + o(1)$, so that (4.82) leads to

$$\Gamma_\varepsilon := \tilde{u}_{i,\varepsilon}(\tau \nu_{i,\varepsilon}) \to +\infty$$

(4.87)

as $\varepsilon \to 0$. Then, as a consequence of (4.17) (and (4.84) again), we get that

$$u_{i,\varepsilon} = \Gamma_\varepsilon + O \left( \Gamma_\varepsilon^{1-p/\varepsilon} \right)$$

(4.88)

uniformly in $D_\varepsilon$ and for all $\varepsilon \ll 1$, using once more the mean value property on $\partial B_{\tau \nu_{i,\varepsilon}}(0)$ and the definition of $\tau$. Then, by the maximum principle-based argument below (4.85), with (4.83) and (4.86), we get that

$$\inf_{B_{R\nu_{i,\varepsilon}}(0)} u_{i,\varepsilon} \geq \min_{\partial B_{R\nu_{i,\varepsilon}}(0)} u_{i,\varepsilon} + o(1) = \Gamma_\varepsilon + o(1)$$

(4.89)

as $\varepsilon \to 0$.

We prove now that

$$\Gamma_\varepsilon = o(\gamma_{j,\varepsilon})$$

(4.90)

as $\varepsilon \to 0$, for all $j \in I$, up to a subsequence. Consider first the case $j = i$ in (4.90). For all given $\eta_2 \in [\eta_0, 1)$, we have that

$$\tilde{u}_{j,\varepsilon} \left( r_{j,\varepsilon}^{(\eta_2)} \right) = (1 - \eta_2) \gamma_{j,\varepsilon} (1 + o(1)) \geq \Gamma_\varepsilon (1 + o(1))$$

(4.91)

for all $\varepsilon \ll 1$. The first equality comes from the definition (4.24) of $r_{j,\varepsilon}^{(\eta_2)}$, from (4.74), from the equality in (4.27) and from (4.28) for $l = i$, while the inequality comes from (4.78), (4.89) and the above largeness assumption $S \subset B_{3R}(0)$ on $R \gg 1$. Observe that (4.78) implies that (4.92) below holds true for $t = i$. Since $\eta_2$ may be arbitrarily close to 1, (4.91) concludes the
proof of (4.90) for \( j = i \). If now \( I \neq \{i\} \), we may pick \( j \in I \setminus \{i\} \) and we get from the very definition of \( I \) with (4.20) and (4.84) again that \( r_{j,\varepsilon} = O(\nu_{i,\varepsilon}) \) for all \( \varepsilon \). Then, also in the last present case \( j \neq i \), using now (4.74) for \( l = j \), we get

\[
\lim_{\varepsilon \to 0} \frac{r_{j,\varepsilon}^{(\eta_0)}}{\nu_{i,\varepsilon}} = 0,
\]

for all \( t \in I \), and then similarly (4.91), to conclude the proof of (4.90).

At that stage, we may improve the estimate in (4.86). As a consequence of (4.87), (4.88) and Lemma 4.1, writing merely that \( \|u_{i,\varepsilon}\|_{L^p(D_\varepsilon)} = O(1) \), we get that \( \nu_{i,\varepsilon}^2 \Gamma_{\varepsilon}^p = O(1) \) for all \( \varepsilon \), so that (4.86) gives

\[
|\tilde{w}_{\varepsilon}| = O\left(\Gamma_{\varepsilon}^{1-p}\right) = o(\Gamma_{\varepsilon}^{1-p})
\]

uniformly in \( D_\varepsilon \), for all \( \varepsilon \ll 1 \), since \( p \) is fixed greater than 2 just above (4.86).

Let \( \zeta_{\varepsilon} \) be given by

\[
\begin{cases}
\Delta \zeta_{\varepsilon} = 0 \text{ in } B_{R\nu_{i,\varepsilon}}(0), \\
\zeta_{\varepsilon} = u_{i,\varepsilon} \text{ on } \partial B_{R\nu_{i,\varepsilon}}(0)
\end{cases}
\]

for all \( \varepsilon \). By keeping track of the constant \( C_2 \) of (4.17) and choosing \( R \gg 1 \) large enough (depending only on \( S \) from the beginning, using a mean value theorem on \( \partial B_{R\nu_{i,\varepsilon}}(0) \), (4.84) and (4.87), we may get a slightly more precise version of (4.88) on \( \partial B_{R\nu_{i,\varepsilon}}(0) \), namely we have that

\[
\sup_{B_{R\nu_{i,\varepsilon}}(0)} |\zeta_{\varepsilon} - \bar{u}_{i,\varepsilon}(R\nu_{i,\varepsilon})| \leq \sup_{\partial B_{R\nu_{i,\varepsilon}}(0)} |u_{i,\varepsilon} - \bar{u}_{i,\varepsilon}(R\nu_{i,\varepsilon})| \leq \frac{2\pi C_2}{\Gamma_{\varepsilon}^{p-1}}(4.94)
\]

for all \( \varepsilon \ll 1 \), using also the maximum principle. Observe in particular that \( u_{i,\varepsilon} = (1 + o(1))\Gamma_{\varepsilon} \) uniformly in \( D_\varepsilon \). Let \( \tilde{G}_{\varepsilon} \) be the Green’s function of \( \Delta \) in \( B_{R\nu_{i,\varepsilon}}(0) \) with zero Dirichlet boundary condition. Let \( (z_{\varepsilon})_\varepsilon \) be any sequence of points such that

\[
z_{\varepsilon} \in B_{R\nu_{i,\varepsilon}}(0) \setminus \bigcup_{l \in I} B_{r_{l,\varepsilon}^{(\eta_0)}}(\phi_{l,\varepsilon}(x_{l,\varepsilon}))
\]

for all \( \varepsilon \). We have that

\[
0 < \tilde{G}_{\varepsilon}(z_{\varepsilon}, \cdot) \leq \frac{1}{2\pi} \ln \frac{2R\nu_{i,\varepsilon}}{|z_{\varepsilon} - \cdot|}
\]
in $B_{R_{\nu_1,\varepsilon}}(0) \setminus \{z_\varepsilon\}$ for all $\varepsilon \ll 1$. Thus, the Green’s representation formula gives that
\begin{equation}
0 \leq (u_{i,\varepsilon} - \tilde{w}_\varepsilon - \zeta_\varepsilon)(z_\varepsilon) \leq \frac{\lambda_\varepsilon p_\varepsilon}{2\pi} \int_{B_{R_{\nu_1,\varepsilon}}(0)} \ln \frac{2R_{\nu_1,\varepsilon}}{|z_\varepsilon - y|} \left( e^{2\varphi_{i,\varepsilon} u^\nu_{i,\varepsilon}} e^{\nu_{i,\varepsilon}} \right)(y) \, dy \tag{4.96}
\end{equation}
for all $\varepsilon$, using (4.19). Using Step 4.1 as above to employ Proposition 2.1 and (4.29), we have that for all $l \in \{1, \ldots, N\}$
\begin{equation}
|\nabla u_{l,\varepsilon}| = O \left( \frac{1}{r_{l,\varepsilon}^{(\eta_0)}} \gamma_{l,\varepsilon}^{p_{l,\varepsilon}-1} \right) \text{ uniformly in } B_{3r_{l,\varepsilon}^{(\eta_0)}}(0) \setminus B_{r_{l,\varepsilon}^{(\eta_0)}}(0) \tag{4.97}
\end{equation}
so that, for all $j \in I$, we get as a byproduct of (4.77) and (4.81) with $\tau < 1$
\begin{equation}
|\bar{u}_{j,\varepsilon}(\tau v_{i,\varepsilon}) - u_{j,\varepsilon}| = O \left( \bar{u}_{j,\varepsilon}(\tau v_{i,\varepsilon})^{1-p_{\varepsilon}} \right)
+ O \left( \sum_{l \in I_{j,\varepsilon}(\tau v_{i,\varepsilon})} \frac{1}{\gamma_{l,\varepsilon}^{p_{l,\varepsilon}-1}} \ln \frac{4\tau v_{i,\varepsilon}}{|\cdot - \phi_{j,\varepsilon}(x_{l,\varepsilon})|} \right)
\end{equation}
uniformly in $B_{\tau v_{i,\varepsilon}}(0) \cup \bigcup_{l \in I_{j,\varepsilon}(\tau v_{i,\varepsilon})} B_{2r_{l,\varepsilon}^{(\eta_0)}}(\phi_{j,\varepsilon}(x_{l,\varepsilon}))$, and then we eventually obtain with (4.88) and our definition of $\tau$ that
\begin{equation}
|\Gamma_{\varepsilon} - u_{i,\varepsilon}| = O \left( \Gamma_{\varepsilon}^{1-p_{\varepsilon}} \right) + O \left( \sum_{l \in I_{j,\varepsilon}(\tau v_{i,\varepsilon})} \frac{1}{\gamma_{l,\varepsilon}^{p_{l,\varepsilon}-1}} \ln \frac{4\tau v_{i,\varepsilon}}{|\cdot - \phi_{i,\varepsilon}(x_{l,\varepsilon})|} \right) \tag{4.98}
\end{equation}
uniformly in $D_{j,\varepsilon} := B_{\tau v_{i,\varepsilon}/2}(\phi_{i,\varepsilon}(x_{j,\varepsilon})) \cup \bigcup_{l \in I_{j,\varepsilon}(\tau v_{i,\varepsilon})} B_{r_{l,\varepsilon}^{(\eta_0)}}(\phi_{i,\varepsilon}(x_{l,\varepsilon}))$ for all $\varepsilon$, still using (4.84). Independently, using that $|z_\varepsilon - \phi_{i,\varepsilon}(x_{l,\varepsilon})| \geq r_{l,\varepsilon}^{(\eta_0)}$, we have
\begin{equation}
\ln \frac{2R_{\nu_1,\varepsilon}}{|z_\varepsilon - \cdot|} = \ln \frac{2R_{\nu_1,\varepsilon}}{|z_\varepsilon - \phi_{i,\varepsilon}(x_{l,\varepsilon})|} + O \left( \frac{r_{l,\varepsilon}^{(\eta_0)}}{|z_\varepsilon - \phi_{i,\varepsilon}(x_{l,\varepsilon})|} \right) \tag{4.98}
\end{equation}
uniformly in $B_{r_{l,\varepsilon}^{(\eta_0)}}(\phi_{i,\varepsilon}(x_{l,\varepsilon}))$ and for all $\varepsilon \ll 1$. By (4.75) for some given $\eta' \in (\eta_0, 1)$ and since $u_{l,\varepsilon}(0) = v_{l,\varepsilon}(0)$, we get $u_{l,\varepsilon} - v_{l,\varepsilon} = o(\gamma_{l,\varepsilon}^{1-p_{\varepsilon}})$, so we
eventually get for all given $\tilde{\eta} \in (\eta_0, 1)$ that

$$\lambda_{\varepsilon} p_{\varepsilon} u_{l,\varepsilon}^{p_{\varepsilon}-1} e^{u_{l,\varepsilon}^{p_{\varepsilon}}} = \frac{8e^{-2t_{l,\varepsilon}} (1 + o(e^{\tilde{\eta}_{l,\varepsilon}}))}{\mu_{l,\varepsilon}^2 \gamma_{l,\varepsilon}^{p_{\varepsilon}-1} p_{\varepsilon}} \quad (4.99)$$

uniformly in $B_{r_{l,\varepsilon}}^{(\eta_0)}(0)$ and for all $\varepsilon \ll 1$, still applying Proposition 2.1. Then, using also (4.12) and (4.84), we get from (4.98) and (4.99) that

$$\frac{\lambda_{\varepsilon} p_{\varepsilon}}{2\pi} \int_{B_{r_{l,\varepsilon}}^{(\eta_0)}/2(\phi_{l,\varepsilon}(x_{l,\varepsilon}))} \ln \frac{2R v_{l,\varepsilon}}{|z_{\varepsilon} - y|} \left( e^{2\phi_{l,\varepsilon} u_{l,\varepsilon}^{p_{\varepsilon}-1} e^{u_{l,\varepsilon}^{p_{\varepsilon}}}} \right)(y) \, dy$$

$$= \frac{(4 + o(1))}{p_{\varepsilon} \gamma_{l,\varepsilon}^{p_{\varepsilon}-1}} \ln \frac{v_{l,\varepsilon}}{|z_{\varepsilon} - \phi_{l,\varepsilon}(x_{l,\varepsilon})|} + O \left( \frac{1}{\gamma_{l,\varepsilon}^{p_{\varepsilon}-1}} \right), \quad (4.100)$$

as $\varepsilon \to 0$ and for all $l \in I$. Using the basic inequalities

$$|(1 + t)^p - 1| \leq C (|t| + |t|^p)$$

for all $t > -1$, and

$$\left( \sum_{l=1}^{N} a_l \right)^p \leq C \sum_{l=1}^{N} a_l^p$$

for all $a_l \geq 0$ and all $p \in [1, 2]$, we get first from (4.97) that

$$u_{l,\varepsilon}^{p_{\varepsilon}} = \Gamma_{l,\varepsilon}^{p_{\varepsilon}} + O(1) + O \left( \sum_{l \in I_{l,\varepsilon}(\tau_{l,\varepsilon})} \left( \frac{1}{\gamma_{l,\varepsilon}^{p_{\varepsilon}-1}} \ln \frac{4\tau v_{l,\varepsilon}}{|\cdot - \phi_{l,\varepsilon}(x_{l,\varepsilon})|} \right)^{p_{\varepsilon}} \right)$$

$$+ O \left( \sum_{l \in I_{l,\varepsilon}(\tau_{l,\varepsilon})} \left( \Gamma_{l,\varepsilon}^{p_{\varepsilon}-1} \ln \frac{4\tau v_{l,\varepsilon}}{|\cdot - \phi_{l,\varepsilon}(x_{l,\varepsilon})|} \right) \right), \quad (4.101)$$

uniformly in $D_{l,\varepsilon}$ and for all $\varepsilon$. Independently, we get from (4.7), (4.13), (4.24) and (4.74) that

$$\ln \frac{1}{\left( r_{l,\varepsilon}^{(\eta_0)} \right)^2} = -t_{l,\varepsilon}(r_{l,\varepsilon}^{(\eta_0)}) + o(1) + \ln \frac{1}{\mu_{l,\varepsilon}^2} , \quad (4.102)$$

$$\leq \left( -\frac{p_0 \eta_0}{2} + 1 + o(1) \right) \gamma_{l,\varepsilon}^{p_{\varepsilon}}.$$
as \( \varepsilon \to 0 \) and for all \( l \). Recall that we are now assuming that \( p_0 = 2 \) in (4.66). Then, we may get from (4.83), (4.92) and (4.102) that

\[
\left( \frac{1}{\gamma_{l,i,\varepsilon}^{p_{e}-1}} \ln \frac{4\tau v_{l,i,\varepsilon}}{|\cdot - \phi_{l,i,\varepsilon}(x_{l,i,\varepsilon})|^2} \right)^{p_{e}}
\]

\[
= \left( \frac{1}{\gamma_{l,i,\varepsilon}^{p_{e}}} \ln \frac{4\tau v_{l,i,\varepsilon}}{|\cdot - \phi_{l,i,\varepsilon}(x_{l,i,\varepsilon})|^2} \right)^{p_{e}-1} \ln \frac{4\tau v_{l,i,\varepsilon}}{|\cdot - \phi_{l,i,\varepsilon}(x_{l,i,\varepsilon})|^2},
\]

\[
\leq C(1 - \eta_{0} + o(1)) \ln \frac{4\tau v_{l,i,\varepsilon}}{|\cdot - \phi_{l,i,\varepsilon}(x_{l,i,\varepsilon})|^2}.
\]

uniformly in \( D_{j,\varepsilon} \) as \( \varepsilon \to 0 \) and for all \( l \in I \). Choose now \( j_{1}, ..., j_{|S|} \) in \( I \) such that \( \{\tilde{x}_{j_{1}}, ..., \tilde{x}_{j_{|S|}}\} = S \). We compute and then get from (4.101)–(4.103) and from (4.90) that

\[
\frac{\lambda_{\varepsilon}p_{e}}{2\pi} \int_{D_{j,t,\varepsilon}} \ln \frac{2Rv_{l,i,\varepsilon}}{|z_{\varepsilon} - y|} \left( e^{2\Phi_{l,i,\varepsilon}u_{l,i,\varepsilon}^{p_{e}-1} e^{u_{l,i,\varepsilon}^{p_{e}}}} \right) (y) \, dy
\]

\[
= O\left( \lambda_{\varepsilon} \Gamma_{e}^{p_{e}-1} \exp \left( \Gamma_{e}^{p_{e}} \right) \times \right.
\]

\[
\sum_{l \in I_{j,t,\varepsilon}(\tau v_{l,i,\varepsilon})} \int_{B_{\tau v_{l,i,\varepsilon}}(\phi_{l,i,\varepsilon}(x_{j,t,\varepsilon}))} \ln \frac{2Rv_{l,i,\varepsilon}}{|z_{\varepsilon} - y|} \left( \frac{4\tau v_{l,i,\varepsilon}}{|y - \phi_{l,i,\varepsilon}(x_{l,i,\varepsilon})|^2} \right)^{1-\eta_{0} \frac{1}{2}} \, dy \bigg),
\]

\[
= O \left( \lambda_{\varepsilon} \Gamma_{e}^{p_{e}-1} \exp \left( \Gamma_{e}^{p_{e}} \right) v_{l,i,\varepsilon}^{2} \right),
\]

for all \( t \in \{1, ..., |S|\} \) and all \( \varepsilon \ll 1 \), using that \( \eta_{0} > 0 \) to get the last estimate. At last, it readily follows from (4.88) that

\[
\frac{\lambda_{\varepsilon}p_{e}}{2\pi} \int_{D_{0,\varepsilon}} \ln \frac{2Rv_{l,i,\varepsilon}}{|z_{\varepsilon} - y|} \left( e^{2\Phi_{l,i,\varepsilon}u_{l,i,\varepsilon}^{p_{e}-1} e^{u_{l,i,\varepsilon}^{p_{e}}}} \right) (y) \, dy
\]

\[
= O \left( \lambda_{\varepsilon} \Gamma_{e}^{p_{e}-1} \exp \left( \Gamma_{e}^{p_{e}} \right) v_{l,i,\varepsilon}^{2} \right)
\]

\[
\text{(4.105)}
\]

for all \( \varepsilon \ll 1 \), where

\[
D_{0,\varepsilon} = B_{Rv_{l,i,\varepsilon}}(0) \setminus \bigcup_{l=1}^{|S|} B_{\tau v_{l,i,\varepsilon}/2}(\phi_{l,i,\varepsilon}(x_{j,t,\varepsilon})).
\]

Summarizing, by plugging (4.93), (4.94), (4.100), (4.104) and (4.105) in (4.96), we get that
for all $\varepsilon$, given $(z_\varepsilon)_\varepsilon$ as in (4.95). By the estimate $v_{i,\varepsilon}^2 \Gamma_{i,\varepsilon}^p = O(1)$ just above (4.93) for $p > 4/3$, we get that $v_{i,\varepsilon}^{3/2} = o(\Gamma_{i,\varepsilon}^{1-p})$. Then, evaluating (4.31) at $\tau v_{i,\varepsilon}$ and by (4.87), we get that

$$\frac{2}{p_\varepsilon y_{i,\varepsilon}} \left( \frac{1}{\lambda_{i,\varepsilon}^2 y_{i,\varepsilon}^2} + O(1) \right) + o \left( \frac{1}{\lambda_{i,\varepsilon}^2 y_{i,\varepsilon}^2} \right),$$

(4.107)

then with (4.90) that

$$\exp \left( \frac{p_\varepsilon}{\gamma_{i,\varepsilon}} \right) \leq \exp \left( \frac{2}{p_\varepsilon y_{i,\varepsilon}} \left( \frac{1}{\lambda_{i,\varepsilon}^2 y_{i,\varepsilon}^2} + O(1) \right) + o \left( \frac{1}{\lambda_{i,\varepsilon}^2 y_{i,\varepsilon}^2} \right) \right),$$

that

$$\lambda_{i,\varepsilon}^2 y_{i,\varepsilon}^2 \leq \exp \left( -\frac{p_\varepsilon}{2} \left( 1 + o(1) \right) y_{i,\varepsilon}^{-1} \right)$$

and eventually that

$$\lambda_{i,\varepsilon}^2 y_{i,\varepsilon}^2 \exp \left( \frac{p_\varepsilon}{\gamma_{i,\varepsilon}} \right) = o(\Gamma_{i,\varepsilon}^{1-p})$$

(4.108)

for all $\varepsilon \ll 1$. By (4.76) and (4.106) with (4.108), we get that

$$|u_{i,\varepsilon} - \bar{u}_{i,\varepsilon}(R v_{i,\varepsilon})| \leq \big( 2 \pi C_2 + o(1) \big) \Gamma_{i,\varepsilon}^{1-p_\varepsilon} + O \left( \sum_{i \in I} \frac{1}{y_{i,\varepsilon}} \ln \frac{3 R v_{i,\varepsilon}}{|z_\varepsilon - \phi_{i,\varepsilon}(x_{i,\varepsilon})|} \right)$$

uniformly in $B_{R v_{i,\varepsilon}}(0) \setminus \{ \phi_{i,\varepsilon}(x_{j,\varepsilon}), \ldots, \phi_{i,\varepsilon}(x_{j,S_i,\varepsilon}) \}$. In particular, using (4.90) again, we get

$$|\bar{u}_{i,\varepsilon}(v_{i,\varepsilon}) - \bar{u}_{i,\varepsilon}(R v_{i,\varepsilon})| \leq \big( 2 \pi C_2 + o(1) \big) \Gamma_{i,\varepsilon}^{1-p_\varepsilon}$$

(4.109)

as $\varepsilon \to 0$. Then, $p_0 = 2$, (4.90), (4.106), (4.108) and (4.109) give that

$$|u_{i,\varepsilon} - \bar{u}_{i,\varepsilon}(v_{i,\varepsilon})| \leq \frac{9}{2} \pi C_2 \Gamma_{i,\varepsilon}^{1-p_\varepsilon} + \sum_{i \in I, \varepsilon(v_{i,\varepsilon})} \frac{2 + o(1)}{y_{i,\varepsilon}^{p_\varepsilon-1}} \ln \frac{4 \tau v_{i,\varepsilon}}{|z_\varepsilon - \phi_{i,\varepsilon}(x_{i,\varepsilon})|}$$

(4.110)
uniformly in $B_{v_i,\varepsilon}(0) \setminus \bigcup_{l \in I_i,\varepsilon} B_{r_{l,\varepsilon}}(\phi_{i,\varepsilon}(x_{l,\varepsilon}))$ and for all $\varepsilon$. But by (4.78) for $l = i$, our assumption (4.80) and by (4.18), the inequality in (4.77) for $j = i$ and $r = v_{i,\varepsilon}$ should be an equality somewhere on $\partial B_{v_i,\varepsilon}(0)$ of this set for all $\varepsilon \ll 1$, which gives a contradiction to (4.110) and concludes the proof of (4.79).

Then, picking now a sequence $(\tilde{\Gamma}_\varepsilon)_\varepsilon$ such that $\lim_{\varepsilon \to 0} \tilde{\Gamma}_\varepsilon = +\infty$ and $\tilde{\Gamma}_\varepsilon = o(\gamma_{j,\varepsilon})$, and setting

$$
\tilde{v}_{j,\varepsilon} = \inf \left\{ r > 0 \text{ s.t. } \tilde{u}_{j,\varepsilon} \geq \tilde{\Gamma}_\varepsilon \text{ in } [0, r] \right\},
$$

we get from (4.79) that

$$
\tilde{v}_{j,\varepsilon} \leq v_{j,\varepsilon} \tag{4.111}
$$

for all $j \in \{1, \ldots, N\}$ and all $\varepsilon \ll 1$. By (4.15), $\tilde{v}_{j,\varepsilon} = o(1)$. As in (4.88), we get from (4.17) and (4.18) that we can fix $0 < R < 1$ such that $u_\varepsilon = \tilde{\Gamma}_\varepsilon(1 + o(1))$ uniformly in $\partial \phi_{j,\varepsilon}^{-1}(B_{R\tilde{v}_{j,\varepsilon}}(0))$ for all $\varepsilon \ll 1$ and all $j$. Arguing now as below (4.73), we get from (4.16) that

$$
\sup_{\Sigma \setminus \bigcup_j \phi_{j,\varepsilon}^{-1}(B_{R\tilde{v}_{j,\varepsilon}}(0))} u_\varepsilon \leq 2\tilde{\Gamma}_\varepsilon \tag{4.112}
$$

for all $\varepsilon \ll 1$. Then choose and fix $(\tilde{\Gamma}_\varepsilon)_\varepsilon$ growing slowly to $+\infty$ and more precisely such that

$$
\lambda_\varepsilon \tilde{\Gamma}_\varepsilon^{p_\varepsilon} \exp \left( (2\tilde{\Gamma}_\varepsilon)^{p_\varepsilon} \right) = o(\gamma_{j,\varepsilon}^{2-p_\varepsilon}) \quad \text{and} \quad (2 - p_\varepsilon) \ln \left( 1 + \lambda_\varepsilon \gamma_{j,\varepsilon}^{2(p_\varepsilon-1)} \exp((2\tilde{\Gamma}_\varepsilon)^{p_\varepsilon}) \right) = o(1) \tag{4.113}
$$

for all $j$ as $\varepsilon \to 0$. The first condition is clearly possible by (4.67). The second one is also possible since $\lambda_\varepsilon \gamma_{j,\varepsilon}^{2(p_\varepsilon-1)} = O(1)$ by (4.68) and since now $p_0 = 2$ in (4.66). We may now compute and use either (4.112) in $\Sigma \setminus \bigcup_j \phi_{j,\varepsilon}^{-1}(B_{R\tilde{v}_{j,\varepsilon}}(0))$, or the controls given by the inequality in (4.77) for $r = \tilde{v}_{j,\varepsilon}$ thanks to (4.111), allowing to estimate the nonlinearity as in (4.101)–(4.104). This leads to the
following integral estimates:

\[ \frac{\lambda_\varepsilon p_\varepsilon^2}{2} \int_{\Sigma \backslash \cup_{j \in \mathcal{J}_\varepsilon} B_{r_{j,\varepsilon}^{(0)}}(0)} u_{p_\varepsilon}^p e^{u_{p_\varepsilon}^p} \, dx = o \left( \gamma_{j,\varepsilon}^{2-p_\varepsilon} \right), \]

\[ \frac{\lambda_\varepsilon p_\varepsilon^2}{2} \int_{\Sigma \backslash \cup_{j \in \mathcal{J}_\varepsilon} B_{r_{j,\varepsilon}^{(0)}}(0)} \left( e^{u_{p_\varepsilon}^p} - 1 \right) \, dx = O \left( \lambda_\varepsilon \exp \left( (2\tilde{\Gamma}_\varepsilon)^p_\varepsilon \right) \right), \] (4.114)

while, computing as in (4.100), we get that

\[ \frac{\lambda_\varepsilon p_\varepsilon^2}{2} \int_{\Sigma \backslash \cup_{j \in \mathcal{J}_\varepsilon} B_{r_{j,\varepsilon}^{(0)}}(0)} u_{p_\varepsilon}^p e^{u_{p_\varepsilon}^p} \, dx = \frac{4\pi}{\gamma_{j,\varepsilon}} + o \left( \frac{1}{\gamma_{j,\varepsilon}} \right), \] (4.115)

as \( \varepsilon \to 0 \). Thus, by plugging (4.114)–(4.115) in (4.2) and by using our conditions (4.113) on \( (\Gamma_\varepsilon)_\varepsilon \), we get that

\[
\beta_\varepsilon = \left( \sum_{j=1}^{N} \frac{4\pi}{\gamma_{j,\varepsilon}} \right)^{2-p_\varepsilon} \left( \gamma_{j,\varepsilon} \right)^{\frac{2(p_\varepsilon-1)}{p_\varepsilon}} 
\begin{aligned}
&= 4\pi (1 + o(1)) \left( 1 + \sum_{j \neq j_0} \left( \gamma_{j,\varepsilon} \gamma_{j_0,\varepsilon} \right)^{2-p_\varepsilon} \right) \\
&= 4\pi (1 + o(1)) \left( 1 + \sum_{j \neq j_0} \left( \gamma_{j,\varepsilon} \gamma_{j_0,\varepsilon} \right)^{2-p_\varepsilon} \right) \\
&\geq 4\pi (1 + o(1)) \left( 1 + \sum_{j \neq j_0} \left( \gamma_{j_0,\varepsilon} \right)^{2(p_\varepsilon-1)} \right),
\end{aligned}
\]

using that

\[
\left( 1 + \sum_{j \neq j_0} \left( \gamma_{j_0,\varepsilon} \right)^{2(p_\varepsilon-1)} \right) = 1 + o(1)
\]

since \( p_\varepsilon \to 2 \), where we choose \( j_0 \in \{1, \ldots, N\} \) such that \( \gamma_{j_0,\varepsilon} = \min_{j \in \{1, \ldots, N\}} \gamma_{j,\varepsilon} \) for all \( \varepsilon \), up to a subsequence. Then, in order to conclude the proof of (4.5) for \( k = N \), it is then sufficient to get that the term \( (*) \) converges to \( N \), namely that

\[
\forall j \in \{1, \ldots, N\}, \quad \lim_{\varepsilon \to 0} (2 - p_\varepsilon) \ln \frac{\gamma_{j,\varepsilon}}{\gamma_{j_0,\varepsilon}} = 0.
\]
To get this, we use (4.67), (4.68) and argue as below (4.70) for \( \eta = 1/2 \) to write

\[
(2 - p_\varepsilon) \gamma_{j,\varepsilon}^{p_\varepsilon} \leq (1 + o(1)) \ln \frac{1}{\lambda_\varepsilon^2} \leq \frac{1 + o(1)}{2} \gamma_{j,\varepsilon}^{p_\varepsilon}
\]

for all \( j \), so that \( 1 \leq \left( \frac{\gamma_{j,\varepsilon}}{\gamma_{j_0,\varepsilon}} \right)^{p_\varepsilon} = O \left( 1/(2 - p_\varepsilon) \right) \leq +\infty \). Theorem 4.1 is proven. \( \square \)

5 Compactness at the critical levels \( \beta \in 4\pi \mathbb{N}^* \) for \( p \in (1, 2) \)

Our main goal in this section is to prove the following result:

**Theorem 5.1** Let \((\lambda_\varepsilon)_{\varepsilon}\) be any sequence of positive real numbers. Let \( p \in (1, 2] \) be given and set \( p_\varepsilon = p \) for all \( \varepsilon \). Let \((u_\varepsilon)_{\varepsilon}\) be a sequence of smooth functions solving (4.1). Let \((\beta_\varepsilon)_{\varepsilon}\) be given by (4.2). Assume that (4.4) holds true, so that (4.3) holds true for some \( \beta \in 4\pi \mathbb{N}^* \) (see Theorem 4.1). Then we have that

\[
\beta_\varepsilon > \beta \tag{5.1}
\]

for all \( \varepsilon \ll 1 \).

More precisely, if \((\gamma_{1,\varepsilon})_{\varepsilon}, \ldots, (\gamma_{k,\varepsilon})_{\varepsilon}\) are the sequences of positive real numbers diverging to \( +\infty \) given by Proposition 4.1, we show in the proof below that

\[
\beta_\varepsilon \geq 4\pi \left( k + \frac{4(p - 1)(1 + o(1))}{p^2} \sum_{i=1}^{k} \gamma_{i,\varepsilon}^{-2p} \right) \tag{5.2}
\]

as \( \varepsilon \to 0 \). As a remark, according to the proof of Theorem 4.1, \( N \) in Proposition 4.1 equals \( k \) in (4.5). Interestingly enough, the cancellation of terms of order \( \gamma_{i,\varepsilon}^{-p} \) still occurs here on a surface for all \( p \in (1, 2] \) and for arbitrary energies, as pointed out in [39] concerning the unit disk for \( p = 2 \) and in the minimal energy case \( \beta = 4\pi \).

5.1 Further estimates in the radially symmetric case

Let \( p \in (1, 2] \) be given, let \((\mu_\gamma)_\gamma\) be a family of positive real numbers, and let \((\lambda_\gamma)_\gamma\) be such that (2.1) holds true, where \( p_\gamma = p \) for all \( \gamma \), let \( t_\gamma, \tilde{t}_\gamma \) be given by (2.2) and let \((B_\gamma)_\gamma\) be given by (2.6). Let also \((\tilde{r}_\gamma)_\gamma\) be a family of positive real numbers such that (2.3) holds true, and such that

\[
t_\gamma (\tilde{r}_\gamma) \leq \sqrt{\gamma}, \tag{5.3}
\]
\[ \gamma^{4p} r^2 = O(1) \]  

(5.4)

for all \( \gamma \gg 1 \). In this section we aim to get more precise estimates on the \( B_\gamma \)'s than in Sect. 2, but at smaller scales around 0, in order to be technically as simple as possible: namely, (5.3)–(5.4) imply (2.4)–(2.5). We also restrict here to the specific case where \( p \) is fixed. As already mentioned in the introduction, some issues may arise when studying compactness at the critical levels \( \beta \in 4\pi\mathbb{N}^* \) in the case \( p = 1 \). Following [39, 40] and still abusing the radial notation \( r = |x| \), we let \( w_0 \) be given by

\[
  w_0(r) = -T_0(r) + \frac{2r^2}{1 + r^2} - \frac{1}{2} T_0(r)^2 + \frac{1 - r^2}{1 + r^2} \int_1^{1+r^2} \frac{\ln t}{1-t} dt
\]

for \( T_0 \) as in (2.13), so that, by ODE theory, \( w_0 \) is the unique solution of

\[
  \begin{cases}
    \Delta w_0 = 4e^{-2T_0} \left( 2w_0 + T_0^2 - T_0 \right) & \text{in } \mathbb{R}^2, \\
    w_0(0) = 0, \\
    w_0 \text{ is radially symmetric around } 0 \in \mathbb{R}^2.
  \end{cases}
\]

(5.5)

We further set

\[
  F = 2(p - 1)w_0 + (p - 2)T_0^2 - 8(p - 1)T_0 w_0 - \frac{8p - 10}{3} T_0^3
\]

\[
  + 4(p - 1) w_0^2 + 4(p - 1) T_0^2 w_0 + (p - 1) T_0^4,
\]

(5.6)

and let \( w_1 \) be the unique solution of

\[
  \begin{cases}
    \Delta w_1 = 4e^{-2T_0} \left( 2w_1 + \frac{4(p-1)}{p^3} F \right) & \text{in } \mathbb{R}^2, \\
    w_1(0) = 0, \\
    w_1 \text{ is radially symmetric around } 0 \in \mathbb{R}^2.
  \end{cases}
\]

(5.7)

Resuming the strategy and the explicit computations in [40, Section 3], even if we do not have \( w_1 \) in closed form, we know that

\[
  \int_{\mathbb{R}^2} \Delta w_1 dx = \frac{16(p - 1)}{p^3} \left[ (p - 1) \left( \frac{\pi^3}{3} + \frac{33\pi}{2} \right) + \frac{3\pi}{2} (p - 2) - \frac{7(4p - 5)\pi}{2} \right].
\]

(5.8)
We also have that
\[ w_0(r) = -T_0(r) + O(1), \]
\[ w_1(r) = -\frac{T_0(r)}{4\pi} \int_{\mathbb{R}^2} \Delta w_1 dx + O(1) \] (5.9)
as \( r \to +\infty. \) Note that the convention on the sign of the Laplace operator here is not the same as that in [40]. In complement of the computations already done in [40], we compute also
\[ \int_{\mathbb{R}^2} \frac{|x|^2 - 1}{(1 + |x|^2)^3} T_0(x)^2 dx = \frac{3\pi}{2} \]
to get (5.8). Let \( w_{0,\gamma}, w_{1,\gamma} \) be given by \( w_{0,\gamma} = w_0(\cdot/\mu_\gamma) \) and \( w_{1,\gamma} = w_1(\cdot/\mu_\gamma) \), and let \( w_\gamma \) be given by
\[ B_\gamma = \gamma - \frac{2t_\gamma}{\gamma p - 1} + \frac{4(p - 1)w_{0,\gamma}}{\gamma^2 p - 1} + \frac{w_{1,\gamma} + w_\gamma}{\gamma^3 p - 1}. \] (5.10)
Proposition 2.1 already gives \( B_\gamma \leq \gamma \) and some estimates on \( w_\gamma \) given by (5.10) in \([0, \bar{r}_\gamma]\) for all \( \gamma \gg 1 \). Much more precisely here, we get that \( w_\gamma \) is actually a small remainder term in the following sense:

**Proposition 5.1** We have
\[ w_\gamma = O(\gamma^{-p} t_\gamma), \quad w_\gamma' = O(\gamma^{-p} t'_\gamma), \]
and
\[ \lambda_\gamma p B_\gamma^{p-1} e^{B_\gamma^p} = -\frac{2}{p\gamma^{p-1}} \Delta t_\gamma \left( 1 + O\left( \frac{e^{t_\gamma^p/2}}{\gamma^{3p}} \right) \right) + \frac{4(p - 1)}{p^2 \gamma^{2p - 1}} \Delta w_{0,\gamma} + \frac{\Delta w_{1,\gamma}}{\gamma^{3p - 1}}, \]
uniformly in \([0, \bar{r}_\gamma]\) and for all \( \gamma \gg 1 \) large, where \( w_\gamma \) is as in (5.10).

The proof of Proposition 5.1 follows the strategy of the proof of Proposition 2.1, but the stronger assumption (5.3) basically reduces now the computations to Taylor expansions.

**Proof of Proposition 5.1** Let \( r_\gamma \) be given by
\[ r_\gamma = \sup \{ r \in [0, \bar{r}_\gamma] \text{ s.t. } |w_\gamma| \leq t_\gamma \} \]
for all $\gamma$. Taking advantage of the control on $w_{\gamma}$ in $[0, r_{\gamma}]$ given by this definition, we may perform the following computations uniformly in $[0, r_{\gamma}]$ as $\gamma \to +\infty$. We first get

$$B_{\gamma}^p = \gamma^p - 2t_{\gamma} + \frac{2(p-1)}{p\gamma^p} \left( 2w_{0,\gamma} + t_{\gamma}^2 \right) + \frac{p(w_{1,\gamma} + w_{\gamma})}{\gamma^{2p}}$$

$$- \frac{8(p-1)^2t_{\gamma}w_{0,\gamma}}{p^2\gamma^{2p}} - \frac{8(p-1)(p-2)t_{\gamma}^3}{6p^2\gamma^{2p}} + O\left( \frac{t_{\gamma}^4}{\gamma^{3p}} \right).$$

and

$$B_{\gamma}^{p-1} = \gamma^{p-1} \left( 1 - \frac{2(p-1)t_{\gamma}}{p\gamma^p} + \frac{4(p-1)^2w_{0,\gamma}}{p^2\gamma^{2p}} + \frac{2(p-1)(p-2)t_{\gamma}^2}{p^2\gamma^{2p}} + O\left( \frac{t_{\gamma}^3}{\gamma^{3p}} \right) \right).$$

We use for this (5.3) and (5.9) and the expansions of $(1+\varepsilon)^q$ as $\varepsilon \to 0$. Then, using (2.1), we similarly compute and get

$$\lambda_{\gamma} p e^{B_{\gamma}^p} = \frac{8e^{-2t_{\gamma}}}{p\gamma^{2(p-1)}\mu_{\gamma}^2} \left[ 1 + \frac{2(p-1)}{p\gamma^p} \left( 2w_{0,\gamma} + t_{\gamma}^2 \right) + \frac{1}{p^2\gamma^{2p}} \left( p^3(w_{1,\gamma} + w_{\gamma}) - 8(p-1)^2t_{\gamma}w_{0,\gamma} - \frac{4}{3}(p-1)(p-2)t_{\gamma}^3 
+ 8(p-1)^2t_{\gamma}^2w_{0,\gamma} + 2(p-1)^2t_{\gamma}^4 + 8(p-1)^2w_{0,\gamma}^2 \right) 
+ O\left( \frac{1}{\gamma^{3p}} e^{C_{\gamma} \times \left( \frac{t_{\gamma}^3}{\gamma^{3p}} \right)} \right) \right],$$

so that we eventually have

$$\lambda_{\gamma} p B_{\gamma}^{p-1} e^{B_{\gamma}^p} = \frac{8e^{-2t_{\gamma}}}{p\gamma^{p-1}\mu_{\gamma}^2} \left[ 1 + \frac{2(p-1)}{p\gamma^p} \left( 2w_{0,\gamma} + t_{\gamma}^2 - t_{\gamma} \right) + O\left( \frac{e^{t_{\gamma}/2}}{\gamma^{3p}} \right) \right]$$

$$+ \frac{4e^{-2t_{\gamma}}}{\gamma^{3p-1}\mu_{\gamma}^2} \left[ 2(w_{1,\gamma} + w_{\gamma}) + \frac{4(p-1)}{p^3} F \left( \frac{\cdot}{\mu_{\gamma}} \right) \right], \quad (5.11)$$

for $F$ as in (5.6), using again (5.3) to write $\bar{t}_{\gamma}^3/\gamma^{3p} = o(1)$. Then, setting $\tilde{w}_{\gamma} = w_{\gamma}(\cdot/\mu_{\gamma})$, using now not only (2.13), but also (5.5) and (5.7), we get
from (2.6) that

$$\Delta \tilde{w}_\gamma = 8e^{-2T_0} \tilde{w}_\gamma + O\left(\mu^2 \gamma^{3p}\right) + O\left(\frac{e^{-3T_0/2}}{\gamma^p}\right), \quad (5.12)$$

uniformly in \([0, r_\gamma / \mu \gamma]\] as \(\gamma \to +\infty\), applying \(\Delta\) to (5.10). The second-last term in (2.14) is obtained when controlling \(B_\gamma\) in the LHS of (2.6), since our definition of \(r_\gamma\) implies \(B_\gamma \leq \gamma\) in \([0, r_\gamma]\) for all \(\gamma \gg 1\). Then, (2.15) may be obtained from (2.14) by using also (5.4). At that stage, we may conclude the proof of Proposition 5.1 by following closely the lines below (2.15) and showing mainly that (2.10) holds true for all \(\gamma \gg 1\).

As a direct corollary of Proposition 5.1, we get the following estimates:

**Corollary 5.1** Assume that (5.3) is an equality, namely that

$$t_\gamma (\tilde{r}_\gamma) = \sqrt{\gamma}$$

(5.13)

for all \(\gamma \gg 1\), then we have that

$$\frac{\lambda_\gamma p^2}{2} \int_{B_{\tilde{r}_\gamma}(0)} B_\gamma^p e^{B_\gamma} dx$$

$$= 4\pi \gamma^{2p} \left[1 + \frac{2(p - 2)}{p \gamma^p} + o\left(\frac{1}{\gamma^{2p}}\right)\right]$$

$$+ \frac{p - 1}{p^2 \gamma^{2p}} \left(-8 - \frac{2p^2}{3} + 2(p - 1) \left(\frac{\pi^2}{3} + \frac{33}{2}\right) + 3(p - 2) - 7(4p - 5)\right],$$

$$\frac{\lambda_\gamma p^2}{2} \int_{B_{\tilde{r}_\gamma}(0)} e^{B_\gamma} dx$$

$$= \frac{4\pi}{\gamma^{2(p-1)}} \left[1 + \frac{4(p - 1)}{p \gamma^p} + o\left(\frac{1}{\gamma^{2p}}\right)\right]$$

$$+ \frac{1}{\gamma^{2p}} \left(\frac{2(p - 1)}{p^2} \left[(p - 1) \left(\frac{\pi^2}{3} + \frac{33}{2}\right) + \frac{3}{2}(p - 2) - \frac{7(4p - 5)}{2}\right)\right]$$

$$+ \frac{4(p - 1)}{p} + \frac{(p - 1)^2}{p^2} \left(8 + \frac{2p^2}{3}\right)\right],$$

and then that

$$\left(\frac{\lambda_\gamma p^2}{2} \int_{B_{\tilde{r}_\gamma}(0)} e^{B_\gamma} dx\right)^{\frac{2-p}{p}} \left(\frac{\lambda_\gamma p^2}{2} \int_{B_{\tilde{r}_\gamma}(0)} B_\gamma^p e^{B_\gamma} dx\right)^{\frac{2(p-1)}{p}}$$

$$= 4\pi \left[1 + \frac{4(p - 1)}{p^2 \gamma^2 p} + o\left(\frac{1}{\gamma^{2p}}\right)\right]$$

as \(\gamma \to +\infty\).
Since the computations to get Corollary 5.1 from Proposition 5.1 basically resume those in [40], we leave them to the reader. In particular, proving the first two estimates in Corollary 5.1 uses (5.8) and the following computations
\[
\int_{\mathbb{R}^2} \Delta w_0 \, dx = -\int_{\mathbb{R}^2} \Delta T_0 \, dx = -\int_{\mathbb{R}^2} T_0 \Delta T_0 \, dx = -\frac{1}{2} \int_{\mathbb{R}^2} T_0^2 \Delta T_0 \, dx = 4\pi,
\]
\[
\int_{\mathbb{R}^2} (w_0(\Delta T_0) + T_0 \Delta w_0) \, dx = 8\pi + \frac{2\pi^3}{3}.
\]
Once the first two estimates of Corollary 5.1 are obtained, proving (5.14) is quite elementary: in particular, we observe in (5.14) the aforementioned cancellation of the term $\gamma^{\varepsilon p}$. Besides, the term $\gamma^{\varepsilon -2p}$ vanishes as well for $p = 1$. That is the technical reason why the approach of this section does not work for $p = 1$ and why we assume $p > 1$ in Theorem 5.1 (see also the paragraph above Remark 0.1).

5.2 Conclusion of the proof of Theorem 5.1

Let $(\lambda_{\varepsilon})_{\varepsilon}$ be any sequence of positive real numbers. Let $p \in (1, 2]$ be given and set $p_{\varepsilon} = p$ for all $\varepsilon$. Let $(u_{\varepsilon})_{\varepsilon}$ be a sequence of smooth functions solving (4.1). Let $(\beta_{\varepsilon})_{\varepsilon}$ be given by (4.2). Assume that (4.4) holds true, so that (4.3) holds true for some $\beta \in 4\pi \mathbb{N}^*$ by Theorem 4.1. We may also apply Proposition 4.1, getting in particular sequences $(\mu_{i,\varepsilon})_{\varepsilon}$, $(x_{i,\varepsilon})_{\varepsilon}$, $(\gamma_{i,\varepsilon})_{\varepsilon}$ and $(\varphi_{i,\varepsilon})_{\varepsilon}$, and we resume the notation $r_{i,\varepsilon}$, $t_{i,\varepsilon}$ and $v_{i,\varepsilon}$ in (4.20)–(4.22); let also $\bar{r}_{i,\varepsilon}$ be given by

\[
t_{i,\varepsilon}(\bar{r}_{i,\varepsilon}) = \sqrt{\gamma_{i,\varepsilon}}
\]

for all $i \in \{1, \ldots, k\}$ and all $\varepsilon$. By (4.30) in Step 4.1, we know that $r_{1,\varepsilon}^{(1/2)}$ given by (4.25) equals $r_{l,\varepsilon}^{(1/2)}$ in (4.24) for all $l \in \{1, \ldots, k\}$ and all $\varepsilon \ll 1$. Moreover, since $r_{i,\varepsilon} = O(1)$ according to (4.20), we get that

\[
r_{i,\varepsilon}^{(1/2)} = o(r_{i,\varepsilon}) = o(1)
\]

for all $\varepsilon \ll 1$ and all $i$. By (4.24) and (5.15), we deduce that

\[
\ln \frac{r_{i,\varepsilon}^2}{(r_{i,\varepsilon}^{(1/2)})^2} = t_{i,\varepsilon}(\bar{r}_{i,\varepsilon}) - t_{i,\varepsilon}(r_{i,\varepsilon}^{(1/2)}) + o(1) \leq -3\gamma_{i,\varepsilon}
\]

for all $i$ and all $\varepsilon \ll 1$. Then, we find from (5.16) that

\[
\bar{r}_{i,\varepsilon} = O(e^{-\gamma_{i,\varepsilon}})
\]
for all $\varepsilon \ll 1$ and all $i$. Proposition 2.1 may be applied as below (4.25). We get that
\[
|u_{i,\varepsilon} - v_{i,\varepsilon}| = O \left( \frac{\tilde{r}_{i,\varepsilon}}{r_{i,\varepsilon}^{(1/2)p - 1}} \right) = O \left( e^{-\gamma_{i,\varepsilon}} \right)
\]
uniformly in $B_{\tilde{r}_{i,\varepsilon}}(0)$ for all $\varepsilon \ll 1$ and all $i$, using also (4.28). Then, using similarly Proposition 2.1 to get that $v_{i,\varepsilon} = \gamma_{i,\varepsilon}(1 + o(1))$, we obtain that
\[
u_{i,\varepsilon}^p = v_{i,\varepsilon}^p \left( 1 + O \left( \frac{e^{-\gamma_{i,\varepsilon}}}{\gamma_{i,\varepsilon}} \right) \right), \quad (5.18)
\]
so that we have
\[
e^{\nu_{i,\varepsilon}^p} = e^{v_{i,\varepsilon}^p} \left( 1 + o \left( \frac{1}{\gamma_{i,\varepsilon}^2} \right) \right) \quad (5.19)
\]
uniformly in $B_{\tilde{r}_{i,\varepsilon}}(0)$, for all $\varepsilon \ll 1$ and all $i$. An easy consequence of (4.12), (4.20) and (5.16) is that the domains $\phi_{i,\varepsilon}^{-1}(B_{\tilde{r}_{i,\varepsilon}}(0))$ are two by two disjoint for all $\varepsilon \ll 1$. Then we may write that
\[
\frac{\lambda_{\varepsilon} p^2}{2} \int_{\Sigma} u_{\varepsilon}^{p} e^{u_{\varepsilon}^p} \, dv_g \geq \sum_{i=1}^{k} \frac{\lambda_{\varepsilon} p^2}{2} \int_{B_{\tilde{r}_{i,\varepsilon}}(0)} u_{i,\varepsilon}^{p} e^{u_{i,\varepsilon}^p} e^{2\phi_{i,\varepsilon}} \, dx
\]
\[
:= a_{i,\varepsilon} \quad (5.20)
\]
\[
\frac{\lambda_{\varepsilon} p^2}{2} \int_{\Sigma} \left( e^{u_{\varepsilon}^p} - 1 \right) \, dv_g \geq \sum_{i=1}^{k} \frac{\lambda_{\varepsilon} p^2}{2} \int_{B_{\tilde{r}_{i,\varepsilon}}(0)} \left( e^{u_{i,\varepsilon}^p} - 1 \right) e^{2\phi_{i,\varepsilon}} \, dx
\]
\[
:= b_{i,\varepsilon} \quad (5.21)
\]
Using (4.12), (5.17), (5.18) and (5.19), we write $e^{2\phi_{i,\varepsilon}} = 1 + O \left( \tilde{r}_{i,\varepsilon} \right)$ and get
\[
\int_{B_{\tilde{r}_{i,\varepsilon}}(0)} u_{i,\varepsilon}^{p} e^{u_{i,\varepsilon}^p} e^{2\phi_{i,\varepsilon}} \, dx = \left( \int_{B_{\tilde{r}_{i,\varepsilon}}(0)} v_{i,\varepsilon}^{p} e^{v_{i,\varepsilon}^p} \, dx \right) \left( 1 + o \left( \gamma_{i,\varepsilon}^{-2p} \right) \right), \quad (5.21)
\]
for all $\varepsilon \ll 1$ and all $i$. Similar arguments give that
\[
\int_{B_{\tilde{r}_{i,\varepsilon}}(0)} \left( e^{u_{i,\varepsilon}^p} - 1 \right) e^{2\phi_{i,\varepsilon}} \, dx = \left( \int_{B_{\tilde{r}_{i,\varepsilon}}(0)} e^{v_{i,\varepsilon}^p} \, dx \right) \left( 1 + o \left( \gamma_{i,\varepsilon}^{-2p} \right) \right), \quad (5.22)
\]
for all $\varepsilon \ll 1$ and all $i$. By plugging (5.21)–(5.22) in (5.20) and coming back to the definition (4.2), we obtain

$$
\beta_{\varepsilon} \geq \left( \sum_{i=1}^{k} b_{i,\varepsilon} \right)^{\frac{2-p}{p}} \left( \sum_{i=1}^{k} a_{i,\varepsilon} \right)^{\frac{2(p-1)}{p}} \geq \sum_{i=1}^{k} \frac{b_{i,\varepsilon}^{p}}{a_{i,\varepsilon}^{p}},
$$

by Hölder’s inequality for vectors in $\mathbb{R}^k$. In order to compute the RHS, since we have (5.17), so that (see (5.4)) we may apply also Proposition 5.1 to $v_{i,\varepsilon}$ in $B_{\bar{r}_{i,\varepsilon}}(0)$ and thus use (5.14). This proves (5.2) and concludes the proof of Theorem 5.1.

**Remark 5.1** The minimization of $I_{\beta}$ in (0.10) for $\beta = 4\pi$ attracted some attention (see for instance [16,44]): in this case we basically have $p = 1$. Then, turn now to the case $p \in (1, 2]$ of this section. First if $p = 2$, we may get by following the strategy in [40] that the convergence of $(\beta_{\varepsilon})_{\varepsilon}$ to $4\pi$ from above in (5.2) for $k = 1$ gives back the existence of a maximizer for (MT) if $\beta = 4\pi$ (see also [3,25,46]). Now, if $p \in (1, 2)$, we already pointed out in the introduction that

$$
-\infty < \Theta_{p,\varepsilon} := \inf_{u \in H^1} J_{p,4\pi(1-\varepsilon)}(u)
$$

for all $\varepsilon \in [0, 1)$, where $J_{p,\beta}$ is as in (0.13). Moreover, the existence of a minimizer $u_{\varepsilon}$ for $J_{p,4\pi(1-\varepsilon)}$ follows from a standard minimization argument for all given $\varepsilon \in (0, 1)$. Here again, the convergence of $(\beta_{\varepsilon})_{\varepsilon}$ to $4\pi$ from above in (5.2) for $k = 1$ gives the attainment of $\Theta_{p,0}$, since the present $u_{\varepsilon}$’s then have to converge strongly in $C^2$ as $\varepsilon \to 0$.

We conclude this remark by a curiosity. If $G > 0$ is the Green’s function of $\Delta g + h$ in $\Sigma$, we may write $G(x, y) = \frac{1}{4\pi} \left( \ln \frac{1}{|x-y|^p} + \mathcal{H}(x, y) \right)$ for all $x \neq y$. We know that $\mathcal{H} \in C^0(\Sigma \times \Sigma)$ and we set $M = \max_{x \in \Sigma} \mathcal{H}(x, x)$. As a byproduct of the analysis in the present paper, it can be also checked that

$$
\ln \frac{1}{\lambda_{\varepsilon}} = \left( 1 - \frac{p}{2} \right) \gamma_{\varepsilon}^p + \ln \frac{p^2 \gamma_{\varepsilon}^{2(p-1)}}{8} + H_{\varepsilon}(x) + (p - 1) + o(1),
$$

as $\varepsilon \to 0$, if the $u_{\varepsilon}$’s blow-up at some $x \in \Sigma$ for $k = 1$ in (4.5) and solve (4.1), with $\lambda_{\varepsilon}$ given by (4.2), for $\beta_{\varepsilon} = 4\pi(1-\varepsilon)$, $p_{\varepsilon} = p$ and $\gamma_{\varepsilon} = \max_{x \in \Sigma} u_{\varepsilon}$ for all $\varepsilon$. We may also get that

$$
\Theta_{p,0} = \inf_{u \in H^1} J_{p,4\pi}(u) < - \left( \ln \pi + M + (p - 1) + \frac{(2 - p)(p - 1)}{p} \right).
$$

(5.23)
The large inequality in (5.23) is a byproduct of a by now rather standard test function computations (see for instance [51, Step 3.1]). The strict inequality is more subtle and can be seen as a consequence of the convergence of the \( \beta_\varepsilon \)'s from above, picking the refined test functions provided by the blow-up analysis, in the spirit of [51, Section 4]. At last, observe that the exponential of the opposite of the RHS of (5.23) converges to \( \pi \exp (1 + M) \) as \( p \to 2 \), which turns out to be consistent with the original works [3,25].

**Conclusion of the proofs of Theorems 0.2 and 0.1**

Let \( \beta > 0 \) be given. Assume first that \( p \) is given in \((1, 2)\). By Theorem 1.1, there exist a sequence \((\beta_\varepsilon)_{\varepsilon} \) increasing to \( \beta^- \) as \( \varepsilon \to 0 \), and \( u_\varepsilon \) such that (4.1) is satisfied for \( p_\varepsilon = p \) and \( \lambda_\varepsilon \) given by (4.2) for all \( \varepsilon \). Now, we claim that the \( u_\varepsilon \)'s are uniformly bounded: this is a direct consequence of (4.5) in Theorem 4.1 if \( \beta \not\in 4\pi \mathbb{N}^* \) and follows from Theorem 5.1 if \( \beta \in 4\pi \mathbb{N}^* \), since the present sequence \((\beta_\varepsilon)_{\varepsilon} \) is assumed to increase. By elliptic theory in (4.1) and (4.7), we easily then get that, up to a subsequence, the \( \lambda_\varepsilon \)'s converge to some \( \lambda \) and the \( u_\varepsilon \)'s converge in \( C^2 \) to some \( u \) solving the equation in (0.12) and (0.14). Observe in particular that since \( \beta > 0 \), (0.14) gives that \( u \geq 0 \) is not identically zero, so that \( u > 0 \) in \( \Sigma \) by Lemma 1.1. Then \( C_{p,\beta} \ni u \) is not empty in Theorem 0.1. The compactness of \( C_{p,\beta} \) also clearly follows from Theorems 4.1 and 5.1. For \( p = 1 \), and \( \beta \not\in 4\pi \mathbb{N}^* \), we take a sequences \((p_\varepsilon)\), \( p_\varepsilon \downarrow 1 \) and \( u_\varepsilon \in C_{p_\varepsilon,\beta} \). As before, by Theorem 4.1, up to a subsequence \((u_\varepsilon)\) converges to a positive function \( u \in C_{1,\beta} \), and Theorem 0.1 is proven. Assume now that \( p = 2 \). By Theorem 1.1 again, there exist a sequence \((\beta_\varepsilon)_{\varepsilon} \) increasing to \( \beta^- \), a sequence \((p_\varepsilon)_{\varepsilon} \) increasing to \( 2^- \) as \( \varepsilon \to 0 \), and \( u_\varepsilon \) such that (4.1) is satisfied for \( \lambda_\varepsilon \) given by (4.2) for all \( \varepsilon \). First, if we have in addition \( \beta \not\in 4\pi \mathbb{N}^* \), we get similarly from Theorem 4.1 that, up to a subsequence, the \( \lambda_\varepsilon \)'s converge to some \( \lambda \) and the \( u_\varepsilon \)'s converge in \( C^2 \) to some \( u \) solving the equation in (0.16) and (0.14). Then, we use again that \( \beta \) is positive to get from (0.14) that \( u \) is actually positive in \( \Sigma \) and then that \( u \in C_{2,\beta} \). Thus, if we have now \( \beta \in 4\pi \mathbb{N}^* \), setting \( \beta_\varepsilon = \beta - \varepsilon \) and \( p_\varepsilon = 2 \), there exists \( u_\varepsilon \) such that (4.1) is satisfied for \( \lambda_\varepsilon \) given by (4.2) for all \( 0 < \varepsilon \ll 1 \). By Theorem 5.1, we similarly get that the \( u_\varepsilon \)'s converge in \( C^2 \) to some \( u \in C_{2,\beta} \) solving (0.14)-(0.16), up to a subsequence. The compactness of \( C_{2,\beta} \) follows from Theorems 4.1 and 5.1 again, which concludes the proof of Theorem 0.2 in any case.

**References**

1. Bartolucci, D., Lin, C.-S.: Existence and uniqueness for mean field equations on multiply connected domains at the critical parameter. Math. Ann. **359**(1–2), 1–44 (2014)
2. Battaglia, L., Jevnikar, A., Malchiodi, A., Ruiz, D.: A general existence result for the Toda system on compact surfaces. Adv. Math. 285, 937–979 (2015)
3. Carleson, L., Chang, S.-Y.A.: On the existence of an extremal function for an inequality of. J. Moser. Bull. Sci. Math. 110(2), 113–127 (1986)
4. Chang, S.-Y. A., Chen, C.-C., Lin, C.-S.: Extremal functions for a mean field equation in two dimension. In: Lectures on partial differential equations, volume 2 of New Stud. Adv. Math., pages 61–93. Int. Press, Somerville, MA (2003)
5. Chen, C.-C., Lin, C.-S.: Sharp estimates for solutions of multi-bubbles in compact Riemann surfaces. Commun. Pure Appl. Math. 55(6), 728–771 (2002)
6. Chen, C.-C., Lin, C.-S.: Topological degree for a mean field equation on Riemann surfaces. Commun. Pure Appl. Math. 56(12), 1667–1727 (2003)
7. Chen, W.X., Li, C.: Classification of solutions of some nonlinear elliptic equations. Duke Math. J. 63(3), 615–622 (1991)
8. Chen, W.X., Li, C.: Prescribing Gaussian curvatures on surfaces with conical singularities. J. Geom. Anal. 1(4), 359–372 (1991)
9. Costa, D.G., Tintarev, C.: Concentration profiles for the Trudinger–Moser functional are shaped like toy pyramids. J. Funct. Anal. 266(2), 676–692 (2014)
10. De Marchis, F.: Multiplicity result for a scalar field equation on compact surfaces. Commun. Partial Differ. Equ. 33(10–12), 2208–2224 (2008)
11. De Marchis, F.: Generic multiplicity for a scalar field equation on compact surfaces. J. Funct. Anal. 259(8), 2165–2192 (2010)
12. De Marchis, F., Ianni, I., Pacella, F.: Asymptotic profile of positive solutions of Lane-Emden problems in dimension two. J. Fixed Point Theory Appl. 19(1), 889–916 (2017)
13. del Pino, M., Musso, M., Ruf, B.: New solutions for Trudinger–Moser critical equations in $\mathbb{R}^2$. J. Funct. Anal. 258(2), 421–457 (2010)
14. del Pino, M., Musso, M., Ruf, B.: Beyond the Trudinger–Moser supremum. Calc. Var. Partial Differ. Equ. 44(3–4), 543–576 (2012)
15. Deng, S., Musso, M.: Bubbling solutions for an exponential nonlinearity in $\mathbb{R}^2$. J. Differ. Equ. 257(7), 2259–2302 (2014)
16. Ding, W., Jost, J., Li, J., Wang, G.: The differential equation $\Delta u = 8\pi - 8\pi h e^u$ on a compact Riemann surface. Asian J. Math. 1(2), 230–248 (1997)
17. Ding, W., Jost, J., Li, J., Wang, G.: Existence results for mean field equations. Ann. Inst. H. Poincaré Anal. Non Linéaire 16(5), 653–666 (1999)
18. Djadli, Z.: Existence result for the mean field problem on riemann surfaces of all genuses. Commun. Contemp. Math. 10(2), 205–220 (2008)
19. Djadli, Z., Malchiodi, A.: Existence of conformal metrics with constant q-curvature. Ann. Math. 168(3), 813–858 (2008)
20. do Carmo, M. P.: Differential geometry of curves and surfaces. Prentice-Hall, Inc., Englewood Cliffs, N.J., (1976). Translated from the Portuguese
21. Druet, O.: Multibumps analysis in dimension 2: quantification of blow-up levels. Duke Math. J. 132(2), 217–269 (2006)
22. Druet, O., Malchiodi, A., Martinazzi, L., Thizy, P.-D.: Multi-bumps analysis for Trudinger-Moser nonlinearities II-Existence of solutions of high energies. In preparation
23. Druet, O., Thizy, P.-D.: Multi-bump analysis for Trudinger-Moser nonlinearities IQuantification and location of concentration points. J. Eur. Math. Soc. (2020). https://doi.org/10.4171/JEMS/1002
24. Figueroa, P., Musso, M.: Bubbling solutions for Moser-Trudinger type equations on compact Riemann surfaces. J. Funct. Anal. 275(10), 2684–2739 (2018)
25. Flucher, M.: Extremal functions for the Trudinger-Moser inequality in 2 dimensions. Comment. Math. Helv. 67(3), 471–497 (1992)
26. Fontana, L.: Sharp borderline Sobolev inequalities on compact Riemannian manifolds. Comment. Math. Helv. 68(3), 415–454 (1993)
27. Gilbarg, D., Trudinger, N. S.: *Elliptic Partial Differential Equations of Second Order*. Classics in Mathematics. Springer, Berlin (2001). Reprint of the 1998 edition
28. Han, Q., Lin, F.: Elliptic partial differential equations. Courant Lecture Notes in Mathematics, vol. 5. New York University Courant Institute of Mathematical Sciences, New York (1997)
29. Hebey, E.: Nonlinear analysis on manifolds: Sobolev spaces and inequalities. Courant Lecture Notes in Mathematics, vol. 5. New York University Courant Institute of Mathematical Sciences, New York (1999)
30. Ibrahim, S., Masmoudi, N., Nakanishi, K., Sani, F.: Sharp threshold nonlinearity for maximizing the Trudinger–Moser inequalities. J. Funct. Anal. 278(1), 108302 (2020)
31. Judovič, V.: Some estimates connected with integral operators and with solutions of elliptic equations. Dokl. Akad. Nauk SSSR 138, 805–808 (1961). ([in Russian])
32. Lamm, T., Robert, F., Struwe, M.: The heat flow with a critical exponential nonlinearity. J. Funct. Anal. 257(9), 2951–2998 (2009)
33. Laurain, P.: Concentration of CMC surfaces in a 3-manifold. Int. Math. Res. Not. IMRN 24, 5585–5649 (2012)
34. Li, Y.: Harnack type inequality: the method of moving planes. Commun. Math. Phys. 200(2), 421–444 (1999)
35. Li, Y.: Moser–Trudinger inequality on compact Riemannian manifolds of dimension two. J. Partial Differ. Equ. 14(2), 163–192 (2001)
36. Lin, C.-S., Lucia, M.: Uniqueness of solutions for a mean field equation on torus. J. Differ. Equ. 229(1), 172–185 (2006)
37. Malchiodi, A.: Morse theory and a scalar field equation on compact surfaces. Adv. Differ. Equ. 13(11–12), 1109–1129 (2008)
38. Malchiodi, A.: Topological methods for an elliptic equation with exponential nonlinearities. Discrete Contin. Dyn. Syst. 21, 277–294 (2008)
39. Malchiodi, A., Martina, L.: Critical points of the Moser-Trudinger functional on a disk. J. Eur. Math. Soc. (JEMS) 16(5), 893–908 (2014)
40. Mancini, G., Martina, L.: The Moser-Trudinger inequality and its extremals on a disk via energy estimates. Calc. Var. Partial Differ. Equ. 56(4), 26 (2017)
41. Mancini, G., Thizy, P.-D.: Glueing a peak to a non-zero limiting profile for a critical Moser-Trudinger equation. J. Math. Anal. Appl. 472(2), 1430–1457 (2019)
42. Mancini, G., Thizy, P.-D.: Critical points of Moser-Trudinger type functionals: a general picture. (2020). In preparation
43. Moser, J.: A sharp form of an inequality by N. Trudinger. Indiana Univ. Math. J., 20:1077–1092 (1970/71)
44. Nolasco, M., Tarantello, G.: On a sharp Sobolev-type inequality on two-dimensional compact manifolds. Arch. Ration. Mech. Anal. 145(2), 161–195 (1998)
45. Pohožaev, S.I.: On the eigenfunctions of the equation $\delta u + \lambda f(u) = 0$. Dokl. Akad. Nauk SSSR 165, 36–39 (1965). ([in Russian])
46. Struwe, M.: Critical points of embeddings of $H^{1,n}_0$ into Orlicz spaces. Ann. Inst. H. Poincaré Anal. Non Linéaire 5(5), 425–464 (1988)
47. Struwe, M.: The existence of surfaces of constant mean curvature with free boundaries. Acta Math. 160(1–2), 19–64 (1988)
48. Struwe, M.: *Variational methods*, volume 34 of Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics [Results in Mathematics and Related Areas. 3rd Series. A Series of Modern Surveys in Mathematics]. Springer-Verlag, Berlin, fourth edition, (2008). Applications to nonlinear partial differential equations and Hamiltonian systems
49. Suzuki, T.: Global analysis for a two-dimensional elliptic eigenvalue problem with the exponential nonlinearity. Ann. Inst. H. Poincaré Anal. Non Linéaire 9(4), 367–397 (1992)
50. Taylor, M. E.: Partial differential equations I. Basic theory, volume 115 of Applied Mathematical Sciences. Springer, New York, second edition (2011)

51. Thizy, P.-D.: When does a perturbed Moser-Trudinger inequality admit an extremal?? Anal. PDE 13(5), 1371–1415 (2020)

52. Trudinger, N.S.: On imbeddings into Orlicz spaces and some applications. J. Math. Mech. 17, 473–483 (1967)

53. Yang, Y.: Quantization for an elliptic equation with critical exponential growth on compact Riemannian surface without boundary. Calc. Var. Partial Differ. Equ. 53(3–4), 901–941 (2015)

**Publisher’s Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.