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Abstract: This paper investigates options to complement a diesel engine airpath feedback controller with a feedforward. The control objective is to track the intake manifold pressure and exhaust gas recirculation (EGR) rate targets by manipulating the EGR valve and variable geometry turbine (VGT) while satisfying state and input constraints. The feedback controller is based on rate-based Model Predictive Control (MPC) that provides integral action for tracking. Two options for the feedforward are considered: one based on a look-up table that specifies the feedforward as a function of engine speed and fuel injection rate, and another one based on a (non-rate-based) MPC that generates dynamic feedforward trajectories. The controllers are designed and verified using a high-fidelity engine model in GT-Power and exploit a low-order rate-based linear parameter-varying (LPV) model for prediction which is identified from transient response data generated by the GT-Power model. It is shown that the combination of feedforward and feedback MPC has the potential to improve the performance and robustness of the control design. In particular, the feedback MPC without feedforward can lose stability at low engine speeds, while MPC-based feedforward results in the best transient response. Mechanisms by which feedforward is able to assist in stabilization and improve performance are discussed.
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1. INTRODUCTION

In this paper, we consider an airpath control problem for a diesel engine with exhaust gas recirculation (EGR) and variable geometry turbocharging (VGT), and examine complementary characteristics and demonstrate the benefits of combining feedforward and feedback Model Predictive Control (MPC)-based loops. The feedback MPC loop relies on a rate-based (velocity form) formulation that results in an integral action for offset-free tracking. The feedforward MPC loop exploits the conventional (non-rate-based) MPC formulation.

In particular, we demonstrate that the feedforward MPC that provides the capability of dynamically shaping the input trajectories improves the transient response and tracking performance of the airpath control as compared to a more conventional feedforward implementation using an engine speed-fuel injection rate based look-up table. Furthermore, when operating point changes due to changes in engine speed and fuel injection rate, feedforward MPC helps maintain the trajectory in the region of attraction of the feedback MPC controller and avoid instabilities due to nonlinear behavior of the engine, thereby improving the robustness of the diesel airpath control.

Due to its importance for fuel economy improvements and emissions reduction (Van Nieuwstadt et al., 2000), improvements to the diesel airpath control have been a long-standing research topic in automotive control. Several MPC solutions have been proposed starting with Ortner and Del Re (2007). See, for instance, the paper by Huang et al. (2018) for the historical outlook and references. In particular, the use of switching (non-MPC based) control has been considered in Bengoa et al. (2004) where both feedforward and feedback are switched as the engine is transitioning between different operating points in such a way as to maintain the trajectory in the region of attraction of each operating point. The combined feedforward-feedback MPC architecture for the airpath control has been considered in Liao-McPherson et al. (2020), and its investigation is continued in this paper.

The conclusion about feedforward abetting the stability of the closed-loop system is interesting as regularly feedforward is viewed as a form of an open-loop control and therefore not capable of providing stabilization, with notable exceptions of vibration control (Meerkov, 1980). In constrained control, the use of a sensorless feedforward command governor has been proposed by Garone et al. (2011) that, in principle, could be used to a similar effect, by restricting the trajectory to satisfy constraints informed by the region of attraction dependent on the feedforward.
In this paper, the development of the combined feedforward and feedback MPC solution for the diesel airpath control is performed based on a high fidelity GT-Power engine model which is treated as a black box surrogate for the engine. The operation-point dependent prediction models are identified based on input-output response data, and the overall model is defined in a linear parameter varying (LPV) form. We purposefully keep the model order low and in the input-output form (states are known outputs) to avoid the need to design and schedule a state observer. These developments are reported in Section 2. The feedforward and feedback MPC design is described in Section 3, where we also examine controller tuning issues. Concluding remarks are made in Section 5.

2. DIESEL ENGINE CONTROL OBJECTIVES, AND AIRPATH CONTROL-ORIENTED MODELING

2.1 Diesel Engine and Airpath Control Objectives

Figure 1 shows the schematics of a four-cylinder engine considered in this paper. The engine consists of a cylinder block, intake and exhaust manifolds, an exhaust gas recirculation (EGR) system, and a variable geometry turbocharger (VGT). The pressure in the intake manifold and the flow through the compressor of VGT are measured by a manifold absolute pressure (MAP) sensor and a mass airflow (MAF) flow sensor, respectively.

The engine operation point \( \rho \) is defined by the engine speed \( N_e \) and fuel injection rate \( w_{inj} \) combination, \( \rho = [N_e, w_{inj}]^T \), where \( w_{inj} \) corresponds to the sum of the pre-injection and main fuel injection rates.

The EGR valve controls the mass flow rate from the exhaust manifold into the intake manifold. The VGT controls the intake manifold pressure by varying the exhaust flow area and amount of energy extracted from the exhaust gas. The intake manifold pressure determines the mass flow rate into the engine cylinders. The gas flowing into the engine cylinders consists of air and exhaust gas. The EGR rate is defined as

\[
\lambda_{egr} = \frac{w_{egr}}{w_{egr} + w_c},
\]

where \( w_c \) is the flow rate into the intake manifold through the compressor and intercooler and \( w_{egr} \) is the mass flow through the EGR valve into the intake manifold.

The objective of the airpath controller is to coordinate the EGR valve and VGT actuators to control the intake manifold pressure and EGR rate to the set-points (targets). These set-points are determined as functions of engine operating point (i.e., engine speed and fuel injection rate) in the engine calibration optimization phase to satisfy emissions and fuel efficiency requirements. Alternatively, these set-points and fuel injection rate could be adjusted in the engine calibration optimization phase to satisfy emissions and fuel efficiency requirements. Alternatively, these set-points and fuel injection rate could be adjusted in the engine calibration optimization phase to satisfy emissions and fuel efficiency requirements. Alternatively, these set-points and fuel injection rate could be adjusted in the engine calibration optimization phase to satisfy emissions and fuel efficiency requirements.

3. LPV-BASED MPC FOR AIRPATH CONTROL

Our MPC design consists of a feedback (FB MPC) loop and a feedforward.

3.1 Rate-based Feedback (FB) MPC Loop

The FB MPC (Figure 2) exploits a rate-based prediction model as in Wang (2004); Pannocchia et al. (2015). The MPC design based on the rate-based model is able, under appropriate assumptions, to assure offset-free tracking Rawlings et al. (2017) and enhance closed-loop robustness and disturbance rejection capabilities. Such an approach has been also exploited in the earlier work by Huang et al. (2016).

\[ \dot{x}_{k+1} = A(x_k) \Delta x_k + B(x_k) \Delta u_k \]

Fig. 2. Schematic of FB airpath MPC loop. In the square box \( z \) stands for the discrete time shift operator, i.e., \( u_{k+1} = zu_k \).

The basic idea of the rate-based approach is to define rate variables, \( \Delta x_k = x_k - x_{k-1} \), \( \Delta u_k = u_k - u_{k-1} \), that correspond to the increments in the state and control variables. Then, assuming \( p_k \) remains constant over the prediction horizon \( h_k \) is used at the controller update instant), the prediction model (2) implies that

\[ \Delta x_{k+1} = A(p_k) \Delta x_k + B(p_k) \Delta u_k \]
Note that we set \( w_{1e,j,k} - w_{1e,j,k-1} = \left( w_{2e,j,k-1} - w_{2e,j,k} \right) = 0 \) in deriving (3) from (2) as in generating the FB MPC control signal, we assume \( p_k \) constant over the prediction horizon. The latter assumption is adopted in much of the literature on engine and powertrain control with MPC. See Zhang et al. (2022) for further details.

We let \( x_{j,k}, u_{j,k}, e_{j,k} = x_{j,k} - r_k \), where \( r_k \) is the vector of the targets, denote the predicted state, control and tracking error values at time step \( j \), \( 0 \leq j \leq N \), over the prediction horizon when the prediction is made at the time step \( k \). Then, to be able to impose constraints on \( x_{j,k} \) and \( u_{j,k} \) and compute MPC cost that penalizes the predicted tracking error, \( e_{j,k} \), we define the augmented state vector, \( x_{j,k}^e = \left[ x_{j,k}^e, e_{j,k}, x_{j-1,k}^e, u_{j-1,k}^e \right]^T \). The rate-based prediction model (3) then implies

\[
x_{j+1,k}^e = \begin{bmatrix}
A(p_k) & 0 & 0 & 0 \\
A(p_k) & I_{n_x \times n_x} & 0 & 0 \\
I_{n_x \times n_x} & 0 & I_{n_x \times n_x} & 0 \\
0 & 0 & I_{n_x \times n_x} & 0
\end{bmatrix} x_{j,k}^e + \begin{bmatrix}
B(p_k) \\
0 \\
0 \\
B(p_k)
\end{bmatrix} \Delta u_{j,k}.
\]

subject to that \( x_{j+1,k}^e = A(p_k) x_{j,k}^e + B(p_k) \Delta u_{j,k} \).

The FB MPC design is based on the solution of the following discrete time optimal control problem:

\[
\min_{\Delta u_{0,k}, \ldots, \Delta u_{N-1,k}, e_k} \sum_{j=0}^{N-1} \left( x_{j,k}^e \right)^T P_{\infty,j}^e x_{j,k}^e + Q_{\infty,j}^e \Delta u_{j,k} + \mu e_k^T e_k
\]

where \( N \) is the prediction horizon, \( Q_{\infty,j}^e \geq 0 \) and \( R_{\infty,j}^e \geq 0 \) are state and control weighting matrices, with \( Q_{\infty,j}^e \) chosen so that \( (x_{j,k}^e)^T Q_{\infty,j}^e x_{j,k}^e = e_{j,k}^T Q_{\infty,j}^e e_{j,k} \) and \( e_k \) is the slack variable introduced to avoid infeasibility of the state constraints.

The matrices \( P_{\infty,j} \geq 0 \) imposes the terminal penalty on \( x_{N_0,N}^e \) and \( e_{N_0,N}^e \) states; such a terminal penalty is beneficial to ensure local closed-loop stability (when constraints are inactive with the engine operating near the set-point). To compute \( P_{\infty,j} \), we first compute a matrix \( P_{\infty,j}^e \) by solving the discrete algebraic Riccati equation (DARE) corresponding to the model for the evolution of just \( \Delta x_{j,k} \) and \( e_{j,k} \) states for which the dynamics (A) and input (B) matrices have the form,

\[
\begin{bmatrix}
A(p_k) & 0 \\
A(p_k) I_{n_x \times n_x} & B(p_k)
\end{bmatrix}
\]

while the state and control weighting matrices are given by

\[
\begin{bmatrix}
0 & 0 \\
0 & Q_{\infty,j}^e
\end{bmatrix}
\]

The terminal penalty matrix can be computed for a discrete set of values of \( p \) on a chosen mesh and then interpolated element by element.

Numerically, (5) reduces to a quadratic programming (QP) problem. The first element of the optimal control sequence, \( \Delta u_{j,k} \), then informs the FB MPC control signal according to the relation, \( u_k = u_{k-1} + \Delta u_{j,k} \).

While the changes in the dynamic characteristics of the engine response across the engine operating range are captured by our LPV prediction model, we have also found in Zhang et al. (2022) that the closed-loop performance can be further improved by varying the weights \( Q_e \) and \( R_{\infty,j}^e \) for different engine operating regions. In our implementation, we defined seven regions as a function of \( N_e \), \( w_{1e} \) and \( \chi_{egr} \), as shown in Figure 3. Note that the values of \( N_e \), \( w_{1e} \) and \( \chi_{egr} \) are categorized using qualitative “high” and “low” terms to protect the OEM proprietary data.

Figure 4 illustrates closed-loop response to steps in \( w_{1e} \) followed by ramps in \( N_e \) with the fully tuned FB MPC co-ordinated with the GT-Power engine model through the Simulink interface. In these and subsequent simulations, we use the sampling period of 20 ms and prediction horizon of 1 s. The GT-Power simulation is configured to provide cycle averaged signals. The package mpctools developed by Risbeck and Rawlings (2016) is used for the numerical solution of MPC problem. The set-points are tracked with zero steady-state error and the overshoot and settling time of \( p_{ss} \) are within the acceptable range (1.5 s). However, the response of \( \chi_{egr} \) to a step-change in \( w_{1e} \) has an undershoot and the tracking error is large in transients. The transient response can be made faster with a more aggressive tuning, however, in this case, it starts exhibiting larger overshoot and oscillations as is typical of controllers with integral action.
While the capability to improve closed-loop transient response by tuning of FB MPC is limited, there is an alternative route which is to exploit feedforward. This is further considered in the next section.

### 3.2 Combination of Feedforward Look-up Table and FB MPC

Frequently, the engine control strategy involves a combination of feedforward and feedback. A feedback controller with an integral action alone is capable of eliminating the steady-state error, but its response can be slow. The combination of the feedforward and feedback can produce a faster action by the actuators and improve transient response.

In the case of our diesel engine, the simplest feedforward consists of steady-state EGR valve and VGT positions, consistent with $p_m$ and $\chi_{egr}$ set-points (and with given engine speed and fuel injection rate values) in steady-state, and aggregated in a look-up table that computes them as a function of engine speed and fuel injection rate through the linear interpolation. We refer to such a feedforward (FF) solution as a “look-up table FF”.

The integration of FB MPC with look-up table FF is achieved as shown in Figure 5. The modification of the rate-based FB MPC occurs in the expression (5d) which is replaced by

$$u_{k-1} = \bar{u}_{k-1} = u_{k-1} + u^{\text{ff}}_k - u^{\text{ff}}_{k-1}, \quad (8)$$

where $u^{\text{ff}}_k$ is the output of the FF controller at the time instant $k$. The control signal at the time instant $k$ is computed according to

$$u_k = \bar{u}_{k-1} + \Delta u^*_k. \quad (9)$$

As shown in Figure 6 for the same simple scenario as in Figure 4 and the same tuning of FB MPC, the look-up table FF was able to speed up $\chi_{egr}$ tracking during fuel tip-in and tip-out and has greatly reduced the tracking error of $\chi_{egr}$ during first, a fuel ($\bar{w}_{inj}$) followed by ramps in $N_e$. More specifically, it can be easily shown that the true state at time instant $k+1$ is given by

$$x_{k+1} = x_{1,k} + B(p_k)(u^{\text{ff}}_k - u^{\text{ff}}_{k-1}), \quad (10)$$

$$x_{1,k} = A(p_k)x_k + B(p_k)u_{k-1} + B\Delta u^0_{0,k}, \quad (11)$$

even though $u_k = u_{0,k} = u_{k-1} + \Delta u^*_k + u^{\text{ff}}_k - u^{\text{ff}}_{k-1}$.

The equation (10) clarifies that the feedforward is able to affect the state of the system. From the perspective of the rate-based MPC, the term $(u^{\text{ff}}_k - u^{\text{ff}}_{k-1})$ appears as a disturbance; to accommodate it, under the assumption that $u^{\text{ff}}_{k+1} = u^{\text{ff}}_{k,j-1}$ over the prediction horizon (consistent with the assumption of the operating point not changing), the state constraints (5i) could be imposed on the prediction, $\hat{x}_{j,k}$, of the true state, given by

$$\hat{x}_{j,k} = x_{1,k} + \sum_{m=0}^{j-1} A(p_k)^{j-1-m}B(p_k)\left(u^{\text{ff}}_k - u^{\text{ff}}_{k-1}\right) \quad (12)$$

This in effect tightens the constraints to accommodate changes in the feedforward. In the subsequent simulations, we did not pursue this constraint tightening approach to avoid conservatism and enforced the constraints (5i).

The solution based on look-up table FF for EGR valve and VGT positions has a drawback in that if at a given operating point $p_k$, the targets $r_k$ need to be different from the one assumed (e.g., EGR rate needs to be increased to satisfy different emissions regulations or during engine warm-up), the look-up table FF will no longer be accurate. The look-up table used for FF may also become inaccurate due to part-to-part variability or aging. To illustrate potential issues this may cause, Figure 7 provides simulation results for the case of constant $N_e$ and a step-change in $\bar{w}_{inj}$ when...
the set-points for $p_{\text{int}}$ and $\chi_{\text{egr}}$ do not change to follow the change in $w_{\text{inj}}$. The responses of the combined look-up table FF and FB MPC now exhibit large and undesirable overshoot. As this example illustrates, the mismatch of feedforward EGR valve and VGT positions and intake manifold pressure and EGR rate set-points can degrade the closed-loop transient response. The need to eliminate such mismatches increases calibration time and effort and can potentially necessitate a more complex implementation of the look-up table FF (e.g., multi-dimensional or adaptive look-up table). In the next section, we consider a different approach to implementing feedforward that addresses the above issue.

3.3 Combination of FF MPC and FB MPC

The feedforward MPC (FF MPC) and FB MPC combination is illustrated in Figure 8. Unlike FB MPC, the FF MPC only closes the loop around the model of the plant, i.e., it does not use the actual engine measured signals as inputs. The primary objective of FF MPC is to approximately shape the input trajectory as needed to evolve the trajectory towards the targets.

The FF MPC is using the discrete-time model (2) for prediction. The control action is defined by solving the following discrete-time optimal control problem:

$$
\min_{\tilde{u}_{j|k}} \sum_{j=0}^{N-1} e_{N|k}^T P_{\infty|k} e_{N|k} + \sum_{j=0}^{N-1} e_{j|k}^T Q_{\infty|k} e_{j|k} + \tilde{u}_{j|k}^T R_{\infty|k} \tilde{u}_{j|k}
$$

subject to

$$
e_{j|k} = \tilde{x}_{j|k} - \tilde{x}_{j|k}
$$

$$
\tilde{x}_{j|k} = J_{\text{ss}} - \tilde{x}_{j|k}
$$

$$
\tilde{r}_{j|k} = \tilde{r}_{j|k}
$$

$$
\tilde{u}_{j|k} = u_{\text{ss}} - \tilde{u}_{j|k}
$$

$$
e_{j+1|k} = A(\rho_k) \tilde{x}_{j|k} + B(\rho_k) \tilde{u}_{j|k} + e_{j|k}
$$

$$
x_{\text{min}} \leq \tilde{x}_{j|k} \leq x_{\text{max}}, j = 1, ..., N
$$

$$
u_{\text{min}} \leq \tilde{u}_{j|k} \leq u_{\text{max}}, j = 0, ..., N - 1
$$

The final control signal is determined by (9) and (5) with $u_{k,\text{ff}} = u^*_{0|k}$, where $u^*_{0|k}$ is the first element of the optimal solution sequence to (12).

Simulation results of the closed-loop system with FF MPC and FB MPC combination are shown in Figure 9 for the same simple scenario as in Figure 4 and Figure 6 and same tuning of FB MPC. The responses with FF MPC match those with look-up table FF and are improved as compared to only FB MPC. More complex simulation scenarios will be treated in Section 4.

We note that more advanced options for integrating FF MPC and FB MPC may exist, e.g., using a sequence generated by FF MPC to warm-start FB MPC. We leave the investigation of such options to future work.

4. SIMULATION RESULTS

We now evaluate the three control designs (FB MPC only, look-up table FF and FB MPC, and FF MPC and FB MPC) in more complex simulation scenarios over Federal Test Procedure (FTP) drive cycle. The results are summarized in Figures 10-11 and Table 1. In terms of average absolute tracking errors, the best tracking performance is achieved by the controller that combines FF MPC and FB MPC.

Of particular interest are large VGT excursions ending in VGT being fully open that are observed near idle with FB MPC only controller and to a lesser degree with look-up table FF and FB MPC combination. While set-point tracking is approximately maintained, these large deviations in the VGT position are indicative of potential closed-loop instability, likely caused by the state trajectory leaving the region of attraction provided by FB MPC around the current operating point $\rho_k$ when $\rho_k$ undergoes rapid transients. At the same time, FF MPC is able to evolve the trajectory sufficiently towards new operating point to avoid instability.
Fig. 10. Time histories of (a) $p_{im}$ and (b) $\chi_{egr}$ with three different control schemes over the first 600 s of FTP simulation.

Fig. 11. Time histories of (a) EGR and (b) VGT position with three different control schemes as in Figure 10 over the first 600 s of FTP simulation.

Table 1. Comparison of three control schemes over the FTP.

| Controller                  | $\bar{p}_{im}$ [bar] | $\bar{\chi}_{egr}$ |
|-----------------------------|----------------------|---------------------|
| FB MPC Only (reference)     | 0.0771               | 0.0144              |
| Look-up table FF + FB MPC   | 0.0692 (↓ 10.3%)     | 0.0117 (↓ 18.8%)    |
| FF MPC + FB MPC             | 0.0650 (↓ 15.7%)     | 0.0103 (↓ 28.5%)    |

5. CONCLUSIONS
Complimenting the feedback controller based on rate-based Model Predictive Control (MPC) with the feedforward has the potential to improve the tracking performance of diesel engine airpath control systems. Such a feedback can be based either on a look-up table or a (non-rate-based) feedforward MPC. The latter option generates dynamic feedforward trajectories and is more effective in reducing tracking errors while eliminating potential closed-loop instabilities at low engine speed by helping the state back to the region of attraction of the feedback controller.
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