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Abstract—Given a collection of entities (or nodes) in a network and our intermittent observations of activities from each entity, an important problem is to learn the hidden edges depicting directional relationships among these entities. Here, we study causal relationships (excitations) that are realized by a multivariate Hawkes process. The multivariate Hawkes process (MHP) and its variations (spatio-temporal point processes) have been used to study contagion in earthquakes, crimes, neural spiking activities, the stock and foreign exchange markets, etc. In this paper, we consider the multivariate Hawkes process with gaps in observations (MHPG). We propose a variational problem for detecting sparsely hidden relationships with a multivariate Hawkes process with gaps and our intermittent observations of activities from each entity, and its variations (spatio-temporal, univariate, and directional relationships among these entities). Here, we study an important problem is to learn the hidden edges depicting causal relationships (excitations) that are realized by a multivariate Hawkes process with gaps and our intermittent observations of activities from each entity, and its variations (spatio-temporal, univariate, and directional relationships among these entities).
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I. INTRODUCTION

Point processes have demonstrated to be promising tools for extracting dynamic patterns and discovering hidden relationships in event data. Variations of (spatio-temporal, univariate, multivariate) point processes have been applied to event data from many different fields in science. For instance, self-exciting point processes have been used in seismology to model contagion of earthquakes [1], [2], [3], [4], and in anthropology to study the spread of crimes and violence acts [3], [6], [7], [8]. The multivariate Hawkes process (a parametric version of the self-exciting point process) has been applied to financial data to study contagion and influential entities in financial networks [9], [10], [11], [12], [13], and also in social media networks [14], [15], [16], [17], [18]. The multivariate Hawkes process with inhibition has also been used in neuroscience to make inference of functional connectivity from neural spiking activities [19], [20], among others. The common assumption in these work is that all events over a long-enough time interval of interest are observed. However, for reasons associated to the environment, etc., events are only observed intermittently. Thus the challenges are: 1) how to recover robustly the underlying parameters in the presence of gaps; 2) how to distribute the gaps for optimal recovery given the available resources.

In technical terms, let \( N \) be the number of entities (or nodes) within a network. For each entity \( m \) ranging from 1 to \( N \), let \( E_m = \{ t_{m,i} \} \) be the set of events that entity \( m \) generates in some interval of interest, say \((0, T)\). Here each \( t_{m,i} \) in \((0, T)\) (assuming \( t_{m,i-1} < t_{m,i} \)) represents a timestamp when an event from entity \( m \) occurs. We recall the following definitions of point processes.

**Definition 1** (Poisson Process [21]). For each entity \( m \), denote the finite collection of disjoint intervals in \((0, T)\) by \( \{ (c_{m,k}, d_{m,k}] \}_{k=1}^{K_m} \). Let \( N(c_{m,k}, d_{m,k}] \) be the number of observed events from entity \( m \) that are contained in \((c_{m,k}, d_{m,k}]\). We say the collection of observed events in \( E_m \) follows a homogeneous Poisson process with some constant intensity \( \lambda_m \geq 0 \) if \( N(c_{m,k}, d_{m,k}] \) follows a Poisson distribution with mean \( \lambda_m (d_{m,k} - c_{m,k}] \). In other words, the following probability holds

\[
P(\{N(c_{m,k}, d_{m,k}] = n\} = \frac{[\lambda_m (d_{m,k} - c_{m,k}]]^n e^{-\lambda_m (d_{m,k} - c_{m,k})}}{n!}.
\]

Suppose now instead of a constant \( \lambda_m \), we have a positive (integrable) function \( \lambda_m : (0, T) \rightarrow \mathbb{R}_+ \). Then we say the set of events \( E_m \) follows an inhomogeneous Poisson process with intensity function \( \lambda_m(t) \) if

\[
P(\{N(c_{m,k}, d_{m,k}] = n\} = \frac{[\Lambda_m (d_{m,k} - c_{m,k}]^n e^{-\Lambda_m (d_{m,k} - c_{m,k})}}{n!},
\]

where

\[\Lambda_m = \int_{c_{m,k}}^{d_{m,k}] \lambda_m(t) \, dt.\]

The interpretations of (1) (or 2) are as follows:

1) The number of events in \((c_{m,k}, d_{m,k}]\) follows a Poisson distribution with mean and variance \( \lambda_m (d_{m,k} - c_{m,k}] \) (or \( \int_{c_{m,k}}^{d_{m,k}] \lambda_m(t) \, dt \)).

2) The number of events in disjoint intervals or from different entities are independent random variables. In other words, an occurrence of an event from entity \( m \) has no influence on future events from itself or from any other entities.

The multivariate Hawkes process introduces directional dependencies among entities and events into the definition of the (conditional) intensity function \( \lambda_m(t) \). The word ‘conditional’ is used because \( \lambda_m(t) \) is conditioned on prior events.

**Definition 2** (Multivariate Hawkes Process [22]). We say the collection of observed events in \( E_m, m = 1, \ldots, N \), follows a multivariate Hawkes process if for all \( t \) in \((0, T)\),

\[\lambda_m(t) = \sum_{k \neq m} \lambda_k(t - \Delta), \quad \Delta \geq 0.
\]
the conditional intensity function (CIF) $\lambda_m(t)$ for entity $m$ is

given by

$$\lambda_m(t) = u_m + \sum_{n=1}^{N} a_{m,n} \sum_{t_{n,j} \in E_n, t_{n,j} < t} b_{m} e^{-b_{m}(t-t_{n,j})}. \tag{3}$$

Here, the background $u_m \geq 0$ is a homogeneous Poisson process, and it is included here to promote independent random events. Since $\int_0^T b_{m} e^{-b_{m} t} \ dt = 1$ for $b_m > 0$, the matrix $a = (a_{m,n})_{N \times N}$ with the entry $a_{m,n} \geq 0$ depicts how an event $t_{n,j}$ from entity $n$ will trigger or excite future events from entity $m$. A multivariate Hawkes process is stationary if and only if the largest eigenvalue of the matrix $a$ in absolute value is strictly bounded above by $1 \tag{21}$. $1/b_m$ (the width of the exponential function) is the timescale providing the likelihood when the next event from entity $m$ occurs

To incorporate inhibition into the multivariate Hawkes process, one allows $a_{m,n}$ to be negative and the conditional intensity $\lambda_m(t) \geq 0$ can be defined as $\tag{20}

$$\lambda_m(t) = \begin{pmatrix} u_m + \sum_{n=1}^{N} a_{m,n} \sum_{t_{n,j} \in E_n, t_{n,j} < t} b_{m} e^{-b_{m}(t-t_{n,j})} \end{pmatrix},$$

where for example $G(x) = \max(0,x)$ or $G(x) = e^x$. In this paper we focus on the case where $a_{m,n}$ is non-negative.

It is possible to consider an inhomogeneous Poisson process for the background, and to have a different timescale or mode of excitation for each pair of entities. For simplicity, we focus on the single mode of excitation case given by $\tag{3}$. Also, each event $t_{m,i}$ may have a different mark or jump size $M_{m,i} \in [0,1]$. In other words, $\lambda_m(t)$ can be defined as

$$\lambda_m(t) = u_m + \sum_{n=1}^{N} a_{m,n} \sum_{t_{n,j} \in E_n, t_{n,j} < t} M_{n,j} b_{m} e^{-b_{m}(t-t_{n,j})}.$$  

Here we consider all events to be the same, namely $M_{m,i} = 1$.

Figure 1 shows simulations of two univariate point processes ($N = 1$) in the interval $(0, T]$, with $T = 10$. Figure 1(a) shows a homogeneous Poisson process with constant $\lambda = 1$, and Figure 1(b) shows a (univariate) Hawkes process with $u = 1, a = 0.5$ and $b = 2$. Recall the CIF of a univariate Hawkes process (Equation 3) with $N = 1)$ is defined as

$$\lambda(t) = u + a \sum_{0 < t_i < t} b e^{-b(t-t_i)}. \tag{4}$$

Note the dynamics of $\lambda(t)$ in Figure 1(b) as events (in blue spikes) evolve. Based on the definition of a homogeneous Poisson process, we expect that events are uniformly distributed (as evident in Figure 1(a)). The same phenomenon doesn’t hold for a Hawkes process whenever $ab > 0$. This is evident in Figure 1(b) as events are more clustered as a result of self-excitation and hence there are more burstiness in the intensity function.

Figure 2 shows a simulation of a multivariate Hawkes process ($N = 2$) with $u = \begin{pmatrix} 0.1 \\ 0.1 \end{pmatrix}$, $a = \begin{pmatrix} 0.25 & 0.75 \\ 0.25 & 0 \end{pmatrix}$, $b = \begin{pmatrix} 10 \\ 1 \end{pmatrix}$, $a_{1,2} = 0.75$ implies that events from entity 2 are very contagious toward entity 1. On the other hand, events from entity 1 has no influence on entity 2 since $a_{2,1} = 0$. These effects can be seen in the evolution of the CIFs (in blue). An event from entity 2 creates a jump in the CIF of entity 1 which causes a series of events to follow, but not vice versa.

In this paper, we consider the case where one has intermittent observations (and hence gaps). Figure 3 shows an example of intermittent observations for a network of two entities. The shaded intervals represent the observational gaps. We observe events in blue and do not observe events in red from each entity. For this simulation, we use the same parameters as in Figure 2.

For each entity $m$, let $\{ (c_{m,k}, d_{m,k}) \}_{k=1}^{K_m}$ be the collection of disjoint observed intervals (e.g. unshaded intervals in Figure 3) that are contained in $(0, T]$, and let $O_m = \{ t_{m,i} \}$ be the corresponding partially observed events (e.g. events in blue from Figure 3). For each $t$ that belongs to one of the observed intervals $(c_{m,k}, d_{m,k}]$ we replace the original CIF for entity $m$ in (3) with
Fig. 3. A simulation (using the same parameters as in Figure 2) showing the intermittent observations for each entity. Blue spikes are observed events and red spikes are unobserved events.

\[ \tilde{\lambda}_m(t) = u_m + \left( \tilde{\lambda}_m(c_{m,k}) - u_m \right) e^{-b_m(t-c_{m,k})} + \sum_{n=1}^{N} a_{m,n} \sum_{t_{n,j} \in O_n} b_m e^{-b_m(t-t_{n,j})}, \]

where \( \tilde{\lambda}_m(c_{m,k}) \) are extra unknowns. By an abuse of notation, denote the vector \( \lambda := \{ \lambda_m(k) \} \). To learn the underlying parameters \( u, a \) and \( b \), we propose to solve the following minimization problem,

\[ J(u, a, b, \lambda) = \sum_{m=1}^{N} \sum_{k=1}^{K_m} \left[ \int_{c_{m,k}}^{d_{m,k}} \tilde{\lambda}_m(t) \ dt - \sum_{t_{m,i} \in (c_{m,k},d_{m,k})} \log \left( \tilde{\lambda}_m(t_{m,i}) \right) \right] + G(a) + H(\tilde{\lambda}), \]

where \( G(a) \) and \( H(\tilde{\lambda}) \) are appropriate constraints or regularizations on the matrix \( a \) and the vector \( \lambda \).

The paper is organized as follows. In Section II we go over a formulation to incorporate the gaps into the modeling of [5] and go over the variational model [6] with appropriate regularizations and constraints to learn the underlying parameters \( u, a \) and \( b \). In Section III, we provide a numerical study using simulated data to show that the proposed method robustly recovers the underlying parameters in the presence of large amount of missing events (\( \geq 70\% \)). A detailed description of the numerical implementation for computing a minimizer of (6) (see Algorithm [1]) is outlined in the appendix.

To the author’s knowledge, there isn’t any work in the literature that addresses intermittent observations for point processes in a continuous setting.

II. MULTIVARIATE HAWKES PROCESS WITH GAPS (MHPG)

For each \( m = 1, \ldots, N \), let \( E_m = \{ t_{m,i} \} \) be the complete set of events from entity \( m \) that are contained in \( (0,T) \). Recall from [3] that the CIF for entity \( m \) is given by

\[ \lambda_m(t) = u_m + \sum_{n=1}^{N} a_{m,n} \sum_{t_{n,j} \in E_n} b_m e^{-b_m(t-t_{n,j})}. \]

It can be shown that \( \lambda_m(t) \) satisfies the following mean-reverting dynamics

\[ d\lambda_m(t) = b_m(u_m - \lambda_m(t))dt + \sum_{n=1}^{N} a_{m,n} b_m dN_n(t), \]

for \( t \in (0,T] \), with the boundary condition \( \lambda_m(0) = u_m \). In general, the solution to (8) has the form

\[ \lambda_m(t) = u_m + \lambda_m(0) e^{-b_m t} + \sum_{n=1}^{N} a_{m,n} \sum_{t_{n,j} \in E_n} b_m e^{-b_m(t-t_{n,j})}. \]

MHP: Given \( E_m \), for \( m = 1, \ldots, N \), the task is to learn the parameters \( u = (u_m)_{N \times 1} \), \( a = (a_{m,n})_{N \times N} \) and \( b = (b_m)_{N \times 1} \). The common approach is to minimize the \((-\log)\)-likelihood functional [21]:

\[ \min_{u,a,b} \left\{ L(u, a, b) = \sum_{m=1}^{N} \left[ \int_0^T \lambda_m(t) \ dt - \sum_{t_{m,i} \in E_m} \log(\lambda_m(t_{m,i})) \right] + G(a) \right\}, \]

with the constraint \( u_m \geq 0 \) and \( b_m \geq 0 \). The second term \( G(a) \) is the prior or regularization on the matrix \( a \). For instance, to impose sparsity on interactions, one can use the LASSO constraint [23]:

\[ G(a) = \mu \sum_{m,n} |a_{m,n}| \text{ for some } \mu > 0. \]

Suppose now that we do not have complete observations, that is let \( \{(c_{m,k},d_{m,k})\}_{k=1}^{K_m} \) be the collection of disjoint observed intervals for entity \( m \) that are contained in \( (0,T) \). Here we assume that \( t_{n,j} \neq c_{m,k} \) for all events \( t_{n,j} \) and boundary values \( c_{m,k} \). Let \( O_m \) be the set of the corresponding partially observed events, that is

\[ O_m = E_m \cap \left[ \bigcup_{k=1}^{K_m} (c_{m,k},d_{m,k}) \right]. \]

Let \( t \in (c_{m,k},d_{m,k}) \) and recall from [7], we have (assuming \( \lambda_m(0) = u_m \))

\[ \lambda_m(t) = u_m + \sum_{n=1}^{N} a_{m,n} \sum_{t_{n,j} \in E_n} b_m e^{-b_m(t-t_{n,j})}, \]

\[ = u_m + \sum_{n=1}^{N} a_{m,n} \sum_{t_{n,j} \in E_n \cap (c_{m,k},d_{m,k})} b_m e^{-b_m(t-t_{n,j})} \]

\[ + \sum_{n=1}^{N} a_{m,n} \sum_{t_{n,j} \in E_n \cap (c_{m,k},d_{m,k})} b_m e^{-b_m(t-t_{n,j})}. \]
Since by [3],
\[ \lambda_m(c_{m,k}) = u_m + \sum_{n=1}^{N} a_{m,n} \sum_{t_{n,j} \in E_n, t_{n,j} < c_{m,k}} b_m e^{-b_m(t_{n,j} - c_{m,k})}. \]
Substituting \( \lambda_m(c_{m,k}) \) into (12), we get
\[ \lambda_m(t) = u_m + (\lambda_m(c_{m,k}) - u_m) e^{-b_m(t - c_{m,k})} + \sum_{n=1}^{N} a_{m,n} \sum_{t_{n,j} \in E_n, t_{n,j} < c_{m,k}} b_m e^{-b_m(t - t_{n,j})}. \quad (13) \]

The boundary value \( \lambda_{m,k} := \lambda_m(c_{m,k}) \) is an extra unknown since it may depend on the unobserved events that are contained in the gap \((d_{m,k-1}, c_{m,k}]\). The third term on the right-hand side of the last equation is summing over (observed and unobserved) events from entity \( n \) that are contained in \((c_{m,k}, d_{m,k}]\). Clearly, if \( m \) and \( n \) have the same observed intervals, then we have
\[ \{t_{n,j} \in E_n : c_{m,k} < t_{n,j} \leq d_{m,k}\} = \{t_{n,j} \in O_n : c_{m,k} < t_{n,j} \leq d_{m,k}\}. \quad (14) \]
In general, we consider the following approximation of the CIF for entity \( m \):
\[ \bar{\lambda}_m(t) = u_m + (\lambda_m(c_{m,k}) - u_m) e^{-b_m(t - c_{m,k})} + \sum_{n=1}^{N} a_{m,n} \sum_{t_{n,j} \in O_n, t_{n,j} < t} b_m e^{-b_m(t - t_{n,j})}. \quad (15) \]
Note that the representation of \( \bar{\lambda}_m(t) \) in (15) is exactly equal to \( \lambda_m(t) \) in (13) whenever (14) holds. For the general case where the observed intervals for \( m \) and \( n \) are not identical, then (15) provides an approximation to \( \lambda_m(t) \). In Section III we show that by taking the intersection of the observed intervals and remove events that do not belong to this intersection, one can achieve better reconstructions.

**MHPG:** Denote \( \lambda_{m,k} := \lambda_m(c_{m,k}) \) and by an abuse of notation denote \( \bar{\lambda} := \{\bar{\lambda}_m\} \). We propose to learn the parameters \( u, a, b \) and \( \bar{\lambda} \) by minimizing the following functional:
\[ J(u, a, b, \bar{\lambda}) = \sum_{m=1}^{N} \sum_{k=1}^{K_m} \left[ \int_{c_{m,k}}^{d_{m,k}} \lambda_m(t) \ dt - \sum_{t_{m,i} \in (c_{m,k}, d_{m,k}]} \log \left( \bar{\lambda}_m(t_{m,i}) \right) \right] + G(a) + H(\bar{\lambda}) \quad (16) \]
where \( G(a) \) and \( H(\bar{\lambda}) \) are priors (or regularizations) on \( a \) and \( \bar{\lambda} \) respectively. If all entities have the same observed intervals, then using techniques from [21], one can show that \( J \) from (16) is the \((-\log)\)-likelihood function. From the graph/network viewpoint, the LASSO constraint [24] on the matrix \( a \),
\[ G(a) = \mu \sum_{m,n=1}^{N} |a_{m,n}|, \quad (17) \]
enforces sparsity on \( a \). In other words, each entity only interacts with a few other entities within the network.

Theorem 4.1 from [24] provides a theoretical result for the marginal distribution of \( \{\lambda_m(t)\}_{t \geq 0} \). The \((-\log)\) of this distribution can be used to define \( H(\bar{\lambda}) \). For instance, for a univariate Hawkes process [4], \( \{\lambda(t)\}_{t \geq 0} \) follows a shifted Gamma distribution
\[ \{\lambda(t)\}_{t > 0} \approx u + \text{Gamma} \left( \frac{u}{b}, 1 - a \right). \quad (18) \]
This implies
\[ \text{mean} \left( \{\lambda(t)\}_{t > 0} \right) = u + \frac{ua}{1 - a}, \quad \text{and} \quad \text{var} \left( \{\lambda(t)\}_{t > 0} \right) = \frac{u^2 a^2 b}{(1 - a)^2}. \quad (19) \]
Clearly as \( a \to 1 \) both the mean and variance converge to \( \infty \). Note that a small change in the parameter \( a \) produces a large change in both the mean and variance. For a multivariate Hawkes processes the distribution of \( \{\lambda_m(t)\}_{t \geq 0} \) has a much more complicated form. Thus, we consider instead the following constraint on \( \lambda_{m,k} \):
\[ u_m \leq \lambda_{m,k} \leq C u_m, \quad (20) \]
for some \( C \geq 1 \). This can be viewed as having \( \lambda_{m,k} \) following a uniform distribution on \([u_m, C u_m]\).

The functional \( J \) in (16) is not convex, in particular, with respect to \( b \). There are numerous successful numerical schemes that have been proposed to compute a minimizer for nonconvex functionals. See for instance PALM [23], or Block Prox-Linear Method [26], among others. The method we use here follows PALM but instead of using gradient descend which is very slow in practice we use the fixed point method. Below is a summary of the proposed algorithm where the detail of the numerical implementation is given in the appendix.

**Algorithm 1 (Algorithm for parameter estimation).**

Given \( O_m = \{t_{m,i}\} \subset \bigcup_{k=1}^{K_m} (c_{m,k}, d_{m,k}], m = 1, \ldots, N \), some \( \mu > 0 \) and \( dt = \) small.

1) Initial guess: \( a_{0,0}^m = 1, a_{0,n}^m = 0.5/N, b_m = 1000, \bar{\lambda}_0^m = \{\bar{\lambda}_{m}^0 = u_{m}^0\} \).

2) Suppose \( u^t, a^t, b^t \) and \( \bar{\lambda}^t \) are known.

3) While not convergent:
   a) Compute \( u^{t+1} \) using \( u^t, a^t, b^t \) and \( \bar{\lambda}^t \) via (32).
   b) Compute \( a^{t+1} \) using \( u^{t+1}, a^t, b^t \) and \( \bar{\lambda}^t \) via (33).
   c) Compute \( b^{t+1} \) using \( u^{t+1}, a^{t+1}, b^t \) and \( \bar{\lambda}^t \) via (34).
   d) Compute \( \bar{\lambda}^{t+1} \) using \( u^{t+1}, a^{t+1}, b^{t+1} \) and \( \bar{\lambda}^t \) via (35) using the constraint (20).

4) End while.

Although Equation (13) can be derived directly from Equation (8) for \( t \in (c_{m,k}, d_{m,k}] \), the technique described in Equations (10)- (12) can be applied to a much more general case. Transforming Equation (10) to Equation (15) is possible because of the fact that \( e^{-bt} \) satisfies the semi-group property. The same technique can also be used for \( g(t) = Q(t) s(t) \), where \( Q(t) \) is a polynomial and \( s(t) \) is any function satisfying the semi-group property (namely \( s(t_1 + t_2) = s(t_1) s(t_2) \)). By approximating a power-law function with a sum of exponentials, this technique can also be applied there. In particular, let
\( g(t) = \alpha_0 te^{-bt} \), where \( \alpha_0 \) is chosen such that \( \int_0^\infty g(t) \, dt = 1. \) For simplicity consider the univariate self-exciting point process with \( \lambda(t), t \in (0, T] \), given by

\[
\lambda(t) = u + a \sum_{0 < t_i < t} g(t - t_i) = u + a \sum_{0 < t_i < t} \alpha_k (t - t_i)e^{-b(t-t_i)}. \tag{21}
\]

Take \( t \in (c_k, d_k) \) and assuming \( t_i \neq c_k \), \eqref{eq:lambda} becomes

\[
\lambda(t) = u + a \sum_{0 < t_i < c_k} \alpha_k (t - t_i)e^{-b(t-t_i)} + a \sum_{c_k < t_i < t} \alpha_k (t - t_i)e^{-b(t-t_i)}. \tag{22}
\]

Let \( A = a \sum_{0 < t_i < c_k} \alpha_k (t - t_i)e^{-b(t-t_i)} \), then

\[
\lambda(t) = u + (\lambda(c_k) - u)e^{-b(t-c_k)} \tag{23}
\]

Apply the last equation to \eqref{eq:lambda}, we get

\[
\lambda(t) = u + (\lambda(c_k) - u)[(t - c_k)e^{-b(t-c_k)}] + a \sum_{c_k < t_i < t} \alpha_k (t - t_i)e^{-b(t-t_i)}, \quad \text{for } t \in (c_k, d_k),
\]

where \( \lambda(c_k) = u + a \sum_{0 < t_i < c_k} \alpha_k e^{-b(t-t_i)} \) has the form of a univariate Hawkes process. In this case the extra unknowns are \( \{\lambda(c_k)\} \) and \( \{\lambda(c_k)\} \). In general, for \( g(t) = Q(t)e^{-Mt} \) with \( Q(t) \) being a polynomial of degree \( M \), there will be \( M + 1 \) extra unknown boundary values to solve.

### III. Numerical Results

Given the parameters \( u \in \mathbb{R}^+, \alpha \in \mathbb{R}^{N \times N} \) and \( b \in \mathbb{R}^N \), we use the algorithm from \cite{23} to simulate events \( E_m \subset (0, T] \), for some \( T > 0 \). Given the observed intervals \( \{\lambda_m, d_m, K_m\}_{k=1}^M \) generated by Algorithm 2, the observed events are then computed as

\[
O_m = E_m \cap \bigcup_{k=1}^M \{\lambda_m, d_m, K_m\}. \tag{24}
\]

In the following examples, we apply \( O_m \) to MHP and MHPG given in \cite{9} and \cite{16} respectively for the regularization on the matrix \( \alpha \). We consider the following two constraints for the unknown boundary values \( \{\lambda_m, k\} \):

\[
\lambda_{m, k} = u_m, \tag{25}
\]

and

\[
u_m \leq \lambda_{m, k} \leq 20u_m. \tag{26}
\]

We use the following metrics to compare the performance of the three methods: 1) the boxplots and median values of the reconstructed parameters for 100 simulations, and 2) the histograms of event counts on the interval (0, 20] having \( \lambda_{m, k} = u_m \). In the latter, the median values are used to simulate events for 500 times.

#### Algorithm 2 (Algorithm for generating observed intervals).

Given a fraction of observations \( 0 < p < 1 \), and \( 0 < \tau_1 < \tau_2 \) representing the lower and upper bounds for the lengths of the observed intervals.

1. Set \( c_1 = 0 \) and \( d_1 = e_1 \) where \( e_1 \) is a uniform random number in \( (\tau_1, \tau_2) \).
2. Suppose \( c_{k-1} \) and \( d_{k-1} \) are computed.
3. Set \( c_k = d_{k-1} + n_k \), where \( n_k \) is a uniform random number in \( (\tau_1, \tau_2) \).
4. Set \( d_k = c_k + e_k \), where \( e_k \) is a uniform random number in \( (\tau_1, \tau_2) \).
5. Proceed until either \( c_k \geq T \) or \( d_k \geq T \).

Set the last \( d_k = T \).

**Example 1.** Consider a bivariate Hawkes process with the parameters

\[
u = \begin{pmatrix} 5 \\ 5 \end{pmatrix}, \quad a = \begin{pmatrix} 0.5 & 0.5 \\ 0 & 0.5 \end{pmatrix}, \quad b = \begin{pmatrix} 10 \\ 10 \end{pmatrix}.\tag{27}
\]

Here, all entities have the same observed intervals which are generated by Algorithm 2 with \( T = 1000, p = 0.3, \tau_1 = 5/b_1 \) and \( \tau_2 = 30/b_1 \). Using the observed events \( O_m \) (defined in \eqref{eq:O_m}), the boxplots in Figure 4 show for 100 simulations the reconstructed parameters using MHP (top), and MHPG using \eqref{eq:lambdaMHPG} (middle) and \eqref{eq:lambdaMHPG2} (bottom) for the boundary intensity values. MHP incorrectly estimates \( u \) and \( a \). See for instance the median values for \( u \) and \( a \) using MHP in Figure 4 (i), (ii), (iii). From \eqref{eq:lambdaMHP}, \( \{\lambda_2(t)\} \) with \( a_2 = 0.5 \) and \( a_{2,1} = 0 \) has mean \( 2u_2 \) and variance \( u_2 b_2 \), MHPG with the constraint \eqref{eq:lambdaMHPG} imposes a small bias on boundaries \( \{\lambda_{2, k}\} \) and as a result produces a slightly larger background \( u_2 \) in its estimation (e.g. the median value is 5.2). One also observes a similar effect for entity 1 where the median value for \( u_1 \) is 6.1. Other than the background parameter, both methods using MHPG produce comparable results for \( a \) and \( b \).

Setting the boundary value \( \lambda_m(0) = u_m \), we then use the median values of the reconstructed parameters (shown in Figure 5) from each method to simulate events in the interval (0, 20]. Figure 5 shows the histograms (distributions) of event counts from each entity for 500 simulations for MHP (green), MHPG using \eqref{eq:lambdaMHPG} (cyan) and MHPG using \eqref{eq:lambdaMHPG2} (yellow). Compare with the ground truth (blue), MHP significantly underestimates the event counts. This is apparent since we only apply \( O_m \) to MHP as oppose to \( E_m \). This also shows that the knowledge of gaps (or observed intervals) is crucial in capturing the underlying distributions.

**Example 2.** The setup is the same as in Example 1 but here we consider a much more contagious Hawkes process having

\[
u = \begin{pmatrix} 1 \\ 2 \end{pmatrix}, \quad a = \begin{pmatrix} 0.9 & 0.75 \\ 0 & 0.9 \end{pmatrix}, \quad b = \begin{pmatrix} 10 \\ 10 \end{pmatrix}. \tag{28}
\]

The boxplots in Figure 6 show, for 100 simulations, the reconstructed parameters using: MHP (top), MHPG using \eqref{eq:lambdaMHPG} (middle), and MHPG using \eqref{eq:lambdaMHPG2} (bottom). In this case, both
Fig. 4. Reconstructed parameters for MHP (top), MHPG using (25) (middle) and MHPG using (26) (bottom). The ground truths are given in (27). Here all entities have the same observed intervals generated by Algorithm 2 with $T = 1000$, $p = 0.3$, $\tau_1 = 5/b_1$ and $\tau_2 = 30/b_1$. The median values of the 100 reconstructions from each method are also presented in (i), (ii) and (iii).

Fig. 5. Using the median values of the reconstructed parameters (shown in Figure 4) from each method to simulate events in the interval $(0, 20)$ by setting the boundary value $\lambda_m(0) = u_m$. (i) and (ii) show the histograms of event counts for entity 1 and 2 respectively for 500 simulations: 1) MHP (green), 2) MHPG using (25) (cyan), and 3) MHPG using (26) (yellow). The histograms of event counts using the true parameters are shown in blue.

MHP and MHPG using (25) (e.g. $\lambda_{m,k} = u_m$) inaccurately estimate all the parameters. However, with MHPG using (26), $\lambda_{m,k}$ is adjusted accordingly with respect to how the events occur in the gap $(c_{m,k}, d_{m,k})$. As a result the reconstructed parameters are significantly improved. This improvement is also validated by the histograms in Figures 7 showing the distributions of event counts from each entity.

Example 3. In this example, we consider the same Hawkes process as in Example 2. However in this case, we generate a separate set of observed intervals for each entity using Algorithm 2 with $T = 1000$, $p = 0.3$, $\tau_1 = 5/b_1$ and $\tau_2 = 30/b_1$. The presence of non-identical observed intervals results in all methods underestimating $a_{m,n}, m \neq n$. As seen in Figure 8 the estimated values for $a_{1,2}$ are much smaller than the true value of 0.75. To compensate for this loss, all three methods overestimate $a_{1,1}$. We do not see this effect for $a_{2,2}$ since it is not influenced by entity 1, e.g. $a_{2,1} = 0$.

Among the three methods, the proposed MHPG using (26) (bottom boxplots in Figure 8(i)-(iii)) provides the closest approximations to all the parameters. This is also evident in Figures 9 where for both entities the distributions of event counts coming from the proposed method (yellow) is closest...
Fig. 6. Reconstructed parameters for MHP (top), MHPG using (25) (middle) and MHPG using (26) (bottom). The ground truths are given in (i). Here all entities have the same observed intervals generated by Algorithm 2 with $T = 1000, p = 0.3, \tau_1 = 5/b_1$ and $\tau_2 = 30/b_1$. The median values of the 100 reconstructions from each method are also presented in (i), (ii) and (iii).

Fig. 7. Using the median values of the reconstructed parameters (shown in Figure 6) from each method to simulate events in the interval $(0, 20]$. (i) and (ii) show the histograms of event counts for entity 1 and 2 respectively for 500 simulations: 1) MHP (green), 2) MHPG using (25) (cyan), and 3) MHPG using (26) (yellow). The histograms of event counts using the true parameters are shown in blue.

to the ground truth (blue) compared to the other two methods (green and cyan).

Example 4. In this example we consider the same Hawkes process as in Example 3. Given the nonidentical observed intervals generated as in Example 3 we then take the intersection of these intervals to get the common observed intervals for each entity. Figure 10 shows the histograms of the lengths of the observed intervals prior and posterior to taking the intersection. The resulting intersection contains intervals with lengths concentrated mostly below $10/b_1$ and the fraction of observations becomes $p = 0.14$. Figure 11 shows the performance of the three methods by considering only events that are contained in the intersection. Here, we note that the reconstructed parameters using the proposed method (MHPG using (26)) are much better than those obtained in Example 3. See for instance the median values of $u$ and $a$ in Figures 11(i),(ii)). In addition, the histogram of event counts for each entity using the proposed method (yellow) in Figure 12 is much closer the ground truth (blue) than the histogram shown in Figure 9 from Example 3. However, with the presence of too many small intervals, MHPG still under estimates $a_{1,2}$, e.g. the median value is now 0.66 as oppose to 0.5 in Example 3.
Fig. 8. Reconstructed parameters for MHP (top), MHPG using (25) (middle) and MHPG using (26) (bottom). The ground truths are given in (28). Here each entity has a separate collection of observed intervals generated by Algorithm 2 with $T = 1000$, $p = 0.3$, $\tau_1 = 5/b_1$ and $\tau_2 = 30/b_1$. The median values of the 100 reconstructions from each method are also presented in (i), (ii) and (iii).

Fig. 9. Using the median values of the reconstructed parameters (shown in Figure 8) from each method to simulate events in the interval $(0, 20]$ by setting the boundary value $\lambda_m(0) = u_m$. (i) and (ii) show the histograms of event counts for entity 1 and 2 respectively for 500 simulations: 1) MHP (green), 2) MHPG using (25) (cyan), and 3) MHPG using (26) (yellow). The histograms of event counts using the true parameters are shown in blue.

Fig. 10. Histograms of the lengths of the observed intervals prior and posterior to taking the intersection.

Recall that the ground truth for $a_{1,2}$ is 0.75.

**Example 5.** In this example, we consider the same Hawkes process and the setup as in Example 2 but with the fraction of observations $p = 0.1$. Figures 13-14 show the reconstructed parameters and the histograms of event counts for the three compared methods. The results for MHPG using (26) are as
Fig. 11. Reconstructed parameters for MHP (top), MHPG using (25) (middle) and MHPG using (26) (bottom). The ground truths are given in (28). Here we take intersection of observed intervals from Example 3 and remove events that do not belong to the intersection. The median values of the 100 reconstructions from each method are also presented in (i), (ii) and (iii).

Fig. 12. Using the median values of the reconstructed parameters (shown in Figure 11) from each method to simulate events in the interval (0, 20] by setting the boundary value \( \lambda_m(0) = u_m \), (i) and (ii) show the histograms of event counts for entity 1 and 2 respectively for 500 simulations: 1) MHP (green), 2) MHPG using (25) (cyan), and 3) MHPG using (26) (yellow). The histograms of event counts using the true parameters are shown in blue.

The comparisons between Examples 4 and 5 show that a good sampling strategy is crucial as a prior step. However, in the case when the observed intervals from all entities within a network are not identical, taking the intersection (reducing the fraction of observations and observed events) can improve the parameter estimations. In a network of \( N \) entities with nonidentical observed intervals, taking the intersection among all \( N \) entities, where \( N \) is large, may produce an empty set or a very small fraction of observations. Therefore, the techniques proposed here are not applicable to this situation.

One possible heuristic approach to mitigate this problem is to consider the following strategy: Fix an \( m \) and let \( I_m = \{ n \in \{1, \ldots, N \} : \tilde{a}_{m,n} > 0 \} \), where \( \tilde{a}_{m,n} \) is estimated by a large amount of missing events by introducing a much smaller number of unknown boundary values, e.g. \( \{ \lambda_{m,k} \} \). In our numerical study, a constraint such as (20) with \( C \gg 1 \) is sufficient for a stable reconstruction of the underlying parameters given that the observed intervals are sampled appropriately. In this paper, we consider a random uniform sampling strategy (Algorithm 2) that is based solely on the timescale \( 1/b_m \).

However, the dynamic of \( \{ \lambda_{m}(t) \} \) is also sensitive to the parameters \( u_m \) and \( \{a_{m,n}\}_{n=1}^{N} \). Thus a sampling strategy should also take into account these additional parameters.

In conclusion, we present here a simple technique for modeling the CIF of a multivariate Hawkes process that incorporates observational gaps in (15). The proposed minimizing energy (16) simplifies the problem of having to deal with a good as in Example 2 where \( p = 0.3 \). Even though the fraction of observations is smaller than the one from Example 3, the reconstructions are better by using uniform sampling for the observed intervals with \( \tau_1 = 5/b_1 \) and \( \tau_2 = 30/b_1 \). Again, MHPG using (26) outperforms the other two methods.
Fig. 13. Reconstructed parameters for MHP (top), MHPG using (25) (middle) and MHPG using (26) (bottom). The ground truths are given in (28). Here all entities have the same observed intervals generated by Algorithm 2 with $T = 1000$, $p = 0.1$, $\tau_1 = 5/b_1$ and $\tau_2 = 30/b_1$. The median values of the 100 reconstructions from each method are also presented in (i), (ii) and (iii).

Fig. 14. Using the median values of the reconstructed parameters from each method (shown in Figure 13) to simulate events in the interval $(0, 20]$ by setting the boundary value $\lambda_m(0) = u_m$. (i) and (ii) show the histograms of event counts from each method for entity 1 and 2 respectively for 500 simulations: 1) MHP (green), 2) MHPG using (25) (cyan), and 3) MHPG using (26) (yellow). The histograms of event counts using the true parameters are shown in blue.

Applying the intersection of only entities $m$ and $n$ to MHPG. The new CIF for $m$ can now be estimated as

$$\bar{\lambda}_m(t) = u_m + (\lambda_m(c_k) - u_m)e^{-b_m(t-c_k)} + \sum_{a_{m,n} \in I_m} \sum_{c_k < t \leq t_{n,j}} b_m e^{-b_m(t-t_{n,j})}, \quad (29)$$

where $\{(c_k, d_k)\}$ is the intersection between $\{(c_{m,k}, d_{m,k})\}$ and $\{(c_{n,k}, d_{n,k})\}$ for all $n \in I_n$. For a network with sparse interactions, this could provide heuristically a strategy for computing the parameters associated to entity $m$, e.g. apply the new estimated $\bar{\lambda}_m(t)$ in (29) to the minimizing energy in (18). Again, it may be possible that either the resulting $\{(c_k, d_k)\}$ does not exist (since it is an empty set) or that it is very small. So in this case, the proposed method is not applicable for this type of sampling strategy.

**APPENDIX**

Denote $\bar{\lambda}_{m,k} = \bar{\lambda}_m(t_{m,i})$ for some $t_{m,i} \in (c_{m,k}, d_{m,k}]$. Also, let

$$\bar{\lambda}_{m,k} = \int_{c_{m,k}}^{d_{m,k}} \bar{\lambda}_m(t) \, dt.$$
We have
\[
\lambda_{m,k} = u_m(d_{m,k} - c_{m,k}) + \frac{\lambda_{m,k} - u_m}{b_m} \left(1 - e^{-b_m(d_{m,k} - c_{m,k})}\right) + \sum_{n=1}^{N} a_{m,n} B_{m,n,k} \quad \text{and}
\]
\[
\bar{\lambda}_{m,k,i} = u_m + (\bar{\lambda}_{m,k} - u_m)e^{-b_m(t_{m,i} - c_{m,k})} + \sum_{n=1}^{N} a_{m,n} A_{m,n,k,i},
\]
where
\[
A_{m,n,k,i} = \sum_{c_{m,k} < t_{m,i} < t_{m,i+1}} b_m e^{-b_m(t_{m,i} - t_{m,i+1})} + \sum_{c_{m,k} < t_{m,i+1} \leq t_{m,i} < t_{m,n}} b_m e^{-b_m(t_{m,i} - t_{m,n})},
\]
which can be computed recursively and
\[
B_{m,n,k} = \sum_{c_{m,k} < t_{m,n} \leq d_{m,k}} \left(1 - e^{-b_m(d_{m,k} - t_{m,n})}\right).
\]

The minimizing energy we are interested in is:
\[
J(u, a, b, \bar{\lambda}) = \mu \sum_{m,n=1}^{N} |a_{m,n}| + \frac{N \sum_{m=1}^{K_m} \left[\bar{\lambda}_{m,k} - \sum_{t_{m,i} \in (c_{m,k}, d_{m,k})} \log(\bar{\lambda}_{m,k,i})\right]}{\mu} = G(a) + L(u, a, b, \bar{\lambda}),
\]
with the constraint that \(u_m \leq \bar{\lambda}_{m,k} \leq C u_m\).

**Computing \(u_m\):** We have
\[
\frac{\partial J}{\partial u_m} = \sum_{k=1}^{K_m} \left[\frac{\partial \lambda_{m,k}}{\partial u_m} - \sum_{t_{m,i} \in (c_{m,k}, d_{m,k})} \frac{1}{\lambda_{m,k,i}} \frac{\partial \bar{\lambda}_{m,k,i}}{\partial u_m}\right],
\]
where
\[
\frac{\partial \lambda_{m,k}}{\partial u_m} = \frac{1}{b_m} \left[e^{-b_m(d_{m,k} - c_{m,k})} - \left(1 - b_m(d_{m,k} - c_{m,k})\right)\right]
\]
and
\[
\frac{\partial \bar{\lambda}_{m,k,i}}{\partial u_m} = \left(1 - e^{-b_m(t_{m,i} - c_{m,k})}\right).
\]
Setting \(\frac{\partial J}{\partial u_m} = 0\), we see that a minimizer \(u_m\) must satisfy
\[
u_m = \frac{\left[\sum_{k=1}^{K_m} u_m \frac{\partial \lambda_{m,k}}{\partial u_m}\right]}{\left[\sum_{k=1}^{K_m} \frac{\partial \lambda_{m,k}}{\partial u_m}\right]},
\]

**Computing \(a_{m,n}\):** We have
\[
\frac{\partial L}{\partial a_{m,n}} = \sum_{k=1}^{K_m} \left[\frac{\partial \lambda_{m,k}}{\partial a_{m,n}} - \sum_{t_{m,i} \in (c_{m,k}, d_{m,k})} \frac{1}{\lambda_{m,k,i}} \frac{\partial \lambda_{m,k,i}}{\partial a_{m,n}}\right] = \sum_{k=1}^{K_m} \frac{B_{m,n,k}}{\lambda_{m,k,i}} - \frac{1}{a_{m,n}} \sum_{k=1}^{K_m} \sum_{t_{m,i} \in (c_{m,k}, d_{m,k})} a_{m,n} A_{m,n,k,i} \lambda_{m,k,i}.
\]
Setting
\[
a_{m,n} = \text{shrink}_{\mu}(a_{m,n}).
\]

**Computing \(b_m\):** We have
\[
\frac{\partial J}{\partial b_m} = \sum_{k=1}^{K_m} \left[\frac{\partial \lambda_{k}}{\partial b_m} - \sum_{t_{m,i} \in (c_{m,k}, d_{m,k})} \frac{1}{\lambda_{m,k,i}} \frac{\partial \lambda_{m,k,i}}{\partial b_m}\right],
\]
where
\[
\frac{\partial \lambda_{k}}{\partial b_m} = (\bar{\lambda}_{m,k} - u_m)\left[-\frac{1}{b_m^2} \left(1 - e^{-b_m(d_{m,k} - c_{m,k})}\right)\right] + \frac{1}{b_m} (d_{m,k} - c_{m,k}) b_m e^{-b_m(d_{m,k} - c_{m,k})}
\]
and
\[
\frac{\partial \lambda_{m,k,i}}{\partial b_m} = \left(1 - e^{-b_m(t_{m,i} - c_{m,k})}\right).
\]
Setting \(\frac{\partial J}{\partial b_m} = 0\), we see that a minimizer \(b_m\) must satisfy
\[
\frac{\partial A_{m,n,k,i}}{\partial b_m} = \frac{\sum_{c_{m,k} < t_{m,i+1} \leq t_{m,i} < t_{m,n}} e^{-b_m(t_{m,i} - t_{m,n})}}{\sum_{c_{m,k} < t_{m,n} \leq d_{m,k}} e^{-b_m(t_{m,i} - t_{m,n})}} - b_m \frac{\sum_{c_{m,k} < t_{m,i+1} \leq t_{m,i} < t_{m,n}} e^{-b_m(t_{m,i} - t_{m,n})}}{\sum_{c_{m,k} < t_{m,n} \leq d_{m,k}} e^{-b_m(t_{m,i} - t_{m,n})}}.
\]
Thus,\
\[
\frac{\partial J}{\partial b_m} = \sum_{k=1}^{K_m} \frac{\partial \lambda_{m,k}}{\partial b_m} + \frac{1}{b_m} - \sum_{k=1}^{K_m} \sum_{t_m,i \in (c_{m,k},d_{m,k}]} \frac{1}{\lambda_{m,k,i}} \cdot (-\bar{\lambda}_{m,k} - u_m)(t_m,i - c_{m,k}) e^{-b_m(t_m,i-c_{m,k})} + \sum_{n=1}^{N} a_{m,n} \frac{\partial A_{m,n,k,i}}{\partial b_m} - b_m \sum_{k=1}^{K_m} \sum_{t_m,i \in (c_{m,k},d_{m,k}]} \frac{1}{\lambda_{m,k,i}} = A_1 - A_2 - b_m A_3,\
\]

Setting \(\frac{\partial J}{\partial b_m} = 0\) implies that a minimizer \(b_m\) must satisfy,
\[
b_m = \frac{A_1 - A_2}{A_3}. \tag{34}
\]

Computing \(\lambda_{m,k}:\)
\[
\frac{\partial J}{\partial \lambda_{m,k}} = \frac{1}{b_m} (1 - e^{-b_m(d_{m,k} - c_{m,k})}) - \sum_{t_m,i \in (c_{m,k},d_{m,k}]} \frac{1}{\lambda_{m,k,i}} e^{-b_m(t_m,i-c_{m,k})},
\]

Setting \(\frac{\partial J}{\partial \lambda_{m,k}} = 0\) implies that a minimizer \(\lambda_{m,k}\) must satisfy
\[
\hat{\lambda}_{m,k} = b_m \left[ \sum_{t_m,i \in (c_{m,k},d_{m,k}]} \frac{\bar{\lambda}_{m,k} e^{-b_m(t_m,i-c_{m,k})}}{\lambda_{m,k,i}} \right] / \left[ 1 - e^{-b_m(d_{m,k} - c_{m,k})} \right], \tag{35}
\]

with the constraint \(u_m \leq \hat{\lambda}_{m,k} \leq C u_m\), for some \(C \geq 1\).
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