Free text responses in surveys contain important information and should be analyzed by researchers. However, human coding of survey text is not only expensive, but also vulnerable to subjectivity. An automated text mining approach can solve these problems. Therefore, we demonstrate using the supervised latent Dirichlet allocation (sLDA) to jointly analyze text and numerical data in an employee satisfaction survey. For each rating, the algorithm outputs selected words as the “topic” and estimates the credible interval. Finally, we discuss future applications and advantages of utilizing survey text.
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**INTRODUCTION**

Most surveys contain both text and numerical data, but people often follow certain survey data analysis guidelines (SurveyMonkey, n.d.; Statistical Services Centre 2001) and focus only on the numbers. This is understandable because text data are unstructured, and text is generally more difficult to analyze than numerical answers (Schuman and Presser 1996).

However, free text responses can provide more diverse explanations of respondents’ experience than the numerical counterparts. For example, free text responses can serve as alternative explanations to "why this option was selected" (Jackson and Trochim 2002). For another example, open-ended questions are better at capturing the motivations of family forest owners than the fixed-response questions (Bengston, Asah, and Butler 2011).

Nowadays, survey text analysis is still relatively rare, and when conducted, it is often done manually (Roberts et al. 2014), which tends to be expensive (Grimmer and Stewart 2013). Moreover, human coding in surveys is subjective and prone to intracoder variability, even in trained, experienced professionals.
(Patel et al. 2012; Yamanishi and Li 2002). On the contrary, an automated text coding system does not suffer from the inconsistencies that human coders do, so incorporating text mining in survey analysis would be useful for extracting information from the free text responses.

Another advantage of text mining is to pick up trends rarely noticed by humans. For example, (Schuman 2008) focused on how responders used pronouns as a way to predict how they felt about the U.S. government during the Vietnam War. Those who referred to the United States as "we" were more supportive of the U.S. involvement, while the respondents who used "they" were more likely to be against the U.S. government’s participation.

Given these benefits, text mining has been applied successfully in many settings. Many text mining algorithms are unsupervised, including latent Dirichlet allocation (Blei, Ng, and Jordan 2003) and pattern clustering (Quan, Wang, and Ren 2014). These algorithms use text as the sole input and identify topics from the corpus.

Nevertheless, when numerical ratings are present in the text corpus, they should also be utilized. The sLDA (supervised latent Dirichlet allocation) is a solution to combined analysis of text and numerical data; this algorithm uncovers latent topics from a corpus with "labeled" text documents, i.e. each document in the corpus is associated with a rating or a category (Blei and McAuliffe 2007). The sLDA has many existing applications, but most are in the computer science field, such as video activity recognition (Hughes 2010) and credit attribution of bookmarking websites (Ramage et al. 2009).

This article applies sLDA on surveys to jointly analyze text and numerical ratings. We walk through an example of an employee satisfaction survey, provided by Nick Fisher from ValueMetrics. Using the sLDA algorithm from the R package lda (Chang 2015), we identify ten topics from the text that correspond to the ratings 1-10.

**DATASET DESCRIPTION AND PREPARATION**

The employee satisfaction dataset contains 530 employee ratings of the company overall on work itself, and a text comment to specify the main reason of their ratings. The data contain 12,475 words, and each comment has 23.54 words on average. The ratings are from 1-10, with 1 the least satisfied and 10 the most. According to the histogram in Figure 1, most ratings are between 5 and 9.

An example of a response with a high score is "The opportunities made available to me in the last year have been enormous. My strengths have been identified and developed." On the contrary, an example associated with a low
score is: "Minimum support in the work. Poor income."

The data contain at least one error — one respondent rated his or her company 1 but with the comment "Love my work — very varied." Clearly the rating scale confused that person, but according to the data provider (Fisher 2013), errors are rare in surveys on people’s values (compared with surveys on community values). We also manually checked the comments for ratings 1 and 2; the only obvious error was the record previously mentioned, so we do not think there is a systematic error biasing this dataset.

It is implicitly assumed that everyone rated on the same scale. In reality, the same level of satisfaction can result in different ratings in different people. For example, one may not rate any experience as 10 because he or she thinks no job is perfect, but some do give ratings of 10.

Figure 1: Number of comments in each rating.

**DATA CLEANING**

To prepare the dataset for analysis, we first needed to reduce the vocabulary size. We achieved this by stemming and tokenizing the words using the *wordStem* function in the R package *SnowballC*. This function uses the Porter algorithm (Porter 2001) to assign words of the same stem to the same token. For example, "carry" and its past tense "carried" are assigned to the same token "carri." The Porter algorithm addresses details of English grammar — "fitted" becomes "fit," where the double "t" is removed. It also includes a dictionary to avoid over-stemming — "reply" becomes "repli," not "rep" (abbreviation for "representative"). In this article, the terms "word" and "token" are used interchangeably.
The next step was to remove stopwords (words with little semantic meaning, e.g. "a" or "and"). To simplify the analysis, we also removed punctuation, as recommended by (Francis and Flynn 2010). While certain punctuation, such as repeated exclamation marks, !!!, can be used as an intensifier (Liu 2015), we did not need to address this issue because the data contain only two exclamation marks, both in single form.

**ANTONYM REPLACEMENT**

Approximately 150 different phrases in the dataset start with a negation term\(^2\), so the order of negation should be retained, since a "not" preceding a word can reverse its meaning (Soriano, Au, and Banks 2013) — e.g. "not bad" means "good," and vice versa. However, most topic models for text data are "bag-of-words" models (Wallach 2006; Zhang, Jin, and Zhou 2010) and do not distinguish word order.

Our solution was to manually identify corresponding antonyms for these phrases and then put the antonyms back into the corpus using the R pattern matching and replacement function `grep`. We considered all phrases with the same word but a different negation term to be equivalent — e.g. "not clear" and "isn’t clear" are both replaced with "unclear."

**TOPIC MODEL: SUPERVISED LATENT DIRICHLET ALLOCATION (sLDA)**

To jointly analyze the text and ratings, we implemented the sLDA, a Bayesian data generative process which assigns a topic assignment vector to each word (Blei and McAuliffe 2007). For instance, given three topics, a word’s topic assignment vector can be (0.2, 0.5, 0.3). This means the word has proportions 20% in Topic 1, 50% in Topic 2, and 30% in Topic 3. Proportions in topics are defined using word counts.

Implementing sLDA allows us to utilize the Bayesian framework. First, the Bayesian topic model produces credible intervals for each topic, so researchers can directly say "this topic has 68% posterior probability to be in this range of scores." Moreover, in sLDA, each topic is a probabilistic distribution over the words. It is possible to allow certain words (e.g. "supportive") a higher probability in ratings 6-10, so the topic model can "grow" in a particular direction.

**ALGORITHM DESCRIPTION**

The sLDA algorithm requires a preset number of topics, and it first draws topics from a Dirichlet distribution as the prior, then updates the probabilities using the words in the documents as the likelihood. Finally, sLDA draws the numerical response variable for each document from a normal distribution.

---

\(^2\) Negations terms also include the equivalents of "not," such as "no," "isn't," "aren't," "wasn't," "weren't," "don't," "doesn't," and "didn't."
using the posterior topic assignments.

The entire dataset is a set of $M$ documents $D = \{D_1, \cdots, D_M\}$. The words within a document $D_d$ are $W_d = \{W_{d,1}, \cdots, W_{d,N_d}\}$. This means the document $D_d$ contains $N_d$ words, and the total number of words in the dataset is $N = \sum_{d=1}^{M} N_d$. Assume the predefined $K$ topics are represented as a set of vectors $\beta_{1:K} = \{\beta_1, \cdots, \beta_K\}$, and $\eta$, $\sigma^2$ are preset constants for the normal distributions.

The sLDA process is illustrated in Figure 2 and described below:

For each document $D_d$,

- Draw topic proportions $\theta_d|\alpha \sim \text{Dirichlet}(\alpha)$
- For each word $W_{d,n}$
  - Draw topic assignment $Z_{d,n}|\theta_d \sim \text{Multinomial}(\theta_d)$
  - Draw word $W_{d,n}|Z_{d,n}, \beta_{1:K} \sim \text{Multinomial}(\beta_{Z_{d,n}})$

- Draw response variable $Y_d|Z_{d,1:N_d}, \eta, \sigma^2 \sim N(\eta \bar{Z}_{d,n}, \sigma^2)$, with $\bar{Z}_d = (1/N_d) \sum_{n=1}^{N_d} Z_{d,n}$

Transform the Gaussian response variables $Y_1, \cdots, Y_M \in R$ to the $K$ categories (preset topics)

- $-\infty = \tau_0 < \tau_1 < \tau_2 < \cdots < \tau_{K-1} < \tau_K = \infty$
- In the $k$th category, $\tau_{k-1} \leq Y_d \leq \tau_k$

For each document $D_d$, the initial topic proportions $\theta_d$ are determined by the Dirichlet distribution with the preset constant $\alpha$. For each word $W_{d,n}$ in the document $D_d$, we draw a topic assignment vector $Z_{d,n}$ from the multinomial distribution and the initial topic proportions $\theta_d$. Then the word $W_{d,n}$ is reassigned from another multinomial distribution, given the topic assignment vector $Z_{d,n}$ and the predefined topic vectors $\beta_{1:K}$. After the whole document $D_d$ is processed, the response variable $Y_d$ is drawn from a normal distribution, using preset constants $\eta$, $\sigma^2$ and the mean of $Z_{d,n}$. Finally, after getting all Gaussian response variables $Y_1, \cdots, Y_M$, sLDA maps them to the $K$ categories (preset topics).
**SLDA IMPLEMENTATION**

We applied the sLDA methodology using the R package `lda`, with sample code available in `demo(slda)`. First, `demo(slda)` uses the main iterative function `slda.em` to produce the topic model and the topic assignment results, where "em" means variational expectation-maximization — an approximation to the maximum likelihood estimation (Blei and McAuliffe 2007). Next, `demo(slda)` generates the plot of credible intervals for each topic, using the R package `ggplot2`. Finally, `demo(slda)` uses `slda.predict` to predict the response variable (category) using the sLDA model and plots the output probability distribution.

In the employee satisfaction dataset, each "document" is an individual's survey response, so the number of documents is $M = 530$, and the $K = 10$ topics refer to scores 1-10. The parameters are set to the default values $\alpha = 1, \eta = 0.1, \sigma^2 = 0.25$. We set 10 iterations for the expectation step and 4 iterations for the maximization step.

Using the results from sLDA, we generate the `top.topic.words` for each score, as in Table 1. The R function `top.topic.words` selects the five words with the highest posterior probability to appear in each topic. In mathematical terms, the posterior probability is $P(\text{word } j \mid \text{topic } i, \text{data})$; i.e. the probability of getting word $j$ given topic $i$ and the data.

Higher ratings are associated with positive words, e.g. "challenge" and "opportunity," while lower ratings are associated with negative topics, e.g. "lack
of interest."

| Rating (Topic) | Selected Words                                      |
|---------------|-----------------------------------------------------|
| 10            | challeng opportun learn dai new                    |
| 9             | team work great staff make                          |
| 8             | role feel current perform career                    |
| 7             | job work enjoi too project                         |
| 6             | manag work happi last month                        |
| 5             | work get enjoi chang need                          |
| 4             | compani project skill resourc engin                |
| 3             | life balanc compani work peopl                     |
| 2             | lack interest differ enjoi requir                  |
| 1             | time hour lot week take                            |

**TEXT MINING RESULTS**

The “top” topic words in Table 1 are descriptive, though not 100% accurate. For example, the selected words of rating 10 contain the word "challenge" (or the token "challeng"), but "challenge" is not necessarily a positive word. A response could be "It is a challenge dealing with my horrible boss every day." Nevertheless, Figure 3 shows a positive association between the word "challenge" and higher ratings. The correlation between the rating and the number of "challenge"s per comment is 0.920, and when only the ratings 4-10 are included, the correlation is 0.964. Therefore, "challenge" is still considered a positive word.

For another example, the selected words for ratings 2, 5, and 7 all contain the word "enjoy" (or the token "enjoi") because this word is widely used (77 out of 530 ratings). Figure 4 shows how "enjoy" is used in the dataset, and ratings 7-9 have the most "enjoy"s per comment. On the other hand, rating 4 has a higher number of "enjoy"s than rating 5 on average, but this is due to the low number of records in rating 4. The correlation between the rating and the number of "enjoy"s per comment is 0.745, and when only the ratings 4-10 are included, the correlation is 0.530.
The sLDA also outputs credible intervals for the scores associated with each topic (represented by the top.topic.words). Figure 5 (Chai 2017) shows the 68% credible intervals (point estimate ± standard error) of the rating estimates. For
instance, given the topic "team work great staff make," the credible interval of the score is approximately between 7 and 8.

The estimated ratings are mostly between 6 and 8, because this is the interval to which the majority of ratings in the data belong. The higher the estimate score, the lighter the interval color is. The t-values (interval thickness) determine statistical significance.

It is also possible to use \texttt{slda.predict} to predict the rating of a new document from the sLDA model, but given the small dataset size and the close estimated ratings, we think it is inappropriate to do out-of-sample prediction here.

![Figure 5: There are 68% credible intervals of the ratings for each topic.](image)

**DISCUSSION**

Text mining scales well to big data (Martin and Hersh 2014), so automated text mining in surveys is helpful in analyzing large amounts of free text responses. Our survey data on employee satisfaction contain only 530 ratings, but the total number of words in the text already exceeds 10,000. If a large company conducts this type of survey to thousands of their employees, text mining to these responses is essential because it requires more than several hours to manually read through all the text answers.

A common start for automated text mining in surveys is identifying topics for each rating, and we achieved this by applying sLDA on free text responses, making the process much simpler. To implement survey text mining, researchers simply need to run the \texttt{R} package \texttt{lda} on the survey text, along with the corresponding numerical ratings. A future application is to detect survey
data errors from rating estimations. For example, if a rating is much different than its predicted value from the text comment, the rating may be an error.

Furthermore, survey text mining can also be applied to business intelligence technology, so companies can better understand the customer’s needs. One example is to help companies answer questions, such as “Which products are referenced in the survey responses?” and “What topics about the product are people mentioning?” (Chaudhuri, Dayal, and Narasayya 2011). A company that manufactures smart phones may be interested in the results of survey responses on the topics, such as “battery life” and “appearance.”

While asking open-ended questions in a survey can potentially increase response rates (O’Cathain and Thomas 2004), researchers should be prepared to analyze the free text responses before collecting the data (Boynton and Greenhalgh 2004). Our straightforward method of survey text-rating analysis allows researchers to be more confident in collecting and analyzing survey text responses, which may lead to publishing better insights from surveys.

This research is a start for potential applications of survey text mining. However, more research is required before moving we would recommend full migration to a supervised automation approach. For instance, the credible intervals are relatively wide due to concentrated ratings in the data. More research into advanced statistical methods and improvements in the sLDA models would be required to narrow the intervals. In addition, the fixed costs of setting up text mining algorithms can be large. Comparative research into the value-add of text and numeric data, as opposed to numeric scale data, is necessary to determine the return on investment. Only after researchers can quantify the benefits and costs will they be able to make an informed decision. Finally, it may be possible for researchers to limit data collection to text data and eliminate numeric scales. The models used in this paper rely on both types of data. Investigation would be necessary to determine whether a text-only approach could be equally or more valuable.
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