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Abstract. In our approach, we consider the data as instances of a random field within a relevant Bochner space. Our key observation is that the classes can predominantly reside in two distinct subspaces. To uncover the separation between these classes, we employ the Karhunen-Loève expansion and construct the appropriate subspaces. This allows us to effectively reveal the distinction between the classes. The novel features forming the above bases are constructed by applying a coordinate transformation based on the recent Functional Data Analysis theory for anomaly detection. The associated signal decomposition is an exact hierarchical tensor product expansion with known optimality properties for approximating stochastic processes (random fields) with finite dimensional function spaces. Using a hierarchical finite dimensional expansion of the nominal class, a series of orthogonal nested subspaces is constructed for detecting anomalous signal components. Projection coefficients of input data in these subspaces are then used to train a Machine Learning (ML) classifier. However, due to the split of the signal into nominal and anomalous projection components, clearer separation surfaces for the classes arise. In fact we show that with a sufficiently accurate estimation of the covariance structure of the nominal class, a sharp classification can be obtained. This is particularly advantageous for large unbalanced datasets. We demonstrate it on a number of high-dimensional datasets. This approach yields significant increases in accuracy of ML methods compared to using the same ML algorithm with the original feature data. Our tests on the Alzheimer’s Disease ADNI dataset shows a dramatic increase in accuracy (from 48% to 89% accuracy). Furthermore, tests using unbalanced semi-synthetic datasets created from the benchmark GCM dataset confirm increased accuracy as the dataset becomes more unbalanced.

1. Introduction

We introduce a systematic approach for the construction of machine learning (ML) feature vectors that improves class separations, using techniques in probability theory and functional (data) analysis. Our implementations involve techniques from computational applied mathematics and computer science. We apply the approach within a framework of high dimensional noisy gene expression data for cancer diagnostics; this leads to significant increases in predictive accuracy. Furthermore we apply it to the well-known ADNI Alzheimer Disease dataset [19]. Due to its foundation in functional analysis and tensor product expansions, this approach can be easily extended to classification problems on complex topologies, including gene expression networks.

We treat the data as realizations of a random field in a suitable Bochner space. The key insight of our approach is to realize that the classes can be localized to two separate subspaces in a Bochner function space. By exploiting the Karhunen-Loève expansion, these subspaces can be constructed to reveal an optimal class separation (See Figure 1). This paper is a novel application of the theory developed in [3]. In particular, we show how functional data analysis [12, 13] can be applied to statistical machine learning. The problem of classification in machine learning has been studied and benchmarked for decades, and this method provides an entirely new way of approaching the
Figure 1. Illustrative example of binary classification with blue and orange dots. For (a) we have that our data are well separated, with blue dots representing the first class and orange dots the second. Due to the separation of the data it is in principle easy to construct a decision boundary. (b) For this case the data classes are mixed, leading to complex boundary decision surfaces that are hard to build, yielding low accuracy. Furthermore the data can be noisy and diffusive in high dimensions, leading to unstable boundary decision surfaces. (c) After applying an appropriate transformation using the stochastic coordinate transformations developed in this paper the classes separate, leading to stable boundary decision surfaces.

A fundamental issue in ML predictive modeling is robustness and sensitivity to data quality. Machine learning with complex noisy observations involves a host of difficulties including the problem of overfitting, which can give rise to highly unstable and inaccurate decision boundaries. This problem is particularly difficult for data with high dimension ($p$) and low sample size ($N$), (i.e. $p \gg N$), for example gene expression arrays, in which genes number in the tens of thousands while available tissue samples are limited by high biopsy costs. However, the problem can also present itself in high dimension with even larger large sample sizes (i.e. $p \ll N$), and noisy inputs again leading to unstable decision boundary oscillations. Such oscillations generally arise from overfitting noise, and can lead to poor machine performance.

In Figure 1 (a), (b), (c) an illustrative example of such classification is shown. For (a) we have that our data is well separated with the blue dots representing the first class and the orange dots the second. Due to the separation of the data it is in principle easy to construct a decision boundary. In (b) the data classes are mixed. Furthermore the data can be noisy and diffusive in high dimensions, leading to unstable boundary decision surfaces. The fundamental questions are: Does there exist a good separation of the data classes in some coordinate system? How do we construct a transformation that can reveal this separation in an appropriate space (See Figure 1 (c))? To answer these questions we treat the data as realizations of a random field.

Our overarching goals in this work are to: i) To develop stochastic functional (data) analysis approaches for significantly improving accuracy and robustness of machine learning methods on high dimensional noisy datasets that can also be based on complex topologies; ii) To motivate and develop high performance computing algorithms based on these approaches.

The related signal decomposition is an exact hierarchical tensor product expansion with known optimality properties for approximating stochastic processes (random fields) with finite dimensional function spaces as ranges. In principle these primary low dimensional range spaces can capture most of the stochastic behavior of ‘underlying signals in a given nominal class, and can reject
signals in alternative classes as stochastic anomalies. Using a hierarchical finite dimensional KL expansion for the nominal class, a series of orthogonal nested subspaces is constructed for detecting anomalous signal components relative to this nominal class. Projection coefficients of input data in these subspaces are then used to train a Machine Learning (ML) classifier. However, due to the split of the signal into nominal and anomalous projection components, clearer separation surfaces of the classes arise. In fact we show that with a sufficiently accurate estimation of the covariance structure of the nominal class, a sharp classification can be obtained. This is particularly advantageous when large unbalanced datasets are available.

We have carefully formulated this concept and demonstrated it on a number of high-dimensional datasets in cancer diagnostics. This approach yields significant increases in accuracy over ML methods that use standard original feature data. In particular, this method leads to a significant increase in precision and accuracy for the Alzheimer’s Disease ADNI dataset (from 48% to 89% accuracy for the Support Vector Machine (SVM) with a radial kernel, in the transformed space). Furthermore, tests on complex unbalanced semi-synthetic data show that increases in available data dramatically improve accuracy. Tests from unbalanced semi-synthetic datasets created from the GCM dataset confirmed large increases in accuracy as the dataset becomes more unbalanced.

Highly unbalanced datasets are a difficult problem for machine learning algorithms. There are many approaches to compensate for an unbalanced dataset. This may involve, for example, removing the unbalanced portion of the data, bootstrapping to create more samples of the smaller class of data, or adjusting the ML algorithm by using weights [23]. However, many of these solutions are unsatisfactory. In particular, if the number of samples of the smaller class is very small and/or are noisy. This has motivated the development of one class semi-supervised methods. See [18] for a comprehensive survey of these methods. The Multilevel Orthogonal Subspace (MOS) KL approach developed in our paper solves this problem in a more elegant form. Furthermore, as the dataset becomes more unbalanced the accuracy increases.

2. Mathematical preliminaries

We demonstrate our approach to the ML classification problem. A novel strategy for classification will here be the construction of a series of subspaces orthogonal to a stochastic representation of data belonging to one of the classes. For two class classification, the second class is treated as a change or anomaly with respect to the first. The constructed subspaces allow detection of such ‘anomalies’ with high accuracy from data and projection coefficients, and are used to train an ML classifier.

More precisely, the variation of the data is viewed as a realization of a random field; the Karhunen Loeve expansion is an important tool for representing such fields as spatial-stochastic tensor expansions. This optimal decomposition is well suited for the analysis of such random fields. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space, with \(\Omega\) a set of outcomes, and \(\mathcal{F}\) a \(\sigma\)-algebra of events equipped with the probability measure \(\mathbb{P}\). Let \(U\) be a domain of \(\mathbb{R}^d\) and \(L^2(U)\) be the Hilbert space of all square integrable functions \(v: U \rightarrow \mathbb{R}\) equipped with the standard inner product \(\langle u, v \rangle = \int_U uv \, dx\), for all \(u(x), v(x) \in L^2(U)\). In addition, let \(L^2_\mathbb{P}(\Omega; L^2(U))\) be the space of all functions \(v: \Omega \rightarrow L^2(U)\) equipped with the inner product \(\langle u, v \rangle_{L^2_\mathbb{P}(\Omega; L^2(U))} = \int_{\Omega} \langle u, v \rangle \, d\mathbb{P}\), for all \(u, v \in L^2_\mathbb{P}(\Omega; L^2(U))\). We point out that our approach is applicable to complex topologies on \(U\), including manifolds in \(\mathbb{R}^d\), networks, spatio-temporal domains, etc.

**Definition 1.** Suppose that \(v \in L^2_\mathbb{P}(\Omega; L^2(U))\).

i) Denote

\[ E_v := \mathbb{E} [v] := \int_{\Omega} v(x, \omega) \, d\mathbb{P} \]

as the mean of \(v\).
ii) Define the covariance function
\[ \text{Cov}(v(x, \omega), v(y, \omega)) := \mathbb{E}[(v(x, \omega) - \mathbb{E}[v(x, \omega)])(v(y, \omega) - \mathbb{E}[v(y, \omega)])]. \]

iii) Define the linear operator \( T : L^2(U) \rightarrow L^2(U) \) by
\[ T(u)(x) := \int_U \text{Cov}(x, y)u(y) \, dy \]

for all \( u \in L^2(U) \).

The above covariance structure will be critical for an accurate stochastic representation of the random field \( v \). In particular, the eigenstructure of the linear operator \( T : L^2(U) \rightarrow L^2(U) \) plays a major role. From Lemma 2 and Theorem 1 in [8], there exists a set of eigenfunctions \( \{\phi_k\}_{k \in \mathbb{N}} \), with \( \langle \phi_k, \phi_l \rangle = \delta_{kl} \) and a sequence of eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots > 0 \) such that \( T \phi_k = \lambda_k \phi_k \) for all \( k \in \mathbb{N} \).

**Theorem 1.** If \( v \in L^2(\Omega; L^2(U)) \), then the random field \( v \) can be represented in terms of the Karhunen-Loève (KL) tensor product expansion as
\[
(1) \quad v(x, \omega) = E_v + \sum_{k \in \mathbb{N}} \lambda_k^\frac{1}{2} \phi_k(x) Y_k(\omega),
\]

where \( E \mathbb{E}[Y_k Y_l] = \delta_{kl} \) and \( E \mathbb{E}[Y_k] = 0 \) for all \( k, l \in \mathbb{N} \).

From orthogonality properties of the tensor expansion it is not hard to show that
\[
\| v - E_v \|_{L^2(\Omega; L^2(U))}^2 = \sum_{k \in \mathbb{N}} \lambda_k^\frac{1}{2}.
\]

Thus the eigenvalue magnitudes control the contribution to the variance of each term of the tensor product expansion.

Suppose we are interested in forming the optimal \( M \) dimensional approximation. We can conclude the optimal choice with respect to the Bochner norm \( \| \cdot \|_{L^2(\Omega; L^2(U))} \) is formed from the first \( M \) expansion terms, giving the truncated KL expansion:
\[
(2) \quad v_M(x, \omega) = E_v + \sum_{k=1}^M \lambda_k^\frac{1}{2} \phi_k(x) Y_k(\omega),
\]

with
\[
\| v - v_M \|_{L^2(\Omega; L^2(U))}^2 = \sum_{k=M+1}^\infty \lambda_k^\frac{1}{2}.
\]

In fact it can be shown this is the optimal expansion i.e. no other orthogonal tensor product expansion has smaller residuals than these.

From tensor product theory the space \( L^2(\Omega; L^2(U)) \) is isomorphic to \( L^2(\Omega) \otimes L^2(U) \). Let \( H_M \subset L^2(U) \) such that \( \dim H_M = M \) and \( P_{H_M \otimes L^2(\Omega)} : L^2(U) \otimes L^2(\Omega) \rightarrow H_M \otimes L^2(\Omega) \) is an orthogonal projection operator. The following theorem is a direct extension of Theorem 2.7 in [21], showing optimality of KL expansions.

**Theorem 2.** Suppose \( f \in L^2(U) \otimes L^2(\Omega) \), with \( E_f = 0 \). Then
\[
\inf_{H_M \subset L^2(U) \atop \dim H_M = M} \| f - P_{H_M \otimes L^2(\Omega)} f \|_{L^2(\Omega) \otimes L^2(U)} = \left( \sum_{k=M+1}^\infty \lambda_k \right)^\frac{1}{2}.
\]

**Remark 1.** We conclude that the infimum above is achieved when \( H_M = \text{span}\{\phi_1, \ldots, \phi_M\} \) i.e., for the truncated KL expansion.
Remark 2. The KL expansion is largely a theoretical tool for signal analysis. The main difficulty in its construction arises in estimation of the random variables $Y_1(\omega), \ldots, Y_M(\omega)$. Although these are mutually uncorrelated, in general they are not independent, leading to a high dimensional joint distribution estimation problem. Even for moderate dimension $M$, the number of realizations of $v(x, \omega)$ needed to construct a joint pdf becomes impractical. However, for the purposes of detecting anomalous signals and building a classifier, only the eigenpairs $\{\lambda_k, \phi_k\}_{k=1}^M$ are needed, a significantly easier problem. This can be achieved by constructing a covariance matrix from realizations of $v(x, \omega)$ and computing the eigenvalues and eigenvectors (See the method of snapshots, [2]).

3. Approach

Our novel approach to machine learning classification is through anomaly detection: detection of signals defined on the domain $U$ that do not belong to a currently designated ‘nominal’ family of finite dimensional truncated KL expansions $v_M(x, \omega) - E_v = \sum_{k=1}^M \lambda_k^2 \phi_k(x) Y_k(\omega)$. To be more precise, we seek to detect signals orthogonal to the eigenspace spanned by $\{\phi_1, \ldots, \phi_M\}$. We assume existence of an alternative multilevel space that contains large components of the anomalous signals, for the purpose of rejecting them from the currently designated null/nominal class, resulting in improved classification. Note that in fact the construction is elaborate and non-trivial. It is based on differential operator-adapted multilevel methods from scientific computing and computational applied mathematics approaches for solving Partial Differential Equations (see [6] and [1]).

Assumption 1. Without loss of generality assume that $E_v = 0$, and consider a sequence of nested subspaces $P_0 \subset P_1 \cdots \subset L^2(U)$ such that $\bigcup_{k\in\mathbb{N}} P_k = L^2(U)$ and $P_0 := \text{span}\{\phi_1, \phi_2, \ldots, \phi_M\}$. Furthermore, let the subspaces $S_k \subset L^2(U)$, for $k = 0, 1, 2, \ldots$, be defined by $P_{k+1} = P_k \oplus S_k$, so that $P_0 \bigoplus_{k\in\mathbb{N}} S_k = L^2(U)$.

Assumption 2. For all $l \in \mathbb{N}_0$ let $\{\psi^l_k\}_{k=1}^M$ be a collection of orthonormal functions with $S_l = \text{span}\{\psi^l_1, \ldots, \psi^l_M\}$ and $M_l := \dim S_l$.

Remark 3. In practice the basis functions for the finite dimensional spaces $P_n = P_0 \oplus S_0 \oplus \ldots S_{n-1}$ will be constructed by using a series of local Singular Value Decompositions (SVDs). The space $P_n$ is assumed to be formed from the span of $N$ characteristic functions, where the maximum level $n$ will be determined algorithmically. The construction of the basis for these spaces is intricate and is described in detail in [3] and in [4].

Remark 4. Since the basis of $\bigoplus_{k\in\mathbb{N}_0} S_k$ is orthonormal, for any function $u \in L^2(U)$ the orthogonal projection coefficient onto the function $\psi^l_k \in W_l$ is

$$d_k^l := \int_U u \psi_k^l \, dx.$$
Lemma 1. Suppose that \( v \in L^2_P(\Omega; L^2(U)) \) with KL expansion

\[
v(x, \omega) = \sum_{p \in \mathbb{N}} \lambda_p^\frac{1}{2} \phi_p(x) Y_p(\omega).
\]

Then for all \( l \in \mathbb{N}_0, k = \{1, \ldots, M_l\} \) and projection coefficients

\[
d^l_k(\omega) = \int_U v(x, \omega) \psi^l_k \, dx
\]

we have that a.s.

\[
\mathbb{E}[d^l_k] = 0 \quad \text{and} \quad \mathbb{E}[(d^l_k)^2] \leq \sum_{i \geq M + 1} \lambda_i.
\]

If \( u(x, \omega) = v(x, \omega) \), i.e. the signal \( u(x, \omega) \) belongs to the nominal class, then the variances of the coefficients \( d^l_k \) are controlled by the number of KL coefficients \( M \). We can then use this to prove:

Theorem 3. Suppose that we formulate the following Hypothesis test:

\[
H_0 : u(x, \omega) = v(x, \omega) \quad H_A : u(x, \omega) \neq v(x, \omega).
\]

Let \( 1 \geq \alpha \geq 0 \) be the significance level, so that under \( H_0 \):

\[
\mathbb{P}(\{|d^l_k(\omega)| \geq \alpha^{-\frac{1}{2}} \sum_{i \geq M + 1} \lambda_i\}) \leq \alpha
\]

Proof. The results follows from Lemma 1 and Chebyshev inequality. \( \square \)

If \( u(x, \omega) = v(x, \omega) \) (i.e. the nominal class) then under the null hypothesis \( H_0 \) from Theorem 3 the coefficients \( d^l_k \) will concentrate around the origin with controllable probability. Conversely, under the alternative hypothesis \( H_A \) (signal anomaly) the coefficients \( d^l_k \) (blue dots) are likely not to concentrate around zero (though there is an unlikely possibility that some of them could be small). This makes it easier to build a separation surface for the two classes (See Figure 2). We can now separate the coefficients for the two classes more cleanly with a decision surface such as a Support Vector Machine (SVM) optimization (See [5]). In particular, it is well suited with a Radial Basis Function (RBF) kernel.

Remark 5. It is important to note that the hypothesis test for Theorem 3 does not require any extra knowledge such as independence or the distribution of the underlying signal. This is in contrast to traditional hypothesis tests.

The separations between signals depend on several factors: i) The number of eigenfunctions \( M \); ii) The accuracy of the computation of the eigenspace (dependent on availability of data); iii) The presence of noise in both signals. In many practical applications such as for gene expression data, \( p \) will be large and \( m \) relatively small. Thus, generally, if we extract \( N_T \) samples from class \( A \) to construct the MOS filter, there is no guarantee that applying this filter to the remainder of the data we will yield near-zero values for coefficients. However, in general it is expected that the multilevel coefficients for class \( A \) will be smaller than those for class \( B \). In Figure 3 the classification training framework with respect to two classes of data is shown. Note the approach is general and can also apply to data from more novel sources arising from complex topologies.
Figure 2. Illustrative example of the separation between the projection coefficients of the nominal class and large anomalous signals based on the coefficients $d_k$. (a) The orange (nominal class) and blue dots (signal anomaly of the alternative class) correspond to the original data in the feature space. These observations points are mixed with each other, which makes it hard to build a decision surface. (b) After applying the MOS filter, the orange dots correspond to coefficients $d_k$ that are subject to the null hypothesis $H_0$ (nominal class). Thus from Theorem 3 the coefficients are centered around the origin with high probability. The larger the number of KL eigenfunctions (given by parameter $M$) used to build the multilevel basis, the more likely the concentration of the coefficients is to be around the origin. Conversely, under the alternative hypothesis $H_A$ (signal anomaly) the coefficients $d_k$ (blue dots) are likely not to concentrate around zero. This makes it easier to build a separation surface for the two classes.

4. Results

We test the performance of our multilevel approach with data from the GCM gene expression cancer dataset of [20] (see also the work from [22]) and on the ADNI Alzheimer’s Disease dataset. The cancer data consist of 190 tumour ($m_1 = 190$ class $A$) and $m_2 = 90$ normal (class $B$) tissue data with $p = 16,063$ gene expression levels. The domain $U$ is treated a one dimensional with $U := [0, p-1]$ and the gene expression levels are treated as one dimensional Haar functions on $U$. An accuracy and precision cross validation tests are performed on semi-synthetic data that is created from this dataset. The semi-synthetic data will allow us to study the performance of the multilevel filter under difference conditions.

4.1. Semi-synthetic performance tests. Semi-synthetic data are generated from this dataset to test the performance under different conditions. Our results show that the multilevel method is particularly well suited, but not restricted, for extreme large unbalanced datasets. Alternative approaches such as upsampling/downsampling, bootstrap and weighted machines will be unsatisfactory, which has also motivated the development of semi-supervised one class methods [18].

For each of these classes the covariance function and the mean are estimated with a method of snapshots by using all the available data. To generate the semi-synthetic data from the GCM dataset we can also use the KL expansion from model (1). This is a good choice as the realizations use the original covariance structure in the GCM dataset. In particular we have that
we can replace model (1) with (3) and \( \tilde{\text{v}} \) mean, unit variance and orthogonal random variables \( \tilde{\text{v}} \) Gaussian process with the same covariance structure as Good choices for \( \tilde{\text{v}} \). It is easy to see that \( \text{Cov}(\tilde{\text{v}}, \tilde{\text{v}}) = \sum_{k \in \mathbb{N}} \lambda_k \phi_k(x) \phi_k(y) \). This implies that we can replace \( Y_k(\omega) \) for all \( k \in \mathbb{N} \) with any set of zero mean, unit variance and orthogonal random variables \( \tilde{Y}_k(\omega) \) and form the new random field

\[
\tilde{\nu}(x, \omega) = E_\tilde{\nu} + \sum_{k \in \mathbb{N}} \lambda_k^2 \phi_k(x) \tilde{Y}_k(\omega).
\]

It is easy to see that \( \text{Cov}(\tilde{\nu}(x, \omega), \tilde{\nu}(y, \omega)) = \text{Cov}(\tilde{\nu}(x, \omega), \tilde{\nu}(y, \omega)) = \sum_{k \in \mathbb{N}} \lambda_k \phi_k(x) \phi_k(y) \). Thus we can replace model (1) with (3) and \( \tilde{\nu}(x, \omega) \) will have the same covariance structure as \( \nu(x, \omega) \). Good choices for \( \tilde{Y}_k(\omega) \) include assuming that they are Normal (or uniform). Thus \( \tilde{\nu}(x, \omega) \) becomes a Gaussian process with the same covariance structure as \( \nu(x, \omega) \).
Remark 6. Note that KL expansion that we use to construct the multilevel basis $P_0 \bigoplus_{k \in \mathbb{N}_0} S_k$ from the semi-synthetic data and the KL expansion to generate the semi-synthetic data will not be the same. This is achieved by transforming the semi-synthetic data with a nonlinear sine function. This will make sure that the transformed semi-synthetic data will not be a Gaussian process and its KL expansion will be different to the KL expansion of the original data.

The KL expansion from equation (2) is applied to both the covariance structure of class $A$ and class $B$ data. For example, for class $A$ using the truncated KL expansion realizations are generated from the eigenstructure of covariance function from class $A$:

$$u_M^A(x, \omega) = E_{u^A} + \sum_{k=1}^{M_A} \lambda_k^A \phi_k^A(x) Y_k^A(\omega).$$

It is assumed that the random field $u^A$ is a Gaussian process, so that $Y_k^A \sim \mathcal{N}(0, 1)$ are i.i.d. for $k = 1, \ldots, M_A$. The realizations are created by using a Gaussian random number generator. Realizations from class $B$ can also be generated using the KL expansion:

$$u_M^B(x, \omega) = E_{u^B} + \sum_{k=1}^{M_B} \lambda_k^B \phi_k^B(x) Y_k^B(\omega).$$

We first test the ability of the multilevel filter to handle small to large numbers of realizations with unbalanced datasets. Let $N_A$ be the number of realizations generated from the model (4), and $A_{N_A}$ the corresponding dataset. Similarly we have defined $N_B$ and $B_{N_B}$ for the model (5). In the first experiment the dataset $A_{N_A}$ is generated with $M_A = 69$ terms in the KL expansion. The dataset $A_{N_A}$ is generated from the KL expansion with $N_A = 150, 450, 1500$ and $10000$ realizations. These realizations are nested in the sense that the random number generator seeds of the random variables $\{Y_1^A, \ldots, Y_{M_A}^A\}$ are reset each time the dataset $A_{N_A}$ is created. A single dataset $B_{N_B}$ is generated with $N_B = 100$ and $M_B = 69$ from model (5). The data set are then standardized to make them zero mean and unit variance with respect to the features.

For each dataset $A_{N_A}$, let $A_{N_A}^T$ consist of the first $N_B$ realizations and $A_{N_A-N_B}$ be the rest of the data in $A_{N_A}$ that is used to compute the covariance matrix and construct the multilevel filter. The truncation parameter for the KL expansion is set to $M = 10$. The multilevel filter built from the data in $A_{N_A-N_B}^C$ is now applied to the realizations in $A_{N_A}^T$ (Class $A$) and $B_{N_B}$ (Class $B$). We obtain the datasets $A_{N_A}^{T,M}$ and $B_{N_B}^{M}$, which are used to train the SVM classifier for different nested Levels.

To test the accuracy of the multilevel SVM classifier we generate validation datasets. For the class $A$, let $A_{N_A}^{V}$ be the collection of $N_A = 10,000$ generated realizations from the KL expansion in equation (4). Conversely, the dataset $B_{N_B}^V$ is generated for class $B$ with $N_B = 10,000$ from equation (5). The multilevel filter is then applied to the datasets $A_{N_A}^{V,M}$ and $B_{N_B}^V$ and we obtain $A_{N_A}^{V,M}$ and $B_{N_B}^V$.

**Test #1:** We can now test the performance of the multilevel filter with RBF SVM classification (SVM Multilevel filter) with respect to the number of realizations used to train the multilevel filter (50, 150, 350, 1400, and 9900 samples from the datasets $A_{N_A-N_B}^C$ and the nested spaces $S_0 \oplus \cdots \oplus S_{Level}$ of the multilevel filter with Level $= 0, 1, \ldots, 8$). To further increase the complexity of the classification for each realization $u_M^A(x, \omega_k)$ in the datasets $A_{N_A}$ and $A_{N_A}^V$, we update as $u_M^A(x, \omega_k) \leftarrow \sin(15u_M^A(x, \omega_k))$. The realizations $u_M^B(x, \omega_k)$ in the datasets $B_{N_B}$ and $B_{N_B}^V$ are also updated as $u_M^B(x, \omega_k) \leftarrow \sin(15u_M^B(x, \omega_k))$. In Figure 4 the classification performance accuracy of the multilevel SVM RBF approach are shown with respect to several sizes of the sets $A_{N_A-N_B}^C$ and the Level variables. As a comparison a Weighted SVM (WSVM [23]) machine with RBF
and linear kernels is constructed using the unfiltered full datasets $A_{NA}$ and $B_{NB}$ with $N_A = 150, 450, 1500, 10000$ and $N_B = 100$. The best accuracy and prediction performance with respect to the size of $N_A$ and $N_B$ are plotted as a straight dashed line.

From Figure 4 it is observed that best accuracy is achieved for $N_A = 10,000$ and $Level = 6$. The multilevel SVM RBF approach takes advantage of the number of realizations to improve the accuracy. Note that for the weighted SVM (WSVM) the best result is plotted with respect to the size of $A_{NA}$.

Due to the unbalancing of the data, both the SVM and WSVM are sensitive to the size of the datasets. Although the WSVM approach tries to compensate for this unbalance, as the number of samples of $A_{NA}$ increases the accuracy drops to 50% and the accuracy for Class B close to 0% (See Figure 5). In contrast, for the MOS SVM RBF (MSVM RBF) approach the accuracy increases as the datasets become more unbalanced. To contrast these results, the performance of the MSVM RBF machine for $Level = 6$ and the size of the dataset $A_{NA}$ is plotted. As the datasets $A_{NA}$ and $A_{NB}$ become more unbalanced then the accuracy performance increases significantly.

**Figure 4.** Semi-synthetic test classification results for unbalanced data sets. Accuracy and precision with respect to the number of nested multilevel $S_0 \oplus S_1 \oplus \cdots \oplus S_{Level}$. The semi-synthetic data $A_A$ for class A is generated for $N_A = 150, 250, 450, 1500$ and 10000 realizations of class A using model (4). Similarly, class B dataset $B_{NB}$ is generated with $N_B = 100$ realizations with model (4). Since the size of $B_{NB}$ is $N_B = 100$, then the number of realizations in $A_{NA}^C$ is 150, 400, 1450, 9950 for $N_A = 150, 450, 1500, \text{and} 10000$ respectively. Conversely, the size of the data in $A_{NA}^T$ is the same as for $B_{NB}$, which is 50. The MOS filter is constructed from the data in $A_{NA}^C$ with $M = 39$ and applied to $A_{NA}^T$ and $B_{NB}$. These filtered datasets are then used to train a RBF SVM Gaussian kernel method. The performance of the machine is tested on semi-synthetic validation datasets $A_{NA}^V$ and $B_{NB}^V$, where $N_A = N_B = 10,000$. We observe that the maximum accuracy and prediction is achieved for $N_A = 10,000$. In contrast, the best results for the WSVM kernel and linear method with the unfiltered $A_{NA}^T$ and $B_{NB}$ datasets are shown as a dashed line.

**Test #2:** The complexity of the classification problem is increased, where for each realization $u_M^A(x, \omega_k)$ by deforming the original datasets $A_{NA}$ and $A_{NA}^V$ (before updating them in Test #1). These realizations are updated as $u_M^A(x, \omega_k) \leftarrow \sin(18u_M^A(x, \omega_k))$. The realizations $u_M^B(x, \omega_k)$ in the original datasets $B_{NB}$ and $B_{NB}^V$ are also updated as $u_M^B(x, \omega_k) \leftarrow \sin(18u_M^B(x, \omega_k))$. 
Figure 5. Accuracy and prediction comparison results between MSVM RBF, SVM RBF, and WSVM RBF as the number of samples in the training datasets increases for class A ($A_{NA}$). The accuracy and precision for the MSVM RBF classifier (multi-level filtered datasets) are plotted for Level = 6 and with respect to the sample size of the datasets $A_{NA}$. Notice that as the dataset $A_{NA}$ becomes more unbalanced, the accuracy and precision increase significantly. This is in contrast to SVM RBF and WSVM RBF, where the accuracy and precision degrade.

In Figure 6 (a) the accuracy results with respect to the number of realizations of $A_{NA}$ are shown. We observe that the MSVM RBF method outperforms WSVM. (b) It is further shown that the MSVM RBF method is still robust towards unbalancing of the data. In fact, it benefits from the unbalanced datasets.

Test #3: The semi-synthetic data from Test #1 are again updated to make the classification problem much harder. For each realization $u_{M}^{A}(x, \omega_{k})$ in the original datasets $A_{NA}$ and $A_{VA}$, is updated as $u_{M}^{A}(x, \omega_{k}) \leftarrow \sin(20u_{M}^{A}(x, \omega_{k}))$. The realizations $u_{M}^{B}(x, \omega_{k})$ in the original datasets $B_{NA}$ and $B_{VA}$ are also updated as $u_{M}^{B}(x, \omega_{k}) \leftarrow \sin(20u_{M}^{B}(x, \omega_{k}))$. In Figure 7(a) the accuracy is shown for the updated data. Notice that the MSVM method significantly outperforms the SVM methods without the multilevel features, in particular, for the accuracy of Class B. In Figure 7(b) we again observe that the accuracy significantly improves with the size of the realizations of $A_{NA}$. 

Remark 7. One key conclusion from these tests in that as the number of realizations are increased then the accuracy and precision of the RBF multilevel SVM filter in general increase. This is expected as the estimate of the covariance function in general becomes better and the separation of the classes improves. This is a good approach to deal with the difficult problem of unbalanced datasets. Thus the more unbalanced the data, the better the performance of the machine. This is in contrast to other methods that balance the dataset by subsampling, leading to information loss. Other methods balance the dataset by using a bootstrap method, but this approach can be unreliable.

4.2. Performance tests with Alzheimer’s Disease ADNI dataset. We now test the multi-level features with data from the Alzheimer’s Disease Neuroimaging Initiative (ADNI), a longitudinal multicenter study that was launched in 2003 designed to develop biomarkers for detection and tracking of Alzheimer’s disease [19]. This research is primarily focused on the plasma data of the ADNI participants. There are three groups of participants contained in this dataset. We have
209 measures of AD (Alzheimer’s Disease) participants, 742 samples from the MCI (Mild Cognitive Impairment) participants, and 112 samples from the CN (Cognitive Normal) participants. For each sample, there is a visit code of either BL (Baseline), or M12 (one year later) indicating the time the sample is collected. We performed tests on the M12 dataset, which contains 54 CN, 97 AD, and 346 MCI samples. After removing the features with more than 50% of missing values, the final number of features is 146.

We show the results for binary classification between M12 AD and CN samples. There are 54 CN and 97 AD samples respectively. The covariance matrix for the AD class using the extra 43 AD samples and the truncation parameter $M$ is set to 5. Both linear and RBF SVM are trained on the
Figure 7. Semi-synthetic test classification results for modified unbalanced data sets. Test #1 is repeated but the realizations of the original datasets $A_{NA}$, $A_{NA}^V$, $B_{NB}$ and $B_{NB}^V$ are updated as $u_{AM}^A(x, \omega_k) \leftarrow \sin(20u_{AM}^A(x, \omega_k))$ and $u_{AM}^B(x, \omega_k) \leftarrow \sin(20u_{AM}^B(x, \omega_k))$. (a) For this dataset we observe that the MSVM RBF method significantly outperforms the best results from WSVM RBF and linear methods. In particular, for class B the accuracy degrades significantly. (b) As previously observed the MSVM RBF method improves with the unbalancing of the datasets. This is in contrast to SVM RBF and WSVM, which degrade significantly with the size of $A_{NA}$.

balanced dataset using leave-one-out cross validation. The study revealed that the RBF SVM on normalized projection coefficients achieved the highest accuracy of 89.11% for binary classification of M12 AD versus CN samples. On the other hand, RBF SVM on raw data only achieved an accuracy of 48.3%, with AUC scores of 0.9089 and 0.5657 for ROC curves respectively, indicating that the RBF SVM on projection coefficients had better predictive power (See Figure 8). For linear SVM, the highest accuracy on normalized projection coefficients and raw data are 54.51% and 63.92% and AUC scores are 0.5412 and 0.7456 respectively. Our results confirm that in the 146 features there are a combination of them that explain the AD outcome with high accuracy.
For purposes of comparison the weighted SVM is also directly performed for the M12 AD vs CN binary classification. There is a small improvement to 64% accuracy for the Weighted RBF SVM.

**Figure 8.** Comparison test for CN (Cognitive Normal subjects) vs AD participants. Accuracy and ROC curves (for the last level) for Multilevel features (with Radial SVM) compared to SVM with the original features are shown. The accuracy for the Multilevel features are plotted for each nested level. It is observed that the accuracy increases from 48.3% to 89.11% by using RBF SVM with the multilevel features. For the sake of comparison the weighted SVM is applied on the original features with linear kernel. For this case the accuracy increases to 64%. However, it is still significantly lower than the 89% accuracy obtained with the multilevel features.

5. Conclusions

In this paper we introduce a novel approach for creating features for machine learning based on stochastic functional analysis. From the covariance structure of a singular class of signals the problem is posed as a detection of an anomalous signal i.e. an unlikely realization of the baseline structure. A multilevel orthogonal basis is constructed to detect the magnitude and location of these anomalies. Signals from different classes that are hard to distinguish are mapped to small and to large coefficients with significantly greater separation. An SVM classifier can then more easily construct the separation boundary. The performance of the multilevel filter and the classifier depend on the availability of a rich dataset for construction of the truncated eigenspace. For signals that belong to a finite dimensional eigenspace and with sufficient data it can be shown that our approach leads to perfect classification (Theorem 3). The performance increases significantly as more data is available. This leads to a more accurate covariance and thus the separation between the classes improves. This is confirmed from the numerical results obtained from applying the multilevel filter on the semi-synthetic data created from the GCM dataset. Furthermore, tests on the ADNI Alzheimer’s Disease dataset gives rise to dramatic increases in accuracy (from 48% to 89% accuracy). There are still many avenues to explore based on the work in this paper. In particular:

i) This approach is being applied by A. McCormack and C. DeLisi to binary classification of kinetic properties of the rubisco enzyme [17]. This is an important topic that has been explored in [7, 16] in the context of carbon dioxide catalysis.

ii) Extension of the multilevel method to multi class problems.

iii) The effects of estimating the covariance structure on the accuracy of the classification.
iv) Optimal estimation of the parameters $M$ and the nested level of the multilevel basis.

v) Since the multilevel filter leads to projection coefficients with greater distinguishability, this approach should be effective for ameliorating the problem of overfitting.

vi) The approach developed in this paper is meant as a method to augment machine learning algorithms by using the multilevel features. For example, it can be application to Deep Neural Networks.

vii) We shall explore the connections between the stochastic transformations and high dimensional data described by tensors [9, 11, 10, 14, 15].
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