Complexities on Median Calculation
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Abstract

The complexity of median calculation is explored with some examples in this article. We have pointed out how to identify ungrouped and grouped data, and thereby the appropriate method of computing median and other percentiles.
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Introduction

Location is an important measure in describing a sample data for a variable. For a discrete or ordinal data we can calculate percentiles for location parameter. Among these location parameters, the median is the most important one in describing a variable, as it informs the central position of the distribution underlying variable. In this article, we show the importance of identifying whether a data set is ungrouped or grouped. Although some articles have questioned about the usefulness of grouped data [1], we think the existence of grouped (frequency) data is very frequent in real-world examples compared to ungrouped data. In this research, we have suggested an appropriate method of computing median and other percentiles. The concept has been illustrated with several examples.

Methods

Several methods can be used for evaluating median from sample data [2]. It is crucial to decide which of them would be appropriate for the problem at hand. This difficulty can be resolved if we simply think of the nature of the data for a particular problem. By the ‘nature’ we mean whether a data set is grouped or ungrouped. If we have raw data (observed) of a continuous variable with no repeated observations (i.e., single frequency for each case), the data is called ungrouped data. Suppose, three values of grades obtained by a student are 2.8, 2.9 and 3.3; it is an example of ungrouped data. Therefore, we can compute median using the formula for ungrouped data. However, in real world examples, the ungrouped data is not frequently encountered. It is hardly possible to get scope of work with this type of data. On the other hand, if there are any repeated observations in the data set, it is called a grouped data. If the three values of grades were 2.8, 2.8 and 3.3, it can be considered as grouped data. In fact, practically observed data obtained from any field of enquiry or experiment for a continuous variable is mostly grouped data, frequency of one or more observations are present.

Median is the middlemost location of a distribution or of a set of values for a variable with respect to number of observations. To find the median, we locate the center point keeping 50% observations left to the point and 50% observations to the right of a distribution. The value corresponding to this center point is the median. Percentiles are measures of location and median is the 50th percentile. Median lies on a continuous scale corresponding the domain of the variable under consideration. It is interesting to note that whatever be the type of a variable, median is always continuous. For an observed set of values we can scale a horizontal line with the values and locate the point where it divides into two equal halves with respect to number of observations. The value on the scale of the located point is the median.

Results and Discussion

For an ungrouped raw data the median is calculated as:

\[ x_{(\frac{n+1}{2})} \]

If number of observations \( n \) is odd, the \( \frac{n+1}{2} \)th observation = \( x_{(\frac{n+1}{2})} \). But if there are repeated values in the central area of the distribution (of underlying variable), then \( \frac{n+1}{2} \) observation may not be the median. We illustrate this with an example [3].

Example 1

Let us consider some observations: 10, 12, 13, 14, 15, 16, 17, 17, 17, 17, 18, 19, 19, 20. Clearly, \( \frac{n+1}{2} = \frac{17+1}{2} = 9^{th} \) observation = 17, which many people will take as median. But, if we notice carefully it can be seen that 7th, 8th, 10th, 11th, 12th and 13th observations are also 17. Therefore, the value actually does not
divide the whole distribution into two equal halves. Still then, how can we accept it as median?

We have mentioned in the methods section that this data set is actually a grouped data. It would be appropriate to use the formula prescribed for the grouped data. Remember the formula for computing $k^{th}$ percentile:

$$P_k = L_k + \frac{nk - F_{k-1}}{f_k} \cdot C_w,$$

where, $L_k$ is lower boundary of median class, $F_{k-1}$ is cumulative frequency of pre $k^{th}$ percentile class, $f_k$ is frequency of $k^{th}$ percentile class, and $C_w$ is $k^{th}$ percentile class width. Here, $L_k$ is used for a grouped data. The data in this example is represented in Table 1. From this table, the median class is to be considered 16.5 – 17.5.

**Table 1: Frequency Table of the data.**

| Values | Frequency | Cumulative Frequency |
|--------|-----------|----------------------|
| 10     | 1         | 1                    |
| 12     | 1         | 2                    |
| 13     | 1         | 3                    |
| 14     | 1         | 4                    |
| 15     | 1         | 5                    |
| 16     | 1         | 6                    |
| 17     | 7         | 13                   |
| 18     | 1         | 14                   |
| 19     | 2         | 16                   |
| 20     | 1         | 17                   |

Using the formula mentioned above, we have $p_{50} = 16.7$. However, for this same problem, $p_{50}$ will be determined as 17 in many books and statistical packages as discussed earlier. The reason behind this is that they consider this type of data set as ungrouped data, which is not appropriate according to our definition of grouped and ungrouped data. It is interesting to note that if someone considers the data as ungrouped, then $p_{40}$, $p_{41}$, …, $p_{75}$ are all equal. That is, in this case, all percentiles from 40$^{th}$ to 75$^{th}$ are equal to 17. This contradicts the concept of percentile. On the other hand, if we consider the data set as grouped data (frequency data), we have the following percentiles:

$$p_{40} = 16.5 + \frac{17 \times 40 - 6}{13} \cdot 1 = 16.56$$

$$p_{50} = 16.5 + \frac{17 \times 50 - 6}{13} \cdot 1 = 16.67$$

$$p_{75} = 16.5 + \frac{17 \times 70 - 6}{13} \cdot 1 = 16.95$$

It is remarkable that the above percentile calculations seem rather appropriate.

**Example 2**

Suppose we have the following data on economic status (1: high class, 2: high-middle class, 3: middle class, 4: lower-middle class and 5: lower class):

1, 1, 1, 2, 2, 2, 2, 2, 3, 3, 3, 3, 3, 3, 3, 3, 4, 4, 5.

We show how the suggested method can be used to describe the economic status with the measures of central tendency and dispersion. Using the method, it is easy to find that the central tendency (median) is 2.51, and dispersion (quartile deviation) is 0.72.

**Example 3**

Suppose we are given test scores of 100 students as in Table 2. This type of examples are available in Ross [4]. Using the suggested method, we have found the following percentiles: Median = 50$^{th}$ percentile = 5.625; 60$^{th}$ percentile = 5.875; 70$^{th}$ percentile = 6.125; 80$^{th}$ percentile = 6.375. However, if these percentile were calculated otherwise (i.e., considering this data set as ungrouped), then 50$^{th}$ to 80$^{th}$ percentiles will all be equal to 6, which is not acceptable at all.

**Table 2: Test scores of students.**

| Score | 0 | 2 | 4 | 5 | 6 | 7 | 8 |
|-------|---|---|---|---|---|---|---|
| No. of students | 5 | 2 | 7 | 31 | 40 | 12 | 3 |

**Conclusion**

It is very rare to find an ‘ungrouped data’ where each of the values will occur only once. We can assume an ungrouped data theoretically, but practically it is rare. In contrary, grouped data is very common. We recommend the formula for grouped data in the calculation of median and other percentiles. The formula for grouped data is appropriate with all of the examples we mentioned here and beyond.
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