Many-body Green’s function $GW$ and Bethe-Salpeter study of the optical excitations in a paradigmatic model dipeptide

C. Faber,$^{1,2}$ P. Boulanger,$^1$ I. Duchemin,$^2$ C. Attaccalite,$^1$ X. Blase$^{1,11}$

$^1$Institut Néel, CNRS and Université Joseph Fourier, B.P. 166, 38042 Grenoble Cedex 09, France.

$^2$INAC, SP2M/L_sim, CEA cedex 09, 38054 Grenoble, France.

(Dated: 11 May 2014)

We study within the many-body Green’s function $GW$ and Bethe-Salpeter formalisms the excitation energies of a paradigmatic model dipeptide, focusing on the four lowest-lying local and charge-transfer excitations. Our $GW$ calculations are performed at the self-consistent level, updating first the quasiparticle energies, and further the single-particle wavefunctions within the static Coulomb-hole plus screened-exchange approximation to the $GW$ self-energy operator. Important level crossings, as compared to the starting Kohn-Sham LDA spectrum, are identified. Our final Bethe-Salpeter singlet excitation energies are found to agree, within 0.07 eV, with CASPT2 reference data, except for one charge-transfer state where the discrepancy can be as large as 0.5 eV. Our results agree best with LC-BLYP and CAM-B3LYP calculations with enhanced long-range exchange, with a 0.1 eV mean absolute error. This has been achieved employing a parameter-free formalism applicable to metallic or insulating extended or finite systems.
I. INTRODUCTION

Charge-transfer (CT) excitations, i.e. the creation of an excited electron and hole with weakly overlapping spatial distributions, are a crucial feature in donor-acceptor systems, important e.g. for photovoltaic applications. Indeed, in organic photovoltaic cells, the separation of the strongly bound photogenerated electron-hole pairs is believed to take place at the donor-acceptor interface through an intermediate CT excited state. However, the exact mechanisms leading to charge separation remain rather controversial, urging for computational quantum mechanical studies which allow an accurate exploration of local and CT excitations at various energies.

Treating CT excitations theoretically using ab initio methods remains difficult. Wavefunction-based quantum chemistry methods such as multiconfigurational techniques, e.g. complete active space second order perturbation theory (CASPT2) or multi-reference configuration interaction (MRCI), yield accurate results, but they are computationally too demanding to treat systems with more than a few tens of atoms. At the density functional theory (DFT) level, constrained DFT formalisms have proven to be extremely efficient in providing a good description of the lowest-lying CT excitation in rather large systems, but generalizing such techniques to higher excited states remains a difficult issue. Further, excited states wavefunctions, needed to calculate e.g. transfer rates, are not available. Using time-dependent density functional theory (TDDFT) one obtains the entire excitation spectrum of systems significantly larger than that amenable to e.g. CASPT2 or MRCI approaches. However, it fails in most instances in reproducing CT excitations when standard (semi)local functionals are used. Such difficulties paved the way for the success of range-separated hybrid functionals that are precise for both local and CT excitations, even though the transferability from one system to another of the parameters controlling the short- and long-range exchange contributions remains a difficult issue.

Recently, an alternative approach derived from many-body perturbation theory (MBPT) within a Green’s function formalism, the so-called GW and Bethe-Salpeter (BSE) formalisms, initially developed and extensively tested for bulk semiconductors, has been applied successfully to the problem of CT excitations in gas phase organic systems. An accuracy of 0.1-0.15 eV as compared to experiment could be obtained for small gas phase donor-acceptor systems combining acenes and acene derivatives with the tetracyanoethylene
(TCNE) acceptor.\textsuperscript{42,43} Further, a similar agreement with coupled cluster (CC2) calculations\textsuperscript{44} was obtained for intramolecular CT excitations in a coumarin family of interest for dye-sensitized solar cells.\textsuperscript{45} The accuracy of the $GW$/BSE approach was demonstrated to be equivalent to that of TDDFT calculations with range-separated hybrid functionals and optimized parameters, but with a parameter-free formalism providing equivalent accuracy for extended and finite size systems. However, the number of $GW$/BSE studies of CT excitations in gas phase organic systems remains very scarce and much work is still needed to benchmark the approach on a large variety of molecules.

In the present study, we explore within the $GW$/BSE formalism a small - even though delicate - system, namely a model dipeptide based on the N-methylacetamide ($C_3H_7NO$) molecule (see Fig. 1a). This system denotes one of the first cases where large errors have been observed at the TDDFT level, triggering its study by a large variety of approaches, including CASPT2,\textsuperscript{46} TDDFT with various (semi)local, hybrid or range-separated functionals,\textsuperscript{22,47} and also a Bethe-Salpeter study based on an "empirical" $GW$ approach.\textsuperscript{48} Difficulties were encountered to reproduce the CASPT2 results with unusual discrepancies between the mentioned state-of-the-art techniques. Moreover, a very large sensitivity of CT excitation energies on the chosen functional parameters within e.g. the same CAM-B3LYP TDDFT framework was observed.\textsuperscript{22,47}

In this work, we emphasize in particular the effect of self-consistency within the $GW$ formalism, updating both quasiparticle energies and further single-particle wavefunctions within the so-called self-consistent Coulomb-hole plus screened-exchange (COHSEX) static approximation to $GW$.\textsuperscript{49} Important level reorderings are observed, as compared to Kohn-Sham DFT calculations with semilocal functionals, which leads to important changes in the absorption spectrum. The effect of updating the wavefunctions within self-consistent COHSEX is shown to be more marginal. Our (singlet) excitation energies show an excellent agreement with existing CASPT2 calculations for most local and CT excitations, with a maximum error of 0.07 eV, except for a CT state shown to be blue shifted by up to 0.5 eV as compared to CASPT2. Overall, our results agree best with CAM-B3LYP calculations with an "enhanced" long-range exchange ($\alpha + \beta = 0.8$) contribution and the original LC-BLYP formulation, showing a maximum mean absolute error of 0.1 eV for both local and CT excitations.
II. METHODOLOGY AND TECHNICAL DETAILS

Developed in the mid-60s - and later extended at the \textit{ab initio} level in the mid-80s - for the study of the electronic properties of extended semiconductors and insulators, the GW formalism\textsuperscript{28–34} is now starting to be applied to organic molecules in the gas phase in order to assess its merits and limitations.\textsuperscript{50–60} The GW approach aims at providing accurate quasiparticle energy levels, including the ionization energy and electronic affinity. As a brief overview, we introduce the non-local and energy-dependent self-energy operator $\Sigma(r, r'; E)$ that represents the effect of exchange and correlation in a generalized eigenvalue equation:

$$\left(\frac{-\nabla^2}{2} + V^{\text{ion}}(r) + V^{H}(r)\right)\phi_n(r) + \int dr \Sigma(r, r'; E_n)\phi_n(r') = E_n\phi_n(r), \quad (1)$$

where $V^{\text{ion}}$ and $V^{H}$ stand for the ionic and Hartree potential, respectively. The self-energy operator $\Sigma$ includes all interactions beyond the Hartree contribution. In the so-called GW approximation, it is simplified to:

$$\Sigma(r, r'; E) = \frac{i}{2\pi} \int d\omega e^{i\omega} G(r, r'; E + \omega)W(r, r'; \omega),$$

$$G(r, r'; E) = \sum_n \frac{\phi_n(r)\phi^*_n(r')}{E - \varepsilon_n + 0^+ \times \text{sgn}(\varepsilon_n - E_F)},$$

$$W(r, r'; \omega) = \int dr''\epsilon^{-1}(r, r''; \omega)V^{C}(r'', r'),$$

$$= V^{C}(r, r') + \int dr'' dr'''V^{C}(r, r'')\chi_0(r'', r''')W(r''', r'),$$

with $G$ is the time-ordered single-particle Green’s function and $W$ is the dynamically screened Coulomb potential. $\phi_n$ and $\varepsilon_n$ are input single-particle eigenstates/eigenenergies, respectively, typically taken from DFT Kohn-Sham calculations (see below). $E_F$ is the Fermi level and $V^{C}$ the bare Coulomb potential. $\epsilon^{-1}$ denotes the inverse dynamical dielectric matrix, calculated here below within the random phase approximation, and $\chi_0$ is the independent-electron susceptibility. The infinitesimally small positive value ($0^+$) is included when carrying out a Fourier transformation from time to frequency space to ensure convergence. For the sake of comparison, the non-local, but energy-independent (instantaneous), exchange Fock operator reads:
\[ \Sigma^N(r,r') = \frac{i}{2\pi} \int d\omega e^{i\omega_0^+} G^{HF}(r,r' ; \omega) V^C(r,r'), \]  

(2)

where \( G^{HF} \) is built from Hartree-Fock single particle eigenstates.

Our GW calculations are performed with the FIESTA package,\(^{42,61,62}\) a recently developed Gaussian-basis implementation of the GW and Bethe-Salpeter formalisms. Dynamical screening and correlations are explicitly treated using contour deformation techniques without any plasmon-pole approximation (for more details on the contour deformation approach used, see \(^{61}\) and \(^{63}\)). All non-local operators such as the independent-electron susceptibility \( \chi_0 \), the bare and screened Coulomb potentials \( V^C \) and \( W \) and the self-energy are expressed in terms of a large auxiliary atom-centered Gaussian basis combined with standard resolution-of-the-identity techniques.\(^{64-66}\) All unoccupied states, as appearing in the Green’s function and independent-electron susceptibility, are included in the summation over empty states. The used auxiliary basis is composed of six primitive Gaussian functions \( e^{-\alpha r^2} \) per \( l \)-channel, up to \( l=2 \) orbitals for first row elements, with an even tempered distribution\(^{67}\) of the localization coefficients \( \alpha \) ranging from \( \alpha_{\text{min}}=0.10 \text{ Bohr}^{-2} \) to \( \alpha_{\text{max}}=3.2 \text{ Bohr}^{-2} \).

Our starting input eigenstates/energies \( (\phi_n, \varepsilon_n) \) are taken from DFT Kohn-Sham calculations using the SIESTA DFT code\(^{68}\) within the local density approximation (LDA)\(^{69-71}\) combined with standard norm-conserving pseudopotentials.\(^{72}\) A large triple-zeta plus double polarization basis (TZDP) is used to converge the correlation contribution to the self-energy (see note 73 and 74 for details). The influence of the starting eigenstates onto the final quasiparticle energies has recently become a subject of study,\(^{61,75}\) starting with the observation that the standard ”single-shot” perturbative \( G_0W_0 \) calculations, i.e. GW calculations based on Kohn-Sham LDA or PBE eigenstates/energies, tend to underestimate the gap of organic molecules.\(^{58,61,75}\) To remedy this problem, our GW calculations are performed in a partially self-consistent way, where the obtained quasiparticle energies are reinjected into the calculation of the time-ordered Green’s function and the screened Coulomb potential \( W \), whereas the wavefunctions are left unchanged. As emphasized in several recent works, this approach yields quasiparticle energies,\(^{58,61,62,76,77}\) electron-phonon coupling constants,\(^{28,79}\) and optical absorption spectra\(^{42,43}\) in much better agreement with experiment than non-selfconsistent single-shot \( G_0W_0 \) calculations based on a starting LDA Kohn-Sham spectrum.

To study the influence of the input wavefunctions on the quasiparticle energies, we introduce a scheme which is widely used in the GW community for extended solids, namely a
energies are the eigenvalues of the following electron-hole Hamiltonian equation:

\[
\begin{pmatrix}
R & C \\
-C^* & -R^*
\end{pmatrix}
\begin{pmatrix}
\phi_a(r_e) \phi_i(r_h) \\
\phi_i(r_e) \phi_a(r_h)
\end{pmatrix} = \left( \lambda_{ai} \right) \begin{pmatrix}
\phi_a(r_e) \phi_i(r_h) \\
\phi_i(r_e) \phi_a(r_h)
\end{pmatrix},
\]

(3)

where the indexes (i,j) and (a,b) indicate the occupied and virtual orbitals, and (r_e, r_h) the electron and hole positions, respectively. In this block notation, the vector \([\phi_a(r_e) \phi_i(r_h)]\) represents all excitations (note e.g. that \(\phi_a(r_e)\) means that an electron is put into a virtual orbital), while the vector \([\phi_i(r_e) \phi_a(r_h)]\) represents all disexcitations.

The so-called resonant \(R\) part is Hermitian and reads:

\[
R_{ai,bj} = \delta_{a,b} \delta_{i,j} \left( \varepsilon_a^{QP} - \varepsilon_i^{QP} \right) - \int \phi_a(r_e) \phi_i(r_h) W(r_e, r_h) \phi_b(r_e) \phi_j(r_h) \, dr_h \, dr_e
+ 2\eta \int \phi_a(r_e) \phi_i(r_e) V_C(r_e, r_h) \phi_b(r_h) \phi_j(r_h) \, dr_h \, dr_e,
\]

(4)

with \(\eta = 1\) for the singlet states studied here (\(\eta = 0\) for triplets). The quasiparticle energies \(\varepsilon_{a,b,i,j}^{QP}\) are the \(GW\) quasiparticle energies, while the \(\phi_{a,b,i,j}\) are the Kohn-Sham eigenfunctions or the self-consistent COHSEX wavefunctions depending on the preceding \(GW\) scheme (see above). Notice that the electron-hole interaction term involving the screened Coulomb potential \(W\) does not vanish for non-overlapping electron and hole states. In this limit, taking for sake of illustration the case (i=j=h) and (a=b=l), where h and l stand for the HOMO and LUMO state, one obtains:

\[
R_{h,l,h,l}^{BSE} \to \left( \varepsilon_i^{GW} - \varepsilon_h^{GW} \right) - \left( 1/\varepsilon_M \right) \left\langle \phi_i(r) |^2 \phi_h(r') |^2 V_C(|r - r'|) \right\rangle,
\]

\[
R_{h,l,h,l}^{DFT} \to \left( \varepsilon_i^{DFT} - \varepsilon_h^{DFT} \right) - (\alpha + \beta) \left\langle \phi_i(r) |^2 \phi_h(r') |^2 V_C(|r - r'|) \right\rangle,
\]

fully-self-consistent approach where both eigenstates and eigenfunctions are updated using the so-called static Coulomb-hole plus screened-exchange (COHSEX) approximation to the self-energy operator (see Ref. 80 for details). The resulting modified eigenstates are then used to perform partially self-consistent \(GW\) calculations updating the quasiparticle energy levels, but freezing the self-consistent COHSEX wavefunctions.

Subsequently to the calculation of the quasi-particle spectrum using the \(GW\) formalism, the (screened) Coulomb interaction between excited electrons and holes can be taken into account within the Bethe-Salpeter (BSE) formalism. Here, the neutral excitation energies are the eigenvalues of the following electron-hole Hamiltonian equation:
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where we included the TDDFT CAM-B3LYP expression\(^{22}\) for sake of comparison. These equations have been derived in the long-range limit, reducing \(W(r, r')\) to \(V^C(r, r')/\epsilon_M\), where \(\epsilon_M\) is the macroscopic dielectric constant, and setting to one the error function in the exact exchange contribution to the CAM-B3LYP functional. Clearly, through vacuum, where \(\epsilon_M = 1\), the correct asymptotic limit\(^{81}\): \((IP - EA - 1/R)\), with IP being the ionization potential, EA the electronic affinity and R an average HOMO to LUMO distance, is recovered. In the CAM-B3LYP case, the correct asymptotic limit would require an \(\alpha + \beta = 1\). We will come back to this point in the following.

Within the so-called Tamm-Dancoff approximation (TDA), the coupling between resonant \((R)\) and anti-resonant \((R^*)\) transitions is neglected, i.e. \(C\) and \(C^*\) are assumed to be zero. In the following, instead of applying the TDA, we diagonalize the full BSE matrix. As recently shown in several BSE studies\(^{48,82-84}\) it is important to go beyond the TDA in nanosized systems, where it can lead to a blue-shift of the order of 0.3 eV. Finally, due to the quick increase in size of the \((\phi_a \phi_i)\) product basis, we include all occupied states but restrict the contributing transitions to the lowest-lying 160 unoccupied (virtual) states\(^{85}\). The accuracy of the present \(GW/BSE\) formalism and its implementation has been tested recently in the case of small donor-acceptor complexes, with a mean absolute error (MAE) of 0.1-0.15 eV as compared to experiment for low-lying excitations showing a clear CT character\(^{42}\). It has been demonstrated that the results obtained with the present Gaussian basis implementation agree extremely well with planewave based \(GW/BSE\) calculations performed with the well established QuantumEspresso and Yambo code\(^{86,87}\). Similarly, intramolecular CT excitations in a family of coumarins displayed a MAE within 0.06 eV as compared to coupled cluster (CC2) calculations\(^{45}\). We now address the delicate case of the dipeptide where, as shown below, significant differences have been observed between various methodologies.

### III. RESULTS AND DISCUSSIONS

#### A. Notation

The model dipeptide studied here below was originally introduced in Ref.\(^{46}\) and studied subsequently by a large variety of approaches\(^{22,47,48,88,89}\) as a test case for intramolecular CT excitations. The molecular structure\(^{90}\) is represented in Fig. 1, and was relaxed at a DFT-
B3LYP\textsuperscript{91} level with a 6-311G(d,p) basis using the Gaussian09 package.\textsuperscript{73,92} The Kohn-Sham wavefunctions for states around the energy gap are depicted in Fig. 1b. It is primarily these states which contribute to the lowest-lying optical transitions. The listed states possess either $\sigma$- or $\pi$- character and are mainly localized on one side of the molecule or the other (denoted with a subscript $i = 1, 2$). The asterisk stands for unoccupied (virtual) states. In this publication, we focus on two different kinds of excitations. On the one hand, we are interested in valence transitions, labeled W1 and W2, between states localized on the same peptide unit, where the electron is promoted from an occupied $\sigma_i$-state to an unoccupied $\pi^*_i$-state. On the other hand, we study CT excitations between states localized on different peptide groups, namely the $CTa$ exciton, a $\sigma_1 \rightarrow \pi^*_2$ transition, and the $CTb$ exciton, a $\pi_1 \rightarrow \pi^*_2$ transition.

Anticipating on our GW/BSE results in section B and C, Fig. 2 illustrates the studied excitations by providing an isocontour representation of the hole-averaged electron distribution (transparent green) as obtained from the expectation value of the electron density operator $\delta(r - r_e)$ on the corresponding two-body $\psi(r_e, r_h)$ BSE eigenstate. Similarly, the electron-averaged hole distribution is represented (grey wireframe). The very clear CT character of the $CTa$ transition and the partial CT character of the $CTb$ excitation can be easily verified.

B. GW and Bethe-Salpeter calculations beyond the scissor operator

As discussed in the technical details section, we first perform self-consistency on the eigenvalues in our GW calculations, while leaving the Kohn-Sham wavefunctions unchanged. As expected, the DFT-LDA Kohn-Sham energy gap is significantly opened, from 4.6 eV to 11.9 eV within self-consistent GW. Beyond this known energy gap opening effect, important $\sigma$- and $\pi$-level crossings are observed for the highest occupied levels (see Fig. 3), with in particular a GW correction about 0.5 eV larger for the two $\sigma$- states than for the two $\pi$-levels. An important consequence is that the highest occupied molecular orbital (HOMO) changes its character from $\sigma$ within DFT-LDA to $\pi$ within GW. One can speculate that the stronger localization of the $\sigma$-orbitals leads to a larger self-interaction error as compared to $\pi$-orbitals, pushing them at too high energies at the DFT-LDA level. A similar effect has been noticed in a recent GW study on DNA/RNA nucleobases,\textsuperscript{62,63} where it has been
FIG. 1. (Color online) a) Symbolic representation of the studied model dipeptide, based on the N-methylacetamide ($C_3H_7NO$) molecule, in its planar geometry (see Ref. 46, structure 1a). The active peptide bonds ($C(O)NH$) are singled out in orange boxes. In CT excitations, the electron is promoted from one peptide group to the other. b) Isocontour representation of the Kohn-Sham wavefunctions around the gap classified by their $\sigma$- or $\pi$-character. The highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) are singled out in a green and orange box, respectively. The asterisk denotes unoccupied orbitals, the subscripts (1, 2) the peptide unit on which the orbital is localized. The ordering corresponds to the DFT-LDA energy spectrum. Carbon atoms are represented in grey, oxygen in red, nitrogen in orange and hydrogen in white, respectively.
FIG. 2. (Color online) Isocontour representation in green (wireframe) of the averaged electron (hole) distribution for the valence transitions $W_i \ (\sigma_i \rightarrow \pi_i)$, the $CTa \ (\sigma_1 \rightarrow \pi^*_2)$ and the $CTb \ (\pi_1 \rightarrow \pi^*_2)$ excitations. Carbon atoms are represented in grey, oxygen in red, nitrogen in blue and hydrogen in white, respectively.

shown that the present partially self-consistent $GW$ scheme leads to quasiparticle energies in excellent agreement with high-level quantum chemistry $ab$ initio coupled-cluster and multiconfigurational perturbation methods such as CCSD(T), CASPT2 and EOM-IP-CCSD.

A recent study of the dipeptide, by Rocca and coworkers, used the BSE formalism directly on top of a DFT Kohn-Sham calculation, for which the LDA HOMO-LUMO gap has been opened by hand using an "empirical" value. This rigid shift preserved the DFT-LDA ordering and energy spacing between occupied (unoccupied) orbitals, an approach
labeled the "scissor" approximation to the $GW$ self-energy. We now analyze the results of our Bethe-Salpeter calculations starting from a quasiparticle ($GW$) spectrum presenting a corrected level spacing and ordering.

C. Comparison to multi-reference quantum chemistry perturbation theory and TDDFT methods

In Table I and Fig. 4 we provide the excitation energies as obtained by our $GW$/BSE calculations for the local $W1$ and $W2$ and the charge-transfer $CTa$ and $CTb$ transitions. Our $GW$/BSE values are compared to standard TDDFT-LDA calculations performed both with the Fiesta code, using the same basis than for our BSE calculations, and the QuantumEspresso package\textsuperscript{48,86} using a planewave basis. Further, the results of previous TDDFT calculations using the hybrid B3LYP, the long-range corrected LC-BLYP and the Coulomb-attenuated CAM-B3LYP functionals with two different parametrisations\textsuperscript{22,47} are presented, together with an early quantum chemistry CASPT2 calculation\textsuperscript{46}.

Our TDDFT-LDA calculations come in very good agreement with the previous TDDFT-
FIG. 4. (Color online) Excitation energies as provided within several theoretical frameworks plotted against the CASPT2 results (first diagonal in red). The TDDFT values with the B3LYP (blue up triangles) and the CAM-B3LYP (open circles) functionals, the present BSE calculations (green squares), starting from the $GW@LDA$ partially self-consistent eigenstates (see text), are represented. Several CAM-B3LYP values are found for each excitation, showing in particular the spread of values as a function of the $(\alpha + \beta)$ parameter. Energies are given in eV.

LDA planewave-based calculations performed with the QuantumEspresso package. Both calculations predict CT states in nearly perfect agreement, with a negligible 0.02 eV discrepancy. The local $W_1$ and $W_2$ transitions agree within 0.1 eV. Such an agreement certainly comes as a good confirmation of the quality of the Kohn-Sham and auxiliary Gaussian bases used in the present study. Very similar results were also obtained at the TDDFT-PBE level in Ref. 47 with a maximum discrepancy of 0.05 eV as compared to our TDDFT-LDA calculations.

The main outcome of the TDDFT-LDA or TDDFT-PBE calculations is that CT excitation energies are much too small. The CT excitations are located below the lowest intramonomer $W_1$ or $W_2$ excitations. This is in great contrast to the CASPT2 results, where the CT excitations are found to lie about 1.4 eV to 2.4 eV above the $W_1$ and $W_2$ transitions. Our TDDFT-LDA value (4.63 eV) for the $CTa$ transition, which consists nearly entirely of a transition between the Kohn-Sham highest occupied (HOMO) and lowest unoccupied (LUMO) molecular orbitals, can be compared to the HOMO-LUMO Kohn-Sham gap of 4.62 eV. This confirms that within TDDFT using local exchange-correlation functionals, the electron-hole interaction term vanishes for spatially separated electron and hole
states and one is left with the energy difference between Kohn-Sham states, neglecting any excitonic interaction. On the other hand, the local $W_1$ and $W_2$ transitions, with a strong overlap between final and initial states, are much better described, even though showing a 0.2-0.3 eV red shift for the $W_1$ transition as compared to CASPT2.

Introducing some amount of exact exchange in addition to the charge-density-dependent TDDFT kernel yields a term similar to the BSE $W$ matrix elements, but with the bare Coulomb potential $V^C$ instead of the screened Coulomb potential $W$. As a result, even non-overlapping electrons and holes can interact. Previous TDDFT-B3LYP calculations (see Table I) indeed show some improvement as compared to TDDFT-LDA by locating the CT states above the $W_1$ and $W_2$ transitions. However, compared to CASPT2 calculations, the CT excitations energies are still about 1 eV to 1.8 eV too small, as a reminder that the B3LYP functional captures only 20% of the exact Fock exchange operator. This problem can be cured using range-separated functionals such as LC-BLYP or CAM-B3LYP, where the CT excitations come in much better agreement with the quantum-chemistry reference as indicated in Table I. Nevertheless, within the CAM-B3LYP method itself, one observes energy differences in the order of 0.7 eV for the $CTa$ exciton, leading to the standard question of the proper choice of the needed parameters ($\alpha + \beta = 0.65$ or $\alpha + \beta = 0.8$ in the present case). This point will be discussed below.

Comparing our GW/BSE calculations (@LDA column in Table I) to CASPT2 values, we find an excellent agreement for the $W_1$, $W_2$ and the $CTb$ exciton. The maximum discrepancy is 0.07 eV for the $W_1$ transition, while remarkably both the local $W_2$ and charge-transfer $CTb$ excitation agree within 0.02 eV. Clearly, tuning the $(\alpha, \beta)$ and range-separation parameters may bring the CAM-B3LYP calculations in better agreement with CASPT2 values, but we emphasize that the present GW/BSE scheme does not contain any adjustable parameters. Concerning the oscillator strengths of the respective transitions, the GW/BSE values are in reasonable agreement with the CASPT2 reference. The LC-BLYP and CAM-B3LYP values also agree for the transitions with vanishing oscillator strength, whereas they significantly underestimate the value of the oscillator strength for the $CTb$ exciton, where the GW/BSE oscillator strength is closer to the CASPT2 value. As observed recently in a GW/BSE study of intramolecular CT excitations in the coumarin family, obtaining an excellent agreement between the various formalisms proves more difficult for the oscillator strengths than for the corresponding excitation energies.
TABLE I. Singlet excitation energies for the model dipeptide as obtained within various TDDFT, many-body perturbation theory and CASPT2 approaches. Energies are in eV. For the CAM-B3LYP columns, the (0.65) and (0.8) numbers indicate the \((\alpha + \beta)\) parameter that controls in particular the percentage of long-range exchange. The @LDA and @COHSEX columns indicate that the (partially) self-consistent GW calculations, with update of the self-consistent eigenvalues only, have been performed with either DFT-LDA or self-consistent COHSEX eigenstates as a starting point. Numbers in parenthesis are the oscillator strengths. Oscillator strengths in the \((\alpha + \beta) = 0.65\) CAM-B3LYP column are taken from Ref. 22.

|        | TD-DFT          | GW/BSE          | CASPT2\(^d\) |
|--------|-----------------|-----------------|--------------|
|        | LDA             | B3LYP\(^b/c\)   | LC-BLYP      | CAM-B3LYP    | @LDA | @COHSEX |
| Ref\(^a\) Fiesta | Refs\(^b/c\)     | Ref.\(^b\)  | (0.65)\(^b/c\) | (0.8)\(^b\) | @LDA | @COHSEX |
| W1     | 5.30            | 5.40            | 5.56 (.001)  | 5.65/5.68 (.001) | 5.72 (.001) | 5.55 (.001) | 5.58 (.001) | 5.62 (.001) |
| W2     | 5.66            | 5.73            | 5.80 (.000)  | 5.88/5.92 (.000) | 5.95 (.000) | 5.79 (.000) | 5.80 (.000) | 5.79 (.001) |
| CTb    | 5.15            | 5.13            | 6.06/6.15    | 7.02 (.043)     | 6.94/7.00 (.018) | 7.24 (.040) | 7.20 (.095) | 7.13 (.063) | 7.18 (.134) |
| CTA    | 4.61            | 4.63            | 6.24/6.31    | 8.38 (.000)     | 7.88/7.84 (.000) | 8.58 (.000) | 8.36 (.000) | 8.58 (.000) | 8.07 (.000) |

\(^a\)Ref. 48
\(^b\)Ref. 22
\(^c\)Ref. 47
\(^d\)Ref. 46 (Table 2, structure 1a).

The largest discrepancy between the present GW/BSE@LDA and available CASPT2 calculations is of 0.3 eV for the CTA excitation. For such a transition, our GW/BSE value is in nearly perfect agreement with the LC-BLYP prediction, lying in between the two CAM-B3LYP values. As evidenced in Table I and Fig. 4, observing the rather large \(~0.7\) eV variation between the two CAM-B3LYP values, such a transition is clearly very sensitive to the details of the exchange and correlation potential. Before commenting on such a deviation, we will test the impact of using frozen Kohn-Sham LDA eigenstates in the present GW and Bethe-Salpeter approach here below.
D. GW/BSE calculations starting from self-consistent COHSEX eigenstates

In an attempt to better understand this delicate system and to explore the accuracy of the present GW/BSE formalism, we finally test one of the common approximations in the GW community, namely the assumption that the Kohn-Sham and quasiparticle eigenfunctions strongly overlap, even though the energy gap may differ significantly. This has been demonstrated e.g. in the case of bulk silicon in the early days of GW calculations\textsuperscript{31} justifying the practice of updating the quasiparticle energies while freezing the starting Kohn-Sham orbitals.

A well-known example, where such an approximation fails, is the case of systems combining delocalized \((s,p)\) orbitals and tight \(3d\) levels such as transition metal oxides. Such a failure has been cured within a self-consistent GW approach, where both quasiparticle energies and wavefunctions are updated\textsuperscript{96,97} In the case of atoms or small molecular systems, it has been demonstrated recently that fully self-consistent GW calculations\textsuperscript{98–100} lead to better quasiparticle properties (ionization potential, HOMO-LUMO gap, etc.) than standard perturbative \(G_0W_0\) calculations based on frozen Kohn-Sham LDA or PBE eigenstates.

Due to high computational costs for performing fully self-consistent GW calculations, a scheme has been developed based on a simplified ”static” approximation to the GW self-energy operator, the so-called static screened-exchange plus Coulomb-hole approximation already discussed in a early paper by Hedin\textsuperscript{28} where the GW approach for the interacting homogeneous electron gas was introduced. In such an approach, full self-consistency with an update of both eigenvalues and eigenfunctions is performed at the COHSEX level, followed by a GW calculation with self-consistency on the eigenvalues only\textsuperscript{80} Such a scheme, in the following labeled as GW@COHSEX, has been shown to yield excellent results in semiconductors combining extended and localized states\textsuperscript{80,101} as recently demonstrated in the case of transparent conductive oxides and quaternary thin films for photovoltaics\textsuperscript{102,103} or bulk gold\textsuperscript{104} Very briefly, the two contributions to the COHSEX self-energy are:

\[
\Sigma^{SEX}(\mathbf{r},\mathbf{r}^\prime) = -\sum_n^{\text{occ}} \phi_n(\mathbf{r})\phi^*_n(\mathbf{r}^\prime)W(\mathbf{r},\mathbf{r}^\prime;\omega = 0),
\]

\[
\Sigma^{COH}(\mathbf{r},\mathbf{r}^\prime) = \frac{1}{2}W(\mathbf{r},\mathbf{r}^\prime;\omega = 0)\delta(\mathbf{r} - \mathbf{r}^\prime),
\]

where the screened exchange \(\Sigma^{SEX}\) term is analog to the bare exchange Fock operator -
with a summation over states limited to the occupied manifold - but replacing the bare Coulomb potential by the screened one at zero frequency. The Coulomb hole $\Sigma^{COH}$ is a local operator with no summations over the eigenstates. Such an approximation can be obtained by assuming that the poles of the inverse dielectric matrix are located at much higher energy than the typical electronic transition energies. Several demonstrations or interpretations have been proposed in e.g. Refs. 31, 49 and 80, including a time-domain analysis in the seminal paper by Lars Hedin.28

Our findings concerning the self-consistent COHSEX run are consistent with previous observations on extended semiconductors34 namely that the static COHSEX approximation overcorrects the energy gap. Our COHSEX HOMO-LUMO gap for the dipeptide is found to be 12.9 eV, instead of 4.62 eV within DFT-LDA and 11.8 eV for GW@COHSEX, respectively. Providing a first indication that updating the wavefunctions does not affect very significantly the quasiparticle energy spectrum, we see that the 11.8 eV GW@COHSEX energy gap is in good agreement with the 11.9 eV GW@LDA value previously found. For the sake of comparison, the Hartree-Fock HOMO-LUMO gap is found to be 13.85 eV (all-electron cc-pVTZ Gaussian09 value). Clearly, the COHSEX gap is much closer to the final GW value than the starting DFT-LDA HOMO-LUMO Kohn-Sham gap. As compared to GW calculations, the slightly too large COHSEX gap originates mainly from the HOMO which is located nearly one eV too low in energy (overbinding), while the LUMO is found to agree within 0.1-0.2 eV with the final GW value.105

Besides the improved value of the energy gap, an important finding is that the self-consistent COHSEX approximation yields the correct ordering of states. In particular, the HOMO level is the $\pi_1$ state, located (0.25,0.74,0.99) eV above the $\sigma_1$, $\pi_2$ and $\sigma_2$ states, respectively, to be compared to spacings of (0.26,0.75,0.97) eV within the final GW@COHSEX value. Such an excellent agreement in level ordering and energy spacing, together with a better HOMO-LUMO gap, indicates that the COHSEX energy spectrum is certainly a better starting point for GW calculations as compared to the DFT-LDA Kohn-Sham Ansatz.

Inferring a better quality of the COHSEX eigenfunctions from the strongly ameliorated energy spectrum, as compared to Kohn-Sham DFT-LDA calculations, remains a difficult issue. However, concerning the delicate $CT\alpha$ transition, the analysis of the COHSEX $\sigma_1$ and $\pi_2^*$ states indicates that they project within 99.8% and 98.9%, respectively, onto the corresponding LDA eigenstates. This shows that the Kohn-Sham and COHSEX eigenstates
do not differ significantly, despite the very large difference in energy spectra. For the sake of illustration, we plot in Fig. 5 the LDA, COHSEX and Hartree-Fock $\sigma_1$ and $\pi_2^*$ wavefunctions averaging the charge within planes perpendicular to the molecular “axis”. For the occupied $\sigma_1$ state, the LDA, COHSEX and Hartree-Fock wavefunctions (dotted lines) are nearly indistinguishable. However, for the $\pi_2^*$ state (full lines), differences start to appear in particular at the Hartree-Fock level. Clearly, the COHSEX wavefunction is closer to the Kohn-Sham-LDA one, even though the COHSEX (and GW) quasiparticle spectrum is closer to the Hartree-Fock one.

The results of our $GW$/BSE study starting from self-consistent COHSEX eigenstates is presented in the column ”@COHSEX” of Table I. As compared to $GW$/BSE calculations where the Kohn-Sham eigenstates are kept frozen (“@LDA” column), the $W1$ and $W2$ excitation energies hardly change by a maximum of 0.03 eV for the $W1$ transition. The largest variation is again related to the $CTa$ transition, with an increase of 0.22 eV, worsening the agreement with the CASPT2 value, but bringing our $GW$/BSE calculations in excellent agreement with the CAM-B3LYP ($\alpha + \beta = 0.8$) results. Such an evolution can be traced back to a $\sim 0.2$ eV blue-shift of the $\pi_2^*$ energy level within $GW@COHSEX$ as compared to $GW@LDA$. The oscillator strength associated with this transition is also seen to adopt a smaller value, worsening the agreement with the CASPT2 value, but improving
the agreement with the CAM-B3LYP result.

It is interesting to observe that what we may consider to be our most accurate values, namely our GW-Bethe-Salpeter calculations based on the COHSEX eigenstates, come in excellent agreement with the CAM-B3LYP value with enhanced long-range exchange, namely setting \((\alpha + \beta)\) to 0.8 instead of the original 0.65 value. We recall that in the case of CT excitations, the correct long-range "Mulliken" limit predicts a \((-1/D)\) scaling of the electron-hole binding energy, where \(D\) is some measure of the donor to acceptor distance. Such a behavior can only be reproduced with a \((\alpha + \beta = 1)\) parametrisation of the CAM-B3LYP functional. As such, the \((\alpha + \beta = 0.8)\) functional provides in principle a better description of the long-range CT electron-hole interaction. Very consistently, the LC-BLYP functional, with a proper \((-1/D)\) asymptotic scaling, locates the \(CTa\) transition\(^{22}\) at 8.38 eV, in much better agreement with our GW/BSE values than the CASPT2 prediction. However, the analysis of the contributing wavefunctions in Fig. 5 shows that the \(CTa\) transition in the dipeptide is far from the ideal case of the long-range well-separated electron-hole CT limit. Overall, our GW/BSE@COHSEX results show a mean absolute error of 0.1 eV and 0.08 eV as compared to CAM-B3LYP \((\alpha + \beta = 0.8)\) and LC-BLYP, respectively.

Regarding previous studies on CT excitations within the present GW/BSE formalism, with typical errors of the order of 0.1 eV as compared to experiment, TDDFT with optimized range-separated functionals or CASPT2 calculations,\(^{42,43,45}\) the present 0.3 eV to 0.5 eV discrepancies for the \(CTa\) transition are somehow unusual, even though dramatically smaller than the typical errors induced by TDDFT calculation with semilocal kernels or even B3LYP. The 0.7 eV difference obtained between CAM-B3LYP calculations performed by the same authors with various parametrisations\(^{22}\) indicates that such variations cannot be explained by differences in running parameters (basis sizes and type, pseudopotential, etc.), but really hinges on the sensitivity of this transition onto the balance between short- and long-range exchange and correlation.

While we cannot comment on the accuracy and limitations of the available CASPT2 calculations, we certainly can emphasize in particular the lack of double-excitations in the present GW/BSE formalism and in TDDFT calculations, a possible explanation that would require more sophisticated treatments such as the inclusion of dynamical effects in the screened Coulomb potential matrix elements at the BSE level.\(^{106}\) While this is certainly beyond the scope of the present paper, we can conclude that as it stands, the present parameter-free
GW/BSE approach offers an accuracy comparable to TDDFT calculations performed with the best available parametrized range-separated functionals.

IV. CONCLUSIONS

We studied within the many-body Green’s function $GW$ and Bethe-Salpeter formalisms the excitation energies of a paradigmatic dipeptide that has served as a benchmark for describing intramolecular CT excitations in organic systems within various theoretical frameworks, including TDDFT with local, global hybrid and range-separated hybrid functionals, CASPT2 calculations and a previous Bethe-Salpeter study based on a model $GW$ approach. In the present work, we performed fully ab initio $GW$ calculations, evidencing important $\sigma/\pi$ level reordering as compared to the starting Kohn-Sham LDA energy spectrum. Based on $GW$ calculations with partial self-consistency on the quasiparticle energies, our calculated Bethe-Salpeter excitation energies are found to agree with CASPT2 calculations with a discrepancy smaller than 0.07 eV for the local $W1$, $W2$ and charge-transfer $CTb$ excitations and a maximum discrepancy of 0.3 eV for the $CTa$ transition. The effect of further updating self-consistently the quasiparticle wavefunctions within the static COHSEX approximation to $GW$ leads to rather marginal variations for the $W1$, $W2$ and $CTb$ excitations, but shifts the discrepancy to 0.5 eV as compared to CASPT2 for the ubiquitous $CTa$ transition. In fine, our BSE calculations based on the $GW@COHSEX$ eigenvalues and eigenfunctions agree very well with both CAM-B3LYP calculations with enhanced long-range exchange ($\alpha + \beta = 0.8$) and the original LC-BLYP formulation, with a maximum mean absolute error of 0.1 eV. The present results allow to build confidence in the use of the present parameter-free GW/BSE formalism in describing local and charge-transfer excitations in organic systems of interest e.g. for photovoltaics, photosynthesis, or photocatalysis.
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