Numerical solution using radial basis functions for multidimensional fractional partial differential equations of type Black-Scholes
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Abstract

The aim of this paper is to solve numerically, using the meshless method via radial basis functions, time-space-fractional partial differential equations of type Black-Scholes. The time-fractional partial differential equation appears in several diffusion problems used in physics and engineering applications, and models subdiffusive and superdiffusive behavior of the prices at the stock market. This work shows the flexibility of the radial basis function scheme to solve multidimensional problems with several types of nodes and it also shows how to reduce the condition number of the matrices involved.
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1. Introduction

A fractional derivative is an operator that generalizes the ordinary derivative, in the sense that if

\[ \frac{d^\alpha}{dx^\alpha}, \]

denotes the differential of order \( \alpha \), it can take values \( \alpha \in \mathbb{R} \) and the first derivative is the particular case when \( \alpha = 1 \). On the other hand, a fractional differential equation is an equation that involves at least one differential operator of order \( \alpha \) with \( (n-1) \leq \alpha < n \), for some positive integer \( n \), and it is said to be a differential equation of order \( \alpha \) if this operator is the highest order in the equation.

The growing interest in fractional calculus has been motivated by applications of fractional equations in different areas of research such as magnetic field theory, fluid dynamics, electrodynamics, multidimensional processes, etc. One of the most popular examples is the convection-diffusion equations, the solution of which can be interpreted as a probability distribution of one or more underlying stochastic processes. One of the most popular examples is the convection-diffusion equations \([1,4]\), in which the solutions may be interpreted as a probability distribution of one or more underlying stochastic processes \([3]\).

The applications of fractional operators have spread to other fields such as finance \([5,6]\) and also in the study for the manufacture of hybrid solar receivers \([7]\). It should be mentioned that there is also a growing interest in fractional operators and their properties for the solution of nonlinear systems \([8,10]\). Stochastic processes in financial mathematics may be modeled using Wiener processes or Brownian motion, leading to diffusion partial differential equations. But, if the stochastic process is heavy-tailed rather than Gaussian, then the governing equations are fractional partial differential equations \([11]\).
Considering the following partial differential equation, which corresponds to a Black-Scholes model (with a
source term \(f_l\)) and whose details, as well as its deduction, can be found in the reference \[12\]

\[
\begin{aligned}
\frac{\partial}{\partial \tau} f(S, \tau) + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2}{\partial S^2} f(S, \tau) + \frac{\partial}{\partial S} f(S, \tau) - \bar{\tau} f(S, \tau) = f_l(S, \tau), \\
(S, \tau) \in \overline{\Omega} \times \overline{D}, \\
\end{aligned}
\]

\[
\begin{aligned}
f(S, \tau) &= f_B(S, \tau), \\
(S, \tau) &\in \partial \Omega \times \overline{D}, \\
\end{aligned}
\]

\[
\begin{aligned}
f(S, \tau_0) &= f_0(S), \\
S &\in \overline{\Omega} \\
\end{aligned}
\]

with \(\overline{\Omega}\) and \(\overline{D}\) subsets of \(\mathbb{R}_{\geq 0}\). It should be mentioned that a complete study of the Black-Scholes model goes
beyond the purpose of this document, our interest will focus only on finding the numerical solution of some
variations of the previous model with fractional operators. Considering \(D\) a finite interval and using the change
of variables

\[
\begin{aligned}
\tau &= t_m - t, \\
S &= e^x, \\
\end{aligned}
\]

we obtain that

\[
\begin{aligned}
\frac{\partial}{\partial \tau} f(S, \tau) &= -\frac{\partial}{\partial t} f(e^x, t_m - t) = -\frac{\partial}{\partial t} u(x, t), \\
S \frac{\partial}{\partial S} f(S, \tau) &= e^x \left( e^{-x} \frac{\partial}{\partial x} f(e^x, t_m - t) = \frac{\partial}{\partial x} u(x, t), \\
S^2 \frac{\partial^2}{\partial S^2} f(S, \tau) &= e^{2x} \left( e^{-2x} \frac{\partial^2}{\partial x^2} f(e^x, t_m - t) = \frac{\partial^2}{\partial x^2} u(x, t) - \frac{\partial}{\partial x} u(x, t), \\
\end{aligned}
\]

as a consequence

\[
\begin{aligned}
\frac{\partial}{\partial \tau} f(S, \tau) &= -\frac{\partial}{\partial t} f(e^x, t_m - t) = -\frac{\partial}{\partial t} u(x, t), \\
S \frac{\partial}{\partial S} f(S, \tau) &= e^x \left( e^{-x} \frac{\partial}{\partial x} f(e^x, t_m - t) = \frac{\partial}{\partial x} u(x, t), \\
S^2 \frac{\partial^2}{\partial S^2} f(S, \tau) &= e^{2x} \left( e^{-2x} \frac{\partial^2}{\partial x^2} f(e^x, t_m - t) = \frac{\partial^2}{\partial x^2} u(x, t) - \frac{\partial}{\partial x} u(x, t), \\
\end{aligned}
\]

therefore it is possible to rewrite \[1\] as follows

\[
\begin{aligned}
\frac{\partial}{\partial t} u(x, t) - \frac{1}{2} \sigma^2 \frac{\partial^2}{\partial x^2} u(x, t) + \bar{\tau} u(x, t) = u_l(x, t), \\
(x, t) &\in \Omega \times D \\
\end{aligned}
\]

\[
\begin{aligned}
u(x, t) &= u_B(x, t), \\
\end{aligned}
\]

\[
\begin{aligned}
u(x, t_0) &= u_0(x), \\
\end{aligned}
\]

\[
\begin{aligned}
(x, t) \in \partial \Omega \times D, \\
x \in \Omega \\
\end{aligned}
\]

The above equation may be generalized considering fractional operators and larger dimensions using the following expression

\[
\begin{aligned}
\frac{\partial^\alpha}{\partial t^\alpha} u(x, t) - \mathcal{L}_{\beta, \gamma} u(x, t) = u_l(x, t), \\
(x, t) &\in \Omega \times D \\
u(x, t) &= u_B(x, t), \\
(x, t) \in \partial \Omega \times D, \\
u(x, t_0) &= u_0(x), \\
x \in \Omega \\
\end{aligned}
\]

with

\[
\mathcal{L}_{\beta, \gamma} := \frac{1}{2} \sigma^2 \frac{\partial^{\beta+1}}{\partial x^{\beta+1}} + \left( \bar{\gamma} - \frac{1}{2} \sigma^2 \right) \frac{\partial^\beta}{\partial \bar{\gamma}^\beta} - \bar{\gamma},
\]

where \(0 < \alpha, \beta \leq 1\) and \(r = \|x\|_2\) with \(x \in \mathbb{R}^d\). It should be noted that when \(\alpha = \beta = d = 1\), the equation \[3\] coincides with the equation \[2\]. In the following sections, the parts necessary to find the numerical solution of the
equation \[3\] will be given in as much detail as possible.
2. Basic Definitions of the Fractional Derivative

2.1. Introduction to the Definition of Riemann-Liouville

One of the key pieces in the study of fractional calculus is the iterated integral, which is defined as follows [13]

\[ a I^n_x f(x) = a I_x \left( a I^{n-1}_x f(x) \right) = \frac{1}{(n-1)!} \int_a^x (x-t)^{n-1} f(t) dt, \]

where

\[ a I_x f(x) := \int_a^x f(t) dt. \]

Considerate that \((n-1)! = \Gamma(n)\), a generalization of (5) may be obtained for an arbitrary order \(\alpha > 0\)

\[ a I^\alpha_x f(x) = \frac{1}{\Gamma(\alpha)} \int_a^x (x-t)^{\alpha-1} f(t) dt, \]

similarly, if \(f \in L^1_{loc}(-\infty, b)\), we may define

\[ x I^\alpha_b f(x) = \frac{1}{\Gamma(\alpha)} \int_x^b (t-x)^{\alpha-1} f(t) dt, \]

the equations (6) and (7) correspond to the definitions of right and left fractional integral of Riemann-Liouville, respectively. The fractional integrals fulfill the semigroup property, which is given in the following proposition [13]

**Proposition 2.2.** Let \(f\) be a function. If \(f \in L^1_{loc}(a, \infty)\), then the fractional integrals of \(f\) fulfill that

\[ a I^\alpha_x a I^\beta_x f(x) = a I^\alpha+\beta_x f(x), \quad \alpha, \beta > 0. \]

From the previous result, and considering that the operator \(d/dx\) is the inverse operator to the left of the operator \(a I_x\), any integral \(a\)-th of a function \(f \in L^1_{loc}(a, \infty)\) may be written as

\[ a I^\alpha_x f(x) = \frac{d^n}{dx^n} (a I^\alpha_x f(x)) = \frac{d^n}{dx^n} (a I^{\alpha+n}_x f(x)). \]

Considering (6) and (9), we can built the operator **Fractional Derivative of Riemann-Liouville** \(a D^\alpha_x\), as follows [13][14]

\[ a D^\alpha_x f(x) := \begin{cases} \frac{d^n}{dx^n} (a I^{\alpha+n}_x f(x)), & \text{if } \alpha < 0 \\ \frac{d^n}{dx^n} (a I^{-\alpha}_x f(x)), & \text{if } \alpha \geq 0 \end{cases}, \]

where \(n = \lceil \alpha \rceil\), then applying the operator (10) to the function \(x^\mu\), with \(\alpha \in \mathbb{R} \setminus \mathbb{Z}\) and \(\mu > -1\), we obtain the following result

\[ a D^\alpha_x x^\mu = \frac{\Gamma(\mu+1)}{\Gamma(\mu-\alpha+1)} x^{\mu-\alpha}. \]
2.2. Introduction to the Definition of Caputo

Michele Caputo (1969) published a book and introduced a new definition of fractional derivative, he created this definition with the objective of modeling anomalous diffusion phenomena. The definition of Caputo had already been discovered independently by Gerasimov (1948). This fractional derivative is of the utmost importance since it allows us to give a physical interpretation of the initial value problems, moreover to being used to model fractional time. In some texts, it is known as the fractional derivative of Gerasimov-Caputo.

Let \( f \) be a function, such that \( f \) is \( n \)-times differentiable with \( f^{(n)} \in L^1_{\text{loc}}(a,b) \), then the (right) fractional derivative of Caputo is defined as \[ C_a D_x^\alpha f(x) := aI_x^{-\alpha} \left( \frac{d^n}{dx^n} f(x) \right) = \frac{1}{\Gamma(n-\alpha)} \int_a^x (x-t)^{n-\alpha-1} f^{(n)}(t)dt, \tag{12} \]

where \( n = \lceil \alpha \rceil \). It should be mentioned that the fractional derivative of Caputo behaves as the inverse operator to the left of fractional integral of Riemann-Liouville, that is,

\[ C_a D_x^\alpha (aI_x^\alpha f(x)) = f(x). \]

On the other hand, the relation between the fractional derivatives of Caputo and Riemann-Liouville is given by the following expression \[ C_a D_x^\alpha f(x) = aD_x^\alpha f(x), \]

then, if \( f^{(k)}(a) = 0 \ \forall k < n \), we obtain

\[ C_a D_x^\alpha f(x) = aD_x^\alpha f(x), \]

considering the previous particular case, it is possible to unify the definitions of fractional integral of Riemann-Liouville and fractional derivative of Caputo as follows

\[ C_a D_x^\alpha f(x) := \begin{cases} aI_x^{-\alpha} f(x), & \text{if } \alpha < 0 \\ aI_x^{n-\alpha} \left( \frac{d^n}{dx^n} f(x) \right), & \text{if } \alpha \geq 0 \end{cases} \tag{13} \]

2.3. Discretization of the Fractional Derivative of Caputo

We begin this subsection by considering a uniform partition of the interval \([a,t]\), that is,

\[ a = t_0 < t_1 < \cdots < t_{m-1} < t_m = t, \]

with

\[ t_k = t_0 + kdt, \quad \forall k \geq 0, \]

then, the fractional derivative of Caputo with \((n-1) < \alpha \leq n\) may be written as

\[ C_a D_t^\alpha f(t) = \frac{1}{\Gamma(n-\alpha)} \int_a^t (t-x)^{n-\alpha-1} f^{(n)}(x)dx = \frac{1}{\Gamma(n-\alpha)} \sum_{k=0}^{m-1} \int_{t_{m-k-1}}^{t_{m-k}} (t_{m-k} - x)^{n-\alpha-1} f^{(n)}(x)dx, \]

as a consequence
The sequence is exposed in the following proposition.

**Proposition 2.3.** The sequence \( \{c_{a,k}\}_{k=0}^{\infty} \), defined by (15), is bounded and strictly decreasing for all \( (n-1) < \alpha \leq n \).

**Proof.** To show that the sequence is bounded, we consider the following limit

\[
\lim_{k \to \infty} \frac{(k+1)^{n-a}}{k^{n-a}} = \lim_{k \to \infty} \left(1 + \frac{1}{k}\right)^{n-a} \to 1,
\]

as a consequence

\[
\lim_{k \to \infty} c_{a,k} = \lim_{k \to \infty} [(k+1)^{n-a} - k^{n-a}] \to 0.
\]  

(17)

On the other hand, to show that the sequence is strictly decreasing, we consider the following inequalities

\[
k^{n-a} < (k+1)^{n-a}, \quad (k+1)^{n-a} > 0,
\]

then

\[
\lim_{k \to \infty} \frac{(k+2)^{n-a} + k^{n-a}}{(k+1)^{n-a}} < \lim_{k \to \infty} \frac{(k+2)^{n-a} + (k+1)^{n-a}}{(k+1)^{n-a}} \to 2,
\]

from the previous result

\[
(k+2)^{n-a} + k^{n-a} < 2(k+1)^{n-a} \quad \implies \quad (k+2)^{n-a} - (k+1)^{n-a} < (k+1)^{n-a} - k^{n-a},
\]

considering the notation

\[
c_{a,k} := (k+1)^{n-a} - k^{n-a}, \quad n = \lfloor \alpha \rfloor,
\]  

(15)

the equation (14) may be rewritten as

\[
\frac{\partial}{\partial \alpha} D_{\alpha}^n f(t) = \frac{d^{n-a-1}}{\Gamma(n-\alpha+1)} \sum_{k=0}^{m-1} c_{a,k} \left[ f^{(n-1)}(t_{m-k}) - f^{(n-1)}(t_{m-k-1}) \right] + O \left( dt^{n-a+1} \right)
\]

\[
= \frac{d^{n-a-1}}{\Gamma(n-\alpha+1)} \left[ f^{(n-1)}(t_{m-k}) - c_{a,m-1} f^{(n-1)}(t_0) - \sum_{k=1}^{m-1} (c_{a,k-1} - c_{a,k}) f^{(n-1)}(t_{m-k}) \right] + O \left( dt^{n-a+1} \right).
\]  

(16)
as a consequence
\[ \frac{c_{a,k+1}}{c_{a,k}} = \frac{(k + 2)^{n-a} - (k + 1)^{n-a}}{(k + 1)^{n-a} - k^{n-a}} < 1. \]  \hspace{1cm} (18)

Finally, from the equation (16) for the particular case \( 0 < \alpha \leq 1 \), we obtain the following expression
\[ C \partial^\alpha_t f(t) = \frac{dt^{-\alpha}}{\Gamma(2-\alpha)} \left[ f(t_m) - c_{a,m-1} f(t_0) - \sum_{k=1}^{m-1} (c_{a,k-1} - c_{a,k}) f(t_{m-k}) \right] + O(d t^{2-\alpha}). \]  \hspace{1cm} (19)

### 3. Meshless Methods

The meshless methods were created with the goal of eliminating some of the difficulties associated with constructing a mesh to generate a numerical approximation. In meshless methods, the approximation is built only from the nodes and this generates a computational time saving, since no time is wasted creating a mesh suitable for the problem we are trying to solve. One of the first meshless method was the Smoothed Particle Hydrodynamics Method \[15, 16\], designed to solve problems in astrophysics and, later, in fluid dynamics.

#### 3.1. Interpolation with Radial Basis Functions

Let \( \{(x_j, u_j)\}_{j=1}^{N_p} \) be a set of values, where \( (x_j, u_j) \in \Omega \times \mathbb{R} \), \( \forall j \geq 1 \) with \( \Omega \subset \mathbb{R}^d \). The interpolation problem in meshless methods is about finding a continuous function \( \sigma : \Omega \subset \mathbb{R}^d \rightarrow \mathbb{R} \), such that
\[ \sigma(x_j) = u_j, \quad \forall j \in \{1, 2, \cdots, N_p\}. \]  \hspace{1cm} (20)

In general, for the interpolation problem a function \( \sigma \) is proposed as a linear combination using constants to be determined \( \lambda_j \in \mathbb{R} \) and known base functions \( B_j : \Omega \subset \mathbb{R}^d \rightarrow \mathbb{R} \), that is
\[ \sigma(x) = \sum_{j=1}^{N_p} \lambda_j B_j(x), \]
then, from the interpolation condition (20), the following matrix system is obtained
\[
\begin{pmatrix}
B_1(x_1) & B_2(x_1) & \cdots & B_{N_p}(x_1) \\
B_1(x_2) & B_2(x_2) & \cdots & B_{N_p}(x_2) \\
\vdots & \vdots & \ddots & \vdots \\
B_1(x_{N_p}) & B_2(x_{N_p}) & \cdots & B_{N_p}(x_{N_p})
\end{pmatrix}
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\vdots \\
\lambda_{N_p}
\end{pmatrix}
=
\begin{pmatrix}
u_1 \\
u_2 \\
\vdots \\
u_{N_p}
\end{pmatrix},
\]
which may be written in compact form as
\[ G \Lambda = U, \]
where \( G_{ik} = B_k(x_i) \), \( \Lambda_j = \lambda_j \), and \( U_j = u_j \). It is said that the interpolation problem (21) is well posed, that is, the solution to the problem exists and is unique, if and only if the matrix \( G \) is non-singular.

The base functions \( B_j \) are generally polynomial and trigonometric functions, which are computationally expensive to deal with larger-dimensional problems due to their dependence on geometric complexity. On the other hand, radial basis functions are constructed in terms of a distance, which makes them independent of the dimension of the problems, which gives them a clear advantage over other base functions. Before continuing it is necessary to have the following definition.
Definition 3.1. Let $\Phi : \mathbb{R}^d \to \mathbb{R}$ be a function. Then, $\Phi$ is called radial, if there exists a function $\phi : \mathbb{R}_{\geq 0} \to \mathbb{R}$, such that

$$\Phi(x) = \phi(\|x\|),$$

where $\| \cdot \| : \mathbb{R}^d \to \mathbb{R}$ denotes any vector norm (generally the Euclidean norm).

Let $\{x_j\}_{j=1}^{N_p}$ be a set of (random) nodes, then it is possible to construct a set of radial functions $\{\Phi(x,x_j)\}_{j=1}^{N_p}$, with

$$\Phi(x,x_j) = \phi(\|x-x_j\|),$$

therefore it is possible to generate a radial interpolant to implement the condition (20) as follows

$$\sigma(x) = \sum_{j=1}^{N_p} \lambda_j \Phi(x,x_j). \tag{22}$$

The methodology based on radial basis functions, proposed by Hardy [17], arises from the need to apply multivariate interpolation in cartography problems using randomly dispersed nodes. Later, Kansa [18,19] proposed to consider the analytical derivatives of radial basis functions to develop numerical schemes to solve partial differential equations.

### 3.2. Solution of Differential Equations with Radial Basis Functions

In this section we will give a brief introduction of how the radial basis functions methodology is used to solve a fractional partial differential equation, in the references [20–24], it is possible to find more information and references to deepen the subject. Consider the following partial differential equation

$$\begin{cases}
\frac{C_0}{\delta_t} D_t^\alpha u(x,t) - \mathcal{L}_{\beta,r} u(x,t) = u_I(x,t), & (x,t) \in \Omega \times D \\
u(x,t) = u_B(x,t), & (x,t) \in \partial \Omega \times D \\
u(x,t_0) = u_0(x), & x \in \Omega
\end{cases} \tag{23}$$

where the subscripts $I$ and $B$ refer to the interior and the border of the domain respectively. For the moment we focus on the fractional differential operator at interior of domain:

$$\frac{C_0}{\delta_t} D_t^\alpha u(x,t) - \mathcal{L}_{\beta,r} u(x,t) = u_I(x,t),$$

using the following notation

$$\begin{cases}
\delta_\alpha := \frac{\delta t^{-\alpha}}{\Gamma(2-\alpha)} \\
u_I^m(x) := u_I(x,t_m) \\
\mathcal{O}_\alpha(x) := \mathcal{O}(x,dt^{2-\alpha})
\end{cases},$$

and considering [19], we obtain that

$$\delta_\alpha \left[ u^m(x) - c_{\alpha,m-1} u^0(x) - \sum_{k=1}^{m-1} (c_{\alpha,k-1} - c_{\alpha,k}) u^{m-k}(x) \right] - \mathcal{L}_{\beta,r} u^m(x) = u_I^m(x) + \mathcal{O}_\alpha^m(x),$$

assuming $m \geq 1$, the previous expression we can write it as follows

$$\left( \delta_\alpha - \mathcal{L}_{\beta,r} \right) u_I^m(x) = u_I^m(x) + \delta_\alpha \left[ c_{\alpha,m-1} u^0(x) + (1 - \delta_{m-1,0}) \sum_{k=1}^{m-1} (c_{\alpha,k-1} - c_{\alpha,k}) u^{m-k}(x) \right] + \mathcal{O}_\alpha^m(x), \tag{24}$$
with $\delta_{m-1,0}$ the Kronecker delta and $u^m_I(x) = u_I(x,t_m)$. The superscript in $O^m_\alpha$ is to indicate that it is the associated error of the approximation (19) to the time step $m$. As a consequence of the memory phenomenon of the fractional operator in time

$$O^m_\alpha(x) = O^m_\alpha \left( x, O^{m-1}_\alpha(x), O^{m-2}_\alpha(x), \ldots, O^1_\alpha(x) \right),$$

so it is necessary to be careful with the value chosen for $m$, a very high value (that is, $0 < dt \ll 1$) could lead to an error with an order of magnitude greater than expected. Once the equation (24) is obtained, it is necessary to define the conditions from which the values $u^m_I(x)$ are bounded, with which it is possible to determine its stability and convergence, as shown in the references [25][26]. Before continuing, we need to consider the following multi-index notation. Let $N_0$ be the set $N \cup \{0\}$, if $\gamma \in N_0^d$ and $x \in \mathbb{R}^d$, then

$$\begin{cases}
\left| \gamma \right| := \sum_{k=1}^{d} \gamma_k \\
\frac{\partial^{\left| \gamma \right|}}{\partial x^{\gamma}} := \frac{\partial^{\gamma_1}}{\partial x_1^{\gamma_1}} \frac{\partial^{\gamma_2}}{\partial x_2^{\gamma_2}} \cdots \frac{\partial^{\gamma_d}}{\partial x_d^{\gamma_d}}
\end{cases},$$

considering $\Omega \subset \mathbb{R}^d$ and using the previous notation, it is possible to define the following set of functions

$$H^s(\Omega) := \left\{ f(x) \in C(\Omega) : \frac{\partial^{\left| \gamma \right|}}{\partial x^{\gamma}} f(x) \in L^2(\Omega) \ \forall \ |\gamma| \leq s \right\},$$

it should be noted that in general, if $0 < \beta \leq 1$, it is fulfills that

$$\lim_{\beta \to 1} \mathcal{L}_{\beta,r} f(x) \longrightarrow \mathcal{L}_{1,r} f(x),$$

then if $f(x) \in H^2(\Omega)$, there exists $c > 0$ such that

$$\| \mathcal{L}_{\beta,r} f(x) \| \leq c \| \mathcal{L}_{1,r} f(x) \|,$$

considering the above it is possible to prove the following proposition

**Proposition 3.2.** Let $\{u^j_I(x)\}_{j=1}^m$ be a sequence, defined by (24) on a domain $\Omega \subset \mathbb{R}^d$, with $u^j_I(x) \in H^2(\Omega) \ \forall \ j \geq 1$. Then for all $0 < \alpha, \beta \leq 1$, it is fulfills that

$$\| \delta_\alpha u^j_I(x) \| \leq \frac{M}{\zeta_{\alpha,j-1}} + \| \delta_\alpha u^0(x) \|, \quad j = 1, 2, \ldots, m,$$

where

$$M = \max_{1 \leq k \leq m} \left\{ \| u^k_I(x) \| + \| \mathcal{L}_{\beta,r} u^k(x) \| + \| O^k_\alpha(x) \| \right\}.$$

**Proof.** We proceed to prove (29) by induction:

i) For the case $j = 1$, from (24) we have that

$$\left( \delta_\alpha - \mathcal{L}_{\beta,r} \right) u^1_I(x) = u^1_I(x) + \delta_\alpha u^0(x) + O^1_\alpha(x),$$

then
\begin{equation}
\| (\delta_\alpha - \mathcal{L}_{\beta,r}) u^1(x) \| \leq \| u^1_1(x) \| + \| \delta_\alpha u^0(x) \| + \| \mathcal{O}_\alpha^1(x) \|, \tag{30}
\end{equation}

on the other hand, considering that \( u^1(x) \in H^2(\Omega) \)

\[ \delta_\alpha u^1(x) = (\delta_\alpha - \mathcal{L}_{\beta,r}) u^1(x) + \mathcal{L}_{\beta,r} u^1(x), \]

then

\begin{equation}
\| \delta_\alpha u^1(x) \| \leq \| (\delta_\alpha - \mathcal{L}_{\beta,r}) u^1(x) \| + \| \mathcal{L}_{\beta,r} u^1(x) \|, \tag{31}
\end{equation}

as a consequence of (30) and (31), we obtain that

\[ \| \delta_\alpha u^1(x) \| \leq \| u^1_1(x) \| + \| \mathcal{L}_{\beta,r} u^1(x) \| + \| \mathcal{O}_\alpha^1(x) \| + \| \delta_\alpha u^0(x) \|, \]

therefore

\begin{equation}
\| \delta_\alpha u^1(x) \| \leq \frac{M}{c_{\alpha,0}} + \| \delta_\alpha u^0(x) \|. \tag{32}
\end{equation}

ii) For the case \( 2 \leq j \leq m-1 \), we assume by induction hypothesis that it is fulfills that

\[ \| \delta_\alpha u^j(x) \| \leq \frac{M}{c_{\alpha,j-1}} + \| \delta_\alpha u^0(x) \|. \tag{33} \]

iii) For the case \( j = m \), from (24) we have that

\[ (\delta_\alpha - \mathcal{L}_{\beta,r}) u^m(x) = u^m_1(x) + \delta_\alpha \left[ c_{\alpha,m-1} u^0(x) + \sum_{k=1}^{m-1} (c_{\alpha,k-1} - c_{\alpha,k}) u^{m-k}(x) \right] + \mathcal{O}_\alpha^m(x), \]

in addition to the Proposition 2.3 we have that \( 0 < c_{k+1} < c_k \) if \( 0 \leq k < \infty \), then

\[ \| (\delta_\alpha - \mathcal{L}_{\beta,r}) u^m(x) \| \leq \| u^m_1(x) \| + c_{\alpha,m-1} \| \delta_\alpha u^0(x) \| + \sum_{k=1}^{m-1} (c_{\alpha,k-1} - c_{\alpha,k}) \| \delta_\alpha u^{m-k}(x) \| + \| \mathcal{O}_\alpha^m(x) \|, \tag{34} \]

on the other hand, considering that \( u^m(x) \in H^2(\Omega) \)

\[ \delta_\alpha u^m(x) = (\delta_\alpha - \mathcal{L}_{\beta,r}) u^m(x) + \mathcal{L}_{\beta,r} u^m(x), \]

then

\[ \| \delta_\alpha u^m(x) \| \leq \| (\delta_\alpha - \mathcal{L}_{\beta,r}) u^m(x) \| + \| \mathcal{L}_{\beta,r} u^m(x) \|, \tag{35} \]

as a consequence of (34) and (35), we obtain that

\[ \| \delta_\alpha u^m(x) \| \leq \| u^m_1(x) \| + \| \mathcal{L}_{\beta,r} u^m(x) \| + \| \mathcal{O}_\alpha^m(x) \| + c_{\alpha,m-1} \| \delta_\alpha u^0(x) \| + \sum_{k=1}^{m-1} (c_{\alpha,k-1} - c_{\alpha,k}) \| \delta_\alpha u^{m-k}(x) \|, \]

then

9
Now considering a radial interpolant

From the equation (24) and considering the boundary of the domain, we obtain the following system

and from the Proposition 2.3 we have that $0 < c_{m-1} < c_{m-k-1}$ if $1 \leq k \leq m - 1$, therefore

From the equation (24) and considering the boundary of the domain, we obtain the following system

where

Now considering a radial interpolant

and a set of (random) nodes $\{x_j\}_{j=1}^{N_p} \subset \overline{\Omega}$. Then, substituting the interpolant $\sigma_j^m$ in the equation (37), for each value of $x_j$, an interpolation condition analogous to (20) is obtained. Therefore we obtain the following matrix system

$$
\begin{pmatrix}
\overline{\mathcal{L}}_{a,\beta,r}\Phi_{11} & \overline{\mathcal{L}}_{a,\beta,r}\Phi_{12} & \cdots & \overline{\mathcal{L}}_{a,\beta,r}\Phi_{1N_p} \\
\overline{\mathcal{L}}_{a,\beta,r}\Phi_{21} & \overline{\mathcal{L}}_{a,\beta,r}\Phi_{22} & \cdots & \overline{\mathcal{L}}_{a,\beta,r}\Phi_{2N_p} \\
\vdots & \vdots & \ddots & \vdots \\
\overline{\mathcal{L}}_{a,\beta,r}\Phi_{N_p,1} & \overline{\mathcal{L}}_{a,\beta,r}\Phi_{N_p,2} & \cdots & \overline{\mathcal{L}}_{a,\beta,r}\Phi_{N_p,N_p}
\end{pmatrix}
\begin{pmatrix}
\lambda_1^m \\
\lambda_2^m \\
\vdots \\
\lambda_{N_p}^m
\end{pmatrix}
=
\begin{pmatrix}
\overline{u}_{a,IB,1}^m + \mathcal{O}_{a,\Omega,1}^m \\
\overline{u}_{a,IB,2}^m + \mathcal{O}_{a,\Omega,2}^m \\
\vdots \\
\overline{u}_{a,IB,N_p}^m + \mathcal{O}_{a,\Omega,N_p}^m
\end{pmatrix},
$$

(38)
where

\[
\begin{align*}
\bar{L}_{a,\beta,r} \Phi_{ij} &= \bar{L}_{a,\beta,r} \Phi(x_i, x_j), \\
\bar{u}_{IB,j}^m &= \bar{u}_{IB}^m(x_j), \\
\bar{O}_{a,\Omega,j}^m &= \bar{O}_{a,\Omega}^m(x_j).
\end{align*}
\]

Under the assumption that the above matrix is invertible, the interpolant may be written as

\[
\sigma^m(x) = \sum_{j=1}^{N_p} \lambda_j^m \Phi(x, x_j) = \sum_{j=1}^{N_p} \left( \bar{\lambda}_j^m + \bar{O}_{a,\Omega,j}^m \right) \Phi(x, x_j).
\]

From the previous expression, it becomes clear that the number of nodes chosen to find the solution is also a factor in which care must be taken when considering the errors of the solution. Assuming that the system (23) has an analytical solution \( u_s(x,t) \), we have that

\[
\| \sigma^m(x) - u_s(x,t_m) \| \leq N_p \max_{1 \leq j \leq N_p} \left\{ \left| \bar{O}_{a,\Omega,j}^m \right| \right\} \| \Phi(x,x_j) \|,
\]

where in general

\[
\lim_{dt \to 0} \left| \bar{O}_{a,\Omega,j}^m \right| \to 0.
\]

Considering that the system (23) for \( 0 < \alpha, \beta < 1 \), in general has no analytical solution, we will use the root mean squared error of the operator \( \bar{L}_{a,\beta,r} \) applied to the interpolant \( \sigma^m(x) \) with the interpolation condition \( \bar{u}_{a,IB}(x_j) \) to estimate the error of the solution, that is,

\[
RMSE_m = \sqrt{\frac{1}{N_p} \sum_{j=1}^{N_p} \left( \bar{L}_{a,\beta,r} \sigma_j^m - \bar{u}_{a,IB,j}^m \right)^2}.
\]

The system (38) may be written compactly as follows

\[
G_{a,\beta} \Lambda^m = U^m_a.
\]

it is necessary to mention that in general, the matrix \( G_{a,\beta} \) fulfills the following condition

\[
\lim_{N_p \to \infty} \det(G_{a,\beta}) \to 0,
\]

as a consequence, although \( \det(G_{a,\beta}) \neq 0 \), there is a risk that the matrix is analytically invertible but numerically singular. To solve this problem, a preconditioning matrix \( P \) is generated through the factorization \( QR \) of the matrix \( G_{a,\beta} \) [27], that is,

\[
G_{a,\beta} = QR,
\]

then the following matrix is defined

\[
\bar{Q} := (\bar{Q}_{ij}) = \left( \log \left( \exp(Q_{ij}) + \frac{1}{\text{cond}(G_{a,\beta})} \right) \right),
\]

\[
\text{cond}(G_{a,\beta}) = \frac{\| G_{a,\beta} \|_2}{\| G_{a,\beta} \|_1},
\]

\[
\| G_{a,\beta} \|_2 = \left( \sum_{i,j} (G_{a,\beta})_{ij}^2 \right)^{1/2},
\]

\[
\| G_{a,\beta} \|_1 = \max_{\| x \|_2 = 1} \| G_{a,\beta} x \|_2.
\]
and the system (38) is replaced by the following system

\[ \tilde{G}_{\alpha,\beta} \Lambda^m = \tilde{U}_m^\alpha, \]  

where

\[ \tilde{G}_{\alpha,\beta} := PG_{\alpha,\beta} = (\tilde{Q}R)^{-1} G_{\alpha,\beta}, \]

\[ \tilde{U}_m^\alpha := PU_m^\alpha = (\tilde{Q}R)^{-1} U_m^\alpha, \]

with which the following relationship between the matrices \( G_{\alpha,\beta} \) and \( \tilde{G}_{\alpha,\beta} \) is guaranteed

\[ \frac{1}{\text{cond}(G_{\alpha,\beta})} \ll \frac{\text{cond}(\tilde{G}_{\alpha,\beta})}{\text{cond}(G_{\alpha,\beta})} \ll 1. \]

### 3.2.1. Examples

For a set of chosen (random) nodes \( \{x_j\}_{j=1}^{N_p} \), a set of radial functions \( \{\Phi(x,x_j)\}_{j=1}^{N_p} \) is generated, where

\[ \Phi(x,x_j) = \|x - x_j\|_2^3. \]  

(41)

The following examples are solved using the set of radial functions above and the system (40), with the following particular values

\[ \tilde{\sigma} = 0.25, \quad \tilde{r} = 0.05, \quad dt = \frac{1}{25}. \]

**Example 3.3.**

\[ \begin{cases} \frac{C}{0} D_0^\alpha u(x,t) - \mathcal{L}_{\beta,r} u(x,t) = u_1(x,t), & (x,t) \in [0,1] \times [0,1] \\ u(x,t) = 0, & (x,t) \in \partial([0,1]) \times [0,1] \\ u(x,0) = (1-x)\sin^2(x), & x \in [0,1] \end{cases} \]  

(42)

where

\[ \mathcal{L}_{\beta,r} := \frac{1}{2} \tilde{\sigma}^2 0 D_0^\beta + \left(\tilde{r} - \frac{1}{2} \tilde{\sigma}^2\right) 0 D_r^\beta - \tilde{r}, \]

with

\[ u_1(x,t) = \tilde{\sigma}^2 \left[ \sin(2x) - (1-x)\cos(2x) \right] (t + 1)^2 \]

\[ + \left[ 2(t + 1) + \tilde{r}(t + 1)^2 \right] (1-x)\sin^2(x) \]

\[ + \left( \tilde{r} - \frac{1}{2} \tilde{\sigma}^2 \right) \left[ \sin^2(x) - (1-x)\sin(2x) \right] (t + 1)^2, \]

and whose analytical solution for the particular case \( \alpha = \beta = 1 \) is the following

\[ u(x,t) = (t + 1)^2 (1-x)\sin^2(x). \]

Different numbers of Chebyshev nodes are used to solve the system of equations (42) (see Figure 1). The numerical solutions for different values of \( \alpha \) and \( \beta \) for 100 Chebyshev nodes are presented in Figure 2 and some results are shown in Table 1.
Figure 1: Different numbers of Chebyshev nodes used.

(a) $N_p = 36$.  
(b) $N_p = 64$.  
(c) $N_p = 100$.  

Figure 2: The analytical solution and the numerical solutions with respect to space for different moments in time are presented. The RMSE is presented with respect to time for the different numerical solutions.
Example 3.4.

\[ \begin{align*}
\frac{\partial}{\partial t} D^\alpha u(x, y, t) - \mathcal{L}_{\beta, r} u(x, y, t) &= u_f(x, y, t), & (x, y, t) \in [0, 1] \times [0, 1] \\
u(x, y, 0) &= \frac{1}{4}(1-x^2-\gamma^2)(2-x^2-\gamma^2)\sin^2(2(x^2+\gamma^2)), & (x, y) \in [0, 1] \times [0, 1]
\end{align*} \]

where

\[ \mathcal{L}_{\beta, r} := \frac{1}{2} \sigma^2_0 D^\beta \frac{\partial}{\partial t} + \left( \tau - \frac{1}{2} \sigma^2 \right) D^\beta_r - \tau, \]

with

\[ u_B(x, y, t) = \begin{cases} 
\frac{1}{4}(t+1)^2(1-\gamma^2)(2-\gamma^2)\sin^2(2\gamma^2), & \text{if } (x, y, t) \in [0] \times [0, 1] \times [0, 1] \\
\frac{1}{4}(t+1)^2\gamma^2(\gamma^2 - 1)\sin^2(2(1+\gamma^2)), & \text{if } (x, y, t) \in [1] \times [0, 1] \times [0, 1] \\
\frac{1}{4}(t+1)^2(1-\gamma^2)(2-x^2)\sin^2(2\gamma^2), & \text{if } (x, y, t) \in [0, 1] \times [0] \times [0, 1] \\
\frac{1}{4}(t+1)^2\gamma^2(\gamma^2 - 1)\sin^2(2(1+\gamma^2)), & \text{if } (x, y, t) \in [0, 1] \times [1] \times [0, 1]
\end{cases} \]

and

\[ u_f(x, y, t) = \frac{\sigma^2}{8} \left[ 3 + 358(x^2+y^2) - 96(x^2+y^2)^2 + 32(x^2+y^2)^3 \right] \cos(4(x^2+y^2)) \left( t+1 \right)^2 \\
- \frac{\sigma^2}{2} \left[ 3(x^2+y^2) + 4 - 30(x^2+y^2) + 18(x^2+y^2)^2 \sin(4(x^2+y^2)) \right] (t+1)^2 \\
+ \frac{1}{4} \left[ (t+1)^2 (t+1)^2 + 2 \gamma^2 (1-\gamma^2)(2-\gamma^2)\sin^2(2(x^2+\gamma^2)) \right] (t+1)^2 \\
- \frac{1}{2} \left( \tau - \frac{1}{2} \sigma^2 \right) \sqrt{x^2+y^2} \left[ 3 - 3(x^2+y^2) \right] \sin^2(2(x^2+y^2)) (t+1)^2 \\
- \left( \tau - \frac{1}{2} \sigma^2 \right) \sqrt{x^2+y^2} \left[ 2 - 3(x^2+y^2) + (x^2+y^2)^2 \right] \sin(4(x^2+y^2)) (t+1)^2, \]

whose analytical solution for the particular case \( \alpha = \beta = 1 \) is the following

\[ u(x, y, t) = \frac{1}{4}(t+1)^2(1-x^2-\gamma^2)(2-x^2-\gamma^2)\sin^2(2(x^2+\gamma^2)). \]

For this example, we use a combination of Halton type nodes within the domain and Cartesian nodes at the boundary. Different numbers of nodes are used to solve the system of equations (43) (see Figure 4). The numerical solutions for different values of \( \alpha \) and \( \beta \) for 400 nodes are presented in Figure 3 and some results are shown in Table 2.
Figure 3: The analytical solution and the numerical solutions with respect to space for the final time step are presented. The RMSE is presented with respect to time for the different numerical solutions.
Figure 4: Different numbers of nodes used.

Figure 5: The analytical solution and the numerical solutions with respect to space, with $y = x$, for different moments in time are presented.

| $\alpha$ | $\beta$ | $N_p$ | $\text{cond}(G_{\alpha,\beta})$ | $\text{cond}(\tilde{G}_{\alpha,\beta})$ | $\text{RMSE}$ |
|----------|----------|-------|-------------------------------|-----------------------------------|---------------|
| 1        | 1        | 256   | $3.70947E+07$                 | $2.68764E+00$                    | $2.99897E-08$ |
|          |          | 324   | $6.33937E+07$                 | $2.66676E+00$                    | $1.47561E-08$ |
|          |          | 400   | $1.13978E+08$                 | $2.27838E+00$                    | $5.94686E-08$ |

| 0.7      | 1        | 256   | $1.44181E+07$                 | $1.79504E+00$                    | $8.35786E-09$ |
|          |          | 324   | $2.48632E+07$                 | $1.71344E+00$                    | $8.35289E-09$ |
|          |          | 400   | $4.54835E+07$                 | $1.54992E+00$                    | $1.40151E-08$ |

| 1        | 0.75     | 256   | $5.21246E+07$                 | $3.12264E+00$                    | $1.40965E-07$ |
|          |          | 324   | $8.12623E+07$                 | $3.75596E+00$                    | $1.97783E-07$ |
|          |          | 400   | $1.41019E+08$                 | $3.16718E+00$                    | $3.12793E-07$ |

| 0.65     | 0.8      | 256   | $1.42528E+07$                 | $2.13174E+00$                    | $9.01938E-09$ |
|          |          | 324   | $2.42863E+07$                 | $2.06023E+00$                    | $1.28433E-08$ |
|          |          | 400   | $4.37752E+07$                 | $1.80894E+00$                    | $4.51864E-08$ |

Table 2: Values obtained for the different numerical solutions, the value of $\text{RMSE}$ is presented for the final time step.
The errors in Figures 2 and 3 show an increasing behavior with time, which is consistent with the condition (25). For the case where \( \alpha = 1 \), the errors fulfill the following condition:

\[
O_m^\alpha(x) = O_m^\alpha\left(x, O_m^{\alpha-1}(x)\right),
\]

however, the condition (25) is still fulfilling implicitly. The results obtained in the previous examples could be improved by implementing one or more of the following strategies:

i) Selecting a smaller \( dt \) time step.

ii) Working with a greater number \( N_p \) of nodes.

iii) Changing the set of radial functions \( \{\Phi(x, x_j)\}_{j=1}^{N_p} \).

To keep errors under control, strategy \( iii \) would be the most recommended. Polyharmonic radial functions \[21\] could be used

\[
\Phi(x, x_j) = \left\| x - x_j \right\|_2^{2n+1}, \quad n \in \mathbb{N},
\]

or multiquadratic radial functions \[21\]

\[
\Phi_\epsilon(x, x_j) = \left[ 1 + \left( \left\| x - x_j \right\|_2 \right)^2 \right]^{\mu/2}, \quad \mu \in [-1, 1] \setminus \{0\},
\]

these last functions incorporate a parameter \( \epsilon \in \mathbb{R}_{>0} \), known as a shape parameter, which being varied allows to improve the errors of the numerical solutions without the need to decrease the time step or increase the number of nodes. However, finding the optimal shape parameter \( \epsilon \) for each problem is computationally expensive.

In general, given the expression (24), which is a consequence of the memory phenomenon in the fractional differential operator in time, a prudent strategy would be to leave as a last resort, to improve errors in numerical solutions, use radial basis functions with a shape parameter. The latter with the aim of not increase to a large degree the computational cost to solve multidimensional fractional partial differential equation systems.

4. Conclusions

In this work, the flexibility of the radial basis functions scheme was shown to solve multidimensional problems with various types of nodes and it was also shown how to reduce the condition number of the matrices involved. Problems related to the space-time-fractional Black-Scholes equations were solved in one and two dimensions, reducing the condition number of the discretization matrices of the differential operator by approximately less than one percent of their original value. Chebyshev nodes were used and also Halton nodes combined with Cartesian nodes, but in general, any distribution of nodes, uniform or non-uniform, and combinations of them can be used.

The easy implementation of the radial basis function scheme to solve fractional equations allows considering different types of placement nodes and generalizing to large dimensions. This allows us to focus on making the scheme more stable and efficient by reducing the condition number of the matrices involved in the process. As shown, the meshless method via radial basis functions is implemented to solve time-space-fractional equations of type Black-Scholes. The results show that, although errors grow over time, is an efficient technique and may be considered as a numerical technique for solving different one-dimensional or multidimensional fractional partial differential equations.

The schemes that use radial basis functions are easy to implement compared to finite element schemes or finite difference schemes, this characteristic becomes more evident when attacking problems in multiple dimensions, as a consequence of the dimensional invariance of the radial basis functions methodology. However, even with this advantage over finite differences or finite element, before using radial basis function schemes, the computational cost and susceptibility to numerical errors must be considered, since the matrices involved can be analytically invertible but numerically singular.
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