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Abstract

In this article we explore local Lorentz transformations in theories of gravity based on the teleparallel formalism. For the teleparallel equivalent of general relativity (TEGR), the spin connection plays no role in the equations of motion, and therefore it is possible to simply put it equal to zero with no change in physical quantities, and then the theory is formulated purely in terms of the tetrad field which can be freely chosen in any way. In nonlinear modifications of TEGR, this is a more intricate issue, and vanishing spin connection is then the Weitzenböck gauge choice which imposes restrictions on the choice of tetrad. This has led to considering the so-called covariant formulation of $f(T)$ gravity. We examine the primary constraints arising when passing to the Hamiltonian framework, and compute their algebra. We show that the problems of local Lorentz symmetry breaking still appear in this formulation, even if in a different disguise.

1 Introduction

Modifications to general relativity (GR) are nowadays a well motivated avenue of research, mainly due to the puzzles of the cosmological dark sector which encompass the dark energy and dark matter riddles. Additionally, the requirement for an early accelerated expansion in the inflationary paradigm, alike the well-known obstacles in the quest for a quantum theory of gravity, are all additional indications that new physics beyond general relativity must be sought. Among multiple pathways to modify GR, there are additions of scalar, vector or tensor fields, as well as generalisations based on the ordinary curvature tensors of the Levi-Civita connection. Nonetheless, a more radical cut has been surveyed over the last years, which consists of modifications to the spin connection itself through vanishing curvature, but adopting either torsion or non-metricity as the fundamental geometric entities encoding the gravitational dynamics \cite{1}.

Teleparallelism is almost as old as GR itself. It was proposed by Einstein himself in 1925 by pondering the tetrad (or vierbein) as the main dynamical field instead of the metric. His aim was to get a unification of GR and electromagnetism by taking advantage of the six extra components of the tetrad; although later his attempts were proven futile, as they only represent Lorentz transformations that leave the metric invariant \cite{2}. Although the teleparallel formalism can be regarded as old, modifications of gravity based on teleparallel geometry have been known for only several decades, starting from one-parameter teleparallel gravity, also known as new general relativity (NGR) \cite{3}. Nonlinear modifications of the teleparallel equivalent of general relativity (TEGR), the most important of which are known as $f(T)$ gravity \cite{4,5,6}, have a shorter but very intense story. The model was originally proposed with applications to cosmology in order to explain the early inflationary stage of the universe, however it was later used for explaining its late accelerated expansion. Construction of cosmological solutions in $f(T)$ gravity and analysis of cosmological perturbations therein are relatively successful \cite{7,8} since the number of dynamical degrees of freedom at the linear level is the same as in GR \cite{9}. An essential feature appearing at this...
level is a non-vanishing gravitational slip, which seems to be a generic feature of modified teleparallel models, and might help to test these models with future observations, together with confrontation with astrophysics [10]. Nonetheless, the already mentioned physical predictions have to be taken with great care, as the observed disappearance of dynamical modes casts shadows onto correctness of the linear cosmological analysis. At the nonperturbative level, there is strong evidence supporting at most three extra degrees of freedom. Although the now available Hamiltonian analysis for modified teleparallelism is overly intricate, a few works have dealt with it, and some of them do not fully agree on the number of degrees of freedom (d.o.f.), it is quite clear that the modified theory has more d.o.f. than in GR [11, 12, 13, 14]. This fact alone is already an indication of presence of a strong coupling problem. There is also evidence of dynamical modes at higher order perturbations around Minkowski spacetime, and also with linear perturbations around non-trivial tetrad representation of Minkowski spacetime [15, 16].

The appearance of extra d.o.f. in modified teleparallel gravities can be understood from the point of view of loss of local symmetries. Since nonlinear modifications of the TEGR Lagrangian do have equations of motion dependent on the boundary term which is sensitive to local Lorentz transformations of the tetrad field, this symmetry is lost and it is expressed in the new degrees of freedom. In the pure tetrad formulation, which can be viewed as taking the Weitzenb¨ock gauge, the local Lorentz transformations act on the tetrad field only, and those symmetries are generically broken in modifications beyond TEGR. However, a covariant version of modified teleparallel theories has been proposed, in which a Lorentz transformation acts simultaneously on the spin connection and on the tetrad field. However, such transformation does not cure the previously mentioned Lorentz breaking, since the covariant TEGR equations of motion obviously have both types of symmetries: with respect to the simultaneous transformations and with respect to transforming the tetrad (or the spin connection) alone, and the latter symmetry is something what is broken anyway and leads to the non-constant rank of the Poisson brackets’ algebra. This fact has generated confusion in the community, creating the common belief that the covariant modified teleparallel gravity cures all the problems associated with breaking the Lorentz invariance, which is however not true.

In this article, we will show that a simultaneous Lorentz transformation of both the tetrad and the spin connection is associated with primary constraints that satisfy a closed algebra corresponding to the algebra of the generators of the Lorentz group. Note that having included this type of transformations in the formalism, it is still possible and perfectly valid to perform Lorentz rotations of only the tetrad field, which can sometimes still be a symmetry of the theory due to the effect of remnant symmetries. However, such pure-tetrad Lorentz transformations are represented by additional primary constraints that satisfy the algebra of the generators of the Lorentz group only in the case that the theory reduces to TEGR. For more general modifications of TEGR, such violation of (pure-tetrad) Lorentz invariance is still present in the covariantised version of the theory, which is reflected in the primary constraints of the pure-tetrad Lorentz transformations not being of the first class type in general.

The structure of this article is as follows. We begin by defining the teleparallel theoretical framework and the primary constraints of the TEGR theory in Sec. 2. A reminder on the mathematical definition of Poisson brackets and their behaviour in field theory is presented in Sec. 3. The pure-tetrad Lorentz constraints and detailed calculations of their algebra are given in Sec. 4. After this, in Sec. 5 we present the covariant version of teleparallel gravity, the new canonical momenta that induces, and how it modifies the old Lorentz constraints presented in the previous section. The primary constraints appearing from these simultaneous Lorentz transformations of both the tetrad and the spin connection are exhibited in Sec. 6. Finally, we present discussion and conclusions in Sec. 7.

2 Pure tetrad TEGR and its primary constraints

Traditionally, the connection describing a teleparallel spacetime is explicitly introduced through the tetrad field, even though it is also possible to impose flatness and metricity of a connection by Lagrange multiplier terms in the action [17]. For convenience, we consider as the fundamental dynamical variable the co-tetrad field $\theta^{\mu}_{\nu}$ instead, though we will indistinctly call it tetrad, too. The spacetime metric is defined as

$$g_{\mu\nu} = \eta_{ab} \theta^{a}_{\mu} \theta^{b}_{\nu}$$

in terms of the Minkowski metric for which our signature convention is $\eta_{ab} = \text{diag}(1, -1, -1, -1)$. However it will not be explicitly used in the main text of our paper, except the fact that the preferred overall sign of the action is determined by the chosen signature.

The tetrad $e^{\mu}_{a}$ is defined as the matrix inverse of the co-tetrad by the standard formulae in terms of the matrix components $\theta^{a}_{\mu}e^{\mu}_{a} = \delta_{\mu}^{\nu}$, $\theta^{a}_{\mu}e^{\mu}_{b} = \delta^{a}_{b}$ which are seldom called a completeness relation. In this paper we will
denote tetrad and co-tetrad by different letters, not just distinguishing between them by position of the Latin and the Greek indices. We will need that for making the main expressions more transparent.

In the covariant approach the teleparallel connection is defined as

$$\Gamma^\alpha_{\mu\nu} = e^a_\alpha (\partial_\mu \theta^\nu_a + \omega^a_{\nu\mu} \theta^\mu_b),$$

where $\omega^a_{\nu\mu}$ is a flat spin connection, i.e. a connection that vanishes the Riemann tensor

$$R^a_{\mu\nu\rho} = \partial_\mu \omega^a_{\nu\rho} - \partial_\rho \omega^a_{\nu\mu} + \omega^a_{\nu\rho} \omega^\rho_{\nu\mu} - \omega^a_{\nu\mu} \omega^\rho_{\rho\mu} = 0. \tag{2}$$

Another important condition is that the nonmetricity tensor also vanishes

$$Q_{\mu\alpha\beta} = \partial_\mu g_{\alpha\beta} - \Gamma^\rho_{\mu\alpha} g_{\rho\beta} - \Gamma^\rho_{\mu\beta} g_{\alpha\rho} = 0, \tag{3}$$

a requirement that, using the definition (1), can be mapped to the antisymmetry condition $\omega_{[ab]\mu} = 0$, so that the differential form $\omega$ takes values in the Lie algebra of the Lorentz group. The flat and metric-compatible spacetime connection (1) produces a nonzero torsion tensor

$$T^a_{\mu\nu} = e^a_\alpha (\partial_\mu \theta^\alpha_a - \partial_\nu \theta^\alpha_a - \omega^a_{\nu\mu} \theta^\mu_b - \omega^a_{\mu\nu} \theta^\nu_b), \tag{4}$$

which is the fundamental geometric quantity of metric teleparallel theories.

In the traditional pure tetrad approach we set the spin connection equal to zero:

$$\omega^a_{\nu\mu} = 0,$$

which is also known as the Weitzenböck gauge in the covariant language. In this way, the only fundamental variable is the tetrad (or co-tetrad) field. This condition is not a locally Lorentz invariant one, though for the teleparallel equivalent of general relativity (TEGR) the violation comes only in a surface term.

The TEGR action $S = \int d^4x \cdot \theta L$ is given by the following Lagrangian density

$$L = \mathcal{T} = \frac{1}{4} T^a_{\mu\nu} T^b_{\alpha\beta} \eta_{ab} g^{a\alpha} g^{b\beta}$$

where the torsion tensor $T^a_{\mu\nu}$ and the torsion vector are $T^a_{\mu\nu} = e^a_\alpha (\partial_\mu \theta^\alpha_a - \partial_\nu \theta^\alpha_a) \equiv e^a_\alpha \partial_\mu \theta^\alpha_a$ and $T^a_{\mu\nu} = T^a_{\mu\nu}$ respectively, while $\theta = \sqrt{-g}$ without indices is the co-tetrad’s determinant. The Greek indices are raised and lowered by the spacetime metric, while the Latin ones – by the Minkowski one.

The only fundamental variable we are using for now is the tetrad field. Working the quadratic terms in the torsion tensor like

$$T^a_{\mu\nu} T^b_{\alpha\beta} \eta_{ab} g^{a\alpha} g^{b\beta} \quad \text{and} \quad T^a_{\mu\nu} T^b_{\mu\alpha} = T^a_{\mu\nu} T^b_{\alpha\beta} \eta_{ab} e^a_\beta g^{b\alpha},$$

one can explicitly rewrite the Lagrangian density (5) as a quadratic form in velocities:

$$\mathcal{L} = (\partial_\mu \theta^a_\nu)(\partial_\nu \theta^a_\mu) \cdot \left( \frac{1}{4} e^\mu_b e^\nu_c e^\alpha_d e^\beta_f \eta^{cd} \eta^{ef} + \frac{1}{2} e^\mu_b e^\nu_c e^\alpha_d \eta^{cd} - e^\mu_b e^\nu_c e^\alpha_d \delta^{cd} \right), \tag{6}$$

where, for convenience, the antisymmetrisation inherent to the torsion tensor is moved from the Greek indices to the Latin ones. This expression (6) can be compactified even more, obtaining the following alternative formulation of the TEGR Lagrangian (18)

$$L = \frac{1}{2} \left( \partial_\mu \theta^a_\nu \right) \left( \partial_\nu \theta^b_\mu \right) e^\mu_b e^\nu_c e^\alpha_d \lambda^{ab} \chi_{\alpha\beta} cd ef, \tag{7}$$

where the object

$$\chi_{ab}^{cd ef} = \eta_{ab} \eta^{cd} \eta^{ef} - 2 \delta_{[a}^{[d} \eta^{e[f]} e^{c]} \delta_{b]}^{g]} - 4 \delta_{[a}^{[c} e^{e[f]} \delta_{b]}^{d]} \right) \tag{8}$$

is identified as the constitutive tensor for TEGR. This form makes it very simple to look for the momenta and the Hamiltonian. For instance, the canonical momenta can be read as

$$\Pi^a_\mu = \frac{\partial L}{\partial (\partial_\mu \theta^a_\nu)} = \theta (\partial_\mu \theta^a_\lambda) e^\mu_b e^\nu_c e^\alpha_d \lambda^{ab} \chi_{\alpha\beta}^{cd ef}. \tag{9}$$

1In (19) this approach has been used for the classification of primary constraints in New General Relativity.
It is easily seen from the antisymmetry of the torsion tensor, which is reflected in the antisymmetry of the terms in the Lagrangian\textsuperscript{(6)} and in the antisymmetry properties of $\chi_{ab}^{cd}$, that the trivial primary constraints
\[\Phi_{\alpha}^{0} = \Pi_{\alpha}^{0}\]
appear, which are analogous to vanishing momenta of the lapse and shift in the ADM action of GR, and therefore produce the diffeomorphism constraints at the level of the secondary ones. Note that the latter are often presented as the primary (and the only ones) constraints in GR, but this is only because the lapse and shift are taken as Lagrange multipliers, though in essence they should be treated as dynamical variables with the primary constraints of vanishing momenta.

It is convenient to rewrite the momenta\textsuperscript{(9)} combining it with a tetrad component such that the resulting object $\Pi_{\alpha}^{0} \theta_{\alpha}^{\mu}$ has only internal indices. If we perform a temporal and spatial split of the spacetime indices, we obtain the following expression
\[\Pi_{\alpha}^{\mu} \theta_{\alpha}^{\mu} = \theta e_{1}^{\mu} \left( \partial_{\mu} \theta_{\lambda}^{\mu} \right) C_{ab}^{\mu} + \theta \left( \partial_{\mu} \theta_{\lambda}^{\mu} \right) \partial_{\lambda}^{\mu} \chi_{ab}^{cd} \],
where $C_{ab}^{\mu} = e_{c}^{0} e_{d}^{0} \chi_{ab}^{cd}$. Now we see that the velocities appear multiplied by the tensor $C_{ab}^{\mu}$ which acts as the Hessian, and therefore if we find elements $v_{\alpha}$ belonging to the kernel of the Hessian and multiply the expression\textsuperscript{(11)} by them, we have $v_{\alpha}^{a} C_{ab}^{\mu} = 0$ and get primary constraints. In this way, one set of the elements of the kernel can be taken as $v_{|gh|a}^{a} = e_{c}^{0} \delta_{a}^{0} a$, with the index $|gh|$ used as labelling for the elements. Applying it to the Hessian gives straightforwardly $v_{|gh|a}^{a} C_{ab}^{\mu} = 0$, and therefore the trivial primary constraints\textsuperscript{(10)} are found.

In order to find the Lorentz constraints, we consider the elements of the kernel whose coefficients are $v_{|gh|a}^{a} = 2 e_{c}^{0} \delta_{a}^{0} a$ (where the indices $|gh|$ are labelling six elements of the kernel), which accomplish
\[v_{|gh|a}^{a} C_{ab}^{\mu} = 2 e_{c}^{0} \delta_{a}^{0} a \eta_{c|a|b}^{g} X_{a}^{b} = 0\]

since
\[\eta_{c|a|b}^{g} b^{g} f = 2 \left( \delta^{b} e_{c}^{0} \delta_{a}^{0} f + \delta^{a} e_{c}^{0} \delta_{b}^{0} f + \delta^{f} e_{c}^{0} \delta_{a}^{0} f + \delta^{f} e_{c}^{0} \delta_{b}^{0} f \right)\]
which is fully antisymmetric in all indices. Multiplying\textsuperscript{(11)} by $v_{|gh|a}^{a}$, gives us the constraints associated with the Lorentz group in the pure tetrad approach\textsuperscript{[13] [20]}
\[C_{ab} = \Pi_{\alpha}^{\mu} \theta_{\alpha}^{\mu} \eta_{c|a|b}^{g} - 2 \theta \left( \partial_{\mu} \theta_{\alpha}^{\mu} \right) \left( e_{c}^{0} \delta_{a}^{0} a + e_{|a|b}^{0} e_{c}^{0} + e_{|a|b}^{0} e_{c}^{0} \right)\].
This constraint differs from the usual Lorentz constraint of tetrad-based GR $\Pi_{|a|b|c|d}^{\alpha} \eta_{a|b|c|d}^{\alpha} = 0$\textsuperscript{[21] [22]} by a Lorentz non-covariant extra term. Note that our definition of the antisymmetrisation sign $\overline{T}_{|ab|} = \overline{T}_{ab} - \overline{T}_{ba}$. Note also that it is possible to extend the summation over the index $i$, which most importantly comes through the derivatives $\partial_{\mu} \theta_{\alpha}^{\mu}$, to the time index, too, for the addition to the final result will be just zero. We restrict the summation to only spatial index in order to explicitly show that there is no velocity of the tetrad inside it, and therefore it is indeed a constraint. On the other hand, the summation over $\nu$ can also be restricted to only spatial indices. Finally, note that the relative sign between the two terms depends on whether we take $\overline{T}$ or $-\overline{T}$ as the Lagrangian density (which way is preferable depends on the chosen signature).

This derivation can be made even simpler if we go for the standard representation of the TEGR Lagrangian in terms of the superpotential:
\[\mathcal{L} = \frac{1}{2} S_{\alpha \mu \nu} T^{\alpha \mu \nu} = \frac{1}{2} S_{\alpha \mu \nu} g^{\mu \nu} g^{\nu \sigma} e_{\alpha}^{\sigma} \left( \partial_{\mu} \theta_{\alpha}^{\mu} - \partial_{\nu} \theta_{\alpha}^{\nu} \right) = S_{\alpha \mu \nu} g^{\mu \nu} g^{\nu \sigma} e_{\alpha}^{\sigma} \partial_{\mu} \theta_{\alpha}^{\nu}\]
which suggests the following expression for the momenta
\[\Pi_{\alpha}^{\mu} = 2 \theta S_{\alpha \beta \nu} g^{\mu \nu} e_{\alpha}^{\beta} \cdot\]
Now, for finding the constraint\textsuperscript{(14)}, we take the following combination of momenta:
\[\Pi_{\alpha}^{\mu} \eta_{a|b|c|d}^{\mu} = 2 \theta S_{\alpha \beta \nu} g^{\mu \nu} e_{\alpha}^{\beta} \cdot\]
in which only the part of the superpotential
\[S_{\alpha \beta \nu} = \frac{1}{2} \left( T_{\alpha \beta \nu} + T_{\nu \beta \alpha} + T_{\beta \alpha \nu} \right) + g_{\alpha \beta} T_{\nu} - g_{\alpha \nu} T_{\beta}\]
that is antisymmetric in the lateral indices $\alpha \leftrightarrow \nu$ plays any role. Therefore we get

$$\Pi^\mu_{[a|b|} \theta^\nu_{c]} = \theta(T^0_{\alpha\nu} + 2\delta^0_{\alpha\nu} T^e_\nu) e^\alpha_{[a} e^\nu_{c]}.$$  

Substituting the definitions of the torsion tensor and torsion vector, it gives

$$\Pi^\mu_{[a|b|} \theta^\nu_{c]} = 2\theta(\partial_\alpha \theta^\nu_{\nu}) \left( e^0_{e[} e^\alpha_{a]} + e^0_{a} e^\alpha_{c]} + e^\alpha_{e[} e^\nu_{c]} \right),$$  

which is unaltered if the summation over $\alpha$ is restricted to spatial indexes only, and therefore it is precisely the constraint (14).

One might worry about this approach to finding the momenta, since for reliably concluding from a Lagrangian $L = \frac{1}{2}C_{a\alpha\beta} \hat{x}^\alpha \hat{x}^\beta$ that $P_\alpha = C_{a\alpha\beta} \hat{x}^\beta$ one needs that the matrix $C_{a\alpha\beta}$ be symmetric. However, one can check that the action does correspond to a symmetric matrix of the quadratic form. Indeed, we can write the $1/2 S_{\alpha\beta\nu} T^{\alpha\beta\nu}$ form of the action as

$$L = \frac{1}{2} \left[ \frac{1}{2} \left( g^{\alpha\mu} g^{\beta\nu} g^{\rho\sigma} + g^\nu g^\beta g^\rho g^\alpha - g^\nu g^\beta g^\rho g^\sigma - g^\nu g^\beta g^\rho g^\sigma \right) - \frac{1}{2} \left( g^{\mu\rho} g^{\alpha\beta} - g^\mu g^\rho g^\alpha g^\beta \right) \right] T_{\alpha\beta\nu} T_{\mu\rho\sigma},$$

and see that it is indeed symmetric with respect to the exchange $\alpha\beta\nu \leftrightarrow \mu\rho\sigma$, and therefore it represents an explicitly symmetric matrix of a quadratic form in terms of the torsion tensor components. It explains why the presentation of momenta in terms of the superpotential is correct. And people who have some experience with the TTEGR or $f(\mathbb{T})$ equations of motion, should remember that the superpotential indeed comes out naturally from variation of the action with respect to the torsion tensor components.

Note that the first term in the Lorentz constraint (14) is the generator of local Lorentz rotations of a tetrad, as follows from taking the momentum $\Pi^\mu_{[a|b|}$ as a generator of variation of $\theta^\nu_{\nu}$. In case of the tetrad-based GR, the constraint would require just that $\Pi^\mu_{[a|b|} \theta^\nu_{c]} = 0$ (a weak equivalence, in the Dirac formalism sense) which satisfies an almost obvious Lorentz algebra. However, it is not the case in TTEGR since the Lagrangian density is not locally Lorentz invariant. This is why we have the second term in the constraint. It comes from just a surface term and is not locally Lorentz covariant. Its meaning is that, when acting on an expression with momenta, it must provide the non-invariant part of the transformation of momenta, according to their non-invariant definition. Calculation of algebra of these constraints becomes a bit less elementary; we will come to it later.

Note also that the passage from TTEGR to $f(\mathbb{T})$ theory changes almost nothing at this level. The $f(\mathbb{T})$ action can be represented in the Jordan frame as $\phi \mathbb{T} - V(\phi)$, the effect of which is simply multiplying the momenta (15) by $\phi$, and therefore the non-covariant term in the Lorentz constraint (14) gets multiplied by $\phi$, too. One more primary constraint is vanishing of the scalar field momentum. These two facts drastically alter the constraint algebra of $f(\mathbb{T})$ and similar models, and are responsible for the breaking of local Lorentz invariance.

### 3 Reminder on Poisson brackets in field theory

Since we would like to understand the details of the constraint algebra among the Lorentz constraints previously found, in this Section we will expose in detail the calculation of Poisson brackets in field theory. The calculation in teleparallel theories of gravity has some additional features that are not very frequent in real physical theories, because of the “pseudo-invariance” of the TTEGR Lagrangian. As some warming up, let us start from a simple example of Poisson brackets between different quantities in a scalar field theory in $1 + 1$ dimensions. We simplify the spatial dimension to only one coordinate, so we do not have to deal with spatial indices. Let us consider a scalar field $\phi$ with an associated momentum - $\pi$. We define the fundamental bracket as $\{ \pi(x_1), \phi(x_2) \} = -\delta(x_1 - x_2)$. As long as no spatial derivatives are involved, all the rest can be found by antisymmetry, linearity over the field of real numbers, and differentiation property which means e.g. that

$$\{ \pi(x_1), f(\phi(x_2)) \} = -f'(\phi) \cdot \delta(x_1 - x_2)$$

and in particular implies the Leibnitz rule

$$\{ \pi, g(\phi)f(\phi) \} = g(\phi)\{ \pi, f(\phi) \} + \{ \pi, g(\phi) \}f(\phi).$$
3.1 Dealing with spatial derivatives

To proceed, let us assume we have two functions

\[ F(x_1) \equiv \pi(x_1) \delta(x_1), \quad G(x_2) \equiv \partial \phi(x_2), \]  

(19)

where in the latter equality we are using the shorthand notation for \( \frac{\partial \delta}{\partial x_2} \). We are interested in the computation of the Poisson bracket \( \{ F(x_1), G(x_2) \} \), which we can naturally approach by taking the appropriate limit of finite differences:

\[
\{ F(x_1), G(x_2) \} = \lim_{\Delta x \to 0} \frac{\{ F(x_1), \phi(x_2 + \Delta x) \} - \{ F(x_1), \phi(x_2) \}}{\Delta x} \\
= - \lim_{\Delta x \to 0} \left( \phi(x_1) \cdot \delta(x_2 + \Delta x - x_1) - \phi(x_1) \cdot \delta(x_2 - x_1) \right). \tag{20}
\]

To see what (in some natural strong operator topology) this operator (20) is, we act on a smooth test function \( C(x_1, x_2) \), and denoting this action by the usual abuse of integral notation, we get for the result integrated over the remaining one variable

\[
\int dx_1 dx_2 \cdot \{ F(x_1), G(x_2) \} \cdot C(x_1, x_2) = - \lim_{\Delta x \to 0} \int dx_2 \frac{\phi(x_2 + \Delta x) \cdot C(x_2 + \Delta x, x_2) - \phi(x_2) \cdot C(x_2, x_2)}{\Delta x} \\
= - \int dx_2 \left( C(x_2, x_2) \partial \phi(x_2) + \phi(x_2) \frac{\partial C(x_1, x_2)}{\partial x_1} \bigg|_{x_1=x_2} \right). \tag{21}
\]

The relation (21) defines the generalised function \( \{ F(x_1), G(x_2) \} \) with our quantities (19), which we can formally write as

\[- \{ \pi \phi, \partial \phi \} = \partial \phi \cdot \delta(x_1 - x_2) + \phi \cdot D(x_1) \delta(x_1 - x_2) \tag{22}\]

where by \( \delta(x) \) we denote the operator acting from the space of functions to the set of numbers (or, more precisely in our case, from the space of functions of two variables to the space of functions of one variable) as evaluation

\[ \delta(x - x_0) : f \mapsto f(x_0), \]

that can be presented as a formal integration of the function \( f \) with a “\( \delta \)-distribution”, while \( D \delta \) is the derivative of the previous operator \( \delta \), whose action on \( f \) is:

\[ D \delta(x - x_0) : f \mapsto \partial f(x_0). \tag{23} \]

The definition (23) means that, considering the action of \( D(x_1) \delta(x_1 - x_2) \) onto a smooth test function \( C \) gives as a result \( \frac{\partial}{\partial x_1} C \), evaluated at the locus of \( x_1 = x_2 \). This in turn can be presented as a formal integration of \( C \) with the “distribution” \(- \partial(x_1) \delta(x_1 - x_2)\), and then the result is multiplied in (22) by \( \phi \) without it getting differentiated in the last term. Intuitively, it all can be viewed as a natural continuity property of the transformation generated by \( \pi \phi \): acting on a derivative \( \partial \phi \) it appears to be a derivative of its action on \( \phi \) if we look at the Poisson bracket as an operator on the space of test functions. On the other hand, both terms in the result (21) of acting by the operator (22) onto a test function \( C \) can be written together as \(- \partial \delta \) integrated with \( \phi C \).

Let us also expose this computation from the viewpoint of calculating the brackets of smeared quantities, which should have a more regular behaviour. We define the smeared versions of the \( F(x_1) \) and \( G(x_1) \) functions (19) as

\[ \tilde{F}(x_1) = \int dz_1 C_{x_1}(z_1) F(z_1) = \int dz_1 C_{x_1}(z_1) \pi(z_1) \phi(z_1) \]

and

\[ \tilde{G}(x_2) = \int dz_2 C_{x_2}(z_2) G(z_2) = \int dz_2 C_{x_2}(z_2) \partial \phi(z_2), \]

respectively, with arbitrary smearing functions \( C_{x_i}(z_i) \) which are only assumed to be smooth enough and localised (have their supports) in the neighbourhood of the \( x_i \) points. One possible choice would be \( C_{x_i}(z_i) = \frac{1}{\sqrt{2\pi \alpha^2}} e^{-\frac{(x_i - z_i)^2}{\alpha^2}} \), which in the limit of \( \alpha \to 0 \) (in dimension one) brings the quantity back to the unsmeared one and to the case of the bracket (22), that has a singular behaviour.
With the standard definition of Poisson brackets for field theory

\[ \{ \mathcal{G}(x_1), \mathcal{G}(x_2) \} \equiv -\int dy \left( \frac{\delta \mathcal{G}}{\delta \phi}(y) \cdot \frac{\delta \mathcal{G}}{\delta \phi}(y) - \frac{\delta \mathcal{G}}{\delta \phi}(y) \cdot \frac{\delta \mathcal{G}}{\delta \phi}(y) \right), \]

for the Poisson brackets of the smeared quantities \( \{ \tilde{\mathcal{G}}(x_1), \mathcal{G}(x_2) \} \) we obtain

\[ \{ \tilde{\mathcal{G}}(x_1), \mathcal{G}(x_2) \} = \int dy \cdot C_{x_1}(y) \phi(y) \cdot \partial C_{x_2}(y) = -\int dy \cdot C_{x_2}(y) \cdot \partial \left( C_{x_1}(y) \phi(y) \right) \]

which is the correct result for the Poisson bracket of the smeared quantities in consideration. We performed one integration by parts in order to find \( \mathcal{G} \), and consequently another integration by parts is performed in the obtained expression for the Poisson bracket \( \{ \mathcal{G}, \mathcal{G} \} \) to be easily comparable with the previous result \( \{ \mathcal{G}, \mathcal{G} \} \). It is not just accidental because, in a sense, the second integration by parts is a compensation for the integration by parts which we were forced to perform for calculating the variational derivative of \( \mathcal{G} \).

Note that the new result \( \{ \mathcal{G}, \mathcal{G} \} \) is fully in accordance with our calculation in terms of the derivative of the \( \delta \)-functional. We just have to take the \( \delta \)-and-\( \mathcal{D} \delta \) operator \( \{ \mathcal{G}, \mathcal{G} \} \), act with it upon the test function \( C_{x_1}(z_1)C_{x_2}(z_2) \), and integrate the result. It reduces to integration over just one variable (strictly speaking, the initial integration sign of \( \int dz_1dz_2 \) stays there again in the usual impressionistic sense when dealing with \( \delta \)-like objects, meaning integration over the only one variable which remains active after equating the two variables which were there before having been acted by the operator):

\[ \{ \tilde{\mathcal{G}}(x_1), \mathcal{G}(x_2) \} = \int dz_1dz_2 \cdot \{ F(z_1), G(z_2) \} \cdot C_{x_1}(z_1)C_{x_2}(z_2) \]

\[ = -\int dy \left( \partial (\phi(y))C_{x_1}(y)C_{x_2}(y) + \phi(y)C_{x_2}(y) \partial C_{x_1}(y) \right) = -\int dy \cdot C_{x_2}(y) \partial \left( C_{x_1}(y) \phi(y) \right) \]

which indeed coincides with the result \( \{ \mathcal{G}, \mathcal{G} \} \) of calculating the brackets of the smeared quantities.

What we have seen up to now is that if one quantity in a Poisson bracket is a spatial derivative of some variable, then the variation of another quantity in the same bracket gets differentiated (in the finite differences case, or with the two natural integrations by parts for the calculation with smeared quantities). Note also that it is not the case for another factor in the quantity with the derivative. Indeed, for example, in the case of \( \tilde{\mathcal{G}} = f(\phi) \cdot \partial \phi \) the new factor of \( f \) will directly go evaluated at the point \( x_2 \) when finding the limit of finite differences, and therefore the function \( f \) will not produce new \( \partial \phi \) derivatives in an analogue of the bracket \( \{ \mathcal{G}, \mathcal{G} \} \):

\[-\{ \pi \phi, f(\phi) \partial \phi \} = (f'(\phi)\phi + f(\phi)) \partial \phi \cdot \delta(x_1 - x_2) + f(\phi)\phi \cdot \mathcal{D}^{(x_1)}\delta(x_1 - x_2) \]

This is good news since it means that in such calculations we can use the previous results by applying the Leibnitz rule instead of repeating everything from the very beginning. In particular, for the bracket with a product of two quantities, \( f(\phi) \) and \( \partial \phi \), we’ve got

\[ \{ F, f(\phi) \cdot \partial \phi \} = \{ F, f(\phi) \} \cdot \partial \phi + f(\phi) \cdot \{ F, \partial \phi \}. \]

Analogously to the finite differences case, the smeared Poisson bracket upon integration by parts will not have any new derivative of \( f \), on top of what is there due to just the simple \( \{ \pi, f(\phi) \} \) bracket, since the variation of the smeared \( \tilde{\mathcal{G}} \) will be given by \( -\partial (f(\phi(y))C_{x_2}(y)) \) which loses the derivative of \( f \) upon our subsequent integration by parts, plus an obvious term with the direct variation of the argument of \( f \).

### 3.2 Effects of boundary terms

One more issue related to teleparallel gravity which we would like to discuss further through simple examples is the influence of boundary terms. In Lagrangian mechanics, we can play with boundary terms for free, as long as we do not care about global issues, however the Hamiltonian mechanics gets some modifications in its appearance when including total time derivatives in the boundary terms.

If we add just a spatial surface term, like for example \( \partial_i \partial^n \phi^n \), the definition of momentum does not get modified even when the extra term contains a velocity inside, let alone the value of the Hamiltonian obtained by integrating over the whole space. More accurately, this statement fully holds only if not considering global issues related with
physics at the boundary, and assuming that integration by parts is always allowed to be performed. However, the addition of a full time derivative to the Lagrangian density does make a change in our Hamiltonian description of a given model because it changes the definition of momenta.

The notion of symmetries is more subtle in the Hamiltonian formulation. For example, restricting ourselves for simplicity to pure mechanics, if we take a Lagrangian of two fields as

\[ L(\phi, \psi) = \frac{1}{2} \dot{\phi}^2, \]

it is then a trivial example of symmetry with respect to arbitrary changes of the “pure gauge” variable \( \psi \). However, in the Hamiltonian formalism we get the constraint of \( P_\psi = 0 \) making this sector not fully free of anything, even though \( \psi \) itself is still fully arbitrary while \( \phi \) gets a linear dependence on time. The Hamiltonian can be taken to be

\[ H = \frac{1}{2} P_\phi^2 + \lambda P_\psi. \]

However, since the velocities cannot be uniquely solved for, this form of the Hamiltonian is not unique. We can add any function of \( P_\psi \) as it does not change anything. This is not to say that it can never be a problem. Even for a non-degenerate Lagrangian, if it is of a higher order in velocities than the usual quadratic one, the solution for the velocities in terms of momenta might often be not unique, therefore producing a set of really different Hamiltonians.

Let us now spoil the symmetry at the level of the Lagrangian without changing the equations of motion:

\[ L(\phi, \psi) = \frac{1}{2} \dot{\phi}^2 + \dot{\phi}\psi + \psi\phi. \]  

(25)

It yields a new Hamiltonian system with

\[ H = \frac{1}{2} (P_\phi - \psi)^2 + \lambda (P_\psi - \phi) \]  

(26)

and equations of motion

\[ \dot{\psi} = \lambda, \quad \dot{\phi} = P_\phi - \psi \]  

(27)

\[ \dot{P}_\phi = \lambda, \quad \dot{P}_\psi = P_\phi - \psi. \]  

(28)

The constraint is unique and therefore first class, with no restriction on the Lagrange multiplier. Therefore, \( \psi \) has anyway full freedom in the time coordinate, however since \( \dot{\psi} = \dot{P}_\phi \), we see that \( P_\phi - \psi \) must be constant, which can be interpreted as some non-trivial connection between the physical \( \phi \) and the pure gauge \( \psi \) sectors. After this, we obtain that \( \phi \) as a linear function of time, as it should be. In other words, even though we had not destroyed the physical equivalence of the Lagrangian and the Hamiltonian formalisms, the latter became more involved in its mathematical formulation.

Another issue of “pseudo-invariant” Lagrangians being treated in the Hamiltonian language, is that even the gauge invariance can be realised in a very non-trivial way. If the definition of momenta lacks covariance, the shape of constraints must take care of that describing also the non-covariant part of the transformation of momenta. Let us illustrate it again at the level of first class constraints in classical mechanics, but with a bit less trivial example.

Let us consider a different Lagrangian

\[ L(\phi, \psi) = \frac{1}{2} (\dot{\phi}_1 - \dot{\phi}_3)^2 + \frac{1}{2} (\dot{\phi}_2 - \dot{\phi}_4)^2 \]  

(29)

which has two “gauge” invariances for sums of two \( \phi \)-s, in the same way as the invariance under changes of \( \psi \) (25). Finding the Hamiltonian is quite trivial a task. Let us just state the system’s two first class constraints \( P_1 + P_3 = 0 \) and \( P_2 + P_4 = 0 \) which are clearly first class.

Now, we modify the Lagrangian, again without changing equations of motion:

\[ L(\phi, \psi) = \frac{1}{2} (\dot{\phi}_1 - \dot{\phi}_3)^2 + \frac{1}{2} (\dot{\phi}_2 - \dot{\phi}_4)^2 + \frac{d}{dt} f(\phi_1, \phi_2, \phi_3, \phi_4). \]

Each of the new momenta \( P_i \) gets added the term \( f_i = \frac{\partial L}{\partial \dot{\phi}_i} \). The new constraints which follow from the modified Lagrangian, \( P_1 + P_3 - f_1 - f_3 = 0 \) and \( P_2 + P_4 - f_2 - f_4 = 0 \), do not respect the invariance of the action if the function \( f \) does not, because of the non-covariance of the newly defined momenta. However, it is very easy to see that they still have zero Poisson bracket with each other, therefore preserving their first class character, due to the symmetry of the second partial derivatives of \( f \), and do not produce any secondary constraints.
4 The oddities of the Lorentz algebra

Now we come back to the issues of teleparallel gravity. The Lagrangian formulation is not invariant under the local Lorentz rotations of the tetrad. Equations of motion are covariant still, because the non-invariance is purely in a surface term. However, it changes the definition of momenta, and we have to deal with effects analogous to the ones we discussed in the case of simple toy models.

4.1 The basic brackets

To discuss the issues of Lorentz algebra, let us define the quantities which are parts of the Lorentz constraint

\[ C_{ab} = F_{ab} - G_{ab} \]

with

\[ F_{ab} = \Pi^a_{[a} \eta_{b]} \theta^c_{\mu} - \Pi^a_{b} \theta^c_{\mu} \eta_{ab} - \Pi^b_{c} \theta^a_{\mu} \eta_{ca}, \]

\[ G_{ab} = 2 \theta^d (\partial_\mu \theta^e) \left( e^0_{[a} e^i_{b]} e^e_{c} + e^i_{[a} e^e_{b]} e^0_{c} + e^e_{[a} e^0_{b]} e^i_{c} \right) \]

and study their Poisson brackets. This goes the same way as our toy examples with a scalar field, with the same issue of having spatial derivatives inside the part of \( \{ F, G \} \).

The story of \( F_{ab} \) alone is the same as would have been there for just the tetrad formulation of GR with no problems of "pseudo-invariance", and is quite elementary. With the usual definition of the fundamental Poisson bracket \( \{ \Pi^a_{\mu}, \theta^b_{\nu} \} = -\delta^a_b \delta^\mu_\nu \delta(x_1 - x_2) \), we easily get (omitting the overall \( \delta \)-function factor)

\[ \{ C_{ab}, \theta^d_{\mu} \} = \{ F_{ab}, \theta^d_{\mu} \} = -\delta^d_{[a} \eta_{b]} \theta^c_{\mu} = -\delta^d_{b} \theta^c_{\mu} \eta_{ab} + \delta^d_{b} \theta^c_{\mu} \eta_{ca}, \]

\[ \{ C_{ab}, e^d_{\mu} \} = \{ F_{ab}, e^d_{\mu} \} = e^0_{[a} e^i_{b]} \theta^e_{\mu} = e^0_{a} \theta^i_{b} - e^i_{a} \theta^0_{b} \]

and also \( \{ C_{ab}, \theta \} = \{ F_{ab}, \theta \} = 0 \). These are nothing but the simple Lorentz transformations of tensors with upper or lower Lorentz indices, respectively. Having two indices instead of one (like in \( e^0_{[a} e^i_{b]} \) or in \( e^i_{a} \theta^0_{b} \)) will make four terms instead of two, which will cancel each other in case of contracted indices, of course. Analogously, we immediately get the following (standard Lorentzian) algebra:

\[ \{ F_{ab}, F_{cd} \} = \eta_{ad} F_{bc} + \eta_{ac} F_{db} + \eta_{bd} F_{ca} + \eta_{bc} F_{ad} = -\eta_{[a|c} F_{b|d]}, \]

where in the last equality the antisymmetrisations are assumed over the pairs \( a \leftrightarrow b \) and \( c \leftrightarrow d \).

Up to now, all these are trivial results; the expression \( F_{ab} \) acts as a generator of Lorentz transformations, and what we observe is just the appropriate transformation properties. However, due to the Lagrangian density not being covariant, the definitions of momenta are not covariant either, and we have the extra term in \( C_{ab} \) which does not transform covariantly, due to the \( \partial_\mu \theta^c_{\nu} \) object.

To see what happens with the algebra when considering this term, we need to find the Poisson bracket with the spatial derivatives. One can proceed the same way as for the scalar fields and get

\[ \{ \Pi^\mu_{[a} (x_1) \eta_{b]} \theta^c_{\mu} (x_1), \partial_\mu \theta^d_{\nu} (x_2) \} = -\delta^d_{[a} \eta_{b]} \theta^c_{\mu} \cdot \left( (\partial_\mu \theta^e_{\nu}) \cdot \delta(x_1 - x_2) + \theta^e_{\nu} \cdot D_i (x_1) \delta(x_1 - x_2) \right) \]

for our new building block \( \{ F, \partial \theta \} \). The same result is obtained by defining the bracket in terms of smeared quantities:

\[ \left\{ \int dz_1 C_{x_1}(z_1) \Pi^\mu_{[a} (z_1) \eta_{b]} \theta^c_{\mu} (z_1), \int dz_2 C_{x_2}(z_2) \partial_\mu \theta^d_{\nu} (z_2) \right\} = \delta^d_{[a} \eta_{b]} \int dy \cdot C_{x_1}(y) \theta^e_{\nu} (y) \partial_\nu C_{x_2}(y) \]

\[ = -\delta^d_{[a} \eta_{b]} \int dy \cdot \left( C_{x_1}(y) C_{x_2}(y) \cdot \partial_\nu \theta^e_{\nu} (y) + (\partial_\nu C_{x_1}(y)) C_{x_2}(y) \cdot \theta^e_{\nu} (y) \right). \]

The first term in the last line transforms the gradient of the tetrad the same way as the generator \( F_{ab} \) transforms the tetrad itself, this is the global part, and it behaves perfectly in a covariant way. The second term with the \( \partial C_{x_1} \) contribution to the smeared bracket, or the \( D \delta \) term in the singular bracket, corresponds to an extra, non-covariant change of the quantity under a local Lorentz transformation which comes due to differentiation of the Lorentz matrix employed for rotating the tetrad.
4.2 The algebra

We are now ready to tackle the computation of the full Lorentz algebra of pure tetradTEGR. As was mentioned before, the \(\{\mathcal{F}, \mathcal{F}\}\) part is the same as in tetrad GR, while the \(\{\mathcal{G}, \mathcal{G}\}\) contribution is obviously zero. To find the algebra of Lorentz constraints, we need one more Poisson bracket:

\[
\{\mathcal{F}_{ab}, \mathcal{G}_{mn}\} = \left\{ \Pi^\mu_{[a} \Pi^\nu_{b]} e^\theta e^\nu , 2\theta \left( \partial_i \theta^j \right) \left( e^0_i e^0_d + e^1_i e^0_d + e^0_i e^0_d \right) \right\}.
\]

The determinant \(\theta\) has zero Poisson bracket with \(\mathcal{F}_{ab}\), and the remaining computation can be regarded as a linear combination of brackets of the general form

\[
\{\mathcal{F}, (\partial \theta) e e e\} = \{\mathcal{F}, \theta \partial \{\mathcal{F}, e\} e e + \{\partial \theta\} e \{\mathcal{F}, e\} e + (\partial \theta) e \{\mathcal{F}, e\} e + (\partial \theta) e e \{\mathcal{F}, e\},
\]

for each one of the three antisymmetrised \(e e e\) products with different combinations of indices.

If we neglect the \(\partial \delta\) part of the \(\{\mathcal{F}, \partial \theta\}\) bracket (51), it obviously reproduces the Lorentz algebra again:

\[
\{\mathcal{F}_{ab}, \mathcal{G}_{mn}\} = (\eta_{an} \mathcal{G}_{bm} + \eta_{am} \mathcal{G}_{bn} + \eta_{bn} \mathcal{G}_{ma} + \eta_{bm} \mathcal{G}_{an}) \cdot \partial + \text{the part of } \partial \delta.
\]

since every quantity in \(\mathcal{G}_{mn}\) goes then with the correct transformation (as long as we ignore the \(\partial \delta\) indeed); the transformation terms related to the repeated index \(d\) just cancel each other, while all the others give the usual Lorentz transformation rule for the indices \(m\) and \(n\). A problem already here is that, unlike in the \(\{\mathcal{F}_{ab}, \mathcal{F}_{mn}\}\) part, the algebra now comes twice, from \(\{\mathcal{F}_{ab}, \mathcal{G}_{mn}\}\) and from \(\{\mathcal{G}_{ab}, \mathcal{F}_{mn}\}\):

\[
\{\mathcal{F}_{ab}, \mathcal{G}_{mn}\} + \{\mathcal{G}_{ab}, \mathcal{F}_{mn}\} = 2(\eta_{an} \mathcal{G}_{bm} + \eta_{am} \mathcal{G}_{bn} + \eta_{bn} \mathcal{G}_{ma} + \eta_{bm} \mathcal{G}_{an}) \cdot \partial + \text{the parts of } \partial \delta.
\]

The extra term of the \(\partial \delta\) operator is yet another problem which makes the following naively unwanted addition to the bracket under consideration, \(\{\mathcal{F}_{ab}, \mathcal{G}_{mn}\}\):

\[
-2\theta(e^i_a \eta_{[b]} e^0_{[n]} + e^0_{[b]} e^i_{[n]}) \mathcal{D}_i \delta = 2\theta \eta_{[a[m]} (e^i_{b]} e^0_{n]} - e^0_{b]} e^i_{n]}) \mathcal{D}_i \delta,
\]

with antisymmetrisations assumed over \(a \leftrightarrow b\) and \(m \leftrightarrow n\), and with only two terms out of three in \(\mathcal{G}\) having survived because the one having \(e^i_{b]} e^0_{n]}\) in it gets proportional to \(\eta_{[a b]} = 0\). And it is very natural that we get this kind of uninviting term, since \(\mathcal{F}_{ab}\) is indeed the generator of the local Lorentz transformations, while the second term in \(\mathcal{C}_{mn}\) is not covariant with respect to such transformations.

When computing (55) in terms of the smeared functions, and when it is summed with \(\{\mathcal{G}_{ab}, \mathcal{F}_{mn}\}\), it means that we just have to replace the \(\mathcal{D}_i(x^2) \delta\) for the \(\mathcal{D}_i(x^1) \delta\), and then the total contribution from the \(\partial \delta\) part of \(\{\mathcal{F}_{ab}, \mathcal{G}_{mn}\}\) and \(\{\mathcal{G}_{ab}, \mathcal{F}_{mn}\}\) gives

\[
2 \int d y \cdot \theta \left( \eta_{[m[a} (e^i_{b]} e^0_{n]} - e^0_{b]} e^i_{n]} \right) \cdot C_{x_2}(y) \partial_i C_{x_2}(y) = 2 \int d y \cdot \theta \eta_{[a[m]} (e^i_{b]} e^0_{n]} - e^0_{b]} e^i_{n]} \partial_i \left( C_{x_1}(y) C_{x_2}(y) \right)
\]

being added to the simple Lorentz algebra part (34), with the double copy of the algebra though.

What is not seen directly from the derivatives of \(\delta\)-functionals, is that now we can now perform a new integration by parts in the last term we have got (36), which brings us back to smearing with \(C_{x_1}, C_{x_2}\). Moreover, one can check that the derivative of the prefactor produces the \(\mathcal{G}_{ab}\) expression again. Indeed, we have

\[
2 \partial_i \left( \theta(e^i_a e^0_b - e^0_b e^i_a) \right) = 2 \partial_i \left( e^i_{[a} e^0_{b]} \right) = -2 \theta \left( \partial_j \theta^0_{[a} \right) \left( e^0_{[b]} e^i_{d]} e^j + e^0_{[b]} e^j e^0_{d]} + e^0_{[b]} e^i_{d]} e^j \right) = -\mathcal{G}_{ab}.
\]

It turns the new potentially problematic contribution (36) into

\[
\int d y \cdot C_{x_1} C_{x_2} \cdot \eta_{[a[m} \mathcal{G}_{b]}_{n]} = - \int d y \cdot C_{x_1} C_{x_2} \cdot (\eta_{an} \mathcal{G}_{bm} + \eta_{am} \mathcal{G}_{bn} + \eta_{bn} \mathcal{G}_{ma} + \eta_{bm} \mathcal{G}_{an})
\]

and actually solves all the problems by removing one extra copy of Lorentz algebra expressions (34) in terms of the non-covariant term and therefore closing the algebra:

\[
\{\mathcal{C}_{ab}(x_1), \mathcal{C}_{mn}(x_2)\} = (\eta_{an} \mathcal{C}_{bm} + \eta_{am} \mathcal{C}_{bn} + \eta_{bn} \mathcal{C}_{ma} + \eta_{bm} \mathcal{C}_{an}) \cdot \delta(x_1 - x_2).
\]
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To be more precise, the formula (37) is not fully correct. It will be better to denote the smeared constraints as \( \mathcal{C}_{ab}[C_{x_1}] = \int dy C_x(y) \mathcal{E}_{ab}(y) \) and write it as

\[
\{ \mathcal{C}_{ab}[C_{x_1}], \mathcal{E}_{mn}[C_{x_2}] \} = \eta_{am} \mathcal{E}_{bn}[C_{x_1}, C_{x_2}] + \eta_{an} \mathcal{E}_{bm}[C_{x_1}, C_{x_2}] + \eta_{am} \mathcal{E}_{bn}[C_{x_1}, C_{x_2}] + \eta_{mn} \mathcal{E}_{ab}[C_{x_1}, C_{x_2}].
\]

Indeed, the formula (37) is not what we get at the level of operators themselves. The actual expression of the \( \mathcal{G}_{mn} \) algebra, as an operator is

\[
\{ \mathcal{F}_{ab}, \mathcal{G}_{mn} \} + \{ \mathcal{G}_{ab}, \mathcal{F}_{mn} \} = 2 \eta_{[a|n} \mathcal{G}_{b|m]} \cdot \delta + 2 \theta \eta_{[a|n} (e_i^b e_n^0 - e_i^0 e_n^b) \cdot (\mathcal{D}_i(x_1) \delta + \mathcal{D}_i(x_2) \delta)
\]

\[
= \eta_{[a|n} \mathcal{G}_{b|m]} \cdot \delta + (\mathcal{D}_i(x_1) + \mathcal{D}_i(x_2)) \cdot 2 \theta \eta_{[a|n} (e_i^b e_n^0 - e_i^0 e_n^b),
\]

In other words, it got to have an extra term being an operator which first makes two arguments of a test function \( C(z_1, z_2) \) equal to each other, multiplies it by some other function of the same variable, and then takes the derivative with respect to it. It is a full derivative, not just with respect to those arguments which had been some particular one of the \( z_1 \) and \( z_2 \) before. Therefore, upon integration this new term goes away, but only upon integration, and only if we have not multiplied the result by some another function before. This is why the extra integration by parts worked well with the formula (36). Therefore, the smeared quantities make up the closed Lorentz algebra indeed, but the operators of the singular brackets of local quantities do also have another term which adds and extra function to the results of acting on a test function, which is a full derivative though.

Once again, this closure of the algebra (37) is not something what directly comes as a limit of operators. We must perform integration of the result to get it. It works because the mismatch is an operator which gives a total derivative function when acting on an arbitrary test function, and therefore it becomes zero upon integration. On one hand, it is not surprising since the symmetry of the action was also only due to integration. On the other hand, it complicates the Hamiltonian calculations and might potentially be problematic. In case of performing canonical quantisation, it seems to become a certain problem with commutators making the symmetry anomalous. Though other methods of quantisation would probably see these effects directly via the non-invariant boundary term of the action.

At the same time, allowing ourselves to take the algebra simply as the usual Lorentz one (37) makes the Leibnitz rule for Poisson brackets not applicable any longer, not even for some extra factors not depending on any tetrad components at all. Any other function which got to multiply \( \mathcal{G}_{mn} \) in the term with the \( \mathcal{D}_i(x_1) + \mathcal{D}_i(x_2) \) operator would also get differentiated upon the extra integration by parts. In particular, in the case of the Jordan frame representation of \( f(T) \) gravity where the Lagrangian is written as \( \phi T + V(\phi) \), the auxiliary scalar field \( \phi \) comes always with the smearing function of the \( \mathcal{G} \) part. It effectively corresponds to smearing (36) with \( \phi(y) \partial_t \{ C_{x_1}(y) C_{x_2}(y) \} \) instead of just \( \partial_t \{ C_{x_1}(y) C_{x_2}(y) \} \), and upon integration by parts we get violation of Lorentz algebra with terms proportional to \( \theta \theta \eta_{am} (e_i^b e_n^0 - e_i^0 e_n^b) \partial_t \phi \). Good news is that the Poisson brackets, though not forming a closed algebra, are proportional to the universal \( \delta(x_1 - x_2) \) without more complicated structures (admitting the trick of this extra integration by parts). This Lorentz violation at the level of the primary constraints has been reported in [11] [14], although an important remark is that such violation depends on two factors with different physical meanings. One of the factors is \( \partial_t \phi \), which vanishes when \( T \) is constant or only dependent on time, fully recovering the algebra; this fact has been pointed out in [14]. However, the antisymmetric combination of tetrads \( (e_i^b e_n^0 - e_i^0 e_n^b) \) can also achieve an “accidental gauge restoration”, as this quantity can vanish for particular tetrad configurations.

### 4.3 Poisson brackets with \( \Pi^0_a \) constraints

After having considered the Lorentz algebra, recall that we also have another set of primary constraints, \( \Phi^0_a = \Pi^0_a \). They obviously commute with the usual Lorentz algebra,

\[
\{ \mathcal{F}_{ab}, \Pi^0_c \} = \Pi^0_{[a} \eta_{b]c}.
\]

To find the property

\[
\{ \mathcal{C}_{ab}, \Pi^0_c \} = \Pi^0_{[a} \eta_{b]c},
\]

which is important in TEGR and in its nonlinear modifications, we need to check that \( \{ \mathcal{G}_{ab}, \Pi^0 \} = 0 \).

In principle, this task has no complications of spatial derivatives, since the gradient \( \partial_c \Pi^0_c \) enters the constraint in such a way that summation over \( \nu \) can be restricted to spatial only with no change at all. However,
if not being afraid of the derivatives, it is even easier to use the fact we found in the previous subsection that
$$\mathcal{G}_{ab} = -2\delta^i_d \left( \theta e^i_{[a} e^0_{b]} \right)$$. A simple calculation then shows that
$$\delta^i_{c d} \left( \theta e^i_{[a} e^0_{b]} \right) = 0$$ which finishes the proof. Indeed, variations of the two lateral factors give terms
$$\theta e^i_{[a} e^0_{b]} e^i_{c]}$$ with opposite signs which cancel each other, while variation of the middle one gives
$$\theta e^i_{[a} e^0_{b]} e^i_{c] = 0}$$.

5  Momenta in covariant TEGR and pure-tetrad constraints

In this section we will present the covariant formulation of teleparallel gravity \cite{23, 24}, and derive the associated primary constraints and their algebra. Teleparallel gravity is endowed with a gauge symmetry under simultaneous transformations of both the tetrad and the spin connection

$$\theta^a_{\mu} \rightarrow \Lambda^a_{b} \theta^b_{\mu}, \quad \omega^a_{\mu} \rightarrow \omega^a_{\mu} + \Lambda^a_{c} \omega^c_{\mu} = \Lambda^a_{c} \omega^c_{\mu} (\Lambda^{-1})^b_c (\Lambda^{-1})^c_b \partial_{\mu} \Lambda^c_a, \quad (39)$$

where \( \Lambda^a_{c} \) is a matrix representing a Lorentz transformation. The transformed connection is also metric compatible, and vanishes the Riemann tensor \( \Xi^a_{bcd} \), therefore keeping up with a teleparallel spacetime. This simultaneous transformation introduces an additional freedom not requiring to fix the spin connection to the Weitzenböck gauge, in other words, Lorentz invariance is recovered at the cost of introducing additional fields \( \Lambda \).

Therefore, when Lorentz transforming the Weitzenböck connection, one gets a nonvanishing flat spin connection

$$\omega^a_{\mu} = - (\Lambda^{-1})^a_b \partial_{\mu} \Lambda^c_a \quad (40)$$

which has been dubbed the “inertial” spin connection. This is the most general form of a spin connection which can be obtained by Lorentz-transforming the zero spin connection of the pure tetrad model, and this way of presenting an arbitrary flat metric-compatible spin connection is always possible, at least modulo possible global obstacles for that. Consequently, the Lorentz-covariant formulation of any teleparallel theory of gravity can be obtained by the replacement

$$\partial_{\mu} \theta^a_{\nu} \rightarrow D_{\mu} \theta^a_{\nu} = \partial_{\mu} \theta^a_{\nu} - (\Lambda^{-1})^a_b (\partial_{\mu} \Lambda^c_a) \theta^b_{\nu} \quad (41)$$

at the level of the action \( \mathcal{L} \). Therefore, the same substitution applies also to the definition of tetrad momenta \( \Pi_{a}^0 \) and the constraints.

5.1  Covariant pure-tetrad primary constraints

Since the changes from passing to the covariant version of the theory are very simple, it is straightforward to see that the trivial primary constraints \( \Phi_a^0 = \Pi_a^0 = 0 \) remain the same, while the old pure-tetrad Lorentz constraints acquire the form of

$$C_{\mu}^{cov} = \Pi_{[a} \theta^a_{b]} c^0 \theta^b_{\mu} - 2\theta \left( D_{\mu} \theta^b_{\nu} \right) c^0 \left( e_{[a}^i e_{b]}^0 e^i_{c]} + e_{[a}^i e_{b]}^0 e^0_{c]} + e_{[a}^i e_{b]}^0 e^i_{c]} \right), \quad (42)$$

which can be compared with the non-covariant version of the constraint by the addition of a new term:

$$C_{\mu}^{cov} = C_{\mu} + 2\theta (\Lambda^{-1})^d_{[a} (\partial_{d} \Lambda^c_a) \theta^c_{\nu} \left( e_{[a}^i e_{b]}^0 e^i_{c]} + e_{[a}^i e_{b]}^0 e^0_{c]} + e_{[a}^i e_{b]}^0 e^i_{c]} \right) = C_{\mu} + 2\theta \left( (\Lambda^{-1})^d_{[a} (\partial_{d} \Lambda^c_a) e_{[a}^i e^0_{c]} + (\Lambda^{-1})^d_{[a} (\partial_{d} \Lambda^0_a) e_{[a}^i e^0_{c]} \right) = C_{\mu} + 2\theta (\Lambda^{-1})^d_{[a} (\partial_{d} \Lambda^0_a) \left( e_{[a}^i e^0_{c]} - e_{[a}^i e^0_{c]} \right).$$

Let us denote this new addition as

$$\mathcal{H}_{ab} = 2\theta (\Lambda^{-1})^d_{[a} (\partial_{d} \Lambda^0_a) \left( e_{[a}^i e^0_{c]} - e_{[a}^i e^0_{c]} \right). \quad (43)$$

Note that it is antisymmetrised with respect to \( b \leftrightarrow c \), and therefore, as we have seen before, it also has zero Poisson brackets with the other constraints \( \Phi_a^0 = \Pi_a^0 \), the same as the previous part \( \mathcal{G}_{ab} \).

In order to check the Lorentz algebra, we need to evaluate the new Poisson bracket:

$$\{ F_{ab}, H_{mn} \} = \left\{ \Pi^\mu_{[a} \theta^a_{b]} c^0 \theta^b_{\mu}, 2\theta (\Lambda^{-1})^m_{[a} (\partial_{m} \Lambda^0_a) \left( e_{[a}^i e^0_{c]} - e_{[a}^i e^0_{c]} \right) \right\} = 2\theta \eta_{[a}^b (\Lambda^{-1})^m_{[a} (\partial_{m} \Lambda^0_a) \left( e_{[a}^i e^0_{c]} - e_{[a}^i e^0_{c]} \right) + 2\theta \eta_{[b}^d (\Lambda^{-1})^m_{[a} (\partial_{m} \Lambda^0_a) \left( e_{[a}^i e^0_{c]} - e_{[a}^i e^0_{c]} \right).$$
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The first term is one half of the normal Lorentz algebra, \(-\eta_{[a|m} \mathcal{H}_{b|n]} = \eta_{[b|n} \mathcal{H}_{m|a]}\), what it lacks is \(m \leftrightarrow a\) antisymmetrisation to be expressed indeed in terms of \(\mathcal{H}_{mn}\). The reason is that one of the two defining indices belongs to the \(\Lambda\)-part which does not get transformed by the generator \(F\). The second term is an extra, unwanted contribution, due to a dumb index \(d\). It would have been cancelled if the spin connection part had been transformed, too.

This result is not surprising, as the old pure-tetrad constraint still has only the part which rotates the tetrad, but not the \(\Lambda\) matrix, therefore when we calculate the Poisson brackets of these constraints with themselves, we get in the \(\{\mathcal{F}_{ab}, \mathcal{H}_{mn}\}\) terms the transformation terms related with the indices \(n\) and \(d\), and with \(m\) and \(d\) separately, instead of just \(m\) and \(n\) everywhere. Once we have introduced the spin connection in terms of the Lorentz matrices, the theory fails to be covariant even under the global Lorentz transformations, if applied to the tetrad only. However, it is still “pseudo-invariant”. Therefore we must have a look at the full bracket.

To find the full bracket we need to also add \(\{\mathcal{H}_{ab}, \mathcal{F}_{mn}\}\) to the above result. Then it is easy to see that the first terms combine to produce the full Lorentz algebra of \(\eta_{[b|n} \mathcal{H}_{m|a]}\). At the same time, the second terms go as

\[
2\theta \eta_{[bd} (\Lambda^{-1})_{em} (\partial_{i} \Lambda_{e}^{d})(e_{n}^{0})_{a}^{i} - e_{n}^{i}(e_{a}^{0}i) - 2\theta \eta_{[nd} (\Lambda^{-1})_{ea} (\partial_{i} \Lambda_{a}^{d})(e_{n}^{0})_{i} - e_{n}^{i}(e_{a}^{0}i)) = 0,
\]

due to antisymmetry of the spin connection. Altogether, we finally have the proper Lorentz algebra again:

\[
\{\mathcal{C}_{ab}^{\text{cov}}, \mathcal{C}_{mn}^{\text{cov}}\} = \eta_{[b|n} \mathcal{C}_{m|a]}^{\text{cov}}\).
\]

Note that covariantisation did not solve any problem. This algebra is closed again due to the extra integration by parts for the terms coming from the \(\partial_{i} \theta_{\mu}^{a}\) adverse term. However, the new addition kept the Lorentz algebra satisfied without any new trouble since it did not include any spatial derivatives of fields which have their momenta in the constraint.

### 5.2 Additional momenta of Lorentz matrices

In the following we derive the primary constraints associated with the incorporation of the covariant setup. The derivation we are going to perform differs from the one made in [25][26], because we are not making use of auxiliary variables to impose antisymmetry on the canonical momenta. In fact, it is not accurate to call the antisymmetric quantities obtained in [25] momenta, since they are given in terms of auxiliary variables instead of the velocities of Lorentz matrices properly. Instead, we vary in terms of the velocities \(\dot{\Lambda}_{b}^{\alpha}\), therefore getting indeed a definition for the corresponding momenta \(P_{a}^{\mu}\).

The Lorentzian momenta come as

\[
P_{a}^{\mu} = \frac{\delta L}{\delta \dot{\Lambda}_{b}^{\mu}} = \frac{\delta L}{\delta D_{0} \theta_{\mu}^{a}}, \quad \frac{\delta D_{0} \theta_{\mu}^{a}}{\delta \dot{\Lambda}_{b}^{\mu}} = -\Pi_{a}^{\mu} \theta_{\mu}^{c} (\Lambda^{-1})^{b}_{c}
\]

(44)

which in comparison with the momenta for the tetrad

\[
\Pi_{a}^{\mu} = \frac{\delta L}{\delta \theta_{\mu}^{a}} = \frac{\delta L}{\delta D_{0} \theta_{\mu}^{a}};
\]

(45)

implies a linear relation among the two kinds of momenta

\[
P_{a}^{\mu} + \Pi_{a}^{\mu} \theta_{\mu}^{c} (\Lambda^{-1})^{b}_{c} = 0.
\]

(46)

This relation is a legit primary constraint, but certain caution has to be taken. This is because we are taking the matrices \(\dot{\Lambda}\) fully arbitrary with 16 independent components, which are not completely independent of each other if we want them to represent proper Lorentz transformations. A direct but rather cumbersome way around of this redundancy would be to either explicitly parametrise the Lorentz group by 6 parameters or to introduce constraints \(\dot{\Lambda}_{a}^{\mu} \eta_{ab} \dot{\Lambda}_{b}^{\mu} = \eta_{ca}\) defining the Lorentz group via Lagrange multiplier terms in the action.

To avoid unnecessary complications, we can go using the symmetry properties. Recall that, analogously, the momenta of spatial metric in ADM formalism of GR are symmetrised, and this is taken into account in the Poisson
brackets. Indeed, the symmetry of the metric requires $g_{ij} = g_{ji}$, but it would be very hard to really treat them as one and the same variable ignoring the spatially covariant way of writing. If we formally take them independently, one has to treat them symmetrically also in deriving the momenta to not potentially break the symmetry of the metric by the Hamiltonian evolution.

Even though the spatial metric momentum would automatically go out symmetric from any covariant expression, it can be even formally imposed by taking the momenta as $\pi^{ij} \rightarrow \frac{1}{2} (\pi^{ij} + \pi^{ji})$, which transforms the trivial Poisson bracket $\{g_{ij}, \pi^{kl}\} = \delta^i_k \delta^j_l$ into the one which works correctly for this formalism: $\{g_{ij}, \pi^{kl}\} = \frac{1}{2} (\delta^i_k \delta^j_l + \delta^i_l \delta^j_k)$. When we treat different metric components as independent, the Poisson bracket gives $1$ for diagonal elements with their corresponding momenta, and $1/2$ for non-diagonal ones with each one of the two corresponding momenta representing one half of the real quantity. One can also view the same result by changing $\pi^{ij}$ in all expressions for $\pi^{ij} = \frac{1}{2} (\pi^{ij} + \pi^{ji})$ with $\{g_{ij}, \pi^{kl}\} = \frac{1}{2} (\delta^i_k \delta^j_l + \delta^i_l \delta^j_k)$ while retaining the standard fundamental bracket $\{g_{ij}, \pi^{kl}\} = \delta^i_k \delta^j_l$.

5.2.1 The symmetry property of Lorentzian momenta

Our case of Lorentz matrices is more subtle since their symmetry properties are not that elementary. The antisymmetry is present in the elements of the corresponding Lie algebra. One could indeed incorporate the Lie group element in terms of the Lie algebra into the action, by defining the Lorentz matrix $\Lambda = e^{t \lambda}$ with antisymmetric matrix $\lambda_{ab} = \eta_{ac} \lambda^c_b$. Then the momentum of $\lambda$ would be antisymmetric, however working with explicit derivatives of matrix exponentials would be an unpleasant task, for the velocity then enters the action via

$$\frac{d}{dt} e^{t \lambda} = \dot{\lambda} + \frac{1}{2} (\dot{\lambda} \dot{\lambda} + \lambda \dot{\lambda}) + \frac{1}{6} (\dot{\lambda} \dot{\lambda}^2 + \lambda \dot{\lambda} \lambda + \lambda^2 \dot{\lambda}) + \ldots,$$

and the $\lambda$ and $\dot{\lambda}$ matrices in general do not commute.

In other words, the subtlety of working with momenta of $\Lambda$ is in the fact that these matrices are not antisymmetric by themselves but are related to antisymmetry. Indeed, an infinitesimal variation of $\Lambda$ belongs to the corresponding Lie algebra of matrices $\lambda$ with antisymmetric $\eta \lambda$ only if taken around the unit element of the Lie group, $\Lambda = I$. The Lie algebra is the tangent space of the Lie group at unity, however the group structure allows us to obtain all the properties around a different point on the group via the group transformation from the unity. And then, the variation can be transformed from being around $I$ to being around $\Lambda$ by an action of this very matrix:

$$\delta \Lambda = \Lambda \lambda.$$

Indeed, let us write an infinitesimal one-parameter family of Lorentz matrices as $\Lambda(t) = \Lambda(0) + \delta \Lambda(t)$, and act with $\Lambda^{-1}(0)$ upon that. Then the matrix $\Lambda^{-1}(0) \cdot \delta \Lambda(t)$ is infinitesimally close to unity $I$ and is given by $I + \Lambda^{-1}(0) \cdot \delta \Lambda(t)$. We conclude that the matrix $\Lambda^{-1}(0) \cdot \delta \Lambda(t)$ with infinitesimal $\delta \Lambda$ belongs to the tangent space of the group at unity $I$, which is the Lie algebra of the Lorentz group. Therefore, a smooth infinitesimal family of matrices $\Lambda(t)$ can be written as

$$\Lambda(t) = \Lambda(0) \cdot (I + \lambda(t)) \quad (47)$$

with $\lambda(t)$ belonging to the Lie algebra, i.e. $\lambda_{ab} = -\lambda_{ba}$.

Note that the $\lambda$ matrix in the formula (47) is of course not the same as in $\Lambda(t) = e^{t \lambda(t)}$. The important point is just that it also belongs to the Lie algebra, and therefore is antisymmetric. Then we can write for the time derivative

$$\dot{\Lambda}^b_a = \Lambda^b_c \dot{\lambda}^c_a, \quad (48)$$

In other words, a derivative of $\Lambda$ can be expressed in terms of multiplying $\Lambda$ by some antisymmetric matrix (if to raise its free index, or in Euclidean signature). As an example, one can take a two-dimensional rotation matrix and calculate its derivative:

$$\frac{\partial}{\partial \phi} \begin{pmatrix} \cos \phi & \sin \phi \\ -\sin \phi & \cos \phi \end{pmatrix} = \begin{pmatrix} -\sin \phi & \cos \phi \\ -\cos \phi & -\sin \phi \end{pmatrix} = \begin{pmatrix} \cos \phi & \sin \phi \\ -\sin \phi & \cos \phi \end{pmatrix} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.$$

Note that the result (48) is just a very important and well-known property of covariant teleparallel gravity, it is nothing but antisymmetry of $\Lambda^{-1} \partial \Lambda$ which is the spin connection components.

Now we are ready to discuss the momenta. When we take a derivative of the Lagrangian with respect to the velocity $\dot{\lambda}$ as $\delta L = P^a_u \delta \dot{\lambda}^a_u$, it all means that $P^a_u \dot{\lambda}^b_u$ is antisymmetric:

$$P^a_u \dot{\lambda}^b_u \eta_{db} = -P^a_u \dot{\lambda}^b_u \eta_{da}. \quad (49)$$
5.2.2 Alternative derivation of the symmetry

Another derivation of the symmetry property \( P \) can go as follows. Even though it is not so simple to differentiate a matrix exponential, we can start by taking a look at an equation

\[ e^{X}e^{Y} = e^{Z} \]

for matrices \( X, Y \) and \( Z \). On the left hand side we have

\[ e^{X}e^{Y} = I + X + Y + \frac{1}{2}X^{2} + \frac{1}{2}Y^{2} + XY + \ldots \]  

(50)

Then we see that, at the linear level \( Z = X + Y \), which would be the full answer if \( X \) and \( Y \) commuted with each other, but generically it gives

\[ \frac{1}{2}Z^{2} = \frac{1}{2}(X + Y)^{2} = \frac{1}{2}(X^{2} + Y^{2} + XY + YY) + \ldots \]

in the second order of \( e^{Z} \), and therefore, comparing with the equation (50), we have to correct the sum of the two matrices by their commutator:

\[ Z = X + Y + \frac{1}{2}[X, Y] + \text{higher order commutators} \]

Some playing with combinatorics can explicitly give the full series, which is known as Baker-Campbell-Hausdorf formula. However, the important point for us is just that the result goes solely in terms of commutators, since it is precisely them being non-zero what prevents the \( X + Y \) matrix from being the full answer.

Now, let us specify our example to an infinitesimal case, namely

\[ e^{-X}e^{X+\delta X} = e^{Z} \]

which gives

\[ Z = \delta X - \frac{1}{2}[X, \delta X] + \ldots \]

Taking \( X \equiv \lambda \) and leaving only linear in \( \delta X \equiv \dot{\lambda}\delta t \) terms on the right hand side, \( e^{Z} \approx I + Z \), we can get

\[ e^{-\lambda} \frac{d}{dt} e^{\lambda} = \dot{\lambda} - \frac{1}{2}[\lambda, \dot{\lambda}] + \text{higher order commutators of one } \dot{\lambda} \text{ with many } \lambda \]

which obviously belongs to the Lie algebra, since the latter is closed under linear combinations and commutations. Belonging to the Lie algebra is the antisymmetry property. Of course, it is again just another way to see the antisymmetry of the spin connection given by \( \Lambda^{-1}\partial\Lambda \).

5.2.3 Implications of the symmetry

If all the components of \( \Lambda \) were independent, we would define the Poisson bracket as \( \{\Lambda_{c}^{d}, P_{b}^{a}\} = \delta_{c}^{d}\delta_{b}^{a} \). In case of the metric components we can take an analogous bracket and get the correct one by \( \pi^{ij} \rightarrow \frac{1}{2}(\pi^{ij} + \pi^{ji}) \). Now we have to impose instead that

\[ P_{b}^{c}\Lambda_{c}^{d}\eta_{db} + P_{b}^{c}\Lambda_{b}^{d}\eta_{da} = 0. \]  

(52)

This is less trivial than simple (anti)symmetrisation.

Therefore, let us present it as changing the momentum \( P^{ab} \) for

\[ \tilde{P}_{b}^{a} = \frac{1}{2} \left( P_{b}^{a} - (\Lambda^{-1})^{a}_{g}\eta^{g}\tilde{P}_{d}^{c}\Lambda_{d}^{f}\eta_{fb} \right) = \frac{1}{2} \left( \delta_{c}^{a}\delta_{b}^{d} - (\Lambda^{-1})^{a}_{g}\eta^{g}\Lambda_{d}^{f}\eta_{fb} \right) P_{d}^{c}. \]

It gives us new Poisson brackets

\[ \{\Lambda_{c}^{d}, \tilde{P}_{b}^{a}\} = \frac{1}{2} \left( \delta_{c}^{a}\delta_{b}^{d} - (\Lambda^{-1})^{a}_{g}\eta^{g}\Lambda_{d}^{f}\eta_{fb} \right), \]

and even \( \{\tilde{P}_{d}^{c}, \tilde{P}_{b}^{a}\} \neq 0. \)
If we do calculations having only antisymmetrised $P\alpha$ combinations in all the expressions, then it is not necessary to switch to $\bar{P}$ momenta since anyway

$$\bar{P}^c_a A^d_{eb} - \bar{P}^c_b A^d_{ea} = P^c_a \Lambda^d_{eb} - P^c_b \Lambda^d_{ea},$$

and this mere antisymmetrisation suffices, still safely keeping up with the trivial basic brackets $\{\Lambda^d_{eb}, P^m_a\} = \delta^d_b \delta^m_a$ and $\{\bar{P}^m_a, \bar{P}^n_b\} = 0$.

Note also that one of the effects of taking these symmetry properties into account explicitly is to not violate the Lorentz property $\Lambda^e_{fkb} A^k_p = \eta_{cd}$. And we can easily check indeed that

$$\{\bar{P}^m_a, \Lambda^e_{fkb} A^k_p \} = \frac{1}{2} \{(\delta^e_b \delta^d_f - (\Lambda^{-1})^e_{bf} \eta^{gd} A^d_c \eta_{fs}) P^m_d, \Lambda^k_{mb} \eta_{kp} \Lambda^p_n\} = 0.$$

It is similar to the fact that $\{\bar{\pi}^{ij}, g_{ij} - g_{ji}\} = 0$.

## 6 Primary constraints of simultaneous Lorentz transformations

Finally, combining the relation (45) between the tetrad and Lorentz momenta with the symmetry property (49) of the latter, we find the constraints corresponding to the simultaneous Lorentz transformation:

$$C'_{ab} = \Pi^a_{[a} \eta_{b]} \theta^\mu_\mu + \bar{P}^c_{[a} \eta_{b]} A^d_c = \Pi^a_{[a} \theta^\mu_\mu \eta_{b]} - \Pi^b_{[b} \theta^\mu_\mu \eta_{a]} + P^c_{[a} A^d_{b]} \eta_{c]} - \bar{P}^c_{[a} \Lambda^d_{b]} \eta_{c]}$$

by simply restricting the relation (45) to its physically meaningful, non-redundant part. They clearly form the correct Lie algebra of the Lorentz group

$$\{C'_{ab}, C'_{cd} \} = \eta_{ad} C'_{bc} + \eta_{ac} C'_{bd} + \eta_{bc} C'_{ad} + \eta_{cd} C'_{ab} = -\eta_{[a[c} C'_{b]d]},$$

with the usual simple laws of transformation for tensors:

$$\{P^c_{[a} \eta_{b]} \eta_{d]} A^d_c, \Lambda^m_n\} = -\delta^m_{[a} \eta_{b]} \eta_{d]} A^d_n, \quad \{P^c_{[a} \theta^\mu_\mu \eta_{b]} \Lambda^d_c, (\Lambda^{-1})^m_n\} = (\Lambda^{-1})^m_{[a} \eta_{b]}. \quad \text{(54)}$$

and with basically the same problematic piece as in the case of the tetrad when going for brackets with the old constraints:

$$\{P^c_{[a} (x_1) \eta_{b]} d A^d_c (x_1), \partial_i \Lambda^m_n (x_2)\} = -\delta^m_{[a} \eta_{b]} \eta_{d]} \left((\partial_i \Lambda^d_n) \cdot \delta(x_1 - x_2) + \Lambda^m_n \cdot D_i^{(x_1)} \delta(x_1 - x_2)\right) \quad \text{(55)}$$

Using the commutator with the spatial derivative, it is not difficult to see that the new constraints are first class, also with respect to the covariantised pure-tetrad constraints (42). The point is that the $\Pi$ and $P$ parts together transform the Lorentz-covariant spatial derivatives $D_i \theta^\mu_{\mu}$ correctly, with the $D \delta$ parts cancelling each other:

$$\{\Pi^a_{[a} \eta_{b]} \theta^\mu_\mu + P^c_{[a} \eta_{b]} A^d_c, \partial_i \theta^\mu_\mu (\Lambda^{-1})^e_f \partial_i \Lambda^m_n \} = -\delta^m_{[a} \eta_{b]} \left((\partial_i \theta^\mu_{\mu}) (\Lambda^{-1})^e_f \partial_i \Lambda^m_n \right) \cdot \delta(x_1 - x_2).$$

Let us more conveniently illustrate it at the level of more elementary quantities

$$D_i \eta_{[a} = e^c_{[a} D_i \theta^\mu_{\mu} + e^c_{[a} \partial_i \theta^\mu_{\mu} - (\Lambda^{-1})^c_{[a} \partial_i \Lambda^e_e \quad \text{(56)}$$

in terms of which the covariantised old Lorentz constraint can be written down as

$$C_{ab}^{\text{cov}} = \Pi^a_{[a} \eta_{b]} \theta^\mu_\mu - 2\theta (e^c_{[a} e^0_{b]} D^c_{ci} + e^c_{[a} D^c_{bi} e^0_{ci} + D^c_{ci} e^0_{ci} e^c_{ci}).$$

To calculate the Poisson bracket of the two constraints, let us evaluate a simpler bracket:

$$\{C'_{ab}, D^m_{ni}\} = \{\Pi^a_{[a} \eta_{b]} \theta^\mu_\mu, e^c_{[a} \partial_i \theta^\mu_{\mu}\} - \{P^c_{[a} \eta_{b]} A^d_c, (\Lambda^{-1})^e_f \partial_i \Lambda^m_n\} = \left(e^c_{[a} \partial_i \theta^\mu_{\mu} - \delta^m_{[a} \eta_{b]} \partial_i \theta^\mu_{\mu}\right) \cdot \delta - \delta^m_{[a} \eta_{b]} \partial_i \Lambda^e_e \cdot D_i \delta \cdot \left((\Lambda^{-1})^e_f \partial_i \Lambda^m_n \right) \cdot \delta + \delta^m_{[a} \eta_{b]} \partial_i \Lambda^e_e \cdot D_i \delta \cdot \delta(x_1 - x_2).$$

$$= \left(\eta_{d[n} D^m_{ai]} - \eta_{k[b} \delta^m_{a]} \cdot D^k_{ni}\right) \cdot \delta(x_1 - x_2) \quad \text{(57)}$$
which is the perfectly covariant transformation law related to the two Latin indices of $\mathcal{D}$. After that the calculations are quite elementary and yield

$$\{C'_{ab}, C_{cd}^{\text{cov}}\} = -\eta_{[a[c} C_{b]d]}^{\text{cov}}.$$  

This is a very natural result. This is how every locally Lorentz invariant quantity must behave under the transformations generated by $C'_{ab}$. Note that for this formula we don’t need to perform the trick with an extra integration by parts, the $D_1$ parts cancel each other as operators.

Finally, let us claim the last point of studying the algebra of the primary constraints,

$$\{C'_{ab}, \Pi^0_{[c} \} = \{C_{ab}^{\text{cov}}, \Pi^0_{c]} \} = \{C_{ab}, \Pi^0_{c]} = \Pi^0_{[a} \eta_{b]c}.$$  

which should be obvious by now.

7 Conclusions

In this article we have exposed with great detail the definitions of Lorentz symmetries in teleparallel theories of gravity through the lens of constrained Hamiltonian mechanics. Our main findings show that the primary constraints coming from simultaneous Lorentz transformations of tetrad and spin connection form the algebra of Lorentz generators, generate infinitesimal Lorentz transformations on the tetrad, and fully commute with Lorentz constraints associated with Lorentz rotations of only the tetrad.

In order to make our exposition more comprehensible to the reader, we first study non-covariant teleparallel gravity, that is, the theory whose Lagrangian considers only the tetrad as a dynamical variable. We derive the Lorentz primary constraints, which are present in TTEGR and, with a slight modification, in $f(T)$ gravity. We show subtleties in the computation of the algebra of these constraints among themselves, which come from spatial derivatives of the tetrad field appearing in the non-homogeneous term. Previous works that compute the result of the Lorentz algebra for the pure-tetrad constraints [27, 28, 14] do not show these subtleties with enough detail. We also use some toy models to better understand how to perform computations with spatial derivative terms of the fields.

Later we introduce the covariant formalism of teleparallel gravity. That is, a formulation that allows to drop off the assumption of vanishing spin connection, and introduces a spin connection defined in terms of Lorentz matrices, such that if Lorentz rotated at the same time as the tetrad, the theory remains invariant. We derive the primary constraints associated with such transformation, and prove that they commute among themselves and with the previously found pure-tetrad Lorentz constraints, if covariantised. These constraints are precisely the ones looked for in the paper [29], where it is argued that the covariant approach would be deficient since the new degrees of freedom introduced by arbitrary Lorentz matrices are not compensated by additional primary constraints.

A common claim that can be found in the teleparallel community is that the covariant approach solves the problem of violation of local Lorentz invariance in $f(T)$ gravity and similar models [30, 31]. As we argue here, such claim is wrong, and it is originated from misunderstanding a couple of basic ideas that we support throughout this paper:

- (i) there are two different types of local Lorentz transformations (LLT), and
- (ii) the violation of Lorentz invariance occurs in only one of them.

In order to support the point (i), we have proved that simultaneous LLT are a gauge symmetry of any modified teleparallel gravity. This is because they are associated with primary constraints that appear almost trivially in the formalism. These constraints commute with all the remaining primary constraints present in the theory. As there is no serious reason to think that they would not commute with the Hamiltonian and momenta constraints coming from diffeomorphism invariance (which is always present in modified teleparallel), then simultaneous LLT primary constraints can certainly be regarded as first class.

A different story must be told about Lorentz transformations performed only on the tetrad field. These transformations are not anymore a gauge symmetry, except for very particular cases when there are remnant symmetries of the Lorentz group [32]. The Lorentz transformations performed only on the tetrad is still allowed, even if not a gauge symmetry. In the Hamiltonian picture we see that such transformations are associated with primary constraints that are naturally obtained once the momenta are defined.

The question now is which of the two kinds of Lorentz transformations is broken when passing to nonlinear TTEGR models, that is point (ii). The pure-tetrad Lorentz transformations form the closed algebra of the generators
of the Lorentz group only in the case that we are considering TEGR. As it has been shown in some papers \cite{1,14}, and as it can be deduced from our own computations here, the algebra does not close for a nonlinear modification of TEGR, and Lorentz symmetries are partially lost in a way not thoroughly understood yet. The introduction of the simultaneous LLTs does not fix the algebra by making it closed, therefore it is irrelevant as a tool for making teleparallel theories well defined.

One might doubt whether the pure-tetrad Lorentz symmetry is important. However, even if it is not, the covariantisation does not change anything about the formal troubles of breaking this symmetry and producing the Poisson brackets’ algebra of non-constant rank and therefore not well defined number of degrees of freedom. Neither are philosophical issues of “preferred frame” effects really solved. The possible non-equivalent teleparallel solutions with the same metric remain available in their covariant versions, too \cite{33}.

The considerations presented in this work can be used for any theory written in the teleparallel framework, whose Lagrangian is built in terms of the torsion tensor as building blocks. The simultaneous LLTs are gauge symmetries of Lorentz-covariant models. A direct proof that the their primary constraints are first class will depend on the Lagrangian under consideration, because for each one of them the Hamiltonian constraint changes, and therefore its Poisson bracket with these constraints too. This formal proof will be presented elsewhere. In the meantime, we present useful mathematical tools to extend the Hamiltonian analysis of covariant teleparallel models, and contribute to a better theoretical understanding of them.
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