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We propose a scheme for enhancing the optomechanical coupling between microwave and mechanical resonators by up to seven orders of magnitude in a circuit optomechanical setting. The tripartite system considered here consists of a Josephson junction Cooper-pair box that mediates the coupling between the microwave cavity and the mechanical resonator. Optomechanical coupling arises from the radiation pressure force acting on a mechanical resonator and, in the microwave regime, this radiation pressure coupling is intrinsically weak. The weak coupling can be amplified by applying a strong coherent pump to the cavity which linearizes the interaction between the cavity and the mechanical resonator. In the linear interaction limit, the quantum effects are observable only close to the quantum zero point fluctuations. However, a nonlinearity can be introduced into the system and a single-photon strong coupling regime can be reached allowing rich quantum physics experiments, e.g., preparing nonclassical states of light and mechanical resonators [14–18] for potential quantum information processing applications.

In the superconducting circuit architecture [19], several types of configurations have been proposed to add nonlinearities into the system such as a transmon qubit [20], SQUID [21], quantum capacitance of a nanotube in Coulomb blockade regime [22], and Josephson inductance [23,24], which has also been experimentally realized [25]. We propose to employ the Josephson Capacitance of the Cooper-pair box (CPB), which is dual to the operation of Josephson inductance as the nonlinear element for enhancing the optomechanical coupling. Looking from the gate electrode, a CPB can act as a nonlinear capacitive element known as the Josephson capacitance. This capacitance originates from the curvature of the energy bands of the CPB with respect to gate charge [26–30]. Josephson capacitance has been proposed to be utilized as a very sensitive phase detector [31] and a pair-breaking radiation detector [32]. Here, we consider a tripartite system consisting of a microwave cavity, a CPB, and a mechanically movable capacitance. The coupling between the cavity and the mechanical resonator is mediated by the Josephson capacitance of the CPB and can be tuned by the charge and flux bias of the CPB. We show that with suitably tuned, realistic experimental parameters, the optomechanical coupling can be enhanced by seven orders of magnitude compared to direct optomechanical coupling without the presence of CPB, reaching the ultrastrong coupling regime.

In addition to boosting the optomechanical coupling, a cross-Kerr (CK)-type nonlinearity between the cavity and the mechanics is also formed amidst other nonlinear terms in the system Hamiltonian. The CK coupling $g_{CK} \hat{a} \hat{b}$ between two resonators a and b, with number operators $\hat{a}$ and $\hat{b}$, can be used for quantum nondemolition measurements of number of quanta in one of the resonators since it directly affects the resonance frequency of the readout resonator [33]. In recent years, CK coupling in optomechanical systems has attracted theoretical interest [34–37], including a recent scheme to enhance the coupling to the order of the cavity linewidth [38]. Tunable CK interaction has been experimentally demonstrated for superconducting microwave circuits [39].

II. DESCRIPTION OF THE SYSTEM

A circuit diagram of the setup is presented in Fig. 1. The CPB formed of two Josephson junctions (JJs) with Josephson energies $E_{J1}$, $E_{J2}$ and capacitances $C_{J1}$, $C_{J2}$ couples a mechanical displacement dependent gate capacitance $C_g(x)$ to a superconducting microwave cavity, modeled as a simple LC oscillator in a bias-T configuration. Here, we assume $C_g(x) = C_{0} + \frac{3C_{0}}{4} \frac{\partial^{2}C_{0}}{\partial x^{2}} x + \frac{1}{2} \frac{\partial C_{0}}{\partial x} x^2$, where the derivatives are approximated for a parallel plate capacitor. This configuration allows the CPB to act as a capacitive element and,
This effective capacitance \( C_{\text{eff}} \), containing both geometric and quantum capacitance contributions of the CPB, is in parallel with the cavity capacitance \( C_c \). As a consistency check, one sees that in the limit of small Josephson energy the effective capacitance approaches the geometric gate capacitance. The resonance frequency of the cavity is then \( \omega_0 = 1/\sqrt{L_c C_c} \), where the total capacitance consist of the cavity capacitance in parallel with the second gate capacitance and the effective CPB capacitance, i.e., \( C_{\text{tot}} = C_c + \left( \frac{C_{g1} + C_{g2}}{2} \right)^{-1} \).

The radiation pressure coupling is given by the linear expansion of the resonant frequency with respect to the mechanical displacement

\[ \hbar g_{\text{rp}} = -\hbar \frac{\partial \omega_k}{\partial x} x_{\text{rp}}, \]

where \( x_{\text{rp}} \) is the zero point motion of the mechanical displacement.

A straightforward calculation yields

\[ \frac{\partial \omega_k}{\partial x} = -\frac{1}{2} \frac{C_{g2}}{(C_{g1} + C_{\text{eff}})^2 C_{\text{tot}}} \omega_k \frac{\partial C_{\text{eff}}}{\partial x}, \]

(4a)

\[ \frac{\partial C_{\text{eff}}}{\partial x} = \frac{C_{g2}^2 C_{g1}^2}{(C_{g1} + C_{\text{eff}})^3} \frac{\partial^2 E_k}{\partial n_g^2}, \]

(4b)

with \( \frac{\partial}{\partial x} \left( \frac{\partial E_k}{\partial n_g} \right) = \frac{\partial n_g}{\partial x} \frac{\partial^2 E_k}{\partial n_g^2} \). Here \( \frac{\partial n_g}{\partial x} = -\frac{C_{g1}}{2e} V_g \).

Plugging Eqs. (4a) and (4b) into Eq. (3), we obtain the final expression for optomechanical coupling:

\[ \hbar g_{\text{rp}} = \hbar x_{\text{rp}} \left[ \frac{C_{g2}}{2 (C_{g2} + C_{\text{eff}})^2 C_{\text{tot}}} \frac{\omega_k}{\partial x} \right] \times \left[ \frac{C_{g1} C_{g1}^2}{(C_{g1} + C_{\text{eff}})^2} \frac{\partial^2 E_k}{\partial n_g^2} + \frac{C_{g2} C_{g1}^2}{8 e^2 V_g \partial^3 E_k} \right]. \]

(5)

The enhancement of the radiation pressure coupling is compared to the direct optomechanical coupling in the absence of the qubit

\[ g_0 = -\frac{1}{2} \frac{C_{g2}}{(C_{g1} + C_{g2})^2} \frac{\omega_k}{\partial x} C_{g1} x_{\text{rp}}, \]

(6)

where the cavity frequency is influenced by the total capacitance \( C_d = C_c + \frac{C_{g1} C_{g2}}{E_{\text{j1}} + E_{\text{j2}}} \) in the direct coupling scheme.

For a numerical estimation of the radiation pressure coupling, presented in Fig. 2(a), we choose a cavity of resonant frequency \( \omega_0/2\pi = 5 \text{ GHz} \) with characteristic impedance \( Z_0 = 100 \Omega \) resulting in capacitance \( C_c = 0.318 \text{ pF} \) and inductance \( L_0 = 3.18 \text{ nH} \). The other parameter values chosen are \( V_g = 10 \text{ V}, E_c/h = 18 \text{ GHz} \left( \sim 74 \mu \text{eV} \right), E_{\text{j1}}/h = 3 \text{ GHz} \left( \sim 12 \mu \text{eV} \right) \), thus \( E_{\text{j1}}/E_c = 1/6 \). The reason to choose these values for \( E_c, E_{\text{j1}} \) is to minimize quasiparticle poisoning which is a well known limiting factor associated with CPB devices. The band energies of CPB are \( 2e \) periodic with respect to gate charge modulation. In practice, however, due to tunneling of nonequilibrium quasiparticles on and off the
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FIG. 2. (a) The enhancement of the optomechanical radiation pressure coupling \(g_p\) due to the quantum capacitance compared to direct coupling \(g_0\) as a function of flux bias and gate charge. Here \(E_C/h = 18\) GHz and \(E_I/h = 3\) GHz. (b) The enhancement of the radiation pressure coupling for different \(E_I/E_C\) ratios as a function of gate charge with \(E_I/h = 3\) GHz at \(\Phi_E = 0\).

CPB island [40,41], the periodicity can change from 2\(e\) to \(1e\). To reduce this effect, it is desirable to have \(E_C\) smaller than the superconducting energy gap \(\Delta_g\). Typically, qubits are made of superconducting Aluminum (Al) junctions and for Al, critical current (\(I_C\)) is 1.2 K, the superconducting gap \(\Delta_g \sim 1.76\) k\(T_C \sim 182\) \(\mu\)eV, which is well above the chosen value.

Another crucial factor that influences the coupling strength is the \(E_I/E_C\) ratio. In Fig. 2(b), we plot the coupling enhancement \(g_p/g_0\) against gate charge \(n_g\) for several \(E_I/E_C\) ratios at flux \(\Phi_E = 0\) to better illustrate how the enhancement depends on \(n_g\). The maximum coupling is reachable near the charge qubit limit \(E_C \gg E_I\).

As depicted below in the quantum mechanical treatment of the circuit, Eq. (22), the device exhibits a CK type of nonlinearity \(g_{CK} a^\dagger a(b^\dagger + b)^2\). We do not use here the typical quantum optics expression given by the product of number operators because in the strong coupling regime where \(g_{CK}\) is comparable to the mechanical frequency, the \(b^2 + H.c\) term is not negligible. Using the quantum capacitance approach similar to deriving Eq. (5), we obtain the CK coupling

\[
\hbar g_{CK} = \frac{1}{2} \hbar \frac{\partial^2 \omega_c}{\partial x^2} \frac{\partial^2 E_k}{\partial n_g^2}.
\]

where the second-order derivative of the cavity frequency is

\[
\frac{\partial^2 \omega_c}{\partial x^2} = \frac{1}{4} \omega_c C_{g2}^2 \left( \frac{\partial C_{eff}}{\partial x} \right)^2 \times \frac{C_{g2}(4C_c + 3C_{g2}) + 4(C_c + C_{g2})C_{eff}}{C_{g2}^2 + C_{eff}^2 C_c^2 + C_{g2}^2 + (C_c + C_{g2})C_{eff}}^2 - \frac{1}{2} \omega_c C_{g2} \frac{\partial^2 C_{eff}}{\partial x^2} \times \frac{1}{(C_{g2} + C_{eff})(C_c C_{g2} + (C_c + C_{g2})C_{eff})},
\]

with

\[
\frac{\partial^2 C_{eff}}{\partial x^2} = - \frac{C_J C_{g1}^2}{(C_{g1} + C_J)^2} + \frac{C_J C_{g1}'}{C_{g1} + C_J} + C_J C_{g1} \left[ \frac{2C_{g1}^2}{(C_{g1} + C_J)^3} - \frac{C_{g1}'}{(C_{g1} + C_J)^2} \right] - \frac{1}{4e^2} \left[ (2C_{g1}^2 + 2C_{g1}' C_{g1}) \frac{\partial^2 E_k}{\partial n_g^2} \right] \left( 2C_{g1} C_{g1} V_g \frac{V_g}{e} e + C_{g1} C_{g1}' V_g \right) \frac{\partial^2 E_k}{\partial n_g^2} + C_{g1} \left( - \frac{V_g}{2e} C_{g1}' \right)^2 \frac{\partial^4 E_k}{\partial n_g^4}. \tag{9}
\]

Noticeably, the radiation pressure coupling is antisymmetrical with respect to the degeneracy point \(\delta n_g = 1/2\), whereas the CK coupling is completely symmetrical in this sense and, additionally, the radiation pressure vanishes when the gate charge is tuned to the degeneracy point of the qubit, as shown in Figs. 2(a) and 2(b). However, the CK term does not vanish at this point, see Figs. 3(a) and 3(a). By choosing \(E_I/E_C \ll 1\) and detuning very close to charge degeneracy point, we are able to achieve a very strong Kerr nonlinearity without the optomechanical radiation pressure coupling. Therefore, with a proper choice of the gate charge and detuning, the system can be described with a simple Hamiltonian

\[
\hat{H}_{CK} = \hbar \omega_\alpha a^\dagger a + \hbar \omega_m \hat{b}^\dagger \hat{b} + \hbar g_{CK} a^\dagger a(\hat{b}^\dagger + \hat{b})^2. \tag{10}
\]

Looking at Eq. (10), the cavity resonant frequency is starkly shifted due to the number of phonons in the mechanical part, since with proper parameter selection the maximum predicted \(g_{CK}\) can reach up to typical microwave cavity linewidth \(\kappa \sim 2\pi \times 1 - 10\) MHz [5,25]. This allows the system to function as a very good phonon counter with the cavity as the readout.
IV. PERTURBATIVE QUANTUM MECHANICS APPROACH

Here we consider the dynamics of the system with a fully quantum mechanical treatment. This approach better highlights the involvement of the qubit to the enhancement of the cavity-mechanics coupling. In the above circuit model, the quantum capacitance of the Josephson junctions is seen to affect the total capacitance felt by the cavity, whereas here the coupling is seen to arise from a direct perturbation of the cavity and the mechanics on the qubit.

Naturally, the cavity and the mechanics can be considered as harmonic oscillators with Hamiltonians

\[ \hat{H}_c = \hbar \omega_c \hat{a}^\dagger \hat{a}, \]
\[ \hat{H}_m = \hbar \omega_m \hat{b}^\dagger \hat{b}. \]  

(11a)  

(11b)

Here \( \hat{a}^{(1)} \) and \( \hat{b}^{(1)} \) are the annihilation (creation) operators of the cavity photons and the phonons in the moving capacitor, respectively, and we have neglected some terms arising from the detailed derivation provided in Appendix D, since these terms do not contribute to the radiation pressure and CK couplings.

Note that here the cavity frequency \( \omega_c \) is position dependent. A straightforward calculation yields the direct radiation pressure and CK couplings from the quantum mechanical model

\[ g_{\text{rpd}} = \frac{\omega_c \omega_0}{2C_{\Sigma \epsilon} (C_j + C_{\epsilon j})^2} x_{\epsilon \pi}, \]
\[ g_{\text{CKd}} = \frac{1}{2} \omega_c \omega_0 \left[ \frac{3}{4C_{\Sigma \epsilon}^2} \left( \frac{C_j^2 C_{\epsilon j}'}{(C_j + C_{\epsilon j})^2} \right)^2 - \frac{C_j^2}{2C_{\Sigma \epsilon}} \right. \]
\[ \left. \times \left( -2C_{\epsilon j}^2 + (C_j + C_{\epsilon j})^2 C_{\epsilon j}'' \right) \right] x_{\epsilon \pi}, \]  

(12a)  

(12b)

with \( C_{\Sigma \epsilon} = C_c + \frac{C_{\epsilon j} C_j}{C_j + C_{\epsilon j}} \). We denote the optomechanical couplings arising from quantum mechanical model with superscript \( \sim \) to distinguish them from the circuit model couplings. The full derivation is in Appendix D.

The charging energy Hamiltonian of the qubit in the charge basis, expressed with the number of Cooper pairs, is

\[ \hat{H}_{\text{ch}} = 4E_C \sum_n (\hat{n} - \frac{g_0}{2})^2 |n\rangle \langle n| . \]  

(13)

Here AC effects arising from the cavity oscillations are ignored.

Considering the two lowest Cooper pair charge states \( |\text{int}(n_{\text{gq}})\rangle \) and \( |\text{int}(n_{\text{gq}}) + 1\rangle \) as the ground state and excited states, \(|0\rangle\) and \(|1\rangle\), respectively, the charging energy Hamiltonian in the two-level system approximation becomes

\[ \hat{H}_{\text{ch}} = -\frac{B_3}{2} \sigma_z - g_m \hat{v}_m \sigma_z, \]  

(14)

where the following shorthand notation is used:

\[ g_m = 4E_C \delta_{\epsilon \pi} x_{\epsilon \pi} = 4E_C \left( -\frac{1}{2\epsilon} \frac{C_j}{C_{\epsilon j}} \right) x_{\epsilon \pi}, \]  

(15a)

\[ \hat{v}_m = \hat{b} + \hat{b}^\dagger. \]  

(15b)

Here, \( \sigma_x, \sigma_y, \sigma_z \) are Pauli matrices acting on the space spanned by states \(|0\rangle\) and \(|1\rangle\), and \( \hat{a}^{(1)} \). The first term gives the unperturbed qubit excitation energy, and the second arises from the charge fluctuations \( \delta n_m = \frac{\pi}{\Phi_0} \hat{x} \).

The node fluxes on the cavity side of the Josephson junctions and on the qubit island are \( \phi_c \) and \( \phi_1 \), respectively. The tunneling energy Hamiltonian is thus

\[ \hat{H}_{\text{III}} = -E_{11} \cos \left( 2\pi \frac{\phi_1 - \phi_c - \frac{\pi}{2} \Phi_E}{\Phi_0} \right) \]
\[ - E_{12} \cos \left( 2\pi \frac{\phi_1 - \phi_c + \frac{\pi}{2} \Phi_E}{\Phi_0} \right) \]
\[ = -E_1 \cos \left( \frac{\pi \Phi_E}{\Phi_0} \right) \cos \left( 2\pi \frac{\phi_1}{\Phi_0} \right) \cos \left( 2\pi \frac{\phi_c}{\Phi_0} \right) \]
\[ + \sin \left( 2\pi \frac{\phi_1}{\Phi_0} \right) \sin \left( 2\pi \frac{\phi_c}{\Phi_0} \right), \]  

(16)

where symmetrical Josephson junctions (JJs) are assumed. The following results are all written assuming \( E_{11} = E_{12} = E_1/2 \) for simplicity, and the full formulas are presented in the Appendices.
In general, a node flux can be related to the phase of the node with \( \phi_i = 2\pi \frac{n_i}{\eta} \). One can show that the quantized phase of the cavity node can be tied to the annihilation (creation) operator of photons \( \hat{a}^\dagger \) so \( \hat{\phi}_i = n_i (\hat{a}^\dagger - \hat{a}) \), where \( n = \frac{2e^2 Z_0/\hbar}{\eta} \) with \( Z_0 = \sqrt{\gamma_c/\gamma_c} \). The approximations in the quantum mechanical calculation rely on \( \eta \ll 1 \). The conjugate variable of the cavity flux, the cavity charge is similarly defined \( \hat{Q}_c = -i\hbar \frac{\partial H}{\partial \phi_c} \), where the zero-point motion of charge is \( Q_{zp} = \frac{\hbar}{2\eta} \). See Appendix D for the derivations.

The cavity-qubit coupling parameter \( \eta \ll 1 \) for typical microwave cavities. Therefore, we can now expand the sine and cosine terms of \( \hat{\phi}_i \) in Eq. (16) up to second order in \( \eta \). Properties of the phase operators also allow us to identify the superconducting phase of the island with ladder operators in the effective qubit so considering on states \(|0\rangle \) and \(|1\rangle \), we obtain \( \cos(\hat{\phi}_i) \rightarrow \sigma_z/2 \) and \( \sin(\hat{\phi}_i) \rightarrow -\sigma_x/2 \), see Appendix D for derivation. The approximate quantized Hamiltonian for the Josephson junctions is thus

\[
\hat{H}_J = -\frac{B_1}{2} \sigma_z + g_1 \sigma_x \hat{x}_c + g_2 \sigma_y \hat{X}_c^2, \tag{17}
\]

with \( g_1 = B_1 \eta/2 \), \( g_2 = B_1 \eta^2/4 \), and \( \hat{X}_c = \hat{a}^\dagger + \hat{a} \).

Let us decompose the Hamiltonians Eqs. (14) and (17) into parts with the different Pauli matrices and write the full system Hamiltonian

\[
\hat{H} = \hat{H}_c + \hat{H}_m - \frac{1}{2} (B_1 \sigma_z + B_2 \sigma_x + B_3 \sigma_y), \tag{18}
\]

with the perturbed qubit terms

\[
\begin{align*}
\hat{B}_1 &= B_1 - g_2 \hat{X}_c^2, \tag{19a} \\
\hat{B}_2 &= -g_1 \hat{x}_c, \tag{19b} \\
\hat{B}_3 &= B_3 + 2g_m \hat{X}_m. \tag{19c}
\end{align*}
\]

The Hamiltonian Eq. (18) can thus be interpreted as the cavity and the mechanics slightly perturbing the isolated qubit parameters \( B_{1,2,3} \) (\( B_2 = 0 \) for symmetrical JJs). In other words, the qubit mediates the interaction between the cavity and the mechanics leading to a notable enhancement of the coupling.

Let us consider a perturbative approach to solving the cavity-mechanics couplings from Eq. (18) and note that the eigenenergies of a qubit with Hamiltonian \(-\frac{1}{2} (B_1 \sigma_z + B_2 \sigma_x + B_3 \sigma_y)\) are \( \pm \frac{1}{2} \sqrt{B_1^2 + B_2^2 + B_3^2} \). We write the Hamiltonian Eq. (18) in terms of its ground state

\[
\hat{H} = \hat{H}_c + \hat{H}_m - \frac{1}{2} \sqrt{B_1^2 + B_2^2 + B_3^2}
\]

\[
= \hat{H}_c + \hat{H}_m - \frac{1}{2} B \sqrt{1 + \frac{1}{B^2} (\delta \hat{X}_c^2 + \epsilon \hat{X}_m + \lambda \hat{X}_m^2)}, \tag{20}
\]

with

\[
\begin{align*}
B &= \sqrt{B_1^2 + B_2^2}, \tag{21a} \\
\delta &= 4g_2^2, \tag{21b} \\
\epsilon &= 4B_1 g_m, \tag{21c} \\
\lambda &= 4g_m^2. \tag{21d}
\end{align*}
\]

We can expand the square-root term as \( \sqrt{1 + x} \approx 1 + \frac{1}{2} - \frac{x}{2} + \frac{x^2}{8} \) and we note that the expansion is more accurate further away from the degeneracy point of the qubit, when \( B \) is larger. This technique yields cavity-mechanics couplings that approach the ones obtained from the circuit model far away from the degeneracy point when \( E_1 \ll E_C \).

Up to the third order in the expansion, we obtain

\[
\begin{align*}
&-\frac{1}{2} \sqrt{B_1^2 + B_2^2 + B_3^2} \\
&\approx -\frac{1}{2} B - \frac{1}{4B} (\delta \hat{X}_c^2 + \epsilon \hat{X}_m + \lambda \hat{X}_m^2) \\
&+ \frac{1}{16B^3} (\delta \hat{X}_c^2 + \epsilon \hat{X}_m + \lambda \hat{X}_m^2)^2 \\
&- \frac{1}{32B^5} (\delta \hat{X}_c^2 + \epsilon \hat{X}_m + \lambda \hat{X}_m^2)^3, \tag{22}
\end{align*}
\]

where, after normal ordering the cavity and mechanics operators, we identify the radiation pressure coupling as the prefactor of the term \(-\hbar g_{zp} \hat{a}^\dagger \hat{a} (\hat{b}^\dagger + \hat{b})\),

\[
\hbar g_{zp} = \frac{\delta}{4B^3} (-6B^2 + 315\delta + 27\lambda), \tag{23}
\]

and the CK coupling as the prefactor of the term \( \hbar g_{CK} \hat{a}^\dagger \hat{a} (\hat{b}^\dagger + \hat{b})^2 \):

\[
\hbar g_{CKp} = -\frac{\delta}{8B^3} (-24B^2 \lambda + 1260\delta \lambda + 18\epsilon^2 + 108\lambda^2). \tag{24}
\]

The complete radiation pressure coupling from the quantum mechanical calculation is the sum of the direct coupling Eq. (12a) and the qubit mediated coupling Eq. (23) \( \bar{g}_{zp} = g_{zp} + g_{pp} \). Similarly, Eqs. (12b) and (24) give the full CK coupling \( \bar{g}_{CKp} = g_{CKp} + g_{CKp} \).

The circuit and quantum mechanical descriptions of the system dynamics agree qualitatively but have differences quantitatively close to the degeneracy point of the qubit due to the inaccuracy of the perturbative quantum mechanical approach in that regime. However, importantly, the circuit and quantum mechanical models align perfectly in the limit \( E_1 \rightarrow 0 \) and, additionally, good agreement is found far away from the degeneracy point for small \( E_1 \), \( Z_0 \), and \( V_g \). Better agreement is also naturally obtained by going to higher orders in the expansion of the \(-\frac{1}{2} \sqrt{B_1^2 + B_2^2 + B_3^2}\) term. A major reason for the quantitative differences between the different approaches is that the classical circuit theory takes into account only the change in the gate voltage while the quantum mechanical theory also includes the change in the phase across the Josephson junctions in the CPB. Thus, the QM model is in fact mixes the quantum capacitance response \( (V_g \) change) and the Josephson inductance response (phase change). The relevance of the mixing depends on the parameters, which makes an overall estimation of the influence of this effect difficult. This effect becomes larger when reducing \( E_1 \), which clarifies why the agreement at low \( E_1 \) is not achieved as well as expected when \( E_1/E_C \) is reduced, even though ultimately at \( E_1 = 0 \) a perfect agreement is met. In Appendix E, we present the full derivation of these couplings. An important agreement of the two descriptions is also that, at the degeneracy point, the radiation pressure coupling vanishes and the CK coupling...
obtains a large nonzero value enabling a rich platform for phonon counting experiments.

V. DISCUSSION

We are interested in reaching the ultrastrong single-photon coupling regime $\gamma_{\text{rp}} > \omega_{\text{rf}}$, where one can observe the intrinsic nonlinearity of optomechanical coupling that goes unseen for weaker couplings that allow the linearization of the interaction. With our scheme, we are able to obtain a radiation pressure coupling enhancement of seven orders of magnitude by utilizing the high range of tunability offered by the setup. With the proper selection of gate charge and the magnetic flux through the qubit loop, the desired coupling strength for a specific purpose can be obtained. Moreover, owing to the wide tuning options, one can find a regime with enhanced radiation pressure coupling and vanishing CK coupling or vice versa, by utilizing the high range of tunability offered by the setup.

For an optomechanical setup with a direct radiation pressure coupling $g_0$ of the order of 10 Hz, we are thus able to reach a coupling of the order of 100 MHz, which facilitates probing the ground state of a typical flexural nanomechanical resonator without the need for sideband cooling.

Above, we performed our model calculations for a cavity with impedance $Z_0 = 100 \Omega$, which means that the zero-point fluctuations of flux $\Phi_{\text{rp}} = \sqrt{\hbar Z_0}/2$ exceed the zero-point fluctuation of charge $Q_{\text{rp}} = \sqrt{\hbar/(2Z_0)}$, making the device characteristics more strongly influenced by flux than charge fluctuations. As seen in Figs. 2(a) and 3(a), the enhancement of the radiation pressure and CK couplings is more affected by changes in $n_g$ than in $\Phi_E$. With proper tuning of $n_g$, sizable enhancements to $g_{\text{rp}}$ and $g_{\text{CK}}$ can still be obtained even with averaging effects in $\Phi_E$ arising from large phase fluctuations.

In summary, we have analyzed an optomechanical setup based on utilization of Josephson (quantum) capacitance of a CPB to boost the optomechanical coupling. We reach an enhancement of radiation pressure by seven orders of magnitude, which brings the system well into the ultrastrong coupling regime. The coupling is highly tunable by charge and flux bias and, by proper selection of the bias point, strongly enhanced CK coupling without radiation pressure effects can be achieved for phonon-counting purposes.
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FIG. 4. Schematics of the Cooper-pair box circuit for enhancement of optomechanical coupling. For elements, see text.

APPENDIX A: FORMING THE HAMILTONIAN

We define the node flux at node $i$ at time $t$ as

$$\Phi_i(t) = \int V_i(\tau) d \tau.$$  \hspace{1cm} (A1)

This implies that the voltage at node $i$ can be expressed as

$$V_i(t) = \Phi_i.$$  \hspace{1cm} (A2)

The node flux is also related to the phase of the node with

$$\varphi_i = 2\pi \frac{\Phi_i}{\Phi_0},$$  \hspace{1cm} (A3)

where $\Phi_0 = \frac{\hbar}{2e}$ is the flux quantum. The node indices corresponding to each capacitive island of the circuit can be seen in Fig. 4.

The energy stored in the capacitive elements of the circuit is

$$\mathcal{T} = \frac{1}{2}(\Phi_1 - \Phi_2)^2 + \frac{1}{2}(\Phi_1 - \Phi_2)^2 + \frac{1}{2}(C_g G_1 G_2) \Phi_2^2 + \frac{1}{2}(C_c) \Phi_2^2,$$  \hspace{1cm} (A4)

where $C_1 = C_{\text{g1}} + C_{\text{g2}}$ is the capacitance of the Josephson junctions, $C_{\text{g1}}$ and $C_{\text{g2}}$ the gate capacitances, and $C_c$ the capacitance of the LC cavity. The position dependence of $C_{\text{g1}} = C_{\text{g1}}(x)$ is omitted for notational convenience. The bias capacitance $C_B$ is included to induce a bias voltage onto island 2. After taking $C_B \to \infty$, the voltage on island 2 corresponds to the bias voltage. Detailed calculations are given below. Additionally, for the method of nodes to work, the net of the capacitive elements connecting all of the nodes of the circuit needs to be simply connected.

Similarly, the inductive energy of the system is

$$\mathcal{U} = -E_{\text{J1}} \cos \left(2\pi \frac{\Phi_1 - \Phi_2 + \frac{1}{2} \Phi_E}{\Phi_0}\right)$$

$$- E_{\text{J2}} \cos \left(2\pi \frac{\Phi_1 - \Phi_2 - \frac{1}{2} \Phi_E}{\Phi_0}\right)$$

$$+ \frac{1}{2} L_2 \Phi_2^2 + \frac{1}{2} L_2 \Phi_2^2.$$  \hspace{1cm} (A5)
Here $E_{J1}, E_{J2}$ are the Josephson energies of the junctions, $\Phi_E$ the external flux through the loop of the CPB, $L_n$ the bias inductance, and $L_c$ the inductance of the LC cavity.

The Lagrangian $\mathcal{L}(\phi_i, \dot{\phi}_i)$ is thus

$$\mathcal{L} = T - U = \frac{1}{2} \dot{\phi}^T [C] \dot{\phi} - U,$$  

where

$$[C] = \begin{pmatrix}
  C_1 + C_{g1} & -C_{g1} & -C_{g1} & 0 \\
  -C_{g1} & C_{g1} + C_{g2} + C_B & 0 & C_c + C_1 \\
  -C_1 & 0 & C_c + C_1 & 0 \\
  0 & C_c & C_c & C_c + C_1
\end{pmatrix}$$

Now the Hamiltonian of the system $\mathcal{H}(\phi_i, Q_i)$ can be expressed with the conjugate momenta

$$Q_i = \frac{\partial \mathcal{L}}{\partial \dot{\phi}_i}$$  

with the following shorthand notations:

\begin{align}
\frac{1}{C_{\Sigma 1}} &= \frac{(C_c + C_1)(C_B + C_{g1} + C_{g2})}{C_c C_1 (C_B + C_{g2}) + C_{g1} [C_c (C_B + C_{g2}) + C_1 (C_B + C_c + C_{g2})]}, \\
\frac{1}{C_{\Sigma 2}} &= \frac{C_c C_1 + C_{g1} (C_c + C_1)}{C_c C_1 (C_B + C_{g2}) + C_{g1} [C_c (C_B + C_{g2}) + C_1 (C_B + C_c + C_{g2})]}, \\
\frac{1}{C_{\Sigma c}} &= \frac{C_j (C_B + C_{g2}) + C_{g1} [C_c (C_B + C_{g2}) + C_1 (C_B + C_c + C_{g2})]}{C_c C_1 (C_B + C_{g2}) + C_{g1} [C_c (C_B + C_{g2}) + C_1 (C_B + C_c + C_{g2})]}, \\
\frac{1}{C_{\Sigma 12}} &= \frac{C_c C_1 (C_B + C_{g2}) + C_{g1} [C_c (C_B + C_{g2}) + C_1 (C_B + C_c + C_{g2})]}{C_{\Sigma c}}, \\
\frac{1}{C_{\Sigma 1c}} &= \frac{C_j (C_B + C_{g2}) + C_{g1} [C_c (C_B + C_{g2}) + C_1 (C_B + C_c + C_{g2})]}{C_{\Sigma c}}, \\
\frac{1}{C_{\Sigma 2c}} &= \frac{C_g C_1}{C_{\Sigma c}}.
\end{align}

Thus, the Hamiltonian can be written out explicitly

$$\mathcal{H} = \frac{1}{2 C_{\Sigma 1}} Q_1^2 + \frac{1}{2 C_{\Sigma 2}} Q_2^2 + \frac{1}{2 C_{\Sigma c}} Q_c^2 + \frac{1}{C_{\Sigma 12}} Q_1 Q_2 + \frac{1}{C_{\Sigma 1c}} Q_1 Q_c + \frac{1}{C_{\Sigma 2c}} Q_2 Q_c + U.$$  

Define the nominal bias voltage

$$V_b = \frac{Q_2}{C_{\Sigma 2}}$$  

and calculate the real voltage on island 2:

$$\frac{\partial \mathcal{H}}{\partial Q_2} = \frac{1}{C_{\Sigma 2}} Q_2 + \frac{1}{C_{\Sigma 12}} Q_1 + \frac{1}{C_{\Sigma 2c}} Q_c = V_g + \frac{1}{C_{\Sigma 12}} Q_1 + \frac{1}{C_{\Sigma 2c}} Q_c.$$  

In the limit $C_B \to \infty$, we obtain $\frac{\partial \mathcal{H}}{\partial Q_2} = V_g$, i.e., island 2 is now set to a potential that can be tuned with $V_g$.

Define the charging energy of the CPB, the number of Cooper pairs on island 1, and the nominal gate charge:

\begin{align}
E_C &= \frac{e^2}{2 C_{\Sigma 1}}, \\
n &= \frac{Q_1}{2e}, \\
n_g &= -\frac{1}{2e} \frac{C_{\Sigma 1} C_{\Sigma 2}}{C_{\Sigma 12}} V_g.
\end{align}

With these definitions along with Eq. (13), the Hamiltonian Eq. (12) can be reformulated to a standard form

$$\mathcal{H} = 4E_C (n - n_g)^2 + 4E_C \left( \frac{C_{\Sigma 12}^2}{C_{\Sigma 1} C_{\Sigma 2}} - 1 \right) n_g^2 + \frac{1}{2C_{\Sigma c}} Q_c^2 + \left( \frac{1}{C_{\Sigma 1c}} \cdot 2en + \frac{C_{\Sigma 12}}{C_{\Sigma 1} C_{\Sigma 2c}} \cdot 2en_g \right) Q_c + U.$$  
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Let us now focus on \( \mathcal{U} \) in Eq. (A5) and, specifically, the Josephson junction part of it. Let us define the Josephson energies of the junctions as

\[
E_{jj} = \frac{(1 + d) E_1}{2}, \quad (A17a)
\]
\[
E_{j2} = \frac{(1 - d) E_1}{2}, \quad (A17b)
\]

where \( d \in [0, 1] \) describes the difference of the Josephson energies of the two junctions. Using Eq. (A17) and the identity \( \cos(\alpha \pm \beta) = \cos \alpha \cos \beta \mp \sin \alpha \sin \beta \), we can rewrite

\[
-E_{jj} \cos \left( 2\pi \frac{\phi_1 - \phi_c + \frac{1}{2}\Phi_E}{\Phi_0} \right) - E_{j2} \cos \left( 2\pi \frac{\phi_1 - \phi_c - \frac{1}{2}\Phi_E}{\Phi_0} \right)
\]

\[
= -E_j \cos \left( \frac{\Phi_E}{\Phi_0} \right) \left[ \cos \left( 2\pi \frac{\phi_1}{\Phi_0} \right) \cos \left( 2\pi \frac{\phi_c}{\Phi_0} \right) + \sin \left( 2\pi \frac{\phi_1}{\Phi_0} \right) \sin \left( 2\pi \frac{\phi_c}{\Phi_0} \right) \right]
\]

\[
+E_j d \sin \left( \frac{\Phi_E}{\Phi_0} \right) \left[ -\cos \left( 2\pi \frac{\phi_1}{\Phi_0} \right) \sin \left( 2\pi \frac{\phi_c}{\Phi_0} \right) + \sin \left( 2\pi \frac{\phi_1}{\Phi_0} \right) \cos \left( 2\pi \frac{\phi_c}{\Phi_0} \right) \right]. \quad (A18)
\]

Now, the total Hamiltonian of the system can be written as

\[
\mathcal{H} = 4E_C(n - n_g)^2 + 4E_C \left( \frac{C_{\Sigma 12}^2}{C_{\Sigma 1}C_{\Sigma 2}} - 1 \right) n_g^2
\]

\[
+ \frac{1}{2C_{\Sigma c}} Q_c^2 + \left( \frac{1}{C_{\Sigma 1c}} + \frac{C_{\Sigma 12}}{C_{\Sigma 1}C_{\Sigma 2}} \right) 2en_g Q_c
\]

\[
- E_j \cos \left( \frac{\Phi_E}{\Phi_0} \right) \left[ \cos \left( 2\pi \frac{\phi_1}{\Phi_0} \right) \cos \left( 2\pi \frac{\phi_c}{\Phi_0} \right) + \sin \left( 2\pi \frac{\phi_1}{\Phi_0} \right) \sin \left( 2\pi \frac{\phi_c}{\Phi_0} \right) \right]
\]

\[
+E_j d \sin \left( \frac{\Phi_E}{\Phi_0} \right) \left[ -\cos \left( 2\pi \frac{\phi_1}{\Phi_0} \right) \sin \left( 2\pi \frac{\phi_c}{\Phi_0} \right) + \sin \left( 2\pi \frac{\phi_1}{\Phi_0} \right) \cos \left( 2\pi \frac{\phi_c}{\Phi_0} \right) \right]
\]

\[
+ \frac{1}{2L_B} \phi_c^2 + \frac{1}{2L_c} \phi_c^2. \quad (A19)
\]

In the limit \( C_B \to \infty \), the definitions introduced in Eqs. (A11) and (A15) simplify to

\[
\frac{1}{C_{\Sigma 1}} \to \frac{C_c + C_j}{C_c C_j + C_{g1}(C_c + C_j)}, \quad (A20a)
\]

\[
\frac{1}{C_{\Sigma 2}} \to 0, \quad (A20b)
\]

\[
\frac{1}{C_{\Sigma c}} \to \frac{C_{g1} + C_j}{C_c C_j + C_{g1}(C_c + C_j)}, \quad (A20c)
\]

\[
\frac{1}{C_{\Sigma 1c}} \to \frac{C_j}{C_c C_j + C_{g1}(C_c + C_j)}, \quad (A20d)
\]

\[
\frac{1}{C_{\Sigma 12}} \to 0, \quad (A20e)
\]

\[
\frac{1}{C_{\Sigma 2c}} \to 0, \quad (A20f)
\]

\[
n_g \to -\frac{C_{g1}}{2e} V_g, \quad (A20g)
\]

recovering the result that the gate charge is solely determined by the voltage bias and the gate capacitor.

**APPENDIX B: DERIVING THE EFFECTIVE CAPACITANCE**

In the following, we determine the effective capacitance of the CPB part of the circuit. Let us first determine the electric charges on the different islands of the circuit. These arise from the relation in Eq. (A8):

\[
Q_1 = \frac{\partial \mathcal{L}}{\partial \phi_1} = (C_j + C_{g1}) \phi_1 - C_{g2} \phi_2 - C_j \phi_c, \quad (B1a)
\]

\[
Q_2 = \frac{\partial \mathcal{L}}{\partial \phi_2} = (C_{g1} + C_{g2} + C_B) \phi_2 - C_{g1} \phi_1, \quad (B1b)
\]

\[
Q_c = \frac{\partial \mathcal{L}}{\partial \phi_c} = (C_c + C_j) \phi_c - C_{g1} \phi_1. \quad (B1c)
\]

Recall the definition of \( V_g \) in Eq. (A13). In the large \( C_B \) limit, \( C_{\Sigma 2} \to C_B \), and together with the relation Eq. (B1b), \( \phi_2 = V_g \) is implied. Now that the voltage on the island is fixed to \( V_g \) in this limit, the number of Cooper pairs on island 1 can be determined by combining the relations Eqs. (A15b) and (B1a):

\[
n = \frac{Q_1}{2e} = \frac{(C_j + C_{g1}) \phi_1 - C_{g2} \phi_2 - C_j \phi_c}{2e}. \quad (B2)
\]
The voltage on the CPB island is thus
\[ V_1 = \phi_1 = \frac{C_{g1}}{C_1 + C_{g1}} V_g + \frac{2en}{C_1 + C_{g1}} \frac{C_{g1}}{C_1 + C_{g1}} \phi_c \]  
(B3)
and, therefore, the charge across \( C_{g1} \) can be written
\[ Q_{g1} = C_{g1}(V_g - V_1) = \frac{C_{g1}}{C_1 + C_{g1}} V_g - \frac{C_{g1}}{C_1 + C_{g1}} 2en \]
\[ - \frac{C_{g1}}{C_1 + C_{g1}} \phi_c. \]  
(B4)

Notice that here the second term has the opposite sign compared to the calculation presented by Duty et al. [29]. However, our gate charge is also defined with the opposite sign with respect to the gate voltage, see Eq. (A20g). Thus the effective capacitance [Eq. (2) in the main text] obtained here aligns with the results in Ref. [29],
\[ C_{\text{eff}} = \frac{\partial Q_{g1}}{\partial V_g} = \frac{C_{g1} C_1}{C_{g1} + C_1} - \frac{C_{g1}^2}{4e^2} \frac{\partial^2 E_k}{\partial n_g^2}, \]  
(B5)
where \( E_k \) is the \( j \)th energy band of the CPB. We do not have to take the position dependence of \( C_{g1} \) into consideration in this part of the derivation. Since we are considering a voltage bias setup with a resonance frequency well below RC cutoff effects, the voltage on the CPB island is able to follow the movement of the capacitor without difficulties.

**APPENDIX C: RADIATION PRESSURE AND CROSS-KERR COUPLINGS**

Consider the resonance frequency of an LC circuit
\[ \omega_c = \frac{1}{\sqrt{L C_{\text{tot}}}}, \]  
(C1)
where the total capacitance \( C_{\text{tot}} \) arises from the cavity capacitor that is parallel with the second gate capacitor and the effective CPB capacitor
\[ C_{\text{tot}} = C_c + \left( \frac{1}{C_{g1}} + \frac{1}{C_{\text{eff}}} \right)^{-1}. \]  
(C2)

The cavity frequency can be expanded in the position of the moving capacitor \( C_{g1}(x) \):
\[ \omega_c \simeq \omega_c + \frac{\partial \omega_c}{\partial x} x + \frac{1}{2} \frac{\partial^2 \omega_c}{\partial x^2} x^2. \]  
(C3)
Here, the linear term corresponds to the radiation pressure coupling. Thinking about a simple optical cavity, the decrease in cavity length should lead to the increase in cavity frequency. The quantization of the circuit gives the position operator the form \( \hat{x} = x_p(b^\dagger + b) \), where \( x_p \) is the zero point motion. Thus the radiation pressure coupling is
\[ \hbar g_{\text{rp}} = -\hbar \frac{\partial \omega_c}{\partial x} x_p. \]  
(C4)
A straightforward calculation yields
\[ \frac{\partial \omega_c}{\partial x} = -\frac{1}{2} \frac{C_{g2}^2}{(C_{g2} + C_{\text{eff}})^2} \frac{\omega_c}{C_{\text{tot}}} \frac{\partial C_{\text{eff}}}{\partial x}, \]  
(C5)
with
\[ \frac{\partial C_{\text{eff}}}{\partial x} = -\frac{C_{g1}^2}{C_{g1} + C_1} \frac{\partial^2 E_k}{\partial n_g^2} - \frac{C_{g1} C_{g2}}{2e^2} \frac{\partial^2 E_k}{\partial n_g^2}, \]  
(C6)

arising from the expression Eq. (2). Here the prime notation is used to mark the \( n \) derivatives. Using the chain rule, we can determine
\[ \frac{\partial}{\partial x} \left( \frac{\partial^2 E_k}{\partial n_g^2} \right) = \frac{\partial n_g}{\partial x} \frac{\partial}{\partial n_g} \left( \frac{\partial^2 E_k}{\partial n_g^2} \right) = -\frac{V_g}{2e} C_{g1}^2 \frac{\partial^2 E_k}{\partial n_g^2}. \]  
(C7)

where the gate charge definition Eq. (A20g) is used. Thus we obtain
\[ \frac{\partial C_{\text{eff}}}{\partial x} = -\frac{C_{g1}^2}{C_{g1} + C_1} \frac{\partial^2 E_k}{\partial n_g^2} + \frac{C_{g1} C_{g2}}{8e^3} V_g \frac{\partial^3 E_k}{\partial n_g^2}, \]  
(C8)
leading to the radiation pressure coupling [Eq. (5) in the main text]
\[ \hbar g_{\text{rp}} = \hbar x_p \left[ \frac{1}{2} \frac{C_{g2}^2}{(C_{g2} + C_{\text{eff}})^2} \frac{\omega_c}{C_{\text{tot}}} \right] \left[ \frac{C_{g1} C_{g2}}{C_{g1} + C_1} \frac{\partial^2 E_k}{\partial n_g^2} + \frac{V_g}{8e^3} \frac{\partial^3 E_k}{\partial n_g^2} \right]. \]  
(C9)

by plugging Eqs. (C5) and (C8) back to (C4).

Conversely, the CK coupling arises from \( \hbar \frac{\partial^2 \omega_c}{\partial x^2} x_p^2 \), leading to
\[ \hbar g_{\text{CK}} = \frac{1}{2} \hbar \frac{\partial^2 \omega_c}{\partial x^2} x_p^2. \]  
(C10)

A direct calculation leads to
\[ \frac{\partial^2 \omega_c}{\partial x^2} = \omega_c \frac{C_{g2}^2}{4(C_{g2} + C_{\text{eff}})^2} \frac{4(C_c + 3C_{g2}) + 4(C_c + C_{g2})C_{\text{eff}}}{4(C_{g2} + C_{\text{eff}})^2} \frac{\partial C_{\text{eff}}}{\partial x} \]  
\[ - \omega_c \frac{C_{g2}^2}{2(C_{g2} + C_{\text{eff}})(C_c C_{g2} + (C_c + C_{g2})C_{\text{eff}})} \frac{\partial^2 C_{\text{eff}}}{\partial x^2}, \]  
(C11)
where

\[
\frac{\partial^2 C_{\text{eff}}}{\partial x^2} = - \frac{2 C_1 C_{g_1}^2}{(C_{g_1} + C_J)^2} + \frac{C_1 C_{g_1}''}{C_{g_1} + C_J} + C_J \left[ \frac{2 C_{g_1}^2}{(C_{g_1} + C_J)^2} - \frac{C_{g_1}''}{(C_{g_1} + C_J)^2} \right] - \frac{1}{4e^2} \left[ 4 C_{g_1} \frac{\partial}{\partial x} \left( \frac{\partial^2 E_k}{\partial n_g^2} \right) + (2 C_{g_1}^2 + 2 C_{g_1} C_{g_1}'') \frac{\partial^2 E_k}{\partial n_g^2} + C_{g_1}^2 \frac{\partial^2}{\partial x^2} \left( \frac{\partial^2 E_k}{\partial n_g^2} \right) \right].
\]

(C13)

Utilizing the second-order chain rule \( \frac{\partial^2 y}{\partial x^2} = \frac{\partial^2 y}{\partial x \partial x} \), we obtain

\[
\frac{\partial^2}{\partial x^2} \left( \frac{\partial^2 E_k}{\partial n_g^2} \right) = \left( \frac{\partial n_g}{\partial x} \right) \frac{\partial^4 E_k}{\partial n_g^2} + \frac{\partial^2 n_g}{\partial x^2} \frac{\partial^3 E_k}{\partial n_g^3}
\]

\[
= \left( -\frac{V_g}{2e} C_{g_1} \right) \frac{\partial^4 E_k}{\partial n_g^2} - \frac{V_g}{2e} C_{g_1} \frac{\partial^3 E_k}{\partial n_g^3},
\]

(C13)

giving the explicit form of the second derivative

\[
\frac{\partial^2 C_{\text{eff}}}{\partial x^2} = - \frac{C_1 C_{g_1}^2}{(C_{g_1} + C_J)^2} + \frac{C_1 C_{g_1}''}{C_{g_1} + C_J} + C_J \left[ \frac{2 C_{g_1}^2}{(C_{g_1} + C_J)^2} - \frac{C_{g_1}''}{(C_{g_1} + C_J)^2} \right] - \frac{1}{4e^2} \left[ 2 C_{g_1}^2 + 2 C_{g_1} C_{g_1}'' \right] \frac{\partial^2 E_k}{\partial n_g^2} - \left( 2 C_{g_1} C_{g_1} V_g e + C_{g_1} C_{g_1} V_g e \right) \frac{\partial E_k}{\partial n_g^2} + C_{g_1} \frac{V_{g}^{2}}{2e^{2} g_{1}} \frac{\partial^2 E_k}{\partial n_g^2}
\]

\[
\frac{\partial^2}{\partial x^2} \left( \frac{\partial^2 E_k}{\partial n_g^2} \right),
\]

(C14)

which is the result Eq. (9) in the main text.

**APPENDIX D: QUANTIZING THE HAMILTONIAN**

Let us divide the full Hamiltonian Eq. (A19) into parts. The cavity, mechanics, cavity-mechanics-CPB coupling, charging, and Josephson-junction sub-Hamiltonians are

\[
\mathcal{H} = \mathcal{H}_{c} + \mathcal{H}_{m} + \mathcal{H}_{cm} + \mathcal{H}_{ch} + \mathcal{H}_{IJ},
\]

(D1a)

\[
\mathcal{H}_{c} = \frac{1}{2 C_{\Sigma_{c}}} Q_{c}^{2} + \frac{1}{2 L_{c}} \phi_{c}^{2},
\]

(D1b)

\[
\mathcal{H}_{m} = 4 E_{c} \left( \frac{C_{\Sigma_{12}}}{C_{\Sigma_{1}} C_{\Sigma_{2}}} - 1 \right) n_{g}^{2},
\]

(D1c)

\[
\mathcal{H}_{cm} = \frac{C_{\Sigma_{12}}}{C_{\Sigma_{1}} C_{\Sigma_{2}}} 2 e n_{g} Q_{c},
\]

(D1d)

\[
\mathcal{H}_{ch} = 4 E_{c} (n - n_{g})^{2} + \frac{1}{C_{\Sigma_{1}}} 2 e n_{g} Q_{c}.
\]

(D1e)

\[
\mathcal{H}_{IJ} = - E_{1} \cos \left( \pi \frac{\Phi_{E}}{\Phi_{0}} \right) \cos (\varphi_{1}) \cos (\varphi_{c})
\]

\[
+ \sin (\varphi_{1}) \sin (\varphi_{c}) \right) + E_{1} d \sin \left( \pi \frac{\Phi_{E}}{\Phi_{0}} \right)
\]

\[
\times \left[ - \cos (\varphi_{1}) \sin (\varphi_{c}) + \sin (\varphi_{1}) \cos (\varphi_{c}) \right],
\]

(D1f)

**1. Cavity Hamiltonian**

Let us first quantize the cavity Hamiltonian Eq. (D1b). Quantized cavity flux and its conjugate momentum (charge) fulfill the canonical commutation relation

\[
[\hat{\phi}_{c}, \hat{Q}_{c}] = i \hbar,
\]

(D2)

and introduce bosonic operators \( \hat{a}, \hat{a}^\dagger \) with \([\hat{a}, \hat{a}^\dagger] = 1 \) so

\[
\hat{\phi}_{c} = \Phi_{zp} (\hat{a} + \hat{a}^\dagger),
\]

(D3a)

\[
\hat{Q}_{c} = -i Q_{zp} (\hat{a} - \hat{a}^\dagger).
\]

(D3b)

Applying these to the canonical commutation relation Eq. (D2) implies

\[
2 \Phi_{zp} Q_{zp} = \hbar.
\]

(D4)

Thus we can rewrite the quantized cavity Hamiltonian

\[
\hat{H}_{c} = \left( \frac{Q_{zp}^{2}}{C_{\Sigma_{c}}} + \Phi_{zp}^{2} \right) \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right) + \left( - \frac{Q_{zp}^{2}}{2 C_{\Sigma_{c}}} + \Phi_{zp}^{2} \right) \times (\hat{a}^{2} + \hat{a}^{\dagger 2}),
\]

(D5)

where we can denote \( \hbar \omega_{c} = \frac{\Phi_{zp}^{2}}{C_{\Sigma_{c}}} + \frac{\Phi_{zp}^{2}}{L_{c}} \). \( \Phi_{zp} \) and \( Q_{zp} \) can be solved from this using the relation Eq. (D4) and the standard way of writing the cavity angular frequency:

\[
\omega_{c} = \frac{1}{\sqrt{C_{\Sigma_{c}} L_{c}}}
\]

(D6)

We find that

\[
Q_{zp} = \sqrt{\frac{\hbar Z_{0}}{2 \omega_{c}}},
\]

(D7a)

\[
\Phi_{zp} = \sqrt{\frac{\hbar Z_{0}}{2}},
\]

(D7b)

\[
Z_{0} = \frac{L_{c}}{C_{\Sigma_{c}}},
\]

(D7c)

and thus the cavity Hamiltonian can be written

\[
\hat{H}_{c} = \hbar \omega_{c} (\hat{a}^\dagger \hat{a} + \frac{1}{2})
\]

(D8)

where the constant term can be neglected without loss of generality.

Recall that in Eq. (D6) we have a position-dependent capacitance \( C_{\Sigma_{c}} \). Thus we obtain a direct optomechanical coupling that is not enhanced by the qubit similar to the terms not
involving derivatives of the qubit energy bands in the circuit approach. A straightforward calculation yields us the result Eq. (12a) in the main text,
\[
\tilde{g}_{\text{pd}} = -\frac{\partial \omega_c}{\partial x} x_p = \frac{\omega_c}{2C_{\Sigma}} \left[ \frac{C_1 C_{\text{g1}}}{(C_1 + C_{\text{g1}})^2} \right]^2 x_p, \tag{D9}
\]
and similarly for the direct CK coupling
\[
\tilde{g}_{\text{CKd}} = \frac{1}{2} \frac{\partial^2 \omega_c}{\partial x^2} x_p^2 = \frac{1}{2} \left[ \frac{3\omega_c}{2C_{\Sigma}^2} \right]^2 \left[ \frac{C_1^2 C_{\text{g1}}}{(C_1 + C_{\text{g1}})^2} \right]^2 \frac{-2C_{\text{g2}}^2 + (C_1 + C_{\text{g1}})C_{\text{g2}}^\prime}{(C_1 + C_{\text{g1}})^3} \right] x_p^2, \tag{D10}
\]
i.e., Eq. (12b) in the main text.

A simple calculation shows that the direct optomechanical couplings from the circuit method Eqs. (C9) and (C10) align with the corresponding quantum mechanical results Eqs. (12a) and (12b) when $C_{\text{g2}}$ is large. From the circuit model, the direct couplings are obtained by ignoring the energy band terms, i.e., setting $E_j = 0$.

2. Mechanics Hamiltonian

The mechanics Hamiltonian Eq. (D1c) can be quantized in a similar fashion. Notice that the gate charge $n_g$ is displacement $x$ dependent as the capacitance $C_g(x)$ depends on the separation of the gate electrodes. We approximate
\[
n_g \approx n_g + \frac{\partial n_g}{\partial x} \Delta x, \tag{D11}
\]
and using the definition of $n_g$ Eq. (A20g), we find
\[
\frac{\partial n_g}{\partial x} = -\frac{C_{\text{g1}}}{2e} V_g. \tag{D12}
\]
By defining bosonic operators for the mechanics $\hat{b}, \hat{b}^\dagger$ with $[\hat{b}, \hat{b}^\dagger] = 1$, we may quantize the displacement as
\[
\hat{x} = x_p (\hat{b} + \hat{b}^\dagger). \tag{D13}
\]
The quantized mechanics Hamiltonian is thus (neglecting constants)
\[
\hat{H}_m = 4E_c \left( \frac{C_{\Sigma1}}{C_{\Sigma1} C_{\Sigma2}} - 1 \right) \left[ 2 \frac{\partial n_g}{\partial x} x_p \hat{b} \hat{b}^\dagger + 2 n_g \frac{\partial n_g}{\partial x} x_p (\hat{b}^\dagger + \hat{b}) + \left( \frac{\partial n_g}{\partial x} \right)^2 x_p^2 (\hat{b}^{\dagger 2} + \hat{b}^2) \right] = \hbar \omega_{\text{m}} \hat{b} \hat{b}^\dagger + h_1 (\hat{b}^\dagger + \hat{b}) + h_2 (\hat{b}^{\dagger 2} + \hat{b}^2). \tag{D14}
\]
We now have enough information to also quantize $H_{\text{em}}$ Eq. (D1d) that directly couples the cavity to the mechanics, and obtain
\[
\hat{H}_{\text{em}} = \frac{C_{\Sigma1}}{C_{\Sigma1} C_{\Sigma2}} \cdot 2e \left( n_g + \frac{\partial n_g}{\partial x} \right) Q \tilde{g}_{\text{em}} = -i2e \frac{C_{\Sigma1}}{C_{\Sigma1} C_{\Sigma2}} \left[ n_g - \frac{C_{\text{g1}}}{2e} V_g x_p (\hat{b} + \hat{b}^\dagger) \right] Q (\hat{a} - \hat{a}^\dagger). \tag{D15}
\]
This term is, however, omitted in the discussion since the cavity-mechanics coupling arising from it is not of the radiation or CK form.

3. Josephson junction Hamiltonian

To quantize the Josephson junction Hamiltonian Eq. (D1f), let us first discuss how the phase on the CPB island relates to the qubit operations when the tunneling junctions are considered as two-level systems. The following derivation closely follows the treatment of tunnel junctions by Vool and Devoret [42]. The tunneling Hamiltonian of a Josephson junction can be written in a number basis using the transmitted charge through the junction, which in terms of Cooper pairs reads as
\[
\hat{H}_T = -\frac{E_T}{2} \sum_{N=-\infty}^{N=\infty} \left[ |N+1\rangle \langle N+1| + |N+1\rangle \langle N| \right]. \tag{D16}
\]
where the tunneling energy is denoted by $E_T$. This number basis representation can be related to the alternate phase basis by equations
\[
|\psi\rangle = \sum_{N=-\infty}^{\infty} e^{iN\phi} |N\rangle, \tag{D17a}
\]
\[
|N\rangle = \frac{1}{2\pi} \int_0^{2\pi} d\phi e^{-iN\phi} |\psi\rangle. \tag{D17b}
\]
A straightforward calculation reveals that the operator
\[
e^{i\phi} = \frac{1}{2\pi} \int_0^{2\pi} d\phi e^{i\phi} |\psi\rangle \langle \psi| \tag{D18}
\]
has the following translation properties:
\[
e^{i\phi} |N\rangle = |N+1\rangle, \tag{D19a}
\]
\[
e^{-i\phi} |N\rangle = |N-1\rangle. \tag{D19b}
\]
Confining our approach to a two-level setting, i.e., we only consider qubit states $|0\rangle$ and $|1\rangle$, directly leads to
\[
\cos \tilde{\phi} = \frac{1}{2} [e^{i\phi} + e^{-i\phi}] = \frac{1}{2} [|1\rangle \langle 0| + |0\rangle \langle 1|] = \frac{1}{2} \sigma_x, \tag{D20a}
\]
\[
\sin \tilde{\phi} = \frac{1}{2i} [e^{i\phi} - e^{-i\phi}] = \frac{i}{2} [|1\rangle \langle 0| - |0\rangle \langle 1|] = -\frac{1}{2} \sigma_y. \tag{D20b}
\]
We may thus identify
\[
\cos (\tilde{\phi}_1) = \frac{1}{2} \sigma_x, \tag{D21a}
\]
\[
\sin (\tilde{\phi}_1) = -\frac{1}{2} \sigma_y, \tag{D21b}
\]
where $\sigma_x,y$ are the Pauli matrices with conventions
\[
\sigma_x = |1\rangle \langle 0| + |0\rangle \langle 1| = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \tag{D22a}
\]
\[
\sigma_y = i(|0\rangle \langle 1| - |1\rangle \langle 0|) = i \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \tag{D22b}
\]
\[
|0\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \tag{D22c}
\]
\[
|1\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}. \tag{D22d}
\]
By recalling the cavity flux operator Eq. (D3a) and the phase-flux relation $\tilde{\phi}_c = 2\pi \frac{\phi_c}{\Phi_0}$, we can write

$$\tilde{\phi}_c = \eta(\hat{a} + \hat{a}^\dagger), \quad (D23a)$$

$$\eta = \sqrt{\frac{2e^2Z_0}{\hbar}}. \quad (D23b)$$

We can expand the trigonometric functions of the cavity flux operators in the JJ Hamiltonian Eq. (D1f):

$$\sin(\tilde{\phi}_c) \approx \sin(\hat{a} + \hat{a}^\dagger), \quad (D24a)$$

$$\cos(\tilde{\phi}_c) \approx 1 - \frac{1}{2} \tilde{\phi}_c^2 = 1 - \frac{1}{2} \eta^2(\hat{a} + \hat{a}^\dagger)^2. \quad (D24b)$$

Taking the lowest order approximation of the trigonometric functions is an important limiting factor of the accuracy of the quantum mechanical approach to the circuit dynamics. This allows only very small values of $\eta$, i.e., small values of $Z_0$, to be considered. Higher order approximation would improve the accuracy of the results compared to the circuit method but our aim here is only to highlight the intermediate steps of the quantum mechanical calculation.

Now the Josephson junction Hamiltonian simplifies to

$$\hat{H}_{JJ} = -\frac{E_1}{2} \left[ \cos \left( \frac{\pi}{\Phi_0} \Phi E \right) \sigma_x + d \sin \left( \frac{\pi}{\Phi_0} \Phi E \right) \sigma_y \right] + \frac{E_1}{2} \left[ \cos \left( \frac{\pi}{\Phi_0} \Phi E \right) \sigma_y - d \sin \left( \frac{\pi}{\Phi_0} \Phi E \right) \sigma_x \right] \eta(\hat{a} + \hat{a}^\dagger)$$

$$+ \frac{E_1}{4} \left[ \cos \left( \frac{\pi}{\Phi_0} \Phi E \right) \sigma_x + d \sin \left( \frac{\pi}{\Phi_0} \Phi E \right) \sigma_y \right] \eta^2(\hat{a} + \hat{a}^\dagger)^2$$

$$= -\frac{B_1}{2} \sigma_x - \frac{B_2}{2} \sigma_y + g_1 \sigma_x \hat{x}_c + g_2 \sigma_x \hat{x}_c^2 + g_3 \sigma_x \hat{x}_c^3 + g_4 \sigma_x \hat{x}_c^4,$$  

(D25)

with

$$B_1 = E_1 \cos \left( \frac{\pi}{\Phi_0} \Phi E \right). \quad (D26a)$$

$$B_2 = E_1 d \sin \left( \frac{\pi}{\Phi_0} \Phi E \right). \quad (D26b)$$

$$g_1 = \frac{B_1}{2} \eta. \quad (D26c)$$

$$g_2 = \frac{B_1}{4} \eta^2. \quad (D26d)$$

$$g_3 = -\frac{B_2}{2} \eta. \quad (D26e)$$

$$g_4 = \frac{B_2}{4} \eta^2. \quad (D26f)$$

$$\hat{x}_c = \hat{a} + \hat{a}^\dagger. \quad (D26g)$$

In the limit $d \to 0$, i.e., symmetric Josephson junctions, Eq. (17) in the main text is obtained.

To obtain the result Eq. (13) in the main text, we omit the second term with the cavity charge $\hat{Q}_c$, since we restrict ourselves to a low-frequency analysis of the circuit. The neglected term is of the form $\sim -i2\nu \omega_n \Phi_0 (\hat{a} - \hat{a}^\dagger)$, essentially coupling the voltage of the cavity to the qubit charge. With low enough cavity resonance frequencies, this term is not significant and including it would only result in unnecessary algebraic complications in the perturbation theory approach that we use to estimate the quantum mechanical couplings due to it not commuting with other terms in the Hamiltonian. The eigenenergies are thus $E_n = 4E_C(n - n_g^\circ)^2$ parabolas as the function of $n_g$. Assuming that $E_3 \ll E_C$, the contribution from the JJ Hamiltonian Eq. (D25) to the qubit energy is negligible and the total qubit energy can be approximated with the parabolas $E_n$.

Denote $n_{g^\circ} = \text{int}(n_{g^\circ}) + \delta n_{g^\circ}$ with $\delta n_{g^\circ} \in [0, 1]$ and concentrate on the states closest to $n_{g^\circ}$, i.e., $n = \text{int}(n_{g^\circ})$ and $n = \text{int}(n_{g^\circ}) + 1$, and call these states $|0\rangle$ and $|1\rangle$, respectively. From $E_n$, we can see that the degeneracy point of this well-defined qubit is at $n_g = \frac{1}{2}$.

Thus, in the two-level system approximation, the charging Hamiltonian is

$$\hat{H}_{ch} = 2E_C(1 - 2\delta n_{g^\circ}) \sigma_z$$

$$= 2E_C(1 - 2\delta n_{g^\circ}) \sigma_z - 4E_C \frac{\partial \sigma_z}{\partial \hat{x}_c} \hat{x}_c$$

(D28)

where

$$B_3 = -\frac{B_3}{2} \sigma_z - g_\text{m} \hat{x}_m \sigma_z,$$

(D29a)

$$g_\text{m} = 4E_C \frac{\partial \sigma_z}{\partial \hat{x}_c} \hat{x}_c = 4E_C \left( -\frac{1}{2e} \frac{C_{1\text{c}}}{C_{2\text{c}}} \frac{\partial \hat{V}_c}{\partial \hat{x}_c} \right)$$

(D29b)

$$\hat{x}_m = \hat{b} + \hat{b}^\dagger.$$

(D29c)

### APPENDIX E: PERTURBATIVE APPROACH TO THE QUBIT

Let us regroup the quantized Hamiltonians based on their effects on the qubit,

$$\hat{H} = \hat{H}_0 + \hat{H}_x + \hat{H}_y + \hat{H}_z,$$

(E1a)

$$\hat{H}_0 = \hat{\hat{H}}_0 + \hat{\hat{H}}_\text{m} + \hat{\hat{H}}_\text{cm},$$

(E1b)

$$\hat{H}_x = \left[ -\frac{1}{2} \hat{B}_1 + g_3 \hat{x}_c + g_3 x_c^2 \right] \sigma_x = -\frac{1}{2} \hat{B}_1 \sigma_x,$$

(E1c)

$$\hat{H}_y = \left[ -\frac{1}{2} \hat{B}_2 + g_1 \hat{x}_c + g_3 x_c^2 \right] \sigma_y = -\frac{1}{2} \hat{B}_2 \sigma_y,$$

(E1d)

$$\hat{H}_z = \left[ -\frac{1}{2} \hat{B}_3 - g_\text{m} \hat{x}_m \right] \sigma_z = -\frac{1}{2} \hat{B}_3 \sigma_z,$$

(E1e)

with

$$\hat{B}_1 = B_1 - 2g_3 \hat{x}_c - 2g_3 x_c^2,$$

(E2a)

$$\hat{B}_2 = B_2 - 2g_1 \hat{x}_c - 2g_3 x_c^2,$$

(E2b)

$$\hat{B}_3 = B_3 + 2g_3 \hat{x}_m.$$  

(E2c)

Provided that $E_C \gg E_3$, the additional terms in $\hat{B}_j$ on can be considered as a small perturbation to the unperturbed qubit.
Hamiltonian
\[ \hat{H}_{Q0} = -\frac{1}{2} (B_1 a_1 + B_2 a_2 + B_3 a_3). \]  
(E3)

We can treat our system with a perturbation approach to the \( \hat{H}_{Q0} \) with eigenenergies \( \pm \sqrt{B_1^2 + B_2^2 + B_3^2} \). Thus we can approximate the full Hamiltonian as a perturbation to the qubit ground state
\[ \hat{H} = \hat{H}_{Q0} - \frac{1}{2} \sqrt{B_1^2 + B_2^2 + B_3^2}. \]  
(E4)

Let us write in the above expression explicitly
\[ -\frac{1}{2} \sqrt{B_1^2 + B_2^2 + B_3^2} = -\frac{1}{2} B \sqrt{1 + \frac{1}{B^2} \left( \alpha \delta \lambda + \beta \delta \lambda + \delta \delta \lambda + \epsilon \delta \lambda + \lambda \delta \lambda \right)}. \]  
(E5)

with
\[ B = \sqrt{B_1^2 + B_2^2 + B_3^2}, \]
\[ \alpha = -4(B_1 g_3 + B_2 g_1) = 0, \]
\[ \beta = 4(g_3^2 + g_1^2 - B_1 g_2 - B_2 g_4) = 0, \]
\[ \rho = 8(g_2 g_3 + g_1 g_4) = 0, \]
\[ \delta = 4(g_3^2 + g_1^2), \]
\[ \epsilon = 4B_3 g_m, \]
\[ \lambda = 4g^2_m. \]
(E6a)

Recall that \( \sqrt{1 + x} \approx 1 + \frac{x}{2} - \frac{x^2}{8} + \frac{x^3}{16} \), which allows us to expand the above expression provided that \( B \) is large, i.e., \( E_C \) is large:
\[ -\frac{1}{2} B \sqrt{1 + \frac{1}{B^2} \left( \alpha \delta \lambda + \beta \delta \lambda + \delta \delta \lambda + \epsilon \delta \lambda + \lambda \delta \lambda \right)} \]
\[ \approx -\frac{1}{2} B - \frac{1}{4B} \left( \delta \delta \lambda + \epsilon \delta \lambda + \lambda \delta \lambda \right) \]
\[ + \frac{1}{16B^2} \left( \delta \delta \lambda + \epsilon \delta \lambda + \lambda \delta \lambda \right)^2 \]
\[ - \frac{1}{32B^3} \left( \delta \delta \lambda + \epsilon \delta \lambda + \lambda \delta \lambda \right)^3. \]  
(E7)

We can now identify the terms contributing the radiation pressure coupling (\( \delta \delta \lambda \)), CK coupling (\( \delta \delta \lambda \)). We also need to take into account the prefactors arising from normal ordering the terms contributing to these couplings \( \alpha \delta \lambda \), \( \beta \delta \lambda \), \( \delta \delta \lambda \), \( \epsilon \delta \lambda \), \( \lambda \delta \lambda \), respectively.

The qubit-mediated part of the radiation pressure coupling [Eq. (23) of the main text] is thus
\[ \hbar g_{\text{med}} = \frac{\delta \epsilon}{4B^2} \{ -6B^2 + 315 \delta + 27 \lambda \}. \]  
(E8)

Here we have an extra minus sign fixing the radiation pressure coupling to \( g_{\text{med}} = -\frac{\hbar \omega}{2b_0} \), i.e., \( \hbar \omega_0(x) \Delta \hat{a} = \approx \hbar (a_0 - g_{\text{med}} \hat{a}) \Delta \hat{a} \).

Finally, the qubit-mediated part of CK coupling [Eq. (24) of the main text] is
\[ \hbar g_{\text{CK}} = -\frac{\delta}{2} \frac{B^2}{\lambda} \{ -2AB^2 \lambda + 1260B^2 \lambda + 18 \epsilon^2 + 108 \lambda^2 \}. \]  
(E9)

Now the full optomechanical couplings are obtained from the direct couplings Eqs. (D9), (D10), and the qubit mediated couplings Eqs. (E8) and (E9) as \( g_{\text{med}} = g_{\text{med}} + g_{\text{med}} + g_{\text{med}} \) and \( g_{\text{CK}} = g_{\text{CK}} + g_{\text{CK}} + g_{\text{CK}} \).

The third-order expansion for the radiation pressure coupling is not crucial for the result to align well with the circuit model far away from the degeneracy point of the qubit. However, for the CK coupling, expanding to third order offers much better results compared to the circuit model than just the second-order expansion, the third order being the lowest approximation with complete qualitative agreement between the circuit and QM models. The second-order expansion of the CK coupling only captures the maximum amplification at the degeneracy point but the side peaks on both sides of the maximum enhanced coupling are missing.

In Fig. 5(a), we see that the radiation pressure coupling arising from the perturbative quantum mechanical method coincides with the result from the circuit model far away from the degeneracy point of the qubit. Similarly, in Fig. 5(b), results for the CK couplings from the two approach each other far away from the degeneracy point. The accuracy of the QM perturbation approach relies on the magnitude of the expansion parameter \( \frac{B}{\lambda} (\delta \delta \lambda + \epsilon \delta \lambda + \lambda \delta \lambda) \) being small. However, this parameter reaches its maximum values, i.e., the approximation of the qubit ground-state energy has its largest inaccuracy, in the domain of \( b n g_0 \sim 0.5 \), where the enhancement maxima of the optomechanical couplings are obtained. This contributes to the quantitative difference between the circuit and QM approaches in the vicinity of the degeneracy point of the qubit. Besides the \( n_g \) tunability, magnitude of the expansion parameter depends on multiple system parameters and the validity of the expansion should be checked on a case by case basis. The circuit method, therefore, provides a more reliable picture in terms of the quantitative predictions when discussing the charge tuning regime that is relevant in obtaining the maximum enhancement of the optomechanical couplings.

Going to the limit \( E_I \ll E_C \) significantly improves the agreement until at \( E_I = 0 \) one obtains the same limiting direct couplings from the two methods. A better agreement between the circuit approach and the quantum mechanical calculation is also achieved for small \( V_g \) and \( Z_0 \). Reducing \( V_g \) overall decreases the optomechanical couplings, and for small cavity impedance \( Z_0 \), the term \( \frac{2}{\omega} \hat{a} \Delta \hat{a} \) in the charging Hamiltonian Eq. (D27) describing the effect that the cavity voltage has on the charge of the qubit becomes less significant and the approximation that we have performed in omitting it becomes better justified. The radiation pressure couplings from the classical circuit and QM approaches converge faster to the same value when reducing \( E_I \) than the CK couplings due to the CK coupling being a higher order effect that is not crucial for the result to align well with the circuit model.
FIG. 5. (a) Comparison between radiation pressure coupling from the quantum mechanical perturbation theory and the circuit model. Ratio between them approaches 1 far away from charge degeneracy points as $E_J/E_C$ ratio becomes smaller. (b) Similar comparison for the CK couplings obtained from the two approaches. Here $V_g = 1\text{V}$ and $Z_0 = 1/\Omega_1$ to showcase a limit with a good agreement between the two approaches due to the significance of the omitted $\hat{\epsilon}_c/\Sigma_1\hat{Q}_c$ term from the charging Hamiltonian Eq. (D27) becoming negligible with smaller cavity impedance. The ratios diverting from 1 closer to the degeneracy point of the qubit are due to the maximum enhancement being achieved at slightly different bias points and small difference in the widths of the enhancement peaks in the two methods. Also the parameter used to expand the ground-state energy of the qubit in the QM approach reaches its maximum value close to the degeneracy point, increasing the inaccuracy of the perturbation approach in this regime. $E_C/h = 10\text{GHz}$ is fixed in these simulations.
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