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Abstract—A frequent task in exploratory data analysis consists in examining pairwise dependencies between data variables. Popular approaches include visualizing correlation or scatter plot matrices. However, both methods can be misleading. The former is primarily limited because it reports a single value for a pair of random variables. Furthermore, scatter plots can fail to convey the dependency structure between variables properly. In this paper we discuss these shortcomings and present alternative and richer visualizations based on copula functions, which fully determine the dependency between continuous random variables. Since copulas seldom appear in the data visualization literature we first review essential theory, and propose alternative scatter plots and several heatmaps for assessing the statistical association between two continuous random variables. These visualizations not only allow users to detect independence, but also increasing and/or decreasing trends in the data through a color coding, which can also be applied in other methods such as parallel coordinates.
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1 INTRODUCTION

Exploratory data analysis (EDA) [32] is one of the first stages of a data analysis process where the goal is to obtain an overview of the data, and often involves statistical graphs or data visualization methods and tools. A frequent task in EDA consists in assessing dependencies between the data variables by combining information from visualizations and numerical measures of association. For example, these dependence relationships can be exploited when performing feature or model selection [16, 17, 22, 25] by revealing redundant variables, or the strength of the associations with a target variable.

The most popular method for visualizing two quantitative data variables is the ubiquitous scatter plot. Since it displays the data “as it is” (i.e., no information is lost through its visual encoding) it is one of the most useful and popular statistical graphs [13]. Scatter plots may seem to be the most adequate and straightforward technique to display the relationship between two variables. However, when it comes to revealing statistical dependence we will explain, through the theory of copula functions [27], that scatter plots can actually be misleading. Consequently, scatter plot matrices (SPLOM) [2] also suffer from this drawback.

Statisticians and data analysts also often rely on single measures of association between two quantitative variables such as Pearson’s correlation coefficient, or Spearman’s and Kendall’s rank correlation coefficients. These scalar values are used in correlation matrices, also known as corrgrams [13], and frequently complement the scatter plots in SPLOM. While these popular correlations may provide useful summaries, they do not constitute formal dependence measures and can also be misleading when quantifying dependence. Again, we will use the theory of copulas to justify this claim, showing the connection between these correlation measures and copulas.

The paper has two main contributions. Firstly, we study and question the appropriateness of using scatter plots as a visualization tool to estimate the dependence between continuous random variables. Specifically, we will show that the so called pseudo-observations, which constitute the most popular approach for visualizing copulas, are better suited for detecting independence or weak dependencies. In particular, we will show that by choosing different marginal distributions a bivariate distribution represented as a scatter plot can display patterns that can mislead users when interpreting independence or weak dependencies.

Secondly, we propose several heatmaps for visualizing information related to an empirical copula. The first two allow users to approximate association measures such as Spearman’s rank correlation coefficient and Schweizer-Wolff’s dependence measure [33]. More importantly, we introduce a normalized measure of differences between an empirical copula and a copula that represents independence. With this measure we construct a heatmap that highlights deviations from independence, i.e., increasing and/or decreasing trends in data. Moreover, these heatmaps can be used to assign colors to data pairs that can be exploited in other visualizations such as scatter plots or parallel coordinate plots.

The paper is structured as follows. Section 2 reviews related work, while Sec. 3 summarizes essential elements of copula theory. In Sec. 4 we describe methods for visualizing information (in particular, associations between continuous random variables) related to copulas. In Sec. 5 we present the results of a user study regarding pseudo-observations. Finally, Sec. 6 includes the main conclusions and a discussion.

2 RELATED WORK

Statistical dependence is usually analyzed and quantified through computational methods. To the best of our knowledge, the most common approach for visualizing relationships between continuous random variables consists of the standard scatter plot, or scatter plot matrices when working with more than two variables. In this latter case it is also common to use correlation matrices or corrgrams [13], which, for instance, show the values of correlation measures through a color coding. These types of visualizations can be extended in a number of ways, by including ellipses, fitted curves, polygons, winglets, glyphs, graphs, etc. (see [3, 7, 14, 24, 28, 29, 39]). There are a few techniques that are able to indicate independence for categorical data, such as mosaic plots (see [12]). However, the study in this paper will focus exclusively on continuous data, where we will use basic scatter plots and heatmaps.

Several works have carried out in-depth studies related to the perception of Pearson’s correlation coefficients for Gaussian random variables [5, 18, 30, 34]. In this paper we will focus on a more general concept of statistical dependence, which is more complex but also more powerful and realistic. Moreover, we will focus on other measures of association such as Spearman’s concordance or Schweizer-Wolff’s dependence measure.

Lastly, copula theory has not been fully exploited in the visualization literature. The work in [20] uses copulas to model dependence between random variables, which is arguably the most common application of copula theory. However, it is not focused on the same goal as our paper, which is visualizing and interpreting dependence in terms of copulas and their transformations.
3 Background

For the reader’s convenience, in this section we provide a summary of copula theory and results for quick reference.

3.1 Copula functions

Modeling and quantifying dependence between random variables is central to statistical science. Yet surprisingly, little attention has been paid to a formal definition of what should be understood as a dependence measure and what should not, as mentioned in [6], where the authors point out that the first book devoted to dependence concepts was published as late as 1997 [19].

A key concept regarding statistical dependence is copula functions, which are defined as follows:

Definition 1 A bivariate copula is a function \( C : [0, 1]^2 \to [0, 1] \) that satisfies the following:
1. \( C(u, 0) = 0 = C(0, v) \);
2. \( C(u, 1) = u \) and \( C(1, v) = v \);
3. For all \( u_1 \leq u_2 \) and \( v_1 \leq v_2 \):
   \[
   C(u_2, v_2) - C(u_2, v_1) - C(u_1, v_2) + C(u_1, v_1) \geq 0.
   \]

Copula functions were introduced and coined in 1959 by Sklar [35], who proved that there exists a functional link between the marginal distribution functions of a random vector and its joint distribution function precisely through a copula function. If \( (X, Y) \) is a random vector with joint probability distribution function \( F_{X,Y}(x, y) = P(X \leq x, Y \leq y) \) and marginal continuous distribution functions \( F_X(x) = F_{X,Y}(x, +\infty) \) and \( F_Y(y) = F_{X,Y}(+\infty, y) \) then by Sklar’s Theorem [35] there exists a unique copula function \( C_{X,Y} : [0, 1]^2 \to [0, 1] \) such that
\[
F_{X,Y}(x, y) = C_{X,Y}(F_X(x), F_Y(y)).
\]

It is important to note that since the marginal distributions have no information about how each random variable may interact with others, all the information regarding their dependence is in the underlying copula function. Thus, it is possible to express dependence measures through copulas, with no involvement of the marginal distributions.

Furthermore, since \( X \) and \( Y \) are independent random variables if and only if their joint distribution function is the product of the marginal distributions, i.e., \( F_{X,Y} = F_X(x)F_Y(y) \), it follows that the unique underlying copula for independence is
\[
\Pi(u, v) = uv.
\]

We will also call this function the product copula, which we show in Figure 1(a).

Sklar’s Theorem also shows that for any copula function \( C \) and any univariate continuous distribution functions \( F \) and \( H \) the function defined by
\[
K(x, y) = C(G(x), H(y))
\]
is in fact a joint distribution with marginals \( K(x, +\infty) = G(x) \) and \( K(+\infty, y) = H(y) \). Therefore, [5] provides a flexible way to build multivariate probability models with any given copula and any desired marginal distributions. An immediate corollary of (1) or (3) is that the underlying copula function can be expressed as follows:
\[
C(u, v) = K(G^{-1}(u), H^{-1}(v)),
\]
and therefore from any given joint distribution \( C \) we can obtain its underlying copula function.

Two important copulas arise as a consequence of the Fréchet-Hoeffding bounds for joint distribution functions (see [11] and [21]), combined with Sklar’s Theorem. In particular, any copula \( C \) is bounded by:
\[
W(u, v) \leq C(u, v) \leq M(u, v),
\]
where \( W(u, v) = \max\{u + v - 1, 0\} \) and \( M(u, v) = \min\{u, v\} \) are also copulas, and therefore such bounds are best possible. Figure 1(b) and (c) show \( W \) and \( M \), which we will denote as the lower and upper bound copulas.

3.2 Measures of association

One of the early attempts to provide a formal definition for a dependence measure was the work by [31], published in the same year as Sklar’s Theorem. Therefore, it did not take into consideration copula functions and the proposal was too restrictive. In 1981 [33] published copula-based dependence measures for the first time. The first book devoted to copula functions was published in 1999 by [27] and includes a formal definition of what should be understood as a dependence measure and a concordance measure, which we describe below.

3.2.1 Dependence measures

Definition 2 A numeric measure \( \delta \) of association between two continuous random variables \( X \) and \( Y \) whose copula is \( C \) is a dependence measure if it satisfies the following properties (where we write \( \delta_{X,Y} \) or \( \delta_C \) if convenient):
1. \( \delta_{X,Y} = \delta_{Y,X} \);
2. \( 0 \leq \delta_{X,Y} \leq 1 \);
3. \( \delta_{X,Y} = 0 \) if and only if \( X \) and \( Y \) are independent;
4. \( \delta_{X,Y} = 1 \) if and only if each of \( X \) and \( Y \) is almost surely a strictly monotone function the other;
5. if \( \alpha \) and \( \beta \) are almost surely strictly monotone functions on the supports of the random variables \( X \) and \( Y \), respectively, then \( \delta_{\alpha(X), \beta(Y)} = \delta_{X,Y} \);
6. if \( \{X_n, Y_n\} : n = 1, 2, \ldots \) is a sequence of continuous random variables with copulas \( C_n \), and if \( \{C_n : n = 1, 2, \ldots \} \) converges pointwise to \( C \), then \( \lim_{n \to \infty} \delta_{C_n} = \delta_C \).

As mentioned by [33] and [27], any suitably normalized measure of distance between the surfaces \( z = C(u, v) \) and \( z = \Pi(u, v) \), that is, any \( L_p \)-distance, yields a symmetric nonparametric measure of dependence for \( p \in [1, \infty) \). In particular, the \( L_1 \)-distance is known as Schweizer-Wolfson dependence measure
\[
\delta_C = 12 \int_0^1 \int_0^1 |C(u, v) - \Pi(u, v)| \, du \, dv,
\]
which is based on the works of [31] and [33], and is formally defined in [27]. We will use this measure throughout the rest of the paper to quantify the dependence between two continuous random variables. More generally, for \( 1 \leq p < \infty \) any \( L_p \)-distance between \( C \) and \( \Pi \) given by
\[
\delta_C(p) := \left( \inf_{k_p} \int_0^1 \int_0^1 |C(u, v) - \Pi(u, v)|^p \, du \, dv \right)^{1/p}
\]
also satisfies Definition 2 for a dependence measure. The constant \( k_p \) is chosen so that the quantity in (7) is equal to 1 whenever \( C = \Pi \) or \( C = M \). It can be shown that the \( L_p \)-distance satisfies all but property 4 in Definition 2 for a dependence measure [27].

\[
\Lambda_C = 4 \sup |C(u, v) - \Pi(u, v)|.
\]

Regarding property 5 it is worth mentioning that for the particular case when \( \alpha \) and \( \beta \) are strictly increasing the underlying copula for \( (X, Y) \) is the same as for \( (\alpha(X), \beta(Y)) \). Thus, the dependence measure does not change given a fixed copula \( C \):
\[
C_{\alpha(X), \beta(Y)} = C_{X,Y}
\]
if \( \alpha \uparrow, \beta \uparrow \).

3.2.2 Concordance measures

Definition 3 [32] A numeric measure \( \kappa \) of association between two continuous random variables \( X \) and \( Y \) whose copula is \( C \) is a concordance measure if it satisfies the following properties (where we write \( \kappa_{X,Y} \) or \( \kappa_C \) if convenient):
1. \( -1 \leq \kappa_{X,Y} \leq 1 \), \( \kappa_{X,X} = 1 \), \( \kappa_{X,-X} = -1 \);
2. $\kappa_{X,Y} = \kappa_{Y,X}$;

3. if $X$ and $Y$ are independent then $\kappa_{X,Y} = 0$;

4. $\kappa_{-X,Y} = \kappa_{X,-Y} = -\kappa_{X,Y}$;

5. if $C_1 \leq C_2$ then $\kappa_{C_1} \leq \kappa_{C_2}$;

6. if $\{(X_n, Y_n) : n = 1, 2, \ldots\}$ is a sequence of vectors of continuous random variables with copulas $C_n$, and if $\{C_n : n = 1, 2, \ldots\}$ converges pointwise to $C$, then $\lim_{n \to \infty} \kappa_{C_n} = \kappa_C$.

It is important to emphasize that a zero value for a concordance measure does not imply independence, in contrast to dependence measures. If $X$ is a concordance measure for continuous random variables $X$ and $Y$ it has been proved (see [27]) that the following properties hold:

a) if $Y = g(X)$ (almost surely) with $g$ a strictly increasing function then $\kappa_{X,Y} = 1$;

b) if $Y = g(X)$ (almost surely) with $g$ a strictly decreasing function then $\kappa_{X,Y} = -1$;

c) if $\alpha$ and $\beta$ are almost surely strictly increasing functions on the supports of the random variables $X$ and $Y$, respectively, then $\kappa_{\alpha(X), \beta(Y)} = \kappa_{X,Y}$.

The concordance measure by Spearman [36] was published quite before Sklar’s Theorem, but it has been shown that it can be expressed just in terms of the underlying copula [27]:

$$\rho_C = 12 \int_0^1 \int_0^1 (C(u,v) - \Pi(u,v)) \, dudv$$

(10)

Spearman’s $\rho_C$ and Schweizer’s $\sigma_C$ have an interpretation in terms of the following type of dependence as discussed in [23]:

**Definition 4** Random variables $X$ and $Y$ are positively quadrant dependent (PQD) if for all $(x, y) \in \mathbb{R}^2$:

$$P(X \leq x, Y \leq y) \geq P(X \leq x)P(Y \leq y)$$

or equivalently:

$$P(X > x, Y > y) \geq P(X > x)P(Y > y)$$

(11)

(12)

As clearly explained by [27] $X$ and $Y$ are PQD if the probability that they are simultaneously small (or simultaneously large) is greater or equal than in the case of independence. By reversing the sense of the inequalities (11) and (12) we get negatively quadrant dependent (NQD) random variables, with the following interpretation: the probability that they are simultaneously small (or simultaneously large) is less or equal than in the case of independence. These types of dependence are specially relevant in regression analysis. Applying Sklar’s Theorem to (11) we obtain that PQD and NQD are equivalent to $C(u, v) \geq uv$ and $C(u, v) \leq uv$, respectively.

The pair $(\rho_C, \sigma_C)$ provides valuable information about dependence. Note that the integrand in (10) is the absolute value of the integrand in (11), which implies that $-\sigma_C \leq \rho_C \leq \sigma_C$. Therefore, if $\rho_C = \sigma_C$ then $X$ and $Y$ are PQD, and if $\rho = -\sigma_C$ then $X$ and $Y$ are NQD. If $-\sigma_C < \rho_C < \sigma_C$ this implies that $C > \Pi$ and $C < \Pi$ in disjoint subsets of its domain. Thus, $\rho_C$ is an average value of quadrant dependence, which could be zero. If $\rho_C = 0$ with $C \neq \Pi$ (i.e., the random variables are not independent) then certainly $\sigma_C > 0$.

A very popular measure of association is Pearson’s correlation coefficient, given by $r_{X,Y} = \text{Cov}(X, Y)/\sqrt{\text{Var}(X)\text{Var}(Y)}$, where Cov and V denote covariance and variance, respectively. However, it is neither a dependence measure nor a concordance measure, and is prone to a number of pitfalls as discussed extensively in [8]. Firstly, $r_{X,Y} = 0$ does not imply independence. Thus, it is not a dependence measure according to property 3 in Definition 2. Secondly, copula-based measures always exist, since by Sklar’s Theorem the underlying copula always exists. However, $r_{X,Y}$ depends on the existence of second moments of the random variables. Additionally, the covariance can be expressed as:

$$\text{Cov}(X, Y) = \int_0^1 \int_0^1 (C(u,v) - \Pi(u,v)) \, dFdF^{-1}(u)dF^{-1}(v).$$

Although it involves the underlying copula function, it also depends on information from the marginal distributions, which have no information about the dependence between the random variables. Therefore, for a fixed copula (i.e., for a specific dependence structure), $r_{X,Y}$ may provide different values just by changing the marginal distributions.

3.3 Empirical copula and measures of association

An empirical copula is a consistent nonparametric estimation of the true underlying copula (see [4]), based on an observed random sample {$\{(x_1, y_1), \ldots, (x_n, y_n)\}$ from a random vector $(X, Y)$, and which is a function $C_n : \{0, 1/n, \ldots, (n - 1)/n, 1\}^2 \to [0, 1]$:

$$C_n \left( \frac{i}{n}, \frac{j}{n} \right) = \frac{1}{n} \sum_{k=1}^n \mathbb{I}_{\{x_{(k)}i \leq s_k, y_{(k)} \leq j\}}$$

(13)

where $x_{(i)}$ represents the order statistic with rank $i \in \{1, \ldots, n\}$, $C_n(i/n, 0) = C_n(0, j/n)$, and $\mathbb{I}_A$ is the indicator function of condition $A$. In terms of such empirical copula it is possible to obtain an empirical version of Spearman’s concordance measures (10) [27]:

$$\rho_n = \frac{12}{n^2 - 1} \sum_{i=1}^n \sum_{j=1}^n \left[ C_n \left( \frac{i}{n}, \frac{j}{n} \right) - \frac{ij}{n^2} \right]$$

(14)

and adapting (10) we obtain an empirical estimation of Schweizer’s dependence measure [6]:

$$\sigma_n = \frac{12}{n^2 - 1} \sum_{i=1}^n \sum_{j=1}^n \left[ C_n \left( \frac{i}{n}, \frac{j}{n} \right) - \frac{ij}{n^2} \right]$$

(15)
4 Copula Visualizations

Copula functions can be shown through 3D surfaces such as the ones in Figure 1 or as 2D contour plots. However, these visualizations of a single copula are generally not useful for extracting information regarding dependence, mainly because in practice it is necessary to compare a copula with \(\Pi\), \(W\) and/or \(M\). Thus, other visualizations are needed in order to exploit the information in copulas. In this section we describe two main types of copula visualizations. The first approach is often used in the literature and consists of a transformation of a regular scatter plot. The second is a novel approach that is based on heatmaps that show differences between the empirical copula and \(\Pi\). These heatmaps can also be used to color other types of visualizations (e.g., scatter plots or parallel coordinates).

4.1 Pseudo-observations: marginal-free scatter plots

The most common approach for visualizing information related to a copula is through a scatter plot of "observed values" of the copula, known as pseudo-observations. Let \((X, Y)\) be a random vector of continuous random variables with underlying copula \(C_{X,Y}\) and marginal (continuous) distribution functions \(F_X\) and \(F_Y\). If we define \(U := F_X(X)\) and \(V := F_Y(Y)\) it is well known from elementary probability theory that \(U\) and \(V\) are continuous uniform random variables with support in the open interval \((0,1)\). By (9), we have \(C_{X,Y} = C_{U,V}\), and therefore the observed random samples \(\{(x_1,y_1),\ldots,(x_n,y_n)\}\) and \(\{(u_1,v_1),\ldots,(u_n,v_n)\}\), where \(u_k = F_X(x_k)\) and \(v_k = F_Y(y_k)\), have the same underlying copula. Moreover, since \(F_X(u) = u\) and \(F_Y(v) = v\), then by Sklar’s Theorem:

\[
F_{U,Y}(u,v) = C_{U,Y}(F_X(u),F_Y(v)) = C_{X,Y}(u,v) = C_X(u,v).
\]  

Thus, \(\{(u_1,v_1),\ldots,(u_n,v_n)\}\) may be considered as marginal-free observations from copula \(C_{X,Y}\). If the marginals \(F_X\) and \(F_Y\) are unknown, we may replace them by their empirical estimations (10):

\[
G_n(x) = \frac{1}{n} \sum_{k=1}^n I_{\{x_k \leq x\}}, \quad H_n(y) = \frac{1}{n} \sum_{k=1}^n I_{\{y_k \leq y\}}.
\]  

The observed values \(\{(u_1,v_1),\ldots,(u_n,v_n)\}\), given by \(u_k = G_n(x_k)\) and \(v_k = H_n(y_k)\), are estimations of the observed values of the copula, i.e., the pseudo-observations (10), which are also marginal-free.

Assessing dependence visually through a scatter plot of pseudo-observations has an advantage over a regular scatter plot of the data. Specifically, while both use dependence information (the copula), the latter mixes it with information that has nothing to do with the dependence (the marginals). Thus, it introduces "noise" that can produce patterns that might be misleading.

Figure 2 illustrates three bivariate distributions that we have generated with the same underlying copula, and therefore the same dependence structure (in this case, independence). However, by choosing different marginals we obtain quite different scatter plots. In particular, we first generated data of two independent uniform distributions, \(U\) and \(V\), as shown in (a). Since the marginals are uniform the scatter plot can also be considered to be a plot of pseudo-observations. Note that the bivariate uniform distribution indicates that the variables are independent. Subsequently, in (b) and (c) we generated new data by choosing different marginals \(F_X\) and \(F_Y\), and setting \(X := F_X^{-1}(U)\) and \(Y := F_Y^{-1}(V)\). Note that the three data sets share the same copula as an immediate consequence of (3), (4), and (9). Thus, the data variables in (b) and (c) are also independent. However, users generally interpret that there exists some degree of dependence between the variables due to the patterns that appear in the scatter plots. In Sec. 3 we will show results of a study regarding how users estimate dependence through pseudo-observations and regular scatter plots.

4.2 Copula-based heatmaps

Since Spearman’s concordance measure (10) is the average of quadrant dependence \(C(u,v) - \Pi(u,v)\) over \([0,1]\), and Schweizer’s dependence measure (9) is an average of the absolute difference \(|C(u,v) - \Pi(u,v)|\), we propose heatmaps as straightforward visualizations that show the following empirical differences:

\[
\mathcal{H}_0 = \left\{ 12 \left[ \frac{C_{n,j} - \Pi_{n,j}}{n^2} \right] : i, j \in \{1, \ldots, n-1\} \right\}, \tag{18}
\]

\[
\mathcal{H}_n = \left\{ 12 \left[ \frac{C_{n,j} - \Pi_{n,j}}{n^2} \right] : i, j \in \{1, \ldots, n-1\} \right\}, \tag{19}
\]

where the values of \(\mathcal{H}_0\) are in a \([-3,3]\) scale, and the values of \(\mathcal{H}_n\) are in a \([0,3]\) scale, as an immediate consequence of (3). It is important to note that the mean of the values in \(\mathcal{H}_0\) and \(\mathcal{H}_n\) are nonparametric estimates of \(\rho_C\) and \(\sigma_C\), respectively. Thus, with an appropriate coloring scale it is possible to approximate \(\rho_C\) and \(\sigma_C\) by estimating the mean of the colors of the heatmaps.

We also propose using heatmaps to visualize normalized differences between \(\Pi\) and the empirical copula as a proportion with respect to the distance to the closest Fréchet-Hoeffding bound:

\[
D_n \left( \frac{i}{n}, \frac{j}{n} \right) = \begin{cases} \frac{C_{n,j} - \Pi_{n,j}}{M_{n,j} - \Pi_{n,j}} & \text{if } C_{n,j} \geq \Pi_{n,j} \\ \frac{\Pi_{n,j} - C_{n,j}}{M_{n,j} - W_{n,j}} & \text{if } C_{n,j} < \Pi_{n,j} \end{cases}, \quad \text{for } i, j \in \{1, \ldots, n-1\}. \tag{20}
\]

Figure 3 shows these heatmaps for four data sets whose scatter plot is shown in the first column. The second and third columns show the corresponding heatmaps \(\mathcal{H}_0\) and \(\mathcal{H}_n\), respectively. In (a) we have chosen a data set for which the relationship between the variables \(X\) and \(Y\) is strictly decreasing, which implies that \(\rho_C = -1\) and \(\sigma_C = 1\). Equivalently, since the copula for this data set is \(W\), the differences between it and the product copula \(\Pi\) are maximal, where the greater values are located along the \(V = 1 - U\) diagonal. The corresponding heatmaps for \(\mathcal{H}_0\) and \(\mathcal{H}_n\) are shown in (b) and (c), respectively. It is worth mentioning that the average of the colors (i.e., heatmap values) is \(-1\) for \(\mathcal{H}_0\) and \(1\) for \(\mathcal{H}_n\). However, it is cumbersome to estimate these means visually for two main reasons. On the one hand, the heatmap is not uniform. On the other hand, the colors can range from \([-3,3]\) in \(\mathcal{H}_0\) and from \([0,3]\) in \(\mathcal{H}_n\), whereas the values to be estimated are in \([-1,1]\) for \(\rho_C\) and in \([0,1]\) for \(\sigma_C\). Note that the colors close to the borders of the heatmaps will be very pale (for the particular chosen palette) since all of the copulas are identical at those borders (i.e., the differences between the copulas will be close to 0 near the borders). Alternatively, in (d) we use \(\mathcal{H}_n\), which leads to a uniform heatmap for this data set.

The data set in (e) contains an overall increasing trend, but it is formed by five Gaussian clusters that individually would present a negative correlation (it could serve as an example of the well-known Simpson’s paradox). In this case the relationship between the variables is also strong (\(\rho_C \approx -0.80\), \(\sigma_C \approx 0.81\)) and increasing. Thus, the majority of the values in \(\mathcal{H}_0\) are positive and the slope of the apparent elliptical shape is similar to that of the diagonal \((U = V)\), as shown in (f). The absolute values of \(\mathcal{H}_0\) represented in \(\mathcal{H}_n\) lead to a similar pattern in (g). In the normalized heatmap in (h) we can also perceive a strong increasing relationship, where the darker red colors stand out much more than in (f).

The relationship between the data variables in (i) is weaker (\(\rho_C \approx -0.04\), \(\sigma_C \approx 0.32\)). In this case \(\mathcal{H}_0\) exhibits pale shades of red and blue. This indicates that there are both increasing and decreasing trends in the data, but the relationship between the variables is only moderate. Since there is approximately the same amount of red as blue users could guess that \(\rho_C\) should be close to 0. In \(\mathcal{H}_n\) we see pale shades of purple, where the mean of the colors is 0.32. However, this
average is difficult to calculate visually. In \( \mathcal{H} \), shown in (I), the normalization allows us to see the existence of increasing and decreasing trends in the data more clearly than in (j).

Finally, the four clusters in (m) were generated through two independent bimodal distributions. The majority of colors in the three heatmaps in (n), (o) and (p) are very close to white given their palettes. However, as a result of the normalization, the borders of \( \mathcal{H} \) may present regions with values close to 1 or -1.

We can also use \( \mathcal{H} \) to assign colors to individual data pairs, which could be used in any visualization that shows these pairs such as scatter plots or parallel coordinate graphs. In particular, we propose using the coordinates of the pseudo-observations to recover colors of \( \mathcal{H} \). Formally, given some data pair \((x_k, y_k)\), with corresponding pseudo-observations \((\hat{u}_k, \hat{v}_k)\), we associate it with the value (color) of \( \mathcal{H}(i/n, j/n) \), where \((i/n, j/n)\), for \( i, j \in \{1, \ldots, n-1\} \), is the closest point to \((\hat{u}_k, \hat{v}_k)\). The first column of Fig. 4 illustrates this association. In particular, we have used the four colored \( \mathcal{H} \) heatmaps of Fig. 3 and superimposed the pseudo-observations of the data. Essentially, each pair is assigned the color corresponding to the heatmap at the location of its observation.

The usefulness of this combination can be seen in scatter plots or other types of visualizations that may benefit from showing increasing and decreasing trends. The second, third and fourth columns of Fig. 4 shows colored pseudo-observations, scatter plots, and parallel coordinate plots, respectively. Specifically, red indicates increasing patterns, blue is related to decreasing trends, and white suggests independence. For the first data set the relationship between the variables is strictly decreasing and therefore all of the points receive the color (darkest blue) associated with -1 in (b), (c) and (d). This example illustrates the appropriateness of using a uniform colormap for a strictly monotonic relationship.

For the second (row) data set \( \mathcal{H} \) is predominantly red. Thus, even though the clusters have a negative correlation individually, they are colored red due to the overall increasing trend in the data. In this regard, it is important to note that the colors can not be interpreted individually. They must be analyzed globally and taking into account the colors of their neighbors. Observe that the increasing relationship is less clear in the two extreme clusters. Lastly, in the parallel coordinates plots the colors can also avoid misinterpretations. Note that the visualization shows five “X” patterns typical of decreasing relationships (such as the one in (d)). Again, the red colors help to perceive the overall increasing trend.

The figures in the third row illustrate how this approach allows us to visualize decreasing and/or increasing trends in the data. Lastly, the colors can also be used to detect independence effortlessly, as illustrated in the example of the last row.

5 Experiments and results

We carried out an experiment to evaluate the ability of users to perceive dependence in regular scatter plots and ones based on pseudo-observations. The participants were eight electrical engineering professors familiar with statistics and data science methods, and four professors of statistics. Their ages ranged from 25 to 49. Each user was shown 39 scatter plots (see Fig. 5 and Fig. 7) on a square figure, and they had to estimate a degree of statistical dependence between the two represented variables. The users controlled a slider in order to select values from 0 (independence) to 1 (“total” dependence). We did not offer any explanation regarding the definition of independence, but clarified that total dependence would be a situation in which the value of one variable could be completely determined by the value of the other. The data sets used can be found in the supplemental material.

In order to analyze statistically significant differences between the users’ dependence assessments based on scatter plots, in contrast to those based on the pseudo-observations corresponding to such scatter plots, we performed paired two-sample sign tests [26], but under a Bayesian approach [1] since it is better suited for a small sample size \( m = 12 \) users. For each pair (scatter plot, pseudo-observations) we analyzed the pairs \((S_i, T_i)\), for \( i \in \{1, \ldots, m\} \), where \( S_i \) and \( T_i \) are the perceived dependencies from the scatter plot and the pseudo-observations, respectively. We then define the indicator random variables \( Z_i = \mathbb{1}_{\{S_i > T_i\}} \), which are independent and identically distributed Bernoulli random variables with unknown parameter \( \theta = P(S > T) \).

By using a conjugate family as a non-informative prior distribution we get a posterior distribution for \( \theta = P(S > T) \), which is a Beta distribution with parameters \( \hat{\theta} = (\hat{\sum} + 1) / (\hat{\sum} + m - \hat{\sum}) \). Therefore, as a point estimate (under the quadratic loss) the mean of such distribution is \( \hat{\theta} = (\hat{\sum} + 1) / (\hat{\sum} + m + 1) \). In addition, we build minimum length 100\% credible interval \([a, b]\) estimates for \( \theta = P(S > T) \).

The first set of scatter plots to evaluate are shown in Fig. 5. The plot in (e) corresponds to pseudo-observations, and we generated the other eight plots (a-d) and (f-i) by just choosing different marginal distributions (see Fig. 2). The pseudo-observations corresponding to each scatter plot are therefore the ones in (e). This implies that all of the plots have the same dependence structure (i.e. the same underlying copula), and therefore the same value for Schweizer’s dependence \( (\sigma_2 = 0.407) \) and Spearman’s concordance \( (\rho_S = 0.4) \).

The stacked histogram in (j) shows the frequency of the dependence estimates provided by the users. The darker gray bars indicate the estimates associated with the plot of pseudo-observations, while...
the lighter blue bars are related to the estimates on the regular scatter plots. The large dispersion of the estimates related to the scatter plots stands out, which reveals the high difficulty of estimating dependence through these visualizations. Furthermore, in this example the estimates are generally smaller for pseudo-observations.

Table 1 shows the results of applying the paired two-sample sign Bayesian test to contrast users’ dependence assessments for the 8 plots against their dependence assessment based directly on the pseudo-observations. For each case if \( \hat{\theta} \) is close to 0.5 that means that there is not a big difference in the dependence assessments when visualizing the scatter plot or the pseudo-observations, while farther values of \( \hat{\theta} \) from 0.5 imply the opposite. The significant column contains a Yes if 0.5 does not belong to the \([a, b]\) interval estimate for \( \theta = P(S > T) \), and a No when it does. In 6 out of 8 cases the difference is significant, and in the other 2 cases the 0.5 value is closer to the lower bound of the interval rather than closer to the point estimate \( \hat{\theta} \). In all 8 cases we get point estimates for \( \theta = P(S > T) \) above 0.5. Lastly, the results support the claim that the estimates for pseudo-observations are different than those for regular scatter plots. In this example, the dependence estimates are greater for scatter plots even though the dependence is exactly the same for the pseudo-observations. Thus, using marginals that are not uniform seems to induce larger dependence estimates.

We also used a second set of 15 scatter plots and their associated pseudo-observations, but with different empirical values \( \sigma_\theta \) for Schweizer’s dependence. These plots are shown in Fig. 7. Table 2 shows the results of the analysis where the differences were significant in 9 out of the 15 cases, with point estimates for \( \theta = P(S > T) \) quite above 0.5. This, again, might be interpreted as the effect of the marginals on dependence assessment, which can lead to larger estimates when analyzing scatter plots, despite sharing the same dependence with the pseudo-observations.
In this paper we have presented several visualization approaches for helping users to understand and interpret the statistical dependence between continuous random variables. The present work has two main contributions. On the one hand, we show that regular scatter plots are not ideal tools for determining dependence. Instead, we suggest using copula pseudo-observations, which stem from transforming the data according to the (empirical) cumulative distribution functions. Pseudo-observations can be considered as marginal-free scatter plots, and are better suited for estimating dependence since the marginals, which do not contain information regarding the relationship between variables, may introduce noise and can hamper the interpretation of the depen-
Our experiments have shown that pseudo-observations are especially useful for detecting dependence when the two random variables are independent or present weak dependencies. However, it is important to note that the participants in the study did not receive any instructions or guidance (except for clarifying the maximum “total” dependence situation: when the value of one variable is completely determined by the value of the other). In the future we plan on studying the benefits of pseudo-observations over regular scatter plots of real and synthetic data, with users with prior training on how to interpret pseudo-observations.

Secondly, we have proposed alternative visualizations based on heatmaps for analyzing empirical copulas. Two are related to Spearman’s concordance measure and Schweizer-Wolff’s dependence measure, where users could approximate these values by averaging over the represented colors. However, it is difficult to obtain accurate estimates of these means visually. Thus, we have proposed a normal-
Fig. 7. Second set of scatter plots used in the experiments in section 5. Each row of blue-dotted scatter plots is followed by a row of their corresponding black-dotted pseudo-observations. For example (16) are the pseudo-observations for (1) and therefore both have exactly the same dependence structure (copula).

normalized measure of differences between an empirical copula and the copula that represents independence. With this measure we construct a heatmap that highlights normalized deviations from independence, i.e., increasing and/or decreasing trends in data. Moreover, these heatmaps can be used to assign colors to data pairs that can be exploited in other visualizations such as scatter plots or parallel coordinate plots.

In this work we have focused on the statistical dependence between continuous random variables, because in this case the underlying copula is unique and defined on the whole unit square ([0, 1]^2). Future work will be devoted to the case when at least one of the random variables is not continuous. In such case the copula exists but it is not unique. What is unique is a subcopula function [9] which has a similar definition but whose domain is a proper subset of the unit square. This brings different challenges in terms of measuring and visualizing dependence.
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