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Abstract—An erasure code is said to be a code with sequential recovery with parameters \(r\) and \(t\), if for any \(s \leq t\) erased code symbols, there is an \(s\)-step recovery process in which at each step we recover exactly one erased code symbol by contacting at most \(r\) other code symbols. Equivalently, there exist \(r\) codewords \(h_1, \ldots, h_r\), not necessarily distinct, in the dual code \(C^\perp\), such that \(i \in \text{supp}(h_i)\) and \(|\text{supp}(h_i)| \leq r + 1\) for \(1 \leq i \leq n\) where \(\text{supp}(h_i)\) denotes the support of the codeword \(h_i\).

I. INTRODUCTION

An \([n,k]\) code \(C\) is said to have locality \(r\) if each of the \(n\) code symbols of \(C\) can be recovered by contacting at most \(r\) other code symbols. Equivalently, there exist \(n\) codewords \(h_1, \ldots, h_n\), not necessarily distinct, in the dual code \(C^\perp\), such that \(i \in \text{supp}(h_i)\) and \(|\text{supp}(h_i)| \leq r + 1\) for \(1 \leq i \leq n\) where \(\text{supp}(h_i)\) denotes the support of the codeword \(h_i\).

a) Codes with Sequential Recovery: An \([n,k]\) code \(C\) over a field \(\mathbb{F}_q\) is defined as a code with sequential recovery [1] from \(t\) erasures and with locality-parameter \(r\), if for any set of \(s \leq t\) erased symbols \(\{c_i_1, \ldots, c_i_s\}\), there exists a codeword \(h\) in the dual code \(C^\perp\) of Hamming weight \(\leq r + 1\), such that \(|\text{supp}(h) \cap \{c_i_1, \ldots, c_i_s\}| = 1\). We will formally refer to this class of codes as \((n,k,r,t)_{\text{seq}}\) codes. When the parameters \((n,k,r,t)\) are clear from the context, we will simply refer to a code in this class as a code with sequential recovery.

A. Background

In [2], the authors introduced the concept of codes with locality (see also [3], [4]), where a symbol is recovered by accessing a subset of \(r\) other code symbols. The value of \(r\) is typically much smaller than dimension of the code, making the repair process more efficient when compared with MDS codes. The focus of [2] was local recovery from single erasure.

There are several approaches to local recovery from multiple erasures (For details please see [5] and references therein.). Among the class of codes described in [5] for local recovery from multiple erasures, sequential-recovery codes is the largest class of codes which contains the rest of the class of codes described in [5]. For this reason, codes with sequential recovery can potentially achieve higher rate and have larger minimum distance.

The sequential approach to recovery from erasures was introduced by authors in [6] and is one of several approaches to locally recover from multiple erasures. Codes employing this approach have been shown to be better in terms of rate and minimum distance (see [6], [7], [8], [9], [1], [10], [11], [5]). Local recovery for two erasure case is considered in [6] where a tight rate bound for two erasure case and an optimal construction is provided. Codes with sequential recovery from three erasures can be found discussed in [8], [1], [12]. A bound on rate of an \((n,k,r,3)_{\text{seq}}\) code was derived in [12]. A rate bound for \(t = 4\) appears in [10]. The rate problem was completely solved by the authors in [11], [5] where they derived an upper bound on rate and gave a binary construction achieving the rate upper bound for all the parameters \(r \geq 3\) and \(t\). The downside of the rate-optimal construction in [11], [5] is that it has large block length \(O(r^e)\). The main contribution of this paper is to provide a binary construction of rate optimal code with sequential recovery with much smaller block length for all parameters \(r \geq 3\) and \(t\).

B. Contributions of the Paper

1) We will first present a method to construct a \(d\)-regular graph of girth \(\geq g + 1\) (girth is the length of the smallest cycle in a graph) from a \(d\)-regular graph of girth \(g\) which preserves the structure of the original graph. Subsequently, we give a method to construct a \(d\)-regular graph of girth \(g\) from a \(d\)-regular graph of arbitrary girth which preserves the structure of the original graph.

2) We then use this to construct rate-optimal codes with sequential recovery for parameters \(r\) and \(t\) from rate-optimal codes with sequential recovery for parameters \(r\) and \(t'\) (with \(t > t'\), \((t-t')\) even) using graph-theoretic methods that are introduced here. All codes constructed in this paper are binary codes.

3) We also give a unified viewpoint of construction by unifying the construction for \(t\) even and \(t\) odd case whereas in [11], the \(t\) even and \(t\) odd cases were treated differently.
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4) Apart from that, our construction reduces the block length to $O(r^{c+\frac{1}{4}})$ (in some instances block length is $O(r^{c+\frac{1}{2}})$ which is considerably less compared to the construction in [11] which is of block length $O(r^c)$ (for some $c > 1$). Although our block length is still $O(r^{c+\frac{1}{4}})$, much improvement cannot be expected in block length as there is a lower bound on block length of $O(r^{\frac{1}{2}})$.

II. A METHOD TO CONSTRUCT A d-REGULAR GRAPH OF GIRTH $\geq g + 1$ FROM A d-REGULAR GRAPH OF GIRTH $g$

A. Case: $g$ is Odd

Let $G = (V, E)$ be a d-regular graph of girth $g$ with vertex set $V = \{v_1, \ldots, v_n\}$ and edge set $E$. Steps to convert a d-regular graph of girth $g$ to a d-regular graph of girth $\geq g + 1$:

1) Replace each vertex $v_i \in V$ in $G$ with two vertices $v_{i(0)}$ and $v_{i(1)}$ to form a graph $G_1$.

2) For every edge $(v_i, v_j) \in E$ in $G$, form two edges $(v_{i(0)}, v_{j(1)})$, $(v_{i(1)}, v_{j(0)})$ in $G_1$.

$G_1$ is a d-regular graph with girth $\geq g + 1$:

1) $G_1$ is a d-regular graph: Every vertex of graph $G_1$ has degree $d$ because if the neighbours of $v_i$ in $G$ are $\{v_{i1}, \ldots, v_{in}\}$ then the neighbours of the vertex $v_{i(0)}$ in $G_1$ is $\{v_{i1}, \ldots, v_{in(1)}\}$. Hence $\deg(v_{i(0)}) = d$. Similarly the neighbours of the vertex $v_{i(1)}$ in $G_1$ is $\{v_{i1}, \ldots, v_{in(0)}\}$. Hence $\deg(v_{i(1)}) = d$.

2) $G_1$ has girth $\geq g + 1$: Suppose there is a cycle of length $k$ in $G_1$. Then there should be a vertex $v_{i(u)}$ in $C$ for some $u$. Let the other vertices in the cycle in sequence be $v_{i(u)}, v_{i(u+1)}, \ldots, v_{i(u-k)}$. Since there is no cycle of length less than $g$ in $G_1$, the cycle $v_{i(u)}, v_{i(u+1)}, \ldots, v_{i(u-k)}$ must correspond to a cycle of length $< g$ in $G$, cycles of length $< g$ are not present in $G_1$. Hence girth of $G_1$ is $\geq g + 1$.

In particular $G_1$ has no odd cycles.

B. Case: $g$ is Even

Let $G = (V, E)$ be a d-regular graph of girth $g$ with vertex set $V = \{v_1, \ldots, v_m\}$ and edge set $E$. Let $H$ be a group (for example $H$ could be a vector space) such that $|H| > (d-1)^{\frac{1}{2}}$.

Steps to convert a d-regular graph of girth $g$ to a d-regular graph of girth $\geq g + 1$:

1) Replace each vertex $v_i \in V$ in $G$ with the set $\{v_{i(h)} : h \in H\}$ of vertices to form a graph $G_1$.

2) For every edge $(v_i, v_j) \in E$ in $G$, form $|H|$ edges $(v_{i(h)}, v_{j(h')})$, $\forall h, h' \in H$ in $G_1$ for a chosen $h_{i(j)}$. We here observe that $h_{i(j)} = h_{i,j}^{-1}$.

3) $G_1$ is a d-regular graph: Every vertex of graph $G_1$ has degree $d$ because if the neighbours of $v_i$ in $G$ are $\{v_{i1}, \ldots, v_{im}\}$ then the neighbours of the vertex $v_{i(h)}$ in $G_1$ is $\{v_{i1(h)}, v_{i2(h)}, \ldots, v_{im(h)}\}$. Hence $\deg(v_{i(h)}) = d$.

In the following we will see on how to choose $h_{i(j)}$ such that the graph $G_1$ has girth $\geq g + 1$.

Choosing the set $\{h_{i(j)}\}$ such that $G_1$ is a d-regular graph with girth $\geq g + 1$:

1) $G_1$ has girth $g + 1$: Let wolog $v_{i(h)}, v_{(i,hw_1)}$, $\ldots, v_{(i,hw_{g-1})}$ be a set of $g$ vertices such that $(v_{i(hw_{j-1})}, v_{(i,hw_{j})})$ is an edge in $G_1$ $\forall i \leq j \leq g - 1$ and $(v_{i(hw_{g-1})}, v_{(i,h)})$ is an edge in $G_1$ where $w_j = \prod_{j=0}^{g-1} h_{i(j)}$, $\forall i \leq j \leq g - 1$. Hence the vertices $v_{i(h)}, v_{(i,hw_1)}, \ldots, v_{(i,hw_{g-1})}$ form a cycle of length $g$. For this cycle to be in $G_1$, we must have $w_{g-1}h_{i(g-1)} = e$ where $e$ is the identity element in $H$. Hence if the element $h_{i(g-1)}$ is different from $w_{g-1}^{-1}$, then the above cycle would not occur in $G_1$. Hence for every cycle in $G$ of length $g$ involving the edge $(v_i, v_j)$, we must avoid $h_{i(j)}$ being equal to precisely one element from $H$ to avoid the cycle of $G$ from getting carried over to $G_1$. By the construction of $G_1$, it is clear that every cycle of $G_1$ of length $g$ corresponds to a cycle of $G$ of length $g$ i.e., if $(v_{i(h)}, v_{(i,hw_1)}, \ldots, v_{(i,hw_{g-1})})$ form a cycle as above then $v_{i1}, v_{i2}, \ldots, v_{ig}$ must form a cycle in $G$. Hence it is enough to avoid the cycles of $G$ of length $g$ getting carried over to $G_1$ by choosing $\{h_{i(j)}\}$ such that it avoids all cycles of length $g$.

2) We have already seen that to avoid cycle of length $g$ in $G_1$, $h_{i(j)}$ must not equal precisely one element from $H$ for every cycle of length $g$ involving the edge $(v_i, v_j)$ in $G$. If we prove that the number of cycles of length $g$ involving a given edge in $G$ is less than $|H|$, then there definitely exists a choice of $\{h_{i(j)}\}$ such that it avoids all cycles of length $g$.

3) Counting the maximum number of cycles of length $g$ involving a given edge $(v_i, v_j)$ in $G$: Let us take a vertex $v_i \in V$ in $G$ and take all its $d$ neighbours, let these neighbours form a set $N_i$. Let us take all the neighbours of vertices in $N_i$ apart from $v_i$ and form the set $N_2$ with these vertices. Repeat the argument: at step $i$, take all neighbours of the vertices in the set $N_{i-1}$ apart from the vertices in $N_{i-2}$ and form the set $N_i$ with these vertices. Since the girth of $G$ is $g$, the sets $N_1, \ldots, N_{g-1}$ are all pairwise disjoint and $|N_i| = (d - 1)^{\frac{1}{2}}$. Now take a neighbour of $v_i$, say $v_j$ and do the above procedure (leaving out $v_i$ from the neighbour set of $v_j$ in the first step) and form sets $M_1, \ldots, M_{g-1}$. Note that $M_i \subseteq N_{i+1}, \forall i \leq i \leq \frac{d}{2} - 2$ and $M_{\frac{d}{2} - 1}$ is disjoint with any set among $N_1, \ldots, N_{\frac{d}{2} - 1}$ as otherwise we would have a cycle of length $< g$. This is depicted in Fig. 1. Now each vertex in $M_{g-1}$ can possibly connect via edges to $d - 1$ distinct vertices in the set $N_{g-1} - M_{g-1}$ where each such edge will be present in unique cycle of length $g$ involving the edge $(v_i, v_j)$. Also any cycle of length $g$ involving the edge $(v_i, v_j)$ must involve an edge between a vertex in $M_{g-1}$ and a vertex in $N_{g-1} - M_{g-1}$. Fig 1 depicts this. Hence the maximum number of cycles of length $g$ containing the edge $(v_i, v_j)$ which are possible is $\leq (d - 1)|N_{g-1}| - (d - 1)^{\frac{1}{2}}$.

4) Since $|H| > (d-1)^{\frac{1}{2}}$ ($|H|$ > maximum number of cycles
of length $g$ involving an arbitrary edge $(v_i, v_j)$ in $G$), we can choose \( \{ h_{(i,j)} \} \) to avoid all the cycles of length $g$ in $G_1$. Hence $G_1$ can be constructed with girth $\geq g + 1$.

Since the graphs are constructed from $G$ by replacing a vertex with multiple vertices and defining edges closely following the edges of $G$, the graph $G_1$ preserves some of the structure of $G$. What exactly we mean by preserving the structure will be clear when we use this construction to construct codes with sequential recovery with optimal rate.

III. A METHOD TO CONSTRUCT A $d$-REGULAR GRAPH OF GIRTH $\geq g$ FROM A $d$-REGULAR GRAPH OF ARBITRARY GIRTH PRESERVING THE STRUCTURE:

Let $G = (V, E)$ be a $d$-regular graph of arbitrary girth with vertex set $V = \{v_1, \ldots, v_{|V|}\}$ and edge set $E$. Let $H$ be a group. We will choose $H$ in the procedure described below.

1) We define the graph in the same way as last section:
   a) Replace each vertex $v_i \in V$ in $G$ with the set $\{ v_{(i,h)} : h \in H \}$ of vertices to form a graph $G_1$.
   b) For every edge $(v_i, v_j) \in E$ in $G$, form $|H|$ edges
      \[ (v_{(i,h)}, v_{(j,h)}) \text{ for all } h \in H \] in $G_1$ for a chosen $h_{(i,j)}$.
   c) In the following we will see on how to choose $h_{(i,j)}$ such that the graph $G_1$ has girth $g$.

2) Let us colour the edges of the graph $G$ with least number of colours such that no two adjacent edges have the same colour. By Vizing’s theorem, we can do such colouring with at most $d + 1$ colours. Let the colours used be \{c_1, \ldots, c_{d+1}\}.

3) Choose group $H$ such that its undirected Cayley graph $Cay(H, S)$ relative to a symmetric set of elements $S$ has girth $\geq g$. The vertex set of Cayley graph $Cay(H, S)$ is the group elements $H$ and the edge set is $\{ (h, hs) : h \in H, s \in S \}$. Hence $G$ is a reduced vertex set $V$ and edge set $E$. Let $H$ be a group. We will choose $H$ in the procedure described below.

4) A sequence of $m$ elements from $S : s_1, \ldots, s_m$ is said to be a reduced word of length $m$ if $s_i \neq s_{i+1}$, $\forall 1 \leq i < m$. Since the Cayley graph $Cay(H, S)$ has girth $\geq g$, any reduced word of length $g$ is not equal to $e$ (identity element of $H$).

5) Choose $S_1 \subseteq S$ such that $|S_1| = \lceil |S|/2 \rceil$ and if $s \in S_1$ then $s^{-1} \notin S_1$ (If $s \in S$ is such that $s = s^{-1}$, we allow that $s \in S_1$). Such a choice of subset is always possible by uniqueness of inverse.

6) Let $L = |S_1|$, $S_1 = \{s_1, \ldots, s_L\}$. If the colour of the edge $(v_i, v_j)$ is $c_k$ then we set $h_{(i,j)} = s_k$. Since $L \geq d + 1$ such an assignment is possible.

7) Let wolog $v_{(i,j)}$, $v_{(j,h_{(i,j)})}$, \ldots, $v_{(m,h_{m-1})}$ be a set of $m$ vertices such that $(v_{(i,j,h_{(i,j)}+1)}), v_{(m,h_{m-1})})$ is an edge in $G_1$ for $1 \leq J \leq m - 1$ and $(v_{(i,j,h_{(i,j)})}, v_{(i,j)})$ is an edge in $G_1$ where $w_j = \prod_{j=1}^{m-1} h_{(i,j+1)}$, $\forall 1 \leq J \leq m - 1$. Hence the vertices $v_{(i,j)}, v_{(j,h_{(i,j)})}, \ldots, v_{(m,h_{m-1})}$ form a cycle of length $m$. For this cycle to be in $G_1$, we must have $w_m = h_{(i,m+1)} = e$. Hence $w_j = \prod_{j=1}^{m-1} h_{(i,j+1)}$ is a reduced word of length $m$ (It is reduced because of the edge colouring and choice of $S_1$ such that if $s \in S_1$ then $s^{-1} \notin S_1$). Hence $m \geq g$. Hence girth of $G_1 \geq g$.

8) Note that $G_1$ just inherits the girth of $Cay(H, S)$ and has $|G| \times |H|$ vertices. Although we are getting the girth property directly from $Cay(H, S)$, the main point of this construction is that the graph $G_1$ inherits the structure of $G$ and girth of $Cay(H, S)$. We will see later that inheriting the structure of $G$ will help in the construction of codes with sequential recovery.

Note that the above construction uses a girth $g$ graph (Cayley graph) of high degree to construct a girth $g$ graph of low degree from a graph $G$ of low degree and low girth. This may sound strange as we could have taken the high girth and high degree Cayley graph as our final graph but the Cayley graph as such is not useful for us for constructing rate-optimal codes with sequential recovery. For constructing rate-optimal codes with sequential recovery, we need a tree-like structure in the graph we use to define the code. Hence we want to construct a high girth graph while preserving the structure of an initial graph. Hence our construction mentioned in this section is important for constructing high girth graph while preserving the structure of an initial graph $G$. This will become more clear when we construct our codes. It will be interesting to study the various graph properties $G_1$ inherits from $G$ apart from the properties we need for our code construction. For example, the independence number of $G_1 \geq$ independence number of $G \times$ cardinality of $H$. We can also construct $(d_v, d_e)$-regular LDPC code of high girth using the method developed in this section where $G$ will be the Tanner graph of a $(d_v, d_e)$-regular LDPC code of low girth (Although we said $G$ is a regular graph in our method, $G$ can actually be any graph with $d$ playing the role of maximum degree.).

Note that if we want to go from a graph of girth $g$ to a graph of girth $g + 1$ while inheriting the structure of the original graph then the method described in the last section will give lesser number of vertices as the final graph will have $|G| \times |H|$ vertices where $|H| \approx (d - 1)^{2}$. The method described in this section will also have $|G| \times |H|$ vertices but $|H|$ is equal to smallest number of vertices possible in a Cayley graph of degree at least $2(d+1)$ and girth $g$ which is at least $(2d+1)^{2}$. The method described in this section is more efficient in terms of number of vertices if we want to go from very small girth $g$ while preserving the structure of original graph. For example if we use the Cayley graph construction given in [13] and if $p, q$ are primes such that $p + 1 \geq 2(d+1)$ and $q \geq 4p^2$ and $p, q \equiv 1 \mod 4$ and $p$ is not a quadratic residue of $q$ then Cay($PGL(2, Z_q)$, $S$) will have girth $\geq g$ with $q(g^2 - 1)$ vertices where $S$ is a set of $p + 1$ generators of $PGL(2, Z_q)$ which are image of a homomorphism between Quaternions over integers and $PGL(2, Z_q)$ based on solutions of $a_0^2 + a_2^2 + a_3^2 + p$ where $a_i \in Z$. Hence if we use $PGL(2, Z_q)$, then we can construct a graph of degree $d$ and girth $g$ or a graph $G$ of arbitrary girth and degree $d$ with number of vertices of the final graph being $\approx 64(2d+1)^2 \times |G|$ which is less than repeated application of the method described in last section. For Cayley graph with less vertices with girth $\geq g$ for a larger range of parameters (i.e., without the need for...
to search for primes \( p, q \) as mentioned before), please refer to [14], [15], [16].

We described the above method because of its simplicity. There is a method to construct a graph of girth \( \geq g \) with degree \( d \) from \( G \) by using any graph of degree \( d+1 \) and girth \( \geq g \) while preserving the structure of \( G \). This will yield even lesser number of vertices than the above method. We only briefly outline the method.

A. Outline of a Generic Method to Construct a d-Regular Graph of Girth \( \geq g \) from a d-Regular Graph of Arbitrary Girth Preserving the Structure

1) Construction of \( d \) regular graph of girth \( \geq g \) from a \( d \) regular graph of arbitrary girth preserving the structure can be done using any graph of degree \( d+1 \) and girth \( \geq g \) rather than using the Cayley graph of degree \( \geq 2(d+1) \) which was used in the previous construction.

2) Let \( G = (V, E) \) be a \( d \)-regular graph with arbitrary girth. Take a graph \( G' = (V', E') \) of degree \( d + 1 \) and girth \( \geq g \). Construct \( d + 1 \) matchings \( \{M_i : 1 \leq i \leq d + 1 \} \) of \( G' \) such that \( E' = \cup M_i \) and \( M_i \cap M_j = \emptyset \) and the edges in \( M_i \) are a set of edges such that each vertex of \( G' \) appears exactly once in exactly one edge in \( M_i \).

3) If we cannot construct such matchings then there is a standard technique to convert \( G' \) into a bipartite graph with twice the number of vertices and degree \( d + 1 \) and girth \( \geq g \). We will replace \( G' \) with this new bi-partite graph. By repeated application of Hall’s marriage theorem, we know the existence of matchings \( \{M_i : 1 \leq i \leq d + 1 \} \) in this new bipartite graph \( G' \).

4) Let us colour the edges of the graph \( G' \) with least number of colours such that no two adjacent edges have the same colour. By Vizing’s theorem, we can do such colouring with at most \( d + 1 \) colours. Let the colours used be \( \{c_1, \ldots, c_{d+1}\} \).

5) Now replace each vertex \( v_i \in V \) by \( |V'| \) vertices \( \{v_{i,w} : w \in V'\} \). Call the new graph \( G_1 \). The edges in \( G_1 \) are defined as follows:

   a) For each edge \( (v_i, v_j) \in E \), let the colour of the edge be \( c_k \) form edges \( \{(v_{i,w}, v_{j,w}) : (v_{i,w}, v_{j,w}) \in M_k\} \).

6) It is clear that graph \( G_1 \) has degree \( d \). The fact that it has girth \( \geq g \) can be seen as follows.

   a) Wolog let the vertices: \( v_{i_1, w_1}, v_{i_2, w_2}, \ldots, v_{i_m, w_m} \) form a cycle of length \( m \). Now \( v_1, v_2, \ldots, v_{m-1}, v_m \) must form a cycle in \( G' \) because the construction is such that the edge \( (w_j, w_{j+1}) \) is not equal to edge \( (w_{j+1}, w_{j+2}) \) due to colouring and assignment of distinct matching to distinct matching and the fact if \( (v_{i_1, w_1}, v_{i_2, w_2}) \) is an edge then \( (v_{i_3, w_3}, v_{i_4, w_4}) \) is also an edge, as if \( (w_j, w_{j+1}) = (w_{j+1}, w_{j+2}) \) and if colour of \( (v_{i_1, w_1}, v_{i_2, w_2}) \) is \( c_k \) and colour of \( (v_{i_3, w_3}, v_{i_4, w_4}) \) is \( c_k \) by the construction it is clear that \( (v_{i_1, w_1}, v_{i_2, w_2}) \neq (v_{i_3, w_3}, v_{i_4, w_4}) \) then \( (w_j, w_{j+1}) \in M_k \) \( (w_{j+1}, w_{j+2}) \in M_k \) which is a contradiction as \( k_1 \neq k_2 \) and the matchings are disjoint. Since girth of \( G' \) is \( \geq g \), \( m \geq g \). Hence \( G_1 \) has girth \( \geq g \).

Fig. 1: Figure showing all possible cycles of length \( g \) involving the edge \( (v_i, v_j) \).

IV. CONSTRUCTION OF CODES WITH SEQUENTIAL RECOVERY FOR ANY \( r \) AND \( t \) WITH OPTIMAL RATE:

We now describe our construction of code with sequential recovery for a given \( r \) and \( t \) with optimal rate over \( F_2 \). Before we describe the actual code, we describe a graph \( G_{s-1} \) where \( s = \frac{r}{t} \) for even and \( s = \frac{r}{t} + \frac{1}{2} \) for odd. Our construction of the code will be based on this graph \( G_{s-1} \). From [11], it can be seen that a code with sequential recovery for a given \( r, t \) with optimal rate over binary field need to have the structure of the code we describe in the following. In [11], we gave a completely different construction for \( t \) even and \( t \) odd. But here in this paper, we give a unified viewpoint and unified construction for both \( t \) even and \( t \) odd. Apart from giving a unified construction, the block length of our construction is small compared to the rate-optimal construction given in [11].

A. Description of Graph \( G_{s-1} \)

The graph we are going to describe builds upon a base graph \( G_0 \).

1) Take a graph \( G_0 \) (will be defined later) with the set of vertices partitioned into two sets \( U_0, L_0 \).

2) Step 1: Now partition the set of vertices in \( U_0 \) into sets of size exactly \( r \). Let the partition be \( P_1, \ldots, P_{l_0} \). Now add a vertex \( u_0^i \) to \( G_0 \) such that \( u_0^i \) is connected via edges to vertices in \( P_{l_0} \), \( \forall l \leq \frac{r}{t} \). Let the resulting graph be called \( G_1 \) and set \( U_1 = \{u_0^1, \ldots, u_0^{l_0}\} \).

3) Step i: Let the graph constructed at step \( i-1 \) be \( G_{i-1} \) with a subset of vertices defined in the step \( i-1 \) called \( U_{i-1} \). Now partition the set of vertices in \( U_{i-1} \) into sets of size exactly \( r \). Let the partition be \( P_{i-1}^1, \ldots, P_{i-1}^{l_{i-1}} \). Now add a vertex \( u_{i-1}^j \) to \( G_{i-1} \) such that \( u_{i-1}^j \) is connected via edges to vertices in \( P_{i-1}^j \), \( \forall l \leq \frac{r}{t} \). Let the resulting graph be called \( G_i \) and set \( U_i = \{u_0^1, \ldots, u_{l_{i-1}}^j\} \).

4) Do step \( i \) for \( 1 \leq i \leq s-1 \) and construct the graph \( G_{s-1} \) with a subset of vertices defined in step \( s-1 \) called \( U_{s-1} \).

5) Definition of \( G_0 \):

   a) For \( t \) even, \( G_0 \) is a \( r \)-regular graph with \( U_0 = V(G_0) \), \( L_0 = \emptyset \) where \( V(G_0) \) is the vertex set of \( G_0 \).
b) For \( t \) odd, \( G_0 \) is a bipartite graph with the two sets of vertices corresponding to \( U_0 \) and \( L_0 \) (vertices in \( U_0 \) has no edges among them and vertices in \( L_0 \) has no edges among them). All the vertices in \( U_0 \) has degree \( r \) and all the vertices in \( L_0 \) has degree \( r + 1 \).

c) \( G_0 \) is chosen such that it satisfies the above definition and as well as such that it ensures that the graph \( G_{s-1} \) has girth \( \geq t + 1 \). To ensure this both \( G_0 \) and the sets in the partition \( P^*_i \) must be chosen carefully. Note that for constructing \( G_{s-1} \), the number of nodes in \( U_0 \) must be a multiple of \( r^{s-1} \).

B. Description of the Code with Sequential Recovery for a given \( r \) and \( t \) with Optimal Rate from the Graph \( G_{s-1} \)

1) Let \( |U_{s-1}| = a_0 \). Let \( U_{s-1} = \{ u_i^{s-2}, \ldots, u_{a_0}^{s-2} \} \). Add new vertices \( w_1, \ldots, w_{a_0} \) to the graph \( G_{s-1} \) with \( w_i \) connected via an edge to \( u_i^{s-2} \), \( \forall i \leq i \leq a_0 \). Let the resulting graph be \( G_{s-1}^1 \).

2) Now let each edge in \( G_{s-1}^1 \) represents a unique code symbol of our code and let each vertex except vertices in the set \( \{ w_1, \ldots, w_{a_0} \} \) represent a parity check of the code symbols corresponding to the edges incident on it.

3) Note that the edge between \( w_i \) and \( u_i^{s-2} \) does represent a unique code symbol of our code but the vertices \( w_i \) do not represent a parity check. The vertices \( w_i \) are introduced as dummy nodes to introduce the code symbols represented by the edges between \( w_i \) and \( u_i^{s-2} \).

4) Hence the code is defined by the code symbols corresponding to edges in \( G_{s-1}^1 \) and parity checks corresponding to vertices.

5) Rate of the constructed code:

a) Rate of our code for \( t \) even:

\[
\begin{align*}
& n - k \leq e_1 = \text{number of nodes in } G_{s-1}^1 \text{ except } \{ w_i \} \\
& = \sum_{j=0}^{s-1} \left\lfloor \frac{|G_0|}{r^j} \right\rfloor \\
& n = \text{number of edges in } G_{s-1}^1 \\
& = \frac{e_1 \times (r + 1) + |G_0|}{2} + \frac{|G_0|}{2r^{s-1}} \\
& \text{Hence: rate } \frac{k}{n} \geq \frac{r^s}{r^s + 2 \sum_{j=0}^{s-1} r^j}.
\end{align*}
\]

Hence rate of the code described meets the rate upper bound given in [11]. Hence the code we described is rate-optimal.

b) Rate of our code for \( t \) odd:

\[
\begin{align*}
& n - k \leq e_1 = \text{number of nodes in } G_{s-1}^1 \text{ except } \{ w_i \} \\
& = \sum_{j=0}^{s-1} \left\lfloor \frac{|U_0|}{r^j} \right\rfloor + \frac{|U_0|}{r + 1} + \frac{r|U_0|}{r + 1} \\
& = \frac{e_1 \times (r + 1) + |U_0|}{2} + \frac{|U_0|}{2r^{s-1}} \\
& \text{Hence: rate } \frac{k}{n} \geq \frac{r^s + 1}{r^s + 2 \sum_{j=0}^{s-1} r^j}.
\end{align*}
\]

Hence rate of the code described meets the rate upper bound given in [11] (Note that in [11], \( s = \frac{r^s + 1}{2} \)). Hence the code we described is rate-optimal.

The fact that the code described can correct \( t \) erasures sequentially follows from the argument in [11]. The sequential recovery from \( t \) erasures is possible due to the fact that \( G_{s-1} \) has girth of \( t + 1 \) and degree one code symbols are well separated in the Tanner graph. This is due to the tree-like structure of \( G_{s-1}^1 \) as the edges between \( w_i \) and \( u_i^{s-2} \) for \( \forall i \leq a_0 \) are precisely the code symbols of degree one in Tanner graph. To go from one degree-one code symbol to another degree-one code symbol, one needs to go down the tree to last depth and come up the tree (The part of \( G_{s-1}^1 \) defined by partitions \( P^*_i \) is the tree-like structure of the graph \( G_{s-1}^1 \) and hence well separated. These degree one code symbols are the reason for increase in rate leading to rate-optimality. We skip detailed arguments here as it would be a repetition of arguments in [11].

C. Construction of Code with Sequential Recovery with parameters \( r \) and \( t \) from a Code with Sequential Recovery with parameters \( r \) and \( t' \) for any \( t' < t \) such that \( t - t' \) is even

From the previous subsection, it is clear that to construct a code with sequential recovery with parameters \( r \) and \( t \) from a code with sequential recovery with parameters \( r \) and \( t' \) (\( t - t' \) is even), it is enough to construct \( G_{s-1} \) with girth \( \geq t + 1 \) from \( G_{s'-1} \) with girth \( \geq t' + 1 \) where \( G_{s'-1} \) has the tree-like structure and constructed as described in Section IV-A starting from a base graph \( G_0 \) where \( s' = \frac{r}{2} \) for \( t' \) even and \( s' = \frac{r + 1}{2} \) for \( t' \) odd.

Construction of \( G_{s-1} \) of girth \( \geq t + 1 \) from \( G_{s'-1} \) of girth \( \geq t' + 1 \):

1) Step 1: Take the set of vertices in \( U_{s'-1} \) in \( G_{s'-1} \) and partition it into sets of size exactly \( r \). Let the partition be \( P_{s'-1}^{1}, \ldots, P_{s'-1}^{r} \). The choice of partition is arbitrary.

Note that \( |U_{s'-1}| \) must be a multiple of \( r \) for forming the partition. If not, we replicate \( G_{s'-1} \) and take union of copies of \( G_{s'-1} \) until \( |U_{s'-1}| \) is a multiple of \( r \). Now add new vertex \( u_i^{s-1} \) and connect it via edges with vertices in \( P_{s'-1}^{i} \), \( \forall i \leq i \leq |U_{s'-1}| \). Let the resulting graph be called \( G_{s''}^{temp} \) and set \( U_{s''} = \{ u_1^{s-1}, \ldots, u_i^{s-1} \} \).

2) Repeat the previous step (step 1) with \( G_{s''}^{temp} \) as the starting graph to get \( G_{s''+1}^{temp} \). Keep doing this i.e., repeat (step 1) until we get \( G_{s''+1}^{temp} \).

3) Now \( G_{s-1}^{temp} \) has the necessary structure for constructing rate optimal code for parameters \( r \) and \( t \) except that girth of \( G_{s-1}^{temp} \) is guaranteed to be only \( t + 1 \).
4) Now apply the method described in Section III to the graph $G_{s-1}^{\text{temp}}$ to construct a new graph $G_{s-1}$ of girth $\geq t+1$.

5) Since the method described in Section III, just replaces a vertex with multiple vertices and preserves the structure of neighbours from the original graph $r_{s-1}^{\text{temp}}$, in a certain way (The method just replaces each vertices with multiple vertices and if there is an edge between two vertices then it replaced by a matching between the vertices which replaced the two vertices. Hence the method preserves the tree-like structure of $G_{s-1}^{\text{temp}}$), the graph $G_{s-1}$ also has tree-like structure (inherited from graph $G_{s-1}^{\text{temp}}$) and can be constructed starting from the base graph $G_0^{r+1}$ as described in this Section IV-A where $G_0^{r+1}$ is just the graph $G_0$ with the method described in Section III applied on it to have girth $\geq t+1$. Note that the method described in Section III also applies to graph with irregular degrees. Hence it can be applied to the graphs $G_{s-1}^{\text{temp}}$ and $G_0$.

6) Hence we have constructed the graph $G_{s-1}$ with required properties. Now defining the code on this graph $G_{s-1}$ as described in Section IV-B will give a rate-optimal code with sequential recovery with parameters $r$ and $t$.

7) The number of vertices in $G_{s-1}$ is $|H| \times |G_{s-1}^{\text{temp}}|$ where $H$ is group used while applying the method of Section III on $r_{s-1}^{\text{temp}}$. Note that $|H| \approx O((2r+3)^{\frac{s-3}{2}})$ (as explained in Section III for some family of parameters $r$ and $t$). Hence the number of vertices in $G_{s-1}$ is $\approx O((2r+3)^{\frac{s+3}{2}}) \times |G_{s-1}^{\text{temp}}|$ and $|G_{s-1}^{\text{temp}}| \approx O(r^t)$ (if we start with a graph $G_{s-1}$ with very small girth $t'+1$ i.e., $t'$ is very small and construct $G_{s-1}$ properly.) and hence the result code will have block length $O((2r+3)^{\frac{s+3}{2}})$. Note that the construction described in [11] needs approximately $O(r^t)$ vertices for some constant $c > 1$ and hence very large block length. Our construction described in this paper reduces this considerably by bringing down the exponent of $r$ from $c^t$ to $\frac{3}{2} + \frac{t}{2}$. The block length of $O((2r+3)^{\frac{s+3}{2}})$ can be further reduced to $O((r+2)^{\frac{s+1}{2}})$ if we use a graph $G'$ of girth $\geq t+1$ and degree $r+2$ with $O(r^{\frac{s+1}{2}})$ vertices (See [17] for example) and apply the method described in Section III-A to construct $G_{s-1}$ from $r_{s-1}^{\text{temp}}$. In worst case our block length is $O((r+2)^{\frac{s+1}{2}})$, since there is a construction of graph of degree $r+1$ and girth $\geq t+1$ ([14]) with vertices of order $O((r+1)^t)$.

8) If $t = t'+1$ then we apply the method described in Section II rather than the method in Section III to construct $G_{s-1}$ from $r_{s-1}^{\text{temp}}$ which will have lesser number of vertices and hence lesser block length than that described in previous point.

9) Note that one possible way to construct $G_{s-1}$ of girth $t+1$ is to take a graph $G_2$ of girth $\geq t+1$ and degree $r+1$ and remove several carefully chosen vertices so that a certain $a_0$ vertices become of degree $r$ and expand the neighbourhood structure of these $a_0$ vertices like a tree up to depth 0 (where $a_0$ vertices are at depth $s-1$). The difficulty with this approach is in choosing $a_0$ vertices such that we can expand up to required depth without repetition of vertices and the difficulty also lies in the fact that all the vertices in $G_2$ (apart from the once we removed at beginning) must be present in this expansion i.e., no extra vertices must be present in $G_2$ after expanding $a_0$ vertices up to depth 0 (we cannot remove the extra vertices as this would change the property of base graph and hence would not yield a rate-optimal code). Although it is difficult to follow this approach mentioned in this point, there is a small class of graphs for which the approach works. These graphs are called Moore graphs. But Moore graphs form a very small class of graphs with much restricted parameters. For these reasons, we do not adopt this approach and follow the method we described in this paper.

10) From the Moore bound (bound based on the idea of Moore graph) (See [18]), we can see that block length has to be greater than or equal to $r \frac{3}{2}$. Hence we have block length reasonably close to optimal.
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