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We investigate ergodic-theoretical quantities and large deviation properties of one-dimensional intermittent maps, that have not only an indifferent fixed point but also a singular structure such that the uniform measure is invariant under the mapping. The probability density of the residence time and the correlation function are found to behave polynomially: \( f(m) \sim m^{-(\kappa+1)} \) and \( C(\tau) \sim \tau^{-(\kappa-1)} \) \((\kappa > 1)\). Using the Doeblin-Feller theorems in probability theory, we derive the conjecture that the rescaled fluctuations of the time average of some observable functions obey the stable distribution with the exponent \( 1 < \alpha < 2 \). Some exponents of the stable distribution are precisely determined by numerical simulations, and the conjecture is verified numerically. The polynomial decay of large deviations is also discussed, and it is found that the entropy function does not exist, because the moment generating function of the stable distribution cannot be defined.
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I. INTRODUCTION

It is well known that the chaotic motions of Hamiltonian dynamical systems exhibit slow dynamics, such as the polynomial decay of the time correlation function and the \( \omega^{-\nu} \) power spectrum \([1, 2]\). These slow motions should be understood from the measure-theoretical viewpoint. However, the mixed phase space, which consists of integrable (torus) and non-integrable (chaos) components, makes it difficult to study the ergodic properties, despite the fact that the Liouville measure is invariant under the Hamiltonian flow. Stagnant motions near the invariant tori add to the difficulty because of the appearance of non-stationary processes such as Arnold diffusion. The stagnant layer theory based on the Nekhoroshev theorem has succeeded in explaining the scaling laws \([3]\), the induction phenomena in the lattice vibration \([4]\) and the appearance of the log-Weibull distribution in \(N\)-body systems \([5]\).

Intermittency is another area that typically exhibits slow dynamics. Recently, the theory of intermittency has been developed using infinite ergodic theory, where the indifferent fixed points play an essential role in inducing the infinite measure and generating the non-stationary processes \([6, 7]\). The Darling-Kac-Aaronson theorem states that the rescaled time average of an \(L^1\) observable function behaves essentially as the Mittag-Leffler (ML) random variable in the non-stationary dynamical processes; the Lempel-Ziv complexity, which is a quantity of symbolic data in information theory, is also the ML random variable \([8]\). Furthermore, for some classes of observable functions, the rescaled time average behaves as a random variable that is related to the ML random variable \([9]\). If there exists stationary processes in the theory of intermittency, the time average converges to the phase average, as the Birkhoff ergodic theorem describes. However, the central limit theorem, which is usually regarded as a distributional law in stationary processes, can be violated: anomalous fluctuations around the mean value and slow distributional convergence can appear. Thus far, using renewal theory, large deviation theory and the semi-Markovian approximation, these anomalous behaviors have been understood \([11, 13]\).

In 2009, the polynomial decay of the large deviations for some observables was proved \([14, 15]\) and also shown numerically \([16]\) in slowly mixing dynamical systems. However, the distributional law has not yet been explained completely from the viewpoint of ergodic theory. One of our objectives is to obtain numerical results of the distributional law of such anomalous fluctuations in order to develop the ergodic theory of the slow dynamics in the future.

This paper is organized as follows. In Section 2, we introduce a class of one-dimensional intermittent maps equipped with a uniform invariant measure, motivated by the Pikovsky map \([17]\) and the Miyaguchi map \([18]\), and we analyse the statistical aspects. In Section 3, we introduce several theorems in probability theory. We also suggest a conjecture for the distributional law of the time averages of some observable functions from the viewpoint of ergodic theory. In Section 4, we present our numerical results. Finally, Section 5 is devoted to a summary and discussion.

II. THE MODEL AND ITS STATISTICAL FEATURES

In the last few decades, it has been recognized that one-dimensional intermittent maps are simple models for discussing the anomalous transport properties in chaotic Hamiltonian dynamical systems \([19, 20]\). In these studies, the Pikovsky map is the first model equipped with
a uniform invariant measure\textsuperscript{17}. Thermodynamical formalism and anomalous transport for the map have been studied using the periodic orbit theory\textsuperscript{21}. However, since the map is defined implicitly and is inadequate for extended numerical simulations, its ergodic properties have not yet been studied. Miyaguchi and Aizawa improved the Pikovsky map via piecewise-linearisation and defining it explicitly, and they investigated its spectral properties using the Frobenius-Perron operator.

In this section, we introduce a map by which the Miyaguchi map is smoothly transformed and show that the uniform measure is approximately invariant under this map. Furthermore, we analyse the statistical aspects and symmetrise the map in order to provide for the formalization and numerical simulations in the following sections.

\section{The map equipped with a uniform invariant measure}

Here we consider the map $U$ defined in the interval $[0, 1]$ as follows:

\begin{equation}
U(x) = \begin{cases} 
U_0(x) = x + (1 - a) g \left( \frac{x}{a} \right) & \text{for } x \in [0, a), \\
U_1(x) = x - a + a g^{-1} \left( \frac{x - a}{1 - a} \right) & \text{for } x \in [a, 1],
\end{cases}
\end{equation}

where $a$ is a constant ($0 < a < 1$) and function $g : [0, 1] \rightarrow [0, 1]$ has the following properties:

- the inverse function $g^{-1}$ exists;
- $g(0) = 0$ and $g(1) = 1$;
- for $t \ll 1$, $g(t) \ll t \left( g^{-1}(t) \gg t \right)$ and $g'(t) \ll 1 \left( (g^{-1})'(t) \gg 1 \right)$.

This map, where $g(t) = t^2$ and $a = 2/3$, is shown in Fig. 1(a) and the left part $U_0(x)$ is the same as the Pomeau-Manneville-type intermittent maps. The right part $U_1(x)$, however, is different from such intermittent maps, and the derivative $U_1'(x)$ is divergent at $x = a$ for $g^{-1}(t) = t^{1/2}$.

Given these properties for $g$, the uniform density can be approximately derived as a solution of the Frobenius-Perron equation of the map $U$ as follows: Let $b (a < b)$ be a some small constant. For the points $y_0 \in [0, a)$ and $y_1 \in [a, 1]$ that satisfy $x = U(y_i) (i = 0, 1)$, if $y_0/a \ll 1$ and $(y_1 - a)/(1 - a) \ll 1$ for small $x < b$, we can write approximately

\begin{equation}
\rho(x) = \sum_{y_i \in U^{-1}x} \frac{\rho(y_i)}{U'(y_i)} \\
= \rho(y_0) \left\{ 1 + \frac{1 - a}{a} g'(\frac{y_0}{a}) \right\}^{-1} \left( y_1 - a \right) \left( 1 - a \right)^{-1} \\
+ \rho(y_1) \left\{ 1 + \frac{a}{1 - a} (g^{-1})'(\frac{y_0}{a}) \right\}^{-1} \\
\simeq \rho(y_0) \left\{ 1 - \frac{1 - a}{a} \left( \frac{y_0}{a} \right) \right\} \\
+ \rho(y_1) \left\{ \frac{a}{1 - a} (g^{-1})'(\frac{y_1 - a}{1 - a}) \right\}^{-1},
\end{equation}

\text{FIG. 1. (Color online) (a) A graph of the map $U(x)$ and (b) a graph of the map $T(x)$ for $g(t) = t^2$ and $a = 2/3$.}
also obtain the approximate relations

\[ x \simeq y_0 \quad \text{and} \quad g(x/a) \simeq \frac{y_1 - a}{1 - a}. \]

Substituting these expressions and the formula for differentiation of an inverse function

\[ (g^{-1})'(g(t)) = \{g'(t)\}^{-1} \]

into Eq. (2), we obtain for small \( x < b \)

\[
\rho(x) \simeq \rho(y_0) \left\{ 1 - \frac{1-a}{a} g'(\frac{x}{a}) \right\} + \rho(y_1) \frac{1-a}{a} - \frac{1-a}{a} g'(\frac{x}{a}).
\]

For \( x > b \), we assume that the slopes of \( U_0 \) and \( U_1 \) can be approximately equal to \( \frac{1-b}{a-b} \) and \( \frac{1-b}{a-1} \), respectively. Then the Frobenius-Perron equation can be approximately written as

\[
\rho(x) \simeq \rho(y_0) \frac{a-b}{1-b} + \rho(y_1) \frac{1-a}{1-b}.
\]

Therefore, Eqs. (3) and (4) imply that the uniform density \( \rho(x) = 1 \) is an approximate solution of the Frobenius-Perron equation of the map \( U \) for \( x \in (0,1) \).

**B. Residence time distribution**

Here, under the mapping \( U \), we consider the residence time \( m \), which is a random variable, of an orbit in the interval \([0,a]\) and then asymptotically estimate the probability density function \( f(m) \).

Let us consider the points \( x_m \in [0,a) \) and \( s \in [a,1] \) such as \( U_0^m(x_m) = 1 \) and \( U_1(s) = x_m \) (see Fig. 2). First, we estimate the relationship between \( x_m \) and \( m \) as follows: For \( \Delta x_m \equiv U_0(x_m) - x_m \) and \( \Delta m \equiv m - (m - 1) \), the left part of Eq. (1) can be written as

\[
\frac{\Delta x_m}{\Delta m} = (1-a)g(x_m/a).
\]

Using the continuous approximation for \( x_m \ll 1 \) \((m \gg 1)\), Eq. (5) becomes

\[
\frac{dx}{dm} \simeq (1-a)g(x/a).
\]

Now let us integrate Eq. (6) as follows:

\[
m = \int_0^m dm' \frac{1}{1-a} \int_{x_m}^a \frac{dx}{g(x/a)}
\]

\[
= \frac{a}{1-a} \int_{x_m/a}^1 \frac{dy}{g(y)}
\]

\[
= \frac{a}{1-a} \{ G(x_m/a) - G(1) \},
\]

where the function \( G(x) \) is the indefinite integral \(- \int g'(y) dy \). Let us assume that \( G(x_m/a) \gg G(1) \) for \( x_m/a \ll 1 \) and that the function \( G \) has an inverse \( G^{-1} \).

Then Eq. (7) can be approximated as \( m \sim G(x_m/a) \) and we can obtain the relationship

\[
x_m/a \sim G^{-1}(m).
\]

Next, we consider the probability of the injection orbits into the interval \([x_m, x_m + dx_m]\). Under the continuous approximation, we assume that the interval \([s, s + ds] \) is mapped onto the interval \([x_m, x_m + dx_m] \), as shown in Fig. 2. The orbit that starts from the interval \([x_m, x_m + dx_m] \) resides for \( m \) time-steps in the interval \([0,a] \). Therefore, using the invariant measure \( \rho \), the residence time probability density is defined as

\[
f(m) dm \equiv \rho(s) ds.
\]

From the definition of point \( s \) and under the condition \( g^{-1} \left( \frac{s-a}{1-a} \right) \gg \frac{s-a}{1-a} \), we can estimate

\[
g(x_m/a) \simeq \frac{s-a}{1-a}.
\]

Using Eqs. (6), (8) and (9) and the approximation \( \rho(s) \simeq 1 \), we can estimate the residence time probability density as

\[
f(m) \sim g'(x_m/a) \frac{dx_m}{dm} \sim g'(G^{-1}(m)) \cdot g(G^{-1}(m)) \quad (m \gg 1).
\]

**C. The symmetrised map and its statistical features**

1. The model

Let us symmetrise the map \( U \) into map \( T \) defined on the interval \([-1,1] \) as follows:
In the following, we also assume that the function $g$ is given by

$$g(t) = t^B,$$  \hspace{1cm} (11)

where $B \geq 1$ is a parameter and the properties in Subsection \[1\] are satisfied, and assume that

$$a = B/(B + 1),$$

so that the derivative $T'(x)$ is continuous at $x = -1 + a$ and $1 - a$. Fig. 1(b) shows a graph of the map $T$ for $B = 2$.

2. Residence time probability density

The analytical estimates for the map $U$ in Subsections \[1\] and \[2\] are essentially the same as for the map $T$. Therefore, using Eqs. (10) and (11), we can derive the probability density of the residence time in each interval $[-1,0)$ and $[0,1]$ as

$$f(m) \sim m^{-(\kappa+1)} \ (m \gg 1, \kappa = B/(B-1)).$$  \hspace{1cm} (12)

Note that $B = 2 (\kappa = 2)$ is a transition point with the second moment $\langle m^2 \rangle = \int m^2 f(m) \ dm$ being finite for $1 < B < 2 (\kappa > 2)$ but infinite for $B > 2 (1 < \kappa < 2)$. Comparing this with our previous results for the modified Bernoulli map, we can classify the parameter region as follows \[1\] \[11\] \[12\]:

1. $1 \leq B < 2 \ (\kappa > 2)$, Gaussian stationary region,
2. $B > 2 \ (1 < \kappa < 2)$, Non-Gaussian stationary region.

3. Correlation function

By transforming orbits $\{T^n(x)\}$ into coarse-grained orbits $\{\sigma(T^n(x))\}$, where the function $\sigma$ is defined by

$$\sigma(x) = \begin{cases} -1 & \text{for } x < 0, \\ +1 & \text{for } x > 0, \end{cases}$$

we can calculate the correlation function $C(\tau)$ by renewal analysis \[22\]:

$$C(\tau) \sim \tau^{-(\kappa-1)} \ (\tau \gg 1).$$  \hspace{1cm} (13)

Given that the quantity $\int C(\tau) \ d\tau$ is a time-scale criterion of the random fluctuations \[22\], we see that it is finite for $\kappa > 2$ but infinite for $1 < \kappa < 2$. Consequently, for $B > 2 \ (1 < \kappa < 2)$, a remarkably long time tail is revealed.

III. DISTRIBUTIONS OF PARTIAL SUMS

Here we state two probability theorems proved by Doeblin and Feller \[24,25\] and suggest a conjecture for the distribution of the partial sums under the mapping $T$. In part, the derivation of the conjecture is the same, as in our previous papers \[11\] \[13\].

A. Doeblin-Feller theorems

In probability theory, recurrent events in which the successive waiting times are mutually independent random variables have been the object of study (see Fig. 3). One of the problems is as follows: What distribution does the epoch of the $r$th occurrence, which is a random variable, obey? And, how does it converge? Assuming that the first and the second moments for successive waiting times exist, the answer is given by the central limit theorem, which states that the rescaled fluctuations obey the Gauss distribution. For the case where the first and/or the second moments do not exist, the answer was given by Doeblin and Feller. Here we consider only the case in which the second moment does not exist.
Proposition 1 (Doeblin-Feller [24]) Let us consider a sequence of mutually independent positive random variables \( \{m_j\} \) with a common distribution \( F \), which satisfies the following properties:

\[
1 - F(x) = x^{-\alpha} h(x),
\]

where the function \( h \) varies slowly at \( \infty \), i.e., for every constant \( s \)

\[
\lim_{x \to \infty} \frac{h(sx)}{h(x)} = 1.
\]

Let \( M_r = m_1 + \cdots + m_r \) and define \( b_r \) by

\[
1 - F(b_r) \sim \frac{1}{r},
\]

and denote by \( N_t \) the number of renewal events in the time interval \((0, t)\), i.e.,

\[
Pr\{N_t \geq r\} = Pr\{M_r \leq t\}.
\]

Then, for \( 1 < \alpha < 2 \) and \( \mu = E(m_j) < \infty \),

\[
\Pr\left\{ \left( \frac{M_r}{r} - \mu \right) r^{1-1/\alpha} \leq x \right\} \rightarrow V(x; \alpha, 2 - \alpha, c) \quad (r \to \infty),
\]

\[
\Pr\left\{ \mu^{1+1/\alpha} \left( \frac{N_t}{t} - \frac{1}{\mu} \right) t^{1-1/\alpha} \leq x \right\} \rightarrow V(x; \alpha, \alpha - 2, c) \quad (t \to \infty),
\]

where \( V \) denotes the stable distribution (see Appendix [A]) and \( c = (-\Gamma(1 - \alpha))^{1/\alpha} \).

This proposition states that the rescaled fluctuations for the random variables \( M_r \) and \( N_t \) obey the stable distribution, where the skewness parameters are different. Note that for \( \alpha > 2 \) the limit distribution corresponds to the Gauss distribution \( V(x; 2, 0, c) \) because the first and second moments for \( F \) exist.

For real-valued random variables, the following proposition is implied by Feller and can be proven in the same way as the proof of Proposition 1.

Proposition 2 (Feller [25]) Let \( \{X_j\} \) be a sequence of mutually independent real-valued random variables with a common distribution \( F \) that satisfies the following properties:

\[
1 - \tilde{F}(x) = A_+ x^{-\alpha} h(x), \quad \tilde{F}(-x) = A_- x^{-\alpha} h(x) \quad (x > 0),
\]

\[
\tilde{F}(0) = A_-, \quad A_+ \geq 0, \quad A_- \geq 0, \quad A_+ + A_- = 1.
\]

Let \( Y_n = X_1 + \cdots + X_n \) and define \( \tilde{b}_n \) by

\[
1 - \tilde{F}(\tilde{b}_n) \sim \frac{A_+}{n}, \quad \tilde{F}(-\tilde{b}_n) \sim \frac{A_-}{n}.
\]

Let \( \tilde{\mu} = E(X_j) \) be the mean value and set the probability \( Q_n(x) = \Pr\{ (Y_n/n - \tilde{\mu}) n^{1-1/\alpha} \leq x \} \). Then, for \( 1 < \alpha < 2 \),

\[
\int_{-\infty}^{\infty} e^{ixz} dQ_n(x) \to \exp\left[-|z|^\alpha \left( \cos \frac{\pi \alpha}{2} + i(A_+ - A_-) \sin \frac{\pi \alpha}{2} \right) \Gamma(1 - \alpha) \right] \quad (n \to \infty).
\]

The expression on the right-hand side corresponds to the characteristic function of the stable distribution. In particular, we have for the following special cases:

\[
Q_n(x) \to \begin{cases} 
V(x; \alpha, \alpha - 2, c) & \text{for } A_+ = 0, \ A_- = 1, \\
V(x; \alpha, 2 - \alpha, c) & \text{for } A_+ = 1, \ A_- = 0, \\
V(x; \alpha, 0, c) & \text{for } A_+ = \frac{1}{2}, \ A_- = \frac{1}{2},
\end{cases}
\]

as \( n \to \infty \), where \( c \) is a suitable scale parameter for each case.

Proposition 2 states that the distribution \( \tilde{F} \) belongs to the domain of attraction of the stable distribution \( V \).
B. Distributions of the partial sums for some observable functions under the mapping $T$

Here we consider partial sums under the mapping $T$

$$S_n(\phi_j) \equiv \sum_{k=0}^{n-1} \phi_j \circ T^k,$$

where the observable functions $\phi_j (j = 1, 2, 3)$ are defined by

$$\phi_1(x) = \begin{cases} +1 & \text{for } |x| < 1-a, \\ 0 & \text{for otherwise}, \end{cases}$$ (14a)

$$\phi_2(x) = -\phi_1(x) + 1,$$ (14b)

$$\phi_3(x) = \sigma(x),$$ (14c)

These functions are shown in Figs. 4(a), 4(b), 4(c). As shown in Subsection II C, the map $T$ induces statistical features. As a result, for sufficiently large $n$, we can regard the partial sums as random variables as follows:

$$S_n(\phi_1) \approx N_n,$$ (15a)

$$S_n(\phi_2) \approx n - N_n,$$ (15b)

$$S_n(\phi_3) \approx \sum_{i=1}^{N_n/2} (m_i^+ - m_i^-),$$ (15c)

where $N_n$ denotes the number of times an orbit changes its sign in the time interval $(0, n)$ and $m_i^\pm$ is the $i$th resident time in the region $x \geq 0$ for an orbit.

Then, for $\phi_1$ and $\phi_2$, Proposition 1 can be applied. For $\phi_3$, the distribution of the random variables $\{m_i^\pm\}$ and $\{-m_i^-\}$ corresponds to the distribution $F$ in Proposition 2 for $A_+ = 1/2$ and $A_- = 1/2$. Therefore, we can derive the following conjecture:

**Conjecture 1** Under the mapping $T$ and for each observable function $\phi_j (j = 1, 2, 3)$, let us assume that

$$\xi_{n,j} = \left( \frac{S_n(\phi_j)}{n} - \langle \phi_j \rangle \right) n^{1-1/\alpha}$$

is a random variable, where $\langle \cdot \rangle$ denotes the ensemble average. Then,

$$\Pr \{ \xi_{n,j} \leq x \} \rightarrow V(x; \alpha, \gamma_j, c_j) \quad \text{as } n \rightarrow \infty,$$ (16)

where $\alpha$ is the function of $B$

$$\alpha = \begin{cases} 2 & \text{for } B < 2, \\ B/(B-1) & \text{for } B > 2, \end{cases}$$ (17)

$\gamma_j$ is different for each function

$$\gamma_j = \begin{cases} \alpha - 2 & \text{for } j = 1, \\ 2 - \alpha & \text{for } j = 2, \\ 0 & \text{for } j = 3, \end{cases}$$ (18)

and $c_j$ is a suitable scale parameter.

The reason why the transition point $B = 2$ is excluded in Eq. (17) is that we need take into account a logarithmic correction such as the second moment $\langle m^2 \rangle = \int_1^\infty m^2 f(m) \, dm \sim \log m$ for $B = 2$. In the following Subsection IV B, we are not concerned with the point $B = 2$.

IV. NUMERICAL RESULTS

A. Entropy, residence time distribution and correlation function

First, in order to check that the uniform measure is invariant under the mapping $T$, we calculate the equipartition entropy

$$H_\delta(n) = - \sum_{i=-\delta^{-1}}^{\delta^{-1} - 1} \lambda_n(D_i) \log_{10} \lambda_n(D_i),$$

where $\delta$ is the length of the set $D_i = (i\delta, (i+1)\delta) (i = -\delta^{-1}, -\delta^{-1} + 1, \cdots, \delta^{-1} - 1), \lambda_n(D_i)$ denotes the probability measure of the set $D_i$ at time-step $n$, and an initial ensemble is uniformly given on the interval $(-1, 1)$. 

![FIG. 4. (Color online) The observable functions (a) $\phi_1$, (b) $\phi_2$ and (c) $\phi_3$.](image)
In ergodic theory, the upper bound of the entropy is \(-\log_{10}(\delta/2)\) \cite{26}. For \(\delta = 10^{-3}\) and five different parameters \(B\), the numerical results are shown in Fig. 5 where \(10^6\) initial points are distributed. Because \(-\log_{10}(\delta/2) - H_\delta(n)\) is less than \(5 \times 10^{-4}\), the uniform measure is numerically invariant under the mapping \(T\).

Second, Fig. 6(a) shows the probability density of the residence time \(f(m)\) for \(B = 3.0\). We can clearly see a power law \(f(m) \sim m^{-2.5}\). The scaling exponents for some parameters \(B\) are shown in Fig. 6(b) and the analytical result (see Eq. (12)) is verified.

Third, in numerical simulations the correlation function is calculated as

\[
C(\tau) = \left| \langle \sigma(x)\sigma(T^\tau x) \rangle \right|,
\]

where \(\langle \cdot \rangle\) stands for the ensemble average and \(10^7\) initial points are given uniformly in the interval \((-1,1)\). Figure 7(a) shows the correlation function for \(B = 3.0\). The scaling exponents for some parameters \(B\) are shown in Fig. 7(b) and the analytical result (see Eq. (13)) is verified.

TABLE I. Numerically obtained values of \(\alpha\) and \(c_j\) for \(B = 1.5, 3.0, 4.0\) and 5.0. The stable densities in Figs. 10(a)-(c) are calculated using these values.

| \(B\) | \(\alpha (j = 1, 2)\) | \(c_1 (= c_2)\) | \(\alpha (j = 3)\) | \(c_3\) |
|---|---|---|---|---|
| 1.5 | 1.99873 | 0.520165 | 1.99986 | 1.36350 |
| 3.0 | 1.49467 | 0.329168 | 1.48682 | 0.980109 |
| 4.0 | 1.35012 | 0.269364 | 1.32224 | 0.629975 |
| 5.0 | 1.27017 | 0.225277 | 1.24602 | 0.501533 |

Next, using the numerically obtained exponent \(\alpha\), we calculate the probability density, \(p_{\xi_{n,j}}(x)\), of the distribution \(\Pr\{\xi_{n,j} \leq x\}\). In Figs. 10(a) and 10(c), the probability densities \(p_{\xi_{n,j}}(x)\) (points) with \(\alpha\) and the stable densities \(v(x;\alpha,\gamma_j,c_j)\) (solid curves) with \(\alpha\) and \(c_j\) are shown for \(B = 1.5, 3.0, 4.0\) and 5.0. The values of \(\alpha\) and \(c_j\) are shown in Table I and the values of the skewness parameter \(\gamma_j\) are shown in Eq. (18). These numerical results support our conjecture.

V. SUMMARY AND DISCUSSION

In this study, we introduced a class of one-dimensional intermittent maps equipped with a uniform invariant measure and analysed their statistical features. Working from the Doeblin-Feller theorems, we suggested the conjecture that the rescaled fluctuation for sums of some observable functions is the stable random variable. Numerical results clearly indicate that the conjecture should be true. Observable functions \(\phi_j\) defined in Eqs. (14a)-(14c) are typical in renewal processes \cite{27}. Equations (15a)-(15c) can be interpreted as follows: \(S_n(\phi_1)\) is the number of renewals, \(S_n(\phi_2)\) is the total occupation time around an indifferent fixed point and \(S_n(\phi_3)\) is the mean of the process. In this sense, the choice of observable functions is reasonable. In ergodic theory, however, it is necessary to discuss both the class of observable functions and the limit distribution of sums for functions. This kind of problem is one of open problems \cite{28}. Gouezel proved a limit theorem of the observable function \(\phi(x) = x^{-\beta}\).
for the Bernoulli map \( x \mapsto 2x \pmod{1} \) [29]. Akimoto discussed a similar limit theorem for an infinite measure dynamical system [10].

Large deviations derived from our conjecture polynomially decay as follows: Let us assume Eq. (16), i.e.,
\[
\Pr \left\{ \frac{S_n(\phi)}{n} - \langle \phi \rangle \leq \frac{x}{n^{1-1/\alpha}} \right\} = V(x).
\]

Then, using the property of the stable distribution (A3), we can derive a polynomial decay of large deviations for

FIG. 6. (Color online) (a) The log-log plot of the residence time probability density \( f(m) \). The circles represent the numerical result for \( B = 3.0 \), and the dashed line is obtained by least-squares fitting in the large time-step \( (10^3 < m < 10^4) \). (b) The scaling exponent of the probability density as a function of \( B \). The circles represent the slopes by fitting as shown in (a), and the dashed curve is the theoretical result.

FIG. 7. (Color online) (a) The log-log plot of the correlation function \( C(\tau) \). The circles represent the numerical result for \( B = 3.0 \), and the dashed line is obtained by least-squares fitting in the large time-step \( (10^3 \leq \tau \leq 10^4) \). (b) The scaling exponent of the correlation function \( C(\tau) \sim \tau^{-(\kappa-1)} \) as a function of \( B \). The circles represent the slopes by fitting as shown in (a), and the dashed curve is the theoretical result.
FIG. 8. (Color online) The probability densities of \( S_n(\phi_j)/n - \langle \phi_j \rangle \) for the map \( T \) with \( B = 4.0 \) at \( n = 10^4, 10^5, 10^6 \) and \( 10^7 \). The indexes of the observable function \( \phi_j \) are \( j = 1 \) in (a) and \( j = 3 \) in (b).

\[ \varepsilon = x/n^{1-1/\alpha} > 0: \]

\[ \Pr \left\{ \frac{S_n(\phi_j)}{n} - \langle \phi_j \rangle \geq \varepsilon \right\} = 1 - V(n^{1-1/\alpha} \varepsilon) + V(-n^{1-1/\alpha} \varepsilon), \]

\[ \sim \left(n^{1-1/\alpha} \varepsilon\right)^{-\alpha}, \]

\[ \sim n^{1-\alpha}. \quad (19) \]

The same estimate has been obtained by other mathematicians [14, 15] and also shown numerically [16] in slowly mixing dynamical systems, where an observable function has a polynomial decay of correlations against all \( L^\infty \) test functions. In the context of the large deviation theory [30], the conjecture and Eq. (19) are suggestive; the polynomial decay of large deviations is not usually taken into account even though \( S_n(\phi)/n \) converges to the ensemble average; furthermore, since the moment generating function (MGF) of the stable distribution for \( 0 < \alpha < 2 \) can not be defined, one can not calculate the entropy function defined by the Legendre transform of the logarithm of MGF. Improving the large deviation theory in the non-Gaussian regime \( (1 < \alpha < 2) \) is a problem that remains to be solved.

Finally, we also remark that the power-laws in our model, as shown in Eqs. (12) and (13), arise from the functions \( g(t) = t^\beta \). However, it is not enough to explain the stagnant layer theory based on the Nekhoroshev theorem in nearly-integrable Hamiltonian systems [8, 31, 32], where the probability density of the first passage time around tori obeys the log-Weibull expression,

\[ f(m) \sim \frac{1}{m (\log m)^{1+d}} \quad (m \gg 1), \]

where \( d \) is a constant related to the degree of freedom. From the viewpoint of infinite ergodic theory, we studied a one-dimensional map accompanied by the log-Weibull distribution [33]. The results revealed that a logarithmic correction term, which is slowly varied, characterizes the extremely slow dynamics. We should improve the function \( g \) so that it affects the log-Weibull distribution around indifferent fixed points and has a uniform invariant measure. This point will be reported elsewhere.
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Appendix A: The stable density \( (1 < \alpha \leq 2) \) [25]

The characteristic function of the stable distribution is given by

\[ \hat{v}(z; \alpha, \gamma, c) = \exp \left\{ -|cz|^\alpha e^{\pm i \gamma / 2} \right\}, \quad (A1) \]

where \( 0 < \alpha \leq 2 \) is called a stable exponent, \( \gamma \) is the skewness parameter [34], \( c \) is a scale parameter and the \( \pm \) sign depends on \( z \gtrless 0 \). For \( 1 < \alpha < 2 \) the series expansion of the stable density is given by
FIG. 9. (Color online) (a) and (b) stand for log-log plots of the function $\eta_n(z)$ (points), which is calculated from the characteristic function of the normalized probability density of $S_n(\phi_j)/n - \langle \phi_j \rangle$ at $n = 10^7$ for $j = 1, 2$ and $j = 3$, respectively. Lines are obtained by least-squares fitting by use of Eq. (B1). For $B = 1.5, 3.0, 4.0$ and 5.0, numerically obtained values of $\alpha$ and $c_j$ are listed in Table I. (c) Numerically obtained stable exponent $\alpha$ as a function of $B$ for $j = 1, 2$ (circle) and $j = 3$ (box). The dashed curve represents the analytical result as shown in Eq. (17). (d) Numerically obtained scale parameters $c_j$ for $j = 1, 2$ (circle) and $j = 3$ (box).

In this paper we denote the stable distribution by $V(x; \alpha, \gamma, c)$ [35]. For $\alpha = 2$ the distribution corresponds to the Gauss distribution.
FIG. 10. (Color online) The probability densities $p_{\xi_n,j}(x)$ (points) and the stable densities $v(x; \alpha, \gamma_j, c_j)$ (solid curves) for $B = 1.5$ (circle), 3.0 (triangle), 4.0 (box) and 5.0 (filed circle) at $n = 10^7$. The indexes of the observable functions $\phi_j$ are (a) $j = 1$, (b) $j = 2$ and (c) $j = 3$. The values of $\alpha$ and $c_j$ of the stable density are shown in Table I. The values of the skewness parameter $\gamma_j$ are in Eq. (18).

One of important properties of the stable distribution, which can be shown to be equivalent to its definition, is as follows: Let $\{X_j\}$ be an arbitrary sequence of mutually independent random variables with a common distribution $V(x; \alpha, \gamma, c)$ and $S_n = X_1 + \cdots + X_n$. Then,

$$\Pr \left\{ \frac{S_n}{n^{1-1/\alpha}} \leq x \right\} = V(x; \alpha, \gamma, c).$$  \hspace{1cm} (A2)

Moreover, since the stable distribution trivially belongs to the domain of attraction of the distribution, the tail-sum varies regularly with exponent $-\alpha$:

$$1 - V(x) + V(-x) \sim x^{-\alpha}h(x) \quad (x \to \infty),$$  \hspace{1cm} (A3)

where $h(x)$ is slowly varying at $\infty$.

**Appendix B: The algorithm to obtain the exponent $\alpha$ and the scale parameter $c$ of the stable density**

Assuming Eq. (A2), the probability density of the random variable $S_n/n$ is written as

$$p_n(x) = n^{1-1/\alpha} v \left( n^{1-1/\alpha} x \right),$$

and its characteristic function is given by

$$\tilde{p}_n(z) = \int_{-\infty}^{\infty} e^{izx} p_n(x) \, dx = u_n(z) + iw_n(z),$$

where the functions $u_n$ and $w_n$ are defined as $\int \cos(zx)p_n(x) \, dx$ and $\int \sin(zx)p_n(x) \, dx$, respectively. Using Eq. (A1), for $z > 0$ the characteristic function
can be written as follows:

\[ \hat{p}_n(z) = \exp \{ \ln r_n(z) + i\theta_n(z) \}, \]
\[ \ln r_n(z) = -n^{1-\alpha}(cz)^\alpha \cos \frac{\pi n}{2}, \]
\[ \theta_n(z) = -n^{1-\alpha}(cz)^\alpha \sin \frac{\pi n}{2}, \]

where the functions \( r_n \) and \( \theta_n \) are defined by

\[ r_n(z) = \sqrt{u_n^2 + w_n^2}, \quad \theta_n(z) = \arctan(u_n/w_n). \]

If the function \( \eta_n \) is defined by

\[ \eta_n(z) = \sqrt{(\ln r_n)^2 + (\theta_n)^2} = n^{1-\alpha}(cz)^\alpha, \]

we can use the graph of the log-log plot to evaluate it as follows:

\[ \ln \eta_n(z) = \alpha(\ln z + \ln c) - (\alpha - 1) \ln n. \]  

(B1)

Therefore, under the assumption that a numerical probability density is stable, the exponent \( \alpha \) and the scale parameter \( c \) can be determined.
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