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Abstract

We consider the one-dimensional Swift-Hohenberg equation coupled to a conservation law. As a parameter increases the system undergoes a Turing bifurcation. We study the dynamics near this bifurcation. First, we show that stationary, periodic solutions bifurcate from a homogeneous ground state. Second, we construct modulating traveling fronts which model an invasion of the unstable ground state by the periodic solutions. This provides a mechanism of pattern formation for the studied system. The existence proof uses center manifold theory for a reduction to a finite-dimensional problem. This is possible despite the presence of infinitely many imaginary eigenvalues for vanishing bifurcation parameter since the eigenvalues leave the imaginary axis with different velocities if the parameter increases. Furthermore, compared to non-conservative systems, we address new difficulties arising from an additional neutral mode at Fourier wave number $k = 0$ by exploiting that the amplitude of the conserved variable is small compared to the other variables.
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1 Introduction

The dynamics of pattern forming systems on unbounded domains has been an important part of research for the last decades since such phenomena can be observed in many real-world examples from biology, chemistry and fluid dynamics, see [CH93]. Prototypical examples of such systems are the Taylor-Couette problem and the Rayleigh-Bénard problem. Typically, pattern formation occurs as follows. When an external control parameter, e.g. the temperature for the Rayleigh-Bénard problem, increases beyond a critical value the spatially homogeneous equilibrium gets unstable and spatially periodic solutions bifurcate.

We are interested in the mechanism which drives the pattern formation in parabolic evolution equations on the real line. It turns out that in such systems patterns often arise in the wake of an invading heteroclinic
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front which connects the unstable ground state $u_0$ to the periodic pattern $u_{\text{per}}$. To model this behavior, we construct modulating traveling fronts in this paper. These are solutions of the form

$$u(t,x) = U(x - ct, x - \beta t),$$

where $U$ is periodic with respect to its second argument and satisfies

$$\lim_{\xi \to \infty} U(\xi,p) = u_0(p) \quad \text{and} \quad \lim_{\xi \to -\infty} U(\xi,p) = u_{\text{per}}(p),$$

see Figure 1. Here, $x \in \mathbb{R}$ denotes the unbounded spatial direction of the problem, $c$ the velocity of the front, $t \geq 0$ the time and $\beta$ the phase velocity. Solutions of this type are already established for non-conservative systems which exhibit a Turing bifurcation. These results include the case of cubic nonlinearities such as the Swift-Hohenberg equation \cite{CE86, EW91} as well as quadratic nonlinearities such as the Taylor-Couette problem in an infinite cylinder \cite{HCS99} and a nonlocal Fisher-KPP equation \cite{FH15}.

In this paper, we show the existence of modulating traveling fronts for a pattern forming system with a conserved quantity which presents a nontrivial extension of the current results for non-conservative systems as we outline below. Examples for pattern forming systems with a conserved quantity are the Bénard-Marangoni convection (see Figure 2) and the flow down an inclined plane, see \cite{HSZ11}. It turns out that the behavior of these systems differs from the one of classical pattern forming systems (see e.g. \cite{Kno16}). In particular, the Ginzburg-Landau equation cannot be justified as an amplitude equation as opposed to the classical situation where this is generically the case (see \cite{SU17} for details). Instead, a modified Ginzburg-Landau system, that is, a Ginzburg-Landau equation coupled to a conservation law, see \eqref{eq:ampl-eq}–\eqref{eq:bcs}, appears as amplitude equation, see \cite{MC00}. A closer analysis reveals that the additional conservation law in the amplitude equation comes from the presence of an additional critical spectral curve of the linearisation about the ground state touching the imaginary axis at Fourier wave number $k = 0$, see Figure 3. This presents new difficulties in the rigorous justification of the amplitude equation which is done in \cite{HSZ11, SZ13, DKSZ16} but also the dynamics of the modified Ginzburg-Landau system is less well understood as opposed to the classical Ginzburg-Landau equation (see \cite{SZ17} for a discussion). Indeed, we will see that both issues lead to new difficulties for the problem at hand.

Figure 1: Modulating travelling front

Figure 2: Schematic depiction of the Bénard-Marangoni convection close to the first instability, with $T_B > T_A$. 
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Figure 3: Curves of eigenvalues over the Fourier wave number $k$ for a classical Turing instability (a) and the
new type of instability with marginally stable modes at $k = 0$ (b).

1.1 The problem and main result

We consider the Swift-Hohenberg equation with an additional conservation law of the form

$$
\partial_t u = -(1 + \partial_x^2)^2 u + \alpha u + uv - u^3,
$$

$$
\partial_t v = \partial_x^2 v + \gamma \partial_x^2 (u^2),
$$

with $\alpha, \gamma, u(t, x), v(t, x) \in \mathbb{R}$ and $t \geq 0$ (see [CM03, SZ17]). Here $\alpha$ takes the role of an external control
parameter. The system (3a)–(3b) has a family of spatially homogeneous equilibria $(0, v_0)$ with $v_0 \in \mathbb{R}$ which
destabilizes when $\alpha > v_0$. However, we restrict the following analysis to $v_0 = 0$, since the general case
can be brought back to this case by replacing $\alpha$ by $\alpha + v_0$. Linearisation of (3a)–(3b) about $(0, 0)$ and the
Fourier transform yield that the spectral situation is indeed as depicted in Figure 3b. Hence, at $\alpha = 0$ there
is a Turing bifurcation and we will prove that a family of periodic solutions bifurcates. Close to the first
instability, namely for $\alpha = \varepsilon^2 \alpha_0$, these solutions are of the form

$$
\begin{align*}
  u_{\text{per}}(x) & = \varepsilon A_u \cos(x + x_0) + \mathcal{O}(\varepsilon^2) \\
  v_{\text{per}}(x) & = \varepsilon^2 A_v \cos(2(x + x_0)) + \mathcal{O}(\varepsilon^3),
\end{align*}
$$

with $x_0 \in [0, 2\pi]$ and $A_u, A_v \in \mathbb{R}$ (see Lemma 2.1).

Note that although (3a)–(3b) is a purely phenomenological model, as discussed in [SZ17], it shares important
properties with the Bénard-Marangoni problem. In particular, both models show the same kind of Turing
instability and both are reflection symmetric. Moreover, the (formal) amplitude equation of (3a)–(3b) is of
the same form as the one for the Bénard-Marangoni problem [Zim14, Theorem 4.3.3] (see Section 2). Thus,
we expect that both models exhibit similar behavior close to the first instability.

As mentioned before, we aim to rigorously construct a modulating traveling front for the above system.
In particular, we are interested in slow moving fronts with velocity $c = \varepsilon c_0$, which is the natural scaling
corresponding to the scaling of $\alpha$. Furthermore, since the system (3a)–(3b) possesses reflection symmetry
and the periodic solutions (4a)–(4b) are stationary, we set the phase velocity $\beta = 0$. The idea of the
existence proof is to use center manifold theory to reduce the problem to finding a heteroclinic orbit in a
finite-dimensional system. We now briefly outline the strategy, describe the challenges therein and formulate
our main result. Finally, we comment on the differences to previous results and novelties in our work.

Center manifold theory is a well-established tool to reduce the dimension of a studied system. We refer to
[HI11] for a detailed overview. In the case at hand, it can be applied in the following, non-standard way.
Inserting the modulating traveling front ansatz into (3a)–(3b) we find that the linearisation about the ground
state has infinitely many imaginary eigenvalues for $\varepsilon = 0$. Therefore, standard center manifold results are
not applicable, since these require that only finitely many eigenvalues lie on the imaginary axis. However, as
Since the size of the spectral gap depends on axis and the rest of the spectrum arises, we use this to construct a 6-dimensional center manifold although, forming systems without conserved quantity. We note that a similar instability occurs in the models studied in [MC00, SZ13, Suk16]. In fact, with a modulating front ansatz (1) we find a similar spectral situation as for (3a)-(3b), see Section 3.1. Namely, for \( \varepsilon = 0 \) infinitely many eigenvalues lie on the imaginary axis and depart with different velocities for \( \varepsilon > 0 \). Thus, we expect that similar results hold true in these cases.

Although the strategy used to establish Theorem 1.1 is similar to the one used in [CE86, EW91, HCS99] the following new challenges occur. First, the proof of the center manifold result, Theorem 3.6, is more involved because of the additional spectral curve due to the conservation law, see Figure 3b. Second, as can be expected from the corresponding amplitude equation, the reduced system on the center manifold is 3-dimensional instead of 2-dimensional which increases the difficulty of establishing a heteroclinic orbit.

We now comment on the differences and new ideas in the center manifold result in more detail. Compared to the pure Swift-Hohenberg case [CE86, EW91], new difficulties arise from the presence of quadratic nonlinearities instead of cubic ones. Therefore, as discussed in [HCS99], the estimates for the semigroups and projections established in [EW91] seem insufficient to establish a large enough center manifold. Haragus and Schneider [HCS99] address this issue by rescaling the central and hyperbolic part with different powers of \( \varepsilon \), i.e. \( u = \varepsilon^{\beta} u_c + \varepsilon^{\gamma} u_h \), with \( 0 < \beta < 1 < \gamma < 2 \) chosen appropriately, which is motivated by the fact that the corresponding periodic equilibrium has the same expansion. Finally, they remove the critical quadratic terms using a normal form transformation.

However, it turns out that this is not a viable strategy in our case since not all critical quadratic terms can be eliminated using normal form transformation, see Remark 3.3. A closer analysis reveals that the resonating quadratic contributions come from the fact that quadratic interactions of central modes, i.e. modes with non-negative growth rate, give again central modes. This is due to the additional spectral curve touching zero at \( k = 0 \) by virtue of the conserved quantity present in the system. Note that this is also one of the main issues in the justification of the modified Ginzburg-Landau approximation of equations with conserved quantities in [SZ13] since the quadratic interactions of central modes are not exponentially damped in contrast to pattern forming systems without conserved quantity.

**Theorem 1.1.** For \( \sigma_0^2 > 16 \alpha_0 > 0 \) there exist \( \varepsilon_0 > 0 \) and \( \gamma_0 > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \) and \( |\gamma| < \gamma_0 \) the system (3a)-(3b) has modulating traveling front solutions of the form (1) satisfying the boundary conditions (2). Furthermore, the solution is of the form

\[
\begin{align*}
    u_f(t, x) &= \varepsilon U(\varepsilon(x - \varepsilon c_0 t)) \cos(x + x_0) + O(\varepsilon^2) \\
    v_f(t, x) &= \varepsilon^2 [V_0(\varepsilon(x - \varepsilon c_0 t)) + V_1(\varepsilon(x - \varepsilon c_0 t)) \cos(2(x + x_0))] + O(\varepsilon^3)
\end{align*}
\]

for any \( x_0 \in [0, 2\pi] \), with \( U, V_0, V_1 \in \mathbb{R} \).

**Remark 1.2.** We point out that our rigorous result, Theorem 1.1, only covers the case that \( \gamma \) is contained in a small neighbourhood of zero. However, numerical experiments presented in Section 4 show that we can expect that the result also holds for \( \gamma \in (-3, \infty) \). Notably, we cannot expect that either small periodic patterns or small modulating fronts exist for \( \gamma \leq -3 \) since the reduced system does not have nontrivial fixed points in this parameter region. We refer to Section 2 for a detailed discussion.

**Remark 1.3.** We note that a similar instability occurs in the models studied in [MC00, SZ13, Suk16].
In this paper, we solve the issues related to the quadratic contributions by using a similar rescaling as used by Haragus and Schneider [HCS99]. However, we additionally exploit \( u_{\text{per}} = \mathcal{O}(\varepsilon) \) and \( v_{\text{per}} = \mathcal{O}(\varepsilon^2) \) and thus we rescale \( u \) and \( v \) differently in terms of \( \varepsilon \). Moreover, we use the transformation \( w = v + \gamma u^2 \) which gives an additional \( \varepsilon \) in the quadratic nonlinearity of the conservation law. Note that this transformation does not eliminate the quadratic nonlinearities and hence is not a normal form transform. It turns out that this is enough to treat all nonlinearities similar to cubic ones and therefore, normal form transform is not necessary, see also Remark 3.8.

### 1.2 Outline

The paper is organized as follows. In Section 2 we formally derive the amplitude equation of (3a)–(3b) using a multiple scaling ansatz and show the existence of periodic solutions. Following, we formulate the modulating front problem and prove a center manifold result including bounds on the size of the manifold in Section 3. Afterwards, Section 4 contains the derivation of the reduced equations on the center manifold and the construction of heteroclinic orbits establishing the existence of modulating fronts for (3a)–(3b). Finally, in Section 5 we discuss related, open problems.

## 2 Amplitude equation and spatially periodic equilibria

We want to derive an amplitude equation for (3a)–(3b). For this, we note that the linearisation of (3a)–(3b) about the trivial solution \((u, v) = (0, 0)\) has solutions of the form

\[
\begin{align*}
    u(x, t) &= e^{ix} e^{\lambda_u(k)t} \\
    v(x, t) &= e^{ix} e^{\lambda_v(k)t},
\end{align*}
\]

where \( \lambda_u(k) = -(1 - k^2)^2 + \alpha \) and \( \lambda_v(k) = -k^2 \), with \( k \in \mathbb{R} \), which corresponds to the spectrum depicted in Figure 3b. Therefore for \( \alpha \leq 0 \) the ground state \((u, v) = (0, 0)\) is stable while for \( \alpha > 0 \) it gets unstable. Since we are interested in solutions bifurcating from the ground state when \( \alpha \) gets positive, we set \( \alpha = \varepsilon^2 \alpha_0 \) for some \( \alpha_0 > 0 \). We now derive the formal amplitude equation close to the instability with the ansatz

\[
\begin{align*}
    u(x, t) &= \varepsilon A(X, T) e^{ix} + \mathcal{O}(\varepsilon), \\
    v(x, t) &= \varepsilon^2 B_0(X, T) e^{2ix} + \varepsilon^2 B_1(X, T) e^{3ix} + \mathcal{O}(\varepsilon^3),
\end{align*}
\]

where \( X = \varepsilon x \) and \( T = \varepsilon^2 t \). Inserting this ansatz into the system (3a)–(3b) then yields

\[
\begin{align}
    0 &= \varepsilon^3 E (-\partial_T A + 4\partial_X^2 A + \alpha_0 A + AB_0 + \bar{A} B_1 - 3|A|^2 A) + \varepsilon^3 E^3 (AB_1 + A^3) + \mathcal{O}(\varepsilon^4), \quad (5a) \\
    0 &= \varepsilon^4 (-\partial_T B_0 + \partial_X^2 B_0 + 2\gamma \partial_X^2 \varepsilon^2 (|A|^2)) + \varepsilon^4 E^2 (-\partial_T B_1 + \partial_X^2 B_1 + \gamma \partial_X^2 \varepsilon^2 A^2)) \\
        &\quad + 4\varepsilon^3 E^2 (\partial_X B_1 + \gamma \partial_X (A^2)) - 4\varepsilon^2 E^2 (B_1 + \gamma A^2) + \mathcal{O}(\varepsilon^5), \quad (5b)
\end{align}
\]

where \( E = e^{ix} \). Equating the \( \varepsilon^2 E^2 \) contributions in (5b) to zero then yields \( B_1 = -\gamma A^2 \). With this, equating the \( \varepsilon^3 E \)-terms in (5a) and the \( \varepsilon^4 \) -terms in (5b) to zero leads to the formal amplitude equations

\[
\begin{align}
    \partial_T A &= 4\partial_X^2 A + \alpha_0 A + AB_0 - (3 + \gamma) A|A|^2, \quad (6a) \\
    \partial_T B_0 &= \partial_X^2 B_0 + 2\gamma \partial_X^2 |A|^2. \quad (6b)
\end{align}
\]

Note that the extended ansatz for \( v \) includes noncritical modes, i.e., modes which correspond to negative eigenvalues. However, these additional terms are necessary in the derivation to equate the coefficient in front of \( \varepsilon^2 e^{2ix} \) in (5b) to zero. This contribution then leads to a nontrivial contribution to the cubic term in
(6a). Note that this system deviates from the one derived in [MC00] since the sign of the cubic coefficient in (6a) depends on the coupling parameter \( \gamma \). Specifically, for \( \gamma < -3 \) the sign is positive which leads to the non-existence of nontrivial equilibria in (6a) – (6b). Indeed this formal prediction reflects in the full system as for \( \gamma \leq -3 \) the full system (3a) – (3b) does not have stationary periodic solutions of small amplitude. Making these formal ideas rigorous we obtain the following result.

**Lemma 2.1.** For all \( \gamma_0 > -3 \) and \( \alpha_0 > 0 \) there exists an \( \varepsilon_0 > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \) and \( \gamma \in (\gamma_0, \infty) \) the system (3a) – (3b) has stationary periodic solutions of the form

\[
\begin{align*}
  u_{\text{per}}(x) &= \varepsilon^2 \sqrt{\frac{\alpha_0 - q_0^2}{3 + \gamma}} \cos(k_c(x + x_0)) + O(\varepsilon^2), \\
  v_{\text{per}}(x) &= -\varepsilon^2 \sqrt{\frac{\alpha_0 - q_0^2}{3 + \gamma}} \cos(2k_c(x + x_0)) + O(\varepsilon^3),
\end{align*}
\]

where \( x_0 \in [0, 2\pi/k_c) \) and \( k_c^2 = 1 + q_0 \). Here, \( k_c \) is the critical wave number and \( q_0 \in (-\sqrt{\alpha_0}, \sqrt{\alpha_0}) \).

Furthermore, \( \int_0^{2\pi/k_c} v_{\text{per}} \, dx = 0 \).

**Proof.** The proof is based on center manifold reduction. We define the space

\[
H^1_{\text{per}} := \left\{ u(x) = \sum_{n \in \mathbb{Z}} u_n e^{ink_c x} : \|u\|_{H^1_{\text{per}}}^2 = \sum_{n \in \mathbb{Z}} (1 + n^2)^2 |u_n|^2 < \infty \right\}
\]

and

\[
\mathcal{Z} = \left\{ (u, v) \in H^4_{\text{per}} \times H^2_{\text{per}} : u_n = \bar{u}_{-n}, v_n = \bar{v}_{-n}, v_0 = 0 \right\}, \\
\mathcal{Y} = \left\{ (u, v) \in H^2_{\text{per}} \times H^2_{\text{per}} : u_n = \bar{u}_{-n}, v_n = \bar{v}_{-n}, v_0 = 0 \right\}, \\
\mathcal{X} = \left\{ (u, v) \in H^3_{\text{per}} \times H^3_{\text{per}} : u_n = \bar{u}_{-n}, v_n = \bar{v}_{-n}, v_0 = 0 \right\},
\]

where \( u_n \) denotes the \( n \)-th Fourier coefficient of \( u \), \( n \in \mathbb{Z} \) and \( \bar{u} \) is the complex conjugate of \( u \). Furthermore, note that the condition \( v_0 = \int_0^{2\pi/k_c} v(x) \, dx = 0 \) is conserved by the dynamic of (3a) – (3b). Then, we write (3a) – (3b) as

\[
\partial_t \begin{pmatrix} u \\ v \end{pmatrix} = L_\varepsilon \begin{pmatrix} u \\ v \end{pmatrix} + R(u, v),
\]

where \( L_\varepsilon \) is the linear part and \( R \) the nonlinear part. Here, the linear operator \( L_\varepsilon \) is given by

\[
L_\varepsilon = \begin{pmatrix} -(1 + \partial_x^2)^2 + \varepsilon^2 \alpha_0 & 0 \\ 0 & \partial_x^2 \end{pmatrix} \in \mathcal{L}(\mathcal{Z}; \mathcal{X}),
\]

where \( \mathcal{L}(\mathcal{Z}; \mathcal{X}) \) is the space of bounded, linear operators from \( \mathcal{Z} \) to \( \mathcal{X} \). Furthermore, the nonlinearity is given by

\[
R(u, v) = \begin{pmatrix} uv - u^3 \\ \gamma \partial_x^2(u^2) \end{pmatrix},
\]

which is a smooth map from \( \mathcal{Z} \) to \( \mathcal{Y} \). Note in particular that \( R(0, 0) = 0 \) and \( DR(0, 0) = 0 \). The eigenvalues of \( L_\varepsilon \) can be explicitly calculated using Fourier transform as

\[
\begin{align*}
  \lambda_{u,n} &= -(1 - n^2 k_c^2)^2 + \varepsilon^2 \alpha_0, \quad n \in \mathbb{Z} \\
  \lambda_{v,n} &= -n^2 k_c^2, \quad n \in \mathbb{Z} \setminus \{0\}.
\end{align*}
\]
Note, that $\lambda_{v,0} = 0$ is not an eigenvalue since we require $v_0 = 0$. Thus, the spectrum can be decomposed in the central part $\sigma_c(L_\varepsilon) = \{\lambda_{u,\pm 1}\}$ and the remaining hyperbolic part $\sigma_h(L_\varepsilon)$. Finally, we have for $|\omega| \geq \omega_0 > 0$ that

$$\| (\dot{\omega} I - L_\varepsilon)^{-1} \|_{L^2(X;\mathcal{X})} \leq C( \sup_{n \in Z} |\omega + (1 - n^2k_c^2)^2 - \varepsilon^2\alpha_0|^{-1} + \sup_{n \in Z} |\omega - n^2k_c^2|^{-1} ) \leq \frac{C(\omega_0)}{|\omega|}. $$

Thus, since $\mathcal{Z}$, $\mathcal{Y}$ and $\mathcal{X}$ are Hilbert spaces, we can apply the center manifold theorem [HI11, Theorem 3.3] using [HI11, Remark 3.6]. This gives a smooth map $h = h(u_1,u_{-1},\varepsilon) = h_u \times h_v$, which defines the center manifold. We then introduce the following coordinates

$$u(t) = \varepsilon A(\varepsilon^2 t)e^{ik_c x} + A(\varepsilon^2 t)e^{-ik_c x} + h_u(\varepsilon A(\varepsilon^2 t), \varepsilon A(\varepsilon^2 t), \varepsilon), $$

$$ v(t) = h_v(\varepsilon A(\varepsilon^2 t), \varepsilon A(\varepsilon^2 t), \varepsilon). $$

To determine an approximation of $h_u, h_v$ we use [HI11, Corollary 2.12] and obtain

$$\varepsilon^2 D_A h_u \partial_T A = -(1 + \partial_x^2)^2 h_u + \varepsilon^2 \alpha_0 h_u + P_{h_u} ( (\varepsilon A e^{ik_c x} + \varepsilon \bar{A} e^{-ik_c x} + h_u) h_v + (\varepsilon A e^{ik_c x} + \varepsilon \bar{A} e^{-ik_c x} + h_u)^2 ),$$

where $P_{h_u}$ is the projection onto the hyperbolic eigenspace of the $u$-equation, $D_A h_u$ denotes the derivative of $h_u$ with respect to $A$ and $T = \varepsilon^2 t$. Using that $h_u, h_v = \mathcal{O}(\varepsilon^2)$ since they are at least quadratic in $A$, the above equation yields that $h_u = \mathcal{O}(\varepsilon^3)$. For $h_v$ we find

$$\varepsilon^3 D_A h_v \partial_T A = \partial_x^2 h_v + \partial_x^2 ( (\varepsilon A e^{ik_c x} + \varepsilon \bar{A} e^{-ik_c x} + h_u)^2 ),$$

where we used that all $\lambda_{v,u}$ are in the hyperbolic part of the spectrum. Since $h_u = \mathcal{O}(\varepsilon^3)$ we find by equating the $\varepsilon^3$ terms in the above equation to zero that

$$h_v = -\gamma \varepsilon^2 (A^2 e^{2ik_c x} + A^2 e^{-2ik_c x}) + \mathcal{O}(\varepsilon^4). $$

Thus, the reduced equation on the center manifold for $A$ is given by

$$\partial_T A = (\alpha_0 - q_0^2) A - (3 + \gamma) A |A|^2 + g(A, \varepsilon),$$

(8)

with $g(A, \varepsilon) = \mathcal{O}(\varepsilon^2)$. For $\varepsilon = 0$ and $\gamma > -3$, (8) has a nontrivial stationary state $|A|^2 = \frac{\alpha_0 - q_0^2}{3 + \gamma}$. It remains to show that there exists a stationary state nearby for $\varepsilon > 0$ small. We proceed similar to [SU17, Theorem 13.2.2] and use the translational invariance of (3a)-(3b), which yields that (8) is invariant with respect to $A \rightarrow Ae^{iy}, y \in \mathbb{R}$. Therefore, $g(A, \varepsilon) = A \tilde{g}(|A|^2, \varepsilon)$ and hence, we may write $A$ in polar coordinates, i.e. $A = rer^{\phi}$, and obtain

$$\partial_T r = (\alpha_0 - q_0^2)r^2 - (3 + \gamma)r^3 + r\tilde{g}(r^2, \varepsilon), \quad \partial_T \phi = 0. $$

Thus, any stationary state satisfies

$$G(r, \varepsilon) := (\alpha_0 - q_0^2)r^2 - (3 + \gamma)r^3 + r\tilde{g}(r^2, \varepsilon) = 0.$$ 

Since

$$G \left( \pm \sqrt{(\alpha_0 - q_0^2)/(3 + \gamma)}, 0 \right) = 0 \text{ and } \partial_r G \left( \pm \sqrt{(\alpha_0 - q_0^2)/(3 + \gamma)}, 0 \right) \neq 0$$

we can apply the implicit function theorem to obtain stationary states $r_{\pm}(\varepsilon) = \pm \sqrt{(\alpha_0 - q_0^2)/(3 + \gamma)} + \mathcal{O}(\varepsilon^2)$.

Using the coordinates on the center manifold, this concludes the proof. \[\square\]
3 Formulation of the problem and center manifold reduction

We now turn to the existence of modulating front solutions of the form (1) connecting the trivial solution \((u, v) = (0, 0)\) to the periodic solution established in Lemma 2.1. The aim of this section is to establish the spatial dynamics formulation and show that there is a center manifold which contains the periodic solutions. Thus, we make the ansatz

\[ u(t, x) = U(\xi, p) \quad \text{and} \quad v(t, x) = V(\xi, p), \]

where \(\xi = x - ct\) and \(p = x\), and \(U, V\) are \(2\pi/k_c\)-periodic with respect to their second argument and satisfy

\[ \lim_{\xi \to +\infty} (U, V)(\xi, p) = (0, 0) \quad \text{and} \quad \lim_{\xi \to -\infty} (U, V)(\xi, p) = (u_{\text{per}}, v_{\text{per}})(p). \]

Inserting this ansatz into (3a)–(3b) and using \(\partial_t = -c\partial_\xi\) and \(\partial_x = \partial_\xi + \partial_p\) we obtain

\[-c\partial_\xi U = -(1 + (\partial_\xi + \partial_p)^2)U + \alpha U + UV - U^3, \]
\[-c\partial_\xi V = (\partial_\xi + \partial_p)^2V + \gamma(\partial_\xi + \partial_p)^2(U^2). \]

Note that the nonlinearity contains \(p\)-derivatives. To avoid this, we introduce the transformation \(W := V + \gamma U^2\) which gives the equivalent transformed system

\[-c\partial_\xi U = -(1 + (\partial_\xi + \partial_p)^2)U + \alpha U + UW - (1 + \gamma)U^3, \]
\[-c\partial_\xi W = (\partial_\xi + \partial_p)^2W - \gamma c\partial_\xi(U^2). \]

Another consequence of the transformation \(W := V + \gamma U^2\) is the presence of the front velocity \(c\) in the nonlinear term in (9b). Especially with the choice \(c = \varepsilon c_0\) this depends on \(\varepsilon\). It turns out this is crucial for the construction of a center manifold of sufficient size, see Remark 3.8.

3.1 Spatial dynamics formulation and spectrum

Since \(U(\xi, \cdot), W(\xi, \cdot)\) are \(2\pi/k_c\)-periodic, we make a Fourier ansatz

\[ U(\xi, p) = \sum_{n \in \mathbb{Z}} U_n(\xi) e^{ink_c p} \quad \text{and} \quad W(\xi, p) = \sum_{n \in \mathbb{Z}} W_n(\xi) e^{ink_c p}, \]

where \(U_n = U_{-n}\) and \(W_n = W_{-n}\) since \(U, W\) are real. Inserting this ansatz into (9a)–(9b) gives an infinite dimensional ODE system with respect to the dynamic variable \(\xi\)

\[-c\partial_\xi U_n = -(1 + (\partial_\xi + ink_c)^2)U_n + \alpha U_n + \sum_{l+k=n} U_l W_k - (1 + \gamma) \sum_{k+l+m=n} U_k U_l U_m, \]
\[-c\partial_\xi W_n = (\partial_\xi + ink_c)^2W_n - \gamma c\partial_\xi \sum_{k+l+m=n} U_k U_l, \]

with \(n \in \mathbb{Z}\). We write (10a) and (10b) as a first order system

\[ \partial_\xi \begin{pmatrix} U_n \\ W_n \end{pmatrix} = L_n \begin{pmatrix} U_n \\ W_n \end{pmatrix} + N_n(U, W), \]

(11)
where \((U_n, W_n)^T = (U_{n0}, U_{n1}, U_{n2}, U_{n3}, W_{n0}, W_{n1})^T \in \mathbb{C}^6\) with \(U_{nj} = \partial_x^n u_n\) for \(j = 0, 1, 2, 3\) and \(W_{nj} = \partial_x^n w_n\) for \(j = 0, 1\). Since all coupling terms are nonlinear, the linear part \(L_n\) is given by

\[ L_n = \begin{pmatrix} L_n^{\text{SH}} & 0 \\ 0 & L_n^{\text{con}} \end{pmatrix}, \]

where \(L_n^{\text{SH}}\) originates from (10a) and \(L_n^{\text{con}}\) originates from (10b). Thus, we can analyse the spectrum for each block individually. To do so, we set \(k_c = 1\) for simplicity in what follows. This yields \(\mu = n\). However, the results remain true for \(k_c = 1 + \varepsilon^2 q_0\), with \(q_0 \in (-\sqrt{\alpha_0}, \sqrt{\alpha_0})\) similar to Lemma 2.1. Recall that the \(L_n\) have a blockmatrix structure, i.e.

\[ L_n = \begin{pmatrix} L_n^{\text{SH}} & 0 \\ 0 & L_n^{\text{con}} \end{pmatrix}, \]

with \(L_n^{\text{SH}}\) originates from (10a) and \(L_n^{\text{con}}\) originates from (10b). Thus, we can analyse the spectrum for each block individually. To do so, we set \(\alpha = \varepsilon^2 \alpha_0\) and \(\varepsilon = \varepsilon c_0\) for some \(\alpha_0, c_0 > 0\). We find for \(\varepsilon = 0\) that \(L_n^{\text{SH}}\) has two double eigenvalues \(\lambda_{n, \pm} = -i(n \pm 1)\) corresponding to a Jordan block of size 2. For \(\varepsilon > 0\), we find with \(\Delta = \sqrt{\alpha_0^2 - 16c_0} = \sqrt{\alpha_0}\) that

\[ \lambda_{n, +}^\pm = \begin{cases} \frac{-c_0 \pm \Delta}{8} + O(\varepsilon^2), & n = -1, \\ -i(n + 1) \pm \varepsilon^{1/2} \sqrt{\alpha_0(n + 1)} \pm O(\varepsilon), & n \neq -1, \end{cases} \]

\[ \lambda_{n, -}^\pm = \begin{cases} \frac{-c_0 \pm \Delta}{8} + O(\varepsilon^2), & n = 1, \\ -i(n - 1) \pm \varepsilon^{1/2} \sqrt{\alpha_0(n - 1)} \pm O(\varepsilon), & n \neq 1. \end{cases} \]

Similarly, we find for \(L_n^{\text{con}}\) that for \(n \neq 0\) the eigenvalues are given by

\[ \nu_{n, \pm} = in \pm \varepsilon^{3/2} \sqrt{\alpha_0} + O(\varepsilon) \]

while for \(n = 0\) we have two eigenvalues \(\nu_{0, +} = 0\) and \(\nu_{0, -} = -\varepsilon c_0\). Here, the zero eigenvalue at \(n = 0\) comes from the fact that (10b) is a conservation law. The calculation leading to (12)–(14) are given in Appendix A.

Summarizing, there are 6 “central” eigenvalues with real part \(O(\varepsilon)\) while the rest of the spectrum has real part \(O(\varepsilon^{1/2})\). This is illustrated in Figure 4. We thus have a similar mechanism as for the pure Swift-Hohenberg...
equation. For $\varepsilon = 0$ we have a purely imaginary spectrum and as $\varepsilon$ gets positive the eigenvalues depart from the imaginary axis with different velocities which allows us to construct a center manifold. However, the size of this center manifold will depend on $\varepsilon$ and the remainder of this section is devoted to the construction of a center manifold that is large enough to contain the spatially periodic equilibria from Lemma 2.1.

3.1.2 The function space and spectrum of $L$

We follow [EW91] and define the function space

$$H^l(C^m) := \left\{ U(p) = \sum_{n \in \mathbb{Z}} U_n e^{ink_c p} \in \mathbb{C}^m : \|U\|_{H^l} < \infty \right\},$$

where $l > 0$, $k_c$ the critical wave number as in Lemma 2.1 and $\|\cdot\|_{H^l}$ is defined by

$$\|U\|^2_{H^l} := \sum_{n \in \mathbb{Z}} (1 + n^2)^l |U_n|^2.$$  

This space is a Hilbert space for $l > 0$ and a Banach algebra for $l > 1/2$. To simplify the notation, we define $E_{l_1,l_2} := H^{l_1}(\mathbb{C}^4) \times H^{l_2}(\mathbb{C}^2)$ which is equipped with the norm $\|(U, W)\|_{E_{l_1,l_2}} = \|U\|_{H^{l_1}} + \|W\|_{H^{l_2}}$ for $U \in H^{l_1}(\mathbb{C}^4)$ and $W \in H^{l_2}(\mathbb{C}^2)$. Additionally, we introduce extra notation for the case $l_1 = l_2$, i.e. we denote $E_l := E_{l,l}$. Using this notation, we can write (9a)–(9b) equivalently as

$$\partial_\xi \begin{pmatrix} U \\ W \end{pmatrix} = L \begin{pmatrix} U \\ W \end{pmatrix} + N(U, W),$$

(15)

where $(U, W) \in E_l$, and the linear operator $L : E_{l_1+l_2} \rightarrow E_l$ and the nonlinearity $N : E_l \rightarrow E_l$ are defined as

$$L \begin{pmatrix} U \\ W \end{pmatrix} = \sum_{n \in \mathbb{Z}} L_n \begin{pmatrix} U_n \\ W_n \end{pmatrix} e^{ink_c p}$$

and

$$N(U, W) = \sum_{n \in \mathbb{Z}} N_n(U, W) e^{ink_c p}.$$  

Here $L_n$ and $N_n$ are given in (11). In particular we note that to calculate the spectrum of $L$ it is sufficient to calculate the spectra of $L_n$ for $n \in \mathbb{Z}$ since $\sigma(L) = \bigcup_{n \in \mathbb{Z}} \sigma(L_n)$. Furthermore, since $E_l$ is a Banach algebra for $l > 1/2$ and the nonlinearity $N$ has a polynomial structure we have the following result.
Corollary 3.1. Let \( r > 0 \) and \( l > 1/2 \) be arbitrary and \( \gamma \in \mathbb{R} \) the coupling parameter in (3a)-(3b). Then \( \mathcal{N} : \mathcal{E}_l \to \mathcal{E}_l \) is Lipschitz continuous on \( B_r(0) \) with

\[
\| \mathcal{N}(U_1, W_1) - \mathcal{N}(U_2, W_2) \|_{\mathcal{E}_l} \leq C(1 + |\gamma|)r \|(U_1, W_1) - (U_2, W_2)\|_{\mathcal{E}_l}
\]

for some constant \( C < \infty \) independent of \( \gamma \) and \( r \).

3.2 Center manifold theorem

Due to the spectral situation, cf. Figure 4, the size of the center manifold depends on \( \varepsilon \). Therefore, in order to estimate its size, we have to recall the proof of the center manifold theorem. As mentioned in the introduction, our proof is inspired by the one in [HCS99]. First, we introduce the projections on the \( O(\varepsilon) \)-center part of the spectrum using the Dunford integral

\[
P_{n,c} = \frac{1}{2\pi i} \int_{\Gamma_{n,c}} (\lambda I - L_n)^{-1} d\lambda,
\]

where \( \Gamma_{n,c} \) is a smooth, simple curve surrounding the central spectrum of \( L_n \) which is well defined since \( L_n \in \mathbb{C}^{6 \times 6} \). Especially, we have \( P_{n,c} = 0 \) for \( n \notin \{0, \pm 1\} \). Furthermore, we define the projection on the \( O(\varepsilon^{1/2}) \)-hyperbolic part of the spectrum \( P_{n,h} = I - P_{n,c} \). Using that the central and the hyperbolic spectra are \( O(1) \)-separated – they have a different imaginary part of distance \( O(1) \) – these operators can be bounded independently of \( \varepsilon \) and \( n \). We define for \( (U, W) \in \mathcal{E}_l \)

\[
P_c(U, W) = \sum_{n \in \mathbb{Z}} P_{n,c} \left( U_n W_n \right) e^{ink_p},
\]

which satisfies the following corollary.

Corollary 3.2. Let \( l > 1/2 \). There exists an \( \varepsilon_0 > 0 \) and \( C < \infty \) independent of \( \varepsilon_0 \) such that

\[
\|P_c\|_{L(\mathcal{E}_l)} < C
\]

for all \( \varepsilon \in (0, \varepsilon_0) \), where \( L(\mathcal{E}_l) \) denotes the space of linear, bounded maps from \( \mathcal{E}_l \) into itself.

With this, we introduce the central part of the operator \( L_c := P_c L \) and \( L_{n,c} := P_{n,c} L_n \) and we define \( L_h \) and \( L_{n,h} \) analogously. Furthermore, we introduce \( (U_c, W_c) = P_c (U, W) \) and \( (U_h, W_h) = P_h (U, W) \). We recall that the periodic solutions are of different order in terms of \( \varepsilon \), namely \( u_{per} = O(\varepsilon) \) and \( u_{per} = v_{per} + \gamma u_{per}^2 = O(\varepsilon^2) \). Keeping this in mind, we introduce the rescaling

\[
U_c = \varepsilon^{\gamma_u} U_c, \quad U_h = \varepsilon^{\beta_u} U_h, \quad W_c = \varepsilon^{\gamma_w} W_c, \quad W_h = \varepsilon^{\beta_w} W_h,
\]

with \( \gamma_u < 1, \beta_u, \gamma_w < 2 \) and \( \beta_w < 3 \). Hence, by projecting (15) onto the center and hyperbolic eigenspaces and inserting the rescaling (17) we obtain

\[
\partial_\xi \left( \begin{array}{c} U_c \\ W_c \end{array} \right) = L_c \left( \begin{array}{c} U_c \\ W_c \end{array} \right) + \mathcal{N}_c^{\text{quad}} (U_c, U_h, W_c, W_h) + \mathcal{N}_c^{\text{cub}} (U_c, U_h, W_c, W_h),
\]

(18a)

\[
\partial_\xi \left( \begin{array}{c} U_h \\ W_h \end{array} \right) = L_h \left( \begin{array}{c} U_h \\ W_h \end{array} \right) + \mathcal{N}_h^{\text{quad}} (U_c, U_h, W_c, W_h) + \mathcal{N}_h^{\text{cub}} (U_c, U_h, W_c, W_h),
\]

(18b)
with the rescaled nonlinearities given by

\[ \mathcal{N}^{\text{quad}}_c = P_c \begin{pmatrix} 
  0 \\
  \varepsilon^{-\gamma_0} (e^{\gamma_0 + \gamma_w} (U_c)_0 (W_c)_0 + \varepsilon \gamma_0 + \beta_w (U_c)_0 (W_c)_0 + 2 \varepsilon \gamma_0 + \beta_w (U_c)_0 (W_c)_0 + \varepsilon \beta_0 + \beta_w (U_c)_0 (W_c)_0) \\
  0 \\
  0 
\end{pmatrix}, \]

\[ \mathcal{N}^{\text{quad}}_h = P_h \begin{pmatrix} 
  0 \\
  \varepsilon^{-\beta_0} (e^{\gamma_0 + \gamma_w} (U_h)_0 (W_h)_0 + \varepsilon \gamma_0 + \beta_w (U_h)_0 (W_h)_0 + 2 \varepsilon \gamma_0 + \beta_w (U_h)_0 (W_h)_0 + \varepsilon \beta_0 + \beta_w (U_h)_0 (W_h)_0) \\
  0 \\
  0 
\end{pmatrix}, \]

\[ \mathcal{N}^{\text{cub}}_c = P_c (0, 0, 0, \varepsilon^{-\gamma_0} (e^{\gamma_0} (U_c)_0 + \varepsilon \gamma_0 (U_c)_0 + \varepsilon \beta_0 (U_c)_0) + (0, 0, 0)^T, \]

\[ \mathcal{N}^{\text{cub}}_h = P_h (0, 0, 0, \varepsilon^{-\beta_0} (e^{\gamma_0} (U_h)_0 + \varepsilon \gamma_0 (U_h)_0 + \varepsilon \beta_0 (U_h)_0) + (0, 0, 0)^T. \]

Here, we used that \( c = \varepsilon c_0. \)

**Remark 3.3.** Note that in contrast to [HCS99], the quadratic interaction of the central modes does not vanish in \( \mathcal{N}^{\text{quad}}_c. \) Furthermore, the novel term cannot be eliminated via normal form transform with an \( O(1) \)-bound for \( \varepsilon \to 0. \) To see this we recall the nonresonance condition

\[ |\lambda_1 + \lambda_2 - \lambda_3| > C \]

uniformly for all small \( \varepsilon > 0 \) for some \( C \) independent of \( \varepsilon, \) see [HCS99] and the references therein. Here \( \lambda_3 \) corresponds to the eigenvalue of the equation in which the quadratic term should be eliminated and \( \lambda_1, \lambda_2 \) correspond to the eigenvalues belonging to the variables in the quadratic term. However, since we want to eliminate quadratic terms of the form \( (U_c)_0(U_c)_1 \) in the equation for \( W_c \) and \( (U_h)_0(U_h)_0 \) in the equation for \( U_c \) we find that \( \lambda_i \to 0 \) for \( \varepsilon \to 0 \) and \( i = 1, 2, 3 \) since all central eigenvalues vanish for \( \varepsilon = 0. \) In particular, their imaginary part vanishes. Thus the nonresonance condition is violated and we cannot eliminate these terms with a bounded normal form transform.

From Corollary 3.1, we then obtain the following result.

**Lemma 3.4.** Let \( r > 0, l > 1/2, \varepsilon > 0 \) and and \( \gamma \in \mathbb{R} \) the coupling parameter in (3a)-(3b). Then, \( \mathcal{N}_c := \mathcal{N}^{\text{quad}}_c + \mathcal{N}^{\text{cub}}_c : \mathcal{E}_1 \times \mathcal{E}_1 \to \mathcal{E}_1 \) and \( \mathcal{N}_h := \mathcal{N}^{\text{quad}}_h + \mathcal{N}^{\text{cub}}_h : \mathcal{E}_1 \times \mathcal{E}_1 \to \mathcal{E}_1 \) are Lipschitz continuous on \( B_r(0) \subset \mathcal{E}_1 \) with

\[ \|\mathcal{N}_c(X_1) - \mathcal{N}_c(X_2)\|_{\mathcal{E}_1 \times \mathcal{E}_1} \leq C(1 + |\gamma|)r \varepsilon^{\min(\gamma_w, \beta_w, \beta_w, \gamma_w, \gamma_w, \gamma_w)} \|X_1 - X_2\|_{\mathcal{E}_1 \times \mathcal{E}_1}, \]

\[ \|\mathcal{N}_h(X_1) - \mathcal{N}_h(X_2)\|_{\mathcal{E}_1 \times \mathcal{E}_1} \leq C(1 + |\gamma|)r \varepsilon^{\min(\gamma_w, \gamma_w, \gamma_w, \beta_w, \beta_w, \beta_w)} \|X_1 - X_2\|_{\mathcal{E}_1 \times \mathcal{E}_1}, \]

where \( X = (U_c, U_h, W_c, W_h) \) and \( C < \infty \) independent of \( \varepsilon \) and \( \gamma. \)
It turns out that this is enough to prove that the system (18a)–(18b) has a center manifold of size $O(1)$ for a certain choice of $\gamma_u, \gamma_w, \beta_u, \beta_w$. This then yields the desired result. To show this, we define the semigroup corresponding to the stable, unstable and central part of $L_n$ by

$$
S_{n,c}(t) = \frac{1}{2\pi i} \int_{\Gamma_{n,c}} (\lambda I - L_n)^{-1} e^{\lambda t} d\lambda,
$$

$$
S_{n,s}(t) = \frac{1}{2\pi i} \int_{\Gamma_{n,s}} (\lambda I - L_n)^{-1} e^{\lambda t} d\lambda,
$$

$$
S_{n,u}(t) = \frac{1}{2\pi i} \int_{\Gamma_{n,u}} (\lambda I - L_n)^{-1} e^{\lambda t} d\lambda,
$$

where $\Gamma_{n,c}, \Gamma_{n,s}$ and $\Gamma_{n,u}$ are smooth, simple curves around the central, stable and unstable part of the spectrum of $L_n$, respectively. And similarly to $P_c$ we define

$$
S_j(t)X = \sum_{n \in \mathbb{Z}} S_{n,j}(t)X_n e^{itn} \quad \text{for } X \in \mathcal{E}_t \text{ and } j \in \{c, s, u\}. 
$$

We now provide estimates for these operators.

**Lemma 3.5.** There exist constants $C_1, C_2 < \infty$ and $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0, \varepsilon_0)$ the following estimates hold

$$
\|S_c(t)\|_{\mathcal{L}(\mathcal{E}_t)} \leq C_1 (1 + |t|) e^{C_2 t|\varepsilon|},
$$

$$
\|S_s(t)\|_{\mathcal{L}(\mathcal{E}_t)} \leq C_1 \frac{1}{\sqrt{\varepsilon}} e^{-C_2 \sqrt{\varepsilon}|t|} \quad \text{for } t < 0,
$$

$$
\|S_u(t)\|_{\mathcal{L}(\mathcal{E}_t)} \leq C_1 \frac{1}{\sqrt{\varepsilon}} e^{-C_2 \sqrt{\varepsilon}|t|} \quad \text{for } t > 0.
$$

**Proof.** For the estimate of the central semigroup we remark that the central spectrum is $O(1)$-bounded away from the rest of the spectrum for $\varepsilon$ sufficiently small. Hence, for any small $\varepsilon_0 > 0$ we can fix the curves $\Gamma_{n,c}$ for all $\varepsilon \in (0, \varepsilon_0)$. Now, we estimate the semigroup $S_{n,c}$ for $n \in \{\pm 1, 0\}$. This is sufficient since $\sigma(L_n)$ does not contain central eigenvalues for $n \notin \{0, \pm 1\}$. Since $L_n$ has a block structure, we can decompose the residual $(\lambda - L_n)^{-1}$ into $(\lambda - L_n^{\text{SH}})^{-1}$ and $(\lambda - L_n^{\text{con}})^{-1}$ and thus, we can estimate both parts separately. For $n = 0$, the Swift-Hohenberg part has no central eigenvalues and we focus on $L_0^{\text{con}} \in \mathbb{C}^{2 \times 2}$ which has only central eigenvalues. We rewrite the residual as $(\lambda - L_0^{\text{con}})^{-1} = \det(\lambda - L_0^{\text{con}})^{-1} \text{adj}(\lambda - L_0^{\text{con}})$, where $\text{adj}(A)$ denotes the adjunct of $A$ and obtain by explicitly calculating the adjunct

$$
\left\| \frac{1}{2\pi i} \int_{\Gamma_{0,c}} \frac{1}{\lambda(\lambda + \varepsilon_0)} \text{adj}(\lambda - L_0^{\text{con}}) e^{\lambda t} d\lambda \right\|_{L^{2 \times 2}} \leq \frac{1}{2\pi i} \int_{\Gamma_{0,c}} \left[ \frac{e^{\lambda t}}{\lambda} + \frac{e^{\lambda t}}{\lambda + \varepsilon_0} + \frac{e^{\lambda t}}{\lambda(\lambda + \varepsilon_0)} \right] \|X\|_{\mathcal{E}_t}
$$

$$
\leq C_1 (1 + |t|) e^{C_2 \varepsilon|t|}.
$$

By similar calculations, we obtain the same estimate for $n = \pm 1$ since $L_n^{\text{SH}}$ has two central and two hyperbolic eigenvalues. Thus, since the estimates are independent of $n \in \mathbb{Z}$, we obtain the upper bound

$$
\|S_c(t)\|_{\mathcal{E}_t} = \left( \sum_{n \in \mathbb{Z}} (1 + n^2)|S_{n,c}(t)X|^2 \right)^{1/2} \leq C(1 + |t|) e^{C_2 \varepsilon|t|} \|X\|_{\mathcal{E}_t}
$$

for any $X \in \mathcal{E}_t$ which yields the estimate for $S_c(t)$.

Next, we prove the estimate for the stable and unstable semigroup, respectively. We focus on the stable semigroup since the proofs are identical. Note that we can decompose the spectrum of $L_n$ into three pairs
of eigenvalues which are $O(1)$ apart from each other, see (12)–(13) and (14). Thus, for any small $\varepsilon > 0$ we can decompose the curve $\Gamma_{n,s}$ into three separate curves. However, these cannot be chosen independent of $\varepsilon$ since the eigenvalues are symmetric with respect to the imaginary axis and their real part vanishes for $\varepsilon \to 0$. We now estimate the contribution of $L_n^{\text{con}}$ and remark that the contribution of $L_n^{\text{SH}}$ can be handled analogously since there are only two relevant eigenvalues as mentioned above. Hence, for $n \neq 0$ we calculate for $t > 0$

$$
\left\| \frac{1}{2\pi i} \int_{\Gamma_{n,s}} (\lambda - L_n^{\text{con}})^{-1}e^{\lambda t} d\lambda \right\|_{C^2} \leq \frac{1}{2\pi i} \left\| \int_{\Gamma_{n,s}} \frac{1}{\lambda(\lambda + \varepsilon \epsilon_0)} \text{adj}(\lambda - L_n^{\text{con}})e^{\lambda t} d\lambda \right\|_{C^2} 
\leq \frac{1}{2\pi i} \left\| \int_{\Gamma_{n,s}} \left[(\lambda - \nu_{n,+})(\lambda - \nu_{n,-})\right] e^{\lambda t} \text{adj}(\lambda - L_n^{\text{SH}}) d\lambda \right\|_{C^2} 
\leq \left\| \text{adj}([\nu_{n,-} - L_n^{\text{SH}}]) \right\|_{C^2} \frac{1}{|\nu_{n,-} - \nu_{n,+}|} e^{\text{Re}(\nu_{n,-})t} 
\leq C_1 \frac{1}{\sqrt{\varepsilon}} e^{-C_2 \sqrt{\varepsilon} t},
$$

where we used that $\text{Re}(\nu_{n,\pm}) = O(\varepsilon^{1/2})$ and $\text{Re}(\nu_{n,-}) < 0$. Since this estimate is independent of $n \in \mathbb{Z}$ we obtain the desired estimate for $S_s$ in $\mathcal{L}(\mathcal{E}_t)$.

We now introduce a smooth cut-off function $\chi_r \in [0,1]$ for some $r > 0$ which we define by $\chi_r(x) = 1$ for $|x| < r/2$, $\chi_r = 0$ for $|x| > r$ and $\chi_r \in (0,1)$ for $|x| \in [r/2,r]$. Using this cut-off function, we define $\widetilde{\chi}_j := \chi_r \chi_j$ for $j \in \{c,h\}$ which is a globally Lipschitz continuous mapping with the estimates given in Lemma 3.5. We now split $\mathcal{P}_h = \mathcal{P}_s + \mathcal{P}_u$ into a projection onto the stable eigenspaces $\mathcal{P}_s$ and a projection onto the unstable eigenspaces $\mathcal{P}_u$ which we define similarly to $\mathcal{P}_c$. Then, we follow the standard procedure for the construction of center manifold results and show that the mapping

$$
X_c(t) = S_c(t)X_c(0) + \int_0^t S_c(t - \tau)\widetilde{\chi}_c(X(\tau)) d\tau \\
X_u(t) = -\int_t^\infty S_u(t - \tau)\widetilde{\chi}_u(X(\tau)) d\tau \\
X_s(t) = \int_{-\infty}^t S_s(t - \tau)\widetilde{\chi}_s(X(\tau)) d\tau
$$

has a fixed point in

$$
X_\eta := \left\{ X \in C^0(\mathbb{R},\mathcal{E}_t) : \|X\|_\eta := \sup_{t \in \mathbb{R}} e^{-\eta|t|} \|X\|_{\mathcal{E}_t} < \infty \right\}
$$

with $\eta = \frac{C_2}{2} \sqrt{\varepsilon}$ where we use the decomposition $X_j = \mathcal{P}_j X$ for $j \in \{c,s,u\}$. Using Lemma 3.4 we now estimate

$$
\left\| \widetilde{\chi}_c(X_1) - \widetilde{\chi}_c(X_2) \right\|_\eta \leq C(1 + |\gamma|)\varepsilon \min(\gamma_w,\beta,\gamma_w - \gamma_0,1 + 2\gamma - \gamma_w) \|X_1 - X_2\|_\eta, \tag{20a}
\left\| \widetilde{\chi}_h(X_1) - \widetilde{\chi}_h(X_2) \right\|_\eta \leq C(1 + |\gamma|)\varepsilon \min(\gamma_n + \gamma_w - \beta,\gamma_w,\beta_w,1 + 2\gamma_n - \beta_w) \|X_1 - X_2\|_\eta, \tag{20b}
$$
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for any $X_1, X_2 \in \mathcal{X}_\eta$. Furthermore, for any nonlinear mapping $V : \mathcal{E}_l \to \mathbb{R}$ we have
\[
\left\| \int_0^t S_c(t-\tau)V(X(\tau)) \, d\tau \right\|_\eta \leq \sup_{t \in \mathbb{R}} e^{-\eta|t|} \int_0^t C_1(1 + |t|)e^{C_2|t-t'|}e^{\eta|t'|} \, d\tau \left\| V(X) \right\|_\eta \\
\leq C\varepsilon^{-1} \left\| V(X) \right\|_\eta,
\]
\[
\left\| \int_t^\infty S_u(t-\tau)V(X(\tau)) \, d\tau \right\|_\eta \leq \sup_{t \in \mathbb{R}} e^{-\eta|t|} \int_t^\infty C_1 \frac{1}{\sqrt{\varepsilon}} e^{C_2\sqrt{|t-t'|}}e^{\eta|t'|} \, d\tau \left\| V(X) \right\|_\eta \\
\leq C\varepsilon^{-1} \left\| V(X) \right\|_\eta,
\]
\[
\left\| \int_{-\infty}^t S_s(t-\tau)V(X(\tau)) \, d\tau \right\|_\eta \leq C\varepsilon^{-1} \left\| V(X) \right\|_\eta,
\]
where we used $\int_0^\infty e^{\sqrt{\varepsilon}t} t \, dt = \mathcal{O}(\varepsilon^{-1})$ and $\eta < C_2\sqrt{\varepsilon}$. Combining these estimates we find that the system (19) maps $\mathcal{X}_\eta$ into itself and that we can estimate the Lipschitz constant of (19) which is of order
\[
C(1 + |\gamma|)\varepsilon^{\min(\kappa_1,\kappa_2)-1},
\]
where $\kappa_1, \kappa_2$ are the exponents in (20a) and (20b), respectively. Finally, we set
\[
\gamma_u = \frac{2}{3} + \delta, \quad \beta_u = 1 + \delta/2, \quad \gamma_w = \frac{4}{3} + \delta \quad \beta_w = \frac{4}{3} + \delta
\]
for some $\delta > 0$. This choice yields that $\kappa_1, \kappa_2 > 1$ and thus, (19) is a contraction in $\mathcal{X}_\eta$ provided that $\varepsilon$ is small enough. Especially, this does not impose a restriction on the cut-off radius $r$. Thus following the standard proof of the center manifold theorem, see, e.g. [H11], we have a center manifold of size $\mathcal{O}(1)$ for the rescaled system (18a)–(18b). Finally, by reverting the rescaling (17) we arrive at the main result of this section.

**Theorem 3.6.** Let $l > 1/2$, $\delta \in (0,1/3)$ and $\gamma \in \mathbb{R}$. There exists an $\varepsilon_0 > 0$ such that for every $\varepsilon \in (0,\varepsilon_0)$ there exists a neighbourhood $O_c = O_u \times O_w \subset \mathcal{E}_c := \mathcal{P}_c\mathcal{E}_l$ of the origin and a mapping $h = (h_u, h_w) : O_c \to \mathcal{E}_h := \mathcal{P}_h\mathcal{E}_l$ such that the following holds.

- The neighbourhood $O_u$ is of size $\mathcal{O}(\varepsilon^{2/3+\delta})$ and $O_w$ is of size $\mathcal{O}(\varepsilon^{4/3})$.
- The center manifold
  \[
  \mathcal{M}_c = \{(U,W) = (U_c,W_c) + h(U_c,W_c) : (U_c,W_c) \in O_c\}
  \]
  contains all small bounded solutions of (15).
- Every solution of the reduced system
  \[
  \partial_t \begin{pmatrix} U_c \\ W_c \end{pmatrix} = L_c \begin{pmatrix} U_c \\ W_c \end{pmatrix} + \mathcal{P}_c\mathcal{N}(U_c + h_u(U_c,W_c), W_c + h_w(U_c,W_c))
  \]
  gives a solution to the full system (15) via $(U,W) = (U_c,W_c) + h(U_c,W_c)$.

**Remark 3.7.** We point out that due to the ansatz (17), the center manifold in Theorem 3.6 has different sizes in $u$ and $w$-direction, respectively. However, this is sufficient for the construction of modulating fronts. To see this, we recall that the periodic solution established in Lemma 2.1 satisfies $u_{\text{per}} = \mathcal{O}(\varepsilon)$ and $w_{\text{per}} := v + \gamma u_{\text{per}}^2 = \mathcal{O}(\varepsilon^2)$. We will see that the modulating front solutions have the same property and thus, the center manifold constructed above is sufficiently large to contain modulating fronts.

**Remark 3.8.** As seen above, the construction of the center manifold does not require a normal form transform as in [HCS99]. The reason for this lies both in the different rescaling of the $U$ and $W$ contribution in (17) and the transformation $w = v + \gamma u^2$ which gives an additional $\varepsilon$ in front of the quadratic term in (9b). Using this we see that $U_cW_c = \mathcal{O}(\varepsilon^\gamma u^2)$ and $c\partial_t(U_c^2) = \mathcal{O}(\varepsilon^{1+2\gamma})$. Therefore, both critical quadratic nonlinearities scale better than $\varepsilon^2$ for $\gamma_u, \gamma_w$ chosen in (21) and can be treated without further issues.
4 Reduced equations and heteroclinic connections

We now derive the reduced equations on the center manifold constructed in Theorem 3.6 and establish the existence of heteroclinic orbits connecting a circle of non-trivial fixed points to the origin. The reduction mainly follows [EW91], however, the construction of the heteroclinic orbits requires more work since we obtain an additional equation corresponding to the conservation law. The main idea for this construction is to handle first the case \( \gamma = 0 \) which corresponds to the pure Swift-Hohenberg equation and afterwards use perturbation arguments to establish the persistence of these orbits for \( \gamma \neq 0 \) close to 0. Finally we numerically consider the case for large \( \gamma \) in which we also find heteroclinic orbits.

4.1 Derivation of the reduced equations

We start by introducing the following coordinates for the central modes

\[
\begin{pmatrix}
U_c(\xi, p)
W_c(\xi)
\end{pmatrix} = \varepsilon \left( A(\varepsilon \xi) \varphi_1^+ + B(\varepsilon \xi) \varphi_1^- \right) e^{i k_c p} + \varepsilon \left( \overline{A(\varepsilon \xi) \varphi_1} + \overline{B(\varepsilon \xi) \varphi_1} \right) e^{-i k_c p} + (0, 0, 0, 0, 0, 0, 0, 0)^T,
\]

where \( A, B \in \mathbb{C} \), \( W_{c0}, W_{c1} \in \mathbb{R} \) and \( \varphi_1^+, \varphi_1^- \in \mathbb{C}^6 \) are the eigenvectors corresponding to the eigenvalues \( \lambda_{1,2}^\pm \) of \( L_1 \) computed in (13). Here, we normalize the eigenvectors \( \varphi_1^\pm \) such that the first component is equal to one. Note that since \( L_1 \) has a block diagonal structure, the last two components of \( \varphi_1^\pm \) are zero. Additionally, we used that \( U_1 = \hat{U}_{-1} \) - this gives the complex conjugated terms in \( U_c \) - and that all eigenvalues of \( L_0^{\text{con}} \) are central. Furthermore, we find \( h_u \in \mathcal{O}(\varepsilon^3) \) and \( h_w \in \mathcal{O}(\varepsilon^4) \). To see this, we recall that

\[
\begin{align*}
Dh_u \partial_\xi X_c &= L_h^{\text{SH}} h_u + \mathcal{P}_h^{\text{SH}}(\mathcal{N}^{\text{SH}}(X_c + h(X_c))), \\
Dh_w \partial_\xi X_c &= L_h^{\text{con}} h_w + \mathcal{P}_h^{\text{con}}(\mathcal{N}^{\text{con}}(X_c + h(X_c)));
\end{align*}
\]

where \( X_c = (U_c, W_c)^T \) and

\[
\begin{align*}
\mathcal{N}^{\text{SH}}(X_c + h(X_c)) &= (0, 0, 0, (U_c + h_u(X_c))_0(W_c + h_w(X_c))_0 - (1 + \gamma)(U_c + h_u(X_c))_0^3)^T, \\
\mathcal{N}^{\text{con}}(X_c + h(X_c)) &= (0, 0, (U_c + h_u(X_c))_0(U_c + h_u(X_c))_1)^T.
\end{align*}
\]

Now, recalling that \( c = \varepsilon c_0 \) and noting that \( h_u, h_w \) are at least quadratic in \( X_c \) we find \( \mathcal{P}_h^{\text{SH}}(\mathcal{N}^{\text{SH}}(X_c + h(X_c))) = \mathcal{O}(\varepsilon^3) \) and \( \mathcal{P}_h^{\text{con}}(\mathcal{N}^{\text{con}}(X_c + h(X_c))) = \mathcal{O}(\varepsilon^4) \). Finally, since the hyperbolic eigenvalues have an imaginary part which is uniformly bounded away from zero for all \( \varepsilon > 0 \), i.e. \( L_h \) has a bounded inverse we find \( h_u = \mathcal{O}(\varepsilon^3) \) and \( h_w = \mathcal{O}(\varepsilon^4) \) as claimed.

To derive the reduced equations on the center manifold, we recall that the reduced dynamic is determined by

\[
\partial_t \begin{pmatrix} U_c \\ W_c \end{pmatrix} = L_c \begin{pmatrix} U_c \\ W_c \end{pmatrix} + \mathcal{P}_c(\mathcal{N}(U_c + h_u(U_c, W_c), W_c + h_w(U_c, W_c))),
\]

(23)

where \( \mathcal{P}_c \) is the projection onto the central eigenspace, see (16), and the nonlinearity \( \mathcal{N} \) is given in (15). To obtain an equation for \( A, B \) we now project onto the eigenspaces spanned by \( \varphi_1^\pm \) respectively, using the projection

\[
P_{\varphi_1^\pm}((U_1, W_1)^T) = \frac{\langle \psi_1^\pm, (U_1, W_1)^T \rangle}{\langle \psi_1^\pm, \varphi_1^\pm \rangle} \varphi_1^\pm.
\]
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Here, $\langle \cdot, \cdot \rangle$ is the euclidean scalar product on $\mathbb{C}^6 \times \mathbb{C}^6$ and $\psi_1^\pm$ is the eigenvector of the adjoint matrix $L_1^*$ corresponding to the eigenvector $\lambda_{1-}^\pm$. We normalize $\psi_1^\pm = ((\psi_1^+)_0, (\psi_1^+)_{1}, (\psi_1^+)_{2}, (\psi_1^+)_{3}, 0, 0)^T$ such that $(\psi_1^+)_{3} = 1$, which yields that

$$P_{\psi_1^\pm} (N_1(U_c + h_a(U_c, W_c), W_c + h_w(U_c, W_c))) = \frac{1}{\langle \psi_1^+, \varphi_1^\pm \rangle} (\varepsilon^3 (A + B) W_{c0} - 3(1 + \gamma)(A + B)|A + B|^2 + O(\varepsilon^5)) \varphi_1^\pm,$$

where we also used again the first component of $\varphi_1^\pm$ is equal to one. Therefore, applying $P_{\psi_1^\pm}$ to (23) we find

$$\varepsilon^2 \partial_\xi A = \varepsilon \lambda_1^\pm A + \frac{1}{\langle \psi_1^+, \varphi_1^\pm \rangle} (\varepsilon^3 (A + B) W_{c0} - 3(1 + \gamma)(A + B)|A + B|^2 + O(\varepsilon^5)),$$

$$\varepsilon^2 \partial_\xi B = \varepsilon \lambda_1^\pm B + \frac{1}{\langle \psi_1^+, \varphi_1^\pm \rangle} (\varepsilon^3 (A + B) W_{c0} - 3(1 + \gamma)(A + B)|A + B|^2 + O(\varepsilon^5)),$$

where $\xi = \varepsilon x$. Next, we calculate the normalizing constant $\langle \psi_1^+, \varphi_1^+ \rangle^{-1}$. For that we use that $\langle \psi_1^+, \varphi_1^+ \rangle = -p_1'(\lambda_{1-}^\pm)$, the derivative of the negative characteristic polynomial of $L_1^{\text{SH}}$, see [EW91, Appendix C] and recall that $\psi_1^\pm$ is normalized such that the last non-zero component is one. Using the characteristic polynomial given in Appendix A and that $\lambda_{1-}^\pm = \varepsilon (-c_0 + \Delta)/\varepsilon + O(\varepsilon)$ with $\Delta = \sqrt{c_0^2 - 16c_0}$, we find

$$\langle \psi_1^+, \varphi_1^+ \rangle = \mp \varepsilon \Delta + O(\varepsilon^2),$$

and thus,

$$\langle \psi_1^+, \varphi_1^+ \rangle^{-1} = \mp \frac{1}{\varepsilon \Delta} (1 + O(\varepsilon)).$$

Then, the reduced equations for $A, B$ are given by

$$\partial_\xi A = \frac{-c_0 + \Delta}{8} A - \frac{1}{\Delta} ((A + B) W_{c0} - 3(1 + \gamma)(A + B)|A + B|^2) + O(\varepsilon^2),$$

$$\partial_\xi B = \frac{-c_0 - \Delta}{8} B + \frac{1}{\Delta} ((A + B) W_{c0} - 3(1 + \gamma)(A + B)|A + B|^2) + O(\varepsilon^2)$$

To derive an equation for $W_{c0}, W_{c1}$ we use that the two central eigenvalues originating from the conservation law are the two eigenvalues of $L_0^{\text{con}}$. Next, we recall from (11) that

$$\partial_\xi \begin{pmatrix} W_{00} \\ W_{01} \end{pmatrix} = L_0^{\text{con}} \begin{pmatrix} W_{00} \\ W_{01} \end{pmatrix} + \begin{pmatrix} 0 \\ 2 \varepsilon c_0 \gamma \sum_{p+q=0} U_{p0} U_{q1}. \end{pmatrix}$$

Furthermore, we recall that $U_{n,j} = \partial_\xi^n U_n$ and $U_n = \bar{U}_{n-}$, which yields

$$\sum_{p+q=0} U_{p0} U_{q1} = 2 \bar{U}_0 \partial_\xi \bar{U}_0 + \sum_{p \in \mathbb{N}} (\bar{U}_p \partial_\xi \bar{U}_p + \bar{U}_p \partial_\xi \bar{U}_p) = \partial_\xi \sum_{p \in \mathbb{N}_0} |U_{p0}|^2,$$

with $N_0 = \mathbb{N} \cup \{0\}$. This yields that

$$\partial_\xi^2 W_{00} = -\varepsilon c_0 \partial_\xi W_{00} + 2 \varepsilon c_0 \gamma \sum_{p \in \mathbb{N}_0} |U_{p0}|^2,$$

which we integrate once with respect to $\xi$ to obtain

$$\partial_\xi W_{00} = -\varepsilon c_0 W_{00} + 2 \varepsilon c_0 f \gamma \sum_{p \in \mathbb{N}_0} |U_{p0}|^2.$$
Note that using this integration we have eliminated the central eigenvalue at zero. Therefore, in the above coordinates the equation on the center manifold for \( W_{c0} \) then reads as

\[ \varepsilon^3 \partial_\xi W_{c0} = -\varepsilon^3 c_0 W_{c0} + 2\varepsilon^3 c_0 \gamma |A + B|^2 + O(\varepsilon^6). \]

Now, following [EW91, Section 3], we substitute \( A, B \) in (24a)–(24b) by

\[ A = \frac{1}{2} \left( \hat{A} + \frac{c_0}{\Delta} \hat{A} + \frac{8}{\Delta} \hat{B} \right), \quad B = \frac{1}{2} \left( \hat{A} - \frac{c_0}{\Delta} \hat{A} - \frac{8}{\Delta} \hat{B} \right), \]

and obtain, by additionally defining \( \hat{\hat{B}} := \partial_\xi \hat{A} = -\hat{\hat{B}} + O(\varepsilon^2) \) and \( \hat{W}_0 := W_{c0} \), that

\[ \partial_\xi \hat{A} = \hat{\hat{B}}, \] \hspace{1cm} (25a)

\[ \partial_\xi \hat{B} = \frac{1}{4} \left( -\alpha_0 \hat{A} - c_0 \hat{B} - \hat{\hat{A}} \hat{\hat{W}}_0 + 3(1 + \gamma) \hat{\hat{A}} |\hat{\hat{A}}|^2 \right) + O(\varepsilon^2), \] \hspace{1cm} (25b)

\[ \partial_\xi \hat{W}_0 = -c_0 \hat{\hat{W}}_0 + 2c_0 \gamma |\hat{\hat{A}}|^2 + O(\varepsilon^3). \] \hspace{1cm} (25c)

This system then determines the dynamic on the center manifold.

**Remark 4.1.** Note that although we have 6 central eigenvalues, the reduced system (25a)–(25c) is 3-dimensional. As explained in the derivation, by integrating the equation for \( W_{00} \) once with respect to \( \xi \) we removed the zero eigenvalue by using the conservation property. Furthermore, since the solutions of (3a)–(3b) are supposed to be real, we have \( U_j = \bar{U}_{-j} \) for \( j \in \mathbb{Z} \). This means that the remaining two central eigenvalues \( \lambda_{-1, +} \) yield the complex conjugated equations of (25a)–(25b).

### 4.2 Construction of a heteroclinic orbit

We now show that the ODE system (25a)–(25c) has a circle of nontrivial fixed points. We also show that for \( (\varepsilon, \gamma) = (0, 0) \) the system exhibits heteroclinic orbits connecting the nontrivial fixed points to the origin. Finally, we prove that these orbits are persistent for \( (\gamma, \varepsilon) \) in a sufficiently small neighborhood of zero, which gives the main result, Theorem 4.2.

First, we study the fixed points of (25a)–(25c), provided that \( c_0^2 > 16\alpha_0 \). The system has the trivial fixed point \( (0, 0, 0) \). Furthermore, for \( \varepsilon = 0 \) and \( \gamma > -3 \) we find a circle of nontrivial fixed points at

\[ \left( \sqrt{\frac{1}{3 + \gamma} \alpha_0 e^{i\phi}}, 0, \frac{2\gamma}{3 + \gamma} \alpha_0 \right), \]

where \( \phi \in [0, 2\pi] \). Using the implicit function theorem similar to the proof of Lemma 2.1 these fixed points also persist for \( \varepsilon > 0 \) sufficiently small. Note that these fixed points correspond to the periodic solutions in Lemma 2.1 since inserting the fixed points into the transformation for \( v \) gives

\[ v = w - \gamma u^2 = \varepsilon^2 \hat{W}_0 - 2\gamma \varepsilon^2 |\hat{\hat{A}}|^2 + O(\varepsilon^3) = O(\varepsilon^3). \]

Next, we set \( (\gamma, \varepsilon) = (0, 0) \). Then, the origin is a hyperbolic stable fixed point since the linearization has real, negative spectrum. Additionally, splitting the system in real and imaginary parts – recall that \( \hat{W}_0 \) is real – we find that the circle of nontrivial fixed points forms a normally hyperbolic invariant set with one positive, one zero and three negative eigenvalues. The existence of a heteroclinic orbit connecting the circle of nontrivial fixed points with the origin follows from the fact that \( (\hat{A}, \hat{B}, 0) \) is an invariant set and thus,
the system reduces to the system studied in [EW91]. Therefore, the heteroclinic orbit can be found by phase plane analysis.

We now show that these orbits persist for \((\gamma, \epsilon)\) in a small neighborhood of zero. The idea is to show that for \((\gamma, \epsilon) = (0, 0)\) the unstable manifold of the nontrivial fixed point and the stable manifold of the origin intersect transversally. Therefore, the intersection is stable with respect to small perturbations and therefore, the intersection persists for \((\gamma, \epsilon)\) in a small neighborhood of zero. Therefore, we define

\[
H(\hat{A}, \hat{B}) := 2|\hat{B}|^2 + \frac{\alpha_0}{2}|\hat{A}|^2 - \frac{3}{4}|\hat{A}|^4,
\]

which is a Lyapunov function for the system (25a)–(25b) for \((\gamma, \epsilon) = (0, 0)\) and \(\hat{W}_0 = 0\). Differentiation with respect to \(\xi\) of \(H\) along a solution yields \(\partial_\xi H = -c_0|\hat{B}|^2 \leq 0\). Furthermore, we remark the system has no fixed points with \(|\hat{A}|^2 < \alpha_0/3\) except for the origin. Thus, the stable manifold of the origin, denoted by \(\mathcal{M}_s(0, 0, 0)\), contains the set

\[
S_0 = \left\{ (\hat{A}, \hat{B}, \hat{W}_0) \in \mathbb{C}^3 : \hat{W}_0 = 0 \text{ and } H(s\hat{A}, s\hat{B}) < H\left(\sqrt{\frac{\alpha_0}{3}}, 0\right) \text{ for all } s \in [0, 1] \right\}.
\]

We now show that the unstable manifold of the nontrivial fixed point \(\mathcal{M}_u(A_f, B_f, W_f)\) intersects \(\mathcal{M}_s(0, 0, 0)\) transversally. Therefore, we note that \(\mathcal{M}_u(A_f, B_f, W_f)\) is tangential to the unstable eigenspace of the nontrivial fixed points which has no contribution in \(\hat{W}_0\)-direction for \((\gamma, \epsilon) = (0, 0)\). Moreover, the unstable eigenspace of the nontrivial fixed point intersects \(S_0\) transversally in \(\mathbb{C}^2 \times \{0\}\). Using the stable manifold theorem (see e.g. [Per01]) and the fact that the stable space of the linearization about the origin is three dimensional, we conclude that \(\mathcal{M}_s(0, 0, 0)\) is a smooth, three dimensional manifold in \(\mathbb{C}^3\). Therefore, for every point \((\hat{A}, \hat{B}, 0) \in S_0\) there exists a small neighborhood in \(\mathbb{C}^3\) which is contained in \(\mathcal{M}_s(0, 0, 0)\). Hence, \(\mathcal{M}_u(0, 0, 0)\) and \(\mathcal{M}_u(A_f, B_f, W_f)\) intersect transversally and we obtain the persistence of the heteroclinic connections for small perturbations. In particular, this includes \((\gamma, \epsilon)\) in a small neighborhood of zero.

Now using the transformation \(W = V + \gamma U^2\), we obtain the existence of modulating traveling fronts for (3a)–(3b). In particular, this also yields an approximate representation of these solutions. Thus, we proved the following theorem.

**Theorem 4.2.** Let \(c_0^2 > 16 \alpha_0 > 0\). Then there exists \(\epsilon_0 > 0, \gamma_0 > 0\) such that for all \(\epsilon < \epsilon_0\) and \(|\gamma| < \gamma_0\) the system (3a)–(3b) has a modulating travelling front solution \((u_f, v_f)\). Furthermore, it holds that

\[
u_f(t, x) = \epsilon^2 |\hat{A}(y)| \cos(x + x_0) + O(\epsilon^2), \]

\[
v_f(t, x) = \epsilon^2 \left[ \hat{W}_0(y) - 2\gamma|\hat{A}(y)|^2 - 2\gamma|\hat{A}(y)|^2 \cos(2(x + x_0)) \right] + O(\epsilon^3),
\]

in \(L^\infty\) where \(y = \epsilon x - \epsilon^2 c_0 t, x_0 \in [0, 2\pi]\) and \((\hat{A}, \hat{W}_0)\) are a heteroclinic solution of (25a)–(25c).

**Remark 4.3.** Recall that we set \(k_c = 1\) in the calculations above. However, the stationary, periodic solutions exist also for \(k_c\) close to 1. Therefore, we expect that a similar results holds in the setting of Lemma 2.1.

We stress that the above result is only valid for \(\gamma\) close to zero. However, we expect that this is a restriction only imposed due to the use of perturbation arguments. A first intuition comes from the fact that the circle of nontrivial fixed points exists for all \(\gamma > -3\). This is backed by Figure 5 which shows a numerical simulation of heteroclinic orbits for different values of \(\gamma\). For this we approximated an initial point on the unstable manifold of the nontrivial fixed point using the unstable eigenvector of the linearization about this fixed point. Then, using this approximation, we solved the forward dynamics given by the reduced system
Figure 5: Numerical solutions of reduced system (25a)–(25c) for \( c_0 = 7, \alpha_0 = 3 \).

(25a)–(25c). It turns out that the spectral stability of the nontrivial fixed point does not change, i.e. the circle of nontrivial fixed points is normally hyperbolic with exactly one unstable direction. Furthermore, the numerical calculation gives heteroclinic orbits of the system which hints the existence of such solutions.

Finally, the numerical calculation hints that for large \( \gamma \) the solution is close to a heteroclinic orbit of a limiting system which can be constructed by introducing the rescaled variables

\[
\begin{align*}
\tilde{A} &= \sqrt{3 + \frac{\gamma}{\alpha_0}} \frac{A}{B} \\
\tilde{W}_0 &= 3 + \frac{\gamma}{2\alpha_0} \tilde{W}_0.
\end{align*}
\]

Inserting this into (25a)–(25c) and formally passing to \( \gamma \to \infty \) we find the formal asymptotic system

\[
\begin{align*}
\partial_\xi \tilde{A} &= \tilde{B} \\
\partial_\xi \tilde{B} &= \frac{1}{4} \left( -c_0 \tilde{B} - \alpha_0 A - 2\alpha_0 \tilde{A} \tilde{W}_0 + 3\alpha_0 \tilde{A} |\tilde{A}| \right) \\
\partial_\xi \tilde{W}_0 &= -c_0 \tilde{W}_0 + c_0 |\tilde{A}|^2.
\end{align*}
\]

As expected this system has a trivial fixed point at \((0, 0, 0)\) and a circle of nontrivial fixed points at \((e^{i\phi}, 0, 1)\) for \( \phi \in [0, 2\pi) \). However, we note that this asymptotic model has limited use for the description of the full dynamics (3a)–(3b) since the size of the center manifold vanishes for \( \gamma \to \infty \).

5 Discussion

We now discuss some possible extensions and open questions.

Adding dispersion. In this paper we only consider the case of vanishing phase velocities \( \beta = 0 \), i.e. that the periodic pattern is stationary. However, it is also interesting to study systems where this is not the case. One example of such systems is

\[
\begin{align*}
\partial_t u &= -(1 + \partial_x^2)^2 u + \varepsilon \alpha_0 u + c_u \partial_x^2 u + u v + u \partial_x u - u^3 \\
\partial_t v &= \partial_x^2 v + c_v \partial_x v + \gamma_1 \partial_x(v^2) + \gamma_2 \partial_x(w^2),
\end{align*}
\]
Figure 6: Numerical calculation of the eigenvalues of $L_n^{SH}$ and $L_n^{con}$ corresponding to (26a) and (26b), respectively, for $\alpha_0 = 1$, $c_u, c_v = 1$, $c = 3$ and $\varepsilon = 0$. Top left and right show the eigenvalues of $L_n^{SH}$ and $L_n^{con}$ for $-30 \leq n \leq 30$, respectively. Bottom left and right are rescaled versions of the top left and top right plots, respectively, centered around the origin.
which is a toy model corresponding to a thin-film flow on an inclined, heated surface. Since the spectrum of the linearisation around \((u, v) = (0, 0)\) has non-zero imaginary part, we can construct non-stationary periodic solutions of the form \((u, v)(t, x) = (U, V)(x - \beta t)\) using center manifold theory similar to Lemma 2.1. Here, \(\beta = c_u + O(\varepsilon)\) denotes the phase velocity. A similar situation also occurs in the Taylor-Couette problem in the case of counter-rotating cylinders, see [IM91, HCS99].

It turns out that due to the dispersion in (26a)-(26b) the spectral situation in the construction of modulating front simplifies. Making a modulating front ansatz \((u, v)(t, x) = (U, V)(x - ct, x - \beta t)\) and rewriting the system as a first order system in \(\xi = x - ct\) similar to Section 3.1 we find that the there is an \(O(1)\)-spectral gap in the spectrum (see Figure 6). Therefore, standard center manifold theory is applicable. A closer inspection of the central spectrum shows that depending on the front velocity \(c\) different situations appear. For \(c \neq 3c_u + o(1)\) we obtain a 3-dimensional center manifold while for \(c\) close to \(3c_u\) (with respect to \(\varepsilon\)) the center manifold is 5-dimensional. Note that \(3c_u\) is the group velocity of the periodic solution corresponding to the critical Fourier mode \(k_c = \pm 1\). Thus, the first case corresponds the case that the front either moves faster or slower than the group velocity while the second case corresponds to the front velocity being close to the group velocity. However, although the center manifold can be established with standard theory in this case, the difficulty for the existence of modulating fronts lies in the construction of heteroclinic orbits for the reduced model since the presence of dispersion leads to a reduced equation with complex coefficients.

**Nonlinear stability.** Another largely open question is the stability of the solutions presented here and we briefly discuss existing results in this direction here. We start by discussing stability of the periodic solutions established in Lemma 2.1. Spectral stability has already been discussed in [MC00, Suk16] for a similar model using Bloch-Floquet theory and we expect that similar calculations apply in our case. Furthermore, in recent years there were many results concerning the diffusive stability of periodic solutions in systems of conservation laws and we refer to [JZ10, JZ11, BJN+13] for details. Therefore, we conjecture that stability of the periodic solutions from Lemma 2.1 can be established. However, a rigorous proof of this stability is an open problem.

Now we turn to the modulating fronts. The main problem for establishing stability of these solutions is the fact that they connect an unstable state, the origin, to a (possibly) stable state, the periodic solution. In the case of the Swift-Hohenberg equation [ES02] and the Taylor-Couette problem [ES00] nonlinear stability with respect to exponentially localized perturbations has already been established. The key idea in both papers is to introduce exponentially weighted variables to stabilize the origin in the Bloch-transformed problem and then applying renormalization group theory to close the argument. Whether these ideas can also be used to establish stability in the case of an additional conservation law is open, however. Especially, following the discussion in [BJN+13], it is unclear whether renormalization groups can still be used to close the argument or if other tools are necessary.
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A Calculation of eigenvalues

We now give the calculations, which lead to the expansions (12)–(14) of the eigenvalues of $L_n$, $n \in \mathbb{Z}$. Therefore, recall that $L_n$ is a block-diagonal matrix with

$$L_n^{SH} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -(1 + n^2) + \varepsilon^2 \alpha_0 & -4i n(1 - n^2) + \varepsilon c_0 & 6n^2 - 2 & -4i n \end{pmatrix}$$

and

$$L_n^{con} = \begin{pmatrix} 0 & 1 \\ n^2 & 2i n - \varepsilon c_0 \end{pmatrix}.$$ 

A.1 Eigenvalues of $L_n^{SH}$

We first calculate the approximation of the eigenvalues of $L_n^{SH}$, see (12)–(13). According to [EW91, Appendix C] the characteristic polynomial is given by

$$p_n^{SH}(\lambda, \varepsilon) = -\lambda^4 - 4i n \lambda^3 + \lambda^2 (6n^2 - 2) + \lambda (-4i n(1 - n^2) + \varepsilon c_0) - (1 + n^2)^2 + \varepsilon^2 \alpha_0$$

$$= -(\lambda + i(n + 1))^2(\lambda + i(n - 1))^2 + \varepsilon c_0 \lambda + \varepsilon^2 \alpha_0.$$ 

Hence for $\varepsilon = 0$, $L_n^{SH}$ has two double eigenvalues $\lambda_{n, \pm} = -i(n \pm 1)$.

We start by considering the case $\lambda_{1, -} = 0$ and define

$$\tilde{p}_n^{SH}(\delta, \varepsilon) := \varepsilon^{-2} p_n^{SH}(\lambda_{1, -} + \varepsilon \delta, \varepsilon) = -\delta^2 (\varepsilon \delta + 2i)^2 + \varepsilon c_0 \delta + \alpha_0.$$ 

Setting $\varepsilon = 0$ and solving for $\delta$ yields

$$\delta_\pm = \frac{-c_0 \pm \Delta}{8}, \quad \Delta = \sqrt{c_0^2 - 16\alpha_0}.$$ 

Since $\tilde{p}_n^{SH}$ is continuously differentiable,

$$\tilde{p}_n^{SH}(\delta_\pm, 0) = 0$$

we can apply the implicit function theorem, which yields that for $\varepsilon > 0$ small there exists a root of $\tilde{p}_1^{SH}$ of the form

$$\lambda_{1, -}^\pm = \varepsilon \frac{-c_0 \pm \Delta}{8} + O(\varepsilon^2).$$ 

The same calculation in the case $\lambda_{-1, +} = 0$ yields

$$\lambda_{-1, +}^\pm = \varepsilon \frac{-c_0 \pm \Delta}{8} + O(\varepsilon^2).$$ 

Next, we consider the case that $\lambda_{n, \pm} \neq 0$. Similar to the case above, we define

$$\tilde{p}_{n, \pm}(\delta, \varepsilon) := \varepsilon^{-2} p_{n, \pm}^{SH}(-i(n \pm 1) + \varepsilon \delta, \varepsilon^2) = -\delta^2 (\pm 2i + \varepsilon \delta)^2 + \varepsilon c_0 (-i(n \pm 1) + \varepsilon \delta) + \varepsilon^2 \alpha_0,$$ 
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where we set $\varepsilon = \tilde{\varepsilon}^2$ so that $\tilde{p}_{n,\pm}$ is continuously differentiable in both arguments. Setting $\tilde{\varepsilon} = 0$ and solving for $\delta$ then gives

$$\delta^+ = i^{3/2} \sqrt{\frac{(n \pm 1)c_0}{2}}$$

and $\delta^- = -\delta^+$. Again the implicit function theorem is applicable and yields that for $\varepsilon > 0$ small the roots of $p_{n,\pm}^{SH}$ are of the form

$$\lambda^+_{n,\pm} = -i(n \pm 1) + \varepsilon^{1/2} i^{3/2} \sqrt{\frac{(n \pm 1)c_0}{2}} + \mathcal{O}(\varepsilon),$$

$$\lambda^-_{n,\pm} = -i(n \pm 1) - \varepsilon^{1/2} i^{3/2} \sqrt{\frac{(n \pm 1)c_0}{2}} + \mathcal{O}(\varepsilon)$$

Hence, we obtained (12)–(13).

### A.2 Eigenvalues of $L_n^{\text{con}}$

Let $n \neq 0$. We now give the calculations leading up to (14). In this case, the characteristic polynomial is given by

$$p_n^{\text{con}}(\nu, \varepsilon) = (\nu - in)^2 + \varepsilon c_0 \nu.$$  

For $\varepsilon = 0$, we find a double root at $\nu_n = in$. For $\varepsilon > 0$, we define

$$\tilde{p}_n^{\text{con}}(\delta, \tilde{\varepsilon}) = \tilde{\varepsilon}^{-2} p_n^{\text{con}}(in + \tilde{\varepsilon} \delta, \tilde{\varepsilon}^2) = \delta^2 + \tilde{\varepsilon} c_0 \delta + c_0 in,$$

which is continuously differentiable in $(\delta, \tilde{\varepsilon})$. Next, solving $\tilde{p}_n^{\text{con}}(\delta, 0) = 0$ for $\delta$ gives two solutions $\delta_\pm = \pm i^{3/2} \sqrt{\tilde{\varepsilon} c_0}$. The implicit function theorem then yields that for $\varepsilon > 0$ small the eigenvalues of $L_n^{\text{con}}$ for $n \neq 0$ are approximated by

$$\nu_{n,\pm} = in \pm \varepsilon^{1/2} i^{3/2} \sqrt{\tilde{\varepsilon} c_0} + \mathcal{O}(\varepsilon),$$

which is (14).
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