Abstract—We present Self-Tuning Tube-based Model Predictive Control (STT-MPC), an adaptive robust control algorithm for uncertain linear systems with additive disturbances based on the least-squares estimator and polytopic tubes. Our algorithm leverages concentration results to bound the system uncertainty set with prescribed confidence, and guarantees robust constraint satisfaction for this set, along with recursive feasibility and input-to-state stability. Persistence of excitation is ensured without compromising the algorithm’s asymptotic performance or increasing its computational complexity. We demonstrate the performance of our algorithm using numerical experiments.

I. INTRODUCTION

Model Predictive Control (MPC) [1] addresses the infinite horizon optimal control problem in the presence of input and state constraints by approximating it as a sequence of finite horizon optimization problems. When the dynamics of the system are uncertain, robust MPC methods [2] can be employed to ensure constraint satisfaction for pre-specified sets of system parameters and disturbances. This robustness comes at the cost of a reduced closed-loop performance. To mitigate this performance loss, one may leverage adaptive control techniques [3] to learn the system dynamics in an online manner, and in turn reduce the uncertainty causing this loss.

Adaptive control schemes have been developed and studied mainly for unconstrained control problems. The first results [4] concerned their asymptotic convergence properties and established conditions under which the controller approximates the optimal feedback controller obtained by assuming full knowledge of the system dynamics. More recently, see e.g. [5]–[7], researchers managed to quantify the convergence rate of some classical adaptive control schemes, such as the celebrated self-tuning regulators, as well as the price that one has to pay (in terms of cumulative losses — often captured through the notion of regret) to learn the system dynamics. These recent important results are however restricted to the Linear Quadratic Regulator (LQR) problems in unconstrained linear systems.

In this paper, we investigate the design and the performance analysis of an MPC scheme handling system dynamics uncertainties. We propose a combination of adaptive and robust control methods. The adaptive control component allows the rapid reduction of the uncertainty over time in a quantifiable manner, whereas the robust control component ensures constraint satisfaction. More precisely, our contributions are as follows.

Contributions. We address the problem of controlling an uncertain linear system with parametric and additive disturbances, subject to deterministic constraints. We present Self-Tuning Tube-based Model Predictive Control, an algorithm combining adaptive and robust control techniques. STT-MPC uses a simple Least Squares Estimator (LSE) for estimating the dynamics and a parameter set compatible with the observations with a prescribed level of certainty. We derive tight concentration results (similar to those presented in [7] for the LQR problem) for this set, and exploit these results to construct fixed complexity polyhedral approximations of it. In STT-MPC, these approximations are used to build a polytopic tube MPC scheme [8] to ensure robust constraint satisfaction. We establish the recursive feasibility and the input-to-state stability of the proposed scheme.

In contrast to previously proposed robust MPC schemes (refer to §II for details), STT-MPC enjoys the following properties. (i) STT-MPC uses a probabilistic rather than robust estimation scheme, leading to notably faster adaptation rates and smaller parameter sets for which the constraints need to be satisfied. (ii) Persistence of Excitation (PE), required to get performance guarantees for the LSE, is achieved without modifying either the cost or objective function of the MPC. The added excitation is treated as an additive disturbance and can be chosen to decay to zero with time (e.g., at a rate $1/\sqrt{t}$). This allows us to asymptotically recover the performance of the standard MPC algorithm with full knowledge of the dynamics. (iii) An input-to-state stability analysis of STT-MPC is possible even when the PE condition is active and without imposing any additional restrictions on the choice of the estimate of the nominal model parameter.

We also note that our method differs from data-driven control methods (see e.g. [9], [10]) in that it has an online adaptation step as opposed to relying on data collected offline.

Notations. For a time dependent vector $x_t$, we denote by $x_{k|t}$ its prediction at time $k + t$ given information at time $t$. For any two sets $A$ and $B$, we define their Minkowski sum as the set $A \oplus B := \{a + b : a \in A, b \in B\}$. We also define, for any constant $\lambda \geq 0$, the scaled set $\lambda A := \{\lambda a, a \in A\}$. For any $d \in \mathbb{N}$, $x \in \mathbb{R}^d$, and $\varepsilon > 0$ let $B(x, \varepsilon)$ denote the $\varepsilon$ ball of the spectral norm centered on $x$. The unit ball centered at the origin is denoted simply as $B$. For any set $S$, and any $\varepsilon > 0$ there exists a polytope $P$ that is...
an outer approximation of $S$, i.e. $S \subset P \oplus \varepsilon B$. We refer to this polytope as the outer polyhedral approximation of $S$. Finally, a function $\kappa : \mathbb{R}_+ \to \mathbb{R}_+$ is of class $K$ if it is strictly increasing and $\kappa(0) = 0$ and is of class $K_\infty$ if in addition $\kappa(x) \to \infty$ as $x \to \infty$.

II. RELATED WORK

Persistent Excitation is an essential ingredient of adaptive control [11], which is equivalent to the notion of required exploration in reinforcement learning [12]). In the context of MPC, different solutions for PE have been investigated: [13] introduces a sufficient PE condition as an additional constraint in their MPC optimization. On the other hand, [14], [15], and later [16], propose dual-MPC schemes where the predicted parameter covariance matrix is included in the cost function, though these dual-control methods lack feasibility and stability guarantees.

In [17], the authors combine set-membership identification, which involves updating a set of parameters compatible with the observed state-trajectory, and robust constraint tightening for FIR models. This approach was later extended in [18] to the case of linear state-space models where online set-membership is combined with homothetic tube MPC [19]. Subsequently, [20] proposed an adaptive robust MPC scheme using again set-membership identification and a less conservative polytopic tube MPC scheme [8]. As in [13], they ensure PE in the form of added convex constraints and a modification of the cost function.

III. MODEL, OBJECTIVE, AND APPROACH

A. Model and assumptions

We consider the following discrete time, linear, time-invariant system:

$$x_{t+1} = A(\theta^*)x_t + B(\theta^*)u_t + w_t,$$

where $x_t, w_t \in \mathbb{R}^{d_x}$ and $u_t \in \mathbb{R}^{d_u}$. The state transition and state-action transition matrices $A(\theta^*)$ and $B(\theta^*)$ are initially unknown. The set of all possible matrices is parameterized by $\theta \in \mathbb{R}^{d_\theta}$ (here $\theta$ could well parametrize each entry of the matrices, in which case $d_\theta = d_x(d_x + d_u)$). To simplify the notations, for two possible parameters $\theta_1, \theta_2$, we define $||\theta_1 - \theta_2|| := \max(||A(\theta_1) - A(\theta_2)||_2, ||B(\theta_1) - B(\theta_2)||_2)$. We make the following assumptions.

Assumption 1 (Parameter uncertainty). For some $\epsilon_0 > 0$, $B(\theta^*, \epsilon_0) \subset \Theta_0$ where $\Theta_0$ is a known convex polytope.

Assumption 2 (Additive disturbance). The sequence $(w_t)_{t \geq 0}$ is i.i.d. and for each $t \geq 0$, $w_t$ is zero-mean, isotropic, with support in the ball $B(0,3\sigma)$. Hence, $w_t \in \mathcal{N}$. Further define $\mathcal{W}$, a convex polytope providing a conservative approximation of $B(0,3\sigma)$, i.e., $B(0,3\sigma) \subset \mathcal{W}$.

The system also needs to obey the following state and input constraints for all $t \geq 0$,

$$Fx_t + Gu_t \leq 1,$$

where $F \in \mathbb{R}^{d_x \times d_x}$ and $G \in \mathbb{R}^{d_x \times d_u}$ define the state and input constraints respectively.

Assumption 3 (State and input constraints). The set

$$\mathcal{C} = \{(x,u) \in \mathbb{R}^{d_x} \times \mathbb{R}^{d_u} : Fx + Gu \leq 1 \}$$

is compact and contains the origin in its interior.

Finally, we assume that we have access to a stabilizer $K$:

Assumption 4 (Stabilizing Controller). There exists a known, robustly stabilizing feedback gain $K$ such that $A(\theta) + B(\theta)K$ is stable (i.e., $\rho(A(\theta) + B(\theta)K) < 1$) for all $\theta \in \Theta_0$.

B. Objective and MPC

We wish to minimize the long-term cost defined as

$$\limsup_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} x_t^\top Q x_t + u_t^\top R u_t,$$

through some positive semi-definite matrices $Q, R$. To this aim, we use MPC, with a receding horizon $N$. Specifically, at time $t$, given the current system state $x_t$ and the past observations used to derive an estimator $\hat{\theta}_t$ of $\theta^*$, we will identify a control policy $(u_{k|t})_{k=0\ldots N-1}$ minimizing the cost along a predicted system trajectory $(x_{k|t})_{k=0\ldots N}$. We use the well-known dual mode prediction paradigm [21] with the following predicted control sequence,

$$u_{k|t} = \begin{cases} Kx_{k|t} + v_{k|t} & \forall k \in \{0, \ldots, N-1\}, \\ Kx_{N|t} & \forall k \geq N, \end{cases}$$

where $\{v_{0|t}, \ldots, v_{N-1|t}\}$ are the optimization variables to be determined by the MPC. The resulting prediction dynamics will be for $k \in \{0, \ldots, N-1\}$,

$$x_{0|t} = x_t, \quad x_{k+1|t} = \Phi(\hat{\theta}_t)x_{k|t} + B(\hat{\theta}_t)v_{k|t},$$

where $\Phi(\hat{\theta}) := A(\theta) + B(\theta)K$ for any $\theta \in \Theta_0$.

C. General approach

To handle the uncertainty due to both the noise and the fact that $\theta^*$ is unknown, we apply a tube-based MPC approach. The tube used in step $t$ is essentially constructed from a polytope approximating a ball centered at the LSE $\hat{\theta}_t$ of $\theta^*$ and whose radius corresponds to a prescribed level of confidence $\delta$ that the user wishes to guarantee. Persistent excitation is achieved by adding (bounded) noise to the input. The resulting algorithm is presented in Algorithm 1, and its ingredients are detailed in the next section. Its analysis is given in Section V.

IV. SELF-TUNING TUBE-BASED MPC

A. LSE and persistent excitation

Our algorithm starts with an initial parameter $\theta_0 \in \Theta_0$, which is then updated using the LSE. We let $\hat{\theta}_t = \theta_0$. For $t \geq 2$, the LSE enjoys the following explicit expression:

$$\hat{\theta}_t = \left( \sum_{k=0}^{t-2} x_{k+1} \right) \left( \sum_{k=0}^{t-2} x_k u_k \right) \left( \sum_{k=0}^{t-2} x_k u_k^\top \right) \left( \sum_{k=0}^{t-2} x_k u_k \right)^\top.$$
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Algorithm 1: STT-MPC

Input: Initial state $x_0$; confidence $\delta$; estimate $\theta_0$; uncertain parameter set $\Theta_0$

1. Find stabilizing matrix $K$ for all $\theta \in \Theta_0$
2. Compute matrices $T$ and $H_\epsilon$ using (10b)
3. for $t = 1, \ldots, T$ do
   4. if $t < t^*(\delta)$ then
      5. Set $\hat{\theta}_t \leftarrow \theta_{t-1}$ and $\Theta_t \leftarrow \Theta_{t-1}$
   6. else
      7. Update $\hat{\theta}_t \leftarrow \hat{\theta}_t$ using (5)
      8. Compute $\Delta_t$ and set $\Theta_t \leftarrow \Theta_{t-1} \cap \Delta_t$
   9. Compute matrices $H_t^{(j)}$ using (10a)
10. Obtain $P(\theta_t)$ by solving (20)
11. Solve $\mathcal{P}_N(x_t, \theta_{t(j)}, \Theta_{\theta_t}, \Gamma_t)$
12. Apply $u_k = Kx_t + v_0^*_t + \zeta_t$

Remark 1. For simplicity, we have chosen $\bar{w}_t$ and $\bar{\zeta}_t$ so as to be conservative with respect to the noise we apply.

For $t \geq t^*(\delta)$, we align our prediction parameter $\hat{\theta}_t$ to $\hat{\theta}_t$. As shown in [7], a finite-time analysis of the performance of the LSE is rather intricate but possible even if the feedback controller varies over time. The performance is tightly related to the minimal eigenvalue of the cumulative covariate matrix

$$\lambda_{\min}(\sum_{s=t}^{t-2} \mathbb{E}y_s y_s^T)$$

where $\mathbb{E}$ is the expectation. More precisely, for the LSE to lead to a good approximation of $\theta^*$, we need to ensure that this eigenvalue grows with time. To this aim, we add an isotropic and bounded noise to the control input.

This noise is represented by the random vector $\zeta_t$ taken to be the projection of $x_t$ in $\mathcal{B}(0, 3\sigma_t)$, where $\sigma_t$ is i.i.d. according to a normal distribution, i.e., $\sigma_t \sim \mathcal{N}(0, \sigma^2_t I_{d_x})$. The choice of $\sigma_t$ directly impacts the performance of the LSE but also the overall performance of the controller (a higher $\sigma_t$ means higher excitation and hence better LSE, but at the expense of a worse overall controller, refer to Section VII). Here we set $\sigma_t^2 = \sqrt{\alpha} t^{2-\alpha}$ for some positive constants $\alpha$. This ensures that (i) the LSE $\hat{\theta}_t$ converges to $\theta^*$ (refer to Section V for a precise statement) and (ii) the controller converges to that obtained through a classical tube-based MPC framework with known $\theta^*$. When analyzing the performance of the LSE, we will show that the good event $\mathcal{G}$ holds with probability at least $1 - \delta$:

$$\mathcal{G} \triangleq \left\{ \| \hat{\theta}_t - \theta^* \| \leq \epsilon_t, \forall t \geq t^*(\delta) \right\},$$

where $t^*(\delta) = c_1 + c_2 \log(1/\delta)$ and $c_1^2 = c_3 \log(t/\delta)/t^{1-\alpha}$ for some positive constants $c_1, c_2, c_3$. From the above result, we define $\Delta_t$ as an outer polyhedral approximation of $\mathcal{B}(\theta^*, 2\epsilon_t)$. We further recursively define the uncertainty sets as follows: $\Theta_t = \Theta_{t-1} \cap \Delta_t$ for all $t \geq t^*(\delta)$ and $\Theta_t = \Theta_0$ for $t < t^*(\delta)$. By construction, the true parameter $\theta^*$ belongs to the interior of $\Theta_t$ with high probability in the following sense:

**Lemma 1.** Under event $\mathcal{G}$, $\mathcal{B}(\theta^*, \epsilon_t) \subset \Theta_t$ for all $t \geq 1$.

**Proof.** For $t < t^*(\delta)$ we have $\Theta_t = \Theta_0$ and the result holds by Assumption 1. Let $t \geq t^*(\delta)$. We show that $\mathcal{B}(\theta^*, \epsilon_t) \subset \Delta_t$ and $\mathcal{B}(\theta^*, \epsilon_t) \subset \Theta_{t-1}$. For the first, we have for all $\theta \in \mathcal{B}(\theta^*, \epsilon_t)$, using the triangle inequality: $\| \theta - \theta^* \| + \| \theta^* - \theta \| \leq 2\epsilon_t$, where the second inequality holds under $\mathcal{G}$. Thus $\theta \in \mathcal{B}(\theta^*, 2\epsilon_t)$ and so $\mathcal{B}(\theta^*, \epsilon_t) \subset \mathcal{B}(\theta^*, 2\epsilon_t) \subset \Delta_t$. We prove $\mathcal{B}(\theta^*, \epsilon_t) \subset \Theta_{t-1}$ by induction. Assume that $\mathcal{B}(\theta^*, \epsilon_t) \subset \Theta_{t-1}$. Then we show that $\mathcal{B}(\theta^*, \epsilon_{t+1}) \subset \Theta_t$. Let $\theta$ satisfy $\| \theta - \theta^* \| \leq \epsilon_{t+1}$. Then $\| \theta - \theta_t \| \leq \epsilon_{t+1} + \epsilon_t$. This implies that $\theta \in \Delta_t$. In addition, $\theta \in \Theta_{t-1}$. Indeed, $\| \theta - \theta^* \| \leq \epsilon_{t+1} + \epsilon_t$, and we conclude using the induction assumption. Hence $\theta \in \Theta_t$.

**B. Polytopic tubes and associated linear constraints**

With the considered control inputs, the system dynamics becomes:

$$x_{t+1} = \Phi(\theta^*)x_t + B(\theta^*)(v_0 + \zeta_t) + w_t.$$  \hspace{1cm} (6)

We apply a tube-based approach, and at time $t$, we build a polytopic tube based on:

(i) $\Theta_t$, encoding the uncertainty about $\theta^*$. We denote by $m_t$ the number of vertices of $\Theta_t$, and the vertices themselves by $\theta[j]$, $j = 1, \ldots, m_t$.

(ii) A polytope $\mathcal{W}_t$, handling the uncertainty due to the noise $B(\theta^*)\zeta_t + w_t$, including that due to the persistent excitation. To define $\mathcal{W}_t$, let $B_t = \max_{\theta \in \Theta_t} \| B(\theta) \|_2$. We define $\mathcal{Z}_t$ as the outer polyhedral approximation to $\mathcal{B}(0, 3\sigma_t)$, and $\mathcal{W}_t = \mathcal{W} \oplus B_t \mathcal{Z}_t$.

We define the state tube cross sections as the sets: for $k = 0, \ldots, N$,

$$X_{k|t} = \{ x : T x \leq \alpha_{k|t} \},$$  \hspace{1cm} (7)

where the matrix $T \in \mathbb{R}^{d_u \times d_x}$ is chosen such that, for some $\lambda \in [0, 1)$, the set $\{ x : Tx \leq 1 \}$ is $\lambda$-contractive with respect to the system $x_{t+1} = \Phi(\theta^*)x_t + B(\theta^*)v_t$ for all $\theta \in \Theta_0$. This property is needed to ensure the robust positive invariance of $X_{k|t}$ (see Lemma 5.7 in [21]). To derive the associated linear constraints, we apply a standard result to ensure inclusion of polyhedra (see Proposition 3.3 in [22]). More precisely, for any $j = 1, \ldots, m_t$, we have $X_{k|t} \subseteq \{ x : \Phi(\theta^*)x + B(\theta^*)v_{k|t} + w_t \in W_{k|t+1} \}$ for all $w \in \mathcal{W}_t$ if there exists $H_{k|t}^j \geq 0$ such that:

$$H_{k|t}^j = T \Phi(\theta^*)^j, \hspace{1cm} (8a)$$

$$H_{k|t}^j \alpha_{k|t} + TB(\theta^*)^j v_{k|t} + w_t \leq \alpha_{k+1|t}, \hspace{1cm} (8b)$$

where $\bar{w}_t$ is such that $\| \bar{w}_t \| = \max_{w \in \mathcal{W}_t} \| Tw \|$, for $i \in \{1, \ldots, d_w\}$. Similarly, we have $X_{k|t} \subseteq \{ x : (F + G) x + G(\gamma_{k|t} + \zeta) \leq 1 \}$ for all $\zeta \in \mathcal{Z}_t$, if there exists $H_{e|t} \geq 0$, such that:

$$H_{e|t} = F + G K, \hspace{1cm} (9a)$$

$$H_{e|t} \alpha_{k|t} + G v_{k|t} + \zeta \leq 1, \hspace{1cm} (9b)$$

where $\bar{\zeta}_t$ is such that $\zeta_{k|t} = \max_{\zeta \in \mathcal{Z}_t} G(\zeta)$ for $i \in \{1, \ldots, d_e\}$.

**Remark 1.** For simplicity, we have chosen $\bar{w}_t$ and $\bar{\zeta}_t$ so as to be conservative with respect to the noise we apply.
However, notice that we could well pre-sample the noise sequence \((\zeta_t)_{t \geq 0}\) and use it as part of our predictions.

The matrices \(H_i^{(j)}\), and \(H_c\) are chosen such that for all \(i \in \{1, \ldots, d_i\}\) and for all \(j \in \{1, \ldots, m_i\}\),
\[
(H_i^{(j)})_i = \arg \min_h \{1^T h : h^T T = (T) \Phi (\theta_i^{(j)}), \ h \geq 0\},
\]
(10a)
and for all \(i \in \{1, \ldots, d_c\}\),
\[
(H_c)_i = \arg \min_h \{1^T h : h^T T = (F + G K)i, \ h \geq 0\}.
\]
(10b)
Finally, we have the terminal conditions
\[
H_i^{(j)} \alpha_N + \bar{w}_t \leq \alpha_N,
\]
(11)
\[H_c \alpha_N + \bar{z}_t \leq 1.
\]
(12)

C. The tube MPC problem

Fix a step \(t\). Let \(v_t = \{v_{0|t}, \ldots, v_{N-1|t}\}\) and \(\alpha_t = \{\alpha_{0|t}, \ldots, \alpha_{N|t}\}\). The resulting tube MPC problem, denoted as \(P_N(x_t, \theta_t, \Theta_t, W_t)\), and evaluated at every \(t\), is
\[
\min_{v_t, \alpha_t} \sum_{k=0}^{N-1} \left( x_{k|t}^T Q x_{k|t} + v_{k|t}^T R v_{k|t} \right) + x_{N|t}^T P(\theta_t) x_{N|t}
\]
subject to, for all \(j = 1, \ldots, m_i\), and \(k = 0, \ldots, N - 1\):

initial constraints:
\[
x_{0|t} = x_t,
\]
(13)
\[T x_{0|t} \leq \alpha_{0|t},
\]
(14)
system constraints,
\[
x_{k+1|t} = \Phi(\theta_t)x_{k|t} + B(\theta_t)v_{k|t},
\]
(15)
tube constraints,
\[
H_i^{(j)} \alpha_{k|t} + TB(\theta_j^{(j)})v_{k|t} + \bar{w}_t \leq \alpha_{k+1|t},
\]
(16)
\[H_c \alpha_{k|t} + G v_{k|t} + \bar{z}_t \leq 1,
\]
(17)
terminal constraints:
\[
H_i^{(j)} \alpha_{N|t} + \bar{w}_t \leq \alpha_{N|t},
\]
(18)
\[H_c \alpha_{N|t} + \bar{z}_t \leq 1.
\]
(19)
where \(P(\theta_t)\) is obtained by solving the Lyapunov equation:
\[
P(\theta_t) - \Phi(\theta_t)^T P(\theta_t) \Phi(\theta_t) = Q + K^T RK.
\]
(20)
The feasibility of the above problem depends on whether \(\theta^* \in \Theta_t\), i.e., on the event \(G\). However, for the sake of the analysis, we would like to ensure that the problem the algorithm solves in each step is always feasible (with probability 1). In turn, this will allow us to analyze the performance of the LSE and to establish that indeed \(G\) holds with probability at least \(1 - \delta\) (refer to the next section for details). To ensure that the tube MPC problem is always feasible, i.e., even when \(G\) does not occur, we instead solve \(P_N(x_t, \theta_t, \Theta_t, W_t)\) in Algorithm 1 where,
\[
\rho(t) := \max \{\tau \leq t : P_N(x_t, \theta_t, \Theta_t, W_t)\text{ is feasible}\}.
\]
1More precisely, the problem is obtained by replacing \(\theta_t\) by \(\theta_{\rho(t)}\), \(H_i^{(j)}\) by \(H_i^{(j)}_{\rho(t)}\) for all \(j\) in \(P_N(x_t, \theta_t, \Theta_t, W_t)\).

Essentially, in the unlikely event that \(P_N(x_t, \theta_t, \Theta_t, W_t)\) is not feasible, we instead solve \(P_N(x_t, \theta_t, \Theta_t, W_t)\) using the latest estimates \(\theta_t\) and \(\Theta_t\), for which the problem is feasible. This modification is of little practical consequence as we can (and typically do) choose \(\delta\) to be very small.

V. Analysis

This section is devoted to the analysis of the Self-tuning Tube-based MPC (STT-MPC) algorithm. We first provide guarantees for the LSE, and then establish the recursive feasibility and the input-to-state stability of the algorithm.

A. Performance of the LSE

Theorem 1. Assume that the optimization problem \(P_N(x_0, \theta_0, \Theta_0, W_0)\) is feasible for initial state \(x_0 \in \mathbb{R}^{d_x}\) and parameter \(\theta_0 \in \Theta_0\). Under the STT-MPC algorithm, we have: for all \(\delta \in (0, 1)^2\),
\[
\mathbb{P}[G] = \mathbb{P}[\|\hat{\theta}_t - \theta^*\| \leq \epsilon_t, \forall t \geq t^*(\delta)] \geq 1 - \delta.
\]

Proof. The proof follows a similar path as that used to prove Proposition 1 in [7], and we provide a sketch of the arguments below. We first decompose the mean square error as (see the proof of Proposition 1 in [7]):
\[
\|\hat{\theta}_t - \theta^*\|^2 \leq \left( \sum_{s=0}^{t-2} y_s y_s^T \right)^{-1/2} \left( \sum_{s=0}^{t-2} y_s w_s^T \right)^2 \times \frac{1}{\lambda_{\text{min}}(\sum_{s=0}^{t-2} y_s y_s^T)}.
\]
The first term in the r.h.s. of the above inequality is referred to as the self-normalizing term, and it can be analyzed using the Hanson-Wright inequality. Specifically, we can show as in the proof of Proposition 1 in [7] that it is smaller than \(c_4 \log(t/\delta)\) with probability at least \(1 - \delta/2\) for some constant \(c_4 > 0\) and for any \(\delta \in (0, 1)\). To prove this upper bound, we leverage the fact that the tube MPC problem solved under STT-MPC is feasible in each step (see Theorem 2 (ii)), which in turn ensures that \(y_t\) is bounded, and simplifies the analysis of the self-normalizing term. Next, we can derive a lower bound of the minimal eigenvalue of the cumulative covariance matrix using the techniques developed in Appendix G in [7]. As in Proposition 11 in [7], we can show that for any \(\delta \in (0, 1)\), \(\lambda_{\text{min}}(\sum_{s=0}^{t-2} y_s y_s^T) \geq c_5 t^{1-\alpha} \geq c_6 \log(e/\delta)\), for some constants \(c_5, c_6 > 0\). We conclude that for any \(\delta \in (0, 1)\), \(\|\hat{\theta}_t - \theta^*\| \leq \epsilon_t\) with probability at least \(1 - \delta\) when \(t^{1-\alpha} \geq c_6 \log(e/\delta)\). The upper bound of \(\|\hat{\theta}_t - \theta^*\|\) can be made uniform over time \(t \geq t^*(\delta)\) applying Lemma 23 in [7], which concludes the proof.

B. Recursive feasibility

Theorem 2. If the optimization problem \(P_N(x_0, \theta_0, \Theta_0, W_0)\) is feasible for initial state \(x_0 \in \mathbb{R}^{d_x}\) and parameter \(\theta_0 \in \Theta_0\), then, for all \(t > 0\),

2Note that the result holds for all \(\delta \in (0, 1)\) and in particular for the parameter \(\delta\) chosen as input of the STT-MPC algorithm.
(i) under event $G$, the problem $P_N(x_t, \theta_t, \Theta_t, \bar{W}_t)$ is feasible;
(ii) the problem $P_N(x_t, \theta_{\rho(t)}, \Theta_{\rho(t)}, \bar{W}_t)$ is feasible.

**Proof.** For (i), we have that $G$ holds which, together with Assumption 1, ensures that $\theta^* \in \Theta_t$ for all $t > 0$. Let $P_N(x_{t-1}, \theta_{t-1}, \Theta_{t-1}, \bar{V}_{t-1})$ be feasible with solution $(v^*_{t-1}, \alpha^*_{t-1})$. We define the tail point $(\hat{v}_t, \hat{\alpha}_t)$ as
\[
\hat{v}_t = \{v^*_{t-1}, \ldots, v^*_{1}\},
\hat{\alpha}_t = \{\alpha^*_{t-1}, \ldots, \alpha^*_{t-N+1}, \alpha^*_{t-1}\},
\]
and we show that it is a feasible point for $P_N(x_t, \theta_t, \Theta_t, \bar{W}_t)$, i.e., that it satisfies the constraints (14)-(19) at time $t$.

The initial constraint (14) is satisfied since $(v^*_{t-1}, \alpha^*_{t-1})$ satisfies (16), and $\theta^* \in \Theta_{t-1}$, which together imply that $x_{t-1} \in X_{t-1}$. The system dynamics constraint (15) holds automatically. We now consider only the vertices of $\Theta_{t-1}$ and note that $\bar{w}_{t-1} \geq \bar{w}_t$ and $\bar{\alpha}_{t-1} \geq \bar{\alpha}_t$. At time $t$, the tube constraints (16) and (17) for $k \in \{0, \ldots, N-2\}$ are satisfied whenever the tube constraints for $k \in \{1, \ldots, N-1\}$ at time $t-1$ are satisfied. Furthermore, noting that $v_{N-1} = 0$ and $\alpha_{N} = \alpha^*_{N-1}$, by simple substitution, we will have that (16) and (17) for $k = N-1$ at time $t$ hold when the terminal constraints (18) and (19) at time $t-1$ hold. If the terminal constraints hold at time $t-1$, they will also hold at time $t$. Finally, since $\Theta_t \subseteq \Theta_{t-1}$, these constraints will also hold for every vertex of $\Theta_t$.

For (ii) note that, due to Assumption 1, $\theta^* \in \Theta_0$ so that there will always exist $\tau \leq t$ such that $\theta^* \in \Theta_\tau$ and such that $P_N(x_\tau, \theta_\tau, \Theta_\tau, \bar{W}_\tau)$ is feasible. Then, using a similar argument as in (i) we will have that $P_N(x_{t-1}, \theta_\tau, \Theta_\tau, \bar{W}_{t-1})$ is feasible and thus $P_N(x_{t-1}, \theta_{\rho(t)}, \Theta_{\rho(t)}, \bar{W}_{t-1})$ is feasible. \hfill \square

**C. Input-to-State Stability (ISS)**

Let $X_P$ be the set of states $x_0$ such that problem $P_N(x_0, \theta_0, \Theta_0, \bar{W}_0)$ is feasible. Additionally, let $J(x_t, v_t, \theta_t)$ be the objective of problem $P_N(x_t, \theta_t, \Theta_t, \bar{W}_t)$, let $v^*_t$ be its optimal solution and let $V^*(x_t, \theta_t)$ be its associated value. To simplify notations, we refer to the closed loop system (6) as
\[
x_{t+1} = f(x_t, v_t, w_t, \theta_t)
\]
where, we refer to $B(\theta_t)\xi_t + w_t$ as $w_t$. We further define the stage cost $L(x, v) = x^T Q + K^T R K x + v^T R v$, and terminal cost $\phi(x, \theta) = x^T P(\theta) x$ so that
\[
J(x_t, v_t, \theta_t) = \sum_{k=0}^{N-1} L(x_{k|t}, v_{k|t}) + \phi(x_{N|t}, \theta_t).
\]

**Lemma 2** (Theorem 3 in [23]). The system (21) with control law $v_t(x_t, \theta_t)$ is ISS with region of attraction $R \subseteq \mathbb{R}^d$ if
(i) $R$ is a compact set containing the origin, and is robust positive invariant for (21).
(ii) There exist $K_\infty$-functions $\alpha_1, \alpha_2, \alpha_3$, $K$-functions $\sigma_1, \sigma_2$, and a continuous Lyapunov function $V : R \rightarrow \mathbb{R}_+$ such that for all states $x_t \in R$ and disturbances $w_t \in \bar{W}_t$ we have,
\[
\alpha_1(||x_t||) \leq V(x_t) \leq \alpha_2(||x_t||)
\]
\[
V(x_{t+1}) - V(x_t) \leq -\alpha_3(||x_t||) + \sigma_1(||w_t||)
\]
\[
+ \sigma_2(||\theta_t - \theta^*||).
\]

**Theorem 3.** Under event $G$ and under the SIT-MPC algorithm, for all initial conditions $x_0 \in X_P$ and all parameters $\theta^* \in \Theta_0$, the system (1) is ISS with region of attraction $X_P$.

It suffices to show that $X_P$ satisfies condition (i) of Lemma 2 and $V^*(x_t, \theta_t)$ is a Lyapunov function satisfying condition (ii).

For condition (i), suppose that $P_N(x_0, \theta_0, \Theta_0, \bar{W}_0)$ is feasible, i.e. $X_P$ is not empty. Then the terminal constraints (18) and (19) ensure that there exists an $\alpha_{N0}$ such that the terminal cross-section set $X_{N0} = \{ x : T x \leq \alpha_{N0} \}$ satisfies the constraints (2) and $f(x, 0, \theta, w) \in X_{N0}$ for all $x \in X_{N0}$, $w \in \bar{W}_0$, and $\theta \in \Theta_0$, i.e., it is robustly invariant. For every $x \in X_{N0}$, the point $(v, \alpha) = (\{0, \ldots, 0\}, \{\alpha_{N0}, \ldots, \alpha_{N0}\})$ is feasible for $P_N(x_0, \theta_0, \Theta_0, \bar{W}_0)$, thus $X_{N0} \subseteq X_P$. The robust positive invariance of $X_P$ will then follow directly from Theorem 2. Since $X_{Nt} \subseteq X_P$ and $0 \in \bar{W}_t$ by Assumption 2, we have $0 \in X_P$. Finally, $X_P$ is compact due to Assumption 3.

For condition (ii) we first show that the bound (22) holds for $V^*(x_t, \theta_t)$. For any given state $x_t$ and parameters $\theta_t \in \Theta_t$, and for any $Q, R > 0$, problem $P_N(x_t, \theta_t, \Theta_t, \bar{W}_t)$ will be a quadratic program and it follows from Theorem 4 in [24] that $V^*(x_t, \theta_t)$ is a continuous function of $x_t$. Since $\Theta_t$ is compact by Assumption 1, it follows from Lemma 4.2 in [25] that there exist $K_\infty$-functions $\alpha_1, \alpha_2$ such that for any $x_t \in X_P$,
\[
\alpha_1(||x_t||) \leq V^*(x_t, \theta_t) \leq \alpha_2(||x_t||).
\]

We now show the bound (23). First, note that the continuity of $f(x, u, w, \theta)$, $L(x, u)$, and $\phi(x, \theta)$ with respect to $x, u, w$, and $\theta$, implies that there exist $K_\infty$-functions $\alpha_w, \alpha_f, \sigma_f, \sigma_M, \sigma_\phi$ such that for all $x, x_1, x_2 \in X_P, v \in \mathbb{R}^d$, $w_1, w_2 \in \bar{W}_0$, and $\theta, \theta_1, \theta_2 \in \Theta_t$,
\[
\|f(x_1, v, w_1, \theta_1) - f(x_2, v, w_2, \theta_2)\| \leq \sigma_f(||x_1 - x_2||) 
\]
\[
+ \sigma_w(||w_1 - w_2||) + \sigma_\phi(||\theta_1 - \theta_2||).
\]
\[
\|L(x_1, v) - L(x_2, v)\| \leq \sigma_L(||x_1 - x_2||),
\]
\[
\|\phi(x_1, \theta_1) - \phi(x_2, \theta_2)\| \leq \sigma_\phi(||x_1 - x_2||).
\]

Recall that $v^*_t = \{v^*_0, \ldots, v^*_{N-1}\}$ is the predicted control sequence that arises from the solution of $P_N(x_t, \theta_t, \Theta_t, \bar{W}_t)$. We denote by $x^*_t = \{x^*_0, \ldots, x^*_{N-1}\}$, the associated predicted state trajectory (using (4), with parameter $\theta_t$, when applying $v^*_t$). Similarly, recall the tail control sequence $\bar{v}_{t+1} = \{\bar{v}_{t+1}, \ldots, \bar{v}_{N-1}\}$ (using (4) with parameter $\theta_{t+1}$, when applying $\bar{v}_{t+1}$) with the property that $\hat{x}_{0|t+1} = \hat{x}_{0|t+1}$.
To simplify the presentation, we omit references to the subscript $t$ when there is no ambiguity. Noting the sub-optimality of $\hat{v}_{t+1}$, we will have

\[
J(x_{t+1}, \hat{v}_{t+1}, \theta_{t+1}) - J(x_t, v^*_t, \theta_t) \\
\leq V^*(x_{t+1}, \theta_{t+1}) - V^*(x_t, \theta_t) \\
\leq \sum_{k=0}^{N-1} L(\hat{x}_k, \hat{v}_k) - L(x^*_k, v^*_k) + \phi(\hat{x}_{N}, \theta_{t+1}) - \phi(x^*_N, \theta_t) \\
= -L(x_{0,t}, v^*_0) + \sum_{k=0}^{N-2} L(\hat{x}_k, v^*_k) - L(x^*_{k+1}, v^*_k) + L(\hat{x}_{N-1}, 0) + \phi(\hat{x}_{N}, \theta_{t+1}) - \phi(x^*_N, \theta_{t+1}) + \phi(\hat{x}_{N-1}, \theta_{t+1}) - \phi(x^*_N, \theta_t).
\]

We will proceed to upper bound the above quantities. We first note that, for some $K_\infty$ function $\kappa_\epsilon$, we have,

\[
\sigma_\theta(\|\theta_{t+1} - \theta_t\|) \leq \sigma_\theta(\|\theta_t - \theta^*\|) + \kappa_\epsilon(\epsilon_t)
\]

and for all $k \in \{1, \ldots, N - 1\}$,

\[
\|\hat{x}_k - x^*_k\| \leq \sigma_x(\|\hat{x}_{k-1} - x^*_k\|) + \sigma_\theta(\|\theta_{t+1} - \theta_t\|) \\
\leq \sigma_x(\|\hat{x}_{k-1} - x^*_k\|) + \sigma_\theta(\|\theta_t - \theta^*\|) + \kappa_\epsilon(\epsilon_t),
\]

where \(\|\hat{x}_0 - x^*_1\| \leq \sigma_w(\|v_t \|) + \sigma_\theta(\|\theta_t - \theta^*\|) + \kappa_\epsilon(\epsilon_t)\).

Now, since \(Q, R \geq 0\), there exists a $K_\infty$-function $\alpha_3$ such that

\[
-L(x_{0,t}, v^*_0) \leq -\alpha_3(\|x_{0,t}\|).
\]

We will also have, for all $k \in \{0, \ldots, N - 2\}$,

\[
L(\hat{x}_k, v^*_k) - L(x^*_{k+1}, v^*_k) \leq \sigma_L(\|\hat{x}_k - x^*_{k+1}\|).
\]

Then, from (20) it follows that,

\[
L(\hat{x}_{N-1}, 0) + \phi(\hat{x}_{N}, \theta_{t+1}) - \phi(x^*_N, \theta_{t+1}) = 0.
\]

Finally, recall that (20) is linear in \(P(\theta)\) and note that its solution is unique for all $\theta \in \Theta_0$ (Theorem 3.7 [25] using that $\Phi(\theta)$ is stable). It follows then that $P(\theta)$ is Lipschitz continuous and that there will exist a $K_\infty$-function $\kappa_\phi$ such that,

\[
|\phi(\hat{x}_{N-1}, \theta_{t+1}) - \phi(x^*_N, \theta_t)| \leq \sigma_\phi(\|\hat{x}_{N-1} - x^*_N\|) \\
+ \kappa_\phi(\|\theta_t - \theta^*\|) + \kappa_\epsilon(\epsilon_t).
\]

We now group the above terms together to get,

\[
V^*(x_{t+1}, \theta_{t+1}) - V^*(x_t, \theta_t) \leq -\alpha_3(\|x_{0,t}\|) + \sigma_w(\|w_t\|) + \sigma_\phi(\|\theta_t - \theta^*\|) + \kappa_\epsilon(\epsilon_t),
\]

where $\sigma_w, \sigma_\theta, \kappa_\epsilon$ are $K$-functions. Since $\epsilon_t \to 0$ as $t \to \infty$, we will have that condition (iii) is satisfied.

\[\Box\]

VI. NUMERICAL EXPERIMENTS

We illustrate the performance of STT-MPC on a second-order linear systems with true parameters

\[
A = \begin{bmatrix} 0.6 & 0.2 \\ -0.1 & 0.4 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 0.6 \end{bmatrix}, \quad \sigma = 0.01,
\]

where $B$ is assumed to be known, while $A$ is the uncertain parameter. The initial state is $x_0 = (6, 3)$, and we consider $\Theta_0$ to be a 4-dimensional hypercube centered on $\theta_0 = [0.57, 0.17, -0.12, 0.42]$ with side length $0.14$. Consequently, the resulting stabilizing feedback gain is $K = [-0.426, -0.290]$. The least-squares confidence region $\Delta_t$ is over-approximated by an hypercube centered in $\theta_t$ with side length $4\epsilon_t$. We consider the following state and input constraints: $|x_1| \geq -0.15, |x_2| \geq -1.1$ and $u_t \leq 0.5$. The matrix $T$ is computed according to the relation (5.98) in [21], with $\lambda = 0.999$. We consider $Q = I_{d_x}, R = I_{d_u}$, and, for simplicity, we let the worst case noise realization be $\hat{w}_t = \hat{w}_0$, for all $t \geq 1$. All the simulations were performed in Python 3.9,3 using the CVXPY library [26] and the MOSEK solver.

### TABLE I

| Average Volume of $\text{Vol}(\theta_t)$ with Respect to $\text{Vol}(\Theta_0)$ |
|---|---|---|---|---|---|
| $\delta$ | $10^{-1}$ | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ |
| $\text{Time step}$ | $t$ | $1$ | $5$ | $15$ | $50$ | $100$ |
| $0.0001$ | $100\%$ | $1.312\%$ | $0.401\%$ | $0.071\%$ | $0.023\%$ |
| $0.001$ | $100\%$ | $3.354\%$ | $0.827\%$ | $0.125\%$ | $0.038\%$ |
| $0.01$ | $100\%$ | $7.058\%$ | $1.525\%$ | $0.205\%$ | $0.059\%$ |
| $0.1$ | $100\%$ | $12.651\%$ | $2.595\%$ | $0.319\%$ | $0.088\%$ |

Figure 1 shows the average volume of $\theta_t$ over 10 different runs. We note that the reduction in volume is significant, and well below 1% of the volume of $\Theta_0$ after 50 steps (see also the details in table VI; after 100 steps the volume is reduced below 0.1% of the original volume). In Figure 2 we present the trajectory of a single run of STT-MPC. In the plot are

3Find the code here: https://github.com/rssalesio/SelfTuningTubeBasedMPC
shown the tubes computed by the algorithm. We note that the constraints are robustly satisfied. Moreover, we also note a sensible reduction of the tubes over time.

VII. CONCLUSIONS

We proposed STT-MPC which combines least-squares estimation with a polytopic tube-based MPC method to ensure robust constraint satisfaction while learning the system dynamics. In contrast with existing conservative set-based identification approaches, we construct parameter sets that hold for all time with a confidence level $\delta$. As a comparison, the plot of the state trajectory under $u_t = K x_t$ is also shown.

---

**Fig. 2.** Illustration of the state trajectory using STT-MPC, and its tubes, over a single run. The gray areas depict the state constraints $[x_t]_1 \geq -0.15, [x_t]_2 \geq -1.1$. As a comparison, the plot of the state trajectory under $u_t = K x_t$ is also shown.

---
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