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Abstract. It is a popular research topic in computer vision community to find a solution for the zero norm minimization problem via solving its non-convex relaxation problem. In fact, there are already many existing algorithms to solve the non-convex relaxation problem. However, most of them are computationally expensive due to the non-Lipschitz property of this problem and thus these existing algorithms are not suitable for many engineering problems with large dimensions.

In this paper, we first develop an efficient algorithm to solve the non-convex relaxation problem via solving a sequence of non-convex sub-problems based on our recent work. To this end, we reformulate the minimization problem into another non-convex one but with non-negative constraint. Then we can transform the non-Lipschitz continuous non-convex problem with the non-negative constraint into a Lipschitz continuous problem, which allows us to use some efficient existing algorithms for its solution. Based on the proposed algorithm, an important relation between the solutions of relaxation problem and the original zero norm minimization problem is established from a different point of view. The results in this paper reveal two important issues: i) The solution of non-convex relaxation minimization problem converges to the solution of the original problem; ii) The general non-convex relaxation problem can be solved efficiently with another reformulated high dimension problem with non-negative constraint. Finally, some numerical results are used to demonstrate effectiveness of the proposed algorithm.

1. Introduction. Sparse signal representation with a prior basis has attracted much attention recently in both optimization and computer vision communities. Mathematically, it is to find a solution of the zero norm minimization problem with linear equality constraint. Such a model has been applied to many fields, such as signal processing [16, 17], image deconvolution and denoising [39, 6], face recognition.
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and compressive sensing [9]. However, this combinatorial optimization problem is proved to be NP-hard [29, 22] and efficient algorithms are required to solve it.

In order to find an approximate solution of the zero norm minimization problem, there are two classes of popular methods: convex relaxation method and non-convex relaxation method named by virtue of the convexity of the replacement of the zero norm, respectively. Many algorithms have been proposed to solve the convex relaxation problem [2, 8, 20, 23, 25, 38, 41] and the non-convex relaxation problem [34, 35, 26, 44, 19, 21, 30, 14, 10, 13, 28, 31, 7, 24, 43], respectively. It has been shown that the condition to find a sparse solution of the original problem by solving its non-convex relaxation $l_p$ problem is weaker than that by solving its convex relaxation one ($l_1$ problem) [36, 5]. However, due to the non-Lipschitz continuity of the non-convex relaxation $l_p$ problem, it is more difficult to solve than solving the convex relaxation one.

In our prior work [40], we have considered a class of non-convex $l_p$ minimization problems with non-negative constraint, which can be regarded as the non-convex relaxation of the $l_p$ norm minimization problem with non-negative constraint. In order to solve such a problem, an equivalent Lipschitz problem is presented in [40]. Based on this Lipschitz reformulation, an efficient algorithm is developed by using the classical limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) method. The numerical results show that the proposed algorithm based on the reformulated Lipschitz problem is much faster than other non-convex relaxation algorithms and can produce more sparse solution than some typical convex relaxation algorithms.

In this paper, we aim to remove the non-negative constraint and will develop a new method to find a sparse solution of the $l_p$ norm minimization problem without non-negative constraint based on our previous work [40] and also we can establish a relationship between the zero norm minimization problem and its non-convex relaxation one in a different perspective from [18]. In detail, we can summarize the contribution of this paper as follows.

(i) We reformulate the non-convex relaxation model of the $l_p$ norm minimization problem into an augmented non-convex one with non-negative constraint, and prove the equivalence between them. Then, we propose an effective algorithm to solve the reformulated non-negative $l_p$ minimization problem and find its approximate solution.

(ii) For the internal relation between the non-convex relaxation minimization problem and the zero norm minimization problem, we prove that every solution to the non-convex relaxation problem with small parameter sufficiently close to zero also solves the zero norm minimization problem. This assertion was proved similarly in [18, 32] in a different framework.

(iii) We validate the proposed algorithm for signal reconstruction via experimental results. The numerical results show that the proposed method for the non-convex relaxation $l_p$ problem is more effective in terms of recovering the sparse signal and solving some large size problems in comparison with some typical existing non-convex relaxation $l_p$ algorithms.

The rest of the paper is organized as follows. In Sect. 2, we present some related optimization models and review some basic results in [40]. In Sect. 3, we reformulate the non-convex $l_p$ problem into a non-convex one with non-negative constraint. Then we prove the equivalence of these two problems and develop an efficient algorithm to solve the reformulated optimization problem. Finally the relationship
of the non-convex minimization problem and the zero norm minimization problem is established. In Sect. 4, some numerical experiments for signal reconstruction are conducted in order to show the efficiency of the proposed method and Sect. 5 concludes the paper.

2. Preliminary results. In this section, we present some related optimization models and review some main results on non-negative $l_p$ minimization problem in [40] and this paves the way for our main results in next section.

Throughout the paper, all vectors are column vectors; the superscript $T$ denotes the transpose. Let $n$ be a positive integer, we denote $\mathcal{I} = \{1, 2, \ldots, n\}$, $\mathbb{R}^n$ the space of $n$-dimensional real column vectors and $\mathbb{R}^n_+ := \{x \in \mathbb{R}^n | x \geq 0\}$. For any $u \in \mathbb{R}^n$, $u_i$ denotes the $i$-th element of $u$. The symbol “$\circ$” denotes the Hadamard product; that is, for any vector $u, v \in \mathbb{R}^n$, $(u \circ v)_i = u_i v_i$, $i \in \mathcal{I}$. For simplicity, we use $(u, v)^T$ to denote the vector $(u^T, v^T)^T$. The bold $1$ is used to denote one vector with all elements of 1 with proper dimension.

A sparse signal representation problem can be modeled as the following optimization problem

$$\min_x \{ \|x\|_0 \ | \ Ax = b \}$$

where $A$ is the basis matrix with $m$ row and $n$ column, $b \in \mathbb{R}^m$ is the observed signal and $x \in \mathbb{R}^n$ is the representation of $b$. $\|x\|_0$ is called zero norm of $x$, which denotes the number of nonzero elements in the vector $x$.

The problem (1) is NP-hard [29, 22]. In order to solve it, there are usually two alternative schemes. One is to replace the $l_0$ norm of (1) with the $l_1$ norm and consider the following convex optimization problem [9, 15]:

$$\min_x \{ \|x\|_1 \ | \ Ax = b \}$$

where $\|x\|_1 = \sum_{i=1}^n |x_i|$. The problem (2) is convex and many methods have been proposed to solve it, such as $l_1$-magic [8], GPSR [20], FPC [23], LDM [38], ADMM [2, 41].

Another alternative scheme is to use the $l_p$ norm to approximate the $l_0$ norm and consider the following optimization problem: 

$$\min_x \{ \|x\|_p \ | \ Ax = b \}$$

where $0 < p < 1$ and $\|x\|_p = \left( \sum_{i=1}^n |x_i|^p \right)^{\frac{1}{p}}$. It is shown that recovering a sparse signal by the model (3) is more economical than that by the model (2) [36, 5]. However, since $0 < p < 1$, (3) is still a non-convex and non-Lipschitz optimization problem, which implies that it is more difficult to solve than (2). Currently there are some algorithms for solving (3) and they can be classified in three classes [26]: the iteratively thresholding method (ITM) [26, 34, 35, 44], the iterative reweighted $l_1$ (IRL1) minimization methods [14, 19, 21, 30] and the iterative reweighted least square (IRLS) methods [10, 13, 28, 31]. In [7], a smoothing algorithm based on a smoothing function for the absolute value function is proposed to solve (3). In addition, for some special values of $p$, analytic solutions of (3) are available [24, 43].

In particular, for the non-negative case, we have considered the following $l_p$ minimization problem in [40]

$$\min_x \left\{ \sum_{i=1}^n x_i^p \ | \ Ax = b, \ x \geq 0 \right\}$$

(4)
where $p \in (0, 1)$ and $x \geq 0$ denotes that each element of $x$ is non-negative. More generally, we can consider the following problem

$$\min_{x} \left\{ \frac{1}{2} \|Ax - b\|_2^2 + \tau \sum_{i=1}^{n} x_i^p \right\} \tag{6}$$

where $0 < p < 1$, $\tau > 0$ is the penalty factor. As for problems (4)-(6), the following lemma establishes a connection among them and the proof can be found in [40].

Lemma 2.1. If $x^*$ is a solution of (6), there exists an $\eta \geq 0$ such that $x^*$ is also a solution of (5); In particular, when $\eta = 0$, $x^*$ is a solution of (4).

Obviously, (6) is a non-convex and non-Lipschitz continuous problem. Therefore, it is difficult to solve (6) by some existing efficient algorithms, such as the Newton method, pseudo Newton method, etc. In order to solve problem (6), we propose the following mathematical transformation. For a vector $x \in \mathbb{R}^n_+$ and $0 < p < 1$, let $u = x^p = (x_1^p, \ldots, x_n^p)^T$, and $u^1 = (u_1^1, \ldots, u_n^1)^T$. With above transformation, one can consider the following optimization problem

$$\min_{u \geq 0} \left\{ \frac{1}{2} \|Au^\frac{1}{p} - b\|_2^2 + \tau \sum_{i=1}^{n} u_i \right\}. \tag{7}$$

Now, we have the following important result and its proof is given in [40].

Lemma 2.2. For any $0 < p < 1$, if $u^*$ is a solution of (7), then $x^* = (u^*)^p$ is a solution of (6); Conversely, if $x^*$ is a solution of (6), then $u^* = (x^*)^\frac{1}{p}$ is a solution of (7).

Notice that the objective function in problem (7) as given below

$$f(u) := \frac{1}{2} \|Au^\frac{1}{p} - b\|_2^2 + \tau \sum_{i=1}^{n} u_i,$$

is differentiable and its derivative is given by

$$\nabla f(u) = \frac{1}{p} u^{\frac{1}{p} - 1} \circ [A^T(Au^\frac{1}{p} - b)] + \tau 1,$$

With these knowledge, one can design an efficient algorithm to solve problem (4) as described in [40]. Keep in mind that though the problem (4) can be solved efficiently by the proposed LLpM algorithm in [40], it has a non-negative constraint which will restrict its broad applications. We will remove this constraint in next section.

3. Main results. Now we consider to solve problem (3). Notice that when $0 < p < 1$, (3) is a non-smooth and non-Lipschitz optimization problem. It is extremely difficult to find a solution of (3) with some existing optimization algorithms. In this section, we would reformulate (3) into a Lipschitz optimization problem, so that it can be solved by some efficient optimization algorithms.
Let $B = [A - A] \in \mathbb{R}^{n \times 2n}$ and consider the following augmented optimization problem

$$\min_{z} \{1^T z^p | Bz = b, \ z \in \mathbb{R}^{2n}_+\}. \quad (8)$$

Now we can obtain the following important result.

**Lemma 3.1.** If $z^* = (z^*_1, z^*_2)^T \in \mathbb{R}^n_+ \times \mathbb{R}^n_+$ is a global optimal solution of (8), then it follows that $(z^*_i)_i (z^*_j)_j = 0, i = 1, 2, ..., n.$

**Proof.** Suppose that there exists $i \in \mathcal{I}$ such that $(z^*_i)_i (z^*_j)_j > 0.$ We define $\tilde{z} = (\tilde{z}_1, \tilde{z}_2)^T \in \mathbb{R}^n_+ \times \mathbb{R}^n_+$ as follows:

$$(\tilde{z}_1)_j = (z^*_i)_j \quad \text{and} \quad (\tilde{z}_2)_j = (z^*_j)_j \quad \text{if} \quad j \neq i,$$

$$(\tilde{z}_1)_i = (z^*_i)_i - (z^*_j)_i \quad \text{and} \quad (\tilde{z}_2)_i = 0 \quad \text{if} \quad (z^*_i)_i \geq (z^*_j)_i,$$

$$(\tilde{z}_1)_i = 0 \quad \text{and} \quad (\tilde{z}_2)_i = (z^*_j)_i - (z^*_i)_i \quad \text{if} \quad (z^*_i)_i < (z^*_j)_i.$$

Then we have $\tilde{z}_1 - \tilde{z}_2 = z^*_1 - z^*_2$ and

$$B \tilde{z} = A(\tilde{z}_1 - \tilde{z}_2) = A(z^*_1 - z^*_2) = Bz^* = b.$$

Recall that

$$|(z^*_i)_i - (z^*_j)_j|^p < (z^*_1)_i^p + (z^*_2)_i^p,$$

one can obtain

$$1^T \tilde{z}^p = \sum_{j \neq i} [(\tilde{z}_1)_j^p + (\tilde{z}_2)_j^p] + (\tilde{z}_1)_i^p + (\tilde{z}_2)_i^p = \sum_{j \neq i} [(z^*_1)_j^p + (z^*_2)_j^p] + |(z^*_i)_i - (z^*_j)_j|^p < \sum_{j \neq i} [(z^*_1)_j^p + (z^*_2)_j^p] + (z^*_1)_i^p + (z^*_2)_i^p = \sum_{j} [(z^*_1)_j^p + (z^*_2)_j^p] = 1^T (z^*)^p.$$

This contradicts the fact that $z^*$ is an optimal solution of (8). So, it is true that $(z^*_1)^T \tilde{z}_2 = 0.$ This completes the proof. $\square$

From the above lemma, we can obtain the following corollary.

**Corollary 1.** Let $\mathcal{D} := \{Bz = b, z = (z_1, z_2) \in \mathbb{R}^n_+ \times \mathbb{R}^n_+, z_1^T z_2 = 0\}.$ If $z^* = (z^*_1, z^*_2) \in \mathbb{R}^n_+ \times \mathbb{R}^n_+$ is an optimal solution of (8), $z^*$ must be an optimal solution of the following problem

$$\min_{z} \{1^T z^p | Bz = b, \ z \in \mathcal{D}\}. \quad (9)$$

Conversely, if $z^*$ is a solution of (9), it must be a solution of (8).

**Proof.** From Lemma 3.1, the result is obvious, and thus we omit the proof here. $\square$

Let $x_+ = \max\{x, 0\} \in \mathbb{R}^n_+$ and $x_- = \max\{-x, 0\} \in \mathbb{R}^n_+.$ Then we have the following important result on the equivalence of problems (3) and (8) in terms of solutions.

**Theorem 3.2.** Let $x^* = x^*_+ - x^*_-$ be a solution of (3), then $z^* = (x^*_+)^T$ is a solution of (8); Conversely, if $z^* = (z^*_1, z^*_2)^T \in \mathbb{R}^n_+ \times \mathbb{R}^n_+$ is a solution of (8), then $x^* = z^*_1 - z^*_2$ is a solution of (3).

**Proof.** (i) $(3) \Rightarrow (8).$ From Corollary 1, it is sufficient to prove that $z^* = (x^*_+)^T$ is a solution of (9).

For any $i \in \mathcal{I}$, it follows that $(x^*_i)_i + (x^*_i)_i = (x^*_i)_i^p + (x^*_i)_i^p$ for any $0 < p < 1$. Therefore, we have

$$1^T (z^*)^p = \|(x^*_+)^T\|^p = \sum_{i=1}^n [(x^*_i)_i^p + (x^*_i)_i^p] = \|x^*\|^p.$$

$\Box$
and
\[ Bz^* = [A, -A] \begin{pmatrix} x^*_+ \\ x^*_- \end{pmatrix} = A(x^*_+ - x^*_-) = Ax^* = b. \]

On the other hand, for any \( z \in \mathcal{D} \), one has \( x = z_1 - z_2 \in \mathbb{R}^n \) and \( Ax = A(z_1 - z_2) = Bz = b \). Moreover, \( \|x\|^p = 1^T z^p \). Therefore, we have
\[ 1^T (z^*)^p = \|x^*\|^p \leq \|x\|^p = 1^T z^p. \]

That is, \( z^* \) is a solution of (9), and then a solution of (8).

(ii) \( (8) \Rightarrow (3) \). From Lemma 3.1, we have \( (z^*_1)Tz^*_2 = 0 \). That is, for a fixed index \( i \in \mathcal{I} \), at most only one does not equal to zero between \((z^*_1)_i\) and \((z^*_2)_i\).

Therefore, it follows that
\[ |(z^*_1)_i - (z^*_2)_i|^p = (z^*_1)_i^p + (z^*_2)_i^p, \quad \text{for any } i \in \mathcal{I}, \]

and then
\[ \|x^*\|^p = \|z^*_1 - z^*_2\|^p = \sum_{i=1}^n |z^*_1_i - z^*_2_i|^p = \sum_{i=1}^n |(z^*_1)_i - (z^*_2)_i|^p = \sum_{i=1}^n (z^*_1)_i^p + (z^*_2)_i^p = 1^T (z^*)^p. \]

Moreover, for any \( x \in \mathbb{R}^n \), \( z = (x_+, x_-) \in \mathcal{D} \) and \( \|x\|^p = 1^T z^p \), one has
\[ \|x^*\|^p = 1^T (z^*)^p \leq 1^T z^p = \|x\|^p. \]

That is, \( x^* = z^*_1 - z^*_2 \) is a solution of (3).

In summary, we complete the proof. \( \square \)

By virtue of Theorem 3.2, we can solve the general \( l_p \) optimization problem (3) by solving the equivalent \( l_p \) problem (8) with the non-negative constraint. Although the size of the augmented optimization problem is doubled than that of the original one, this is acceptable in many applications. On the other hand, one can see that (8) is a special case of (4). Taking fully into account the structure information of the model (4) and noting that an effective LLpM algorithm to solve (4) has been proposed, we can easily find an efficient algorithm for (8). For such purpose, we consider the following penalty form of (8):
\[ \min_{x \geq 0} \left\{ \frac{1}{2} \|Az - b\|^2 + \lambda \sum_{i=1}^n z_i^p \right\}, \tag{10} \]

where \( \lambda > 0 \) is the penalty factor. In order to avoid the non-Lipschitz continuity of the objective function of (10), we can equivalently reformulate (10) into the following optimization problem
\[ \min_{u \geq 0} \left\{ \frac{1}{2} \|Au^\frac{1}{p} - b\|^2 + \lambda \sum_{i=1}^n u_i \right\}. \tag{11} \]

where \( u = z^p = (z_1^p, \ldots, z_n^p)^T \) and \( u^\frac{1}{p} = (u_1^\frac{1}{p}, \ldots, u_n^\frac{1}{p})^T \). With the above transformation, we have the following important theorem as in [40].

**Theorem 3.3.** For any \( 0 < p < 1 \), if \( u^* \) is a solution of (11), then \( z^* = (u^*)^p \) is a solution of (10); Conversely, if \( z^* \) is a solution of (10), then \( u^* = (z^*)^\frac{1}{p} \) is a solution of (11).

**Proof.** The proof can be found in [40]. We omit it here. \( \square \)
In comparison with problem (10), the objective function of (11) is Lipschitz continuous with $0 < p < 1$. It is well-known that the Lipschitz continuity is a necessary condition for many existing efficient algorithms. Therefore, the reformulated model (11) is pivotal and this allows us to use some existing efficient algorithms to solve it directly.

Next we will investigate the relationship between problems of (3) and (1). This problem was once investigated in [18] with $x$ having a constraint and it is recently further investigated with similar results in [32]. We will investigate this problem from a different perspective without any constraint.

Let $F := \{ z \in \mathbb{R}^{2n} | Bz = b, z \geq 0 \}$, i.e. the feasible field of problem (8), and recall that $z$ is an extreme point of $F$ if there do not exist two different points $x, y \in F$ and a scale $\alpha \in (0, 1)$ such that $z = \alpha x + (1 - \alpha)y$ [33]. Then we have the following result.

**Lemma 3.4.** All solutions of (8) are extreme points of the set $F$.

**Proof.** Let $z$ be a solution of (8). If $z$ is not an extreme point of $F$, then there exist two distinct points $x, y \in F$ and a scalar $\alpha \in (0, 1)$ such that $z = \alpha x + (1 - \alpha)y$. Since $t^p$ is strictly concave in $t$ for any $p \in (0, 1)$, we have

$$
\|z\|_p^p = \sum_{i=1}^{2n} (\alpha x_i + (1 - \alpha)y_i)^p > \alpha \sum_{i=1}^{2n} x_i^p + (1 - \alpha) \sum_{i=1}^{2n} y_i^p \geq \|z\|_p^p,
$$

where the last inequality holds since $z$ is a solution of (8). This yields a contradiction. Therefore, $z$ is an extreme point of $F$ and the proof is complete. \qed

By Lemma 3.4, there exists at least one $p$ such that a solution of (8) is a solution of (1). In fact, we have the following more important result.

**Theorem 3.5.** Let $u^* = (u_1^*, u_2^*)^T \in \mathbb{R}^n_+ \times \mathbb{R}^n_+$ be a solution of (8) and $v^*$ be a solution of (1), then there exists $\gamma \in (0, 1)$ such that $\|u_1^* - u_2^*\|_0 = \|v^*\|_0$ for any $p \in (0, \gamma)$.

**Proof.** Because the number of extreme points of $F$ is finite, we assume that $\{x^k, k = 1, 2, \cdots, \} \}$ is the set of extreme points of $F$. By Theorem 3.2 and assumption that $u^* = (u_1^*, u_2^*)^T \in \mathbb{R}^n_+ \times \mathbb{R}^n_+$ is a solution of (8), we can conclude that $u_1^* - u_2^*$ is a solution of (3). Then for $v^*$, it holds that

$$
\|v^*\|_p^p \geq \min_k \|x_1^k - x_2^k\|_p^p = \|u_1^* - u_2^*\|_p^p. \tag{12}
$$

Suppose that there does not exist a number $\gamma \in (0, 1)$ such that $\|u_1^* - u_2^*\|_0 = \|v^*\|_0$ holds for any $p \in (0, \gamma)$. Then there exist sequences $\{p_i\}$ and $\{x^k_i\}$ such that $0 < p_i < \gamma, p_i \to 0$ as $i \to +\infty$ and each $x^k_i = (x_1^k_i, x_2^k_i) \in \mathbb{R}^n_+ \times \mathbb{R}^n_+$ is a solution of the following problem

$$
\min_z \{1^T z| | Bz = b, z \in \mathbb{R}^{2n}_+ \}, \tag{13}
$$

and then $x^k_i$ is an extreme point of $F$ by Lemma 3.4.

On one hand, we can get $A(x_1^k - x_2^k) = b$, i.e., $x_1^k - x_2^k$ is a feasible point of (1). Since $v^*$ is a solution of (1), together with the assumption, it holds

$$
\|x_1^k - x_2^k\|_0 > \|v^*\|_0.
$$

On the other hand, since $x^k_i$ is a solution of (13), (12) implies that

$$
\|v^*\|_0 = \lim_{p_i \to 0^+} \|v^*\|_{p_i} \geq \lim_{p_i \to 0^+} \|x_1^k - x_2^k\|_{p_i}^{p_i} = \|x_1^k - x_2^k\|_0.
$$
This is a contradiction and the proof is complete.

Let \( \{p_k\} \) be a sequence satisfying \( \lim_{k \to \infty} p_k = 0 \) and \( u^k = (u^k_1, u^k_2)^T \) be a solution of (8) for each \( p_k \). From Theorem 3.5, the limit of \( u^k_1 - u^k_2 \) is a solution of (1). Based on this idea, we propose a new algorithm to solve the problem (1) approximately. In detail, we describe the algorithm as follows.

**Algorithm 3.1. Sequential Minimization Method (SMM).**

Given \( A \in \mathbb{R}^{m \times n} \), \( b \in \mathbb{R}^m \), \( p_{-1} = 1, p_0 \in (0, 1) \), \( \delta \in (0, p_0) \) and \( \lambda > 0 \). Choose an initial point \( x^0 \in \mathbb{R}^n \), \( \epsilon > 0 \) and set \( k = 0 \).

**Step 0.** Let \( B = [A - A] \), \( u^k = (x^k_+, x^k_-)^T \).

**Step 1.** Let \( p = p_k \) and

\[
\begin{align*}
 f(u^k) &= \frac{1}{2} \|B(u^k)^\frac{1}{2} - b\|^2_2 + \lambda \sum_{i=1}^{n} (u^k)_i, \\
 \nabla f(u^k) &= \frac{1}{p}(u^k)^{\frac{1}{2}-1} \circ [B^T(B(u^k)^\frac{1}{2} - b)] + \lambda 1.
\end{align*}
\]

**Step 2.** Use L-BFGS algorithm to solve (11) with \( u^k \), \( f(u^k) \) and \( \nabla f(u^k) \), and obtain a solution \( u^{k+1} := (u^{k+1}_1, u^{k+1}_2)^T \in \mathbb{R}^n_+ \times \mathbb{R}^n_+ \).

**Step 3.** If \( \|u^{k+1}_1\|_p^p - \|u^{k}_1\|_p^{p_k} \leq \epsilon \) or \( p_k \leq \delta \), go to Step 4; otherwise, let \( p_{k+1} = p_k - \delta \), \( k := k + 1 \) and go to Step 1.

**Step 4.** Output a solution \( x^* = (u^{k+1}_1)^{\frac{1}{2}} - (u^{k+1}_2)^{\frac{1}{2}} \in \mathbb{R}^n \) of (1).

In the \( k \)-th iteration of this proposed algorithm, we have \( p_{k+1} = p_k - \delta > 0 \). So, Algorithm 3.1 is well defined. In addition, we have the following remark.

**Remark 1.**

i) As the objective function of (11) is non-convex when \( 0 < p < 1 \), the solution \( u^{k+1} \) obtained by the L-BFGS algorithm in Step 2 of Algorithm 3.1 may not be a global solution of (11). Instead, \( u^{k+1} \) may be a Karush-Kuhn-Tucker point of (11). Therefore, we could not prove \( x^* \) obtained by Algorithm 3.1 is a global solution of (1). However, our numerical results in Section 4 show Algorithm 3.1 is effective for sparse signal reconstruction problems.

ii) The critical value \( \gamma \) in Theorem 3.5 is important. If the value of \( \gamma \) is known, we only need to implement Algorithm 3.1 for some fixed value of \( p \) with \( p < \gamma \).

A similar problem is discussed in [32] for classical compressive sensing model.

4. Numerical illustrations. In this section, we use some typical examples to show the effectiveness of the proposed algorithm for sparse signal reconstruction problems. We implement the proposed algorithm in MATLAB Version R2014A by using a laptop with 2.10-GHz processor and 3.0-GB of memory.

**Example 4.1.** Sparse signal reconstruction. In this example, we randomly generate a coefficient matrix \( A \in \mathbb{R}^{m \times n} \), where \( m = 512, n = 2048 \). Then we randomly generate a sparse signal \( x_0 \in \{-1, 0, 1\}^n \), where the non-zero number of \( x_0 \) is 80. By adding random Gaussian noise with mean 0 and standard deviation \( \sigma = 0.1 \) (generated by Matlab code: \( noise = \sigma \ast \text{randn}(n, 1) \)), the observed signal \( b \) is generated. That is \( b = Ax_0 + noise \). Given the observed signal \( b \), we will reconstruct
the original signal \( x_0 \) by Algorithm 3.1. During this procedure, we set \( p = 0.9 \) and \( \delta = 0.1 \). For each value of \( p \), we set \( \lambda = 1 \). Some recovery signals with different values of \( p \) are shown in Fig. 1.

\[
\begin{align*}
\text{original signal: } m=512, n=2048, \text{nnz}=80 \\
\text{reconstructed signal: } p=0.8, \text{nnz}=384, \text{res}=3.2563 \\
\text{reconstructed signal: } p=0.6, \text{nnz}=327, \text{res}=2.7593 \\
\text{reconstructed signal: } p=0.4, \text{nnz}=186, \text{res}=1.6649 \\
\text{reconstructed signal: } p=0.2, \text{nnz}=80, \text{res}=1.0814
\end{align*}
\]

\textbf{Figure 1.} The original signal and the reconstructed signals with \( p = 0.8, 0.6, 0.4, 0.2 \), respectively.

In Fig. 1, suppose \( x^*_p \) is the obtained solution by Algorithm 3.1 with \( p \), we use \( \text{nnz} \) to denote the number of non-zero element of \( x^*_p \), \( \text{res} \) to denote \( \| x^*_p - x_0 \|_2 \). From Fig. 1, we can see that with the decreasing of the value of \( p \), the recovery signal becomes more and more clear. In fact, the \( \text{nnz} \) and \( \text{res} \) all become more and more small with the decreasing of the value of \( p \), and when \( p = 0.2 \), the \( \text{nnz} \) is 80, which is exactly the number of the non-zero element of the original signal \( x_0 \).

\textbf{Example 4.2.} Restoring an image. In this example, we choose a testing image. First, the testing image is transformed to the grey image. Next, by using a random matrix, the grey image is transformed to an observed vector \( b \). After adding Gaussian noise with mean 0 and standard deviation \( \sigma = 0.1 \) to \( b \), we aim to recover the original grey image by Algorithm 3.1. The original and obtained images with different values of \( p \) are shown in Fig. 2.

From Fig. 2, we observe that the image can be recovered successfully with different values of \( p \). With the decreasing of the value of \( p \), the recovered image looks more and more clear except for \( p = 0.2 \). From the signal-to-noise ratio (SNR), we also see that the SNR with \( p = 0.3 \) is the highest among them, and it increases with the decreasing of value of \( p \) until \( p = 0.3 \). This example shows that our proposed method is effective. However, it is worth mentioning that if we continue to reduce the value of \( p \), the recovered image becomes bad, which can be seen from the restored image with \( p = 0.2 \). Empirically, we think that some parameter
selections in Algorithm 3.1 may lead to this phenomena, which deserves further investigation in future.

**Example 4.3.** Comparison with different algorithms on large size problems. In order to obtain a solution of (3) by using our method, the size of the original problem must be doubled. How will it affect the performance of Algorithm 3.1? We now show the difference between Algorithm 3.1 and other existing algorithms to solve the $l_p$ problem (3).

As mentioned in [40], IRLS is failure because it needs the inverse of the coefficient matrix and $l_1$ will result in a very large cpu time because it needs to call an $l_1$ procedure repeatedly. So, we only compare the performance of Algorithm 3.1 and the algorithm ITM [34] in this section.

We use $m$ and $n$ to denote the row number and the column number of the coefficient matrix $A$, and let $n = 10^3, 2 \times 10^3, 5 \times 10^3, 10^4, 2 \times 10^4, 5 \times 10^4, 10^5$, in our experiments respectively. Then $A$ is randomly generated with about $3n$ nonzero elements, the original signal $x_0 \in \{-1, 0, 1\}^n$ is randomly generated with $n/8$ nonzero components, and the random noise is chosen as white Gaussian noise with standard deviation 001. We use Algorithm 3.1 and ITM to find a solution of the corresponding problems, respectively. In order to compare the speed of Algorithm 3.1 with ITM in simplicity, we only run Algorithm 3.1 with one given values of $p$ for each problem. The results are shown in Fig. 3.

From Fig. 3, we can see that Algorithm 3.1 can recover the large size signals successfully with advantages in cpu time and accuracy. In comparison with ITM, we
can see that the solutions obtained by Algorithm 3.1 have usually smaller sparsity and lower relative error than those by ITM with the similar costs of the cpu time. We can see from the third column in Fig. 3 that Algorithm 3.1 saves more cpu time than ITM with the increasing of the problem’s size. Taking the comprehensive performance into consideration, we think our method is more effective to solve the problem (3) and is promising for large size problems.

5. **Conclusions.** In this paper, we have developed an effective algorithm for the non-Lipschitz optimization problem (3) in general. As many existing methods to solve the non-convex problem (3) require expensive computational costs and this fact restricts their applications for large size engineering problems. In order to find a sparse solution of general $l_p$ optimization problem (3), we first transformed (3) into (8) with a nonnegative constraint, and established the equivalence between their solutions. Then, by taking into account the structure of the problem (8), we employed the L-BFGS method to design an efficient algorithm to solve the general non-convex minimization problem (8). Also the connection of the problems (3) and (1) is established based on the proposed algorithm. In the end, we implemented some numerical experiments to demonstrate the effectiveness of the proposed method. The numerical results show that by using the proposed method, an accurate solution of (3) can be obtained efficiently. In the future, we will try to consider the following things. One is to take into consideration both gradient
norm and the value of objective function as the new termination criterion for Algorithm 3.1, which is expected to improve its performance. Another is to prove the convergence of Algorithm 3.1 under some proper conditions.
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