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In this paper, we examine the behavior of modes of the Kerr geometry when the mode’s frequency is purely imaginary. We demonstrate that quasinormal modes must be polynomial in nature if their frequency is purely imaginary, and present a method for computing such modes. The nature of these modes, however, is not always easy to determine. Some of the polynomial modes we compute are quasinormal modes. However, some are simultaneously quasinormal modes and total transmission modes, while others fail to satisfy the requisite boundary conditions for either. This analysis is, in part, an extension of the results known for Schwarzschild black holes, but clarifies misconceptions for the behavior of modes when the black hole has angular momentum. We also show that the algebraically special modes of Kerr with \( m = 0 \) have an additional branch of solutions not seen before in the literature. All of these results are in precise agreement with new numerical solutions for sequences of gravitational quasinormal modes of Kerr. However, we show that some prior numerical and analytic results concerning the existence of quasinormal modes of Kerr with purely imaginary frequencies were incorrect.

There are two types of TTMs, distinguished by their behavior at the boundaries. If the QNM boundary conditions are changed at the black-hole boundary to demand no waves travel into the black hole, then we have “left”-TTMs (TTM\(_{L}\)). If, instead, the QNM boundary conditions are changed at infinity to demand no waves travel out at infinity, then we have “right”-TTMs (TTM\(_{R}\)). While the behavior of the algebraically special solutions at infinity was clear, their behavior at the event horizon was not explicitly considered in Ref. [10]. On the other hand, in Ref. [11] the author examined the first few algebraically special modes of the Regge-Wheeler equation and found them to be TTM\(_{R}\)s. Then, in Ref. [12], based on more refined numerical studies, the author found that the frequencies of certain QNMs of Kerr do, in the Schwarzschild limit, approach the \( \Omega_{L} \). However, the author also suggested that the QNMs should disappear at the \( \Omega_{L} \) where they are replaced by the left and right TTMs. At this point, the literature suggested that both TTMs exist at the \( \Omega_{L} \), and there was no conclusive evidence for QNMs at the \( \Omega_{L} \). This confusion was set to rest by Maassen van den Brink [13] who rigorously proved that at the \( \Omega_{L} \), Schwarzschild black hole modes are simultaneously QNMs and TTM\(_{L}\), but are not TTM\(_{R}\). More precisely, using the supersymmetric relationship between the Zerilli [14] and Regge-Wheeler [9] equations, he showed that the even-parity \( \Omega_{L} \) modes of the Zerilli equation are simultaneously QNMs and TTM\(_{L}\), while the odd-parity \( \Omega_{R} \) modes of the Regge-Wheeler equation are neither QNMs nor TTMs. This fully clarified our understanding of the modes of Schwarzschild with frequencies on the NIA, but how the modes of Kerr, when the angular momentum is non-zero, behave when their frequencies are on the NIA was still not understood. Onozawa and collaborators [12, 15] found the first clear numerical evidence that QNMs of Kerr can have frequencies that approach the NIA at locations that, while close to the \( \Omega_{L} \),

1. INTRODUCTION

The Kerr geometry, representing an isolated black hole with angular momentum, was introduced more than 50 years ago [4]. It is arguably the most astrophysically important solution of Einstein’s equations, and has been extensively studied (see Ref. [2] for a recent review). In this paper, we are primarily interested in the quasinormal modes (QNMs) of the Kerr spacetime. They represent the natural resonant vibrations of the black hole and are linear perturbations with boundary conditions that demand no wave travel in from infinity or travel out of the black hole. QNMs of black holes in general have been extensively studied, and Refs. [3, 4] offer excellent reviews of the subject. The QNMs of Kerr are of great importance to the new field of gravitational-wave astronomy as they describe the late-time ring-down of a remnant black hole following some violent astrophysical event such as the collision of two black holes [5, 6]. They may also offer clues to the transition between classical and quantum gravity [7].

Our understanding of the nature of a particular set of gravitational modes of the Kerr geometry has remained confused for some time. Leaver’s [8] numerical results based on the Regge-Wheeler equation [9] first suggested that certain QNMs of the Schwarzschild geometry might have frequencies that exist on the negative imaginary axis (NIA). These were found with frequencies, \( \omega \) which were consistent with the algebraically special modes of Kerr in the Schwarzschild limit [10]. The frequencies of the algebraically special modes of Schwarzschild will be denoted \( \omega = \Omega_{L} \) (see Eq. [1]). The algebraically special modes of Kerr are, in general, total transmission modes (TTMs).
are not at the $\Omega_c$. Their results were refined in Ref. [16], where we found solutions with frequencies much closer to the NIA. These results are reproduced as part of our Fig. [10].

Continuing our exploration of the Kerr QNMs first reported in Ref. [16], we have found numerous new examples where the frequencies of sequences of QNMs (parametrized by the angular momentum of the black hole) get arbitrarily close to the NIA. We will examine these numerical results in Sec. III. As we were beginning our numerical investigations of Kerr QNMs, Yang et al. [17, 18] and then Hod [19] reported finding a continuum of Kerr QNMs with frequencies on the NIA in the limit of small frequency $|\omega| \ll 1$ and for angular momenta near the extremal limit. However, we have observed no numerical evidence of this family of solutions.

Our goal in this paper is to develop a clear understanding of the behavior of the set of modes of the Kerr geometry which have frequencies that lie on the NIA. A brief description of our main results can be found in a shorter paper [20]. We have been primarily interested in the QNMs, but a clear understanding of these modes requires that we consider QNMs and TTMs. Using the framework of the confluent Heun equation, and in particular the theory of confluent Heun polynomial solutions outlined in Ref. [16], we will show that any modes with frequencies on the NIA must be polynomial. We will show that potential QNMs on the NIA fall into two categories, both of which consist of countably infinite sets of solutions at discrete values of the black hole’s angular momentum. One category yields solutions that are QNMs. This category of solutions has never before been recognized. A second category of solutions is more complicated, itself split into two different behaviors. One subset of polynomial solutions are neither QNMs nor TTMs, but are an inseparable combination of QNM and TTM behaviors. The other subset of polynomial solutions are simultaneously QNMs and TTM\(_L\)S. This subset can be considered a direct extension, to non-vanishing angular momenta, of the modes of Schwarzschild with frequencies $\Omega_c$. These special modes occur at discrete frequencies along the $m=0$ sequences of the algebraically special modes of Kerr. Maassen van den Brink [13] argued that this would not happen except in the Schwarzschild case. We have shown this not to be true and, further, have found an additional branch of the $m=0$ algebraically special modes of Kerr that, to our knowledge, has never before been recognized.

This paper is organized as follows. In Sec. II we provide a very brief overview of the Teukolsky equations governing perturbations in the Kerr geometry. We also review the definitions of QNMs and TTMs. In Sec. III we provide an overview of the new numerical results that strongly suggested to us that many QNMs with frequencies on the NIA might exist. In Sec. IV we present the theory behind, and main results of the paper. The general formalism for the confluent Heun equation is reviewed in Sec. IV-A. This is applied to the Teukolsky radial equation in Sec. IV-B where we also demonstrate that QNMs on the NIA must be polynomial. We discuss the details of how we find potential polynomial QNMs in Sec. IV-C. Then we discuss how we characterize these modes in Sec. IV-D by using methods outlined by Maassen van den Brink [13]. Finally, we summarize and discuss our results in Sec. V. In particular, we discuss how our results reveal a new branch of the $m=0$ algebraically special modes of Kerr in Sec. V-A. In Sec. V-B we provide some insights into the incorrect results of Refs. [17–19] claiming to find a continuum of QNMs with frequencies on the NIA.

II. THE TEUKOLSKY EQUATIONS

Perturbations of the Kerr geometry obey the Teukolsky master equation which governs a complex function $s\psi$ of spin-weight $s$ [21]. Assuming the vacuum case, the master equation separates using

$$s\psi(t, r, \theta, \phi) = e^{-i\omega t}e^{im\phi}S(\theta)R(r).$$

(1)

The radial function $R(r)$ then satisfies the radial Teukolsky equation

$$\Delta^{-s} \frac{d}{dr} \left[ \Delta^{s+1} \frac{dR(r)}{dr} \right] + \left[ \frac{K^2 - 2is(r - M)K}{\Delta} + 4is\omega r - \lambda \right] R(r) = 0,$$

(2a)

where

$$\Delta \equiv r^2 - 2Mr + a^2,$$

(2b)

$$K \equiv (r^2 + a^2)\omega - am,$$

(2c)

$$\lambda \equiv A_{\ell m}(a\omega) + a^2\omega^2 - 2am\omega.$$  

(2d)

Here, Boyer-Lindquist coordinates are used. $M$ is the mass of the black hole and $a = J/M$ is the angular momentum parameter. Finally, $A_{\ell m}(a\omega)$ is the angular separation constant associated with the angular Teukolsky equation governing $S(\theta)$. With $x = \cos \theta$, the function $S(\theta) = s S_{\ell m}(x; a\omega)$ is the spin-weighted spheroidal function satisfying

$$\partial_x \left[ (1 - x^2) \partial_x [s S_{\ell m}(x; c)] \right] + \left[ (cx)^2 - 2csx + s + A_{\ell m}(c) - \frac{(m + sx)^2}{1 - x^2} \right] s S_{\ell m}(x; c) = 0,$$

(3)

where $c (= a\omega)$ is the oblateness parameter and $m$ the azimuthal separation constant.

With appropriate boundary conditions, the Teukolsky equations can be solved to determine various modes of the Kerr geometry. For example, if we demand that no waves travel into the domain from infinity and that no
waves travel out from the black hole horizon, then the solutions of the Teukolsky equation will be QNMs. These are the natural resonance frequencies of a black hole. If we reverse one of these boundary conditions, our solutions will represent TTM$_R$. If we demand that no waves travel into the black hole horizon, then the solutions are referred to as “left”-TTMs (TTM$_L$). Loosely speaking, such a wave travels out from the vicinity of the black hole and to infinity with no net reflection. If, instead, we demand that no waves travel out of the domain at infinity, then the solutions are referred to as “right”-TTMs (TTM$_R$). Loosely speaking, such a wave travels in from infinity and then into the black hole with no net reflection. If we reverse both QNM boundary conditions, a solution would represent a bound state which is not possible in the Kerr geometry.

QNMs and TTM$_L$ modes can be obtained when we choose $s \leq 0$, while TTM$_R$ modes require $s \geq 0$. With $|s| = 2$, solutions represent gravitational perturbations, $|s| = 1$ gives electromagnetic perturbations, and $s = 0$ gives scalar perturbations. Half-integer values of $s$ are also allowed.

The details of our method for computing QNMs are given in Ref. [19], where we also describe a high-accuracy study of the gravitational ($s = -2$) QNMs. We will repeat those details here only where they are directly relevant to our current investigations.

III. NUMERICAL RESULTS.

We next show several overview plots for the complex frequencies of gravitational ($s = -2$) QNMs of the Kerr geometry. In Ref. [19], we showed general results for the first 8 overtones, $0 \leq n \leq 7$, but for all modes with $2 \leq \ell \leq 16$. We also considered selected sequences with $n = 8$. In this paper, we will restrict ourselves to modes with $\ell = 2, 3, 4$, but will consider overtones up to $n = 31$. An individual solid line in these plots represents a sequence of mode frequencies parameterized by the dimensionless angular momentum of the black hole $\tilde{a} = a/M$ in the range $0 \leq \tilde{a} < 1$. In these figures, a dimensionless version of the mode frequency $\tilde{\omega} = M\omega$ is used.

Only two significant changes were made to the numerical methods [19] used in computing these results. First, the method for choosing the step size in $\tilde{a}$ when computing sequences of modes was modified to be more efficient and effective. The second change was to the method for choosing the truncation depth of the continued fraction used in locating the QNM frequencies.

---

1. A maximum step size of $\Delta\tilde{a} = 0.001$ is maintained, and refinement by bisection is controlled by comparing the change in the mode frequency, $\Delta\tilde{\omega}$, between steps to the local radius of curvature of the sequence.

2. We now estimate the error as a function of the truncation depth and choose the depth to maintain a desired accuracy. A maximum absolute error in $\tilde{\omega}$ of $10^{-8}$ is maintained along the sequence, but this error is decreased as necessary as adaptive refinement causes $\Delta\tilde{\omega}$ between adjacent solutions to decrease.
in the Schwarzschild limit. However, for \( m > 0 \) (see Figs. 6 and 8) two sequences in each figure approach the NIA near \( \tilde{\omega} = \tilde{\Omega}_2 \), and these sequences begin at non-vanishing values of \( \tilde{a} \). These sequences are all clearly associated with the \( n = 8 \) overtone. Distinct sequences that should be labeled by the same values for \( \{ \ell, m, n \} \) are referred to as “overtone multiplets” and are distinguished by a subscript on the overtone index (\( n = 8_0 \) and \( 8_1 \) in this case). We will discuss these sequences further below.

Finally, Fig. 4 displays an overview of the sequences for \( m = 0 \). It too shows sequences with \( \ell = 2, 3, \) and \( 4 \). This is a very dense figure, especially near the NIA, and we will consider it in more manageable pieces below, but we see again the same dashed gray line connecting modes at the Schwarzschild limit for \( \ell = 2 \) which becomes purely imaginary for \( n = 8 \).

A. Modes with \( \ell = 2 \) and \( n = 8 \)

QNMs with \( \ell = 2 \) and \( n = 8 \) were the first computed gravitational modes with frequencies seen to approach the NIA\(^8\)\(^{12}\)\(^{13}\). All of the gravitational QNM sequences for this case are plotted in Fig. 10. Whether or not these sequences could extend to include modes with frequencies precisely on the NIA is a question which remained controversial and poorly understood until it was rigorously resolved by Maassen van den Brink\(^13\) for modes in the Schwarzschild limit. None-the-less, subsequent works (including our own) did not fully em-
brace his findings [15, 16, 22]. However, upon gaining a fuller understanding of his approach, we now agree with Maassen van den Brink’s findings. Regarding the existence of QNMs with frequencies precisely on the NIA, he finds that the algebraically special modes with frequencies \( \tilde{\omega} = \tilde{\Omega}_\ell \), where

\[
M \Omega_\ell = \tilde{\Omega}_\ell \equiv -\frac{i}{12} (\ell - 1)(\ell + 1)(\ell + 2),
\]

are QNMs. More precisely, the \( s = -2 \) modes are simultaneously QNMs and TTMs, while there is no mode in the Schwarzschild limit for \( s = 2 \). See Ref. [13] and [3] for further details and comments.

Furthermore, Maassen van den Brink [13] finds that a set of sequences of modes approach \( \tilde{\Omega}_\ell \) as \( \tilde{a} \to 0 \). For modes with \( \text{Re}(\tilde{\omega}) \geq 0 \), this set of sequences includes the modes with \( m \leq 0 \). In Fig. 10, where \( \ell = 2 \), we see that the \( \{2,-2,8\}, \{2,-1,8\}, \) and \( \{2,0,8\}_0 \) sequences appear to agree with this predicted behavior. In fact we have shown [16] that they agree quantitatively, to high accuracy, with Maassen van den Brink’s predictions. For \( m > 0 \), he suggested several possible behaviors, none of which precisely agree with what is seen numerically [14, 15, 16, 23]. As seen in Fig. 10, the \( m = 1 \) and 2 sequences exist as overtone multiplets. The \( \{2,1,8\}_0 \) and \( \{2,2,8\}_0 \) sequences approach the NIA at a point slightly below \( \tilde{\Omega}_2 \), while the \( \{2,1,8\}_1 \) and \( \{2,2,8\}_1 \) sequences approach the NIA at a point slightly above \( \tilde{\Omega}_2 \). This behavior was first seen in Ref. [15] and confirmed in Ref. [16] where the sequences were extended to the neighborhood of the NIA with \( \tilde{a} \) becoming small, but remaining finite. See Table 1 for numerical values of \( \tilde{\omega} \) and \( \tilde{a} \) adjacent to the NIA.
Since that work, we have found that the \(m = 0\) sequence has an overtone multiplet partner. Labeled as \(\{2, 0, 8_1\}\) in Fig. 10, we see that it has a spiraling shape similar to that of its partner \(\{2, 0, 8_0\}\). However, similar to the \(\{2, 1, 8_0, 1\}\) and \(\{2, 2, 8_0, 1\}\) multiplets, this sequence approaches the NIA at a point displaced from \(\Omega_2\) and starts at a non-zero value of \(\bar{a}\). See Table I for numerical values of \(\bar{\omega}\) and \(\bar{a}\) adjacent to the NIA.

**B. Other modes approaching the NIA**

As we computed solutions at larger values of \(n\), we encountered many other instances where sequences either approached or emerged from the NIA. In Fig. 1 we see several examples where \(m = -2\) modes exist in the neighborhood of the NIA. For the case of \(\ell = 2\) and \(m = -2\), this behavior is seen more clearly in Fig. 11. Most of these sequences begin at the Schwarzschild limit, \(\bar{a} = 0\), and smoothly move toward the extremal limit of \(\bar{a} = 1\). However, for overtones \(13 \leq n \leq 16\) the sequences encounter the NIA. With one exception, the sequences skip a finite range of \(\bar{a}\) where no modes are found and then reemerge from the NIA and continue toward the extremal limit. We also consider such discontinuous sequences as overtone multiplets, labeling the first segment with \(n_0\) and the second with \(n_1\). See Table II for numerical values of \(\bar{\omega}\) and \(\bar{a}\) adjacent to the NIA. The exceptional case is that of \(n = 15\). This sequence seems to have no second segment. However, examining the general behavior of the sequences in Fig. 11 we see that the \(\{2, -2, 14_1\}\) could

**FIG. 8.** Kerr QNM mode sequences for \(m = 1\). See Fig. 1 for a full description. In this case, we plot the \(\ell = 2, \ell = 3\) and \(\ell = 4\) sequences. Note that as \(\bar{a} \to 1\) many of the sequences approach an accumulation point at \(\bar{\omega} = m/2\).

**FIG. 9.** Overview of Kerr QNM mode sequences for \(m = 0\). See Fig. 1 for a full description. In this case, we plot the \(\ell = 2, \ell = 3\) and \(\ell = 4\) sequences. The complex behavior near the NIA will be examined in more detail in Figs. 13, 18.

**FIG. 10.** Detail view near the NIA of Kerr QNM mode sequences for \(\ell = 2\) and \(n = 8\). See Fig. 1 for additional description. Each sequence is labeled by it values for \(\ell, m, n\). Note that the \(m = 0, 1, 2\) sequences are overtone multiplets as described in the text. We will show in Sec. 17 that the 4 sequences with \(m = 1\) and 2 must terminate without a mode on the NIA. The \(\{2, 0, 8_1\}\) emerges from the NIA at is simultaneously a QNM and a \(\text{TTM}_L\) with a non-vanishing value of \(\bar{a}\). The remaining 3 sequences branch out from \(\bar{\omega} = -2i\) which is also simultaneously a QNM and a \(\text{TTM}_L\) with \(\bar{a} = 0\).
just as easily have been labeled as \{2, −2, 15_1\}, leaving \( n = 14 \) with no second segment. In Fig. 12 and Table I we see similar behavior in the \( \ell = 3, m = −2 \) modes for overtones \( 26 \leq n \leq 29 \).

As seen in Fig. 9, the vast majority of sequences that approach the NIA have \( m = 0 \). Figure 13 shows an expanded view containing only \( 8 \leq n \leq 15 \). For \( \ell = 2 \), the first two spiraling sequences near the bottom of the plot are \{2, 0, 8_1\} and \{2, 0, 8_2\} as already in Sec. IIIA. For \( n = 9 \), we see a new behavior in the \( \ell = 2, m = 0 \) sequences. Starting at the Schwarzschild limit, the \( n = 9 \) sequence moves toward and terminates at the NIA at \( \omega = −2.25i \) and a finite value of \( \omega \). Following a short interval in \( \omega \) with no modes, the sequence re-emerges near \( \omega = −2.39i \) and loops back towards the NIA as \( \omega \) increases. However, instead of terminating again at the NIA, the sequence appears to touch the NIA at a point of tangency, continuing to loop around again. The upper right plot in Fig. 10 shows the behavior of this mode in isolation. This sequence continues through a total of 7 points of tangency before subsequent loops pull away from the NIA. Table II lists values for \( \omega \) and \( \omega \) at which the sequence terminates or emerges from the NIA, while Table III lists these values for the 7 points where the sequence becomes tangent to the NIA. The data points listed in this table are the particular numerical solutions in the sequence that are closest to the NIA for each loop. Numerical solutions using Leaver’s method cannot

\[\begin{array}{ccc}
\text{Mode} & \omega & \theta \\
\{2, 1, 8_0\} & 5.38939 \times 10^{-10} & −1.96407i & 0.00688189 \\
\{2, 1, 8_1\} & 2.56576 \times 10^{-10} & −2.04259i & 0.0108327 \\
\{2, 2, 8_0\} & 8.05758 \times 10^{-10} & −1.96384i & 0.00348258 \\
\{2, 2, 8_1\} & 3.27463 \times 10^{-8} & −2.04223i & 0.00532788 \\
\{2, −2, 13_0\} & 1.00256 \times 10^{-9} & −3.38907i & 0.657472 \\
\{2, −2, 13_1\} & 8.33053 \times 10^{-10} & −3.43236i & 0.669473 \\
\{2, −2, 14_0\} & 6.34428 \times 10^{-10} & −3.61439i & 0.611751 \\
\{2, −2, 14_1\} & 1.11866 \times 10^{-9} & −3.72093i & 0.629591 \\
\{2, −2, 15_0\} & 3.82197 \times 10^{-10} & −3.84682i & 0.577994 \\
\{2, −2, 16_0\} & 9.20034 \times 10^{-10} & −4.07750i & 0.552996 \\
\{2, −2, 16_1\} & 8.31778 \times 10^{-11} & −4.00154i & 0.587497 \\
\{3, −2, 26_0\} & 3.93481 \times 10^{-9} & −6.59006i & 0.585204 \\
\{3, −2, 26_1\} & 5.75685 \times 10^{-11} & −6.62413i & 0.586265 \\
\{3, −2, 27_0\} & 3.28135 \times 10^{-9} & −6.81175i & 0.563669 \\
\{3, −2, 27_1\} & 5.22956 \times 10^{-9} & −6.91389i & 0.565234 \\
\{3, −2, 28_0\} & 2.75891 \times 10^{-9} & −7.04384i & 0.545236 \\
\{3, −2, 29_0\} & 1.55414 \times 10^{-10} & −7.27474i & 0.529576 \\
\{3, −2, 29_1\} & 4.35556 \times 10^{-10} & −7.19523i & 0.543328 \\
\end{array}\]

TABLE I. Numerical solution for QNMs closest to NIA at beginning or end of selected mode sequences. The first 4 entries correspond to sequences in Fig. 11. The next 7 entries correspond to sequences in Fig. 10. The final 7 entries correspond to sequences in Fig. 12. We will show in Sec. IV that none of these sequences can have a mode precisely on the NIA. However, our numerical results suggest that we can get arbitrarily close.
be obtained precisely on the NIA. However, quadratic interpolation confirms the points of tangency to very high precision.

For the $\ell = 2$, $m = 0$ sequences, a similar behavior is seen for all the sequences with $9 \leq n \leq 26$. All of these sequences are considered overtone multiplets. Figures 14 and 15 respectively show expanded views containing $16 \leq n \leq 23$ and $24 \leq n \leq 31$. The $n_0$ segment begins at the Schwarzschild limit and terminates at the NIA. The $n_1$ segments re-emerges from the NIA and performs numerous loops, many touching the NIA at points of tangency. As $n$ increases, we see that the distance that the loops range away from the NIA decreases. In fact for $n \gtrsim 18$, the $n_1$ segment is nearly indistinguishable from the NIA. The lower two plot in Fig. 10 show inset plots giving expanded views of the $20_1$ and $26_1$ segments.

There are several interesting things to note about the $n_1$ segments of these sequences. First, as $n$ increases, the number of loops that contain a point of tangency with the NIA increases rapidly. Table IV shows the number of points of tangency for each sequence for $9 \leq n \leq 17$. For $18 \leq n \leq 26$ we have not yet extended the sequence far enough to find the last loop to touch the NIA. For each sequence, we also list the values of $\bar{\omega}$ and $\bar{a}$ for the interpolated point of tangency of the last loop that touches the NIA (or the last we have computed). Note that for $n \geq 17$, the number of loops exceeds 2000 for each sequence. Using adaptive sequencing, we have fully resolved every loop with sufficient accuracy and preci-
sion that we can locate each point of tangency to better than 1% of the spacing \( \Delta \omega \) between adjacent points of tangency.

For \( \ell = 2 \) and \( n > 26 \), the behavior of the sequences changes. While each sequence begins at the Schwarzschild limit and terminates at the NIA, we no longer find a second, looping segment for these sequences. We have carried out extensive searches for a second segment for \( n = 27 \) with no evidence for any modes with \( 0.4 < \tilde{a} < 1 \). While failing to find such modes does not prove they do not exist, we are confident in the ability of our numerical methods to find them were they to exist. Furthermore, as we will discuss in Sec. [IVC], we have additional reasons to believe that sequences with \( 27 \leq n \leq 73 \) have no second segment. This has to do with an additional curious behavior seen in the value of \( \bar{\omega} \) at the NIA for one segment in each of the \( \ell = 2 \), \( m = 0 \) overtone multiplets. As can be seen in Table [I] and Fig. [16] for \( 9 \leq n \leq 13 \) the \( n_1 \) segments emerge from the NIA at \( \bar{\omega} = -(n/4)i \) to very high accuracy, while for the \( 14 \leq n \leq 26 \) segments, the \( n_0 \) segment terminates at the NIA at \( \bar{\omega} = -(n/4)i \). Note that the \( 8_0 \) sequence also emerges from the NIA at the corresponding value of \( \bar{\omega} = -2i \).

In addition to the various \( \ell = 2 \), \( m = 0 \) sequences which show looping behavior with many points of tangency to the NIA, the \( \ell = 3 \) and \( m = 0 \) sequences also

FIG. 16. Examples of \( \ell = 2 \), \( m = 0 \) modes that appear to touch the NIA. Shown are the \( n = 9, 14, 20 \), and 26 sequences. Each has a sequence segment that begins at the Schwarzschild limit and appears to terminate on the NIA. Each sequence re-enters from the NIA and then repeatedly loops back with many points of tangency with the NIA. The lower two panels include insets that show an enlarged view of the second segment.

FIG. 17. Examples of \( \ell = 3 \), \( m = 0 \) modes that appear to touch the NIA. Shown are the \( n = 18, 23, 27 \), and 31 sequences. Each has a sequence begins at the Schwarzschild limit and then begin to exhibit loops. Many of the loops have points of tangency with the NIA. Each panel includes an inset that shows an enlarged view of the sequence near the NIA.

FIG. 18. Examples of \( \ell = 4 \), \( m = 0 \) modes that appear to touch the NIA. Shown are the \( n = 25, 27, 29 \), and 31 sequences. Each has a sequence begins at the Schwarzschild limit and then begin to exhibit loops. Many of the loops have points of tangency with the NIA. Each panel includes an inset that shows an enlarged view of the sequence near the NIA.
show a similar behavior starting with $n = 18$ for $\ell = 3$ and at $n = 25$ for $\ell = 4$. Tables III and IV also contain relevant data for the cases of $\ell = 3$ and 4. The one significant difference compared to the $\ell = 2$ case is that, so far, these sequences do not terminate at or emerge from the NIA. That is, these are all single-segment sequences. Figures 13 and 16 show expanded views including the $\ell = 3$ and 4 sequences, and Figs. 17 and 18 show isolated sequences with loops touching the NIA.

IV. MODES ON THE NIA

In Sec. III, we have presented significant evidence that many QNM exist with frequencies that are arbitrarily close to the NIA, but as we mention there, numerical solutions for QNMs cannot be obtained for modes precisely on the NIA when using Leaver’s method. While Maassen van den Brink[13] has answered the question of the existence of QNMs on the NIA for the special frequencies of $\tilde{\omega} = \Omega_k$ when $\bar{a} = 0$, we now have what seems to be a countably infinite number of modes with $\bar{a} \neq 0$ and frequencies on the NIA, and we do not know if these are QNMs.

Here, we will outline the framework needed to answer this question. We begin by looking at Leaver’s method and show why it cannot be used to compute QNMs of the Kerr geometry on the NIA. We will do this using the framework of solutions of the confluent Heun equation because the theory of confluent Heun polynomials allows us to develop a method for locating potential QNMs with frequencies on the NIA. Finally, we will examine these modes with frequencies on the NIA and describe how we determine whether or not they are QNMs.

A. Solutions of the confluent Heun equation

The confluent Heun equation is a second-order linear ordinary differential equation, obtained from the Heun equation when one regular singular point is lost by confluence with another and the point at infinity becomes irregular[24]. Written in nonsymmetrical canonical form, the confluent Heun equation reads

\[ \frac{d^2 H(z)}{dz^2} + \left( \frac{4p + \gamma}{z} + \frac{\delta}{z - 1} \right) \frac{dH(z)}{dz} + \frac{4\alpha p z - \sigma}{z(z - 1)} H(z) = 0, \]

(5)

where the remaining two regular singular points are at $z = 0, 1$ and the irregular singular point is at $z = \infty$. It is defined by five parameters: $p, \alpha, \gamma, \delta,$ and $\sigma$.

Frobenius solutions local to each of the three singular points can be defined in terms of two functions[24],

\[ H^{(a)}(p, \alpha, \gamma, \delta, \sigma; z) = \sum_{k=0}^{\infty} c^{(a)}_k z^k, \]

(6)

\[ H^{(r)}(p, \alpha, \gamma, \delta, \sigma; z) = \sum_{k=0}^{\infty} c^{(r)}_k z^{-\alpha-k}, \]

(7)

| Mode | $\bar{\omega}$ | $\bar{a}$ | $N$ |
|------|---------------|-----------|-----|
| {2, 0, 8} | $8.26933 \times 10^{-10}$ | $-2.19086$ | 9 |
| {2, 0, 9} | $9.85696 \times 10^{-10}$ | $2.25000$ | 9 |
| {2, 0, 9} | $1.44669 \times 10^{-9}$ | $-2.38829$ | 10 |
| {2, 0, 10} | $2.56367 \times 10^{-9}$ | $-2.50000$ | 10 |
| {2, 0, 10} | $6.40376 \times 10^{-9}$ | $-2.59349$ | 11 |
| {2, 0, 11} | $9.02419 \times 10^{-9}$ | $-2.75000$ | 11 |
| {2, 0, 11} | $6.35257 \times 10^{-9}$ | $-2.80677$ | 12 |
| {2, 0, 12} | $6.57536 \times 10^{-9}$ | $-3.00000$ | 12 |
| {2, 0, 12} | $6.29767 \times 10^{-9}$ | $-3.02770$ | 13 |
| {2, 0, 13} | $2.82277 \times 10^{-11}$ | $-3.25000$ | 13 |
| {2, 0, 13} | $1.19986 \times 10^{-10}$ | $-3.25539$ | 13 |
| {2, 0, 14} | $2.95683 \times 10^{-10}$ | $-3.48876$ | 14 |
| {2, 0, 14} | $2.09637 \times 10^{-10}$ | $-3.50000$ | 14 |
| {2, 0, 15} | $5.24731 \times 10^{-10}$ | $-3.72672$ | 15 |
| {2, 0, 15} | $2.47748 \times 10^{-10}$ | $-3.75000$ | 15 |
| {2, 0, 16} | $4.77568 \times 10^{-9}$ | $-3.96828$ | 16 |
| {2, 0, 16} | $1.98281 \times 10^{-9}$ | $-4.00000$ | 16 |
| {2, 0, 17} | $4.02699 \times 10^{-9}$ | $-4.21263$ | 17 |
| {2, 0, 17} | $6.66620 \times 10^{-9}$ | $-4.25000$ | 17 |
| {2, 0, 18} | $6.61545 \times 10^{-9}$ | $-4.45911$ | 18 |
| {2, 0, 18} | $7.68713 \times 10^{-10}$ | $-4.50000$ | 18 |
| {2, 0, 19} | $5.31223 \times 10^{-10}$ | $-4.70719$ | 19 |
| {2, 0, 19} | $3.31607 \times 10^{-12}$ | $-4.75000$ | 19 |
| {2, 0, 20} | $9.01498 \times 10^{-10}$ | $-4.95648$ | 20 |
| {2, 0, 20} | $1.77914 \times 10^{-10}$ | $-5.00000$ | 20 |
| {2, 0, 21} | $1.98444 \times 10^{-10}$ | $-5.20668$ | 21 |
| {2, 0, 21} | $1.35783 \times 10^{-10}$ | $-5.25000$ | 21 |
| {2, 0, 22} | $1.16769 \times 10^{-9}$ | $-5.45755$ | 22 |
| {2, 0, 22} | $4.51259 \times 10^{-12}$ | $-5.50000$ | 22 |
| {2, 0, 23} | $3.28288 \times 10^{-10}$ | $-5.70893$ | 24 |
| {2, 0, 23} | $2.35358 \times 10^{-10}$ | $-5.75000$ | 23 |
| {2, 0, 24} | $4.68401 \times 10^{-12}$ | $-5.96069$ | 25 |
| {2, 0, 24} | $4.06023 \times 10^{-15}$ | $-6.00000$ | 25 |
| {2, 0, 25} | $1.80872 \times 10^{-10}$ | $-6.21271$ | 26 |
| {2, 0, 25} | $1.03997 \times 10^{-13}$ | $-6.25000$ | 25 |
| {2, 0, 26} | $1.00792 \times 10^{-9}$ | $-6.46493$ | 28 |
| {2, 0, 26} | $5.55008 \times 10^{-16}$ | $-6.50000$ | 26 |
| {2, 0, 27} | $3.52849 \times 10^{-10}$ | $-6.71728$ | 29 |
| {2, 0, 28} | $3.09984 \times 10^{-13}$ | $-6.96973$ | 29 |
| {2, 0, 29} | $1.06736 \times 10^{-9}$ | $-7.22222$ | 30 |
| {2, 0, 30} | $4.28210 \times 10^{-11}$ | $-7.47477$ | 31 |
| {2, 0, 31} | $5.96821 \times 10^{-10}$ | $-7.72732$ | 32 |

TABLE II. Numerical solution for QNMs closest to NIA at beginning or end of selected mode sequences. The entries correspond to $\ell = 2$ sequences plotted in Figs. 13 and 19. We will show in Sec. IV that all of these sequences terminate at, or emerge from a mode precisely on the NIA. More than half of these are simultaneously QNMs and TTM, and however the $9_0$, $15_0$, and $14_1 - 26_1$, are simply QNMs. The column labeled by $N$ contains the value for $\bar{N}_x$ for either Eq. (27) or (29).
The local solution $H^{(a)}(p,\alpha,\gamma,\delta,\sigma;z)$ is defined by the three-term recurrence relation

$$0 = f^{(a)}_k c^{(a)}_{k+1} + g^{(a)}_k c^{(a)}_k + h^{(a)}_k c^{(a)}_{k-1} : c^{(a)}_{-1} = 0, c^{(a)}_0 = 1, \quad (8a)$$

$$g^{(a)}_k = k(k - 4p + \gamma + \delta - 1) - \sigma, \quad (8b)$$

$$f^{(a)}_k = -(k + 1)(k + \gamma), \quad (8c)$$

$$h^{(a)}_k = 4p(k + \alpha - 1). \quad (8d)$$

At the regular singular point at $z = 0$, the characteristic
exponents (roots of the indicial equation) are \( \{0, 1 - \gamma\} \) so the local solutions have the leading behavior

\[
\lim_{z \rightarrow 0} H(z) \sim 1 \quad \text{or} \quad z^{1-\gamma}, \quad (9a)
\]

and the two solutions local to \( z = 0 \) are given by

\[
H_c^{(a)}(p, \alpha, \gamma, \delta, \sigma; z), \quad (9b)
\]

\[
z^{1-\gamma} H_c^{(a)}(p, \alpha + 1 - \gamma, 2 - \gamma, \delta, \sigma + (1 - \gamma)(4p - \delta); z). \quad (9c)
\]

For the regular singular point at \( z = 1 \), the characteristic exponents are \( \{0, 1 - \delta\} \) so the local solutions have the leading behavior

\[
\lim_{z \rightarrow 1} H(z) \sim 1 \quad \text{or} \quad (z - 1)^{1-\delta}, \quad (10a)
\]

and the two solutions local to \( z = 1 \) are given by

\[
H_c^{(a)}(-p, \alpha, \delta, \gamma, \sigma - 4p\alpha; 1 - z) \quad (10b)
\]

\[
(z - 1)^{1-\delta} H_c^{(d)}(-p, \alpha + 1 - \delta, 2 - \delta, \gamma, \sigma - (1 - \delta)\gamma - 4p(\alpha + 1 - \delta); 1 - z). \quad (10c)
\]

The solution \( H^{(r)}(p, \alpha, \gamma, \delta, \sigma; z) \) is defined in a similar way:

\[
0 = f^{(r)}_{k+1} c^{(r)}_k + g^{(r)}_k c^{(r)}_k + h^{(r)}_k c^{(r)}_{k-1} : c^{(r)}_0 = 0, \quad (11a)
\]

\[
g^{(r)}_k = (k + \alpha)(k + 4p + \alpha - \gamma - \delta + 1) - \sigma, \quad (11b)
\]

\[
f^{(r)}_k = -4p(k + 1), \quad (11c)
\]

\[
h^{(r)}_k = -(k + \alpha - 1)(k + \alpha - \gamma). \quad (11d)
\]

For the irregular singular point at \( z = \infty \), the local solutions have the leading behavior

\[
\lim_{z \rightarrow \infty} H(z) \sim z^{-\alpha} \quad \text{or} \quad e^{-4pz} z^{1-\gamma-\delta}. \quad (12a)
\]

and the two solutions local to \( z = \infty \) are given by

\[
H^{(r)}(p, \alpha, \gamma, \delta, \sigma; z) \quad (12b)
\]

\[
e^{-4pz} H^{(r)}(-p, -\alpha + \gamma + \delta, \gamma, \delta, \sigma - 4p\gamma; z). \quad (12c)
\]

If a solution is simultaneously a Frobenius solution for two adjacent singular points, then the solution is called a confluent Heun function. In the special case that a solution is simultaneously a Frobenius solution for all three singular points, then the solution is a confluent Heun polynomial. A polynomial solution requires that the series solution terminates. A necessary, but not sufficient condition for this to occur is for the second parameter, \( \alpha \), of either Eq. \( \[0\] \) or \( \[7\] \) to be a nonpositive integer, \(-q\), resulting in \( h^{(a,r)}_{q+1} = 0 \).

If we think of the recurrence relations in Eqs. \( \[8a\] \) and \( \[11a\] \) as infinite-dimensional tridiagonal systems, then if \( h^{(a,r)}_{q+1} = 0 \), we can think of the tridiagonal coefficient matrix

\[
\begin{bmatrix}
g_0 & f_0 & 0 & \cdots & 0 \\
h_1 & g_1 & f_1 & \cdots & 0 \\
0 & h_2 & g_2 & f_2 & \cdots \\
0 & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & \cdots & 0 & g_{q+1} \\
0 & 0 & \cdots & 0 & 0 & f_q \\
0 & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\end{bmatrix}
\]

in block form. The two blocks on the diagonal are both tridiagonal. The upper-right block has only one non-zero element, \( f_q \). The lower-left block is all zeros. The vanishing of the determinant of the upper-left block, referred to as the \( \Delta_{q+1} = 0 \) condition, is the necessary and sufficient condition that \( e^{a,r}_{q+1} = 0 \), which guarantees that the series will terminate[a].

B. The radial Teukolsky equation and Leaver’s method

The radial Teukolsky equation, Eq. \( \[2a\] \), has regular singular points at the inner and outer horizons. These are located at the roots, \( r_{\pm} \), of \( \Delta = 0 \):

\[
r_{\pm} \equiv M \pm \sqrt{M^2 - a^2}. \quad (14)
\]

The outer or event horizon is labeled by \( r_+ \) and the inner or Cauchy horizon by \( r_- \). \( r = \infty \) is an irregular singular point. We define the following dimensionless variables:

\[
\begin{align}
\bar{r} & \equiv \frac{r}{M}, \\
\bar{a} & \equiv \frac{a}{M}, \\
\bar{\omega} & \equiv \frac{\omega}{M}.
\end{align} \quad (15a, b, c)
\]

In terms of the dimensionless coordinate

\[
\bar{z} \equiv \frac{r - r_{\pm}}{r_+ - r_-} = \frac{\bar{r} - \bar{r}_{\pm}}{\bar{r}_+ - \bar{r}_-}, \quad (16)
\]

the radial Teukolsky equation, \( \[2a\] \), can be placed into nonsymmetrical canonical form, \( \[5\] \), by making the transformation

\[
R(\bar{r}(z)) = z^{\eta}(z - 1)^{\xi} e^{(r_+ - \bar{r}_-)} \bar{z} H(z). \quad (17)
\]

The parameters \( \bar{\zeta}, \xi, \) and \( \eta \) must be of the form

\[
\bar{\zeta} = \pm i\bar{\omega} \equiv \bar{\xi}_{\pm}, \quad (18a)
\]

\[
\xi = -s \pm (s + 2i\sigma) \equiv \xi_{\pm}, \quad (18b)
\]

\[
\eta = -s \pm (s - 2i\sigma) \equiv \eta_{\pm}, \quad (18c)
\]
where
\[ \sigma_{\pm} \equiv \frac{2\tilde{\omega} r_{\pm} - m \tilde{a}}{r_{+} - r_{-}}. \] (19)

See Ref. [16, 25] for a complete discussion. The parameters \( \tilde{\zeta}, \tilde{\xi}, \) and \( \tilde{\eta} \) can each take on one of two values allowing for a total of eight ways to achieve nonsymmetric canonical form, but in each case, the five parameters defining the confluent Heun equation are given by
\[ p = \frac{(\tilde{r}_{+} - \tilde{r}_{-}) \tilde{\zeta}}{2} \] (20a)
\[ \alpha = 1 + s + \tilde{\xi} + \eta - 2\tilde{\zeta} + s \frac{i\tilde{\omega}}{\tilde{\zeta}} \] (20b)
\[ \gamma = 1 + s + 2\eta \] (20c)
\[ \delta = 1 + s + 2\tilde{\xi} \] (20d)
\[ \sigma = a(A_{\ell m}(\tilde{\omega}) + \tilde{a}^2 \omega^2 - 8\omega^2 + p(\alpha + \gamma - \delta) + \left( 1 + s - \gamma + \delta \right) (s + \gamma + \delta) \right). \] (20e)

When looking for QNMs, in most cases we are looking for a confluent Heun function which is simultaneously a local solution at \( z = 1 \) and \( z = \infty \). In this case, it is convenient to choose \( \tilde{\zeta} = \tilde{\zeta}_{+} \) and \( \tilde{\xi} = \tilde{\xi}_{+} \). The choice of \( \tilde{\xi} \) means that the solution local to \( z = 1 \), given by Eq. (10b), represents the desired boundary condition of no waves emerging from the black hole. The choice of \( \tilde{\zeta}_{+} \) means that the solution local to \( z = \infty \), given by Eq. (12b), represents the desired boundary condition of no waves coming in at infinity. The choice of \( \eta \) is associated with \( z = 0 \) and is not important yet.

The desired confluent Heun functions are readily found using “Leaver’s method” [8, 26] which consists of removing the asymptotic behavior via \( H(z) = z^{-\alpha} \tilde{R}(z) \) and rescaling the radial coordinate as \( z \to \frac{z}{z - 1} \) so the relevant domain is \( 0 \leq z \leq 1 \). The solution is expanded as \( \tilde{R}(z) = \sum_{n=0}^{\infty} a_{n} z^{n} \), resulting in a new three-term recurrence relation for the coefficients \( a_{n} \):

\[ 0 = a_{0} \beta_{0} + a_{1} \alpha_{0}, \] (21a)
\[ 0 = a_{n+1} a_{n} + a_{n} \beta_{n} + a_{n-1} \gamma_{n}. \] (21b)

See Ref. [16] for the values of coefficients \( a_{n}, \beta_{n}, \) and \( \gamma_{n} \). This new series has a radius of convergence of one and more precisely, with \( r_{n} \equiv \frac{a_{n+1}}{a_{n}} \),

\[ \lim_{n \to \infty} r_{n} = 1 + \frac{u_{1}}{\sqrt{n}} + \frac{u_{2}}{n} + \frac{u_{3}}{n^{2}} + \cdots, \] (22)

and

\[ \lim_{n \to \infty} a_{n} \propto n^{u_{2}} e^{2u_{1}\sqrt{n}}. \] (23)

See Ref. [16] for additional details. The two parameters, \( u_{1} \) and \( u_{2} \) take on the values
\[ u_{1} = \pm \sqrt{-4p} = \pm \sqrt{-2i(\tilde{r}_{+} - \tilde{r}_{-})\tilde{\omega}}, \] (24a)
\[ u_{2} = -\frac{1}{4}(8p - 4\alpha + 2\gamma + 2\delta + 3) \] (24b)

There will be two independent series solutions to the recurrence relation, and they are distinguished by the two possible sign choices for \( u_{1} \). The QNM solution we seek will be a minimal solution we denote by \( a_{n} \to f_{n} \), and we label the other set of coefficients by \( a_{n} \to g_{n} \). A minimal solution has the property that \( \lim_{n \to \infty} \frac{g_{n}}{f_{n}} = 0 \). For \( u_{1}(\tilde{\omega}) \), the branch cut is along the negative imaginary axis and the minimal solution corresponds to the sign choice that gives \( \text{Re}(u_{1}(\tilde{\omega})) < 0 \). So long as \( \text{Re}(\tilde{\omega}) \neq 0 \) or \( \text{Im}(\tilde{\omega}) > 0 \), this gives \( \lim_{n \to \infty} \frac{g_{n}}{f_{n}} \sim e^{-4|\text{Re}(u_{1})/\sqrt{n}|} = 0 \) and a minimal solution will exist.

The ratio \( r_{n} \) can be written as a continued fraction in terms of the coefficients of the recurrence relation for the \( a_{n} \).

\[ r_{n} = \frac{-\gamma_{n+1}}{\beta_{n+1} + \alpha_{n+1} r_{n+1}} = \frac{-\gamma_{n+1}}{\beta_{n+1} - \beta_{n+2} + \frac{\alpha_{n+2} \gamma_{n+3}}{\beta_{n+3} - \cdots}} \] (25a)

The key property of this recurrence relation is given by Pincherle’s theorem [27].

Theorem 1 (Pincherle) The continued fraction \( r_{0} \) converges if and only if the recurrence relation Eq. (21b) possesses a minimal solution \( a_{n} = f_{n} \), with \( f_{0} \neq 0 \). In case of convergence, moreover, one has \( \frac{f_{n+1}}{f_{n}} = r_{n} \) with \( n = 0, 1, 2, \ldots \) provided \( f_{0} \neq 0 \).

Since the continued fraction \( r_{0} \) must converge to a specific value given by Eq. (21a), the QNM solutions are found at those frequencies \( \tilde{\omega} \) where \( r_{0} \) does converge to this required value.

But, it is very important to recognize that for \( \tilde{\omega} \) on the NIA, \( \text{Re}(u_{1}(\tilde{\omega})) = 0 \). Since \( u_{1} \) is purely imaginary on the NIA, \( \lim_{n \to \infty} \frac{g_{n}}{f_{n}} \) becomes oscillatory and a minimal solution cannot exist unless the infinite series solution terminates. Thus, any QNM solution on the NIA must be of the form of a confluent Heun polynomial. Furthermore, the continued fraction cannot be used to determine the QNM frequencies \( \tilde{\omega} \) on the NIA.

C. Polynomial solutions

Because confluent Heun polynomials are simultaneous Frobenius solutions of all three singular points, and the radial Teukolsky equation can be put in the form of the confluent Heun equation in eight different ways depending of the choice of the parameters \( \{\tilde{\zeta}, \tilde{\xi}, \tilde{\eta}\} \), the same confluent Heun polynomial can be computed in several different ways. Additional discussion of this can be found in Ref. [16] where the examples of TTM\(_L\) and TTM\(_R\)
polynomial solutions were examined in detail. Here, we will describe how to find QNM solutions.

Consider the boundary condition at the event horizon, \( z = 1 \). We must ensure that no waves propagate out from the horizon. The two local solutions at the horizon are \( \lim_{z \to 1} R(z) \sim (z-1)^{-s-i\gamma} \), which represents waves traveling into the horizon, and \( \lim_{z \to 1} R(z) \sim (z-1)^{i\gamma} \), which represents waves traveling out from the horizon. If we choose \( \xi = \zeta \), then the local confluent Heun solution of Eq. (10b) will achieve the first local behavior and, in general, the second behavior cannot be part of the series solution. The necessary, but not sufficient, condition for the series of this local solution to terminate is for its second parameter \( \alpha \) to be a non-positive integer \( \alpha = -q \).

Now, let us assume that we also satisfy the remaining necessary and sufficient condition, \( \Delta_{q+1} = 0 \). We will postpone the details of how we do that. For now, we assume we have a polynomial solution that should satisfy the boundary condition for a QNM at the event horizon. How do we know if this solution satisfies the necessary boundary condition at infinity? The key is to recall that a confluent Heun polynomial solution is simultaneously a polynomial solution at all three singular points. Equations (12b) and (12c) represent the two local solutions at the outer boundary, \( z = \infty \). It is easy to see that the second parameter of Eq. (12b) is also \( \alpha \), so if we use the same set of parameters (including \( \alpha = -q \)) as we used to obtain the polynomial solution above, then we are guaranteed that Eq. (12b) will yield the same polynomial solutions as we obtained via Eq. (10b) above which has the desired QNM behavior at the event horizon. Now, however, using Eq. (12b) allows us to understand the behavior of the solution at the outer boundary. At the outer boundary, \( z = \infty \), we must ensure that no waves enter from infinity. The two behaviors at infinity are \( \lim_{z \to \infty} R(z) \sim z^{-1-2s+2i\omega(z+R_c)}z^\omega \), which represents waves traveling out at infinity, and \( \lim_{z \to \infty} R(z) \sim z^{-1-2i\omega(z+R_c)}z^\omega \), which represents waves traveling in from infinity. Using Eq. (12b), the parameter choice \( \zeta = \zeta_+ \) will achieve the first local behavior and, in general, the second behavior cannot be part of the series solution.

In order to satisfy the \( \Delta_{q+1} = 0 \) condition, we must construct the \((q+1)\) - dimensional upper left block of Eq. (13). With our choices of \( \xi = \zeta \), and \( \zeta = \zeta_+ \), we could use the coefficients from the recurrence relations associated with either Eq. (10b) or (12b) to construct this matrix. However, we have not yet fixed the choice for \( \eta \).

At the Cauchy horizon, \( z = 0 \), the two local solutions are \( \lim_{z \to 0} R(z) \sim z^{s+i\sigma} \) and \( \lim_{z \to 0} R(z) \sim z^{-i\sigma} \). The first behavior is associate with the local solution of Eq. (9b) if we choose \( \eta = \eta_+ \). Notice that the second parameter of Eq. (9b) is again \( \alpha \), so the same choice of parameters as above will yield the same polynomial solution satisfying the QNM boundary conditions and the first local behavior at \( z = 0 \) mentioned above. Thus, if we choose the parameter set \( \{\zeta_+ \xi, \eta_+ \} \) and let \( q = -\alpha \) be a non-negative integer, then the matrices constructed from Eqs. (9b), (10b), or (12b) will yield the same confluent Heun polynomial solution if the \( \Delta_{q+1} = 0 \) condition is satisfied.

With the parameter set \( \{\zeta_+, \xi, \eta_+ \} \), the condition that \( \alpha = -q \) can be rewritten as
\[
q + s + 1 \equiv N_+ = 2i \left[ \frac{\tilde{\omega} + m_0 \omega}{R_+ - \omega} + \tilde{\omega} \right],
\]
where \( N_+ \geq s + 1 \) will be either an integer or a half-odd integer depending on \( s \). This can be rewritten as a constraint on the values of \( \tilde{\omega} \) that can potentially be associated with a confluent Heun polynomial solution
\[
\tilde{\omega} = \tilde{\omega}_+ \equiv \frac{am_0 - iN_+ \sqrt{1 - a^2}}{2(1 + \sqrt{1 - a^2})}.
\]

Now, consider the other possible choices for the parameter set \( \{\zeta_+ \xi, \eta_+ \} \). Each pair of local solutions, Eqs. (9), (10), or (12), are associated respectively with the parameters \( \eta, \xi, \) and \( \zeta \) and each choice allows one of the pairs of solutions to yield one of the two possible local behaviors for \( R(z) \). For example, if we switch our choice for \( \eta \) so that the parameter set is \( \{\zeta_+ \xi \eta_+ \} \), we can consider solutions with the same physical behaviors at all three singular points as described above if we construct our coefficient matrix using the recurrence relations associated with Eq. (9c). In this case, the necessary condition for a polynomial solution is \( \alpha_1 + 1 = -q \), but in terms of the new parameter set this yields exactly the same constraint that \( \tilde{\omega} = \tilde{\omega}_+ \).

Alternatively, if we use the parameter set \( \{\zeta_+ \xi \eta_+ \} \) but construct our coefficient matrix using the recurrence relations associated with Eq. (9b) (or in Eq. (10b) or (12b)), then we are considering a second possible set of QNM solutions where the local behavior at the Cauchy horizon has changed. In this case, the condition that \( \alpha = -q \) can be rewritten as
\[
q + s + 1 \equiv N_1 = 4i\tilde{\omega},
\]
where \( N_1 \geq 1 \) is an integer, and we can rewrite this condition as the constraint
\[
\tilde{\omega} = \tilde{\omega}_1 \equiv -i\frac{N_1}{4}.
\]

In total, each of the six local solutions combines with two of the eight possible choices for the parameter set \( \{\zeta_+ \xi \eta_+ \} \) to correspond to one or the other of the two possible polynomial QNM solutions distinguished by the two possible local behaviors at the Cauchy horizon. These possibilities are summarized by
\[
- q = \left\{ \begin{array}{ll}
\alpha & (\zeta_+ \xi \eta_+), \\
\alpha + 1 - \delta & (\zeta_+ \xi \eta_+), \\
\alpha + \gamma + \delta & (\zeta_+ \xi \eta_+). \\
\end{array} \right.
\]

\(^5\) Satisfying the \( \Delta_{q+1} = 0 \) for any one of the three matrices guarantees the condition will be satisfied by the other two matrices at the same value of \( \tilde{a} \).
In each case, the upper sign choice for \( \eta \) corresponds to a solution with the local behavior of \( R(z) \sim z^{-s+i\sigma} \) and the necessary condition that \( \bar{\omega} = \bar{\omega}_+ \), while the lower sign choice corresponds to \( R(z) \sim z^{-s-i\sigma} \), and the necessary condition that \( \bar{\omega} = \bar{\omega}_- \). A similar analysis for the TTM\(_L\) and TTM\(_R\) cases can be found in Ref. [15].

As foreshadowed in Sec. III.B, we note that several of the sequences approaching the NIA (see Table II) do so at a frequency \( \bar{\omega} = \bar{\omega}_+ \). Moreover, all of the \( m = 0 \) sequences we have examined which begin at, terminate at, or become tangent to the NIA satisfy either \( \bar{\omega} = \bar{\omega}_+ \) or \( \bar{\omega} = \bar{\omega}_- \). For the \( \bar{\omega}_+ \) case, this requires agreement with both \( \bar{\omega} \) and \( \bar{a} \). More than half of the modes in Table II and all of the modes in Tables III and IV satisfy the constraint \( \bar{\omega} = \bar{\omega}_+ \). In Table II, the value of \( N_\pm \) is listed in the last column.

The fact that so many \( m = 0 \) sequences are approaching the NIA at precisely the frequencies constrained by \( \bar{\omega}_+ \) and \( \bar{\omega}_- \) gives us confidence that we are approaching polynomial solutions on the NIA. However, these conditions are only necessary, not sufficient, for the existence of polynomial solutions. To guarantee that we have found confluent Heun polynomial solutions, we must also solve the \( \Delta_{q+1} = 0 \) condition.

1. Solving the \( \Delta_{q+1} = 0 \) condition

Mode frequencies, \( \bar{\omega} \), of the coupled Teukolsky equations depend only on \( s, m, \) and \( \bar{a} \), and effectively \( \ell \) through the choice of a particular eigenvalue \( \ell, m \), \( s \ell, m + 1 \) from our solutions to the angular Teukolsky equation, Eq. (3). As we saw for general QNMs, given fixed \( s, \ell, \) and \( m \), the mode frequencies form sequences parameterized by \( \bar{a} \). For the case of confluent Heun polynomials, the modes are again parameterized solely by \( \bar{a} \). In this case, the \( \Delta_{q+1} = 0 \) condition effectively replaces the radial Teukolsky equation, but there is an additional constraint.

To construct the coefficient matrix for the \( \Delta_{q+1} = 0 \) condition, we choose one of the local Heun solutions along with the set of parameters \( \{ \zeta, \xi, \eta \} \). How does the additional constraint affect our solutions? For the case of TTM\(_s\), as discussed in detail in Sec. III.B of Ref. [15], this condition only fixes an integer value for \( q \) which fixes the size of the coefficient matrix and the order of the polynomial solutions. For the TTM\(_s\), this condition does not directly constrain the mode \( \bar{\omega} \). The \( \Delta_{q+1} = 0 \) condition then yields an algebraic equation which turns out to be the square of the Starobinsky constant [14]. This can be solved, together with the angular Teukolsky equation, to yield the mode frequency \( \bar{\omega} \) as a continuous function of \( \bar{a} \). See Fig. 24 of Ref. [16] for plots of the various \( \ell = 2 \) and \( \ell = 3 \) TTM mode sequences.

When considering polynomial QNM solutions, we have seen that the additional constraint fixes the mode frequency as a function of \( \bar{a} \) and a new parameter \( N_{\pm} \) (see Eqs. (27) and (29)). The \( \Delta_{q+1} = 0 \) condition no longer has the freedom to pick \( \bar{\omega} \) to satisfy the condition for each value of \( \bar{a} \). Instead, we must search for values of \( \bar{a} \) at which the \( \Delta_{q+1} = 0 \) condition is satisfied, subject to the constraint that \( \bar{\omega} = \bar{\omega}_\pm(N_\pm, \bar{a}) \). Typically, we can only expect this to yield isolated, discrete solutions instead of a continuum.

While the \( \Delta_{q+1} = 0 \) condition could be easily reduced to an algebraic equation for the TTM cases [15], this becomes too difficult for QNMs because the size of the matrix can get arbitrarily large depending on the value of \( N_\pm \). Therefore, we construct the determinant of the coefficient matrix numerically and use root-finding methods to locate the zeros of the determinant. To obtain a numerical value for the determinant, we must choose values for \( s, m, \ell \), \( A_{\ell m} \), \( N_{\pm} \), and \( \bar{a} \). To search for roots, we first fix \( s, m, \) and \( N_{\pm} \). The determinant is then considered a function of \( \bar{a} \) with \( A_{\ell m} \) chosen as follows for each value of \( \bar{a} \).

\( A_{\ell m} \) is an eigenvalue of the spin-weighted spheroidal differential equation given in Eq. (3). With \( s \) and \( m \) fixed, the value of the oblateness parameter \( c = a \omega \) computed using the the current value of \( \bar{a} \) with \( \bar{\omega} \) set via Eq. (27) or (29), as appropriate together with the fixed value of \( N_{\pm} \). With all its parameters fixed, Eq. (3) is solved using the spectral method described in Ref. [16]. The solution yields an ordered set of eigenvalues that are labeled by \( \ell \). During any given search, we fix which element of the set of eigenvalues to use. For example, for \( m = 0 \) and \( s = -2 \), the first eigenvalue is labeled \( \ell = 2 \), the second by \( \ell = 3, \) and so on. The labeling of the eigenvalue is not absolute. Sequences of solutions, can cross depending on what criteria are used to define the sequences and so the labeling of solutions is not unique. When comparing solutions, we must be careful to compare the values of \( sA_{\ell m} \) and not simply \( (\ell, m) \) index pairs.

The matrix of coefficients can be quite large. For the case of \( \bar{\omega} = \bar{\omega}_+ \), the matrix is \((N_{\pm} - s) \times (N_{\pm} - s)\). For the case of \( \bar{\omega} = \bar{\omega}_- \), the matrix is \( N_{\pm} \times N_{\pm} \). Since \( N_{\pm} \) can get large, we must be concerned about the matrix being ill-conditioned. We also find that the value of the determinant can vary over many orders of magnitude as \( \bar{a} \) varies between 0 and 1. To ensure that numerical problems are not significant, we have used two methods for computing the determinant. The first is simply to compute the determinant directly. But, we also use singular-value decomposition to decide when the matrix has a vanishing determinant.

In singular value decomposition, a matrix \( M \) is decomposed as \( M = U \cdot D \cdot V^\dagger \) where \( U \) and \( V \) are unitary matrices and \( D \) is a diagonal matrix whose elements are real and non-negative. A much better behaved proxy for the determinant is to look for roots of

\[
\det(U \cdot V^*) \approx \min(\text{diag}(D)).
\]

(31)

Using only the minimum diagonal element from \( D \) keeps the function from varying so dramatically in magnitude. It is important to keep the determinant of \( U \cdot V^* \). Even though it has unit magnitude, this term contains all of...
the phase information. When we look for polynomial solutions with \( \bar{\omega} = \bar{\omega}_+ \), and let \( m \neq 0 \), the determinant yields a complex number. When \( m = 0 \), or when we consider \( \tilde{\omega} = \tilde{\omega}_+ \), the determinant will be real. In either case, the phase information is important so that we have a smooth function across the zeros.

For the case of polynomial solutions with \( \bar{\omega} = \bar{\omega}_+ \), we choose the parameter set \( \{ \xi_+, \eta_+ \} \) and use the coefficients from the recurrence relation associated with Eq. (9b) to build the matrix, explicitly replacing \( \bar{\omega} \) with Eq. (27). We have carried out an extensive search for polynomial solutions (roots of the determinant or its proxy) for gravitational QNMs \( (s = -2) \).

First, we have found no evidence for polynomial solutions with \( m \neq 0 \). For all cases examined, the determinant moves around the complex plain as we vary \( \bar{a} \), but never crosses the origin. However, for \( m = 0 \) we find what seems to be a countably infinite set of polynomial solutions. As expected, these solutions are not continuous, but occur at discrete values of \( \bar{a} \). Figure 19 displays the solutions for \( 4 \leq N_+ \leq 16 \). Notice that this figure differs from previous figures in that the horizontal axis measures \( \bar{a} \) instead of \( \text{Re}(\bar{\omega}) \) (\( \text{Re}(\bar{\omega}) = 0 \) for these solutions). In this figure, we have also plotted the constraint \( \bar{\omega} = \bar{\omega}_+(N_+, \bar{a}) \) as dashed gray lines for \( 1 \leq N_+ \leq 16 \). The circular marks on each line denote the particular values of \( \bar{a} \) at which the \( \Delta_{q+1} = 0 \) condition is satisfied, marking a valid polynomial solution. We find no solutions for \( N_+ < 4 \). There is one solution for \( N_+ = 4 \), two for \( N_+ = 5 \), and so on to 4 solutions at \( N_+ = 7 \).

At \( N_+ = 8 \), we find not 5, but 6 solutions. The jump in the number of solutions corresponds to the existence of a root for \( \bar{a} = 0 \). This is the mode corresponding to the algebraically special solution with \( \bar{\omega} = \Omega_2 \). Between \( 8 \leq N_+ \leq 133 \) we find \( N_+ - 2 \) solutions. We have not yet searched beyond \( N_+ = 133 \).

We have also carried out similar searches for \( \ell = 3 \) and \( \ell = 4 \). For \( \ell = 3 \) the first solution is found for \( N_+ = 5 \), while for \( \ell = 4 \), the first solution is found for \( N_+ = 6 \). Figure 20 shows individual plots for \( \ell = 2, 3, \) and 4. Each plot includes all of the solutions we have found up to \( N_+ = 133^6 \). We have omitted the lines denoting \( \bar{\omega}_+ \) for clarity.

For the case of polynomial solutions with \( \tilde{\omega} = \tilde{\omega}_+ \), we choose the parameter set \( \{ \xi_-, \eta_- \} \) and use the coefficients from the recurrence relation associated with Eq. (9c) to build the matrix, explicitly replacing \( \bar{\omega} \) with Eq. (29). We have again carried out an extensive search for polynomial solutions for gravitational QNMs \( (s = -2) \).

As before, we have found no evidence of polynomial solutions with \( m \neq 0 \). For \( m = 0 \) we do find solutions,

\[ \text{We searched up to } N_+ = 132 \text{ for } \ell = 3, \text{ and } N_+ = 131 \text{ for } \ell = 4. \]

---

**FIG. 19.** Polynomial modes with \( \bar{\omega} = \bar{\omega}_+ \). The dashed gray lines are the possible values of \( \bar{\omega}_+(N_+, \bar{a}) \) for \( 1 \leq N_+ \leq 16 \). The marker denote the discrete points where the \( \Delta_{q+1} = 0 \) condition is satisfied.

**FIG. 20.** Polynomial modes with \( \bar{\omega} = \bar{\omega}_+ \). The upper-left panel shows results for \( \ell = 2 \), the upper-right panel shows \( \ell = 3 \), and the lower-left \( \ell = 4 \). In each panel, the black dots are a subset of solutions that are shown in Sec. [VII] to be polynomial solutions that are simultaneously QNMs and TTM\(_{\ell, s}\). The gray dots are a subset of solutions that are shown to be neither QNM nor TTM.
FIG. 21. Polynomial modes with $\bar{\omega} = \bar{\omega}_+$. The upper-left panel shows results for $\ell = 2$, the upper-right panel shows $\ell = 3$, and the lower-left $\ell = 4$. As shown in Sec. IVD all of these polynomial solutions are QNMs.

but they appear to be less numerous. The solutions for $\ell = 2$ are seen in the upper-left plot of Fig. 21. We find no roots for $N < 9$, and for $9 \leq N \leq 26$ we find a single polynomial solution for each value of $N$. Between $27 \leq N \leq 72$ there appear to be no roots, but for $N \geq 73$ there seems to be at least one polynomial solution for each $N$. Starting at $N = 114$, we find a second polynomial solution for each $N$. While we have not extended our search beyond $N = 133$, it seems likely that the solutions persist indefinitely as $N$ increases, and it would not be surprising to find even more solutions for each $N$ as we move to larger $N$. Figure 21 also shows the result for $\ell = 3$ and 4. In these cases, the counting of the number of roots for each $N$ is more complicated, but the behavior is clear from the figure.

Many, but not all of the polynomial solutions we have found correspond to specific modes on the QNM sequences that exist arbitrarily close to the NIA that we outlined in Sec. III B. Table II displays the QNM solutions we have found closest to the NIA for sequences that either appear to terminate on the NIA or emerge from the NIA. We have computed these for $\ell = 2, 3, 4$ (see Figs. 16, 17, and 18; Tables III and IV). While we cannot compute a solution at the point of tangency using Leaver’s method, we can use quadratic interpolation to estimate the values of $\bar{\omega}$ and $\bar{\omega}_+$ at the point of tangency. In every case, the interpolated result is in precise agreement with one of the $\bar{\omega}_+$ solutions shown as gray dots in Fig. 20.

All three plots in Fig. 20 contain a “left-most set” of solutions, shown as black dots, that starts at $\bar{a} = 0$ with $\bar{\omega} = \bar{\Omega}_I$. They also contain a large number of additional polynomial solutions that are grouped to the right of this set. Referring to Fig. 19 we see that this set of solutions breaks into roughly horizontal groups extending toward $\bar{a} = 1$, with a spacing in $\bar{\omega}$ of roughly $i/4$ between each grouping. The first group starts with $N_+ = 4$ and $\text{Im}(\bar{\omega}) \sim -i/2$, the second with $N_+ = 5$ and $\text{Im}(\bar{\omega}) \sim -3i/4$, and so on. Through $N_+ = 133$ we have found that once a horizontal grouping starts, it includes a member for every subsequent value of $N_+$. In Fig. 19 the gray dashed lines represent $\bar{\omega}_+(N_+, \bar{a})$ for $1 \leq N_+ \leq 16$. It is clear that as we let $N_+$ increase, all of these curves will extend down to $\text{Im}(\bar{\omega}) = 0$ at $\bar{a} = 1$. It seems that each roughly horizontal grouping of solutions forms a countably infinite set, becoming arbitrarily dense as $\bar{a} \to 1$. Furthermore, the plots in Fig. 20 suggest that there is a countably infinite number of such roughly horizontal groupings of solutions, each itself countably infinite, for each value of $\ell$.

We find that for each looping QNM sequence, each point of tangency corresponds precisely to a point in one of the roughly horizontal groupings. Figure 22 shows, for $\ell = 2$, the correspondence between all of the interpolated points of tangency and the polynomial solutions. For

\[ 7 \] In fact, as we will see in Sec. IVD this solution is “anomalous” at both $z = 0$ and $z = 1$.
D. Generic, anomalous, and miraculous solutions

We have found two families (\(\bar{\omega}_+\) and \(\bar{\omega}_-\)) of confluent Heun polynomial solutions on the NIA. The methods we have used have been tailored to finding QNMs. But we must be careful to examine, for each regular singular point, the behavior of the roots of the indicial equation to be certain that the solution actually represents a QNM.

Our methods for finding solutions, both Leaver’s method and the method of confluent Heun polynomials, are based on power-series methods. When we consider the regular singular points at \(z = 0\) and \(z = 1\), standard Frobenius theory tells us that, when the roots of the indicial equation differ by an integer, only the local series solution corresponding to the larger root is guaranteed to exist. The second local solution will usually include a log term. However, it is possible for the coefficient multiplying this log term to vanish. Subtleties can also occur at irregular-singular points, but that is not important in this work.

As seen in Eq. (19), the roots of the indicial equation for \(z = 0\) are \(\{0, 1 - \gamma\}\), and so we must be careful whenever \(\gamma\) is an integer. The behavior of solutions at the Cauchy horizon is associated with the \(\eta\) parameter, so it is not surprising that we can express \(\gamma\) as

\[
\gamma = \gamma_\pm \equiv 1 + s + 2\eta_\pm = 1 \pm s \mp 2i\sigma_\pm. \tag{32}
\]

In general, \(\sigma_\pm\) is complex and \(\gamma\) cannot be an integer. In fact, so long as \(2i\sigma_\pm\) is not an integer (or a half-odd integer if \(s\) is a half odd integer), then \(\gamma\) cannot be an integer. This is the generic case. If \(\bar{a}_z = 0\), then \(\sigma_\pm = 0\) and \(\gamma_\pm\) is an integer (or zero) when \(s\) is an integer. This case has been examined by Maassen van den Brink\[13\]. Furthermore, if \(m = 0\) and \(\bar{\omega}\) is purely imaginary, then \(2i\sigma_\pm\) will be an integer at that frequency for certain discrete values of \(\bar{a}_z\). And if \(m \neq 0\), special combinations of \(\bar{\omega}\) and \(\bar{a}_z\) can allow \(2i\sigma_\pm\) to be an integer. However, since the behavior is the solution at the Cauchy horizon is not relevant to determining if a mode is a QNM, we will not investigate this further.

The behavior of the solution at the event horizon, \(z = 1\), is critical for determining if a mode is a QNM. As seen in Eq. (10), the roots of the indicial equation for \(z = 1\) are \(\{0, 1 - \delta\}\), and so we must be careful whenever \(\delta\) is an integer. The behavior of solutions at the event horizon is associated with the \(\xi\) parameter, so it is not surprising that we can express \(\delta\) as

\[
\delta = \delta_\pm = 1 + s + 2\xi_\pm = 1 \pm s \mp 2i\sigma_. \tag{33}
\]

In this case, solutions are generic so long as \(2i\sigma_\pm\) is not an integer (or a half-odd integer if \(s\) is a half odd integer). From Eq. (19), we see that \(\sigma_\pm\) depends on \(\bar{\omega}\) and \(\bar{a}_z\). Rewriting this, we can find the frequencies that yield non-generic solutions:

\[
\bar{\omega} = \frac{\bar{a}_z m - i(2i\sigma_+)\sqrt{1 - \bar{a}^2}}{2(1 + \sqrt{1 - \bar{a}^2})}. \tag{34}
\]

Comparing this to Eq. (27), we see that the equations are identical with \(2i\sigma_+ = N_+\). So, any confluent Heun polynomial solution obeying the constraint that \(\bar{\omega} = \bar{\omega}_+\) is non-generic at the event horizon for any choice of \(s\). Thus, for the majority of the gravitational, \(s = -2\), polynomial modes on the NIA which we have found, we cannot immediately conclude that they are QNMs.

Before we explore this further, we should consider the case of polynomial solutions obeying the constraint that \(\bar{\omega} = \bar{\omega}_-\). In this case, if \(\bar{a}_z = 0\) and if \(s\) is an integer, then the mode is non-generic. Again, this case has been examined by Maassen van den Brink\[13\]. If \(\bar{a}_z \neq 0\) but
Let us now consider the behavior at the event horizon \((z = 1)\) of non-generic modes on the NIA. All of these modes have \(\bar{\omega} = \bar{\omega}_+\) and are characterized by the parameter \(N_+ = 2\sigma_+\) (see Fig. 20). The two possible local behaviors of these non-generic modes on the NIA are either \((z - 1)^{-s-N_+/2}\), which we would naively associate with modes propagating into the horizon, and \((z - 1)^{N_+/2}\), which we would expect to be modes propagating out from the horizon. Frobenius theory tells us that two possibilities exist for non-generic solutions. The simplest case is that the only series solution (and it is a truncated series for our polynomial solutions) has leading behavior associated with the largest exponent. For \(N_+ > -s\), this is \((z - 1)^{N_+/2}\). The other series solution (and it need not be truncated) will have leading behavior \((z - 1)^{-s-N_+/2}\), but will also include a term that is proportional to \(\ln(z - 1)\) multiplied by the first solution. Maassen van den Brink labels this non-generic case as “anomalous”\(^{13}\) and argues that the second solution including the \(\ln(z - 1)\) term cannot represent a mode propagating into the horizon. Surprisingly, he finds that the series solution, which appears to correspond to a TTM\(_L\), simultaneously represents a QNM and a TTM\(_L\). In Fig. 20 all “anomalous” solutions are displayed with a black dot. We will return to discuss this in more detail below.

The second possible non-generic behavior occurs when the coefficient multiplying the \(\ln(z - 1)\) happens to vanish. Maassen van den Brink labels this \textit{doubly} non-generic case as “miraculous”. In this case, our polynomial solutions can have leading behavior \((z - 1)^{-s-N_+/2}\). However, unlike the generic case, this does not guarantee that our solution is a QNM. Because a term like \((z - 1)^{N_+/2}\) can be part of the same solution, the polynomial solution may be a linear combination of ingoing and outgoing modes at the horizon. If so, then our solution is neither a QNM nor a TTM\(_L\). In Fig. 20 all “miraculous” solutions are displayed with a gray dot. These behaviors are, to say the least, counter-intuitive. To understand the implications of these two possibilities, it is useful to view them from the perspective of scattering theory.

Begin with a free mode propagating into the horizon at \(z = 1\) and then construct an \(n\)th-order Born approximation keeping \(\bar{\omega}\) and \(\bar{a}\) unspecified. Let us denote the Born series solution for this \textit{outgoing} mode as \(R_+(z, \bar{\omega}, \bar{a})\). Since we are only concerned with the behavior near the horizon, we need only construct the Born approximation locally. This can be simply constructed using the recurrence relation, Eq. (8a), for the local solution (10b) with the parameter choice \(\{\xi_+, \eta_+\}\). For example, the 3rd-order local Born approximation would be

\[
R^{(3)}(z, \bar{\omega}, \bar{a}) \sim (z - 1)^{-3 - i\sigma_+} \left[ 1 - \frac{g_0 g_1}{f_0 f_1} (1 - z) + \frac{g_0 g_1 - f_0 h_1}{f_0 f_1} (1 - z)^2 - \frac{g_0 g_1 g_2 - f_0 h_1 g_2 + g_0 f_1 h_2}{f_0 f_1 f_2} (1 - z)^3 \right]
\]  

The denominator of the \(n\)th-order Born approximation is the product of the \(n\)th-order terms in the Born series, and we must consider when this can vanish.

From Eq. (8a), we see that \(f_k^{(n)}\) will vanish if \(k = -\gamma\). In Eq. (6), \(\gamma\) is the third parameter, but in Eq. (10b) the third parameter is \(\delta\). For our parameter choice, \(\delta = 1 - s - 2i\sigma_+\), with \(\sigma_+\) is a function of \(\bar{\omega}\) and \(\bar{a}\). Recall that any time \(\bar{\omega} = \bar{\omega}_+\), we find that \(2i\sigma_+ = N_+\) and \(\delta\) is an integer. In summary, whenever \(\bar{\omega} = \bar{\omega}_+\) with \(N_+ > -s\), \(\delta\) is a non-negative integer and \(f_k^{(n)} = 0\) causing the \((1 - \delta)\)th-order and higher terms in the Born approximation to have a vanishing denominator.

As we saw above, Frobenius theory tells us that our solution is non-generic at \(z = 1\) if \(\delta\) is an integer. Moreover, \((z - 1)^{\delta}\) corresponds to the smaller root of the indicial equation when \(\delta\) is a negative integer. So, our non-generic solutions correspond to the case where the denominator vanishes in the \((1 - \delta)\)th-order and higher terms in the Born series.

Of course, there are two types of non-generic behavior. We first consider the “anomalous” case. As Maassen van den Brink has shown\(^{13}\), the vanishing denominator means the mode propagating into the black hole scatters so strongly off of the potential tail as it approaches the event horizon that the normally dominant behavior of the outgoing mode is overwhelmed and the outgoing mode has exactly the same local behavior as the incoming mode. More precisely, in the \textit{anomalous case}, the mode propagating into the black holes behaves like

\[
R^{(A)}(z, \bar{\omega}, \bar{a}) \sim \lim_{\bar{\omega} \to \bar{\omega}_+} f^{(a)}_{-} R_+(z, \bar{\omega}, \bar{a}),
\]

The Born series for the mode traveling out of the black hole can be constructed in a similar way using the parameter choice \(\{\xi_+, \eta_+\}\). Let us denote the Born series solution for this \textit{ingoing} mode as \(R_-(z, \bar{\omega}, \bar{a})\). For the anomalous solutions, we find that \(R^{(A)}(z, \bar{\omega}, \bar{a}) \propto R_+(z, \bar{\omega}_+, \bar{a})\). Hence, the \textit{anomalous solutions are simultaneously QNMs and TTM\(_L\)s.}

For the “miraculous” case, in addition to the denominator of the \(n\)th-order Born approximation vanishing, we find that the numerator also vanishes. The value of the coefficient of the \(n\)th-order term in the Born series is obtained by taking the limit as \(\bar{\omega} \to \bar{\omega}_+\) and \(\bar{a} \to \bar{a}_p\), where \(\bar{a}_p\) is the angular momentum parameter of the polynomial mode. The result for the \(n\)th coefficient depends
Interestingly, we find that the Born series $R^{(M)}(z)$ does not terminate when $\bar{\omega}_+$ and $\bar{a}$ correspond to our confluent Heun polynomial solutions. Instead, it is a linear combination of Heun polynomial solutions. We have seen for QNM solutions on the NIA, a similar argument holds for TTM solutions, and so neither of the Born series are convergent for large $z$.

As a concrete example of this, consider the case with $N_+ = 5$. A polynomial solution is found when $\bar{a} = 0.931905$ with $\bar{\omega}_+ = 4.199325$. The radial solution is

$$R_{51}(z) = z^{n_+}(z-1)^{-1/2}e^{(\bar{\omega}_+ - \bar{a})z}(1 + 0.166819(1-z) + 0.580484(1-z)^2 + 0.191606(1-z)^3 + 0.117043(1-z)^4 + 0.0337923(1-z)^5 + 0.0200664(1-z)^6).$$

The first few terms of the local Born series for the outgoing mode are

$$R_{(M)}^{(M)}(z) = (z-1)^{-1/2}(1 + 0.166819(1-z) + 0.580484(1-z)^2 - 20.425330(1-z)^3 + 47.821179(1-z)^4 - 42.3949518(1-z)^5 + 14.5536633(1-z)^6 - 0.6166794(1-z)^7 + \cdots),$$

while the first few terms of the local Born series for the incoming mode are

$$R_+(z) = (z-1)^{5/2}(1 - 2.313832(1-z) + 2.0546777(1-z)^2 - 0.7049349(1-z)^3 + 0.0299113(1-z)^4 + \cdots).$$

We find that $R_{51}(z) \sim R^{(M)}(z) + 0.616936R_+(z)$ with all terms of order $(z-1)^{13/2}$ and higher canceling.

At $z = 1$, $R_{51}(z)$ behaves as a linear combination of an incoming and an outgoing mode, and by itself cannot be a QNM. However, if a TTM$_L$ mode exists at the same values of $\bar{\omega}$ and $\bar{a}$, we could take a linear combination of $R_{51}(z)$ with this mode to remove the incoming mode behavior at $z = 1$ without introducing an incoming mode a infinity. Given the explicit, closed form solution $R_{51}(z)$ for the radial function, we can construct a second, linearly independent solution $\tilde{R}(z) = v(z)R_{51}(z)$ to the radial Teukolsky equation. Using standard methods, we can obtain $v(z)$ as an integral and determine the local behavior of $\tilde{R}(z)$ at both $z = 1$ and $z = \infty$. We find that $\lim_{z \to 1} \tilde{R}(z) \sim R_+(z)$, representing an incoming mode at the event horizon. At infinity, $\tilde{R}(z)$ also corresponds, to an incoming mode, although the solution seems ill-behaved here. Thus, $\tilde{R}(z)$ is not a TTM$_L$ mode and we must conclude that no QNM or TTM$_L$ modes exist at the values of $\bar{\omega}$ and $\bar{a}$ associated with $R_{51}(z)$.

We have performed the same analysis for numerous cases of “miraculous” polynomial solutions (gray dots in Fig. 20] and have found the same result in each case. This does not prove that the “miraculous” cases are not QNMs (or TTM$_L$s) in all cases. It is possible that under certain circumstances $R^{(M)}(z)$ itself terminates and contains no contribution from $R_+(z)$. However, we conjecture that whenever $R^{(M)}(z)$ does not terminate, the “miraculous” solutions are neither QNMs nor TTM$_L$s.

While examining the Born series is helpful in understanding the behavior of the anomalous and miraculous solutions, it is somewhat simpler to determine their behavior by examining the properties of the coefficient matrix, used to locate the Heun polynomial solutions. For clarity, we will illustrate this for the specific cases discussed above. Assume that we choose the parameter set $\{\xi_+, \eta_+\}$ and use the local solution of Eq. (10b) to construct the coefficient matrix. For the case of $\bar{\omega} = \bar{\omega}_+$, the upper-left block of (13) will be a $(q+1) \times (q+1)$-dimensional tridiagonal matrix. As outlined above, we can easily see that the coefficient $f_{\gamma_\delta}^{(a)} = 0$, and so long as $s < 0$ this vanishing element will be part of the upper-left block of (13). This submatrix takes the block form

$$\begin{bmatrix}
  g_0 & f_0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
  h_1 & g_1 & f_1 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
  0 & \cdots & h_{-\delta} & g_{-\delta} & 0 & 0 & 0 & \cdots & 0 \\
  0 & \cdots & 0 & h_{1-\delta} & g_{1-\delta} & f_{1-\delta} & 0 & \cdots & 0 \\
  0 & \cdots & 0 & h_{2-\delta} & g_{2-\delta} & f_{2-\delta} & \cdots & \vdots & \vdots \\
  0 & \cdots & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
  0 & \cdots & 0 & 0 & h_{q-1} & g_{q-1} & f_{q-1} & \cdots & 0 \\
  0 & \cdots & 0 & 0 & 0 & h_q & g_q & \cdots & 0 
\end{bmatrix}$$

To consider TTM$_L$s, we follow the method of Sec. IV B, but let $\xi = \xi_+$, $p$ remains unchanged and only $w_2$ in Eq. (23) is different. This term has no effect on the convergence argument.
with \( q = N_+ - s - 1 \) and \( -\delta = q + 2s \). Because of its tridiagonal form and the vanishing of the off-diagonal element \( f^{(a)}_{-\delta} \), it is easy to see that the determinant of the matrix \( \Delta_2^{(a)} \) can be written as the product of the determinants of the two diagonal block elements\(^9\). To simplify the discussion, let us denote the determinant of the upper-left diagonal block as \( \Delta_u \) and the determinant of the lower-right diagonal block as \( \Delta_d \). So, the necessary and sufficient condition for a polynomial solution can be written as \( \Delta_{u+1} = \Delta_u \Delta_d = 0 \).

First, consider the case when \( \Delta_d = 0 \) while \( \Delta_u \neq 0 \). Because \( \Delta_u \neq 0 \), the first \( 1 - \delta = N_+ + s \) coefficients, \( c_k^{(a)} \), of Eq. (6) must vanish. The next \(-2s\) coefficients, \( c_k^{(a)} \) with \( 1 - \delta \leq k \leq q \), associated with the lower-right block need not vanish. The vector of values for \( c_k^{(a)} \) can be determined using standard matrix methods. We are free to normalize this solution vector so that \( c_1^{(a)} = 1 \).

If we were to simply evaluate the coefficients directly via the recurrence relation, we would find that

\[
c_{1-\delta}^{(a)} = \frac{\Delta_u}{\prod_{i=0}^{s} f_i}.
\]

Since \( \Delta_u \neq 0 \) and \( f_{-\delta}^{(a)} = 0 \), \( c_{1-\delta}^{(a)} \) diverges. This is the “anomalous” case, but computing the coefficients via matrix methods automatically rescales the solution as in Eq. (36).

We have seen that an anomalous solution is simultaneously a QNM and a TTM \( L \), so it is not surprising that the lower-right block of \( \Delta_2^{(a)} \) is a \((-2s) \times (-2s)\) matrix with coefficients that are identical to the coefficients of one of the matrices that can be constructed to consider TTM \( L \) polynomial solutions. To construct this matrix, we continue to use Eq. (10b), but change the choice of \( \xi \) to \( \xi_+ \). The local solution is now associated with modes propagating out from the event horizon. The necessary condition for a polynomial solution in this case is \( q = -1 - 2s \) (see Ref. [16] for details). While this condition does not constrain \( \bar{\omega} \), we may choose to look for solutions when \( \bar{\omega} = \bar{\omega}_+ \). Under these conditions, the matrix is identical to the lower-right block of \( \Delta_2^{(a)} \).

Now consider the reverse situation in which \( \Delta_d \neq 0 \) while \( \Delta_u = 0 \). In this case, we can determine the first \( 1 - \delta = N_+ + s \) coefficients, \( c_k^{(a)} \), of Eq. (6) using standard matrix methods. The matrix element \( h_{1-\delta}^{(a)} \) in the lower-left block cannot vanish because we have chosen \( N_+ \), so that \( h_{y+1}^{(a)} = 0 \), and from Eq. (8d) it is clear that only one coefficient \( h_k^{(a)} \) can vanish unless they all vanish with \( p = 0 \). Now, so long as \( \Delta_d \neq 0 \), there exists a unique solution for the remaining \(-2s\) coefficients, \( c_k^{(a)} \). If we again simply evaluate the coefficients directly via the recurrence relation, \( \Delta_u = f^{(a)}_{-\delta} = 0 \) means that we must evaluate Eq. (43) in the limit as in Eq. (37). This is the “miraculous” case. However, the value of \( c_{1-\delta}^{(a)} \) computed via matrix methods will not, in general, equal the limit value of Eq. (43). When the values differ, the behavior local to \( z = 1 \) is a linear combination of incoming and outgoing modes.

What if the determinants of both diagonal blocks vanish? First, it is not clear that the “miraculous” solution will persist in this case. If it could, then the vanishing of the determinant of the lower-right block implies that a polynomial TTM \( L \) mode also exists. As discusses earlier, the existence of a TTM solution in addition to a “miraculous” solution would guarantee that we could construct a QNM through a linear combination of these solutions. This would give us two linearly independent polynomial solutions, one a QNM and one a TTM \( L \). If the “miraculous” solution does not persist, then the solution reverts to being of “anomalous” type.

V. SUMMARY AND DISCUSSION

The main goal of this paper has been to understand when QNMs can exist with frequencies precisely on the NIA. We have shown that there exist countably infinite sets of QNMs with frequencies on the NIA. These exist in two distinct families. The first family obeys the constraint in Eq. (29) that \( \bar{\omega} = \bar{\omega}_+ \). It seems that all of these polynomial solutions are “generic” and correspond to QNMs with purely imaginary frequencies. Examples of this family of modes, for \( \ell = 2, 3, \) and \( 4 \), are displayed in Fig. 21. The second family obeys the constraint in Eq. (27) that \( \bar{\omega} = \bar{\omega}_\perp \). All of these modes are “non-generic” and split into two types. One type is “anomalous”, in which case each polynomial solution corresponds simultaneously to a QNM and a TTM \( L \). The second type is “miraculous”, in which case each polynomial solution is neither a QNM nor a TTM. Examples of both types of this family of modes, for \( \ell = 2, 3, \) and \( 4 \), are displayed in Fig. 20. There are additional interesting points to consider for each case.

A. The anomalous cases

It has been known for some time that the algebraically special modes of Schwarzschild (see Eq. (4)) are simultaneously QNMs and TTM \( L \)s. This was proven by Maassen van den Brink[13] by exploiting the supersymmetric relationship between the Regge-Wheeler[18] and Zerilli[14] equations for the odd- and even-parity gravitational perturbations of Schwarzschild. More precisely, he found that the frequencies \( \Omega_\ell \) yielded solutions that were simultaneously QNMs and TTM \( L \)s when considering the Zerilli equation, but that the Regge-Wheeler equation had no QNM or TTM solutions at this frequency. The

\(^9\) Our methods do not rule out the possibility that a particular solution could be non-generic. However, we have not encountered any.
latter proving that there are no TTM$_R$ modes for the algebraically special frequencies of Schwarzschild. In terms of the Teukolsky equation, he was able to show the analogous result in the limit that $\bar{a} = 0$. Specifically, for $s = -2$ the algebraically special modes of Schwarzschild are simultaneously QNMs and TTM$_L$s, while for $s = +2$ they do not correspond to TTM$_R$s. However, in considering the extension of these arguments to $0 < \bar{a} < 1$, his approach lead him to conclude that the algebraically special modes were all of generic type for $\bar{a} > 0$.

Using the theory of confluent Heun polynomials, we have shown conclusively that this is not true. The anomalous cases of $\bar{\omega} = \bar{\omega}_+$ (black dots in Fig. 20) are all discrete algebraically special modes with $\bar{a} > 0$. As we discussed in Sec. IV D 1 for the anomalous case, the determinant $\Delta_{a}$ vanishes and this is identical to the $\Delta_{a+1} = 0$ condition when considering TTM$_L$s. We have shown in Ref. [16], that this is identical to the vanishing of the square of the Starobinski constant which is the equation satisfied by the algebraically special modes for all values of $\bar{a}$.

We find, then, that the $m = 0$ algebraically special modes have a particularly interesting behavior. Chandrasekhar[10] provided the first table of the mode frequencies for $\bar{a} > 0$, showing that the $\ell = 2$, $m = 0$ mode frequencies moved along the NIA (at least initially) as $\bar{a}$ increased. Onozawa[12] plotted in his Fig. 7 the $\ell = 2$, $m \geq 0$ algebraically special mode frequencies. In this plot it is clear that when $\bar{a} \sim 0.494446$, the $m = 0$ sequence turns off of the NIA and the mode frequencies are complex. This plot was extended to show similar behavior for the $\ell = 3$ modes as well in Fig. 24 of Ref. [10]. Comparing this to the behavior of the anomalous points (black dots) in Fig. 20, we see that the first few points, starting at $\bar{\Omega}_{\ell}$ and moving to the right (increasing $\bar{a}$) correspond to specific points along the algebraically special sequences as they move along the NIA. While each mode frequency along the sequence represents, in general, a TTM$_L$, at these particular points, the mode is simultaneously a QNM and a TTM$_L$.

The anomalous polynomial mode frequencies with the largest values of $\bar{a}$ correlate with the point where the algebraically special sequences turn off of the NIA as $\bar{a}$ increases. But, Fig. 20 shows something else that is new. There is a second branch of the algebraically special modes which, to our knowledge, has never before been noticed. To be clear, let us consider the case of the $\ell = 2$, $m = 0$ algebraically special modes. The sequence begins at $\bar{\omega} = \bar{\Omega}_{2}$ with $\bar{a} = 0$. For $0 < \bar{a} \lesssim 0.494446$, $\text{Im}(\bar{\omega})$ increases toward $\bar{\omega} \sim -3.3308i$. At this point, if $\bar{a}$ increases, the sequence moves off of the NIA. But, there is a new branch of the sequence moving along the NIA with $-\text{Im}(\bar{\omega})$ increasing beyond this point as $\bar{a}$ decreases back to zero. Numerical evidence shows that this new branch of the algebraically special modes behaves as an inverse-power law in $\bar{a}$. So, we find that for $0 < \bar{a} \lesssim 0.494446$, there are two distinct sequences of algebraically special modes which together have frequencies that cover the entire NIA below $-2i$. And, at a countably infinite number of frequencies, the $s = -2$ modes become anomalous. These anomalous solutions correspond with points where the $m = 0$ QNM frequency sequences terminate at (or emerge from) the NIA. At all of these points, the $s = -2$ mode is simultaneously a QNM and a TTM$_L$, but the $s = +2$ mode is not a TTM$_R$.

Similar behavior is seen for the $\ell = 3$, $m = 0$ algebraically special modes. However, Fig. 20 shows that the $\ell = 4$ case is a bit more complicated. It suggests that the algebraically special mode frequencies will first move to smaller values of $-\text{Im}(\bar{\omega})$, then reverse course and increase, as $\bar{a}$ is increased. Following the point where continuing to increase $\bar{a}$ causes the mode frequencies to move off of the NIA, we see the same behavior of the mode frequencies where they continue to moving along the NIA as $\bar{a}$ decreases again toward zero.

B. The miraculous cases

The miraculous subset of the $\bar{\omega} = \bar{\omega}_+$ polynomial solutions seem to represent a new and unusual set of modes. They are neither QNM nor TTM unless some third level of non-generic behavior intervenes to make them anomalous, and this has not been seen so far. These solutions are countably infinite, with a possibly finite number of them (see Fig. 22) for each $\ell$ corresponding to points along certain QNM sequences that become tangent to the NIA. For every $m = 0$ looping QNM sequence we have seen (see Figs. 16, 17, and 18), each point of tangency with the NIA represents a point that must be missing from that QNM sequence.

Two recent papers[17, 19] have claimed to find gravitational QNMs with frequencies on the NIA. We have shown that no actual QNMs exist with frequencies on the NIA at frequencies corresponding to their solutions. However, in both cases there is some correlation with our “miraculous” solutions. In the first paper[17], using both WKB and matched-asymptotic-expansion methods, the authors find an approximation for $\bar{\omega}$ for what they refer to as zero damped modes (ZDMs) and damped modes (DMs). With $\epsilon \equiv 1 - \bar{a}$, and with $m = 0$, they find $\bar{\omega} \approx -i(n + 1/2)\sqrt{\epsilon}/2$. If we consider $\bar{\omega}_+$ in the limit that $\bar{a} \to 1$, then we find $\bar{\omega}_+ \approx -iN_+\sqrt{\epsilon}/2$. As Fig. 19 makes clear, for $N_+ > 1$ there are a large number of curves with small $-\text{Im}(\bar{\omega})$ as we approach $\bar{a} \sim 1$. Clearly, the difference between $n + 1/2$ and $N_+$ is small for large $n = N_+$, so their approximation can be a reasonably good approximation for our necessary (but not sufficient) condition for having a polynomial QNM solution with a purely imaginary frequency. In the second paper[19], the

---

10 Along the corresponding $s = +2$ sequence of algebraically special modes, in general each mode is TTM$_R$. However, as with the $\bar{a} = 0$ case, modes at the same set of frequencies are “miraculous” and are not TTM$_R$s.
The author uses a more tailored matched asymptotic expansion to find $m = 0$ resonances in the limits that $\bar{a} \approx 1$ and $-\text{Im}(\bar{\omega})$ is small. His result is nearly identical with our expression for $\bar{\omega}_+$, except that $N_+$ is replaced by $\ell + 1 + n$. Here, $n$ is an integer and if $\ell$ were simply our harmonic index, the result would be essentially identical to ours. However, in this case $\ell$ is the integer harmonic index plus a non-integer correction. Never-the-less, the correction is small, and we again find that his resonance is a good approximation for our necessary (but not sufficient) condition for having a polynomial QNM solution with a purely imaginary frequency.

Clearly, only the “miraculous” modes are reasonably close to either of the claimed solutions with frequencies on the NIA. But we have seen that none of these modes are QNMs. The authors of Ref. [17] offered additional evidence that they had found QNMs with a purely imaginary frequency by finding numerical solutions which seemed consistent with their approximate expressions for those frequencies. However, in finding numerical solutions with frequencies on the NIA, the authors used Leaver’s continued fraction method on the NIA. As we have shown in Sec. IVB the continued fraction does not converge when evaluated with a frequency on the NIA and cannot be used to locate QNMs.

In Ref. [19], the author’s finding of a continuum of QNMs for $\bar{a} \sim 1$ is accompanied by a continuum of “total reflection modes” that correspond to our TTM’s. These nearly coinciding QNM/TTM pairs seem like good approximations for the anomalous QNM/TTM solutions we have found, except that we find no such solutions in the small $\bar{\omega}$, large $\bar{a}$ limit in which the author’s approximations are valid. It could be very informative to understand why these analytic approximation methods both seem to find QNM solutions when none exist. At present, we do not have a clear understanding of this. It seems clear that both methods are finding a reasonable approximation of the necessary condition that $\bar{\omega} = \bar{\omega}_+$. However, neither seems to incorporate anything analogous to the $\Delta q_{\nu+1} = 0$ condition to restrict the solutions. Perhaps more to the point, none of these approximate methods deal with the very subtle aspects of determining the nature of the solution at the horizon boundary when the solutions are non-generic.
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