Longitudinal Decorrelation of Anisotropic Flows in Heavy-ion Collisions at the LHC
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Fluctuations in the initial transverse energy-density distribution lead to anisotropic flows as observed in central high-energy heavy-ion collisions. Studies of longitudinal fluctuations of the anisotropic flows can shed further lights on the initial conditions and dynamical evolution of the hot quark-gluon matter in these collisions. Correlations between anisotropic flows with varying pseudo-rapidity gaps in Pb+Pb collisions at the LHC are investigated using both an event-by-event (3+1)-D ideal hydrodynamical model with fluctuating initial conditions and the AMPT Monte Carlo model for high-energy heavy-ion collisions. Anisotropic flows at different pseudo-rapidities are found to become significantly decorrelated with increasing pseudo-rapidity gaps due to longitudinal fluctuations in the initial states of heavy-ion collisions. The longitudinal correlation of the elliptic flow shows a strong centrality dependence while the correlation of the triangular flow is independent of the centrality. Longitudinal fluctuations as a source of the decorrelation are further shown to consist of a twist or gradual rotation in flow angles between the forward and backward direction and additional fluctuations on top of the twist. Within the AMPT model, longitudinal correlations of anisotropic flows are also found to depend on the value of partonic cross sections. Implications on constraining the initial conditions and shear viscosity to entropy density ratio of the partonic matter in high-energy heavy-ion collisions are also discussed.

I. INTRODUCTION

One of the most important evidences for the formation of the quark-gluon plasma (QGP) in high-energy heavy-ion collisions at the BNL Relativistic Heavy-Ion Collider (RHIC) and the CERN Large Hadron Collider (LHC) is the strong collectivity of the bulk matter as measured through the anisotropic azimuthal distributions of the final-state hadrons \([30–37]\). The anisotropies are characterized in terms of the Fourier coefficients of the azimuthal distributions which are referred to as anisotropic flows or harmonic flows. Relativistic hydrodynamical models have been very successful in describing the observed anisotropic flows \([45, 46]\) and in understanding the space-time evolution of the QGP fireball. Detailed comparisons between hydrodynamical model calculations and experimental data on anisotropic flows have provided unprecedented constraints on the transport properties, such as the shear viscosity to entropy density ratio, of the hot and dense QGP formed in high-energy heavy-ion collisions.

Early studies of anisotropic flows have mainly been focused on the second harmonic flow (elliptic flow) \(v_2\) which originates from the almond shape of the produced fireball in the collision zone. Much attention has now been paid to fluctuations of the anisotropic flows of final hadrons due to the fluctuations in the initial states of heavy-ion collisions, such as the fluctuations of nucleon positions and color charges inside colliding nuclei and multiplicities of initial parton production \([10]\). One of the most interesting consequences of initial-state fluctuations is the presence of elliptic flow in the most central nucleus-nucleus collisions, and finite odd harmonic flows in the final-state azimuthal distributions \([11–26]\). The elliptic, triangular and other higher-order harmonic flows have been measured in Au+Au collisions at RHIC and Pb+Pb collisions at the LHC \([27–29]\). The anisotropic flows may also exist in small collision systems such as p+Pb collisions at the LHC \([30–37]\).

In the study of fluctuations of the initial-state geometry in terms of eccentricity vectors \(\epsilon_n = \epsilon_n \exp(i\Psi_n)\), both the magnitudes \(\epsilon_n\) and the corresponding orientation angles (participant planes \(\Psi_n\)) fluctuate from event to event. As a consequence of the hydrodynamic evolution of the fireball, anisotropic flows \(v_n\) and the corresponding orientation angles (flow planes \(\Phi_n\)) fluctuate as well, where the flow vector is defined as \(v_n = v_n \exp(i\Phi_n)\). The ATLAS and ALICE Collaboration have measured the event-by-event distributions of anisotropic flows \(v_n\) for Pb+Pb collisions at the LHC \([38, 39]\). There have been studies on the correlations between event plane angles of different harmonics \([40–45]\). Event-by-event fluctuations of anisotropic flows and their correlations have provided very important tools for studying initial-state fluctuations and the transport properties of the produced QGP.

When measuring anisotropic flows and their correlations, one common practice is to correlate particles with a large pseudo-rapidity gap. The use of a large pseudo-rapidity gap is to remove or minimize contributions from
non-flow effects such as resonance decays and jet production. Such method is good under the assumption that the initial density distributions and final-state anisotropic flows at different rapidities are perfectly aligned (correlated), as in the case of boost invariance. However, the density of initial produced fireballs in real high-energy heavy-ion collisions contains fluctuations not only in the transverse plane, but also in the longitudinal direction. Such fluctuations are in addition to the fluctuations due to finite multiplicity in any given event which can be corrected using the sub-event method [46, 47]. Hydrodynamic calculations have shown that the inclusion of longitudinal fluctuations reduces the values of anisotropic flows [48]. The longitudinal fluctuations may also lead to fluctuations of the final flow orientation angles at different pseudo-rapidities [49, 52]. Therefore, the detailed knowledge of longitudinal fluctuations and their manifestation in the final-state flow and correlation observables is essential in understanding the initial conditions of heavy-ion collisions and constraining transport properties of the QGP through comparisons between viscous hydrodynamic model calculations and experimental measurements.

In this work, we will investigate longitudinal fluctuations and correlations of anisotropic flows in Pb+Pb collisions at the LHC. We use two different dynamical models to simulate the space-time evolution of the produced fireball: A Multi-Phase Transport (AMPT) model and an event-by-event (3+1)-dimensional [(3+1)-D] ideal relativistic hydrodynamical model. The fluctuating initial conditions in both models from HIJING simulations are taken to be identical. We will study the correlations of anisotropic flows and their corresponding event-plane angles of the same order at different pseudo-rapidities. To investigate the sensitivity of the longitudinal correlations of anisotropic flows to the evolution dynamics, results from hydrodynamic model simulations will be compared in detail with that from the AMPT model with different values of parton cross sections and durations of hadronic evolution. The remainder of this paper is organized as follows. In the next section, we will briefly discuss about the (3+1)-D ideal hydrodynamical model and the AMPT model that we use for simulations. Our main results for longitudinal correlations are presented in Section III. A summary and some discussions are given in Section IV.

II. MODEL DESCRIPTIONS

A. A (3+1)-dimensional ideal hydrodynamical model

In the (3+1)-D ideal hydrodynamical model [48] that we employ, initial conditions are obtained from the HIJING model [53, 54] (see the next subsection for the description of the AMPT model which uses HIJING model as initial conditions for parton production), in which the fluctuations of initial energy and momentum densities in both the transverse plane and the longitudinal direction are taken into account. The initial energy-momentum tensor $T^{\mu \nu}$ is calculated from the momentum distribution of produced partons on a fixed proper time ($\tau_0$) surface using a Gaussian smearing (see Ref. [48] for details),

$$T^{\mu \nu} (\tau_0, x, y, \eta_s) = K \sum_{i=1}^{N_p} \frac{1}{\tau_0} \frac{1}{2\pi\sigma^2_{s}} \exp \left\{ -\frac{(x-x_i)^2 + (y-y_i)^2}{2\sigma^2_{s}} \right\},$$

where $p_i^\mu = m_{iT} \cosh (Y_i - \eta_{s})$, $p_i^{x,y} = p_{x,yi}$, $p_i^\eta = m_{iT} \sinh (Y_i - \eta_{s})/\tau_0$ are the four momentum of the $i$-th parton; $Y_i$, $\eta_{s}$, and $m_{iT}$ are the momentum rapidity, spatial rapidity, and the transverse mass of the $i$-th parton, respectively. The smearing parameters are taken as: $\sigma_x=0.6 \text{ fm}$ and $\sigma_y=0.6$. The sum index $i$ runs over all produced partons $(N)$ in a given nucleus-nucleus collision. The scale factor $K$ and the initial proper time $\tau_0$ are the two free parameters which we adjust to reproduce the experimental measurements of hadron spectra for central Pb+Pb collisions at mid-rapidity [48]. In the current study, hydrodynamic simulations start at an initial proper time $\tau_0 = 0.4 \text{ fm/c}$. After initializing the energy-momentum tensor, we numerically solve the following energy-momentum conservation equation in $(\tau, x, y, \eta_s)$ coordinate,

$$\partial_\tau T^{\mu \nu} = 0.$$  (2)

The energy-momentum tensor of an ideal fluid in the above equation is defined as,

$$T^{\mu \nu} = (\varepsilon + P) u^\mu u^\nu - P g^{\mu \nu}.$$  (3)

where $\varepsilon$, $P$, and $u^\mu$ are the energy density, pressure, and fluid four velocity, respectively.

In hydrodynamic model simulations, we use the parameterized equation of state (EoS) s95p-v1 [59] with a cross-over transition between the high temperature QGP phase and low temperature hadronic phase. In this parameterization, the EoS of the low temperature phase is modeled by a hadron resonance gas while the high temperature phase is given by the lattice QCD calculations. The chemical freeze-out temperature is taken to be 150 MeV. Finally, hadron momentum distributions are calculated on a hyper-surface at a constant kinetic freeze-out temperature $T_f$ using the Cooper-Frye formula [57]. The kinetic freeze-out temperature for the present study is set to be $T_f=137 \text{ MeV}$. In our hydrodynamics code, an improved projection method is used to calculate the freeze-out hyper-surface, which is computationally more efficient than other conventional methods [48]. For the results presented in this study, we have carried out simulations of about one thousand hydrodynamic events for each centrality bin of heavy-ion collisions.
B. A multi-phase transport (AMPT) model

To compare to the ideal hydrodynamic model simulations, we also utilize the AMPT model with string melting (version 2.257d) \[55\]. The initial conditions for the AMPT model are also obtained from the HIJING model \[53,55\], which includes minijet partons and excited strings. HIJING uses Monte Carlo Glauber (MC Glauber) model (for a review on the Glauber model see Ref. \[59\]) to simulate nucleon-nucleon collisions using the Wood-Saxon form for the nuclear density distribution. Each participant nucleon becomes an excited string while each binary nucleon-nucleon collision results in minijet production and further excitation of the participant nucleon-strings. In the current version of the AMPT (with string melting) model, hadrons are produced via string fragmentation of the initial minijets and excited strings which are calculated in HIJING from the wounded nucleons and binary collisions, respectively. These hadrons are then converted to their valence quarks and anti-quarks. The space-time evolution of the produced partons is then governed by a parton cascade model ZPC \[60\] in which only two-parton elastic scattering processes are considered. In the ZPC model, the approximated differential cross sections for parton-parton scattering (\(\sigma\)) depend on the value of strong coupling constant \(\alpha_s\) as well as the screening mass (\(\mu\)) of the partons in the medium. In our current study at the LHC energy we use two different values for the partonic cross sections \(\sigma = 1.5\) mb following Ref. \[61\]. For the other case, we keep all other input parameters fixed and use a much larger value \(\sigma = 20\) mb. At the end of partonic evolution, partons are converted to hadrons through a parton coalescence mechanism. The subsequent hadronic evolution in the AMPT model is carried out through A Relativistic Transport (ART) model \[62\]. Other input parameters used in the present version of the AMPT model for Pb+Pb collisions at \(\sqrt{s_{NN}} = 2.76\) TeV are the strong coupling constant \(\alpha_s=0.33\), and the parameter \(a(0.9), b(0.5\text{ GeV}^2)\) used in the Lund string fragmentation model (more details about these parameters can be found in Ref. \[61\]). In the current study, about ten thousands of Pb+Pb collision events have been performed for each collision centrality bin.

III. LONGITUDINAL CORRELATIONS OF ANISOTROPIC FLOWS

Using a (3+1)-D ideal hydrodynamical model and the AMPT model as briefly described in the above section, we can proceed to study correlations of anisotropic flows (of the same harmonic order) at different rapidities for Pb+Pb collisions at the LHC. For this purpose, we divide the pseudo-rapidity coverage of \(\eta \in (-5.5, 5.5)\) into 11 equal rapidity bins (each has 1 unit of pseudo-rapidity bin size). We will use the central pseudo-rapidity value to denote each pseudo-rapidity bin. We will study the correlation between two different pseudo-rapidity bins which we generally label as \(A\) and \(B\) (\(\eta_A \neq \eta_B\)). The correlation function between two rapidity bins \(A\) and \(B\) is defined as,

\[
C_n(A, B) = \frac{\langle Q_n(A) \cdot Q_n^*(B) \rangle}{\sqrt{\langle Q_n^2(A) \rangle} \sqrt{\langle Q_n^2(B) \rangle}},
\]

where the angular brackets denote the real part of the average over many events. The vector \(Q_n\) for the \(n\)-th order anisotropic flow in a given pseudo-rapidity bin is defined as,

\[
Q_n \equiv Q_n e^{i n \Phi_n} = \frac{1}{N} \sum_{j=1}^{N} e^{i n \phi_j},
\]

where \(\phi_j = \arctan(p_{nj}/p_{xj})\) is the azimuthal angle of the \(j\)-th particle’s transverse momentum.

In terms of the magnitudes \(Q_n\) and the orientation angles \(\Phi_n\) of the flow vectors, the above correlation function becomes

\[
C_n(A, B) = \frac{\langle Q_n(A) Q_n(B) e^{i n [\Phi_n(A) - \Phi_n(B)]} \rangle}{\sqrt{\langle Q_n^2(A) \rangle} \sqrt{\langle Q_n^2(B) \rangle}}.
\]

It is clear that when the multiplicity is infinite, or in the continuum limit of hydrodynamic simulations, the above summation becomes an integration over the phase space of each pseudo-rapidity bin. Then the \(Q_n\) vector will be identical to the flow vector \(v_n\), \(Q_n = v_n\).

For simplicity, we will choose \(A\) and \(B\) rapidity bins in our calculations to be symmetrically located with respect to the mid-rapidity, i.e., \(\eta_A = -\eta_B = \eta\). The above correlation function may be simply denoted as,

\[
C_n(\Delta \eta) = C_n(|\eta_A - \eta_B|) = C_n(\eta_A, \eta_B) = C_n(A, B).
\]

For example, \(C_n(\Delta \eta = 4)\) represents the correlation between pseudo-rapidity bins \(A\) and \(B\) with \(\eta_A \in (-2.5, -1.5)\) and \(\eta_B \in (1.5, 2.5)\). It is obvious that the above correlation function becomes unity if hadron spectra in rapidity bins \(A\) and \(B\) are identical in each event, for example in the case of boost invariance. But in the presence of longitudinal fluctuations, it will deviate from unity. In this paper we will explore such deviation or decorrelation due to initial-state fluctuations in the longitudinal direction, its dependence on the pseudo-rapidity gap and its sensitivity to transport dynamics of the partonic matter.

A. Longitudinal correlations from hydrodynamic simulations

We first examine the longitudinal fluctuations and correlations of anisotropic flows from the (3+1)-D ideal hydrodynamic model calculations. In Fig. 1 we show the
correlation functions $C_2(\Delta \eta)$ (upper panel) and $C_3(\Delta \eta)$ (lower panel) for three different centrality bins (squares for 20-25%, triangles for 5-10%, and circles for 0-5%) of Pb+Pb collisions at $\sqrt{S_{NN}}=2.76$ TeV from ideal hydrodynamic model simulations.

From Fig. 1 we can also see that the correlation function $C_2$ of the second-order anisotropic flow or elliptic flow shows a strong centrality dependence. The correlation is stronger in semi-central collisions than that in central collisions. In contrast, the correlation function $C_3$ of the third-order anisotropic flow or triangular flow is independent of centrality. The zero centrality dependence of $C_3$ may be understood from the fact that the triangular flow $v_3$ arises purely from initial-state fluctuations which is almost independent of collision geometry. The elliptic flow $v_2$ in the most central heavy-ion collisions is also purely driven by fluctuations in the initial energy density distribution. This explains why the magnitudes of $C_3$ are similar to those of $C_2$ in the most 0-5% central collisions since both elliptic flow in the most central collisions and triangular flow originate from fluctuations in the initial states. In semi-central collisions, the system develops large elliptic flow $v_2$ due to the collision geometry, which leads to stronger longitudinal correlations of the elliptic flow (larger $C_2$) than in the most central collisions.

B. Longitudinal correlations from AMPT simulations

As we have illustrated in the ideal hydrodynamic model simulations, the decorrelation of anisotropic flows of final-state hadrons with large pseudo-rapidity gaps arises from the longitudinal fluctuations in the initial energy density distribution through hydrodynamic evolution. One can in principle investigate the sensitivity of this decorrelation to the transport properties of the dense medium by introducing viscous corrections to the ideal hydrodynamical model. Before such a (3+1)-D viscous hydrodynamical model with full fluctuating initial conditions becomes available, we employ the AMPT model for this purpose in this study that uses the same initial conditions as that in the ideal hydrodynamic model simulations.

One difference between the hydrodynamic model calculations and the AMPT model simulations is that each AMPT Monte Carlo event has finite hadron multiplicity which will lead to additional statistical fluctuations. We will follow the common practice and use a sub-event method to correct the correlations for the effect due to finite multiplicity [44, 46, 47]. To adopt the sub-event method for the calculation of longitudinal correlations with a large pseudo-rapidity gap, we further randomly divide hadrons in each of the two pseudo-rapidity bins (A or B) into two groups or sub-events with equal multiplicity. Thus there are total four sub-events which can be labeled as $(A_1, A_2)$ and $(B_1, B_2)$ in each event. To correct for the effect of finite hadron multiplicity in the AMPT simulations, we construct the following correlation function between two pseudo-rapidity bins A and B:

$$C_n(A, B) = \frac{1}{4} \sum_{i,j=1,2} \frac{(Q_n(A_i) \cdot Q_n^*(B_j))}{\sqrt{(Q_n(A_1) \cdot Q_n^*(A_2)) \sqrt{(Q_n(B_1) \cdot Q_n^*(B_2))}}} \tag{8}$$
FIG. 2: (Color online) The same as Fig. 1 except from the AMPT model simulations with a partonic cross section $\sigma = 20$ mb.

In Fig. 2, we show the longitudinal correlation functions $C_2(\Delta \eta)$ (upper panel) and $C_3(\Delta \eta)$ (lower panel) from the AMPT model simulations of Pb+Pb collisions at the LHC. The parton cross section is taken to be $\sigma = 20$ mb. Again, the results for three different collision centralities for both $C_2$ and $C_3$ are compared (squares for 20-25%, triangles for 5-10%, and circles for 0-5% centrality). One can see that results from the AMPT model are generally similar to the results from the ideal hydrodynamic model simulations as shown in Fig. 1.

Correlations between anisotropic flows at different pseudo-rapidities decrease with increasing pseudo-rapidity gaps. Strong centrality dependence is observed for $C_2$ but not for $C_3$, and the magnitudes of $C_3$ are close to that of $C_2$ in the most 0-5% central collisions. We have also checked that results for $\sigma = 1.5$ mb show similar properties.

As we have mentioned, the above correlation functions between two different rapidity bins in Eq. (8) is constructed to minimize the effect of finite multiplicity in the AMPT Monte Carlo simulations. To check the effectiveness of such a sub-event method to minimize the effect of finite multiplicity, we calculate the correlation functions again from the same simulations but with only 70% of randomly selected charged particles in each event and compare to the results using all charged particles as shown in Fig. 3, where circles/triangles are for $C_2$ and squares/rhombus for $C_3$. We can see that the results for different multiplicities agree quite well within statistical errors for both $C_2$ and $C_3$. This indicates that the correlation functions calculated with the sub-event method contain little contributions from statistical fluctuations due to finite multiplicity in each event.

In the sub-event method that we use to calculate the correlation functions, the two sub-events ($A_1$ and $A_2$, or $B_1$ and $B_2$) in the same rapidity bin might introduce some non-flow contributions (such as resonance decays) to the calculated correlation functions. To investigate the effect of non-flow contributions, we calculate the correlation functions $C_n(\Delta \eta)$ for three different selections of final hadrons: all charge hadrons (circles), all charged pions (squares), and pions with the same signs of charge (triangles), i.e., $(\pi^+, \pi^+)$ and $(\pi^-, \pi^-)$ as shown in Fig. 4 for $C_2$ (upper panel) and $C_3$ (lower panel). We can see that the longitudinal correlations of anisotropic flows in all the three different cases agree with

where $Q_n(A_i)$ and $Q_n(B_i)$ are the $Q_n$ vectors for $A_i$ and $B_i$ sub-event.
FIG. 4: (Color online) Correlation functions $C_2(\Delta \eta)$ (upper panel) and $C_3(\Delta \eta)$ (lower panel) calculated with all charged hadrons (circles), all charged pions (squares) and pions with the same signs of charge (triangles) in 20-25% Pb+Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV from the AMPT model simulations with a parton cross section $\sigma = 20$ mb. Each other within the statistical errors, suggesting that there are negligible non-flow effects such as that from resonance decays in the longitudinal correlations that we study here. There are still possible non-flow contributions from mini-jets. These non-flow effects from mini-jets, however, contribute to only about 2% to the overall dihadron correlations [25]. One therefore expects similar small contributions to the anisotropic flow correlations.

FIG. 5: (Color online) The correlation function $C_2(\Delta \eta)$ from ideal hydrodynamic (squares) and the AMPT model simulations of 0-5% (upper panel), 5-10% (middle panel) and 20-25% (lower panel) central Pb+Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV with two different values of the parton cross section $\sigma = 1.5$ mb (circles) 20 mb (triangles).
C. Dependence on the evolution dynamics

As we have seen in the last two subsections, both the ideal hydrodynamical and the AMPT model give similar longitudinal correlations ($C_2$ and $C_3$) and their dependence on the pseudo-rapidity gaps and collision centrality. To explore their sensitivities to the evolution dynamics, we compare in this subsection the AMPT model results with different values of parton cross sections and the results from the ideal hydrodynamic model simulations, which corresponds to the strong coupling limit of a transport model. Without a viscous (3+1)-D hydrodynamical model with full fluctuating initial conditions (in both transverse and longitudinal direction) at hand now, the variation with the parton cross section in this study will provide some hints on the effect of shear viscosity on the longitudinal correlations.

Shown in Figs. 5 and 6 are the correlation functions $C_2(\Delta \eta)$ and $C_3(\Delta \eta)$ from the AMPT model simulations of Pb+Pb collisions at the LHC with two different values of parton cross sections $\sigma = 1.5$ mb (circles) and 20 mb (triangles) for centrality class 0-5% (upper panels), 5-10% (middle panels) and 20-25% (lower panels). It is clear that a larger parton cross section or a stronger interaction strength in the AMPT model tends to increase the longitudinal correlations as it also increases the collectivity of the system. Since the effective shear viscosity to entropy density ratio in the AMPT model is inversely proportional to the parton cross section, the AMPT model results also indicate a possible dependence of the final-state longitudinal correlations on the shear viscosity to entropy ratio of the partonic matter. An increased parton cross section also increases the final hadron multiplicity in the AMPT model. However, this increased multiplicity from the same initial energy density distributions should not affect the normalized correlations $C_n(\Delta \eta)$. A variation in the parton cross section in the AMPT model, however, also leads to a change in the effective EoS of the partonic matter, which could influence the strength of the longitudinal correlations.

We also compare the AMPT results with the ideal hydrodynamic model calculations of the longitudinal correlations (squares) in Figs. 5 and 6, which are between the AMPT results with two different values of the parton cross section. This is a little counter-intuitive since one would generally expect that the ideal hydrodynamical model should be the strong coupling limit when parton cross section is infinitely large. Such an intuitive expectation, however, is complicated by many other differences between the AMPT model and the ideal hydrodynamical model we use. For example, the EoS of the partonic matter in the AMPT model should be different from what we use in the ideal hydrodynamical model [63]. Although we have the same initial conditions for both the hydrodynamical and the AMPT model, a Gaussian smearing is used to obtain the initial energy density distribution for the later hydrodynamic evolution. In addition, the ideal hydrodynamical model and the AMPT model produce
different values of anisotropic flows $v_n$. These and other differences might be responsible for the deviation from the naive expectation on the comparisons between the AMPT and the ideal hydrodynamic model results. The use of viscous (3+1)-D hydrodynamical models in the future would be able to clarify this question and show the effect of shear viscosity on the longitudinal correlations.

Since the final-state correlations between anisotropic flows at different pseudo-rapidities as shown in the above depend on the evolution dynamics of the partonic matter, it is thus interesting to investigate whether they are also influenced by the hadronic interaction in the late stage of the fireball evolution. For this purpose, we vary the hadronic evolution time in the AMPT model while keeping all other conditions fixed. Shown in Fig. 7 are the longitudinal correlations $C_2(\Delta \eta)$ (upper panel) and $C_3(\Delta \eta)$ (lower panel) from the AMPT model simulations of 20-25% central Pb+Pb collisions at the LHC with a partonic cross section $\sigma = 1.5 \text{ mb}$ at different evolution time $t = 30, 20, \text{ and } 10 \text{ fm}$, when the hadronic phase dominates in the interacting matter. We can see that the correlation functions remain unchanged for different hadronic evolution time, indicating that the long-range longitudinal correlations have already been built up during the partonic phase.

D. Twist versus fluctuations

In a recent study within the AMPT model [51] the longitudinal distribution of event plane angles are found to have a systematic twist or rotation between forward and backward directions. Such a twist in the AMPT model is caused by different contributions to the initial particle production from projectile and target participant nucleons and the difference in the initial participant angles in the forward and backward rapidity regions [64]. It should also be partially responsible for the long-range longitudinal decorrelations observed in this study. The twist in each event can be characterized by the twist angle or the flow angle difference $\Delta \Phi_n^{FB} = \Phi_n(F) - \Phi_n(B)$ in the forward and backward pseudo-rapidity regions. Here, $F$ $(B)$ represents the last (first) of the 11 pseudo-rapidity bins in the interval $\eta \in (-5.5, 5.5)$ in this study. Shown in the Fig. 8 are the event distributions in the twist angles $|\Delta \Phi_n^{FB}|$ from our hydrodynamic simulations of Pb+Pb collisions with different centralities at the LHC. With initial conditions from the AMPT(HIJING) model, the distributions in the twist angle are quite broad. They should lead to a systematic decorrelation of the anisotropic flows along the longitudinal direction (pseudo-rapidity). The distributions in the twist angle of the third harmonics are independent of the centrality, reflecting the fluctuating nature of the triangular flow. The distributions in $|\Delta \Phi_n^{FB}|$, however, become narrower in more peripheral collisions because the elliptic flow is mainly driven by the geometrical shape of the overlap region of initial particle production. This is partially responsible for the centrality dependence of the longitudinal correlation of the elliptic flow as shown in Fig. 1.

To separate any additional long-range decorrelation of anisotropic flows on top of the twist, one can impose restrictions on the twist angles. For small twist angles $\Delta \Phi_n^{FB}$, one expects additional long-range decorrelation on top of that caused by the twist. Shown in Figs. 9 and 10 are the longitudinal correlation functions $C_n(\Delta \eta)$ $(n = 2, 3)$ for different twist angles $|\Delta \Phi_n^{FB}|$ from hydrodynamic simulations of 0-5% (upper panel) and 20-25% (lower panel) central Pb+Pb collisions at $\sqrt{s_{NN}} = 2.76 \text{ TeV}$. For large values of the twist angle $|\Delta \Phi_n^{FB}|$ of the $n$-th harmonics, the longitudinal correlation functions $C_n(\Delta \eta)$ are significantly smaller than 1, especially for $n > 2$.
FIG. 8: (Color online) Event distributions in the twist angles |\(\Delta \Phi_{FB}^2\)| (upper panel) and |\(\Delta \Phi_{FB}^3\)| (lower panel) from hydrodynamic simulations of Pb+Pb collisions at \(\sqrt{s_{NN}} = 2.76\) TeV with different centralities.

FIG. 9: (Color online) Correlation functions \(C_n(\Delta \eta)\) for different twist angles \(\Delta \Phi_{FB}^n\) from hydrodynamic simulations of 0-5% (top) and 20-25% central Pb+Pb collisions at \(\sqrt{s_{NN}} = 2.76\) TeV.

large pseudo-rapidity gaps. They should approach the limit,

\[
C_n^{FB} = \frac{\langle v_{n}^{F} v_{n}^{B} \rangle}{\sqrt{\langle v_{n}^{F 2} \rangle \langle v_{n}^{B 2} \rangle}} \cos(n \Delta \Phi_{FB}^n) \tag{9}
\]

when the two pseudo-rapidity bins are close to the most forward and backward regions, where \(v_{n}^{F,B}\) are the amplitudes of the anisotropic flows in the forward and backward regions. This limit even becomes negative for |\(\Delta \Phi_{FB}^n\)| ≥ \(\pi/2n\) as we see in our hydrodynamic simulations. Note that the above forward-backward correlation of elliptic flows was also proposed to separate the non-flow effect from jet production \([65, 66]\). The effect of the initial twist will make such separation difficult.

As the values of the twist angle become close to zero, the longitudinal correlation functions approach to the limiting functions which can be attributed to pure longitudinal fluctuations. The limiting longitudinal correlations have a similar form for both elliptic and triangular flow. The magnitude of the limiting correlation functions for the elliptic flow depends on the centrality of the collisions, similar to the case without restrictions on the twist angle. It increases for non-central events because of larger geometrically driven elliptic flow. The magnitude of the limiting longitudinal correlation function for \(C_3(\Delta \eta)\) is, however, independent of the centrality since the triangular flow is driven by pure transverse fluctuations in all centralities. We have also calculated \(C_3(\Delta \eta)\) for events with different twist angles of the second harmonics \(|\Delta \Phi_{FB}^2|\) and \(C_2(\Delta \eta)\) for different values of \(|\Delta \Phi_{FB}^3|\). These correlations functions do not depend on the twist angles, since the triangular flow is driven purely by the transverse fluctuations and uncorrelated to the elliptic flow.

Since the last bin of the pseudo-rapidity gap coincides with our defined forward-backward gap, the values of the limiting longitudinal correlation functions reflect the correlation of the amplitudes of the anisotropic flows in the forward and backward region,

\[
c_n^{FB} = \frac{\langle v_{n}^{F} v_{n}^{B} \rangle}{\sqrt{\langle v_{n}^{F 2} \rangle \langle v_{n}^{B 2} \rangle}} \tag{10}
\]

As we see from Figs. 9 and 10, the above correlations of amplitudes of the anisotropic flows is about \(v_n^{FB} \approx 0.9\) for purely fluctuation-driven triangular flow and elliptic
IV. SUMMARY AND DISCUSSIONS

We have studied the longitudinal fluctuations in the initial states of heavy-ion collisions and their effects in the final-state long-range longitudinal correlations. In particular, we have calculated the correlations between anisotropic flows at different pseudo-rapidities in Pb+Pb collisions at the LHC from (3+1)-D ideal relativistic hydrodynamic and the AMPT model simulations. For both the hydrodynamic and the AMPT model calculations, we use identical initial conditions from HIJING simulations which include both transverse and longitudinal fluctuations.

The anisotropic flows at different pseudo-rapidities are found to become partially decorrelated due to longitudinal fluctuations in the initial energy density distribution. The degree of such decorrelations increases when the pseudo-rapidity gap becomes larger. The correlations for the second-order anisotropic flows are found to depend on the centrality of the collisions, becoming stronger in semi-central collisions than in the most central collisions, due to the geometry-driven elliptic flow in semi-central collisions. The correlations for the third-order anisotropic flow are almost independent of centrality because the triangular flow is purely driven by initial-state fluctuations.

By restricting the difference in flow angles in the most forward and backward pseudo-rapidity regions or the twist angles, we have further shown the longitudinal decorrelation in anisotropic flows are caused by longitudinal fluctuations with a twist structure as well as additional random fluctuations on top of a twist.

Within the AMPT model, we found that the longitudinal correlations depend on the interaction strength of the partonic matter, but not on the hadronic evolution. These results point to the possibility that the longitudinal fluctuations and correlations may be utilized to probe the transport properties, such as the shear viscosity to entropy density ratio, of the hot and dense partonic matter created in heavy-ion collisions.

The observed decorrelation of anisotropic flows at different pseudo-rapidities can also provide one explanation for the difference between the elliptic flows calculated from (2+1)-D and (3+1)-D hydrodynamical models with fluctuating initial conditions [48]. In these calculations, one determines the event-plane angle $\Psi_{EP}^n$ from the hadron spectrum in the forward and backward pseudo-rapidity regions. The anisotropic flow coefficients for hadrons in the central pseudo-rapidity region are then calculated with respect to the event-plane angle in each event. In the (3+1)-D hydrodynamic calculations with both transverse and longitudinal fluctuations, the event-plane angles in the central and forward/backward region are different due to the longitudinal fluctuations. The resulting elliptic flow should be smaller than in the case of (2+1)-D hydrodynamic simulations with no longitudinal fluctuations. It is therefore important to take into account of the longitudinal fluctuations for a more accurate extraction of the shear viscosity to entropy density ratio from comparisons of the experimental data and full (3+1)-D viscous hydrodynamic simulations.

Future investigations can also include the use of different models for the initial condition to study the effect of different longitudinal fluctuation profiles, and the use of (3+1)-D viscous hydrodynamical models to study the effect of shear viscosity on final-state longitudinal correlations. One can also study the longitudinal correlations of anisotropic flows in small systems in p+p and p+A collisions. These studies will be helpful for a more comprehensive understanding of initial-state fluctuations and for more precise determination of the transport properties of the produced fireball in ultra-relativistic nucleus-nucleus collisions.
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