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Abstract
The classical mixture of linear experts (MoE) model is one of the widespread statistical frameworks for modeling, classification, and clustering of data. Built on the normality assumption of the error terms for mathematical and computational convenience, the classical MoE model has two challenges: 1) it is sensitive to atypical observations and outliers, and 2) it might produce misleading inferential results for censored data. The paper is then aimed to resolve these two challenges, simultaneously, by proposing a novel robust MoE model for model-based clustering and discriminant censored data with the scale-mixture of normal class of distributions for the unobserved error terms. Based on this novel model, we develop an analytical expectation-maximization (EM) type algorithm to obtain the maximum likelihood parameter estimates. Simulation studies are carried out to examine the performance, effectiveness, and robustness of the proposed methodology. Finally, real data is used to illustrate the superiority of the new model.
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1. Introduction

The issue of model-based clustering has recently received considerable attention in statistics with applications in medical sciences, public health and engineering as shown in Feigelson and Babu (2012); Wang et al. (2019); Shafiei et al. (2020). The grouping structure identification in the data usually provides informative results for solving real-world problems. One of the most acknowledged statistical tools for model-based clustering is the finite mixture (FM) model. The FM model, initially introduced by Redner and Walker (1984), is a convex linear combination of the probability density functions (pdf) given by

\[ f(y; \Theta) = \sum_{j=1}^{G} \pi_j g(y; \theta_j). \]

where \( G \) is the total number of clusters, \( \pi_j \)'s are the mixing proportions subjected to \( \sum_{j=1}^{G} \pi_j = 1 \), \( g(\cdot; \theta_j) \) is the associated pdf of the \( j \)th underlying mixing component parametrized by \( \theta_j \), and \( \Theta = (\theta_1, \ldots, \theta_G, \pi_1, \ldots, \pi_{G-1}) \). The mixing proportion is, in fact, \( \pi_j = Pr(Z^* = j) \) where the hidden categorical random variable \( Z^* \) indicates from which component each observation is arisen. Upon the normality and/or non-normality assumptions for the mixing components, various FM models have recently been introduced for modeling heterogeneous data. They have widely been employed in scientific studies such as genetics, image processing, medicine, economics and astronomy, for example in Wang et al. (2018); Punzo et al. (2018); Sugasawa et al. (2018); Naderi et al. (2017a, 2019); Tomarchio and Punzo (2019); Morris et al. (2019) to name a few recently published papers.

In the context of regression analysis, the FM models are also found appealing applications to investigate the relationship between the random phenomena under study arisen from various unknown latent homogeneous groups.
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Specifically, the FM regression model relies on the assumption that the pdf of underlying distribution is

$$f(y; \Theta) = \sum_{j=1}^{G} \pi_j g(y - x^\top \beta_j; \theta_j),$$

where $$x = (1, x_1, \ldots, x_{p-1})^\top \in \mathbb{R}^p$$ is the vector of $$p$$ explanatory variables corresponding to response $$y$$, and $$\beta_j = (\beta_{j0}, \ldots, \beta_{j,p-1})^\top$$, denotes the regression coefficients of the $$j$$th component. In this regard, Liu and Lin (2014) proposed the skew-normal mixture regression model by considering the pdf of skew-normal distribution as the mixing component and applied it to the physiological data to illustrate its utility. Hu et al. (2017) introduced FM regression model by assuming that the components have log-concave error densities and developed two EM-type algorithms to obtain the maximum likelihood (ML) parameter estimates. Lamont et al. (2016) also investigated the effect of modeling covariance between independent variables and latent classes on the fitting/clustering results.

Built up from this FM regression model, the MoE model (Jacobs et al., 1991) is perhaps one of the most acknowledged approaches in the statistics and machine learning fields. Although the MoE and FM regression models share similar structure, they differ in many aspects. In formulation of the MoE model, it is assumed that both mixing proportions and component densities conditionally depend on some input covariates. More precisely, let $$Y \in \mathbb{R}$$ be the response variable, $$x \in \mathbb{R}^p$$ and $$r = (1, r_1, \ldots, r_{q-1})^\top \in \mathbb{R}^q$$ are the vector of explanatory and covariate values corresponding to $$Y$$. Instead of considering constant mixing component in FM regression model, the MoE model assumes that $$\pi_j$$ to be modeled as a function (generally logistic or softmax function) of input $$r$$, known as a gating function. For instance, the pdf of the normal-based MoE (MoE-N) is

$$f(y; \Theta) = \sum_{j=1}^{G} \pi_j(r; \tau) \phi(y; x^\top \beta_j, \sigma_j^2),$$

where $$\phi(\cdot; \mu, \sigma^2)$$ is the pdf of normal distribution with the location and scale parameters $$\mu$$ and $$\sigma^2$$, $$N(\mu, \sigma^2)$$, for gating parameters $$\tau = (\tau_1^\top, \ldots, \tau_{G-1}^\top)$$ with $$\tau_j = (\tau_{j0}, \ldots, \tau_{j(p-1)})^\top$$,

$$\pi_j(r; \tau) = Pr(Z^\top r = j|r) = \frac{\exp[\tau_j^\top r]}{1 + \sum_{l=1}^{G-1} \exp[\tau_l^\top r]},$$

and for $$\theta_j = (\beta_j, \sigma_j^2)$$, the model parameters set is $$\Theta = (\theta_1, \ldots, \theta_G, \tau)$$. It should be emphasized that $$x$$ and $$r$$ can be exactly or partially identical. Since the introduction of the MoE-N model, considerable amount of contributions have been produced to overcome its potential deficiency in analyzing skew and heavy-tail distributed data. See for instance the works by Nguyen and McLachlan (2016), Chamroukhil (2016) on proposing the Laplace, Student-$$t$$ and skew-$$t$$ MoE models, respectively.

In many practical situations, such as economic and clinical studies, medical research and epidemiological cancer studies, the data are collected under some imposed detection limits. It might lead to incomplete data with different types of interval, left and/or right-censored responses. In this regard, censored regression model with the normality assumption for the error terms, known as Tobit model, was constructed by Tobin (1958). Since then, the extensions of Tobit model have been introduced by researchers to draw robust inference from censored data. For instance, using the scale-mixture of normal (SMN) class of distributions for the error terms, Garay et al. (2016, 2017) presented the nonlinear and linear censored regression models to overcome the problem of atypical observations in the data. Mattos et al. (2018) also proposed censored linear regression model with the scale-mixture of skew-normal class of distributions to accommodate asymmetrically distributed censored datasets. Moreover, mixture of censored regression models based on the Student-$$t$$ model and on the SMN class of distributions were proposed by Lachos et al. (2019); Zeller et al. (2018) as a flexible approach for modeling multimodal censored data with fat tails.

Extending the proven proficiency of the MoE model in statistical applications, the main objective of the current paper is to propose a MoE model based on the SMN class of distributions for censored data, hereafter referred as “MoE-SMN-CR model”. Due to the computational complexity, we develop an innovative EM-type algorithm to obtain the ML parameter estimates. The associated variance-covariance matrix of the ML estimators is also approximated.
by an information-based approach. To illustrate the computational aspects and practical performance of the proposed methodology, a real data analysis and several simulation studies are presented.

The remainder of the paper is organized as follows. Section 2 briefly reviews the SMN class of distributions. Model formulation and parameter estimation procedure of the MoE-SMN-CR model are presented in Section 3. Four simulation studies are conducted in Section 4 to check the asymptotic properties of the ML estimates as well as to investigate the performance of the proposed model. The applicability of the proposed method is illustrated in Section 5 by analyzing wage-rates dataset. Finally, we conclude the paper with a discussion and suggestions for future work in Section 6.

2. An overview on the scale-mixture of normal class of distributions

A random variable Y follows an scale-mixture of normal (SMN) distribution, denoted by $\text{SMN}(\mu, \sigma^2, \nu)$, if it is generated by

$$Y = \mu + U^{-1/2}V, \quad V \perp U,$$

where $V \sim N(0, \sigma^2)$, $U$ (scale mixture factor) is a positive random variable with the cumulative distribution function (cdf) $H(\cdot; \nu)$, and the symbol $\perp$ indicates independence. Referring to (3), the hierarchical representation of the SMN class of distributions can be written as

$$Y|U = u \sim N(\mu, u^{-1}\sigma^2), \quad U \sim H(u; \nu),$$

accordingly, the pdf of the random variable Y is obtained as

$$f_{\text{SMN}}(y; \mu, \sigma^2, \nu) = \int_0^\infty \phi(y; \mu, u^{-1}\sigma^2) \, dH(u; \nu), \quad y \in \mathbb{R}.$$ 

In what follows, $f_{\text{SMN}}(\cdot; \nu)$ and $F_{\text{SMN}}(\cdot; \nu)$ will be used to denote the pdf and cdf of the standard SMN distribution ($\mu = 0, \sigma^2 = 1$). With different specifications of the distribution of $U$, many special cases of the general SMN class of distributions can be obtained. We focus on a few commonly used examples of the SMN class of distributions in this paper:

- **Normal (N) distribution**: The SMN class of distributions contains the normal model as $U = 1$ with probability one.
- **Student-\(t\) (T) distribution**: If $U \sim \text{Gamma}(\nu/2, \nu/2)$, where $\text{Gamma}(\alpha, \beta)$ represents the gamma distribution with shape and scale parameters $\alpha$ and $\beta$, respectively, the random variable $Y$ then follows the Student-\(t\) distribution, $Y \sim \mathcal{T}(\mu, \sigma^2, \nu)$. For $\nu = 1$ the Student-\(t\) distribution turns into the Cauchy distribution which has no defined mean and variance.
- **Slash (SL) distribution**: Let $U$ in (3) follows $\text{Beta}(\nu, 1)$, where $\text{Beta}(a, b)$ signifies the beta distribution with parameter $a$ and $b$. Then, $Y$ distributed as a slash model, denoted by $Y \sim SL(\mu, \sigma^2, \nu)$, with pdf

$$f_{\text{SL}}(y; \mu, \sigma^2, \nu) = \nu \int_0^1 u^{\nu-1} \phi(y; \mu, u^{-1}\sigma^2) \, du, \quad y \in \mathbb{R}.$$ 

- **Contaminated-normal (CN) distribution**: Let $U$ be a discrete random variable with pdf

$$h(u; \nu, \gamma) = \nu \mathbb{I}_A(u) + (1 - \nu) \mathbb{I}_B(u), \quad \nu, \gamma \in (0, 1),$$

where $\mathbb{I}_A(\cdot)$ represents the indicator function of the set $A$. The random variable $Y$ in (3) then follows the contaminated-normal distribution, $Y \sim \text{CN}(\mu, \sigma^2, \nu, \gamma)$, which has the pdf

$$f_{\text{CN}}(y; \mu, \sigma^2, \nu, \gamma) = \nu \phi(y; \mu, \gamma^{-1}\sigma^2) + (1 - \nu)\phi(y; \mu, \sigma^2), \quad y \in \mathbb{R}.$$ 

Note that in the pdf of CN distribution, the parameter $\nu$ denotes the proportion of outliers (bad points) and $\gamma$ is the contamination factor.
More technical details and information of the SMN distribution family, used for the calculation of some conditional expectations involved in the proposed EM-type algorithm, are provided in the Appendix A with proof in Garay et al. (2017). We will refer to the MoE model of censored data based on the special cases of the SMN class of distributions as MoE-N-CR, MoE-T-CR, MoE-SL-CR and MoE-CN-CR for the normal, Student-t, slash and contaminated-normal cases, respectively.

3. The scale-mixture of normal censored mixture of linear experts model

3.1. Model specification

Extending the classical MoE model with normal distribution in model (1), we consider the expert components formulated by the SMN class of distributions. Therefore, the resulting pdf, in which the polynomial regression and multinomial logistic model are used for the components and mixing proportions, can be defined as

\[ f(y_i; \Theta) = \sum_{j=1}^{G} \pi_j(f(r_i; \tau)f_{\text{smn}}(y_i; x_i^T \beta_j, \sigma_j^2, \nu_j)), \quad i = 1, \ldots, n, \]  

where \( Y = (Y_1, \ldots, Y_n)^T \) is the vector of response variables, \( x_i \) and \( r_i \) are the vector of explanatory and covariate variables corresponding to \( Y_i, \pi_j(\cdot; \tau) \) is defined in (2), and for \( \theta_j = (\beta_j, \sigma_j^2, \nu_j) \) the model parameters is \( \Theta = (\theta_1, \ldots, \theta_G, \tau) \).

In the MoE-SMN-CR model, we assume that the response variables are partially observed. In other word, we suppose some of the response variables are suffering from a type of censoring, that could be interval-, left- or right-censoring. Thus, let the available response variable \( Y_i \) be presented as the joint variables \( (W_i, \rho_i) \) where \( W_i \) represents the uncensored reading \( (W_i = Y_{oi}) \) or interval-censoring \( (W_i = (C_{ili}, C_{ili})) \) and \( \rho_i \) is the censoring indicator: \( \rho_i = 1 \) if \( C_{ili} \leq Y_i \leq C_{ili} \) and \( \rho_i = 0 \) if \( Y_i = Y_{oi} \). Note that in this setting if \( C_{ili} = -\infty \) (or \( C_{ili} = +\infty \) the left-censoring (or right-censoring) is occurred and in the case \( -\infty < C_{ili} < C_{ili} < +\infty \) the interval-censored realization is observed. We establish our methodology based on the interval-censoring scheme, however, the left/right-censoring schemes are also investigated in the simulation and real-data analyses.

The aforementioned setting leads to divide \( Y \) to the sets of observed responses and censored cases. Hence, \( Y \) can be viewed as the latent variable since it is partially unobserved. Under these assumptions, the log-likelihood function of the MoE-SMN-CR model can be written as

\[ \ell(\Theta|W, \rho) = \sum_{i=1}^{n} \log \sum_{j=1}^{G} \pi_j(f(r_i; \tau) \left[ \sigma_j^{-1} f_{\text{smn}} \left( \frac{w_i - x_i^T \beta_j}{\sigma_j}; \nu_j \right) \right]^{1-\rho_i} \left[ F_{\text{smn}} \left( \frac{c_{ili} - x_i^T \beta_j}{\sigma_j}; \nu_j \right) - F_{\text{smn}} \left( -\frac{c_{ili} - x_i^T \beta_j}{\sigma_j}; \nu_j \right) \right]^{\rho_i}, \]  

where \( W = (w_1, \ldots, w_n)^T \) and \( \rho = (\rho_1, \ldots, \rho_n)^T \) denote the realizations of \( W = (W_1, \ldots, W_n)^T \) and \( \rho = (\rho_1, \ldots, \rho_n)^T \), respectively.

Due to complexity of the log-likelihood (6), there is no analytical solution to obtain the ML estimate of parameters and therefore a numerical search algorithm should be developed. With the embedded hierarchical representation (4), an innovative EM-type algorithm is developed to obtain the ML estimate for the MoE-SMN-CR model.

3.2. EM-based maximum likelihood parameter estimation

Starting from (5) and defining the component label vector \( Z_i = (Z_{i1}, \ldots, Z_{id})^T \) in such a way that the binary latent component-indicators \( Z_{ij} = 1 \) if and only if \( Z_i^* = j \), we have

\[ Y_i|Z_{ij} = 1 \sim \text{SMN}(x_i^T \beta_j, \sigma_j^2, \nu_j), \quad i = 1, \ldots, n. \]

Now using (4), the hierarchical representation of the MoE-SMN-CR model is

\[ Y_i|U_i = u_i, Z_{ij} = 1 \sim N(x_i^T \beta_j, u_i^{-1} \sigma_j^2), \]

\[ U_i|Z_{ij} = 1 \sim H(\cdot; \nu_j), \]

\[ Z_i|r_i \sim \mathcal{M}(1; \pi_1(r_i, \tau), \ldots, \pi_G(r_i, \tau)). \]
where $P(1; \cdot)$ denotes the one-trial multinomial distribution. For the realizations $y = (y_1, \ldots, y_n)^T$, $Z = (Z_1^T, \ldots, Z_n^T)^T$ and the latent values $u = (u_1, \ldots, u_n)^T$, the log-likelihood function for $\Theta$ associated with complete data $y_c = (w^T, \rho^T, y^T, u^T, Z^T)^T$, is therefore given by

$$
\ell_c(\Theta|y_c) = c + \sum_{i=1}^{n} \sum_{j=1}^{G} Z_{ij} \left\{ \log \pi_j(r_i; \tau) - \frac{1}{2} \log \sigma_j^2 - \frac{u_j}{2\sigma_j^2}(y_i - x_i^T \beta_j)^2 + \log h(u_i; y_i) \right\},
$$

(7)

where $h(\cdot; \nu)$ is the pdf of $U_i|Z_{ij} = 1$ and $c$ is an additive constant.

We then develop an expectation conditional maximization either (ECME; Liu and Rubin (1994)) algorithm to estimate parameters from the MoE-SMN-CR model. The ECME algorithm is an extension of expectation conditional maximization (ECM; Meng and Rubin (1993)) that not only inherits its stable properties (e.g. monotone convergence and implementation simplicity) but also can be faster than ECM. The iterative ECME algorithm replaces some CM-steps of the ECM with the CML-steps that maximize the corresponding contained log-likelihood function instead. The ECME algorithm for ML estimation of the MoE-SMN-CR model proceeds as follows:

- **Initialization:** Set the number of iteration to $k = 0$ and choose a relative starting point. Due to the multimodal log-likelihood function in the FM and MoE models, the EM-type algorithm for obtaining parameter estimates might not give the global estimates if the initial points depart too far from the real values. Therefore, the choice of initialization process for the EM-based algorithms constitutes an fundamental issue. Nguyen and McLachlan (2016) suggested the starting points for the Laplace MoE model via a modified version of the randomized initial assignment method (McLachlan and Peel (2000)). However, we recommend the following straightforward steps for obtaining the starting points of the MoE-SMN-CR model.

  (i) Partition the sample into $G$ groups using either $K$-means clustering algorithm (Hartigan and Wong (1979)), $k$-medoids (Kaufman and Rousseeuw (1990)) or trim-$k$-means (Cuesta-Albertos et al., 1997) methods.

  (ii) To initialize $\tau^{(0)}$, two strategies can be adopted. As the first and simplest strategy, one can set $\tau^{(0)} = 0$. We note that by using this setting, the MoE model reduces to the FM regression model as a special case. In the second strategy, the information of grouping indices obtained from (i) can be used for initializing $\tau$. Based on the grouping indices, one can fit the generalized linear model to the data and compute $\tau^{(0)}$.

  (iii) By utilizing the grouping indices of (i), the least squares method is applied to the $j$th group to obtain $\beta_j^{(0)}$.

  Moreover, the standard deviation of residuals is used to initialize $\sigma_j^{(0)}$.

  (iv) Since the normal model belongs to the SMN class of distributions, we adapt $\nu_j^{(0)}$ corresponds to an initial assumption near normality. For instance, we set $\nu_j = 20$ in the MoE-T-CR and MoE-SL-CR models.

- **E-Step:** At the iteration $k$, the expected value of the complete-data log-likelihood function (7), known as the Q-function, is

$$
Q(\Theta; \Theta^{(k)}) = \sum_{i=1}^{n} \sum_{j=1}^{G} \frac{1}{2} \log \sigma_j^2 - \frac{1}{2\sigma_j^2} (\bar{y}_j - x_j^T \beta_j)^2 - 2\bar{\nu}_j y_j^T x_j \beta_j + \hat{\nu}_j^T \beta_j,
$$

(8)

where $\frac{1}{2} \log \sigma_j^2 = E(Z_i|w_i, \rho_j, \hat{\theta}_j^{(k)})$, $\bar{y}_j = E(U_i|Y_i w_i, \rho_j, \hat{\theta}_j^{(k)})$, $\bar{\nu}_j = E(U_i|Y_i w_i, \rho_j, \hat{\theta}_j^{(k)})$, $\bar{\nu}_j y_j = E(U_i|Y_i w_i, \rho_j, \hat{\theta}_j^{(k)})$, and $\hat{\nu}_j^T \beta_j = E(\log h(U_i; \nu_j|Y_i w_i, \rho_j, \hat{\theta}_j^{(k)})$. In what follows, we discuss about the computation of conditional expectations for both uncensored and censored cases.

  (i) For the uncensored observations, we have $\rho_j = 0$ and so, $\hat{u}_j^{(k)} = E(U_i|Y_i = y_i, \hat{\theta}_j^{(k)})$, $\bar{\nu}_j^{(k)} = y_i \hat{u}_j^{(k)}$, $\bar{\nu}_j y_j^{(k)} = y_i^2 \hat{u}_j^{(k)}$.

$$
\hat{u}_j^{(k)} = \frac{\pi_j(r_i; \hat{\theta}_j^{(k)}) f_{\text{obs}}(y_i; x_i^T \beta_j^{(k)}, \sigma_j^{(k)}, \nu_j^{(k)}, y_j^{(k)})}{\sum_{i=1}^{n} \pi_j(r_i; \hat{\theta}_j^{(k)}) f_{\text{obs}}(y_i; x_i^T \beta_j^{(k)}, \sigma_j^{(k)}, \nu_j^{(k)}, y_j^{(k)})},
$$

and

$$
\hat{\nu}_j^{(k)} = E(\log h(U_i; \nu_j|Y_i = y_i, \hat{\theta}_j^{(k)})).
(ii) For the censored case which is $\rho_i = 1$, we have
\[
\hat{z}_{ij}^{(k)} = E(Z_i | c_i \leq Y_i \leq c_{i2}, \hat{\theta}_j^{(k)}) = \frac{\pi_j (r_i; \hat{z}_{ij}^{(k)})}{\sum_{j=1}^{G} \pi_j (r_i; \hat{z}_{ij}^{(k)})} \left[ F_{\text{SMN}} \left( \frac{c_{i2} - x_i^T \hat{\beta}_j^{(k)}}{\hat{\sigma}_j^{(k)}}; \hat{\nu}_{ij}^{(k)} \right) - F_{\text{SMN}} \left( \frac{c_{i1} - x_i^T \hat{\beta}_j^{(k)}}{\hat{\sigma}_j^{(k)}}; \hat{\nu}_{ij}^{(k)} \right) \right].
\]
\[
\hat{y}_{ij}^{(k)} = E(U_i | c_i \leq Y_i \leq c_{i2}, \hat{\theta}_j^{(k)}), \quad \hat{w}_{ij}^{(k)} = E(U_i | Y_i | c_i \leq Y_i \leq c_{i2}, \hat{\theta}_j^{(k)}),
\]
\[
\hat{\nu}_{ij}^{(k)} = E(U_i | Y_i | c_i \leq Y_i \leq c_{i2}, \hat{\theta}_j^{(k)}). \quad \hat{Y}_{ij}^{(k)} = E(\log h(U_i; \nu_j) | c_i \leq Y_i \leq c_{i2}, \hat{\theta}_j^{(k)}).
\]

Following Garay et al. (2017), the closed form of the conditional expectations for the particular cases of the SMN class of distributions are provided in Appendix A.

- **CM-step 1**: The $M$-step consists of maximizing the $Q$-function with respect to $\Theta^{(k)}$. To do this, let $n_j = \sum_{i=1}^{n} z_{ij}^{(k)}$. Then, the maximization of $Q$ over $\beta_j$ and $\sigma_j^2$ lead to the following CM estimators:
\[
\hat{\beta}_j^{(k+1)} = \left( \sum_{i=1}^{n} z_{ij}^{(k)} u_{ij}^{(k)} x_i x_i^T \right)^{-1} \sum_{i=1}^{n} z_{ij}^{(k)} u_{ij}^{(k)} x_i,
\]
\[
\hat{\sigma}_j^{2(k+1)} = \frac{1}{n} \sum_{i=1}^{n} z_{ij}^{(k)} \left( u_{ij}^{(k)} - 2 u_{ij}^{(k)} x_i^T \hat{\beta}_j^{(k+1)} + x_i^T \hat{\nu}_{ij}^{(k)} x_i \right)^2.
\]

- **CM-step 2**: Following proposition 2 of Nguyen and McLachlan (2016), the update of $\tau_j$ can be made as
\[
\hat{\tau}_j^{(k+1)} = 4 \left( \sum_{i=1}^{n} r_i r_i^T \right)^{-1} \left( \sum_{i=1}^{n} z_{ij}^{(k+1)} - \pi_j (r_i; \hat{z}_{ij}^{(k)}) r_i \right) + \hat{\nu}_{ij}^{(k)}.
\]

- **CML-step**: The update of $\nu_j$ crucially depends on the conditional expectation $\hat{\nu}_{ij}^{(k)}$ which is quite complicated. However, we can update $\nu_j = (\nu_1, \ldots, \nu_G)$ through maximizing the actual log-likelihood function as
\[
\hat{\nu}_{ij}^{(k+1)} = \arg \max \nu \left\{ \sum_{i=1}^{n} \log \sum_{j=1}^{G} \pi_j (r_i; \hat{z}_{ij}^{(k+1)}) \left[ f_{\text{SMN}} \left( \frac{w_i - x_i^T \hat{\beta}_j^{(k+1)}}{\hat{\sigma}_j^{(k+1)}}; \nu_j \right) \right] \right\}^{1-\nu_j} - \left\{ f_{\text{SMN}} \left( \frac{c_{i1} - x_i^T \hat{\beta}_j^{(k+1)}}{\hat{\sigma}_j^{(k+1)}}; \nu_j \right) \right\}^{\nu_j}.
\]

Recommended by Lin et al. (2014), Zeller et al. (2018), a more parsimonious model can be achieved by assuming an identical mixing component, i.e. $\nu_1 = \nu_2 = \ldots = \nu_G = \nu$. This setting changes the problem of nontrivial high-dimension optimization into the more simple one/two dimension search. The R function `nlminb()` is used to update $\nu$ in the numerical part of the current paper.

The above E- and M-steps are iterated until some convergence criteria are met. We terminate the algorithm when either the maximum number of iterations approaches 1000 or the difference between two consecutive log-likelihood values is less than the per-specified tolerance $10^{-5}$.

**Remark 1.** To facilitate the update of $\nu = (\nu_1, \ldots, \nu_G)$ for the MoE-CN-CR model in the above EM algorithm, one can introduce an extra latent binary variable $B_i$ such that $B_i = 1$ if an observation $y_i$ in group $g$ is a bad point and $B_i = 0$ if $y_i$ in group $g$ is a good point. The hierarchical representation of the MoE-CN-CR model can therefore be written as
\[
Y_i | (x_i, U_i, Z_i = 1, B_i = 1) \sim N(x_i^T \beta_j, w_i^{-1} \nu_j^2),
\]
\[
U_i | (Z_i = 1, B_i = 1) \sim f(\cdot; \nu_j, \gamma_j),
\]
\[
B_i | (Z_i = 1) \sim \mathcal{B}(1, \nu_j),
\]
\[
Z_i | r_i \sim \mathcal{M}(1; \pi_1 (r_i, \tau), \ldots, \pi_G (r_i, \tau)).
\]
where \( \mathcal{B}(1, \nu_j) \) denotes the Bernoulli distribution with success probability \( \nu_j \). Consequently, by computing the \( Q \)-function based on \( \{10\} \), the update of \( \nu_j \) is

\[
\nu_{j}^{(k+1)} = \frac{\sum_{i=1}^{n} \hat{y}_{ij}^{(k)} \hat{y}_{ij}^{(k)}}{\sum_{i=1}^{n} \hat{y}_{ij}^{(k)}}.
\]

where

\[
\hat{y}_{ij}^{(k)} = \begin{cases} 
\nu_j^{(k)} \phi(y_i; x_i^{\top} \hat{\beta}_j^{(k)}; \hat{\gamma}_j^{(k)}) & \text{for the uncensored cases,} \\
\nu_j^{(k)} (\Phi(c_{ij}; x_i^{\top} \hat{\beta}_j^{(k)}; \hat{\gamma}_j^{(k)}) - \Phi(c_{ij}; x_i^{\top} \hat{\beta}_j^{(k)}; \hat{\gamma}_j^{(k)})) - F_{CN}(c_{ij}; x_i^{\top} \hat{\beta}_j^{(k)}; \hat{\gamma}_j^{(k)}, \hat{\sigma}_j^{(k)}) & \text{for the censored cases.}
\end{cases}
\]

Since there is no closed-form solution for \( \nu_j^{(k+1)} \), we update \( \nu_j \) by maximizing the constrained actual observed log-likelihood function \( (9) \) as a function of \( \gamma = (\gamma_1, \ldots, \gamma_G) \).

3.3. Computational and operational aspects

3.3.1. Model selection and performance assessment

In practical model-based clustering, it is common to fit a mixture model for the various values of components \( G \) and choose the best \( G \) based on some likelihood-based criteria. The two commonly used measures, Akaike information criterion (AIC; Akaike (1974)) and Bayesian information criterion (BIC; Schwarz et al. (1978)), are exploited to determine the most plausible value of \( G \). The AIC and BIC can be computed as

\[
\text{AIC} = 2m - 2\ell_{\text{max}} \quad \text{BIC} = m \ln n - 2\ell_{\text{max}},
\]

where \( \ell_{\text{max}} \) is the maximized (observed) log-likelihood, \( m \) is the number of free parameters in the model, and \( n \) is the sample size. Although the smallest value of AIC or BIC results in the most favored model, they do not necessarily correspond to optimal clustering. For the sake of determining the classification performance, we use the misclassification error rate (MCR), Jaccard coefficient index (JCI; Niwattanakul et al. (2013)), Rand index (RI; Rand (1971)) and adjusted Rand index (ARI; Hubert (1985)) that are computed by comparing predicted classifications to true group labels, when known. Noted that the lower MCR (close to zero) or a higher RI and JCI (tend to one) indicates a much similarity between the true labels and the cluster labels obtained by the candidate model. An ARI of one also corresponds to perfect agreement, and the expected value of the ARI under random classification is zero. Negative ARI values are possible and indicate classification results that are worse, in some sense, than would be expected by random classification.

3.3.2. Note on computing conditional expectations

As expressed in Appendix A, the conditional expectations of the special cases of the MoE-SMN-CR model critically depend on the hazard function or the cdf of SMN model. For instance, in the left-censoring scheme, \( \nu_j^{(k)} \) for the MoE-N-CR model depends on the hazard function or the cdf of SMN model. For instance, in the left-censoring scheme, \( \nu_j^{(k)} \) for the MoE-N-CR model depends on the hazard function or the cdf of SMN model. The computation of this hazard function for very small values of \( x \) (say \( x < -35 \) as encountered many times in the simulation studies) in R may lead to “NaN”. To overcome this issue, Zeller et al. (2013) in the R package “CensMixReg” set the denominator to the small machine value (the R command “Machine$double.xmin” was used). However, this setting may lead to negative value for \( \hat{\sigma}^2 \) as we found. We recommend to use a remedy for obtaining the exact values of \( HF(x) = \phi(x)/\Phi(x) \). In our computation, we have used log-transformation via the following R command

\[
HF(x) = \exp(\text{dnorm}(x, \log = T) - \text{pnorm}(x, \log = p, T)).
\]

Figure B.10 in the Appendix B highlights the difference of three ways of the HF computation in R. What is observed from Figure B.10 is actually the difference between the computation of \( HF(x) \) function for \( x < -35 \). Similar trick can be applied for the right- and interval-censoring schemes.
4. Monte-Carlo simulation studies

In this section, four Monte-Carlo simulation studies are conducted in order to verify the asymptotic properties of the ML estimates, to assess the fitting and clustering performance of the model, and to check the robustness of the proposed model in dealing with highly peaked, heavily tailed data as well as its sensitivity in presence of outliers.

4.1. Data generation

We note that one of the simplest and straightforward way for generating interval-censored data is to consider $C_{i1} = Y_i - U_i^{(1)}$ and $C_{i2} = Y_i + U_i^{(2)}$ where $U_i^{(1)}$ and $U_i^{(2)}$ are two independent continuous variables followed by $\mathcal{U}(0, c)$ such that the non-informative condition (1.2) of Gomez et al. (2009) is fulfilled. Here $\mathcal{U}(a, b)$ represents the uniform distribution on interval $(a, b)$. Recommended by Gomez et al. (2009), a way to go around non-informative condition is to construct $C_{i1} = \max(Y_i - U_i^{(1)}, Y_i + U_i^{(2)} - c)$ and $C_{i2} = \min(Y_i + U_i^{(2)}, Y_i - U_i^{(1)} + c)$ with $c = 1$, which can be shown that fulfills the non-informative condition. In short, suppose we generate $n$ realizations from model (5), $y = (y_1, \ldots, y_n)^\top$. To have a $p\%$ interval-censored data, the following steps are used in our simulation studies.

\[
\begin{align*}
S_1) & \text{ Calculate the number of censored samples } NC = [n \times p] + 1, \text{ where } [a] \text{ denotes the largest integer not greater than } a. \text{ Then, generate an index set, } \mathcal{IND}, \text{ as a sample of size } NC \text{ from } \{1, 2, \ldots, n\} \text{ without replacement. Use sample( ) function in R for this purpose.} \\
S_2) & \text{ For } i = 1, \ldots, n, \text{ if } i \in \mathcal{IND}, \text{ then} \\
\quad S_{21}) & \text{ Generate two independent random variables, } U_i^1 \text{ and } U_i^2, \text{ from } \mathcal{U}(0, c). \\
\quad S_{22}) & \text{ Set } C_{i1} = \max(Y_i - U_i^{(1)}, Y_i + U_i^{(2)} - c), \quad C_{i2} = \min(Y_i + U_i^{(2)}, Y_i - U_i^{(1)} + c). 
\end{align*}
\]

4.2. Asymptotic properties of the ML estimates

In this section, a simulation study is performed to examine the asymptotic properties of ML parameter estimates obtained through the ECME algorithm. We simulate 500 Monte-Carlo samples from the special cases of the MoE-SMN-CR model with $G = 2$. The presumed parameters are

\[
\beta_1 = (0, -1, -2, -3)^\top, \quad \beta_2 = (-1, 1, 2, 3)^\top, \quad \sigma_1^2 = 1, \quad \sigma_2^2 = 2, \quad \tau = (0.7, 1, 2)^\top.
\]

\[
v_1 = v_2 = 3 \quad \text{for the T and SL distributions, and } (\nu, \gamma) = (0.3, 0.3) \text{ for the CN model. For each sample size } n = 50, 100, 500, 2000, \text{ we also set up } x_1 = (1, x_{12}, x_{13})^\top \text{ and } r_1 = (1, r_{11}, r_{12})^\top, \text{ such that } x_{11} \sim \mathcal{U}(1, 5), x_{12} \sim \mathcal{U}(-2, 2), x_{13} \sim \mathcal{U}(1, 4), r_{11} \sim \mathcal{U}(-2, 1) \text{ and } r_{12} \sim \mathcal{U}(-1, 1). \text{ By imposing three levels of right-censoring (7.5%, 15%, 30%) on the data, the ECME algorithm described in Section 3.2 is preformed to carry out the ML parameter estimates.}
\]

Figures 1-4 display the boxplots of the parameter estimates for the MoE-N-CR, MoE-T-CR, MoE-SL-CR and MoE-CN-CR models, respectively. Each plot contains three censoring levels 7.5%, 15% and 30% with four colored boxplots representing the sample size of 50 to 2000 from the left to right. It is noticeable that the influence of the censoring in the bias and variability of the parameter estimates increases as the censorship rate increases for all models. As can be expected, the bias and variability tend to decrease toward zero by increasing the sample size, showing empirically the consistency of the ML estimates obtained via the ECME algorithm. It can be also seen that the estimate of the mixing component’s parameter for the MoE-T-CR and MoE-SL-CR models has a large bias and variability, especially for small sample sizes. Although the estimate of $\gamma$ in the MoE-CN-CR model is bias with large variability as well, it could be argued that the procedure of estimating $\gamma$ presented in Remark 1 provides a good alternative platform which significantly reduces the bias and variability.

4.3. Model selection performance via information criteria

One of the challenges in the MoE models is to choose the optimal number of experts $G$. In dealing with this challenge, we conduct a simulation study to compare the ability of the proposed sub-models in the class of MoE-SMN-CR model to select the accurate $G$. We generate 100 sample of size $n = 500$ from a three components (i.e. true
Figure 1: Boxplots of the ML parameter estimates for the MoE-N-CR model.

Figure 2: Boxplots of the ML parameter estimates for the MoE-T-CR model.
Figure 3: Boxplots of the ML parameter estimates for the MoE-SL-CR model.

Figure 4: Boxplots of the ML parameter estimates for the MoE-CN-CR model.
G=3) MoE-SMN-CR model (5), where the mixing variable $U$ is followed by a generalized inverse Gaussian (GIG) distribution with parameters $\theta = (\kappa, \chi, \psi)$, denoted by the MoE-SGIG-CR model. Details of the GIG distribution and its new data-generating algorithm can be found in Hormann and Leydold (2013). It is assumed that the data is left-censored with levels 7.5%, 15% or 30%, $x_i = r_i = (1, x_{i1})^\top$ such that $x_{i1} \sim \mathcal{U}(-2,2)$, $\beta_1 = (-4, 4)^\top$, $\beta_2 = (0, -2)^\top$, $\beta_3 = (0, 4)^\top$, $\tau_1 = (0, 13)^\top$, $\tau_2 = (2, 9)^\top$, and $\theta_1 = (-0.5, 1, 2)$, $\theta_2 = (0.5, 1, 2)$, $\theta_3 = (-0.5, 2, 1)$. Example of generated samples with and without censored cases are shown in Figure 5.

In this simulation study, we assume that the number of mixture components $G$ is unknown. We therefore fit the MoE-N-CR, MoE-T-CR, MoE-SL-CR and MoE-CN-CR models to the generated data in each replication, by assuming $G$ ranging form 1 to 5. The detailed numerical results including the average values of AIC and BIC together with the rate of correct model specification (RC; the mean of the number of replications in which the model with $G = 3$ is outperformed) are reported in Table 1. Based on the RC measure, the MoE-T-CR, MoE-SL-CR and MoE-CN-CR models perform better than the MoE-N-CR model in identifying the number of components since the data are generated from a heavy-tailed distribution. Results depicted in Table 1 suggest that the BIC is more reliable than the AIC for model selection purpose and based on this measure the MoE-T-CR and MoE-SL-CR models outperform the other MoE models to fit to the data. In Figure 6, we plot the curve of the estimated experts to a dataset, with 15% censoring level, in which all models suggest $G = 3$ based on the BIC. It could clearly be observed that the MoE-T-CR model fit the data better than the other models.
4.4. Model performance in dealing with the highly peaked and thick-tailed data

In this simulation study, we simulate data with \( n = 100, 500 \) and 2000 observations from a three-component MoE-SMN-CR model via representation (3) under two generating scenarios of \( U \). The first scenario (S1) is conducted by assuming \( U \sim \mathcal{E}(0.5) \), the exponential distribution with parameter \( \lambda = 0.5 \), whereas the second one (S2) considers \( U \sim \mathcal{BS}(\alpha, 1) \), the Birnbaum-Saunders distribution \((\text{Birnbaum and Saunders}, 1969)\) with parameter \( \alpha \) and \( \beta = 1 \). Bear in mind that the former scenario generates data from a Laplace distribution which is known as a highly peaked model and the later scenario provides a heavier tailed model than the normal distribution \((\text{Naderi et al., 2017b})\). The Laplace and BS censored MoE models, referred as the MoE-SLap-CR and MoE-SBS-CR, are not considered in this paper since their conditional expectations involved in the ECME algorithm are not exist.

In each replication of 200 trials, we generate data from the MoE-SLap-CR and MoE-SBS-CR models with three components, interval-censoring levels 7.5%, 15% or 30%, \( x_i = (1, x_{i1}, x_{i2}, x_{i3})' \) and \( \nu_j = (1, \nu_j)' \), such that \( x_{i1} \sim \mathcal{U}(1, 5), x_{i2} \sim \mathcal{U}(0, 1), x_{i3} \sim \mathcal{U}(-2, -1), \) and \( r_{i1} \sim \mathcal{U}(-1, 1) \), assumed parameter values given by \( \theta_j = (\beta_j, \sigma_j^2, \nu_j), j = 1, 2, 3, \beta_1 = (-2, -1, -2, -3)', \beta_2 = (0.5, 1, 2, 3)', \beta_3 = (2, 1, 3, 5)', \sigma_1^2 = 1, \sigma_2^2 = 3, \sigma_3^2 = 5, \tau_1 = (2, 10)', \tau_2 = (0.7, 10)' \) and \( (\alpha_1, \alpha_2, \alpha_3) = (3, 1, 2) \) for the MoE-SBS-CR model.

We compare the performance of the three-component MoE-N-CR, MoE-T-CR, MoE-SL-CR, and MoE-CN-CR models in terms of model selection indices (AIC and BIC) as well as clustering agreement measures (MCR, JCI, and ARI). Tables 2 and 3 present the average values of AIC, BIC, MCR, JCI and ARI over all 200 replications for the S1 and S2 scenarios of simulation, respectively. Results depicted in these tables reveal that the MoE-T-CR model outperforms the others in terms of AIC and BIC. Although the clustering performance of all models are very closed to each others, as expected from the MoE structurer, the MoE-T-CR and MoE-CN-CR models provide a slight improvement in the MCR, JCI and AIR over the MoE-N-CR and MoE-SL-CR models.

4.5. Sensitivity analysis in presence of outliers

The last simulation study aims at investigating the robustness on estimating MoE-SMN-CR models in which some outliers are introduced into the simulated data. Each of the three models MoE-SLap-CR, MoE-SBS-CR and MoE-SGIG-CR is considered for data generation. Following \((\text{Nguyen and McLachlan, 2016})\), we setup \( x_i = \tau_i = (1, x_{i1})' \) where \( x_{i1} \) is generated from \( \mathcal{U}(-1, 1), \beta_1 = (0, 1)' \), \( \beta_2 = (0, -1)' \), \( \sigma_1^2 = \sigma_2^2 = 0.01, \tau_1 = (0, 10)' \), \( \theta_1 = (-0.5, 1, 0.2) \), \( \theta_2 = (0.5, 1, 0.2) \) for the MoE-SGIG-CR model and \( (\alpha_1, \alpha_2) = (0.5, 1) \) for the MoE-SBS-CR model. We assume left-censoring scheme with levels 7.5% or 30% and sample size 500. We also add class of outliers with varying probability \( c \) ranging from 0% to 6% by simulating the predictor \( x \) from \( \mathcal{U}(-1, 1) \) and the response \( y \) is set the value -2 \((\text{Nguyen and McLachlan, 2016})\). An example of simulated samples with left-censoring level 7.5% form the MoE-SLap-CR, MoE-SBS-CR and MoE-SGIG-CR models and containing 6% outliers is shown in Figure 7. In each trial of 500 replications, the MoE-N-CR, MoE-T-CR, MoE-CN-CR, and MoE-SL-CR models are fitted to the generated data. Figure 8 shows an example fitted MoE curves to the data generated from the MoE-SLap-CR, MoE-SBS-CR and MoE-SGIG-CR models. It can obviously be seen that the heavy-tailed models provide better fit and platforms for describing the data than the MoE-N-CR model.
Table 2: The average of AIC, BIC, MCR and AIR, over 200 replications, by fitting special cases of the MoE-SMN-CR model to the generated data under S1 scenario.

| Model  | MoE-N-CR        | MoE-T-CR        | MoE-SL-CR        | MoE-CN-CR        |
|--------|-----------------|-----------------|-----------------|-----------------|
| n      | AIC             | BIC             | MCR             | AIR             |
| 100    |                 |                 |                 |                 |
| AIC    | 496.030         | 505.109         | 514.104         | 485.298         |
| BIC    | 545.328         | 554.588         | 563.602         | 558.008         |
| MCR    | 0.165           | 0.192           | 0.222           | 0.175           |
| AIR    | 0.676           | 0.576           | 0.548           | 0.596           |
| 500    |                 |                 |                 |                 |
| AIC    | 2370.929        | 2425.217        | 2511.162        | 2398.114        |
| BIC    | 2451.006        | 2505.295        | 2698.086        | 2423.415        |
| MCR    | 0.162           | 0.167           | 0.214           | 0.153           |
| AIR    | 0.614           | 0.616           | 0.572           | 0.628           |
| 2000   |                 |                 |                 |                 |
| AIC    | 9397.490        | 9559.804        | 10548.390       | 9220.558        |
| BIC    | 9503.907        | 9666.221        | 10654.800       | 9343.778        |
| MCR    | 0.154           | 0.167           | 0.240           | 0.183           |
| AIR    | 0.634           | 0.614           | 0.521           | 0.644           |

Table 3: The average of AIC, BIC, MCR and AIR, over 200 replications, by fitting special cases of the MoE-SMN-CR model to the generated data under S2 scenario.

| Model  | MoE-N-CR        | MoE-T-CR        | MoE-SL-CR        | MoE-CN-CR        |
|--------|-----------------|-----------------|-----------------|-----------------|
| n      | AIC             | BIC             | MCR             | AIR             |
| 100    |                 |                 |                 |                 |
| AIC    | 522.443         | 542.212         | 556.691         | 498.602         |
| BIC    | 571.941         | 591.710         | 606.149         | 555.916         |
| MCR    | 0.235           | 0.248           | 0.263           | 0.183           |
| AIR    | 0.498           | 0.472           | 0.448           | 0.589           |
| 500    |                 |                 |                 |                 |
| AIC    | 2561.848        | 2564.510        | 2665.281        | 2432.404        |
| BIC    | 2641.925        | 2644.587        | 2745.358        | 2525.125        |
| MCR    | 0.197           | 0.207           | 0.217           | 0.162           |
| AIR    | 0.518           | 0.501           | 0.493           | 0.627           |
| 2000   |                 |                 |                 |                 |
| AIC    | 10056.300       | 10424.278       | 10954.970       | 9576.709        |
| BIC    | 10162.717       | 10530.695       | 11061.380       | 9699.929        |
| MCR    | 0.214           | 0.223           | 0.255           | 0.171           |
| AIR    | 0.578           | 0.560           | 0.553           | 0.613           |

Figure 7: Scatterplots of the simulated data with 7.5% left-censoring (△) generated from the MoE-SLap-CR, MoE-SBS-CR and MoE-SGIG-CR models and containing 6% outliers (green ◦). Dash lines represent the true experts.

To assess the impact of the outliers on the parameter estimates and on the quality of the results, we calculate, in each 500 replications, the mean square error between the true regression mean function and the estimated one, defined as

\[
\text{MSE} = \frac{1}{500} \sum_{i=1}^{500} \left( E_\hat{\Theta}(x_i, r_i) - E_\Theta_{true}(x_i, r_i) \right)^2,
\]
Table 4: Simulation results for assessing the robustness of the proposed MoE model to outliers under various censoring levels and outliers percentages.

| Cens. Level | True model | Fitted model |
|-------------|------------|--------------|
|             | 0%         | 2%           | 4%           | 6%           | 0%         | 2%           | 4%           | 6%           |
| MoE-SGIG-CR | 0.0347     | 0.0948       | 0.1418       | 0.1897       | 0.1029     | 0.1626       | 0.2357       | 0.2776       |
| MoE-CN-CR   | 0.0334     | 0.0865       | 0.1232       | 0.1692       | 0.0928     | 0.1379       | 0.2013       | 0.2481       |
| MoE-SL-CR   | 0.0300     | 0.0856       | 0.1201       | 0.1642       | 0.0733     | 0.1392       | 0.1891       | 0.2161       |
| MoE-CN-CR   | 0.0375     | 0.0897       | 0.1260       | 0.1729       | 0.0981     | 0.1427       | 0.2076       | 0.2507       |
| MoE-SL-CR   | 0.0407     | 0.0953       | 0.1290       | 0.1719       | 0.0886     | 0.1548       | 0.2010       | 0.2394       |

where $E_{\Theta}(x_i, r_i) = \sum_{j=1}^{G} \pi_j(r_i; \tau) x_i^T \beta_j$ evaluated at the true and estimated parameters. Table 4 shows, for each of the four MoE models, the average of MSE for an increasing percentage of outliers and censoring in the data. First, one can see that the MSE tends towered zero as the level of censoring and outliers approach zeros for all cases of the MoE-SMN-CR model. Since the three considered scenarios generate fat-tailed data, it can be observed that without outliers ($c = 0\%$) the error of the MoE-N-CR model is greater than those of the other MoE models, reflecting its lack of robustness. Upon inspection of Table 4 one can conclude that by adding outliers to the data, the MoE-T-CR (and the MoE-SL-CR in the second order) model clearly outperforms others for all situations. It highlights that the MoE-T-CR model is much more robust to outliers under these data generating scenarios.

5. Real data analysis

This section considers the wage rates of 753 married women dataset, previously analyzed by Mroz (1987); Caudill (2012); Karlsson and Laitila (2014), for illustrative purposes of the developed novel MoE-SMN-CR model. This dataset contains 753 observed wage rates (hours of working outside the home) of married white women between the ages of 30 and 60 in 1975, of whom 325 have zero hours working. Recently, Zeller et al. (2018) reanalyzed the wage-rates dataset in order to illustrate the performance of the FM of censored linear regression models based on the SMN class of distributions which is made available in the R package "CensMixReg". Hereafter, we will denote the FM of censored linear regression models based on the normal, Student-$t$, slash and contaminated-normal distributions (Zeller et al., 2018), respectively by FM-N-CR, FM-T-CR, FM-SL-CR and FM-CN-CR. By considering the wife’s annual work hours outside home scaled by 1000 as the response variable ($y$) which has 43.16% level of left-censoring, and the explanatory variables including ($x_1$) the wife’s education in years, ($x_2$) the wife’s age, ($x_3$) the wife’s previous labor market experience and ($x_4$) the wife’s previous labor market experience squared, Caudill (2012); Karlsson and Laitila (2014) and Zeller et al. (2018) concluded that a mixture of two components linear regression censored model provides an appropriate platform for analyzing this dataset. Figure 9 shows the histograms of $y$ overlaid with the estimated kernel density curve. The bimodality of the data and the suitability of the two-component mixture model to fit the data can be observed. It could be mentioned from the histogram that this is a heavily right-tailed data.

The FM modeling allows clustering of the data in terms of the estimated (posterior) probability, $\hat{z}_{ij}$, that a single point belongs to a given group. Although the previous works on the wage-rates dataset focused on the aforementioned explanatory variables and showed that only these variables have significant effects on $y$, there are eleven measures that could provide more information in investigating the complex relationship of random phenomena under study. One of those variable that we will use for clustering purposes is the living status, labeled as “city”, that takes 1 for living in the city and 0 for otherwise. Assuming “city” as the group indicator, one can obtain the posterior probability $\hat{z}_{ij}$ and can therefore compute the clustering criteria MCR, RI, ARI and JCI of the FM regression models proposed by Zeller et al. (2018). In this regard, the posterior probabilities of the two-component FM-N-CR, FM-T-CR, FM-SL-CR and FM-CN-CR models are computed by fitting them to the considered data. It is observed that all of the models proposed by Zeller et al. (2018) assign data points to one group.
Figure 8: Scatter plots of the artificial data with 7.5% left-censoring (△) generated from the MoE-SLap-CR, MoE-SBS-CR and MoE-SGIG-CR models and containing 6% outliers (green ○).

Figure 9: The histogram of the response variable $y$ overlaid with its Kernel density estimate.

As the advantages of the MoE model, it is possible for the investigator to choose some covariates for the gating function. In analyzing wage-rates data, we consider $x = (1, x_1, x_2, x_3, x_4)^T$ and $r = (1, r_1, r_2, x_2)^T$ for gating function, where $(r_1)$ is the unemployment rate in county of residence and $(r_2)$ is the number of kids less than 6 years old. We note that the covariates of the gating function can be the same as $x$, however by considering various combinations of the available explanatory variables, we observe that these three variables provide a better clustering performance. An interesting open issue for future work could be the variable selection problem for both $x$ and $r$ in the MoE models.
Table 5: ML estimates with corresponding approximate standard errors (SE) together with their AIC, BIC, and clustering performance measures.

| Parameter | MoE-N-CR Estimates | SE | MoE-T-CR Estimates | SE | MoE-SL-CR Estimates | SE | MoE-CN-CR Estimates | SE |
|-----------|---------------------|----|-------------------|----|---------------------|----|---------------------|----|
| $\beta_{10}$ | 5.5476 0.6362 | 0.6362 5.5438 0.6573 | 0.6362 5.6223 0.7524 | 0.6362 5.4714 0.9077 |
| $\beta_{11}$ | -0.0554 0.0268 | -0.0554 0.00027 | -0.0554 0.00027 | -0.0554 0.00027 |
| $\beta_{12}$ | -0.1272 0.0130 | -0.1272 0.0125 | -0.1272 0.0125 | -0.1272 0.0125 |
| $\beta_{13}$ | 1.5064 0.2850 | 1.5064 0.2850 | 1.5064 0.2850 | 1.5064 0.2850 |
| $\beta_{14}$ | 0.0165 0.0025 | 0.0165 0.0025 | 0.0165 0.0025 | 0.0165 0.0025 |
| $\sigma^2_1$ | 0.5001 0.0682 | 0.5001 0.0682 | 0.5001 0.0682 | 0.5001 0.0682 |
| $\sigma^2_2$ | 0.7130 0.0568 | 0.7130 0.0568 | 0.7130 0.0568 | 0.7130 0.0568 |
| $\nu_1$ | – – 9.3049 – | – 9.3049 – | – 9.3049 – | – 9.3049 – |
| $\nu_2$ | 6.2745 1.8225 | 6.2745 1.8225 | 6.2745 1.8225 | 6.2745 1.8225 |
| $\gamma$ | – – 0.2643 – | – 0.2643 – | – 0.2643 – | – 0.2643 – |
| $\tau_0$ | 26.7338 5.6234 | 26.7338 5.6234 | 26.7338 5.6234 | 26.7338 5.6234 |
| $\tau_1$ | 0.2519 0.1023 | 0.2519 0.1023 | 0.2519 0.1023 | 0.2519 0.1023 |
| $\tau_2$ | 4.1959 1.2368 | 4.1959 1.2368 | 4.1959 1.2368 | 4.1959 1.2368 |

By fitting the MoE-N-CR, MoE-T-CR, MoE-SL-CR, and MoE-CN-CR models to these data for $G = 1, \ldots, 4$, the two-component MoE model has been selected based on the BIC. It should be noted that our results are not directly comparable with those obtained by Karlsson and Laitila (2014) since they imposed some restrictions on $\beta$ for estimation. Moreover, it is clear that adding more variables to the model will definitely affect on the likelihood. We therefore cannot compare the results of model selection criteria, the AIC and BIC, with those reported by Zeller et al. (2018). Table 5 shows the ML results obtained by fitting the four considered models. The information-based approach for approximating standard error (SE) of parameter estimates are given in Appendix C. We found that the estimated gating parameters are moderately significant, revealing that the considered covariates $r$ have an effect on the analysis. Results based on AIC and BIC indicate that the MoE-T-CR and MoE-SL-CR models provides an improved fit of the data over the other models. Moreover, by comparing the clustering criteria in Tables 5, it turns out that the MoE-SL-CR models yields quite better classification.

6. Conclusions and discussions

This paper proposed a new robust mixture of linear experts model for the censored data based on the scale-mixture of normal class of distributions. This MoE-SMN-CR model extended the classical MoE model which has been demonstrated to solve the two challenges to deal with heavy-tail distributed data and outliers as well as censored data. The newly proposed MoE-SMN-CR model is very extensive which extends the classical MoE model and includes FM regression and FM regression for censored data proposed by Zeller et al. (2018) as special cases. The use of covariates in the gating function is an advantage of the MoE models which might result in better classification of the data. Utilizing the embedded hierarchical structure of the SMN class of distributions, we developed an innovative EM-type algorithm to obtain ML parameter estimates computationally. We implemented this model in R and the computing program can be obtained from the authors upon request.

Four Monte-Carlo simulation studies were conducted to investigate the performance of the model in applications both for non-linear regression and prediction and for model-based clustering. Results of simulation studies confirmed that the proposed MoE-SMN-CR model can provide evidence of the robustness to the outliers and atypical observations. Finally, a real-world data analysis demonstrated the applicability and benefit of the proposed approach for practical applications.

As discussed in Section 5, an interesting future direction of the current work is the variable selection for both parts of the regression and gating function. The utility of our current approach can be further extended to the multiple
regression on multivariate data rather than simple regression on univariate data, which we are actively exploring. Another possible extension of the work herein is to consider a full Bayesian approach as a basis of inference and prediction \cite{Peng:1996,Zens:2019}.
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Appendix A. Conditional expectations of the special cases of the SMN distributions

Uncensored observations: For the uncensored data $y_i$, we have $\rho_i = 0$. Therefore, the only necessary conditional expectation $\hat{\theta}_{ij}^{(k)} = E(U_{ij}|Y = y_i, \hat{\theta}_j^{(k)})$ for the considered models can be computed as follows.

- If $Y \sim \mathcal{N}(x_i^T \hat{\beta}_j^{(k)}, \sigma_j^{2(k)})$, in this case, $U = 1$ with probability one, and so $\hat{\theta}_{ij}^{(k)} = 1$
- If $Y \sim \mathcal{T}(x_i^T \hat{\beta}_j^{(k)}, \sigma_j^{2(k)}, v_j^{(k)})$, We have
  \[
  \hat{\theta}_{ij}^{(k)} = \frac{\hat{v}_j^{(k)} + 1}{\hat{v}_j^{(k)}} \frac{\delta(y_i, x_i^T \hat{\beta}_j^{(k)}, \sigma_j^{2(k)})}{\delta(y_i, x_i^T \hat{\beta}_j^{(k)}, \sigma_j^{2(k)})}.
  \]
  where $\delta(y, \mu, \sigma) = ((y - \mu)/\sigma)^2$.
- If $Y \sim SL(x_i^T \hat{\beta}_j^{(k)}, \sigma_j^{2(k)}, v_j^{(k)})$, We have
  \[
  \hat{u}_{ij}^{(k)} = 2\left(\delta(y_i, x_i^T \hat{\beta}_j^{(k)}, \sigma_j^{2(k)})\right)^{-1} \frac{\Gamma\left(\hat{v}_j^{(k)} + 1.5, 0.5\delta(y_i, x_i^T \hat{\beta}_j^{(k)}, \sigma_j^{2(k)})\right)}{\Gamma\left(\hat{v}_j^{(k)} + 0.5, 0.5\delta(y_i, x_i^T \hat{\beta}_j^{(k)}, \sigma_j^{2(k)})\right)}.
  \]

Censored cases: In the censored cases, we have $\rho_i = 1$. For the sake of notation, let

\[
T_{ij}^{(k)} = \frac{Y_i - x_i^T \hat{\beta}_j^{(k)}}{\sigma_j^{(k)}} \sim SMN(0, 1, \hat{v}_j^{(k)}), \quad \hat{\gamma}_{ij}^{(k)} = \frac{c_{i1} - x_i^T \hat{\beta}_j^{(k)}}{\hat{\gamma}_j^{(k)}}, \quad \hat{\gamma}_{ij2}^{(k)} = \frac{c_{i2} - x_i^T \hat{\beta}_j^{(k)}}{\hat{\gamma}_j^{(k)}}.
\]

Therefore, the necessary conditional expectations $\hat{\theta}_{ij}^{(k)} = E(U_{ij}|c_{i1} \leq Y_i \leq c_{i2}, \hat{\theta}_j^{(k)})$, $\hat{\gamma}_{ij}^{(k)} = E(U_{ij}|c_{i1} \leq Y_i \leq c_{i2}, \hat{\theta}_j^{(k)})$, and $\hat{\gamma}_{ij2}^{(k)} = E(U_{ij}|Y_i^2 | c_{i1} \leq Y_i \leq c_{i2}, \hat{\theta}_j^{(k)})$ for the considered models can be computed as follows.

\[
\hat{\theta}_{ij}^{(k)} = E \left( U_{ij}| \hat{\gamma}_{ij1}^{(k)} \leq T_{ij}^{(k)} \leq \hat{\gamma}_{ij2}^{(k)}, \hat{\theta}_j^{(k)} \right) = \frac{E_{\hat{\theta}} \left( 1, \hat{\gamma}_{ij2}^{(k)} \right) - E_{\hat{\theta}} \left( 1, \hat{\gamma}_{ij1}^{(k)} \right)}{F_{SMN} \left( \hat{\gamma}_{ij1}^{(k)}; \hat{v}_j^{(k)} \right) - F_{SMN} \left( \hat{\gamma}_{ij2}^{(k)}; \hat{v}_j^{(k)} \right)}.
\]
\[
\hat{\mathbf{u}}_{ij}^{(k)} = (\mathbf{x}_i^T \mathbf{B}_j^{(k)}) \hat{u}_{ij}^{(k)} + \hat{\sigma}^{(k)} \mathbf{E} \left( U_i T_j; \hat{r}_{ij}^{(k)} \leq T_{ij}^{(k)} \leq \hat{r}_{ij}^{(k)}, \hat{\theta}^{(k)} \right)
\]
\[
= (\mathbf{x}_i^T \mathbf{B}_j^{(k)}) \left\{ \frac{E_\phi \left( 1, \mathbf{1}_{T_{ij}^{(k)}} \right) - E_\phi \left( 1, \hat{r}_{ij}^{(k)} \right)}{F_{SMN} \left( \hat{r}_{ij}^{(k)}, \hat{\nu}_{ij}^{(k)} \right) - F_{SMN} \left( \hat{r}_{ij}^{(k)}, \hat{\nu}_{ij}^{(k)} \right)} \right\} + \hat{\sigma}_j^{(k)} \left\{ \frac{E_\phi \left( 0.5, \hat{r}_{ij}^{(k)} \right) - E_\phi \left( 0.5, \hat{r}_{ij}^{(k)} \right)}{F_{SMN} \left( \hat{r}_{ij}^{(k)}, \hat{\nu}_{ij}^{(k)} \right) - F_{SMN} \left( \hat{r}_{ij}^{(k)}, \hat{\nu}_{ij}^{(k)} \right)} \right\},
\]
\[
\hat{\nu}_{ij}^{(k)} = (\mathbf{x}_i^T \mathbf{B}_j^{(k)})^2 \hat{u}_{ij}^{(k)} + 2 \left( \mathbf{x}_i^T \mathbf{B}_j^{(k)} \right)^2 \hat{\sigma}^{(k)} \hat{\nu}_{ij}^{(k)} + \hat{\sigma}_j^{(k)} E \left( U_i T_j^2 \hat{r}_{ij}^{(k)} \leq T_{ij}^{(k)} \leq \hat{r}_{ij}^{(k)}, \hat{\theta}^{(k)} \right),
\]
\[
= \left( \mathbf{x}_i^T \mathbf{B}_j^{(k)} \right)^2 \hat{u}_{ij}^{(k)} + 2 \left( \mathbf{x}_i^T \mathbf{B}_j^{(k)} \right)^2 \hat{\sigma}^{(k)} \hat{\nu}_{ij}^{(k)} + \frac{\hat{\sigma}_j^{(k)} E \left( U_i T_j^2 \hat{r}_{ij}^{(k)} \leq T_{ij}^{(k)} \leq \hat{r}_{ij}^{(k)}, \hat{\theta}^{(k)} \right)}{F_{SMN} \left( \hat{r}_{ij}^{(k)}, \hat{\nu}_{ij}^{(k)} \right) - F_{SMN} \left( \hat{r}_{ij}^{(k)}, \hat{\nu}_{ij}^{(k)} \right)}
\]
\[
\left( E_\phi \left( 0, \hat{r}_{ij}^{(k)} \right) - E_\phi \left( 0, \hat{r}_{ij}^{(k)} \right) + \left( \hat{r}_{ij}^{(k)} \right) E_\phi \left( 0.5, \hat{r}_{ij}^{(k)} \right) - \left( \hat{r}_{ij}^{(k)} \right) E_\phi \left( 0.5, \hat{r}_{ij}^{(k)} \right) \right),
\]
where 
\[
E_\phi(r, h) = E \left( U^T \phi(h \sqrt{U}) \right) \text{ and } E_\phi(r, h) = E \left( U^T \Phi(h \sqrt{U}) \right).
\]

In the following, the closed forms of \( E_\phi(r, h) \) and \( E_\phi(r, h) \) for the special cases of SMN class of distributions are presented.

- For the normal distribution, we have 
\[
E_\phi(r, h) = \phi(h) \text{ and } E_\phi(r, h) = \Phi(h).
\]

- In the case of Student-\( t \) distribution, we have 
\[
E_\phi(r, h) = \frac{\Gamma \left( \frac{\hat{\nu}_j^{(k)} + 2r}{2} \right)}{\sqrt{2\pi} \Gamma(\hat{\nu}_j^{(k)/2})} \left( \frac{2}{\hat{\nu}_j^{(k)/2}} \right)^{\frac{\hat{\nu}_j^{(k)} + 2r}{2}},
\]
\[
E_\phi(r, h) = \frac{\Gamma \left( \frac{\hat{\nu}_j^{(k)} + 2r}{2} \right)}{\sqrt{2\pi} \Gamma(\hat{\nu}_j^{(k)/2})} F_{PVIII} \left( h; \hat{\nu}_j^{(k)} + 2r, \hat{\nu}_j^{(k)} \right) \Gamma \left( \frac{\hat{\nu}_j^{(k)}}{2} \right).
\]

where \( F_{PVIII}(\cdot; \nu, \delta) \) denotes the cdf of Pearson type VII distribution.

- For the slash model, we have 
\[
E_\phi(r, h) = \frac{\hat{\nu}_j^{(k)}}{2\pi} \left( \frac{2}{h^2} \right)^{\hat{\nu}_j^{(k)/2}} \Gamma \left( \frac{\hat{\nu}_j^{(k)} + 2r}{2} \right) \text{ and } E_\phi(r, h) = \frac{\hat{\nu}_j^{(k)}}{\hat{\nu}_j^{(k)/2} + r} F_{SI} \left( h; \hat{\nu}_j^{(k)} + r \right).
\]

- For the contaminated-normal distribution, we have 
\[
E_\phi(r, h) = \left( \hat{\gamma}_j^{(k)} \right)^T \hat{\gamma}_j^{(k)} \phi \left( h \sqrt{\hat{\gamma}_j^{(k)}} \right) + \left( 1 - \hat{\nu}_j^{(k)} \right) \phi(h),
\]
\[
E_\phi(r, h) = \left( \hat{\gamma}_j^{(k)} \right)^T F_{CN} \left( h; \hat{\gamma}_j^{(k)}, \hat{\nu}_j^{(k)} \right) + \left( 1 - \hat{\nu}_j^{(k)} \right) \left( 1 - \hat{\nu}_j^{(k)} \right) \Phi(h).
\]

### Appendix B. The hazard function plot of the normal distribution

### Appendix C. Standard error estimates

For estimating the standard error of the ML estimators, we follow Meilijson (1989) to exploit an information-based method for calculating the asymptotic covariance matrix of the ML estimates. Let \( \ell_{ci} \) be the complete-data
where \( \hat{s} \) is the individual score vector corresponding to the \( i \)th observation. The elements of individual score vector \( (\hat{s}_{i,1}, \ldots, \hat{s}_{i,\tau_i-1}, \hat{s}_{i,\tau_i}, \ldots, \hat{s}_{i,\tau_i}, \ldots, \hat{s}_{i,\sigma_i}) \) have the explicit forms as

\[
\hat{s}_{i,\tau_j} = E\left( \frac{\partial \ell_i}{\partial \tau_j} \bigg| y_i, \Theta \right) = (\hat{z}_{ij} - \pi_j(r_i; \tau)) r_i,
\]

\[
\hat{s}_{i,\beta_j} = E\left( \frac{\partial \ell_i}{\partial \beta_j} \bigg| y_i, \Theta \right) = \hat{z}_{ij} \left( \hat{u}_{ij} \hat{x}_j - \hat{u}_{ij} \hat{x}_j \hat{\beta}_j \right) .
\]

As a result, the variance of the ML estimates can be consistently estimated from the diagonal of the inverse of \( L(\hat{\Theta}|y) \) under some regularity conditions. We note that the standard error of \( \hat{\gamma} \) critically depends on the calculation of \( E(\log(U_j)|y, \hat{\Theta}) \) which is a computational challenge. It could be mentioned that inverse of the \( L(\hat{\Theta}|y) \) is not always available. One can refer to [Yu et al. (2021)] to find an innovative interpolation procedure based on the cubic spline interpolation to directly estimate the asymptotic variance-covariance matrix of the ML estimates obtained by the EM algorithm.
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