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Abstract. On filtered manifolds one can define a different notion of order for the differential operators. In this paper, we use generalized fixed point algebras to construct a pseudodifferential extension that reflects this behaviour. In the corresponding calculus, the principal symbol of an operator is a family of operators acting on certain nilpotent Lie groups. The role of ellipticity as a Fredholm condition is replaced by the Rockland condition on these groups. Our approach allows to understand this in terms of the representation of the corresponding algebra of principal symbols. Moreover, we compute the K-theory of this algebra.

1. Introduction

A filtered manifold is a smooth manifold $M$ whose tangent bundle is filtered by subbundles

$$0 = H^0 \subseteq H^1 \subseteq H^2 \subseteq \ldots \subseteq H^r = TM.$$ 

Moreover, one requires that $[X, Y] \in \Gamma^\infty(H^{i+j})$ for all $X \in \Gamma^\infty(H^i), Y \in \Gamma^\infty(H^j)$, where one sets $H^k = TM$ for all $k \geq r$. It is called a filtration of step $r$, if $H^r = TM$ and $H^{r-1} \neq TM$.

Then one defines the order of $X \in \Gamma^\infty(H^i)$ to be $i$ to obtain a new notion of order for the differential operators. For example, the contact structure of a contact manifold gives rise to a step 2 filtration. In this case, one attaches order 2 to the Reeb vector field, while the sections of the contact structure have order 1. Other examples are graded Lie groups, general Heisenberg manifolds or foliations. Also note that every smooth manifold can be understood as a filtered manifold of step 1.

This approach of different orders was first used to examine hypoelliptic operators like Hörmander’s sum of squares operators, Kohn’s Laplacian and other operators that do not fit into the classical pseudodifferential calculus, see [FS74, Fo75, RS76]. Several pseudodifferential calculi were defined to examine these operators, see for example [CGG92, FR16, Tay84] for graded Lie groups, [BG88] for Heisenberg manifolds or the unpublished manuscript [Mel82] for general filtered manifolds. Recently, in noncommutative geometry a tangent groupoid approach was used to study these manifolds and their operators, see [Ev14, CP17, CP19a, CP19b, DH17, DH20, GE10, vE10a, vE10b, vEY19, vEY17, HSSH18, Moh21, Moh20, Pon08].

A crucial difference to the usual differential calculus is that the highest order parts of operators do not necessarily commute. This is reflected by the fact that one can understand the highest order part to act as right-invariant operators on certain graded Lie groups, which are not necessarily Abelian. Namely, as the filtration is compatible with the Lie bracket, it induces a smooth family of Lie brackets on the fibres of the graded bundle

$$t_H M := \bigoplus_{i=1}^r H^i/H^{i-1} \to M.$$ 

The resulting Lie algebras in the fibres are nilpotent and integrate to the so called osculating Lie groups $G_x$ for $x \in M$. Together they form the bundle of osculating groups $T_H M$. It is not a group bundle in the usual sense as the fibres can be non-isomorphic as groups.

The Rockland conditions is useful to analyse the highest order part of an operator acting as right-invariant operators on the osculating groups. It was introduced by Rockland in [Roc78], where he showed that a right-invariant differential operator $D$ on a graded Lie group $G$ is hypoelliptic if and only if $D$ and its formal adjoint $D^*$ satisfy the Rockland condition. Every irreducible
unitary representation \( \pi : G \to \mathcal{U}(\mathcal{H}) \) induces an infinitesimal representation \( d\pi \) of the Lie algebra of \( G \) as (possibly unbounded) operators on \( \mathcal{H} \). Then one says that \( D \) satisfies the Rockland condition if \( d\pi(D) \) is injective (in a suitable sense) for all representations \( \pi \) except for the trivial representation. This condition was generalized in \( \text{CGGP92} \) to right-invariant operators on \( G \) that appear as the highest order parts of pseudodifferential operators.

Van Erp and Yuncken \( \text{vEY19} \) defined a pseudodifferential calculus for filtered manifolds based on the tangent groupoid and a zoom action of \( \mathbb{R}_{>0} \). This builds on the work of Debord and Skandalis \( \text{DS14} \) who showed that the classical pseudodifferential calculus can be recovered from the zoom action on the tangent groupoid in the case where no filtration is present. The tangent groupoid of a filtered manifold was constructed in \( \text{CP19b, vEY17, HSSH18, Moh21} \) using different methods. As a set it is given by

\[
\mathbb{T}_H M = T_H M \times \{0\} \cup M \times M \times (0, \infty).
\]

It is in fact a smooth field of Lie groupoids over \([0, \infty)\), where one uses at \( t = 0 \) the group multiplication in the fibres and for \( t > 0 \) the pair groupoid structure. The zoom action of \( \mathbb{R}_{>0} \) on \( \mathbb{T}_H M \) is given by

\[
\begin{align*}
\alpha_\lambda(x, y, t) &= (x, y, \lambda^{-1} t) & \text{for } x, y \in M, t > 0, \\
\alpha_\lambda(x, v, 0) &= (x, \delta_\lambda(v), 0) & \text{for } x \in M, v \in G_x.
\end{align*}
\]

Here, \( \delta \) denotes the dilation action of \( \mathbb{R}_{>0} \) on \( T_H M \) induced by \( \delta_\lambda(v) = \lambda^t v \) for \( \lambda > 0, v \in H_1^x / H_2^x \) and \( x \in M \) to encode the new notion of order.

In this article, we use a different approach to the pseudodifferential calculus using generalized fixed point algebras. This extends the construction in \( \text{Ewe20a} \), where we considered graded Lie groups. This is in nature closer to the approach of Debord and Skandalis in \( \text{DS14} \) where the pseudodifferential operators are obtained by averaging certain functions on the tangent groupoid over the zoom action.

Generalized fixed point algebras were introduced by Rieffel \( \text{Rie04, Rie90} \) to define a noncommutative version of orbit spaces of proper group actions. When a locally compact group \( G \) acts on a locally compact Hausdorff space \( X \) properly, the functions on the orbit space \( C_0(G \setminus X) \) can be understood as \( G \)-invariant multipliers of \( C_0(X) \). For example, the principal symbols of classical pseudodifferential operators of order zero belong to \( C_0(S^0 M) \), where \( S^0 M \) denotes the cosphere bundle. This is the generalized fixed point algebra of the \( \mathbb{R}_{>0} \)-action on \( T^* X \setminus \{0\} \) given by scaling in the cotangent direction. Here, one needs to take out the zero section of the cotangent bundle to obtain a proper action.

Now suppose \( G \) acts instead on a \( C^* \)-algebra \( \mathbb{A} \). Meyer gives in \( \text{Mey01} \) conditions under which one can build a generalized fixed point algebra \( \text{Fix}^G(\mathbb{A}) \) inside the \( G \)-invariant multiplier algebra of \( \mathbb{A} \). Namely, one needs to find a continuously square-integrable subset \( R \subset \mathbb{A} \). Then one obtains elements of the generalized fixed point algebra by averaging elements of \( R \) over the group action in an appropriate sense. Moreover, the constructions yields a Morita–Rieffel equivalence between \( \text{Fix}^G(\mathbb{A}) \) and an ideal in the reduced crossed product \( C^*_r(G, \mathbb{A}) \).

To find such a subset \( R \) for the zoom action on the groupoid \( C^* \)-algebra of the tangent groupoid, we define an analogue of the Schwartz type algebra of Carillo Rouse \( \text{CR08} \) adapted to the filtered setting. It consists of smooth functions on \( \mathbb{T}_H M \) such that \( f_t \) is compactly supported in \( M \times M \) for \( t > 0 \), whereas \( f_0 \) has rapid decay in the fibres of \( T_H M \). Furthermore, we need to take a zoom-invariant ideal \( J \) in \( C^*(\mathbb{T}_H M) \) for the generalized fixed point algebra construction. This corresponds in the unfiltered case to taking out the zero section under the Fourier transform \( C^*(T M) \to C_0(T^* M) \) at \( t = 0 \). For filtered manifolds, \( J \) consists of all elements that restricted to \( t = 0 \) and \( x \in M \) lie in the kernel of the trivial representation \( \pi_{\text{triv}} : G_x \to \mathbb{C} \) of the osculating group. Evaluation at \( t = 0 \) leads to a short exact sequence of \( C^* \)-algebras with compatible \( \mathbb{R}_{>0} \)-actions

\[
\mathbb{K}(L^2 M) \otimes C_0(\mathbb{R}_{>0}) \overset{\cdot}{\longrightarrow} J \overset{\text{ev}_0}{\longrightarrow} J_0.
\]
We show that one can find continuously square-integrable subsets for them such that there is a corresponding extension of generalized fixed point algebras

\[ K(L^2 M) \rightarrow \text{Fix}^{R>0}(J) \rightarrow \text{Fix}^{R>0}(J_0). \]

We call it a pseudodifferential extension and \( S_H \) the principal symbol map. In fact, we show that the sequence is the \( C^* \)-completion of the order zero extension of \( \text{Fix}^{R>0}(J_0) \).

Consequently, a pseudodifferential operator \( P \) of order zero on a compact filtered manifold is Fredholm if and only if its principal symbol \( S_H(P) \) is invertible in \( \text{Fix}^{R>0}(J_0) \). The principal symbol algebra \( \text{Fix}^{R>0}(J_0) \) is a continuous field of \( C^* \)-algebras over \( M \) where the fibre over \( x \in M \) is \( \text{Fix}^{R>0}(\ker(\pi_{\text{triv}}; G_x \twoheadrightarrow C)) \). To obtain a more concrete Fredholm condition, we compute the spectrum of the latter \( C^* \)-algebras. This yields a natural way to show that invertibility in the principal symbol algebra is equivalent to the Rockland condition on all osculating groups. Namely, for every \( x \in M \) and every non-trivial unitary irreducible representation \( \pi: G_x \rightarrow \mathcal{U}(\mathcal{H}) \) of \( G_x \) one can define an operator \( \pi(S_H(P)_x) \in \mathcal{B}(\mathcal{H}) \). The Rockland condition asks that \( \pi(S_H(P)_x) \in \mathcal{B}(\mathcal{H}) \) is invertible for all \( \pi \neq \pi_{\text{triv}} \) and \( x \in M \). In case of a step 1 filtration, all osculating groups are isomorphic to \( \mathbb{R} \) and we recover the well-known ellipticity condition that the principal symbol \( p \) satisfies \( p(x, \xi) \neq 0 \) for all \( \xi \neq 0 \) and \( x \in M \).

Our approach allows to show that the algebra of principal cosymbols \( \text{Fix}^{R>0}(J_0) \) is KK-equivalent to the usual algebra of principal symbols \( C_0(S^* M) \). This uses the mentioned Morita–Rieffel equivalence with an ideal in \( C^*_G(\mathbb{R}^{>0}, J_0) \) coming from the generalized fixed point algebra construction. Then we use results from [Ewe20a] to deduce that it is in fact Morita–Rieffel equivalent to the whole crossed product. Now, one can use a deformation to the Abelian case by scaling the Lie brackets to zero and the Connes–Thom isomorphism to relate it to the unfiltered case. Lastly, we show that the index problem amounts to inverting the Connes–Thom isomorphism, which was shown in the contact manifold case in [BvE14], see also [Moh20] for filtered manifolds.

This article is organised as follows. The definition of a filtered manifold and its tangent groupoid is recalled in Section 2. Its groupoid \( C^* \)-algebra is introduced in Section 3. In Section 4 the Schwartz type algebra is defined. The pseudodifferential extension is built as an extension of generalized fixed point algebras in Section 5. In Section 6 we show that the resulting algebra of principal symbols is a field over \( M \) whose fibres consist of operators of type zero on the osculating groups. We compare our construction to the calculus by van Erp and Yuncken in Section 7. The results on the Morita equivalences are shown in Section 8. In Section 9 we describe the K-theory of the principal symbol algebra and show that index problem reduces to the Atiyah–Singer Index Theorem.

The results from this article are also contained in the author’s PhD thesis [Ewe20b].
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2. Filtered manifolds and their groupoids

First, we recall the definition of a filtered manifold, its tangent groupoid and zoom action.

**Definition 2.1** ([Tan70]). A **filtered manifold** \((M, H)\) is a smooth manifold with a filtration of its tangent bundle \(0 = H^0 \subseteq H^1 \subseteq H^2 \subseteq \ldots \subseteq H^r = TM\) consisting of smooth subbundles satisfying

\[ \langle \Gamma^\infty(H^i), \Gamma^\infty(H^j) \rangle \subseteq \Gamma^\infty(H^{i+j}) \quad \text{for all } i, j \geq 0. \]

Here, we set \( H^i = TM \) for all \( i \geq r \). A manifold is filtered of step \( r \), if \( H^r = TM \) and \( H^{r-1} \neq TM \).

A filtered manifold of step \( r = 1 \) is just the data of an ordinary smooth manifold. A contact manifold is an example of a filtered manifold of step 2.

**Example 2.2.** A graded Lie group \( G \) of step \( r \) is a Lie group whose Lie algebra admits a grading

\[ \mathfrak{g} = \bigoplus_{i=1}^r \mathfrak{g}_i. \]
with \( g_r \neq 0 \) and \([g_i, g_j] \subset g_{i+j}\) for all \( i, j \geq 0\). Again, one sets \( g_i = 0 \) for \( i > r\). In particular, the Lie algebra \( g \) is nilpotent and, consequently, the group \( G \) as well. For more details on graded Lie groups and the analysis on these groups we refer to \cite{FS82, PR16}. Every graded Lie group of step \( r \) can be understood as a filtered manifold of step \( r \) in the following way. Let \( n_i = \dim g_i \). Define a basis \( \{X_1, \ldots, X_n\} \) of \( g \) by choosing a basis \( \{X_{n-i+1}, \ldots, X_n\} \) for \( g_i \). Extend these to right-invariant vector fields \( \{X_1, \ldots, X_n\} \) on \( G \) and define \( H^i \) to be the subbundle spanned by \( \{X_1, \ldots, X_n\} \). This defines a filtration of the tangent bundle of \( G \).

For a broader overview on different types of filtered manifolds appearing in various areas of mathematics see \cite[Section 2.3]{CP17}.

2.1. The osculating groupoid. The filtration of the tangent bundle of a filtered manifold \((M, H)\) of step \( r \) allows to define the graded vector bundle

\[
\bigoplus_{i=1}^r H^i/H^{i-1} \to M.
\]

This bundle can be equipped with the structure of a Lie algebroid over \( M \), which we will denote by \( t_H M \). For the general theory of Lie algebroids and Lie groupoids see, for example, \cite{Mac05}.

The bracket

\[
[\cdot, \cdot]: \Gamma^\infty(t_H M) \times \Gamma^\infty(t_H M) \to \Gamma^\infty(t_H M)
\]

is induced by the Lie bracket of vector fields on \( TM \). Let \( X \in \Gamma^\infty(H^i) \) and \( Y \in \Gamma^\infty(H^j) \) be representatives of \( \langle X \rangle \in \Gamma^\infty(H^i/H^{i-1}) \) and \( \langle Y \rangle \in \Gamma^\infty(H^j/H^{j-1}) \) and set

\[
[\langle X \rangle, \langle Y \rangle] = \langle [X, Y] \rangle.
\]

The condition (1) ensures that this is well-defined. The anchor \( \gamma_{t_H M} \to TM \) is given by the zero map. Therefore, the bracket restricts to each fibre \( (t_H M)_x \) for \( x \in M \) and turns \( (t_H M)_x \) into a graded Lie algebra. It is nilpotent by condition (1) and the fact that \( H^i/H^{i-1} = 0 \) for \( i > r \).

The Lie algebroid \( t_H M \) integrates to a Lie groupoid \( T_H M \) over \( M \) (see \cite[Sec. 3, Sec. 8]{vEY17}). As a manifold, it is the graded vector bundle \( \bigoplus_{i=1}^r H^i/H^{i-1} \). Its source and range map are the base projection.

**Definition 2.3.** For \( x \in M \) denote by \( G_x \) the simply connected Lie group of \((t_H M)_x \) and call it the osculating group at \( x \in M \).

Every osculating group is a graded Lie group of step \( r \). The group multiplication of \( G_x \) is uniquely determined in terms of the Lie bracket by the Baker–Campbell–Hausdorff formula (see, for example, \cite[1.2.1]{CG90}). The groupoid multiplication in \( T_H M \) is given by the group product in the fibres. As the brackets vary smoothly along \( M \), this defines a Lie groupoid multiplication. The Lie groupoid \( T_H M \) is called the osculating groupoid or the bundle of osculating groups in \cite{vEY17}. In \cite{CP19b} it is called the tangent group bundle. However, \( T_H M \) is in general not a group bundle in the sense of principal bundles as the group structure might vary from point to point.

**Example 2.4.** Let \( M = \mathbb{R}^3 \) and define three vector fields

\[
X = \partial_x + y^2 \partial_z, \quad Y = \partial_y \quad \text{and} \quad Z = \partial_z.
\]

Let \( H \subset T\mathbb{R}^3 \) be the subbundle spanned by \( X, Y \). One computes \([X, Y] = -2yZ\). Therefore, the osculating groups are Abelian whenever \( y = 0 \), while they are isomorphic to the Heisenberg group for \( y \neq 0 \).

**Example 2.5.** In the step \( r = 1 \) case and \( x \in M \), the osculating group \( G_x \) is the tangent space \( T_x M \) with group operation being the addition of tangent vectors. Hence, all osculating groups are isomorphic to the Abelian group \( \mathbb{R}^{\dim(M)} \).

**Example 2.6.** For a contact manifold of dimension \( 2k + 1 \) all osculating groups are isomorphic to the \((2k + 1)\)-dimensional Heisenberg group.

**Example 2.7.** When \( G \) is a graded Lie group, understood as a filtered manifold as in Example 2.2, all osculating groups are isomorphic to \( G \).
Definition 2.8. The dilation action of $\mathbb{R}_{>0}$ on $t_H M$ is defined by $D_\lambda(v) := \lambda v$ for $v \in H^i_x/H^{i-1}_x$. It integrates to an action on $T_H M$, which we denote by $\delta_\lambda(\xi) = \lambda \cdot \xi$ for $\xi \in G_x$.

From now on, we will always assume that the bundles $H^i$ of the filtration of a filtered manifold $(M, H)$ have constant rank, which is automatic if $M$ is connected.

Definition 2.9. The homogeneous dimension of a filtered manifold $(M, H)$ is

$$d_H := \sum_{i=1}^r i \left( \text{rank} (H^i) - \text{rank} (H^{i-1}) \right).$$

In the following we denote by $n$ the dimension of $M$ as a manifold. Then the weight sequence of $(M, H)$ is defined as

$$(q_1, \ldots, q_n) = (1, \ldots, 1, 2, \ldots, 2, \ldots, r, \ldots, r),$$

where each $1 \leq i \leq r$ occurs $(\text{rank}(H^i) - \text{rank}(H^{i-1}))$-times.

Remark 2.10. The homogeneous dimension of a filtered manifold is the homogeneous dimension of all osculating groups as defined in [FSS82].

Assigning to a filtered manifold $(M, H)$ its osculating groupoid $T_H M$ is functorial, when considering the following morphisms.

Definition 2.11. A filtered manifold map or Carnot map $f: (M_1, H_1) \to (M_2, H_2)$ is a smooth map between filtered manifolds $(M_1, H_1)$ and $(M_2, H_2)$ such that

(2) \hspace{1cm} df(H^i_1) \subset H^i_2 \hspace{1cm} \text{for all } i \in \mathbb{N}.

A Carnot diffeomorphism is a diffeomorphism $f: M_1 \to M_2$ such that $f$ and $f^{-1}$ are filtered manifold maps.

Let $f: (M_1, H_1) \to (M_2, H_2)$ be a Carnot map. Condition (2) ensures that there is a well-defined induced vector bundle morphism $tf: t_{H_1} M_1 \to t_{H_2} M_2$, which satisfies

$$[tf(X), tf(Y)] = tf([X, Y]) \hspace{1cm} \text{for } X, Y \in \Gamma^\infty(t_{H_1} M_1).$$

Consequently, using the exponential maps, one obtains a Lie groupoid homomorphism between the osculating groupoids $Tf: T_H M_1 \to T_H M_2$. It restricts in each fibre to a homomorphism of graded Lie groups $T_x f: G_x \to G_{f(x)}$. The map $Tf$ is equivariant for the dilation actions, that is,

$$T_x f(\lambda \cdot \xi) = \lambda \cdot T_x f(\xi) \hspace{1cm} \text{for } x \in M, \lambda > 0 \text{ and } \xi \in G_x.$$

We will consistently use the notation $df: TM_1 \to TM_2$ for the usual differential, whereas the homomorphism between the osculating groupoids is denoted $Tf: T_H M_1 \to T_H M_2$. The latter is called the Carnot differential in [CP19].

Proposition 2.12 ([CP19] 5.5). The assignment $(M, H) \mapsto T_H M$ and $f \mapsto Tf$ defines a functor from the category of filtered manifolds with filtered manifold maps to the category of Lie groupoids with Lie groupoid homomorphisms.

2.2. The tangent groupoid. Besides the osculating groupoid $T_H M$, the pair groupoid is another important groupoid attached to a filtered manifold $(M, H)$.

Example 2.13. For a set $M$, the pair groupoid of $M$ is the groupoid with arrow space $M \times M$ and unit space $M$. The range and source $r, s: M \times M \to M$ and unit $u: M \to M \times M$ are given by

$$r(x, y) = x, \hspace{1cm} s(x, y) = y, \hspace{1cm} u(x) = (x, x).$$

The inverse and multiplication are defined by

$$(x, y)^{-1} = (y, x) \hspace{1cm} \text{and} \hspace{1cm} (x, y) \cdot (y, z) = (x, z).$$

If $M$ is a smooth manifold, the pair groupoid of $M$ is a Lie groupoid.

The two groupoids $T_H M$ and $M \times M$ can be glued together in a smooth way, yielding the tangent groupoid of $M$. We first discuss its groupoid structure.
Theorem 2.16. admits a smooth structure such that it becomes a Lie groupoid.

The map \( u: M \times [0, \infty) \to \mathbb{T}_H M \) and the inverse \( i: \mathbb{T}_H M \to \mathbb{T}_H M \) are defined by

\[
\begin{align*}
\mathbb{T}_H M &= (T_H M \times \{0\}) \cup (M \times M \times (0, \infty)) \\
r(x, \xi, 0) &= (x, \xi) \quad \text{for } \xi \in G_x, \\
r(x, y, t) &= (x, y, t) \quad \text{for } x, y \in M \text{ and } t > 0.
\end{align*}
\]

The unit map \( t: \mathbb{T}_H M \to \mathbb{T}_H M \) consists of vector fields \( \{x, \xi, 0\} \) for all \( \xi \in G_x \).

The multiplication \( m: \mathbb{T}_H M^{(2)} \to \mathbb{T}_H M \) is given by

\[
\begin{align*}
(x, \xi, 0)(x, \xi, 0) &= (x, \xi, 0) \quad \text{for } \xi, \eta \in G_x, \\
(x, y, t)(y, z, t) &= (x, z, t) \quad \text{for } x, y, z \in M \text{ and } t > 0.
\end{align*}
\]

At \( t = 0 \), the multiplication and inversion in the osculating groups are used.

The range fibres are given by

\[
\mathbb{T}_H M^{(x, t)} = \begin{cases} 
\{(x, \xi, 0) \mid \xi \in G_x\} & \text{for } x \in M \text{ and } t = 0, \\
\{(x, y, t) \mid y \in M\} & \text{for } x \in M \text{ and } t > 0.
\end{cases}
\]

Example 2.15. Let \( M = G \) be a graded Lie group with the filtration \( H \) as in Example 2.2. The tangent groupoid \( \mathbb{T}_H G \) is isomorphic to the transformation groupoid \( G = (G \times [0, \infty)) \times G \) of the action \((G \times [0, \infty)) \rtimes G \) given by \((x, t), v \mapsto (x, \delta_t(v), t)\). Here, \( \delta_t(v) = \lim_{t \to 0} \delta_t(v) = 0 \) for all \( v \in G \).

The isomorphism \( \phi: \mathbb{T}_H G \to G \) is given by \( \phi(x, y, t) = (x, t, \delta_{t^{-1}}(1-y)) \) for \( t > 0 \) and \( \phi(x, \xi, 0) = (x, 0, \xi) \) when identifying \( G_x \) with \( G \). The inverse is given by \((x, t, v) \mapsto (x, x\delta_t(v), t)\) for \( t > 0 \) and \((x, 0, v) \mapsto (x, 0, 0)\).

A crucial feature of the tangent groupoid of a filtered manifold is that it defines a Lie groupoid:

Theorem 2.16 (CPI95, CP19b). The tangent groupoid \( \mathbb{T}_H M \) of a filtered manifold \( (M, H) \) admits a smooth structure such that it becomes a Lie groupoid.

We recall the construction of coordinate charts in [CPI95].

Definition 2.17 (CPI95, 2.14, 9.2]. An \( H \)-frame \( X = (X_1, \ldots, X_n) \) over an open subset \( V \subseteq M \) consists of vector fields \( X_i: V \to TM \), such that \( \{X_1, \ldots, X_{\text{rank}(H)}\} \) defines a frame for \( H|V \) for all \( i = 1, \ldots, r \). An \( H \)-chart is a local chart \( \kappa: V \to U \) between open subsets \( V \subseteq M \) and \( U \subset \mathbb{R}^n \) together with an \( H \)-frame \( X \) over \( V \).

For an \( H \)-chart \( \kappa: M \supseteq V \to U \subseteq \mathbb{R}^n \), Choi and Ponge construct in [CPI95, 9.5]) a chart \( \phi_\kappa: \mathbb{T}_H M \supseteq V \to U \), where

\[
\begin{align*}
V &= (T_H M|_V \times \{0\}) \cup (V \times V \times (0, \infty)), \\
U &= \{(x, v, t) \in U \times \mathbb{R}^n \times [0, \infty) \mid (\varepsilon_\kappa^x)^{-1}(t, v) \in U\}.
\end{align*}
\]

Here, \( \varepsilon^x \) is the \( \varepsilon \)-Carnot map \( U \times \mathbb{R}^n \to \mathbb{R}^n \) associated with the \( H \)-chart \( \kappa \) as described in [CPI95, 4.17]. The map \( \phi_\kappa \) is given by

\[
\begin{align*}
\phi_\kappa(x, \xi, 0) &= (\kappa(x), T_x \kappa(\xi), 0) \quad \text{for } \xi \in G_x, \\
\phi_\kappa(x, y, t) &= (\kappa(x), t^{-1} \cdot \varepsilon_\kappa^x(\kappa(y)), t) \quad \text{for } x, y \in V \text{ and } t > 0.
\end{align*}
\]

\]
Its inverse is
\[
\phi^{-1}_\kappa(x, v, t) = \begin{cases}
(\kappa^{-1}(x), (T_x \kappa)^{-1}(v), 0) & \text{for } (x, v) \in U \times \mathbb{R}^n \text{ and } t = 0,
(\kappa^{-1}(x), (\varepsilon^\kappa \circ \kappa)^{-1}(t \cdot v), t) & \text{for } (x, v, t) \in U \times \mathbb{R}^n \text{ and } t > 0.
\end{cases}
\]

The smooth structure of \( \mathbb{T}_H M \) is uniquely determined by the charts \( \phi_\kappa \) for all \( H \)-charts \( \kappa \) of \( M \) and by requiring that the inclusion \( M \times \mathbb{R} \supset \mathbb{T}_H M \) is a smooth embedding (see [CP19, 9.7]). To shorten notation, we will sometimes denote \( \kappa \beta \).

They satisfy obtained from the exponential map. Then the \( \varepsilon \)-Carnot map is \( \varepsilon^\kappa(y) = x^{-1} \cdot y \), see [CP19, 9.12]. Therefore, \( \phi_\kappa \) is the isomorphism from Example 2.15.

Often, it will be useful to understand \( \mathbb{T}_H M \) as a smooth field of groupoids over the space \([0, \infty)\) in the sense of [LR01, 5.2].

**Lemma 2.19.** The tangent groupoid \( \mathbb{T}_H M \) of a filtered manifold \((M, H)\) is a smooth field of groupoids over \([0, \infty)\) with fibres isomorphic to the pair groupoid of \( M \) for \( t > 0 \) and the osculating groupoid \( T_t H M \) for \( t = 0 \). All these subgroupoids are amenable.

**Proof.** The projection \( \theta : \mathbb{T}_H M \to [0, \infty) \) is a smooth submersion. It satisfies \( \theta = \text{pr}_2 \circ r = \text{pr}_2 \circ s \) where \( \text{pr}_2 : M \times [0, \infty) \to [0, \infty) \) is the projection to the second coordinate. Restricting the structure maps of \( \mathbb{T}_H M \) to \( t \geq 0 \), it is clear that the groupoids \( \theta^{-1}\{t\} \) are the pair groupoid of \( M \) for \( t > 0 \) and \( T_t H M \) for \( t = 0 \).

As all fibres of \( T_t H M \) are nilpotent Lie groups, thus amenable, it follows from [ADR00, 5.3.4] that \( T_t H M \) is amenable. The pair groupoid of \( M \) is amenable as well. \( \square \)

### 2.3. The zoom action.

The following zoom action of \( \mathbb{R}_{>0} \) on \( \mathbb{T}_H M \) by Lie groupoid automorphisms was defined in [Yey19, Def. 17] and [HSSH18, 5.3]. It plays an essential role for the definition of the pseudodifferential calculus in [Yey19]. We will use it to construct a generalized fixed point algebra.

**Definition 2.20.** The zoom action of \( \mathbb{R}_{>0} \) on \( \mathbb{T}_H M \) is defined for \( \lambda > 0 \) by
\[
\alpha_\lambda(x, y, t) = (x, y, \lambda^{-1}t) \quad \text{for } (x, y, t) \in M \times M \times (0, \infty),
\]
\[
\alpha_\lambda(x, \xi, 0) = (x, \delta_{\lambda}(\xi), 0) \quad \text{for } (x, \xi) \in T_H M.
\]

**Lemma 2.21.** The zoom action of \( \mathbb{R}_{>0} \) on the tangent groupoid of a filtered manifold \((M, H)\) is a smooth action by Lie groupoid automorphisms.

**Proof.** It can be checked easily that all \( \alpha_\lambda \) are groupoid morphisms with underlying maps of the unit space \( M \times [0, \infty) \to M \times [0, \infty), \quad (x, t) \mapsto (x, t \cdot \lambda^{-1}) \).

They satisfy \( \alpha_{\lambda \mu} = \alpha_{\lambda} \circ \alpha_{\mu} \) for all \( \lambda, \mu > 0 \) and \( \alpha_1 = \text{id} \). The smoothness on \( M \times M \times (0, \infty) \) is clear. Let \( \kappa : V \to U \) be an \( H \)-chart for \( M \) and \( \phi_\kappa : V \to U \) the corresponding chart for \( \mathbb{T}_H M \). Then one computes for \( \lambda > 0 \) and \( (x, v, t) \in U \)
\[
\beta_\lambda(x, v, t) := (\phi_\kappa \circ \alpha_\lambda \circ \phi_\kappa^{-1})(x, v, t) = (x, \lambda \cdot v, \lambda^{-1}t),
\]
where \( \lambda \cdot (v_1, \ldots, v_n) = (\lambda^a v_1, \ldots, \lambda^a v_n) \). Hence, the action is smooth. \( \square \)

**Definition 2.22.** Define a homogeneous quasi-norm \( \| \cdot \| : U \to \mathbb{R}_{>0} \) for \( H \)-charts \( V \to U \) by
\[
\| (x, v, t) \| = \sum_{j=1}^n |v_j|^{1/d_j} \quad \text{for } (x, v, t) \in U.
\]

Even though this is not a norm, it has the advantage of being compatible with the zoom action. Namely, it satisfies \( \| \beta_\lambda(\gamma) \| = \lambda \| \gamma \| \) for all \( \lambda > 0 \) and \( \gamma \in U \), where \( \beta \) is the zoom action in coordinates as in 3.
2.4. Functoriality. For a filtered manifold map \( f : (M_1, H_1) \to (M_2, H_2) \), we already know from Proposition 2.12 that it induces a Lie groupoid morphism \( \mathcal{T} f : \mathcal{T} H_1, M_1 \to \mathcal{T} H_2, M_2 \). It can be extended to a map of the corresponding tangent groupoids \( \mathcal{F} : \mathcal{T} H_1, M_1 \to \mathcal{T} H_2, M_2 \) with

\[
\mathcal{F}(x, y, t) = (f(x), f(y), t) \quad \text{for} \quad (x, y, t) \in M_1 \times M_1 \times (0, \infty),
\]

\[
\mathcal{F}(x, \xi, 0) = (f(x), T_x f (\xi), 0) \quad \text{for} \quad (x, \xi) \in \mathcal{T} H_1, M_1.
\]

Note that the induced map \( \mathcal{F} \) is equivariant for the respective zoom actions.

**Proposition 2.23 (CP19 9.17, 9.18).** Let \( f : (M_1, H_1) \to (M_2, H_2) \) be a filtered manifold map. Then \( \mathcal{F} : \mathcal{T} H_1, M_1 \to \mathcal{T} H_2, M_2 \) is a Lie groupoid homomorphism with underlying map \((x, t) \mapsto (f(x), t)\) of the unit spaces. The assignments \((M, H) \mapsto \mathcal{T} H M\) and \( f \mapsto \mathcal{F} \) define a functor from the category of filtered manifolds to the category of Lie groupoids.

3. The Groupoid C*-algebra of the Tangent Groupoid

To build a generalized fixed point algebra out of the zoom action on the tangent groupoid, we need to attach a C*-algebra to the tangent groupoid. In this section we recall the construction of groupoid C*-algebras.

3.1. Haar system. As \( \mathcal{T} H M \) is a Lie groupoid, it admits a smooth left Haar system (see for example [Pat99, 2.3.1]). In the following, we explicitly describe a left Haar system.

Fix an atlas of \( H \)-charts \((\kappa_i : M \supseteq V_i \to U_i \subseteq \mathbb{R}^n)_{i \in I}\) for \( M \). Let \((\rho_i)_{i \in I}\) be a partition of unity which is subordinate to the open cover \((V_i)_{i \in I}\) of \( M \). One can define a measure \( \nu \) on \( M \) by setting

\[
\int_M f \, d\nu = \sum_{i \in I} \int_{U_i} (f \cdot \rho_i)(\kappa_i^{-1}(x)) \, dx \quad \text{for} \quad f \in C_c(M),
\]

where \( dx \) denotes the Lebesgue measure on \( U_i \subseteq \mathbb{R}^n \). Furthermore, the atlas of \( H \)-charts gives rise to a smooth family of measures on the osculating groups. Each \( H \)-chart \( \kappa : V \to U \) induces a local trivialisation

\[
T \kappa : T_H M|_V \xrightarrow{\cong} U \times \mathbb{R}^n.
\]

The Lebesgue measure on \( \mathbb{R}^n \) can be pulled back using the graded isomorphism

\[
T \kappa : G_x \xrightarrow{\cong} \mathbb{R}^n \quad \text{for} \quad x \in V.
\]

Write the vector fields corresponding to the \( H \)-frame \( \kappa_*(X_j) \) for \( j = 1, \ldots, n \) in terms of the coordinate vector fields as

\[
\kappa_*(X_j) = \sum_{k=1}^n b_{jk} \frac{\partial}{\partial y_k} \quad \text{with} \quad b_{jk} \in C^\infty(U).
\]

Let \( B_X(x) := (b_{jk}(x))_{j,k=1}^n \) for \( x \in U \) and define as in [CP17, 3.9] the invertible, affine linear map

\[
A_x(y) := (B_X(x)^t)^{-1}(y - x).
\]

Recall that \( d_H \) denotes the homogeneous dimension of \( M \). Define for \( f \in C_c(\mathcal{T} H M) \)

\[
\int f \, d\nu^{(x, 0)} := \sum_{i \in I} \int_{\mathbb{R}^n} \rho_i(x) |\det B_X(\kappa(x))| f(x, (T_{\nu}\kappa_i)^{-1}(v), 0) \, dv \quad \text{for} \quad x \in M,
\]

\[
\int f \, d\nu^{(x, t)} := t^{-d_H} \int_M f(x, y, t) \, d\nu(y) \quad \text{for} \quad x \in M, \ t > 0.
\]

**Lemma 3.1.** The family of measures \( \{\nu^{(x,t)}\}_{(x,t) \in M \times (0, \infty)} \) defines a smooth left Haar system on \( \mathcal{T} H M \).

**Proof.** For \( (x, t) \in M \times (0, \infty) \) the support of \( \nu^{(x,t)} \) is contained in \( \mathcal{T} H M^{(x,t)} \). The left invariance follows for \( t > 0 \) as in the pair groupoid case. For \( t = 0 \), this is due to the fact that the Lebesgue measure induces a bi-invariant Haar measure on the osculating groups. For \( f \in C_c^\infty(\mathcal{T} H M) \), we show that the map

\[
(x, t) \mapsto \int f \, d\nu^{(x,t)}
\]
is smooth. Using the partition of unity, $f$ can be written as a finite sum $f = \sum_{i \in I \cup \{\infty\}} f_i$ with $f_i \in C^\infty_c(V_i)$ for $i \in I \cup \{\infty\}$. As smoothness for $t > 0$ is clear, it suffices to prove for all $H$-charts $\kappa: V \to U$ and $f \in C^\infty_c(U)$ that the following map is smooth
\[
(x, t) \mapsto t^{-dn} \int_U (f \circ \phi_\kappa)(x, \kappa^{-1}(y), t) \, dy
\]
for $t > 0$,
\[
(x, 0) \mapsto |\text{det } B_X(\kappa(x))| \int_{\mathbb{R}^n} (f \circ \phi_\kappa)(x, (T_x\kappa)^{-1}(v), 0) \, dv = |\text{det } B_X(\kappa(x))| \int_{\mathbb{R}^n} f(\kappa(x), v, 0) \, dv,
\]
For $x \in V$ and $t > 0$ consider the diffeomorphism
\[
\tilde{\phi}_\kappa(x, t): U \to \cup_{x \in U} := \{v \in \mathbb{R}^n \mid (\varepsilon_{\kappa(x)}^-)^{-1}(t \cdot v) \in U\},
\]
yields $t^{-1} \cdot \varepsilon_{\kappa(x)}^+(y).$
By [CP19b] 4.17 and [CP19a] 9.15 $\varepsilon_{\kappa(x)}^+$ can be decomposed as $\varepsilon_{\kappa(x)}^+ = \varepsilon_{\kappa(x)}^+ \circ A_{\kappa(x)}$ with $A_{\kappa(x)}$ as in [5]. Moreover, it follows from their description of $\varepsilon_{\kappa}$ that the differential $d(\varepsilon_{\kappa(x)}^+)(y)$ is of upper triangular form with ones on the diagonal. Consequently, $|\text{det } (d\tilde{\phi}_\kappa(x, t)^+)(y))| = t^{-dn}|\text{det } B_X(\kappa(x))|^{-1}$ holds for all $y \in U$. Therefore, we obtain
\[
t^{-dn} \int_U (f \circ \phi_\kappa)(x, \kappa^{-1}(y), t) \, dy = t^{-dn} \int_U f(\kappa(x), t^{-1} \cdot \varepsilon_{\kappa(x)}^+(y), t) \, dy
\]
\[
= |\text{det } B_X(\kappa(x))| \int_{\cup_{x \in U}} f(\kappa(x), v, t) \, dv.
\]
Thus the Haar measure is smooth. \hfill \boxed{

3.2. The groupoid $C^*$-algebra. Using the left Haar system $\{\mu_{x,t}\}_{(x,t) \in \mathbb{R}^n \times [0,\infty)}$, the linear space $C_c(\mathbb{H}M)$ can be equipped with the following involution and convolution:
\[
\begin{align}
  f^*(\gamma) &= \overline{f(1/\gamma)}, \\
  (f * g)(\gamma) &= \int f(\gamma \eta)g(\eta^{-1}) \, d\nu^\kappa(\gamma)(\eta) = \int f(\eta)g(\eta^{-1} \gamma) \, d\nu^\kappa(\gamma)(\eta)
\end{align}
\]
for $f, g \in C_c(\mathbb{H}M)$ and $\gamma \in \mathbb{H}M$. More explicitly, the involution is given by
\[
f^*(x, y, t) = f(y, x, t) \quad \text{for } t > 0, \quad f^*(x, \xi, 0) = f(x, \xi^{-1}, 0).
\]
The convolution can be written as
\[
(f * g)(x, y, t) = t^{-dn} \int_M f(x, z, t)g(z, y, t) \, d\nu(z) \quad \text{for } t > 0, \quad (f * g)(x, \xi, 0) = \int f(x, \eta, 0)g(x, \eta^{-1} \xi, 0) \, d\nu^\kappa(0)(x, \eta, 0).
\]
Let the $I$-norm on $C_c(\mathbb{H}M)$ be given by $\|f\|_I = \max\{|\|f\|_{I,r}, |\|f\|_{I,s}\}$, where
\[
\|f\|_{I,r} = \sup_{(x,t)} \int_{\mathbb{R}^n} \|f\|_{I,t} \, d\nu(x,t)
\]
and $\|f\|_{I,s} = \|f^*\|_{I,r}$. The (full) groupoid $C^*$-algebra of $\mathbb{H}M$ is defined as the $C^*$-completion of $C_c(\mathbb{H}M)$ with respect to representations that are bounded by the $I$-norm as in [Ren80] 11.1.12.

Example 3.2. Let $G$ be a graded Lie group. By the description of $\mathbb{H}G$ as a transformation groupoid in Example 2.15 $C^*(\mathbb{H}G)$ is isomorphic to the crossed product $C^*(G, C_0(G \times [0,\infty))$ (see [Ren80]).

3.3. Continuous field structure. As the tangent groupoid $\mathbb{H}M$ is a continuous field of amenable groupoids, its $C^*$-algebra admits a continuous field structure. The same is true for the bundle of osculating groups $T_HM$ viewed as a continuous bundle of groups over $M$.

Proposition 3.3. The $C^*$-algebra of the tangent groupoid $\mathbb{H}M$ is a continuous field of $C^*$-algebras over $[0,\infty)$ with fibres isomorphic to $C^*(T_HM)$ for $t = 0$ and the $C^*$-algebra of compact operators $\mathcal{K}(L^2M)$ for $t > 0$. 

Lemma 3.5. Denote by \( K \)
\[ (9) \]
Lemma 3.4. \( M \) of amenable groups over \( \text{locally as in } [CR08, 4.1] \) using the charts generalized fixed point algebra construction.

Definition 4.1. Let \( q_x : C^*(T_H M) \to C^*(G_x) \) for \( x \in M \).

**Lemma 3.4.** The \( C^* \)-algebra \( C^*(T_H M) \) is a continuous field of \( C^* \)-algebras over \( M \) with fibre projections \( q_x : C^*(T_H M) \to C^*(G_x) \) for \( x \in M \).

**Lemma 3.5.** Denote by \( p_0 : C^*(\mathbb{T}_H M) \to C^*(T_H M) \) the *-homomorphism induced by restriction to \( t = 0 \). There is a corresponding short exact sequence
\[ C_0(\mathbb{R}_{>0}) \otimes C^*(\mathbb{R}^2) \to C^*(\mathbb{T}_H M) \to C^*(T_H M). \]  

**Proof.** The subset \( M \times (0, \infty) \subset M \times [0, \infty) \) is open and invariant. By [HSS7], the kernel of \( p_0 \) is \( C^*(\mathbb{T}_H M|_{M \times (0, \infty)}) \). The fibre projections \( p_t \) from \( \mathbb{S} \) for \( t > 0 \) combine to an isomorphism
\[ p : C^*(\mathbb{T}_H M|_{M \times (0, \infty)}) \to C_0(\mathbb{R}_{>0}, K(L^2 M)) \]
defined by \( p(f)(t) = p_t(f) \) for \( f \in C_0(\mathbb{T}_H M|_{M \times (0, \infty)}) \).

**Remark 3.6.** If the filtration is of step \( r = 1 \), the \( C^* \)-algebra \( C^*(T_H M) \) is isomorphic to \( C_0(T^* M) \). Namely, the fibrewise Fourier transform yields an isomorphism \( C^*(T M) \to C_0(T^* M) \). If the osculating groups are not Abelian, \( C^*(T_H M) \) is noncommutative.

4. A Schwartz type algebra

In this section the Schwartz type algebra \( A(\mathbb{T}_H M) \subset C^*(\mathbb{T}_H M) \) is defined by adapting the construction in [CR08] to the filtered manifold setting. The Schwartz type algebra consists of functions \( f \in C^*(\mathbb{T}_H M) \) which restrict at \( t > 0 \) to a compactly supported function \( f_t \in C_c^*(M \times M) \), whereas \( f_0 \) has rapid decay in the fibres of \( T_H M \). This algebra will be convenient for the generalized fixed point algebra construction.

4.1. **Definition of the Schwartz type algebra.** First, the Schwartz type algebra will be defined locally as in [CR08 4.1] using the charts \( \phi_\kappa : V \to \mathbb{U} \) of \( \mathbb{T}_H M \) obtained from \( H \)-charts \( \kappa : V \to U \). In the following we use the homogeneous quasi-norm on \( \mathbb{U} \) from [4]. Consider the smooth function
\[ k : U \times \mathbb{R}^n \times [0, \infty) \to U \times \mathbb{R}^n \]
given by \( k(x, v, t) = (x, t \cdot v) \). Recall that \( \theta : \mathbb{T}_H M \to [0, \infty) \) denotes the projection.

**Definition 4.1.** Let \( A(U) \) consist of all functions \( f \in C^*(U) \) satisfying

(i) there is \( T > 0 \) and a compact subset \( K \subset k(U) \) such that \( (k(\gamma), \theta(\gamma)) \notin K \times [0, T] \) implies \( f(\gamma) = 0 \),
(ii) for all \( p \in \mathbb{N}_0 \) and \( \alpha = (\alpha_1, \alpha_2, \alpha_3) \in \mathbb{N}_0^n \times \mathbb{N}_0^n \times \mathbb{N}_0^n \) there is a constant \( D_{p, \alpha} > 0 \) such that

\[
\sup_{\gamma \in U}(1 + ||\gamma||)^p |\partial_x^\alpha \partial_{\gamma}^j f(\gamma)| \leq D_{p, \alpha}.
\]

We check first that this space is invariant under Carnot diffeomorphisms.

**Proposition 4.2** ([CR08, 4.2]). Let \( F: U_1 \to U_2 \) be a Carnot diffeomorphism and \( \bar{F}: U_1 \to U_2 \) the induced map as in Proposition 2.23. Then \( f \circ \bar{F} \in A(U_1) \) for all \( f \in A(U_2) \).

**Proof.** As the induced map \( F: U_1 \to U_2 \) is smooth, it is clear that \( f \circ \bar{F} \) is smooth for all \( f \in A(U_2) \). In fact, as in the proof of [CP19b, 9.15] we have

\[
\bar{F}(x, v) = \begin{cases} (F(x), t^{-1} \cdot (F(x) \circ \bar{\epsilon}_x^{-1})(t \cdot v), t) & \text{for } t > 0, \\ (F(x), T_x F(v), 0) & \text{for } t = 0,
\end{cases}
\]

for \( (x, v, t) \in U_1 \) and the respective \( \bar{\epsilon} \)-Carnot maps \( U_1 \times \mathbb{R}^n \to \mathbb{R}^n \) for \( i = 1, 2 \). To show condition (4) define \( F_k: k_1(U_1) \to k_2(U_2) \) by

\[
(x, v) \mapsto (F(x), (\bar{\epsilon}_F(x) \circ F \circ \bar{\epsilon}_x^{-1})(v))
\]

It is a diffeomorphism with inverse \( (F^{-1})_k \). The following diagram commutes

\[
\begin{array}{ccc}
U_1 & \xrightarrow{F} & U_2 \\
\mid & \downarrow{k_1} & \downarrow{k_2} \\
U_1 & \xrightarrow{\bar{F}} & U_2
\end{array}
\]

Let \( K_2 \subset k_2(U_2) \) be a compact subset for \( f \) as in [11]. Then \( K_1 := (F_k)^{-1}(K_2) \) is a compact subset such that \( (f \circ F)(\gamma) = 0 \) if \( k_1(\gamma) \not\in K_1 \). If \( f \) vanishes for \( t \geq T \), also \( f \circ F \) vanishes for \( t \geq T \).

For the rapid decay property, write \( F(x, v, t) = (F(x), w(x, v, t), t) \). Because of this structure of \( F \), one can write for \( \gamma = (x, v, t), \eta = F(\gamma) \) and \( \alpha \in \mathbb{N}_0^n \times \mathbb{N}_0^n \times \mathbb{N}_0^n \)

\[
\partial_{\gamma}^\alpha (f \circ F)(\gamma) = \sum_{|\alpha| \leq |\alpha|} \partial_{\gamma}^\alpha f(\eta) \cdot P_\lambda(\gamma),
\]

where \( P_\lambda \) is a finite sum of products of the form

\[
\partial_{\lambda}^\alpha F_i(x) \cdot \partial_{\lambda}^\alpha w_j(x, v, t).
\]

We only need to estimate each \( P_\lambda \) for \( \gamma = (x, v, t) \) such that \( k(x, v, t) \subset K_1 \) as otherwise \( \partial_{\lambda}^\alpha F_i(x) \) is bounded. By [CP19b, 6.7],

\[
\bar{\epsilon}_F(x) \circ F \circ \bar{\epsilon}_x^{-1}(v) = T_x F(v) + O_q(||v||^{q+1}).
\]

holds near \( v = 0 \). Here, \( O_q(||v||) \) is defined as in [CP19b, 3.2]. Hence, [CP19b, 3.9] implies that there are smooth \( R_{j, \alpha} \) for \( j = 1, \ldots, n \) such that

\[
w_j(x, v, t) = (T_x F(v))_j + \sum_{|\alpha| \leq |\alpha|} q^{[\alpha]} v^\alpha R_{j, \alpha}(x, t \cdot v).
\]

For all \( (x, v, t) \in k^{-1}(K_1) \) the components \( x \) and \( (x, t \cdot v) \) are in compact sets. Moreover, we only need to consider \( t \leq T \). It follows that one can find \( C_{\delta, j} > 0 \) and \( m_{\delta, j} \) such that

\[
|\partial_{\lambda}^\alpha w_j(\gamma)| \leq C_{\delta, j}(1 + ||\gamma||)^{m_{\delta, j}} \quad \text{for all } \gamma \in k^{-1}(K) \cap \theta^{-1}[0, T].
\]

Together, this means that there are \( C_\delta > 0 \) and \( m_\delta \in \mathbb{N} \) such that \( |P_\lambda(\gamma)| \leq C_\delta (1 + ||\gamma||)^{m_\delta} \) for all such \( \gamma \). As \( F \) is a Carnot diffeomorphism, one can find likewise \( D > 0 \) and \( l > 0 \) such that for all \( \gamma \) with \( k(\gamma) \in K_1 \)

\[
1 + ||\gamma|| \leq D(1 + ||F(\gamma)||)^l.
\]

Let \( p \in \mathbb{N}_0 \). Because \( f \) satisfies the rapid decay condition (4), there are constants \( D_{l(m_\delta + p), \delta} > 0 \) such that for all \( \eta \in U_2 \)

\[
|\partial_{\lambda}^\alpha f(\eta)| \leq D_{l(m_\delta + p), \delta}(1 + ||\eta||)^{l(k + m_\delta)}.
\]

It follows that \( \sup_{\eta \in U_2}(1 + ||\gamma||)^p |\partial_{\lambda}^\alpha F(\gamma)| < \infty \).
The invariance under Carnot diffeomorphisms allows to define the Schwartz type algebra in the following way. For an \( H \)-chart \( \kappa: V \to U \) let
\[
\mathcal{A}(V) := \{ f \in C^\infty(V) \mid f \circ \phi^{-1}_\kappa \in \mathcal{A}(\mathbb{U}) \}.
\]
We will denote by \( r_1, s_1: \mathbb{H}M \to M \) the maps given by \( r_1 = pr_1 \circ r \) and \( s_1 = pr_1 \circ s \).

**Definition 4.3** ([CR8, 4.4]). The Schwartz type algebra \( \mathcal{A}(\mathbb{H}M) \) is the space of functions \( f \in C^\infty(\mathbb{H}M) \) such that
\begin{itemize}
  \item[(i)] there are \( T > 0 \) and a compact subset \( K \subset M \times M \) such that \( (r_1, s_1)(\gamma) \notin K \times [0, T] \) implies \( f(\gamma) = 0 \),
  \item[(ii)] \( f \) has rapid decay at \( t = 0 \), that is, for all \( H \)-charts \( \kappa: V \to U \) and \( \chi \in C^\infty_c(V \times V \times [0, \infty)) \), the function \( f_\chi \) belongs to \( \mathcal{A}(V) \), where
  \[
  f_\chi(\gamma) = (\chi \circ (r_1, s_1, \theta))(\gamma) f(\gamma) \quad \text{for } \gamma \in V.
  \]
\end{itemize}

We will verify later that \( \mathcal{A}(\mathbb{H}M) \) is indeed an algebra.

**Lemma 4.4** ([CR8 (5)]). Let \( (s_i: V_i \to U_i)_{i \in I} \) be an atlas of \( H \)-charts for \( M \). The space \( \mathcal{A}(\mathbb{H}M) \) can be decomposed as
\[
\mathcal{A}(\mathbb{H}M) = \sum_{i \in I} \mathcal{A}(V_i) + C^\infty_c(V_\infty).
\]

**Proof.** Let \( f \in \mathcal{A}(V) \) for an \( H \)-chart \( \kappa: V \to U \). We claim that \( f \in \mathcal{A}(\mathbb{H}M) \). There is a diffeomorphism \( \kappa_k: V \times V \to k(U) \) given by
\[
(x, y) \mapsto \left( \kappa(x), \varepsilon^{\kappa}_k(x)(\kappa(y)) \right).
\]
It makes the following diagram commute
\[
\begin{array}{ccc}
V & \xrightarrow{\phi_k} & \mathbb{U} \\
\downarrow_{(r_1, s_1)} & & \downarrow k \\
V \times V & \xrightarrow{\kappa_k} & k(U).
\end{array}
\]
Let \( K_\mathbb{U} \subset k(U) \) be a compact subset for \( f \circ \phi^{-1}_k \) as in Definition 4.1. Then \( \varphi^{-1}(K_\mathbb{U}) \) is compact and \( f(\gamma) = 0 \) whenever \( (r_1, s_1)(\gamma) \notin \varphi^{-1}(K_\mathbb{U}) \). In fact, condition [1] from Definition 4.3 for \( f \in C^\infty(V) \) is equivalent to [1] from Definition 4.1 for \( f \circ \phi^{-1}_k \in C^\infty(U) \). Moreover, \( f \) has rapid decay at \( t = 0 \) by the invariance under Carnot diffeomorphisms from Proposition 4.2. Clearly, \( \mathcal{A}(\mathbb{H}M) \) contains all smooth function with compact support in \( M \times M \times \mathbb{R}_{>0} \) and is closed under finite sums.

For the converse inclusion, let \( f \in \mathcal{A}(\mathbb{H}M) \) and let \( K \subset M \times M \) be a compact set and \( T > 0 \) as in [1]. Note that \( V_i \times V_i \times [0, \infty) \) for \( i \in I \) and \( M \times M \times (0, \infty) \) define an open cover of \( K \times [0, T] \). Therefore, there is a finite partition of unity \( (\rho_i)_{i \in F(U(\infty))} \) consisting of smooth, compactly supported functions subordinate to this open cover. By [1] \( f_i := f \rho_i \) are in \( \mathcal{A}(V_i) \) for \( i \in I \) and \( f_\infty \in C^\infty_c(V_\infty) \). This yields a decomposition of \( f \) as above.

For a vector bundle \( E \to M \) consider functions that have uniform rapid decay in the fibres.

**Definition 4.5** ([CR8, 4.6]). Let \( \pi: E \to M \) be a smooth vector bundle. A function \( f \in C^\infty(E) \) has uniform rapid decay in the fibres, if for all local trivializations \( \varphi: E|_V \to V \times \mathbb{R}^m \), \( p \in \mathbb{N}_0 \) and \( \alpha = (\alpha_1, \alpha_2) \in \mathbb{N}_0^m \times \mathbb{N}_0^m \) and all cutoff functions \( \chi \in C^\infty_c(V) \)
\[
\sup_{(x, v) \in V \times \mathbb{R}^m} (1 + |v|)^p |\partial^\alpha_1 \varphi \partial^\alpha_2 \chi(x) f(\varphi^{-1}(x, v))| < \infty.
\]
Let \( S(E) \) be the space of functions with uniform rapid decay in the fibres. Let \( S_{\text{cp}}(E) \) consist of all \( f \in S(E) \) such that \( \pi(\text{supp } f) \) is compact.

**Lemma 4.6.** The restrictions \( e_t: f \mapsto f_t \) for \( t \in [0, \infty) \) yield surjections
\[
e_t: \mathcal{A}(\mathbb{H}M) \to C^\infty_c(M \times M) \quad \text{for } t > 0,
\]
\[
e_0: \mathcal{A}(\mathbb{H}M) \to S_{\text{cp}}(T_H M).
\]
Proof. Let $f \in \mathcal{A}(\mathbb{T}_H M)$. Condition (i) ensures that $f_t$ is compactly supported for each $t > 0$. For $t = 0$ it implies compact support in the $M$-direction. Moreover, $f_0$ belongs to $\mathcal{S}_{cp}(T_H M)$ as any locally defined norm on the fibres of $T_H M$ is equivalent to the homogeneous quasi-norm.

For $t > 0$, surjectivity is easily seen by extending a function in $C_0^\infty(M \times M \times \{t\})$ smoothly to a function in $C_0^\infty(M \times M \times \mathbb{R}_{>0})$.

At $t = 0$, it suffices to show that $c_0: \mathcal{A}(U) \to \mathcal{S}_{cp}(U \times \mathbb{R}^n)$ is surjective for each $H$-chart $\kappa: V \to U$. Let $f_0 \in \mathcal{S}_{cp}(U \times \mathbb{R}^n)$ and let $K_0 \subseteq U$ be a compact subset such that $f_0(x, v) = 0$ whenever $x \notin K_0$. Let $q$ be a common multiple of the weights $q_1, \ldots, q_n \in \mathbb{N}$. Define a smooth function $\Phi: \mathbb{R}^n \to [0, \infty)$ which is $(2q)$-homogeneous with respect to the dilations by

$$\Phi(v) := \sum_{j=1}^n v_j^{2q_j}/q_j \quad \text{for } v \in \mathbb{R}^n.$$ 

One can estimate $\|v\| \leq \Phi(v) \leq n\|v\|^{2q}$ for all $v \in \mathbb{R}^n$ and the homogeneous quasi-norm. As $K_0$ is compact there is a $1 > \delta > 0$ such that $(\varepsilon_x^\delta)^{-1}(v) \in U$ for all $x \in K_0$ and $\Phi(v) \leq \delta$. Choose a smooth function $0 \leq \chi \leq 1$ on $[0, \infty)$ which satisfies $\chi(0) = 1$ and $\chi(t) = 0$ whenever $t \geq \delta$. Define $f(x, v, t) := f_0(x, v)\chi(t)(\Phi(t \cdot v))$. The following set is compact and contained in $k(U)$

$$K := \{(x, v) \in U \times \mathbb{R}^n \mid x \in K_0 \text{ and } \Phi(v) \leq \delta\}.$$ 

Then $f(x, v, t) = 0$ whenever $k(x, v, t) \notin K$ or $t \geq \delta$. Moreover, $f$ satisfies the rapid decay condition and $c_0(f) = f_0$.

4.2. Algebra structure. We proceed by showing that the Schwartz type algebra is a $^\ast$-algebra with respect to the operations in [6] and [7]. First, we prove the following estimates for the groupoid inversion $i: U \to U$ and product $m: U^{(2)} \to U$ with respect to the homogeneous quasi-norm.

Lemma 4.7. Let $K \subseteq k(U)$ be compact, $T > 0$ and $\alpha \in \mathbb{N}_{0}^{2n+1}$.

(i) There are $C_{i,a,K,T} > 0$ and $l_{i,a} \in \mathbb{N}$ such that for all $\gamma \in U$ with $k(\gamma) \in K$ and $\theta(\gamma) \leq T$

$$|\partial^\alpha_i(i(\gamma))| \leq C_{i,a,K,T}(1 + \|\gamma\|)^{l_{i,a}}$$

for $j = 1, \ldots, 2n + 1$.

(ii) There are $C_{m,a,K,T} > 0$ and $l_{m,a} \in \mathbb{N}$ such that for all $(\gamma, \eta) \in U^{(2)}$ with $k(\gamma), k(\eta) \in K$ and $\theta(\gamma, \eta) \leq T$

$$|\partial^\alpha_m(m(\gamma, \eta))| \leq C_{m,a,K,T}(1 + \|\gamma\|)^{l_{m,a}}(1 + \|\eta\|)^{l_{m,a}}$$

for $j = 1, \ldots, 2n + 1$.

Proof. For (i) the inversion is given in local coordinates as $i: U \to U$ with

$$i(x, v, t) = \begin{cases} (\varepsilon_x^{-1}(t \cdot v), t^{-1} \cdot \varepsilon_x^{-1}(t \cdot v)(x), t) & \text{for } t > 0, \\ (x, -v, 0) & \text{for } t = 0, \end{cases}$$

for $(x, v, t) \in U$ by [CP19b] 9.9. As noted there, near $v = 0$

$$\varepsilon_x^{-1}(v)(x) = -v + O_q(\|v\|^{q+1})$$

holds. So [CP19b] 3.9 and the compactness of $K \times [0, T]$ can be used, similarly as in the proof of Proposition 4.2 to derive bounds of the desired form.

We proceed similarly for (ii) and write for $((x, v, t), (\varepsilon_x^{-1}(t \cdot v), w, t)) \in U^{(2)}$

$$m((x, v, t), (\varepsilon_x^{-1}(t \cdot v), w, t)) = \begin{cases} (x, t^{-1} \cdot (\varepsilon_x \circ \varepsilon_x^{-1}(t \cdot v))(t \cdot w), t) & \text{for } t > 0, \\ (x, v \cdot w, 0) & \text{for } t = 0, \end{cases}$$

as in [CP19b] 9.11. By their argument, for all $x \in U$

$$\varepsilon_x \circ \varepsilon_x^{-1}(v)(w) = v \cdot w + O(\|v\|^{q+1})$$

holds for $(v, w)$ near $(0, 0)$. As $K \times [0, T]$ is compact and the group multiplication is polynomial and depends continuously on $x$, one obtains estimates of the claimed form using again [CP19b] 3.9. □
Corollary 4.8. For $K \subset k(U)$ compact and $T > 0$ there are $C_{K,T} > 0$ and $l \in \mathbb{N}$ such that

(i) for all $\gamma \in U$ with $k(\gamma) \in K$ and $\theta(\gamma) \leq T$

$$1 + \|\gamma^{-1}\| \leq C_{K,T}(1 + \|\gamma\|)^l,$$

(ii) for all $\gamma, \eta \in U$ with $(\eta^{-1}, \gamma) \in U^{(2)}$, $k(\eta), k(\eta^{-1} \cdot \gamma) \in K$ and $\theta(\eta) \leq T$

$$1 + \|\gamma\| \leq C_{K,T}(1 + \|\eta\|)^l(1 + \|\eta^{-1} \cdot \gamma\|)^l.$$

Theorem 4.9. The Schwartz type algebra $A(\mathcal{T}_H M)$ is a $^*$-algebra with respect to the involution and convolution defined in (6) and (7). Moreover, there are inclusions of $^*$-algebras

$$C_c^\infty(\mathcal{T}_H M) \subset A(\mathcal{T}_H M) \subset C^*(\mathcal{T}_H M).$$

Proof. For the involution, note that if $K \subset M \times M$ is a compact subset for $f \in A(\mathcal{T}_H M)$ as in Definition 4.3, $i(K) \subset M \times M$ is a compact subset for $f^*$. Here $i : M \times M \to M \times M$ is the involution on the pair groupoid. By Lemma 4.4 and linearity, it suffices to show that $f^* \in A(V_j)$ for $f \in A(V_j)$ for $j \in I$. For $j = \infty$, it is clear that $f^*$ lies again in $C_c^\infty(V_\infty)$.

Suppose now that $f \in A(U)$ for an $H$-chart $\kappa : V \to U$. Denote by $K_f, K_{f^*} \subset k(U)$ the compact subsets for $f, f^*$ respectively. As $f^*(\gamma) = f \circ i(\gamma)$, the derivatives of the inversion $i$ can be bounded by powers of $1 + \|\gamma\|$ as in Lemma 4.7 with $K = K_{f^*}$ and $T$ such that $f$ vanishes for $t \geq T$. By Corollary 4.8, $1 + \|\gamma\| \leq C_{K_f,T}(1 + \|i(\gamma)\|)^l$ holds for all $\gamma \in k^{-1}(K_f)$ with $\theta(t) \leq T$. Then the Schwartz seminorms for $f$ can be used to show that $f^*$ has the rapid decay property.

For the convolution, note that $f \ast g$ for $f, g \in A(\mathcal{T}_H M)$ is a well-defined smooth function as $f, g$ are Schwartz functions at $t = 0$ and compactly supported otherwise. If $K_f, K_g \subset M \times M$ are compact subsets for $f, g$, it follows that $K := m(K_f, K_g)$ is a compact subset for $f \ast g$, where $m$ denotes the multiplication in the pair groupoid.

To prove the rapid decay, we decompose $g$ as in Lemma 4.4 into a finite sum of $g_j \in A(V_j)$, $j = 1, \ldots, m$, and $g_\infty \in C_c^\infty(V_\infty)$ and use linearity to write

$$f \ast g = \sum_{j \in \{1, \ldots, m, \infty\}} f \ast g_j.$$ Let $T > 0$ be such that $f$ and $g$ vanish for $t \geq T$. As there is a compact subset $K_{g_j} \subset V_j \times V_j$ for each $g_j$, it follows that

$$K_{f \ast g_j} \times [0, T] = m(K_f, K_{g_j}) \times [0, T]$$
is openly covered by $V_j \times V_j \times [0, \infty)$ and $M \times M \times (0, \infty)$ as for $t = 0$ the source and range maps coincide. Let $\{\chi, 1 - \chi\}$ be a corresponding compactly supported partition of unity. Let $t_0 > 0$ be such that $1 - \chi$ vanishes for $t < t_0$ and choose a bump function $\omega \in C_c^\infty(\mathbb{R}_{>0})$ with $\omega(t) = 1$ for $t \geq t_0$ and $\omega(t) = 0$ for $t < t_0/2$. Then we can write

$$(f \ast g_j)(1 - \chi) = (f \cdot (\omega \circ \theta) \ast g_j \cdot (\omega \circ \theta))(1 - \chi).$$

This is a convolution of functions in $C_c^\infty(M \times M \times \mathbb{R}_{>0})$, so that the result is clearly contained in $A(\mathcal{T}_H M)$.

Consider now $(f \ast g_j)\chi$. Let $\omega_1 \in C_c^\infty(V_j)$ for $i = 1, 2$ be such that $\omega_1(x) = 1$ for all $x \in r_1(\text{supp } \chi)$ and $\omega_2(x) = 1$ for all $x \in r(K_{g_j})$. For each $\gamma \in \mathbb{T}_H M$

$$(f \ast g_j)\chi(\gamma) = \chi \circ (r_1, s_1, \theta)(\gamma) \int f(\gamma\eta)g_j(\eta^{-1})d\mu(\gamma)(\eta)$$

$$(f \ast g_j)\chi(\gamma) = \chi \circ (r_1, s_1, \theta)(\gamma) \int f(\gamma\eta)\omega_1(r_1(\gamma))g_j(\eta^{-1})d\mu(\gamma)(\eta)$$

$$(f \ast g_j)\chi(\gamma) = \chi \circ (r_1, s_1, \theta)(\gamma) \int \omega_1(r_1(\gamma))f(\gamma\eta)\omega_2(s_1(\gamma))g_j(\eta^{-1})d\mu(\gamma)(\eta)$$

$$(f \ast g_j)\chi(\gamma) = (f \cdot (\omega_1 \circ r_1) \cdot (\omega_2 \circ s_1) \ast g_j)\chi$$
holds. In conclusion, we obtained a finite decomposition

\begin{equation}
 f * g = \sum_{j=1}^{m} (f_j * g_j) \chi_j + \sum_{j \in \{1, \ldots, m, \infty\}} f_j^\infty * g_j^\infty
\end{equation}

with \( f_j^\infty, g_j^\infty \in C_c^\infty(V, \mathbb{C}), f_j, g_j \in A(V_j) \) and \( \chi_j \in C_c^\infty(V_j \times V_j \times [0, \infty)) \). Therefore, it is left to show that \( A(U) * A(U) \subseteq A(U) \).

Let \( f, g \in A(U) \) and denote by \( K_f, K_g, K_{f \cdot g} \subseteq k(U) \) the respective compact subsets, and let \( T > 0 \) be such that \( f, g \) vanish for \( t \geq T \). To show rapid decay, we must estimate the derivatives

\[ \partial^\infty_p g(\eta^{-1}, \gamma) = \sum \partial^\infty_\eta^{-1} \gamma g(\eta^{-1}, \gamma) \cdot M^\infty(\eta^{-1}, \gamma) \quad \text{for} \quad \eta^{-1}, \gamma \in k^{-1}(K_g) \quad \text{and} \quad t < T, \]

where \( M^\infty(\eta^{-1}, \gamma) \) is a product of \( \partial^\infty_\eta m_j(\eta^{-1}, \gamma) \). The bounds from Lemma 4.7 for the multiplication and inverse allow to estimate \( |M^\infty| \) for all \( \eta \in k^{-1}(K_{f \cdot g}) \) and \( \eta \in k^{-1}(K_f) \) with \( t < T \) by \( C(1 + \|\eta\|)(1 + \|\gamma\|)^r \) for some \( C > 0 \) and \( r, s \in \mathbb{N}_0 \). Therefore, we can use the rapid decay of \( f \) and \( g \) to estimate for \( p \in \mathbb{N} \) using Corollary 4.8

\[ (1 + \|\eta\|)^p \int |f(\eta)||\partial^\infty_\eta^{-1} \gamma g(\eta^{-1}, \gamma) \cdot M^\infty(\eta^{-1}, \gamma)| \mathrm{d} \nu^\gamma(\eta) \]

\[ \lesssim (1 + \|\eta\|)^{p+s} \int |f(\eta)|(1 + \|\eta\|)^r |\partial^\infty_\eta^{-1} \gamma g(\eta^{-1}, \gamma)| \mathrm{d} \nu^\gamma(\eta) \]

\[ \lesssim (1 + \|\eta\|)^{p+s} \int |f(\eta)|(1 + \|\eta\|) \mathrm{d} \nu^\gamma(\eta) \]

\[ \lesssim \int (1 + \|\eta\|)^{-d_H-1} \mathrm{d} \nu^\gamma(\eta) < \infty \]

for all \( \gamma \in U \). The last integral converges by [FS82, 1.17]. This finishes the proof that \( A(T_H M) \) is a \( \ast \)-algebra.

Clearly, \( C_c^\infty(T_H M) \) is contained in \( A(T_H M) \). For \( f \in A(U) \), we can construct a sequence \( f_m \in C_c^\infty(U) \) which converges to \( f \) in the \( I \)-norm. This will imply that \( A(T_H M) \subset C^\ast(T_H M) \). This can be done by choosing a sequence of functions \( \chi_m \in C_c^\infty(\mathbb{R}^m) \) with \( 0 \leq \chi_m \leq 1 \), \( \text{supp}(\chi_m) \subset B(0, m) \) and \( \chi_m|_{B(0, m-1)} \equiv 1 \). Then \( f_m(x, v, t) := f(x, v, t) \chi_m(v) \) is such a sequence.

5. Generalized fixed point algebras for filtered manifolds

In this section we briefly recall the notion of a generalized fixed point algebra. Then we use the Schwartz type algebra to define a generalized fixed point algebra of the zoom action on a certain ideal in the \( C^\ast \)-algebra of the tangent groupoid.

5.1. Generalized fixed point algebras. Generalized fixed point algebras were defined by Rieffel as a noncommutative analogue of proper group actions on spaces in [Rie04]. Here, we follow the approach of Meyer in [Mey01]. We recall the main definitions and refer to [Mey01, Ewe20a] for more details.

For this section, let \( G \) be a locally compact group and \( A \) a \( C^\ast \)-algebra with a strongly continuous \( G \)-action \( \alpha \). For the pseudodifferential operators in the following sections we will always consider the multiplicative group \( G = \mathbb{R}_{>0} \). Define for \( a \in A \) the following operators as in [Mey01, (1), (2)]

\begin{equation}
 \langle a \rangle : A \rightarrow C_0(G, A), \quad \langle a \rangle(f) := \alpha_x(a)^\ast b,
\end{equation}

\begin{equation}
 |a| : C_0(G, A) \rightarrow A, \quad |a|f := \int_G \alpha_x(a)f(x) \mathrm{d}x.
\end{equation}

Here, \( \mathrm{d}x \) denotes the Haar measure on \( G \). They are \( G \)-equivariant for the diagonal action of \( G \) on \( C_0(G, A) \) and \( C_0(G, A) \), respectively. Furthermore they are adjoint to each other with respect to the pairings \( \langle a | b \rangle = a^\ast b \) for \( a, b \in A \) and \( \langle f | g \rangle = \int_G f(x)^\ast g(x) \mathrm{d}x \) for \( f \in C_0(G, A) \) and \( g \in C_0(G, A) \). Recall that \( C_0(G, A) \) can be completed into the right Hilbert \( A \)-module \( L^2(G, A) \).
Definition 5.1 (Mey01). An element $a \in A$ is square-integrable if the operator $|a\rangle$ extends to an adjointable operator $|a\rangle : L^2(G, A) \to A$.

If $a \in A$ is square-integrable, $\langle a | b \rangle$ can be understood as an adjointable operator $A \to L^2(G, A)$ with adjoint $|a\rangle$ as explained in [Mey01] Sec. 4. On the subspace of square-integrable elements $A_{si} \subseteq A$ one can define a norm $\| \cdot \|_{si}$, which turns it into a Banach space:

$$\|a\|_{si} = \|a\| + \|\langle a | \sigma | a\rangle\|^{1/2}$$

Definition 5.2 (Mey01, 6.4). A continuously square-integrable G-C*-algebra $(A, \mathcal{R})$ is a C*-algebra $A$ with a strongly continuous $G$-action together with a subset $\mathcal{R} \subset A_{si}$ which is

(i) relatively continuous, that is, $\langle a | b \rangle := \langle a | c | b \rangle \in \mathcal{C}_*^r(G, A) \subset \mathcal{B}(L^2(G, A))$ for all $a, b \in \mathcal{R}$.

(ii) complete, that is, $\mathcal{R}$ is a closed subspace of $(A_{si}, \| \cdot \|_{si})$ and $\langle a\rangle(C_c(G, A)) \subset \mathcal{R}$ for all $a \in \mathcal{R}$.

(iii) dense in $A$.

We remark that not every G-C*-algebra has such a subset $\mathcal{R}$ and that it does not have to be unique, see [Mey01] Sec. 8.

Definition 5.3. Let $(A, \mathcal{R})$ be a continuously square-integrable G-C*-algebra. The generalized fixed point algebra $\operatorname{Fix}^G(A, \mathcal{R})$ is defined as the closed linear span of $|a\rangle\langle b |$ for $a, b \in \mathcal{R}$ inside the $G$-invariant multiplier algebra $\mathcal{M}_G(A)$.

It is in fact a C*-algebra and $|\mathcal{R}\rangle \subseteq \mathcal{B}(L^2(G, A), A)$ can be completed into an imprimitivity bimodule between $\operatorname{Fix}^G(A, \mathcal{R})$ and the ideal generated by $\langle \mathcal{R} | \mathcal{R} \rangle$ inside $\mathcal{C}_*^r(G, A)$ [Mey01, 6.10].

Example 5.4. Let $G \curvearrowright X$ be a proper group action on a locally compact Hausdorff space $X$. Then the orbit space $G\backslash X$ is a locally compact Hausdorff space. The group action induces an action on the C*-algebra $C_0(X)$ by $(g \cdot f)(x) := f(g^{-1} \cdot x)$ for $g \in G, x \in X$. Denote by $\overline{C_c(X)}$ the closure of $C_c(X) \subseteq C_0(X)_{si}$ with respect to $\| \cdot \|_{si}$. Then $(C_0(X), \overline{C_c(X)})$ is a continuously square-integrable G-C*-algebra. The generalized fixed point algebra $\operatorname{Fix}^G(C_0(X), \overline{C_c(X)})$ is isomorphic to the C*-algebra of the orbit space $C_0(G\backslash X)$.

Definition 5.5 (Rie90). A continuously square-integrable G-C*-algebra $(A, \mathcal{R})$ is called saturated, if the ideal generated by $\langle \mathcal{R} | \mathcal{R} \rangle \subseteq \mathcal{C}_*^r(G, A)$ is $\mathcal{C}_*^r(G, A)$.

Example 5.6 (see [Rie82, Exec20a, 2.18]). Let $G$ act properly on a locally compact Hausdorff space $X$. Then $(C_0(X), \overline{C_c(X)})$ is saturated if and only if the action $G \curvearrowright X$ is free.

5.2. The zoom action. The zoom action $\alpha$ on the tangent groupoid from Definition 2.20 induces an action on the introduced convolution algebras.

Lemma 5.7. The maps $\sigma_\lambda : C_c(\mathbb{T}_1M) \to C_c(\mathbb{T}_1M)$ defined by

$$(\sigma_\lambda f)(\gamma) = \lambda^{dM} f(\alpha_\lambda(\gamma)) \quad \text{for } \lambda > 0 \text{ and } f \in C_c(\mathbb{T}_1M)$$

extend to a strongly continuous $\mathbb{R}_{>0}$-action on $C^*(\mathbb{T}_1M)$. Moreover, $\mathcal{A}(\mathbb{T}_1M)$ is invariant under the action.

Proof. Note that the Haar system $\{ \nu(x,t) \}_{(x,t) \in M \times [0, \infty)}$ satisfies

$$(15) \quad \int \sigma_\lambda f \, d\nu(x,t) = \int f \, d\nu(x,\lambda^{-1}t) \quad \text{for all } f \in C_c(\mathbb{T}_1M).$$

Using this one can show $\sigma_\lambda(f * g) = \sigma_\lambda(f) * \sigma_\lambda(g)$ for $f, g \in C_c(\mathbb{T}_1M)$. Furthermore, all $\sigma_\lambda$ are linear and satisfy $\sigma_\lambda(f^*) = (\sigma_\lambda(f))^*$ for all $f \in C_c(\mathbb{T}_1M)$. As each $\sigma_\lambda$ is an isometry with respect to the $I$-norm, it follows that $\sigma$ extends to a strongly continuous action on $C^*(\mathbb{T}_1M)$.

To see that $\mathcal{A}(\mathbb{T}_1M)$ is invariant, note that it suffices to show this for $f \in \mathcal{A}(U)$, as $C_c^0(M \times \mathbb{R}_{>0})$ is invariant. Because $k(\beta(x, v, t)) = (x, t \cdot v) = k(x, v, t)$ for all $\lambda > 0$, one can take the compact set $K_f$ for $f$ for all $\lambda f$. Furthermore, for fixed $\lambda > 0$ the function $\sigma_\lambda(f)$ has compact support in the $t$-direction and satisfies the rapid decay condition. This follows from the homogeneity of the quasi-norm. \qed
Lemma 5.8. The ideal $\ker(p_0) \subset C^*(T_H M)$ is invariant under the zoom action. Under the isomorphism from $\text{(10)}$
\[
p : \ker(p_0) \rightarrow C_0(\mathbb{R}_{>0}) \otimes k(L^2 M)
\]
the zoom action corresponds to the action $\tau \otimes 1$, where $\tau$ is induced by the free and proper scaling action of $\mathbb{R}_{>0}$ on itself, namely,
\[
(\tau_\lambda f)(t) = f(\lambda^{-1} t) \quad \text{for } f \in C_0(\mathbb{R}_{>0}) \text{ and } \lambda, t > 0.
\]

Proof. The homomorphism $p_0$ is equivariant for the zoom action and the action on $C^*(T_H M)$ induced by the dilations in Definition 2.8. The second claim follows from the computation that $p \circ \sigma_\lambda = (\tau_\lambda \otimes 1) \circ p$ for all $\lambda > 0$. $\square$

5.3. Generalized fixed point algebras for filtered manifolds. In this section, we show that the generalized fixed point algebra construction can be applied to certain ideals in the groupoid $C^*$-algebras associated with the tangent groupoid of filtered manifolds.

Definition 5.9. Let $J_0$ be the ideal in $C^*(T_H M)$ defined as
\[
J_0 = \bigcap_{x \in M} \ker(\pi_{\text{triv}} \circ q_x).
\]

Here, $\pi_{\text{triv}} : C^*(G_x) \rightarrow C$ denotes the representation induced by the trivial representation of the osculating group $G_x$, that is,
\[
\pi_{\text{triv}}(f) = \int_{G_x} f(x) \, dx \quad \text{for } f \in C_c(G_x)
\]

The ideal $J_0$ can be extended to an ideal $J$ in $C^*(T_H M)$ as follows.

Definition 5.10. Let $J$ denote the ideal in $C^*(T_H M)$ given by
\[
J = \bigcap_{x \in M} \ker(\pi_{\text{triv}} \circ q_x \circ p_0).
\]

Both ideals $J$ and $J_0$ are invariant under the zoom action $\sigma$ of $\mathbb{R}_{>0}$. To apply the generalized fixed point algebra construction to this $\mathbb{R}_{>0}$-action on $J$, consider the following $^*$-subalgebra of $J$.

Definition 5.11. Let $\mathcal{R} \subset J$ consist of all $f \in \mathcal{A}(T_H M)$ such that
\[
\int f \, d\nu^{(x,0)} = 0 \quad \text{for all } x \in M.
\]

We show first the following lemma, which will replace an application of the mean value theorem in the Euclidean case.

Lemma 5.12. Let $g \in \mathcal{A}(\mathcal{U})$ and $K_1, K_2 \subset k(\mathcal{U})$ be compact subsets. For all $a \in \mathbb{N}$ there are $D > 0$ and $b \in \mathbb{N}$ such that for all $(\gamma^{-1}, \eta) \in \mathcal{U}^{(2)}$ with $k(\gamma) \in K_1, k(\eta) \in K_2$
\[
|g(\gamma^{-1}\eta) - g(\gamma^{-1})| \leq D \frac{(1 + \|\eta\|^b)}{(1 + \|\gamma\|)^a} \sum_{j=1}^n \|\eta\|^{\eta_j}.
\]

Proof. It suffices to show the claim for real-valued $g \in \mathcal{A}(\mathcal{U})$. Let $\gamma^{-1} = (x, v, t)$ and $\eta = (\varepsilon_x^{-1}(t \cdot v), w, t)$. Define the function $G : [0, 1] \times \mathbb{U}^{(2)} \rightarrow \mathbb{R}$ by
\[
G(x, v, t, w, h) = g((x, v, t) \cdot (\varepsilon_x^{-1}(t \cdot v), h \cdot w, t)).
\]

Hence, we obtain
\[
g((x, v, t)(\varepsilon_x^{-1}(t \cdot v), w, t)) - g(x, v, t) = \int_0^1 \partial_h G(x, v, t, w, s) \, ds.
\]

To estimate $|\partial_h G|$ note that $G = g \circ m \circ (\text{id} \times \delta)$, where $\delta(w, h) = h \cdot w$. Writing $\eta_h = (\varepsilon_x^{-1}(t \cdot v), h \cdot w, t)$, one calculates that
\[
\partial_h G(\gamma^{-1}, \eta, s) = \sum_{i,j=1}^n \partial_{\eta_i} g(\gamma^{-1} \cdot \eta_h) \cdot \partial_{w_i} m_i(\gamma^{-1}, \eta_h) \cdot \partial_h \delta_j(w, s).
\]
By the structure of $\mathcal{U}$ we can find a compact subset $K_2 \subset \tilde{K} \subset k(\mathcal{U})$ that is star-shaped in the sense that for $(x,v) \in \tilde{K}$ also $(x,h \cdot v) \in \tilde{K}$ holds for all $h \in [0,1]$. Let $T > 0$ be such that $g$ vanishes for $t \geq T$. Lemma 4.13 applied to $i(K_1) \cup \tilde{K}$ and $T$ gives $C > 0$ and $l \in \mathbb{N}$ with
\[
|\partial_{\omega_j} m_i(\chi^{-1}, \eta_k)| \leq C(1 + \|\gamma^{-1}\|^j(1 + \|\eta_k\|))^{l} \leq C(1 + \|\gamma\|)^{l}(1 + \|\eta\|)^j
\]
for all $\gamma, \eta$ with $k(\gamma) \in K_1$, $k(\eta) \in K_2$ and $t < T$. For these $\gamma, \eta$ use the rapid decay condition for $g$ to estimate using Corollary 4.18
\[
|\partial_{\omega_j} g(\chi^{-1} \cdot \eta_k)| \lesssim (1 + \|\gamma^{-1} \cdot \eta_k\|)^{-l(2 + \frac{2}{l})} \lesssim (1 + \|\eta_k^{-1} \cdot \gamma\|)^{-l(2 + \frac{2}{l})}
\]
\[
\lesssim \frac{(1 + \|\eta_k\|)^{l(2 + \frac{2}{l})}}{(1 + \|\gamma\|)^{2 + \frac{2}{l}}}
\]
As $\delta_j(w, h) = h^{0j} w_j$, it follows that $|\partial_{b_j \delta_j(w, s)}| \lesssim |w_j| \lesssim \|\eta\|^q$. Together, these estimates imply the claim. \square

**Lemma 5.13.** Let $(M, H)$ be a filtered manifold. Consider the restricted zoom action $\sigma : \mathbb{R}_{>0} \to J$. For $f \in \mathcal{R}$ the operator $\langle f \rangle$ as in (13) satisfies $\langle f \rangle g \in L^1(\mathbb{R}_{>0}, J)$ for all $g \in \mathcal{R}$.

**Proof.** We show that $(\lambda \mapsto \|\sigma_\lambda(f^*) \cdot g\|_I) \in L^1(\mathbb{R}_{>0}, \frac{d\lambda}{\lambda})$ holds for all $f, g \in \mathcal{R}$. Because $\sigma_\lambda$ for $\lambda > 0$ is an isometry with respect to the $l$-norm
\[
\|\sigma_{\lambda^{-1}}(f^*) \cdot g\|_I = \|f^* \cdot \sigma_\lambda(g)\|_I = \|\sigma_\lambda(g^*) \cdot f\|_I
\]
holds for all $f, g \in \mathcal{R}$. Therefore, and as $\mathcal{R}$ is invariant under involution, it will suffice to show
(17)
\[
\int_1^\infty \|\sigma_\lambda(f) \cdot g\|_I \frac{d\lambda}{\lambda} < \infty \quad \text{for all } f, g \in \mathcal{R}.
\]
We decompose $f$ as in Lemma 4.13 and write
\[
\sigma_\lambda(f) \cdot g = \sum_{j \in \{1, \ldots, m, \infty\}} \sigma_\lambda(f_j) \cdot g
\]
with $f_j \in \mathcal{R}_{V_j} := \mathcal{R} \cap \mathcal{A}(V_j)$ and $f_{\infty} \in C^\infty_c(V_{\infty})$. We proceed to decompose this further as in (12). Let $K_{f_j}, K_g$ be compact subsets for $f_j, g$ and let $T > 0$ be such that $f_j$ and $g$ vanish for $t \geq T$. As before, let $\{\chi, 1 - \chi\}$ be a compactly supported partition of unity subordinate to the open cover $V_j \times V_j \times [0, \infty)$ and $V_{\infty}$ of $m(K_{f_j}, K_g) \times [0, T]$. As noted in the proof of Lemma 5.7 we can take the same compact subset $K_{f_j} \subset k(\mathcal{U})$ for all $\sigma_\lambda(f_j)$. For $\lambda \geq 1$, let $\chi_\lambda$ be the scaled version of $\chi$ defined by $\chi_\lambda(x, y, t) = \chi(x, y, \lambda^{-1}t)$. As $\lambda \geq 1$, $\{\chi_\lambda, 1 - \chi_\lambda\}$ is still a partition of unity for the cover of
\[
m(K_{f_j}, K_g) \times [0, T] = m(K_{\sigma_\lambda(f_j)}, K_g) \times [0, T].
\]
As before, we have a decomposition
\[
\sigma_\lambda(f_j) \cdot g = (\sigma_\lambda(f_j) \cdot g)_{\chi_\lambda} + (\sigma_\lambda(f_j) \cdot g)_{1-\chi_\lambda}.
\]
Inspecting the argument for the first summand in the proof of Theorem 4.9 we can find a $g_j \in \mathcal{R}_{V_j}$ that does not depend on $\lambda$ such that
\[
(\sigma_\lambda(f_j) \cdot g)_{\chi_\lambda} = (\sigma_\lambda(f_j) \cdot g_j)_{\chi_\lambda}.
\]
For the second summand, recall the construction of $\omega \in C^\infty([0, \infty))$ in Theorem 4.9. It follows as in (11) that for $\omega_\lambda(t) := \omega(\lambda^{-1}t)$
\[
(\sigma_\lambda(f_j) \cdot g)_{1-\chi_\lambda} = (\sigma_\lambda(f_j) \cdot (\omega_\lambda \circ \theta) \cdot g)_{1-\chi_\lambda} = (\sigma_\lambda(f_j) \cdot (\omega \circ \theta) \cdot g)_{1-\chi_\lambda}.
\]
Note that $f_j \cdot (\omega \circ \theta) \in C^\infty_c(V_{\infty})$. As $|\chi_\lambda|, |1 - \chi_\lambda| \leq 1$ for all $\lambda \geq 1$, it suffices to prove (17) for the two cases $f \in C^\infty_c(V_{\infty})$ and $g \in \mathcal{R}$, and $f, g \in \mathcal{R}_{V_j}$. Here, $\mathcal{R}_{V_j}$ denotes all functions $f \in \mathcal{A}(U)$ with $f \circ \phi \in \mathcal{R}_{V_j}$ for an $H$-chart $\kappa : V \to U$.

Suppose first that $f \in C^\infty_c(V_{\infty})$ and $g \in \mathcal{R}$. Let $T, t_0 > 0$ be such that $f(x, y, t) = g(x, y, t) = 0$ whenever $t > T$ and $f(x, y, t) = 0$ for $t < t_0$. For $x \in M$ and $t > 0$ we have
\[
(\sigma_\lambda(f) \cdot g)(x, y, t) = \lambda^{d_\mathcal{U}} t^{-d_\mathcal{U}} \int_M f(x, z, \lambda^{-1}t) g(z, y, t) \, d\nu(z),
\]
which is only non-zero for $t \leq T$. Moreover, it vanishes if $\lambda > Tt_0^{-1}$ because then $\lambda^{-1}t < t_0$ holds for $t \leq T$, so that $f(x, z, \lambda^{-1}t) = 0$. As $\lambda \geq 1$, only $t \geq t_0$ have to be considered. As $g$ restricted to $t \geq t_0$ is a compactly supported function, we can find a compact subset $K \subset \mathcal{M}$ such that $f(x, y, t) = 0$ if $(x, y) \notin K \times K$ and $g(x, y, t) = 0$ if $t \geq t_0$ and $(x, y) \notin K \times K$. Moreover, there is a constant $C > 0$ such that $|g| \leq C$ for $t \geq t_0$ and $|f| \leq C$. We obtain

$$\int_1^{\infty} \|\sigma_\lambda(f) * g\|_\infty \frac{d\lambda}{\lambda} \leq T^{2d_H} C^2 \nu(K)^2 \int_{t_0}^{T/t_0} \lambda^{d_H-1} \frac{d\lambda}{\lambda} < \infty.$$ 

Consider now the case that $f, g \in \mathcal{R}_U$. To shorten notation write $b(x) = |\det B_X(x)|$ for $x \in U$. For $\gamma \in \mathcal{U}$ with $r(\gamma) = (x, t)$, one has

$$(\sigma_\lambda(f) * g^*)(\gamma) = \lambda^{d_H} b(x) \int_{U(x,t)} f(x, \lambda \cdot z, \lambda^{-1}t) g^*((x, z, t)^{-1}\gamma) \, dz$$

$$= b(x) \int_{U(x,t)} f(x, z, \lambda^{-1}t) g^*((x, \lambda^{-1} \cdot z, t)^{-1}\gamma) \, dz.$$ 

Let $K_f, K_g$ be compact subsets for $f$ and $g$ as in Definition 4.1. As $K_f$ is a compact subset for all $\sigma_\lambda(f)$, we only need to consider $\gamma \in K := m(K_f, K_g)$ by Theorem 4.9. Moreover, we only need to consider $z \in U^{\langle x, t \rangle}$ with $(x, (\lambda^{-1} \cdot z)) \in K_f$. Define two functions $R_1, R_2$ by

$$R_1(\gamma, \eta) = g^*(\eta^{-1} \cdot \gamma) - g^*(\gamma),$$

$$R_2(x, z, t) := f(x, z, t) - f(x, z, 0).$$

We write

$$(\sigma_\lambda(f) * g^*)(\gamma) = b(x) \left( g^*(\gamma) \int f(x, z, 0) \, dz + \int f(x, z, 0) R_1(\gamma, (x, \lambda^{-1} \cdot z, t)) \, dz + \int R_2(x, z, \lambda^{-1}t) g^*((x, \lambda^{-1} \cdot z, t)^{-1}\gamma) \, dz \right).$$

The first term vanishes as $f \in \mathcal{R}_U$. The mean value theorem in Lemma 5.12 applied to $i(K)$, $K_f$, $g$ and $a = d_H + 1$ yields $D > 0$ and $b \in \mathbb{N}$ such that

$$|R_1(\gamma, (x, \lambda^{-1} \cdot z, t))| \leq D \frac{(1 + \|\lambda^{-1} \cdot z\|)^b}{(1 + \|\gamma\|)^{d_H+1}} \sum_{j=1}^n \|\lambda^{-1} \cdot z\| w_j,$$

$$= D \frac{(1 + \lambda^{-1} \cdot z)^b}{(1 + \|\gamma\|)^{d_H+1}} \sum_{j=1}^n \lambda^{-w_j} \|z\|^{w_j},$$

$$\leq D\lambda^{-1} \frac{(1 + \|z\|)^{b+d_H}}{(1 + \|\gamma\|)^{d_H+1}}$$

for $\gamma \in K$ and $z \in U^{\langle x, t \rangle}$ with $(x, (\lambda^{-1} \cdot z)) \in K_f$. For the last inequality we used that $\lambda \geq 1$. The usual mean value theorem and the rapid decay of $f$ allow to find $C > 0$ such that

$$|R_2(x, z, \lambda^{-1}t)| \leq \lambda^{-1} t C (1 + \|z\|)^{-((d+1)(d_H+1))}.$$

As $f$ has rapid decay, one can estimate

$$|f(x, z, 0)| \lesssim (1 + \|z\|)^{-b-2d_H-1}.$$ 

As $g^*$ is rapidly decaying, as well, and using Corollary 4.13 and $\lambda \geq 1$, we find

$$|g^*((x, \lambda^{-1}z, t) \cdot \gamma)| \lesssim (1 + \|\gamma\|)^{-(d_H+1)}$$

$$\lesssim \frac{(1 + \|\gamma\|)^{-1}}{(1 + \|\gamma\|)^{d_H+1}} \int_{U^{\langle x, t \rangle}} \|f\|^{(d_H+1)}$$

$$\lesssim \frac{(1 + \|\gamma\|^2)^{d_H+1}}{(1 + \|\gamma\|)^{d_H+1}}.$$
Therefore, we obtain for all \((x,t) \in M \times [0,\infty)\)
\[
\int |\sigma_\lambda(f) * g^s| \, d\nu(x,t) \lesssim b(x)\lambda^{-1}(1 + t).
\]
As there is a \(T > 0\) such that \(g^s\) vanishes for \(t \geq T\) and \(f\) is compactly supported in \(x\) this implies
\[
\|\sigma_\lambda(f) * g^s\|_{l,\nu} \lesssim \lambda^{-1}.
\]
For \(\| \cdot \|_{l,\nu}\), replace \(\gamma\) by \(\gamma^{-1}\) in the estimates above and use Corollary 4.8 to derive similar estimates. The convergence of \(\int_1^\infty \lambda^{-2} \, d\lambda\) finishes the proof of (17).

**Theorem 5.14.** For a filtered manifold \((M,H)\) the \(*\)-subalgebra \(\mathcal{R} \subset J\) is square-integrable with respect to the zoom action of \(\mathbb{R}_{>0}\). Denote by \(\mathcal{R}\) its closure with respect to the \(\| \cdot \|_\ast\)-norm. Then \((J,\mathcal{R})\) is a continuously square-integrable \(\mathbb{R}_{>0}\)-\(C^\ast\)-algebra.

**Proof.** The Schwartz type algebra \(\mathcal{A}(\mathbb{I}_H M)\) is a \(*\)-subalgebra of \(C^\ast(\mathbb{I}_H M)\) by Theorem 5.9. Condition (16), which is that the Haar integrals vanish at \(t = 0\), is preserved when taking the involution or convolution of functions in \(\mathcal{R}\). Therefore, \(\mathcal{R}\) is a \(*\)-subalgebra of \(J\). Moreover, it is invariant under the zoom action of \(\mathbb{R}_{>0}\), as \(\mathcal{A}(\mathbb{I}_H M)\) is invariant by Lemma 5.7 and the \(d_H\)-homogeneity of the Haar system at \(t = 0\), which follows from (15).

To see that \(\mathcal{R}\) is dense in \(J\), let \(f \in J\) and \(\epsilon > 0\). There is a \(\xi \in C^\infty_c(\mathbb{I}_H M)\) with \(\|f - g\| < \epsilon/2\). To adjust \(g\) to have vanishing integrals at \(t = 0\), define the function \(h \in C^\infty_c(M)\) by
\[
h(x) = \int g \, d\nu(x,0)
\]
for \(x \in M\). It satisfies \(|h(x)| = |\hat{\tilde{g}}_\text{triv}(q_x(p_0(g))) - \hat{\tilde{g}}_\text{triv}(q_x(p_0(f)))| \leq \|f - g\| < \epsilon/2\) for all \(x \in M\). Choose a function \(k \in C^\infty_c(\mathbb{I}_H M)\) such that \(\int k \, d\nu(x,0) = 1\) for all \(x \in \mathbb{R}(\text{supp } g)\) and \(\|k\|_1 \leq 1\). This can be done by defining such a function locally on the charts \(\mathcal{V}_i\) and pasting them together with a smooth partition of unity. Let \(\tilde{g} := (h + r_1) \cdot k\). It is a smooth, compactly supported function on \(\mathbb{I}_H M\), and \(\|\tilde{g}\| \leq \epsilon/2\). As \(g - \tilde{g} \in \mathcal{R}\) and \(\|f - \tilde{g}\| < \epsilon\), this finishes the proof that \(\mathcal{R}\) is dense in \(J\).

Now, the estimate in Lemma 5.13 together with [Ewe20a, 2.11, 2.12] imply that \((J,\mathcal{R})\) is a continuously square-integrable \(\mathbb{R}_{>0}\)-\(C^\ast\)-algebra.

Hence, the generalized fixed point algebra \(\text{Fix}^{R_{>0}}(J,\mathcal{R})\) is defined as in Definition 5.3. It is the closed linear span of \([f],[g]\) for \(f,g \in \mathcal{R}\) by [Ewe20a, 2.11]. By [Mey01] (19) these can be described as strict limits in the multiplier algebra of \(J\). Use a net \((\chi_i)_{i \in \mathbb{I}}\) consisting of smooth, compactly supported functions \(\chi_i: \mathbb{R}_{>0} \rightarrow [0,1]\) that converge uniformly on compact subsets to 1 to cut off at zero and infinity. Assume that \(\chi_i(\lambda) = \chi_i(\lambda^{-1})\) for all \(i \in \mathbb{I}\) and \(\lambda > 0\). Then \([[f]],[[g]]\) is given by the following strict limit
\[
[[f]],[[g]] = \lim_{i,s} \int_0^\infty \chi_i(\lambda)\sigma_\lambda(f^s * g) \, d\lambda.
\]

5.4. **The pseudodifferential extension.** Recall that \(J_0 = p_0(J)\). The \(C^\ast\)-algebra extension for the tangent groupoid in (19) restricts to the short exact sequence of \(\mathbb{R}_{>0}\)-\(C^\ast\)-algebras
\[
C_0(\mathbb{R}_{>0}) \otimes \mathcal{K}(L^2 M) \overset{p_0}{\longrightarrow} J_0 \overset{p_0}{\longrightarrow} J_0.
\]
There is a corresponding short exact sequence of generalized fixed point algebras by [Ewe20a, 2.19]. Using the subsets \(\mathcal{R} := \mathcal{R} \cap C_0(\mathbb{R}_{>0}) \otimes \mathcal{K}(L^2 M)\) and \(\mathcal{R}_0 := p_0(\mathcal{R})\) one obtains continuously square-integrable \(\mathbb{R}_{>0}\)-\(C^\ast\)-algebras \((C_0(\mathbb{R}_{>0}) \otimes \mathcal{K}(L^2 M), \mathcal{R})\) and \((J_0,\mathcal{R}_0)\) by [Ewe20a, 2.14, 2.15]. The same arguments as in the proof of [Ewe20a, 5.11] yield the following description of the corresponding extension of generalized fixed point algebras.

**Proposition 5.15.** Let \(\mathcal{R}_0 := p_0(\mathcal{R})\). The zoom action of \(\mathbb{R}_{>0}\) on the extension in (19) gives rise to a short exact sequence of generalized fixed point algebras
\[
\mathcal{K}(L^2 M) \longrightarrow \text{Fix}^{R_{>0}}(J,\mathcal{R}_0) \longrightarrow \text{Fix}^{R_{>0}}(J_0,\mathcal{R}_0).
\]
Here, \(\tilde{p}_0\) denotes the restriction of the strictly continuous extension of \(p_0\) to the corresponding multiplier algebras.
We call this extension the order zero pseudodifferential extension in the following. The symbol algebra \( \text{Fix}^{R>0}(J_0, \overline{R_0}) \) is a continuous field of \( C^* \)-algebras.

**Proposition 5.16.** The generalized fixed point algebra \( \text{Fix}^{R>0}(J_0, \overline{R_0}) \) is a continuous field of \( C^* \)-algebras over \( M \) with fibre projections

\[
\overline{q}_x : \text{Fix}^{R>0}(J_0, \overline{R_0}) \to \text{Fix}^{R>0}(J_x, \overline{R_x}).
\]

Here \( J_x := \ker(\overline{\pi}_{\text{triv}}) \subset C^*(G_x) \) and \( R_x \) consists of all \( f \in S(G_x) \) with vanishing integral with respect to the Haar measure on \( G_x \).

**Proof.** This follows from [Rie90, 3.2], see also [Ewe20a, Remark 2.24].

The order zero operators in \( \text{Fix}^{R>0}(J, \overline{R}) \) have a faithful representation as bounded operators on \( L^2(M) \). The \( * \)-homomorphisms \( p_t : C^*(\mathbb{T}_H M) \to \mathbb{B}(L^2 M) \) defined in [S] for \( t > 0 \) can be restricted to the ideal \( J \). The restrictions are still surjective. Therefore, they yield strictly continuous representations

\[
\tilde{p}_1 : \text{Fix}^{R>0}(J, \overline{R}) \to \mathcal{M}(\mathbb{B}(L^2 M)) = \mathbb{B}(L^2 M) \quad \text{for all } t > 0.
\]

**Lemma 5.17.** The representation \( \tilde{p}_1 : \text{Fix}^{R>0}(J, \overline{R}) \to \mathbb{B}(L^2 M) \) is faithful.

**Proof.** The result holds by the same reasoning as in the proof of [Ewe20a, 5.13].

**Lemma 5.18.** Let \( \{\chi_\ell\}_{\ell \in \ell} \) be a net of \( \chi_\ell \in C^\infty_c(\mathbb{R}^+; \mathbb{R}) \) that converge uniformly on compact subsets to 1 and satisfy \( \chi_\ell(\lambda^{-1}) = \chi_\ell(\lambda) \) for all \( \lambda > 0 \). Let \( f, g \in \mathcal{R} \) and \( h = f^* * g \). Then the operators \( T_\ell(h) \) given by

\[
T_\ell(h)(\psi)(x) = \int_0^\infty \chi_\ell(\lambda)\lambda^{-d_H} \int h(x, y, \lambda) \psi(y) \, d\nu(y) \, d\lambda
\]

for \( \psi \in L^2(M) \), \( x \in M \), converge strictly to \( \tilde{p}_1(\|f\|\|g\|) \) as multipliers of \( \mathbb{B}(L^2 M) \).

**Proof.** Use the description of \( \|f\|\|g\| \) as a strict limit as in [S]. As \( \tilde{p}_1 \) is strictly continuous and \( p_t \circ \sigma_\lambda = p_{t\lambda^{-1}} \) for all \( t, \lambda > 0 \) we get

\[
\tilde{p}_1(\|f\|\|g\|) = \lim_{\ell \to \infty} \int_0^\infty \chi_\ell(\lambda)p_1(\sigma_\lambda(f^* * g)) \frac{d\lambda}{\lambda} = \lim_{\ell \to \infty} \int_0^\infty \chi_\ell(\lambda)p_λ(f^* * g) \frac{d\lambda}{\lambda}.
\]

The operators \( T_\ell(h) \) above are obtained by inserting the definition of \( p_\lambda \) in [S].

The same argument as in [Ewe20a, 5.15] shows:

**Lemma 5.19.** The following diagram commutes

\[
\mathbb{B}(L^2 M) \xrightarrow{\tilde{p}_1} \text{Fix}^{R>0}(J, \overline{R}) \xrightarrow{\overline{q}_x} \mathbb{B}(L^2 M).
\]

**Lemma 5.20.** Let \( h \in \mathcal{R} \cap \ker(p_0) \) and let \( T_\ell(h) \) be defined as in (21). Then \( (T_\ell(h)) \) converges in norm in \( \mathbb{B}(L^2 M) \). In particular, its strict limit as multipliers of \( \mathbb{B}(L^2 M) \) exists and is contained in \( \tilde{p}_1(\text{Fix}^{R>0}(J, \overline{R})) \).

**Proof.** As \( h \in \mathcal{R} \subset \mathcal{A}(\mathbb{T}_H M) \) vanishes for \( t = 0 \), it can be written as \( h = tf \) with \( f \in \mathcal{A}(\mathbb{T}_H M) \). By definition of the representation \( p_\lambda \) in [S], it follows that \( p_\lambda(h) = \lambda p_\lambda(f) \) for all \( \lambda > 0 \). Hence, for all \( \lambda > 0 \)

\[
\|p_\lambda(h)\| \leq \lambda\|p_\lambda(f)\| \leq \lambda\|f\|.
\]

We show that \( (T_\ell(h)) \) is Cauchy. Let \( T > 0 \) be such that \( h \) vanishes for \( t \geq T \). For \( j \geq i \), we estimate

\[
\|T_j(h) - T_i(h)\| \leq \int_0^\infty (\chi_j(\lambda) - \chi_i(\lambda))\|p_\lambda(h)\| \frac{d\lambda}{\lambda} \leq \|f\| \int_0^T (1 - \chi_i(\lambda)) \, d\lambda.
\]
As $\chi_i \to 1$ on compact subsets, the claim follows. As $\mathbb{K}(L^2M)$ is complete, it follows that $(T_i(h))$ converges in norm. The second claim follows as convergence in norm implies strict convergence and $\mathbb{K}(L^2M)$ is contained in $\tilde{p}_1(\text{Fix}^{S>0}(J, \mathcal{F}))$ by Lemma 5.19.

6. The principal symbol algebra

In this section we examine the principal symbol algebra $\text{Fix}^{S>0}(J_0, \mathcal{R}_0)$. It is a continuous field of $C^\ast$-algebras over $M$ with fibres $\text{Fix}^{S>0}(J_x, \mathcal{F}_x)$ by Proposition 5.10. Here, $J_x$ is the kernel of the trivial representation $\tilde{\pi}_\text{triv}: C^\ast(G_x) \to \mathbb{C}$. It was shown in [Ewe20a, 6.11] that $\text{Fix}^{S>0}(J_x, \mathcal{F}_x)$ is the $C^\ast$-closure of the operators of type zero on $G_x$. We state now a bundle version of this result. We use tempered fibred distributions on $T_H M$ as in [EY19, 7.1]:

**Definition 6.1.** For a smooth vector bundle $\pi: E \to M$, a tempered fibred distribution with compact support in the $M$-direction is a continuous $C^\infty(M)$-linear map $u: \mathcal{S}(E) \to C^\infty(M)$. Denote by $\mathcal{S}'_c(E)$ the linear space of tempered fibred distributions.

For $u \in \mathcal{S}'_c(E)$ and each $x \in M$ there is a tempered distribution $u_x \in \mathcal{S}'(E_x)$ such that $\langle u, f \rangle(x) = \langle u_x, f_x \rangle$ for all $f \in \mathcal{S}(E)$. For $E = T_H M$, there is a well-defined convolution $*: \mathcal{S}'_c(T_H M) \times \mathcal{S}(T_H M) \to \mathcal{S}'_c(T_H M)$, which restricts in the fibres to the convolution on the osculating groups. To define homogeneity of fibred distributions, recall that the dilations yield an $\mathbb{R}_{\geq 0}$-action on $\mathcal{S}(T_H M)$ given by

$$\lambda \cdot f(x, \xi) = \lambda^d f(x, \lambda^{-1} \xi)$$

for $\lambda > 0$, $f \in \mathcal{S}(T_H M)$ and $\xi \in G_x$.

This action can be extended to $\mathcal{S}'_c(T_H M)$ by

$$\langle \sigma \lambda u, f \rangle := \lambda^d \langle u, \sigma \lambda^{-1} f \rangle$$

for $u \in \mathcal{S}'_c(T_H M)$ and $\lambda > 0$. It allows to extend the notion of kernels and operators of type $\nu$ on graded Lie groups (see for example [FR16, 3.2.9]) to the bundle of osculating groups.

**Definition 6.2.** Let $\nu \in \mathbb{R}$. A fibred distribution $u \in \mathcal{S}'_c(T_H M)$ is called a kernel of type $\nu$ if it is smooth away from the zero section and $\sigma \lambda u = \nu u$ for all $\lambda > 0$. Denote by $K^\nu(T_H M)$ the space of kernels of type $\nu$. The corresponding continuous operator $T_u: \mathcal{S}(T_H M) \to \mathcal{S}'_c(T_H M)$ given by $T_u(f) = u * f$ is called an operator of type $\nu$.

In particular, $T_u$ restricts at $x \in M$ to the right-invariant continuous linear operator $S(G_x) \to \mathcal{S}'(G_x)$ given by $f \mapsto u_x * f$ for $f \in \mathcal{S}(G_x)$. Moreover, one calculates as in [FR16, 3.2.7] that an operator $T$ of type $\nu$ satisfies

$$T(\sigma \lambda^{-1} u) = \nu \sigma \lambda^{-1}(T f)$$

for all $\lambda > 0$ and $f \in \mathcal{S}(T_H M)$.

The left regular representations $\lambda_x: C^\ast(G_x) \to \mathbb{B}(L^2 G_x)$ for $x \in M$ allow to understand the elements $|f\rangle \langle g|$ with $f, g \in \mathcal{R}_0$ as a smooth family of bounded, right-invariant operators $|f_x\rangle \langle g_x|$ on $L^2(G_x)$. By a bundle version of the arguments in [Ewe20a, 6.6-6.11] (see also [Ewe20b, Ch. 8] for details) we obtain the following result.

**Theorem 6.3.** Let $(M,H)$ be a filtered manifold. The linear span of $|f\rangle \langle g|$ for $f, g \in \mathcal{R}_0$ is $\mathbb{K}^0(T_H M)$. Consequently, $\text{Fix}^{S>0}(J_0, \mathcal{R}_0)$ is the $C^\ast$-completion of the operators of type zero.

7. Comparison to the calculus by van Erp and Yuncken

The pseudodifferential calculus for filtered manifolds by van Erp and Yuncken is also based on the tangent groupoid and the zoom action. Note that they use a version of the tangent groupoid which is a field over $\mathbb{R}$ and not $[0, \infty)$. In this section, we outline of their construction and compare it to the generalized fixed point algebra approach.
7.1. The calculus of van Erp and Yuncken. Recall the theory of fibred distributions on Lie groupoids and their convolutions as in [VEY19, Section 2], see also [LMV17].

Definition 7.1 ([VEY19, 6]). Let \( G \) be a Lie groupoid with unit space \( G(0) \) and range and source \( r,s : G \to G(0) \). An \( r \)-fibred distribution, respectively an \( s \)-fibred distribution, is a continuous \( C^\infty(\mathcal{G}(0)) \)-linear map \( u : C^\infty(\mathcal{G}) \to C^\infty(\mathcal{G}(0)) \), where the \( C^\infty(\mathcal{G}(0)) \)-module structure on \( C^\infty(\mathcal{G}) \) is induced by the range, respectively the source map. The spaces of \( r \)- and \( s \)-fibred distributions are denoted by \( E^r_\pi(\mathcal{G}) \) and \( E^s_\pi(\mathcal{G}) \).

There are well-defined convolution products \( * : E^r_\pi(\mathcal{G}) \times E^s_\pi(\mathcal{G}) \to E^r_\pi(\mathcal{G}) \) for \( \pi = r,s \) that turn \( E^r_\pi(\mathcal{G}) \) into an associative algebra [LMV17, 20].

Definition 7.2. A subset \( X \subset \mathcal{G} \) is proper if the restricted range and source maps
\[
r|_X : X \to \mathcal{G}(0) \quad \text{and} \quad s|_X : X \to \mathcal{G}(0)
\]
are proper. For \( \pi = r,s \), let \( \Omega_\pi \) be the bundle of smooth densities tangent to the range fibres, respectively source fibres, of \( \mathcal{G} \). Let \( C^\infty_p(\mathcal{G};\Omega_\pi) \) denote the space of smooth sections \( f \) such that \( \text{supp}(f) \) is proper.

Then \( C^\infty_p(\mathcal{G};\Omega_\pi) \) is a right ideal in \( E^r_\pi(\mathcal{G}) \), whereas \( C^\infty_p(\mathcal{G};\Omega_\pi) \) is a left ideal in \( E^s_\pi(\mathcal{G}) \) (see [VEY19, 9] and [LMV17, 21]).

The zoom action from Definition 2.20 induces an \( \mathbb{R}_{>0} \)-action \( \alpha_* \) on \( E^r_\pi(\mathcal{G}(0)) \) by automorphisms. Each \( \alpha_* \), restricted to \( C^\infty_p(\mathcal{G}(0) ; \Omega_\pi) \) coincides with \( \alpha_* \) as in Lemma 5.7 when identifying \( C^\infty_p(\mathcal{G}(0) ; \Omega_\pi) \) with \( C^\infty(\mathcal{G}(0)) \) using the left invariant Haar system.

Definition 7.3 ([VEY19, 18, 19]). A properly supported \( \mathcal{P} \in E^r_\pi(\mathcal{G}(0)) \) is essentially homogeneous of weight \( m \in \mathbb{R} \) if
\[
\alpha_* \mathcal{P} - \lambda^m \mathcal{P} \in C^\infty_p(\mathcal{G}(0) ; \Omega_\pi) \quad \text{for all } \lambda > 0.
\]
The space of these distributions is denoted by \( \Psi^m_\pi(\mathcal{G}) \).

A distribution \( P \in E^r_\pi(\mathcal{G}(0) \times \mathcal{G}) \) is an \( H \)-pseudodifferential kernel of order \( \leq m \) if there is a \( \mathcal{P} \in \Psi^m_\pi(\mathcal{G}) \) that restricts to \( P \) at \( t = 1 \). Denote by \( \Psi^m_\pi(\mathcal{G}) \) the space of these kernels. For \( P \in \Psi^m_\pi(\mathcal{G}) \) define the following corresponding \( H \)-pseudodifferential operator by
\[
\text{Op}(P) : C^\infty(\mathcal{G}) \to C^\infty(\mathcal{G}), \quad \text{Op}(P)f(x) = (P_x,f).
\]

Moreover, they define the principal cosymbol of \( P \in \Psi^m_\pi(\mathcal{G}) \) by extending it to a \( \mathcal{P} \in \Psi^m_\pi(\mathcal{G}(0)) \) and restricting \( \mathcal{P} \) to \( t = 0 \). To make this independent of the choice of the extension, the space of cosymbols is defined as follows.

Definition 7.4 ([VEY19, 34, 35]). For \( m \in \mathbb{R} \), let \( \text{Ess}_\pi^m(\mathcal{G}) \) consist of all properly supported \( \mathcal{U} \in E^r_\pi(\mathcal{G}(0)) \) such that
\[
\delta_* \mathcal{U} - \lambda^m \mathcal{U} \in C^\infty_p(\mathcal{G}(0) ; \Omega_\pi) \quad \text{for all } \lambda > 0.
\]

Here, \( \delta_* \) is induced by the dilations in the fibres of \( \mathcal{G} \). Define
\[
\Sigma^m_\pi(\mathcal{G}) := \text{Ess}_\pi^m(\mathcal{G})/C^\infty_p(\mathcal{G}(0) ; \Omega_\pi).
\]

The principal cosymbol of \( P \in \Psi^m_\pi(\mathcal{G}) \) is defined by extending \( P \) to \( \mathcal{P} \in \Psi^m_\pi(\mathcal{G}(0)) \) and setting
\[
s^m_\pi(P) := [\mathcal{F}_0] \in \Sigma^m_\pi(\mathcal{G}).
\]

Van Erp and Yuncken show in [VEY19, 47] that the wave front set of \( P \in \Psi^m_\pi(\mathcal{G}) \) is contained in the conormal to \( \mathcal{G} \times [0,\infty) \). This implies by [VEY19, 48] that \( \mathcal{P} \) belongs, in fact, to the space of proper \( r \)-fibred distributions \( E^r_\pi(\mathcal{G}(0)) \) as defined in [VEY19, 11]. As \( C^\infty_p(\mathcal{G}(0) ; \Omega_\pi) \) is a two-sided ideal in \( E^r_\pi(\mathcal{G}(0)) \), it is then easy to see that \( \bigcup_{m \in \mathbb{Z}} \Psi^m_\pi(\mathcal{G}) \) is a \( \mathbb{Z} \)-graded algebra, see [VEY19, 49]. Moreover, there is a well-defined involution on \( E^r_\pi(\mathcal{G}(0)) \) by [LMV17, 20]. We summarize now the main properties of the calculus.

Proposition 7.5 ([VEY19, 36, 37, 38, 49, 50, 52, 53], [DH17, 3.6]). The pseudodifferential calculus on a filtered manifold \((\mathcal{M}, \mathcal{H})\) satisfies:
(i) For \( m \in \mathbb{Z} \) there is a short exact sequence

\[
\Psi_H^{m-1}(M) \longrightarrow \Psi_H^m(M) \xrightarrow{s^m} \Sigma_H^m(M).
\]

The inclusion is well-defined, which can be seen by considering the map \( \Psi_H^{m-1}(M) \to \Psi_H^m(M) \) with \( \mathbb{P} \mapsto t^m \mathbb{P} \) for \( \mathbb{P} \in \Psi_H^{m-1}(M) \), which does not change the kernel at \( t = 1 \).

(ii) For \( P \in \Psi_H^m(M) \) and \( Q \in \Psi_H^m(M) \) with \( m, l \in \mathbb{R} \), the convolution is in \( \Psi_H^{m+l}(M) \) and \( s^m \circ s^l(P \ast Q) = s^{m+l}(P \ast s^r(Q)) \).

(iii) For \( P \in \Psi_H^m(M) \) and \( m \in \mathbb{R} \), the formal adjoint \( P^* \) is in \( \Psi_H^m(M) \) and \( s^m(P^*) = s^m(P)^* \).

(iv) For \( k \geq 0 \) and \( r \) the step of the filtration, the following regularities hold

\[
\Psi_h^{-d_H - kr - 1}(M) \subset C^k_c(M \times M; \Omega_r),
\]

\[
\bigcap_{m \in \mathbb{Z}} \Psi_H^m(M) = C^\infty_c(M \times M; \Omega_r).
\]

**Remark 7.6.** Dave and Haller extend in \[DH17\] the pseudodifferential calculus to operators acting between sections of vector bundles \( E, F \) over \( M \). In this case, distributions in

\[ \mathcal{E}'(\mathbb{T}_H M; \hom(s^*(\mathbb{E}), r^*(\mathbb{F})) \otimes \Omega_r) \]

are used, where \( \mathbb{E} = E \times \mathbb{R} \) and \( \mathbb{F} = F \times \mathbb{R} \) are the vector bundles over the unit space \( M \times \mathbb{R} \).

We will use global exponential coordinates as in \[KEY17\] 15. They identify an open subset \( \mathcal{W} \) of \( \mathfrak{t}_H M \times \mathbb{R} \), the Lie algebroid of \( \mathbb{T}_H M \), with an open, zoom-invariant neighbourhood \( \mathcal{W} \) of

\[ T_H M \times 0 \cup \Delta_M \times (0, \infty) \subset \mathbb{T}_H M. \]

Here, \( \Delta_M \) denotes the diagonal in \( M \times M \).

Suppose \( \varphi_1 \in C^\infty_c(M \times M) \) is constant 1 on \( \Delta_M \) and vanishes outside \( \mathcal{W}_1 \). Then \( \varphi \in C^\infty_c(\mathbb{T}_H M) \) defined by \( \varphi := \varphi_1 \circ (r_1, s_1) \) is called an exponential cutoff in \[KEY19\] 27. It is invariant under the zoom action. It is shown in \[KEY19\] 27 that each \( \mathbb{P} \in \Psi_H^m(M) \) differs from a \( Q \in \Psi_H^m(M) \) supported on \( \mathcal{W} \) by an element of \( C^\infty_c(\mathcal{T}_H M; \Omega_r) \), namely, set \( Q = \varphi \mathbb{P} \) for an exponential cutoff \( \varphi \).

As we used the Schwartz type algebra in the construction of the generalized fixed point algebra \( \text{Fix}^{K > 0}(J, \mathbb{R}) \), the corresponding operators on \( L^2(M) \) as in Lemma 5.15 have compactly supported kernels. Therefore, we compare it to the following variant of van Erp and Yuncken’s calculus with compact instead of proper supports.

**Definition 7.7.** Let \( \Psi_H^m_{c,c}(M) \) consist of all \( \mathbb{P} \in \Psi_H^m(M) \) such that there is a compact subset \( K \subset M \times M \) such that all \( \mathbb{P}_t \) for \( t \neq 0 \) are supported in \( K \). Likewise, \( \text{Ess}_H^m_{c,c}(M) \) denotes all \( u \in \text{Ess}_H^m(M) \) with compact support in the \( x \)-direction and

\[ \Sigma_H^m(M) := \text{Ess}_H^m_{c,c}(M)/C^\infty_c(T_H M; \Omega_r). \]

**Lemma 7.8.** Let \( m \in \mathbb{Z} \). The pseudodifferential extension of order \( m \) in (22) restricts to a short exact sequence

\[
\Psi_H^{m-1}(M) \longrightarrow \Psi_H^m(M) \xrightarrow{s^m} \Sigma_H^m(M).
\]

**Proof.** This can be shown analogously to \[KEY19\] 36, 37, 38. For surjectivity of the principal cosymbol map, extend a compactly supported \( u \in \text{Ess}_H^m_{c,c}(M) \) as in \[KEY19\] 36 to the constant distribution \( \tilde{u} \in \mathcal{E}'(\mathfrak{t}_H M \times \mathbb{R}) \) given by \( \tilde{u}_t = u \). Using an exponential cutoff \( \varphi \) for \( \varphi_1 \in C^\infty_c(M \times M) \) that is constant 1 on a neighbourhood of \( \Delta_{r(\text{supp } u)} \subset M \times M \) and zero outside of \( \mathcal{W}_1 \), one obtains an \( u \in \Psi^m_{H,c,c}(M) \) that extends \( u \). \( \square \)

### 7.2 Principal cosymbols as generalized fixed points

First, we compare the space of principal cosymbols of order 0 to the generalized fixed point algebra at \( t = 0 \), namely, \( \text{Fix}^{K > 0}(J_0, \mathbb{R}) \).

Consider the following bundle version of the space of approximately homogeneous distributions defined in \[Lay84\] 2.

**Definition 7.9.** A distribution \( u \in \mathcal{S}'_c(T_H M) \) is approximately 0-homogeneous if

(i) \( u \) is smooth outside the zero section,
Proof. By the bundle version of [Tay84, 2.4] every Proposition 7.10.

There is a surjective linear map

Denote by $H$ the space of approximately 0-homogeneous distributions.

By [Tay84 2.2, 2.4] they are closely related to kernels of type 0 from Definition 62.

Proposition 7.10. There is a surjective linear map $\Phi: S^0_{cp}(TM) \to K^0(TM)$ with $\ker(\Phi) = S^0_{cp}(TM) \cap C^\infty_{cp}(TM)$.

Proof. By the bundle version of [Tay84 2.4] every $u \in S^0_{cp}(TM)$ can be written as $u = f + w$ with $f \in C^\infty_{cp}(TM)$ and $w \in K^0(TM)$. In fact, it is shown in [Tay84 2.2], that $\hat{u} \in C^\infty(t^*_H M)$ admits a radial limit $\hat{\omega}(x, \xi) := \lim_{\lambda \to +\infty} \hat{u}(x, \lambda \xi)$, which defines a smooth, 0-homogeneous function $\hat{\omega}$. Therefore, $\hat{\omega}$ extends to a tempered fibred distribution and $\hat{w}$ is its inverse under Fourier transform. The above decomposition of $\hat{w}$ is unique as kernels of type 0 coincide with smooth $(-d_H)$-homogeneous functions outside the zero section. Therefore, $C^\infty_{cp}(TM) \cap K^0(TM) = \{0\}$ and $u \mapsto \hat{w}$ is a well-defined linear map.

For surjectivity, let $w \in K^0(TM)$ be a kernel of type 0. The Euclidean Fourier transform $\hat{w} \in S'(t^*_H M)$ is smooth and 0-homogeneous outside the zero section $M \times \{0\}$. Take a smooth cutoff function $\chi \in C^\infty(t^*_H M)$ which vanishes near the zero section and is constant 1 outside an $r$-compact set. Then $u = \mathcal{F}^{-1}(\chi \hat{w})$ is an approximately 0-homogeneous distribution by [Tay84 2.2] and one can write

$$u = \hat{w} \in S'_{cp}(t^*_H M),$$

The latter is smooth as $(1 - \chi)\hat{w} \in S'_{cp}(t^*_H M)$, so that $\Phi(u) = w$. The claim concerning the kernel follows from the uniqueness of the decomposition above and the definition of $\Phi$. □

Note that $S^0_{cp}(TM)$ is larger than the space $\text{Ess}_{H,c}(M)$ we consider. However, the following result holds. See [DH17 3.8] for a more general result for $\Sigma^m_H(M)$.

Lemma 7.11. There is a linear bijection $\Theta: \Sigma^m_{H,c}(M) \to K^0(TM)$.

Proof. The map $\Phi$ in Proposition 7.10 induces a bijective, linear map

$$S^0_{cp}(TM) / \ker(\Phi) \to K^0(TM).$$

We show that there is a linear bijection $\Sigma^m_{H,c}(M) \to \hat{S}^0_{cp}(TM)/\ker(\Phi)$. The inclusion of $\text{Ess}^0_{H,c}(M)$ into $S^0_{cp}(TM)$ induces a linear map to the quotient

$$\psi: S^0_{cp}(TM) / \ker(\Phi) \to \hat{S}^0_{cp}(TM)/\ker(\Phi).$$

To see that it is surjective, let $u \in S^0_{cp}(TM) / \ker(\Phi)$ and choose a function $\omega \in C^\infty(TM)$ which is constant 1 in a neighbourhood of $(\text{supp } u) \times \{0\}$ and $\omega u \in E'_{cp}(TM)$. It is essentially 0-homogeneous as for all $\lambda > 0$

$$\sigma_\lambda(\omega u) - \omega u = -\sigma_\lambda((1 - \omega)u + \sigma_\lambda(u) - u + (1 - \omega)u)$$

is smooth. It is also compactly supported as the left hand side is. As $u - \omega u = (1 - \omega)u$ is smooth, it follows that $\psi(\omega u) = [u]$.

Finally, we show that $\ker(\psi) = C^\infty_{cp}(TM)$. If $u \in \text{Ess}^0_{H,c}(M)$ is contained in the kernel of $\psi$, it is smooth by the description of the kernel of $\Phi$. It is also compactly supported. So it must lie in $C^\infty_{cp}(TM)$. As $C^\infty_{cp}(TM) \subset C^\infty_{cp}(TM)$ the converse inclusion holds, too. □

By the description of $K^0(TM)$ in Theorem 6.3 we obtain a linear map

$$\Theta: \Sigma^m_{H,c}(M) \to \text{Fix}^{>0}(J_0, \overline{R})$$

with dense image. However, it is not clear from the proof that it is a $^*$-homomorphism for the convolution and involution of distributions. This will be shown later.
7.3. Pseudodifferential operators as generalized fixed points. It was observed in [DS14, Theorem 3.7] that classical pseudodifferential operators on a manifold \( M \) can be written as averages over the zoom action of functions \( f \in \mathcal{A}(TM) \) with \( f_0 \in \mathcal{S}_0(TM) \). We will show this for filtered manifolds for the order zero case.

**Lemma 7.12.** Let \( g \in C_c^\infty(t^*_H M \times \mathbb{R}) \) vanish at all points \((x, 0, 0)\) for \( x \in M \). Then \( \int_0^\infty \chi_i(\lambda)g(x, \lambda \cdot \xi, \lambda) d\lambda \) converges in \( \mathcal{S}_c'(t^*_H M) \).

**Proof.** We show that for each \((x, \xi) \in t^*_H M\)

\[
K(x, \xi) := \lim_{i \to \infty} \int_0^\infty \chi_i(\lambda)g(x, \lambda \cdot \xi, \lambda) d\lambda
\]

converges and satisfies for all \( \alpha \in \mathbb{N}_0^n \)

\[
\sup_{(x, \xi)} |\partial_\alpha K(x, \xi)| < \infty.
\]

As \( g \) vanishes at all points \((x, 0, 0)\), it can be written as

\[
g(x, \xi, t) = \sum_{j=1}^n \xi_j g_j(x, \xi, t) + t g_0(x, \xi, t)
\]

with \( g_j, g_0 \in C_c^\infty(t^*_H M \times \mathbb{R}) \) for \( j = 1, \ldots, n \). Since they are compactly supported, there are \( R, T > 0 \) such that \( g_j(x, \xi, t) = g_j(x, \xi, t) = 0 \) for \( j = 1, \ldots, n \) whenever \( ||\xi|| > R \) or \( t > T \). It follows that \( |K(x, \xi)| \leq T(R+1) \max_{j=1,\ldots,n} ||g_j||_\infty \). This shows the claim for \( \alpha = 0 \). Derivatives in the \( x \)-direction give an expression of the same form so it holds for all \( \alpha \in \mathbb{N}_0^n \). \( \square \)

**Proposition 7.13.** Let \( \Theta \) be the map from Lemma 7.11. For \( \mathcal{P} \in \Psi^0_{H,c}(M) \) there is \( f \in \mathcal{R} \) with \( f_0 \in \mathcal{S}_0(T_H M) \) such that

\[
\mathcal{P} - \int_0^\infty p_t(\sigma_\lambda(f)) d\lambda \in C_c^\infty(M \times M) \quad \text{and} \quad \Theta([f_0]) = \int_0^\infty \sigma_\lambda(f_0) d\lambda.
\]

**Proof.** By [vEY19, Lemma 27 and Lemma 42] \( \mathcal{P} \) differs by a kernel in \( C_c^\infty(\mathcal{T}_H M) \) from an element \( \mathcal{Q} \in \Psi^0_{H,c}(M) \) which is supported in the global exponential coordinate patch and is homogeneous on the nose outside \([-1, 1]\). Using that \( \mathcal{P} \) has a uniform compact support \( K \subset M \times M \) for \( t \neq 0 \), one can arrange that the same holds for the kernel in \( C_c^\infty(\mathcal{T}_H M) \) and that \( \mathcal{Q} \in \Psi^0_{H,c}(M) \). So assume, without loss of generality, that \( \mathcal{P} \) has is supported in the global exponential coordinate patch and is homogeneous on the nose outside \([-1, 1]\).

Let \( \widetilde{\mathcal{P}} \in \mathcal{E}_c'(t^*_H M \times \mathbb{R}) \) be the pullback under the exponential map and \( \widetilde{\mathcal{P}} = \mathcal{F}(\widetilde{\mathcal{P}}) \in C_c^\infty(t^*_H M \times \mathbb{R}) \). Here, \( \mathcal{F} \) is the fibrewise Euclidean Fourier transform \( \mathcal{F}: \mathcal{S}_c'(t^*_H M \times \mathbb{R}) \to \mathcal{S}_c'(t^*_H M \times \mathbb{R}) \). As remarked in [vEY19, 7.3], \( \widetilde{\mathcal{P}} \) is approximately homogeneous for the \( \mathbb{F}_{>0} \)-action \( \beta_\lambda(x, \xi, t) = (x, \lambda \cdot \xi, \lambda t) \) on \( t^*_H M \times \mathbb{R} \). This is a dilation action when considering \( t^*_H M \times \mathbb{R} \) as a graded vector bundle over \( M \) with the original dilations on \( t^*_H M \) and the usual scaling on \( \mathbb{R} \) as observed in [vEY19, 7.3].

Now we use [vEY19, Prop. 43], which is based on the bundle version of [Tay84, 2.2]. It allows to find an \( A \in C_c^\infty(t^*_H M \times \mathbb{R} \setminus M \times 0 \times 0) \) homogeneous of degree 0 such that \( \mathcal{P} - \chi A \mathcal{P} \in \mathcal{S}_c(t^*_H M \times \mathbb{R}) \) for any smooth cutoff function \( \chi \) that vanishes in a neighbourhood of the zero section \( M \times 0 \times 0 \) and is constant 1 outside a \( \pi \)-compact set. Now choose \( g \in C_c^\infty(t^*_H M \times \mathbb{R}) \) vanishing with all derivatives at all points \((x, 0, 0)\) such that for all \( (\xi, t) \neq (0, 0) \)

\[
A(x, \xi, t) = \int_0^\infty g(x, \lambda \xi, \lambda t) d\lambda
\]

Then \( \int_0^\infty g(x, \lambda \xi, \lambda t) d\lambda \) converges in \( \mathcal{S}_c'(t^*_H M) \) for \( t = 0 \) by [FSS2, 1.65] and for \( t > 0 \) by Lemma 7.12. We write for all \( t \geq 0 \) and a cutoff function \( \chi \) as above

\[
\mathcal{P}_t - \int_0^\infty g(x, \lambda \xi, \lambda t) d\lambda = \left( \mathcal{P}_t - \chi(\xi, t) A_t \right) - (1 - \chi(\xi, t)) \int_0^\infty g(x, \lambda \xi, \lambda t) d\lambda.
\]
The first part lies in $S_0(t^*_HM)$ and the second in $E'(t^*_HM)$ with compact support in the $x$-direction. So that we obtain under inverse Fourier transform

$$\tilde{\mathcal{P}}_t - \int_0^\infty (\hat{\sigma}_\lambda \circ \mathcal{F}^{-1}(g))(t) \frac{dt}{t} \in C_c^\infty(t^*_HM).$$

Here, $\hat{\sigma}$ denotes the zoom action on $t^*_HM \times \mathbb{R}$.

As $\mathcal{P}$ has uniform compact support, there is an exponential cutoff $\varphi$ built from a compactly supported $\varphi_1 \in C_c^\infty(M \times M)$ such that $\varphi \mathcal{P} = \mathcal{P}$. Let $f := \varphi \mathcal{F}^{-1}(g)$, which is an element of $\mathcal{R}$ with $f_0 \in S_0(T_HM)$. We obtain for all $t \geq 0$, using that $\varphi$ is invariant under the zoom action,

$$\mathcal{P}_t - \int_0^\infty p_t(\sigma_\lambda(f)) \frac{dt}{t} = \varphi_t \left(\mathcal{P}_t - \int_0^\infty p_t \circ \sigma_\lambda \circ \mathcal{F}^{-1}(g) \frac{dt}{t}\right).$$

For $t > 0$, this is contained in $C_c^\infty(M \times M)$. For $t = 0$, note that $\varphi_0 = 1$ on the support of $\mathcal{P}_0$ and $g$ in the $x$-direction. As $\mathcal{P}_0 \in \Sigma_0^0(M) \subseteq S_0^0(t^*_HM)$, the claim follows from Proposition 7.10. \hfill $\square$

**Lemma 7.14.** For $f \in \mathcal{R}$ with $f_0 \in S_0(T_HM)$

$$\int_0^\infty \chi_i(\lambda)\sigma_\lambda(f) \frac{dt}{t}$$

converges strictly to an element $Q \in \text{Fix}^{\mathbb{R} > 0}(J, \mathcal{R})$. Moreover,

$$\tilde{\mathcal{P}}_0(Q) = \lim_{t \to 0} \int_0^\infty \chi_i(\lambda)\sigma_\lambda(f_0) \frac{dt}{t} \in \text{Fix}^{\mathbb{R} > 0}(J_0, \mathcal{R}_0).$$

**Proof.** Using the Dixmier–Malliavin Factorization Theorem [DM78, 7.2] as in the proof of [Ewe20a, 6.7] one can factorize $f_0 \in S_0(T_HM)$ as

$$f_0 = \sum_{j=1}^n f_j^* \ast g_j$$

with $f_j, g_j \in \mathcal{R}$. Let $F_j, G_j \in \mathcal{R}$ be extensions of $f_j, g_j$ to $t > 0$, which can be obtained as in the proof of Lemma 4.13. As $h := f - \sum_{j=1}^n F_j^* \ast G_j \in \mathcal{A}(\mathbb{R}H)$ vanishes at $t = 0$, it follows from Lemma 5.20 that

$$\int_0^\infty \chi_i(\lambda)\sigma_\lambda(h) \frac{dt}{t}$$

converges strictly to an element of the generalized fixed point algebra. As

$$\int_0^\infty \chi_i(\lambda)\sigma_\lambda(f) \frac{dt}{t} = \int_0^\infty \chi_i(\lambda)\sigma_\lambda(h) \frac{dt}{t} + \sum_{j=1}^n \int_0^\infty \chi_i(\lambda)\sigma_\lambda(F_j^* \ast G_j) \frac{dt}{t}$$

and the operators on the right converge to $[F_j] \otimes [G_j]$, it follows that the left hand side converges strictly to an element $Q \in \text{Fix}^{\mathbb{R} > 0}(J, \mathcal{R})$. As $h \in \ker(p_0)$, the decomposition above also shows that

$$\tilde{\mathcal{P}}_0(Q) = \sum_{j=1}^n [f_j^*] \otimes [g_j] = \lim_{t \to 0} \int_0^\infty \chi_i(\lambda)\sigma_\lambda(f_0) \frac{dt}{t}. \hfill \square$$

**Theorem 7.15.** The pseudodifferential extension of order zero from (23) for a filtered manifold $(M, H)$ embeds into the generalized fixed point algebra extension from (20) such that the following diagram commutes

$$\begin{array}{c}
\Psi_{H,c}^{-1}(M) \\
\downarrow S_H \\
\Psi_{H,c}^0(M) \\
\downarrow S_H \\
\Sigma_{H,c}(M) \end{array}$$

(24)

with $S_H = \tilde{\mathcal{P}}_0 \circ (\tilde{\mathcal{P}}_1)^{-1}$.

**Proof.** For the inclusion of $\Psi_{H,c}^0(M)$ in the generalized fixed point algebra, let $P \in \Psi_{H,c}^0(M)$. By Proposition 7.13 there is a function $f \in \mathcal{R}$ with $f_0 \in S_0(T_HM)$ and

$$P = \int_0^\infty p_1(\sigma_\lambda(f)) \frac{dt}{t} \in C_c^\infty(M \times M).$$
By Lemma 7.11 \[\int_0^\infty \chi(\lambda)\sigma_{\lambda}(f)\frac{d\lambda}{\lambda}\] converges to an element \(Q\) of the generalized fixed point algebra \(\text{Fix}^{R>0}(J, \mathcal{R})\). Its image \(\tilde{p}_1(Q)\) in \(\mathcal{B}(L^2(M))\) is the unique bounded extension of the convolution operator associated with \(\int_0^\infty p_{\lambda}(\sigma_{\lambda}(f))\frac{d\lambda}{\lambda}\). Convolutions by the kernel in \(C^\infty_c(M \times M)\) extends to a compact operator \(K\). It follows that \(K + Q\) is the unique continuous extension of \(\text{Op}(P)\) and belongs to the generalized fixed point algebra. Moreover, Lemma 7.13 also implies

\[\Theta(s_H^0(P)) = \int_0^\infty \sigma_{\lambda}(f_0)\frac{d\lambda}{\lambda} \sum_{j=1}^n |f_j\rangle \langle g_j| = S_H(Q) = S_H(\text{Op}(P)).\]

Hence, the right square in (24) commutes. For \(P \in \Psi_{H,c}^{-1}(M)\) the commutativity of the right square and exactness of the rows yields that \(\text{Op}(P)\) extends to a compact operator on \(L^2(M)\). □

Remark 7.16. In particular, we infer from the result in [DH17, 3.9] that \(H\)-pseudodifferential operators of order 0 extend to bounded operators on \(L^2(M)\), while the ones of order \(-1\) define compact operators.

As the left and middle vertical arrows in (24) are inclusions of *-algebras, the quotient map \(\Theta: \Sigma_{H,c} \rightarrow \text{Fix}^{R>0}(J_0, \mathcal{R}_0)\) must be a *-homomorphism, too. Therefore, \(\text{Fix}^{R>0}(J_0, \mathcal{R}_0)\) is the \(C^\ast\)-completion of \(\Sigma_{H,c}(M)\).

Corollary 7.17. Let \(C^\ast(\Psi_{H,c}^0(M))\) denote the \(C^\ast\)-closure of \(\Psi_{H,c}^0(M)\) inside \(\mathcal{B}(L^2(M))\). Then \(C^\ast(\Psi_{H,c}^0(M))\) is isomorphic to \(\text{Fix}^{R>0}(J, \mathcal{R})\). There is a short exact sequence of \(C^\ast\)-algebras

\[0 \rightarrow \text{Fix}^{R>0}(J^0_c(T_H M)) \xrightarrow{\text{incl.}} \text{Fix}^{R>0}(J, \mathcal{R}) \rightarrow C^\ast(\Sigma_{H,c}(M)) \rightarrow 0\]

such that \(S_H\) extends the principal cosymbol map \(s_H^0: \Psi_{H,c}^0(M) \rightarrow \Sigma_{H,c}(M)\).

Proof. We show that \(C^\ast(\Psi_{H,c}^0(M)) = \tilde{p}_1(\text{Fix}^{R>0}(J_0, \mathcal{R}))\). The \(C^\ast\)-algebra of \(H\)-pseudodifferential operators of order 0 is contained in \(\tilde{p}_1(\text{Fix}^{R>0}(J_0, \mathcal{R}))\) by Theorem 7.15.

For the converse, note first that \(\text{Fix}^{R>0}(J^0_c(T_H M)) \subset C^\ast(\Psi_{H,c}^0(M))\). This holds as \(\Psi_{H,c}^0(M)\) contains the kernels in \(C^\infty_c(M \times M)\) and these generate the compact operators on \(L^2(M)\). Now, let \(f, g \in \mathcal{R}\). Let \(u \in \Sigma_{H,c}(M)\) be the inverse of \([f_0]\langle g_0| \in \mathcal{K}^0(T_H M)\) under the map \(\Theta\) in Lemma 7.11. Since the principal cosymbol map is surjective, there is a \(P \in \Psi_{H,c}^0(M)\) with \(s_H^0(P) = u\). Then the operator

\[\tilde{p}_1([f]\langle g| = \tilde{p}_1([f]\langle g| - \text{Op}(P) + \text{Op}(P)\]

is contained in \(C^\ast(\Psi_{H,c}^0(M))\). This is because \(\text{Op}(P)\) is and \(\tilde{p}_1([f]\langle g| - \text{Op}(P) \in \mathcal{K}(L^2(M))\) as the diagram in (24) commutes. The \(C^\ast\)-algebra \(\text{Fix}^{R>0}(J, \mathcal{R})\) is generated by \([f]\langle g|\) with \(f, g \in \mathcal{R}\). Thus, the result follows. □

The convolution algebra \(\text{Ess}_{H,c}^0(M)\) can be completed into a \(C^\ast\)-algebra. Consider the \(*\)-representations \(\lambda_x\) for \(x \in M\) given by the corresponding convolution operators, that is,

\[\lambda_x(u)f = u_x * f \quad \text{for } u \in \text{Ess}_{H,c}^0(M) \text{ and } f \in \mathcal{S}(G_x).\]

To see that these extend to bounded operators on \(L^2(G_x)\), recall that by Proposition 7.10 there is a \(w \in \mathcal{K}^0(T_H M)\) such that \(u - w \in C^\infty_c(T_H M)\). Let \(\chi \in C^\infty_c(T_H M)\) be such that \(\chi \cdot u = u\). Then one can write \(u = \chi(u - w) + \chi w\). The first part is in \(C^\infty_c(T_H M)\), so convolution with \(w\) extends to a bounded operator. As \(w_x\) extends to a continuous operator \(L^2(G_x) \rightarrow L^2(G_x)\) by [KS71], also convolution with \(\chi_x w_x\) extends to a bounded operator by [Chrs87, 2.10]. In fact, using the compact support in the base space, the proof of [Chrs87, 2.10] yields a \(C > 0\) with

\[\|\lambda_x(u)\| \leq \|\chi(u - w)\| + C\|w\| \quad \text{for all } x \in M.\]

Thus, one can take the completion of \(\text{Ess}_{H,c}^0(M)\) with respect to the norm

\[\|u\| := \sup_{x \in M} \|\lambda_x(u)\| \quad \text{for } u \in \text{Ess}_{H,c}^0(M).\]

Denote the resulting \(C^\ast\)-algebra by \(C^\ast(\text{Ess}_{H,c}^0(M))\). The homomorphism

\[\Theta: \text{Ess}_{H,c}^0(M)/C^\infty_c(T_H M) = \Sigma_{H,c}(M) \rightarrow \text{Fix}^{R>0}(J_0, \mathcal{R})\]
Lemma 7.19. The kernel of the homomorphism

\[ C^*(T_H M) \xrightarrow{\cdot} C^*(\text{Ess}^0_{H,c}(M)) \xrightarrow{\cdot} \text{Fix}^{R_{>0}}(J_0, \overline{K}) \]

Remark 7.18. For a step 1 filtration, the short exact sequence above corresponds under Fourier transform to the disk bundle extension

\[ C_0(T^* M) \xrightarrow{\cdot} C_0(B^* M) \xrightarrow{\cdot} C_0(S^* M). \]

Denote by \( \Psi^0_{H,c}(M)[0,1] \) the \( * \)-algebra obtained by restricting to \([0,1]\). It can be completed into a \( C^* \)-algebra using the left regular representations \( \text{Op}_t \) for \( t > 0 \) in the following way. Let \( P \in \Psi^0_{H,c}(M)[0,1] \). Using Proposition 7.13 one can find an element \( T \in \text{Fix}^{R_{>0}}(J, \overline{K}) \) with associated distributions \( K = (K_t) \) such that \( P - K \in \text{C}^\infty(T_H M|\{0,1\}) \). Furthermore, there is a cutoff function \( \chi \in \text{C}^\infty(T_H M) \) that is 1 in a neighbourhood of the unit space such that \( \chi P = P \). Then \( \chi(P - K) \in \text{C}^\infty(T_H M|\{0,1\}) \). Moreover, \( \chi_t K_t \) extends to bounded operators for each \( t > 0 \) as \( K_t \) does and \((1 - \chi_t)K_t\) is supported away from the diagonal and is, therefore, smooth and compactly supported. For \( t = 0 \) this was discussed above. It follows that

\[ \|\text{Op}_t(P)\| \leq \|\chi(P - K)\| + \|\chi K\| \quad \text{for all } 0 < t \leq 1. \]

Thus, one can complete \( \Psi^0_{H,c}(M)[0,1] \) with respect to

\[ P \mapsto \max \left\{ \sup_{0 \leq t \leq 1} \|\text{Op}_t(P)\|, \|P_0\| \right\} \quad \text{for } P \in \Psi^0_{H,c}(M)[0,1]. \]

We will denote the \( C^* \)-completion by \( C^*(\Psi^0_{H,c}(M)) \). As elements of \( \Psi^0_{H,c}(M) \) are continuous families of distributions, \( C^*(\Psi^0_{H,c}(M)) \) is a continuous field of \( C^* \)-algebras over \([0,1]\). Note that \( C^*(T_H M|\{0,1\}) \) is an ideal in \( C^*(\Psi^0_{H,c}(M)) \).

Lemma 7.19. The kernel of the homomorphism

\[ S^0_{H}: C^*(\Psi^0_{H,c}(M)) \rightarrow \text{Fix}^{R_{>0}}(J_0, \overline{K}_0) \]

induced by \( P \mapsto [P_0] \) is \( C^*(T_H M|\{0,1\}) \).

Proof. Since \( C^*(T_H M|\{0,1\}) \) is generated by \( \text{C}^\infty(T_H M|\{0,1\}) \) which is contained in the kernel of \( S^0_{H} \), the first inclusion follows. For the converse inclusion, note that the kernel is generated by \( \Psi^0_{H,c}(M)[0,1] \). Let \( P \in \Psi^0_{H,c}(M)[0,1] \). Tracing back the construction in Proposition 7.13 one can find \( f \in R \) such that \( f \) vanishes at \( t = 0 \). It follows that the corresponding element \( T \in \text{Fix}^{R_{>0}}(J, \overline{K}) \) defines a compact operator. Therefore, \( \text{Op}(P_t) \in \text{C}(L^2 M) \) for all \( t > 0 \). By assumption \( P_0 \in \text{C}^\infty(T_H M) \subset C^*(T_H M) \) holds, so that \( P \) belongs pointwise to \( C^*(T_H M) \). As \( C^*(\Psi^0_{H,c}(M)) \) is a continuous field, it follows \( P \in C^*(T_H M) \) by [Dix71, 10.4.2].

8. Morita equivalence

In this section, we will show that \((J, \overline{K})\) and \((J_0, \overline{K}_0)\) are saturated for the zoom action of \( R_{>0} \). Therefore, for each filtered manifold \((M, H)\) the \( C^* \)-algebras of order zero pseudodifferential operators \( \text{Fix}^{R_{>0}}(J, \overline{K}) \) and principal cosymbols \( \text{Fix}(J_0, \overline{K}_0) \) are Morita–Rieffel equivalent to \( C^*_r(R_{>0}, J) \) and \( C^*_r(R_{>0}, J_0) \), respectively. For the Euclidean scalings this is a result of [DS14].

First, recall the following result. For a graded Lie group \( G \) denote \( J_G = \ker(\hat{\pi}_{\text{triv}}) \) and \( \text{R}_G \) the space of all functions \( f \in S(G) \) with \( \int_G f(x) \, dx = 0 \).

Proposition 8.1 [Faw20a, 8.3)]. For a graded Lie group \( G \) the \( R_{>0} \)-\( C^* \)-algebra \((J_G, \overline{K}_G)\) is saturated for the dilation action of \( R_{>0} \). The generalized fixed point algebra \( \text{Fix}^{R_{>0}}(J_G, \overline{K}_G) \) is Morita–Rieffel equivalent to \( C^*_r(R_{>0}, J_G) \).

From this we deduce saturatedness for the respective ideals in the \( C^* \)-algebras of the osculating groupoid and the tangent groupoid.

Proposition 8.2. Let \((M, H)\) be a filtered manifold. The \( C^* \)-algebra of order 0 principal cosymbols \( \text{Fix}^{R_{>0}}(J_0, \overline{K}_0) \) is Morita–Rieffel equivalent to \( C^*_r(R_{>0}, J_0) \). The \( C^* \)-algebra of order 0 pseudodifferential operators \( \text{Fix}^{R_{>0}}(J, \overline{K}) \) is Morita–Rieffel equivalent to \( C^*_r(R_{>0}, J) \).
Proof. As all fibres \((J_x, \overline{\mathcal{R}}_x)\) are saturated by Proposition 3.1, \((J_0, \overline{\mathcal{R}}_0)\) is saturated by Proposition 2.26. Therefore, the generalized fixed point algebra construction gives the Morita–Rieffel equivalence between \(\text{Fix}^{R>0}(J_0, \overline{\mathcal{R}}_0)\) and \(\text{C}_r^*(\mathcal{R}_{>0}, J_0)\).

We show that \((C_0(\mathcal{R}_{>0}) \otimes \mathbb{K}(L^2M), \mathcal{R} \cap C_0(\mathcal{R}_{>0}) \otimes \mathbb{K}(L^2M))\) is saturated. The second claim follows then from the result on saturatedness for short exact sequences in Proposition 2.17 applied to the sequence \(\mathbb{R} > 0\). By Lemma 5.3, the \(\mathbb{R} > 0\)-action on \(C_0(\mathcal{R}_{>0}) \otimes \mathbb{K}(L^2M)\) is given by \(\tau \mapsto \mathbb{1}\), where \(\tau\) is induced by the action of \(\mathcal{R}_{>0}\) on itself by multiplication. As \(\tau\) is proper \(\mathcal{R} \cap (C_0(\mathcal{R}_{>0}) \otimes \mathbb{K}(L^2M))\) is the unique dense, relatively continuous and complete subspace by Proposition 9.4. As \(\tau\) is also a free action, it is saturated (see the preprint version of [Re04] and in [HNNW02, 4.1]). The Morita–Rieffel equivalence follows again from the generalized fixed point algebra construction.

9. K-theory and index theory

In this section, we examine when an operator on a filtered manifold is elliptic in an appropriate sense. The short exact sequence (20) yields that \(P \in \Psi^0_H(M)\) is Fredholm if and only if its principal cosymbol \(s^0_H(P)\) is invertible in \(\text{Fix}^{R>0}(J_0, \overline{\mathcal{R}}_0)\).

Definition 9.1. A pseudodifferential operator \(P \in \Psi^0_H(M)\) is \(C^*-H\)-elliptic if its principal cosymbol \(s^0_H(P)\) is invertible.

9.1. Rockland condition and \(H\)-ellipticity. The goal of this section is to understand \(C^*-H\)-ellipticity better. Moreover, \(C^*-H\)-ellipticity is compared to \(H\)-ellipticity, which was defined by van Erp and Yuncken. We also discuss the relation to the Rockland condition.

Definition 9.2 ([vEY17, 54]). An operator \(P \in \Psi^m_H(M)\) on a compact filtered manifold \((M, H)\) is \(H\)-elliptic if its principal cosymbol \(s^m_H(P)\) is invertible in \(E^*_s(T_H M)/C^*_s(T_H M)\).

If \(P \in \Psi^m_H(M)\) is \(H\)-elliptic, it admits a two-sided parametrix \(Q \in \Psi^{-m}_H(M)\), that is, \(PQ - 1, QP - 1 \in C^\infty(M \times M)\), see [vEY17, 60]. If \(P\) is an \(H\)-elliptic differential operator, this implies that \(\tau \mapsto \mathbb{1}\) is a free action, it is saturated (see the preprint version of [Re04] and in [HNNW02, 4.1]). The Morita–Rieffel equivalence follows again from the generalized fixed point algebra construction.

Lemma 9.3. Let \(A\) be a unital \(C^*-\)algebra. Suppose \(A\) is a continuous field of \(C^*-\)algebras over a compact Hausdorff space \(X\) with fibre projections \(q_x : A \to A_x\). Then \(a \in A\) is invertible if and only if \(a_x := q_x(a)\) is invertible for all \(x \in X\).

Proof. Clearly, invertibility of \(a\) implies that \(q_x(a)\) is invertible for all \(x \in M\). Conversely, suppose that \(q_x(a)\) is invertible at every point \(x \in M\). Fix \(x \in X\) and let \(b_x \in A_x\) be an inverse of \(a_x\). As \(q_x\) is surjective, there is a \(b \in A\) with \(q_x(b) = b_x\). Let \(c := 1 - ab\). Because \(q_x(c) = 0\), one can find an open neighbourhood \(U_x\) of \(x\) such that \(|\|q_y(c)\|| \leq 1/2\) for all \(y \in U_x\) by continuity. By the von Neumann series \(ab\) is locally invertible on \(U_x\). Therefore, \(b(ab)^{-1}\) is right inverse to \(a\) on \(U_x\). Using a continuous partition of unity which subordinate to the open cover \(U_x\) of \(X\), one can glue together the local inverses to a global right inverse of \(a\). Similarly, one can construct a left inverse of \(a\). It follows that \(a\) is invertible.

Therefore, \(C^*-H\)-ellipticity is a pointwise condition.

Corollary 9.4. Let \((M, H)\) be a compact filtered manifold. A principal cosymbol \(a \in \text{Fix}^{R>0}(J_0, \overline{\mathcal{R}}_0)\) is \(C^*-H\)-elliptic if and only if \(a_x \in \text{Fix}^{R>0}(J_x, \overline{\mathcal{R}}_x)\) is invertible for all \(x \in M\).

Consider now the Rockland condition as described in [CGGP92], see also [Po08] Sec. 3.3.2 or [DH17] Sec. 3.4. It generalizes the Rockland condition for differential operators defined in [Roc78].

Let \(G\) be a graded Lie group of homogeneous dimension \(Q\) and \(m \in \mathbb{Z}\). Let \(u \in E^r(G)/C^\infty_c(G)\) be \(m\)-homogeneous. It was shown in [DH17, 3.8] that the class \(u \in E^r(G)/C^\infty_c(G)\) can be uniquely represented by a kernel \(a\) of \(-m\) if \(-m - Q \not\in \mathbb{N}_0\). For \(m = 0\) this is Lemma 9.14. If \(-m - Q \in \mathbb{N}_0\), it can be represented by \(a = k + p \log(|x|)\) with \(k \in \mathcal{K}^{-m}(G)\) and \((-m - Q)\)-homogeneous polynomial \(p\). This representation is not necessarily unique. However, the map \(S_0(G) \to S_0(G)\)
given by \( f \mapsto a \ast f \) does not depend on the chosen representative \( a \) of \( u \) (see [DH17, Sec. 3.4]). Here, \( S_0(G) \) consists of \( f \in \mathcal{S}(G) \) with \( \int_G x^a f(x) \, dx \) for all \( a \in \mathbb{N}_0^G \).

For a unitary, irreducible representation \( \pi: G \to \mathcal{U}(\mathcal{H}_\pi) \), let \( \mathcal{H}_\pi^0 \) be spanned by \( \hat{\pi}(f)v \) for \( f \in S_0(G) \) and \( v \in \mathcal{H}_\pi \). The operator \( \pi(u) \) defined on \( \mathcal{H}_\pi^0 \) by

\[
\pi(u)(\hat{\pi}(f)v) := \hat{\pi}(a \ast f)v \text{ for } f \in S_0(G), \quad v \in \mathcal{H}_\pi,
\]
is closable. Denote its closure by \( \overline{\pi(u)} \).

**Definition 9.5.** Let \( G \) be a graded Lie group and let \( u \in \mathcal{E}'(G)/C^\infty_c(G) \) be homogeneous. Then \( u \) satisfies the Rockland condition if \( \pi(u) \) is injective on \( \mathcal{H}^\infty_\pi \) for all \( \pi \in \hat{G}\setminus\{\pi_{triv}\} \). Here, \( \mathcal{H}^\infty_\pi \) denotes the space of smooth vectors.

**Example 9.6.** Recall that for a usual compact manifold of dimension \( n \) the osculating \( n \)-planes are isomorphic to \( \mathbb{R}^n \). Let \( P \) be a pseudodifferential operator on \( M \) with model operators \( \Sigma(P)_x \) for \( x \in M \). Then \( \Sigma(P)_x \) satisfies the Rockland condition if and only if \( \Sigma(P)_x(\xi) \neq 0 \) for all \( \xi \neq 0 \). This is the usual condition on the principal symbol of \( P \). Therefore, \( P \) is elliptic if and only if \( \Sigma(P)_x \) satisfies the Rockland condition for all \( x \in M \).

For a graded Lie group \( G \), \( \text{Fix}^{R,0}(J_G, R_G) \) is the \( C^* \)-algebra of kernels of type 0 by [Ewe20a, 6.11]. The spectrum of \( \text{Fix}^{R,0}(J_G, R_G) \) can be identified with \( (\hat{G}\setminus\{\pi_{triv}\})/\mathbb{R}^\times \) by [Ewe20a, 8.4]. This allows to describe invertibility in \( \text{Fix}^{R,0}(J_G, R_G) \) in terms of the representations of \( G \).

**Definition 9.7.** An element \( u \in \text{Fix}^{R,0}(J_G, R_G) \) satisfies the \( C^* \)-Rockland condition if \( \pi(u) \) is invertible for all \( \pi \in \hat{G}\setminus\{\pi_{triv}\} \).

It is well-known that an element \( a \) of a unital \( C^* \)-algebra \( A \) is invertible if and only if \( \pi(a) \) is invertible for all irreducible representations \( \pi \in \hat{A} \), see [Exe14, 2.2] for a direct proof. Hence, the following holds.

**Proposition 9.8.** Let \( u \in \text{Fix}^{R,0}(J_G, R_G) \). Then \( u \) is invertible if and only if \( u \) satisfies the \( C^* \)-Rockland condition.

Now, we deduce that \( P \in \Psi^0_H(M) \) is \( C^* \)-\( H \)-elliptic if and only if it is \( H \)-elliptic.

**Proposition 9.9.** Let \((M, H)\) be a compact filtered manifold. For \( P \in \Psi^0_H(M) \) the following are equivalent:

1. \( P \) is \( C^* \)-\( H \)-elliptic,
2. \( \mathcal{S}_H\pi_x(P)_x \) satisfies the \( C^* \)-Rockland condition for all \( x \in M \),
3. \( \mathcal{S}_H\pi_x(P)_x \) and \( \mathcal{S}_H\pi_x(P)_x^* \) satisfy the Rockland condition for all \( x \in M \),
4. \( P \) is \( H \)-elliptic.

**Proof.** The equivalence of [i] and [ii] follows from Corollary 9.3 and Proposition 9.8. By the results of Głowacki in [Glo01] 4.3 and 4.9, [ii] and [iii] are equivalent for all \( x \in M \). The arguments in [DL10] 3.11, 3.12, which follow [CG92] and [Pon08], show that [iii] and [iv] are equivalent. \( \square \)

**Remark 9.10.** The Rockland condition is also defined for operators acting between vector bundles \( E, F \) over \( M \) (see [Pon08 Sec. 3.3.2] or [DH17 Sec. 3.4]). In this case, the model operators map \( \mathcal{S}_0(G_x, E_x) \to \mathcal{S}_0(G_x, F_x) \). It is shown in [DH17] 3.11, 3.12 that \( H \)-ellipticity is again equivalent to satisfying the Rockland condition at all points.

### 2. Deformation to Abelian case

For a filtered manifold \((M, H)\), consider the restriction of the short exact sequence in \([9]\) to \([0,1]\)

\[
C_0([0,1]) \otimes \mathcal{K}(L^2 M) \xrightarrow{\text{ev}_0^H}[0,1] \xrightarrow{\text{ev}_H^M}[0,1] \xrightarrow{\text{ev}_H^M}[0,1] \xrightarrow{\text{ev}_H^M}[0,1] \mathcal{K}^*(T_HM).
\]

The \( C^* \)-algebra on the left is contractible and \( \mathcal{K}^*(T_HM) \) is nuclear as a bundle of nilpotent Lie groups. Therefore, the class \( [\text{ev}_0^H] \in \mathcal{K}^*(T_HM) \) is invertible. As described in [DL10] one can define a deformation element

\[
[\text{ev}_0^H]^{-1} \otimes [\text{ev}_1^H] \in \mathcal{K}^*(T_HM, \mathcal{K}).
\]
associated to the short exact sequence above. Likewise, there is a deformation element $[\text{ev}_0]^{-1} \otimes [\text{ev}_1] \in \text{KK}(C_0(T^*M), \mathbb{K})$ for the short exact sequence of Connes’ tangent groupoid

$$C_0((0, 1]) \otimes K(L^2M) \xrightarrow{\sim} C^*(TM|_{[0, 1]}) \xrightarrow{\text{ev}_0} C_0(T^*M).$$

Connes showed that this class is the analytical index (see [Con94]).

Using the adiabatic groupoid of $\mathbb{T}_H M$ one can relate the deformation classes in $\text{KK}(C^*(T^*M), \mathbb{K})$ and $\text{KK}(C_0(T^*M), \mathbb{K})$. This construction was carried out in [VE10a, 2.1] for contact manifolds, see also [Moh21, Moh20] for the filtered manifold case. In the following, we recall the argument.

The Lie algebroid $\mathbb{T}_H M$ of $\mathbb{G}^o$ is described in [VE17]. Denote by $\rho: \mathbb{T}_H M \to T(M \times [0, 1])$ its anchor map and let

$$[\cdot, \cdot]: \Gamma^\infty(\mathbb{T}_H M) \times \Gamma^\infty(\mathbb{T}_H M) \to \Gamma^\infty(\mathbb{T}_H M)$$

be the bracket. Let $\mathbb{T}_H M^a$ be the adiabatic groupoid of $\mathbb{T}_H M$. It is easier to describe it in terms of its Lie algebroid (see [DS14, 2.1]). It is the vector bundle $\mathbb{T}_H M \times \mathbb{R}$ over $M \times \mathbb{R} \times \mathbb{R}$ with anchor

$$\rho_a : \mathbb{T}_H M \times \mathbb{R} \to T(M \times \mathbb{R} \times \mathbb{R})$$

$$\rho_a(x, t, U, s) = ([\rho(x, t, sU), s, 0])$$

for $x \in M$, $t, s \in \mathbb{R}$ and $U \in \mathbb{T}_H M_{(x, t)}$. The bracket is defined by

$$[X, Y]_a(x, t, s) = s[X, Y](x, t)$$

for $X, Y \in \Gamma^\infty(\mathbb{T}_H M \times \mathbb{R})$.

The resulting Lie groupoid can be viewed as a continuous field of groupoids over each copy of $\mathbb{R}$ and over $\mathbb{R}^2$. The fibre over $s = 1$ is the tangent groupoid $T_{\mathbb{H}} M$ of the filtered manifold.

For $s = 0$, the anchor and bracket are zero. One obtains a bundle of Abelian groups. It is isomorphic to $TM \times [0, 1]$ via a splitting as defined in [VE17]. A splitting is a vector bundle isomorphism $\mathbb{T}_H M \to TM$, which restricts on $H^j/H^{j-1}$ to a right inverse of $H^j \to H^j/H^{j-1}$ for $j = 1, \ldots, r$.

For $t = 0$ the fibre is the zero. Therefore, all fibres over $(0, s)$ for $s \in \mathbb{R}$ are bundles of nilpotent groups. The bundle of osculating groups $T_{\mathbb{H}} M$ at $s = 1$ is deformed into a bundle of Abelian groups at $s = 0$. The latter can be identified with $TM$ using the splitting above. Denote the subgroupoid at $t = 0$ by $\mathbb{G}$.

Note that the fibre at $(1, 1)$ is the pair groupoid of $M$. Its adiabatic groupoid is Connes’ tangent groupoid $\mathbb{T}_M$. It is the fibre at $t = 1$ of $\mathbb{T}_H M^a$.

Therefore, all edges of $[0, 1]^2$ can be understood as deformation groupoids and one can associate corresponding deformation classes in the respective KK-groups.

Denote the restriction to the edges by $r_{t=1} : r_{t=0} : r_{s=1} : r_{s=0}$. The following diagram commutes

$$\begin{array}{ccc}
\mathbb{T}_H M^a & \xrightarrow{r_{t=1}} & TM \\
\mathbb{T}_H M \xrightarrow{r_{t=0}} & \xrightarrow{r_{s=1}} & \xrightarrow{\text{ev}_1} M \times M.
\end{array}$$

Therefore, the following KK-classes coincide:

$$[r_{t=1}] \otimes [\text{ev}_1] = [r_{s=1}] \otimes [\text{ev}_1^H].$$

Denote by $b_0$ and $b_1$ the restrictions to $t = 0$ and $t = 1$ on the trivial bundle at $s = 0$. The deformation class $[b_0]^{-1} \otimes [b_1]$ is the identity. It follows that

$$[r_{t=1}] \otimes [\text{ev}_0] = [r_{t=0}] \otimes [b_1] = [r_{t=0}] \otimes [b_0].$$

Denote by $c_0$ and $c_1$ the respective restrictions on $\mathbb{G}$. We obtain

$$[r_{s=1}] \otimes [\text{ev}_0^H] = [r_{t=0}] \otimes [c_1] = ([r_{t=0}] \otimes [c_0]) \otimes ([c_0]^{-1} \otimes [c_1]).$$

Let $r_{00}$ be the restriction to $t = 0, s = 0$. One can show that it induces a KK-equivalence as in [VE10a, 21]. This is done by writing it as a composition of the restriction to the union of $t = 0$
Lemma 9.11. The KK-equivalence \( \Psi \in \text{KK}(\mathcal{C}(T^* M), \mathcal{C}(T_H M)) \) restricts to a KK-equivalence \( \Psi| \in \text{KK}(\mathcal{C}(T^* M \setminus (M \times 0)), J_0) \).

Proof. Define the ideal \( J \subset \mathcal{C}(\mathcal{G}) \) that consists of all sections \( (a_s) \in \mathcal{C}(\mathcal{G}) \) such that all \( a_{s,x} \) for \( s \in [0,1] \) and \( x \in M \) lie in the kernel of the trivial representation of the nilpotent Lie group over \( (s,x) \). The trivial representations induce a commuting diagram

\[
\begin{array}{ccc}
J_0 & \xrightarrow{i_1} & \mathcal{C}(T_H M) & \xrightarrow{q_1} & C_0(M) \\
\downarrow{e_1} & & \downarrow{e_1} & & \downarrow{f_1} \\
J & \xrightarrow{i} & \mathcal{C}(\mathcal{G}) & \xrightarrow{q} & C([0,1], C_0(M)) \\
\downarrow{e_0} & & \downarrow{e_0} & & \downarrow{f_0} \\
C_0(T^* M \setminus (M \times 0)) & \xrightarrow{i_0} & C_0(T^* M) & \xrightarrow{q_0} & C_0(M).
\end{array}
\]

As \( \ker(e_1) \) is contractible, one can build the deformation class \( \Psi| := ([e_0]^{-1} \circ [e_1]) \in \text{KK}(\mathcal{C}(T^* M \setminus (M \times 0)), J_0) \). Similarly, there is a class \( \alpha := ([f_0]^{-1} \circ [f_1]) \in \text{KK}(\mathcal{C}(M), C_0(M)) \). Because (29) commutes, there is a commuting diagram in KK:

\[
\begin{array}{ccc}
J_0 & \xrightarrow{i_1} & \mathcal{C}(T_H M) & \xrightarrow{q_1} & C_0(M) \\
\downarrow{\Psi} & & \downarrow{\Psi} & & \downarrow{\alpha} \\
\mathcal{C}(T^* M \setminus (M \times 0)) & \xrightarrow{i_0} & \mathcal{C}(T^* M) & \xrightarrow{q_0} & C_0(M).
\end{array}
\]

The KK-classes in the middle and on the right are KK-equivalences. The long exact sequences in KK-theory and the Five Lemma yield that

\[
\Psi \otimes \Psi| : \text{KK}(A, C_0(T^* M \setminus (M \times 0))) \to \text{KK}(A, J_0)
\]

are isomorphisms for all separable, nuclear \( \mathcal{C}^* \)-algebras \( A, B \). Taking \( A = J_0 \) and \( B = C_0(T^* M \setminus (M \times 0)) \), one obtains a class in \( \text{KK}(J_0, C_0(T^* M \setminus (M \times 0))) \) that is the KK-inverse of \( \Psi| \).

As a consequence, the \( \mathcal{C}^* \)-algebra of principal cosymbols of order 0 has the same K-theory as its unfiltered counterpart.

Theorem 9.12. Let \( (M, H) \) be a filtered manifold. Then \( C_0(S^* M) \) and the \( \mathcal{C}^* \)-algebra of principal cosymbols \( \text{Fix}^{R>0}(J_0, \mathcal{R}_0) \) are KK-equivalent.

Proof. The \( \mathcal{C}^* \)-algebra \( \text{Fix}^{R>0}(J_0, \mathcal{R}_0) \) is Morita–Rieffel equivalent to \( \mathcal{C}^*_f(\mathcal{R}_{>0}, J_0) \) by Proposition 8.2. Therefore, they are KK-equivalent. As \( (\mathcal{R}_{>0}, \cdot) \cong (\mathcal{R}, +) \) and by the Connes–Thom isomorphism, \( \mathcal{C}^*_f(\mathcal{R}_{>0}, J_0) \) is KK-equivalent to \( C_0(\mathcal{R}) \otimes J_0 \). This \( \mathcal{C}^* \)-algebra is KK-equivalent to \( C_0(\mathcal{R}) \otimes C_0(T^* M \setminus (M \times 0)) \) by Lemma 9.11. The converse argument, applied to the step 1 filtration case, yields that \( C_0(\mathcal{R}) \otimes C_0(T^* M \setminus (M \times 0)) \) is KK-equivalent to \( C_0(S^* M) \).
9.3. Towards index theory. In this section, let \((M, H)\) be a compact filtered manifold. Following the explanation in [BvE13] 5.3 (see also [Con91] §11.9.1), one can attach to an \(H\)-elliptic \(H\)-pseudodifferential operator \(P\) of order \(m\) a class in \(K_0(C^*(T_H M))\). Let \(P\) be a lift of \(P\) to \(\Psi^0_H(M)\). By definition, the equivalence class \([P_0] \in \mathcal{E}'(T_H M)/C_0^\infty(T_H M)\) is invertible. So there is a \(Q_0 \in \mathcal{E}'(T_H M)\) with \(S_0 := 1 - Q_0 * P_0 \in C_0^\infty(T_H M)\) and \(S_1 := 1 - P_0 * Q_0 \in C_0^\infty(T_H M)\).

Let \(\sigma(H)(P) := [e - [e_0] \in K_0(C^*(T_H M))\) be the formal difference of idempotents

\[
e = \left(1 - S_1^2 \right) S_0 \in L(\Psi^0_H(M)) \quad \text{and} \quad e_0 = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}.
\]

The same construction works for operators that act on a vector bundles over \(M\).

**Lemma 9.13.** Let \((M, H)\) be a compact filtered manifold. Consider the short exact sequence from (29) given by

\[
C^*(T_H M) \hookrightarrow C^*(\text{Ess}_H^0(M)) \rightarrow C^*(\Sigma_H^0(M)).
\]

For an \(H\)-elliptic \(P \in \Psi^0_H(M)\) the class \(\sigma(H)(P) \in K_0(C^*(T_H M))\) above is the image of \([s_H^0(P)] \in K_1(C^*(\Sigma_H^0(M)))\) under the boundary map in \(K\)-theory of (30).

**Proof.** Let \(Q_0 \in \mathcal{E}'(T_H M)\) satisfy \(1 - Q_0 * P_0 \in C_0^\infty(T_H M)\) and \(1 - P_0 * Q_0 \in C_0^\infty(T_H M)\) as above. By [BvE13] 55 \(Q_0\) is contained in \(\text{Ess}_H^0(M)\). Hence, \(P_0\) and \(Q_0\) are lifts of \([P_0]\) and \([P_0]^{-1}\) in \(\text{Ess}_H^0(M)\). Computing the image of \([s_H^0(P)]\) under the index map as in [CAI07] 1.46 gives exactly the class above.

Up to inverting the Connes–Thom isomorphism, we prove an index theorem for \(H\)-elliptic pseudodifferential operators of order zero. For contact manifolds, this is [vE10a] Prop. 12 in the scalar-valued case or [BvE14] Thm. 5.4.1) for operators acting on vector bundles. Mohsen recently proved an index theorem for filtered manifolds in [Moh20]. His construction involves a “larger” bundle of graded Lie groups over \(M\) to obtain an index theorem that does not contain the Connes–Thom isomorphism anymore.

**Theorem 9.14.** Let \((M, H)\) be a compact filtered manifold and let \(P\) be an order zero \(H\)-elliptic \(H\)-pseudodifferential operator acting on vector bundles \(E, F\) over \(M\). Let \(\Psi : K^0(T^* M) \rightarrow K_0(C^*(T_H M))\) denote the Connes–Thom isomorphism and \(\text{ind}_1 : K^0(T^* M) \rightarrow \mathbb{Z}\) the topological index map. Then \(P\) is Fredholm and its Fredholm index is given by

\[
\text{ind}(P) = \text{ind}_1(\Psi^{-1}(\sigma(H)(P))).
\]

**Proof.** Choose hermitean metrics on \(E\) and \(F\). Using polar decomposition and that the Fredholm index is invariant under homotopies, we can assume without loss of generality that the principal cosymbol of \(P\) is unitary.

We follow the arguments in [vE10a, vE10b, BvE14] closely. Let \(E := E \times [0, 1]\) and \(F := F \times [0, 1]\) denote the vector bundles over the unit space \(M \times [0, 1]\) of \(T_H M |_{[0,1]}\) and extend \(P\) to \(P \in \Psi^0_H(M, E, F)\).

As in [BvE14] construct a class \([D] \in KK(C(M), C^*(T_H M |_{[0,1]}))\) from \(P\) as follows. Define the \(\mathbb{Z}_2\)-graded right Hilbert \(C^*(T_H M |_{[0,1]}))\)-module

\[
\mathcal{E} = \Gamma_0(E) \otimes_{C(M \times [0,1])} C^*(T_H M |_{[0,1]}) \oplus \Gamma_0(F) \otimes_{C(M \times [0,1])} C^*(T_H M |_{[0,1]}),
\]

and let

\[
\mathbb{D} = \begin{pmatrix} 0 & P^* \\ P & 0 \end{pmatrix} \in C^*(\Psi^0_H(M)) \otimes \text{End}(\mathcal{E} \oplus \mathcal{F}).
\]

Note that elements of \(C^*(\Psi^0_H(M))\) act as multipliers on \(C^*(T_H M |_{[0,1]}))\). By [BvE19] 25 there is a homomorphism \(C(M) \rightarrow C^*(\Psi^0_H(M))\), \(f \mapsto \mathcal{F}\), where \(\mathcal{F}_t\) is the multiplication operator \(M_f\) on \(L^2(M)\) for \(t > 0\) and \(f_0\) is the fibre distribution given by \((f(x) \delta_t)_{t \in \mathbb{Z}}\). Therefore, there is a diagonal representation \(\phi : C(M) \rightarrow \mathcal{L}(\mathcal{E})\). Moreover, \(\mathbb{D}\) acts as an odd operator on \(\mathcal{E}\). We verify that \(\phi(f)(\mathbb{D}^2 - 1) = \phi(f)\left(\begin{pmatrix} 0 & P^* \\ P & 0 \end{pmatrix}^{-1} - 1 \right)\).
At $t = 0$, this defines a matrix over $C^*(T_H M)$. Then the claim follows from Lemma \[\text{[7.19]}\] For $[\phi(f), D]$, note that this vanishes at $t = 0$ as functions in $C(M)$ define central multipliers of $C^*(T_H M)$. Therefore, Lemma \[\text{[7.19]}\] applies, too. Note that one can restrict $(E, \phi, D)$ to $t \geq 0$ and denote the restricted classes by $[D_1]$. The long exact sequence in KK-theory implies that

$$\text{ev}_1^H : KK(C(M), C^*(TH M)[0, 1]) \rightarrow KK(C(M), C^*(TH M))$$

is invertible. Similar to before, one obtains a map

$$\text{ev}_1^H \circ (\text{ev}_0^H)^{-1} : KK(C(M), C^*(T_H M)) \rightarrow KK(C(M), C).$$

It satisfies $\text{ev}_1^H \circ (\text{ev}_0^H)^{-1}(D_0) = D_1$. Let $[u] \in KK(C(M, C(M))$ be the class induced by the unital embedding $C \rightarrow C(M)$. It is well-known that $[u] \otimes [D_1] \in KK(C, C) \cong \mathbb{Z}$ is the class representing the Fredholm index of $P$ (see \[\text{CMR07} (12.7)\]).

Similarly, there is a corresponding map for Connes’ tangent groupoid

$$\text{ev}_1 \circ (\text{ev}_0)^{-1} : KK(C(M), C_0(T^* M)) \rightarrow KK(C(M), C).$$

The arguments in Section \[\text{9.2}\] involving the adiabatic groupoid can be adapted to show that there is a Connes–Thom isomorphism $\Psi$ such that the following diagram commutes

$$\begin{array}{ccc}
KK(C(M), C_0(T^* M)) & \xrightarrow{\Psi} & KK(C(M), C^*(T_H M)) \\
\downarrow \text{ev}_1 \circ (\text{ev}_0)^{-1} & & \downarrow (\text{ev}_1 \circ (\text{ev}_0)^{-1})^{-1} \\
KK(C(M), C) & & KK(C(M), C).
\end{array}$$

As in \[\text{BvE14}\], one can use the natural transformation $\alpha_M$ that maps $KK(C, A)$ to $KK(C(M), A)$ for $C(M)$-algebras $A$. It makes

$$\begin{array}{ccc}
KK(C, C_0(T^* M)) & \xrightarrow{\Psi} & KK(C, C^*(T_H M)) \\
\downarrow \alpha_M & & \downarrow \alpha_M \\
KK(C(M), C_0(T^* M)) & \xrightarrow{\Psi} & KK(C(M), C^*(T_H M))
\end{array}$$

commute. Since the principal cosymbol of $P$ was assumed to be unitary, we can take $\mathcal{F}_0 = F_0^*$ to construct $\sigma_H(P) \in K_0(C^*(T_H M))$. This class can be represented in $KK(C, C^*(T_H M))$ using the Fredholm module given by

$$E_0 = \Gamma_0(F) \otimes_{C(M)} C^*(T_H M) \oplus \Gamma_0(F) \otimes_{C(M)} C^*(T_H M),$$

$$D_0 = \begin{pmatrix} 0 & F_0^* \\ F_0 & 0 \end{pmatrix}.$$

Its class is mapped to $[D_0]$ by $\alpha_M$. Together with the commutativity of \[\text{[31]}\], this shows that $\text{[ind } P = \text{ev}_1 \circ (\text{ev}_0)^{-1} \circ \alpha_M \circ \Psi^{-1}(\sigma_H(P))$. Therefore, the claim is reduced to the Atiyah–Singer Index Theorem.

\[\square\]
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