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Abstract This paper studies questions of coherence and strictification related to self-similarity—the identity $S \cong S \otimes S$ in a semi-monoidal category. Based on Saavedra’s theory of units, we first demonstrate that strict self-similarity cannot simultaneously occur with strict associativity—i.e. no monoid may have a strictly associative (semi-) monoidal tensor, although many monoids have a semi-monoidal tensor associative up to isomorphism. We then give a simple coherence result for the arrows exhibiting self-similarity and use this to describe a ‘strictification procedure’ that gives a semi-monoidal equivalence of categories relating strict and non-strict self-similarity, and hence monoid analogues of many categorical properties. Using this, we characterise a class of diagrams (built from the canonical isomorphisms for the relevant tensors, together with the isomorphisms exhibiting the self-similarity) that are guaranteed to commute, and give a simple intuitive interpretation of this characterisation.

Keywords Category theory · Coherence · Self-similarity

1 Introduction

An object $S$ in a semi-monoidal category $(\mathcal{C}, \otimes)$ is self-similar when it satisfies the identity $S \cong S \otimes S$. In a 1-categorical sense, self-similar objects are simply
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(pseudo-)idempotents and thus share many categorical properties with unit objects as characterised by Saavedra (see Sect. 2.1); they also provide particularly well-behaved examples of split idempotents (see Sect. 3.1). The most familiar non-unit example of a self-similar object is undoubtedly the natural numbers in the monoidal categories \((\text{Set}, \times)\) and \((\text{Set}, \sqcup)\), as illustrated by Hilbert’s parable of the ‘Grand Hotel’ (see [40] for a good exposition in a general context). Topologically, self-similarity is clearly seen in the Cantor set and other fractals [14,32]; algebraically, it is very closely connected with Thompson’s groups (see Sect. 5), the polycyclic monoids [14,15,30], and finds applications to algebraic models of tilings [25].

In computer science, self-similarity plays a key role in categorical models of untyped systems such as the C-monoids of [29] (single-object Cartesian closed categories without unit objects modelling untyped lambda calculus—see [12] for a survey). It is particularly heavily used in Girard’s Geometry of Interaction program [10,11] where, as well as being a key feature of the ‘dynamical algebra’ it is implicitly used together with compact closure to construct monoids isomorphic to their own endomorphism monoid [1,14,15]. More recently, it has found applications in linguistic and grammatical models [18] and categorical models of quantum mechanics [20]. Self-similarity also has a very close connection with Thompson’s group \(\mathcal{F}\) (see Sect. 5), and thus is relevant to cryptography and cryptanalysis [21,39], and homotopy idempotents [6].

This paper gives a strictification procedure for self-similarity and coherence results relating the isomorphisms exhibiting self-similarity with canonical isomorphisms for the relevant (semi-)monoidal structures. The motivation for this is the observation (Theorem 5), based on Saavedra’s theory of units (See Sect. 2.1), that strict self-similarity and strict associativity are mutually exclusive—either one or the other of these properties must be up to non-trivial isomorphism.

2 Categorical preliminaries

We refer to [33] for the theory of monoidal categories. We work with a slight generalisation that satisfies all the axioms for a monoidal category except for the existence of a unit object; following [28], we refer to these as semi-monoidal.

**Definition 1** A **semi-monoidal category** is a category \(\mathcal{C}\) with a functor \(\_ \otimes \_ : \mathcal{C} \times \mathcal{C} \to \mathcal{C}\) that is associative up to an object-indexed family of natural isomorphisms \(\tau_{X,Y,Z} : X \otimes (Y \otimes Z) \to (X \otimes Y) \otimes Z\) satisfying MacLane’s pentagon condition

\[
(\tau_{W,X,Y} \otimes 1_Z) \tau_{W,X \otimes Y,Z} (1_W \otimes \tau_{X,Y,Z}) = \tau_{W \otimes X,Y,Z} \tau_{W,X,Y \otimes Z}
\]

A functor between semi-monoidal categories that (strictly) preserves the tensor is a **strict semi-monoidal functor**. We assume the obvious definition of **semi-monoidal equivalence of categories**.

(The above definition differs from that of [28] in that we do not assume strict associativity—see Theorem 5 for the motivation for this). When we do consider unit objects, we will use Saavedra’s characterisation, rather than MacLane and Kelly’s original definition—see Sect. 2.1 below.)
Remark 1 Any category $C$ may be given a (degenerate) semi-monoidal tensor by fixing some object $X \in \text{Ob}(C)$, and and defining $A \otimes B = X$, $f \otimes g = 1_X$ for all objects $A, B \in \text{Ob}(C)$ and arrows $f, g \in \text{Arr}(C)$. Standing assumptions such as well-pointedness or monoidal well-pointedness are commonly used to exclude such pathologies (see, for example [2], for definitions and applications of monoidal well-pointedness). As we will consider semi-monoidal monoids where the unique object is frequently neither terminal, nor a unit object, we will instead use the related assumption of ‘faithful objects’ given below.

Definition 2 We say that an object $A$ of a semi-monoidal category $(C, \otimes)$ is faithful when the functors $A \otimes \_ : C \to C$ are faithful.

Convention 1 Objects of semi-monoidal categories are faithful We make the standing assumption of faithful objects as a replacement for the notions of well-pointedness or monoidal well-pointedness, and instead indicate when an object of a semi-monoidal category is not faithful.

2.1 Saavedra’s theory of units

MacLane’s original presentation of the theory of coherence for monoidal categories gave a single coherence condition for associativity (the Pentagon condition) and four coherence conditions for the units isomorphisms. Three of these four axioms were shown to be redundant in [26], leaving a single coherence condition expressing the relationship between the units isomorphisms, and associativity. In [38] an alternative characterisation of units objects was given that required no additional coherence conditions—albeit at the expense of replacing the single coherence condition with a conditional statement about the category as a whole (see [28] for a comprehensive study of this, and [23] for extensions of this theory). We follow this approach because of the close connection with the theory of self-similarity. Definition 3 and Theorem 2 below are taken from [23,28].

Definition 3 A (Saavedra) unit in a semi-monoidal category $(C, \otimes, \tau)$ is a cancellable pseudo-idempotent, i.e. an object $U \in \text{Ob}(C)$ equipped with an isomorphism $\alpha : U \otimes U \to U$, where the functors $(U \otimes \_), (_ \otimes U) : C \to C$ are fully faithful.

We also refer to [28] for the following key results:

Theorem 2 1. Saavedra units are units in the sense of MacLane / Kelly, and thus a semi-monoidal category with a (Saavedra) unit is a monoidal category.
2. Saavedra units are idempotents; i.e. $\alpha \otimes I_U = I_U \otimes \alpha$.
3. The functors $U \otimes \_ and _ \otimes U$ are equivalences of categories.

Remark 2 The (equivalent) definitions of a unit object due to MacLane/Kelly, and Saavedra/Kock are very different in approach; we do not present one as more fundamental than the other, but instead take a purely pragmatic viewpoint. Abstractly, the MacLane/Kelly definition offers finitary conditions that are close in character to the treatment of associativity; however, the Saavedra/Kock definition provides us with a neat way of characterising when a ‘collapse to the unit object’ occurs (e.g. Theorem 5).
3 Self-similar objects and structures

The theory of self-similarity is precisely the theory of pseudo-idempotents in (semi-)monoidal categories. The difference in terminology arises for historical reasons—in particular, differing conventions in computer science, mathematics, and pure category theory.

**Definition 4** An object $S$ in a semi-monoidal category $(C, \otimes)$ is called **self-similar** when $S \cong S \otimes S$. Making the isomorphism exhibiting this self-similarity explicit, a **self-similar structure** is a tuple $(S, \triangleleft)$ consisting of an object $S \in Ob(C)$, and an isomorphism $\triangleleft : S \otimes S \to S$ called the **code** isomorphism. We denote its inverse by $\triangleleft^{-1} = \triangleright : S \to S \otimes S$ and refer to this as the **decode** isomorphism.

A **strictly self-similar object** is an object $S$ such that $(S, 1_S)$ is a self-similar structure. The endomorphism monoid of a strictly self-similar object is thus itself a semi-monoidal category with a single object—i.e. it is a **semi-monoidal monoid**.

**Examples 3** Examples of non-strict self-similarity are discussed in Sect. 1. Strict examples include Thompson’s group $F$ (see [5] for the semi-monoidal tensor and associativity isomorphism of this group, and Sect. 5 for the explicit connection with strict self-similarity), and the group of bijections on the natural numbers, with the semi-monoidal tensor given by

$$(f \star g)(n) = \begin{cases} 2.f \left( \frac{n}{2} \right) & \text{n even,} \\ 2.g \left( \frac{n-1}{2} \right) + 1 & \text{n odd,} \end{cases}$$

and canonical associativity and symmetry isomorphisms respectively given by

$$\tau(n) = \begin{cases} 2n & n \pmod{2} = 0, \\ n + 1 & n \pmod{4} = 1, \\ \frac{n-3}{2} & n \pmod{4} = 3. \end{cases}$$

$$\sigma(n) = \begin{cases} n + 1 & n \text{ even}, \\ n - 1 & n \text{ odd.} \end{cases}$$

An elementary arithmetic proof that the above data specifies a semi-monoidal monoid is given in [17]. More generally, it arises from a special case of a large class of representations of Girard’s dynamical algebra (viewed as the closure of the two-generator polycyclic monoid [34] under the natural partial order of an inverse semigroup) as partial functions, given in [14,30]. Readers familiar with the Geometry of Interaction program will recognise the $(_* _)$ operation as Girard’s model (up to Barr’s $l_2 : pInj \to Hilb$ functor—see [3,13]) of the (identified) multiplicative conjunction & disjunction of [10,11].

### 3.1 Self-similarity as idempotent splitting

Self-similar structures are a special case of *idempotent splittings*. We refer to [9,29,36,37] for the general theory and reprise some basic properties below:
Definition 5 An idempotent \( e^2 = e \in \mathcal{C}(A, A) \) splits when there exists some \( B \in \text{Ob}(\mathcal{C}) \) together with arrows \( f \in \mathcal{C}(A, B) \), \( g \in \mathcal{C}(B, A) \) such that \( e = gf \) and \( fg = 1_B \). We refer to the pair \((f, g)\) as a splitting of the idempotent \( e^2 = e \).

Remark 3 We may characterise self-similar structures in terms of splittings of identities: a self-similar structure \((S, \lhd)\) uniquely determines, and is uniquely determined by, an isomorphism \( \lhd \) such that \((\lhd, \triangleright)\) is a splitting of \(1_S\) and \((\triangleright, \lhd)\) is a splitting of \(1_{S \otimes S}\).

This characterisation allows us to use standard results on idempotent splittings, such as their uniqueness up to unique isomorphism:

Lemma 1 Given an idempotent \( e^2 = e \in \mathcal{C}(A, A) \) together with a pair of splittings \((f \in \mathcal{C}(A, B), g \in \mathcal{C}(B, A))\) and \((f' \in \mathcal{C}(A, B'), g' \in \mathcal{C}(B', A))\), then there exists a unique isomorphism \( \phi : B \to B' \) such that the following diagram commutes:

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow f' & & \downarrow g \\
B' & \xleftarrow{g'} & A
\end{array}
\]

Proof This is a standard result of the theory of idempotent splittings. See, for example, [36]. \(\Box\)

Corollary 4 Self-similar structures at a given self-similar object are unique up to unique isomorphism

Proof The proof of this is somewhat simpler than the general case, as the splittings have both left and right inverses. Given a self-similar structure \((S, \lhd)\), and an isomorphism \( U : S \to S \), then \((S, U \lhd)\) is also a self-similar structure. Conversely, let \((S, \lhd')\) be a self-similar structure, and define \( U = \lhd' \triangleright \). Then \((S, U \lhd) = (S, \lhd')\) and \( U = \lhd' \triangleright \) is the unique isomorphism satisfying this condition. \(\Box\)

Remark 4 Uniqueness of self-similar structures Corollary 4 provides an illustration of the distinction between ‘unique up to unique isomorphism’, and ‘actually unique’. If a self-similar structure at some object \( S \in \text{Ob}(\mathcal{C}) \) is actually unique, then the only isomorphism from \( S \) to itself is the identity. Theorem 5 below then shows that \( S \) must be the unit object for the tensor given in Theorem 9.

4 Strict self-similarity and strict associativity

Unit objects are special cases of self-similar objects—the distinction being that for an arbitrary self-similar object \( S \), the functors \( S \otimes \_ \) and \( \_ \otimes S \) need not be fully faithful. We now describe how Saavedra’s characterisation relates strictness for both associativity and self-similarity.
Lemma 2 Let \((\mathcal{M}, \star)\) be semi-monoidal monoid. The endomorphisms \((\_ \star 1)\) and \(1 \star \_\) are injective, and are isomorphisms precisely when the unique object of \(M\) is the unit.

Proof Functoriality implies that \(\_ \star 1\) and \(1 \star \_\) are monoid homomorphisms, and injectivity follows from the assumption (Convention 1) of faithful objects. These homomorphisms are isomorphisms precisely when they are fully faithful, in which case the unique object of \(\mathcal{M}\) satisfies Saavedra’s characterisation of a unit object. \(\Box\)

Theorem 5 Let \((\mathcal{M}, \star, \tau)\) be a semi-monoidal monoid. Then \(\_ \star \_\) is strictly associative if and only if the unique object of \(M\) is the unit for \(\_ \star \_\)

Proof \((\Rightarrow)\) From Lemma 2 above, and strict associativity, \(1 \star (\_ \star 1), (1 \star \_) \star 1 : \mathcal{M} \to \mathcal{M}\) are identical injective monoid homomorphisms. Let us denote this monoid embedding by \(\eta : \mathcal{M} \hookrightarrow \mathcal{M}\). By injectivity, for every arrow \(F \in \eta(M)\), there exists a unique arrow \(f \in M\) satisfying \(F = 1 \star f \star 1\).

Define a (strict) semi-monoidal tensor \((\_ \odot \_ : \eta(M) \times \eta(M) \to \eta(M))\) by \(F \odot G = 1 \star (f \star g) \star 1\), for all \(F = 1 \star f \star 1, G = 1 \star g \star 1\). It is immediate that this is well-defined, and a semi-monoidal tensor. By definition, \(\eta(f \star g) = \eta(f) \odot \eta(g)\), so \((\mathcal{M}, \star, \odot) \cong (\eta(M), \odot)\).

Finally \((1 \odot F) = 1 \star (1 \star f) \star 1 = 1 \star f \star f \star 1 = 1 \star f \star 1 = F\), for arbitrary \(F = 1 \star f \star 1\), and hence \(1 \odot : \eta(M) \to \eta(M)\) is the identity isomorphism. Similarly, \(\_ \odot 1 = Id_{\eta(M)}\), and thus by Lemma 2, the unique object of \((\mathcal{M}, \star) \cong (\eta(M), \odot)\) is the unit object.

\((\Leftarrow)\) It is a standard result of monoidal categories that the endomorphism monoid of a unit object is an abelian monoid, and the tensor at this object coincides (up to isomorphism) with this strictly associative composition. \(\Box\)

Remark 5 No simultaneous strictification This paper is about strictification and coherence for self-similarity and its interaction with associativity. From Theorem 5, strictifying the associativity of a semi-monoidal monoid will result in non-strict self-similarity; conversely, strictifying self-similarity in a strictly associative setting will give a monoid with a non-strict semi-monoidal tensor (Proposition 3).

Examples 6 Finite and infinite matrices An illustrative example is given by infinitary matrix categories. Countable matrices over a 0-monoid \(R\) enriched with a suitable (partial, infinitary) summation \(\mathcal{R}\) form a category \(\text{Mat}_R\), with \(\text{Ob} (\text{Mat}_R) = \mathbb{N} \cup \{\infty\}\). Hom-sets \(\text{Mat}_R(a, b)\) are subsets\(^2\) of the set of functions \(\text{Fun}([0, b) \times [0, a), \mathcal{R}]\), and composition is given by the Cauchy product.

Assuming technical conditions on summation are satisfied, the subcategory of finite matrices has a strictly associative monoidal tensor, denoted \(\_ \oplus \_\). On objects it is simply addition; given arrows, \(m \in \text{Mat}_R(a, b), n \in \text{Mat}_R(p, q)\), with \(a, b, p, q < \infty\), it is

---

\(^1\) See [16] for a suitable unification of various notions of summation from theoretical computer science and analysis, and some associated category theory.

\(^2\) The set of allowable matrices is generally restricted by some summability condition, the details of which do not affect the substance of the following discussion.
given by the familiar block diagonal formula,

\[(m \oplus n)(x, y) = \begin{cases} m(x, y) & x < a, \ y < b \\
 n(x - a, y - b) & x \geq a, \ y \geq b \\
 0 & \text{otherwise.} \end{cases}\]

Although this definition cannot be extended to infinite matrices, the endomorphism monoid \(\text{Mat}_R(\infty, \infty)\) can be given a non-strict semi-monoidal tensor (again, assuming technicalities on summation), such as

\[(A \oplus_c B)(x, y) = \begin{cases} A \left( \frac{x}{2}, \frac{y}{2} \right) & x, y \text{ even,} \\
 B \left( \frac{x-1}{2}, \frac{y-1}{2} \right) & x, y \text{ odd,} \\
 0 & \text{otherwise.} \end{cases}\]

This is the familiar ‘interleaving’ of infinite matrices, determined by the Cantor pairing \(c : \mathbb{N} \cup \mathbb{N} \to \mathbb{N}\) given by \(c(n, i) = 2n + i\), and used to great effect in modelling the structural rules (as opposed to logical rules) of linear logic \([10, 11]\). Any such isomorphism \(\varsigma : \mathbb{N} \cup \mathbb{N} \to \mathbb{N}\) will determine a (non-strict) semi-monoidal tensor on this monoid. However, by Theorem 5, no strict semi-monoidal tensor on \(\text{Mat}_R(\infty, \infty)\) may exist.

5 The group of canonical isomorphisms

In a semi-monoidal monoid, the isomorphisms canonical for associativity are closed under composition, tensor, and inverses, and thus form a group with a semi-monoidal tensor. As demonstrated in \([8]\), in the free case this group is the well-known Thompson group \(\mathcal{F}\) (see \([7]\) for a non-categorical survey). An algebraic connection between this group and associativity laws is well-established (see \([4]\) for a more categorical perspective), and the tensor was given in \([5]\)—although not in categorical terms. An explicit connection with semi-monoidal monoids was observed in \([31]\) where \(\mathcal{F}\) is given in terms of canonical isomorphisms and single-object analogues of projection / injection arrows for the tensor.

An interesting connection between Thomson’s group \(\mathcal{F}\) and the theory of idempotent splittings is given in \([6]\), in the context of (connected, pointed) CW complexes. The \textit{unsplitting} homotopy idempotents of a CW complex \(K\) are characterised by the fact that they give rise to a copy of \(\mathcal{F}\) in \(\pi_1(K)\). The categorical interpretation of this is unfortunately beyond the scope of this paper.

6 A simple coherence result for self-similarity

We now give a simple result that guarantees commutativity for a class of diagrams built inductively from the code/decode isomorphisms of a self-similar structure, and the relevant semi-monoidal tensor. This is modelled very closely indeed on MacLane’s
original presentation of his coherence theorem for associativity (briefly summarised in Sect. 6.1), in order to describe the interaction of self-similarity and associativity.

6.1 Coherence for associativity—the unitless setting

We first briefly reprise some basic definitions and results on coherence for associativity, taken from MacLane’s original presentation [33], in the semi-monoidal setting. This is partly to fix notation and terminology, and partly to ensure that the absence of a unit object does not lead to any substantial difference in theory. We also restrict ourselves to the monogenic case, as this suffices to describe the interaction of associativity and self-similarity.

More structural approaches to coherence may be found in [24, 27, 35]—these motivate the approach taken in Sect. 7 onwards.

Definition 6 The set Tree of free non-empty binary trees over some symbol x is inductively defined by: x ∈ Tree, and for all u, v ∈ Tree then (u □ v) ∈ Tree. The rank of a tree t ∈ Tree is the number of occurrences of the symbol x in t, or equivalently, the number of leaves of t.

We denote (the unitless version of) MacLane’s monogenic monoidal category by (W, □). This is defined by: Ob(W) = Tree and there exists a unique arrow (t ← s) ∈ W(s, t) iff rank(s) = rank(t). Composition is determined by uniqueness. Given p, q ∈ Ob(W), their semi-monoidal tensor is p □ q; the tensor of arrows is again determined by uniqueness.

Remark 6 MacLane’s definition [33] included the empty tree as a unit object, giving a monoidal, rather than semi-monoidal, category. Applying the common technique of adjoining a strict unit to a semi-monoidal category will recover MacLane’s original definition, and MacLane’s original theory in the exposition below.

Definition 7 Given a semi-monoidal category (C, ⊗, τ_{-,-}), and some A ∈ Ob(C), MacLane’s associativity substitution functor WSub : (W, □) → (C, ⊗) is defined inductively below. When the context is clear, we elide the subscript on WSub.

- (Objects) For all u, v ∈ Ob(W),
  - WSub(u □ v) = WSub(u) ⊗ WSub(v)
  - WSub(x) = A ∈ Ob(C).

- (Arrows) Given a, b, c, u, v ∈ Tree, where rank(u) = rank(v),
  - WSub(a ← a) = 1_{WSub(a)} ∈ C(WSub(a), WSub(a)).
  - WSub((a □ b) □ c ← a □ (b □ c)) = τ_{WSub(a, WSub(b), WSub(c)}.
  - WSub(a □ v ← a □ u) = 1_{WSub(a)} ⊗ WSub(v ← u)
  - WSub(b □ u ← a □ u) = WSub(b ← a) ⊗ 1_{WSub(a)}

Remark 7 It is non-trivial that WSub : (W, □) → (C_A, ⊗) is a semi-monoidal functor. This is a consequence of MacLane’s Pentagon condition [33].

Remark 8 As W is posetal, all diagrams over W commute, so all (canonical) diagrams in C that are the image of a diagram in W are guaranteed to commute. Naturality and substitution are then used [33] to extend this to the general setting.
6.2 A preliminary coherence result for self-similarity

We now exhibit a class of diagrams based on identities, tensors, and the code / decode maps for a self-similar structure that are guaranteed to commute. This is based on a substitution functor from a posetal monoidal category that contains MacLane’s \((\mathcal{W}, \square)\) as a semi-monoidal subcategory.

**Definition 8** The **monogenic self-similar category** \((\mathcal{X}, \square)\) was defined in [14] as follows:

- **Objects** \(\text{Ob}(\mathcal{X}) = \text{Tree}\)
- **Arrows** There exists unique \((b \leftarrow a) \in \mathcal{X}(a, b)\) for all \(a, b \in \text{Ob}(\mathcal{X})\).
- **Composition** This is determined by uniqueness.
- **Tensor** Given \(u, v \in \text{Ob}(\mathcal{X})\), their tensor is the binary tree \(u \square v\). The definition on arrows again follows from uniqueness.
- **Unit object** All objects \(e \in \text{Ob}(\mathcal{X})\) are unit objects; by definition, the unique arrow \((e \leftarrow e \square e)\) is an isomorphism, and the functors \((e \square -), (- \square e) : \mathcal{X} \to \mathcal{X}\) are fully faithful.

**Remark 9** Abstractly, \((\mathcal{X}, \square)\) may be characterised as the **free monogenic indiscrete monoidal category**. Thus, it is monoidally equivalent to the terminal monoidal category—in the semi-monoidal setting, it is more interesting.

**Definition 9** Let \((S, \triangleleft)\) be a self-similar structure of a semi-monoidal category \((\mathcal{C}, \otimes)\). We define \(\mathcal{X} \text{Sub}_{\triangleleft} : (\mathcal{X}, \square) \to (\mathcal{C}, \otimes)\), the **self-similarity substitution functor**, inductively by, for all \(u, v, p, q \in \text{Ob}(\mathcal{X})\):

- \(\mathcal{X} \text{Sub}(x) = S\), and \(\mathcal{X} \text{Sub}(u \square v) = \mathcal{X} \text{Sub}(u) \otimes \mathcal{X} \text{Sub}(v)\).
- \(\mathcal{X} \text{Sub}(x \leftarrow u \square v) = \triangleleft(\mathcal{X} \text{Sub}(x \leftarrow u) \otimes \mathcal{X} \text{Sub}(x \leftarrow v))\)
- \(\mathcal{X} \text{Sub}(u \square v \leftarrow x) = \triangleright(\mathcal{X} \text{Sub}(u \leftarrow x) \otimes \mathcal{X} \text{Sub}(v \leftarrow x))\)
- \(\mathcal{X} \text{Sub}(u \square v \leftarrow p \square q) = \mathcal{X} \text{Sub}(u \square v \leftarrow x) \mathcal{X} \text{Sub}(x \leftarrow p \square q)\)

(We again omit the subscript when the context is clear).

**Remark 10** In stark contrast to MacLane’s substitution functor, it is immediate that \(\mathcal{X} \text{Sub} : (X, \square) \to (\mathcal{C}, \otimes)\) is a strict semi-monoidal functor—no coherence conditions are needed to ensure functoriality.

We may now give a preliminary coherence result on self-similarity.

**Lemma 3** Let \((S, \triangleleft)\) be a self-similar structure of a semi-monoidal category \((\mathcal{C}, \otimes)\), and let \(\mathcal{X} \text{Sub} : (X, \square) \to (\mathcal{C}, \otimes)\) be as above. Then every diagram over \(\mathcal{C}\) of the form \(\mathcal{X} \text{Sub}(\mathcal{D})\), for some diagram \(\mathcal{D}\) over \(\mathcal{X}\), is guaranteed to commute.

**Proof** As \((\mathcal{X}, \square)\) is posetal, \(\mathcal{D}\) commutes; by functoriality so does \(\mathcal{X} \text{Sub}(\mathcal{D})\). \(\square\)

**Remark 11** The diagrams predicted to commute by Lemma 3 are ‘canonical for self-similarity’, with arrows built from code / decode isomorphisms, identities, and the tensor. The more important question is about diagrams that are ‘canonical for self-similarity and associativity’—when may these be guaranteed to commute? This follows as a special case of a more general result (Sect. 8).
Fig. 1 Under what circumstances does the following diagram commute?

\[
\begin{array}{ccc}
(W, \square) & \xrightarrow{\iota} & (X, \square) \\
\text{Commutes?} & & \\
\text{WSub} & & \text{XSub} \\
(C, \otimes) & & \\
\end{array}
\]

Remark 12 Does WSub factor through XSub? There is an immediate semi-monoidal embedding \( \iota : (W, \square) \rightarrow (X, \square) \). An obvious question is whether, or under what circumstances, the above substitution functors will factor through this embedding—i.e. when does the diagram of Fig. 1 commute?

It is immediate that this can only commute under very special conditions. Functoriality of WSub requires coherence conditions (i.e. MacLane’s pentagon), whereas none are required for the functoriality of XSub. Further, commutativity of this diagram would give a decomposition of canonical (for associativity) isomorphisms of \((C, \otimes)\) into ‘more primitive’ operations built from \(<, \triangleright, \otimes>\); in particular, \(\tau_{S, S, S} = (\triangleright \otimes 1_S)(1_S \otimes <)\). A slight generalisation of Isbell’s argument on the skeletal category of sets [33] would show that when \((C, \otimes)\) admits projections, \(S\) is the terminal object. Instead of giving a direct proof of this, we will give a more general result in Corollary 13.

7 Strictification for self-similarity

We first describe a strictification procedure for self-similarity that gives a semi-monoidal equivalence between a monoid and a monogenic category, then use this to give a coherence theorem that answers the question posed in Remark 11 in a more general setting. This strictification procedure generalises the ‘untyping’ construction of [14, 15] (and indeed corrects it in certain cases—see Remark 15).

Definition 10 Given a semi-monoidal category \((C, \otimes, \tau_{\_,\_})\) and arbitrary \(S \in \text{Ob}(C)\), the semi-monoidal category freely generated by \(S\), denoted \(\mathcal{F}_S\), is defined analogously to the usual monoidal definition. The assignment \(\text{Inst} : \text{Tree} \rightarrow \text{Ob}(C)\) is defined inductively by \(\text{Inst}(x) = S \in \text{Ob}(C)\), and \(\text{Inst}(p \Box q) = \text{Inst}(p) \otimes \text{Inst}(q)\) and based on this, objects and arrows are given by \(\text{Ob}(\mathcal{F}_S) = \text{Tree}\), and \(\mathcal{F}_S(u, v) = C(\text{Inst}(u), \text{Inst}(v))\).

Composition is inherited in the natural way from \(C\), as is the tensor: on objects this is simply the formal pairing \(\Box\Box\), and given arrows \(f \in \mathcal{F}_S(u, v), g \in \mathcal{F}_S(x, y)\) we have

\[f \Box g = f \otimes g \in \mathcal{F}_S(u \Box x, v \Box y) = C(\text{Inst}(u) \otimes \text{Inst}(x), \text{Inst}(v) \otimes \text{Inst}(y)).\]

The assignment \(\text{Inst} : \text{Tree} \rightarrow \text{Ob}(C)\) extends in a natural way to a strict semi-monoidal functor; using computer science terminology, we call this the instantiation functor \(\text{Inst}_S : (\mathcal{F}_S, \Box) \rightarrow (C, \otimes)\). It is as above on objects, and the identity on hom-sets, as \(\mathcal{F}_S(u, v) = C(\text{Inst}(u), \text{Inst}(v))\). It is immediate that this epic strict

\[\Box\text{ Springer}\]
semi-monoidal functor is a semi-monoidal equivalence of categories. When the object is clear from the context, we simply write $\text{Inst} : (\mathcal{F}_S, \Box) \rightarrow (\mathcal{C}, \otimes)$

The image of $\text{Inst}_S$ is the full semi-monoidal subcategory of $\mathcal{C}$ inductively generated by the object $S$, together with the tensor $\_ \otimes \_$. We refer to this as the semi-monoidal category generated by $S$ within $(\mathcal{C}, \otimes)$, denoted $(\mathcal{C}_S, \otimes)$.

Based on the above definitions, the following are immediate:

**Lemma 4** Let $(S, \triangleleft)$ be a self-similar structure of a semi-monoidal category $(\mathcal{C}, \otimes)$. Then the small semi-monoidal categories $(\mathcal{W}, \Box)$, $(\mathcal{X}, \Box)$ and $(\mathcal{F}_S, \Box)$ have the same set of objects, and

1. The tuple $(x, \triangleleft)$ is a self-similar structure of $(\mathcal{F}_S, \Box)$.
2. The functors $\mathcal{X} \text{Sub} : (X, \Box) \rightarrow (\mathcal{F}_S, \Box)$ and $\mathcal{W} \text{Sub}(W, \Box) \rightarrow (F_S, \Box)$ are monic.
3. The following diagram commutes:

$$
\begin{array}{ccc}
(\mathcal{W}, \Box) & \xrightarrow{\mathcal{W} \text{Sub}} & (F_S, \Box) \\
& \searrow_{\text{Inst}} & \swarrow_{\mathcal{X} \text{Sub}} \\
& \mathcal{W} \text{Sub} & \rightarrow \mathcal{X} \text{Sub} \\
\downarrow_{\text{Inst}} & & \downarrow_{\text{Inst}} \\
(\mathcal{C}_S, \otimes) & & (\mathcal{C}_S, \otimes)
\end{array}
$$

**Remark 13** The commutativity of the left hand triangle in the above diagram is well-established, and part of a standard approach to coherence for associativity and other properties. In particular, Joyal and Street phrased MacLane’s theorem as an equivalence between the free monoidal category on a category and the free strict monoidal category on a category (see [24] for details and extensions of this approach).

### 7.1 Functors from categories to monoids

The monic functor $\mathcal{X} \text{Sub} : (X, \Box) \rightarrow (\mathcal{F}_S, \Box)$ specifies a distinguished wide semi-monoidal subcategory of $(\mathcal{F}_S, \Box)$; we use the following notation and terminology for its arrows:

**Definition 11** Given a self-similar structure $(S, \triangleleft)$ of a semi-monoidal category, we define an object-indexed family of arrows, the **generalised code isomorphisms**, by $\{ \triangleleft u = \mathcal{X} \text{Sub}(x \leftarrow u) \in \mathcal{F}_S(u, x) \}_{u \in \text{Ob}(\mathcal{F}_S)}$. We refer to their inverses, $\{ \triangleright u = \mathcal{X} \text{Sub}(u \leftarrow x) \in \mathcal{F}_S(x, u) \}_{u \in \text{Ob}(\mathcal{F}_S)}$ as the **generalised decode isomorphisms**.

**Remark 14** As observed in Remark 16 below, the above object-indexed families of arrows are the components of a natural transformation. An alternative perspective is that $(\triangleleft u, \triangleright u)$ is a splitting of $1_u$, and $(\triangleright u, \triangleleft u)$ is a splitting of $1_x$. The unique isomorphism $\mathcal{X} \text{Sub}(v \leftarrow u) = \triangleright v \triangleleft u \in \mathcal{F}_S(u, v)$ is then the isomorphism exhibiting the uniqueness up to isomorphism of idempotent splittings described in Corollary 4.

**Remark 15** As $(\mathcal{F}_S, \Box)$ is freely generated, we may give an inductive characterisation of the generalised code arrows by:
Proposition 1 The generalised convolution functor given above is indeed a fully faithful functor.

Proof For all $\phi_1$, $\phi_2 \in \mathcal{C}(S, S) = \mathcal{F}_S(x, x)$.

and similarly for the generalised decode arrows. This is used as a definition in [15], where it is (incorrectly) assumed that $(\mathcal{C}_S, \otimes) \cong (\mathcal{F}_S, \sqsubset)$ in every case—an assumption holds for the particular examples considered there, but not more generally.

These generalised code/decode arrows allow us to define a fully faithful functor from $\mathcal{F}_S$ to the endomorphism monoid $\mathcal{F}_S(x, x)$, considered as a single-object category.

Definition 12 Let $(S, \sqsubset)$ be a self-similar object of a semi-monoidal category $(\mathcal{C}, \otimes)$. We denote the endomorphism monoid $\mathcal{F}_S(x, x)$, considered as a single-object category, by $\text{End}(x)$, and define the generalised convolution functor $\Phi_\sqsubset : \mathcal{F}_S \to \text{End}(x)$ by

- Objects $\Phi_\sqsubset(A) = x$, for all $A \in \text{Ob}(\mathcal{F}_S)$.
- Arrows Given $f \in \mathcal{F}_S(A, B)$, then $\Phi_\sqsubset(f) = \sqsubset_B f \sqsupset_A$, where $\sqsubset$ and $\sqsupset$ are as in definition 11.

When the self-similar structure in question is apparent from the context, we will omit the subscript and write $\Phi : \mathcal{F}_S \to \text{End}(x)$.

Proposition 1 The generalised convolution functor given above is indeed a fully faithful functor.

Proof For all $a \in \text{Ob}(\mathcal{F}_S)$, $\Phi(1_a) = 1_x$. Given $f \in \mathcal{F}_S(a, b)$, $g \in \mathcal{F}_S(b, c)$, then $\Phi(gf) = \sqsubset_c g f \sqsupset_a = \sqsubset_c g \sqsupset_b \sqsubset_b f \sqsupset_a = \Phi(g) \Phi(f)$, and thus $\Phi$ is a functor. For all $h \in \mathcal{F}_S(x, x)$, $\Phi(h) = h \in \text{End}(x) = \mathcal{F}_S(x, x)$, and thus $\Phi$ is full. Finally, given $f, f' \in \mathcal{F}_S(a, b)$, then

$$\Phi(f) = \Phi(f') \iff \sqsubset_b f \sqsupset_a = \sqsupset_b f' \sqsupset_a \iff \sqsupset_b f \sqsupset_a \sqsubset_a = \sqsubset_a f' \sqsupset_a \iff f = f'$$

and thus $\Phi : \mathcal{F}_S \to \text{End}(x)$ is faithful. \hfill \Box

A simple corollary is that the category freely generated by a self-similar object, and the endomorphism monoid of that object (considered a a single-object category) are equivalent:

Corollary 7 Let $(S, \sqsubset)$ be a self-similar object of a semi-monoidal category $(\mathcal{C}, \otimes)$. Then the categories $\mathcal{F}_S$ and $\text{End}(x)$ are equivalent.

Proof Since $\Phi$ is fully faithful, it simply remains to prove that it is isomorphism-dense. For arbitrary $u \in \text{Ob}(\mathcal{F}_S)$, the generalised code/decode arrows $\sqsubset_u \in \mathcal{F}_S(u, x)$ and $\sqsupset_u = \sqsubset_u^{-1} \in \mathcal{F}_S(x, u)$ exhibit the required isomorphism $\text{End}(x) \cong \mathcal{F}_S(x, x) \cong \mathcal{F}_S(u, u)$. \hfill \Box

In Definition 13 below, we give a semi-monoidal tensor on $\text{End}(x)$ that makes the above equivalence a semi-monoidal equivalence of categories.
Remark 16 Corollary 7 guarantees the existence of suitable functors exhibiting this equivalence of categories; more explicitly, let us denote the obvious inclusion by $\iota : \text{End}(x) \hookrightarrow \mathcal{F}_S$. Then $\Phi \iota = \text{Id}_{\text{End}(x)}$, and there is a natural transformation from $\iota \Phi$ to $\text{Id}_{\mathcal{F}_S}$ whose components are the generalised decode isomorphisms of Definition 11:

$$
\begin{array}{c}
\text{End}(x) \\
\text{commutes}
\end{array}
\begin{array}{c}
\mathcal{F}_S \\
\Phi
\end{array}
\begin{array}{c}
\text{Id}_{\text{End}(x)} \\
\text{End}(x)
\end{array}
$$

It is also almost immediate that a diagram over $\mathcal{F}_S$ commutes iff its image under $\Phi$ commutes; due to the issues mentioned in Remark 15, we prove this explicitly in order to illustrate how this relies on uniqueness of generalised code/decode arrows:

**Corollary 8** Let $(S, \triangleleft)$ be a self-similar object of a semi-monoidal category $(\mathcal{C}, \otimes)$. Then a diagram $\mathcal{D}$ over $\mathcal{F}_S$ commutes iff $\Phi(\mathcal{D})$ commutes.

**Proof** ($\Rightarrow$) This is a simple, well-known consequence of functoriality.

($\Leftarrow$) Let $\mathcal{D}$ be an arbitrary diagram over $(\mathcal{F}_S, \Box)$. Up to the obvious inclusion $\iota : \text{End}(x) \hookrightarrow \mathcal{F}_S$, $\mathcal{D}$ and $\Phi(\mathcal{D})$ are diagrams in the same category; we treat their disjoint union $\mathcal{D} \cup \Phi(\mathcal{D})$ as a single diagram. We then add edges to $\mathcal{D} \cup \Phi(\mathcal{D})$ by linking each node $n$ with its image using the unique generalised code/decode arrows. This is illustrated in Fig. 2.

Each additional polygon added to $\mathcal{D} \cup \Phi(\mathcal{D})$ commutes by definition of $\Phi$. Thus the entire diagram commutes iff $\mathcal{D}$ commutes iff $\Phi(\mathcal{D})$ commutes. 

7.2 Semi-monoidal tensors on monoids

We now exhibit a semi-monoidal tensor on the endomorphism monoid of a self-similar object such that the equivalence of Corollary 7 becomes a semi-monoidal equivalence.
Lemma 5 Let \((S, \lhd)\) be a self-similar structure of a semi-monoidal category and let \((\mathcal{F}_S, \Box, t_{\boxtimes_{\cdot\cdot}})\) be the semi-monoidal category freely generated by \(S\). Then, up to the inclusion \(\text{End}(x) \hookrightarrow \mathcal{F}_S\),

1. \(\Phi(f \Box g) = \Phi(\Phi(f) \Box \Phi(g))\).
2. \(\Phi(t_{u,v,w}) = \Phi(t_{x,x,x})\), for all \(u, v, w \in \text{Ob}(\mathcal{F}_S)\).

Proof 1. Given \(f \in \mathcal{F}_S(a, b)\) and \(g \in \mathcal{F}_S(u, v)\), then \(\Phi(f \Box g) = \langle b \Box b \rangle (f \Box g) \Box \Phi(a) = \langle x \Box x \rangle (\Phi(f) \Box \Phi(g)) \Box \Phi(a) = \Phi(\Phi(f) \Box \Phi(g))\).

2. By definition, \(\Phi(t_{u,v,w}) = \langle (u \Box v) \Box (u \Box w) \rangle\), and by Remark 15, the following diagram commutes:

\[
\begin{array}{ccc}
  x & \xrightarrow{\Delta_x \Box_x} & x \Box x \\
  \Phi(t_{u,v,w}) \downarrow & & \downarrow \Phi(t_{u,v,w}) \\
  x & \xleftarrow{\langle x \Box x \rangle} & x \Box x \\
  \langle x \Box x \rangle \Box 1_x & = & \langle x \Box x \rangle \Box 1_x \Box 1_x(t_{x,x,x}) \Box \Delta_x \Box_x \\
  & = & \Phi(t_{x,x,x})
\end{array}
\]

By naturality of associativity isomorphisms, \(\Phi(t_{u,v,w}) = \langle x \Box x \rangle \Box 1_x(t_{x,x,x}) \Box \Delta_x \Box_x \Box 1_x\).

Based on the above lemma, we give a semi-monoidal tensor on the endomorphism monoid of a self-similar object.

Definition 13 Let \((S, \lhd)\) be a self-similar object of a semi-monoidal category. We define the semi-monoidal tensor induced by \((S, \lhd)\) to be the monoid homomorphism \(- \triangledown \lhd - : \text{End}(x) \times \text{End}(x) \to \text{End}(x)\) given by

\[
f \triangledown \lhd g \ \overset{\text{def.}}{=} \ \Phi(f \Box g) = \langle x \Box x \rangle (f \Box g) \Box \Delta_x \Box_x \]

When the self-similar structure is clear from the context, we elide the subscript, and write \(- \triangledown - : \text{End}(x) \times \text{End}(x) \to \text{End}(x)\).

Theorem 9 The operation \(- \triangledown -\) defined above is a semi-monoidal tensor, and thus \((\text{End}(x), - \triangledown -\) is a semi-monoidal monoid.

Proof Functoriality of \(\Phi\) gives \(1 \triangledown 1 = \Phi(1_x \Box 1_x) = \Phi(1_x \Box 1_x) = 1\), and

\[
(f \triangledown g)(h \triangledown k) = \Phi(f \Box g)\Phi(h \Box k) = \Phi((f \Box g)(h \Box k)) = \Phi(fh \Box gk) = fh \triangledown gk
\]
Let us define \( \alpha = \Phi(t_{x,x,x}) \). From Part 2. of Lemma 5, \( \Phi(t_u,v,w) = \alpha \), for arbitrary \( u, v, w \in Ob(\mathcal{F}_S) \). From Part 1. of Lemma 5, and Corollary 8,

\[
\alpha(f \star (g \star h)) = ((f \star g) \star h)\alpha \quad \forall f, g, h \in \text{End}(x)
\]

and \( \alpha^2 = (\alpha \star 1)\alpha(1 \star \alpha) \). Thus both naturality and MacLane’s pentagon condition are also satisfied.

\[\square\]

**Corollary 10** The functor \( \Phi : \mathcal{F}_S \to \text{End}(x) \) satisfies \( \Phi(f \square g) = \Phi(f) \star \Phi(g) \), and thus is a strict semi-monoidal functor \( \Phi : (\mathcal{F}_S, \square) \to (\mathcal{C}_S, \otimes) \).

**Proof** This follows from Theorems 5 and 9.

At a given self-similar object \( S \in Ob(\mathcal{C}) \), the semi-monoidal tensor is determined by the choice of isomorphism \( \lhd \in \mathcal{C}(S \otimes S, S) \); however, these are related by conjugation in the obvious way, and thus \( _\star _\) is unique up to unique isomorphism.

**Proposition 2** Let \((S, c)\) and \((S, \lhd)\) be self-similar structures at a given self-similar object. Then \( f \star \lhd g = \lhd^{-1}(f \star_c g)c\rhd \) for all \( f, g \in \text{End}(x) \).

**Proof** This follows by direct calculation on Definition 13; alternatively, and more structurally, it follows from the uniqueness up to unique isomorphism of idempotent splittings, and hence self-similar structures (Corollary 4).

**Remark 17** The above Proposition does not imply that all semi-monoidal tensors on a given monoid are related by conjugation. As a counterexample, the monoid of functions on \( \mathbb{N} \) has distinct semi-monoidal tensors, arising from the fact that it is a self-similar object in both \((\text{Fun}, \times)\) and \((\text{Fun}, \uplus)\), that are clearly not related in this way (the relationship between the two is highly non-trivial and a key part of Girard’s Geometry of Interaction program [10,11], the details of which are beyond the scope of this paper—see [19] for details).

From Theorem 5, \( (\text{End}(x), _\star _) \) can only be strictly associative when \( x \) is the unit object for \( _\star _\). When \((S, \lhd)\) is a self-similar structure of a strictly associative semi-monoidal category (e.g. the rings isomorphic to their matrix rings characterised in [22]), the associativity isomorphism for \( _\star _\) has the following neat form:

**Proposition 3** Let \((S, \lhd)\) be a self-similar object of a strictly associative semi-monoidal category \((\mathcal{C}, \otimes)\). Then the associativity isomorphism for \((\text{End}(x), \star)\) is given by \( \alpha = \lhd(\lhd \otimes 1_S)(1_S \otimes \rhd) \in \text{End}(x) \cong \mathcal{C}(S, S) \).

**Proof** This follows by direct calculation on Part 2. of Lemma 5.

\[\square\]

**7.3 The strictly self-similar form of a monogenic category**

The following is now immediate:

**Theorem 11** Let \((S, \lhd)\) be a self-similar structure of a semi-monoidal category \((\mathcal{C}, \otimes)\). Then \((\mathcal{C}_S, \otimes)\), \((\mathcal{F}_S, \square)\) and \((\text{End}(x), \star)\) are semi-monoidally equivalent.
The semi-monoidal equivalence between \((\mathcal{F}_S, \square)\) and \((\mathcal{C}_S, \otimes)\) is given by the semi-monoidal functor of Definition 10. From Corollary 10, the equivalence of categories between \(\mathcal{F}_S\) and \(\text{End}(x)\) gives a semi-monoidal equivalence between \((\mathcal{F}_S, \square)\) and \((\text{End}(x), \star)\). \(\square\)

**Corollary 12** Every monogenic semi-monoidal category with a self-similar generating object is semi-monoidally equivalent to a semi-monoidal monoid. This justifies the description of \((\text{End}(x), \star)\) as the self-similarity strictification of \((\mathcal{C}_S, \otimes)\).

**Remark 18** A general principle is that ‘categorical structures’ are preserved by equivalences of categories. For example, if \(\mathcal{C}_S\) is closed, then so is \(\text{End}(x)\); this is used implicitly in [29] to construct single-object analogues of Cartesian closed categories, and in [14,15] to construct single-object analogues of compact closure. Similarly, when \((\mathcal{C}_S, \otimes)\) admits projections / injections, \((\text{End}(x), \star)\) contains a copy of Girard’s dynamical algebra [14,15,30] and under relatively light additional assumptions, admits a matrix calculus [20]. In general, we may find single-object (i.e. monoid) analogues of a range of categorical properties. This is particularly relevant to the ‘objects as types’ paradigm of some branches of theoretical computer science, where ‘untyped’ systems are more properly thought of as ‘single-type’ systems.

We may now answer the question posed in Remark 12.

**Corollary 13** The diagram of Fig. 1 commutes precisely when the self-similar object in question is the unit object.

**Proof** In the self-similarity strictification of \((\mathcal{C}_S, \otimes)\), the self-similarity is exhibited by identity arrows. Commutativity of the diagram of Fig. 1 implies that \((\text{End}(x), \star)\) has a strictly associative semi-monoidal tensor, so by Theorem 5, the unique object of \(\text{End}(x)\) is the unit object for \(\_ \star \_\). The equivalences of Theorem 11 then imply that \(S\) is the unit object for \((\mathcal{C}_S, \otimes)\). \(\square\)

Self-similarity strictification also illustrates a close connection between the generalised convolution and instantiation functors; informally, generalised convolution is simply instantiation in an isomorphic category:

**Proposition 4** Let \((S, \trianglelefteq)\) be a self-similar object of a semi-monoidal category \((\mathcal{C}, \otimes)\), and denote by \((\mathcal{F}_S, \square)\) and \((\mathcal{F}_x, \diamond)\) the semi-monoidal categories freely generated by \(S\), and the unique object of \((\text{End}(x), \star)\), respectively. Then there exists a semi-monoidal isomorphism \(K: (\mathcal{F}_S, \square) \to (\mathcal{F}_x, \diamond)\) such that the following diagram of semi-monoidal categories commutes:

\[
\begin{array}{ccc}
(\mathcal{F}_S, \square) & \xrightarrow{K} & (\mathcal{F}_x, \diamond) \\
\Phi & \xleftarrow{K^{-1}} & \text{Inst} \\
(\text{End}(x), \star) & \xleftarrow{\text{Inst}} & (\mathcal{F}_x, \diamond)
\end{array}
\]

**Proof** We define the semi-monoidal functor \(K: (\mathcal{F}_S, \square) \to (\mathcal{F}_x, \diamond)\) as follows:
- The small categories \((\mathcal{F}_x, \Diamond)\) and \((\mathcal{F}_S, \Box)\) have the same underlying set of objects; we take \(K\) to be the identity on objects.
- Given \(f \in \mathcal{F}_S(u, v)\) we define \(K(f) = \triangleleft_v f \triangleright_u \in \mathcal{F}_S(x, x) = \mathcal{F}_x(u, v)\).

The inverse is immediate, as is the (strict) preservation of the semi-monoidal tensor.

The commutativity of the above diagram follows by expanding out the definitions of \(\Phi_1\) and \(\text{Inst}\). \(\Box\)

### 8 General coherence for self-similarity

We now consider coherence in the general case. Let us fix a self-similar structure \((S, \Box)\) of a semi-monoidal category \((C, \otimes, \tau_{\_\_\_\_})\). We will abuse notation slightly; based on the monoid isomorphism \(\text{End}(x) \cong \text{C}(S, S)\), we treat the semi-monoidal tensor \(\_ \otimes \_\) equally as an operation on \(\text{C}(S, S) = \mathcal{F}_S(x, x)\) and denote the (unique) associativity isomorphism for \(\_ \otimes \_\) as \(\alpha \in \text{C}(S, S)\).

The question we address is the following:

Given a diagram over \(\text{C}_S\) with arrows built inductively from \(\\{\otimes, \triangleleft, \_ \otimes \_, \tau_{\_\_\_\_}, (\_)^{-1}\}\), when may it be guaranteed to commute?

We first fix some terminology.

**Notation 14** Given a category \(\text{C}\) and a class \(\Gamma\) of operations and arrows of \(\text{C}\), we say that a diagram is **canonical for** \(\Gamma\) when its edges are built inductively from members of \(\Gamma\). For example, in a semi-monoidal category \((\text{C}, \_ \otimes \_, \tau_{\_\_\_\_})\), a diagram canonical for \(\{\otimes, \tau_{\_\_\_\_}, (\_)^{-1}\}\) is a diagram canonical for associativity, as usually understood.

The following demonstrates that a simple appeal to freeness is not sufficient:

**Proposition 5** Let \((\mathcal{F}_S, \Box, t_{\_\_\_\_})\) be the semi-monoidal category freely generated by \(S\). Then, over \(\mathcal{F}_S\)

1. All diagrams canonical for \(\{\Box, t_{\_\_\_\_}, (\_)^{-1}\}\) commute.
2. All diagrams canonical for \(\{\Box, \triangleleft, (\_)^{-1}\}\) commute.
3. All diagrams canonical for \(\{\Box, t_{\_\_\_\_}, \triangleleft, (\_)^{-1}\}\) commute iff \(S\) is a unit object for \((\text{C}_S, \otimes)\).

**Proof** 1. is well-established, and follows from the monic-epic decomposition of MacLane’s substitution functor described in Lemma 4 and (in the monoidal case) is commonly used [24] to study coherence. 2. follows similarly from Lemma 4. For 3., the following diagram is canonical for self-similarity and associativity:
Applying $\Phi : (F_S, \Box) \to (End(x), \star)$ to this diagram gives the associativity isomorphism for $(End(x), \star)$ as $\alpha = 1_x$, so by Theorem 5 the unique object of $End(x)$ is the unit object for $\_ \star \_$. Appealing to the semi-monoidal equivalences of Theorem 11 gives that $S \in Ob(C_S)$ is the unit object for $\_ \otimes \_$. $\square$

We now introduce an equivalence relation on diagrams over $F_S$ that allows us to answer this question in the free case:

**Definition 14** As $F_S$ is a small category, we may treat a diagram $D$ over $F_S$, with underlying directed graph $G = (V, E)$, as a pair of functions $D_V : V \to Ob(F_S)$ and $D_E : E \to Arr(F_S)$ satisfying

$$D_E(e) \in F_S(D_V(v), D_V(w)) \text{ for all edges } v \rightarrow w \in E$$

We will omit the subscripts on $D_V$ and $D_E$ when the context is clear.

Given diagrams $\mathcal{T}, \mathcal{U}$ with underlying graphs $G = (V, E)$ and $G' = (V', E')$ respectively, we say they are self-similarity equivalent, written $\mathcal{T} \sim \triangleleft \triangleright \mathcal{U}$ when there exists a graph isomorphism $\eta : G \to G'$ such that, for all edges $s \rightarrow t$ of $G$, the following diagram commutes:

$$(\text{An intuitive description is illustrated by example in Fig. 3). This is an equivalence relation, since the object-indexed isomorphisms } \triangleleft \text{ and } \triangleright \text{ specify a wide posetal subcategory of } F_S. \text{ We denote the corresponding equivalence classes by } [\_ \triangleleft \triangleright].$$

**Lemma 6** Given $\mathcal{T} \sim \triangleleft \triangleright \mathcal{U}$ over $F_S$, then $\mathcal{T}$ commutes iff $\mathcal{U}$ commutes.

**Proof** This is immediate from the definition, and a slight generalisation of the reasoning in the proof of Theorem 8. $\square$

We may now demonstrate commutativity for a class of diagrams in the free setting:
Theorem 15 Let \((S, \triangleleft)\) be a self-similar structure of a semi-monoidal category \((C, \otimes)\), and let \(\mathcal{D}\) be a diagram over \((F_S, \square)\) canonical for \(\{\square, t_{\ldots\ldots}, \triangleleft, \ast, \alpha, (\_\_\_\_)^{-1}\}\). The following two conditions are equivalent, and characterise a class of diagrams guaranteed to commute:

1. \([\mathcal{D}]_{\triangleleft}\) contains a diagram canonical for \(\{\square, t_{\ldots\ldots}, (\_\_\_\_)^{-1}\}\).
2. \(\Phi(\mathcal{D})\), which is canonical for \(\{\ast, \alpha, (\_\_\_\_)^{-1}\}\), is guaranteed to commute by MacLane’s coherence theorem for associativity.

Proof Somewhat redundantly, we give separate proofs that both these conditions characterise a class of commuting diagrams:

1. From the basic theory of coherence for associativity (see Lemma 4), in \((F_S, \square)\), all diagrams canonical for \(\{\square, t_{\ldots\ldots}, (\_\_\_\_)^{-1}\}\) are guaranteed to commute by MacLane’s theorem; our result then follows from Lemma 6.
2. By construction, \(\Phi(\triangleleft) = 1_S\) and \(\Phi(f \square g) = \Phi(f) \ast \Phi(g)\) for all arrows \(f, g\). Thus \(\Phi(\mathcal{D})\) is indeed canonical for \(\{\ast, \alpha, (\_\_\_\_)^{-1}\}\). From Corollary 8, \(\Phi(\mathcal{D})\) commutes iff \(\mathcal{D}\) commutes. Thus when MacLane’s theorem predicts \(\Phi(\mathcal{D})\) to commute, \(\mathcal{D}\) also commutes.

We now show that they characterise the same class of commuting diagrams:

1. \(\Rightarrow 2\). Let \(\mathcal{R} \in [\mathcal{D}]_{\triangleleft}\) be canonical for \(\{\square, t, (\_\_\_\_)^{-1}\}\). As the functor \(K : (F_S, \square, t_{\ldots\ldots}) \to (F_{x}, \hat{\square}, t'_{\ldots\ldots})\) of Proposition 4 is semi-monoidal, \(K(\mathcal{R})\) is canonical for \(\{\hat{\square}, t'_{\ldots\ldots}, (\_\_\_\_)^{-1}\}\) and thus \(\text{Inst}(K(\mathcal{R})) = \Phi(\mathcal{R})\). It is predictable to commute by MacLane’s theorem. However, up to isomorphism of the underlying graph, \(\Phi(\mathcal{R})\) is identical to \(\Phi(\mathcal{D})\).
2. \(\Rightarrow 1\). As \(\Phi(\mathcal{D})\) is predictable to commute by MacLane’s theorem, there exists some diagram \(\mathcal{P}\) over \((F_{x}, \hat{\square}, t'_{\ldots\ldots})\) that is canonical for \(\{\hat{\square}, t'_{\ldots\ldots}, (\_\_\_\_)^{-1}\}\) satisfying \(\text{Inst}(\mathcal{P}) = \Phi(\mathcal{D})\). As the isomorphism \(K : (F_S, \square, t_{\ldots\ldots}) \to (F_{x}, \hat{\square}, t'_{\ldots\ldots})\) of Proposition 4 is semi-monoidal, \(K^{-1}(\mathcal{P})\) is canonical for \(\{\square, t_{\ldots\ldots}, (\_\_\_\_)^{-1}\}\) and by construction \(K^{-1}(\mathcal{P}) \sim_{\triangleleft} \mathcal{D}\). Thus our result follows.

The above theorem answers the question posed at the start of this section in the ‘formal’ setting \((F_S, \square)\). To map this free setting to the concrete setting, we apply the \(\text{Inst} : (F_S, \square) \to (C_S, \otimes)\) functor, giving the following corollary:

Corollary 16 Given a diagram \(\mathcal{E}\) over \(C_S\) canonical for \(\{\otimes, t_{\ldots\ldots}, \triangleleft, \ast, \alpha, (\_\_\_\_)^{-1}\}\), then \(\mathcal{E}\) is guaranteed to commute when there exists a diagram \(\mathcal{D}\) over \(F_S\) that is canonical for \(\{\square, t_{\ldots\ldots}, \triangleleft, \ast, \alpha, (\_\_\_\_)^{-1}\}\) satisfying

1. \(\mathcal{D}\) is guaranteed to commute by Theorem 15 above.
2. \(\text{Inst}(\mathcal{D}) = \mathcal{E}\).

The identification of generalised convolution as the instantiation functor of a semi-monoidally isomorphic category (Proposition 4) then translates the above into the following intuitive characterisation of such diagrams:

Corollary 17 Let \(\mathcal{C}\) be a diagram over \(C_S\) canonical for \(\{\otimes, t_{\ldots\ldots}, \triangleleft, \ast, \alpha, (\_\_\_\_)^{-1}\}\). Let us form a new diagram \(\mathcal{E}'\) over \(C(S, S)\) by the following procedure:
– Replace every object in $E$ by $S$.
– Replace every occurrence of $\otimes$ by $\star$.
– Replace every occurrence of $\tau_{\sim,\sim,\sim}$ by $\alpha$.
– Replace every occurrence of $\triangledown$ by $1_S$.

Then $E^\circ$, which is canonical for $\{\_ \star \_ \alpha, (\_)^{-1}\}$, is guaranteed to commute by MacLane’s coherence theorem for associativity iff $E$ is guaranteed to commute by Corollary 16.

Acknowledgements This paper owes a great debt to Robin Cockett and colleagues, who gave many general and specific comments on what would be needed in order to turn a rough and random draft into a publishable paper. The author also wishes to thank Samson Abramsky for long-term interest and encouragement relating to the topics of this paper, Chris Heunen for patient readings of previous drafts, Joachim Kock for comments and clarification of Saavedra’s theory of units, Mark Lawson for the semi-group theoretic perspective on similar concepts, Prakash Panangaden for the neat ‘code’ and ‘decode’ nomenclature, Phil Scott for many interesting discussions on categorical interpretations of untyped logical and computational systems, and Noson Yanofsky for both his neat exposition of Hilbert’s grand hotel parable, and some interesting variations on coherence for associativity. Thanks are also due to to both the Editor (Tim Porter) and anonymous referees for thought-provoking & insightful comments.

Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.

References

1. Abramsky, S., Haghverdi, E., Scott, P.: Geometry of interaction and linear combinatory algebras. Math. Struct. Comput. Sci. 12(5), 625–665 (2002)
2. Abramsky, S., Heunen, C.: H*-algebras and Nonunital Frobenius Algebras: first steps in infinite-dimensional categorical quantum mechanics. Clifford Lect. AMS. Proc. Symp. Appl. Math. 71, 1–24 (2012)
3. Barr, M.: Algebraically Compact Functors. J. Pure Appl. Algebra 82, 211–231 (1992)
4. Brin, M.: Coherence of associativity in categories with multiplication. J. Pure Appl. Algebra 198(1), 57–65 (2005)
5. Brown, K.: The homology of Richard Thompson’s group F. arXiv:math/0411347 (2004)
6. Brown, K., Geoghegan, R.: An infinite-dimensional torsion-free $FP_{\infty}$ group. Intent. Math. 77, 367–381 (1984)
7. Cannon, J.W., Floyd, W.: Parry Introductory notes on Richard Thompson’s groups. L’Enseignment Mathématique. Revue Internationale 42(3), 215–256 (1996)
8. Fiore, M., Leinster, T.: An abstract characterization of Thompson’s group F. Semigroup Forum 8(2), 325–340 (2010)
9. Freyd, P., Scedrov, A.: Categories. North Holland, Allegories (1990)
10. Girard, J.-Y.: Geometry of interaction 1. In: Proceedings Logic Colloquium’, vol. 88, pp. 221–260. North-Holland (1988)
11. Girard, J.-Y.: Geometry of interaction 2: deadlock-free algorithms. In: Martin-Löf, P., Mints, G. (eds.) COLOG-88. International Conference on Computer Logic Tallinn, USSR, December 12–16, 1988 Proceedings, pp. 76–93. Springer, Berlin (1990). doi:10.1007/3-540-52335-9_49
12. Hatcher, W., Scott, P.: Lambda algebras and C-monoids. Zeitschr. f. math. Logik und Grundlagen d. Math. 32:415–430 (1986)
13. Heunen, C.: On the functor $l_2$. In: Coecke, B., Ong, L., Panangaden, P. (Eds.) Computation, Logic, Games and Quantum Foundations, vol. 7860, pp. 107–121. Springer LNCS (2013)
14. Hines, P.: The algebra of self-similarity and its applications. PhD thesis, University of Wales, Bangor (1998)
15. Hines, P.: The categorical theory of self-similarity. Theory Appl. Categories 6, 33–46 (1999)
16. Hines, P.: A categorical analogue of the monoid semi-ring construction. Math. Struct. Comput. Sci. 23(1), 55–94 (2013)
17. Hines, P.: Identities in modular arithmetic from untyped categorical coherence. In: Proc. Rev. Comp., vol. 7984, pp. 84–95. Springer LNCS (2013)
18. Hines, P.: Types and forgetfulness in categorical linguistics and quantum mechanics. In: Sadrzadeh, M., Heunen, C., Grefenstette, E. (eds.) Quantum Physics and Linguistics: A Compositional, Diagrammatic Discourse, pp. 215–248. Oxford University Press, Oxford (2013)
19. Hines, P.: Girard’s $!$ as a reversible fixed-point operator. arXiv:1309.0361 [math] (2013)
20. Hines, P.: Classical structures based on unitaries. In: Casadio, C., Coecke, B., Moortgat, M., Scott, P. (Eds.) Categories and Types in Logic, Language and Physics, vol. 8222, pp. 188–210. Springer LNCS (2014)
21. Hines, P.: On the complexity of deciding commutativity of canonical diagrams. In: Preparation, based on accepted talk at Category Theory (2014)
22. Hines, P., Lawson, M.V.: An application of polycyclic monoids to rings. Semigroup Forum 56, 146–149 (1998)
23. Joyal, A., Kock, J.: Coherence for weak units. Doc. Math. 18, 71–110 (2013)
24. Joyal, A., Street, R.: Braided tensor categories. Adv. Math. 102(1), 20–78 (1993)
25. Kellendonk, J., Lawson, M.V.: Tiling semigroups. J. Algebra 224(1), 140–150 (2000)
26. Kelly, M.: On MacLane’s conditions for coherence of natural associativities, commutativities, etc. J. Algebra 1, 397–402 (1964)
27. Kelly, M.: Coherence theorems for lax algebras and distributive laws Category Seminar, Sydney 1972–3, vol. 420, pp. 281–375. Springer LNM (1974)
28. Kock, J.: Elementary remarks on units in monoidal categories. Math. Proc. Camb. Philos. Soc. 144, 53–76 (2008)
29. Lambeke, J., Scott, P.: Introduction to Higher Order Categorical Logic. Cambridge University Press, Cambridge (1986)
30. Lawson, M.V.: Inverse semigroups: the theory of partial symmetries. World Scientific, Singapore (1998)
31. Lawson, M.V.: A class of subgroups of Thompson’s group V. Semigroup Forum 75(2), 241–252 (2007)
32. Leinster, T.: A general theory of self-similarity. Adv. Math. 226, 2935–3017 (2011)
33. MacLane, S.: Categories for the working mathematician, 2nd edn. Springer-Verlag, New York (1998)
34. Nivat, M., Perrot, J.: Une généralisation du monôide bicyclique. Comptes Rendus de l’Acad?ie des Sciences de Paris 27, 824–827 (1970)
35. Power, A.: A general coherence result. J. Pure Appl. Algebra 57, 165–173 (1989)
36. Selinger, P.: Idempotents in Dagger Categories. Proc. QPL 2006, ENTCS (210) 107–122 (2008)
37. Street, R.: Consequences of splitting idempotents Manuscript 1996. Available as maths.mq.edu.au/~street/idempotents
38. Saavedra Rivano, N.: Catégories Tannakiennes, vol. 265. Lecture Notes in Mathematics. Springer Verlag (1972)
39. Shpilrain, V., Ushakov, A.: Thompson’s group and public key cryptography. ACNS 2005. Lect. Notes Comput. Sci. 3531, 151–164 (2005)
40. Yanofsky, N.: The Outer Limits of Reason: What Science, Mathematics, and Logic Cannot Tell Us. MIT Press, Cambridge (2013)