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A method to solve the Schrödinger equation based on the use of constant particle-particle interaction potential surfaces is proposed. The many-body wave function is presented in configuration interaction form with coefficients - configuration weight functions - dependent on the total interaction potential. A set of linear ordinary differential equations for the configuration weight functions was developed and solved for particles in an infinite well and He-like ions. The results demonstrate that the method is variational and provides upper bound for energy of the ground state; even in its lowest two-body interaction potential surfaces approximation, it is more accurate than the conventional configuration interaction method and demonstrates a better convergence with a basis set increase. For He-like ions one configuration approximation with non-interaction electrons functions are used as basis set the calculated energies are below the Hartree-Fock limit. In three configuration approximations the accuracy of energy calculation is close to CI accuracy with 35 configuration taking into account. Four configurations give the energies below CI method and slightly below precise calculation with Hylleraas type wave functions.

I. INTRODUCTION

Moller-Plesset perturbation theory and configuration interactions are the conventional methods of treating electron-electron correlation in the theory of atoms and molecules\textsuperscript{1}. Unfortunately, both of them due to the presence of the correlation cusp\textsuperscript{2–3} in the wave function reveal slow convergence of electron energy with basis set increasing. At the same time, the fast growth of computational work which is mainly related to the need for calculation of four-index two-electron integrals, places a hard limit the basis set size.

Density functional theory (DFT)\textsuperscript{4–7} is another approach to solve quantum many-body problem. Based on the solution of Kohn-Sham equations\textsuperscript{5}, it has been successfully applied to many problems\textsuperscript{7}. Unfortunately, the exact form of this functional is unknown, and its approximated forms do not always provide the required accuracy, for example, in treating systems with strong electron-electron correlations\textsuperscript{8–10}.

All of these give reasons for a search other ways of treating the correlation problem. To speed up the convergence, explicitly correlated R12 and F12 methods have been developed over the last two decades\textsuperscript{11–28}. Following to Hylleraas\textsuperscript{29,30} and Boys and Handy\textsuperscript{31,32} these methods are based on representation of the wave function as a production of one-particle wave functions and a correction function explicitly depending on electron-electron spacing. In R12 the correction function linearly depends on electron-electron spacing\textsuperscript{11,12}, in F12 this dependence is exponential\textsuperscript{21}. Iterative complement interaction method has been formulated in\textsuperscript{33,34}. This paper is aimed at developing another way of treating the correlation problem presented in\textsuperscript{35}. The theory is based on the introduction of constant particle-particle interaction potential surfaces. It follows directly from the definition of such surfaces that particle-particle interaction acts along the normal to the surface and, therefore, does not influence particle motion on the surface. Thus this motion can be described by a wave function of independent particles, which results in a new exact representation for many-body wave function and a set of equation to determining it. Further a new form of many-body wave function and equations to find it will be proposed and applied to particles in an infinite square well and He-like ions.

II. CONFIGURATION WEIGHT FUNCTIONS AND EQUATIONS DETERMINING THEM

Consider the Schrödinger equation of \( n \) interacting particles

\[
H\Psi = (H_0 + V_{\text{int}})\Psi = E\Psi,
\]

where \( H_0 \) is the kinetic energy and external field operator, and \( V_{\text{int}} \) particle-particle interaction operator

\[
H_0(R) = \sum_{i=1}^{n} \left[ -\frac{1}{2} \nabla_i^2 + V(r_i) \right] = \frac{1}{2} \nabla_R^2 + V(R),
\]

\[
V_{\text{int}}(R) = \frac{1}{p(R)} = \sum_{i=1}^{n-1} \sum_{j>i} \frac{1}{r_{ij}} = \sum_{i=1}^{n-1} \sum_{j>i} v_{ij}.
\]

Here \( R \) stands for a set of particle coordinates \( r_1, \ldots, r_n \), \( r_{ij} = |r_i - r_j| \).

A constant interaction potential surface \( V_{\text{int}}(R) = 1/p \) selects a subspace of particle coordinates in which particles motion is correlated \textit{ab origin} due to the demand
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remaining at the surface rather than particle interaction. The resulting interaction force, acting at the interacting particles on the surface, directs along the normal to the surface and does not act on particle movement along the surface, giving rise to redistribution of the particles between surfaces only. Thus, the eigenfunctions of (2) 
\[ \Phi_i(R) = \hat{P} \phi_{i_1}(r_1) \cdots \phi_{i_n}(r_n) \] 

(4) 
where \( \hat{P} \) is an operator symmetrizing wave function according the system spin, satisfies of (1) on the constant interaction potential surface with eigenvalues 
\[ \epsilon_i = \epsilon_{i_1} + \ldots + \epsilon_{i_n} + 1/p. \] 
(5) 
Here we introduced vectors i with components \( i_1, \ldots, i_n \). Function (4) does not satisfy to (1) in the whole space due to a particle redistribution from surface to surface owing to changing \( p \). We represented the function satisfying (1) in the form 
\[ \Psi(R) = \sum_i \chi_i(p(R)) \Phi_i(R). \] 
(6) 
Function (6) has the form of configuration interaction function in which coefficients are replaced by functions \( \chi_i(p(R)) \) depending on interaction potential at points \( R \). This function determines the contributions of different configurations for each constant interaction potential surface \( p \) and hereinafter referred to as configuration weight function. Here and below functions \( \chi \) and \( \Phi \) without subscripts mean vector functions with the components \( \chi_i \) and \( \Phi_i \) respectively. 
The result of action of Laplace operator at function (6) can be written as 
\[ \nabla_i^2 \Psi(R) = \Phi(R) \nabla_i^2 \chi(p(R)) + 2 \nabla_i \chi(p(R)) \nabla_i \Phi(R) + \chi(p(R)) \nabla_i^2 \Phi(R) = \] 
\[ \Phi(R)(\nabla_i p)^2 \frac{d \chi(p)}{dp} + \Phi(R) \nabla_i^2 p \] 
\[ + 2 \nabla_i p \nabla_i \Phi(R) \frac{d \chi(p)}{dp} + \chi(p) \nabla_i^2 \Phi(R), \] 
where results of \( \nabla \) operator action on collective variable \( p \) are 
\[ \nabla_i p = -\frac{1}{V_{int}} \nabla_i V_{int} = p^2 \sum_{j>i} \frac{r_{ij}}{r_{ij}^3}, \] 
(8) 
\[ (\nabla_i p)^2 = p^4 \sum_{j>i,k>i} \cos <r_{ij},r_{ik}> \frac{r_{ij}^2 r_{ik}^2}{r_{ij}^4 r_{ik}^4}, \] 
\[ \nabla_i^2 p = \frac{2}{V_{int}^3} (\nabla_i V_{int})^2 - \frac{1}{V_{int}} \nabla_i^2 V_{int} = \frac{2}{p^4} (\nabla_i p)^2. \] 
(9) 

In (10) it was taken into account that the Coulomb potential is satisfied to the Laplace equation.

Determining matrix \( F \) of any operator \( \hat{F} \) on a surface \( p \) by matrix elements 
\[ F_{ij}(p) = \langle \Phi_i | \hat{F} | \Phi_j \rangle_p = \int dR \Phi_i \hat{F} \Phi_j \] 
(11) 
The expression for energy in this notation can be written in the form 
\[ E = \int d \chi tr(p) H(p) \chi(p) \] 
(12) 
where \( H \) and \( S \) are the Hamiltonian and overlap matrices, \( \chi tr \) means the transpose of column vector function \( \chi \). It should be noted that functions \( \Phi_i \), orthogonal in the whole space, can be unorthogonal on a surface. Moreover, the set of functions which are linear independent in the whole space can became linear dependent on the surface.

Energy minimization in respect to \( \chi_i \) leads to equations 
\[ -\frac{T(p)}{2} \frac{d^2 \chi(p)}{dp^2} - \left( \frac{T(p)}{2} + \frac{U(p)}{2} \right) \frac{d \chi(p)}{dp} \] 
\[ + \left( H_0(p) + \frac{S(p)}{p} \right) \chi(p) = ES(p) \chi(p), \] 
(13) 
where 
\[ T_{ij}(p) = \langle \Phi_i(R) | (\nabla_i p)^2 | \Phi_j(R) \rangle_p, \] 
(14) 
\[ U_{ij}(p) = \langle \Phi_i(R) | \nabla_i p \nabla_j p | \Phi_j(R) \rangle_p, \] 
(15) 
\[ H_{0,ij}(p) = \langle \Phi_i(R) | H_0(R) | \Phi_j(R) \rangle_p \] 
(16) 
\[ S_{ij}(p) = \langle \Phi_i(R) | \Phi_j(R) \rangle_p. \] 
(17) 
Matrices \( U(p) \) and \( H_0(p) \) containing \( \Phi \) derivatives are nonsymmetric. It is easy to obtain 
\[ H_0(p) = \begin{pmatrix} \epsilon_1 S_{11}(p) & \epsilon_2 S_{12}(p) & \cdots & \epsilon_n S_{1n}(p) \\ \epsilon_1 S_{21}(p) & \epsilon_2 S_{22}(p) & \cdots & \epsilon_n S_{2n}(p) \\ \cdots & \cdots & \cdots & \cdots \\ \epsilon_1 S_{n1}(p) & \epsilon_2 S_{n2}(p) & \cdots & \epsilon_n S_{nn}(p) \end{pmatrix} \] 
(18) 
Obviously after integration over \( p \) matrices \( S \) and \( H_0 \) become diagonal with matrix elements \( S_{ij} = \delta_{ij} \) and \( H_{0,ij} = \epsilon_i \delta_{ij} \), \( U \) becomes symmetric. Matrices \( H_0(p) \) and \( H_0''(p) \) have the same eigenvalues \( \epsilon_i \). It should be note that artificial symmetrization of \( H_0(p) \) by sum of \( H_0(p) \) and \( H_0''(p) \) leads to incorrect results even for non-interaction particles.

Eq. (13) is a set of linear ordinary differential equation with eigenvalues equal to the system energy. The terms containing derivatives of \( \chi \) describe additional contributions to kinetic energy, arising when redistribution of electrons between different interaction potential surfaces occurs. There is no such redistribution for non-interacting particles. For this case functions (4) are eigenfunctions of \( H \), functions \( \chi(p) \) do not depend on \( p \) and differential equations (13) reduce to the Schrödinger equations of non-interacting particles. Due to asymmetry of matrices in (13) besides configuration weight function
\( \chi(p) \) there is another set of configuration function \( \chi^l \) (superscript \( l \) means ‘left’), which is a solution of Eq. (13) with transposed matrices.

The boundary conditions for \( \chi \) follow from the demand for \( \Psi \) to be finite in the whole space. At \( p = 0 \) at least two particles are at the same space point. In the neighborhood of such points, as it was shown in,\(^2\), the wave function behaves as \( e^{r_{12}^2/2} \), which means that the 1st derivative of the wave function is discontinuous at such points, giving rise to the cusp problem - slow convergence of the wave function to the exact one with increasing the basis set. Consistent with our theory there is no cusp problem at all because points of the wave function discontinuity are lying at the boundary point. To find the boundary conditions at \( p = 0 \) rewrite (9) in the form

\[
(\nabla_p p)^2 = p^4 \left( \sum_{j>4} \frac{1}{r_{ij}^4} + \sum_{k>4} \cos < \mathbf{r}_{ij}, \mathbf{r}_{ik} > \right)
\]

and expand (19) into the Taylor series. The expansion can be performed for two, three etc. particles at the same point, however, in all cases the results will be the same

\[
(\nabla p)^2 = 1 + O(r_{12})
\]

so when \( p \to 0 \) (13) reduced to 1st order differential equations

\[
\frac{\mathbf{S}(p)}{p} \frac{d \chi(p)}{dp} + \frac{q \mathbf{S}(p)}{p} \chi(p) = 0,
\]

with a restricted at \( p = 0 \) solutions

\[
\chi_i(p) = \chi_i(0)e^{ip/2}
\]

The wave function behavior (22) coincide with \( e^{r_{12}^2/2} \) presented in paper\(^2\). Eqs. (22) provide us with the bounder conditions at \( p = 0 \).

For \( p \to \infty \) the interaction vanish and so the solution of (13) can be approximated at point \( p = e^{\lambda p} \). Substitution of this representation in (13) leads to

\[
\sum_{j=1}^{n_f} \left[ -\lambda^2 T_{ij}(p)/2 - \lambda((T_{ij}(p)/p + U_{ij}(p)) + H_{0;ij}(p) + S_{ij}(p)/zp - ES_{ij}(p)) \chi_j(p) = 0, \right.
\]

(23)

\( n_f \) is the number of configurations taken into account. Set (23) has non-zero solution if

\[
\text{det}(\Lambda) = 0
\]

(24)

where matrix \( \Lambda \) is determined by the expressions in the square brackets of (23). Obviously, \( \text{det}(\Lambda) \) is a \( 2n_f \) order polynomial of \( \lambda \). The \( 2n_f \) roots of the polynomial, possibly complex, will be denoted \( \lambda_i \). Not all of the roots have physical meaning. The demand that wave function must be finite in the whole space leads to

\[
\chi_i(p) S_{ij} \chi_j(p) = e^{\lambda_i(p) + \lambda_j(p)} S_{ij} < \infty
\]

(25)

Another restriction on the choice of physical meaning \( \chi_i(p) \) results from demand that with the switch off the particle-particle interaction \( \chi_i(p) \) becomes constant, so \( \lambda_i(p) \to 0 \) when \( q \to 0 \). As a result, the number of physical meaning \( \lambda_i(p) \) does not exceed \( r_f \). The demand (25) provide us the with bounder condition for (13) for a big \( p \).

III. CONSTANT INTERACTION POTENTIAL SURFACES AND THEIR APPROXIMATIONS

In case of two particles the constant interaction potential surface is a sphere of radius \( r_{12} \) with the center at the position of the selected particle. In case of \( n \)-particles the values \( r_{1i}, i = 2, \ldots, n \), determine \( n - 1 \) spheres remaining on which particles do not change the interaction potential with the first one; even the total potential will change. Setting \( r_{2i}, i = 3, \ldots, n \), to save interaction potential with the first two particles the rest of the particles must move along the circles of radius \( \rho_i = r_{1i} \), obtained by the crossing lines of the spheres and planes \( z_i = r_{1i} \cos \varphi_i \), \( v_{1i} = (r_{1i}^2 - r_{12}^2 - r_{3i}^2)/2r_{12}r_{1i} \), in a coordinate system with \( z \)-axes directed along \( r_{12} \). The values \( r_{2i} \) are not arbitrary but must satisfy the conditions

\[
|r_{1i} - r_{12}| \leq r_{2i} \leq r_{1i} + r_{12}.
\]

(26)

Setting \( r_{3i}, i = 4, \ldots, n \) determines two points at the circles with coordinates

\[
z_i = r_{1i} \cos \varphi_i, y_i = \rho_i \cos \varphi_i, x_i = \pm \rho_i |\sin \varphi_i|.
\]

(27)

where \( \cos \varphi_i = (\rho_i^2 + \rho_j^2 + (z_i - z_1)^2)/2\rho_i \rho_j \). The values of \( r_{3i} \) must satisfy to inequalities

\[
(\rho_i - \rho_j)^2 + (z_i - z_2)^2 \leq r_{3i}^2 \leq (\rho_i + \rho_j)^2 + (z_i - z_2)^2.
\]

(28)

The set of \( r_{ij} \) with \( i < j \) determines a solid polyhedron with the particles at its vertexes, which is a point at a constant interaction potential surface, shown for four particles in Fig.1. Rotation of the polyhedron around of \( r_{12} \) axes, rotation of the axes around \( r_1 \) point and the move of the point in the space determine a constant interaction potential surface. The averaging of any one-body operator \( \hat{F} \) along the surface can be expressed as

\[
F(p) = \int d\mathbf{r}_1 \int r_{12}^2 d\varphi_2 d\nu_{12} \int r_{13} \sin \nu_{13} d\varphi_3
\]

(29)

\[
\Phi(\mathbf{r}_1, \ldots, \mathbf{r}_n) \hat{F} \Phi(\mathbf{r}_1, \ldots, \mathbf{r}_n)
\]
where \( r_i \) is determined by (26)-(28). So, \( 3(n - 1) \) values \( r_{ij} \) with \( i \leq 3 \) and \( j > i \), definitely determine the value of particle-particle interaction potential.

There are different combinations of \( r_{ij} \) with \( i \leq 3 \) and \( j > i \) giving the same value of the interaction potential. As one can see from (3), the constant electron-electron interaction potential surface is a plane in the space of the pair potentials \( \{v_{ij}\} \), which will be referred to as v-space. The usual space in which particles move will be referred to as r-space. The dimensionality of v-space is \( (n - 1) \) and of r-space is \( 3(n - 1) \). Any point on a constant interaction potential surface \( v \) can be moved to surface \( v' \) by coordinate scaling

\[
r_{ij}(v') = r_{ij}(v)v/v'
\]

It means that it is enough to construct only one surface, for example,

\[
v(v_{12},...,v_{N-1,N}) = 1
\]

and obtain the other ones by scaling transformation (30).

Each point of v-space determines the relative particle positions \( r_{ij} \) in the r-space, so the set of \( R \) belonging to the same surface can be easily determined. However, due to the multidimensionality of the plane and disability to integrate over the variables on the plane independently a numerical integration over the surface can be performed only for several particle systems. It means that in practice the developed theory can be applied only for such systems, and an extension of the theory to bigger systems needs to be simplified. Possible simplifications are proposed below.

At first, a constant potential surface for potential acting on a particle from the other ones can be introduced.

For one particle at \( r_1 \) it consists of \( n - 1 \) spheres of radius \( r_{1i} \). Separate this potential from the total one

\[
\frac{1}{p_1} = \sum_i \frac{1}{r_{1i}}
\]

and determining matrix elements of a operator \( \hat{F} \)

\[
F(r_{12},...,r_{1n}) = \int dr_1 \int d\Omega_{12}... \int d\Omega_{1n}
\]

\[
\Psi'(r_1, r_1 + r_{12},...,r_1 + r_{1n}) \hat{F} \Psi(r_1, r_1 + r_{12},...,r_1 + r_{1n}),
\]

where \( d\Omega_{1i} = r_{1i}^2 \sin(\theta_{1i})d\theta_{1i}d\varphi_{1i} \), and integration over \( \Omega_{1i} \) can be performed independently. As a result, the dimension of the constant potential surface becomes \( n - 1 \).

Another possible way of such simplification is an introduction of a set of approximations to the theory based on the further lowering the dimension of interaction potential surface by averaging over the moving of a part of particles. Obviously, the averaging over all particles but one leads to Hartree-Fock approximation. The next approximation - averaging over all particles but two - describes the motion of exactly correlating particle pair in the middle field of other particles can be called independent pair approximation. The same way can be introduced independent triplet, quadruple, etc. approximations. As a result, one can obtain the set of equations (13) in which matrix elements are calculated as

\[
F_{ij}(p_m) = \int_{S(p_m)} dR_m \int dR_{n-m} \Phi_i(R) \hat{F} \Phi_j(R),
\]

where \( 1/p_m \) denotes potential and \( S(p_m) \) is a constant interaction potential surface in the space of \( m \) particles. Integration over the rest \( n - m \) particles can be performed independently for each particle coordinates. Operator \( \hat{F} \) can be represented as a sum of operators acting in space of \( m \) and \( n - m \) particles, and interaction operator between these two spaces

\[
\hat{F}(R) = \hat{F}(R_m) + \hat{F}(R_{n-m}) + \hat{F}(R_m, R_{n-m}).
\]

In accordance with this division, the total energy (12) can be represented as a sum of energies of \( m \) and \( n - m \) particle systems and interaction energy between them. Obviously, energy of \( n - m \) particle system does not take into account particle correlation. It gives the constant contribution in eigenvalues of (13). The interaction here plays the role of an external field acting on \( m \)-particle system. Thus (13) is reduced to a set of equations for \( m \)-particle in the external field and the middle field of other particles. The solutions of (13) gives an exactly correlated function for \( m \) particles in the environment described above.

IV. SIMPLE EXACTLY SOLVABLE EXAMPLES.

To test the theory we considered two simple models with directly solvable Schrödinger equation and solved the
equation directly, with configuration interaction method, and with different approximations of the developed theory. We considered two and three particles in a one dimensional infinite square potential well. To avoid errors in derivatives approximation by finite differences and to reduce the numerical calculations, we ab origin will use the discrete space. The model makes it possible to solve the Schrödinger equation directly. The comparison results obtained on the basis of the developed methods with the exact ones allows us to estimate the validity and efficiency of the theory.

**The model Schrödinger equation**

Represent the kinetic energy operator $h$ acting at particle $\alpha$ as

$$h(x_\alpha) = -\frac{d^2\psi_\alpha(x_\alpha)}{dx_\alpha^2}$$

$$= \frac{2\psi_\alpha(x_\alpha) - \psi_\alpha(x_\alpha + \delta x_\alpha) - \psi_\alpha(x_\alpha - \delta x_\alpha)}{\delta x_\alpha^2}$$  \hspace{1cm} (36)

where $x_\alpha$ numerates the points in the well. Lets $m$ is the number of such points. The eigen functions $\psi_\alpha(x_\alpha)$ of operator (36) vanish at the boundary points of a infinite well are

$$\psi_\alpha(x_\alpha) = \sqrt{\frac{2}{\pi}} \sin i x_\alpha, \ x_\alpha = j \delta x_\alpha, \ \delta x_\alpha = \pi/(m - 1), \ \ i = 1, m - 2, \ j = 0, m - 1, \ (37)$$

Functions (37) are a complete set of functions in the well. The Schrödinger equation for $n$ particles in the well can be approximated as

$$H\Psi = \sum_{\alpha} [h(x_\alpha) + \sum_{\beta = \alpha + 1}^n v(x_\alpha, x_\beta)]\Psi = E\Psi$$  \hspace{1cm} (38)

where interaction potential between particles $\alpha$ and $\beta$ was choose in the form

$$v(x_\alpha, x_\beta) = \frac{q}{|x_\alpha - x_\beta| + \lambda}$$  \hspace{1cm} (39)

where $\lambda$ is added to interaction to avoid infinity when $x_\alpha = x_\beta$, $q$ is particle’s charge. The order of this set of equations is $m^n$, so for two and three particles in the well the orders are 64 and 512 correspondingly and solution of (38) can be obtained by direct diagonalization of matrix $H$. This solution will be a reference point in estimating the accuracy of approximated method to solve (38).

A solution of (38) $\Psi$ can be represented by a linear combination of configuration functions $\Phi_1$

$$\Psi(x) = \sum_i c_i\Phi_i(x)$$  \hspace{1cm} (40)

where $i$ and $x$ are $n$-dimensional vectors with components $i_1, \ldots, i_n$ and $x_1, \ldots, x_n$, correspondingly, and $\Phi_i$ is a production of one-body functions symmetrized with operator $\hat{S}$

$$\Phi_i(x) = \hat{S}\psi_{i_1}(x_1)\psi_{i_2}(x_2)\ldots\psi_{i_n}(x_n)$$  \hspace{1cm} (41)

where $\psi_i$ is one particle functions. If $\psi_i$ is a complete set of functions, (40) is an exact representation of the wave functions, in other cases (40) only approximates $\Psi$.

Below we have compared the convergence of the approximated functions of configuration interaction (CI) and configuration weight function (CWF) methods.

In CI method (38) is transformed to

$$\sum_{i_k} H_{i_kj_k}c_{j_k} = E_{c_{i_k}}$$  \hspace{1cm} (42)

where $i_k$ and $j_k$ are $k$-dimensioned vectors containing indexes only $k \leq m$ functions $\psi_i$, and

$$H_{i_j} = \langle \Phi_i | H | \Phi_j \rangle$$  \hspace{1cm} (43)

In CWF method the wave function has the form (40), but coefficients $c_i$ are replaced by configuration weights functions $\chi_\lambda(p)$ which are dependent on the value of interaction potential

$$1/p = \sum_{\alpha, \beta > \alpha} v(x_\alpha, x_\beta)$$  \hspace{1cm} (44)

and the weight functions satisfy to a set of equation

$$\sum_{i_k} [H_{i_kj_k} - E_{S_{i_kj_k}}]\chi_{j_k}(p) = 0$$  \hspace{1cm} (45)

where

$$H_{i_kj_k}(p) = \langle \Phi_{i_k} | H | \Phi_{j_k} \rangle_p$$  \hspace{1cm} (46)

$$S_{i_kj_k}(p) = \langle \Phi_{i_k} | \Phi_{j_k} \rangle_p$$  \hspace{1cm} (47)

and summation is performed only over points $x_\alpha$ and $x_\beta$ satisfying the condition (44) for a given $p$. Overlap matrix $S_{i_kj_k}(p)$ is appearing because functions $\Phi_{i_k}$, orthogonal in the whole space, become non-orthogonal on subspaces determined by value $p$. As a results, the set of functions $\Phi_{i_k}$ linear independent in the whole space may become linear dependent on a surface. In this case some of eigenvalues of matrix $S_{i_kj_k}(p)$ are equal to zero and we reduced the basis function set for these surfaces to exclude zero eigenvalues of the matrix.

Equations (45) are a representation in the discrete space of the equations (13) Indeed, kinetic energy operator acting in a discrete space at a product of the functions

$$\frac{\partial\chi(p(x))\Phi(x)}{\partial x_\alpha} = [\chi(p(x_\alpha, x_\alpha + \delta x_\alpha)\Phi(x_\alpha, x_\alpha + \delta x_\alpha)) - \chi(p(x_\alpha, x_\alpha - \delta x_\alpha)\Phi(x_\alpha, x_\alpha - \delta x_\alpha)]/(2\delta x_\alpha)$$  \hspace{1cm} (48)

tends with $\delta x_\alpha \to 0$ to

$$\frac{\partial\chi(p(x))\Phi(x)}{\partial x_\alpha} + \chi(p(x))\frac{\partial\Phi(x)}{\partial x_\alpha}$$
Table I. Energies of the ground and selected exited states of two particles in the infinite well for 1, 2, 3, and 8 \( \psi \) functions taking into account. SRF and CI columns contains the energies obtained with (45) and (42) equations, correspondingly. Relative errors are presented in the brackets.

| state | CWF (4.10^{-4}) | CI (2.10^{-2}) | CWF (5.10^{-3}) | CI (5.10^{-3}) | CWF (10^{-4}) | CI (10^{-4}) |
|-------|-----------------|----------------|-----------------|----------------|----------------|----------------|
| 2     | 0.905666        | 0.927756       | 0.905284        | 0.905968       | 0.905282       | 0.905282       |
| 3     | 1.511632        | 1.536781       | 1.519998        | 1.525807       | 1.510904       | 1.510904       |
| 4     | 2.217694        | 2.248223       | 2.248223        | 2.216982       | 2.216982       | 2.216982       |
| 5     | 2.636500        | 2.564415       | 2.523710        | 2.523710       | 2.523710       | 2.523710       |
| 6     | 3.065297        | 3.033641       | 3.060787        | 3.060787       | 3.060787       | 3.060787       |
| 8     | 4.355834        | 4.358194       | 4.362801        | 4.362801       | 4.362801       | 4.362801       |
| 21    | 5.644822        | 5.696051       | 5.664018        | 5.664018       | 5.664018       | 5.664018       |
| 25    | 6.824136        | 6.709824       | 6.710304        | 6.710304       | 6.710304       | 6.710304       |
| 28    | 7.779231        | 7.779764       | 7.779772        | 7.779772       | 7.779772       | 7.779772       |

It should be note that kinetic energy operator is a hermitian operator for functions (41) in the whole space because the wave functions vanish at bounder points and remains hermitian on the constant interaction potential surfaces for the same reason.

Equations (38), (42) and (45) have been solved for two and three particles in the well and the results are presented below.

### Two particles in a infinite potential well

Energies of ground and some of excited antisymmetric stations for two particles in the wall are presented in Table I. States are numerated in compliance with the state numeration of \( H \) matrix. The results obtained with (42) and (45) for \( k = 8 \) coincide with the exact ones obtained by direct diagonalization of matrix \( H \). The number of states obtained with CI method is equal to the antisymmetric functions \( n_c = k(k-1) \) which can be constructed with \( k \) one-body function. For CI states presented in Table I the corresponding states of CWF are also shown. However, the number of exited states calculated with CWF is grater than \( n_c \) because \( n_c \) states can be constructed for each constant interaction potential surface. Not all such constructed functions are linear independent which is revealed by appearing of zero eigenvalues of overlap matrix (47). In the calculations the number \( n_c \) has been reduced until all the eigenvalues become grater than zero. The growth of the number of linearly independent function with the increase the number of basis functions for CWF and CI are shown in Fig.2. The additional to CI exited states in Table I were chosen arbitrarily and show the accuracy of the calculated excited states energies.

Table I shows that the CWF relative energy error for \( k = 2 \) two order is less than the CI error. To reach comparable accuracy CI method needs \( k = 4 \) whereas CWF gives practically exact energy for \( k = 3 \). Table I does not present the CWF results for \( k = 4 \) because they are coincide with those for \( k = 3 \) due to the equal number of independent configuration for these cases as it can be seen in Fig.2. The accuracy in energies of exited states at first drops with energy; than it starts to grow and at the end reaches the accuracy for the ground states.

Different convergence of CWF and CI methods reflects the different growth in the number of operated functions of these method. As one can see in Fig.2 for CWF the number of functions grows fast at the beginning and slows at the end whereas CI method shows a slow increase at the beginning and fast increase at the end.

### Three particles in a infinite potential well

The main aim of solving a three particle model problem is to check the efficiency of different approximation to
exact interaction potential surfaces proposed in Part I. Just as in the previous section we solved the problem directly, by CI and CWF methods.

According to the value of the total interaction potential (39), all particle coordinate combinations for three particles in the well can be divided into twenty groups which we call constant interaction potential surfaces and designated below as $p_1$. Besides, we determined two other interaction potential surfaces, $p_1$ containing 36 surfaces and $p_2$ containing 8 surfaces. These surfaces approximate the interaction potential as

$$\frac{1}{p_1} = \frac{1}{|x_1 - x_2|} - \frac{1}{|x_1 - x_3|} \quad (49)$$

$$\frac{1}{p_2} = \frac{1}{|x_1 - x_2|} \quad (50)$$

Obviously, on $p_1$ surfaces the interaction potential acting at the first particle is a constant, on $p_2$ surfaces the interaction potential does not depend on the position of the 3rd particle. Differences between these types of surfaces is illustrated in Fig.3. Two points’ locations presented in Fig.3 determine two different surfaces for $p_1$ because they have different value of $|x_2 - x_3|$; the same surface for $p_1$ because $|x_1 - x_2|$ and $|x_1 - x_3|$ is the same for both locations. These locations belong to the same surface for $p_2$ also; moreover, the change of the 3rd particle location does not lead to the change of the surface.

The exact diagonalization of matrix $H$ gives 120 states belonging to the pure symmetric representation of the permutation group (not suitable for electrons), 56 to the pure antisymmetric, and 336 to the mixed symmetric (neither pure symmetric nor pure antisymmetric) representation of the permutation group.

The energies of the four lowest states obtained with CI method, and with different approximations of CWF for different $n_f$ are shown in Table II.

The results show that for the complete basis of one-body functions $n_f = 8$ the results of the applied methods of solution give exactly the same results. In all cases, the diagonalized matrices are of the same $n_f^2$ order providing the exact values for other exited states. This situation continues in $p_1$ and $p_1$ up to $n_f = 4$ for all states, and up to $n_f = 3$ for the ground state in spite of one-body basis set reduction. The result is a sequent that up to $n_f = 4$ the number of linear independent function constructed for $p_1$ and $p_1$ surfaces remains unchanged and equals to 512. The ground state is symmetric and does not contains the exchange hole, so correlations effect here

![FIG. 3. Distinguish between surfaces. Numerated circles represent particles](image)

![FIG. 4. Convergence with basis set increase](image)
V. HE-LIKE IONS

The He-like ions has been the subject of intensive study over last decades to analyse the behavior of electrons in the nuclear field in its simplest two electron case and learn how to construct the wave function for more complicated cases.

There are several types of wave functions used in the precise electronic structure calculations of He-like ions: Hylleraas-type wave functions, conventional configuration interaction wave functions constructed from Slater-type orbitals, and configuration interaction wave functions with explicit dependence of the wave functions on $r_{12}$. In most calculations the Hylleraas-type wave function

$$\Psi(r_1, r_2) = e^{-\alpha(r_1 + r_2)} \sum_i c_i f_i(r_1, r_2, r_{12})$$

(51)

where in pioneering works of Hylleraas $^{29,37}$ function $f_i(r_1, r_2, r_{12})$ has the form

$$f_i^H(r_1, r_2, r_{12}) = (r_1 + r_2)^{l_i}(r_1 - r_2)^{2m_i}r_{12}^{n_i}$$

(52)

Frankowski and Peketis $^{38}$ proposed another form for $f_i(r_1, r_2, r_{12})$

$$f_i^{FP}(r_1, r_2, r_{12}) = f_i^H(r_1, r_2, r_{12})$$

$$\times [(r_1 + r_2)^2 + (r_1 - r_2)^2]^{l_i/2}[ln(r_1 + r_2)]^{k_i}$$

(53)

multiplying $f_i^H$ by the logarithmic function. The double basis function method with generalized Hylleraas functions

$$\Psi(r_1, r_2) = e^{-\alpha_a r_1 - \beta_a r_2} \sum_{ijk} c_{ijk} e^{i j} r_{12}^{k_1}$$

$$+ e^{-\alpha_b r_1 - \beta_b r_2} \sum_{ijk} b_{ijk} e^{j k} r_{12}^{i_1}$$

(54)

was used in $^{39}$ In works $^{40–43}$ the functions represented in the form

$$\Psi(r_1, r_2) = (1 + P_{12}) \sum_i a_i e^{-\alpha_i r_1 - \beta_i r_2 - \gamma_i r_{12}}$$

(55)

where $P_{12}$ is the operator permuting $r_1$ and $r_2$. These functions contain more than one nonlinear variational parameters in the exponent and up to several hundred coefficients $c_i$.

All applications of Hylleraas-type wave functions to $He$ give the energy of the ground state -2.9037236 a.e. and the nuclear field in its simplest two electron case and over last decades to analyse the behavior of electrons in

Conventional configuration interaction wave functions

$$\Psi(r_1, r_2) = \sum_i c_i \Phi_i(r_1, r_2),$$

(56)

where $\Phi_i$ is a determinant function constructed from $i$ set of slater spin-orbitals, have been used for He-like ions calculations in Ref. $^{44}$. An increase in the number of nonlinear parameters allowed to reduce the expand length of configuration interaction wave function. Including an explicit dependence of a configuration interaction function on electron separation $r_{12}$ leads to a further decrease in the wave function expand length $^{41,45,46}$. Obviously, the application of the theory to solve the Schrödinger equations for He-like ions has a particular importance.

Equations.

When solving the Schrödinger equations for He-like ions, for length and energy it is convenient to use the corresponding atomic units divided by nuclear charge $Z$ and $Z^2$, respectively. In these units the Schrödinger equation for $^1S_0$ state of He-like ions can be written in the form

$$H\Psi = -\frac{1}{2} \left( \frac{\partial^2}{\partial r_1^2} + \frac{\partial^2}{\partial r_2^2} \right) - \frac{1}{r_1} \frac{\partial}{\partial r_1} - \frac{1}{r_2} \frac{\partial}{\partial r_2}$$

$$- \frac{1}{r_1} - \frac{1}{r_2} + \frac{1}{Zp} \Psi(r_1, r_2) = E\Psi(r_1, r_2)$$

(57)
where $p = |\mathbf{r}_1 - \mathbf{r}_2|$. Let us represent a many-electron wave function in the form
\[
\Psi(\mathbf{r}_1, \mathbf{r}_2) = \sum_i \chi_i(p) \Phi_i(\mathbf{r}_1, \mathbf{r}_2).
\] (58)

where function $\Phi$ is a symmetrized production of two one-electron functions, and the weight function $\chi_i$ depends only on the total electron-electron interaction potential.

The set of equations for function $\chi_i$ can be written in the form
\[
\sum_j \left[ \frac{t_{ij}(p)}{2} d^2 \chi_j(p) \frac{d}{dp} \right] - \frac{1}{2} \left( \frac{2u_{ij}(p)}{p} + u_{ij}(p) \right) \frac{d \chi_j(p)}{dp} + \left( h_{ij}(p) + \frac{s_{ij}(p)}{Zp} \right) \chi_j(p) = E \sum_j s_{ij}(p) \chi_j(p),
\] (59)

with
\[
s_{ij}(p) = \langle \Phi_i(\mathbf{r}_1, \mathbf{r}_2) | \Phi_j(\mathbf{r}_1, \mathbf{r}_2) \rangle_p
\] (60)
\[
t_{ij}(p) = 2s_{ij}(p),
\] (61)
\[
u_{ij}(p) = \langle \Phi_i(\mathbf{r}_1, \mathbf{r}_2) | \sum_{k=1}^2 \nabla_k p \nabla_k | \Phi_j(\mathbf{r}_1, \mathbf{r}_2) \rangle_p
\] (62)
\[
= \langle \Phi_i(\mathbf{r}_1, \mathbf{r}_2) | \left[ \frac{p^2 + r_1^2 - r_2^2}{2pr_1} \right] \Phi_j(\mathbf{r}_1, \mathbf{r}_2) \rangle_p
\] (63)
\[
+ \left[ \frac{p^2 - r_1^2 + r_2^2}{2pr_1} \right] \Phi_j(\mathbf{r}_1, \mathbf{r}_2) \rangle_p,
\] (64)
\[
h_{ij}(p) = \langle \Phi_i(\mathbf{r}_1, \mathbf{r}_2) | H_0(\mathbf{r}_1, \mathbf{r}_2) | \Phi_j(\mathbf{r}_1, \mathbf{r}_2) \rangle_p,
\] (65)

$H_0$ is the Hamiltonian of non-interacting electrons and averaging over space coordinates is performed for constant particle separation $p$. Representing $r_2 = \sqrt{r_1^2 + p^2 - 2r_1 p \cos \vartheta}$ integration over sphere of radius $p$ with the center at $r_1$ can be transformed into integration over $r_2$
\[
\int p \sin \vartheta dp \vartheta d\Phi = \frac{2\pi}{r_1 p} \int |_{r_1-p}^{r_1+p} r_2 dr_2
\] (66)

and matrix elements of operator $\hat{F}$ over the whole constant interaction potential was performed as
\[
F_{ij}(p) = \int dr_1 r_1^2 \int |_{r_1-p}^{r_1+p} \frac{r_2}{pr_1} dr_2 \Phi_i(\mathbf{r}_1, \mathbf{r}_2) | F(\mathbf{r}_1, \mathbf{r}_2) | \Phi_j(\mathbf{r}_1, \mathbf{r}_2) \rangle_p
\] (67)

For description of $^1S_0$ states we will use $1s, 2s, 3s$ and $4s$ wave functions of an electron in the nuclear field written below
\[
\phi_1(\mathbf{r}) = 2e^{-r}
\]
\[
\phi_2(\mathbf{r}) = \frac{1}{\sqrt{2}} \left( 1 - \frac{r}{2} \right) e^{-r/2}
\]
\[
\phi_3(\mathbf{r}) = \frac{2}{\sqrt{27}} \left( 1 - \frac{2r}{3} + \frac{2r^2}{27} \right) e^{-r/3}
\] (68)
\[
\phi_4(\mathbf{r}) = \frac{1}{4} \left( 1 - \frac{3r}{4} + \frac{r^2}{4} - \frac{r^3}{192} \right) e^{-r/4}
\]

From these functions four configurations with the lowest energies will be used
\[
\Phi_i(\mathbf{r}_1, \mathbf{r}_2) = |\phi_1(\mathbf{r}_1) \phi_2(\mathbf{r}_2) + \phi_1(\mathbf{r}_2) \phi_1(\mathbf{r}_1)| / \sqrt{2(\delta_{11} + 1)}
\] (69)

Matrix elements between these functions on a surface $p$ can be obtained analytically and presented in Appendix where one can see that the expressions for matrix elements between $\Phi_3$ and $\Phi_4$ functions contain very large numbers, and to avoid undesirable rounding errors the calculations were performed with 32 significant numerals.

Overlap matrix $S(p)$ is symmetric, while matrices $H$ and $U$ are non-symmetric. Differences in matrix elements $H_{12}, H_{21}$ and $U_{12}, U_{21}$ are shown in Fig. 6 and Fig. 7 respectively. The diagonal overlap matrix elements are shown in Fig. 8. Note that orthogonal functions in the whole space (69) become non-orthogonal on the constant interaction potential surface. Off-diagonal matrix elements decay with $p$ growing faster then the diagonal ones.
what has an important consequence - in \( p \to \infty \) limit the set (13) is split into independent equations. The diagonal matrix elements of \( U \) is shown in Fig. 9. One can see in Fig.8 and Fig.9 that both matrix elements \( S \) and \( U \) decay with \( p \) growth, however not too fast to neglect them in a precise calculations for rather big \( p \).

The Hamiltonian matrix elements of non-interacting electrons reduced to

\[ h_{ij} = \epsilon_j s_{ij} \]  

(70)

where \( \epsilon_j \) is the energy of \( \Phi_j \) state. Due to \( \epsilon_j \) factor \( h_{ij}(p) \neq h_{ji}(p) \). Naturally, in the whole space non-diagonal elements obtained by integration over \( p \) equal to zero and matrix \( h \) become Hermitian.

**Boundary conditions and computation details.**

The boundary conditions for \( \chi \) follow from the demand for \( \Psi \) to be finite in the whole space

\[ \chi_i(p) s_{ij}(p) \chi_j(p) < \infty, \quad i, j = 1, \ldots, n_f, \]  

(71)

\( n_f \) is the size of basis set used. Series expansion of \( U \) matrix elements shows that \( u_{ij} \to c p^3 \) when \( p \to 0 \), i.e. \( u_{ij} \) decay faster then \( s_{ij} \) elements with \( p \to 0 \). Thus, for small \( p \) Eqs.(59) can be approximated by equation

\[ \frac{d\omega}{dp} + \frac{\omega}{Z} = 0 \]  

(72)

with solution

\[ \omega(p) = e^{Zp/2} \]  

(73)

Determine the general solutions of (59) as

\[ \chi^l(p, E) = \sum_i c_i^l \chi_i^l(p, E) \]  

(74)

where \( c_i^l \) are arbitrary constants and \( \chi_i^l(p, E) \) is partial solution of (59) with the initial values

\[ \chi_i^l(0) = \omega(0) \sum_j \delta_{ij} \]  

(75)

\[ \frac{d\chi_i^l(0)}{dp} = \frac{Z}{2} \chi_i^l(0) \]  

(76)

The superscript \( l \) means that \( \chi^l \) are determined from the left initial values, each \( \chi^l_i \) is a vector function.

To defined the boundary condition when \( p \to \infty \), we represent the solution of (59) at a point \( p \) as \( e^{\lambda p} \). Substitution of this representation in (59) leads to

\[ \sum_{j=1}^n [-\lambda^2 s_{ij}(p) - \lambda((2s_{ij}(p)/p + u_{ij}(p)) + h_{ij}(p) + s_{ij}(p)/Zp - E s_{ij}(p)] \chi_j(p) = 0, \quad i = 1, \ldots, n_f. \]  

(77)

Set (77) has non-zero solution if

\[ \det(\Lambda) = 0 \]  

(78)

where matrix \( \Lambda \) is determined by the expressions in the square brackets of (77). Obviously, \( \det(\Lambda) \) is a \( 2n_f \) order polynomial of \( \lambda \) the \( 2n_f \) roots of which, possibly complex, will be denoted \( \lambda_i \). Not all of the roots satisfy the condition (71). In particular, for \( n_f = 1 \) taking into account that \( u_{11}/s_{11} \to -2 \) when \( p \to \infty \), the two roots of (78) in this limits are

\[ \lambda_{1,2} = 1 \pm \sqrt{1 + \epsilon_1 - E} \]  

(79)

Function \( \chi \) satisfies to the condition (71) only for \( \lambda_2 \). It is a growing function for \( E > \epsilon_1 \) and a decreasing one for \( E < \epsilon_1 \). For \( E = \epsilon_1 \lambda_2 = 0 \) and the configuration
For solubility of this set of equation it is necessary that pressure at a point where interaction electrons.

To solve (59) for $n_f < 4$ with the bounder condition (75) or (80) the Runge-Kutta 4th-order method can be employed. For $n_f = 4$ equations (59) become stiff and it is impossible to obtain solution with Runge-Kutta method due to fast growth of rounding errors leads to divergence of the searching solution. Described in Rosenbrock method elaborated for stiff equations also failed to solve the problem. We succeed in solving (59) exploiting tridiagonal matrix algorithm (Thomas algorithm)\(^{19}\). For these equations (59) were approximated with

$$A_k \chi(k - 1) + B_k \chi(k) + C_k \chi(k + 1) = 0 \quad (86)$$

Here $k$ numerates points of $p$-mesh,

$$A_k = -2t_k/d^2 + (h_k/p_k + u_k/2)/d \quad (87)$$

$$C_k = -2t_k/d^2 - (s_k/p_k + u_k/2)/d \quad (88)$$

$$B_k = h_k + (q/p_k - E)s_k \quad (89)$$

$d = p_{k+1} - p_k$, $t$, $u$, $h$ and $s$ are $n_f \times n_f$ matrices, $\chi$ is $n_f$-order vector.

In line with the Tomas algorithm partial solutions of (86) can be represented as

$$\chi_i(k) = X_{ik} \chi(k + 1), \quad i = 1, \ldots, n_f \quad (90)$$

with matrix

$$X_{ik} = - (A_k X_{ik-1} + B_k)^{-1} C_k \quad (91)$$

The choice of $X_{0i}$ follows from (76) and determines the correct 1st derivatives of the function rather than the function values. Thus the solution of (86) is through the calculation of $X^t$ with (91) in upward direction at the first stage and the calculation of $\chi$ with (90) in backward direction.

Obviously the algorithm can be reversed, i.e. the calculation of $X^r$ starting from a big $p$ and calculate $\chi$ in the backward direction. Corresponding formulas for a partial solution are presented below

$$\chi_i'(k + 1) = X_{ik} \chi_i(k), \quad i = 1, \ldots, n_f \quad (93)$$

$$X_{ik}^{-1} = (A_k X_{ik} + B_k)^{-1} C_k \quad (94)$$

$$X_{in} = e^{\lambda_i d} \delta_{ij} \quad i = 1, \ldots, n_f \quad (95)$$

$\lambda_i$ are roots of (78). (95) provides bounder conditions for a partial solution of (86) for big $p$.

In principle, one can use to solve (86) formulas (90)-(92) or (93)-(95). However, computational errors can grow with moving off the border. To decrease these errors, it is useful to apply both of these ways, matching their solution at some point inside $p$-interval. At this point functions $\chi_i$ and their 1st derivatives calculated
with \(\mathbf{X}^i\) and \(\mathbf{X}^r\) must be equal to each other. The derivatives can be presented in the forms

\[
\chi'_i(m) = (I - X_{im}^l)\chi_i(m)/d \quad (96)
\]

\[
\chi'_i(m) = (-I + X_{im}^r)\chi_i(m)/d \quad (97)
\]

The matching conditions lead to a set of equations

\[
\sum_i \chi_i^l(m)c_i^l = \sum_i \chi_i^r(m)c_i^r
\]

\[
\sum_i (I - X_{im}^l)c_i^l = \sum_i (I - X_{im}^r)c_i^r \quad (98)
\]

The set of equations (98) determined the system energy because the set has nonzero solution only for selected energies making the determinant of the set equals to zero. As seen in Fig.10 \(\lambda_i(p)\) tends to constant when \(p \to \infty\) and a use of finite \(p\) introduce an errors in to the calculated energy. From the other side, the numerical errors tends to grows for too large \(p\). In energy calculations we used \(p = 40\). This value is a compromise between the variation of \(\lambda_i\) and the increasing numerical errors with \(p\) growth.

**Results.**

The energies obtained with (59) for the ground states of He-like ions are presented in Table I together with HF and configuration interaction results. The use of only one configuration in (58) gives energies slightly below Hartree-Fock limit. Inclusion 2nd and 3rd configurations gives the results comparable but slightly above those of CI with 35 configurations. When the fourth configuration is added, the energies fall below the CI results and below Hylleraas limit excepting of \(\mathcal{O}\).

The configuration weight functions \(H^{-},...,Ar^{16+}\) for one-configuration approximation are shown in Fig.11. The \(H^{-}\) configuration weight function demonstrates the most rapid growth with \(p\). The functions growth slow down with the increase in nuclear charges and tends to a constant, demonstrating a relative decrease in electron-electron interaction as compared to the nuclear field. The growing interaction function decreases the probability to find electron at a small separation and increase at a bigger separation in comparison with non-interacting cases.

The configuration weight functions from \(He\) to \(Ar^{16+}\) for even atomic numbers are shown in Fig.12. As one can see \(1s1s\) configuration weights are similar to the configuration weight functions for \(n_f = 1\) (see Fig.11). The \(1s2s\) functions have noticeable values for small \(p\) which tends decrease with the growth of \(p\) and the atomic number.

The configuration weight functions of \(He\) and \(Ar^{16+}\) for 3-configuration approximation are shown in Fig.13 and Fig.14, correspondingly. It can be seen that the absolute value of \(1s3s\) weight function for \(He\) in small \(p\) region significantly exceeds the approximately equal contributions of \(1s1s\) and \(1s2s\) configurations, with the growth of \(p\) contribution \(1s1s\) dominating. When nuclear charge increases the contributions of \(1s2s\) and \(1s3s\) configurations tend to decrease. The weight functions for \(Ar^{16+}\) are similar to those for \(He\); however, the relative contribution of \(1s2s\) and \(1s3s\) to the wave function decreases in comparison with \(1s1s\) contribution.

The configuration weight functions for \(He\) with \(n_f = 4\) are shown Fig.15. The contribution of \(1s1s\), \(1s2s\) and \(1s3s\) interact weight function into the wave function are similar \(n_f = 3\) case; however, a peak and a visible knee close to \(p = 2.6\) appear at the \(1s2s\) and \(1s3s\) weight func-
TABLE I. The ground states energies of He-like ions.

| Ion   | HF<sup>a</sup> | 1        | 2        | 3        | 4        | CI<sup>b</sup> | Hy<sup>c</sup> | Exp.<sup>d</sup> |
|-------|----------------|----------|----------|----------|----------|---------------|---------------|-----------------|
| $H^-$ | -2.86171       | -2.87938 | -2.90053 | -2.90225 | -2.903756 | -2.903726     | -2.903724     | -2.90338        |
| He    | -7.23633       | -7.25639 | -7.27610 | -7.27815 | -7.279468 | -7.279819     | -7.279913     | -7.278956       |
| Li<sup>+</sup> | -13.61130   | -13.63240 | -13.65148 | -13.65368 | -13.655578 | -13.655551    | -13.655566    | -13.6574        |
| Be<sup>2+</sup> | -21.98607   | -22.00801 | -22.02640 | -22.02970 | -22.031323 | -22.030875    | -22.030972    | -22.0360        |
| C<sup>++</sup> | -32.36137   | -32.38342 | -32.40194 | -32.40428 | -32.407322 | -32.406070    | -32.406247    | -32.4174        |
| N<sup>5+</sup> | -44.73618   | -44.75872 | -44.77908 | -44.77947 | -44.781458 | -44.781141    | -44.781445    | -44.8035        |
| O<sup>6+</sup> | -59.11159   | -59.13395 | -59.15223 | -59.15463 | -59.156576 | -59.156222    | -59.156595    | -59.1958        |
| F<sup>7+</sup> | -75.48702   | -75.50913 | -75.52732 | -75.52976 | -75.532249 | -75.531401    | -75.531712    | -75.54413       |
| Ne<sup>8+</sup> | -93.86174   | -93.88428 | -93.90242 | -93.90487 | -93.906452 | -93.906807    | -93.908652    | -94.0086        |
| Na<sup>9+</sup> | -114.25940 | -114.27750 | -114.27998 | -114.28321 | -114.28165 | -114.279981   | -114.283217   | -114.28165      |
| Mg<sup>10+</sup> | -136.63451 | -136.65257 | -136.65507 | -136.65946 | -136.65672 | -136.659456   | -136.659456   | -136.65672      |
| Al<sup>11+</sup> | -161.09602 | -161.02764 | -161.03015 | -161.04449 | -161.03180 | -161.044494   | -161.03180    | -161.03180      |
| Si<sup>12+</sup> | -187.38468 | -187.40270 | -187.40523 | -187.40824 | -187.40687 | -187.402709   | -187.405237   | -187.40687      |
| P<sup>13+</sup> | -215.75975 | -215.77776 | -215.78032 | -215.78312 | -215.78191 | -215.777769   | -215.780312   | -215.78191      |
| S<sup>14+</sup> | -246.13416 | -246.15282 | -246.15538 | -246.15933 | -246.15697 | -246.152826   | -246.155383   | -246.15697      |
| Cl<sup>15+</sup> | -278.59075 | -278.52788 | -278.53045 | -278.53628 | -278.53261 | -278.527880   | -278.530450   | -278.53628      |
| Ar<sup>16+</sup> | -312.88428 | -312.90293 | -312.90551 | -312.90551 | -312.90704 | -312.902932   | -312.905515   | -312.90704      |

<sup>a</sup> Ref. <sup>49</sup>.  
<sup>b</sup> Ref. <sup>46</sup>.  
<sup>c</sup> Ref. <sup>50</sup>.  
<sup>d</sup> Ref. <sup>51,52</sup>.}

FIG. 13. $He$ configuration wave function for $n_f = 3$.  
FIG. 14. $Ar^{16+}$ configuration wave functions for $n_f = 3$.  

The absolute value of $1s4s$ contribution is comparable with $1s1s$ contributions and reaches a maximum close to $p = 2.6$ and then drops down.
VI. CONCLUSIONS

The performed calculations show that the developed theory in the lowest approximation with only one configuration of non-interacting particles gives energies of He-like ions below the Hartree-Fock limits. The use of three configurations constructed from 1s, 2s, and 3s wave functions of non-interacting electrons in the nuclear field gives ground state energies of He-like ions close to configuration interaction wave function with 35 configurations constructed from seven s, p, d, f, and g Slater type orbitals and with configuration interaction wave function with 15 configuration constructed from 5 Slater orbitals and explicit \( r_{12} \) terms up to the 5th order. Addition of the 4th configuration with 4s functions gives the energies below the CI method and the Hylleraas limit. The results were obtained without iteration procedure of self-consistent field because the developed theory does not presuppose the use of the Hartree-Fock approximation as a preliminary step for precise calculations.

The equations (13) were obtained by energy variation and their application to the solution of the simple models shows that such equations do not contradict the variational principle, so the reasons why the obtained energies with \( n_f = 4 \) turn out to drop below the most precise calculations should be sought elsewhere. Most probably the numerical calculations has been performed with insufficient accuracy. We used direct numerical solutions of (13). If for \( n_f < 4 \) the application of the Runge-Kutta algorithm makes it possible to perform the calculations with a given accuracy, whereas for \( n_f = 4 \) this algorithm does no work since the equations become too stiff and numerical errors become unacceptable. Moreover, the application of the Rosenbrock method for solving stiff equations also failed to solve the problem. The Thomas algorithm used in this work significantly reduced the numerical errors, however it needs improving to guarantee the desired accuracy. Another way to solve (13) is to search the solutions in the form of a linear combination of some basis functions as it was done in all precise methods. In this case one has to find a basis which will be complete and fast converging.

It should be noted that any expansion of the theory on many-atomic systems presupposes the construction of molecular orbitals of non-interacting electrons. It is these orbitals that should be used in averaging of one-bode operators over interaction potential surfaces, whereas surfaces themselves do not depend on nuclear positions.
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