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Nick Würdemann

Resilience is a concept of rising interest in computer science and software engineering. For systems in which correctness w.r.t. a safety condition is unachievable, fast recovery is demanded. We investigate resilience problems of graph transformation systems. Our main contribution is the decidability of two resilience problems for well-structured graph transformation systems (with strong compatibility). We prove our results in the abstract framework of well-structured transition systems and apply them to graph transformation systems, incorporating also the concept of adverse conditions.

1 Introduction

Resilience is a broadly used concept in computer science and software engineering (e.g., [20]), and a basic concept for, e.g., industrial control systems [16] and mobile cyber-physical systems [13]. For systems in which correctness w.r.t. a safety condition SAFE is unachievable, fast recovery is demanded. We interpret fast recovery as reachability of the safety condition in a bounded amount of time steps. The intuitive approach is to start from any error state, i.e., a state in which ¬SAFE(≡ ERROR) holds, and try to reach a state in which SAFE holds again as fast as possible.

Another approach to formalizing resilience is to ask whether the system can withstand an adverse effect rather than to ask whether fast recovery is possible from any error state. To formally capture adverse effects we consider an environment interacting with the system. In this setting, we investigate on the question whether a state satisfying SAFE can be reached in bounded time, starting from any state satisfying ENV, i.e., any state directly resulting from an environment interference.

For modeling systems we use graph transformation systems (GTSs), as considered, e.g., in [6], which are a visual yet precise formalism. In this perception, system states are captured by graphs and state changes by graph transformations. Usually, the state set (the set of graphs reachable from a start graph) is infinite. To handle infinite state sets, we incorporate the concept of well-structuredness [1, 8, 10]. A well-structured transition system (WSTS) is informally a transition system equipped with a well-quasi-order (wqo) satisfying that larger states simulate smaller states. This allows us to abstract from both of the approaches towards resilience described above. In the setting of WSTSs, we define resilience problems for a given downward-closed set \( J \) (a BAD condition, e.g., ERROR or ENV) and an upward-closed set \( I \) (e.g., a safety property SAFE). Given an initial state \( s \) and a natural number \( k \), the explicit resilience problem asks whether we can, starting from \( s \), reach \( I \) in at most \( k \) steps whenever we reach \( J \). The bounded resilience problem asks whether there exists a \( k \) such that \( k \)-step resilience is satisfied.

We show that both resilience problems (given a basis of the upward-closure of the reachable states) are decidable for strongly well-structured transition systems (SWSTSs). We propose an algorithm which computes the minimal \( k \) s.t. we can recover from any BAD state in at most \( k \) steps, or returns \( \text{false} \) if
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there exists no such \( k \). It is based on the ideal reachability algorithm proposed by Abdulla et al. \cite{1}, and solves both resilience problems at the same time.

When applying these results to GTSs, we assume that the corresponding graph class is of bounded path length in order to obtain a SWSTS. This sufficient condition for a GTS to be strongly well-structured is shown by König & Stückrath in \cite{10}. The wqo on graphs used in this case is the subgraph order, so \( I = I_{\text{SAFE}} \) corresponds to a constraint stating existence of subgraphs. We incorporate adverse conditions by distinguishing system and environment rules, and considering \( J = J_{\text{ENV}} \), the set of graphs directly resulting from the application of an environment rule.

The rest of this paper is organized as follows: We recall preliminary concepts in Sec. 2. In Sec. 3, we present related work. We close with a conclusion and an outlook in Sec. 7. We apply these results to graph transformation systems incorporating adverse conditions in Sec. 5. In Sec. 4, we prove decidability of resilience for strongly well-structured transition systems.

We consider graph constraints \cite{15,9} whose validities are inherited to bigger/smaller graphs.

**Definition 1** (graphs & graph morphisms). A \textit{(directed, labeled) graph} (over a finite label alphabet \( \Lambda \)) is a tuple \( G = (V_G, E_G, \text{src}_G, \text{tgt}_G, \text{lab}^V_G, \text{lab}^E_G) \), with finite sets \( V_G \) and \( E_G \) of nodes (or vertices) and edges, functions \( \text{src}_G, \text{tgt}_G : E_G \rightarrow V_G \) assigning source and target to each edge, and labeling functions \( \text{lab}^V_G : V_G \rightarrow \Lambda, \text{lab}^E_G : E_G \rightarrow \Lambda \). A \textit{(simple, undirected) path} \( p \) in \( G \) of length \( \ell \) is a sequence \( \langle v_1, e_1, v_2, \ldots, v_\ell, e_\ell, v_{\ell+1} \rangle \) of nodes and edges s.t. \( \text{src}_G(e_i) = v_i \) and \( \text{tgt}_G(e_i) = v_{i+1} \), or \( \text{tgt}_G(e_i) = v_i \) and \( \text{src}_G(e_i) = v_{i+1} \) for every \( 1 \leq i \leq \ell \), and all contained nodes and edges occur at most once.

Let \( \ell(G) \) denote the length of a longest path in \( G \). Given graphs \( G \) and \( H \), a \textit{(partial graph) morphism} \( g : G \rightarrow H \) consists of partial functions \( g_V : V_G \rightarrow V_H \) and \( g_E : E_G \rightarrow E_H \) which preserve sources, targets, and labels, i.e., \( g_V \circ \text{src}_G(e) = \text{src}_H \circ g_E(e) \), \( g_V \circ \text{tgt}_G(e) = \text{tgt}_H \circ g_E(e) \), \( \text{lab}^V_H(v) = \text{lab}^V_G(v) \), and \( \text{lab}^E_H(e) = \text{lab}^E_G(e) \) on all edges \( e \) and nodes \( v \), for which \( g_E(e), \text{lab}^E_H(e), \text{lab}^V_H(v) \) is defined. Furthermore, if a morphism is defined on an edge, it must be defined on all incident nodes. The morphism \( g \) is \textit{total (injective)} if both \( g_V \) and \( g_E \) are total (injective). If \( g \) is total and injective, we also write \( g : G \hookrightarrow H \).

The composition of morphisms is defined componentwise.

We consider graph constraints \cite{15,9} whose validities are inherited to bigger/smaller graphs.

**Definition 2** (positive & negative basic graph constraints). The class of \textit{positive (basic graph) constraints} is defined inductively: (i) \( \exists G \) is a positive constraint where \( G \) is a graph, (ii) for positive constraints \( c, c' \), also \( c \lor c', c \land c' \) are positive constraints. Analogously, the \textit{negative (basic graph) constraints} are defined by: (i) \( \neg \exists G \) is a negative constraint for any graph \( G \), (ii) for negative constraints \( c, c' \), also \( c \lor c', c \land c' \) are negative constraints. A graph \( G \) \textit{satisfies} \( \exists G' \) if there exists an total injective morphism \( G' \hookrightarrow G \).
The semantics of the logical operators are as usual. We write $G \models c$ if $G$ satisfies the positive/negative constraint $c$.

**Remark.** If $c$ is a positive constraint, $\neg c$ is equivalent to a negative constraint, and vice versa.

**Fact 1** (upward & downward inheritance). Let $G \hookrightarrow H$ be a total injective morphism, $c$ be a positive constraint, and $c'$ a negative constraint. If $G \models c$, then also $H \models c$. If $H \models c'$, then also $G \models c'$.

We use the *single pushout (SPO)* approach \[^6\] \[^{10}\] with injective matches for modeling graph transformations. The reason for choosing SPO and not, e.g., the *double pushout approach (DPO)* \[^{5}\] is that the dangling condition disturbs the compatibility condition of WSTS in Def. \[^{10}\]

**Definition 3** (rules & transformations). A *graph transformation* rule $r = \langle L \rightarrow R \rangle$ (over a finite label alphabet $\Lambda$) is a partial morphism from $L$ to $R$ (both graphs over $\Lambda$). A *(direct)* transformation $G \Rightarrow H$ from a graph $G$ to a graph $H$ applying rule $r$ at a total injective *match morphism* $g : L \rightarrow G$ is given by a *pushout* as shown in Fig. 1A (for existence and construction of pushouts, see, e.g., \[^6\]). We write $G \Rightarrow H$ to indicate the applied rule, and $G \Rightarrow_{\mathcal{R}} H$ if $G \Rightarrow r$, for a rule $r$ contained in the rule set $\mathcal{R}$.

Note that we do not have any application conditions. The pushout of a rule application is visualized in Fig. 1A. An example for a rule is presented in Fig. 1B, and an application of that rule in Fig. 1C.

```
L  \xrightarrow{r}  R
\downarrow^{g} \phantom{123} \downarrow^{} \phantom{123}
G \longrightarrow \phantom{123} H
```

(a) Pushout for the transformation $G \Rightarrow_{\mathcal{R}} H$

```
\text{tr}:\begin{array}{c}
\begin{array}{c}
P_1 \quad \bullet \quad P_1 \quad \bullet \quad W_2 \\
3 \quad 4 \quad 5 \quad 6 \quad 7
\end{array}
\end{array}
\quad \xrightarrow{\text{tr}} \quad \begin{array}{c}
\begin{array}{c}
P_1 \quad \bullet \quad P_1 \quad \bullet \quad W_2 \\
3 \quad 4 \quad 5 \quad 6 \quad 7
\end{array}
\end{array}
```

(b) A graph transformation rule $\text{tr}$

```
\begin{array}{c}
P_1 \quad \bullet \quad W_2 \\
\end{array}
\quad \xrightarrow{\text{tr}} \quad \begin{array}{c}
P_1 \quad \bullet \quad W_2 \\
\end{array}
```

(c) An application of the rule $\text{tr}$

Figure 1: Pushout and example of a direct graph transformation.

GTSs are simply finite sets of rules. We specify the state set later.

**Definition 4** (graph transformation system). A *graph transformation system (GTS)* is a finite set of graph transformation rules.

### 2.2 Transition Systems

We recall the notion of transition systems. In Sec. 4 we prove our results on the level of transition systems and explicate the concept for graph transformation systems in Sec. 5.

**Definition 5** (transition system). A *transition system (TS)* $\langle S, \to \rangle$ consists of a (possibly infinite) set $S$ of states and a transition relation $\to \subseteq S \times S$. Let $\to^0 = \text{Id}_S$ (identity on $S$), $\to^1 = \to$, and $\to^{k+1} = \to^k \circ \to$ for every $k \geq 2$. Let $\to^{\leq k} = \bigcup_{0 \leq j \leq k} \to^j$ for every $k \geq 0$. The *transitive closure* is given by $\to^* = \bigcup_{k \geq 0} \to^k$.

The following definition shows how any GTS can be interpreted as a TS.

**Definition 6** (graph transition system). Let $\mathcal{R}$ be a GTS and $\mathcal{G}$ a set of graphs which is closed under rule application of $\mathcal{R}$. The *graph transition system* w.r.t $\mathcal{R}$ and $\mathcal{G}$ is the transition system $\langle \mathcal{G}, \Rightarrow_{\mathcal{R}} \rangle$. A graph transition system $\langle \mathcal{G}, \Rightarrow_{\mathcal{R}} \rangle$ is of bounded path length if $\sup_{G \in \mathcal{G}} \ell(G) < \infty$.

**Example 1** (GTS of bounded path length). The rules $\langle \emptyset \rightarrow \emptyset \rangle$ and $\langle \{A\} \rightarrow \{A\} \rightarrow \emptyset \rangle$ together with the set of disjoint unions of unboundedly many (possibly non-isomorphic) star-shaped graphs forms a graph transition system of bounded path length.
We include the definition of general WSTSs for clarity and to point out the differences. Note that for systems often abbreviated by (S)WSTS. In Sec. 4, we prove the decidability of resilience for SWSTSs.

**Definition 7** (pre- & postsets). Let \( \langle S, \rightarrow \rangle \) be a transition system. For \( S' \subseteq S \) and \( k \geq 0 \), we define \( \text{pre}^k(S') = \{ s \in S \mid \exists s' \in S' : s \rightarrow^k s' \} \) and \( \text{post}^k(S') = \{ s \in S \mid \exists s' \in S' : s' \rightarrow^k s \} \). Let \( \text{pre}^*(S') = \bigcup_{k \geq 0} \text{pre}^k(S') \) and \( \text{post}^*(S') = \bigcup_{k \geq 0} \text{post}^k(S') \). We abbreviate \( \text{post}^1(S') \) by \( \text{post}(S') \) and \( \text{pre}^1(S') \) by \( \text{pre}(S) \).

GTSs, when interpreted as TSs, in general have an infinite state space.

### 2.3 Well-structuredness

While several problems are undecidable for transition systems in general due to their infinite state space, many interesting decidability results can be achieved if the system is well-structured [8][1][10].

**Definition 8** (well-quasi-order). A well-quasi-order (wqo) over a set \( X \) is a quasi-order (a reflexive, transitive relation) \( \leq \subseteq X \times X \) s.t. every infinite sequence \( \langle x_0, x_1, \ldots \rangle \) in \( X \) contains an increasing pair \( x_i \leq x_j \) with \( i < j \).

We give two examples for wqos on graphs. In our setting, the subgraph order is of crucial importance.

**Example 2** (subgraph & minor order).

(i) The subgraph order \( \leq \) is given by \( G \leq H \) iff there is a total injective morphism \( G \hookrightarrow H \). Let \( \mathcal{G}_\ell \) be a graph class of bounded path length (with bound \( \ell \)). The restriction of \( \leq \) to \( \mathcal{G}_\ell \) is a wqo [10][4]. However, it is not a wqo on all graphs: consider, e.g., the infinite sequence of cyclic graphs of increasing length, which contains no increasing pair.

(ii) The minor order \( \preceq \) is given by \( G \preceq H \) iff \( G \) can be obtained from \( H \) by a sequence of edge contractions, node and edge deletions. The minor order is a wqo on all graphs [10][17].

**Assumption.** From now on, we implicitly equip every set of graphs with the subgraph order. By \( \leq \) we mean either an abstract wqo or the subgraph order, depending on the context.

**Definition 9** (closure & basis). Let \( X \) be a set and \( \leq \) a wqo on \( X \). For every subset \( A \) of \( X \), we denote by \( \uparrow A = \{ x \in X \mid \exists a \in A : a \leq x \} \) the upward-closure and \( \downarrow A = \{ x \in X \mid \exists a \in A : x \leq a \} \) the downward-closure of \( A \). If \( A = \uparrow A \), then a basis of \( A \) is a subset \( B \subseteq A \) s.t. (i) \( B \) generates \( A \), i.e., \( \uparrow B = A \), and (ii) any two distinct elements in \( B \) are incomparable, i.e., \( \forall b_1, b_2 \in B : b_1 \neq b_2 \implies b_1 \not\leq b_2 \).

Sets \( A \) satisfying \( A = \uparrow A \) are later called ideals. For well-structuredness, we demand that the wqo yields a simulation of smaller states by larger states. This condition is called compatibility.

**Definition 10** (well-structured transition systems). Let \( \langle S, \rightarrow \rangle \) be transition system and \( \leq \) a decidable wqo on \( S \), i.e., for each two given states \( s, s' \in S \), it is decidable whether \( s \leq s' \). The tuple \( \langle S, \leq, \rightarrow \rangle \) is a (strongly) well-structured transition system, if

(i) The wqo is (strongly) compatible with the transition relation, i.e., for all \( s_1, s'_1, s_2 \in S \) with \( s_1 \leq s'_1 \) and \( s_1 \rightarrow s_2 \), there exists \( s'_2 \in S \) with \( s_2 \leq s'_2 \) and \( s'_1 \rightarrow^* s'_2 \) (strongly: \( s'_1 \rightarrow^1 s'_2 \)).

(ii) For every \( s \in S \), a basis of \( \uparrow \text{pre}(\uparrow \{s\}) \) is computable.

In Fig. 2 both versions of compatibility are visualized. The term (strongly) well-structured transition system is often abbreviated by (S)WSTS. In Sec. 4 we prove the decidability of resilience for SWSTSs. We include the definition of general WSTSs for clarity and to point out the differences. Note that for...
GTSs, strong compatibility is achieved by applying the same (SPO) rule to bigger graphs. However, in DPO, the bigger graph may not fulfill the dangling condition. Consider, e.g., the rule which deletes a node. This rule cannot be applied to the graph consisting of a single node but not to the graph \( \circ \rightarrow \circ \) in DPO.

The following result of König & Stückrath terms sufficient conditions for GTSs to be well-structured.

**Lemma 1** ([10]). Every graph transition system of bounded path length is strongly well-structured (equipped with the subgraph order).

Note that in [10], König & Stückrath consider labeled hypergraphs. However, the proof in this case is the same. The premise of bounded path length seems very restrictive, but we can still capture infinitely many graphs. A usual example are graphs where the “topology” remains unchanged. It is also shown in [10] that every lossy GTS is well-structured w.r.t. the minor order and without restriction of the graph class. “Lossy” means that every edge contraction rule is contained in the GTS. However, in this case, we do not obtain strong compatibility.

**Assumption.** In the following, let \( \langle S, \leq, \rightarrow \rangle \) be a strongly well-structured transition system.

Upward- and downward-closed sets w.r.t. a given wqo are of special interest. Such sets are called ideals and used in Sec. 3 to define resilience problems for WSTs.

**Definition 11** (ideal). An ideal \( I \subseteq S \) is an upward-closed set, i.e., \( \uparrow I = I \). A bi-ideal \( J \subseteq S \) is an ideal which is also downward-closed, i.e., \( \uparrow J = J = \downarrow J \). An anti-ideal \( J \subseteq S \) is a downward-closed set, i.e., \( \downarrow J = J \). The anti-ideal \( J \) is decidable if, given \( s \in S \), it is decidable whether \( s \in J \).

**Example 3** (ideal). Let \( \mathcal{G}_\ell \) be a graph class of bounded path length. For every positive constraint \( c \), \( I_c = \{ G \in \mathcal{G}_\ell | G | = c \} \) is an ideal.

Bi-ideals often represent “control states” as in [1]. The notion of anti-ideal is the pendant to ideal. Since a downward-closed set does not have an “upward-basis” in general, we will demand that membership is decidable.

**Example 4** (anti-ideal). Let \( \mathcal{G}_\ell \) be a graph class of bounded path length. For every negative constraint \( c \), \( J_c = \{ G \in \mathcal{G} | G \models c \} \) is a decidable anti-ideal.

The set of ideals of \( S \) is closed under preset, union, and intersection.

**Fact 2** (stability of ideals). Let \( I, J \subseteq S \) be ideals. Then the sets pre(\( I \)), \( I \cup J \), and \( I \cap J \) are ideals.

A major point in our argumentation is the observation that every infinite ascending sequence of ideals w.r.t. a wqo eventually becomes stationary.

**Lemma 2** ([11]). For every infinite ascending sequence \( \langle I_0 \subseteq I_1 \subseteq \ldots \rangle \) of ideals, there exists a \( k \geq 0 \) s.t. \( I_k = I_{k+1} \). This directly implies \( \exists k_0 \geq 0 \forall k \geq k_0 : I_k = I_{k_0} \).

Since ideals are in general infinite, we often want a finite representation. Similar to algebraic structures, ideals are represented by a finite basis (a minimal generating set). Indeed, every ideal has a basis and every basis is finite. We consider bases for complexity reasons. In theory, finite generating sets are sufficient to carry out our approach.

**Fact 3** ([11]). (i) For every ideal \( I \subseteq S \), there exists a finite basis \( B \) of \( I \). (ii) Given a finite set \( A \subseteq S \) with \( I = \uparrow A \), we can compute a finite basis \( B \) of \( I \).
2.4 Ideal Reachability

In [1], Abdulla et al. exploit Lemma 2 to show the decidability of ideal reachability (also called coverability) for strongly well-structured transition systems. The corresponding algorithm forms the basis of our results. We present its basic idea. For any ideal $I$, another ideal $I^*$ is constructed, s.t. $\exists s' \in I : s \rightarrow^* s'$ iff $s \in I^*$. This is clearly the case for $I^* = \text{pre}^*(I) = \bigcup_{j \geq 0} \text{pre}^j(I)$. The idea is to iteratively construct the sequence of the ideals $I_k = \bigcup_{0 \leq j \leq k} \text{pre}^j(I)$ until it becomes stable.

**Definition 12 (index).** For an ideal $I \subseteq S$ and $k \geq 0$, let $I_k = \bigcup_{0 \leq j \leq k} \text{pre}^j(I) \subseteq I_{k+1}$. The index $k(I)$ is the smallest $k$ s.t. $I_k = I_{k+1}$ for all $k \geq k_0$.

Lemma 2 ensures that $k(I)$ always exists. However, we have to show that $I_k = I_{k+1}$ implies $k(I) \leq k$ to obtain a stop condition. This follows by the observation that $I_{k+1} = I \cup \text{pre}(I^k)$.

**Fact 4 (stop condition).** Let $I \subseteq S$ be an ideal and $k \geq 0$ s.t. $I_k = I_{k+1}$, then $I^\ell = I_k$ for all $\ell \geq k$, i.e., $k(I) \leq k$. This also implies that $\text{pre}^*(I) = I_k$.

Since ideals are infinite, we cannot carry this construction out directly, but we use a basis for representing an ideal. If we can show the computability of a basis in every iteration step, we obtain an algorithm which can decide whether we can reach an ideal $I$ from a given state $s$.

**Lemma 3 ([1]).** Given a basis of an ideal $I \subseteq S$, and a state $s$ of a strongly well-structured transition system, we can decide whether we can reach $I$ from $s$.

**Proof.** We have to show that we can compute a basis of $I_{k+1}$ if we are given a basis of $I_k$. Then the decidability of the stop condition follows directly. Let $B$ be a basis of $I_k$. We have

$$I_{k+1} = I \cup \text{pre}(I_k) = I \cup \bigcup_{s' \in B} \text{pre}(\uparrow \{s'\}).$$

Since $\text{pre}(\uparrow \{s'\})$ is computable for any $s' \in S$ by definition, we obtain a finite generating set of $I_{k+1}$. By Fact 3 we can compute a basis of $I_{k+1}$. \qed

3 Adverse Conditions and Resilience Problems

We put adverse conditions and resilience into context by using joint graph transformation systems [12]. Abstracting from the setting of GTSs, we identify resilience problems for TSs.

3.1 Joint Graph Transformation Systems

We recapitulate the modeling of adverse conditions by joint graph transformation systems, introduced in [12]. We define joint graph transformation systems, which involve a system and an environment, as well as an automaton modeling the interaction between them. Both, system and environment, are GTSs.

**Assumption.** In the following, let $\Lambda$ be a fixed label alphabet, and $\mathcal{S}$ and $\mathcal{E}$ be GTSs over $\Lambda$, called system and environment, respectively. W.l.o.g., we assume that $\mathcal{S}$ and $\mathcal{E}$ are disjoint. (If $\mathcal{S}$ and $\mathcal{E}$ share a common rule $r$, we assign $r$ different names in $\mathcal{S}$ and $\mathcal{E}$.)

We specify the class of automata which are used to regulate the interaction between system and environment. These control automata are similar to $\omega$-automata, see, e.g., [19].
Definition 13 (control automaton). A control automaton of \( \langle \mathcal{I}, \mathcal{E} \rangle \) is a tuple \( A = \langle Q, q_0, \delta, \text{sel} \rangle \) consisting of a finite set \( Q \) disjoint from \( \Lambda \), called the state set, an initial state \( q_0 \in Q \), a transition relation \( \delta \subseteq Q \times Q \), and a function \( \text{sel} : \delta \rightarrow \mathcal{P}(\mathcal{I} \cup \mathcal{E}) \) (into the power set of \( \mathcal{I} \cup \mathcal{E} \)), called the selection function.

A joint graph transformation system is obtained by synchronizing the system, respectively, the environment, with the control automaton, and then joining both sets of enriched rules.

Definition 14 (joint graph transformation system). Let \( A = \langle Q, q_0, \delta, \text{sel} \rangle \) be a control automaton of \( \langle \mathcal{I}, \mathcal{E} \rangle \). The joint graph transformation system of \( \mathcal{I} \) and \( \mathcal{E} \) w.r.t. \( A \) is the graph transformation system \( \mathcal{I}_A \cup \mathcal{E}_A \) where for a rule set \( \mathcal{R} \in \{ \mathcal{I}, \mathcal{E} \} \), the enriched rule set \( \mathcal{R}_A \) is given by

\[
\mathcal{R}_A = \{ (L, q) \rightarrow (R, q') | (q, q') \in \delta \text{ and } (L \rightarrow R) \in \mathcal{R} \cap \text{sel}(q, q') \},
\]

and for a graph \( G \) and a state \( q \), the tuple \( \langle G, q \rangle \) denotes the disjoint union of \( G \) and a node labeled with \( q \). In the partial morphism \( \langle L, q \rangle \rightarrow (R, q') \), the node labeled with \( q \) is mapped to the node labeled with \( q' \).

We refine our notion of joint graph transformation systems, namely to annotated joint graph transition systems, which also carry the information whether the last applied rule was a system or environment rule. This is realized by a node labeled with “s” or “e”.

Notation. For a joint graph transformation system \( \mathcal{I}_A \cup \mathcal{E}_A \), the symbol \( m(\mathcal{I}) = s \) or \( m(\mathcal{E}) = e \) is the marker of \( \mathcal{I} \) or \( \mathcal{E} \), respectively. For a rule \( r \in \mathcal{R} \) and \( \mathcal{R} \in \{ \mathcal{I}, \mathcal{E} \} \), let \( m(r) = m(\mathcal{R}) \) be the marker of \( r \). The set of all markers \( M = \{ \top, s, e \} \) includes also the symbol \( \top \), usually indicating a start graph.

For the explicit construction, we can use premarkers to reduce the number of rules. For a more extensive account on this technical detail, consult [12].

Definition 15 (annotated joint graph transformation system). Let \( \mathcal{I}_A \cup \mathcal{E}_A \) be a joint graph transformation system w.r.t. a control automaton \( A \) of \( \langle \mathcal{I}, \mathcal{E} \rangle \). The annotated joint graph transformation system of \( \mathcal{I} \) and \( \mathcal{E} \) w.r.t. \( A \) is \( \mathcal{I}'_A \cup \mathcal{E}'_A \), where for a rule set \( \mathcal{R} \in \{ \mathcal{I}, \mathcal{E} \} \), the marked rule set \( \mathcal{R}_A' \) is defined as

\[
\mathcal{R}_A' = \{ (L, q, m) \rightarrow (R, q', m') | (L, q) \rightarrow (R, q') \in \mathcal{R}_A, m \in M, m' = m(\mathcal{R}) \},
\]

where \( \langle G, q, m \rangle \) in turn denotes the disjoint union of a graph \( G \), a node labeled with a state \( q \), and a node labeled with a marker \( m \). In the partial morphism \( (L, q, m) \rightarrow (R, q', m') \), the node labeled with \( m \) is mapped to the node labeled with \( m' \).

We explicate the state set of annotated joint GTSs. These graphs are of the form \( \langle G, q, m \rangle \) for a state \( q \) of the control automaton and a marker \( m \). We denote a class of all such graphs by \( \mathcal{I} \oplus Q \oplus M \). Using such graphs instead of the product of graphs we can directly apply the result of [10] for GTSs (Lemma 1).

Definition 16 (joint graph transition system). Let \( \langle \mathcal{I}_A \cup \mathcal{E}_A \rangle' \) be an annotated joint GTS and \( \mathcal{G}' \) be a class of graphs which is of the form \( \mathcal{I} \oplus Q \oplus M \) and closed under rule application of \( \langle \mathcal{I}_A \cup \mathcal{E}_A \rangle' \). The graph transition system \( \langle \mathcal{G}', \Rightarrow (\mathcal{I}_A \cup \mathcal{E}_A) \rangle \) is called annotated joint graph transition system.

Note that we usually begin our analysis at a start graph of the form \( \langle G, q_0, \top \rangle \).

Example 5 (supply chain). We model a simple supply chain with graph transformation rules. The infrastructure (topology) is given in the following start graph:

![Supply Chain Diagram]
A production site \((P)\) is connected to a warehouse \((W)\) which again is connected to two stores \(S_1\) and \(S_2\). Each black node indicates one product at the corresponding (connected) location. The behavior in this production chain is modeled by the graph transformation rules in Fig. 3a. The system rules consists of \(pr\) (the completion of a product at the production site \(P\)), \(tr\) (transporting a product from \(P\) to the warehouse \(W\)), and \(sh_1\) and \(sh_2\) (shipping a product from \(W\) to one of the two stores \(S_1, S_2\)). The environment rules describe external impacts. Namely, \(ac\) describes an accident in the warehouse which leads to the loss of one product, and \(b_1\) and \(b_2\) describe that a product is bought from \(S_1\) or \(S_2\), respectively. The control automaton in Fig. 3b describes the possible order of rule applications. We are interested in the question when the product is again in stock (at least 1 product in the warehouse and in each of both stores) whenever a customer buys a product or when an accident in the warehouse happens. After each such transition, the automaton is in the state \(e\). Regardless of the current situation, in 17 steps we can accomplish that the product is in stock by first producing and transporting 6 products with a following accident (3 products will get lost) and shipping them to the stores afterwards. However, what is the minimal number of steps in which we can reach a situation where the product is in stock whenever someone bought a product or a product got lost in an accident?

We come back to that question in Ex. 6 in Sec. 5.3. We describe the setting for joint GTSs which we investigate: Consider a safety condition \(c\), given as positive constraint, and the set of graphs \(I_c = \{G' \in \mathcal{G} \oplus Q \oplus M \mid G' \models c\}\) which satisfy \(c\). Similarly, let \(J_e = \{G' \in \mathcal{G} \oplus Q \oplus M \mid G' \not\models \exists e\}\) (all graphs obtained by an environment interference; \(\exists e\) means that there exists a node labeled with \(e\)). The environment is usually modeled in a such way that it has an adverse effect on the satisfaction of \(c\). Resilience in this context means that the system can withstand such an adverse condition. We ask whether we can reach a graph in \(I_c\) in a reasonable amount of time whenever we reach a graph in \(J_e\). By a “reasonable amount of time”, we mean either that a number \(k\) of steps is given in which \(I_c\) should be reached (explicit resilience), or that \(I_c\) should be reached in a bounded number of steps (bounded resilience).

Another approach is to consider the set \(J_{\neg c} = \{G' \in \mathcal{G} \oplus Q \oplus M \mid G' \not\models c\}\) instead of \(J_e\). So, we ask whether we can reach a graph which satisfies \(c\) in a bounded amount of time/in at most \(k\) steps whenever we reach a graph which does not satisfy \(c\), i.e., an error state. Both instances of the problem are reasonable, and if we can give a positive answer for the latter one, we can also give a positive answer for the first one. We focus on the first problem (adverse conditions), but the results we obtain in Sec. 4 abstract from a specific \(J\) and therefore also apply to the latter one (error states).

### 3.2 Abstract Resilience Problems

The previous motivation gives rise to a more abstract definition of resilience problems, namely in the framework of TSs. Recall that, when we explicate a state set, every GTS can be interpreted as a TS.
We assume that a TS $\langle S, \rightarrow \rangle$ comes along with a set of propositions each of which is either satisfied or not satisfied by each state of the TS. Let SAFE (safety condition) and BAD (bad condition) be propositions. Note that BAD is not necessarily equivalent to $\neg$SAFE. We ask whether we can reach a state which satisfies SAFE in a reasonable amount of time whenever we reach a state which satisfies BAD. From this we formulate two resilience problems. First consider the case where the recovery time is bound by a natural number $k \geq 0$, i.e., the (abstract) explicit resilience problem.

**Explicit Resilience Problem**

*Given:* A state $s$ of a TS $\langle S, \rightarrow \rangle$, propositions SAFE and BAD, a natural number $k \geq 0$.

*Question:* $\forall s' \in S : (s' \models BAD \land s \rightarrow^* s') \Rightarrow \exists s'' \in S : s' \rightarrow \leq k s'' \land s'' \models SAFE$?

If we assume that the transition system yields infinite sequences of transitions, we can express the property to be evaluated in CTL by $s \models AG(BAD \rightarrow \bigvee_{0 \leq j \leq k} EXSAFE)$. We can also ask whether there exists such a bound $k$. We call this problem the (abstract) bounded resilience problem.

**Bounded Resilience Problem**

*Given:* A state $s$ of a TS $\langle S, \rightarrow \rangle$, propositions SAFE and BAD.

*Question:* $\exists k \geq 0 \forall s' \in S : (s' \models BAD \land s \rightarrow^* s') \Rightarrow \exists s'' \in S : s' \rightarrow \leq k s'' \land s'' \models SAFE$?

Both problems are undecidable: For $\text{SAFE} = \text{false}$, resilience is equivalent to reachability of BAD.

4 Decidability Results

Many interesting decidability results can be obtained if we assume that a transition system is well-structured $[1, 8, 10]$. We formulate the resilience problems from the previous section for WSTSs and show decidability of both, the explicit and the bounded resilience problem, in the setting of SWSTSs.

4.1 Resilience Problems in a Well-structured Framework

Properties in well-structured transition systems are often given as upward- or downward closed sets $[1, 8]$. Ideals enjoy suitable features for verification such as finite representation and stability, and anti-ideals are their complements (cp. Sec. 2.3). Transferring the abstract resilience problems into this framework, it is therefore reasonable to demand that both propositions, SAFE and BAD, are given by ideals or anti-ideals. For our purpose, the following setting suits very well: we assume that the safety property is given by an ideal and the bad condition by a decidable anti-ideal.

From these considerations, we formulate “instances” of the abstract resilience problems for well-structured transition systems. Again, we first consider the case where the recovery time is bounded by a $k \in \mathbb{N}$, the explicit resilience problem for WSTSs.

**Explicit Resilience Problem for WSTSs**

*Given:* A state $s$ of a WSTS $\langle S, \leq, \rightarrow \rangle$, a basis of $\uparrow \text{post}^*(s)$, an ideal $I$ with a given basis, a decidable anti-ideal $J$, a natural number $k \geq 0$.

*Question:* $\forall s' \in J : (s \rightarrow^* s') \Rightarrow \exists s'' \in I : s' \rightarrow \leq k s''$?

Analogously, we formulate the bounded resilience problem for WSTSs.
Bounded Resilience Problem for WSTSSs

Given: A state \( s \) of a WSTS \( \langle S, \leq, \to \rangle \), a basis of \( \uparrow \text{post}^*(s) \), an ideal \( I \) with a given basis, a decidable anti-ideal \( J \).

Question: \( \exists k \geq 0 \forall s' \in J : (s \to \uparrow s') \Rightarrow \exists s'' \in I : s' \to \leq k s'' ? \)

From now on, we mean one of the previously defined resilience problems for WSTSSs if we speak of a resilience problem. If the answer of the bounded (explicit) resilience problem is positive, we say that \( \langle S, \leq, \to \rangle \) is resilient (k-step resilient) w.r.t. \( I \) and \( J \) starting from \( s \). In this context, \( s \) is a start state.

Remark. The premise that a basis of \( \uparrow \text{post}^*(s) \) is given is a strong but reasonable assumption. In general, we cannot simply compute the sequence of ideals \( P_k = \bigcup_{0 \leq j \leq k} \uparrow \text{post}^j(s) \) until it becomes stationary. This sequence does become stationary by Lemma 2. However, in contrast to the case in Lemma 3, we cannot simply compute the sequence of ideals \( I \) every iteration step is because of \( \uparrow s \). Thus, Finkel & Schnoebelen consider in [1] for graph classes where the “topology” is static. For these graph classes, a basis of all successors is often easier to determine than in general. A typical example for such GTSs are Petri nets, where such a basis is computable (Sec. 5.3). In Sec. 5.2, we drop the assumption, and show that we can still approximate a basis of \( \uparrow \text{post}^*(s) \) to achieve approximation results for resilience.

4.2 Decidability

Abdulla et al. show in [1] that ideal reachability is decidable for SWSTSSs (cp. Lemma 3). In [8], Finkel & Schnoebelen show that ideal reachability (or coverability) is also decidable for WSTSSs. Both algorithms coincide in the case of strong well-structuredness. König & Stückrath [10] use the algorithm of [8] for the backwards analysis for (generalized) well-structured GTSs.

The main difference between the algorithms in [1] and [8] is that for (not necessarily strongly) WSTSSs, \( \text{pre}(I') \) in general, for any ideal \( I' \), is not an ideal. Thus, Finkel & Schnoebelen consider in every iteration step the ideal \( \uparrow \text{pre}(I') \) instead of \( \text{pre}(I') \). Now the same arguments like before hold (cp. Sec. 2.2), and a basis of \( \uparrow \text{pre}^*(I) = \uparrow \text{pre}^*(I) \) for a given ideal \( I \) can be computed.

We are interested in the exact number of steps which we need to reach an ideal. Thus, \( \text{pre}(I') \) should be an ideal and we cannot use the technique from [8] for WSTSSs. We need to restrict our setting to strongly WSTSSs like in [1]. First, we state our main result for SWSTSSs, the decidability of resilience.

**Theorem 1** (decidability of resilience). The explicit and the bounded resilience problem both are decidable for strongly well-structured transition systems.

We prove this theorem by giving a respective algorithm. It exploits a modified version of the ideal reachability algorithm in [1] (cp. Lemma 3). We check in every iteration step inclusion in \( I^k = \bigcup_{0 \leq j \leq k} \text{pre}^j(I) \). Before doing so, we need a finite representation of \( \text{post}^*(s) \cap J \) to check the inclusion in an ideal \( I' \). The next lemma uses that \( J \) and \( I' \) are downward- and upward-closed, respectively.

**Lemma 4** (intersection with anti-ideal). Let \( A \subseteq S \) be a set, \( J \subseteq S \) an anti-ideal and \( I' \subseteq S \) an ideal. Then \( A \cap J \subseteq I' \iff (\uparrow A) \cap J \subseteq I' \).

This lemma enables us to prove Thm. 1 given above. We iteratively determine the minimal \( k \) satisfying \( \text{post}^*(s) \cap J \subseteq I^k \) (or stop, if there does not exist such \( k \)).

**Proof of Theorem 1** Let \( B_{\text{post}} \) be a basis of \( \uparrow \text{post}^*(s) \), \( B_0 \) a basis of \( I \), and \( J \) a decidable anti-ideal. For every \( k \geq 0 \), \( I^k \) is an ideal due to strong compatibility. By applying Lemma 4 twice, we obtain

\[
\text{post}^*(s) \cap J \subseteq I^k \iff B_{\text{post}} \cap J \subseteq I^k
\]
for any \( k \geq 0 \). Since \( B_{\text{post}} \) is finite and \( J \) is a decidable anti-ideal, we can directly compute \( B_{\text{post}} \cap J \). We perform a modification of the ideal reachability algorithm: Iteratively check whether \( B_{\text{post}} \cap J \subseteq I^k \). If this is the case, return \( k_{\text{min}} = k \). Otherwise check whether \( I^{k+1} = I^k \). If so, return \(-1\) (\text{false}), otherwise continue. We have to make sure that every iteration step is decidable. In fact, we can compute a basis of \( I^{k+1} \) if we have a basis of \( I^k \). This follows by the proof of Lemma 3. The stop condition is decidable and by Fact 4 also sufficient. Soundness and completeness follow by the previous considerations and the fact that

\[
\text{post}^*(s) \cap J \subseteq I^k \iff (\forall s' \in J : (s \rightarrow^* s') \Rightarrow \exists s'' \in I : s' \rightarrow_{\leq k} s'')
\]

for any \( k \geq 0 \). Termination is guaranteed by Lemma 2.

To sum up, our algorithm decides whether there exists a \( k \geq 0 \) s.t. \( \text{post}^*(s) \cap J \subseteq I^k \), and returns the minimal such \( k \) in the positive case. Thus, it decides the bounded resilience problem. Given any \( k \), we can check whether \( k_{\text{min}} \leq k \) and therefore decide the explicit resilience problem.

We denote the above described algorithm deciding resilience by \textsc{MinimalStep}(\( B_{\text{post}}, J, B_0 \)) and the used procedure returning a basis of \( \text{pre}(\uparrow B') \) by \textsc{PreBasis}(\( B' \)). It is shown in [10], that such a prebasis is computable for GTSs, and described in detail in [18]. The method \textsc{Min}(\( B' \)) minimizes a finite set \( B' \) by deleting every element in \( B' \) for which there is already a smaller element in \( B' \).

**Algorithm 1 Minimal k Algorithm**

1. \textbf{procedure} \textsc{MinimalStep}(\( B_{\text{post}}, J, B_0 \)) \hspace{1cm} \( \triangleright k_{\text{min}} \) (minimal upper bound for recovery time)/\(-1\)
2. \hspace{1cm} \( B \leftarrow B_{\text{post}} \cap J \) \hspace{1cm} \( \triangleright \) compute \( B \) by taking out elements which are not in \( J \)
3. \hspace{1cm} \( k \leftarrow 0 \) \hspace{1cm} \( \triangleright \) increasing counter
4. \hspace{1cm} \( B_1 \leftarrow B_0 \) \hspace{1cm} \( \triangleright \) basis of the current \( I^k \); \( B_0 \) is a given basis of \( I \)
5. \hspace{1cm} \( B_2 \leftarrow \emptyset \) \hspace{1cm} \( \triangleright \) basis of the current \( I^{k+1} \)
6. \hspace{1cm} \textbf{while} true \textbf{do}
7. \hspace{1.5cm} \textbf{if} \( B \subseteq \uparrow B_1 \) \textbf{then}
8. \hspace{2cm} \textbf{return} \( k \) \hspace{1cm} \( \triangleright \) we found \( k_{\text{min}} \)
9. \hspace{1.5cm} \textbf{else}
10. \hspace{2cm} \( B_2 \leftarrow B_0 \cup \textsc{PreBasis}(B_1) \) \hspace{1cm} \( \triangleright \) \textsc{PreBasis}(\( B_1 \)) computes the basis of \( \uparrow B_1 \)
11. \hspace{2cm} \( B_2 \leftarrow \textsc{Min}(B_2) \) \hspace{1cm} \( \triangleright \) \textsc{Min}(\( B_2 \)) minimizes the set \( B_2 \)
12. \hspace{2cm} \textbf{if} \( B_2 \subseteq \uparrow B_1 \) \textbf{then}
13. \hspace{3cm} \textbf{return} \(-1\) \hspace{1cm} \( \triangleright \) there exists no such \( k \)
14. \hspace{2cm} \textbf{else}
15. \hspace{3cm} \( B_1 \leftarrow B_2 \)
16. \hspace{3cm} \( k \leftarrow k + 1 \)
17. \hspace{2cm} \textbf{end if}
18. \hspace{1.5cm} \textbf{end if}
19. \hspace{1cm} \textbf{end while}
20. \textbf{end procedure}

In the proof of Thm.1 it was crucial that we have \textit{strong} compatibility. This approach does not work for WSTSs in general. We loose precision when we only demand compatibility. Thus, we conjecture that both resilience problems are undecidable for WSTSs in general, but this question remains still open.
5 Application to Graph Transformation Systems

We apply the abstract results of the previous section to (joint) graph transformation systems and present a framework for verifying resilience of GTSs. We exemplarily show how Petri nets fit in this setting and give also an example beyond Petri nets.

We considered ideals as safety, and decidable anti-ideals as “bad” conditions. In the setting of well-structured GTSs w.r.t. the subgraph order, these can be expressed as positive and negative constraints. Recall that, for a fixed class \( \mathcal{G} \) of graphs, \( I_c = \{ G \in \mathcal{G} \mid G \models c \} \) for a positive constraint \( c \), and \( J_{c'} = \{ G \in \mathcal{G} \mid G \models c' \} \) for a negative constraint \( c' \).

**Fact 5** (ideals of graphs). Let \( \mathcal{G} \) be a class of graphs of bounded path length. Let \( I,J \subseteq \mathcal{G} \) be sets.

(i) \( I \) is an ideal \( \iff I = I_c \) for a positive constraint \( c \).

(ii) \( J \) is a decidable anti-ideal \( \iff J = J_{c'} \) for a negative constraint \( c' \).

Thus, for GTSs, our safety conditions are equivalent to positive constraints and bad conditions are equivalent to negative constraints.

**Remark.** More general graph constraints, e.g., \( \forall (\cdot, \exists (\cdot)) \), do not constitute ideals w.r.t. the subgraph order. The relation \( \mathcal{G}_1 \leq \mathcal{G}_1 \) shows that upward-closedness is not guaranteed. In special cases, (nested) graph constraints \([15, 9]\) may yield ideals, e.g., the ideal in the later discussed Ex. \( 7 \) can be expressed as \( \forall (1 \overset{1}{L} 1_2, \exists (1 \overset{1}{L} \rightarrow 1_2 \overset{1}{L})) \). However, we conjecture that a generalization to more arbitrary (nested) graph constraints is not possible.

5.1 Verifying Resilience of Graph Transformation Systems

Using the sufficient conditions for strong well-structuredness of König & Stückrath \([10]\), we obtain the decidability of both resilience problems for a subclass of GTSs. We need to use the subgraph order as wqo. Thus, we have the restriction of bounded4 path length for the considered graph class. Instead of considering GTSs, we consider graph transition systems, i.e., we always explicate the state set. Thm. 1 and the result in \([10]\) (see Lemma 1) imply our main result for GTSs:

**Theorem 2** (decidability of resilience for well-structured GTSs). The explicit and the bounded resilience problem are decidable for graph transition systems which are of bounded path length (and equipped with the subgraph order).

As joint GTSs are also GTSs, the same sufficient conditions for strong well-structuredness apply.

**Fact 6** (strongly well-structured joint GTSs). Every annotated joint graph transition system which is of bounded path length is strongly well-structured (equipped with the subgraph order).

An immediate consequence of Thm. 2 and Fact 6 is the following:

**Corollary 1** (decidability of resilience for joint GTSs). The explicit and the bounded resilience problem are decidable for annotated joint graph transition systems which are of bounded path length (and equipped with the subgraph order).

Thus, we can apply the algorithm MINIMALSTEP described in Sec. 4.2 to verify resilience of annotated joint graph transition systems. We consider an ideal \( I_c \) for a positive constraint \( c \) with a given basis \( B_c \). The anti-ideal (bi-ideal) is given by \( J_{c'} = \{ G' \in \mathcal{G} \oplus Q \oplus M \mid G' \models \exists e \} \). We assume that a start graph \( G \in \mathcal{G} \oplus \{ q_0 \} \oplus \{ \top \} \) and a basis \( B_G \) of \( \uparrow \text{post}^* (G) \) are given. The PREBASIS procedure for the subgraph order needed in the algorithm is given by König & Stückrath in \([10]\) (and more detailed in \([18]\)).
5.2 Approximations

We now drop an essential assumption for the decidability results in Sec. 4.2 by considering SWSTSSs without a given basis of $\uparrow \text{post}^*(s)$. We show that we can still approximate $k_{\text{min}}$ from below (by $k_{\text{un}}^\ell$, $\ell \in \mathbb{N}$) and above (by $k_{\text{ov}}$) by calculating corresponding approximations of (a basis of) $\uparrow \text{post}^*(s)$. The following function, called $\mu$-function, defines these approximations.

**Definition 17 (μ-function, $k_{\text{un}}, k_{\text{ov}}$).** Let $(S, \leq, \rightarrow)$ be a SWSTS, $J \subseteq S$ an anti-ideal, and $I \subseteq S$ an ideal. We define the function $\mu : \mathcal{P}(S) \rightarrow \mathbb{N} \cup \{\infty\}$ as $\mu(A) = \min\{k \in \mathbb{N} : A \cap J \subseteq \bigcup_{j \leq k} \text{pre}^j(I)\}$ where $\mathcal{P}(S)$ is the power set of $S$. For $s \in S$ and $\ell \in \mathbb{N}$, let $k_{\text{un}}^\ell := \mu(\bigcup_{j \leq \ell} \text{post}^j(s))$ and $k_{\text{ov}} := \mu(\text{post}^*(\uparrow \{s\}))$.

Note that $k_{\text{min}} = \mu(\text{post}^*(s))$ and that $k_{\text{min}} = \infty$ can be read as “there is no such $k$”. By definition, $\mu$ is monotonic, i.e., $A \subseteq B$ implies $\mu(A) \leq \mu(B)$, and by Lemma 4, $\mu(\uparrow A) = \mu(A)$. For the under- and over-approximation, we consider a basis of $\uparrow \bigcup_{j \leq \ell} \text{post}^j(s)$ and a basis of $\uparrow \text{post}^*(\uparrow \{s\})$, respectively. For every GTS of bounded path length, this under-approximation is feasible. We present an idea for performing the over-approximation by means of invertibility.

**Fact 7** (weak invertibility). Let $\langle \mathcal{G}, \Rightarrow \rangle$ be a graph transition system of bounded path length and $\mathcal{R}$ a GTS s.t. $G \Rightarrow^r H$ iff $H \Rightarrow^s G$ for all $G, H \in \mathcal{G}$. Then, for every $G \in \mathcal{G}$, $\text{post}^*(\uparrow \{G\}) = \text{pre}^*(\uparrow \{G\})$ and a basis of post$^*(\uparrow \{G\})$ is computable.

In particular, such an $\mathcal{R}$ exists if $G \Rightarrow_r H$ iff $H \Rightarrow_{r^{-1}} G$ for all $G, H \in \mathcal{G}$, $r \in \mathcal{R}$, where for a rule $r = (L \rightarrow R)$ which is injective on its domain, $r^{-1} = (R \rightarrow L)$ is the inverse rule. In general, $G \Rightarrow_r H$ only implies that there is a graph $G' \leq G$ s.t. $H \Rightarrow_{r^{-1}} G'$, since an application of $r$ may have deleted dangling edges. However, in some classes of GTSs, e.g., in Petri nets (see Sec. 5.3), there are no dangling edges in both directions, and we can use the inverse rules for the over-approximation.

**Fact 8** (approximation). Let $\langle \mathcal{G}, \Rightarrow \rangle$ be a GTS of bounded path, $J \subseteq \mathcal{G}$ an anti-ideal, $I \subseteq \mathcal{G}$ an ideal, and $G \in \mathcal{G}$. (i) For every $\ell \geq 0$, $k_{\text{un}}^\ell$ is computable and $k_{\text{un}}^\ell \leq k_{\text{min}}$. The sequence $(k_{\text{un}}^\ell)$ converges to $k_{\text{min}}$, eventually stabilizing. (ii) Under the assumptions of Fact 7, $k_{\text{ov}}$ is computable and $k_{\text{ov}} \geq k_{\text{min}}$.

Note that $k_{\text{un}}^\ell = \infty$ implies $k_{\text{min}} = \infty$, and $k_{\text{ov}} < \infty$ implies $k_{\text{min}} < \infty$. Only if $k_{\text{un}}^\ell = 0$ and $k_{\text{ov}} = \infty$, we gain no information about $k_{\text{min}}$. The approximation results described above are visualized in Fig. 5.

![Figure 5: Under- and over-approximation of $k_{\text{min}}$ by corresponding approximation of $\uparrow \text{post}^*(G)$](image)
5.3 An Example Class: Petri Nets

Petri nets [14] are a common model for discrete distributed systems in computer science, often applied, e.g., in logistics or supply chains [22]. It is a classical example for strongly well-structured (graph) transition systems. We will give a definition of Petri nets and show how our example fits in this setting.

**Definition 18** (Petri nets). A Petri net is a tuple \( N = (P, T, F) \) with disjoint finite sets of places \( P \) and transitions \( T \), and a flow function \( F : (P \times T) \cup (P \times T) \rightarrow \mathbb{N} \). A marking in \( N \) is a multi-set \( M : P \rightarrow \mathbb{N} \) that indicates the number of tokens on each place. \( F(x, y) = n > 0 \) means there is an arc of weight \( n \) from node \( x \) to \( y \) describing the flow of tokens in the net. A transition \( t \in T \) is enabled in a marking \( M \) if \( \forall p \in P : F(p, t) \leq M(p) \). If \( t \) is enabled, then \( t \) can fire in \( M \), leading to a new marking \( M' \) calculated by \( \forall p \in P : M'(p) = M(p) - F(p, t) + F(t, p) \). This is denoted by \( M[t]M' \). Usually, a Petri net \( N \) is equipped with an initial marking \( M_0 \). The tuple \( \langle N, M_0 \rangle \) is then called a marked Petri net.

Any Petri net \( N \) can be interpreted as a transition system with the states \( \mathcal{M}(N) \), the set of all markings of \( N \), and the transitions \( \rightarrow \) given by \( M \rightarrow M' \Leftrightarrow \exists t \in T : M[t]M' \). Together with the \( \omega \)-preorder \( \leq_{\text{PN}} \), given by \( \forall M, M' \in \mathcal{M}(N) : M \leq_{\text{PN}} M' \Leftrightarrow \forall p \in P : M(p) \leq M'(p) \), this constitutes a SWSTS. For Petri nets, reachability and equivalent problems are decidable [14, 7]. From this fact and the results in [21], one can show that for Petri nets a basis of \( \uparrow \text{post}^*(M_0) \) is computable: In [21], it is shown that for any ideal \( I \) of markings in a Petri net, a basis of \( I \) is computable iff for every \( \omega \)-marking \( M \) it is decidable whether \( I \cap \downarrow \{M\} = \emptyset \). An \( \omega \)-marking is a function \( M : P \rightarrow \mathbb{N} \cup \{\omega\} \), and analogously to before, \( \downarrow \{M\} := \{M' \in \mathcal{M}(N) \mid \forall p \in P : M'(p) \leq M(p) \} \). Since \( \uparrow \text{post}^*(M_0) \) is an ideal, we can apply this result and ask whether \( \uparrow \text{post}^*(M_0) \cap \downarrow \{M\} = \emptyset \) is decidable. This is obviously equivalent to \( \uparrow \text{post}^*(M_0) \cap \downarrow \{M\} \subseteq \emptyset \), allowing us to apply Lemma 4 since \( \emptyset \) is an ideal. Thus, we now ask whether \( \text{post}^*(M_0) \cap \downarrow \{M\} = \emptyset \).

This problem corresponds to the so-called submarking reachability problem, which is decidable (cp., e.g., [7]), since it is recursively equivalent to the reachability problem. Therefore, we get that a basis of \( \uparrow \text{post}^*(M_0) \) is computable.

Petri nets can also be seen as an instance of GTSs, as shown in [2]. From that point of view, every transition corresponds to a graph transformation rule. A marking is given by the structure of the Petri net represented as a graph, with the number of tokens on a place represented by extra nodes connected to it, as in Fig. 1c. The \( \omega \)-preorder then directly corresponds to the subgraph order. Together with the start graph representing the initial marking, interpreting the GTS as a WSTS results in exactly the same SWSTS above. This means we can apply the algorithm deciding resilience in GTS to Petri nets. We demonstrate this by the following example, where we consider a Petri net that, when interpreted as a GTS, is exactly the supply chain modeled in Ex. 5.

**Example 6** (supply chain as Petri net). We consider a marked Petri net modeling a simplified scenario of a supply chain, shown in Fig. 6. As usual we depict places as circles, transitions as rectangles, and the flow as weighted directed arcs between them. In the example, all weights are 1 and therefore not indicated. Dots on places indicate the number of tokens on the respective place in the initial marking.

The Petri net corresponds directly to the graph transformation rules in Ex. 5 with the blue transitions simulating \( \mathcal{J} \), and the red (checkered) transitions simulating \( \mathcal{E} \). The initial marking represents the start graph. Correspondingly, the control automaton has the same structure as in Ex. 5 with transitions replacing rules. Let \( I = \{M(q) \mid M(\text{warehouse}), M(\text{store}_1), M(\text{store}_2) \geq 1 \land q \in Q\} \), i.e., in the warehouse and in both stores products are available for shipping or purchase, respectively. The transitions corresponding to \( \mathcal{E} \) reduce the number of tokens in the net. We consider the resilience problem with adverse conditions. By definition of the control automaton, we know that \( J_e = \{M(q) \mid M \text{ is a marking}\} \).
We interpreted Ex. [5] as joint GTS and applied a prototype implementation of the algorithm MINIMALSTEP from Sec. 4.2 to it. We obtained that $k_{\min} = 6$ is the smallest $k$ for which the system is $k$-step resilient: The following set $B_e^{M_0}$ is the intersection of a basis of $\uparrow \text{post}^*(M_0)$ with $J_e$ where $M_0 = \langle 0, 1, 1, 1, q_0 \rangle$. The first coordinate corresponds to (the number of tokens in) $P/\text{product}$, the second coordinate to $W/\text{warehouse}$, and the third and fourth coordinate correspond to $S_i/\text{store}_1$ and $S_2/\text{store}_2$, respectively.

$$B_e^{M_0} = \{ \langle 0, 1, 1, 1 \rangle, \langle 0, 5, 0, 0 \rangle, \langle 0, 0, 3, 0 \rangle, \langle 0, 0, 0, 3 \rangle, \langle 0, 1, 2, 0 \rangle, \langle 0, 1, 0, 2 \rangle, \langle 0, 0, 2, 1 \rangle, \langle 0, 0, 1, 2 \rangle, \langle 0, 3, 1, 0 \rangle, \langle 0, 3, 0, 1 \rangle \} \times \{ q_0 \}$$

We computed $B^k$, a basis of $I^k$, for $1 \leq k \leq 21$. We only give $B^k \cap J_e$ for $1 \leq k \leq 6$:

- $B^1 \cap J_e = \{ \langle 0, 1, 1, 1 \rangle, \langle 0, 2, 0, 1 \rangle, \langle 0, 2, 1, 0 \rangle \} \times \{ q_0 \}$
- $B^2 \cap J_e = \{ \langle 0, 0, 1, 1 \rangle, \langle 0, 2, 0, 1 \rangle, \langle 0, 2, 1, 0 \rangle, \langle 0, 3, 0, 0 \rangle \} \times \{ q_0 \}$
- $B^3 \cap J_e = \{ \langle 0, 0, 1, 1 \rangle, \langle 0, 1, 0, 1 \rangle, \langle 0, 1, 1, 0 \rangle, \langle 0, 3, 0, 0 \rangle \} \times \{ q_0 \}$
- $B^4 \cap J_e = B^5 \cap J_e = B^3 \cap J_e$
- $B^6 \cap J_e = \{ \langle 0, 0, 1, 1 \rangle, \langle 0, 1, 0, 1 \rangle, \langle 0, 1, 1, 0 \rangle, \langle 0, 3, 0, 0 \rangle, \langle 0, 0, 2, 0 \rangle, \langle 0, 0, 0, 2 \rangle \} \times \{ q_0 \}$

We obtain $B_e^{M_0} \not\subseteq \uparrow B^k \cap J_e$ for $1 \leq k \leq 5$, but $B_e^{M_0} \subseteq \uparrow B^6 \cap J_e$. Thus, $k_{\min} = 6$.

### 5.4 An Example beyond Petri Nets

We give an example for a joint GTS which cannot be modeled by a (finite) Petri net and verify its resilience.

**Example 7** (path game). Consider two fixed locations represented by nodes labeled with $L$. Points between them are represented by black nodes. The system tries to construct two directed paths of length 2 between the locations, one path forth and one back, using the rules $\mathcal{S}$ in Fig. 7. The respective ideal is therefore given by $\exists (L) \otimes (L) \lor \exists (L) \otimes (L)$. The environment deletes edges in the graph, corresponding to $\mathcal{E}$ in Fig. 7. The control automaton is alternating:

Thus, one may consider this as a game with alternating turn order. The system can (i) create a new middle point connected to the locations by the rule $\text{New}$, (ii) create two parallel edges provided that there
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\[
\begin{align*}
\text{New:} & \quad \langle L_1, L_2 \rightarrow L_1, L_2 \rangle \\
\text{Para1:} & \quad \langle L_1, L_2 \rightarrow L_1, L_2 \rangle \\
\text{Para2:} & \quad \langle L_1, L_2 \rightarrow L_1, L_2 \rangle \\
\text{Mer1:} & \quad \langle L_1, L_2 \rightarrow L_1, L_2, L_1, L_2 \rangle \\
\text{Mer2:} & \quad \langle L_1, L_2 \rightarrow L_1, L_2, L_1, L_2 \rangle \\
\text{Rev1:} & \quad \langle L_1, L_2 \rightarrow L_1, L_2 \rangle \\
\text{Rev2:} & \quad \langle L_1, L_2 \rightarrow L_1, L_2 \rangle \\
\text{Del1:} & \quad \langle L_1, L_2 \rightarrow L_1, L_2 \rangle \\
\text{Del2:} & \quad \langle L_1, L_2 \rightarrow L_1, L_2 \rangle \\
\end{align*}
\]

Figure 7: Components of the joint GTS

is one by the Para-rules, (iii) reverse the direction of an edge by the Rev-rules, and (iv) merge two middle points each of which are connected to a different location by the Mer-rules. We ask whether the system can construct the two directed paths of length 2 in a bounded number of rounds (steps) when the environment made its turn, regardless of the current situation. If so, what is the minimal number of steps?

We can reach the graph \( G_{LL} := \langle L, L \rangle \) (modulo isolated nodes) when the system is only changing the direction of edges. Hence, \( \langle G_{LL}, e \rangle \in \uparrow \text{post}^* (G) \cap J_e \) for any start graph \( G \) with exactly two locations, arbitrarily many middle points, and arbitrary edges between middle points and locations. Therefore, we only check when \( \langle G_{LL}, e \rangle \) occurs the first time in a basis \( B \). We applied a prototype implementation of the algorithm in Sec. 4.2 to this example and obtained \( B^{13} \cap J_e = \{ \langle G_{LL}, e \rangle \} \not\subseteq B^{12} \) by computation of

\[
B^{12} = (\{L \rightarrow L, L \rightarrow L, L \rightarrow L, L \rightarrow L, L \rightarrow L, L \rightarrow L, L \rightarrow L, L \rightarrow L, L \rightarrow L, L \rightarrow L\} \times \{s\}) \\
\cup (\{L \rightarrow L, L \rightarrow L\} \times \{e\}).
\]

Thus, \( k_{\text{min}} = 13 \).

Note that we consider equivalence classes of graphs modulo isolated middle points. This has no effect on the well-structuredness of this example. Also note that leaving out the rules for merging has only a slight impact on the bases and no effect on \( k_{\text{min}} \).

5.5 Adverse Conditions vs. Error States

We compare the adverse conditions approach with the error state approach. As pointed out, these two views of resilience are not equivalent. While every system that is resilient w.r.t. error states (i.e., \( J = S \setminus I \)) is also resilient w.r.t. adverse conditions (i.e., \( J = J_e \)) due to \( J_e \setminus I \subseteq S \setminus I \) (meaning that if we can reach \( I \) from every state, then also from every state in \( J_e \)), the opposite does not hold in general.

We do not define a restriction on the system/environment to allow more freedom of modeling but our counterexample in Fig. 8 captures the adverse effect of the environment. The joint GTS in Fig. 8a, together with a start graph \( \hat{G}_o \), results in the state set in Fig. 8b. A basis of \( I \) is given by \( \langle \hat{G}_o, q_0 \rangle \). From the definition of \( A \), we see that \( J_e \) is given by \( \{ \langle G, q_1 \rangle \mid o \leq G \} \), indicated by the hatched area. We see that from every reachable state in \( J_e \) we can reach \( I \) in one step, which means that the system is 1-step resilient w.r.t. adverse conditions. On the other hand, we cannot reach \( I \) from the state \( \langle \hat{G}_o, q_0 \rangle \in S \setminus I \),
which is reachable from $J_e$ when the “wrong” system rule is applied. This means the system is not resilient w.r.t. error states.

If, due to the structure of a joint GTS, we can reach $J_e$ from every reachable error state, as, e.g., in Ex. 5 both approaches coincide. The computed $k_{\min}$’s then only differ by at most the index $k(J_e)$.

6 Related Work

We use SPO graph transformation for modeling systems as in Löwe [11] (see also Ehrig et al. [6]).

Our notion of joint GTSs is a special case of graph-transformational interacting systems. Another approach considering dependencies can be found, e.g., in Corradini et al. [3].

The concept of resilience is broadly used in different areas, e.g., in industrial control systems [20, 16], with varying definitions. Following these ideas, we formulated resilience in the abstract settings of TSs and GTSs. Our interpretation of resilience captures recovery in bounded time.

Abdulla et al. [1] show the decidability of ideal reachability (coverability), eventuality properties and simulation in (labeled) SWSTSs. We use the presented algorithm to show the decidability of resilience problems in SWSTSs.

Finkel & Schnoebelen [8] show that the concept of well-structuredness is ubiquitous in computer science by providing a large class of example models (e.g., Petri nets and their extensions, communicating finite state machines, lossy systems, basic process algebras). Moreover, they give several decidability results for systems with different degrees of well-structuredness. They also generalize the algorithm of [1] to (not necessarily strongly) WSTSs to show decidability of coverability.

In [10], König & Stückrath extensively study the well-structuredness of GTSs. More detailed considerations can be found in [13]. They identify three types of wqos (minor, subgraph, induced subgraph) on graphs based on results of Ding [4] and Robertson & Seymour [17]. The fact that the subgraph order is a wqo on graphs of bounded path length while the minor order allows all graphs comes with a trade-off: For obtaining well-structuredness w.r.t. the minor order, the GTS must contain all edge contraction rules, i.e., it must be a “lossy” GTS. On the other hand, all GTSs (without application conditions) are strongly well-structured on graphs of bounded path length w.r.t. the subgraph order. This result enables us to apply our abstract results to GTSs (in particular, we use the pred-basis procedure in the case of the subgraph order for our algorithm). In our setting, the regarded wqo is the subgraph order since it yields strong compatibility. They also generalize the notion of well-structured transition systems by regarding $Q$-restricted WSTSs whose state sets needs not to be a wqo but rather a subset $Q$ of the states is a wqo. König & Stückrath develop a backwards algorithm based on [8] for $Q$-restricted WSTSs obtaining decidability of coverability under additional assumptions. For SWSTSs, this approach coincides with the
ideal reachability algorithm [1].

All in all, our result for SWSTSS uses a modification of Abdulla et al. [1], and our application to GTSs additionally uses the predecessor-basis procedure from König & Stückrath [10] in every computation step. It can also be seen as a modification of the backwards analysis of König & Stückrath [10] in the case of the subgraph order. We summarize the relations of our results and the used concepts in Fig. 9.

Figure 9: Relation of the decidability results for resilience (bold) and the results in related work. The bottom (blue) and the top (green) layers contain decidability results for GTSs and WSTSs, respectively. The hooked arrows (֒→) mean “generalized to” or “instance of”.

7 Conclusion

We provided a definition of resilience in an abstract framework, namely the explicit and the bounded resilience problem, and proved decidability of both problems for strongly well-structured transition systems. By application of this theory, we obtained decidability results for GTSs of bounded path length, and in particular a verification framework for GTSs which incorporates adverse conditions.

Our results require that a basis of the upward-closure of all successors is given. Although determining this basis for GTSs is a difficult task, it is computable for Petri nets and can be computed for other GTSs in special cases. We showed how to approximate such a basis when the assumption is dropped, thereby approximating the answer to the resilience problems. In this paper, the used well-quasi-order on graphs is the subgraph order. For the proof, the requirement of strong compatibility is crucial. Our approach does not work for lossy GTSs which are well-structured w.r.t. the minor order. We conjecture that both resilience problems are undecidable for lossy GTSs. Ideals w.r.t. the subgraph order can be represented by positive basic graph constraints. In general, nested graph constraints do not constitute ideals.

Future work. We will investigate on (1) the (un)decidability of resilience for WSTSs/lossy GTSs, (2) synthesis of resilient GTSs, i.e., using the presented approach to construct provably resilient GTSs, and (3) the computability of a basis of the upward-closure of all successors for (a subclass of) strongly well-structured GTSs. Regarding (2), we will investigate on the construction of strongly well-structured GTSs. Regarding (3), we will consider further methods for achieving approximation results for resilience.
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