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In linguistics and philosophy, the division of labor in the study of language is commonly schematized by the basic triad that consists of syntax, semantics, and pragmatics each of which typically stands for complementary yet distinct aspects of the language- formal or natural- in question. These aspects, at face value, provide us a methodological convenience by schematically representing the structure of a language with respect to diverse linguistic roles and their explanatory significance. Although endorsing the basic triad offers some methodological convenience for the analysis of languages, the viability of the basic triad has, in recent years, been frequently challenged with the question of how to ground the distinction between semantics and pragmatics. Hence, it has become significant to answer the question of how far the semantics-pragmatics distinction in its connection with the basic triad is theoretically warranted considering the assumptions on which it rests. If the distinction cannot be grounded, it seems to have no substantial significance other than its methodological convenience as stipulative categories in a stipulative schema. In this paper, I discuss these underlying assumptions to the effect that the semantics-pragmatics distinction is a stipulative one rather than a well-grounded distinction.
GENİŞLETİLİŞİZ ÖZET

Temel olarak, bir dilin açıklanması hefedelen teorik bir önemine (explanandum) göre dili farklı açıklayıcı dilsel yönlere (explanantia) kapşayıcı olarak şekilde bölümlemiren sematik bir gösterimidir. Görünürde temel çoklu kapşamalı bir dil analizi için metodolojik kolaylık sunar. Nitekim; teorisyen bu taksonomik şema sayesinde ilgili dil çalışmasını farklı ama birbirini tamamlayan seylerle (fenomenler, mekanizmalar, süreçler, özellikler vb.) artırır, bu bitenmik anlamda bulunur pravik ve açıklayıcıları bir analiz şemasını elinde bulundurur. Bu naktada; temel ölçü-Taksonomik Açılış Varsayımlı (TDA) adını verdiğimiz; ilgilendirme olarak; açıklayıcıları, n-tane, açıklayıcıları yöne (explanans) ilgili ders dair açıklanması gereken bir önem (explanandum) vazresinde kesinlikle olarak bölünme olduğunu olayaran bir varsayıma dayanmaktadır. Di analizi için sadece metodolojik açıdan kolaylık sağlayana bir şema yeterli değildir, çünkü bu şema teorik olarak temellendirilmiş olaçakça buna dayanan di analizi de güvence altında sayılmaz. Aksi durumda, temel ölçü güvence altında bir dil analizi modeli olmaktansa keyfi bir model olarak kalacaktır. Bu nedenle temel ölçü beraberinde gelen varsayımlarla birliktte temellendirilmişdir. Böylece, temel ölçüyü temellendirme ödevi bu şemanın merkez dilsel birimler olan TDA’yi temellendirmek ödevine indirgemek. TDA, ilgili dilsel açıklayıcı Türkiyeye dair arımı (ör. anlambilim-edimbilim ayrımını) sematik olarak karakterize ettiği için TDA’yi temellendirme ödevi anlambilim-edimbilim ayırımı olgunlaştırır. Bu nedenle temel ölçüyı temellendirme ödevi ile birlikte olunur. Bu süreçli ikişerleri işləştə di, anlambilim-edimbilim ayırımı zamanın bir kurumunun sunabilmemizin için TDA’nın iyi temellendirilmiş bir yorumunu sağlayabilmeniz gerekiyor. TDA’ın işaret ettiği şekilde, ilgili taksonomik iddianın, anlambilim-edimbilim ayırımı gibi açıklayıcı yörün ajremlara dair yorumlara koşullarını saştayabileceğimiz bir tür oluşturucu birlesenleri (seçil bir dili, bir teorik önem/explanandum L-ilgili önem, açıklayıcılar/explanantia n-tane ayrınnlarla tanımlı üretim/küme-özel fonksiyon) içerir. Bu bağlamda, anlambilim-edimbilim ayırımı ilgili ders dair, hangi explanandum ve hangi explanantia sorularına bağlı olarak çok farklı şekillerde tanımlanabilir. Başka bir deyişle, TDA’da bir durum occurucu birlesenin farklı bir yorumuna paralel olarak teorik tutarlılığı bu bakımdan sınırlı olmayacak şekilde bir yorumunda oluşanabilir. İlk olarak, ocurucu birlesen Dili yalnızca doğal dile veya formel dillerden birinden indirgenemez indirgenemez de olabileceğini gibi her ikişine de kapsayacak bir dili nosyonu kabul edilebilir. Ilgili dilin tahayyül edilebileceği bir durum olunur ama bu durumun anlambilim-edimbilim ayırının anlambilim edimbilim ayırımı (ör. temel ölçü) olgusunu da güvence altına almamızı gerekir. Bu nedenle TDA’ya dayanarak formüle olabileceğini taşıyoruz.TDA’sın oluşturucu öğrencilerin yol açıkları bilgisi bilgisi olmak üzere, oluyor. TDA’nın açıklayıcı dilsel ayrınnı monotonik iliski içerisinde düşünduğumuz (ör. temel ölçü) anlambilim-edimbilim ayırımı makul şekilde sunabilmeciz. Bu nedenle TDA’nın açıklayıcı dilsel ayrınnı monotonik olmayan bir şemada bölümü. Anlambilim edimbilim anlambilim-edimbilim ayırımı temellendirme teorik-görevi olarak makul olan keyfi bir öne-sürüm olmustan öte geçmeyecek beyhude bir çaba haline gelir. Polat, M. / Gaziantep University Journal of Social Sciences 2020 19(3) 885-904
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Introduction

In linguistics and philosophy, *syntax, semantics, and pragmatics* are typically held to schematize some complementary but distinct aspects (i.e. explanans/explanantia) in a language with respect to some related significance (i.e. explanandum) such as meaning, language comprehension, communication, and linguistic cognition. The basic triadic model could be traced back to Charles Morris’ (1938) and Rudolf Carnap’s (1937, 1942) formulations, and it can be standardly articulated as follows:

(a) syntax: the study of formal relations of one lexical code with another; (b) semantics: the study of formal relations between lexical codes and what they encode; (c) pragmatics: the relations of lexical codes to their users and interpreters (Huang, 2014; Levinson, 1983).

Each aspect seemingly contributes its own explanatory significance to the exhaustive analysis of the relevant explanandum. Therefore, each aspect seemingly corresponds to particular domains (i.e. extensional contribution) and/or domain-specific functions (i.e. intensional contribution) by which an aspect can be distinguishable from another. By a domain of an aspect in the basic triad, I simply mean the extensional feature of an aspect in the sense that a domain of an aspect, if any, includes its very own extensional members or topics such as some particular phenomena, properties, processes, relations. Relevance, a domain-specific function, as I discuss, amounts to the intensional feature of an aspect by which the domain of an aspect is distinctively defined in a given language. To illustrate, the definition of syntax in the above standard representation, i.e. the study of code-to-code relations and codificational rules, corresponds to a domain-specific function whereas phenomena such as the hearsay particle in Turkish (-miş/miş) constitutes the domain of syntax.

Undoubtedly, such a schematic representation of language, which exhaustively compartmentalizes it into distinct domains and/or domain-specific functions, offers a *prima facie* methodological convenience for a comprehensive analysis of language. After all, it taxonomically guides a theorist to divide the given language study into distinct yet complementary *stuff* (phenomena, mechanisms, processes, properties, or whatever) so that the theorist holds a practical and explanatory model in the task of language analysis. Although the basic triad seems to be an effective tool of analysis, it is worth questioning whether the proposed aspects are theoretically warranted in the face of the notions and assumptions on which it rests. In other words, the basic triad, if it successfully explains the given language with respect to the distinct aspects, must rely on profoundly grounded aspects to the effect that each aspect would stand for a canonized category for the analysis of the language in question. Otherwise, the basic triad would turn out to be a *stipulative schema* which has no substantial import independently of its practical convenience in the taxonomy of language study. Thus, it is indispensable for a theorist to seek out substantivizing the given aspects on profound grounds.

---

1 Notice that I have no intention commit myself into any technical use of the term as in *stuff ontology*. Drawing on Stojanovic (2014), I adopt the term *stuff* for not committing myself into any precise definition concerning with syntax, semantics, or pragmatics.

2 Stipulative definition/schema, as opposed to substantial ones, assigns a contextually arbitrary or a theory-relative meaning/role/features onto a term or a schema for the sake of given discussion, argumentative progress, and such with respect to some query. Thereby, the basic triad, if it is a stipulative schema at all, is an arbitrarily constructed framework for modeling language structure regardless of thinking such a model exists on logical/factual/empirical basis.
Hence, the basic triad, in its standard representation, implicates one central assumption, which I call the Taxonomical Distinction Assumption, that simply displays the definitive divisibility of language based on some intensionally and/or extensionally distinguishable explanantia with respect to some explanandum pertaining to the language in question. The Taxonomical Distinction Assumption (hereafter TDA) simply goes as follows:

**TDA:** In a language \( L \), there are distinguishable \( n \)-tuple of aspects (i.e. explanantia) of \( L \)-related significance (i.e. explanandum) if and only if there are respectively distinguishable \( n \)-tuple domains and/or domain-specific functions that are substantial - to some degree or another - in accounting for \( L \)-related significance.

It is possible to tackle TDA at two levels of interpretation, i.e. object-level and meta-level, which implicate further assumptions at the respective levels. At the object-level interpretation of TDA, the focal point of analysis merely concerns with how to viably delimit or characterize the given aspects which are conceptually derivative on the exhaustively interconnected components - namely, a language \( L \), an explanandum \( L \)-related significance, explanantia \( n \)-tuple aspects in \( L \) - under the structure of TDA. Yet, the meta-level interpretation of TDA merely focuses on the structure of TDA itself under which the components in TDA are interconnected.

Any task of grounding the basic triad, thereby, requires a theorist of providing (i) well-grounded characterization of the posited aspects with respect to the given components in TDA and (ii) principled reasons for adopting the given aspects under the very structure of TDA instead of under some other structure (triadic or non-triadic, monotonic or non-monotonic) for the divisibility of language. Nevertheless, grounding the basic triad is excessively arduous and demanding task with respect to the object-level and meta-level interpretations entailing to TDA. Because, the components in TDA by which syntax, semantics, and pragmatics are defined and structured might be construed and interconnected in numerous manners. Consequently, the boundaries amongst syntax, semantics, and pragmatics could be postulated in numerous distinct manners. Hence, many philosophers and linguists, as will be visited later, have proposed differing characterizations of the aspects based on their disputes over the contentious question of how to coherently conceptualize each component in TDA along with some accompanying notions. Although such characterizations might be enumerated unrestrictedly, there are some underlying convictions to which each interpretation of the basic triad and its aspects must address in order to provide a profound ground for endorsing such a taxonomical division of language.

Particularly, the question of how to draw the boundaries between semantics and pragmatics has, in the last decades, come to the fore as one of the most predominantly discussed questions in philosophy of language and linguistics.\(^3\) Given what has been pointed out earlier, these discussions have accordingly focused on two levels of inquiry: (i) a quest for a well-grounded characterization (and thereby a principled distinction) of semantics and pragmatics; (ii) a quest for a meta-linguistic structure under which they are entertained. The first horn of the inquiry led many theorists such as Bach, Borg, Carston, Cappelen and Lepore, and Recanati to seek out theoretically coherent and empirically plausible marks of semantics and pragmatics which satisfy some adopted explanatory significance in virtue of some relevant language phenomena (e.g. deictic expressions), the adopted notions (e.g. meaning, truth, proposition),

---

\(^3\) Ariel, 2010; Bach, 1999b,2004a, 2004b,2005,2007,2012; Bach & Bezuidenhout, 2002; Bianchi, 2004; Borg, 2004; Cappelen & Lepore, 2005, 2007, 2008; Carston, 1999, 2002, 2007, 2008a, 2008b; Dever, 2013; Gauker, 2012; Gillon, 2008; Jaszcultz, 2012, 2019; Katsos, 2008; King & Stanley, 2005; Nemo, 1999; Peregrin, 1999; Recanati, 2002a, 2002b; Salmon, 2005; Stalnaker, 1970; Stanley, 2005, 2007; Stojanovic, 2008, 2014; Szabo, 2006; Travis, 2008; Sperber & Wilson, 2002.
criteria (e.g. context-sensitivity), theoretical commitments (e.g. the correspondence theory of truth, structured propositions) and such. On the other hand, the second horn of the inquiry led some other theorists such as Nemo, Jaszczolt, and Stojanovic to question the meta-linguistic grounds of positing the semantics-pragmatics distinction as it appears in the basic triad within the structure of TDA.

In this paper, I will critically outline the semantics-pragmatics distinction with respect to these two levels of inquiry while showing why and how the task of grounding the semantics-pragmatics distinction seems to be over arduous and overdemanding. In the light of this, I will consequently discuss why the basic triad itself, along with the aspect distinctions derived from it, seems to be a stipulative schema rather than a well-grounded model for the structure of language or linguistic cognition. In what follows, I will initially address the question of how to draw the semantics-pragmatics distinction considering distinct ways of charting out these aspects as they are presented in the literature. In doing so, I will carve out the presumptive provisions and underlying notions that shape the varying interpretations of the distinction. Then, I will take issue with the entire enterprise of grounding the semantics-pragmatics distinction to the effect that I will present a deflationary account of it.

**Charting out the Semantics-Pragmatics Distinction**

For current purposes, it can be reiterated that the basic triad which amounts to a seemingly definitive taxonomy of language study with respect to the constitutive components (a language L, an explanandum L-related significance and explanantia distinguishable n-tuple of domains/domain-specific functions) might be construed in numerous distinct ways based on what language/explanandum/explanantia one adopts in his postulation of the basic triad. In other words, it is conceivable to provide unrestrictedly many interpretations for each component irrespective of their theoretical coherency.

First, the accounts of the semantics-pragmatics distinction might go into divergent ways based on the adopted notion or kind of language. As it is employed in the standard Carnapian paradigm of the basic triad, the relevant notion of language signifies some universalized conception of formally regimented natural language with respect to what information/propositional content they encode at the public language level.\(^4\) Such a conceptualization of the component L reflects the general agenda purported in ideal language philosophy tradition. According to the proponents of ideal language philosophy such as Carnap, a natural language system can be formally modeled after a formal system of logic to the effect that the analysis of natural languages becomes on par with the analysis of formal systems of logic in terms of their intensional and extensional functions.

Still, modeling a natural language after a formal system of logic must profoundly lay out the similarities and dissimilarities amongst these distinct kinds of language. In other words, there must be grounds to account for similar/dissimilar components in a system modeled after another one. To illustrate, there might be some features of natural languages that are difficult to subsume under a formal system of logic. As Montague (1970, 1974) notices; natural languages, as opposed to formal languages, are abundant with deictic expressions (e.g. ‘you’, ‘here’, ‘this’) whose denotations cannot be identified without any context of use. In this vein, Lewis (1980) and Stalnaker (1981), for instance, devise more refined model-theoretic accounts

\(^4\) Philosophers generally endorse the idea that a language L in a given account of the basic triad represents a universal notion of language so that every natural language partakes of the same schematic structure and the same categorical functions. Thereby, particular elements in a particular natural language (e.g. the rules for use of possessive pronouns in English) are model-theoretically subsumed under universal categories.
(e.g. possible world semantics, index-theoretical semantics) as a model on which natural languages can be constructed. As a result, some other systems of logic are brought out to meet with natural languages. However, such approaches rely on the analogy between formal languages and natural languages that we in return can map natural language semantics/pragmatics onto a suitable system of formal semantics/pragmatics.

Considering this characterization of the component $L$ in $TDA$, it is doubtful if such an analogy between natural languages and formal languages satisfactorily holds in terms of their matching counterparts. Peregrin (1999) hereby suggests that there is no contention about demarcating syntax, semantics, and pragmatics in formal languages. There are three distinct aspects in a formal language: “syntax proper (delimiting well-formedness, i.e., the class of the expressions of the language), proof theory or ‘logical syntax’ (delimiting provability, i.e., the class of the theorems of the language) and model theory or semantics (delimiting validity, i.e., the class of tautologies or analytic truths of the system)” (Peregrin, 1999, pp. 428-9). Interestingly, pragmatics seems to have no counterpart in this formal schema if it is conceived to concern with the context of use. This is so, it might be illegitimate to model natural languages after formal languages which do not have any analogous domain for pragmatics. Thus, a theorist can endorse that the component language $L$ in $TDA$ exclusively stands for natural languages since no formal language has any aspect such as pragmatics.

Additionally, linguistic comprehension concerning with the notion of language $L$ might be construed at two levels, i.e. publicly accessible and inaccessible levels. Hereby, appealing to such distinct levels of linguistic comprehension results in distinct interpretations of the basic triad along with the semantics-pragmatics interface. Regarding these levels, Carston (2008b), for instance, holds that there are personal (publicly accessible) and sub-personal (publicly inaccessible) levels of linguistic comprehension. According to her, linguistic comprehension at the personal level includes conscious and publicly explicit processes whereas the sub-personal level of linguistic comprehension is composed of pre-reflective, automatic, and publicly implicit processes. Just as in Carnap’s semantics-pragmatics distinction and in Grice’s distinction between what is said and what is implicated, philosophers often take the public language level into account while schematizing the language study.\footnote{Grice’s distinction between saying and implicating follows from the communicational phenomenon that there can be some informative gap between what is said by an utterance and what is communicated by it as in the case of ironies, metaphors and such. Here, Grice holds that what is said by an utterance is “closely related to the conventional meaning of the words (the sentence) . . . uttered” (1989, p.25). He further holds that what is implicated by an utterance corresponds to what addressees can infer from what a speaker says by this utterance in the relevant context or co-text of use by virtue of some rational communicative principles.}

It is also possible for a theorist to apply the schematic representation to the notion of language at the sub-personal level. Here, the relevance-theoretic account of the basic triad which was first introduced by Dan Sperber & Deirdre Wilson (1986)-interpret semantics and pragmatics through associating each aspect with fundamentally different types of cognitive processes which precedingly underlie the public-level appearances of language. According to the relevance theorists, semantics entertains coding/decoding processes by which linguistic codes are paired with their conventional meanings while pragmatics concerns with inferential processes whereby “one can integrate this [conventional] meaning with other information available from the context to arrive at the interpretation of an utterance” (Szabo, 2006, p. 371). As Carston (2008b) points out, the decoding process (semantic process) “is performed by an autonomous linguistic system” that automatically and modularly implements some computational rules resulting in “an output representation, which is the semantic representation, or logical form, of the sentence or phrase employed in the utterance” (pp.57-8). On the other hand, the inferential process (pragmatic process) occurs when the outputs of the
decoding process are integrated with contextual information to recognize what the speaker intends to convey. Here, it is worth noticing that the relevance theorists do not restrict the inferential processes to the public/conscious levels of linguistic representations so that they differ from Grice’s account of implicatures or any such utterance interpretations.⁶ They believe that the inferential processes in utterance interpretation can equally operate at the subconscious cognitive levels of linguistic representations.

Regarding the constitutive components in TDA, the adopted notion of \( L\)-related significance, in addition to the assigned notion of language \( L\), might vary from one account to another. First, the notion of \( L\)-related significance by which the taxonomical division of labor in a language is mediated also diversifies depending on what notion or kind of language is in play. After all, \( L\)-related significance amounts to some adopted explanandum relevant to some adopted language, and thereby what is to be explained about a language depends on what this language stands for. If one, for instance, applies the basic triad onto formal languages with respect to the notion of meaning as the adopted explanandum then she must provide the analysis of meaning in accordance with what formal language she picks out. To illustrate, the formal system of standard deductive logic (e.g. first-order propositional logic) and the formal systems of non-standard logic (e.g. quantifier modal logic) do not share nor stipulate the same \( L\)-related significance such as truth-assignments or truth-evaluability if this \( L\)-related significance is taken as meaning. In other words, the different systems of distinct kinds of languages might produce different interpretations of the same \( L\)-related significance. Furthermore, some accounts of the schematic division of language might simply attempt to account for conceptually distinct explanandum so that they also propose the distinct accounts of the semantics-pragmatics distinction. Linguistics, for instance, typically takes this significance as the systematicity in the study of natural languages so that the aspects are to stand for methodologically substantial fields in the study of language. In contrast with a much more comprehensive interpretation of \( L\)-related significance in linguistics, philosophers often mediate the basic triad through relatively narrow notions of significance. Carnap, for instance, takes \( L\)-related significance as a well-grounded understanding of lexically encoded meaning in natural languages with respect to the general conditions of formal provability/validity. Still, Gricean and Neo-Gricean theorists, for instance, set a much more comprehensive explanatory agenda to fulfill by means of the schematic representation of language. They typically seek out the plausibility of language understanding in communication and thus a formally restricted notion of \( L\)-related significance such as lexically encoded meaning in natural languages becomes too narrow to satisfy.

These interpretative variations manifest themselves not only through these constitutive components such as language \( L\) and \( L\)-related significance but also through the more particular notions falling under them. As introduced earlier, the basic triad typically endorses: (i) syntax concerns with the formal category encompassing the code-to-code relations and the codification rules in a language; (ii) semantics deals with the formal relations between codes and what content are encoded/denoted by them; (iii) pragmatics works out the interlocutors’ relations with these codes in their uses. Thus, how to construe the boundaries among the aspects particularly depend on the following notions: (i) codes (formal/ natural, linguistic/non-linguistic, type-like/token-like, implicit/explicit and etc.), (ii) content (e.g. stable/unstable,

---

⁶ Implicatures, according to Grice, are communicative implications that are different from inference and entailment relations which solely rest on logically or truth-conditionally relevant meanings in each well-formed expression. Broadly speaking, an implicature is an inference from what is said by an utterance in accordance with interlocutor’s communicative co-operation. Unlike the relevance theoretical accounts, Grice’s account of implicatures constrains such inferential processes onto publicly accessible dimension of language through that interlocutors can co-operatively work through.
literal/non-literal, representational/non-representational, propositional/non-propositional, assertoric/non-assertoric, and etc.), (iii) relation (e.g. logical entailment, non-logical implication, relevance, decoding, inferential, and etc.), (v) use (e.g. competence/performance, contextual/non-contextual, conventional/conversational, sentence meaning/ speaker’s meaning, and etc.). Hence, the aspects of the basic triad can be distinctively interfaced so that each portrayal possibly entertains a distinct interpretation of the constitutive components and their accompanying notions. The interpretations of the interfaces amongst the aspects might also be drastically enumerated so that the theories of the semantics-pragmatics distinction, at the object-level, diverge from each other in virtue of how to construe these constitutive components along with the relevant notions. After all, different conceptualizations of the same notion ultimately determine how an account of the semantics-pragmatics distinction presents the domains and/or domain-specific functions of these aspects with respect to the given L-related significance in the adopted language.

Some discussions on the context-sensitivity criterion for pragmatics clearly exemplifies such an interpretative variation at hand.⁷ According to the context-sensitivity criterion, pragmatics concerns with the contextual effects on how interlocutors use and interpret an utterance of an expression in a given context (e.g. ‘I’m not her brother’) while semantics involves with how interlocutors use and interpret an utterance of an expression irrespective of a given context and its effects (e.g. ‘Some brothers do not have sisters’). Depending on how the notion of context is conceptualized, the context-sensitivity criterion, and thereby the semantics-pragmatics distinction, can be postulated in varying ways. According to one standard depiction, the context is the physical/extra-linguistic setting in which an utterance occurs that can be saliently and mutually recognized by the interlocutors in this act of utterance and/or the interpretation of it (Allott, 2010; Caplan, 2003; Salmon, 2002). Philosophers often label this notion of context as the physical context in which the context of an utterance consists of all physical features (interlocutors’ identity, time, place, intonations, gestures and etc.) which become relevant to the interpretation of this very utterance (Caplan, 2003; Lewis, 1980). Nonetheless, this conception of context does not exhaust all the other plausible alternatives. By contrast, Bach considers that the notion of context cannot be entirely extra-linguistic setting in the face of phenomenon such as co-text (e.g. speech act adverbials such as ‘However’ and ‘moreover’) that make what some text or utterance conveys relevant to what another text or utterance conveys. Hereby, Bach posits two types of context, i.e. narrow context and broad context. The former includes any linguistically signaled contribution from the context that becomes relevant to “specify the speaker, the place, the time and perhaps the world” while the latter “includes that and all the rest” (Stojanovic, 2008, p.318).

Even though there could be a consensus on the constitutive components (language L, L-related significance, n-tuple of domains/domain-specific functions) in TDA, the adopted domains and/or domain-specific functions which delimit each aspect distinctively could be constructed based on the distinct interpretations of more particular notions affiliated with these aspects. To wrap up, the task of grounding distinct linguistic aspects inherits some interpretative provisions (i.e. the constitutive components such as language L and L-related significance and the relevant notions) by which theorists can provide varying, even irreconcilably competing, analyses of the same aspects, namely semantics and pragmatics. So far, it has been underlined that there are general categories and notions that any theory, which commits itself to the divisibility of language study into distinct aspects, endorses and construes in one way or another. Nevertheless, any commitment to such a division of labor further follows

⁷ See Bach 2004a, 2005,2012; Travis, 2008; Recanati, 2002, 2004a, 2005; Stanley & Szabo, 2000a; Berg, 2002; Borg, 2004, Cappelen & Lepore, 2008; King & Stanley, 2005.
some general characteristics of the domains/domain-specific functions which delimit each aspect distinctly. These characteristics can be stipulated as follows:

(1) Integrity: The proposed aspects, as a whole, are held to constitute an integrity to form an explanatory model for the adopted language. Thus, each aspect in the language study has no redundancy in accounting for the given linguistic explanandum.

(2) Definitiveness: The proposed aspects are definitively distinguishable in the sense that there is no anomalous/borderline stuff which brings out ambiguity as to what aspect is to be held in the face of given linguistic stuff. Thus, any linguistic analysis in a given language has the marks of these aspects definitively.

(3) Autonomy: Each proposed aspect bears some degree of autonomy in the sense that the proposed aspects have their own domains and/or domain-specific functions by which we can definitively distinguish one aspect from another. Thus, each aspect bears its own distinguishing mark.

(4) Amenability: The proposed aspects interface with one another in an amenable manner (e.g. symmetrical or asymmetrical) to the effect that all/most/some pragmatic phenomena, for instance, homogenously rely on syntactic or semantic components while all/most/some semantic phenomena monotonically rely on syntactic or pragmatic components and so on. In its typical Carnapian representation, the basic triad constructs the interfaces between syntax, semantics, and pragmatics asymmetrically. According to it, the domain of discourse concerning with each aspect impinges on each other in a one-directional way of amenability to the effect that all/most/some pragmatic phenomena rest on semantic components, all/most/some semantic phenomena rest on syntactic components and so on.

(5) Derivativeness: The proposed aspects are not sui generis categories and yet they are derivative some preceding notions and assumptions concerning with the previously mentioned interpretative provisions. Postulating taxonomically distinct categories such as semantics and pragmatics already rests on the higher-order assumption that the language in question -either a particular system of constructed language or every natural language- can be classified substantively. Yet, such a postulation is also derivative at the object level of analysis. The proposed aspects are also derived from a general theory of language which needs to include prior analyses on the notions such as linguistic signs, meaning, linguistic relations and so on. Thus, grounding the proposed aspects inherently requires one of providing well-grounded accounts of the notions such as sentence, proposition, implication and so on.

The above characteristics constitute a further basis of digression on how to chart semantics and pragmatics within an aspect distinction schema such as the basic triad. In other words, many theorists digress on how to construe the above convictions concerning with the characteristics of the adopted characteristics. An interpretation of the integrity characteristic, for instance, typically occurs in nearly all formulations of the semantics-pragmatics distinction. Nevertheless, there are at least four theoretical positions on the semantics-pragmatics distinction in virtue of the above characteristics including the integrity characteristic: complementarism, reductionism, and expansionism (Huang, 2014; Nemo, 1999).
The complementarist views typically preserve the semantics-pragmatics distinction in one way or another whereas the reductionist views melt one aspect into another. Hereby, the complementarism holds that semantics and pragmatics are thought to be complementary and/or they hold a degree of autonomy with respect to their domains/domain-specific functions. As in the Carnapian representation of the basic triad, any view which commits itself to the divisibility of language into distinct aspects also commits itself to one or another sort of complementarism. Furthermore, the complementarist view takes each aspect to be indispensable (at least with varying degrees) for theorizing linguistic understanding. Thereby, complementarism holds that both semantics and pragmatics are integral explanantia in accounting for the relevant explanandum in a theory of language.

Moreover, reductionism simply takes issue with any putative integrity held between semantics and pragmatics. Accordingly, it contends that one of these aspects has no genuine explanatory role in accounting for the given explanandum. Since the reductionist view posits the redundancy of either one of these aspects, the distinction between semantics and pragmatics in the basic triad can be nullified by incorporating one aspect into another. Drawing on the later Wittgenstein’s theory of meaning, many philosophers such as Travis (2008) interpret the integrity characteristic in favor of pragmatics since endorsing meaning as use seems to implicate the redundancy of semantics which is portrayed to concern what the linguistic codes encode irrespective of their communicative uses. Besides, there is another reductionist stance that pragmatics could be entirely incorporated into semantics to the effect that there are only syntactic and semantic aspects of language study. Many formal semanticists such as Montague (1970) and Lewis (1980) describe this sort of reductionism exclusively for formal languages. They mainly believe that pragmatic stuff only arises from indexical expressions and thus languages devoid of indexical expressions, for them, do not include pragmatics as an aspect (King & Stanley, 2005). Although reductionism argues for reducing the number of explanantia, it is also possible to argue for introducing an additional explanans. Hereby, expansionism offers to widen the basic triad by stipulating a further aspect or aspects. Stojanovic (2014), for instance, widens the basic triadic model by introducing a non-redundant aspect, i.e. ‘pre-pragmatics’, which stands in between semantics and pragmatics. In doing so, she attempts to ground the seemingly borderline cases which obfuscate the boundaries amongst semantics and pragmatics. In this regard, expansionism offers additional aspects to constitute an integrity to satisfy with the explanandum in question.

Again, the characteristic of definitiveness is open to distinct interpretations depending on what defining roles/distinguishing marks are embraced regarding the given language and explanandum. If a theorist endorses semantics and pragmatics as somewhat significant explanantia explaining the explanandum in question, then she needs to be in a position to draw a sharp and pertinent distinction between semantics and pragmatics so that she can consistently point out what is, and what is not, marked as semantic/pragmatic stuff. Nevertheless, how to distinguish semantics and pragmatics in a principled way varies based on how to coherently stipulate these aspect-related roles and marks in the face of some linguistic phenomena from the adopted language along with its accompanying explanandum. Hereby, the characteristic of definitiveness leads us to answer the question of how to delimit semantics and pragmatics in the first place. At this point, there are three ways to delimit each aspect for the sake of making a sharp distinction between the aspects: (i) delimiting by postulating dichotomies; (ii) delimiting by language phenomena; (iii) delimiting by postulating criteria/criterion. For now, it can be held that the definitiveness characteristic, just as the other characteristics, can be plausibly construed in distinct manners.

Regarding the first way, it is worth recapturing that the diversifying distinctions between semantics and pragmatics, at least for the complementarist views, implicate different
systems of semantics, each of which comes along with their own system of pragmatics. Similarly, Levinson (1983) introduces more than ten possible definitions for the distinction by underlining what seems to be problematic for each definition considering the given criteria and borderline cases from natural languages. Not deciding on one of these definitions, he concludes that it is difficult to provide a definitive and intensional definition for pragmatics along with semantics. Considering this very particular problematic, Mira Ariel (2010) makes the point that “the definition problem became the delimitation problem” when the theorists in the literature could not come up with an “intensional definition by reference to a set of [distinctive] properties” (p. 94). Thus, it might be plausible to entertain the characteristic of definitiveness for the semantics-pragmatics interfaces through postulating some expository dichotomies instead. In this fashion, Huang (2014) and Nemo (1999) list the dichotomic ways by which the semantics-pragmatics distinction is to be delimited. These dichotomies often go as follows:

- sign/world relation vs. sign/users relation;
- meaning vs. use;
- code vs. use;
- conventional vs. non-conventional meaning;
- competence vs. performance;
- truth-conditionality vs. non-truth conditionality;
- compositionality vs. non-compositionality;
- type vs. token;
- context insensitivity vs. context sensitivity;
- saying vs. implicating;
- explicit vs. implicit;
- decoding processes vs. inferential processes

These enlisted dichotomies are provisional although the list looks definitive enough to exhaust much of the proposed ways to delimit the distinction. If it is recalled that the constitutive components in TDA and the related notions function as interpretative provisions on how to construe the semantics-pragmatics distinction, it is obvious that the enlisted dichotomies are also subjected to the interpretative variations relying on the question of what language, explanatory significance and related notions are adopted.

The definitiveness characteristic might also appear by means of delimiting semantics and pragmatics in accordance with certain natural language phenomena. That is to say, some philosophers contend that pointing out the extensions of each aspect in a given language suffices to show how pragmatics definitively distinguishes from semantics and vice versa. Levinson (1983) marks such definitions as extensional one and he further formulates the following definition of pragmatics by crediting it to Stalnaker: “Pragmatics is the study of deixis, implicature, presupposition, speech acts, and aspects of discourse structure” (p. 27). Such extensional definitions only delimit the extensional boundaries of the relevant aspect such as pragmatics. Nevertheless, it seems to restrict the extensional boundaries with a limited number of phenomena that are taken to be canonized. Hence, one can argue for adding other phenomena as pragmatic once she adopts them as canonized phenomena for pragmatics with respect to the notion of language which she adopts in the first place. Thus, it is always possible to find new sets of canonized topics in the adopted language depending on what pragmatics covers in this adopted language. It is mainly because any topic in a given language becomes canonized for delimiting pragmatics only if the adopted system of pragmatics in this language already satisfies the proposed topics. Therefore, how these canonized topics are labeled as pragmatic in the extension of the given language already requires an intensional definition of pragmatics. Hence, the extensional definition, in turn, gets into a vicious circle in the sense that the delimiting what phenomena fall under pragmatic analysis already presupposes a criterion to distinguish the domain of semantics from the domain of pragmatics. Consequently, the list does not have to exhaust all possible linguistic phenomena which straddle our adopted definitions of semantics and pragmatics. If our definitions have no intensional character, then they do not signify a sharp distinction. Consequently, we can face some linguistic cases which we can neither count as semantic nor count as pragmatic. Similarly, Levinson (1983) remarks:
For in common with all extensional definitions, it provides no criteria for the inclusion or exclusion of further phenomena that may come to our attention; at best one can say that what warrants pragmatic treatment for some new topic is simply linguists’ consensus based on intuitive ‘family resemblance’ to more familiar topics. (p.27)

In this vein, one can propose the characteristic of definitiveness concerning with the domains of semantics and pragmatics by pointing out some extensional stuff as definitively semantic/pragmatic in a given language. Thus, such a depiction of definitiveness which is extensional in nature seems to be a ready-to-hand remedy to chart out whether some linguistic stuff is pragmatic/semantic or not. Nevertheless, it indispensably implicates the fact that there still must be an intensional definition of these aspects in order to speak of the reason why such and such phenomena are or are to be pointed out as semantic/pragmatic in the first place. Thus, this second way of constructing the definitiveness characteristic eventually gears us to discuss how to construct these aspects intensionally.

Considering the definitive construction of semantics and pragmatics by intensional characterization of them, the third way contends that one can definitively delimit semantics and pragmatics by figuring out what specific functions/roles make these aspects distinct explanans. In the literature, many theorists often appeal to three types of criterion to represent functionally or intensionally specific marks of each aspect, namely conventional meaning vs. non-conventional meaning; context-insensitivity vs. context-sensitivity; truth-conditionality vs. non-truth-conditionality. For the sake of brevity, these criteria can be summarized through narrowing them down to the notion of meaning as follows: (i) the conventionality criterion holds that the mark of semantics is lexically encoded meaning while pragmatics concerns with conversationally/non-lexically conveyed meaning; (ii) the context-sensitivity criterion contends that the mark of semantics is context-invariant/standing meaning while the mark of pragmatics amounts to context-variant meaning; (iii) the truth-conditionality criterion sets out the mark of semantics to be truth-conditional meaning while taking pragmatics as the domain of non-truth-conditional meaning. Again, it is worth noting that these criteria might be adopted in drastically divergent ways depending on how a theorist construe them in accordance with the language, L-related significance, and the relevant notions in TDA. First, if one needs to assess the question of how semantics and pragmatics can be delimited definitively in virtue of their intensional character then she must check whether the given intensional characterization of these aspects bears not only theoretical coherence in the face of adopted notions but also empirical plausibility in the face of language in question. Thereby, empirical plausibility is a derivative matter on what language is adopted in the first place while theoretical coherence ultimately relies on how a theorist construes the relevant notions. If a theorist appeals to the conventionality criterion to natural languages, then she must be in a position to explain why such and such phenomena in natural languages accord with the given criterion. To illustrate, the proponents of this criterion holds that lexically encoded meaning of an expression corresponds to built-in content/representation as in the cases of proper names, number determiners and quantifier domain modifiers, and logical connectives. Nonetheless, attaching this sort of stability to lexically encoded meaning in natural languages further brings out the burden of explaining some expressions such as deictic expressions which correspond to unstable representations on distinct occasions of use although they seem to have some stable function about how to pick out these representations in the relevant context.

---

8 See Bach, 1999b, 2004a, 2004b; Bach & Bezuidenhout, 2002; Bianchi, 2004; Carston, 1999, 2007, 2008a; Gillon, 2008; Huang, 2014; Jasczczolt, 2012. Although the terms such as ‘literal meaning’ and ‘context-sensitivity’ can differ from one theory to another, they still share some degree of convention here.

9 David Kaplan’s (1989) analysis of standing meaning, which consists of his distinction between character and content, provides a similar strategy. Here, the character of a deictic expression serves to be a stable function, in a
Furthermore, the criteria do not exhaustively work through the notion of meaning in the adopted language although they are exemplified in this way for the sake of argumentative clarity. The accounts which formulate some intensional marks for the definitive picture of semantics and pragmatics can diverge not only on how to theorize the particular notion of meaning but also on what other notion they apply the criteria irrespective of such a particular interpretation of meaning. In other words, the meaning-oriented interpretations of the criteria do not exhaust all the other ways employing these criteria. The relevance-theoretic accounts, for instance, associate semantics and pragmatics with distinct cognitive processes instead of affiliating them with distinct contents. For instance, Carston posits that the semantics-pragmatics distinction corresponds to a distinction between decoding and inference processes so that the former “is performed by an autonomous linguistic system” that automatically and modularly implements some computational rules result in “an output representation, which is the semantic representation, or logical form, of the sentence or phrase employed in the utterance” (2008a, pp.321-2). However, the inference process integrates the outputs of the decoding process with contextual information recognize what the speaker intends to convey. Therefore, the criteria can also be grounded in cognitive processes rather than contents.

The discussion this far has been focused on how theorists typically characterize the integrity and definitiveness of the boundaries among semantics and pragmatics. As discussed, these characteristics can be fairly interpreted in distinct ways in accordance with how the interpretative provisions in TDA are conceptualized. Given this conclusion, the characteristic of amenability and the characteristic of autonomy are also susceptible to interpretative variations amongst theories. For the sake of the characteristic of amenability, many theorists such as Carnap, for instance, think that there is a transitive but asymmetrical relation between the aspects in the sense that syntax provides “input to semantics, which in turn provides input to pragmatics” (Huang, 2014, p.2). Holding that semantics exclusively concerns with truth-conditional content, Gazdar (1979), in this fashion, presents a clear-cut interpretation of the amenability and autonomy convictions by his illustrious formula: “Pragmatics = Meaning - Truth-Conditions” (p.2). Furthermore, the view which is commonly coined as pragmatic wastebasket notion also embodies an interpretation of the amenability characteristic since it simply defines pragmatics as the study of “all those aspects of meaning not captured in a semantic theory” (Levinson, 1983, p.12). The wastebasket notion treats pragmatics to be merely subsidiary or amenable to semantics so that pragmatics as an explanans has no intensional contribution to the explanandum in question and thereby it merely becomes an extensional aspect consisting of non-semantic elements in the given language. So, the wastebasket notion of pragmatics also exemplifies how the characteristics such as autonomy and amenability can vary from one interpretation to another.

Philosophers such as Recanati, Searle and Travis, on the other hand, beg the difference by portraying the autonomy and amenability characteristics in favor of pragmatics. Hereby, they defend the notion of pragmatic intrusion which can be contrasted with the notion of the pragmatic wastebasket. According to the former notion, all/most/some pragmatic stuff (phenomena, mechanisms, principles, properties, and content) which are allegedly non-semantic intrude into sentences to bring out semantic stuff. In this respect, semantics as an explanans becomes amenable to pragmatics in all/most/some cases while semantics entertains a lesser degree of autonomy. Better yet, reductionism, for instance, rejects any degree of autonomy for either one of these aspects due to the conviction that one of these aspects

sense conventional, which characteristically mediates the relation between a content of deictic expression and its occasion of use. For instance, the character of an indexical ‘I’ amounts to the first-person speaker of a given utterance and it is a stable function attached to the expression types which include it. On the other hand, the content of this indexical varies as the speaker changes.
collapses into another. Similarly, expansionism provides a different construal of the autonomy characteristic based on the idea that autonomous domains which seemingly belong to semantics and pragmatics fall within the autonomous domain of an additional explanans such as pre-pragmatics.

Leaving aside the rest of the characteristics, the derivativeness characteristic further brings out a rift amongst the accounts of the semantics-pragmatics distinction. For one thing, a theorist can ground or entertain distinct notions and theories which precede any postulation about the divisibility of language into distinct aspects. To illustrate, Grice’s intention-based semantics for natural languages, for example, does not share the same notion of meaning with Carnap’s formal semantics. For another thing, even if theorists can reconcile over the preceding notions and theories from which the aspects such as semantics and pragmatics derive then there is still enough space to digress on how to frame the definitive divisibility of language based on intentionally and/or extensionally distinguishable, n-tuple of, explanans with respect to some explanandum pertaining to the language in question. Recalling the very structure of TDA, any semantics-pragmatics distinction which occurs within the framework of TDA rests on a taxonomy of somehow monotonic domains just as the definitiveness, amenability, autonomy characteristics suggest. In other words, the clearly distinguishable ranges (outputs) of one domain-specific function of an aspect are to be-in one way or another- the clearly distinguishable inputs of the other domain-specific function of an aspect. Accordingly, the input-output relation monotonically holds between the aspects to the effect that they-with varying degrees of contribution-constitute an integrity to ground for the given explanandum. However, theorists are not obliged to accept this monotonic schema itself nor they have to appeal to the input-output relation between semantics and pragmatics if they want to postulate the divisibility of language the aspects such as semantics and pragmatics. For instance, Levinson (2000), hereby, underlines:

There is every reason then to try and reconstrue the interaction between semantics and pragmatics as the intimate interlocking of distinct processes, rather than, as traditionally, in terms of the output of the one being the input of the other.(p. 242)

Hence, one can adopt an alternative model under which pragmatics and semantics are not interfaced by the input-output relation. To illustrate, one can provide an intersectional framework under which domains and domain-specific functions of the relevant aspects intersect with each other so that every linguistic phenomenon becomes a matter of one aspect to some degree while it becomes a matter of another aspect to another degree. In this respect, François Nemo (1999) provides such a framework where linguistic phenomena are distributed on a Cartesian plane in terms of their varying degrees of being semantic and pragmatic. Again, this distribution works depends on the defining functions of the relevant axis, namely semantics and pragmatics. In this respect, Nemo (1999) describes two domain-specific functions (to be exact, axis-specific functions in this case) for each aspect in the sense that semantics concerns with lexically encoded content and/or truth/representation whereas pragmatics concerns with communicated content and/or linguistic acts (pp.345-50). Hence, these axis-specific functions establish four axes of a Cartesian plane where every linguistic phenomenon in a given language falls within the intersections of these axes. Thus, no framework seems to be indispensable for deriving the semantics-pragmatics interfaces from the definitive divisibility of language into distinct domains of aspects.

In sum, I have discussed how and why the semantics-pragmatics distinction within the basic triad can receive so many distinct interpretations based on how one can -plausibly or not- construe the previously mentioned interpretative provisions and their accompanying notions. This is so, we could typically end up with a vast number of formulations of the very same taxonomical aspects. Hence, the task of grounding the semantics-pragmatics distinction
becomes an arduous matter as far as there are equally coherent interpretations of the semantics-pragmatics distinction within TDA. In this fashion, Recanati (2002a) admits:

…it is futile to insist on providing an answer to the twin questions: What is the principled basis for the semantics/pragmatics distinction? Where does the boundary lie? Answers to these questions can still be given, but they have to rely on stipulation. (p.461)

Thus, any definition of semantics and pragmatics seems to be stipulative rather than substantial due to the fact that drawing the distinction is already the by-product of our theoretical notions surrounding the interpretative provisions in TDA.

Conclusion

The object-level interpretations of the semantics-pragmatics distinction, not always but typically, follow from the presumptive schema TDA which construes a framework charting out what a theorist presumes when she accepts distinguishable aspects (i.e. explanans/explanantia) of some linguistic significance (i.e. explanandum) in a given language. TDA, within its framework, brings forward the provisional points of interpretation (i.e. a language L, explanatory significance L-related significance) and the distinguishing characteristics of aspects (i.e. domains and/or domain-specific functions) by which the object-level interpretations of the semantics-pragmatics distinction differentiate. Moreover, TDA implicates that we can construe the semantics-pragmatics interface in a vast number of distinct ways. For one thing, the provisional points of interpretation in TDA can be characterized in several distinct ways. For another thing, some preceding notions/theories on which these interpretative provisions fundamentally rest can be construed in a number of distinct ways.

Although there are too many formulations to postulate, one can still expect to find out a profound formulation more viable than any other. Yet, this expectation cannot be fulfilled since all the possible distinct object-level interpretations also entail to indeterminacy in deciding on what interpretation is more viable than any other. In other words, TDA involves with some degrees of theoretical and taxonomical indeterminacy in the sense that there can be no single viable way to formulate the semantics-pragmatics distinction by means of TDA. For one thing, there can be equally plausible interpretations in terms of theoretical coherence and empirical plausibility in a given notion of language if we assess this theoretical coherence and empirical plausibility regarding what language and explanandum are taken into consideration by the given account of the semantics-pragmatics distinction. In other words, there could be a vast number of interpretations which account-relatively bear the same degree of theoretical coherence and empirical plausibility. Thus, this taxonomical indeterminacy occurs in the sense that these interpretations bear their own merits of theoretical coherence and empirical plausibility depending on their particular construal of the provisional points of interpretation in TDA. Therefore, any proposed semantics-pragmatics distinction within TDA becomes admissible as long as it coheres with the particular portrayal of the interpretative provisions and accompanying notions in TDA.

Again, such a particular portrayal becomes viable not only by its theoretical coherency with respect to the accompanying theories/notions but also by its explanatory efficacy in the face of linguistic phenomena relevant to the adopted language in that portrayal. Thus, there is a further indeterminacy concern that a particular construal of TDA can always be altered or re-adjusted to meet with some empirical/linguistic anomaly which appears relative to the given construal of the interpretative provisions in TDA. In other words, some particular construal of the distinction within the general framework of TDA can be preserved against some relevant linguistic anomaly in indefinitely many ways inasmuch as the relevant assumptions which underlie the given construal of the distinction are adjusted to meet with the anomaly in
question. Consequently, the general framework of TDA entails to the parsimony of viable accounts in terms of theoretical coherence and empirical plausibility.

Additionally, TDA, within its general framework, does not exhaust all the other possible models which permit theorists to viably hold the distinction between semantics and pragmatics. Instead of endorsing the given interpretative provisions as they are structured in the framework of TDA, one can still hold the semantics-pragmatics distinction within an alternative framework (e.g. Nemo’s intersectionalist model) by which the semantics-pragmatics boundaries are viably explained away. Thus, there are various object-level and higher-order disagreements on how to posit the semantics-pragmatics distinction; moreover, each disagreeing theory can be equally viable in terms of its theoretical coherence and empirical plausibility that pertain to the adopted language, notions, concomitant theories, and the framework. Accordingly, we face a trivial formulation which deflates the theoretical import of the semantics-pragmatics distinction\textsuperscript{10}:

For any theory \( T \) which posits semantics and pragmatics within a taxonomical framework \( F \), semantics/pragmatics in \( T \) concerns with whatever is \emph{semantic/pragmatic} in \( T \).

Hence, the viability of any semantics-pragmatics distinction \( D \) within a framework \( F \) is completely derivative on the viability of the relevant theory \( T \) and the relevant framework \( F \). This is so, ‘semantics’ and ‘pragmatics’ turn out to be the stipulative categories under which more fundamental theories and analyses on \( T \) and \( F \) are schematically abridged. If such a distinction \( D \) within \( F \) is held as the well-grounded formulation then the underlying theories and analyses behind \( D \) within \( F \) must already be fundamentally grounded in terms of explaining some theoretical significance (i.e. linguistic cognition, language understanding, communication, meaning, productivity, compositionality and so on) which the formula \( D \) within \( F \) entertains in the first place. Even in that case, the task of grounding the formula \( D \) within \( F \) secondarily -and contingently- lean on the task of grounding the underlying theories. Here, it is also possible for one to posit an alternative formula \( D^* \) within \( F \) or \( F^* \) which equally coheres with the same theories in question. Thus, if the formula such as \( D \) within \( F \) is adopted as the grounded distinction between semantics and pragmatics then \( D \) within \( F \) must hold the canonized aspects which the robust results of some grounded theories which underlie \( D \) within \( F \) necessarily entail. Otherwise, schematizing the uncanonized distinct aspects within an uncanonized framework becomes a matter of methodological convenience, and thus drawing the semantics-pragmatics distinction in a principled way turns out to be a trivial dispute.

To conclude, the task of grounding the semantics-pragmatics distinction within a schematic model has neither major nor primary significance due to the fact that drawing such a distinction ultimately hinge on more fundamental questions and theories about the notions such as meaning, truth, context, communication, linguistic cognition and so on. To be able to canonize the given aspects in the basic triad and to substantivize the interfaces amongst them, we must initially hold canonized accounts and theories which are already supposed to ground the viability of such a division of labor in a theory of language. Instead of focusing on how to draw the semantics-pragmatics distinction, we should focus on the primary questions underlying behind such a stipulative distinction. Hence, I hold the terms \emph{semantic} and \emph{pragmatic} as merely methodologically convenient abridgments which might overshadow the essential discussions that these terms are laden with in the first place. Therefore, the task of

\textsuperscript{10} Notice that this deflationary stance on the semantics-pragmatics distinction can also be read as an account-relative stipulation schema by which a theorist fits the interpretation of the given aspect distinction into his account of the taxonomy of language study.
grounding the semantics-pragmatics distinction, at the surface level, turns out to be a trivial effort which do not go beyond providing an account-relatively viable stipulation.

References

Ariel, M. (2010). Defining pragmatics. Cambridge: Cambridge University Press.

Bach, K. (1997). The semantics-pragmatics distinction: What it is and why it matters. In Pragmatik (pp. 33-50). Wiesbaden: VS Verlag für Sozialwissenschaften.

Bach, K. (1999a). The myth of conventional implicature. Linguistics and Philosophy, 22(4), 327-366.

Bach, K. (1999b). The semantics pragmatics distinction: What it is and why it matters. In K. Turner (Ed.), The semantics-pragmatics interface from different points of view (pp. 65-84). Amsterdam: Elsevier.

Bach, K. & Bezuidenhout, A. (2002). Distinguishing semantics and pragmatics. In J. K. Campbell, M. O'Rourke & D. Shier (Eds.), Meaning and truth – investigations in philosophical semantics (pp. 284-310). New York: Seven Bridges Press.

Bach, K. (2004a). Minding the gap. In C. Bianchi (Ed.), The semantics/pragmatics distinction (pp. 27-43). Stanford, CA: CSLI Publications.

Bach, K. (2004b). Pragmatics and the philosophy of language. In L. Horn & G. Ward (Eds.), The handbook of pragmatics (pp. 463-487). New Jersey: Blackwell.

Bach, K. (2005). Context ex machina. In Z. G. Szabó (Ed.), Semantics vs. pragmatics (pp.15-44). Oxford: Oxford University Press.

Bach, K. (2006). The excluded middle: Semantic minimalism without minimal propositions. Philosophy and Phenomenological Research, 73(2), 435-442.

Bach, K. (2007). Literal meaning. Philosophy and Phenomenological Research, 75(2), 487-492.

Bach, K. (2012). Context dependence (such as it is). In M. Garcia-Carpintero & M. Kölbel (Eds.), The Continuum companion to the philosophy of language. New York: Continuum International.

Bianchi, C. (2004). Semantics and pragmatics: the distinction reloaded. The semantics-pragmatics distinction (pp.1-11). Stanford, CA: CSLI Publications.

Borg, E. (2004). Minimal semantics. Oxford: Oxford University Press.

Caplan, B. (2003). Putting things in contexts. Philosophical Review, 112(2), 191-214.

Cappelen, H., & Lepore, E. (2003). Context shifting arguments. Philosophical perspectives, 17, 25-50.

Cappelen, H., & Lepore, E. (2005). Radical and moderate pragmatics: Does meaning determine truth conditions? In Z. G. Szabó (Ed.), Semantics vs. pragmatics (pp.45-71). Oxford: Oxford University Press.

Cappelen, H., & Lepore, E. (2007). Language turned on itself: The semantics and pragmatics of metalinguistic discourse. Oxford: Oxford University Press.

Cappelen, H., & Lepore, E. (2008). Insensitive semantics: A defense of semantic minimalism
Polat, M./ Gaziantep University Journal of Social Sciences 2020 19(3) 885-904

and speech act pluralism. New Jersey: John Wiley & Sons.

Carnap, R. (1937). The logical syntax of language. London: K. Paul, Trench, Trubner & Co.

Carnap, R. (1942). Introduction to semantics. Cambridge: Harvard University Press.

Carnap, R. (1988). Meaning and necessity: a study in semantics and modal logic. Chicago: University of Chicago Press.

Carston, R. (1999). The semantics/pragmatics distinction: A view from relevance theory. In K. Turner (Ed.), The semantics/pragmatics interface from different points of view (pp. 85-125). Amsterdam: Elsevier.

Carston, Robyn (2008a). Linguistic communication and the semantics/pragmatics distinction. Synthese, 165(3), 321-345.

Carston, R. (2008b). Thoughts and utterances: The pragmatics of explicit communication. New Jersey: John Wiley & Sons.

Dever, J. (2013). The revenge of the semantics-pragmatics distinction. Philosophical Perspectives, 27, 104-144.

Fodor, J. A. (1975). The language of thought. Cambridge: Harvard University Press.

Gazdar, G. (1979). Pragmatics: Implicature, presupposition, and logical form. New York: Academic Press.

Gauker, C. (2012). Semantics and pragmatics. In G. Russell & D. G. Fara (Eds.), The Routledge companion to philosophy of language (pp.18-28). Abingdon: Routledge.

Gillon, B. S. (2008). On the semantics/pragmatics distinction. Synthese, 165(3), 373-384.

Grice, H. P. (1957). Meaning. Philosophical Review, 66(3), 377-388.

Grice, H. P. (1989). Studies in the way of words. Cambridge: Harvard University Press.

Horn, L. R., & Ward, G. L. (Eds.). (2004). The handbook of pragmatics. Oxford: Blackwell.

Huang, Y. (2014). Pragmatics (2nd ed.). Oxford: Oxford University Press.

Jaszczolt, K. (2012). Semantics and pragmatics: The boundary issue. Semantics: An international handbook of natural language meaning (pp.1-37).

Jaszczolt, K. (2019). Rethinking being Gricean: New challenges for metapragmatics. Journal of Pragmatics, 145, 15-24.

Kaplan, D. (1978). Dthet. Syntax and Semantics, 9, 221-243.

Kaplan, D. (1989). Demonstratives. In J. Almog, J. Perry & H. Wettstein (Eds.), Themes from Kaplan (pp. 481-563). Oxford: Oxford University Press.

Katsos, N. (2008). The semantics/pragmatics interface from an experimental perspective: The case of scalar implicature. Synthese, 165(3), 385-401.

King, J., & Stanley, J. (2005). Semantics, pragmatics, and the role of semantic content. In Z. Szabó (Ed.), Semantics vs. pragmatics (pp.112-164). Oxford: Oxford University Press.

Levinson, S. C. (1983). Pragmatics. Cambridge: Cambridge University Press.
Levinson, S. C. (2000). *Presumptive meanings: The theory of generalized conversational implicature*. Cambridge: MIT Press.

Lewis, D. (1980). Index, context, and content. In S. Kanger & S. Ohman (Eds.), *Philosophy and grammar* (pp. 79-100). Dordrecht: Springer.

Montague, R. (1970). Pragmatics and intensional logic. *Synthese*, 22(1-2), 68-94.

Montague, R. (1974). *Formal philosophy*. New Haven: Yale University Press.

Morris, C. W. (1938). Foundations of the theory of signs. In O. Neurath, et al (Eds.), *International encyclopedia of unified science* (pp. 1-59). Chicago: Chicago University Press.

Nemo, F. (1999). The pragmatics of signs, the semantics of relevance, and the semantic/pragmatic interface. In K. Turner (Ed.), *The semantics/pragmatics interface from different points of view* (pp. 343-417). Amsterdam: Elsevier.

Peregrin, J. (1999). The pragmatization of semantics. In K. Turner (Ed.), *The semantics/pragmatics interface from different points of view* (pp. 419-442). Amsterdam: Elsevier.

Recanati, F. (2002a). Pragmatics and Semantics. In L. Horn & G. Ward (Eds.), *Handbook of pragmatics* (pp. 442-462). New Jersey: Blackwell.

Recanati, F. (2002b). What is said and the semantics/pragmatics distinction. In C. Bianchi (Ed.), *The semantics/pragmatics distinction* (pp. 45-64). Stanford, CA: CSLI Publications.

Searle, J. (1969). *Speech acts: An essay in the philosophy of language*. Cambridge University Press.

Searle, J. (1971). *The philosophy of language*. London: Oxford University Press.

Searle, J. (1978). Literal meaning. *Erkenntnis*, 13(1), 207-224.

Searle, J. R. (1980). The background of meaning. In *Speech act theory and pragmatics* (pp. 221-232). Dordrecht: Springer.

Searle, J. R. (1989). How performatives work. *Linguistics and Philosophy*, 12(5), 535-558.

Sperber, D., & Wilson, D. (1986). *Relevance: Communication and cognition* (Vol.142). Cambridge, MA: Harvard University Press.

Stalnaker, R. (1970). Pragmatics. *Synthese*, 22(1-2), 272-289.

Stalnaker, R. (1981). Logical semiotic. In E. Agazzi (Ed.), *Modern logic: A survey* (pp. 439-456). Dordrecht: Reidel Publishing Corp.

Stalnaker, R. (2014). *Context*. Oxford: Oxford University Press.

Stojanovic, I. (2008). The semantics/pragmatics distinction. *Synthese*, 165(3), 317-319.

Stojanovic, I. (2014). Prepragmatics: widening the semantics-pragmatics boundary. *Metasemantics: New essays on the foundations of meaning*, 311-326.

Szabó, Z. G. (Ed.). (2005). *Semantics vs. pragmatics*. Oxford: Clarendon Press.

Szabó, Z. G. (2006). The distinction between semantics and pragmatics. In E. Lepore & B.
Smith (Eds.), *The Oxford handbook of philosophy of language* (pp. 361-390). Oxford: Clarendon Press.

Travis, C. (2008). *Occasion-sensitivity: Selected essays*. Oxford: Oxford University Press.

Wilson, D. & Sperber, D. (2002). Relevance theory. In L. Horn & G. Ward (Eds.), *The Handbook of pragmatics* (pp. 607-632). New Jersey: Blackwell.

Wittgenstein, L. (2009). *Philosophical investigations*. New Jersey: John Wiley & Sons.

Wittgenstein, L. (2013). *Tractatus logico-philosophicus*. Abingdon: Routledge.