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Abstract: Group vehicular applications could play a vital role in our life, whether these applications are safety-oriented or convenience-oriented applications. The group concept has also been used in support of many solutions in VANETs. Reference Point Group Mobility model (RPGM) is a popular group mobility model and has been used heavily in the literature. In order to study the impact of this mobility model on routing in VANETs, two well-known protocols are considered, namely AODV and AOMDV, as representatives of single-path and multipath routing, respectively. These protocols have shown performance merits over other routing protocols and they have a vital role in other wireless networks including MANETs and Wireless Mesh Networks. This paper provides a thorough evaluation of these protocols, by examining them under various potential realistic scenarios, under the RPGM mobility model. To the best of knowledge, this is the first study that examines the behaviour of the two protocols under the RPGM mobility model. The results from extensive simulations have shown that both protocols have comparable performance merits when the number of communicating nodes is low. However, increasing the number of communicating nodes has demonstrated a performance advantage for AOMDV, in the majority of the performance metrics used in the paper.
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Introduction

Wireless technologies are playing an important role in our lives. The advances in these technologies have been the trigger to provide various technological solutions at various operational levels that facilitate our lives. These technologies can support applications not only for local and wide area networks, but also for body and personal area networks. Vehicular Ad Hoc Network (VANET) is an example of the promising wireless networks. A VANET is a self-organized network that can be formed without the need of any centralized control. The nodes in the network may act as routers and play a key role in establishing and maintaining routes between communicating nodes. Vehicles in VANET can communicate with each other directly forming what is known as Vehicle to Vehicle (V2V) communication (Al-Sultan et al., 2014), or can communicate with Road Side Units (RSUs) forming Vehicle to Infrastructure (V2I) communication (Grover et al., 2012). The communication is established between vehicles based on the Dedicated Short Range Communication (DSRC) which utilizes the IEEE 802.11p (Gerla and Kleinrock, 2011). The IEEE 802.11p standard is also called WAVE which stands for Wireless Access in Vehicular Environments.

VANETs have gained a lot of attraction in the past few years (Gerla and Kleinrock, 2011; Mejri et al., 2014; Al-Sultan et al., 2014; Thenmozhi and Govindarajan, 2016; Hager et al., 2015; Whaiduzzaman et al., 2014). A lot of challenges accompanied this hot area of research, these challenges are associated with various factors including highly dynamic topology caused by the high mobility and malicious communication disturbance. These factors can greatly affect the performance of the network (Ahmed et al., 2014; Moravejsharieh et al., 2013; Anggoro et al., 2012).

The VANET promising applications can be categorised into safety and non-safety applications (Gerla and Kleinrock, 2011; Engoulou et al., 2014). Safety applications can be represented in traffic control, disaster recovery and hazards prevention.
applications. Non-safety applications can be represented in road service information and group communication applications.

Extensive research efforts have been conducted in the study and development of VANET at various levels including the routing level. The routing protocols AODV and AOMDV have been the focal of many research studies in VANETs (Anggoro et al., 2012; Yufeng et al., 2009; Dhiulpikumar et al., 2013; Sakthi Ganesh and Venkata Krishna, 2013; Ravi and Praveen, 2014; Kabir et al., 2015; Arulkumar and Raj, 2015) because of their performance merits over other routing protocols. Mobility models are crucial part in investigating the performance of routing protocols. The mobility model is responsible for producing the network topology and how it may change. It determines the frequency of topology changes and the behaviour of nodes in the network in terms of mobility patterns. The Reference Point Group Mobility (RPGM) model plays an important role in the evaluation of routing protocols for wireless networks (Ajamad, 2011; Jujaia et al., 2015; Verma et al., 2013; Xi et al., 2014; Simaremare et al., 2013). This mobility model is ideal to represent groups of vehicles moving around. Furthermore, the group concept is employed in many studies including security and privacy solutions (Samigethaya et al., 2007; Weerasinghe et al., 2010).

There have been a number of studies (Moravejosharieh et al., 2013; Anggoro et al., 2012; Vidhale and Dorle, 2011; Nagaraj and Dhamal, 2012; Al-Qassas, 2015) that compare the performance of these protocols under various mobility models. However, to the best of knowledge, this is the first study that evaluates and compares the performance of AODV and AOMDV under the RPGM model, in order to show their trade-off to allow researchers to select the most appropriate protocol for their ongoing research work. This paper conducts thorough simulation experiments to evaluate these protocols and show their applicability.

The performance merits is captured using general efficiency measures like throughput and end-to-end delay, in addition to other measures including normalised average load, normalised routing overhead and normalised end-to-end delay. The normalised average load is used as a measure to capture the protocols ability in distributing the traffic load over nodes. The normalised routing overhead and the normalised average load are important to show the ability of the routing protocol in saving resources. While the normalised end-to-end delay provides better understanding of the achieved end-to-end delay as it considers the amount of received data.

The rest of this paper is organized as follows. Section 2 describes the operations in AODV. Section 3 describes the operations in AOMDV. Section 4 illustrates the Reference Point Group Mobility model. Section 5 describes the simulation environment. Section 6 presents the performance evaluation of AODV and AOMDV through conducting extensive simulation experiments. Finally, section 7 concludes the work.

Ad Hoc On-Demand Distance Vector (AODV)

AODV (Perkins et al., 2003) is an on-demand reactive protocol that establishes routes as needed. The protocol is designed to reduce the number of required flooding operations for route discovery. The operation of AODV consists of two processes: route discovery and route maintenance.

Route Discovery

When a source node needs to send data to another node, a route discovery process is initiated in order to establish a path between the source node and the destination node. The source node broadcasts a route request packet to its neighbouring nodes. Each node receives a route request copy will broadcast it to its neighbouring nodes. This process continues until the route request reaches the destination node. Each node that forwards a route request creates a reverse route back to the source node itself. Because of the broadcast nature of route requests, duplicate copies that arrive later are discarded. When the route request arrives at the destination, a special packet known as route reply packet is unicast to the source node. The route reply packet travels to the source node through the reverse route that was created as the route request propagated in the network. The nodes that participate in forwarding the route reply packet back to the source node, add in their routing table a forward route to the destination node. It is worth to note that nodes along the formed path are not required to know about which nodes are forming the path. Each node stores the next hop rather than the entire path.

AODV utilizes a sequence number as an indication of route information freshness. In order to ensure that the used routes are up-to-date and loop-free, AODV uses the destination’s sequence number. The source node embeds the last known sequence number of the destination node in the route request. An intermediate node that has a fresh route to the destination i.e., if it has a higher destination sequence number than the one in the route request packet, can respond to the route request.

Route Maintenance

When an intermediate node along the path to the destination, discovers that an active route is broken, it initiates a route maintenance process. This may happen when the next node along the path becomes unreachable.
In this case, the node updates its routing table by removing the associated routing entry from the table and then it sends a route error packet to the affected neighbouring nodes that are actively using that route; to inform them that the route is no longer available. Therefore, AODV utilizes an active neighbours list to track nodes that are using a particular route. The route error packet keeps propagating until it eventually reaches the affected source nodes, which in turn can initiate a new route discovery process if needed.

**Ad Hoc On-Demand Multipath Distance Vector Routing (AOMDV)**

AOMDV (Marina and Das, 2001) has been developed as a reactive multipath protocol based on AODV protocol. Of the important features in AOMDV is that it guarantees loop freedom and disjointness of the generated paths. The disjointness of the routes is computed without the use of source routing (Perlman, 1992). The operation of AOMDV protocol consists of two processes: Route discovery and route maintenance.

**Route Discovery**

Similar to AODV, route discovery process is initiated when a source node needs to establish a path to a destination node. However, unlike AODV, a route discovery process is capable to establish more than one route to the destination node. The source broadcasts a route request packet to its neighbouring nodes. Each node receives a route request copy will broadcast it to its neighbouring nodes. This process continues until the route request reaches the destination node. In order to be able to form alternative routes, the route request duplicate copies that arrive later are not discarded until they are examined for potential alternative routes. Only the copies that meet with the loop-freedom and link disjointness criteria described in (Marina and Das, 2001) will be used to form the reverse routes.

For each route request copy received, the intermediate node checks if it has one or more valid forward routes to the destination node that have not been used in any previous route replies for this specific route request. If so, a route reply is sent to the source node along the reverse path. Otherwise, the intermediate node will forward the route request if it has not been previously forwarded. When the route request copies reach the destination node, reverse routes will be formed in the same way as in intermediate nodes. However, a route reply is generated in response to every route request copy that arrives via a loop-free route.

**Route Maintenance**

A route maintenance process is triggered when all paths to a given destination are no longer available. To declare a route failure, AOMDV uses a route error packet. The node that detects the failure generates a route error packet and sends it to the affected source nodes. As the route error packet propagates to the affected nodes, each node will remove the route entry from its routing table. When a source node receives the route error packet, it removes the route entry from its routing table and initiate a new route discovery process or to stop sending data to the destination.

**Reference Point Group Mobility Model**

Reference Point Group Mobility Model (RPGM) (Jayakumar and Ganapathi, 2008; Aschenbruck et al., 2010) is a popular mobility model that has been the focus of many recent studies. RPGM employs group behaviour to simulate the nodes mobility, where nodes move in groups. Each group has a group leader and the other nodes in the group move randomly around this group leader, considering it as their reference point, which makes them move in the same direction of the group leader. Of course, each node can have its own direction and speed, however they are derived from the direction and speed of the group leader. The importance of group mobility models is that it simulates real-life scenarios such as Sahara trips, army based vehicles’ movement, disaster recovery rescue crews, etc.

The group leader movement at time t is defined using a motion vector V. The group members follow the motion of the group leader by some deviation degree. The group leader motion follows the random waypoint model (Lin et al., 2004). The allowed distance deviation from group leader follows uniform distribution with interval (0, r] where r is the maximum allowed distance deviation, with uniformly distributed direction. Equations 1 and 2 characterise the movement of group members. The deviation from group leader is symbolised in two parameters: The Speed Deviation Ratio (SDR) and Angle Deviation Ratio (ADR) to form the speed and direction of group member relative to the group leader. Where V represents the speed vector for group member i at time t, V represents the speed vector for group leader l at time t, S represent the maximum speed, Direction represents the direction vector for group member i at time t, whereas Direction represent the direction vector for group leader l at time t and A represents the angle. Both SDR and ADR should have a value between 0 and 1:

\[ V_i = V_l + \text{random}() \times SDR \times S \]  \hspace{1cm} (1)

\[ \text{Direction}_i = \text{Direction}_l + \text{random}() \times ADR \times A \]  \hspace{1cm} (2)
Various mobility patterns can be simulated using RPGM. This includes in-place mobility, overlap mobility and convention mobility. In the in-place mobility scenarios the simulated area is divided into regions, each group occupies a single region. In the overlap mobility scenarios, the groups move in an overlapping manner. Where as in the convention mobility scenarios, some of the groups can move between the regions.

Simulation Environment

Simulation Model

In order to conduct simulation experiments the well-known ns-2 simulator has been used. This simulator is a proven simulation tool that has been used extensively in the area of wireless networks (Arulkumar and Raj, 2015; Zheng et al., 2014; Taleb and Ksentini, 2015; Rajamohamed and Rajamani, 2015; Nguyen et al., 2013; Liu et al., 2011). Both AODV and AOMDV are implemented and validated within the ns-2 code. The simulation model uses two main components to represent nodes mobility and data traffic, which are known as topology scenario and traffic scenario. The topology scenario describes the distribution of nodes over the simulation area and their movement during the simulation time, while the traffic scenario generates the data traffic between nodes. The topology scenarios were generated with the assistance of Bonnmotion tool (Aschenbruck et al., 2010), to create VANET scenarios with group mobility. The scenarios are characterized by the following: Mobility model, number of nodes, average node speed, simulation area and simulation time. The nodes movement followed the RPGM mobility model described in Section 4. The traffic scenario, on the other hand, is characterized by the following: Number of data flows, type of data flow and traffic rate. In all simulated scenarios, nodes use the wireless standard IEEE 802.11p (Gerla and Kleinrock, 2011).

Simulation Parameters

The performance analysis is conducted by simulating a VANET of 200 nodes moving over an area of size 2000×2000 m, for a period of 900 sec. These settings represent VANET scenarios in real life of moving vehicles moving in an open terrain like in a safari trip, a Sahara trip, or search and rescue operations, where communication between vehicles can be necessary while the communication infrastructure might not be available. Although the simulation settings in terms of number of nodes and simulation time could be higher, however, this is to keep the simulation processing time manageable. The protocols have been challenged under identical environmental conditions with identical loads using Constant Bit Rate (CBR) data flows in order to enable direct and fair comparison between the protocols.

### Table 1. The parameters used in the simulation experiments

| Parameter                 | Values                  |
|---------------------------|-------------------------|
| Number of nodes           | 200                     |
| MAC layer                 | IEEE 802.11 p           |
| Simulation area           | 2000×2000 m             |
| Simulation time           | 900 s                   |
| Mobility model            | RPGM                    |
| Group size                | 5 nodes                 |
| Distance deviation        | 50 m                    |
| Average speed             | 10 m/s                  |
| Pause time                | 0 s                     |
| Traffic type              | CBR                     |
| Packet size               | 512 bytes               |
| Packet rate               | 8 packets/s             |
| Number of flows           | 10, 20, 30, 40, 50, 60, 70, 80, 90 |

The traffic rate has been set to 8 packets/s. It is worth to note that simulations for a traffic rate of 16 packets/s have shown that the majority of packets were dropped due to congestion for both protocols, while for lower traffic rates it were found not ideal to measure the performance merits of the examined protocols. The packet size has been set to 512 bytes, for each traffic scenario. The number of flows has been varied between 10 to 90 flows. The number of flows was increased until the network became saturated with traffic.

Mobile nodes move according to the RPGM mobility model described in section 4. Nodes are divided into groups and build their movements based on the group leader movement. The number of nodes per group is set to 5 nodes. Each group leader selects a random destination and moves towards it, while the other members follow it with a maximum distance deviation of 50 m. The leader nodes speed is set randomly with a mean speed of 10 m/s. When the leader node reaches the desired destination, it pauses for the defined pause time. This movement behaviour continues all over the duration of the simulation time. To allow continuous movement of nodes, the pause time has been set to 0 sec, in all of the simulated scenarios. The nodes average moving speed has been set to 10 m/s representing regular safe vehicle speed limit. Each point in the simulation results, represents an average of 30 runs of randomly generated topologies, which were enough to calculate a 95% confidence interval with small relative errors. Simulation parameters are illustrated in Table 1.

Results and Discussion

The performance of AODV and AOMDV is measured through five performance metrics: Throughput, end-to-end delay, normalised end-to-end delay, normalised average load and normalised routing overhead. The throughput is defined as the amount of successfully delivered data packets to the destination during the simulated time. This measure shows the efficiency of the protocol as it demonstrates the amount
of data the protocol is able to deliver in the network. The end-to-end delay is defined as the average amount of time data packets take to be delivered to their destinations, it includes all the possible delays that can occur to the packet from its generation to its delivery. The normalised end-to-end delay is calculated by dividing the end-to-end delay by the number of received packets. This measure provides better understanding of the achieved end-to-end delay as it considers the amount of received data. The normalised average load is calculated by dividing the average load of the forwarded data by the delivery ratio. The average load is calculated as illustrated in Equation 3, where \( l_i \) represents the load of node \( i \); which is calculated by accumulating the lengths of data packets forwarded by the node and \( M \) represents the total number of forwarding nodes. The normalised average load \( NL \) is defined according to Equation 4, where \( d \) represents the delivery ratio. This metric measures the ability of the protocol in distributing the data traffic loads while being able to deliver the data to its final destination. The normalised routing overhead is calculated by dividing the total number of routing packets; which includes all control packets used to establish and maintain routes during the simulated time, by the number of received data packets. This measure captures the overhead generated by the protocol while considering its ability to deliver data packets:

\[
\mu = \frac{\sum l_i}{M}
\]

(3)

\[
NL = \frac{\mu}{d}
\]

(4)

In the following figures, the x-axis represents the variations in number of flows, while the y-axis represents the results of the performance metric of interest.

**Throughput**

Figure 1 shows the data throughput for AODV and AOMDV. The two protocols have been challenged to the same simulation scenarios. As the figure illustrates, AODV and AOMDV show close performance when the number of flows varied between 10 and 30 flows. These scenarios represent traffic between group leaders. However, as we increase the number of flows, AOMDV clearly outperforms AODV with an amount that reaches triple the throughput achieved by AODV. Which means that AODV is not suitable for applications that involve large number of interactive users with heavy traffic requirements. Although AOMDV outperforms AODV in all scenarios with heavy traffic, it is worth noting that both protocols have low delivery ratios after increasing the traffic beyond the 70 flows where AOMDV manages to deliver around 40% of the data whereas AODV delivers around 22% only. Naturally, as depicted in the figure these ratios decrease as the number of flows increases.

**End-to-End Delay and Normalised End-to-End Delay**

Figure 2 shows the end-to-end delay of the two protocols. As the figure illustrates, for relatively low traffic with number of flows of 10 to 30 flows, AOMDV and AODV exhibit close performance. However, for heavier traffic, as we increase the number of flows, AOMDV clearly outperforms AODV not only in terms of end-to-end delay but also in the achieved throughput, this continues until the number of flows become 70 flows and above. Increasing the number of flows to 70 and beyond has affected both protocols. AODV demonstrates relatively steady behaviour of 400-600 ms. The end-to-end delay achieved by AOMDV increases sharply when the traffic goes beyond the 70 flows. However, we should bear in mind the higher delivery ratios that AOMDV achieved in most of the simulated scenarios. This can be depicted clearly when considering the normalised end-to-end delay in Fig. 3, which also demonstrates that AOMDV outperforms AODV in the majority of the scenarios even after increasing the traffic to 70 and beyond.

**Normalised Average Load**

Figure 4 shows the normalised average load for AODV and AOMDV. This measure is intended to capture the ability of distributing the data traffic over the nodes in the network while delivering the data traffic correctly to its destination. As the figure illustrates, AOMDV outperforms AODV, although AOMDV achieves higher throughput in most of the simulated scenarios. The main reason behind this merit is that AOMDV distributes the load by nature through the alternative paths it generates. As the figure illustrates, AOMDV outperforms AODV with an average difference of 60%.

**Normalised Routing Overhead**

Figure 5 shows the normalised routing overhead for AODV and AOMDV. As the figure illustrates, for the relatively low number of flows both protocols exhibit close performance. However as soon as the number of flows increases, AOMDV outperforms AODV with a difference reaches 99% lower than that of AODV. This behaviour continues to grow as we increase the traffic where AOMDV clearly overtake the situation. AODV generates 39 times the overhead generated by AOMDV, which means that AODV cannot cope with heavy traffic loads.
Fig. 1. Throughput of AODV and AOMDV

Fig. 2. End-to-end delay of AODV and AOMDV

Fig. 3. Normalised end-to-end delay of AODV and AOMDV
Conclusion

Group communication can play important role in many VANET applications. It is of great importance to understand the impact of group mobility model on the performance of routing protocols as this can affect the overall performance of the network. The group concept is applied at various levels in the network protocol stack. In this study, extensive simulation experiments for both AODV and AOMDV has been conducted under the RPGM mobility model to study the impact of group mobility on their performance. The simulation results have shown that both protocols have comparable performance merits when the number of participating nodes is low, as in the case of group leaders’ communication. Increasing the number of participating nodes has demonstrated a performance advantage for AOMDV, in the majority of performance metrics. AOMDV have shown to be a clear winner in terms of throughput, normalised average load and normalised routing overhead. Hence, it has the ability to deliver data, distribute the traffic load and save energy. Which makes AOMDV more applicable for applications that require high throughput like audio or video streaming. It can also be suitable for live applications however when the number of participating nodes represent no more than half of the nodes in the network according to the conducted simulations, as its performance degrades after that. AODV on the other hand can be suitable for scenarios with low number of participating nodes, however we should bear in mind that it has a lower ability to distribute the traffic load and save energy.
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