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We introduce fusion-based quantum computing (FBQC) - a model of universal quantum computation in which entangling measurements, called fusions, are performed on the qubits of small constant-sized entangled resource states. We introduce a stabilizer formalism for analyzing fault tolerance and computation in these schemes. This framework naturally captures the error structure that arises in certain physical systems for quantum computing, such as photonics. FBQC can offer significant architectural simplifications, enabling hardware made up of many identical modules, requiring an extremely low depth of operations on each physical qubit and reducing classical processing requirements. We present two pedagogical examples of fault-tolerant schemes constructed in this framework and numerically evaluate their threshold under a hardware agnostic fusion error model including both erasure and Pauli error. We also study an error model of linear optical quantum computing with probabilistic fusion and photon loss. In FBQC the non-determinism of fusion is directly dealt with by the quantum error correction protocol, along with other errors. We find that tailoring the fault-tolerance framework to the physical system allows the scheme to have a higher threshold than schemes reported in literature. We present a ballistic scheme which can tolerate a 10.4% probability of suffering photon loss in each fusion.

I. INTRODUCTION

In this paper we introduce fusion-based quantum computing (FBQC), a model of universal quantum computation that is built on two primitive operations: generation of small constant-sized entangled resource states and projective entangling measurements, which we refer to as fusion. In particular, we explore how topological fault-tolerant quantum computation can be realized in this model.

When it comes to the design of a quantum computer, making a careful choice of the physical primitives and how they will be composed is a crucial aspect of both quantum hardware and architecture design. This is particularly true in fault-tolerant architectures, where a small set of operations is used repeatedly, suggesting they should be chosen with particular care. The framework of FBQC allows for the analysis of fault tolerance and logical quantum computation in a model that intrinsically accounts for many of the most important errors and physical limitations that would arise from hardware with these primitives. It is a model where the computation is directly built out of the physical primitives available. As a result, a rich dialogue can emerge between the implementation of physical operations and fault tolerant logic.

Quantum computation based on resource state generation and fusion has been studied previously [1–7] by mapping operations onto a model of circuit-based quantum computing or measurement-based quantum computing (MBQC) [8, 9]. Mapping from one native gate set into another introduces intrinsic inefficiencies that translate to lower thresholds against physical errors, and often, complex requirements on classical processing. By using the operations of resource state generation and fusion natively, FBQC eliminates the need for any other primitives, and gives a very low depth protocol where every physical qubit is measured out almost immediately after being prepared. This significantly reduces classical processing requirements, and provides increased tolerance to both erasure and Pauli errors. In this paper we do not attempt to provide optimized FBQC schemes, but rather focus on pedagogical examples. Even with these simple schemes, we see notable performance improvements over existing protocols [4, 6, 7]. We consider a hardware agnostic fusion error model and demonstrate a threshold of 11.98% against erasure in each fusion measurement, and a threshold of 1.07% against Pauli error.

FBQC can be applied across many physical systems, and is particularly relevant to architectures where multi-qubit projective measurements are native operations. This could be linear optical fusion operations on single photons [1–3, 10], homodyne measurements in continuous variable photonics [11–15], or joint anyonic charge projection measurements in topological quantum computation [16, 17].

We focus on FBQC in linear optical quantum computing, and study the threshold behavior under a physically motivated linear optical error model accounting for photon loss as well as non-deterministic fusion operations. We show a scheme that can tolerate a 10.4% probability of suffering photon loss in each fusion. We also demonstrate a threshold of 43.2% against fusion failure with a ballistic scheme, compared to 14.9% previously reported [4].

A. Principles of FBQC

The central principle of FBQC is to construct fusion networks, which define a configuration of fusion measurements to be made on qubits of a collection of resource states. The fusion network forms the fabric of the computation on which an algorithm can be implemented by modifying the basis of at least some of the fusion measurements.

 Appropriately combining fusion measurement outcomes
gives the output of the computation. An example of a 2-
dimensional fusion network is shown in Figure 1(a). In gen-
eral there is no requirement for any particular structure in the
fusion network, but since our goal here is to construct topo-
logically fault-tolerant fusion networks all the examples we
look at are geometrically local.

The resource states in the fusion network are small entan-
gled states. These states have a fixed size and structure, re-
gardless of the size of the computation they will be used to
implement. While these states could be any size in theory, we
typically consider resource states of $O(10)$ qubits, as shown
in the examples presented here.

Fusion measurements are projective entangling measure-
ments on multiple qubits. We consider measurements on $n$
qubits, which output $n$ classical bits giving measurement out-
comes. For example a Bell measurement on two qubits, yield-
ing two measurement outcomes.

B. Fault tolerance and Computation

To achieve fault tolerance we must carefully choose re-
source states and fusion measurements and use them to con-
struct a fault-tolerant fusion network such that the measure-
ment outcomes combine to give parity checks of a fault tol-
erance scheme. In section VI we give an example of a 3-
dimensional topological fault-tolerant fusion network.

For a fault-tolerant quantum memory the fusion measure-
ment configuration can be fixed, and in the example presented
all the fusion measurements are in fact identical. This is simi-
lar to the stabilizer measurements that are repeatedly made in
the surface code. In order to implement fault-tolerant logic,
topological features such as boundaries, punctures, defects or
twists must be added. All these features can be implemented
simply by changing the basis of fusion measurements in a suit-
able location, which we discuss in Section VII.

C. Architecture

A fusion network does not specify the ordering of opera-
tions. In the design of an architecture for FBQC we specify
how the network is created from physical operations. A given
fusion network has many possible architectural implementa-
tions, for example for a 3D fusion network we could choose
to create all the resource states simultaneously, or instead, we
could create them one 2D layer at a time.

Resource state are repeatedly created and consumed during
an FBQC protocol, and so it is helpful to consider the notion
of a resource state generator, a device that repeatedly produces
copies of the resource state on some clock cycle.

The physical implementation of a fusion will depend on the
underlying hardware. In a linear optical system, fusion may
be natively implemented by performing interferometric pho-
ton measurements between different resource states, which
simply amounts to appropriate configurations of beam split-
In topological quantum computation [16], joint anyonic charge projection is used as a primitive for quantum computation [19]. With GKP encoded qubits fusion can be implemented with homodyne measurements [11]. In a matter-based system such as ion traps [20] or superconducting qubits [21], a projective measurement can be performed using a multi-qubit entangling gate followed by single qubit measurements [22].

The time ordering and connectivity of operations in the architecture is implemented by a fusion network router which channels qubits created at different spatial and temporal locations (i.e. from different resource state generators and time bins) to corresponding fusion locations. Thus, the fusion network router includes both spatial routing as well as temporal routing in the form of delay lines. Figure 1(b) shows a schematic example of an architecture for FBQC that creates a 2D fusion network from a 1D array of resource state generators.

In certain fault-tolerant fusion networks it is sufficient for the fusion network routers to implement a fixed routing configuration. Fixed routing means that qubits produced from a given resource state generator will always be routed to the same location. This design feature is particularly appealing from a hardware perspective as it eliminates the need to be able to switch between multiple possible configurations, which may be error-prone\(^1\), and reduces the burden of classical control.

The schematic architecture in Figure 1b) illustrates one of the primary advantages of FBQC from a hardware perspective: that the depth of physical operations is extremely low. Each qubit of a resource state is created, and then essentially immediately measured. This low depth is critical for minimizing accumulation of errors and tolerating leakage.

Another simplification that can be achieved in FBQC architectures is the separation of time scales for classical control. As is shown in Figure 1, feed-forward control is required at the logical level to process and decode measurement outcomes, which then influences future logical operations. However, this timescale can be much longer than the clock cycle of resource state generation and fusion, and no classical computation or feedback is required on this shorter timescale. In other words, physical qubits do not need to wait in memory while a computation runs to decide how it should be measured.

II. FUSION

In FBQC the initial quantum resources are small entangled resource states of a fixed size. The large scale quantum correlations necessary for universal computation are generated when we perform measurements on qubits from distinct resource states. In order for this to generate long range entanglement at least some of the measurement outcomes need to be entangling, i.e. projectors onto a subspace containing at least one entangled state. There is a long history of work [10, 23–26] exploring different types of multi-qubit measurements as a computational primitive. Here, differently to these previous works, we focus on (potentially destructive) projective measurements with only rank 1 outcomes.

In general, the measurement could be any positive operator valued measure (POVM) but, for the purposes of achieving fault tolerance, it is helpful to consider measurements where all outcomes are projections onto stabilizer states. This makes it possible to use existing stabilizer fault tolerance methods. In the examples in this paper we focus on the case of two-qubit measurements which are Bell state projections, and we follow [1] in calling this Bell fusion. Using Pauli operator notation we can describe a Bell fusion as measuring the operators \(X_1X_2, Z_1Z_2\) on the two input qubits, where \(X_i, (Z_i)\) is the single qubit Pauli-\(X\) (\(Z\)) operator on the qubit \(i\). This measurement is rank 1, and the measurement operators form a stabilizer group. We will sometimes refer to this as an \(\langle X_1X_j, Z_1Z_j \rangle\) fusion, where we are using the notation \(\langle s_1, s_2 \rangle\) to indicate a group generated by the operators \(s_1, s_2\).

In the fusion networks we study here, the vast majority of fusion measurements needed to implement quantum error correction are identical Bell fusions. However, in order to implement logical gates some fraction of the measurements need to differ from the others. This can be by modifying Bell fusions to implement different two-qubit stabilizer measurements or introducing single qubit measurements. We discuss this in more detail in Section VII.

A. Fusion in Linear Optics

In linear optical quantum computing (LOQC), Bell fusion on pairs of photonic qubits is simple to perform, but does not deterministically generate entanglement. This non-determinism means that the desired two-qubit measurement outcomes are sometimes exchanged for single-qubit stabilizer measurements, an event we refer to as fusion failure. Architectures for LOQC must handle these non-deterministic operations. In the FBQC schemes we describe here, these fusion failures are directly dealt with by the quantum error correction protocol.

Here we specifically consider ‘dual-rail’ qubits composed of a single photon in two photonic modes. A photon in the first mode represents the state \(|0\rangle\) and a photon in the other mode represents \(|1\rangle\). This qubit encoding is attractive because it contains a fixed number of photons and so loss takes the qubit out of the computational subspace. When the qubit is measured photon detectors will count the total number of photons, and therefore a loss can be heralded, which is a powerful tool for being able to tolerate optical loss. Another advantage of the fact that all qubit states have a definite photon number in dual-rail encoding is that relative phase shifts between the optical modes of different qubits have no effect on the qubit state. This arbitrary tolerance to inter-qubit phase errors is key to the ability to store qubits in longer delay lines as shown in

\(^1\) For example, integrated photonic components implementing fixed linear optical transformations are much higher fidelity that those that are reconfigurable.
When using dual-rail qubits with path encoding\(^3\), the simplest way to implement a type-II fusion involves only two beam splitters and four detectors, and has a failure probability \(p_{\text{fail}} = 50\%\) \cite{1}. Using an additional Bell pair, fusion can be ‘boosted’ to suppress the failure probability to 25\% \cite{29, 30}, and by using more ancillary photons the fusion success rate can be boosted further. It is important to note that fusion failure is a more benign error than erasure, it is not only heralded, but failed fusions produce pure quantum states that can still be used in the computation without adding any additional noise.

We can also increase tolerance to photon loss and fusion failure by performing fusion on encoded qubits. This method is used in the examples in section VI, where physical qubits are encoded using a \([4,1,2]\) CSS code and encoded fusion is implemented by performing physical fusions transversally. Since this code is a concatenation of 2 repetition codes we find it convenient to refer to this as a \((2,2)\)-Shor code where the \((N_z, N_z)\) notation indicates the number of repetitions in \(X\) and \(Z\) bases. In appendix B I we describe how erasure in an encoded fusion can be suppressed and compute the erasure probability of measurements from an encoded fusion in the presence of photon loss and fusion failure.

The effective measurement basis of linear optical fusion can be straightforwardly changed by performing single qubit rotations on one or both of the input qubits before the Bell fusion. For example, performing a Hadamard on one qubit before fusion leads to an effective measurement measurement \((XZ, ZX)\). A switch before a fusion allows reconfigurability between different measurements, which we discuss further in appendix B.

### III. RESOURCE STATES

The small entangled states fueling the computation are referred to as resource states. Importantly, their size is independent of code distance used or the computation being performed. This allows them to be generated by a constant number of operations. Since the resource states will be immediately measured after they are created, the total depth of operations is also constant. As a result, errors in the resource states are bounded, which is important for fault-tolerance.

Here we focus on qubit stabilizer resource states \cite{31}, which can be described, up to local Clifford operations, by a graph \(G\) using the graph state representation \cite{32}. The graph state is defined as the quantum state \(|G\rangle\) obtained by putting qubits in the \(|+\rangle\) state at each vertex and performing a controlled-\(Z\) gate between qubits for which the corresponding vertices in the graph are neighbors. Equivalently, \(n\) stabilizer generators for a graph state with vertices labeled from 1 to \(n\) are given by \(X_i \prod_{j \in N(i)} Z_j\), \(i \in \{1, 2, \ldots, n\}\) where \(N(i)\) is the set of vertices neighboring vertex \(i\) in \(G\).

\(^3\) In the dual-rail encoding, a qubit is represented by a single photon being in either of two modes. When using path encoding, the two modes correspond to two distinct waveguides, \(|0\rangle\) corresponds to the photon being in the first waveguide and \(|1\rangle\) to the photon in the second waveguide.
Appendix B 1 explains the structure and effect of an encoded bilizers. Replacing every qubit of a 6-ring with a (2,2)-Shor connections to result in the redundancy of the graph state sta-

The operations used to create a resource state depend on the physical platform used, and it is worth noting that the quantum hardware used to implement fusions may differ from that used to create resource states. In solid state qubits, for example, resource states can be generated using unitary entangling gates[34–39] or dissipatively [40–42].

A. Resource state generation with linear optics

When using linear optics, generation of resource states is achieved by performing a series of projective measurements, such as fusions described in section II, on even smaller entangled states such as Bell states and 3-GHZ states which we sometimes refer to as seed states. Methods for the generation of seed states are fully covered in [43]. Since projective entangling measurements in linear optics succeed probabilistically, as discussed in the previous section, it is often advantageous to use switching networks between fusions to enhance the success probability of the protocol. Using these networks, we attempt probabilistic operations multiple times and only select cases where they have succeeded. In this sense, multiplexing is used to effectively approximate post-selection on entangling fusion outcomes. Since the size and number of probabilistic operations required to generate a resource state is fixed, the resource overhead from repeating probabilistic operations is constant. There are many options for implementing such switching networks, depending on the required efficiency and available devices [44]. It is worth noting that to produce resource states that are qubit states, that is, states with multipartite entanglement between well-defined qubits, the states at intermediate stages of the resource state generation do not themselves need to be qubits.

Determining the most suitable resource state is part of the design of an FBQC scheme for a realistic hardware implementation, as the noise profile of the resource state will depend on the generation protocol used. For a given target resource state there is an enormous number of possible preparation protocols, each of which will result in a different noise profile. However, the fixed size of the resource state implies that any generation protocol will require a finite number of operations, and therefore the noise accumulated in any of the state generations will be bounded. Moreover, any error correlations that emerge from independent state generation will be local to that state, which limits the spread of errors in the fusion network and is discussed in section VII D.

IV. FUSION NETWORKS

A fusion network specifies an arrangement of resource states and a set of fusion measurements to be made on qubits of the resource states. After the measurements are made the qubits that were fused are removed from the state, and we learn measurement outcomes from each fusion. Two types of information remain: classical information from the measurement outcomes, and (potentially) some quantum correlations corresponding to unmeasured qubits. These measure-

Fig. 3: (a) An example of a resource state represented as a graph state. With the qubits labelled as in the figure, the stabilizers for the resource state are $Z_6X_1Z_2$, $Z_1X_2Z_3$, $Z_2X_3Z_4$, $Z_3X_4Z_5$, $Z_4X_5Z_6$, and $Z_5X_6Z_1$. (b) A qubit in the resource state can be replaced by a (2,2)-Shor encoded resource state with the depicted transformation. The qubits 1 and 2 both have the same neighboring qubits, drawn as dotted circles, as the unencoded qubit on the left. Qubits with an $H$ inside have a Hadamard applied to them with respect to their graph state representation. (c) The resource state in (a) with every qubit encoded in a (2,2)-Shor code.

Fig. 3(a) shows an example of a resource state in the form of a 6-ring graph state, where the stabilizer generators for the state are $Z_6X_1Z_2$, $Z_1X_2Z_3$, $Z_2X_3Z_4$, $Z_3X_4Z_5$, $Z_4X_5Z_6$, and $Z_5X_6Z_1$. This is one of the states we use in an example of a topological fault tolerant network in Section VI.

We also consider encoded resource states, which can be used as a tool to reduce the impact of loss and errors in fusion measurements. In an encoded resource state the qubit operators ($X_i$, $Z_i$) are replaced by encoded qubit operators ($\bar{X}_i$, $\bar{Z}_i$). We consider the example of encoding each qubit in a graph state with the (2,2)-Shor code [33] (as defined in Sec II A), which has representative encoded operators:

\[
\bar{X}_i = X_{i,1}X_{i,3} \quad (1)
\]
\[
\bar{Z}_i = Z_{i,1}Z_{i,2} \quad (2)
\]

and each encoded qubit has stabilizers

\[
S = \langle X_{i,1}X_{i,2}X_{i,3}X_{i,4}, Z_{i,1}Z_{i,3}, Z_{i,2}Z_{i,4} \rangle. \quad (3)
\]

This encoding is shown graphically in Figure 3(b), where the qubit is replaced by 4 qubits with appropriate graph state connections to result in the redundancy of the graph state stabilizers. Replacing every qubit of a 6-ring with a (2,2)-Shor encoded qubit gives us the resource state depicted in Fig. 3(c). Appendix B 1 explains the structure and effect of an encoded fusion on these states in greater detail.
ment outcomes contain correlations that are the ‘outcome’ of the fusion network, giving us both a computational output or, in the case of fault-tolerant fusion networks, parity checks that can be used for error correction. In this section, we describe how to construct fusion networks, and how to analyze them to identify the quantum and classical correlations that exist after fusion measurements have been made. In particular, we focus on stabilizer fusion networks where resource states are stabilizer states and fusion measurements are stabilizer projections.

Stabilizer fusion networks can be characterized by two Pauli subgroups: (1) A stabilizer group, $R$, describing the ideal resource states and (2) the fusion group, $F$, which is a Pauli sub-group that defines the fusion measurements, where we include $-1 \in F$.

$F$ is not a stabilizer group since the signs of the operators are determined only after measurement (when an element of $F$ anti-commutes with an element of $R$ the outcome of the fusion measurements will be random). It is therefore convenient to include $-1$ in our definition of $F$.

The result of the fusion process, in particular the relationship between the measurement outcomes and the final state of the remaining qubits, can be understood using the stabilizer formalism. As it turns out a key role is played by the surviving stabilizer group, which is the set of elements of $R$ that commute with all elements of $F$. This is also known as the centralizer of $F$ in $R$, for which we use the following notation:

$$S := Z_R(F),$$

(4)

Since in general $F$ and $R$ do not commute, the stabilizers after measurement will be updated. If fusion measurements are non-destructive, the new stabilizer of the final state will include the surviving stabilizer group, $S$. For an ideal fusion process, which is destructive, the state of the outer qubits (those remaining after measurement) is instead described by the stabilizer $S_{\text{out}}$, which is the restriction of $S$ to the outer qubits up to signs. The signs are determined by the fusion measurement outcomes, and the elements of $S$ are a handy guide for determining these signs. Namely, if $s_{\text{in}} \otimes s_{\text{out}} \in S$, where ‘in’ refers to the inner (or measured) qubits, then the eigenvalue $m = \pm 1$ of $s_{\text{in}}$ is determined by fusion outcomes and we have:

$$ms_{\text{out}} \in S_{\text{out}}.$$  

(5)

In other words, the surviving stabilizer group both determines the correlations on the post-fusion state and describes the origin of those correlations.

A simple example of a fusion network that creates a larger resource state from several smaller states is shown in Fig. 4(a).

---

4 Defining $F$ to include $-1$ is also convenient when defining the check group in Section V because a product of fusion measurements that is equal to an element of the resource state group up to signs gives us a check.
It is worth noting that a fusion network as we have described it here simply represents the entanglement structure of states and measurements. It does not specify the ordering of operations, nor is it necessary that the entire fusion network exists simultaneously. When considering an architecture to implement a fusion network a specific time ordering can be introduced as a tool for architectural design, which is explored further in [27].

In the next section, we describe how redundancy can be added to a fusion network for fault-tolerance, and in section VI we present several explicit examples of fault-tolerant fusion networks.

V. FAULT-TOLERANT FUSION NETWORKS

Fusion networks can be constructed to be fault tolerant, such that errors in resource states, or noisy fusion measurements can be corrected for, as long as errors occur with sufficiently low probability. In this section we describe fault tolerance in fusion networks.

Fault-tolerant fusion networks (FTFNs) can be constructed in a way that is inspired by circuit-based quantum error correction or fault-tolerant cluster states. This approach can be a useful initial guide, but a direct translation often yields inefficient schemes, and better approaches can be found by working more directly in the fusion network picture, as we show in the examples in section VI.

A. Stabilizer formalism for FTFNs

The surviving stabilizer group helps us describe the output of a fusion network, notably through two of its subgroups: the output stabilizers and the check operators.

Output stabilizers. The output stabilizers, \( S_{\text{out}} \), can be thought of as the logical operators of the system. In a fault-tolerant fusion network the existence of check operators allows errors in measurements to be identified and corrected, adding redundancy to the output stabilizers.

Check operators. The key to fault tolerance is a redundancy in the fusion outcomes, which is precisely captured by the check operator group,

\[
C := R \cap F. \tag{12}
\]

The elements of this stabilizer group are the stabilizers of \( R \) that are effectively measured in the fusion process.

In the absence of errors fusion outcomes are such that the generators of the check group, \( C \), have positive eigenvalues, even though the individual fusion outcomes are random. That is, the set of all possible fusion outcomes forms a binary classical code. Recall that \(-1 \in F\) so elements of \( F \) and \( R \) that are equal up to signs will still result in checks.

Errors When imperfections are present resource states will differ from the ideal state, resulting in Pauli errors on some qubits. The fusion measurements may also be imperfect, adding additional noise, or leading to flipped measurement outcomes. In considering these different sources it is helpful to describe all errors as an element of the Pauli group applied to the qubits in the fusion network after ideal resource state preparation, and before ideal fusion measurements. This is sufficient to capture both imperfections in resource generation and errors that occur during fusion.

Detectable Errors Detectable errors are those Pauli operators that affect one or more of the check operators, such that their measured eigenvalue is negative. If an error, \( E \), anticommutes with a fusion measurement then the value of the fusion measurement will be flipped. The value of all check operators is referred to as the syndrome. The classical fusion outcomes form a classical linear binary code, which allows them to be corrected. Given the syndrome, it is the job of a decoder to predict the sign of the output stabilizer based on the most likely physical error class consistent with the detection pattern. If the decoder predicts the error class correctly, all logical outcomes will be recovered correctly. Note that the error correction being performed here is entirely on the classical fusion measurement outcomes, and the output of decoding is used to update the Pauli frame that allows us to interpret the remaining state. There is no notion of a physical correction that could be applied, since the qubits that suffered errors have been destructively measured.

Undetectable errors The group of undetectable errors is defined by the centralizer of the check group \( C \) on the whole Pauli group:

\[
U := Z(C). \tag{13}
\]

As the name suggests, this is the subgroup of the Pauli operators which leaves no trace on the check operator results. However, not all undetectable errors are problematic for computation, since some do not affect the final correlations of interest. For example, \( U \) contains elements of \( R \) (or \( F \)) which will have no detrimental effect as they leave the resource states (or fusions) invariant. More generally, the group of trivial undetectable errors is

\[
T := Z(S), \tag{14}
\]

where \( S \) is the surviving stabilizer group defined in section IV. \( T \) includes \([R, F]\) by definition. Undetectable errors can thus be classified by the elements of the quotient \( U/T \). Trivial errors, that are elements of \( T \), have no effect on the check operators, or the output stabilizers. Errors may also be non-trivial but undetectable. These errors do not affect the check operators, but do affect the output stabilizers. For fault-tolerance, we are interested in fusion networks where the weight of non-trivial undetectable errors, also called the distance of the code, increases with the size of the network. Some examples of such networks are discussed in section VI.

Error representation. Errors may occur in the generation of resource states, or in the fusion measurements themselves. It is convenient to choose a representation that groups together errors which have an equivalent action on the code state and check operators. It is never necessary to distinguish different errors which are equivalent up to an element of \( F \), since
$F \subseteq T$. We therefore choose to express decoding problems in terms of $P/F$, where $P$ is the Pauli group (i.e., the full Pauli group quotiented by the fusion group). While distinct elements of $P/F$ may correspond to equivalent errors (according to the fully reduced equivalence classes of $P/T$), the partial reduction $P/F$, has the advantage of preserving a large amount of the locality structure in the error model. In particular, single qubit Pauli errors on resource states are interpreted as measurement errors on a corresponding generator(s) of $F$. When $F$ is composed of Bell fusion measurements, the quotient $P/F$ identifies pairs of single qubit Paulis in $P$ whenever they jointly produce an element of $F$. We can thus choose to express decoding problems in terms of $P/F$, which directly corresponds to specifying which fusion outcomes were flipped. For instance, in the example of Fig. 5, the single qubit errors $X_4$ and $X_{13}$ are equivalent errors, as they multiply to $X_4X_{13}$, which is an element of $F$. Up to this equivalence, errors can be characterized by which generators of $F$ (fusion outcomes) they flip, in this case $Z_4Z_{13}$.

### B. Example fault-tolerant fusion network

Figure 5 shows an example of a fusion network, where the output is a Bell pair on qubits 1 and 16. The stabilizer groups $R$, $F$, $S$ and $C$ for this example are defined in the table in Fig. 5(c). This network contains two check operators, which allow certain errors in the fusion network to be corrected.

After all fusions have been performed the quantum correlations of the unmeasured qubits depend on the classical measurement information, and this dependency is captured by the surviving stabilizer group as we saw in section IV. We use the notation $m_{i,j}$ to represent the classical bit from the measurement of the operator $X_iX_j$ and $m_{i,j}$ for the measurement of $Z_iZ_j$.

The outcomes (eigenvalues) of the check operator generators are:

$$C = \langle m_{2,5}^X m_{6,9}^Z m_{10,14}^X m_{4,13}^Z \rangle.$$  
$$m_{3,7}^X m_{8,11}^Z m_{12,15}^X m_{4,13}^Z \rangle. \quad (15)$$

Since check operators should have positive eigenvalue, they act as parity checks on the bits describing the fusion outcomes. The output stabilizer group is:

$$S_{out} = \langle m_{4,13}^Z X_1X_{16} \rangle,$$
$$m_{4,13}^X m_{2,5}^Z m_{6,9}^X m_{10,14}^Z m_{12,15}^X m_{8,11}^Z m_{3,7}^X Z_{16} \rangle. \quad (16)$$

such that when all fusions succeed the fusion network produces a Bell pair ($\pm X_1X_{16}, \pm Z_{16}$).

In this small example some (but not all) fusion measurement errors can be corrected. For example, consider a measurement error in $Z_4Z_{13}$. The corresponding outcome, $m_{4,13}$, appears in the output stabilizer, determining the sign of the $XX$ stabilizer of the output Bell state, so an error will result in an incorrect sign. However, the measurement also appears in both checks in $C$, and so it can be corrected.

In this example we can also identify the other types of error configuration. Trivial errors correspond to elements of $T$, for example an error $E_1 = Z_2X_{10}$ will flip measurement outcomes $X_2X_5$ and $X_{10}X_{14}$ but neither check is affected. Since $E_1 \in R \cup F$ this has a trivial effect on the output stabilizer.

Consider another error: $E_2 = Z_4$. This is a non-trivial undetectable error, which causes a single flipped measurement in the fusion outcome $X_1X_{13}$. This error commutes with the check group $C$, which we can see by noting that $m_{4,13}$ is not
present in either of the check operators, and it will therefore go undetected. $E_2$ also anti-commutes with one of the additional generators in $S$, since we can see its presence in the output stabilizer. For this reason, this error will lead to an incorrect prediction for the sign on $\pm Z_1 Z_{16}$ on the output stabilizers.

C. Topological fault-tolerant fusion networks

We can introduce a notion of low-density parity check (LDPC) fusion networks that is analogous to other similar constructions in error correction [45, 46]. Namely, a family of stabilizer FTFNs is LDPC if:

1. it has check operator generators such that each generator involves a bounded number of fusions, and each fusion is involved on a bounded number of generators,

2. for any integer $d$, there exist fusion networks in the family such that non-trivial undetectable errors have support on at least $d$ qubits.

One can then apply the usual combinatorial arguments to show the existence of error thresholds [47–49]. In the FBQC setting the fusion measurement outcomes will form a classical LDPC code.

We are specifically interested here in topological LDPC fusion networks, where the operations are geometrically local, and the resulting parity checks and logical operators have the structure of fault-tolerant topological error correction. The fusion network captures the behavior of a code evolving over time, so that for 2D topological codes one obtains 3D topological fusion networks. The elements of the surviving stabilizer group $S$ take the form of membranes (word-lines of string operators) and undetectable errors in $U$ take the form of closed strings (word-lines of topological charges). An illustration of such a 3D fusion network is shown in Figure 6. The check operators are closed membranes, while the logical operators are open membranes that span the support and are supported on the output qubits. The introduction of appropriate boundary conditions to the fusion network allows these membranes to terminate, and we discuss this further in Section VII. While there exists the noted equivalence between these 3D topological fusion networks and 2D topological codes, the 3D topological fusion networks are not constrained to represent foliated codes [50], in which there is a notion of a fixed code structure that persists throughout the computation. FBQC can support the more general framework of fault tolerance beyond foliation described in [51, 52]. Examples of topological fusion networks are given in section VII.

D. Syndrome graphs

The codes associated to fault-tolerant fusion networks are often well described by a syndrome graph representation. The syndrome graph picture makes it easier to interpret the underlying structure of the code and enables the application of existing decoders such as minimum-weight matching and union-find decoders [53, 54]. However, it should be noted that not all schemes can be naturally represented by a syndrome graph structure. That this is possible in topological (surface-code based) FBQC, is a manifestation of the fact that error chains leave non-trivial syndromes only at their endpoints.

In the syndrome graph we represent the code through a multi-graph, with vertices corresponding to check operator generators in $C$, and each edge corresponding to a generator of the fusion group $F$. An edge is connected to a vertex if the corresponding generator of $F$ is a factor of the corresponding check operator in $C$.

The parity for a check operator is evaluated by taking the joint parity of all the measurement outcomes composing the check. Given a set of fusion measurement outcomes each parity check has an associated parity value of either +1 or -1. The configuration of all of these parity outcomes is called the syndrome. If a fusion outcome is flipped, the vertices (checks) connected by its edge in the graph will have their parity values flipped. If a fusion outcome is erased, the two checks connected by the edge in the graph can be combined into a single check operator. The syndrome graph may have ‘dangling edges’, where an edge connects to only one check vertex. In some cases there may also be multi-edges between two check nodes when multiple fusion measurement outcomes contribute to the same pair of syndromes.

Figure 5(b) shows how the fusion network example can be represented as a syndrome graph. In this simple example there are two check operators, each check operator has four incident edges. There is one edge that is shared by both check operators, connecting the two vertices. The other edges are ‘dangling edges’ connected only to a single check node. In this small example not all fusion outcomes are included in a check operator, but in the examples of topological fault-tolerant fusion networks we present in the next section, all fusion outcomes will be part of at least one check operator. Specifically, we will consider topological fusion networks based on the surface code. Like any surface code construction, these networks can be represented by a primal syndrome graph and a dual syndrome graph which are locally disconnected. In the bulk, every Bell fusion contributes two measurement outcomes, which respectively correspond to one edge of the primal and one of the dual syndrome graph.

VI. EXAMPLE FAULT-TOLERANT FUSION NETWORKS

In this section we describe two explicit examples of fault-tolerant fusion networks that implement surface code error correction. The first model is closely related to existing schemes in the literature for constructing cluster states for fault tolerant MBQC [4, 7] while the second example shows a novel scheme which follows design principles to minimize the vertex degree of the syndrome graph. These examples provide simple illustrations of how fault-tolerance can be achieved in the FBQC framework. They are chosen as helpful pedagogical examples and are not optimal FBQC architectures. However, even with these examples we demonstrate a significant performance improvement.
can be created directly state in the X state obtained on measuring the central qubit of a 5-star graph the central qubit blacked out (Fig. 7(a)) because this is the represent this resource state as a 5-qubit star graph state with Horne-Zeilinger (GHZ) state

The resource state is the four qubit Greenberger-Horne-Zeilinger (GHZ) state\(^5\) with stabilizer generators \(\langle Z_1 Z_2 Z_3 Z_4, X_1 X_2, X_2 X_3, X_3 X_4 \rangle\). For graphical clarity, we represent this resource state as a 5-qubit star graph state with the central qubit blacked out (Fig. 7(a)) because this is the state obtained on measuring the central qubit of a 5-star graph state in the \(X\) basis with a ‘+’ outcome. There is no need to prepare a 5 qubit physical resource state, the 4-GHZ state can be created directly\(^6\). The four shaded circles, correspond to qubits in the resource state and are input to fusions in the network. The fusion network can be built up from a cubic unit cell as shown in Figure 7(a) and (d), where a resource state is placed on every face and edge of the unit cell. Resource states are aligned parallel to faces or perpendicular to edges. A fusion measurement is made on pairs of qubits from resource states centered at unit cell faces and qubits from resource states centered at neighboring edges as shown in Fig. 7(b)\(^7\). Each fusion attempts to measure the stabilizer operators \(X_1 Z_2\) and \(Z_1 X_2\) as shown in Fig. 7(c). We include a formal definition of the layout in Appendix A.

\(^5\) For convenience in defining the fusion network our resource state here has the \(X\) - and \(Z\) - operators swapped compared to the usual GHZ state definition

\(^6\) Using linear optics a 4-GHZ state can be prepared from single photons, using a variety of methods, such as those described in [43].

\(^7\) If the center qubit in the resource state had not been measured, the fusions would result in the cluster state used in the MBQC implementation of the surface code [4, 7].

For each unit cell there is a primal check operator that is associated with the cell, which is made up of 24 fusion measurement outcomes. There are 4 fusions per face of this cell, giving a total of 24 by combining all 6 faces of the cube. For each of these fusions, one of the two measurement outcomes contributes to the cell parity check. Specifically the parity check operator is \(C_c = \prod_{f \in e} \prod_{c \in f} Z_f X_c\), where \(c\) is the cell, \(f\) is a face, and \(e\) is an edge. The other measurement outcomes contribute to one of the dual parity checks, which are associated with the corner vertices of the unit cell. The fusion network is symmetric under translation by half the lattice constant in all three dimensions. This means that the primal syndrome graph and dual syndrome graph are identical.

The logical operators are defined by 2D membranes made up of connected faces of the lattice. To evaluate the membrane we combine the fusion measurement outcomes from all four fusions on each face that makes up the membrane. Specifically the operator for a membrane, \(M\), is defined as \(\prod_{f \in M} \prod_{e \in f} Z_f X_e\).

The fusion network results in the syndrome graph shown in Fig. 7(e): a cubic lattice, where every edge is a multi-edge corresponding to four measurement outcomes. In total there are 24 fusion measurements that combine to evaluate each check operator. Since the syndrome graph is used across different implementations of the surface code, it is a useful tool to understand the correspondence between FBQC and a circuit based surface code model. In a circuit model, space-like edges in the 3D syndrome graph correspond to physical qubit errors, while time-like edges correspond to measurement errors. In FBQC both time-like and space-like edges correspond to fusion measurement outcomes - there is no distinction between physical and measurement errors in this model. Another point of comparison is the interpretation of the primal and dual syndrome graphs. In a circuit model the primal syndrome graph captures Pauli-X errors, and measurement errors on \(Z\)-type parity checks, while the dual syndrome graph captures Pauli-Z errors and measurement errors on \(X\)-type checks. In this FBQC example, each 2-qubit fusion contributes one measurement outcome to the primal graph, and the other to the dual graph. One way of viewing this is that the two fusion measurement outcomes behave like the Pauli-X and Pauli-Z parts of the error channel on a physical qubit in the circuit model. For a fusion network like this, that generates the bulk of a fault tolerance structure, it is always possible to swap the resource states and measurements to find another valid fault tolerant fusion network, i.e. defining \(R' = M\) and \(M' = R\). In this case that would mean that the resource states become bell pairs, and the fusion measurements become 4-qubit projective measurements on a GHZ state. Depending on the hardware available, one or the other of these fusion networks may be preferable.

B. 6-ring fusion network

Our second example, the 6-ring fusion network, improves on the 4-star network. It requires fewer resource states and fewer fusion measurements to implement a code of the same
The edges that contribute to the cell’s check are the 6 edges that do not have a qubit from a resource state that belongs to the cell, as represented in Fig. 8(a). At these edges a fusion measurement is needed to link together the stabilizers of neighboring faces, we call this set of edges \( E_{\text{link}} \). For each of these fusions, one of the two measurement outcomes contributes to the cell parity check. Specifically the parity check operator is \( C_c = \prod_{f \in \mathcal{Z}} (XX)_f \prod_{e \in E_{\text{link}}} (ZZ)_e \), where \( c \) is the cell, \( f \) is a face, and \( e \) is an edge. The other measurement outcomes contribute to one of the dual parity checks, which are associated with the corner vertices of the unit cell.

The logical operators are defined by 2D membranes made up of connected faces of the lattice. To evaluate the membrane we combine the fusion measurement outcomes from the fusion on each face, and the fusion at each connection between two faces. For example if we consider a flat 2D sheet membrane, \( \mathcal{M} \), then we can define the membrane operator as \( \prod_{f \in \mathcal{M}} (XX) f \prod_{e \in \mathcal{Z}} (ZZ)_e \). Other representations of the logical membrane can be obtained by multiplying by check operators. In some configurations two connected faces

4-Star Fusion Network

| a) 4-star resource state unit cell | b) Fusion network | c) Fusion measurements |
|-----------------------------------|-----------------|----------------------|
| ![4-star resource state unit cell](image1) | ![Fusion network](image2) | \( M_1 = X_1Z_2 \) \( M_2 = X_2Z_1 \) |

\[
S_1 = Z_1Z_2Z_3Z_4 \\
S_2 = X_1X_2I_3I_4 \\
S_3 = I_1X_2X_3I_4 \\
S_4 = I_1I_2X_3X_4 \\
S_5 = I_1I_2I_3I_4 \\
S_6 = X_1X_2X_3X_4 \\
\]

\[
\sum_{i=1}^{6} S_i = \sum_{i=1}^{6} \prod_{j=i}^{4}(X)_j \prod_{k=i+1}^{6}(Z)_k \]

\[
M_1 = X_1Z_2 \\
M_2 = X_2Z_1 \\
\]

FIG. 7: The ‘4-star’ fusion network: (a) Layout of resource states in a cubic unit cell of the lattice (grey dashed line). The resource state is a 4-GHZ state with stabilizers \( Z_1Z_2Z_3Z_4, X_1X_2, X_3X_4 \), which is the same as a graph state in the form of a 4-star where the central qubit has been measured in the \( X \) basis and returned a ‘+1’ outcome. The resource state is drawn in this way only for ease of depiction; the architecture only requires 4-GHZ resource states which, in the case of a linear optical implementation, can be created directly from single photons using circuits described in [43]. (b) Fusions within a unit cell shown in orange (c) All fusion measurements in the fusion network attempt to measure \( M_1 = X_1Z_2 \) and \( M_2 = Z_1X_2 \). (d) Layout of resource states across multiple unit cells. (e) Syndrome graph resulting from the fusion layout. Both the primal and dual syndrome graphs have the same structure. Primal and dual checks can respectively be associated to unit cubes and vertices of the dashed lattice of (d). Individual checks can be obtained by taking the product of 24 fusions between adjacent edge-face pairs (whether \( XZ \) or \( ZX \) is used for respectively for primal or dual).

distance, and as we will see in the next section, it offers a significantly improved threshold.

In this fusion network, the resource states are graph states in the form of six qubit rings, with stabilizers \( \langle Z_1X_3Z_3, Z_2X_4Z_4, Z_3X_5Z_5, Z_4X_6Z_6, Z_5X_1Z_1, Z_6X_2Z_2 \rangle \). The fusion network has a cubic unit cell with two resource states per unit cell, as depicted in Fig. 8(a). Fusion measurements connect the pair of qubits at each face and each edge, as shown by the orange lines in Fig. 8(b). Each fusion attempts to measure the stabilizer operators \( X_1X_2 \) and \( Z_1Z_2 \) on the input qubits. Figure 8(d) shows multiple unit cells, where it can be seen that the resource states form layers in the planes perpendicular to the \( (1,1,1) \) direction. Appendix A gives a formal definition of the 6-ring fusion network.

There are 12 fusion measurements that combine to evaluate each check, which is half as many measurements per check compared to the 4-star network. For each unit cell there is a primal check operator that is associated with the cell. For each cell, the check operator comprises measurements for one fusion per face, and additionally fusions for 6 edges of the cell.
FIG. 8: The ‘6-ring’ fusion network. (a) Each resource state is a graph state in the form of a ring of six qubits. Two resource states are placed at opposite corners of each unit cell. (b) Two-qubit fusions connect every pair of qubits that share a face or an edge. Resource states that belong to the unit cell are shown as shaded circles, while qubits from resource states in neighboring cells are shown as white circles. A formal definition of the fusion network can be found in Appendix A. (c) All fusion measurements in the fusion network are two-qubit projective measurements on the bases $M_1 = X_1X_2$ and $M_2 = Z_1Z_2$. (d) Shows the layout of resource states across multiple unit cells. When unit cells are tiled the resource states can be grouped into layers along 2D planes perpendicular to the (1,1,1) direction. Three qubits in each state fuse with the layer above, and three with the layer below. (e) The syndrome graph resulting from the fusion layout is a cubic graph with diagonal edges as shown. Primal and dual syndrome graphs have an identical structure. In both, the vertical edges correspond to $XX$ type fusion outcomes and diagonal edges correspond to $ZZ$ outcomes.

of the membrane may be connected through a resource state, in which can the fusion at this edge is not included in the membrane operator.

The syndrome graph for this fusion network is depicted in Fig. 8(e), and is a cubic lattice with added diagonal edges. The 6-ring network has the same symmetry under translation in all three dimensions by half the lattice constant. So, as in the 4-star network, the primal and dual syndrome graphs are identical.

The diagonal edges that show up in the syndrome graph here are a familiar feature in circuit based surface codes, where they would be interpreted as so-called ‘hook’ errors. These can occur when a single error event spreads to neighboring qubits during the stabilizer measurement circuit. Although the origin of this type of correlated error is very different in the fusion network setting, in both cases these edges arise due to the process of creating large scale entanglement from physically low weight operations.

C. Performance comparison

We study the performance of these two fusion networks by simulating their behavior under a model of both Pauli errors and erasure. We consider two error models:

- A hardware-agnostic fusion error model where every fusion measurement is erased with some probability, $p_{\text{erasure}}$, and flipped with some probability, $p_{\text{error}}$.
- A linear optical error model where every fusion has a failure probability, $p_{\text{fail}}$, and every photon in a resource state has a probability of being lost, $p_{\text{loss}}$.

1. Hardware-agnostic fusion error model

Every fusion in a fusion network produces two measurement outcomes which we call fusion measurements. In the
hardware-agnostic fusion error model every measurement in the fusion network is erased with probability $p_{\text{erasure}}$ and flipped with probability $p_{\text{error}}$. This can capture single qubit Pauli errors and erasures originating from the resource state generation as well as those resulting from noisy fusion measurements, as discussed in Section V A, since they can all be characterized by the fusion outcomes that they flip. Leakage and fusion failure lead to the erasure of fusion outcomes. This model is totally general in the sense that it captures some effect from all possible sources of error, but simplified in that each fusion is treated as identical and bit-flip and erasure errors are assumed to be independent.

Compared to previous studies of fault-tolerant measurement based quantum computing (MBQC), which look at the erasure and error thresholds of single qubit measurements on large cluster states which already have long range entanglement[8, 51, 55], this model captures errors in the joint measurements used to create long range entanglement starting from small resource states. In this way, this fusion error model is closer to a circuit level error model where individual resource states and fusion measurements play the role of elementary gates. We discuss the scope and limitations of this error model in Section VII D.

To evaluate the threshold of each fusion network we perform Monte Carlo simulations of each fusion network with $L \times L \times L$ unit cells and with periodic boundary conditions in all three dimensions. We draw error samples based on the models above, and use a minimum weight perfect matching decoder [56, 57] to perform decoding and count the instances of logical errors. Primal and dual syndrome graphs are decoded separately, but we identify a logical error as a non-trivial error chain in either the primal or dual, and in any of the three dimensions of the fusion network. We repeat these simulations over a range of values of different error parameters, and the system size, $L$, in order to build up a threshold surface in the two error parameters. More details on our simulation methods are given in Appendix C.

Fig. 9 shows the threshold surface for the 4-star (blue line) and 6-ring (orange line) fusion networks. If the combination of erasure probability $p_{\text{erasure}}$ and error probability $p_{\text{error}}$ per measurement lies inside the threshold surface, the errors are in the correctable region of the corresponding fusion network. In the correctable region the probability of logical errors is suppressed exponentially in the size of the network. The correctable region of the 4-star network is contained in the correctable region of the 6-ring network so any value of $(p_{\text{erasure}}, p_{\text{error}})$ that can be corrected by the 4-star network can also be corrected by the 6-ring network. The marginal $p_{\text{error}}$ threshold for the 4-star network is 6.90%, while it is 11.98% for the 6-ring network. The marginal $p_{\text{error}}$ threshold for the 6-ring network is 1.07%, compared to 0.75% for the 4-star network.

2. **Linear optical error model**

We now examine the performance of these fusion networks under an error model motivated by linear optics, which includes the effects of fusion failure and photon loss. Every
fusion is a linear optical Bell fusion between dual-rail qubit photonic resource states as described in Sections II and III.

Tolerance to photon loss in this model differs from erasure tolerance. Erasure can arise in multiple ways. Firstly in every fusion there may be multiple photons involved, each of which can experience loss, the more photons there are the greater the chance that one will be lost and lead to an erasure. In addition to loss fusion failure can also lead to an erasure. In the absence of loss, every fusion performs the intended measurements with probability $1 - p_{\text{fail}}$ and performs separable single qubit measurements with probability $p_{\text{fail}}$. As described in section II, this failure case can be treated as one of the two intended fusion measurements being erased. Here we choose the linear optical fusion circuit for each fusion randomly so that both fusion measurements have an equal probability of being erased due to fusion failure.

To model fusion failure we consider the family of fusion boosting protocols in [29]. For unboosted fusion $p_{\text{fail}} = 1/2$ and no ancillary photons are required. If the fusion is boosted with a Bell pair, $p_{\text{fail}} = 1/4$ and there are two ancillary photons in the fusion. In general, [29] shows that $p_{\text{fail}} = 1/2^n$ can be achieved by boosting a fusion with $2^n - 2$ additional photons. For a fusion on $N$ photons the probability that no photon in the fusion is lost is $\eta^N$, where $\eta = 1 - p_{\text{loss}}$. If any photon in a fusion is lost, fewer than expected photons are detected and both fusion outcomes are erased. We therefore use a model of fusion erasure that captures the tradeoff between $p_{\text{fail}}$ and the probability of losing a photon. The probability that no photon in the fusion is lost is $\eta^{1/p_{\text{fail}}}$. Hence, with probability $1 - \eta^{1/p_{\text{fail}}}$, a fusion is erased. In this error model every individual physical fusion measurement in the network has an erasure probability of $p_0 = 1 - (1 - p_{\text{fail}}/2)\eta^{1/p_{\text{fail}}}$, which we explain in detail in Appendix B.

We numerically model three fusion networks under this model of fusion and photon loss. The 4-star network, the 6-ring network, and an encoded 6-ring network. In the encoded version of the fusion network every qubit in the resource state of the 6-ring network is replaced by a qubit encoded in the (2,2)-Shor code as depicted in Fig. 3. With this replacement, fusions between the (unencoded) qubits in a resource state are replaced by encoded fusions between the encoded qubits in resource states, which are composed of pairwise fusions between the physical qubits that constitute an encoded qubit. The (2,2)-Shor code refers to a four qubit $[[4, 1, 2]]$ quantum code which can be obtained by concatenating repetition codes for $X$ and $Z$ observables. (2,2) refers to the sizes of the two repetition codes. Depending on the order of concatenation, the resulting code space will be described by the code stabilizers $(X_{\{1,2\}}X_{\{3,4\}}, Z_{\{1,2\}}Z_{\{3,4\}})$ or $(Z_{\{1,2\}}X_{\{3,4\}}, X_{\{1,2\}}Z_{\{3,4\}})$. For simplicity, we assume that this choice is taken uniformly at random for every encoded fusion. An encoded fusion on two qubits $A$ and $B$ attempts to measure the input encoded qubits in the encoded Bell basis $X_AX_B$, $Z_AZ_B$ where $X$ and $Z$ respectively denote encoded $X$ and $Z$ operators for the local (2,2)-Shor code that are explicitly defined in appendix B 1. The local stabilizers in an encoded qubit allow the encoded fusion measurement outcome to be reconstructed in multiple ways which suppresses the erasure rate for these encoded fusions. In Appendix B 1, we explicitly calculate the erasure probability for measurements in an encoded fusion. If the erasure probability of unencoded fusion measurements is $p_0$, the probability of encoded fusion measurement erasure is

$$p_{\text{enc}} = \frac{[1 - (1 - p_0)^2]^2 + 1 - (1 - p_0)^2}{2}.$$  

For $p_0 < 0.5$, $p_{\text{enc}} < p_0$ i.e. the encoding suppresses the erasure probability.

There are three levels of encoding which we are separately modeling:

- At the lowest level is the linear optical qubit encoding of representing each physical qubit as a dual-rail qubit, where loss and multi-photon errors take the state outside the computational subspace.
- A local encoding (the (2,2)-Shor code) is used in resource states to achieve an encoded fusion which is less susceptible to fusion failure and photon loss.
- At the highest level we construct a fusion network which defines a topologically-protected logical qubit.

To evaluate the fusion networks in the linear optical error model we do not need to perform numerical simulations, but we can instead perform a mapping between $p_{\text{fail}}$ and $p_{\text{loss}}$ and the erasure parameter of our hardware-agnostic fusion error model: $p_{\text{erasure}}$, and use the simulated threshold values from Figure 9. In Fig. 10, we plot the threshold in photon loss of the fusion networks described above as a function of the fusion failure probability $p_{\text{fail}}$. Although a low value of $p_{\text{fail}}$, which is achieved by boosting the fusion, reduces erasure due to fusion failure, our model penalizes high levels of boosting by accounting for the loss on the increase number of boosting photons needed to achieve these low failure rates. As a result, there is an optimum value of $p_{\text{fail}}$ for every fusion network which corresponds to an optimum level of boosting.

The blue and orange lines in Figure 10 show the threshold behavior for the 4-star and 6-ring fusion networks respectively. The failure thresholds for these networks (in the absence of photon loss) is below 25%, which means that simple boosted fusion is not sufficient for fault tolerance. The markers represent the values of $p_{\text{fail}}$ that can be achieved with fusions presented in [29] and the stars represent the optimum levels of boosting. With the (2,2)-Shor encoding, the 6-ring fusion network provides a significantly larger marginal failure threshold of 43.2%. With the 25% failure probability achieved with fusions boosted by a Bell pair, we have a loss tolerance of 2.7% per photon. In other words, by boosting fusions with a Bell pair, the fusion network can be in the correctable region even when the probability of at least one photon being lost in a fusion is 10.4%.

VII. QUANTUM COMPUTATION WITH FAULT-TOLERANT FUSION NETWORKS

The previous sections have described how to create a fault tolerant bulk in FBQC - which behaves as the fabric of topological quantum computation. Creating the bulk is the most
critical component of the architecture, as it is this that determines the error correction threshold. But to implement fault-tolerant computation, additional features are needed. We now turn to the question of how this bulk can be used to implement fault-tolerant logic, and the implications for classical processing and physical architecture. Here we provide a brief overview of logic in FBQC and architectural considerations, both of which are topics in their own right and which are explored in much greater depth in related publications [27, 58].

A. Logical Gates

In order to perform fault-tolerant logic, we need to add to our toolkit the ability to create topological features in addition to the bulk. There are different approaches that can be used to create a fault-tolerant Clifford gate set. Boundaries can be used to create punctures which can be braided to perform gates via code deformation [9, 59]. Boundaries can be used to create patches on which lattice surgery can be performed [60]. Logical qubits can alternatively be encoded in defects and twists [61–63]. All of these approaches to logic are compatible with FBQC. The necessary topological features can be created by modifying fusion measurements in certain locations, or adding single qubit measurements in an appropriate configuration. Here we give a simple example of how to create two types of boundaries, which is sufficient to enable the encoding and manipulation of logical qubits in punctures or patches. Other topological features are addressed in [58].

1. Boundary creation

These two boundary types we create correspond to rough and smooth boundaries in the surface code picture [64], but in FBQC it is more natural to refer to them as primal and dual boundaries, according to whether they are able to match excitations in the primal/dual syndrome graphs respectively. A primal boundary corresponds to a rough boundary in the primal syndrome graph, and to a smooth boundary in the dual syndrome graph.

Figure 11 illustrates a simple example of how primal and dual boundaries can be created by measuring certain qubits of resource states in the Z basis. Figure 11(a) shows the creation of a boundary, where the layer of qubits at the boundary of the unit cell are either measured in the Z basis, or simply never created. Figure 11(b) shows a similar protocol for creating a smooth boundary. The case in which boundaries are parallel to planes defined by pairs of the unit cell vectors are particularly simple. For such boundaries, the only distinction between the primal and dual case is a displacement by half a unit vector in the perpendicular direction. The effect of this measurement pattern is to terminate the bulk, creating boundaries which can then be used as a feature to encode and manipulate logical qubits. Figure 11(c) shows an example of how these boundaries can be macroscopically assembled to fault tolerantly prepare the state \( |0\rangle \) (or \( |1\rangle \)) in a patch encoded logical qubit.

2. Pauli frame tracking

In FBQC, logical states have a direct physical counterpart only up to a Pauli correction, which is tracked in classical logic through the so called Pauli frame. The use of a Pauli frame is necessary due to the intrinsic randomness which is introduced by teleportations carried out by Bell measurements. For instance, at the logical level, the same component which prepares a \( |0\rangle \) state in Figure 11 will also represent the preparation of a \( |1\rangle \equiv X|0\rangle \) state. In general, this means [65, 66] that a state \( |\psi\rangle \) may be physically represented by a different state \( P|\psi\rangle \) for some tracked Pauli correction operator \( P \).

When relying on Pauli frame tracking, a generic \( n \) qubit state can be represented by any of \( 4^n \) possible physical quantum states together with \( 2n \) classical bits which describe frame. The use of stabilizer codes which protect the logical information practically halves the number of bits required to describe the frame. The key property of this technique is that most of the computation which can be described by Clifford operations can be executed independently of the classical tracking information. The classical Pauli frame data only influences the quantum operations performed at the logical level, in cases such as magic state injection and distillation. This allows classical Pauli frame processing to occur at a logical clock rate rather than at a potentially much faster physical fusion clock rate. In appendix D, we explain Pauli frame tracking for fault-tolerant FBQC, explaining why this technique only imposes minimal quantum and classical processing requirements.

3. Universal logic

To achieve a universal gate set, the Clifford gates must be supplemented with state injection, which combined with magic state distillation protocols can be used to implement \( T \) gates, or other small angle rotation gates. Magic state injection can be implemented in FBQC by performing a modified fusion operation, by making a single qubit \( Z \) measurement, or by replacing a resource state with a special ‘magic’ resource state.

B. Decoding and other classical processing

In FBQC, as in other approaches to fault-tolerant quantum computation, classical error-correction protocols are in charge of extracting reliable logical measurement information from the unreliable and noisy physical measurement outcomes. In FBQC it is helpful to view the decoding outcomes as logical Pauli frame information. Keeping track of this logical Pauli frame is necessary to interpret future measurement outcomes. This logical Pauli frame produces time-sensitive information when logical level feed-forward is required. That is, when
FIG. 11: A scheme for creating primal and dual boundaries that can be used to modify the bulk to perform quantum computation. a) and b) show modified unit cells of a fusion network that can generate a primal and dual boundary respectively. In each, the fusion network is made up of the same configuration of resource states as in the bulk (see Figure 8), but where some subset of the fusion measurements have been replaced with single qubit Z measurements, and some subset of the resource states are entirely removed (indicated by greyed out circles). If at the boundary a resource state has no remaining entangling operations connecting it into the bulk, then it does not need to be created. All the remaining fusions (shown by orange ovals) are a projective measurement on $XX$ and $ZZ$. The effect of this modified network is to truncate the bulk either at (a) a slice halfway through the cell or (b) at the edge of the cell. A primal (dual) boundary terminates a primal (dual) logical membrane, and therefore has a rough boundary in the primal (dual) syndrome graph. The primal (dual) boundary has a smooth boundary in the dual (primal) syndrome graph. (c) Shows an example of how these unit cells can be composed to create macroscopic boundary conditions, enabling fault-tolerant logic. This shows logical block that corresponds to fault-tolerant preparation of a dual membrane.

C. Physical architecture

Fusion networks have no intrinsic notion of time or space. The fusion network does not specify the ordering of fusion measurements, nor is it necessary that all of the resource states exist simultaneously. The same fusion network could be implemented by producing all the resource states at the same time or by staggering the resource state generation such that only some portion of the fusion network is ‘alive’ at a given moment in time. One widely discussed challenge of decoding is that it must be performed live during quantum computation. However, it is a crucial feature that this feed-forward operation happens at the logical timescale, and decoding outcomes are not needed at the fusion (or physical qubit) timescale. If decoding is slower than the logical clock rate then buffering or ancillary logical qubits [67] can be used to allow the computation to ‘wait’ for the decoding outcomes. We discuss this further in Appendix E. It is worth emphasizing that these are tools used at the logical level, and it is never necessary to modify any physical operation. Fusions can always proceed without decoding outcomes. An important implication of this is that a slow decoder does not impact threshold. Nevertheless fast decoders are desirable to reduce unnecessary overhead.
For FBQC:

1. **The operational depth is extremely low.** Each qubit is initialized and entangled into a resource state, and then immediately measured in fusion. The qubit’s lifetime is independent of the size of the code, or the computation.

2. **Resource state generators can be repeatedly used to create a large fusion network.** A fusion network contains many resource states, but they do not all need to co-exist simultaneously. An RSG that produces a state in each clock cycle can be re-used repeatedly. One natural way to time-order the creation of a large fusion network is to divide it into ‘time slices’. A 3D fusion network is divided into 2D layers, with one layer created at each time step, and fused with the previous layer. This time ordering allows a 3D network to be generated with a 2D array of resource state generators.

3. **The fusion routing can be fixed, such that rerouting between each clock cycle is not required.** A good design principle in a fusion routing is to minimize the need for switching between clock cycles. This reduces loss and error from switching, and minimizes the need to input classical control signals. In this example layout, every resource state generated at a given location goes to the same fusion devices. This means that the connections of the device are fixed, and no switching is needed to generate the bulk.

4. **Logic can be implemented by modifying fusion measurements.** To allow logic to be implemented (at least) a subset of the fusion devices must be reconfigurable, as indicated in Figure 12b). Boundaries or other topological features in the bulk are implemented by changing the measurement basis of the fusion, or switching to single qubit measurements.

The example in Figure 12 represents a simple physical architecture. With photonic qubits in particular there is a lot of flexibility in how to construct such an architecture. Depending on how long resource states can wait in memory before suffering too much decoherence or loss, more extreme time-ordering approaches can be taken. With photonic resource states the ideas of *interleaving*, described in [27], can be applied to use a single RSG to create an entire block of a fusion network by creating the network one resource state at a time. As long as the time ordering of state creation is compatible with higher level feedforward constraints at the logical level, any time ordering is possible. This example includes only local connectivity, which is not a requirement for photonic qubits. Long-range connectivity can allow the creation of non periodic boundary conditions, other topologies, or codes embedded in non-euclidean spaces. Higher dimensional fusion networks can also be created by combining time ordering structures with appropriate optical connectivity.
D. Errors in FBQC

The thresholds presented in Section VI are based on simple error models. In a physical implementation there will many physical sources of imperfection that contribute to the total erasure and measurement error rates, as well as the specific structure of those errors. A full analysis requires a detailed system architecture, and depends strongly on the specifics of physical error models. However the models we present here can still be used to get a meaningful insight into realistic performance. Since our model does not fix the ratio of Pauli and erasure errors, and since some correlated error structure is already present in the error model it is often possible that an exact or approximate analytical mapping can be made from a more detailed circuit-level error model to the numerical results we presented in Sec. VI. When it comes to specific structure in the errors, error bias and correlations impact the threshold, and time ordering of operations can spread errors. However, there is reason to believe that the impact of these can be limited in FBQC. In particular:

1. **FBQC accounts for the structure of errors due to the creation of long range entanglement.** As we build up large scale entanglement from low-weight physical operations, errors in resource states will lead to fusion measurement errors. The way errors propagate from resource state generation through fusion measurements is captured in the syndrome graph.

2. **Resource state and fusion errors are intrinsically local.** The construction of FBQC limits how far errors can potentially spread. Assuming they are created in physically separate systems we would expect correlations to exist only within a resource state and not between resource states (prior to fusion). This expectation is particularly strong with linear optics, where photons at different locations cannot become ‘accidentally’ entangled with one another since they do not interact. Furthermore, each qubit in the protocol has a short finite lifetime, limiting the potential for the spread of errors in its neighborhood.

3. **Correlations within a fusion can only improve performance.** A likely place for correlated errors to appear is between the two measurement outcomes of a fusion operation. Our model treats these errors as uncorrelated. Since we decode primal and dual syndrome graphs separately here, if fusion errors were correlated it would make no difference to our thresholds. If that information were to be accounted for in decoding it could only improve the performance.

Finally, when considering computation we need to account for the fact that logic gates are performed via creating topological features, such as boundaries or twists, which need different physical operations. We would therefore expect these to have different error models at those locations. It is, however, the case that in topological fault tolerance the bulk determines the threshold. The topological features used to implement logic are 2- or 1-dimensional objects. Our numerical results should therefore correctly indicate the threshold of fault-tolerant logic, although logic gates may have a different below threshold scaling behavior.

VIII. DISCUSSION

FBQC is a model for universal quantum computation. At the level of fault-tolerant logical gates it permits the same operations as circuit-based quantum computing (CBQC) or measurement-based quantum computing (MBQC) [9]. But significant differences emerge when looking at the physical processes used to implement the logical gates: in the resources needed with the computational protocol, in the operational depth, in the required connectivity of physical qubits, in the processing of classical information and in the emergence, propagation and impact of errors.

Both FBQC and MBQC are models based on resource states and measurements. The key distinction is in the nature of the resources. MBQC requires a large entangled cluster state, of a size that scales up with the computation being performed. FBQC, on the other hand, requires resource states of a constant size where the number of resource states needed increases for a larger quantum computation. The distinction is also clear in the type of measurements used. MBQC uses single qubit measurements to perform computation, and previous work that propose linear optical quantum computing (LOQC) architectures to achieve fault-tolerant MBQC [4, 6, 7, 68–71] did so by first creating the large cluster state resource out of finite size operations, and following this with computational (single-qubit) measurements. No such separation exists in an FBQC protocol, where destructive multi-qubit projective measurements [10, 24, 26], such as fusion gates [1], integrate the entangling measurements needed to create long-range entanglement with the measurements that implement fault tolerance and computation. Although not required, in some variations of FBQC the protocol may also contain a small number of single qubit measurements, for example to create topological features [58].

When it comes to fault-tolerant computation with linear optics, more distinctions arise at the architectural level. LOQC has a long history, with the earliest proposals [1, 72, 73] relying on extremely large gate teleportation or repeat-until-success strategies to handle probabilistic gates, and as such, requiring quantum memories. More recent architecture proposals [2, 3] replaced the need for memory with that of short fixed delays, however, the schemes for fault tolerance were still based on building a large entangled cluster state, and then making single qubit measurements on that state to implement fault tolerance and computation via MBQC. These schemes have a low constant depth, meaning that each photon sees a small fixed number of components during its lifetime, regardless of the size of the computation. The highest performing schemes were based on percolation methods [2, 3] to handle probabilistic fusion. Other schemes used branched resource states to add redundancy [6], which were able to tolerate probabilistic fusion at the expense of reducing the thresh-
old against loss and Pauli error.

The FBQC schemes we introduced in Section VI use constant sized resources in an architecture with a constant depth, but offer a significant threshold improvement compared to the best results in the literature. Beyond error tolerance, FBQC offers a crucial advantage in architectural viability compared to these previous schemes, where classical processing and feedforward was required to happen during the lifetime of a photon. This classical processing is often complex [7], and the need to perform a global computation of this kind while a photon waits in a delay line would place extraordinary performance requirements on photonic delays. FBQC removes this requirement and makes the fault tolerance threshold independent of the timescale of classical feedforward once resource states are available. As discussed in Section VII, feedforward is still needed, as is the case in any quantum computing architecture, but in FBQC this requirement is only at the logical level, with a timescale completely separated from physical operations.

We have presented an example of FBQC for the example of linear optical quantum computing with dual-rail qubits, however these tools can be applied across many hardware platforms to construct architectures that are intrinsically modular and have a low operational depth on each physical qubit between initialization and measurement. A low depth of operations limits the propagation of errors, and allows leakage to be identified and corrected. In addition, minimizing the operational depth is likely valuable wherever measurement operations are simpler and less noisy to perform than entangling gate operations. These benefits may apply to both photonic and non-photonic architectures. Modularity is also broadly desirable, as it is a key aspect ensuring an architecture for quantum computing is reliable and manufacturable. The functional blocks of FBQC: resource state generation, fusion network and fusion operations, must be compatible with each other, but the physical implementation of each block can differ as long as they are compatible. This opens the door to supporting applications in hybrid quantum systems. For example, photonic fusion operations in a fiber-based fusion network could be integrated with matter-based resource state generators producing photonic entangled states. Modularity of FBQC in optical quantum computing, coupled with the flexibility of optical connections can enable many possible fault tolerance schemes beyond the 3D topological schemes presented here [27].

FBQC is a general framework for computation that allows us to link together physical operations and topological fault tolerance, yielding low depth and modular architectures. This is a tool that can be used to design and optimize architectures for fault-tolerant quantum computing that are modular, and have a low operational depth. We expect this framework, with its ability to tightly link physical errors with their effect on quantum error correction, will allow performance improvements in systems that are fundamentally based on resource state generation and projective measurements. As technology moves ever closer to realizing these systems, having such a theoretical framework will be an important tool for engineering hardware design to achieve large scale fault-tolerant quantum computation.
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Appendix A: 4-star and 6-ring fusion networks

Here we give an explicit geometric definition of the fusion networks introduced in Section VI to accompany Figure 7 and Figure 8. The geometry is merely a tool for defining the connectivity of the fusion network, and the physical positioning on the qubits and fusions has no intrinsic meaning.

a. 4-star fusion network Each cubic unit cell contains 6 resource states. Three are positioned on unit cell edges at locations (1/2, 0, 0), (0, 1/2, 0) and (0, 0, 1/2). Three are positioned on unit cell faces at locations (1/2, 1/2, 0), (1/2, 0, 1/2) and (0, 1/2, 1/2). Each resource state has four qubits, which are all equivalent. In addition the unit cell contains 12 two-qubit fusion operations. Every resource state positioned at a face undergoes a fusion with the resource state located at the four edges making up the boundary of the face. All fusions are a stabilizer measurement of the operators $XZ$ and $ZX$ on the two measured qubits.

b. 6-ring fusion network Resource states are distributed according to a body-centered cubic lattice, centered at locations (0, 0, 0), (1/2, 1/2, 1/2) in the unit cell. Additionally, we associate individual coordinates to the qubits of the resource states according to the mapping, where these positions are relative to the resource state position:

1 : $(1/4, 0, 0)$,
2 : $(1/4, 1/4, 0)$,
3 : $(0, 1/4, 0)$,
4 : $(0, 1/4, 1/4)$,
5 : $(0, 0, 1/4)$,
6 : $(1/4, 0, 1/4)$.

There are two qubits located at each edge, which are connected by a fusion, and two qubits located at each face, which are also connected by a fusion.

Appendix B: Linear optical fusion error model

A fusion attempts to measure two input qubits 1 and 2 in the Bell basis $X_1X_2, Z_1Z_2$. However linear optical fusion on
two dual-rail qubits does not always perform these measurements because of the inherent non-determinism of dual-rail entanglement generation with linear optics and the presence of photon loss. In the example in Section VI, we primarily consider linear optical Bell fusion where every photon, including the photons used in boosting, is lost with the same probability $p_{\text{loss}}$ and $\eta := 1 - p_{\text{loss}}$. In the linear optical error model, we assume that the probability of a fusion having no lost photon is $\eta^{1/p_{\text{fail}}}$, where $p_{\text{fail}}$ is the probability of the fusion failing. This model accounts for the fact that boosting to obtain lower fusion failure probabilities involves using a larger number of photons as ancillas in the fusion, which implies a higher risk of fusion erasure due to photon loss. If the fusion is unboosted, $p_{\text{fail}} = 1/2$, there are only two photons in the fusion and the probability that no photon in the fusion is lost is $\eta^2$. If the fusion is boosted with a Bell pair $[29]$, $p_{\text{fail}} = 1/4$, there are four photons in the fusion (two input photons and two photons from the ancilla Bell pair) and the probability that no photon in the fusion is lost is $\eta^4$. In general, $[29]$ shows that $p_{\text{fail}} = 1/2^n$ can be achieved by boosting a fusion with $2^n - 2$ additional photons, resulting in a probability $\eta^{2^n}$ of no photon in the fusion being lost. If any photon in a fusion is lost, fewer than expected photons are detected and both fusion outcomes from the fusion are erased.

When all photons are detected in the fusion, a fusion fails with probability $p_{\text{fail}}$ and instead of the intended measurements of $X_1 X_2$ and $Z_1 Z_2$, the fusion performs separable single qubit measurements. Depending on the linear optical circuit used to perform the fusion, the fusion can measure a pair of single qubit stabilizer measurement (e.g. $X_1$ and $X_2$ or $Z_1$ and $Z_2$) when it fails$^8$. By taking the product of these two single qubit measurements we can reconstruct the two qubit measurement, therefore this event can be interpreted as a successful fusion with an erasure of one of the measurement outcomes. For example, if the intended fusion measurements were $X_1 X_2$ and $Z_1 Z_2$ and, upon fusion failure, we obtain single qubit measurement outcomes $X_1$ and $X_2$, we can treat this case as a successful fusion with an erased $Z_1 Z_2$ measurement outcome.

In this paper, the circuits used to implement fusion are randomized so that with 50% probability, the fusion measures $X_1 X_2$ on failure, and with 50% probability, $Z_1 Z_2$ are measured on failure. The probability that no photon in the fusion is lost is $\eta^{1/p_{\text{fail}}}$ and the erasure probability for a fusion measurement in the absence of loss is $p_{\text{fail}}/2$ in this randomized model. Consequently, the erasure probability for both the $X_1 X_2$ and $Z_1 Z_2$ measurements coming from the fusion is $p_{\text{fail}} \eta^{1/p_{\text{fail}}}/2$. The probability of measuring both $X_1 X_2$ and $Z_1 Z_2$ is $(1 - p_{\text{fail}}) \eta^{1/p_{\text{fail}}}$.

With this randomization of the failure basis, the marginal probability of erasure for individual measurements coming from the fusion is $p_0 = 1 - (1 - p_{\text{fail}}/2)\eta^{1/p_{\text{fail}}}$, which we call the physical fusion measurement erasure probability. Since the two measurements from a fusion go to different syndrome graphs (primal and dual) that are decoded separately, evaluating the fault-tolerance threshold only requires this marginal erasure probability. Table I summarizes the probability of obtaining different measurements in a fusion boosted by a Bell pair with $p_{\text{fail}} = 1/4$.

![TABLE I: Probability of measuring different stabilizers when performing a linear optical fusion boosted with a Bell pair ($p_{\text{fail}} = 1/4$) that attempts to measure $X_1 X_2$, $Z_1 Z_2$ and failure basis randomly chosen between $X_1$, $X_2$ and $Z_1$, $Z_2$. $\eta_{\text{loss}}$ is the loss seen by every photon, including boosting photons, and $\eta = 1 - p_{\text{loss}}$.](image)

By placing a Hadamard gate before one of the input qubits going into the fusion, we obtain a fusion that measures $X_1 Z_2$ and $Z_1 X_2$ with both measurements having the same marginal erasure probability of $1 - (1 - p_{\text{fail}}/2)\eta^4$. This fusion measurement basis is used in the star fusion network in section VI and the example fusion network in section IV.

1. Encoded fusion erasure probability

In order to increase loss tolerance, the qubits in a resource state are encoded in a four qubit $(2,2)$-Shor code in section VI, which is a concatenated of two 2-qubit repetition codes. The $(2,2)$-Shor code can be oriented in two ways: with code stabilizers $\{X_1 X_2 X_3 X_4, Z_1 Z_3, Z_2 Z_4\}$ (X repetition above Z) or $\{Z_1 Z_2 Z_3 Z_4, X_1 X_3, X_2 X_4\}$ (Z repetition above X).

We perform fusion between two encoded qubits, which we label as $A$ and $B$, by performing pairwise fusions transversely. Considering the case of X repetition above Z, the Shor code stabilizers are $\{X_1 A X_2 A X_3 A X_4 A, Z_1 A Z_3 A, Z_2 A Z_4 A, X_1 B X_2 B X_3 B X_4 B, Z_1 B Z_3 B, Z_2 B Z_4 B\}$. The logical operators for the Shor encoded qubits are $\overline{X_A} = X_1 A X_3 A$ and $\overline{Z_A} = Z_1 A Z_2 A$, and the same for the $B$ side. The encoded fusion measurements we would like to perform are $\overline{X_A X_B}$ and $\overline{Z_A Z_B}$. The physical measurements are $X_{1A} X_{1B}, Z_{1A} Z_{1B}, i \in \{1, 2, 3, 4\}$.

Multiplying with the code stabilizers gives us multiple ways to reconstruct the encoded $XX$ measurement from the physical fusion measurements: $\overline{X_A X_B} = (X_{1A} X_{1B})(X_{3A} X_{3B}) = (X_{2A} X_{2B})(X_{4A} X_{4B})$ where the terms inside the brackets are fusion measurements. There are two ways to measure $\overline{X_A X_B}$ and each requires two physical fusion measurements. Therefore, the erasure probability of $X_A X_B = [1 - (1 - p_0)^{1/2}]^2$, where $p_0$ is the physical fusion measurement erasure probability.

---

$^8$ It is simple to modify linear optical circuits to choose the failure basis using appropriate single qubit gates, which are easy to implement in linear optics, before a fusion. For instance a fusion that measures $Z_1$, $Z_2$ on failure can be made to fail by measuring $X_1$, $X_2$ instead by placing a Hadamard gate before both input qubits.
Similarly,

\[ Z_A Z_B = (Z_A Z_1 B) (Z_2 A Z_2 B) = (Z_A Z_1 B) (Z_4 A Z_4 B) \]
\[ = (Z_2 A Z_2 B) (Z_3 A Z_3 B) = (Z_3 A Z_3 B) (Z_4 A Z_4 B) \]

i.e. measuring \( Z_A Z_B \) requires one measurement from \( \{(Z_A Z_1 B), (Z_3 A Z_3 B)\} \) and one measurement from \( \{(Z_2 A Z_2 B), (Z_4 A Z_4 B)\} \). Therefore, the erasure probability of \( Z_A Z_B \) is \( 1 - (1 - p_0^2)^2 \).

If the orientation of the Shor code is changed, i.e. we have \( Z \) repetition above \( X \), the expressions for the encoded parameters are identical. When fully accounting for the effect of hardware level errors on photon loss, the loss probabilities of photons used for boosting is likely to be lower than the loss on photons in the resource state. The model we have used is conservative in this respect.

**Appendix C: Simulation methods**

The hardware-agnostic fusion error model is an i.i.d error model in which every measurement outcome from every fusion is independently erased with probability \( p_{\text{erasure}} \) and suffers a Pauli error (i.e. the measurement outcome is flipped) with probability \( p_{\text{error}} \). Since a measurement can only be incorrect if it is not erased, the probability of the three measurement outcomes are as follows:

- Correct measurement: \( (1 - p_{\text{erasure}})(1 - p_{\text{error}}) \)
- Erasure: \( p_{\text{erasure}} \)
- Incorrect measurement: \( p_{\text{error}}(1 - p_{\text{erasure}}) \)

To obtain the correctable regions shown in Fig. 9, we perform montecarlo simulations of the behavior of the fusion network for different values of \( p_{\text{erasure}} \) and \( p_{\text{error}} \). For each combination of error parameters we simulate a 3D block of the fusion network with periodic boundary conditions of size \( L_{\text{code}} = 12, 16, 20 \) unit cells in each dimension. To perform a single numerical trial we sample errors and erasures on the edges of the primal and dual syndrome graph according to the probability distribution above, and compute the resultant syndrome. We then perform decoding using the minimum weight matching decoder on the syndrome graph. We use the Blossom V implementation of graph perfect matching [57]. To construct the matching graph we assign a weight 0 to erased edges in the syndrome graph, and all other edges weight 1. We construct a complete matching graph, with a vertex for each odd parity syndrome vertex, and an edge that connects each pair of vertices where the weight of the edge corresponds to the lowest weight path connecting the two vertices on the syndrome graph. Running the decoder results in a correction, which we compare against the error sample to identify whether a logical error is introduced. We decode primal and dual syndrome graphs separately, and identify the logical error state of both after decoding. We define the overall logical error to be the case that either primal or dual syndrome graph has a logical error in any one of the three periodic dimensions. We repeat this sampling and decoding process at least 15000 times for each combination of error parameters to compute the logical error rate. To identify a threshold we fix the two error parameters relative to a single variable \( x \): \( p_{\text{erasure}} = c_{\text{erasure}} x \) and \( p_{\text{error}} = c_{\text{error}} x \) where \( c_{\text{erasure}} \) and \( c_{\text{error}} \) are parameters used to vary the ratio of \( p_{\text{erasure}} \) and \( p_{\text{error}} \). We then sweep the value of \( x \) and fit to the cumulative distribution function (CDF) of the rescaled and shifted beta distribution to identify a threshold crossing. The crossing of the different curves here allows us to estimate the threshold for a fixed ratio of \( p_{\text{erasure}} \) and \( p_{\text{error}} \). Repeating this for different ratios of \( c_{\text{erasure}} \) and \( c_{\text{error}} \), we map out the full curve in Fig. 9.

In the linear optical error model, every photon in the resource state and every boosting photon has a loss probability of \( p_{\text{loss}} \). Every fusion has a failure probability \( p_{\text{fail}} \) which determines the level of boosting required in the fusion and

\[ p_{\text{enc}} = \frac{(1 - (1 - p_0)^2)^2 + 1 - (1 - p_0^2)^2}{2} \tag{B2} \]

When \( \eta = 1 \) and \( p_{\text{fail}} = 1/4 \) as is the case for boosted fusion, \( p_0 = 1/8 \). This gives us \( p_{\text{enc}} = 0.043 \) which is the baseline erasure probability. \( p_{\text{enc}} < p_0 \) when \( p_0 < 0.5 \).
the number of photons involved in each fusion. Following the randomized failure model in Appendix B, we find that the erasure probability of both the $XX$ and $ZZ$ measurements for every physical fusion is $p_0$ (eq. B1). If the qubits in the resource state are unencoded, this is the erasure probability of every measurement in the fusion network. If the resource state is encoded in a $(2,2)$-Shor code as described in Appendix B 1, the erasure probability of every measurement in the fusion network is equal to $p_{\text{enc}}$ (eq. B2). Solving the equation $p_{\text{enc}} = p_{\text{erasure}}$, we can compensate the necessary Pauli on one of the measured qubits.

In MBQC, even ideal computations in FBQC proceed with non-determinism in individual measurement outcomes. In our setting this is due to the fusion measurements which are used to propagate entanglement and correlations through the computation. Ideally, each Bell fusion can project onto one of four orthogonal entangled states $\{|\Phi^+\rangle, |\Phi^-\rangle, |\Psi^+\rangle, |\Psi^-\rangle\}$ which are equivalent up to the application of a single qubit Pauli operator. A possible treatment of these fusions is to interpret them as a canonical projection (say, $|\Phi^+\rangle$) and ‘teleport’ an outcome dependent Pauli onto the unmeasured qubits. This is possible assuming that the original state $|\psi\rangle$ being projected has a stabilizer $S$ which can compensate the necessary Pauli on one of the measured qubits.

In fault-tolerant FBQC, the Pauli frame tracks a combination of both of these effects. a) the Pauli correction originating from the intrinsic randomness as well as b) the Pauli correction associated to the most likely Pauli fault equivalence class associated to the extracted syndrome information.

**c. Logical Clifford Gates** Since logical Pauli operations simply correspond to a change in the Paul frame, they need not be applied explicitly at the quantum level. Instead they can simply be kept track of using the classical Paul frame register $[66]$. More generally, whenever we wish to implement a quantum gate $U$ on a state $\psi = P\psi'P^\dagger$, we can physically implement $U' = QU'P^\dagger$ for some conveniently chosen Pauli operator $Q$ which will be the new Paul frame after the gate is implemented. If $U$ is a Clifford operation, there is no additional cost to this in terms of quantum operations, as the Pauli $Q$ can be chosen to be $Q := UPU^\dagger$, such that $U' := U$ can be implemented. Pauli product measurements$[67]$ are similarly unaffected by the presence of a Paul frame. The fact that the same Clifford operations $U$ can be used regardless of the specific Paul frame is of exceptional importance. It implies that the Paul frame tracking may lag with respect to the application of the operations themselves, as we discussed in Appendix E.

The Pauli frame is needed when it comes to logical readout. We must know the Pauli frame in order to correctly interpret logical measurement outcomes.

---

**Appendix D: Pauli frame**

During a fusion-based computation we must constantly keep track of the Pauli frame of each logical qubit. After every logical gate, the Pauli frame is updated.

**a. The Pauli Frame** The Pauli frame representation of quantum state consists of representing each $n$-qubit quantum state $\psi$ through an $n$-qubit Pauli operator $P$ and a state $\psi'$ such that $\psi = P\psi'P^\dagger$. The Pauli group on $n$ qubits comprises $4^n$ elements, so $P$ can be kept track of classically using $2n$ bits.

The elements in a Pauli orbit of a given stabilizer state, $S$, have the same stabilizer group up to signs. It is this sign that we need to know about during a computation to be able to correctly interpret measurements on logical qubits.

**b. Where do non-trivial Pauli frames come from.** Pauli frames emerge during a computation in any architecture for stabilizer-based fault-tolerant quantum computing due to accumulation of physical errors. Decoding syndrome information identifies a correction. It is not necessary to physically implement this correction but rather this can be tracked in the Pauli frame.

In FBQC we must additionally account for the fact that measurement outcomes themselves are intrinsically random. Contrary to the unitary circuit picture, for which (in absence of errors), there is a unique and well defined instantaneous quantum state of the computation $\psi_t$ at any point in time $t$, this is not the case for FBQC. As in MBQC, even ideal computations in FBQC proceed with non-determinism in individual measurement outcomes. In our setting this is due to the fusion measurements which are used to propagate entanglement and correlations through the computation. Ideally, each Bell fusion can project onto one of four orthogonal entangled states $\{|\Phi^+\rangle, |\Phi^-\rangle, |\Psi^+\rangle, |\Psi^-\rangle\}$ which are equivalent up to the application of a single qubit Pauli operator. A possible treatment of these fusions is to interpret them as a canonical projection (say, $|\Phi^+\rangle$) and ‘teleport’ an outcome dependent Pauli onto the unmeasured qubits. This is possible assuming that the original state $|\psi\rangle$ being projected has a stabilizer $S$ which can compensate the necessary Pauli on one of the measured qubits.

In fault-tolerant FBQC, the Pauli frame tracks a combination of both of these effects. a) the Pauli correction originating...
Appendix E: Decoding

The challenges of decoding and handling classical processing and feedforward at the logical level are shared between all models of quantum computation. As we discussed in the main text, FBQC allows a separation of timescales, such that this logical level classical processing can be separated from the timescales of physical measurement reconfiguration. Nevertheless, in the very probable case that decoding and other logical level computation is slower than the physical clock cycle time, the latency of this computation must be accounted for. This can be done through a combination of modifying the logical circuit to allow for decoding latency, and adding additional processors to increase throughput. To illustrate this we can consider the example of the logical feedforward that is needed for a magic state injection circuit. In this case, the state injection involves coupling a target logical qubit with a distilled magic state, making a logical measurement, and then performing a correction circuit dependent on the logical outcome of that measurement. In order to read out the logical measurement we must have completed the decoding up until that point in order to interpret the measurement outcomes. The information needs to become available before the correction circuit is implemented. Figure 14 illustrates this sequence of events. The crucial timescale here is the latency between receiving the last piece of physical measurement information needed to decode the state injection measurement, and that result being available to configure the circuit to implement the correction circuit. This latency includes the processing time of the decoder, but also the signal transmission times, and the algorithmic level logic about how the decoder outcome will affect the future logical circuit. If this logical latency is longer than the physical clock cycle then we can add a buffer region which implements the identity gate until the computation is complete. It is not necessary to have completed decoding of the identity operation before implementing the correction. If the logical latency is slower than the logical clock speed then in addition to the buffer we need to include additional decoding processors to increase the throughput such that the decoding can be performed at a rate that can ‘keep up’ with the information being produced. The example in Figure 14 shows the case that the decoding time is roughly twice the logical clock time. To increase the throughput to match the quantum system, we need two decoder processors per logical qubit and we need to pass data to them in an alternating fashion.
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