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Abstract: In this paper, the impulsive multiple-bipartite consensus problem is discussed for networked second-order multi-agent systems (MASs) over directed network topology with acyclic partition. The definition of the multiple-bipartite consensus is introduced into second-order MASs by effectively combining the characteristics of bipartite consensus and group consensus based on the unique structure of network topology with acyclic and structural balance. By thoroughly exploring the coupling state between agents, a distributed impulsive multiple-bipartite consensus control protocol is designed for each agent by only measuring the relative information of its neighbors. Some sufficient conditions that guarantee realizing multiple-bipartite consensus are given, and the corresponding stability analysis is based on an improved Laplacian matrix associated with the network topology. Finally, some simulation examples are presented to verify the theoretical results.
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1. Introduction

The consensus problem of multi-agent systems (MASs) enjoys valuable and potential significance in light of its physical background and engineering applications, e.g., in the deployment of distributed artificial intelligence, the smart scheduling of transportation, and the control of autonomous multiple robots and application of mobile sensor networks [1–6]. Consensus for MASs has three main categories of theoretical studies: biological community consensus theory, pure basic theory and various applications of consensuses [7]. As one of the important emerging behaviors, the consensus problem requires that all the agents in the network reach an agreement on a common value or state [8–10], and consensus can be seen as the most fundamental point of many practical complex control objectives.

For the consensus problem of MASs, the mathematical model of the consensus problem formulation, the agents’ dynamics and the network structure have been widely extended. Various forms of consensus have been investigated in recent decades. For instance, a quantized consensus requires that a network achieve coordinate behavior using the sampling information control method and quantized data in advance [11–15]. Bipartite consensus [14] (Altafini model) requires that all agents converge to a value of the same amplitude but a different direction [16–18]. The scaled consensus, which can be regarded as the generalized scenario of bipartite consensus, requires that the agents reach assigned proportions rather than a common value [19–21]. Cluster (group) consensus, which divides the corresponding agent set into separate groups, drives all agents in the same group to reach a complete consensus [22–24]. With regard to the agents’ dynamics, the single-integrator dynamic model [25], double-integrator dynamic model [26,27] and high-order dynamic model [28] were extensively investigated. Additionally, several types of the network structure, namely fixed type [28], switching type [29] and stochastic type [30], have been involved in the
Notably, the references mentioned above mainly focused on the complete consensus or single bipartite consensus \[11–18,20–30\]. However, with the development of modern industrial applications, the complexity level of the control objectives is becoming increasingly higher; thus, complete consensus and single bipartite consensus cannot meet the modeling requirements in many application scenarios. Based on this, group-bipartite consensus is introduced to describe the compound tasks of the single integral MASs in \[31\] with a continuous control protocol.

On the other hand, the impulsive control strategy is a basic type of discontinuous control method. Owing to the advantage of simplicity, effectiveness, and robustness \[32,33\], the impulsive control technique \[8\], was deployed in the coordination control of MASs. For instance, Liu et al. \[34\] studied the robust impulsive synchronization of uncertain dynamical networks with bounded coupling functions. Via Lyapunov functionals and some analysis techniques, Tang et al. \[35\] derived some sufficient conditions for pinning the synchronization of stochastic impulsive discrete-time networks in mean square, and the developed approaches were applied to a scale-free network composed of discrete-time neural networks. In the reference \[36\], the synchronization of complex dynamical networks (CDNs) with system delay and multiple coupling delays was studied via impulsive distributed control. It should be noted that the aforementioned literature is all focused on designing single-order distributed impulsive control protocol algorithms for MASs in networks. To the best of our knowledge, the impulsive control strategy and second-order node dynamics which are more widely used have not been involved. The above discussion naturally prompts us to consider a problem, that is, how to combine the impulse control algorithm and the second-order dynamics characteristics to give a reasonable and feasible distributed impulsive multiple-bipartite control protocol by using only the neighbor information of agents, which forms the main motivation of this article.

In this paper, a distributed impulsive multiple-bipartite consensus protocol is designed for second-order MASs. By adopting an improved Laplacian matrix associated with the network topology, the sufficient conditions under which all second-order MASs reach multiple-bipartite consensus are presented. Compared with the relevant existing results in the literature, the innovation of this paper lies in the three following aspects. Firstly, compared with the consensus continuous protocols studied in \[24–27,31\], a new designed impulsive multiple-bipartite consensus control protocol corresponding to the instantaneous network connectivity only relies on the single signum information that instantaneously exchanges with agents’ neighbors at discrete moments. Secondly, compared with the traditional Laplacian matrix, an improved Laplacian matrix associated with directed graph topology with acyclic partition and a structurally balanced structure is introduced to solve the stability analysis of controlled systems. Thirdly, an explicit expression of multiple-bipartite consensus states can be obtained using the proposed Laplacian matrix, which can be used to develop a unified approach yielding the desired multiple-bipartite consensus.

The rest of this paper is designed as follows. Section 2 presents preliminaries and problem formulation. Section 3 proposes the impulsive multiple-bipartite consensus control schemes for second-order MASs and carries out the stability analysis. The simulations and conclusions are presented in Section 4 and Section 5, respectively.

2. Preliminaries

Throughout this paper, \(\mathbb{R}\), \(\mathbb{R}^n\) and \(\mathbb{R}^{m \times n}\) denote the set of real numbers, the set of the \(n\)-dimensional Euclidean space, and the set of \(m \times n\) real matrices, respectively. \(\mathbf{0}_n \in \mathbb{R}^n\) and \(\mathbf{1}_n \in \mathbb{R}^n\) are vectors with all zeros and ones, respectively. \(\mathbf{0}_{m \times n} \in \mathbb{R}^{m \times n}\) is the zero matrix. For matrix \(A\), \(A^{-1}\) and \(A^T\) are the inverse matrix and the transposed matrix of \(A\), respectively. For a complex number \(\lambda\), \(\text{Re}(\lambda)\) and \(\text{Im}(\lambda)\) represent the real and imaginary parts of \(\lambda\), respectively.
2.1. Graph Theory

Let \( G = (V, E, A) \) be a weighted directed graph of order \( n \), where \( V = \{1, 2, \ldots, n\} \), \( E \subseteq V \times V \) and \( A = [a_{ij}] \in \mathbb{R}^{n \times n} \) are the node set, the edge set, and the weighted adjacency matrix, respectively. Here, we use node \( i \) to denote the \( i \)th agent. Moreover, \((j, i) \in E\) means that there is a directed path from agent \( j \) to agent \( i \), and \((j, i) \in E \Leftrightarrow a_{ij} \neq 0 \). In this paper, we assume that \( a_{ii} = 0 \), \( i = 1, 2, \ldots, n \). A directed path in \( G \) is a sequence of distinct edges of the form \((l_1, l_2), (l_2, l_3), \ldots, (l_{l-1}, l_l)\) if \((l_{l-1}, l_l) \in E\). The directed graph \( G \) has a directed spanning tree if there is at least one agent with a directed path to every other agent. Moreover, the structurally balanced graph is referred to if \( E \) can be divided into two subsets \( \{P^{(1)}, P^{(2)}\} \), such that \( P^{(1)} \cap P^{(2)} = \emptyset \), \( P^{(1)} \cup P^{(2)} = P \), and the weight \( a_{ij} \) in a directed graph satisfies \( a_{ij} \geq 0 \) if agents \( i \) and \( j \) belong to the same subgroup, and \( a_{ij} \leq 0 \) if agents \( i \) and \( j \) belong to different subgroups.

2.2. Problem Formulation

Assume that the \( i \)th \((i = 1, 2, \ldots, n)\) agent dynamics which are described by the following second-order differential equation

\[
\begin{aligned}
  \dot{r}_i(t) &= v_i(t), \\
  \dot{v}_i(t) &= u_i(t),
\end{aligned}
\]

where \( r_i(t) \in \mathbb{R}^N \), \( v_i(t) \in \mathbb{R}^N \), and \( u_i(t) \in \mathbb{R}^N \) are the position, velocity and control input of the \( i \)th agent, respectively.

Let the graph \( G \) have a partition \( \Xi = \{P_1, P_2, \ldots, P_k\} \), that is, \( \cup_{k=1}^{k} P_w = V \) and \( P_w \cap P_z = \emptyset \), each of \( P_w \) is not an empty set; and \( w, z = 1, 2, \ldots, k \). Let \( i \) be the index of the subset associated with the aforementioned partition to which the \( i \)th agent belongs, i.e., \( i \in P_i \). Moreover, we assume \( P_i = \{h_{i-1} + 1, h_{i-1} + 2, \ldots, h_i\}, h_0 = 0, h_k = n \) and \( h_i - h_{i-1} = n_i \in \mathbb{Z}^+ \), \( i = 1, 2, \ldots, k \). That is, “\( n_i \)” denotes the node number sum of the first \( i \) subgroups, and “\( n_i \)” denotes the node number of the \( i \)th subgroup. This paper aimed to construct a multiple symmetric control task for second-order MASs (1); and accordingly, the mathematical model of this control task should be an organic unity of cluster consensus and bipartite consensus. By considering this background, we formulated the definition of a multiple bipartite consensus for second-order MASs (1).

**Definition 1.** Under the control input \( u_i(t) \) and the partition \( \Xi \), the second-order MASs (1) are referred to reach multiple-bipartite consensus if the following conditions hold:

1. Each \( P_i \) can be divided into two subgroups as \( P^{(1)}_i \) and \( P^{(2)}_i \), satisfying that (i) \( P^{(1)}_i \) and \( P^{(2)}_i \) are all nonempty sets; (ii) \( P^{(1)}_i \cup P^{(2)}_i = P_i \); (iii) \( P^{(1)}_i \cap P^{(2)}_i = \emptyset \);
2. There are state vectors \( \chi_i(t) \) and \( \kappa_i(t) \), \( w = 1, 2, \ldots, k \), such that (i) \( \lim_{t \to \infty} r_i(t) = \chi_i(t) \), \( \lim_{t \to \infty} v_i(t) = \kappa_i(t) \), for \( i \in P^{(1)}_i \); (ii) \( \lim_{t \to \infty} r_i(t) = -\chi_i(t) \), \( \lim_{t \to \infty} v_i(t) = -\kappa_i(t) \), for \( i \in P^{(2)}_i \), \( i = 1, 2, \ldots, n \);
3. \( \chi_i(t) \), and \( \kappa_i(t) \), \( i = 1, 2, \ldots, k \), are related to the initial states \( r_i(0) \) and \( v_i(0) \), \( i = 1, 2, \ldots, n \).

**Remark 1.** Compared with the group-bipartite consensus discussed in Ref. [31], Definition 1 requires not only the positions but also the velocities of the agents to converge to multiple-bipartite consensus. Moreover, Definition 1 indicates that the convergence states \( \chi_i(t) \), and \( \kappa_i(t) \), \( i = 1, 2, \ldots, k \), are related to the initial states \( r_i(0) \) and \( v_i(0) \), \( i = 1, 2, \ldots, n \), by which we can effectively select appropriate initial values to guarantee the different convergence trajectories of different groups.

**Remark 2.** Conversely, if each \( G_i \) is structurally balanced, condition (1) given in Definition 1 is naturally satisfied, where \( G_i \) is the graph associated with \( P_i \), \( i = 1, 2, \ldots, k \). This underlines that a structurally balanced topological structure plays an important role in realizing the multiple-
bipartite consensus of second-order MASs. Therefore, the structurally balanced topological condition should be introduced as in many existing references, such as [14,31]. If all \( G_i \) are structurally balanced, then each \( P_i \) can be divided into two subgroups as \( P_i^{(1)} \) and \( P_i^{(2)} \), satisfying that \( P_i^{(1)} \) and \( P_i^{(2)} \) are all nonempty sets, \( P_i^{(1)} \cup P_i^{(2)} = P_i \) and \( P_i^{(1)} \cap P_i^{(2)} = \emptyset \).

If all \( G_i, \bar{i} \in \{1,2,\cdots,k\} \), are structurally balanced, then for \( i \in \{1,2,\cdots,n\} \), \( \exists \phi_i \in \{1,-1\} \), such that \( \Phi_i \Phi_i^T \) is a traditional standard Laplacian matrix, i.e., the off-diagonal elements of \( \Phi_i \) are all non-positive, where \( \Phi_i = \text{diag}\{\phi_i \bar{i},1,\cdots,\phi_i \bar{n}\} \) and \( \Phi_i^T \) is the weighted matrix associated with the agent set \( V_i \). Now, the Laplacian matrix \( L \) associated with graph \( G \) can be defined as \( L = [l_{ij}]_{n \times n}, i,j \in \{1,2,\cdots,n\} \), where \( l_{ij} = -a_{ij}, i \neq j \) and \( l_{ii} = \sum_{j \in P_i} \phi_i a_{ij} + \sum_{j \in P_i^c} |a_{ij}|, i,j = 1,2,\cdots,n \).

In addition to the structurally balanced topological structure, an acyclic partition [37] is an essential condition ensuring the multiple-bipartite consensus of second-order MASs (1). If partition is an acyclic partition, then the Laplacian matrix \( L \) has the form of [37]

\[
L = \begin{pmatrix}
L_{11} & \cdots & 0_{n_1 \times n_1} \\
\vdots & \ddots & \vdots \\
0_{k1} & \cdots & L_{kk}
\end{pmatrix},
\]

(2)

where \( L_{ij} \) denotes the information communication between agents in \( P_i \) and \( L_{ij}^T \) denotes the information communication between agents from \( P_i \) to \( P_j, \bar{i}, \bar{j} = 1,2,\cdots,k \). From the structure of the Laplacian matrix in (2), it is clear that the acyclic partition network topology allows the information to be transmitted from the front group to the back group, but the converse statement is not true.

The acyclic partition structure always demands that the effect is balanced between different groups, and therefore the following assumption should hold.

**Assumption 1.** \( \Phi_i L_{ij} \Phi_j 1_{n_j} = 0_{n_j}, \bar{i}, \bar{j} = 1,2,\cdots,k \).

Moreover, every group should have at least one agent that can transmit its information to any other agent, that is,

**Assumption 2.** Each \( G_i \) has a spanning tree, \( i = 1,2,\cdots,k \).

**Remark 3.** Since the well-known work [38–40] in the early years initiated the origin of using Laplace matrix to study the consensus problem, it has been a powerful tool to study the collective behaviors of MASs. The Laplacian matrix on the graph can be imagined as the divergence of the gradient, which could better reflect the coupling interaction among MASs, and thus become our preferred method in studying this topic. The Laplacian matrix defined in our schemes is different from in a previous work, because our aim is to establish impulsive second-order cluster-to-cluster consensus structure, which involves the balance analysis among different groups. The position and the velocity states in the control input variable \( u_i \) all have two parts—one of which is a traditional feedback control input in terms of the architecture of the coopetition network topology of its own cluster, and the other is a supplementary state feedback controller applied to the agents from the other clusters. Noting that the internal coupling between the nodes of each subgroup can be positive or negative, and the impulsive control is implemented in a short interval, how to reasonably deal with the interaction between subgroups (positive or negative) in this case to achieve the multiple symmetric task control aim by combining the structural characteristics of impulsive control and multiple symmetric task convergence is the main challenge in this paper, which is very different from other existing works.
Remark 4. Assumptions 1 and 2 demonstrate two basic topological conditions in realizing the multiple-bipartite consensus of second-order MASs (1). Assumption 1 requires that the information transitions between different groups offset each other. Moreover, Assumption 2 demands the circulation of information in each group. The restrictions required in Assumptions 1 and 2 are feasible since many practical applications, such as modern industrial production lines and social networks, can satisfy these conditions.

3. Multiple-Bipartite Consensus of Second-Order MASs

To realize the multiple-bipartite consensus of second-order MASs, the distributed control protocol with local instantaneous interaction is given in the following.

\[ u_i(t) = \sum_{k=1}^{\infty} \left\{ \alpha \left[ \sum_{j \in \mathcal{I}_i} a_{ij} (r_j(t) - \text{sgn}(a_{ij}) \nu_i(t)) \right] 
+ \sum_{j \in \mathcal{I}_i} a_{ij} (r_j(t) - \phi a_{ij} r_i(t)) \right\} 
+ \beta \left[ \sum_{j \in \mathcal{I}_i} a_{ij} (\nu_j(t) - \text{sgn}(a_{ij}) \nu_i(t)) \right] 
+ \sum_{j \in \mathcal{I}_i} a_{ij} (\nu_j(t) - \phi a_{ij} \nu_i(t)) \right\} \delta(t - t_k), \]  

where \( \delta(t) \) is the Dirac delta function that satisfies \( \delta(t) = 0, t \neq 0 \), and \( \int_{-\infty}^{\infty} f(t) \delta(t) dt = f(0) \).

The time sequence \( \{t_k\}_{k=0}^{\infty} \) satisfies \( 0 = t_0 < t_1 < \cdots < t_k < \cdots \), with \( \lim_{t \to \infty} t_k = +\infty \) and \( h = t_{k+1} - t_k \), where \( k = 1, 2, 3, \cdots \). Denoting \( r_i(t_k^+) = \lim_{t \to t_k^+} r_i(t) \), \( r_i(t_k^-) = \lim_{t \to t_k^-} r_i(t) \) and \( \nu_i(t_k^+) = \lim_{t \to t_k^+} \nu_i(t) \) and \( \nu_i(t_k^-) = \lim_{t \to t_k^-} \nu_i(t) \); here, we assume that \( \nu_i(t), i = 1, 2, \cdots, n \) is left-continuous, that is, \( \nu_i(t_k^+) = \nu_i(t_k), i = 1, 2, \cdots, n \). \( \alpha \) and \( \beta > 0 \) are the control gains to be designed.

By using the property of the Dirac delta function, second-order MASs (1) with the control protocol (3) have the impulsive differential equation form of:

\[
\begin{cases}
\dot{r}_i(t) = \nu_i(t), \ t \neq t_k, \\
\nu_i(t) = 0, \ t \neq t_k, \\
\Delta r_i(t_k) = r_i(t_k^+) - r_i(t_k) = 0, \\
\Delta \nu_i(t_k) = \nu_i(t_k^+) - \nu_i(t_k) = \alpha \left[ \sum_{j \in \mathcal{I}_i} a_{ij} (r_j(t_k)) - \text{sgn}(a_{ij}) r_i(t_k) \right] \\
+ \beta \left[ \sum_{j \in \mathcal{I}_i} a_{ij} (\nu_j(t_k)) - \text{sgn}(a_{ij}) \nu_i(t_k) \right] \\
+ \sum_{j \in \mathcal{I}_i} a_{ij} (\nu_j(t_k) - \phi a_{ij} \nu_i(t_k)), \\
\end{cases}
\]

(4)

To facilitate the analysis and design, the vector form of system (4) should be constructed. Accordingly, let \( r(t) = [r_1(t)^T, r_2(t)^T, \cdots, r_n(t)^T]^T \). Furthermore, \( \nu(t) = [\nu_1(t)^T, \nu_2(t)^T, \cdots, \nu_n(t)^T]^T \). Then, system (4) can be reformulated as

\[
\begin{align*}
\begin{bmatrix}
\dot{r}(t) \\
\dot{\nu}(t) \\
\Delta r(t_k) \\
\Delta \nu(t_k)
\end{bmatrix} &=
\begin{bmatrix}
0_{n \times n} & I_n \\
0_{n \times n} & 0_{n \times n} \\
0_{n \times n} & 0_{n \times n} \\
-\alpha \mathcal{L} & -\beta \mathcal{L}
\end{bmatrix}
\otimes
\begin{bmatrix} I_N \\ I_N \end{bmatrix}
\begin{bmatrix} r(t) \\
\nu(t) \\
r(t_k) \\
\nu(t_k)
\end{bmatrix}, \ t \neq t_k, \\
\begin{bmatrix} r(t_k) \\
\nu(t_k)
\end{bmatrix} &=
\begin{bmatrix}
0_{n \times n} & I_n \\
0_{n \times n} & 0_{n \times n} \\
0_{n \times n} & 0_{n \times n} \\
-\alpha \mathcal{L} & -\beta \mathcal{L}
\end{bmatrix}
\otimes
\begin{bmatrix} I_N \\ I_N \end{bmatrix}
\begin{bmatrix} r(t_k) \\
\nu(t_k)
\end{bmatrix}, \ t = t_k,
\end{align*}
\]

(5)

where \( \Delta r(t_k) = r(t_k^+) - r(t_k) \), \( \Delta \nu(t_k) = \nu(t_k^+) - \nu(t_k) \), and \( \otimes \) is the Kronecker product.
Furthermore, if all $G_i$ are the structurally balanced directed graphs with acyclic partition, then $\Phi_i \mathcal{L}_i \Phi_i$ is a standard Laplacian matrix form. Therefore, according to Ref. [31], under Assumptions 1 and 2, matrix $\Phi \mathcal{L} \Phi$ has $k$ zero eigenvalues, and all its other eigenvalues

$$\lambda_1, \lambda_2, \cdots, \lambda_{n-k}$$

have positive real parts, where

$$\Phi = \text{diag}\{\Phi_1, \Phi_2, \cdots, \Phi_k\}.$$  

Moreover, the $k$ linearly independent left eigenvectors of $\Phi \mathcal{L} \Phi$ associated with a zero eigenvalue can be taken as

$$\xi_1 = \begin{bmatrix} \mu_1^T, 0_{n-h_1}^T \end{bmatrix}^T,$$

$$\xi_2 = \begin{bmatrix} (\sigma_1^{(2)})^T, \mu_2^T, 0_{n-h_2}^T \end{bmatrix}^T,$$

$$\vdots$$

$$\xi_k = \begin{bmatrix} (\sigma_1^{(k)})^T, (\sigma_2^{(k)})^T, \cdots, \mu_k^T \end{bmatrix}^T,$$

satisfying $\sigma_j^{(i)} \in \mathbb{R}^n, (\sigma_j^{(i)})^T \mathbf{1}_{n_j} = 0, \mu_i = [\mu_{i,1}, \mu_{i,2}, \cdots, \mu_{i,n_j}]^T \in \mathbb{R}^{n_j}, \mu_{i,j} \geq 0 (l = 1, 2, \cdots, n_i)$ and $(\mu_i)^T \mathbf{1}_{n_i} = 1, \text{for } i = 1, 2, \cdots, k.$ With the above preparation, we can now give our main result.

**Theorem 1.** Suppose that all $G_i$ are the structurally balanced directed graphs with acyclic partition, and Assumptions 1 and 2 hold. If $h < \min_{1 \leq i \leq n-k} \frac{4 \text{Re} \lambda_i |\lambda_i|^2}{\text{Im} |\lambda_i|^2 + \text{Re} |\lambda_i|^2}$, then by using control protocol (3), system (1) can reach multiple-bipartite consensus, i.e.,

$$\lim_{t \to \infty} r_i(t) = \chi_1(t), \quad \lim_{t \to \infty} r_i(t) = \kappa_1(t), \quad i \in \mathcal{P}^{(1)};$$

$$\lim_{t \to \infty} r_i(t) = -\chi_1(t), \quad \lim_{t \to \infty} v_i(t) = -\kappa_1(t), \quad \forall i \in \mathcal{P}^{(2)},$$

where $i = 1, 2, \cdots, k$ and $\chi(t), \kappa(t)$ is explicitly expressed by

$$\chi(t) = \begin{bmatrix} (\tilde{\xi}_1^T \Phi) \otimes I_N \end{bmatrix} r(0) + \begin{bmatrix} (\tilde{\xi}_1^T \Phi) \otimes I_N \end{bmatrix} v(0),$$

$$\kappa(t) = \begin{bmatrix} (\tilde{\xi}_1^T \Phi) \otimes I_N \end{bmatrix} v(0), i = 1, \cdots, k,$$

in which $\lambda_i$, $i = 1, 2, \cdots, n-k$ and $\tilde{\xi}_i$, $i = 1, 2, \cdots, k$, are defined in (6) and (8), respectively.

**Proof.** Let

$$\chi(t) = \begin{bmatrix} \mathbf{1}_{n_1}^T \otimes \chi_1^T(t), \mathbf{1}_{n_2}^T \otimes \chi_2^T(t), \cdots, \mathbf{1}_{n_k}^T \otimes \chi_k^T(t) \end{bmatrix}^T$$

and

$$v(t) = \begin{bmatrix} \mathbf{1}_{n_1}^T \otimes v_1^T(t), \mathbf{1}_{n_2}^T \otimes v_2^T(t), \cdots, \mathbf{1}_{n_k}^T \otimes v_k^T(t) \end{bmatrix}^T.$$  

The multiple-bipartite consensus error equation for system (1) is then

$$\begin{bmatrix} e_r(t) \\ e_v(t) \end{bmatrix} = \begin{bmatrix} r(t) \\ v(t) \end{bmatrix} - \begin{bmatrix} \chi(t) \\ v(t) \end{bmatrix},$$

where $r(t) = [r_1^T(t), r_2^T(t), \cdots, r_n^T(t)]$ and $v(t) = [v_1^T(t), v_2^T(t), \cdots, v_n^T(t)].$ Note that Laplacian matrix $\mathcal{L}$ is defined by considering the effects between agents from both the same group.
and the different groups. Then, by combining Equations (4) and (9), the multiple-bipartite consensus error equation in differential form can be obtained as

\[
\begin{align*}
\begin{cases}
\begin{aligned}
&\dot{e}_r(t) = \left(0_{n \times n} \ I_n \right) \otimes I_N \begin{pmatrix} \dot{e}_r(t) \\ \dot{e}_o(t) \end{pmatrix}, \\ &\dot{e}_o(t^k) = \begin{pmatrix} I_n \ 0_{n \times n} \end{pmatrix} \otimes I_N \begin{pmatrix} e_r(t_k) \\ e_o(t_k) \end{pmatrix},
\end{aligned}
\end{cases}
\end{align*}
\]

(10)

with

\[
\left( \begin{array}{c}
e_r(0) \\
e_o(0)
\end{array} \right) = \left( \begin{array}{c}
\Phi \\
0_{d \times d}
\end{array} \right) \otimes I_N \begin{pmatrix} r(0) \\ v(0) \end{pmatrix}.
\]

(11)

where \( \Lambda = \left[ \Phi \xi_1 T_{\eta_1}^T, \Phi \xi_2 T_{\eta_2}^T, \ldots, \Phi \xi_k T_{\eta_k}^T \right]^T \). Now, two properties of matrix \( \Lambda \), which play an important role in the subsequent analysis process, should be introduced in the following.

(1) \( \mathcal{L} \Lambda = \Lambda \mathcal{L} \): note that matrix \( \xi \) is self-similar. Then, \( \mathcal{L} \Lambda = \Phi (\mathcal{L} \Phi \Phi) (\Phi \Lambda) \).

From the definition of the vectors \( \xi_i, i = 1, 2, \ldots, k \), we have \( \mathcal{L} \Lambda = \Lambda \mathcal{L} \). (2) \( \Lambda^2 = \Lambda \): this property can be obtained by direct calculation based on the structure of vector \( \xi_i, i = 1, 2, \ldots, k \).

Furthermore, we introduce two error variables: \( \tilde{e}_r(t) = (\Phi \otimes I_N)e_r(t) \) and \( \tilde{e}_o(t) = (\Phi \otimes I_N)e_o(t) \). Then,

\[
\left( \begin{array}{c}
\tilde{e}_r(t) \\
\tilde{e}_o(t)
\end{array} \right) = \left( \begin{array}{c}
\Phi \\
0_{d \times d}
\end{array} \right) \otimes I_N \begin{pmatrix} e_r(t) \\ e_o(t) \end{pmatrix}.
\]

(12)

Then, system (10) can convert the state into two new error variables \( \tilde{e}_r(t) \) and \( \tilde{e}_o(t) \) as

\[
\begin{align*}
\begin{cases}
\begin{aligned}
&\dot{\tilde{e}}_r(t) = \left(0_{n \times n} \ I_n \right) \otimes I_N \begin{pmatrix} \tilde{e}_r(t) \\ \tilde{e}_o(t) \end{pmatrix}, \\ &\dot{\tilde{e}}_o(t^k) = \begin{pmatrix} I_n \ 0_{n \times n} \end{pmatrix} \otimes I_N \begin{pmatrix} \tilde{e}_r(t_k) \\ \tilde{e}_o(t_k) \end{pmatrix},
\end{aligned}
\end{cases}
\end{align*}
\]

(13)

with

\[
\left( \begin{array}{c}
\tilde{e}_r(0) \\
\tilde{e}_o(0)
\end{array} \right) = \left( \begin{array}{c}
I_n - \Phi \Lambda \Phi \\
0_{n \times n}
\end{array} \right) \otimes I_N \begin{pmatrix} r(0) \\ v(0) \end{pmatrix}.
\]

(14)

By using the properties of matrix \( \Lambda \), for \( t \in [t_i, t_{i+1}) \), the solution of impulsive system (13) can be given as

\[
\begin{align*}
\begin{cases}
\begin{aligned}
&\tilde{e}_r(t) = \left(0_{n \times n} \ I_n \right) \times \left(0_{n \times n} \ I_n \right)_{(t-t_i)} I_n \begin{pmatrix} \tilde{e}_r(t_i) \\ \tilde{e}_o(t_i) \end{pmatrix} \times I_N \begin{pmatrix} \Phi \Lambda \Phi \\
0_{n \times n}
\end{pmatrix} \otimes I_N \begin{pmatrix} r(t_i) \\ v(t_i) \end{pmatrix}, \\ &\tilde{e}_o(t) = \left(0_{n \times n} \ I_n \right)_{(t-t_i)} I_n \begin{pmatrix} \tilde{e}_r(t_i) \\ \tilde{e}_o(t_i) \end{pmatrix} \times Y \otimes I_N \begin{pmatrix} \Phi \Lambda \Phi \\
0_{n \times n}
\end{pmatrix} \otimes I_N \begin{pmatrix} r(t_i) \\ v(t_i) \end{pmatrix},
\end{aligned}
\end{cases}
\end{align*}
\]

(15)

where

\[
Y = \left( \begin{array}{c}
I_n - \Lambda \\
-\Phi \Lambda \Phi
\end{array} \right) \otimes I_N \begin{pmatrix} r(t_i) \\ v(t_i) \end{pmatrix}.
\]

(16)

Since matrix \( \Phi \mathcal{L} \Phi \) has \( \xi_i, i = 1, 2, \ldots, k \), as its left eigenvectors associated with a zero eigenvalue, it has the Jordan decomposition as \( \Phi \mathcal{L} \Phi = \Psi \Gamma \Psi^{-1} \), where

\[
\Gamma = \text{diag} \{0_{k \times k}\}.
\]

(17)

where

\[
\Psi = \begin{pmatrix} p_1, p_2, \ldots, p_n, \phi_{k+1}, \ldots, \phi_n \end{pmatrix},
\]

(18)

\[
\Psi^{-1} = \begin{pmatrix} \xi_1, \xi_2, \ldots, \xi_k, \xi_{k+1}, \ldots, \xi_n \end{pmatrix}.
\]

(19)
values of matrix $\Phi$ and $\phi$ are all structurally balanced. Following the definition of $\phi$, node set $N$ as graph topology is shown in Figure 1. Obviously, node set $N$ mentioned theoretical results. For convenience, we assume initial value to realize the desired multiple-bipartite consensus. Then, we can select an appropriate matrix associated with zero eigenvalue and the initial values. Then, we can select an appropriate bipartite consensus convergence state is explicitly expressed by the eigenvectors of the Laplacian stochastic. It is sufficient and fit to employ the classic Schur stability theorem to carry out the system analysis. In our paper, the impulsive second-order system considered here is linear and Remark 8. The Lyapunov stability theorem is applicable to not only linear but also nonlinear mathematical model defined in this paper can well describe multiple compound symmetric tasks in state covers not only the position but also the velocity. Therefore, the multiple-bipartite consensus determines matrix $\Phi$ and different groups, the analysis method presented in the existing work is no longer applicable multiple-bipartite consensus. Since negative weights can exist between agents from the same group Remark 6. To explicitly calculate the final multiple-bipartite consensus states, we must first this transformation, the traditional stability analysis method can be applied. Example 1. Consider a network consisting of nine agents, and the information communication section in Section 4. Moreover, the conditions given in Theorem 1 are only composed of the second-order MASs can be in a divergent state, and this point will be illustrated in the simulation section in Section 4. Moreover, the conditions given in Theorem 1 are only composed of the eigenvalues of matrix $\Phi$ and the initial values of the system; therefore, it is easy to verify. Remark 8. The Lyapunov stability theorem is applicable to not only linear but also nonlinear system analysis. In our paper, the impulsive second-order system considered here is linear and stochastic. It is sufficient and fit to employ the classic Schur stability theorem to carry out the analysis. Therefore, it is not pre-requisite to use the Lyapunov stability method. The final multiple-bipartite consensus convergence state is explicitly expressed by the eigenvectors of the Laplacian matrix associated with zero eigenvalue and the initial values. Then, we can select an appropriate initial value to realize the desired multiple-bipartite consensus. 4. Simulations In this section, two simulation examples will be assessed to illustrate the aforementioned theoretical results. For convenience, we assume $N = 1$ in this section. Example 1. Consider a network consisting of nine agents, and the information communication graph topology is shown in Figure 1. Obviously, node set $V = \{1, 2, \cdots, 9\}$ has an acyclic partition as $V_1 = \{1, 2, 3\}$, $V_2 = \{4, 5, 6\}$ and $V_3 = \{7, 8, 9\}$. The corresponding graphs $G_1$, $G_2$, and $G_3$ are all structurally balanced. Following the definition of $\phi$, we have $\phi_1 = \phi_4 = \phi_6 = \phi_7 = \phi_8 = 1$ and $\phi_2 = \phi_3 = \phi_5 = \phi_9 = -1$. Therefore, $\Phi = \text{diag}\{1, -1, -1, -1, 1, 1, 1, -1\}$. Furthermore, the eigenvalues of matrix $\Phi\mathcal{L}\Phi$ can be obtained by direct calculation as $0, 0, 0, 1,$
Figure 2 are smooth all the time. The topological structure of the nine agents in Example 1.

Figure 3 display the evolution of positions \( r_i(t) \) and velocities \( v_i(t) \), \( i = 1, 2, \cdots, 9 \), respectively, as time passes. The simulation results presented in Figures 2 and 3 are accurately consistent with Theorem 1. For the system subject to the impulsive differential Equation (1), the control protocol \( u_t \) only works on the velocity states with instantaneous interval. In each interval, by the improved Laplacian matrix, we solve the one-order differential equation to obtain the velocity solution as the initial value for the next time interval. Therefore, in Figure 3, it is clear that the velocity states evolve with a discontinuous zigzag shape before reaching consistency. However, we can clearly see that the position states in Figure 2 are smooth all the time.

Furthermore, we set the control interval as \( h = 0.2 \). Obviously, the length of the control interval \( h \) no longer satisfies the conditions presented in Theorem 1. Figures 4 and 5 describe the trajectories of the nine agents under this control interval. Figures 4 and 5 show that the position \( r_i(t) \) and velocities \( v_i(t) \), \( i = 1, 2, \cdots, 9 \), converge to an multiple-bipartite consensus state; conversely, they converge to a divergent state.
Figure 2. The time evolution trajectories of $r_i(t), i = 1, 2, \cdots, 9$, with $h = 0.02$ in Example 1.

Figure 3. The time evolution trajectories of $v_i(t), i = 1, 2, \cdots, 9$, with $h = 0.02$ in Example 1.
Figure 4. The time evolution trajectories of $r_i(t)$, $i = 1, 2, \cdots, 9$, with $h = 0.2$ in Example 1.

Figure 5. The time evolution trajectories of $v_i(t)$, $i = 1, 2, \cdots, 9$, with $h = 0.2$ in Example 1.

Example 2. The interesting result of some subgroups being cooperative networks will be assessed through the simulation of this example. Consider the networks consisting of nine agents and the graph topology presented in Figure 6. It is easy to see that the node set $V = \{1, 2, \cdots, 9\}$ has an AP as $V_1 = \{1, 2, 3\}$, $V_2 = \{4, 5, 6\}$ and $V_3 = \{7, 8, 9\}$. Since it is different from Example 1, subgraph
$G_1$ corresponding to the first subgroup $V_1 = \{1, 2, 3\}$ is cooperative. In addition, the second and third subgraphs $G_2$ and $G_3$ are structurally balanced. The control gains $\alpha$ and $\beta$ and control interval $h$ are set as $\alpha = 1$, $\beta = 0.1$ and $h = 0.02$, respectively. In this case, the final convergence state should be that the first group reaches a complete consensus, and the second and third groups reach bipartite consensus. Figures 7 and 8 display the trajectories of the nine agents. As can be seen from Figures 7 and 8, the first group reaches a complete consensus, and the second and third groups reach bipartite consensus, which coincides with our deduction. It can also be seen from Figure 9 that, when the second subgroup $V_2 = \{4, 5, 6\}$ is cooperative, the second group reaches a complete consensus and another two subgroups reach bipartite consensus, as demonstrated in Figures 10 and 11, respectively.

**Figure 6.** The topological structure of the nine agents in Example 2.

**Figure 7.** The time evolution trajectories of $r_i(t)$, $i = 1, 2, \cdots, 9$, in Figure 6 of Example 2.
Figure 8. The time evolution trajectories of $v_i(t)$, $i = 1, 2, \cdots, 9$, in Figure 6 of Example 2.

Figure 9. Another topological structure of the nine agents in Example 2.
Figure 10. The time evolution trajectories of $r_i(t), i = 1, 2, \cdots, 9$, in Figure 9 of Example 2.

Figure 11. The time evolution trajectories of $r_i(t), i = 1, 2, \cdots, 9$, in Figure 9 of Example 2.

5. Conclusions

This paper studied the impulsive multiple-bipartite consensus problem of second-order MASs. First, we introduced the concept of multiple-bipartite consensus into second-order MASs, and then an improved Laplacian matrix associated with the network topology was developed according to the structure of the network. The criterion that ensures the achievement of multiple-bipartite consensus was presented. It should be noted here that the
sufficient conditions given in this paper for realizing multiple-bipartite consensus involve the eigenvalues of Laplace matrix, and this involves the connection and coupling of the entire network. That is to say, although the controller designed in this paper is distributed in form, the implementation conditions are not distributed. Based on this, our next step will focus on the research of fully distributed multiple symmetric control protocol algorithms. On the other hand, the network partition discussed in this paper is somewhat restricted; thus, another general network topology type, an almost equitable partition (AEP), which has great potential and important applications in the natural world and engineering field, such as Kuramoto oscillators and affine formation control, will be worthy of our future research [41–45].
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