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Abstract—The marked increase in advertisements over online social networks (OSNs) necessitates the study of content propagation. We analyse the viral markets with content providers competing for the propagation of similar posts over OSNs. Towards this, we require a new variant of the branching process (BP), which we named as “Branching process with attack”; the entities upon wake up attempt to attack and acquire the opposite population; furthermore, each entity produces its offsprings as is usually considered in BPs.

In addition to providing expressions for the growth rates of individual posts, dichotomy etc., we explore the co-existence of posts; can the competing content spread and explode (number of unread/live copies of both posts grow significantly with time) simultaneously over the network? We prove that either one or both populations/posts get extinct or the populations settle to a unique co-existence equilibrium and derive the corresponding asymptotic ratios of the two populations/posts.

Our analysis applies to large population networks focusing on mass behaviour, rather than micro details. Our study provides insights into two crucial design aspects, the number of seed users and the quality of the post.

1. INTRODUCTION

Social media is universally prevalent today; the shared content is shared (again), liked or dis-liked by the users and thus may get viral over the network. This gives the content providers (CPs) an opportunity to share the product information with customers and cheaply amplify their growth. This strategy is well known as “Viral Marketing” (e.g., [6], [7], [11]). Variety of content propagates simultaneously through such platforms, and enjoy the resultant benefits; however, they face strict competition due to competing contents.

In [6], a timeline structure holding the content is considered to study the competing content dissemination over online social networks (OSNs). Here the competition was due to the placement of competing content at various levels of the timeline, but the paper did not consider the aspect that a user would choose one among the competing contents. When a user, already shared with one content (say content A), is also shared with another content (say content B) which is in direct competition with the former, it may choose the latter post. Thus one can say that ‘content A is attacked and acquired by content B’. We study such systems and refer them as viral competing markets. Each CP has to decide on two factors: (i) the initial set of users (called seed users) for whom it may have to pay to share its content; (ii) the quality of its post. Some of the key questions that we explore are:

1) At what growth rate does each content propagate?
2) With what probability does a given content get extinct?
3) Can the posts of competitors co-exist over the network?
4) How should a CP trade-off between investing on seed users and designing an attractive post?

Some of these questions were investigated previously (e.g., [2], [5], [10], [12]), but the presence of competition poses new challenges and provides a new perspective towards viral markets.

Our approach and contributions: There are several approaches for studying content propagation over the network. A set of literature focuses on micro details, like degree and particularity (basically, connections) of the users in the network for their designs and uses tools like random graphs (e.g., [5], [12]) or epidemiology based models (e.g. [2], [10]) for the study. However, these models can not capture some important aspects related to content propagation like virality, i.e., the explosion of (the number of shares of) content over the network. We consider large population networks, where all users are typically the same (in stochastic sense), and focus on macro-details related to content propagation. Branching processes (BPs) are a great choice for such a study (e.g., [6], [7], [11]). It provides analysis for growth patterns, extinction probability and other measures, and captures phenomenon which are specific to content propagation and virality. Some existing research considers competing contents over the network using techniques other than BPs [2], [5], [10]; however, those models are inadequate for studying co-virality of the posts, i.e., concurrent explosion of the posts.

We aim to understand these phenomenon in this paper.

There is a vast literature that studies different variants of BPs (e.g., [1], [4], [8], to name a few). The prey-predator type branching process ([4]) is the only BP that can capture some aspects of competition. Here, one population (predator) attacks, while the other population (prey) progresses like a standard BP. They do not consider “double-sided attack” and “acquisition”. Further they consider discrete-time framework, while the viral competing markets evolve continuously over time. Thus, the existing branching models are insufficient to mimic important aspects of viral competing markets.

We introduce a new variant of Multi-type branching process, named as Branching process with attack (BPA). In standard BP, upon wake up, each entity produces a random number of its own offsprings before dying; in our model, it also attacks and captures the opposite population. We model the unread copies of each post as one population. Our models (and other variants like [4], [8]), do not satisfy the well-known self-similarity property of BPs, i.e., one can not extract a sub-tree from any node which replicates the behaviour of the original tree, this significantly complicates the study.
We contribute towards both branching process and viral marketing literature. In addition to studying growth rates, dichotomy etc., we provide a very distinct result in contrast to “winner takes it all” (studied in [10], [5] and others). We prove using stochastic approximation techniques that either one or both posts get extinct, or the limit proportions converge to a unique fixed ratio which is a function of mean offsprings and attack capacity. The third possibility is a rare phenomenon and occurs when mean number of offsprings and/or initial population is high (as in large OSNs). Our results suggest that a CP should invest more on the number of seed users than on improving the quality of its post.

Our BPs can also be used for various other applications, e.g., election campaigns, propagation of content related to awareness programs, and biological phenomenon.

II. VIRAL COMPETING MARKETS

We consider content propagation over online social networks by two content providers (CPs) competing for similar kind of product/service. The main goal of each CP is to reach out to more audience through viral marketing; a certain fraction of the users receiving the post may provide business to the CP. Each CP initially posts its content to few selected users and these are referred to as seed users. Whenever a receiver visits the application (referred to as OSN, Online social network) over which the post has been shared, it views the post. We refer the time instance at which the user views the post as its “wake-up” time. After viewing, the user shares it with some or all of its contacts/friends. The number of shares depend upon the extent to which the user liked the post. We assume that the number of friends (F) of a typical user is random which is independently and identically distributed (IID) across the users. Our main aim is to analyze the propagation of such competing content over OSNs.

Branching process: As is usually done in viral marketing literature (e.g., [6], [7], [11]), we are modeling this propagation using an appropriate branching process (BP). We detail the dynamics of the problem, along side, describing the BP based modeling details. Towards the end, we would observe that the branching process modeling the propagation of competing content is very different from the models considered in literature.

- We would refer the two CPs respectively by x and y type CPs. If the user receives only one kind of post (say of x-CP), at the time it views the post it wakes-up, we refer it as x-type post. In this case, the user would obviously share (if at all) only x-type post to some of its friends. Once viewed, the user would not read the post again, we then say that the number of unread x-type users/posts have reduced by one, and are increased by the number of shares; this is exactly like a death in an appropriate BP, after producing random number of offsprings (shares here).

- If the user receives both the posts at its wake-up, (due to competing nature of the two posts) it may chose one among the two to share; we refer such a post/user as x or y-type respectively depending upon its choice. It is also possible that it shares to none. Initially the user must have been shared (say) x-post, we then refer it as x-type. But when another friend forwards the y-type post before the user wakes-up, then the user gets converted to y-type if it prefers y-post over the x-post at wake-up. It is this conversion, which we refer as attack (by y-type), that makes the underlying branching process very different from the ones studied in the literature. As before the corresponding unread posts are reduced by one, once the user views (and shares) them. Observe that a user not sharing the post to any of its friends, is equivalent to zero offsprings.

- If the user is shared with multiple copies of the same post, then the user would consider only the latest share. This effect is considered by appropriate modelling of offspring distribution (details in section [V]).

The posts propagate from one user to another in the above described manner. As mentioned before, there is a possibility of the rival post reaching the user before it views the first received post. If the user prefers to share the rival post, then one can say “the rival post attacked and acquired the first post”. These two features of “attack” and “acquisition” are the novel features of what we call as branching process with attack (BPA). We would provide a precise description of the process, analyse it in the next two sections before returning to viral marketing application in section [V].

III. BRANCHING PROCESS WITH ATTACK (BPA)

Consider a branching process (BP) with two types of population, x and y. We consider Markovian BPs; any particle wakes-up after an exponentially distributed time with parameter λ, and, produces random number of offsprings before dying. Our branching processes with attack (BPA) also includes the attack by rival types.

Let $X(t), Y(t)$ represent the size of the population of respective types at time $t$. If x-type individual wakes-up at time $t$, it produces $\xi$ number of offsprings of its own type and attacks $\zeta_{xy}$ number of individuals of y-type; one individual can attack at maximum $\xi_{xy}$ number and the y-population opposes the attack with probability $p_{xy}$, in all, we assume that (Bin is a Binomial random variable)

$$\zeta_{xy}(Y(t)) = \text{Bin}(\min\{\xi_{xy}, Y(t)\}, p_{xy}).$$

The y-population also evolves in exactly the similar manner. The offsprings and maximum possible attacks, $\{\xi\}$ and $\{\xi_{xy}\}$, are IID across x-type population, similar is the case with $\{\xi_y\}$ and $\{\xi_{yx}\}$. Our assumptions are:

A.1 We assume super critical conditions and also finite first moments, i.e., for each $i, j \in \{x, y\}, i \neq j$:

$$1 < m_i := E(\xi_i) < \infty, \quad m_{ij} := E(\xi_{ij}) < \infty.$$ 

A.2 We assume finite second moments, i.e., for each $i, j \in \{x, y\}, i \neq j$:

$$E(\zeta_i^2) < \infty, \quad E(\zeta_{ij}^2) < \infty.$$ 

For some of our results, we do not require A.2; we will mention explicitly, when required. The expected number of (successful) attacks depend upon the size:

$$m_{xy}(y) := E(\zeta_{xy}(y)) = E[\text{Bin}(\min\{\xi_{xy}, y\}, p_{xy})]$$

$$m_{xy} := \lim_{y \rightarrow \infty} m_{xy}(y).$$
Define \( m_{xy}(x), m_{yx}(y) \) in a similar way. We also assume that 
\( 0 < P(\xi_i = 0) < 1 \), for each \( i \in \{x,y\} \), thus ensuring a possibility of zero as well as higher number of offsprings. Let us denote (for \( i,j \in \{x,y\}, \ i \neq j \)) \( \alpha_i := \lambda(m_i - 1) \).

Let \( x_0, y_0 \) be the (deterministic) initial population sizes of \( x,y \) populations respectively.

A. Dynamics of BPA:

We analyse BPA by studying the respective population sizes at transition epochs, i.e., at time instances at which an individual wakes-up. We begin with some notations. Let us denote the event that \( x \)-type wakes up as \( x \uparrow \), and similarly define \( y \uparrow \). Let \( \tau_n \) represent the \( n^{th} \) transition epoch\(^1\) Let \( X_n := X(\tau_n^+) \) be the size of \( x \)-type population immediately after \( \tau_n \). Similarly define \( Y_n \). Observe that the time taken by the first individual to wake-up, \((\tau_{n+1} - \tau_n)\), after the \( n^{th} \) transition epoch is exponentially distributed with parameter \( \lambda(X_n + Y_n) \). One can summarize BPA using the following description of the events at transition epochs. When an \( x \)-type individual wakes up \((x \uparrow)\), it produces \( \xi_x \) offsprings, attacks \( \xi_{xy} \) number of \( y \)-type and dies, i.e., (see (1)),

\[ X_{n+1} = X_n - 1 + \xi_x + \xi_{xy}(Y_n), \quad Y_{n+1} = Y_n - \xi_{xy}(Y_n). \quad (4) \]

Exactly similar transitions occur when a \( y \)-type individual wakes up \((y \uparrow)\). Observe that the (successfully) attacked individuals are acquired by the attacking population.

We will immediately present a result about co-existence (both population survive), that is true with only A.1.

B. Non-coexistence under high-separation

Consider the scenario with high separation between the initial population sizes. Then, we have (proof in Appendix):

**Theorem 1:** Assume \( m_{xy}(1) > 0 \) and A.1. For any \( \epsilon > 0 \) and \( y_0 \), there exists a \( x_\epsilon, y_\epsilon < \infty \) such that

\[ P(Y \rightarrow 0 | X_0 = x_0, Y_0 = y_0) > 1 - \epsilon \quad \text{for all} \quad x_0 \geq x_\epsilon, y_\epsilon. \]

The same result is true when \( x \) and \( y \) are interchanged. ■

The above Theorem implies that given \( y_0 \) \((x_0)\), there exists large enough \( x_0 \) (respectively \( y_0 \)) such that the population with the smaller initial size gets extinct with high probability, i.e., co-existence is not possible. Note that the above result is true irrespective of \( \xi_x \overset{d}{=} \xi_y, \xi_x < \xi_y \) or \( \xi_x > \xi_y \) (equality and inequality in stochastic sense), i.e., no matter which type of population produces higher mean number of offsprings, the population with smaller initial size will get extinct with high probability. It only requires that the higher population is attacking (i.e., e.g., \( m_{xy}(1) > 0 \)).

IV. Analysis of BPA

We begin our analysis with the symmetric case where \( \xi_x \overset{d}{=} \xi_y \) i.e., the two offspring distribution are stochastically equal. Hence, the mean number of offspring are equal, let \( m_x = m_y := m \) and \( \alpha := \lambda(m - 1) \). One can have asymmetric attacks, i.e., the distributions of \( \xi_{xy} \) and \( \xi_{yx} \) could be different. We consider asymmetric case (i.e., \( \xi_x \overset{d}{>} \xi_y \)) towards the end of this section. Let \( F_n \) be the sigma-algebra generated by \( X_n, Y_n, \tau_n \) for all \( n \). All the (sub/super) martingales are with respect to (w.r.t.) this filtration.

A. Dichotomy

Let the total, maximum and minimum populations be defined respectively by \( S_n = X_n + Y_n, U_n = \max\{X_n, Y_n\} \) and \( V_n = \min\{X_n, Y_n\} \). Under symmetric conditions, one can easily analyse some of these processes using the theory of standard BPs. From (4), irrespective of the type waking up, we have (under symmetric conditions, \( \xi_y \overset{d}{=} \xi_{xy} = \xi_x \)):

\[ S_{n+1} = S_n + \xi_{n+1} - 1. \quad (5) \]

Thus, the total population is the embedded chain corresponding to a standard single type BP [1, Chapter 3]). Further note that \( S_n/2 \leq U_n \leq S_n \). Hence we immediately have the following result (Proof of (c) in Appendix):

**Theorem 2:** Assume A.1 and \( \xi_x \overset{d}{=} \xi_{xy} \). Then,

(a) The process \( \{S_n e^{-\alpha \tau_n}\} \) is a non-negative martingale w.r.t. sigma algebras \( \{F_n\}_n \), and converges almost surely (a.s.) to a non-degenerate and integrable limit \( W \). Further, \( P(W_0 = 0) = P(S_n \rightarrow 0) = (q^*)^{X_0+Y_0} = P(U_n \rightarrow 0), \)

(b) \( U_n \) exhibits dichotomy: \( P(0 < U_n \rightarrow \infty) = 1, \) and;

(c) \( V_n \) exhibits dichotomy: \( P(V_n \rightarrow 0 \cup \limsup V_n = 1). \)

The significance of this theorem is well understood in BP literature and we would explain the same in our context:

i) in the sample paths with \( W_s > 0 \), the total population grows at (time) asymptotic rate \( \alpha \); for large enough \( N \) and an appropriate \( \epsilon > 0 \), we have \( |W_s - S_n e^{-\alpha \tau_n}| < \epsilon \) and so:

\[ (W_s - \epsilon) e^{\alpha \tau_n} < S_n < (W_s + \epsilon) e^{\alpha \tau_n} \quad \text{for all} \quad n \geq N. \quad (7) \]

Observe here that \( \tau_n \rightarrow \infty \) a.s. on sample paths in which at least one of the populations survive \((\tau_n \) lower bounded by maximum among \( n \) exponential random variables);

ii) the asymptotic growth rate of \( U_n \) is also given by \( \alpha \);

iii) the probability of extinction of both \( S_n, U_n \), i.e., the probability that either population becomes zero for some \( n < \infty \) is given by (6);

iv) further from (6), \( U_n, S_n \) exhibit dichotomy: either they have asymptotic (exponential) growth (whenever they survive, then \( W_s > 0 \)) or they get extinct (then \( W_s = 0 \)); and,

v) \( V_n \) also exhibits dichotomy, i.e., either dies or grows to infinity (at least along a subsequence and at a rate not more than (exponential) \( \alpha \)).

Consider the standard BP where none of the population types attack each other (i.e., \( \xi_{xy} \overset{d}{=} \xi_{yx} \)); we call such a process as branching process with no attack (BPNA). In BPNA, under symmetric conditions, the total population grows like a single-type BP. In fact, it is easy to verify that the process corresponding to the total population is same as that with attack, i.e., the phenomenon of attack does not change the behavior of total population.

\(^1\)If the entire population gets extinct at \( n^{th} \) epoch, we set \( \tau_n := \tau_0 \) for all \( k \geq n \).
B. Co-existence and limit proportions

By Theorem [1] co-existence is not possible if there is a huge gap in the initial population sizes. Here, we analyse the co-existence of populations in a more generic setting, using stochastic approximation (SA) techniques (e.g. [9]). We also discuss the limit proportions. Towards this, let \( S_n \) represent the sample mean formed by IID sequence of offsprings \( \{\xi_n\}_n \) generated plus initial populations (see [5]):

\[
S_n = \frac{1}{n} \left( \sum_{k=1}^{n} (\xi_k - 1) + x_0 + y_0 \right).
\]

Observe that the total population \( (\nu_e, \nu_h) \) extinction epoch, \( \psi = \inf\{n : S_n \leq 0\} \). Further, also observe (same is the case for \( \nu_h \)). Then the evolution of \( (\nu_e, \nu_h) \) of \( \psi \), with notation. Define \( \psi \), the ordered triplet respectively representing \( S_n/n, X_n/n \) and \( \sum_{k=0}^{n-1} 1/(k + 1) \). We will show in the following that their evolution can be captured by a 3-dimensional stochastic approximation based scheme.

We begin with some notations, required for this subsection. Let \( H_n \) be the indicator that an \( x \)-type wakes-up (\( x \uparrow \)) at the \( n^{th} \)-transition epoch and \( H_n := 1 - H_n \). Further, let \( I_n := 1_{\{\nu_e < \psi\}}, J_n := 1_{\{\nu_h > \psi, \nu_e > 0\}}, K_n := 1_{\{\nu_e > 0\}} \) and \( \epsilon_n := 1/(n + 1) \). Then the evolution of \( \Theta_n \) is given by the following (see [2]):

\[
\psi_{n+1} = \psi_n + \epsilon_n (\xi_{n+1} - 1 - \psi_n) K_n,
\]

\[
\theta_{n+1} = \theta_n + \epsilon_n \left( H_n (\xi_{n+1} - 1 + \zeta_{xy,n}(Y_n) I_n)ight)
\]

\[
- H_n \zeta_{yx,n}(X_n) I_n - \theta_n \right) J_n,
\]

\[
t_{n+1} = t_n + \epsilon_n, \quad \Theta_n = [x_0 + y_0, x_0, 0],
\]

and note \( X_n = \eta(t_n) \theta_n, Y_n = (\psi_n - \theta_n) \eta(t_n) \), with \( \eta(t) := \max \left\{ n : \sum_{k=0}^{n-1} 1/(k + 1) \leq t \right\} \).

We analyse the above using the results of [9] and hence the notation specific (only) to this subsection closely matches with its notation. Define \( L_n := [L_n^\psi, L_n^\theta, L_n^\zeta]^T \), where,

\[
L_n^\psi = K_n (\xi_{n+1} - 1 - \psi_n), \quad L_n^\theta = 1, \quad \text{and}
\]

\[
L_n^\zeta = \left( H_n (\xi_{n+1} - 1 + \zeta_{xy,n}(Y_n) I_n)ight)
\]

\[
- H_n \zeta_{yx,n}(X_n) I_n - \theta_n \right) J_n.
\]

Writing [9] compactly, \( \Theta_{n+1} = \Theta_n + \epsilon_n L_n \).

The conditional expectation of \( L_n \) with respect to \( \mathcal{F}_n \) is given by:

\[
E[L_n|\mathcal{F}_n] = \bar{g}(\Theta, \psi), \quad \bar{g}(\Theta) := 1, \quad \bar{g}^\psi(\Theta) := 1_{\{\psi > 0\}} (m - 1 - \psi), \quad \bar{g}^\theta(\Theta) := (m - 1 + m_{xy} ((\psi - \theta) \eta(t)) 1_{\{\psi < \psi\})
\]

\[
- \left( 1 - \frac{\bar{g}}{\psi} \right) m_{yx} (\theta \eta(t)) 1_{\{\psi \theta, \theta > 0\}).
\]

With these definitions, the ODE (Ordinary differential equation) that can approximate [9] is given by (see [9]):

\[
\dot{\psi} = \bar{g}^\psi(\Theta), \quad \dot{\theta} = \bar{g}^\theta(\Theta), \quad \text{and} \quad \dot{t} = \bar{g}^t(\Theta).
\]

(12)

We will prove that the ODE indeed approximates [9] and derive further results mainly using [9, Theorem 2.2, pp. 131]

Since \( \bar{g}(\cdot) \) is measurable, and the ODE is non-autonomous, the results can not be applied directly. We provide the required justifications/modifications, identify the attractors and the domain of attraction of the ODE and finally derive the following result (proof and details in Appendix) under the additional assumption:

A.3 For some finite \( \bar{y}, \bar{x}, \bar{\kappa}_{ij} \), for \( i, j \in \{x, y\}, i \neq j \),

\[
\kappa_{ij} \min\{j, \bar{j}\} \leq m_{ij}(j) \leq \bar{\kappa}_{ij} m_{ij},
\]

i.e., \( m_{xy}(\cdot), m_{yx}(\cdot) \) are bounded by piece-wise linear functions.

Theorem 3: Assume A.1-A.3. The sequence \( (\psi_n, \theta_n) \) converges a.s. to one of the following limits:

(i) \( (0, 0) \), i.e., both population types get extinct,

(ii) \( (m - 1, 0) \), i.e., only y-population survives,

(iii) \( (m - 1, m - 1) \), i.e., only x-population survives, or

(iv) \( (m - 1, \theta^L) \), i.e., both populations co-exist, where

\[
\theta^L := (m - 1)/\beta^L \quad \text{with} \quad \beta^L := \frac{m_{xy}}{m_{xy} + m_{yx}}.
\]

(13)

In Theorem [1] we showed that co-existence is not a possibility under high disparity in initial population sizes. While, the above Theorem implies that co-existence is a possibility as well (though, we still do not know the probability of co-existence events and is a part of our future work). Further it is clear that, in co-survival sample paths the proportion, \( X_n/S_n = \theta_n/\psi_n \), converges to unique \( \beta^L \) given by (13).

C. Individual populations - Growth and Dichotomy

By Theorem [2(a)], \( S_n \) grows at asymptotic rate \( \alpha \) and by Theorem [3] we have \( X_n/S_n \) converges to 0,1 or \( \beta^L \), therefore, we get that \( x \)-type population also grows at rate \( \alpha \). Thus, the growth rate of individual populations with attack (and with acquisition also) equals that without attack.

Further, on sample paths where \( \theta_n \to 0 \), \( x \)-type population becomes minimum population \( V_n \) as time progresses. By Theorem [2(c)], it converges to 0. Thus, \( x \)-type population either converges to 0 or grows exponentially large, i.e., it exhibits dichotomy. Similar is the case with \( y \)-type.

Survival probabilities: Now assume that the process starts with equal initial populations, i.e., \( x_0 = y_0 \) and \( x_\xi \) \( \xi_{xy} \) \( \xi_{yx} \), with \( x_0 \) not very big. Then by symmetry, the probability of survival of one of the population types (say that of \( x \)-type) is more than half that of the total population, \( (1 - q_{2x}^0)/2 \) (more is possible due to co-existence). However, observe that the probability of survival of either population without attack would have been much larger, as \( (1 - q_{2x}^0) > (1 - q_{2x}^0)/2 \).

We compare the extinction probabilities of two models i.e., BPA and BPNA through simulations in the next subsection.
D. Numerical Examples

For further insights into our process, we simulate few instances, using Monte-Carlo (MC) simulations. We consider the following parameters:

Let the wake-up times be exponentially distributed with parameter, $\lambda = 0.0002$; $F \sim \text{Poisson}(4)$; $\xi_{xy}, \xi_{yx} \sim \text{Bin}(F, 0.2667)$; $\xi_{xy}, \xi_{yx} \sim \text{Bin}(F, 0.053)$. Let the resistance from attack by each population, i.e., $p_{xy}, p_{yx}$, be 0.3. Thus, we get $m = m_x = m_y = 1.067, m_{xy} = m_{yx} = 0.064$.

Our aim is to compare the extinction probabilities in BPA and BPNA till a pre-defined time, $T$; towards this, we respectively define the extinction probability of total population, individual populations, and probability of co-existence of both the population types as: $q^T_{x} := P(X_t + Y_t = 0$ for some $t \leq T)$, $q^T_{y} := P(X_t = 0$ for some $t \leq T)$, $p^T := P(X_t > 0, Y_t > 0$ for all $t \leq T)$. Similarly define $q^T_y$. We simulate our process till $T = 10^2$ for 2000 instances of MC simulations and tabulate the estimates of the above probabilities in Table I. We set $y_0 = 2$ and vary $x_0$.

| $x_0$ | $q^T_x$ | $q^T_y$ | $q^T_{xy}$ | $p^T$ |
|-------|-----|-----|-----|-----|
| 2     | 0.558 | 0.672 | 0.697 | 0.000 |
| 4     | 0.451 | 0.689 | 0.842 | 0.000 |
| 10    | 0.204 | 0.803 | 0.931 | 0.000 |
| 15    | 0.094 | 0.122 | 0.970 | 0.000 |
| 30    | 0.016 | 0.024 | 0.996 | 0.000 |

TABLE I: Symmetric case, with $y_0 = 2$.

From the Table I, we observe that, as illustrated in Theorem [1], the $y$-population gets extinct with increasing probabilities as $x_0$ increases. Further co-existence probability equals zero for all the cases of Table I. Observe here that $m, x_0, y_0$ are all small values. For the case without attack, i.e., for BPNA, as $T \to \infty$,

$$q^T_x, q^T_y, q^T_{xy} \to (q^*)^{x_0+y_0}, (q^*)^{x_0}, (q^*)^{y_0}$$

respectively.

We also estimated the same using MC simulations and the results are tabulated in the last four columns of Table I. The extinction probabilities of the total population is the same for BPNA as well as BPA, however, that of the individual populations are very different from those corresponding to BPA. Further, co-existence is possible (see last column), by independence, the probability of co-existence equals $1 - (q^*)^{x_0}(1 - (q^*)^{y_0})$.

| $x_0$ | $q^T_x$ | $q^T_y$ | $q^T_{xy}$ | $p^T$ |
|-------|-----|-----|-----|-----|
| 200   | 0   | 0.489 | 0.511 | 0   |
| 400   | 0   | 0.407 | 0.593 | 0   |
| 600   | 0   | 0.319 | 0.661 | 0   |
| 800   | 0   | 0.130 | 0.870 | 0   |

TABLE II: Symmetric case, with $y_0 = 200$.

| $x_0$ | $q^T_x$ | $q^T_y$ | $q^T_{xy}$ | $p^T$ |
|-------|-----|-----|-----|-----|
| 200   | 0   | 0.489 | 0.511 | 0   |
| 400   | 0   | 0.407 | 0.593 | 0   |
| 600   | 0   | 0.319 | 0.661 | 0   |
| 800   | 0   | 0.130 | 0.870 | 0   |

TABLE III: Asymmetric case, with $y_0 = 200$.

In Table II, we consider slightly bigger populations sizes with $y_0 = 200$. The conclusions are similar to those in the previous Table, but that $q^T_x$ is zero in this case. We also observe that the survival probability of the total population is approximately twice that of the individual population types (when $x_0 = y_0$). Furthermore, the two population types do not co-exist even this Table, irrespective of the gaps between initial populations. Observe $m = 1.067$, is small. More examples are in Tables [IV] and [V] where we consider co-existence events in both symmetric and asymmetric cases.

E. Asymmetric Case

We now consider that one population dominates in off-spring distribution, i.e., say $\xi^d_x > \xi^d_y$.

Growth Patterns: We additionally require:

A.4 $\inf_{v \geq 1} u_m(v) - v m_{nu}(u) \geq 0$, where $u$ and $v$ denote the maximum and minimum population respectively.

This assumption implies that the expected number of attacks by the maximum population is not less than that by the minimum population, recall $Prob(u \uparrow) = u/(x + y)$. This assumption is satisfied, for example, when $m_{xy}(y)$ is linear in $y$ or when the number of attacks, $\xi_{xy}, \xi_{yx} \leq 1$ a.s. etc.

Theorem 4: Assume A.1-A.2, A.4 and $\xi^d_x > \xi^d_y$. The processes $\{S_n e^{-\alpha x T_n}\}$ and $\{V_n e^{-\alpha y T_n}\}$ are both non-negative super-martingales, and converge a.s. in $L^1$ to non-degenerate and integrable limits $W_x$ and $W_y$ respectively.

By Theorem 4, we observe that the growth rate of total population is not more than $\alpha_x$. As in symmetric case, we also have that the growth rates of the maximum population is not more than $\alpha_x$ (recall $U_n \leq S_n \leq U_n$). This gives us that the (asymptotic) growth rates of individual population types is also upper bounded by $\alpha_x$. This is intriguing because such a grow rate (upper bounded by that of BPNA) is observed even when the population types are attacking and acquiring the others and further when the $x$-type has higher reproductive capacity. One can’t comment affirmatively on $y$-type, because these growth rates are upper bounds, i.e., may only satisfy the inequalities like in (7), with only right hand side coefficients as non-zero values.

Limit Proportions: We now proceed towards analysing limit proportions as in [IV-B] (keeping the notations same). We again have 3-dimensional stochastic approximation based scheme capturing $\{\Theta_n\}$ (below, $\psi\theta n+1 \sim \xi^d_x$ and $\xi^d x+1 \sim \xi^d_x$, and rest of the details as in (9)):

$$\psi_{n+1} = \psi_n + \epsilon_n \left( H_n(\xi^d_{n+1} - 1) + H_n(\xi^d_{n+1} - 1 - \psi_n) \right) \theta_n$$

$$\theta_{n+1} = \theta_n + \epsilon_n \left( H_n(\xi^d_{n+1} - 1 + \xi^d_{xy,n}(Y_{n+1}) I_n) \right)$$

$$- H_n(\xi^d_{xy,n}(X_{n+1}) I_n - \theta_n) J_n$$

The ODE that can approximate (14) is given by:

$$\dot{\psi} = \left( \frac{\theta}{\psi} (m_x - m_y) + m_y - 1 - \psi \right) 1_{\psi > 0}$$

$$\dot{\theta} = \left( \frac{\theta}{\psi} (m_x - 1 + m_{xy}((\psi - \theta) \theta(t)) 1_{\theta < \psi} \right)$$

$$- (1 - \frac{\theta}{\psi}) m_{xy} \theta(t) 1_{\theta < \psi} - \theta 1_{\psi < 0, \theta > 0}$$

The proof of Theorem 4 is skipped due to lack of space. It follows directly by showing the inequalities of the required conditional expectation, using some coupling arguments. The original system is coupled with BPA where the offsprings of $y$-type are also distributed like (bigger) $\xi^d_x$. [2]
One can analyse the above ODEs as in symmetric case, show that ([15]) approximates ([14]) and then derive the asymptotic analysis. Inspired by Theorem [3], we conjecture that either both populations get extinct, or \( (\psi_n, \theta_n) \) converges to i) \( (m_x - 1, m_x - 1) \), or ii) \( (m_y - 1, 0) \), or iii) \( (\psi^\prime_n, \theta^\prime_n) \), which are zeroes of the RHS of the ODE ([15]) (with \( \psi > 0, \theta > 0, \theta < \psi \)). Using the ODE for ratio \( \theta/\psi \) (as in proof of Theorem [3]), \( (\psi^\prime_n, \theta^\prime_n) \) are the zeroes of the first RHS term in ([15]) and:

\[
\left( \frac{\theta}{\psi} \right) \left( m_x - m_y \right) = \frac{\theta^L}{\psi^L} \left( m_x - m_y + m^*_x + m^*_y \right) - m^*_y = 0.
\]

The zero of the above is given by \( \frac{\theta^L}{\psi^L} = 1 + \frac{m^*_y}{m^*_x} \).

\[
\beta^L_n := \frac{\theta^L}{\psi^L} = 1 + \frac{m^*_y}{m^*_x}.
\]

And then from ([15]), \( \psi^L_n = m_y - 1 + \beta^L_n (m_x - m_y) \). We will validate our conjecture through numerical simulations, while theoretical justification is for future work.

Remarks 1: From ([16]) clearly \( \beta^L < 1/2 \), thus the fraction of \( x \)-population at equilibrium is smaller. This is interesting given that \( x \)-type is the dominating one. When viewed from a different perspective, for the two populations to co-exist, there should be some sort of balance and that is possible only if the size of the population with bigger potential (reproduction capacity) is smaller than that with lower potential. More surprisingly, this aspect does not depend upon the attack capacity of the individual populations, but only upon the combined capacity \( m^*_x + m^*_y \).

Numerical Examples: We performed MC simulations for the asymmetric case as well. All the parameters are the same as those in Table I, except here, \( \xi_x \sim Bin(F, 0.3235) \), \( \xi_y \sim Bin(F, 0.0667) \). Clearly under asymmetric case, \( x \)-type population has more potential to grow larger and thus attack \( y \)-type population. Similar observations are captured in Table IV where the extinction probability of total and \( x \)-type population has reduced significantly in comparison to symmetric case (see Table I), while \( y \)-type population gets extinct with higher probability as \( x_0 \) increases.

| \( x_0 \) | \( q^L_x \) | \( q^L_y \) | \( p^L_x \) | \( q^L_x \beta^L \) | \( q^L_y \beta^L \) | \( p^L_x \beta^L \) |
|---|---|---|---|---|---|---|
| 2 | 0.218 | 0.396 | 0.822 | 0 | 0.235 | 0.305 | 0.742 | 0.188 |
| 6 | 0.022 | 0.044 | 0.901 | 0 | 0.012 | 0.028 | 0.729 | 0.252 |
| 2 | 0.008 | 0.014 | 0.994 | 0 | 0.007 | 0.008 | 0.706 | 0.294 |
| 10 | 0.002 | 0.005 | 0.998 | 0 | 0.000 | 0.000 | 0.700 | 0.298 |

TABLE IV: Asymmetric case, with \( y_0 = 2 \)

Next, we reinforce co-existence results of Theorem [3] and support our conjecture for asymmetric case ([16]) through simulations for the case with \( m^*_y = m^*_x = m_0 = 0.02 \) in Table V. We see that the limit fractions estimated through MC simulations well match the theoretical ones, ([15]) and ([16]). Here \( (x_0, y_0) \) are very large. Now we consider slightly bigger values for mean offsprings \( E[F] \) is usually large in large OSNs and study the co-existence probabilities with moderate \( (x_0, y_0) \). The results are in Table VI along with the parameters. Basically we start with \( x_0/(y_0 + x_0) \) near \( \beta^L \) or \( \beta^L_n \) and find the fraction of sample paths in which the ratio converges closer (with 5%) to \( \beta^L \) or \( \beta^L_n \), after 10^4 transitions. We took average over 1000 sample paths. We observe from Table VI that co-existence is possible in considerable number of sample paths.

V. Analysis of Viral Markets

Let \( F \) be the number of friends of a typical user which is IID across the users in the network. A user shares the post (or say \( x \)-type) to its friends with probability \( \eta_x \) depending upon how much he likes the post, which in turn depends upon the attractiveness of the post. The parameter \( \eta_x \) is in control of the x-CP. In all, we assume that a user with \( x \)-type (\( y \)-type) post shares to \( Bin(F, \eta_x) \) (resp. \( Bin(F, \eta_y) \)) of its friends.

Among the total number of friends that a \( x \)-type user decides to share (i.e., \( Bin(F, \eta_x) \)), there will be three fractions: (i) a fraction of users who had not received any post yet, these would correspond to offsprings of \( x \)-type, \( \xi_x \); (ii) another fraction that already received the \( y \)-post, these
would correspond to attacked population, $\xi_{xy}$; and, (iii) a third fraction who already received the $x$-post.

We model the offsprings corresponding to (i) and (iii) fractions together as $\xi_x$. We assume that $\gamma$ (a small) fraction among any given set of users of the network, will have post of the given type; this modeling is reasonable for huge networks, as the fraction of users with a given post is not very significant in comparison with the network size.

In other words, we assume that, when a user with (say) $x$-post forwards, the expected number of shares to a subset of its friends without any ($x$ or $y$) post equals $m_x := E[F] \eta_x (1 - 2\gamma)$, while the expected number of shares to that subset of its friends with $y$-type post equals $E[F] \eta_y \gamma$. Among the latter fraction, i.e., the one that receives both the posts, only $p_{xy}$ sub-fraction prefers the new ($x$) post; this preference of the user changes the type of the post to $x$-type and this is exactly equivalent to an attack over $y$-type population by $x$-type. Thus to model the viral markets using BPA, we assume/have the following modeling details:

$$m_x = E_{}[\xi_x] = E[Bin(F, \eta_x (1 - 2\gamma))] = m_1 \eta_x (1 - 2\gamma),$$
$$m_{xy}(y) = E_{}[\xi_{xy}(y)] = E[Bin(\min(\xi_{xy}, y), p_{xy})] = E_{}[\min(Bin(F, \eta_y \gamma), y)]p_{xy},$$
$$m^*_{xy} = \lim_{y \to \infty} m_{xy}(y) = m_1 \eta_y p_{xy}, \xi_x := Bin(F, \eta_x \gamma),$$

where $m_f := E[F]$. The network structure is usually the same towards any post; hence typically the functions $m_{xy}$ and $m_{yx}$ are (almost) the same (so is $\gamma$). It is $\eta_x$, $\eta_y$ and $x_0$, $y_0$ that distinguishes the course of the two propagations.

**BPNA based models:** If one models simultaneous propagation of competing content, without considering attack, we will have the two posts propagating independent of each other, i.e., then $p_{xy} = p_{yx} = 0$. For this case, $m_x = m_1 \eta_x$, and $m_y = m_1 \eta_y$: basically the existence of any post (represented by $\gamma$ fraction) does not alter the prospects of any other post. This can be modelled using two independent single type BPs, i.e, BPNA. We compare the conclusions drawn by such independent processes with those obtained using our BPA model below, to illustrate the drawbacks of the formal models to study viral competing markets.

**Some more modeling aspects:** Consider two CPs competing for similar product/service. Assume that the posts are stored in timelines (e.g., as in [6]), the inverse stacks on the user’s application interface. When a post is shared to the user, this post sits on the top of the timeline and all other posts shift down by one position.

Thus, both the type of posts have the potential to attack each other; when a user has both the posts it can prefer the newer post (one on higher levels) to a bigger extent (irrespective of the source of the post). If one of the CPs (say $x$) is more influential than the other, we can model this by $p_{xy} > p_{yx}$. As already mentioned, one designing a more attractive post can be captured by $\eta_x > \eta_y$.

### Observations and Comparisons

Each CP can control the propagation of their post in two ways: i) by choosing initial seed users (i.e. $x_0$, $y_0$) and ii) by designing an attractive post (i.e. by appropriately choosing $\eta_x$, $\eta_y$). We make the following conclusions:

- **Significance of number of seed users:** Theorem 1 suggests that irrespective of the quality (or attractiveness) of the post ($\eta_x$, $\eta_y$), the post which started with higher number of seeds ($x_0$, $y_0$) will survive, while the other can get extinct with high probability. This can also be seen through the simulations in last rows of Tables I and IV.

  However, if instead one models simultaneous propagation by two BPNA, then we will have two types of posts propagating independent of each other. Such modelling suggests that the number of seed users of each CP have no affect on the propagation of the other post (see also Table II, IV); thus providing misleading results about viral competing markets.

  From Theorem 1, we can also conclude that if a CP (say $x$-type) invests more in sharing its post to large number of seed users, instead of investing on designing a better post (i.e., $\eta_x$), then irrespective of the the quality of the other post (i.e., $\eta_y$), $x$-CP is always in a better position. If the $y$-CP shares its post to lesser number of seeds, then there is a high possibility that $x$-type post reaches more users and $x$-type CP can become a monopoly over the network. If not this, then both types of posts can sustain in the network with $x$-type fraction given by [12] or [16]. Thus, designing a better quality post does not highly alleviate the virality chances of the post. Thus, for any CP the number of seed users is the most critical aspect, which is not aptly indicated by BPNA based models.

- **Probability of survival:** In viral competing markets, our models suggest that each post gets extinct with higher probability in comparison to the BPNA based models. Under BPNA, each post (say $x$-type) gets extinct with probability $(q^*)^{x_0}$ (where $q^*$ is defined in Theorem 2), which is close to 0 even when $x_0$ is moderately big (see Table I, IV). In contrast, when one considers attack aspect (initial columns of the Table I) the extinction probability is higher; this happens because the BPNA based models ignore the obvious impact of existence of competing content. This disparity would be accentuated to a much larger extent in Tables II and III for this case, the extinction probability provided by BPNA based models ($(q^*)^{x_0}$ or $(q^*)^{y_0}$) is almost zero (comparable to $q^2$ of the Tables), while that derived by attack based models is significantly large.

  Additionally, for initial number of seed users as large as the ones in Tables II and III, the two posts can not survive together. Co-existence of the two posts is possible only with excessively large number of seed users (as in Table V) or in large networks with large $m_f$ (as in Table VI).

- **Growth rates:** If we view $\gamma$ (which stands for the fraction of friends of a user having others (competitors) post) as the loss of each CP due to its competitors, then we can see that BPNA does not consider this key characteristic of competing content into consideration. This leads to BPNA...
suggesting higher \( m_x, m_y \) than the ones suggested by equation (17).

VI. CONCLUSIONS

Online social platforms are usually flooded with variety of content; some of which are competing with each other. The content is stored in an ordered manner as in timelines of Facebook, Twitter etc. Users have tendency to read the content at higher levels and be more lethargic towards the content placed on lower levels, unless the latter belongs to a more influential provider. A user has a wide variety of choices to choose from, but the competing contents are always at a risk of loosing their chances.

When a post in a user’s timeline gets shifted down by a newer competing post, the new post snatches away the opportunities of (attacks and acquires) the old post depending upon the popularity and/or the freshness of the two contents.

We propose a new variant of branching processes that mimics this ‘attack’ and ‘acquire’ phenomenon of the competing content. This new variant poses new questions along with the old set of questions (related to growth rates, number of shares and extinction probabilities etc.), that of co-existence of the competing populations. In the context of viral competing markets, this new question translates to co-virality possibilities, i.e., simultaneous spread and explosion of the competing content over the network.

Our work has two-fold contributions towards the literature related to branching processes, as well as, the social network. The conclusions for branching processes are:

- The processes grow at asymptotic rate as without attack.
- We derived the limit proportions for individual populations using stochastic approximation techniques. We showed that either one or both the populations get extinct. If the populations co-exist, they converge to a fixed (unique) ratio. Interestingly, this ratio is smaller for the population with higher reproduction capacity. Further, when the offspring means are different, this ratio depends on combined attack capacity of two populations and not on individual capacities.

- We proved that co-existence is not possible when there is a huge disparity in initial populations. However, it is possible with large initial populations and/or mean offsprings.

Some of our major conclusions for the social network are:

- Number of seed users is the most crucial aspect. Survival chances are negligible unless one injects to a large number of seed users (initial populations).
- Probability of simultaneous existence is significantly small, unless one starts with exorbitantly large number of seed users. This is true even with moderate initial population, when mean number of friends is large as is huge OSNs.

- One of the caveats of the competition is that the post with smaller number of seed users gets extinct, even after sharing a highly attractive post.

Such observations about viral competing markets are not possible (in fact, erroneous conclusions are drawn) when competing contents are modelled as independent branching processes.

VII. APPENDIX

Proof of Theorem

We are considering conditional probability, given that \( X_0 = x_0 \) and \( Y_0 = y_0 \) are the respective initial sizes. Let \( \tau \) be the time epoch before one among the \( y_0 \) number of particles wakes up; observe that multiple \( x \)-type particles might have woken up during this time. Then, \( \tau \geq \tau_c \), where \( \tau_c \) is exponentially distributed random variable with parameter \( \lambda y_0 \) and equals the minimum wake-up time among \( y_0 \) number of \( y \)-particles. Note that some of them could have been attacked/acquired in the meanwhile, and hence \( \tau_c \) is only a lower bound. Let \( N_{\#} \) be the number of transitions (i.e., wake-ups) of \( x \)-type before a \( y \)-type particle wakes up; then clearly \( N_{\#} \geq Bin(x_0, 1 - e^{-\lambda \tau}) \) a.s.; the lower bound is obtained by considering only those among \( x_0 \) particles that woke-up. Let \( Y' \) denote the size of the \( y \)-type population at the next \( y \)-transition. Let \( P_0(\cdot) \) represent the conditional probability \( P(|X_0 = x_0, Y_0 = y_0) \) and similarly let \( E_0(\cdot) \) represent the conditional expectation \( E(|X_0 = x_0, Y_0 = y_0) \). Now with \( \zeta := \zeta_{xy}(1) \) (recall \( \zeta_{xy}(1) \leq \zeta_{xy}(y) \) a.s. for any \( y \geq 1 \)) we have the following:

\[
P_0(Y \rightarrow 0) \geq P_0(Y' \rightarrow 0) = P_0(y_0 < \sum_{i=1}^{x_0} \zeta_{xy,i}) \]

\[
P_0(y_0 < \sum_{i=1}^{x_0} \zeta_{xy,i}) \rightarrow^x E_0 \left[ P_0 \left( \sum_{i=1}^{x_0} \zeta_{xy,i} \leq y_0 \right) \right],
\]

where \( 1_{\{x \}} \) is indicator of the event that the \( x \)-particle under consideration has woken-up before \( \tau \).

Consider a fixed \( \tau \) such that (possible as \( y_0 \) is fixed)

\[
P_0(\tau \geq \tau) > P_0(\tau_c \geq \tau) = e^{-\lambda y_0 \tau} \sqrt{1 - \epsilon}.
\]

\[\text{Let } \Phi \text{ be the complementary CDF of standard normal random variable and define the following for the above choice of } \tau:
\]

\[
Z_{x_0} := \frac{\sum_{i=1}^{x_0} \zeta_{xy,i} - x_0 m_{xy}(1)(1 - e^{-\lambda \tau})}{\sqrt{Var(\zeta)}}.
\]

Let \( \zeta_{x_0} := \frac{\zeta_{xy}(1)}{\sqrt{Var(\zeta)}} \). Observe that \( \{\zeta_{xy,i}\} \) are IID random variables and hence by Central Limit Theorem and Portmanteau Theorem for \( \epsilon := 1 - \sqrt{1 - \epsilon} \), there exists a \( \pi_0 < \infty \) such that for all \( x_0 \geq \pi_0 \):

\[
P \left( Z_{x_0} > z_{x_0} \right) \geq P_0 \left( Z_{x_0} > z_{x_0} \right) \geq \Phi \left( z_{x_0} - \pi_0 - \epsilon/2 \right).
\]

If required, choose \( \pi_0 \) further large such that

\[
P \left( Z_{x_0} > z_{x_0} \right) \geq 1 - \epsilon \text{ for all } x_0 \geq \pi_0,
\]

and this is possible because \( \Phi(z) \rightarrow 1 \) when \( z \rightarrow -\infty \) (hence \( \Phi(z_{x_0}) \rightarrow 1 \) as \( \pi_0 \rightarrow \infty \)). Using the bounds \[8\] and conditioning on \( \tau \), we have for all \( x_0 \geq \pi_0 \):

\[
P_0(Y \rightarrow 0) \geq P_0(Y \rightarrow 0; \tau \geq \tau_c) \geq P_0 \left( \left. \left. \left. E \left[ Z_{x_0} < X_{x_0} | \tau \right] \right| \tau \geq \tau_c \right| \right| \right) \geq P_0(z_{x_0} < X_{x_0}) P_0(\tau \geq \tau_c) = P(z_{x_0} < X_{x_0}) P_0(\tau \geq \tau_c) \geq 1 - \epsilon.
\]

Proof of Theorem

The first two parts of the theorem are immediate by the discussions above the theorem.

Part (iii) If possible, consider the sample paths where

\[\text{This proof is loosely inspired by the proofs provided in [4].}
\]

\[\text{Because the Gaussian measure is measure of a continuous random variable, the set under consideration is Gaussian-contiguity set (see [3]).}\]
For each such sample path, there exists a $M(\omega) > 0$, $N(\omega) < \infty$ s.t. $0 < V_n \leq M(\omega)$ for all $n \geq N(\omega)$. As before, because $S_n/2 \leq U_n \leq S_n$, we have:

$$P(U_n e^{-\alpha t_n} \to 0) = P(S_n e^{-\alpha t_n} \to 0) = P(S_n \to 0) = P(U_n \to 0).$$

Hence $W_\omega(n) > 0$ (a.s.), because $U_n \geq V_n > 0$ for all $n$. This implies that $\forall n \geq N(\omega)$, we have that $U_n, V_n$ do not interchange, i.e., (WLOG) let $V_n = Y_n$ for all such $n$.

Thus, there exists a $\beta > 0$ such that after further increasing $N(\omega)$ (if required),

$$U_n(\omega) > \beta e^{\alpha t_n} \omega(\omega) \text{ for all } n \geq N(\omega), \text{ as } W_\omega(\omega) > 0.$$

Observe that $\tau_n \to \infty$ when $U \to 0$, and thus $U_n$ increases to $\infty$ for all such sample paths. Further as in the proof of Theorem 1 when $y_n \leq M(\omega)$, $\exists x_{e,y_n}$ such that for all $x_n \geq x_{e,y_n}$:

$$1 \geq P(V \to 0)U_n(\omega) = x_n, V_n(\omega) = y_n > 1 - \epsilon \forall \epsilon > 0.$$

Thus, $V_n \to 0$ in all such sample paths, which implies $\limsup V_n = 0$, which contradicts our assumption (20).

Thus, $V_n$ either converges to 0 or $\limsup V_n = \infty$. □

**Proof of Theorem 3**

We will prove the result using [9, Theorem 2.2, pp. 131], as $\tilde{g}(\cdot)$ is only measurable. Towards this, we first need to prove (a.s.) equicontinuity of sequence $\Theta^n(t) := \theta_n + \frac{m(t)}{n}\epsilon(t)$, when $m(t) = \eta(t)$. This proof goes through exactly as in the proof of [9, Theorem 2.1, pp. 127] because of the following reasons: the random vector $L_n$ is comprised of $\theta_n, \psi_n$ and IID random variables and by (9), it suffices to show that $\sup_n E[L_n]^2 < \infty$, which is trivially true under A.2; further, we exactly have $E[L_n|F_n] = \tilde{g}(\Theta_n)$ (here $\beta_n$ in [9, Assumption A.2.2] is 0), as well the projection term $Z_n \equiv 0$. Further, $\{\Theta_n(\cdot)\} \equiv 0$ is bounded a.s. by strong law of large numbers as applied to $\{\tilde{g}(\cdot)\}$.

In Lemma 1 we identify the attractor of (1), with $\beta^L, \beta^L$ as in (13). Proof is now completed path-wise.

First consider the sample-paths in which $\psi_n \to 0$, i.e., $S_n \to 0$ by Theorem 2. Then clearly, $(\psi_n, \theta_n) \to (0, 0)$. Observe in complementary sample paths, $\psi_n \to m - 1$ a.s.

Consider the sample-paths in which $\{\theta_n\}$ sequence does not exit neighbourhood $N_\epsilon(\beta^L) := \{\theta : |\theta - \beta^L| < \epsilon\}$ infinitely often (i.o.), for every $\epsilon > 0$; then $\tilde{g}(\cdot)$ converges to $A$ of Lemma 1 and so $(\psi_n, \theta_n) \to (m - 1, \theta^L)$.

Now consider the remaining sample-paths, then there exists $T$ at least one $\epsilon > 0$ such that $\{\psi_n, \theta_n, t_n\}$ sequence visits the compact $S_\epsilon$ of Lemma 1 i.o. By [9, Theorem 2.2, pp. 131] as applied to these sample paths, the sequence converges to the attractor $A$ of Lemma 1.

**Lemma 1:** [Attractors] For ODE (12), the set $A := \{(m - 1, 0), (m - 1, 1)\} \times \{\infty\}$ is locally asymptotically stable in the sense of Liapunov. For any $\epsilon > 0$, the set $S_\epsilon = \{\psi, \theta : \psi \in \mathcal{N}_\epsilon(\theta^L), \theta \in [0, 1 - N_\epsilon(\beta^L)] \times [T_0, \infty)\}$ is compact and is in the domain of attraction of $A$, when $T_0$ is such that

$$\eta(T_0)\beta^L(m - 1 - \epsilon) > \max \{\gamma \kappa_{xy}/\kappa_{yx}, \xi \kappa_{yz}/\kappa_{yx}\}.$$

Further, the equilibrium point $(m - 1, \theta^L, \infty)$ is not stable.

**Proof:** For $t$ component, we consider the extended positive real line including $\infty$, where the absolute distance metric is naturally extended by $d(t, \infty) := 1/t$; proofs in [9] would go through even for this. With this, the required compactness is true. The $\psi$-component of the ODE (12) has the following solution:

$$\psi(t) = \begin{cases} e^{-t}(\psi(0) - m + 1) + m - 1, & \text{when } \psi(0) > 0, \\ \psi(0), & \text{when } \psi(0) \leq 0. \end{cases}$$

Thus $(m - 1)$ is asymptotically stable with $(0, \infty)$ as domain of attraction. For $\theta$ component, one needs to substitute solution $\psi(t)$ in its ODE ($\tilde{g}(\psi)$ of (12)) to analyze. By considering $\psi^* := m - 1$, the equilibrium points for the ODE corresponding to $\theta$ component are $0, m - 1$ or $\theta^L$.

To test the stability of the above equilibrium points we consider the ODE representing the ratio $\theta/\psi$ (derived using (12) and with $I_{0/\psi} := \{\psi > 0, \theta > 0, \psi < 0\}$:

$$\frac{\dot{\theta}}{\psi} = \frac{I_{0/\psi}}{\psi} \left( \frac{\theta}{\psi} \kappa_{xy}(\psi - \theta)\eta(t) - \left(1 - \frac{\theta}{\psi}\right)\kappa_{yx}(\eta(t)\theta) \right).$$

Consider any $\psi \in \mathcal{N}_\epsilon(m - 1)$, $t > T_0$ and $\theta / \psi > \beta^L$, then by A.3 we have:

$$\frac{\dot{\theta}}{\psi} \geq \frac{I_{0/\psi}}{\psi} \left( \frac{\theta}{\psi} \kappa_{xy} \min\{\gamma \kappa_{xy}, \xi \kappa_{yx}\} - \left(1 - \frac{\theta}{\psi}\right)\kappa_{yx} \psi \right)$$

$$= \frac{I_{0/\psi}}{\psi} \min\{\gamma \kappa_{xy} + \xi \kappa_{yx}\} \frac{\theta}{\psi} - \kappa_{yx} \theta$$

$$> 0.$$

In the above, the first term is positive by A.3 and definition of $\beta^L$ and the second one is positive by choice of $T_0$, as after dividing the second term by $(\psi - \theta)/\psi$ we get:

$$\frac{\theta}{\psi} \eta(t) \kappa_{xy} - \kappa_{yx} > \beta^L \psi \theta$$

Thus the derivative of ratio is positive, and hence the ratio increases and $\theta(t)/\psi(t) \to 1$, when initialized with $\theta(0)/\psi(0) > \beta^L$. Similarly, when initialized with $\theta(0)/\psi(0) < \beta^L$, the derivative $\left(\frac{\dot{\psi}}{\psi}\right) < 0$ throughout and $\theta(t)/\psi(t) \to 0$.

Using the above arguments one can also conclude that from any neighbourhood of $(m - 1, \theta^L, \infty)$, there exist points starting from which the ODE converges either to $(m - 1, 1, \infty)$ or $(m - 1, 0, \infty)$ and hence the last part.
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