Accelerated multimodel Newton-type algorithms for faster convergence of ground and excited state coupled cluster equations
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We introduce a multimodel approach to solve coupled cluster equations, employing a quasi Newton algorithm for the ground state and an Olsen algorithm for the excited states. In these algorithms, both of which can be viewed as Newton algorithms, the Jacobian matrix of a lower level coupled cluster model is used in Newton equations associated with the target model. Improvements in convergence then implies savings for sufficiently large molecular systems, since the computational cost of macroiterations scales more steeply with system size than the cost of microiterations. The multimodel approach is suitable when there is a lower level Jacobian matrix that is much more accurate than the zeroth order approximation. Applying the approach to the CC3 equations, using the CCSD approximation of the Jacobian, we show that the time spent to determine the ground and valence excited states can be significantly reduced. We also find improved convergence for core excited states, indicating that similar savings will be obtained with an explicit implementation of the core-valence separated CCSD Jacobian transformation.
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I. INTRODUCTION

The molecular systems that can be treated with coupled cluster theory is severely limited by its steep computational scaling.\(^1\) When faced with this “scaling wall,” two complementary approaches can be pursued to extend the application range. One can either introduce approximations, as in linear scaling\(^2\) and multilevel\(^3\)–\(^5\) coupled cluster methods, or optimize the evaluation and convergence of model equations. The latter can give significant savings, given that for an iterative coupled cluster method with a computational cost of \(O(M^k)\), where \(M\) is the number of molecular orbitals and \(k \in \mathbb{N}\), each iteration involves evaluation of equations that scale as \(O(M^k)\).

Currently, the method of choice\(^6\) to converge the ground state amplitude equations is a quasi Newton algorithm\(^7\) accelerated by direct inversion of the iterative subspace\(^8,9\) (DIIS). In this Newton algorithm, the derivative of the residual—i.e., the coupled cluster Jacobian\(^10\)—is approximated by substituting the Hamiltonian with the zeroth order Fock matrix approximation. The DIIS acceleration technique was introduced by Pulay\(^8,9\) to improve convergence of the Hartree-Fock equations, but it has subsequently been applied successfully in other areas of quantum chemistry, including geometry optimization\(^11,12\) and coupled cluster theory.\(^13\) In an iteration using DIIS, current and previous update estimates, e.g. obtained using a Newton algorithm, are combined to minimize an averaged error vector in the least-squares sense. Although standard DIIS is normally highly effective, the related CROP method\(^14,15\) can be used to ensure that optimal vectors are kept in the DIIS subspace.

The zeroth order coupled cluster Jacobian has a number of advantages. In many cases it approximates the exact Jacobian reasonably well, leading to rapid convergence when combined with DIIS. In addition, it is a diagonal matrix consisting of orbital energy differences, implying an analytically solvable Newton equation: the amplitude update estimate is simply the residual vector weighted by inverse orbital energy differences. This makes it particularly easy to implement. Furthermore, the computational cost involved in weighting the residual vector is negligible, being of \(O(M^2)\) for perturbative doubles\(^16\) (CC2) and \(O(M^4)\) for singles and doubles\(^17\) (CCSD) as well as singles and doubles with perturbative triples\(^18,19\) (CC3). This can be contrasted to the cost of evaluating the residual with these models, which scales as \(O(M^5)\), \(O(M^6)\), and \(O(M^7)\), respectively.

For the more expensive coupled cluster models in the hierarchy—especially those describ-
ing triples or higher excitations—it is natural to enquire whether improved convergence can be attained by making use of the lower levels in the hierarchy. In this paper we consider this possibility by using quasi Newton algorithms in which the Jacobian matrix is approximated at a lower level of theory. We refer to the lower level model as the auxiliary model $\mathcal{A}$ to distinguish it from the target model $\mathcal{T}$. Within this multimodel Newton framework, macroiterations have a cost of $O(M^{k_T})$ and microiterations a cost of $O(M^{k_A})$, where $k_A < k_T$. The $O(M^{k_T})$ terms begin to dominate for large $M$. The computational cost can thus reduce significantly if the number of macroiterations decrease.

Similar observations were recently made by Matthews and Stanton. They found that the convergence of the amplitude equations in full triples (CCSDT) and quadruples (CCSDTQ) could be improved by performing “subiterations” in which only low-order amplitudes are updated. This also led to a lowering of the total computational cost. Very recently, Matthews extended the approach in Ref. 20 to the left ground state equations.

Excited states are derived from a linear eigenvalue problem, and the Davidson algorithm is often a preferred choice for converging them. It is nowadays routinely used to determine both low-lying valence states and core and ionized states within the core-valence separation (CVS) approximation. In the Davidson algorithm, residual vectors are added to a subspace in which the excited state equations are solved. As for the ground state, convergence is greatly improved by preconditioning the residual vector with the zeroth order Jacobian matrix. However, it has long been recognized that using a more accurate Jacobian as a preconditioner does not necessarily improve the Davidson update; in the limit of an exact Jacobian, it gives no new search direction. Hence, the preconditioner must not be too good of an approximation of the Jacobian. The Olsen algorithm removes this defect in the Davidson algorithm by requiring that the new search direction be orthogonal to the original eigenvector estimate. For an exact approximation of the Jacobian matrix, the Olsen algorithm is equivalent to the Jacobi-Davidson algorithm. Both algorithms have been used in full and multireference configuration interaction theory. In this paper, we use the Olsen estimate, or correction vector—derived in terms of a Newton update scheme—and apply the multimodel approximation to the equation for the estimate. The Davidson, Olsen, and Jacobi-Davidson algorithms can all be viewed as Newton methods that incorporate “subspace acceleration” since the update estimates are used to build a reduced space in which the eigenvalue equation is solved.
The update estimates can either be added to a reduced space in which the excited state equations are solved, or they can be used in combination with DIIS. The latter is useful for the perturbative CCn models \((n = 2, 3, \ldots)\).\textsuperscript{36} For these models, the equations of excitation order \(n\) have analytical solutions, and, when those are inserted in the lower-order equations, the excited state eigenvalue problem becomes nonlinear; the Jacobian transformation of an eigenvector becomes dependent on the corresponding eigenvalue.\textsuperscript{18,19} While useful, the DIIS method is not as robust for excited states as it is for the ground state. For inaccurate starting guesses, it may converge slowly and/or give duplicate eigenvectors. As an alternative to DIIS, or as a preconvergence step, one can use a nonlinear reduced space algorithm in which the space is repeatedly built until self-consistency.\textsuperscript{36} One can also use reduced space algorithms directly on the non-folded CCn equations, but this implies increased storage requirements and hence a stricter limit on the treatable system size.

Here we show that multimodel Newton algorithms can be applied successfully to the CC3 ground and excited state equations. Combining CC3 \((\mathcal{T})\) with CCSD \((\mathcal{A})\), we find that one may obtain both faster convergence and computational savings relative to algorithms based on the zeroth order Jacobian approximation. The algorithm we use for the ground state is a quasi Newton algorithm, accelerated by DIIS, where the CCSD Jacobian matrix is used to approximate the CC3 Jacobian. For excited states, we use a nonlinear reduced space Olsen algorithm where the CCSD Jacobian approximation is used in the equations for the Olsen update estimates.

II. MULTIMODEL NEWTON

A. Ground state

The coupled cluster ground state is parametrized as

\[
|\Psi_0\rangle = e^T |\text{HF}\rangle, \quad T = \sum_{\mu} t_\mu \tau_\mu, \quad (1)
\]

where \(t_\mu\) and \(\tau_\mu\) denote, respectively, the cluster amplitudes and the excitation operators with respect to the Hartree-Fock determinant \(|\text{HF}\rangle\). The state is determined by solving the
amplitude equations

\[ E_0 = \langle HF | \hat{H} | HF \rangle \]  
\[ \Omega_\mu = \langle \mu | \hat{H} | HF \rangle = 0, \]  

where

\[ \hat{H} = e^{-T} H e^T. \]  

In Eqs. (1)–(3), \( \mu \) is restricted to a subset of excitations (singles, singles and doubles, . . .), defining the standard hierarchy of coupled cluster models (CCS, CCSD, . . .). The CC2 and CC3 methods are derived by partitioning the Hamiltonian as \( H = F + V \), where \( F \) is the Fock matrix, and performing a perturbation expansion of the highest-order amplitude equations in CCSD and CCSDT, respectively.\textsuperscript{18,19}

The exact Newton method may be derived as follows. First we expand the residual vector \( \Omega \) about a guess \( t_0 \) for the amplitudes:

\[ \Omega_\mu(t) = \Omega_\mu(t_0) + \sum \frac{\partial \Omega_\mu}{\partial t_\nu} \Delta t_\nu + \mathcal{O}(\Delta t^2). \]  

Here \( \Delta t = t - t_0 \). This expansion is conveniently expressed in matrix notation. By defining the coupled cluster Jacobian\textsuperscript{10}

\[ A_{\mu\nu} = \frac{\partial \Omega_\mu}{\partial t_\nu} = \langle \mu | [\hat{H}, \tau_\nu] | HF \rangle, \]  

we can rewrite Eq. (5) as

\[ \Omega(t) = \Omega(t_0) + A(t_0) \Delta t + \mathcal{O}(\Delta t^2). \]  

We wish to determine \( \Delta t \) such that \( \Omega(t) = 0 \). By truncating the expansion to first order and setting the result to zero, we obtain the Newton equation for \( \Delta t \):

\[ 0 = \Omega(t_0) + A(t_0) \Delta t. \]  

The algorithm involves a set of macroiterations \( n \) where

\[ t^n = t^{n-1} + \Delta t^n, \quad n = 1, 2, \ldots, \]  

and

\[ 0 = \Omega(t^{n-1}) + A(t^{n-1}) \Delta t^n = \rho(\Delta t^n). \]
To get the $n$th update estimate $\Delta t^n$, a series of microiterations is performed to solve Eq. (10) approximately.

In most cases, the Newton method converges rapidly in terms of macroiterations. Sufficiently close to the solution, the rate of convergence is even quadratic. However, because macro and microiterations are equally expensive, the Newton method is of limited use in practice without further approximations in Eq. (10).

The standard zeroth order approximation$^6$ is obtained by neglecting the fluctuation potential $V$ in Eq. (6):

$$A_{\mu\nu} \approx (\epsilon)_{\mu\nu} = \langle \mu | [F, \tau_\nu] | HF \rangle = \delta_{\mu\nu} \epsilon_\mu,$$  \hspace{1cm} (11)

where, for instance,

$$\epsilon_{ai} = \epsilon_a - \epsilon_i$$  \hspace{1cm} (12)

$$\epsilon_{aibj} = \epsilon_a + \epsilon_b - \epsilon_i - \epsilon_j,$$  \hspace{1cm} (13)

and $\epsilon_p$ is the orbital energy of the $p$th canonical Hartree-Fock orbital. Since $\epsilon$ is diagonal, Eq. (10) becomes exactly solvable:

$$\Delta t^n = -\epsilon^{-1} \Omega^{n-1} \iff \Delta t^n_{\mu} = -\epsilon_{\mu}^{-1} \Omega^{n-1}_{\mu}.$$  \hspace{1cm} (14)

When combined with DIIS, this quasi Newton method often leads to rapid convergence.

In DIIS, the $n$th amplitude estimate $\langle t \rangle^n$ is defined as a linear combination of the previous and current Newton estimates, $t^m$, where $m = 1, 2, \ldots, n$:

$$\langle t \rangle^n = \sum_{m=1}^{n} \lambda_m t^m = \sum_{m=1}^{n} \lambda_m (t^{m-1} + \Delta t^m).$$  \hspace{1cm} (15)

The weights $\lambda_m$ are determined by minimizing, in the least-squared sense, the averaged error vector

$$\langle \Omega \rangle^n = \sum_{m=1}^{n} \lambda_m \Omega^m$$  \hspace{1cm} (16)

under the requirement that

$$\sum_{m=1}^{n} \lambda_m = 1.$$  \hspace{1cm} (17)
The number of previous estimates included in these sums is typically restricted in practice. In our experience, eight previous estimates is normally sufficient for the ground state.

We propose a multimodel quasi-Newton algorithm where the auxiliary model (\(A\)) is used to approximate the target model (\(T\)) Jacobian. In other words, we determine the \(n\)th update estimate for the amplitudes, \(\Delta t^n\), by solving the Newton equation

\[
0 = \Omega_T(t^{n-1}) + A_{\alpha}(t^{n-1})\Delta t^n.
\] (18)

Here \(A_{\alpha}\) is evaluated using the current guess \(t^{n-1}\) for the target amplitudes, not amplitudes obtained from an \(A\) calculation. Note that each microiteration involves one transformation by \(A_{\alpha}\), which has a cost of \(\mathcal{O}(M^{k_{\alpha}})\). The only term whose cost scales as \(\mathcal{O}(M^{k_{\alpha}})\) is the evaluation of \(\Omega_T\), which is performed once per macroiteration.

**Algorithm 1** Ground state multimodel Newton with DIIS

1: \(t \leftarrow t_0\)

2: \(\Omega_T \leftarrow \Omega_T(t_0)\)

3: \(E, \Delta E \leftarrow E(t_0)\)

4: while \(\|\Omega_T\| > \tau\) or \(\Delta E > \tau\) do

5:     Solve the Newton equation

6:     LINEQDAVIDSON(\(\Delta t, -\Omega_T, A_{\alpha}, \alpha\|\Omega_T\|, 0\))

7:   Use current and previous solutions to get DIIS estimate

8:   \(t \leftarrow t + \Delta t\)

9:   Get \(\langle t \rangle\) by minimizing \(\langle \Omega_T \rangle\)

10:  \(t \leftarrow \langle t \rangle\)

11:  Construct residual and energy

12:  \(\Omega_T \leftarrow \Omega_T(t)\)

13:  \(E \leftarrow E(t)\) and compute energy change \(\Delta E\)

14: end while

Implementation details are given in Algorithm 1. The update estimates are obtained by using a linear equation Davidson algorithm to solve Eq. (18) to within a relative threshold:

\[
\|\rho\| < \alpha\|\Omega_T\|.
\] (19)
The linear equation Davidson procedure is described in Algorithm 2. Upon convergence of the Newton equation, we apply DIIS as described in Eqs. (15)–(17) to get a new guess for the amplitudes. The process is repeated until \( \| \Omega \| < \tau \) and \( \Delta E < \tau \).

The multimodel algorithm is straightforward to use when \( \mathcal{T} \) and \( \mathcal{A} \) are dimension consistent. If \( \Omega \) in Eq. (18) is an \( m \)-dimensional vector, then \( A_{\mathcal{T}} \) must be an \( m \times m \) matrix. Thus, if we want to converge the folded CC2 equations (\( \mathcal{T} \)), then we can apply CCS as the auxiliary model (\( \mathcal{A} \)). Similarly, if our target is the CCSD equations (\( \mathcal{T} \)), then full space CC2 (\( \mathcal{A} \)) is applicable. Finally, for folded CC3 equations (\( \mathcal{T} \)), we can apply full space CC2 as well as CCSD (\( \mathcal{A} \)).

Algorithm 2 Linear equation Davidson algorithm with \( \epsilon \) preconditioner

```
1: procedure LINEQDAVIDSON(\( x, b, A, \tau, \omega \))
2: \( x \leftarrow (\epsilon - \omega)^{-1}b \)
3: \( \rho \leftarrow -b + (A - \omega I)x \)
4: \( x \leftarrow x/\|x\| \)
5: \( K = \{x\}; \ L = \{Ax\} \)
6: while \( \|\rho\| > \tau \) do
7: \( \) Precondition residual and add it to \( K \)
8: \( \) Set \( c \leftarrow (\epsilon - \omega)^{-1}\rho \) and orthonormalize it against \( K \)
9: \( K \leftarrow K \cup \{c\} \)
10: \( L \leftarrow L \cup \{Ac\} \)
11: \( \) Update subspace arrays and solve reduced problem
12: \( b_{k}^{\text{red}} = c_{k}^{T}b, \quad c_{k} \in K \)
13: \( A_{kl}^{\text{red}} = c_{k}^{T}\sigma_{l}, \quad c_{k} \in K, \quad \sigma_{l} \in L \)
14: \( \) Get \( x^{\text{red}} \) from \( (A_{\text{red}} - \omega I)x^{\text{red}} = b^{\text{red}} \)
15: \( \) Construct next guess and associated residual
16: \( x \leftarrow \sum_{k} x_{k}^{\text{red}} c_{k} \)
17: \( \rho \leftarrow -b + (A - \omega I)x \)
18: end while
19: end procedure
```

If the dimensionalities of \( \mathcal{A} \) and \( \mathcal{T} \) do not match, block matrices can be combined. In
the case of CCSDT ($\mathcal{T}$), one could for instance use the auxilliary Jacobian

$$A_{ef} = \begin{pmatrix} A_{CCSD} & 0 \\ 0 & \epsilon_{\mu_3} \delta_{\mu_3 \nu_3} \end{pmatrix}. \tag{20}$$

B. Excited states

In coupled cluster theory there are two approaches to excited states: response theory\textsuperscript{10} and equation of motion theory.\textsuperscript{37} Both lead to the same eigenvalue problem:\textsuperscript{10,37}

$$AR_n = \omega_n R_n, \quad n = 1, 2, 3, \ldots \tag{21}$$

The eigenvalues $\omega_n$ are the excitation energies, and the eigenvectors $R_n$ define, together with the ground state multipliers, the excited states $|\Psi_n\rangle$ in equation of motion theory.\textsuperscript{37}

In the following we assume that we are solving for $R_n$. Of course, the described iteration scheme can be used for the left states as well, the only difference being that $A$ is replaced by $A^T$ and $R$ by $L$:

$$L^T_n A = \omega_n L^T_n, \quad n = 1, 2, 3, \ldots \tag{22}$$

To derive a Newton equation for a specific excited state, we let the current eigenvector guess be denoted as $R_0$ and define the residual at a nearby $R$ as

$$\rho(R) = AR - \omega(R)R, \tag{23}$$

where the energy function $\omega$ is given by

$$\omega(R) = \frac{R_0^T AR}{R_0^T R}. \tag{24}$$

As noted by Sleijpen and Van der Vorst,\textsuperscript{31} choosing the fixed vector $R_0$ as the left vector in $\omega$ leads to a Newton equation whose solution is identical to the Jacobi-Davidson estimate, provided orthogonality to the initial guess is imposed. Let us show this. By performing an expansion of the residual $\rho$ in Eq. (23) about $R_0$, that is,

$$\rho_{\mu}(R) = \rho_{\mu}(R_0) + \sum_{\nu} J_{\mu \nu}(R_0) \Delta R_{\nu} + \mathcal{O}(\Delta R^2), \tag{25}$$

where

$$J_{\mu \nu}(R_0) = \frac{\partial \rho_{\mu}}{\partial R_{\nu}} \bigg|_{R_0}. \tag{26}$$
we find that

\[ J(R_0) = P_\perp(R_0)[A - \omega(R_0)I]. \]  

(27)

Here \( P_\perp(X) \) denotes the projector onto the orthogonal complement of \( X \):

\[ P_\perp(X) = 1 - XX^T, \quad \|X\| = 1. \]  

(28)

By truncating the expansion of \( \rho(R) \) at first order and setting the result to zero, we obtain

\[ 0 = \rho(R_0) + P_\perp(R_0)[A - \omega(R_0)I]\Delta R. \]  

(29)

This equation does not have a unique solution. If \( \Delta R \) is a solution to Eq. (29), then so is

\[ \Delta R(\gamma) = (\gamma - 1)R_0 + \gamma \Delta R, \quad \gamma \in \mathbb{R}. \]  

(30)

The non-uniqueness can be removed by requiring orthogonality with the initial guess,

\[ \Delta R^T R_0 = 0, \]  

(31)

but other options are possible. Combining Eq. (29) with the orthogonality condition in Eq. (31) defines a Newton method where \( \Delta R \) is equal to the Jacobi-Davidson update estimate:

\[ 0 = \rho(R_0) + P_\perp(R_0)[A - \omega(R_0)I]\Delta R^n \]  

(32)

\[ 0 = [\Delta R^n]^T R^{n-1}, \quad n = 1, 2, 3, \ldots \]  

(33)

The non-uniqueness of \( \Delta R \) is lost if an approximation of \( A \) is introduced in the equation. However, the method can be generalized to approximations by observing that Eq. (29) can be cast in the form

\[ [A - \omega(R_0)I]\Delta R = -\rho(R_0) + \beta R_0 \]  

(34)

where \( \beta \) is the \( R_0 \)-prefactor arising from \( P_\perp(R_0) \). This suggests that if we instead use an approximation of \( A \) in Eq. (34), we can adjust \( \beta \) such that Eq. (31) remains valid. For a general approximation \( B \) of the target \( A_\beta \), this can be achieved by setting

\[ [B - \omega(R_0)I]\Delta R = -\rho_\beta(R_0) + \beta R_0, \]  

(35)
with $\beta$ defined as

$$\beta = \frac{\beta_n^T [B - \omega(R_0) I]^{-1} \rho_{\mathcal{A}}(R_0)}{\beta_n^T [B - \omega(R_0) I]^{-1} R_0}. \quad (36)$$

Thus, we get iterative scheme

$$\Delta R^n = -Y^n + \beta_n W^n, \quad n = 1, 2, 3, \ldots \quad (37)$$

where

$$[B - \omega(R^{-1}) I] Y^n = \rho_{\mathcal{A}}(R^{-1}) \quad (38)$$

$$[B - \omega(R^{-1}) I] W^n = R^{-1} \quad (39)$$

and

$$\beta_n = \frac{[R^{-1}]^T Y^n}{[R^{-1}]^T W^n}. \quad (40)$$

The procedure described by Eqs. (37)–(39) gives the update estimates of the Olsen algorithm.\(^{30,38}\)

In the multimodel approach, we let $B = A_{\mathcal{A}}$.

For accurate approximations of $A_{\mathcal{A}}$, the Olsen estimate is superior to that of Davidson. Expressing the Davidson estimate as

$$\Delta R_{\text{dav}} = -(B - \omega_0 I)^{-1} (A_{\mathcal{A}} - \omega_0 I) R_0, \quad (41)$$

we see that it becomes parallel to $R_0$ as $B \to A_{\mathcal{A}}$.\(^6,30\)

We have implemented a nonlinear reduced space Olsen algorithm; see Algorithm 3. This algorithm can be used for the perturbative CC$n$ models, where the Jacobian transformation $A_{\mathcal{A}}(\omega)$ depends on the eigenvalue $\omega$; in particular, it is an algorithm to solve the nonlinear eigenvalue problem

$$A_{\mathcal{A}}(\omega) R = \omega R, \quad (42)$$

where $A_{\mathcal{A}}(\omega)$ is defined by inserting the highest-order part of Eq.(21) into the lower-order parts of the equation (see, e.g., Ref. 36). In the outer iterations of Algorithm 3, the residuals and energies are first constructed. Then, in order to get the next guess for the states, we perform a set of inner iterations in which a subspace consisting of Olsen updates is constructed. In the inner iterations, the energies are kept fixed, and the convergence threshold
is chosen to be relative to the norm of the current residuals (given by $\alpha$). Note also that microiterations must be performed in each inner iteration to determine the Olsen estimates (line 21). Hence, the algorithm has three layers of iterations: outer, inner, and micro. Outer and inner iterations involve $A_\mathcal{F}$ transformations; microiterations involve $A_\mathcal{A}$ transformations. When there are $k$ nonconverged states in an inner iteration, we have to solve $2k$ Olsen equations. These $2k$ equations are all solved in the same reduced space—using Algorithm 2—to within a relative threshold (given by $\alpha'$).

To transform the trial vectors, we have to specify an excitation energy. If the vector is one of the states $R_n$, it is transformed by $A_\mathcal{F}(\omega_n)$, where $\omega_n$ is the current energy estimate for $R_n$ (see line 5). The vector is also transformed by $A_\mathcal{F}(\omega_n)$ if it is the $\mathcal{K}$-orthonormalized Olsen estimate $\Delta R_n$ associated with $R_n$ (line 24). Note that the energy dependence of $A_\mathcal{F}$ is implicitly ignored when solving the reduced space eigenvalue equation

$$A_{\text{red}}^{\text{red}} R_{\text{red}} = \lambda S_{\text{red}}^{\text{red}} R_{\text{red}}.$$  \hspace{1cm} (43)

A few observations can be made. If the residuals in the outer iterations are zero, then the residuals in the first inner iteration also vanish, ensuring self-consistency between inner and outer iterations. Furthermore, if an inner iteration solution is dominated by the initial guess and Olsen estimates corresponding to that root, the outer and inner residuals should be similar; since the trial vectors that dominate the state (line 16) have all been transformed with the same energy estimate (the same $\omega$, line 25), the final inner iteration residual (line 17) will approximate the subsequent outer residual (line 4).

Two modifications of Algorithm 3 are worth noting. First, if $A_\mathcal{F}$ is independent of $\omega$, no inner iteration loop is necessary; one can simply expand the Olsen subspace until convergence is reached. The obtained algorithm is similar to the standard Davidson algorithm,\textsuperscript{25} the only difference being that Olsen estimates, instead of preconditioned residuals, form the reduced space. This Olsen algorithm can be used when $\mathcal{F}$ is a standard model like CCSD or CCSDT. Second, we get a nonlinear $\epsilon$-Davidson algorithm by replacing the Olsen estimate $\Delta R$ with the Davidson estimate $(\epsilon - \lambda)^{-1} \vec{p}$ in Algorithm 3. The resulting Davidson algorithm is very similar to that suggested by Hättig and Weigend.\textsuperscript{36}
**Algorithm 3 Nonlinear multimodel Olsen**

1: $R \leftarrow R_0$

2: while $\|\rho_\varphi\| > \tau$ or $\Delta \omega > \tau$ do

3: "Construct residuals and update energies $\omega$

4: $\rho_\varphi \leftarrow A_\varphi(\omega)R - \omega R$

5: $\omega \leftarrow R^T A_\varphi(\omega)R$ and compute the energy change $\Delta \omega$

6: "Initialize Olsen trials and transforms and begin inner iterations

7: $K = \{R\}$

8: $L = \{A_\varphi(\omega)R\}$

9: $\lambda, \Delta \lambda \leftarrow \omega$

10: while $\|\rho\| < \alpha \cdot \max\|\rho_\varphi\|$ or $\Delta \lambda < \alpha \cdot \max\|\rho_\varphi\|$ do

11: "Update subspace arrays and solve reduced problem

12: $S_{kl}^{\text{red}} = c_k^T c_l, \quad c_k, c_l \in K$

13: $A_{kl}^{\text{red}} = c_k^T \sigma_l, \quad c_k \in K, \sigma_l \in L$

14: "Get $R^{\text{red}}$ and $\lambda$ from $A^{\text{red}} R^{\text{red}} = \lambda S^{\text{red}} R^{\text{red}}$ and compute $\Delta \lambda$

15: "Construct guesses and residuals

16: $R \leftarrow \sum_k R_k^{\text{red}} c_k$

17: $\rho \leftarrow \sum_k R_k^{\text{red}} \sigma_k - \lambda R$

18: "For nonconverged states, get Olsen updates and add to $K$

19: $\|\rho\| \leftarrow \|\rho\|/\|R\|$  

20: $\bar{R} \leftarrow R : \|\rho\|$  

21: $\text{LINEQDAVIDSON}([Y, W], [\rho, \bar{R}], A_\varphi, \alpha' \cdot \min\|\rho\|, [\lambda, \lambda])$

22: $\beta = R^T Y / R^T W$

23: "Set $\Delta R = -Y + \beta W$ and orthonormalize it against $K$

24: $K = K \cup \{\Delta R\}$

25: $L = L \cup \{A_\varphi(\omega)\Delta R\}$

26: end while

27: $R \leftarrow R/\|R\|$

28: end while
FIG. 1. Convergence of ground states using $\epsilon$-Newton (red) and CC3/CCSD multimodel Newton (blue). Calculations were performed on water, formaldehyde, sulphur dioxide, acetamide, pyridazine, and cytosine with the aug-cc-pVDZ basis set.

III. RESULTS AND DISCUSSION

The multimodel Newton algorithms were implemented in a development version of the recently released electronic structure program eT. Here we restrict ourselves to the case of accelerating the convergence of CC3 equations ($\mathcal{F}$) using the CCSD Jacobian matrix ($A$) to approximate the CC3 Jacobian. For the ground state, comparisons are made between the standard $\epsilon$-Newton approach, as described by Eqs. (14)–(17), and the multimodel Newton algorithm (Algorithm 1). In ground state calculations, eight vectors are used in the DIIS extrapolation. For excited states, we compare the nonlinear $\epsilon$-Davidson and the nonlinear
TABLE I. Total wall time to converge the CC3 ground state. The total time is denoted as $T$ and the number of macroiterations by $N_{\text{it}}$. $T_{\text{micro}}$ is the percentage of time spent in the microiterations. All calculations were performed on a node with two Intel Xeon Gold 6152 processors using 44 threads and 1.5 TB shared memory.

| Basis            | $M$ | $T$  | $N_{\text{it}}$ | $T$  | $N_{\text{it}}$ | $T_{\text{micro}}$ (%) |
|------------------|-----|------|-----------------|------|-----------------|-------------------------|
| Water            | aug-cc-pVDZ | 41   | 1 s             | 9    | 1 s             | 5                       | 42                      |
| Formaldehyde     | aug-cc-pVDZ | 64   | 3 s             | 10   | 3 s             | 6                       | 33                      |
| Sulphur dioxide  | aug-cc-pVDZ | 73   | 26 s            | 12   | 16 s            | 7                       | 16                      |
|                  | aug-cc-pVTZ | 142  | 3.6 m           | 13   | 2.4 m           | 7                       | 16                      |
| Acetamide        | aug-cc-pVDZ | 137  | 3.0 m           | 12   | 1.8 m           | 6                       | 14                      |
| Pyridazine       | aug-cc-pVDZ | 174  | 12.5 m          | 12   | 8.2 m           | 7                       | 11                      |
| Cytosine         | aug-cc-pVDZ | 229  | 1.6 h           | 14   | 0.9 h           | 7                       | 9                       |

multimodel Olsen algorithms. The Olsen algorithm is described in Algorithm 3, and the $\epsilon$-Davidson algorithm is obtained from this algorithm by the modification described in Section II B. In the reduced space algorithms, we use a maximum reduced space dimension of 100, resetting the space to the current solutions when the dimensionality is exceeded. In all cases, the starting guesses are obtained from a CCSD calculation.

The following thresholds are used. Unless otherwise specified, we use a residual threshold of $\tau = 10^{-6}$ to show the stability of the algorithms and their full convergence behavior. The relative threshold is selected to be $\alpha = 10^{-2}$ for the ground state (see Algorithm 1). For the excited state, we use $\alpha = \alpha' = 10^{-1}$ (see Algorithm 3).

For ground and valence excited states, we present convergence plots and wall times for water (H$_2$O), formaldehyde (COH$_2$), sulphur dioxide (SO$_2$), acetamide (C$_2$H$_5$NO), pyridazine (C$_4$H$_4$N$_2$), and cytosine (C$_4$H$_5$N$_3$O). For core excited states, we present results for the oxygen edge of water (H$_2$O), formaldehyde (COH$_2$), and acetamide (C$_2$H$_5$NO) as well as the nitrogen edge of pyridazine (C$_4$H$_4$N$_2$), all calculated within the CVS approximation. The geometries are available from Ref. 40.

We consider the ground state first; see Figure 1 for ground state convergence plots using $\epsilon$-Newton (red) and CC3/CCSD Newton (blue). The number of macroiterations needed in
FIG. 2. Convergence of valence excited states using the nonlinear $\epsilon$-Davidson (red) and nonlinear CC3/CCSD Olsen (blue) algorithms. The aug-cc-pVDZ basis set was used in all calculations.

CC3/CCSD Newton is approximately cut in half compared to $\epsilon$-Newton. For quantitative results ($\|\Omega\| < 10^{-4}$), CC3/CCSD Newton requires 3–5 iterations while 5–9 iterations are required for $\epsilon$-Newton. This reduction implies significant computational savings.

In Table I we list wall times for the ground state calculations. As expected, we find that the computational savings of CC3/CCSD Newton increase with the size of the system; the proportion of time spent performing CCSD microiterations should decrease as $M$ increases. In the case of cytosine/aug-cc-pVDZ ($M = 229$), the CCSD microiterations make up only 9% of the total time, and since the amplitude equations converge in 7 macroiterations with CC3/CCSD Newton—compared to the 14 iterations needed with $\epsilon$-Newton—the wall time is nearly halved: from 1.6 to 0.9 hours. Savings are not only obtained for the largest systems; in Table I, non-negligible savings are obtained for systems with more than about 100 orbitals.
TABLE II. Convergence of valence excited states in CC3. The total time to converge the excited states is denoted by $T$, the total number of CC3 transformations by $N_{\text{CC3}}$, the number of roots by $n_{\text{roots}}$, and the percentage of time spent doing CCSD microiterations by $T_{\text{micro}}$. All calculations were performed on a node with two Intel Xeon Gold 6152 processors using 44 threads and 1.5 TB shared memory.

| Basis         | $M$ | $n_{\text{roots}}$ | $T$  | $N_{\text{CC3}}$ | $T_{\text{micro}}$ (%) |
|--------------|-----|---------------------|------|-------------------|------------------------|
| Water        | 41  | 4                   | 24 s | 93                | 20 s                   | 42                     |
| Formaldehyde | 64  | 4                   | 44 s | 93                | 44 s                   | 53                     | 42                     |
|              |     |                     |      |                   |                        |                        |
| Sulphur dioxide | 73  | 4                   | 5.9 m| 94                | 4.1 m                  | 61                     | 14                     |
|              |     |                     |      |                   |                        |                        |
| Acetamide    | 138 | 4                   | 7.6 m| 98                | 7.1 m                  | 57                     | 39                     |
|              |     |                     |      |                   |                        |                        |
| Pyridazine   | 137 | 4                   | 48 m | 122               | 25 m                   | 55                     | 21                     |
|              |     |                     |      |                   |                        |                        |
| Cytosine     | 229 | 4                   | 44 h | 153               | 2.9 h                  | 89                     | 12                     |
|              |     |                     |      |                   |                        |                        |

In the case of valence excited states, we obtain similar improvements in the convergence; see Figure 2 for the convergence plots comparing nonlinear $\epsilon$-Davidson (red) and CC3/CCSD Olsen (blue). Each subplot is for a given molecular system and shows the convergence of the four lowest-lying excited states as a function of the number of CC3 transformations. For a given state, we count the CC3 transformations required to form the residual and energy (lines 4 and 5 in Algorithm 3) and the transformations of Olsen trial vectors associated with the state (line 25). The results are similar to those obtained for the ground state: the number of CC3 transformations is reduced by about a factor of two, although the variation is higher than for the ground state. Four roots were converged in all cases except pyridazine; for this system, we needed to converge two additional states to ensure that the algorithms converged the same set of states.

Wall times for the valence excited state calculations are given in Table II. As for the ground state, computational savings are found to increase with the size of the system. For cytosine/aug-cc-pVDZ ($M = 229$), the total wall time is reduced from 29 to 15 hours, and the time spent doing CCSD microiterations make up only 11% of the total time. Although
FIG. 3. Convergence of CVS core excited states using the nonlinear $\epsilon$-Davidson (red) and nonlinear CC3/CCSD Olsen (blue) algorithms. The aug-cc-pCVTZ basis was used on the excited cores and aug-cc-pVDZ basis was used on the remaining atoms.

the savings generally increase with system size, we find that the CC3/CCSD Olsen algorithm provides non-negligible savings for systems with more than about 100 orbitals.

Convergence plots for core excited states are shown in Figure 3. Like for the ground and valence excited states, roughly half the number of macroiterations are needed in CC3/CCSD Olsen compared to $\epsilon$-Davidson. However, as is evident from the timings given in Table III, this reduction in macroiterations does not translate to significant computational savings. The implementation of CC3 core excitations has an iterative cost that scales as $\mathcal{O}(M^6)$.\textsuperscript{41} For CCSD, the CVS approximation is implemented in eT through the projection technique described by Coriani and Koch:\textsuperscript{27,28} the transformation by the CCSD Jacobian is first con-
TABLE III. Convergence of CVS core excited states in CC3. The total time to converge the excited states is denoted by $T$, the total number of CC3 transformations by $N_{CC3}$, and the percentage of time spent doing CCSD microiterations by $T_{\text{micro}}$. On the excited cores (O, N), we use the aug-cc-pCVTZ basis. The aug-cc-pVDZ basis is used on the other atoms. All calculations were performed on a node with two Intel Xeon Gold 6152 processors using 44 threads and 1.5 TB shared memory.

|                  | $M$ | $T$  | $N_{CC3}$ | $T$  | $N_{CC3}$ | $T_{\text{micro}}$ (%) |
|------------------|-----|------|-----------|------|-----------|------------------------|
| Water (O)        | 77  | 37 s | 190       | 70 s | 111       | 68                     |
| Formaldehyde (O) | 100 | 2.6 m| 191       | 3.0 m| 99        | 56                     |
| Acetamide (O)    | 173 | 56 m | 288       | 52 m | 130       | 50                     |
| Pyridazine (N)   | 246 | 6.5 h| 182       | 5.6 h| 109       | 30                     |

structured, and then elements of the vector are set to zero if they do not correspond to an excitation out of the core orbital(s). Hence, with the implementation used here, core excitations are not obtained at reduced scaling for CCSD. The linear transformation by the CCSD CVS-Jacobian can of course be implemented and used directly, as has been done by Vidal et al.\textsuperscript{29} This transformation has a theoretical scaling of $O(M^5)$ (see the Supporting Information), implying an $M^6/M^5$ scaling for the $\mathcal{F}/\mathcal{A}$ pair. In other words, using the CCSD CVS-Jacobian transformation would likely yield significant savings also for core excited states.

IV. CONCLUDING REMARKS

In this work, we have shown that the convergence of the CC3 ground and excited state equations can be improved by approximating the Jacobian in Newton-type methods at the CCSD level. By using a DIIS-accelerated quasi Newton algorithm for the ground state, and a nonlinear Olsen algorithm for excited states, convergence was achieved in about half the number of CC3 iterations—as compared to algorithms based on the standard zeroth order approximation of the Jacobian. The improved convergence of these multimodel CC3/CCSD algorithms is found to give computational savings for both ground and valence excited states—also for molecular systems that are considered small in the context of CC3. Similar
improvements in convergence are found for core excited states within the CVS approximation. However, this did not lead to savings in computational time, since the implementations of the CCSD Jacobian and CC3 CVS-Jacobian transformations both scale as $\mathcal{O}(M^6)$. This can most likely be remedied by using an implementation of the $\mathcal{O}(M^5)$ CCSD CVS-Jacobian transformation\textsuperscript{29} instead of the $\mathcal{O}(M^6)$ projection technique\textsuperscript{27,28} employed in this work.

V. SUPPLEMENTARY MATERIAL

Includes a derivation of the $\mathcal{O}(M^5)$ scaling of the CCSD-CVS Jacobian transformation.

VI. DATA AVAILABILITY STATEMENT

The geometries used are available at 10.5281/zenodo.3753153 (Ref. 40). Other files are available from the corresponding author upon request.
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