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1 Abstract

The strength of evidence provided by epidemiological and observational studies is inherently limited by the potential for unmeasured confounding. Researchers should present a quantified sensitivity to unmeasured confounding analysis that is contextualized by the study’s observed covariates. VanderWeele and Ding’s E-value provides an easily calculated metric for the magnitude of the hypothetical unmeasured confounding required to render the study’s result inconclusive. We propose the Observed Covariate E-value to contextualize the sensitivity analysis’ hypothetical E-value within the actual impact of observed covariates, individually or within groups. We introduce a sensitivity analysis figure that presents the Observed Covariate E-values, on the E-value scale, next to their corresponding observed bias effects, on the original scale of the study results. This observed bias plot allows easy comparison of the hypothetical E-values, Observed Covariate E-values, and observed bias effects. We illustrate the methods with a specific example and provide a supplemental appendix with modifiable code that teaches how to implement the method and create a publication quality figure.

2 Introduction

The strength of the evidence provided by observational studies is inherently limited by the potential influence of unmeasured confounding variables. This limitation should neither be ignored nor used as a blanket dismissal of all observational studies’ findings. Every observational study with a statistically significant finding should include a quantified sensitivity to unmeasured confounding analysis, a type of quantitative bias analysis (Lash et al. 2014; Lash, Fox, and Fink 2011). However, a 2008 systematic review by Groenwold et al. showed
such analyses were rarely done (Groenwold et al. 2008). They examined 174 observational studies in five general medical journals and five epidemiological journals published between January 2004 and April 2007. While the potential for unobserved confounding was reported in 102 (58.6%) of reviewed articles, 15 (8.6%) commented on the potential effect of such remaining confounding and only 4 (2.3%) conducted a sensitivity analysis to estimate the potential impact of unobserved confounding. To see if the landscape had improved since then, we performed a review of 90 observational studies with statistically significant findings published in 2015 in the Journal of the American Medical Association, the New England Journal of Medicine, and the American Journal of Epidemiology. We saw little improvement with 41 (45.6%) mentioning the issue of unmeasured confounding as a limitation and only 4 (4.4%) performing a quantitative sensitivity analysis. Even when sensitivity analyses are performed, they can remain difficult for clinically oriented readers to understand. These deficiencies reveal the need for simple and interpretable quantified sensitivity to unmeasured confounding analyses.

One challenge of translating these methods into common practice is finding the right level of simplification. Consider the rule of thumb, “In a study with binary outcomes and binary exposures the relative risk may be off by a factor of 2, but unlikely to be off more than that.” (Van Belle 2011). Under simplified assumptions, this rule applies widely to generalized regression settings yielding relative risks, odds ratios, and hazard ratios. However, the criteria may be too liberal for studies missing one or more variables known to be strong confounders and too conservative for studies that adjust for all major known confounders. It ignores the study design’s quality. A good sensitivity analysis should guide the reader
through evaluating the quality of covariate adjustment that has been done and the potential for unmeasured confounding sufficient to change the study’s conclusions. A well designed study that has controlled for several important confounders via matching, weighting, and/or regression-based covariate adjustment can provide the context in which the hypothetical unmeasured confounder’s properties should be viewed.

Researchers need a sensitivity analysis that is simple enough to be widely implemented and contextualized enough to allow for useful interpretation.

VanderWeele and Ding recently suggested a tipping point sensitivity analysis simplification called the E-value (Ding and VanderWeele 2016; VanderWeele and Ding 2017). Here the tipping point is the E-value that corresponds to unmeasured confounding just strong enough to render the study results inconclusive at a 5% significance level. The E-value offers a simple, quantified sensitivity analysis; however, without additional context, readers will have difficulty judging whether the tipping point E-value is large or small for a given study. We introduce the *Observed Covariate E-value*, which quantifies the impact of each observed covariate on the E-value scale. These Observed Covariate E-values place the sensitivity analysis’ E-value into the study context, grounding a seemingly abstract measure in what was observed.

3 Background

The main objective of a tipping point sensitivity analysis is to report the qualities of an unmeasured confounder needed to change the statistical significance of one’s findings. For example, a hazard ratio of 1.25 with a 95% confidence interval (1.1, 1.5) would no longer be
significant at the $\alpha = .05$ level if adjusting for a hypothetical unmeasured confounder shifted
the interval to include 1.0. The “tipping point” analysis would find the weakest hypothetical
confounder that did this, i.e. that shifted the interval’s lower bound to 1.0.

To determine whether an exposure, $Z$, is associated with an outcome, $Y$, one can observe
whether the risk ratio, odds ratio, or hazard ratio of $Z$ is equal to 1. As a tipping point
analysis, we are interested in which values of an unmeasured confounder would cause the
lower or upper confidence interval of the association measure to cross the null; we refer to
this bound closest to the null as the “limiting bound”, or $LB$. These tipping point analysis
extend from a large body of research on sensitivity analyses for unmeasured confounding
(Cornfield et al. 1959; Bross 1966; Schlesselman 1978; Rosenbaum and Rubin 1983; Lin, Psaty,
and Kronmal 1998; Greenland 1998, 2001, 2003, 2005; Robins, Rotnitzky, and Scharfstein
2000; Brumback et al. 2004; Schneeweiss 2006; McCandless, Gustafson, and Levy 2007, 2008;
VanderWeele, Hernán, and Robins 2008; VanderWeele 2008b, 2008a, 2013; VanderWeele and
Arah 2011; VanderWeele, Mukherjee, and Chen 2012; Hsu and Small 2013).

Researchers have been developing methods focusing on sensitivity analyses for unmeasured
confounding for decades. In 1959, it was well known that there existed an association between
smoking and lung cancer, but debate raged as to whether that was a causal relationship.
Cornfield et al. engaged in a discussion about the association between smoking and lung
cancer (Cornfield et al. 1959). They derived the association between smoking and lung
cancer in the event that this association was due solely to a binary unmeasured confounder.
In this capacity, Cornfield quantified the prevalence of a binary unmeasured confounder in
the exposed and unexposed population that would be necessary to fully nullify the observed
association between smoking and lung cancer. Cornfield demonstrated “if cigarette smokers have 9 times the risk of nonsmokers for developing lung cancer, and this is not because cigarette smoke is a causal agent, but only because cigarette smokers produce hormone X, then the proportion of hormone-X-producers among cigarette smokers must be at least 9 times greater than that of nonsmokers” (Cornfield et al. 1959). In 1966, Bross coined the “Size Rule” (Bross 1966). Similar to Cornfield et al., Bross described the impact of a single unmeasured confounder on a given unadjusted effect by estimating what the risk ratio of the exposure effect would be if there was really no exposure effect. In 1978, Schlesselman allowed the association between the exposure and outcome to vary (Schlesselman 1978). In 1983, Rosenbaum and Rubin moved the conversation forward by allowing categorical covariate adjustment for the exposure-outcome effect (Rosenbaum and Rubin 1983). In 1998, Lin, Psaty, and Kronmal generalized the advancement of Rosenbaum and Rubin by framing the sensitivity analysis within a regression framework (Lin, Psaty, and Kronmal 1998). They show that the observed association between $Z$ and $Y$ can be adjusted based on the size and prevalence of an independent unmeasured confounder $U$, for a binary unmeasured confounder, and the size and mean difference between exposure groups for a continuous unmeasured confounder. Under the assumption that the sensitivity parameters are fixed, the variance of the observed effect is the same as the variance of the adjusted effect. This allows all adjustments to apply to confidence intervals the same way they would apply to point estimates. Lin et al. algebraically derive equations to update biased estimates in log-linear regression for unmeasured confounders. Simulations show that these sensitivity analyses can be extended to the logistic regression and censored survival time cases under most conditions (Lin, Psaty, and Kronmal 1998). The relationship for the binary unmeasured confounder is
as shown in Equation (5).

\[
LB_{adj} = LB_{obs} \frac{RR_{UD}p_0 + (1 - p_0)}{RR_{UD}p_1 + (1 - p_1)}
\]  

(1)

Where \( LB_{adj} \) is the limiting bound of the risk ratio, odds ratio, or hazard ratio for \( Z \) adjusting for the unmeasured confounder and known confounders, \( LB_{obs} \) is the observed limiting bound obtained from the model including known confounders but excluding the unmeasured confounder, \( p_1 \) and \( p_0 \) are the prevalences of the unmeasured confounder in the exposed and unexposed populations, respectively, and \( RR_{UD} \) is the association between the unmeasured confounder and the outcome both in the presence and absence of the exposure, i.e. with the assumption of no interaction. Notice here the unmeasured confounder is assumed to be binary, as we are estimating prevalences in the exposed and unexposed populations. Using a similar equation, Lin et al. derive the relationship between a continuous unmeasured confounder (normally distributed, \( U \sim N(\mu_Z, 1) \)) and an outcome.

Building on this methodology, Ding and VanderWeele offer an “assumption free” method that no longer requires that the unmeasured confounder be binary, but rather represents this relationship as a risk ratio, in the binary case represented as \( RR_{EU} = p_1/p_0 \) (Ding and VanderWeele 2016). They further recommend reporting the minimum \( RR_{UD} \) needed to tip under a particular \( RR_{EU} \). In the binary case, this is equivalent to setting \( p_1 \) to 1, varying \( p_0 \) from 0 to 1. Since we are interested in the tipping point such that the original association is no longer statistically significant, the adjusted limiting bound, \( LB_{adj} \) is set equal to 1 (Equation (2)).
While this method is described as “assumption free”, it is important to highlight how it is solved in the binary case, that is the prevalence in the exposed group is assumed to be 1. This may represent an unrealistic extreme. This led to the introduction of the E-value.

4 E-value

VanderWeele and Ding further suggest focusing on the point that minimizes the strength of association, on the risk ratio scale, that an unmeasured confounder would need to have with both the exposure and outcome, conditional on the measured covariates, to explain away an observed exposure-outcome association (Ding and VanderWeele 2016; VanderWeele and Ding 2017). They call this value an “E-value” (Equation (3)).

\[
\text{E-value} = \frac{LB_{\text{obs}}}{RR_{UD}} \sqrt{LB_{\text{obs}} \times (LB_{\text{obs}} - 1)}
\]  

This E-value demonstrates the joint minimum strength of association with both the exposure and outcome needed to tip the analysis (allow the limiting bound to cross one, i.e. \( LB_{\text{adj}} = 1 \)).

Here, the limiting bound, \( LB_{\text{obs}} \) is assumed to be greater than one. If the limiting bound is less than one, it can be replaced with \( LB_{\text{obs}}^* = 1/LB_{\text{obs}} \).

Similar to the equations above, the E-value is built for a risk ratio, i.e. \( LB_{\text{obs}} \) is a risk ratio. VanderWeele and Ding specify that when the outcome is relatively rare the E-value in
Equation (3) can be used directly with an odds ratio or hazard ratio. For common outcomes, they recommend calculating an approximate E-value by taking the square root of the odds ratio, e.g. for the limiting bound $LB_{obs,OR}$:

$$E\text{-value} \approx \sqrt{LB_{obs,OR}} + \sqrt{LB_{obs,OR} \times (\sqrt{LB_{obs,OR}} - 1)}$$

(4)

Similarly, for a hazard ratio, $LB_{obs,HR}$, with a common outcome, they recommend plugging the following limiting bound into Equation (3): $LB_{obs} \approx \left( 1 - 0.5 \sqrt{LB_{obs,HR}} \right) / \left( 1 - 0.5 \sqrt{1/LB_{obs,HR}} \right)$.

This quantity, the E-value, is ideal in its simplicity in that each study can have a single number summary. In simplifying the relationship, however, there are some assumptions that need to be made. For example, since the E-value is an extension of Ding and VanderWeele’s “assumption free” sensitivity analysis as shown in Equation (2), if the E-value were describing a binary confounder, the prevalence in the exposed group is assumed to be 1. This may be an extreme circumstance that would be unlikely to occur, making it difficult to determine the likelihood of missing a confounder that would tip the given analysis.

5 Observed Covariate E-value

Many of the existing methods attempt to quantify the unmeasured confounding needed to “tip” a given analysis, but do not provide context for how likely it is that an unmeasured confounder of such a magnitude exists. Similarly, there are methods for attempting to estimate the magnitude of a known unmeasured confounder to assess the impact this confounder would have on the given analysis, but this requires having a specific confounder in mind. We propose
a hybrid approach that uses the E-value to quantify the unmeasured confounding needed to “tip” the analysis, and subsequently “grounds” this value in the observed covariates to give some context to help understand the type of confounder that could have the “tipping” impact on a given study. Using the same methodology as VanderWeele and Ding, we propose the Observed Covariate E-value. If one were interested in a different tipping point, we could reintroduce $LB_{adj}$ from Equation into the equation as shown in Equation (5).

$$E\text{-value}_{OC} = \frac{LB_{obs}}{LB_{adj}} + \sqrt{\frac{LB_{obs}}{LB_{adj}} \times \left( \frac{LB_{obs}}{LB_{adj}} - 1 \right)}$$

(5)

The above equation assumes $LB_{obs}$ is greater than $LB_{adj}$. If $LB_{obs}$ is less than $LB_{adj}$, the equation changes to the following.

$$E\text{-value}_{OC} = \frac{LB_{adj}}{LB_{obs}} + \sqrt{\frac{LB_{adj}}{LB_{obs}} \times \left( \frac{LB_{adj}}{LB_{obs}} - 1 \right)}$$

(6)

In the case where the limiting bound ($LB_{obs}$) is less than one, both $LB_{obs}$ and $LB_{adj}$ can be replaced with $LB_{obs}^* = 1/LB_{obs}$ and $LB_{adj}^* = 1/LB_{adj}$, respectively.

This Observed Covariate E-value quantifies the effect of moving the observed limiting bound (the confidence limit closest to the null of the effect observed without a given confounder) to the adjusted limiting bound (the limiting bound of the effect with the confounder). Practically, this can be calculated by using a metric we propose below, an observed bias effect, for each measured confounder to quantify $LB_{obs}$ along with the observed exposure-outcome effect adjusting for all observed confounders, $LB_{adj}$. This adds context to the E-value, allowing it
to be grounded in the observed covariates. This Observed Covariate E-value need not be limited to the effect of leaving out a single confounder. For example, it may be of interest to see the effect of leaving out a group of confounders. We will demonstrate this in the Example section below.

6 Observed bias effect

While calculating the impact of the observed covariates individually and in groups on the E-value scale is important for contextualizing the E-value sensitivity analysis, it is helpful to see the corresponding observed bias effects on the original scale of the study result (Table 1). The general idea is similar to the “omitted variable bias” discussed by Hosman et al. (Hosman, Hansen, and Holland 2010) and “calibrated sensitivity analysis” as discussed by Hsu and Small (Hsu and Small 2013). Here, we are interested in how omitting each observed covariate, or a group of covariates, shifts the point estimate and 95% confidence interval of the exposure-outcome effect. To calculate the observed bias effect, we first fit our model(s) as we normally would. In the case of an analysis that includes propensity score adjustment, for example, we fit the propensity score model and then the outcome model, estimating the exposure-outcome effect. We then repeat the entire process, leaving one covariate (or group of covariates) out at a time, and record the exposure effect and 95% confidence interval each time. This triplet, the exposure effect for each updated process along with 95% confidence interval, is the observed bias effect, demonstrating how the effect of interest would change had we not observed the covariate (or group of covariates) at hand. We then can use the limiting bound of these observed bias effects to calculate the Observed Covariate E-value.
Table 1: Algorithm to calculate observed bias effect.

**Algorithm to calculate observed bias effect**

Let the full data be represented by \( D = \{y, z, X\} \), where \( y \) is the outcome, \( z \) is the exposure of interest, and \( X \) is a matrix of the covariates, \( X = \{x_1, \ldots, x_k\} \).

Let \( G \) be a matrix of matrices consisting of groups of covariates, \( g = \{X_g\} \), selected to demonstrate the bias associated with not including the group of covariates in the analysis, \( G = \{g_1, \ldots, g_l\} \).

1. Perform the full analysis on \( D \), for example fit the propensity score model as well as the outcome model, including all pre-specified covariates. Save the exposure-outcome effect and confidence interval, \((E_D, LCL_D, UCL_D)\).

2. For each \( i \) in \( X = \{x_1, \ldots, x_k\} \), refit the the same analysis as (1) on \( D_{-x_i} \), leaving \( x_i \) out of the data frame, \( D \). Save the observed bias effect, the updated exposure-outcome effect and confidence interval, \((E_{D_{-x_i}}, LCL_{D_{-x_i}}, UCL_{D_{-x_i}})\).

3. For each \( j \) in \( G = \{g_1, \ldots, g_l\} \), refit the same analysis as (1) on \( D_{-g_j} \), leaving \( g_j \) out of the data frame, \( D \). Save the observed bias effect, the updated exposure-outcome effect and confidence interval, \((E_{D_{-g_j}}, LCL_{D_{-g_j}}, UCL_{D_{-g_j}})\).
A key benefit of these observed bias effects is that they take into account the total impact of an observed covariate or group of covariates, incorporating three key elements:

1. How imbalanced the covariate is in the exposure
2. The association between the covariate and the outcome
3. How independent the covariate is from the remaining measured covariates

For a confounder to be impactful, the interplay between these three elements is important. For example, a covariate that is highly imbalanced between exposure groups but has a very small association with the outcome is not likely to cause a large impact. Similarly, a covariate that is highly imbalanced, has a strong relationship with the outcome, but is highly dependent on the remaining measured covariates will also have a small impact.

7 Observed bias plot

In order to visualize these Observed Covariate E-values and observed bias effects, we propose an observed bias plot. We plot the observed bias effect for each observed covariate alongside the associated Observed Covariate E-value, that is the E-value for moving the observed limiting bound (the limiting bound of the effect observed without the confounder) to the adjusted limiting bound (the limiting bound of the effect with the confounder), using Equation (5). This adds context to the E-value, allowing it to be grounded in the observed covariates. Essentially, it allows the researcher to re-conduct the analysis, leaving out a covariate or group of covariates. This left half of this plot demonstrates the effect this would have on the observed relationship between the exposure and outcome. The right side shows the Observed
Covariate E-value, that is the E-value the study would have should the dropped covariate(s) be the only “unmeasured confounder(s)” that exist.

Similar to the Observed Covariate E-value and observed bias effect, these observed bias plots need not be limited to the effect of leaving out each confounder one at a time. For example, it may be of interest to see the effect of leaving out a group of confounders. In the example below, we leave out a number of groups including all measured covariates or all physiological measurements to demonstrate how that would have changed our result. In addition, we can add a shifted effect for a hypothetical unmeasured confounder that would tip this analysis, i.e. bring the limiting bound of the effect to 1, as well as a hypothetical unmeasured confounder that would bring the point estimate to 1. The Observed Covariate E-values associated with these hypothetical shifted effects are exactly the E-values proposed by VanderWeele and Ding (VanderWeele and Ding 2017).

8 Example

To demonstrate the Observed Covariate E-value, observed bias effect, and the associated observed bias plot, we will use the Right Heart Catheterization (RHC) dataset, originally used in Connors et al (Connors et al. 1996). Connors et al. provides an excellent example of a clinically thoughtful, quantified, contextualized sensitivity analysis. It included three key parts. First, Connors et al. queried 13 content experts on what the ten most important factors were for choosing the exposure of interest, RHC, and included them in the propensity score along with other potential confounders. Second, a quantified sensitivity analysis to unmeasured confounding was performed using the methods put forth by Rosenbaum
and Rubin (Rosenbaum and Rubin 1983). Third, the researchers conducted an additional sensitivity analysis, leaving out the covariates that were the four largest predictors in the propensity score. This additional analysis demonstrates how sensitive the study result is to covariates that are large predictors of the exposure of interest. Because the strongest predictors of either the exposure or outcome alone may not be the confounders that have the strongest impact on the study result, our method emphasizes looking at all of the covariates.

This study assessed the effectiveness of right heart catheterization (RHC) in the initial care of critically ill patients. The cohort contains 5,735 patients, 2,184 in the treatment group (RHC) and 3,551 in the control group (no RHC). This is a particularly interesting observational study, as it demonstrated a result counter to previously published recommendations for the use of RHC. The original analysis included 50 covariates used to estimate the propensity of being assigned to RHC. For demonstration purposes, we choose 20 to use here. We use demographics (age, sex), comorbidities (upper GI bleeding, renal disease, transfer status), physiological measurements taken on day 1 (bilirubin, hematocrit, white blood cell count, mean blood pressure, pH, PaO2/FiO2 ratio, albumin, respiratory rate, PaCO2, heart rate), diagnosis categories (Neurology and Hematology), APACHE score, the SUPPORT model estimate of the probability of surviving two months, and DNR status on day 1. Please see Connors et al. for the fully adjusted analysis and clinical interpretation of the RHC effect (Connors et al. 1996). After fitting the propensity score model, we examine the balance using standardized mean differences via a Love plot (Love 2002; Hansen and Fredrickson 2014). Using the propensity scores, we construct overlap weights (Li, Morgan, and Zaslavsky 2018) for each individual and perform a weighted survival analysis estimating the effect of right
heart catheterization on 30 day survival, adjusting for all 20 covariates. We then repeat these analysis steps, both fitting the propensity score model and the weighted outcome model, leaving out one covariate at a time. Additionally, we examine the impact of leaving out all covariates, APACHE score and the SUPPORT model estimate of the probability of surviving two months, all physiological measurements (bilirubin, hematocrit, white blood cell count, mean blood pressure, pH, PaO2/FiO2 ratio, albumin, respiratory rate, PaCO2, heart rate), or the combination of all physiological measurements, APACHE score and the SUPPORT probability of surviving two months. Each time we estimate the observed bias effect, the effect of the exposure, right heart catheterization, on the outcome, 30 day survival, and compare it to the estimate from the fully specified analysis.

Figure 1 displays the Love plot and Figure 2 displays the observed bias plot. The observed effect of RHC on 30 day survival is 1.24 (95% CI: 1.11, 1.37). This is displayed as the blue line and shaded region in Figure 2 as well as in Table 2. Table 2 also displays each measured covariates association with the outcome, adjusting for all other covariates.

8.1 Interpretation

Often the impact of observed covariates is examined separately between the exposure and outcome. Methods such as the standardized mean difference, visualized via the Love Plot in Figure 1, are used to demonstrate the relationship between the observed covariates and the exposure. Tables such as Table 2 are used to demonstrate the relationship between the observed covariates and the outcome. A benefit of the observed bias effects, as displayed in the observed bias plot (Figure 2), is that they quantify the total impact of the observed
Table 2: The association with 30 day survival, adjusting for all other covariates.

|                      | Hazard Ratio | 95% LCL  | 95% UCL |
|----------------------|--------------|----------|---------|
| RHC                  | 1.24         | 1.11     | 1.37    |
| Chronic Renal Disease| 1.05         | 0.80     | 1.37    |
| Upper GI Bleeding    | 1.58         | 1.23     | 2.03    |
| Transfer Status      | 1.30         | 1.11     | 1.52    |
| APACHE score         | 1.00         | 1.00     | 1.01    |
| WBC                  | 1.00         | 1.00     | 1.00    |
| Heart rate           | 1.00         | 1.00     | 1.00    |
| PaO2/FIO2 ratio      | 1.00         | 1.00     | 1.00    |
| Albumin              | 0.98         | 0.92     | 1.04    |
| Hematocrit           | 1.00         | 0.99     | 1.01    |
| Bilirubin            | 1.03         | 1.02     | 1.04    |
| Mean blood pressure  | 1.00         | 1.00     | 1.00    |
| PaCO2                | 0.99         | 0.99     | 1.00    |
| DNR status on day 1  | 2.59         | 2.22     | 3.02    |
| PH                   | 0.62         | 0.34     | 1.14    |
| Respiratory rate     | 1.00         | 0.99     | 1.00    |
| Neurological Diagnosis| 1.40       | 1.17     | 1.68    |
| Hematologic Diagnosis| 1.39        | 1.16     | 1.67    |
| Sex                  | 1.07         | 0.97     | 1.19    |
| Age                  | 1.00         | 1.00     | 1.01    |
| Support prob. of surviving 2 months | 0.08        | 0.06     | 0.11    |
Figure 1: Love plot. This displays the standardized mean difference between the exposed and unexposed groups before (red) and after (blue) propensity score weighting. The vertical line at 0.1 represents the "rule of thumb" for an acceptable standardized mean difference.
Figure 2: Observed bias plot. Panel A displays the observed bias effects and Panel B displays the Observed Covariate E-values. This demonstrates the observed bias effects and Observed Covariate E-values for all covariates included in the analysis. Additionally, it examines the observed bias effects and Observed Covariate E-values for dropping all measured covariates, APACHE and Support probability, all physiological measurements, and all physiological measurements and APACHE and Support probability. Finally, we include what the observed bias effect of a hypothetical unmeasured confounder that would tip the analysis at the lower bound as well as a hypothetical unmeasured confounder that would tip the analysis at the point estimate, along with the corresponding E-values. This demonstrates how the hazard ratio and 95% confidence interval of RHC on 30 day survival changes if each covariate, or group of covariates, were unobserved. The black dashed line at 1 represents the null. The solid blue line is the hazard ratio for RHC in the full model (1.24). The blue dashed lines filled with the light blue region represent the 95% confidence interval for the association between RHC and 30 day survival in the full model (1.11, 1.37).
covariate, incorporating three key elements: 1. the relationship between the exposure and the observed covariate, 2. the relationship between the outcome and the observed covariate, and 3. the relationship between the observed covariate and the remaining measured covariates. If we were to only examine Figure 1 alone, we would surmise that the observed covariate that has the largest impact is APACHE score, since it has the greatest imbalance in the exposure. If we were to only examine Table 2, we would infer that the observed covariate that has the largest impact is the SUPPORT probability of surviving two months, since it has the strongest relationship with the outcome. However, when incorporating all three elements that determine the most influential covariate using the observed bias plot (Figure 2), we see that neither of these covariates have a very strong impact on the overall result of the model. In fact, DNR status on day 1 has a much larger impact. This is due to three things: 1. the imbalance between the exposure groups, 2. the magnitude of the relationship between DNR status on day 1 and the outcome, and 3. the relative independence of this variable from the other observed covariates. Both APACHE score and the SUPPORT probability of surviving two months have little impact when dropped from the analysis because the remaining covariates can capture the effect of those covariates. DNR status on day 1, however, is not well explained by the remaining covariates, and therefore is quite influential. This exploration can help a researcher better contextualize and conceive of a potential unmeasured confounder that could impact their analysis.

Given the observed lower bound of 1.11, the associated E-value is 1.36. Because our result is a hazard ratio, and our event rate is relatively common (33.44%), we are using the transformation proposed by VanderWeele and Ding, as discussed in the E-value section above.
(VanderWeele and Ding 2017). Examining Figure 2, we can add some context to this value. Of the individual covariates, only DNR status has an Observed Covariate E-value that is close to VanderWeele and Ding’s E-value (DNR status Observed Covariate E-value: 1.36). This implies that we would need to be missing an additional independent covariate akin to DNR status on day 1 in order to tip our analysis. In practice, we are treating our fully specified model as the “truth” and viewing the impact of having a single unmeasured confounder, in this case DNR status on day 1. If we had conducted our study missing DNR status on day 1, we would have underestimated the “true” effect, the effect including all measured covariates. We can then use this E-value to better understand the E-value for our overall analysis. A variable similar in size and magnitude to DNR status on day 1, but that would pull the result in the opposite direction (that is, pull the result away from the null) would almost tip our analysis, since the Observed Covariate E-value for DNR status on day 1 is close to our study’s E-value. Of note, the unmeasured confounder that would tip our analysis would be akin to DNR status on day 1, but in this framing, we would also be adjusting for DNR status on day 1, since that was adjusted for in our full analysis, as the E-value describes the strength of association need to tip the analysis conditional on all measured covariates. A variable like DNR status on day 1 is not the only way to tip our analysis, the E-value itself describes that an unmeasured confounder with an association of 1.36 with both the exposure and outcome would also tip our analysis. Being able to draw the connection between an arbitrary unmeasured confounder and an actual measured confounder can potentially help the researcher assess it’s plausibility. Similarly, we can look to the groups of covariates to help us understand the potential impact of several small unmeasured confounders. The observed bias effects (Panel A on Figure 2), allow us to see the direction of the bias introduced by
dropping groups of covariates. Dropping all covariates, that is fitting the survival model using including only the exposure, results in a stronger effect. The models that drop APACHE score and the SUPPORT probability of surviving two months, all physiological measurements, and the combination of all physiological measurements, APACHE score, and the SUPPORT probability of surviving two months also result in stronger effects. We can then look at Panel B on Figure 2 to see the Observed Covariate E-values for dropping these groups of covariates. These help the researcher ponder: what if there were a group of unmeasured confounders of the same magnitude as those observed here, but that pulled the result towards the null - would they be strong enough to tip the result? In the case of the first three groups - the group of all covariates, APACHE score and the SUPPORT probability of surviving two months, and the group of physiological measurements, the answer is no. If all physiological measurements, APACHE score, and the SUPPORT probability of surviving two months were all dropped from the model, however, the impact is much greater. If a set of unmeasured confounders such as these were of the same magnitude, they would be sufficient to tip this analysis. This particular case is a nice illustration of the interplay with these covariates. Dropping all covariates from the model does not seem to change the result too substantially, however dropping some (in this case 12 of the 20, 10 physiological measurements, APACHE score, and the SUPPORT probability of surviving two months) has a large impact on the result. This suggests both that the combined impact of these covariates is substantial. Dropping the APACHE score and the SUPPORT probability alone has little impact. Similarly dropping all physiological measurements has little impact. And yet, dropping the combination of APACHE score, the SUPPORT probability, and all physiological measurements has a substantial impact on the observed effect. This suggests that perhaps SUPPORT probability and APACHE
score account for a similar relationship as the 10 physiological measurements, so as long as one of the two groups is included, the impact on the overall estimates is minimal. Removing all 12 covariates, however, results in the large impact that is seen. The nuance that this plot provides can help the researcher carefully consider the analysis at hand as well as the potential for how things could be misrepresented should there be some lingering unmeasured confounding.

All calculations and plots were created in R using the tipr package. For full code, see Supplemental Appendix A.

9 Discussion

The current rarity of quantified sensitivity to unmeasured confounding analyses, even in top tier medical journals, emphasizes the need for methods that can gain traction with medical researchers. We believe the E-value put forth by VanderWeele and Ding has the potential to achieve this with its ease of calculation. The limitations in interpreting the E-value can be remedied by grounding it in the effects of the observed covariates, via the Observed Covariate E-value, observed bias effect, and observed bias plot. Taken as a whole, this contextualized, quantified sensitivity analysis focuses readers on the quality of the covariate adjustment the study was able to perform and on making a reasoned judgment on the likelihood of sufficiently strong confounding remaining unaccounted for.

In addition to demonstrating the utility of our new method, we seek to portray best practices for conducting observational study research, such as including a Love Plot to examine pre-
treatment covariate balance pre- and post-propensity score adjustment (Austin and Stuart 2015; Joffe et al. 2004). Not only does this plot exhibit current best practices, it also demonstrate that sensitivity analyses including observed covariates ought to consist of more than just covariates that are imbalanced in the exposure. We illustrate that the covariates that are the most imbalanced, such as APACHE score, mean blood pressure, PaO2/FIO2 ratio, and neurological diagnosis, do not necessarily have the largest impact on the overall analysis, as seen in the observed bias plot. The sensitivity to unmeasured confounding analysis proposed by this paper and encapsulated in the observed bias plot offers a succinct way to summarize the impact of all covariates and selected groups of covariates, while providing contextual comparisons for the E-value sensitivity analysis.
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Here we are going to demonstrate how to calculate the Observed Covariate E-Value and create the accompanying observed bias plot. We are going to use the same example highlighted in the main text, using the Right Heart Catheterization (RHC) dataset, originally used in ?. The first section, Data processing / fitting the full model simply demonstrates how to conduct one type of analysis on these data. The second section tipr Demonstration shows how to use our package, tipr, to calculate Observed Covariate E-values as well as an observed bias plot using the analysis set up in the first section.

Data processing / fitting the full model

We need four packages to run this analysis. The tipr packages can be installed from GitHub using the following code.

```r
# install.packages("remotes")
remotes::install_github("LucyMcGowan/tipr",
  ref = "observed-bias-plot")
```

```
library(tipr)
library(tidyverse)
library(survey)
library(survival)
library(gridExtra)
```

The RHC data can be obtained from the Vanderbilt Datasets Wiki page.

```
rhc <- read_csv("http://biostat.mc.vanderbilt.edu/wiki/pub/Main/DataSets/rhc.csv")
```

Data Cleaning

Here our exposure is swang1, our 30 day survival time is t3d30 and our event variable is dth30. We are going to update my exposure variable to take the values 0 and 1 rather than RHC and No RHC and rename this variable exposure. We will also rename t3d30 time and update dth30 to take values 0 and 1, calling this new variable event.
rhc <- rhc %>%
  mutate(
    exposure = case_when(
      swang1 == "RHC" ~ 1,
      TRUE ~ 0
    ),
    time = t3d30,
    event = case_when(
      dth30 == "Yes" ~ 1,
      TRUE ~ 0
    )
  )

We have chosen the following 20 variables to include in this analysis.

vars <- c("renalhx", "gibledhx", "transhx", "aps1", "wblcl1",
  "hrt1", "pafil", "albl", "hemal", "bilil",
  "meanbp1", "paco21", "dnrl", "ph1", "respl",
  "neuro", "hema", "sex", "age", "surv2mdl")

**Propensity score model**

We fit the full propensity score model using a logistic regression with all 20 variables included. We then add the propensity score \( p \) to the rhc data frame as well as the weight \( \left( \right) \). For this analysis, we are using a weighted outcome model to incorporate the propensity score for demonstration purposes. Other propensity score methods could be implemented (such as matching, covariate adjustment, etc.) with the methods put forth in this paper.

ps frm <- as.formula(
  paste("exposure ~ ", paste(vars, collapse = "+"))
)

ps mod <- glm(ps frm,
  family = binomial(link = "logit"),
  data = rhc)

rhc <- rhc %>%
  mutate(
    p = predict(ps mod, type = "response"),
    weight = case_when(
      exposure == 1 ~ 1 - p,
      TRUE ~ p
    )
  )

**Note**

For this analysis, we use overlap weights (Li et al. [2016]). The methods put forth here could work with any appropriate weighting scheme.
Using the `survey` package, we create a survey design object that incorporates the propensity score weights we have just created. We will use this in the outcome model.

```r
weight_des <- svydesign(ids = ~ 1,
                        data = rhc,
                        weights = ~ weight)
```

**Outcome model**

We fit the full outcome model with all 20 covariates included. We are fitting a weighted survival model, using the `svycoxph()` function from the `survey` package.

```r
outcome_frm <- as.formula(  
    paste("Surv(time, event) ~ exposure + ",
    paste(vars, collapse = "+"))
)
```

```r
outcome_mod <- svycoxph(formula = outcome_frm,
                         design = weight_des)
```

Note

Since we are going to be re-running this outcome model multiple times with different formulas and propensity score weights, we can create a small function that will run this code each time. We will use this later:

```r
run_outcome_mod <- function(formula, wt) {
    des <- svydesign(ids = ~ 1,
                    data = rhc,
                    weights = wt)
    svycoxph(formula = formula,
              design = des)
}
```

Now that we have completed the analysis, let’s create a small data frame of the results to use later.

```r
full_model <- data.frame(  
    point_estimate = exp(coef(outcome_mod)["exposure"]),
    lb = exp(confint(outcome_mod, "exposure")[, 1]),
    ub = exp(confint(outcome_mod, "exposure")[, 2])
)
```

```
## point_estimate  lb   ub
## exposure        1.235202 1.11277 1.371105
```

The result from our full model is a HR for the exposure of 1.24 (1.11, 1.37).

**tipr Demonstration**

Now that we have set up a basic demonstration of an analysis of the RHC data, we will demonstrate how to calculate the Observed Covariate E-values as well as create an observed bias plot.
As mentioned in the main text, one advantage of these methods is they can be performed to examine how removing a single observed covariate would change the final result, as well as how removing a group of observed covariates would change the result. We are going to examine how removing each variable, one at a time, will affect the final result, as well as how removing all measured covariates, APACHE and Support probability, all physiological measurements, or all physiological measurements and APACHE and Support probability affects the final result.

Step 1. Choose variable groups to drop simultaneously

We will first create a named list of the two groups of variables.

```r
# name our full vector of variables
names(vars) <- vars

# create a named list of groups
groups <- list(
  "All Covariates" = unname(vars),
  "APACHE and Support prob." = c("aps1", "surv2md1"),
  "All Physiological Measurements" = 
    c("hrt1", "wblc1", "pafi1", "alb1", "hema1", "bil1",
      "paco21", "meanbp1", "resp1", "ph1"),
  "Physiological Measurements, APACHE, and Support prob." = 
    c("hrt1", "wblc1", "pafi1", "alb1", "hema1", "bil1",
      "paco21", "meanbp1", "resp1", "ph1", "aps1", "surv2md1")
)

# append into a single named list
drop_list <- append(vars, groups)
```

Step 2. Create an observed bias data frame

Using the observed_bias_tbl() function from tipr, we will create a data frame with six columns:

- **dropped**: The variable or group of variables that was dropped from the analysis
- **type**: Explanation of dropped, whether it refers to a single covariate (covariate) or a group of covariates (group)
- **ps_formula**: An updated propensity score formula, based on the dropped variables
- **outcome_formula**: An updated outcome formula, based on the dropped variables
• ps_model: A model object for the updated propensity score, refit using the full model provided
• p: The updated propensity score

\( \text{o <- observed.bias.tbl(ps.mod, outcome.mod, drop.list)} \)

### A tibble: 24 x 6

| dropped | type  | ps_formula | outcome_formula | ps_model | p          |
|---------|-------|------------|-----------------|----------|------------|
| renalhx | covariate | <formula> | <formula> | <glm> | <dbl [5,735]> |
| gibledhx | covariate | <formula> | <formula> | <glm> | <dbl [5,735]> |
| transhx | covariate | <formula> | <formula> | <glm> | <dbl [5,735]> |
| aps1    | covariate | <formula> | <formula> | <glm> | <dbl [5,735]> |
| wblc1   | covariate | <formula> | <formula> | <glm> | <dbl [5,735]> |
| hrt1    | covariate | <formula> | <formula> | <glm> | <dbl [5,735]> |
| pafi1   | covariate | <formula> | <formula> | <glm> | <dbl [5,735]> |
| alb1    | covariate | <formula> | <formula> | <glm> | <dbl [5,735]> |
| hema1   | covariate | <formula> | <formula> | <glm> | <dbl [5,735]> |
| bili1   | covariate | <formula> | <formula> | <glm> | <dbl [5,735]> |
| # ... with 14 more rows

### Step 3. Fit the outcome model

Because we are doing a weighted analysis, we can use the propensity score, p, from this data frame to create our desired weights. If we were doing a different type of analysis, we could use the propensity score, p, for that purpose. We are going to add a column to this new data frame called weight using the same overlap weights used above.

\( \text{o <- o %>%}
\text{  mutate(}
\text{    weight =}
\text{      map(p, \text{+ case.when(rhc$exposure == 1 \text{-} 1 \text{-} .x, TRUE \text{-} .x))}}
\text{  )} \)

Now using this weight, we can re-run the outcome model, using the function we created above called run.outcome.mod() along with the outcome_formula column here. We are going to create a new column called outcome_model.

\( \text{o <- o %>%}
\text{  mutate(}
\text{    outcome_model =}
\text{      map2(outcome_formula, weight, run.outcome_mod) }\)

### tiplr function

The observed.bias.tbl() function takes three parameters:

• ps.mod: The full propensity score model we fit above
• outcome.mod: The full outcome model we fit above
• drop.list: A named list of covariates or groups of covariates we want to simultaneously drop from the analysis. If NULL (default), will default to dropping each covariate included in the model one at a time.

Notice some of these columns are list columns. This allows us to include full model objects, formulas, or all of the propensity scores in a single row. In order to deal with these list columns, we will often use the map functions from the purrr package (loaded automatically with the tidyverse package).
Explore the output
Let's take a look at what this data frame looks like now for a single row. In the first row, we dropped age. First, we can examine the propensity score formula that includes all of the variables except age.

```r
o[['ps_formula']][[1]]
```

```r
## exposure ~ gibledhx + transhx + aps1 + wblc1 + hrt1 + pafi1 +
## albl + hemal + bilil + meanbp1 + paco21 + dnr1 + ph1 + resp1 +
## neuro + hema + sex + age + surv2md1
## <environment: 0x7fda579304c0>
```

Similarly, the outcome formula includes all of the variables except age.

```r
o[['outcome_formula']][[1]]
```

```r
## Surv(time, event) ~ exposure + gibledhx + transhx + aps1 + wblc1 +
## hrt1 + pafi1 + albl + hemal + bilil + meanbp1 + paco21 +
## dnr1 + ph1 + resp1 + neuro + hema + sex + age + surv2md1
## <environment: 0x7fda543b7f50>
```

The column `p` includes the propensity scores for this updated propensity score model. We can glance at the first six.

```r
head(o[['p']][[1]])
```

```r
## 1 2 3 4 5 6
## 0.6388080 0.5367369 0.6166899 0.4688216 0.3093988 0.1441288
```

Finally, the columns `ps_model` and `outcome_model` include the updated model calls, using the information in the previous columns. For example, here is our updated outcome model. We can pull the updated coefficients out and exponentiate them.

```r
o[['outcome_model']][[1]] %>%
  coef() %>%
  exp()
```

```r
## exposure gibledhx transhx aps1 wblc1 hrt1 pafi1
## 1.23530226 1.58201967 1.29875097 1.00499210 1.00059112 1.00165508 0.99967233
## albl hemal bilil meanbp1 paco21 dnr1Yes ph1
## 0.97973703 1.00178203 1.03136808 1.00070311 0.99330404 2.59442887 0.61820492
## resp1 neuroYes hemaYes sexMale age surv2md1
## 0.99634972 1.40250387 1.38703246 1.07260158 1.00452756 0.07921107
```
**Step 4. Add observed bias effects**

We can now extract the exposure effect for each of the updated models (using the `outcome_model` column). This step will differ depending on the form of your outcome model. For ours, we can use the `coef()` and `confint()` functions to extract the coefficients and confidence intervals.

```r
o <- o %>%
  mutate(
    point_estimate =
      map_dbl(outcome_model, ~ exp(coef(.x)["exposure"])),
    lb =
      map_dbl(outcome_model, ~ exp(confint(.x, "exposure")[, 1])),
    ub =
      map_dbl(outcome_model, ~ exp(confint(.x, "exposure")[, 2]))
  )
```

Now we have the observed bias effects, defined as the updated hazard ratio, along with a lower bound and upper bound for each the analyses dropping each of the indicated variables.

```r
o %>%
  select(dropped, point_estimate, lb, ub)
```

```r
# A tibble: 24 x 4
#  dropped point_estimate lb  ub
#  <chr>       <dbl> <dbl> <dbl>
# 1 renalhx    1.24  1.11  1.37
# 2 gibledhx  1.23  1.10  1.36
# 3 transhx   1.25  1.12  1.38
# 4 aps1      1.25  1.12  1.38
# 5 wblc1     1.24  1.11  1.37
# 6 hrt1      1.25  1.13  1.39
# 7 pafi1     1.25  1.13  1.38
# 8 alb1      1.24  1.11  1.37
# 9 hema1     1.23  1.11  1.37
#10 bili1     1.24  1.11  1.37
# ... with 14 more rows
```

**Step 5. Add tipping point**

In addition to observing the effect of dropping each variable and groups of variables, we can also add rows that demonstrate what the effect would look like if it were shifted to be null, in this case crossing 1. To do this we use the `observed_bias_tip()` function from the `tipr` package.
For this analysis, we are going to do this twice, once to see how the effect would look if the lower bound crossed 1 (plugging in \texttt{full_model$lb} for the \texttt{tip} argument), and once to see how the effect would look if the point estimate crossed 1 (plugging in \texttt{full_model$point_estimate} for the \texttt{tip} argument).

\begin{verbatim}
  o <- bind_rows(
    o,
    observed_bias_tip(
      tip = full_model$lb,
      full_model$point_estimate,
      full_model$lb,
      full_model$ub,
      "Hypothetical unmeasured confounder (Tip LB)"),
    observed_bias_tip(
      tip = full_model$point_estimate,
      full_model$point_estimate,
      full_model$lb,
      full_model$ub,
      "Hypothetical unmeasured confounder (Tip Point Est)"
  )

  Step 6. Add Observed Covariate E-value

  Let’s add a column that creates the Observed Covariate E-value. To do this, we will use the \texttt{observed_covariate_e_value()} function from the \texttt{tipr} package. Since we have hazard ratios, we can use the transformation suggested by ?.

  o <- o %>%
    mutate(
      e_value = map2_dbl(
        lb,
        ub,
        ~ observed_covariate_e_value(
          lb = full_model$lb,
          ub = full_model$ub,
          lb_adj = .x,
          ub_adj = .y,
          transform = "HR"
        )
      )
    )
\end{verbatim}

\textit{tipr} function

The \texttt{observed.bias_tip()} function takes five arguments:

- \texttt{tip}: The value you would like to shift
- \texttt{pointestimate}: The resulting effect from the full model (in our case the hazard ratio we’ve saved in the \texttt{full_model} object)
- \texttt{lb}: The resulting lower bound from the full model
- \texttt{ub}: The resulting upper bound from the full model
- \texttt{tip.desc}: A description of the tipping point you’ve chosen

\textit{tipr} function

The \texttt{observed.covariate.e.value()} function takes five arguments:

- \texttt{lb}: The lower bound from the full model (in our case \texttt{full_model$lb})
- \texttt{ub}: The upper bound from the full model
- \texttt{lb.adj}: The lower bound from the adjusted model (in our case \texttt{o$lb})
- \texttt{ub.adj}: The upper bound from the adjusted model
- \texttt{transform}: The transformation (if any) you would like to perform if the input is not a risk ratio, based on VanderWeele and Ding’s suggestions. In our case, we will input “HR”.

Notice here we are using the \texttt{map2_dbl()} function so that we can iterate over every column in our observed bias data frame. If we wanted to calculate the Observed Covariate E-value for a single model, we could just use the \texttt{observed.covariate.e.value()} function alone. For example, using the variable \texttt{dnr1}, we would plug in the following.

\texttt{observed.covariate.e.value(}
  \texttt{lb = 1.11,}
  \texttt{ub = 1.37,}
  \texttt{lb.adj = 1.00,}
  \texttt{ub.adj = 1.23,}
  \texttt{transform = "HR"})
\texttt{## [1] 1.358969}
Step 7. Create the Observed bias plot

We have calculated our observed bias effects and Observed Covariate E-values, now we are going to create a publication-ready plot that displays these. There are a few steps we can take to improve the aesthetics of the plot.

- Update variable names with the appropriate variable labels.
- Re-order the data frame so it will display the plot in a logical manner. For example, we could order the data frame, \( o \), by the lower bound of the observed bias effect, in our case \( lb \).

We have created a small function, `observed_bias_order()` in `tipr` to assist with ordering your observed bias data frame for the observed bias plot. This will output the same data frame in the correct order.

\[
o <- \text{observed\_bias\_order}(o, \text{"lb"})
\]

Now we’re ready to make the plot.

We are going to demonstrate how this is creating by building the plot up in layers. Let’s begin with the `ggplot()` function, giving it our observed bias data frame, \( o \).

\[
g <- \text{ggplot}(\text{data} = o)
\]

In order to demonstrate what our original result was with the full model, we can add a line at the full model’s point estimate along with a rectangle spanning the confidence bounds. In addition, we add a dashed black line to indicate the null value, 1.

\[
g <- g +
\]

\[
\text{geom\_hline}\(yintercept = c(\text{full\_model}\$lb, \\text{full\_model}\$point\_estimate, \text{full\_model}\$ub), \\text{lwd} = c(1, 2, 1), \text{lty} = c(2, 1, 2), \text{color} = \text{"light blue"}\) +
\]

\[
\text{geom\_rect}\(ymin = \text{full\_model}\$lb, \ymax = \text{full\_model}\$ub, \text{xmin} = 0, \text{xmax} = 27, \text{alpha} = 0.01, \text{fill} = \text{"light blue"}\) +
\]

\[
\text{geom\_hline}\(yintercept = 1, \text{lty} = 2\)
\]

Now we are going to add the observed bias effects (the point estimate, lower bound, and upper bound of each of the models fit after...
dropping the variable(s)). We do this by feeding the data frame o to the ggplot() function and using the function geom_pointrange() to create a point at the point estimate along with a line for the width of the confidence interval. We are going to also use the coord_flip() function to flip the coordinates so that the plot is oriented vertically rather than horizontally.

```r
g <- g +
  geom_pointrange(aes(x = dropped,
                      y = point_estimate,
                      ymin = lb,
                      ymax = ub)) +
  coord_flip()
```

Let’s add some aesthetic updates, such as x- and y-axis labels, a theme, etc.

```r
g <- g +
  ylab("Effect modeled without variable(s) of interest") +
  xlab("") +
  ggtitle("A. Most influential covariates") +
  theme_bw()
```

Next, we can create a plot of the Observed Covariate E-values as well as the traditional E-values.

```r
e <- ggplot(data = o) +
  geom_point(aes(x = dropped, y = e_value, color = type),
             pch = 8) +
  scale_color_manual(name = "",
                     values = c("covariate" = "purple",
                                 "group" = "orange",
                                 "tip" = "red"),
                     labels = c("Observed Covariate E-value",
                                "Observed Covariate E-value (group)",
                                "E-value")) +
  coord_flip()
```

We can add some aesthetic updates, such as x- and y-axis labels, a theme, etc to the E-values plot.

```r
e <- e +
  ylab("OCE") +
  scale_x_discrete(name = "", labels = element_blank()) +
  theme_bw() +
  ggtitle("B. Sensitivity to unmeasured confounding") +
  theme(legend.title = element_blank())
```

**Note**

Here we are demonstrating how to build the observed bias plots using the ggplot() function from the ggplot2 package (loaded automatically with the tidyverse package). The tools demonstrated here from the tipr package can work with any plotting functions.
We can use the `grid.arrange()` function to combine the two plots. Let's see how that looks!

```r
grid.arrange(g, e, widths = c(2, 1), ncol = 2)
```

We are going to examine how removing each variable, one at a time, will affect the final result as well as how removing two groups of variables, “Labs” and “Physiological Measurements”, will affect the result.

**Choose variable groups to drop simultaneously**

We will first create a named list of the two groups of variables.

```r
groups <- list(
  "No Labs" = c("wblc1", "pafi1", "alb1", "hemal", "bili1", "paco21", "ph1"),
  "No Physiological Measurements" = c("aps1", "hrtl", "wblc1", "pafi1", "alb1", "hemal", "bili1", "paco21", "meanbp1", "respl", "ph1"))
```