Graceful degradation of recurrent neural networks as a function of network size, memory length, and connectivity damage
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Abstract

Recurrent Neural Networks (RNNs) are frequently used to model aspects of brain function and structure. In this work, we trained small fully-connected RNNs to perform temporal and flow control tasks with time-varying stimuli. Our results show that different RNNs can solve the same task by converging to different underlying dynamics and that the performance gracefully degrades either as network size is decreased, interval duration is increased, or connectivity is damaged. Our results are useful to quantify different aspects of the models, which are normally used as black boxes and need to be understood in advance to modeling the biological response of cerebral cortex areas.
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1. Introduction:

Recurrent Neural Networks (RNN) emerged a few decades ago (see for example the founding works of Hopfield [1], Elman [2] and Funahashi and Nakamura [3, 4]) to model the mechanisms of a variety of systems, such as brain processes [5, 6, 7, 8, 9, 10, 11], stability and control [12, 13, 14, 15], and in Machine Learning [16, 17, 18, 19].

Within the Machine Learning (ML) strategy, the main objective is to produce efficient network topologies and training methods to solve computational problems. On the other hand, the aim when implementing these models in Computational Neurosciences is to model the recurrent connectivity of the brain to understand the mechanisms that underlie different processes.
This paper takes relatively new training algorithms from the Machine Learning community and applies them to analyze computational problems related to temporal tasks relevant to neurosciences. In particular, we want to study the problem of how cortical subpopulation processes underlie various temporal tasks inspired by aspects of cognition.

Recurrent neural networks are powerful tools since it has been proven that, given enough units, they can be trained to approximate any dynamical system [20, 21, 22, 23]. It has been studied that RNN can display complex dynamics including attractors, limit cycles, and chaos [24, 25].

It is well established that RNN constitutes a versatile model in neuroscience research. They can be trained to process temporal information and perform different tasks such as flow control and many kinds of operations that roughly represent computation in different brain areas. A simple RNN model could perform tasks that are similar to stimuli selection, gain modulation, and temporal pattern generation in the cortex [26].

Trained networks serve as a source of mechanistic hypotheses and also as a testing ground for data analyses that could link neural activity and behavior. RNNs are a valuable platform for theoretical investigation, and some aspects of RNN models are used to describe a great variety of experimental results observed in different studies, for example working memory, motor control, temporal processing, and decision making [27, 28, 29, 30]. For instance, it has recently been studied that recurrent circuits in the brain may play a role in object identification [31].

Another aspect considered is the computational principles that allow decisions and action regarding flexibility in time. In a recent review [32], a dynamical system perspective is used to study such flexibility and shows how it can be achieved through manipulations of inputs and initial conditions.

Recent records of neurons in the cerebral cortex also show complex temporal dynamics [24, 33, 34, 9], where different mechanisms of information flow control could be present and coexist. Temporal aspects of RNN constraint the parameters, topologies, and different parts of the computation. Those aspects deserve to be studied and will allow improving current neuronal models. Given the complexity of these systems, it is not surprising that there are still so many fundamental gaps in the theory of RNNs [35], such as how RNNs control the flow of information [36].

A recurrent neural network can be trained to reproduce a task considering two paradigms: On the one hand, we can have an intuition about the behavior of the system. Here the network represents an abstract variable that obeys
an equation of a low-dimensional dynamical system, and the dynamics can be
translated into the connectivity of the network. The underlying mechanism is
modeled using a low-dimensional dynamic system that is then implemented
in a high-dimensional RNN [35].

The other paradigm is to build a functional RNN, which is used in ML
for training and frequently also in Computational Neuroscience. In this
case, one presents to the network the information relevant to the task to be
accomplished. This is done in terms of input-output data but without any
direct prescription on how to accomplish it. If the mechanisms implemented
by the network can be conceptualized, the network analysis can become a
method for generating hypotheses for future experiments and data analysis
[24]. The present work is based on this approach.

A cognitive task is typically composed of elementary sensory, cognitive,
and motor processes. We examined a set of neuroscience-inspired tasks: time
reproduction [37], Oscillatory response [8, 33], a flip flop [33] and a set of
decision making boolean-like tasks. These simple tasks have been used in
Cognitive and Computational Neuroscience in the context of RNN studies
[6, 24, 38], among others with the aim to understand how different brain
areas process information. In particular, we have taken a set of temporal
and decision-making tasks, parametrized them and trained recurrent neural
networks to reproduce them. We use in the process a new open-source
framework that we developed that could be useful for others to create their
other tasks of interest, based on the ones that we parametrized to develop
their models.

In this framework, we studied the properties of a simple model representing
a cortical subpopulation of neurons that, after training, can perform tasks
that are relevant to processing information and flow control. We will show
the results obtained using numerical simulation of our studies.

On the trained networks that we obtained, we observe the different con-
figurations that can emerge. We carry out also a set of studies on how the
performance of the trained network degrades in the frame of different scenarios
to show the scope and limitations of the model. These studies are related
to the performance degradation either as network size is decreased or the
time duration is increased, and what happens when connectivity of trained
networks is damaged.

The rest of the paper is organized as follows. In Section 2, we describe the
network model, training method, the details of the code implementation and
task parametrization. In section 3, we explain each task and describe how
those are implemented. Then, we present the results of the different studies that we performed. Section 4 we discuss the results obtained and finally in Section 5 we present the conclusions.

2. Methods

2.1. Model

Equation 1 rules the dynamics of the interconnected $n$ units (or neurons) with firing-rate activities $h_i(t)$ ($i = 1, 2, ..., n$):

$$\frac{dh_i(t)}{dt} = -\frac{h_i(t)}{\tau} + \sigma \left( \sum_j w_{ij}^{\text{Rec}} h_j(t) + \sum_j w_{ij}^{\text{in}} x_j \right)$$ (1)

In this equation, $\tau$ represents the time constant of the system, and $\sigma$ is a saturating nonlinear activation function. $x_j$ are the components of the vector $\mathbf{X}$ representing the input signal. The synaptic connection strengths $w_{ij}^{\text{Rec}}$ are the elements of the matrix $\mathbf{W}^{\text{Rec}}$, and $w_{ij}^{\text{in}}$ are the matrix elements of $\mathbf{W}^{\text{in}}$, the synaptic weights for connections with the input units. In order to read out the network’s activity it is common to include a readout $z(t)$ that computes a weighted average of all units in the recurrent network:

$$z(t) = \sum_j w_{ij}^{\text{out}} h_j(t)$$ (2)

Thus the recurrent neural network describes firing rates and does not explicitly model spiking units with action potentials [24]. Originally Equation 1 was used to model the state of the potential membrane. This equation has been used in numerous published works with different variants since Hopfield [1]. We also considered $\tau = 1$ ms.

In vector form, the equations 1 and 2 can be written as:

$$\frac{d\mathbf{H}(t)}{dt} = -\mathbf{H}(t) + \sigma(\mathbf{W}^{\text{Rec}} \mathbf{H}(t) + \mathbf{W}^{\text{in}} \mathbf{X}(t))$$ (3)

$$\mathbf{z}(t) = \mathbf{W}^{\text{out}} \mathbf{H}(t)$$ (4)

The units imitate biological neurons in a fully connected network in which a simplified set of important computational properties is retained.
2.2. From continuous to discrete time walking with small steps

When the model is implemented for its computation, it is always necessary to make a passage from the system in continuous time to a system with discrete time steps, with as much precision as necessary for modeling the considered problem.

Traditionally the system represented by Equation 3 is numerically integrated using Euler’s method with a time step $\delta t$, which is small compared to the timescale of the system following [39, 40, 41]. Then the dynamics of the RNN can be approximated by:

$H(t + \delta t) = H(t) + (-H(t) + \sigma(W^{\text{Rec}}H(t) + W^{\text{in}}X(t)))\delta t,$  \hspace{1cm} (5)

for small enough time step with no further discussion regarding the discrete or continuous nature of the system. Very early works have proved that it is possible to use discrete-time RRN to uniformly approximate a discrete-time state-space trajectory which is produced by either a dynamical system or a continuous-time function to any degree of precision [42, 3].

Modern scientific open-source libraries, such as TensorFlow for high-performance numerical computation and particularly Keras, allows implementing architectures such as equation 5 directly with a high-level neural networks API, written in Python and capable of running on top of TensorFlow. Keras framework has a large set of architectures and training algorithms that have already been tested by the ML community with a detailed documentation [43].

2.3. On training methods

There are great variety of algorithms to train recurrent neural networks. In a recent work from the ML field, a very detailed survey on RNNs with new advances for training algorithms and modern recurrent architectures was presented in [44].

In general, the training methods for neural networks can be unsupervised or supervised. In this work, we will focus on applying a supervised method.

The studies where some form of gradient descent is applied stand out in the literature of supervised methods. An example is the Reservoir computing paradigm with liquid- or echo-state networks [45], where the modifications of the network weights are made in the output layer weights $W^{\text{out}}$. 
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One of the most outstanding methods was the one developed by Sussillo and Abbot. They have developed a method called FORCE that allows them to reproduce complex output patterns, including human motion-captured data [46]. Modifications to the algorithm have also been applied successfully in various applications [47, 48].

A frequently used alternative is gradient descent with backpropagation for its calculation and then some optimization method for minimizing it. Given the recent advances in the implementation of this method with Open Source libraries, this is the method we explored.

We were inspired in the algorithm selection for training by [44] and [49]. In [49], authors use the Adam method to train networks and obtain numerical examples. Adam is an algorithm for first-order gradient-based optimization of stochastic objective functions [50]. It is based on adaptive estimates of lower-order moments. This method is straightforward to implement and computationally efficient.

Adam’s method has small memory requirements for implementation and is invariant to a diagonal rescaling of the gradients. This algorithm is well suited for problems with many parameters or involving large datasets. It is also appropriate for non-stationary objectives and problems with very noisy and/or sparse gradients [50]. Adam’s algorithm began to be used in neuroscience only recently [51].

Keras has a software implementation for this algorithm, and it is the one used in the present work.

2.4. Network implementation and training protocol

We use a simple RNN model with three layers. One is the input, the second is the recurrent hidden layer, and the last is the output layer. The input layer has \( N \) input units. The inputs to this layer are a sequence of vectors through time \( t \), whose components are \( x_j \). Every input neuron is connected to every neuron of the hidden layer. The connectivity weight between input neuron \( i \) and hidden neuron \( j \) is \( w_{ij}^{in} \) in \( \mathbf{W}^{in} \). The hidden layer has \( M \) hidden units \( h_t = (h_1, h_2, ..., h_M) \), that are also connected to each other with recurrent connections weights \( w_{ij}^{Rec} \) in \( \mathbf{W}^{Rec} \). The initialization of the connections \( w_{ij}^{Rec} \) of hidden units using small non-zero elements can improve the overall performance of the training. The output layer is represented by the \( \mathbf{W}^{out} \) matrix, also connected to the hidden layer with weights \( w_{ij}^{out} \).

In the present work, we implemented a recurrent neural network with \( M = 50 \) hidden units, or indicated otherwise. We used as activation function
the hyperbolic tangent.

The weight matrix $\mathbf{W}^{\text{in}}$ was initialised randomly from the uniform distribution with the Glorot uniform initializer from Keras, which is the default selection. It draws samples from a uniform distribution within $[-\text{limit}, \text{limit}]$, where $\text{limit} = \sqrt{6}/(\text{fan}_{\text{in}} + \text{fan}_{\text{out}})$, ($\text{fan}_{\text{in}}$ is the number of input units in the weight tensor and $\text{fan}_{\text{out}}$ is the number of output units [52]). Recurrent weights matrix $\mathbf{W}^{\text{Rec}}$ is initialized in two different ways during the study: either as a general random matrix or as an orthogonal random matrix. The general random matrix has elements drawn from a normal distribution with $\sigma = 1/\sqrt{N}$ and $\mu = 0$, where $N$ is the number of recurrent units. [53]. The orthogonal random matrices are created with Orthogonal initializer from Keras, where an orthogonal matrix is obtained by QR decomposition of a matrix of random numbers drawn from a normal distribution.

This selection allows us to implement Adam as a training method with low computational cost and diminish the impact of the vanishing gradient problem for this simple implementation.

The upper panel of Figure 1 shows a scheme for the neural network model studied in this work. The input signal is a two-component vector with arbitrary time evolution in each input unit. The output is the readout unit that provide the output decision. The lower panel shows and example for a Neural Network connectivity matrices $\mathbf{W}^{\text{in}}, \mathbf{W}^{\text{Rec}},$ and $\mathbf{W}^{\text{out}}$.

For instance, let us consider a network with 50 units that are further used in the analysis presented in Section 3. The units in the hidden layer are fully connected to each other, in the sense that the connectivity matrix $\mathbf{W}^{\text{Rec}}$ is not sparse. Let us consider a two-input task, meaning that the input layer has two input units. The input layer $\mathbf{W}^{\text{in}}$ will have $50 \times 2$ connections to process a $2 \times [\text{length}]$ vectors at the input, in general we considered time series of 200 ms. The $\mathbf{W}^{\text{Rec}}$ matrix has $50 \times 50$ connections that produce the temporal response of the 50 units with a vector of $50 \times [200\,\text{ms}]$. At the output we have one unit representing the output decision that combines the 50 activity responses of the hidden units, using the $\mathbf{W}^{\text{out}}$ matrix of $1 \times 50$. It produces a vector $\mathbf{Z}(t)$ of $1 \times [200\,\text{ms}]$.

The loss function used to train the model is the mean square error between the target function and the output of the network. It is defined as:

$$E(w) = \frac{1}{2} \sum_{t=1}^{M} \sum_{j=1}^{L} |Z_j(t) - Z^{\text{target}}_j(t)|^2,$$

(6)
Figure 1: Upper panel: neural network schema of our model with two units at the input to process the time series with arbitrary value and one output. Lower panel: example for a Neural Network connectivity matrices $W^{\text{in}}$, $W^{\text{Rec}}$, and $W^{\text{out}}$ for a 100 unit recurrent network (arbitrary size) with two units at the input and one at the output. Rows represent the output connection (post-synaptic) of each unit or column (pre-synaptic).

where $Z^\text{target}_j(t)$ is the desired target function and $Z_j(t)$ is the actual output.

We trained the model with no less than 15,000 input signal samples for all tasks described in the following section. We generated each sample of the training set as a noisy time series that may contain a square pulse with noise or only noise. Noise is an additive random variable drawn from a Gaussian distribution with zero mean and amplitude of 10% the height of the pulse.

We also generated an additional set of time series that we use to test after training. We check if the output response against the testing time series corresponds to the task for which the network has been trained.

In each experiment, we saved the initial pre-training configuration and the final instance of the network weights to study how the weight matrix changes.
During training. The aim of the training is to adjust all the parameters and obtain a network that can reproduce the task for which it was trained.

The model was implemented in Python using Keras and TensorFlow as indicated in Section 2.2. That allows us to make use of all the algorithms and optimizations developed by that ML community. Framework and Code to train the networks and produce the Figures in this paper is open and available in the following repository:

https://github.com/katejarne/RNN_study_with_keras

2.5. Time scale and general aspects of the taks

We considered that every input signal may have a square pulse of fixed duration, and the network responds according to the rule that it was trained for a given data set of the training sample.

The time scales considered are of the order of tens of milliseconds in each case, part of the range of interest of signals processed by the cerebral cortex [54]. The value of the time step for the time evolution is $\delta t = 1 \text{ mS}$. Then, from considering equation 5 with such time step, the activity of the recurrent units at the next time step is:

$$
\mathbf{H}(t+1) = \sigma(\mathbf{W}^{\text{Rec}} \mathbf{H}(t) + \mathbf{W}^{\text{in}} \mathbf{X}(t))
$$

Equation 7 is the one that we implemented. We considered the training data set as the set of inputs signal and target outputs with a low edge-triggered response to the input signals with a delay time of 20 mS. In each task presented in the following section, we show a trained network responding to different testing samples. Each stimulus at the input is presented in green (input signal 1) and pink line (input signal 2) for those tasks with two inputs. The target is in a grey solid line, and the network response is in red. We considered a time series of between 200 ms and 500 ms length, but the length and the position of the stimulus are arbitrary.

2.6. Description of the tasks considered in the study

The networks learn to decide which state the output signal should take in the face of the different stimuli presented at the input. In this sense, one task is defined as the different possible ways in which it can decide the output state based on input stimuli and the respective regimes that the output should take.
The motivation for the selection of the considered tasks is to simulate flow control processes that can occur in the cortex when receiving stimuli from subcortical areas. In [36] the notion of gating was discussed as a mechanism capable of controlling the flow of information from one set of neurons to another. In the present work, the gating mechanisms are model using networks with a relatively small set of units.

It has been proposed that some sets of neurons in the brain could roughly function as gates [36]. It also is interesting the dynamics of trained networks for the Flip Flop task, which is generally related to the concept of working memory. It has been previously studied in [33, 24], but in this case, with a more complex task referring to a 3-bit register called in the paper a 3-bit Flip Flop.

We focus on the study of networks trained for the following list of tasks related to the processing of stimuli as temporal inputs:

1. Time reproduction.
2. Basic logic gate operation: AND, OR, NOT, XOR.
3. Flip-Flop (1-bit memory storage).
4. Finite-duration oscillation.

It should be noted that the tasks described in item 2 are not related to those made by static feedforward networks like [55] but to a network solving logic gates with time-varying inputs. We want to point out that, in item 3, we are not referring to the concept of “Flip Flop neurons” such as the one proposed in [56] but to a network learning the “Flip-Flop rule” as in [33] with two inputs. The focus is on the process of temporal signals similar to the Xor temporal task implemented in [2]. In every task, the focus is on the processing of pulsed (i.e., non-stationary) signals.

The RNN model emulates a “cognitive-type” cortical circuit such as the prefrontal cortex, which receives converging inputs from multiple sensory pathways and projects downstream to other areas. The chosen network architecture and size showed to be sufficient to learn all the tasks mentioned above. We used dimensional reduction methods to study the inner state of the network during and after training and discuss, specifically, the results and observations regarding each task [57]. In particular, PCA is the method that we chose because it has been widely used in the study of simulations, as well as experimental high dimensional neural space states [58].

For the network implementation and training, we use the Keras libraries from [43] and TensorFlow from [52] as frameworks, instead of more traditional
choices like Matlab from [59] or Theano from [60], implemented in some works such as [61]. The reason for our selection is that these new scientific libraries are open source, and their use is rapidly growing. In the case of Keras, it is the first time that it is used for such kind of study. In the case of TensorFlow, there are a few recent works that use it (for instance, see Ref [62]).

3. Results

The results of the numerical studies are shown in this section. First, we present in Section 3.1 a description of each task and the parametrization used in the framework that we developed. This framework could be used to modify any of the seven tasks that we considered, but also it could it is possible to use it for developing different tasks of interest. In Section 3.2 we discuss how different initialization schemas could improve the network training.

Section 3.3 shows different aspects that we observed of the dynamics of the trained networks. Finally, Sections 3.4 and 3.5 show the result of different studies performed on the memory capacity, scale and damage of the trained networks.

To follow the examples shown in Section 3.2 and Section 3.3 (Figures 6 to 11), the trained networks have been labelled. The labels include a number to identify the simulation number of the corresponding task and initial condition. These also allow identifying the data in the Supplementary Information to view the examples and the repository on Github.

3.1. Tasks

3.1.1. Time reproduction

Let’s begin by describing a simple temporal task considered in Section 2.6. In this task, when the network has a stimulus at the input (a Gaussian pulse with noise), it has to respond with a pulse at the output matching the input signal, and no response otherwise.

We trained the network to produce an output pulse at a fixed time delay after an input pulse occurs, and output close to zero if there is no input pulse. In Figure 2, we show six successful runs for different input samples. The same neural network is considered, trained to memorize and reproduce a Gaussian pulse with noise at the input, after a 20 ms delay. If there is no pulse, the network must output a zero signal. This task was used in the scaling studies presented in Section 3.4.
3.1.2. Binary basic operations between input stimuli with AND, OR, XOR and NOT

In these sets of tasks, the network has to perform different binary inspired operations with temporal stimuli at the input (or inputs). The result of the output will be switching to a HIGH value or keeping a LOW value depending on the task and the presented input(s). The input stimuli are square signals with a duration of 20 ms and Gaussian noise of 10% of the total amplitude. We considered our input data set random time series of 200 ms length with or without a pulse. For two-input tasks, the corresponding input pulses (if present) are simultaneous in time. The network has to decide the state of the output, which matches the training set rule for each considered task. We used 50-unit networks, and all networks were able to successfully reproduce all tasks after training.

For each of the tasks, we created the target output time series according
to table 1. The truth tables for all logic operations are displayed in Table 1.

| Input 1 | Input 2 | And Output | Or Output | Xor Output |
|---------|---------|------------|-----------|------------|
| 0       | 0       | 0          | 0         | 0          |
| 0       | 1       | 0          | 1         | 1          |
| 1       | 0       | 0          | 1         | 1          |
| 1       | 1       | 1          | 1         | 0          |

Table 1: AND, OR and XOR states of the output with respect to the inputs states.

3.1.3. NOT task

The boolean NOT task consists of turning the output to a “High level” state when input is in a “Low Level” state and vice versa. In Figure panel d of Figure 3, we show the state of the output compared with the input.

Figure 3 shows the temporal response for four neuronal networks, each trained to perform the Boolean operations indicated for each panel when receiving the stimuli at the inputs: And, Or, Not, and Xor. The green and pink lines show, in each case, the time series of each input, the thick black line the target output, and the red line the status of the output.

3.1.4. Flip-Flop (1-bit memory storage)

In this study, we trained a network with two inputs with different functions. One works as a “Set” signal, and the other is a ‘Reset” signal. If the network receives a pulse in the S-input, then the output turns to HIGH. If the network receives a stimulus in the R-input, then the output turns to LOW. Two consecutive pulses do not change the output state. Table 2 summarizes the rule learned by the network. Time series are 400 ms in length to show different changes in the inputs during the same time-lapse.

In Figure 4, the temporal response of a neural network trained to perform the “Flip Flip” task with its Set and Reset inputs is shown. Each panel shows six possible random time series from the testing data set. The green and pink lines show the time series of each input, the thick black line the target output, and the red line the status of the output. The training data set consists of trains of pulses at the S-input and R-input with noise and a target output according to Table 2. We successfully obtained a set of neural networks capable of performing the Flip-Flop task.
Figure 3: Four trained neural networks responses for 6 testing samples for: a) AND operation between two stimuli, b) OR operation, c) XOR operation and d) NOT operation applied to the input. Time is in ms and amplitude in arbitrary units.

3.1.5. Finite-duration oscillator

In this task, we trained a network to obtain in the output an oscillation with a frequency of 30 Hz, 20 ms after a pulse in the input. When the network receives the stimulus, the output behaves as it is shown in Figure 5. If the network has no stimulus, the output remains at the “LOW” state. Once again, we successfully trained a set of neural networks that perform this
Table 2: Flip Flop task table. $Q_N$ means that the output remains at the previous state. $X$ means that the state is forbidden for the data set.

| Set | Reset | Output state |
|-----|-------|--------------|
| 0   | 0     | $Q_N$        |
| 0   | 1     | 0            |
| 1   | 0     | 1            |
| 1   | 1     | $X$          |

Figure 4: The response of a trained neural network for six testing samples for the Flip Flop task. S-Signal in pink, R-Signal in green. Grey thick line is the Target output, and red is the Network response. The output state depends on the states of the set and reset signals, regardless of the length of the time series considered.

Figure 5 shows the temporal response of a neural network trained to oscillate when receiving a stimulus at the input. Possible time series of the test data set is shown in Figure 6. Upon receiving a pulse at the input, the output must respond with oscillation for a certain time. In all Figures (from 2 to 4), the networks have 50 units and 20 ms for the response time.
Figure 5: A trained neural network response of the output to 6 testing samples for the “finite-duration oscillator” task. The network does not spontaneously oscillate unless there is a pulse in the input.

3.2. Network initialization studies

We will show different properties of the network activity and connectivity based on population analysis employing PCA and the estimation of the eigenvalues of the recurrent weight matrix.

We started by training a set of networks to perform each of the considered tasks described in the previous section. Each network was created by randomly choosing the connectivity strengths $W_{\text{Rec}}$ from a normal distribution with zero mean and variance $1/N$, as described in Section 2.1. We considered two cases: orthogonal matrices and non-orthogonal matrices (20 matrices each case). We studied the eigenvalue spectrum of the recurrent matrix $W_{\text{Rec}}$. The eigenvalues of two sample matrices are shown in the upper and lower left panels of Figure 6.

The non-orthogonal matrix, previous to the training (upper left panel), shows a distribution consistent with the random matrix theory of Girko’s circle law [63], which states that, for large N, the majority of eigenvalues of an
$N \times N$ asymmetric random matrix lie uniformly within the unit circle in the complex plane and the fraction of eigenvalues lying outside the circle vanishes in the limit $N_{\text{units}} \to \infty$, when the elements are chosen from a distribution with zero mean and variance $\frac{1}{N}$.

In the orthogonal matrix, the eigenvalues lie at the border of the circle (bottom left panel of Figure 6) As a result of the training, some eigenvalues are pushed out of the circle. In the case of the networks shown in Figure 6, both final configurations correspond to fixed-point configurations with one eigenvalue with real part greater than one and zero imaginary part, and the rest of the eigenvalues scattered within the unit circle. Here we show a comparison between the initial state (left panels) and post-training (right panels) of Figure 6.

We found in our simulations that this behavior is consistent with estimates made previously in [64, 65], even when our networks are trained (i.e. non-random) and input-driven. The system will either show nontrivial stationary solutions or oscillations depending on the nature of the eigenvalue with the largest real part of the connectivity matrix as in [65]. A more profound explanation will be given in a further work in process which is beyond the scope of the present manuscript.

For each of the tasks and the two conditions (orthogonal and non-orthogonal), we estimated the rate of networks that successfully passed the training. The results are shown in Table 3. The orthogonal condition slightly improves the success rate for each task. This is consistent with studies previously conducted by [66]. A possible explanation for the success rate differences between the two possible initial conditions is that at the training stage is “easier” to pull out the eigenvalues when they are placed in the edge of the circle (orthogonal condition) than when they are scattered within the unit circle (non-orthogonal condition).

The time reproduction task shows a perfect training rate (100%) with both initializations. We think that this is because this is the simplest task to be learned for the network. This is also why we chose this task for our scaling studies in the following sections.

From this Figure, it is interesting to note that there are a few eigenvalues that dominate the behavior of the states that result in the task for which the network was trained.

The correlation between eigenvalue spectra and the dynamics of neural networks has also been studied in [67], relating the design of networks with memory face with the eigenvalues outside the circle in the complex plane.
| Task                          | Initial orthogonal | Initial Rand Normal |
|-------------------------------|--------------------|---------------------|
| And                           | 85%                | 65%                 |
| Or                            | 90%                | 80%                 |
| Xor                           | 90%                | 55%                 |
| Not                           | 90%                | 45%                 |
| Flip Flop (1-bit memory storage) | 95%           | 65%                 |
| Oscillatory                   | 90%                | 65%                 |
| Time reproduction             | 100%               | 100%                |

Table 3: The success rate for the training of 20 networks for orthogonal initial condition compared with the random normal initial condition.

3.3. Network dynamics

Now we consider networks trained in the AND task. We want to show the behavior of the recurrent units. We studied the response to the stimuli corresponding to the four different input configurations (Table 1). We consider the response to noiseless stimuli to show the undisturbed trajectory and thus build a geometrical description of the phase space. All networks were trained with noisy input signals, as previously described.

We plot the components $h_i(t)$ from the $H(t)$ from Equation 5, this is the temporal evolution of all recurrent units. We applied Principal Component Analysis (PCA) to this set in each case.

Figure 7 and Figure 8 show the behavior of a trained network (labeled as #ID14 in Supplementary Materials) when the stimulus is applied. The left side of the Figure shows the output and inputs signals vs. time in the upper panel and some recurrent units $h_i(t)$. The right panel shows the time evolution of the first three PCs. Figure 7 corresponds to “LOW-LOW” and “HIGH-HIGH” and Figure 8 for the other combinations “LOW-HIGH” and “HIGH-LOW”. All four cases are represented by stable fixed points. When no pulse is applied to the inputs, the activity of every recurrent unit is zero (Figure 7 (a)). When both inputs are pulsed, the recurrent units are perturbed, and then the system migrates to a fixed point that is different from zero (Figure 7 (b)). When any single input is pulsed (Figure 8 (a) and (b)), the network dynamics converge to fixed points that are different from the previous two and are also different from each other. It can be seen that the recurrent units change their activity to reproduce the learned behavior (HIGH output) with a different final internal state that depends on which
input was activated.

We repeated this analysis for all trained networks and found that the way to achieve the desired trained rule is not unique, which is consistent with [68]. We identified different dynamical regimes for learning the same rule by different networks. We show in Figure 9 and 10 the results for a different network trained in the And task. The HIGH output state (corresponding to “LOW-LOW” and “HIGH-HIGH” stimuli for the inputs, Figure 9) is solved with two different stable fixed points as before, yet the LOW output state (“LOW-HIGH” and “HIGH-LOW” stimuli for the inputs, Figure 10)
is represented by two different limit cycles (i.e., an oscillation in the activity of the recurrent units). In this case, the $W_{\text{Rec}}$ matrix has one real and two complex conjugated leading eigenvalues.

From these results, it is clear that the same task can be performed with different internal configurations. In the case of the first network (#ID14, Figures 7 and 8), the task is solved by converging to stable fixed point recurrent states. In this case, the distribution of eigenvalues of the trained matrix has pure real dominant eigenvalues.

On the other hand, in the network identified as #ID04 (Figures 8 and 10) the input configurations “01” and “10” produce oscillatory recurrent states, while “00” and “11” produce stable fixed point recurrent states. In this case, the leading eigenvalues are complex conjugates (i.e., nonzero imaginary part).

The same situation for the other configurations occur when considering the different tasks studied, except for the case of oscillation caused by a stimulus presented in Section 3.1.5, where there the internal state is always oscillatory.

It is worth noting that we have found the same behavior in larger networks (500 units), i.e., behavior driven by a small set of eigenvalues and a variety of dynamical solutions underlying the same learned task (See Supplementary Materials). On the other hand, and perhaps not surprisingly, the finite-duration oscillation task was learned by all networks in the same way—a limit cycle [33].

Next, we show a network that learned the Flip-Flop Task in Figure 11. The input A represents the “Set” Signal, and the input B represents “Reset”. The upper panel shows an example of “Set” followed by “Reset”, and the lower panel “Reset” followed by “Set”. The HIGH output solution is a stable fixed point, while the LOW output is a stable limit cycle. It is interesting to note that a reset signal will take the system to a state different from the one that started with before stimulation, even if the output must go back to the same value (zero). This behavior is also ruled by the three leading eigenvalues: one real and a set of complex conjugated, as it is shown in the bottom panel of Figure 11.

Other examples of dynamics in the trained networks are available in the repository, for all studied tasks and different initial conditions, showing the different possible internal states achieved with different pre-training connectivity weights (Supplementary materials).

In this subsection, we showed that a small, fully connected nonlinear RNN
Figure 7: Left: Neural network #ID14 response in the AND task (“LOW-LOW” input and “HIGH-HIGH” input). Both configurations are represented by stable fixed points. Right: the first three PCs for the same dataset.

Trained with ADAM and backpropagation through time can successfully learn and reproduce many different tasks. We also showed that the post-training phase space is not uniquely determined by the learned task, as different dynamical solutions (for the recurrent units) are compatible with a single learned behavior (output unit), which is consistent with [68].
3.4. Network memory capacity and size scaling

Another interesting aspect of the trained networks is that they are translationally invariant in time, even though they were always trained with the stimulus occurring at the same moment. This situation is shown in Figure 12. The network correctly responds to the input pulse no matter when it arrives. See the Supplementary Information for translational time invariance of the
“And” task.

We asked ourselves how much time between the stimulus and the answer is possible to learn for particular network size. This problem is related to the well-known vanishing gradient problem concerning long-time dependencies. When estimating the gradient for further minimization, by applying the chain rule the value of the gradient will show short- and long-time dependencies on

"And" task.

Figure 9: Left. Neural network ID04 response of the output in the AND task (“Low -Low” input and “High - High” input). Right: PCA analysis for the same dataset. Top left panel shows inputs, target, and output. Bottom left panel shows 25 individual $h_i(t)$ states.
past values. Long-time dependencies suffer from the shrinkage of the gradient (see Supplementary Material). In the context of ML, this problem was solved by using other recurrent network architectures such as LTSTM and GRU [69, 70].

To show the temporal limitations of the model, we performed a study where we trained a set of networks on the time reproduction task, and then
measure the rate of success in terms of Euclidean distance between target and output. The top panel of Figure 13 shows the result of our study. Each point in the plot is obtained as the average of the distance obtained for the considered set of 20 networks trained for that time interval of response. For this task and a particular duration of the time series, a distance equal to 1 means that all networks reproduce the desired output for the task for the sample test set with good performance. When a distance is equal to 1.8, it means that almost none of the networks could reproduce the task given the worst-case distance between target and output, meaning the maximum possible distance between signal and target.

Our results presented in the upper panel of Figure 13 shows that the mean distance increases with the time duration until it reaches the worst performance at around 120 mS.

Next, we considered a fixed 150 ms delay between input signal and response, where the success rate is low. We then increased the number of recurrent units. The results are shown in the bottom panel of Figure 13. For a fixed time interval, the memory capacity improves with the size of the network as expected, reaching the best performance when the number of units approaches 200. Larger networks do not give any additional advantage.

3.5. Network response to damage

We induced post-training “damage” to a network that was previously successfully trained by removing connections. We then measure the performance of the network as a function of the degree of damage.

We considered a set of 10 successfully trained networks (50 recurrent units) that perform the AND task. Since we are using fully connected networks, the total number of connections is 2500, including positive and negative connections. We removed the connections gradually in a symmetric way by zeroing a growing number of the connections from the smallest (in absolute value) up in the connectivity distribution. For each percentage removed from each network, we calculated the distance between the target and the output in the four possible combinations of input values, and then the average.

The result of this study is shown in Figure 14, trained and damaged connectivity distributions in the insets. Colored lines represent the results for every input configuration of the “And” task (Table 1). In this plot, all connections up to the given percentage are removed. It is clear that, when we removed all the connections (positive and negative) with strength in the lowest 14%, the output of the networks deteriorates (the distance between
output and target is larger than 1 for any input configuration). At 20% of connections removed, the distances are larger than 1.5, meaning the networks stop working correctly (output very different from the target). In panels b and c of Figure 14, we show the result of removing either positive or negative only connections, respectively, up to the given percentage. Here we show that the networks are disrupted, if we remove either only positive or only negative connections. Both types are equally necessary to perform the considered task, and there is no apparent difference for either sign, which is consistent with our generic networks (no distinct excitatory and inhibitory subpopulations).

Next we study what happens if we remove a single percentile (Figure 14 d and e; for instance, 14% means that all connections between 13% and 14% are zeroed). The output deteriorates at values a little higher than before. These results show that both the connectivity strength and the number of removed connections are important.

The effect of removing connections on the network causes the learned task to deteriorate or destroy, whether one removes bands of connections of a certain intensity above a value, or if one accumulates the removal of many connections. The effect does not depend on whether we remove negative or positive connections. The cumulative effect of removing the lower connection portion produces deterioration at a lower percentage intensity value.
Figure 11: Left. Neural network #ID06 in the Flip-Flop task. Right PCA analysis for the same dataset. Top left panel shows inputs signals, target, and output. Bottom left panel shows 25 individual $h_i(t)$ states. Bottom panel: Eigenvalue spectrum of the $W^{Rec}$ matrix.
Figure 12: Time transnational invariance for the stimulus for an “Time reproduction” task. The trained network is stimulated with a time series where the stimulus pulse occurs in different moments. The pink line represents the state of the input signal. The Grey line represents the output response and the red thick line the output target.
Figure 13: Target-output distance in the time reproduction task and scaling properties. Upper panel: Mean distance between target and output vs. time between stimulus and response of the learned task. Bottom panel: Mean distance between target and output vs. size between stimulus and response of the learned task. A distance equal to 1 means that all networks reproduce the desired output for the task. A distance is equal to 1.8, it means that almost none of the networks could reproduce the task, given the worst-case distance between target and output.
Figure 14: Damage analysis: results of removing connections in RNN. (a) Removal of the smallest (in absolute value) connections up to the corresponding percentile. (b) and (c)) Same as (a), but only positive or negative connections, respectively. (d) and (e) Removal of connections within the corresponding percentile only (positive and negative connections, respectively). Mean ± standard error across 10 networks. Within each of the five figures is represented an example of how a band of weights is removed from the distribution of weight connections.
4. Discussion

Decision-making in a time processing task involves the perception, production, comparison, and maintenance of time intervals in working memory [41]. These processes are crucial for animals to anticipate or act correctly at the right time. Neural networks models are useful to understand computation in this context.

Training recurrent networks to imitate different bio-inspired or cognitive tasks is not new. However, in the literature, there are not many examples of open-source frameworks to use. Some of them are very recent. Two examples of useful code that can be used are: [33, 6]. In [33] the main focus is the dynamics and fixed points and in [6] RNNs with a particular structure are considered.

Our work also is a new open-source example that can be used and modified to include different aspects. Also, within the decision-making tasks, a subset of those that we proposed had not been implemented and characterized before. We obtained different realizations for the same task with different dynamical behaviours, which is consistent with [68] as indicated in Section 3.3.

To our knowledge, this the first time where initialization differences in trained RNNs for bio-inspired tasks are studied by comparing Orthogonal Initial condition and Random Normal initial condition, but also the first detailed study on the network scale in terms of temporal response and size concerning the capacity to learn such tasks.

Also, this is the first study performed on the trained RNN with damage to provide insights into how robust is a trained network in terms of its connectivity.

A better understanding of model constraints for simple tasks, such the ones studied in the present work, could help to develop better models in computational neuroscience.

5. Conclusions

We have presented the results of a set of studies performed on RNNs trained to perform various temporal and flow control tasks. We showed that small-sized networks with simple rate models for the individual units are adequate to learn and perform tasks in response to temporally dynamic inputs. We also showed that recurrent networks can learn a given task by developing different internal dynamics—for instance, a constant value in the output can
be produced by the recurrent network either converging to a fixed point or entering a limit cycle [25].

With this study, we were able to characterize the memory limits for a given trained network, showing a trade-off between network size and target duration for a simple task. We explicitly showed how the problem of the vanishing gradients arises as the target duration is increased, which would help when selecting a specific model, network size, and target time scale. Finally, we showed how much damage can sustain a trained network before collapsing. In our model, it is the cumulative effect of removing connections that have a greater effect, rather than the value of the largest connections removed. In other words, we observed, given this training scheme and topology, in which way the task is broken when deactivating certain parts of the network and which part of the weights is significant.

The three analyses proposed, are useful when building neural network models used in computational neuroscience and that frequently their details are not presented, or if they are, they are limited to a small paragraph of supplementary information. In this work, we analyzed a simple model of a small network, making available a numerical framework for the use of an open-source tool in neuroscience studies. One must be cautious when interpreting model results, particularly in complex systems where a mechanistic interpretation of the model behavior is difficult to develop, thus obscuring its relationship with reality. We showed that certain characteristics can emerge naturally when applying network training methods and that the responses obtained due to them are varied and do not necessarily reflect phenomena typical of the cortex, but rather typical of the model used. So the appropriate hypotheses must be considered to make a truly descriptive model.

Further steps in our studies will include a description of networks with excitatory and inhibitory units.
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