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Abstract: This paper is concerned with designing a dynamical synchronization (via a robust cooperative control) of an electromechanical system network (EMSN), consisting of nonidentical brushed DC motors, where only the motors’ angular velocity measurements are available. The challenge of the proposed approach is that the actuation provided by the motor needs to handle external disturbances to achieve the velocity tracking task and handle the interaction between both motors cooperatively to share the load and the disturbance rejection. The control’s basis involves differential flatness and an active disturbance rejection control (ADRC) framework augmented using ideas from the graph theory analysis and multi-agent networks. Experimental results verify the theoretical developments and show the effectiveness of the proposed control strategy despite unexpectedly changing load disturbance and parameters uncertainties. The proposed algorithm is suitable for embedded use due to its simplicity. It can be applied to a broad spectrum of mechatronic systems where dual-motor drive arrangements are necessary.
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1. Introduction

Mechanical systems with synchronization functionalities have been used for many complex applications that cannot be carried out by a single machine and/or individual mechanisms. Synchronization is a common phenomenon in nature [1] and it is necessary for engineering systems that collaborate to perform complex tasks, e.g., unmanned air vehicles, multi-robots, and sensor networks [2–4]. In particular, angular velocity synchronization and load-sharing in rotating mechanics systems for different applications have been topics of interest for motion control applications [5,6]. In this context, when the amount of torque applied to the load is prescribed and carried out by each drive and motor set, one speaks about load-sharing. As a consequence, cooperative control algorithms have to be developed to synchronize the speed and the torque of the participating motors robustly, to accomplish the different requirements to operate. Cooperation is a type of synchronization requiring all participants to interact to share information and cooperate toward achieving the goal [7,8]. The authors in [9] presented a control system that employs clock pulses to regulate and synchronize DC motors working at high velocities. The authors in [9] presented a control system to synchronize DC motors via clock pulses. This approach has unique features, such as precision and availability to restore equality in phases despite disturbances affecting the DC motor shafts. In [10,11], the problem of the load-sharing torque was studied for two...
DC motors with elastic shafts. In this work, the two engines provide the same torque to the entire load, provided that the motors have the same characteristics. Nevertheless, if the engines are not equal, they provide (only partially) a quantity of torque proportional to the nominal drive capacity. In [12], the authors described how two induction motors (IMs) provide the electric traction to a gantry crane, where a voltage/frequency control strategy allows distributing torque equally between the two induction motors to move the wheels of the crane subjected to slippages. Regardless, those above works do not explicitly present a cooperative control law that manages (at the same time) angular velocity tracking and load sharing.

For mechanical systems (second-order systems), high-gain control (also called proportional control) and proportional integral derivative (PID) control is an adequate solution because it is easy to implement for real-time applications [13]. Nevertheless, it is common knowledge that proportional control cannot completely remove the consequences of disturbances. Nonetheless, when a proportional integral derivative is employed, the integral term might efficiently reject the constant disturbance, although its performance is modest when time-varying disturbances are presented. In addition, the derivative mode of the PID is often removed due to the noise sensitivity [14]. Model reference adaptive control and adaptive control (AC) approaches are considerably efficient when the model parameters are uncertain [15]. This approach was recently applied in [16] to load sharing of two DC motors, which are identical in speed–torque characteristics. Nevertheless, under the presence of external disturbances, e.g., load torque, AC methods are limited since critical parameters are difficult to estimate in real-time [17]. In [18], an adaptive robust H-infinity control scheme is proposed to achieve both the load tracking and multi-motor synchronization of multi-motor servomechanism.

To suppress the influences of parameter uncertainties and external disturbances, the sliding model control (SMC) has shown satisfactory capabilities [19]. In [20], an SMC-based for the multi-motor is proposed. The authors in [21] propose an adaptive global sliding mode algorithm (AGSMC) to control a vibration system collaboratively. Nevertheless, it is common knowledge that discontinuous switching of the controller can be a source of high-frequency vibrations in mechanical and electromechanical systems [22,23], which is objectionable for servomechanisms. Lyapunov-based approaches have also been used for the design of synchronization controllers. In particular, in [24], a synchronization control technique for cable-driven parallel robots is presented.

Within the approaches, as mentioned earlier, the authors solved the load-sharing problem, mainly via well-designed and elegant feedback approaches that are robust towards the disturbance originated from the load. However, none of the reported works propose estimating the disturbance to cancel it later through a convenient electric current distribution in each electrical machine.

In the context of disturbance estimation and rejection, since the seminal work by Han [14], active disturbance rejection control (ADRC) has become central to designing control algorithms that allow online estimating disturbances caused by unknown system dynamics and exogenous disturbances. The “total disturbance” is estimated by the extended state observer (ESO) [25–27], the so-called disturbance-observer [28], and then “rejected” by combination of feedback and feed-forward terms [29].

The ADRC approach has been applied in many domains of control engineering, for instance: power filter design [30], energy storage [31], power plants [32], DC converters [33], electric machines and servomechanisms [34–36], or even renewable energy, together with cooperative control [37]. In recent years, due to the popularity of electric vehicles (EVs), ADRC has been applied to solve the problem of angular velocity synchronization between electric engines [38], where permanent magnet synchronous motors are used [39]. Nevertheless, the mentioned approaches do not consider a cooperative strategy. Moreover, the design is an observer sliding-mode-based. Very recently, an ADRC strategy [40] and an ADRC together with SMC [41] have been proposed for the synchronization control of parallel conveyors. However, as mentioned earlier, the load and external disturbances are
not necessarily estimated with these approaches, which are required in our approach to conveniently distribute the electric current in each electrical machine.

Contributions

This work presents a cooperative active disturbance rejection control to share the load and synchronize the angular velocity of two non-identical brushed DC motors (see Figure 1). The considered model allows a network topology, i.e., we describe and interpret the system as an electromechanical system network (EMSN) affected by an unknown load torque, the flow of energy between each subsystem, and modeling uncertainties. The control design founded on differential flatness and an ADRC framework is boosted with the graph theory analysis and the multi-agent network approach. The present work is the follow-up to [42]. However, only the principle control design was presented in the latter work without giving a network topology interpretation and closed-loop performance analysis. Given the above literature, our contributions can be summarized as follows:

- We propose a novel robust cooperative control of an EMSN constituted of nonidentical brushed DC motors where only the motors’ angular velocity measurements are available.
- The key idea behind the proposed approach is that the actuation provided by the motor needs to handle the total disturbance associated with unknown parameters, unknown dynamics, or an external torque load to achieve the velocity tracking task. It also needs to handle the interaction between both motors cooperatively to share the load and the disturbance rejection.
- The information exchange in the cooperative control utilizes the physical communication network and digital communication between controller modules to achieve torque sharing using an agreement-like algorithm in the ADRC.
- We proved the input-to-state stability (ISS) properties of the closed-loop system.
- We scrutinized the closed-loop system’s effectiveness and advantages through real-time experiments in a controlled and instrumented set-up.
- A rigorous assessment of the robustness and tracking performance towards unexpectedly changing the load disturbance and parameter uncertainties was carried out.
- The proposed algorithm is suitable for embedded use due to its simplicity. It can be applied to a broad spectrum of mechatronic systems where dual-motor drive arrangements are necessary.

The remainder of the article is structured as follows. The preliminary theoretical aspects are introduced in Section 2. The system’s dynamic model and differential parameterization are presented in Section [43]. The cooperative ADRC design and the main results are introduced in Section 4. The efficacy of the control strategy is demonstrated experimentally in Section 5. Section 6 delivers the conclusions. Appendix A presents in detail the closed-loop stability analysis.

2. Preliminaries

2.1. Differential Flatness

Flatness (or differential flatness) is a property that generalizes the concept of linear controllability to the case of nonlinear systems. In the linear time-invariant and time-
varying cases, it entirely coincides with the controllability concept. Flatness trivializes the system structure, under state transformation and partial feedback, to that of a pure integration system [44].

2.2. Input-to-State Stability (ISS)

In the following, $\|\cdot\|$ denotes the Euclidean norm for vectors and the induced two-norm for matrices, respectively. A dynamical system, with state $x$ and input $w$, satisfies the input-to-state stability (ISS) property if there exists a class $\mathcal{K}$ function $\beta$ and a class $\mathcal{K}$ function $\gamma$ such that $\|x(t)\| \leq \beta(\|x(0)\|, t) + \gamma(\overline{\|w_{[0,t]}\|}_\infty)$ for all $t \geq 0$. For a signal $w$, $\|\cdot\|_\infty$ denotes the $\mathcal{L}_\infty$-norm: $\overline{\|w_{[0,s]}\|}_\infty = \sup_{0 \leq t \leq s} \|w(t)\|$. For linear systems, ISS is equivalent to the global asymptotic stability of the unforced system [45].

Theorem 1 ([45]). The following properties are equivalent for any system:
1. It is ISS.
2. It admits an ISS-Lyapunov function.
3. It is robustly stable.

3. System’s Mathematical Model

From Figure 1, using Kirchhoff’s laws and the principle of angular momentum, the following dynamic model is obtained:

$$
\begin{align*}
L_{a1} \frac{dI_{a1}}{dt} &= -R_{a1} I_{a1} - K_{e1} \dot{\theta}_1 + v_{a1} \\
J_{1} \ddot{\theta}_1 &= -k_1 (\theta_1 - \theta_{g1}) - b_1 (\dot{\theta}_1 - \dot{\theta}_{g1}) + K_{t1} I_{a1} \\
J_{g1} \ddot{\theta}_{g1} &= k_1 (\theta_1 - \theta_{g1}) + b_1 (\dot{\theta}_1 - \dot{\theta}_{g1}) - T_1 \\
L_{a2} \frac{dI_{a2}}{dt} &= -R_{a2} I_{a2} - K_{e2} \dot{\theta}_2 + v_{a2} \\
J_{2} \ddot{\theta}_2 &= -k_2 (\theta_2 - \theta_{g2}) - b_2 (\dot{\theta}_2 - \dot{\theta}_{g2}) + K_{t2} I_{a2} \\
J_{g2} \ddot{\theta}_{g2} &= k_2 (\theta_2 - \theta_{g2}) + b_2 (\dot{\theta}_2 - \dot{\theta}_{g2}) - T_2 \\
J_{gL} \ddot{\theta}_{gL} &= T_0 - T_L = n(T_1 + T_2) - T_L
\end{align*}
$$

the involved symbols assigned to the variables and parameters are described in Table 1 where the subscript $i = \{1, 2\}$ indicates the corresponding brushed DC motor.

One aim is to represent the system as an electromechanical system network (EMSN), such as suggested in Figure 2.

Figure 2. (a) Electromechanical system network (EMSN) and (b) its interconnection topology.
However, this does not mean that the load is shared. The next section presents the proposed schema for achieving angular velocity synchronization and load-sharing for the system depicted in Figure 1.

**Table 1.** Definition of symbols used in (1).

| Parameter                              | Symbol |
|----------------------------------------|--------|
| Angular position of the shaft motor    | $\theta_1$ |
| Angular position of the primary gears  | $\theta_g$ |
| Angular position of the (load) gear    | $\theta_L$ |
| Voltage input                          | $v_{in}$ |
| Armature current                       | $I_a$ |
| Armature resistance                    | $R_a$ |
| Armature Inductance                    | $L_a$ |
| Moment of inertia of the motor, gears, | $J_1, J_2, J_L$ |
| and load gear                          | $b_i, k_i$ |
| Torque and Back emf and motor torque   | $K_{e_1}, K_{e_2}$ |

Consequently, systems (1)–(7) can be split into the following three subsystems,

$$
\Sigma_1 := \begin{cases}
L_{d_1} \frac{d\theta_1}{dt} = -R_{d_1} I_{d_1} - K_{d_1} \theta_1 + v_{d_1} \\
J_1 \ddot{\theta}_1 = -k_1 (\theta_1 - \theta_g) - h_1 (\dot{\theta}_1 - \dot{\theta}_g) + K_{i_1} I_{d_1}
\end{cases}
\tag{8}
$$

$$
\Sigma_2 := \begin{cases}
L_{d_2} \frac{d\theta_2}{dt} = -R_{d_2} I_{d_2} - K_{d_2} \theta_2 + v_{d_2} \\
J_2 \ddot{\theta}_2 = -k_2 (\theta_2 - \theta_g) - b_2 (\dot{\theta}_2 - \dot{\theta}_g) + K_{i_2} I_{d_2}
\end{cases}
\tag{9}
$$

$$
\Sigma_3 := \begin{cases}
J_{eq} \ddot{\theta}_g = k_1 (\theta_1 - \theta_g) + b_1 (\dot{\theta}_1 - \dot{\theta}_g) + k_2 (\theta_2 - \theta_g) + b_2 (\dot{\theta}_2 - \dot{\theta}_g) - 2 \frac{T_i}{n}
\end{cases}
\tag{10}
$$

where $J_{eq} = 2 (J_g + \frac{J_{b}}{n^2})$.

**Remark 1.** Let us consider only the mechanical part of the system $\Sigma_1$ and $\Sigma_2$, together with $\Sigma_3$. Furthermore, let us define $\omega_1 = \dot{\theta}_1$, $\omega_g = \dot{\theta}_g$ and $T_{ki} = k_i (\omega_1 - \omega_2)$ with $i = \{1, 2\}$. The dynamics of these mechanical subsystems can be written in matrix form, as follows:

$$
\begin{pmatrix}
J_1 & 0 & 0 \\
0 & J_2 & 0 \\
0 & 0 & J_{eq}
\end{pmatrix}
\begin{pmatrix}
\dot{\omega}_1 \\
\dot{\omega}_2 \\
\dot{\omega}_g
\end{pmatrix}
= \begin{pmatrix}
-b_1 & 0 & b_1 \\
0 & -b_2 & b_2 \\
b_1 & b_2 & -(b_1 + b_2)
\end{pmatrix}
\begin{pmatrix}
\omega_1 \\
\omega_2 \\
\omega_g
\end{pmatrix}
+ \begin{pmatrix}
-T_{k_1} + K_{i_1}, I_{d_1} \\
-T_{k_2} + K_{i_2}, I_{d_2} \\
T_{k_1} + T_{k_2} + 2 \frac{T_i}{n}
\end{pmatrix}
\tag{11}
$$

which has the form of a time-invariant linear system:

$$
f\dot{\omega} = -\mathcal{L}_b \omega + \mathbf{Y}
\tag{12}
$$

Note that $\mathcal{L}_b$ represents the Laplacian matrix of the EMSN, which is symmetric and positive semi-definite, i.e., $\mathcal{L}_b = \mathcal{L}_b^T \succeq 0$. Moreover, note that the row sum of $\mathcal{L}_b$ is zero. From graph theory, [7,8,46], it is known that the zero-input response of (12) decays to zero exponentially fast, whereas the zero-state response converges to a consensus (synchronization). That is, $\omega_1, \omega_2, \omega_g \rightarrow \omega_{Con} \text{ when } t \rightarrow \infty$. This implies that after a sufficiently long time, $\omega_1 = \omega_2 = \omega_g = \omega_{Con}$, which implies

$$
\omega_L = \frac{\omega_g}{n} = \frac{\omega_1 + \omega_2}{2n}
\tag{13}
$$

Equation (13) shows that the synchronization for the mechanical system is achieved naturally. However, this does not mean that the load is shared. The next section presents the proposed schema to achieve angular velocity synchronization and load-sharing for the system depicted in Figure 1.
Differential Flatness-Based Parameterization for the Servomechanism

To design the collaborative and decentralized control strategy, one considers the subsystems (8) and (9). As it was done previously, let us define $\omega_i = \dot{\theta}_i$, $\omega_e = \dot{\theta}_e$ and $T_k = k_i(\omega_i - \omega_e)$ with $i = \{1, 2\}$. Thus, (8) and (9) can be written as follows:

$$\Sigma_i := \begin{cases} I_i \frac{d\dot{\theta}_i}{dt} = -R_i I_i - K_i \omega_i + v_{a_i} \\ J_i \omega_i = -T_i + K_i I_i \end{cases}$$

with $T_i = T_k + b_i(\omega_i - \omega_e).

On the other hand, it is well known that the Flat output of the DC motor system is the angular speed [43,44]. Therefore, the differential parameterization of all system variables, and the control vector $v_a = (v_{a_1} v_{a_2})^T$, in terms of $F = (F_1 F_2)^T$, and their time derivatives become:

$$F_i = \omega_i$$
 $$I_{a_i} = \frac{J_i}{K_i} F_i + \frac{R_i}{K_i} F_i + \frac{L_i}{K_i} F_i$$
 $$v_{a_i} = \left( \frac{R_i}{K_i} F_i + K_i F_i + \frac{L_i}{K_i} F_i \right) I_{a_i} + \left( \frac{R_i}{K_i} F_i + K_i F_i + \frac{L_i}{K_i} F_i \right) T_i$$

with $i = \{1, 2\}$ and where $\Psi_e(F_1, T_1, t)$ and $\Psi_e(T_2, T_2, t)$ represent the amount of endogenous and exogenous disturbances, respectively. Furthermore, $\Psi_e$ is state-dependent and $\Psi_e$ is (in general) unknown. However, both are considered to be functions of the time and are assumed to be uniformly absolutely bounded.

**Remark 2.** The boundedness of $\Psi_e(F_1, \dot{F}_1, t)$ comes from (12), which can be written as

$$\dot{\omega} = -\mathcal{L}_0 \omega + \dot{\Psi}$$

with $\mathcal{L}_0 = J^{-1} \mathcal{L}_b$ and $\dot{\Psi} = J^{-1} \dot{\Psi}$. Since $J$ is a diagonal matrix, $\mathcal{L}_b$ represents the Laplacian matrix of the EMSN. As a consequence, the vector of one is an eigenvector corresponding to the eigenvalue $\lambda_1(\mathcal{L}_b) = 0$ [8]. Eigenvalues can be listed in increasing order, $0 = \lambda_1(\mathcal{L}_b) < \lambda_2(\mathcal{L}_b) \leq \lambda_3(\mathcal{L}_b)$.

Then, the solution of (18) for $t \in \mathbb{R}_{>0}$ can be written as

$$\omega(t) = e^{\mathcal{L}_0 t} \omega(0) + \int_0^t e^{\mathcal{L}_0 (t-\tau)} I_2 \dot{\Psi}(\tau) d\tau$$

by using the bound [47]

$$\|e^{-\mathcal{L}_0 t}\| \leq e^{\lambda_2(\mathcal{L}_b) t}$$

an upper bound on the norm of the trajectories of (18) is established as

$$\|\omega(t)\| \leq e^{-\lambda_2(\mathcal{L}_b) t} \|\omega(0)\| + \int_0^t e^{-\lambda_2(\mathcal{L}_b) (t-\tau)} \|\dot{\Psi}\| d\tau$$

$$\leq e^{-\lambda_2(\mathcal{L}_b) t} \|\omega(0)\| + \frac{1}{\lambda_2} \sup_{0 \leq \tau \leq t} \|\dot{\Psi}(\tau)\|$$

The bound shows that the zero-input response decays to zero exponentially fast, whereas the zero-state response is bounded by every bounded input. Since components of the $\dot{\Psi}$ correspond to a linear combination of the armature current, stiffness torque, and load torque, which are bounded, then one always has a bounded input. Consequently, $\omega(t)$ is always bounded. Since $F_1(t) = \omega_1(t)$
and $F_2(t) = \omega_2(t)$ are chosen to be the flat outputs, then $F_i(t)$ with $i = \{1, 2\}$ is, by definition, bounded, which corresponds with our assumption.

Let $\Psi_i(\cdot)$ be the total disturbance with $\Psi_i(F_i, \dot{F}_i, T_{d,i}, \dot{T}_{d,i}, t) = \Psi_{ex}(F_i, \dot{F}_i, t) + \Psi_{ex}(T_{d,i}, \dot{T}_{d,i}, t)$. Then, the differential parameterization (17) can be written as follows

$$\ddot{\hat{F}}_i = \frac{K_i}{L_{a,i}J_{eq,i}} [v_{ai} - \Psi_i(F_i, \dot{F}_i, T_{d,i}, \dot{T}_{d,i}, t)]$$

Again, in the case that $i_a, F_i, \dot{F}_i$ with $i = \{1, 2\}$ are measured, and the system’s parameters are well known, this differential parameterization suggests the following collaborative and decentralized speed tracking controller with load-sharing

$$v_{ai} = \left(\frac{L_{a,i}J_{eq,i}}{K_i}\right) v_i + \Psi_i(\cdot)$$

with

$$v_i = F_i^* - k_{1,i}(F_i - F_i^*) - k_{0,i}(\dot{F}_i - \dot{F}^*_i) - k_c(T_{d,i} - \dot{T}_{d,i})$$

where $F_i^*$ represents the reference (desired) angular velocity for each motor (being $\omega_i^*$ the desired angular velocity of the load shaft) and $T_{d,i}, \dot{T}_{d,i}$ with $i = \{1, 2\}$ and $j = 1$ for $i = 1$ and $j = 1$ otherwise, represents the torque that has to develop each motor, such that the desired velocity is achieved. Consequently, the term $(T_{d,i} - \dot{T}_{d,i})$ represents the torque’s discrepancy between the motors. Let us define the speed tracking errors as: $z_i = \dot{F}_i - \dot{F}_i^*$, $\dot{z}_i = \ddot{F}_i - \dot{F}_i^*, \ddot{z}_i = \dddot{F}_i - \dddot{F}_i^*$. Thus, the closed-loop system can be written as follows

$$\ddot{z}_i(t) + k_{1,i} \dot{z}_i(t) + k_{0,i} z_i(t) = -k_c(T_{d,i} - \dot{T}_{d,i})$$

If $\{k_{1,i}, k_{0,i}\}$ are chosen, such that the left-size of (23) is a Hurwitz polynomial, then, given some initial conditions, $z_i(0), \dot{z}_i(0)$ to 0 when $t \to \infty$ if and only if

$$T_{d_i} - \dot{T}_{d_j} = 0$$

Note that (24) represents the load-sharing condition, i.e., it represents the agreement protocol between the subsystems $\Sigma_1$ and $\Sigma_2$ to drive subsystem $\Sigma_3$. Hence, according to Remark 1, the speed-tracking and load-sharing objectives are achieved.

Unfortunately, the control law (21) and (22) is far from being implementable, because, in practice, only the flat outputs $F_i$ are measured. As a consequence, $\dot{F}_i, T_{d,i}, \Psi_i(\cdot)$ for $i = \{1, 2\}$ must be estimated online in order to accomplish the control objective. This issue is addressed in the next section.

4. Decentralized Active Disturbance Rejection Controller Design

Let us define $F_{i,1} = F_i$ and $F_{i,2} = \dot{F}_i$, then (20) can be written as follows

$$\ddot{F}_{i,1} = F_{i,2}$$
$$\ddot{F}_{i,2} = \frac{K_i}{L_{a,i}J_{eq,i}} [v_{ai} - \Psi_i(F_{i,2}, F_{i,1}, T_{d,i}, \dot{T}_{d,i}, t)]$$

Before developing the active disturbance rejection controller, we assume the following:

(a) Only the flat outputs $F_{i,1} = F_i$ are measured, for $i = \{1, 2\}$.
(b) The nominal values of the set $\{L_{a,i}, J_{eq,i}, K_i\}$ are known for $i = \{1, 2\}$.
(c) The control inputs are available, $v_{ai}$ for $i = \{1, 2\}$.
(d) The disturbances functions ($\Psi_i$) are uniformly absolutely bounded, i.e., $\sup_i \|\Psi_i(\cdot)\| = \|\Psi_i\|_{\infty}$ for $i = \{1, 2\}$.
(e) The disturbance estimation will be denoted by $\eta_{i,1}$ for $i = \{1, 2\}$. 
The estimated variables of the flat outputs, and their successive derivatives, will be denoted by $\hat{F}_{i,1}$ and $d\hat{F}_{i,1}/dt = \hat{F}_{i,2}$, which correspond to the estimated $F_{i,1} = F_i$ and $F_{i,2} = \hat{F}_i$, respectively, and for $i = \{1, 2\}$.

### ESO Design for the Decentralized ADR Controller

From (25), we design the following extended state observer (ESO) as follows [29],

$$
\frac{d\hat{F}_{i,1}}{dt} = \hat{F}_{i,2} + l_{3,i}(F_i - \hat{F}_{i,1})
$$

$$
\frac{d\hat{F}_{i,2}}{dt} = \left(\frac{K_{t_i}}{L_{a_i}J_{eq_i}}\right)v_{a_i} + \eta_{i,1} + l_{2,i}(F_i - \hat{F}_{i,1})
$$

$$
\dot{\eta}_{i,1} = \eta_{i,2} + l_{1,i}(F_i - \hat{F}_{i,1})
$$

$$
\dot{\eta}_{i,2} = l_{0,i}(F_i - \hat{F}_{i,1})
$$

(26)

It follows that the estimation of the total disturbance is given by (see Proposition A1 and Remark A1)

$$
\tilde{\Psi}_i = -\frac{L_{a_i}J_{eq_i}}{K_{t_i}}\dot{\eta}_{i,1}
$$

(27)

The set of coefficients $\{l_{3,i}, l_{2,i}, l_{1,i}, l_{0,i}\}$ are constant values, which are chosen with the help of a desired closed-loop Hurwitz polynomial of the fourth-order for the linear dominating dynamics of the injected estimation error dynamics.

### Remark 3.

(Estimation of the developed torque in each motor): From (17), the total disturbance is given by

$$
\Psi_i = \left(\frac{R_{a_i}}{K_{t_i}}\right)F_i + K_cF_i + \left(\frac{L_{a_i}}{K_{t_i}}\right)T_{d_i} + \left(\frac{R_{a_i}}{K_{t_i}}\right)T_{\delta_i}
$$

(28)

Let us assume constant parameters, $F_{i,1} = F_i$ and $F_{i,2} = \hat{F}_i$. Hence, at a steady-state, the total disturbance $\Psi_i$ becomes

$$
\Psi_i^{ss} = K_cF_{i,1} + \left(\frac{R_{a_i}}{K_{t_i}}\right)T_{d_i}
$$

(29)

Let $\Psi_i^{ss}$ and $\hat{F}_{i,1}$ be the estimations of $\Psi_i^{ss}$ and $F_i$ respectively, which are obtained through (ESO) (26). Consequently, the developed torque by the motor $i$, such that the steady-state is achieved, is estimated as follows

$$
\hat{T}_{d_i} = \frac{K_{t_i}}{R_{a_i}}(\Psi_i^{ss} - K_c\hat{F}_{i,1})
$$

(30)

Equation (30) is obtained assuming a steady-state. However, through many experiments, it has been corroborated that this assumption could be removed, and then we can use $\Psi_i^{ss}$ instead of $\Psi_i^{ss}$.

Now, we are ready to announce our main result. The idea is to adapt the estimated values obtained from the observer (26) in the tracking controller. Thus, one has the following collaborative and decentralized speed tracking controller, ADRC-based with load-sharing capabilities:

$$
v_{a_i} = \left(\frac{L_{a_i}J_{eq_i}}{K_{t_i}}\right)v_i + \hat{\Psi}_i
$$

(31)

with

$$
v_i = \hat{F}_i - k_{1,i}(\hat{F}_{i,2} - \hat{F}_i) - k_{0,i}(\hat{F}_{i,1} - F_i) - k_c(\hat{T}_{d_i} - \hat{T}_{d_i})
$$

(32)

where

$$
\hat{T}_{d_i} = \frac{K_{t_i}}{R_{a_i}}(\Psi_i - K_c\hat{F}_{i,1})
$$

(33)
for $i = \{1, 2\}$. The set of coefficients $\{k_{1,i}, k_{0,i}\}$ are positive values, which are chosen with the help of a desired closed-loop Hurwitz polynomial of the second-order.

The interconnection topology of the overall system using the control law (31)–(33) is depicted in Figure 3, where the energy flow and information flow are represented using solid edges and dotted edges, respectively. In the experimental tests, we will demonstrate the importance of the digital torque coupling. The closed-loop system, depicting each subsystem, is shown as a block diagram in Figure 4.

**Figure 3.** Interconnection topology of the EMSN depicting energy flow (solid edges) and information flow (dotted edges).

**Figure 4.** General block diagram of the proposed control scheme.

**Remark 4.** The proposed scheme for more than two motors can be applied in the framework of multi-agent systems. The digital torque coupling for the load-sharing could be implemented via a communication topology using undirected and connected graphs. Then, cooperative strategies, such as the leader-following consensus, could be used [48,49].

### 5. Experimental Results

A general schema and the experimental setup are depicted in Figures 5 and 6, respectively. The setup comprises two DC power supplies, two full bridges, and two brushed DC motors coupled using two gearboxes to a common stiff shaft. Furthermore, the computational board is based on the TMS320F28335.

Each motor has a gearbox (PLG 32) with 50:1 [50], and a relation of the nominal output torque of 150 Ncm. The dynamic load torque applied to the servomechanism system (exogenous disturbance) is carried out using a DC motor and the torque load is measured through a rotary torque sensor (TRS605) [51]. For the servomechanism, the first DC motor is a Dunkermotoren GR42x25. This motor has a tachogenerator to measure the angular velocity (TG–11). Table II shows a summary of the electrical parameters for this motor. The second DC motor is a Cleveland ME2130–198B. This motor has an incremental encoder of 1000 lines/rev. Table III shows a summary of its electrical parameters. The Servomechanism’s parameters are given by $J_L = 37 \, \mu\text{kgm}^2$, $B_L = 190 \, \mu\text{Nm}$. Note that the DC motor parameters $K_l$ and $K_e$ are assumed to be equivalent [52].
The control algorithm is coded on a TMS320F28335 DSP board. The internal clock frequency in the processor is set to 150 MHz and the sampling frequency is adjusted to 1 MHz. Two incremental encoder modules, two PWM signal generators, and the digital output are required. Figure 5 depicts the involved elements and these are described below. The flat output \( F_1 \) is measured by the A/D converter, and \( F_2 \) is measured by a dual-channel incremental encoder with a quadrature. The control inputs \( v_{a1} \) and \( v_{a2} \) adjust the duty cycle of the respective PWM module, which are set to a frequency of 10 kHz. The disturbance signal \( \tau_L \) is driven via a digital output port of the DSP board, which allows enabling/disabling the applied disturbance load torque in the common stiff shaft.

The control-observer strategy is implemented for each motor. Each one has two modules, which are described below. In the ESO module, the effects of the interaction and the load torque perturbations are estimated (\( \hat{\eta}_{i1}, \hat{\eta}_{i2}, \hat{\eta}_{i3} \)). The ESO is implemented via a discretization using the implicit Euler method. The gains \( \{l_{3,i}, l_{2,i}, l_{1,i}, l_{0,i}\} \) are chosen in such a way that the eigenvalues are:

\[
\begin{align*}
\lambda_{0,1} &= -9.7 \times 10^8, \\
\lambda_{1,1} &= -6.22, \\
\lambda_{2,1} &= \lambda_{3,1} = -3.11 \pm 5.48i
\end{align*}
\]

for the ESO 1 and

\[
\begin{align*}
\lambda_{0,2} &= -2.26 \times 10^7, \\
\lambda_{1,2} &= -4.05, \\
\lambda_{2,2} &= \lambda_{3,2} = -2.02 \pm 3.65i
\end{align*}
\]

for the ESO 2. The \( k_c = 6 \times 10^6 \) gain is for both subsystems.

For the feedback term (32), the gains \( \{k_{1,i}, k_{0,i}\} \) are chosen in such a way that the closed-loop eigenvalues are

\[
\begin{align*}
\hat{\lambda}_{0,1} &= -42.4, \\
\hat{\lambda}_{1,1} &= -42.5, \\
\hat{\lambda}_{0,2} &= -14.1, \\
\hat{\lambda}_{1,2} &= -14.2.
\end{align*}
\]
In the Reference trajectory module, we program the reference signal $F_i^*$ for the flat output $F_i = \omega_i$, which is specified as follows:

$$ F^* = \begin{cases} 
F_i^{*\text{init}} & \text{for } t < t_{\text{init}}, \\
F_i^{*\text{init}} + (F_{\text{final}}^{*\text{init}} - F_i^{*\text{init}}) f(t, t_{\text{init}}, t_{\text{final}}) & \text{for } t_{\text{init}} \leq t \leq t_{\text{final}}, \\
F_{\text{final}}^{*\text{init}} & \text{for } t > t_{\text{final}}.
\end{cases} $$

with $f(t, t_{\text{init}}, t_{\text{final}}) \in [0, 1], \forall t \in [t_{\text{init}}, t_{\text{final}}]$ being an 8th-order Bézier polynomial given by

$$ f(t, t_{\text{init}}, t_{\text{final}}) = 252t^5 - 1050t^6 - 1800t^7 - 1575t^8, $$

$$ \Gamma = \left( \frac{t - t_{\text{init}}}{t_{\text{final}} - t_{\text{init}}} \right) $$

and

$$ \begin{cases} 
F_i^{*\text{init}} = 0 \text{ rad/s} & \text{for } 0 \leq t < 2.5 \text{ s} \\
F_{\text{final}}^{*\text{init}} = 300 \text{ rad/s} & \text{for } 2.5 \leq t < 4 \text{ s} \\
F_i^{*\text{final}} = 0 \text{ rad/s} & \text{for } 4 \leq t < 5.5 \text{ s}
\end{cases} $$

Figures 7a,b show the angular reference velocity $F^*$, the angular velocity response to each DC motor, and the angular speed response corresponding to the common stiff shaft. One can see that the trajectory tracking task and angular velocity synchronization for the two DC motors are achieved approximately in 0.2 s, despite an applied external load torque, i.e., $T_L \neq 0$. The tracking velocity error (induced by unknown disturbances and the applied load torque) is shown in Figure 8, whose amplitude remains bounded. Each motor’s tracking velocity error bound is around 15 rad/s, representing 5% of the maximum desired velocity.

![Figure 7](image_url)

**Figure 7.** Angular speed tracking responses: (a) in each subsystem M1 and M2, and (b) in the common stiff shaft.
During experimentation, disturbances are applied to the common stiff shaft, whether the angular velocity reference is constant or time-varying. The applied load torque magnitude was around 4 Nm (see Figure 9a) to induce disturbances in the motors’ shaft, but without putting the system at risk.

The challenges and contributions of the proposed approach are that the actuation provided by the motors not only needs to handle disturbances associated with unknown parameters, unknown dynamics, or the external torque load, but it also needs to handle the interaction between both motors cooperatively to share the disturbance rejection. For that, in each subsystem, the extended state observer (ESO) estimates the so-called total disturbance $\Psi_i$, which is required for the control law (31) to cancel it. In turn, $\hat{\Psi}_i$ allows estimating the disturbance torque $\hat{T}_{di}$ with respect to the motor’s shaft, which is afterward used in the cooperative control law (32). Note that a key in the proposed control is the agreement term $k_c(\hat{T}_{di} - \hat{T}_{dj})$, which handles the interaction between both motors cooperatively to share the load and reject the disturbances collaboratively.

Figure 9a shows the load torque applied to the primary shaft system, while Figure 9b shows the motor’s developed torque to reject the disturbance. Here, we realize that the load torque distribution between the two DC motors is equitable. Thus the cooperative controller achieves its objective. On the other hand, Figure 9c,d show the input voltage response of each DC motor with and without digital torque coupling, respectively. One can see that the supply voltage is not similar because the DC motors have different characteristics (see Tables 2 and 3). However, the supply voltage difference is more significant when digital torque coupling is not considered (see Figure 9d).

To demonstrate the advantages of the proposed control strategy, we conducted the same test with and without the agreement term, $k_c(\hat{T}_{di} - \hat{T}_{dj})$ in the control law (31) and (32), seen as digital coupling. The comparison is shown in Figure 10. The evolution of the motor’s armature current is depicted for clearness instead of the torques. Figure 10a shows...
the performance of the proposed collaborative control. The difference in the armature currents is because the motors have different nominal parameters (see Table 2 and Table 3). Nevertheless, the developed torque is the same in each motor, as shown in Figure 9b.

Table 2. Data GR 42 × 25 DCM1.

| Parameter       | Symbol | Unit | Value |
|-----------------|--------|------|-------|
| Resistor        | R_{a1} | Ω    | 6.14  |
| Inductor        | L_{a1} | H    | 8.9 m |
| Rotor inertia   | J_{eq1}| Kgm² | 7.1 µ |
| Viscous friction| B_{eq1}| Nm  | 4.1 µ |
| Back emf        | K_{e1} | Vs/ rad | 49.13 m |
| Torque constant | K_{t1} | Nm/A | 49.13 m |
| Rated torque    | τ_{n1} | Nm  | 38 m  |
| Rated voltage   | v_{a1} | V   | 24    |
| Rated current   | I_{a1} | A   | 0.9   |
| Rated power     | P_{n1} | W   | 14.3  |
| Rated speed     | ω_{n1} | rpm | 3600  |

Table 3. Data ME2130-198B DCM2.

| Parameter       | Symbol | Unit | Value |
|-----------------|--------|------|-------|
| Resistor        | R_{a2} | Ω    | 1.2   |
| Inductor        | L_{a2} | H    | 2.6 m |
| Rotor inertia   | J_{eq2}| Kgm² | 25 µ  |
| Viscous friction| B_{eq2}| Nm  | 9.124 µ |
| Back emf        | K_{e2} | Vs/ rad | 0.08 |
| Torque constant | K_{t2} | Nm/A | 0.08  |
| Rated torque    | τ_{n2} | Nm  | 0.374 |
| Rated voltage   | v_{a2} | V   | 48    |
| Rated current   | I_{a2} | A   | 2.39  |
| Rated power     | P_{n2} | W   | 115   |
| Rated speed     | ω_{n2} | rpm | 6500  |

On the other hand, Figure 10b shows the performance without the coupling mentioned earlier. Trajectory tracking is achieved in this case, and velocity synchronization is performed due to the gears’ mechanical system network. However, the load is not shared to reject the disturbance. This last can be corroborated through the evolution of the armature current. Note that system Σ₁ practically does not provide the current (torque) in the interval t₁. Furthermore, during t₂, Σ₁ works as a generator due to the external disturbance, and Σ₂ tracks the reference and annihilates the disturbance. Finally, during t₃, Σ₁ provides a lesser amount of the current and the job is done by Σ₁.
Robustness Evaluation against Parameter Uncertainties

To test the performance of the system under dynamic model parameter variations, an angular output speed reference $\omega_l = 6 \text{ rad/s}$ was established. Moreover, the load torque profile shown in Figure 11 was applied. The tests consisted of the variation of parameters $L_{a2}$, $R_{a2}$, and $J_{eq2}$, in the code of the proposed control scheme. We chose the parameters of the Cleveland CD motor ($\Sigma_2$) to achieve this task. Then, parameters $L_{a2}$, $R_{a2}$, and $J_{eq2}$ were scaled by the factor $\kappa$, which took values in the closed interval $[0.2, 7.7]$, i.e., $\kappa \in [0.2, 7.7]$.

Figures 12 and 13 showed the response of the angular velocity error, $\omega_l - \omega_l^*$, and the torque difference between the two CD motors, $\hat{T}_{d1} - \hat{T}_{d2}$, respectively. These signals were obtained under motor 2 parametric variations: $L_{a2}$ (Figure 12a,b), $J_{eq2}$ (Figure 12c,d), and $R_{a2}$ (Figure 13a,b).
Figure 13. Variation of $R_{a2}$: (a) $\omega_L - \dot{\omega}_L$ and (b) $\hat{T}_{d1} - \hat{T}_{d2}$.

Figure 12 demonstrates that the performance of the proposed control scheme worsens when the nominal values of $L_{a2}$ and $J_{eq2}$ are scaled by a factor of $\kappa = 0.2$ and 7.7 (red signals). In other words, these nominal parameters can be scaled by $\kappa \in [0.5, 6]$ without significantly decreasing the performance of the proposed control scheme. The system tolerates a relatively large variation of parameters $L_{a2}$ and $J_{eq2}$, maintaining the equitable cooperation of the load torque by the two motors. Note that these parameters are not necessary to obtain $\hat{T}_{d1}$ (Equation (33)).

On the other hand, the variation of $R_{a2}$ affects the cooperation of the load torque between both motors as shown in Figure 13b. Therefore, by changing the value of this parameter, it is possible to adjust the percentage of the motor torque cooperation. Finally, it is worth noting that the variation of $K_t$ allows trajectory tracking, but one of the motors could stop working and could act as a current generator. Therefore, we need to know this parameter for the proposed control scheme. Fortunately, this parameter can be identified experimentally, relatively easily.

6. Conclusions

The proposed cooperative control strategy allows controlling the angular velocity of a servomechanism driven by two brushed DC motors while enabling it to carry out load-sharing. This dissection reveals that the observer is robustly stable, i.e., it satisfies the input-to-state stability (ISS) property, in the case that the total disturbance is considered as an input and the estimation error of the state. Furthermore, the speed-tracking control, together with an agreement-like algorithm in the ADRC, allows an equitable load-sharing, and it is shown to also be ISS. From a practical point of view, the experimental results confirm the hypothesis; the control strategy rejects the disturbances generated by the load torque applied to the primary shaft of the servomechanism under sudden load changes and synchronizes the angular speed of both DC motors. A key theoretical experimental result is that the cooperative control algorithm distributes the electric current conveniently in each electrical machine, even when these DC motors have different load capacities. Extensive experimental tests were performed to evaluate the robustness and performance against the uncertainty of some model parameters. This analysis reveals that the system tolerates a relatively large variation of inductance and inertial parameters, but it is sensible to the change in the torque constant $K_t$. Fortunately, this parameter can be identified relatively easily.

Thanks to the electromechanical system network (EMSN) description used in the present work, the applicability to more than two motors is possible. Furthermore, we suspect that it is possible to adjust the percentage of motor torque cooperation by appropriately modifying the agreement term. Due to its simplicity and robustness, the proposed method can be used in a broad spectrum of applications where mechatronic servo systems are necessary.
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Appendix A. Closed–Loop Stability Analysis

Proposition A1. Let $e_i = F_{i,1} - \hat{F}_{i,1}$ be the estimation error and consider the extended state observer (26) and the servomechanism with two DC motors coupled through two cogwheels to a stiff shaft system (8)–(10). Then, the estimation error dynamics satisfy the ISO property (input to output stability) [45], i.e., the error dynamics state converges to a sphere centered at the origin of the estimation error phase space with the radius

$$\rho_{O_i} = \frac{K_{0,i} K_l}{\lambda_{0,i} L_{eq_i}} \quad \text{with} \quad i = \{1, 2\}$$

where $\lambda_{0,i}$ depends on the parameter design $\{l_{3,i}, l_{2,i}, l_{1,i}, l_{0,i}\}$. Moreover, the error dynamics presents asymptotic stability to $e_i = 0$ for $\Psi_i = 0$.

Proof. Let the estimation error $e_i$ be defined as $e_i = F_{i,1} - \hat{F}_{i,1}$, then

\begin{align*}
\dot{e}_i &= F_{i,2} - \dot{\hat{F}}_{i,2} - l_{3,i} e_i \\
\ddot{e}_i &= -\frac{K_{0,i}}{L_{eq_i}} \dot{\Psi}_i - \eta_{1,i} - l_{2,i} e_i - l_{3,i} \dot{e}_i \\
\dot{e}_i^{(4)} &= -\frac{K_{0,i}}{L_{eq_i}} \ddot{\Psi}_i - l_{0,i} e_i - l_{1,i} \dot{e}_i - l_{2,i} \ddot{e}_i - l_{3,i} \dot{\dot{e}}_i \\
\end{align*}

The estimation error $e_i$ obeys the linear differential equations given by (A4), which can be written as the following LTI system in its space-state realization

\begin{equation}
\Sigma_{EO} : = \begin{cases}
  \dot{x}_i = A_i x_i + B_i \Psi_i \\
  \dot{e}_i = C x_i \\
\end{cases}
\quad \text{for} \quad i = \{1, 2\}
\end{equation}

where

\begin{align*}
A_i &= \begin{pmatrix}
  0 & 1 & 0 & 0 \\
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 1 \\
-\lambda_{0,i} & -\lambda_{1,i} & -\lambda_{2,i} & -\lambda_{3,i}
\end{pmatrix},

B_i &= \begin{pmatrix}
  0 \\
  0 \\
  0 \\
-\frac{K_{0,i}}{L_{eq_i}}
\end{pmatrix}
\end{align*}

C = \begin{pmatrix}
  0 & 0 & 1 & 0
\end{pmatrix}

The estimation error trajectories with initial condition $x_i(0)$ and input perturbation $\Psi_i(t)$ are given by

$$e_i(t) = C \exp(A_i t) x_i(0) + C \int_0^t \exp(A_i (t - \tau) B \Psi_i(\tau)) d\tau$$

If $\{l_{3,i}, l_{2,i}, l_{1,i}, l_{0,i}\}$ are chosen, such that $A_i$ is Hurwitz, then one has the following bound [53]

$$\left\| e^{A_i t} \right\| \leq e^{-\lambda_{0,i} t}, \quad \forall t \in \mathbb{R}_{\geq 0}$$
where $\lambda_{0,i} = \lambda_{\text{max}}(\text{Sym}(A_i))$ is the maximum eigenvalue of Sym($A_i$) with Sym($A_i$) = $(1/2)(A_i + A_i^T)$. Now, it then follows that

$$
\|e_i(t)\| \leq e^{-\lambda_{0,i} t} \|x_i(0)\| + \int_0^t e^{-\lambda_{0,i}(t-\tau)} \|B_i\| \|\Psi_i\| d\tau
$$

$$
\leq e^{-\lambda_{0,i} t} \|x_i(0)\| + \frac{\|\Psi_i(t)\|K_i}{\lambda_{0,i} J_{eqi}} \int_0^t e^{-\lambda_{0,i}(t-\tau)} d\tau
$$

$$
\leq e^{-\lambda_{0,i} t} \|x_i(0)\| + \frac{K_0 K_i}{\lambda_{0,i} J_{eqi} J_{ai}} \left[1 - e^{-\lambda_{0,i}(t-\tau)}\right]
$$

As a consequence, when $t \to \infty$, $\|e_i(t)\|$ converges exponentially to a sphere with radius $\rho_i = \frac{K_0 J_{ai}}{\lambda_{0,i} J_{eqi}}$.

**Remark A1.** From (A2), it follows

$$
\eta_{i,1} = -\frac{K_i}{L_{ai} J_{eqi}} \Psi_i - \dot{e}_i - l_{2,i} e_i - l_{3,i} \dot{e}_i
$$

(A8)

according to Proposition (A1), $e_i, \dot{e}_i,$ and $\dot{e}_i$ converge to a small bounding sphere in the estimation error phase space. Then, $\eta_{i,1}$ tracks, arbitrarily close, the unknown total disturbance $\Psi_i$, the modulo motor parameters. It follows that,

$$
\Psi_i = -\frac{L_{ai} J_{eqi}}{K_i} \eta_{i,1} - \dot{e}_i - l_{2,i} e_i - l_{3,i} \dot{e}_i
$$

(A9)

Let $\bar{\Psi}_i$ be defined by

$$
\bar{\Psi}_i = -\frac{L_{ai} J_{eqi}}{K_i} \eta_{i,1}
$$

(A10)

then,

$$
\Psi_i - \bar{\Psi}_i = l_{2,i} e_i + l_{3,i} \dot{e}_i + \dot{e}_i
$$

(A11)

which means that the error between the total disturbance and the estimated one evolves in a very small bounded sphere.

**Remark A2.** Note that the estimated torque $\hat{T}_d$ remains bound since all of the involved functions used to obtain it are bound. This boundedness becomes (33) and the results mentioned above; that is,

$$
\hat{T}_d = \frac{K_i}{K_{ai}} (\bar{\Psi}_i - K_{ai} \bar{\hat{e}}_{i,1})
$$

$$
= \frac{K_i}{K_{ai}} (\bar{\Psi}_i + l_{2,i} e_i + l_{3,i} \dot{e}_i + \dot{e}_i - K_{ai} (F_{i,1} - e_i))
$$

since $\Psi_i$ is assumed bounded, $F_{i,1}$ is bounded (see Remark 2) and $e_i, \dot{e}_i,$ and $\dot{e}_i$ converge to a small bounding sphere in the estimation error phase space (see Proposition A1) then $\hat{T}_d$ is bounded; that is, $\sup_i \|\hat{T}_d(\cdot)\| = \|\hat{T}_d\|_{\infty} \leq T_{d,i}$ for $i = \{1, 2\}$.

**Proposition A2.** The servomechanism (8)–(10) represented, employing its differential parameterization (20) with the control (31)–(33) is ISS if the position tracking error $z_{i,1} = F_{i,1} - F_{i,1}^*$ is considered the state and $\zeta_i$ the input, where

$$
\zeta_i = (l_{2,i} + k_{0,i}) e_i + (l_{3,i} + k_{1,i}) \dot{e}_i + \dot{e}_i - k_c (\hat{T}_{d,i} - \hat{T}_{d,i})
$$

(A12)
with $e_i = F_{i,1} - \hat{F}_{i,1}$, such that $\sup_t |\xi_i(\cdot)| = \|\xi_i\|_{\infty} \leq \Delta_i$. That is, $z_{i,1}$ converges exponentially to a sphere centered at the origin of the tracking error phase space with radius

$$\rho_{c_i} = \frac{\Delta_i}{\lambda_{0,i}} \text{ with } i = \{1, 2\}$$

(A13)

where $\lambda_{0,i}$ depends directly on the parameter design $\{k_{0,i}, k_{1,i}\}$. Moreover, the tracking error dynamics presents asymptotic stability to $z_{i,1} = 0$ for $\xi_i = 0$, for $i = \{1, 2\}$.

Proof. Let us obtain the closed-loop system dynamics replacing the control law given by (31)–(33) into (20). Thus, we have

\[
\begin{align*}
F_{i,1} &= F_{i,2} \\
F_{i,2} &= F_{i,2}^* - k_{1,i}(F_{i,2} - F_{i,2}^*) - k_{0,i}(F_{i,1} - F_{i,1}^*) - k_c(\dot{T}_{d_1} - \dot{T}_{d_1}) + \Psi_i - \Psi_i^*
\end{align*}
\]

remember that $F_{i,2}^*$ is the desired angular velocity for both motors, such that $F_{i,2} = F_{i,1}$. Let $z_{i,1} = F_{i,1} - F_{i,1}^*$ and $z_{i,2} = F_{i,2} - F_{i,2}^*$ be the speed tracking errors. Since $\hat{F}_{i,1} = F_{i,1} - e_i$, $F_{i,2} = F_{i,2} - \hat{e}_i$, and $\Psi_i - \Psi_i^* = l_2, \hat{e}_i + l_3, \hat{e}_i + \hat{e}_i$ (see (A11)), the error dynamics becomes

\[
\begin{align*}
\dot{z}_{i,1} &= z_{i,2} \\
\dot{z}_{i,2} &= -k_{0,i}z_{i,1} - k_{1,i}z_{i,2} + \xi_i
\end{align*}
\]

(A14)

where

$$\xi_i = (l_{2,i} + k_{0,i})e_i + (l_{3,i} + k_{1,i})\hat{e}_i + \hat{e}_i - k_c(\dot{T}_{d_1} - \dot{T}_{d_1})$$

can be viewed as an input disturbance. Note that all involved variables in $\xi_i$ are bounded, such that $\sup_t |\xi_i(\cdot)| = \|\xi_i\|_{\infty} \leq \Delta_i$ for $i = \{1, 2\}$. Let us define $Z_i = (z_{i,1} z_{i,2})^T$. Therefore, the space-state realization of (A14) is the following,

\[
\Sigma_{Z_i} : = \left\{ \begin{array}{ll}
\dot{z}_i = \bar{A}_i z_i + \bar{B}_i \xi_i \\
y_i = \bar{C} Z_i
\end{array} \right.
\]

(A15)

with $i = \{1, 2\}$.

where

\[
\begin{align*}
\bar{A}_i &= \left( \begin{array}{cc}
0 & 1 \\
-k_{0,i} & -k_{1,i}
\end{array} \right),
\bar{B}_i &= \left( \begin{array}{c}
0 \\
1
\end{array} \right) \\
\bar{C} &= \left( \begin{array}{cc}
1 & 0
\end{array} \right)
\end{align*}
\]

(A16)

If $\{k_{1,i}, k_{0,i}\}$ are chosen, such that $\bar{A}_i$ is Hurwitz, then one has the following bound [53]

$$\|e^{\bar{A}_i t}\| \leq e^{-\lambda_{0,i} t}, \quad \forall t \in \mathbb{R}_{\geq 0}$$

where $\lambda_{0,i} = \lambda_{\text{max}}(\text{Sym}(\bar{A}_i))$ is the maximum eigenvalue of $\text{Sym}(\bar{A}_i)$ with $\text{Sym}(\bar{A}_i) = (1/2)(\bar{A}_i + \bar{A}_i^T)$. Then, the variation of parameters formula (see proof of Proposition A1) gives that after a sufficiently long time, the tracking velocity error, $z_{i,1}$, converges exponentially to a sphere with radius

$$\rho_{c_i} = \frac{\Delta_i}{\lambda_{0,i}}$$

(A17)

for $i = \{1, 2\}$. Furthermore, when $e_i = \hat{e}_i = \hat{\xi}_i = 0$ and $\dot{T}_{d_1} - \dot{T}_{d_1} = 0$, i.e., when the torque consensus is performed, $\Delta_i = 0$ and the tracking velocity error present asymptotic stability to the origin of the tracking error phase space. i.e., $z_{i,1} \to 0$, when $t \to \infty$, for $i = \{1, 2\}$. \qed
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