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Abstract—Energy efficiency is a key requirement for the Internet of Things, as many sensors are expected to be completely stand-alone and able to run for years without battery replacement. Data compression aims at saving some energy by reducing the volume of data sent over the network, but also affects the quality of the received information. In this work, we formulate an optimization problem to jointly design the source coding and transmission strategies for time-varying channels and sources, with the twofold goal of extending the network lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels. We propose a scalable offline optimal policy that allocates both energy and transmission lifetime and granting low distortion levels.

I. INTRODUCTION

In the Internet of Things (IoT) a large number of heterogeneous devices are expected to exchange data gathered from the surrounding environment. Although many IoT devices may be connected to the energy grid all the time (e.g., in smart house applications), most of them will have to rely on their own limited energy supply and will likely be deployed in remote or harsh places [1]. The burden of replacing sensors or recharging their batteries every few weeks may outweigh all the benefits of collecting data, and nodes failure due to power depletion may even lead to the breakdown of the whole architecture [2]. Thus, it is crucial to conserve as much energy as possible. On the other hand, periodic sampling of environmental signals leads to enormous amounts of raw data, the transmission of which would rapidly deplete the sensor energy. One of the key strategies to solve this problem is data compression, which allows to reduce the amount of transmitted data while maintaining high levels of Quality of Service (QoS). The goal of this work is to investigate the trade-offs between energy consumption and data compression at the Medium Access Control (MAC) layer.

The energy efficiency problem has gained much interest in the last years and several protocols have been proposed with the target of extending the network lifetime as much as possible. A lot of effort has been put into the design of the MAC layer [3], since the usage of the RF chain may have a major impact on the energy consumption. Many works in the literature study both offline and online policies for the energy allocation problem [4], often in the presence of Energy Harvesting (EH), but they usually focus on a single transmitter-receiver pair [5]–[7].

Also the idea of QoS provisioning at the MAC layer is not new, but the QoS metrics considered are typically throughput, latency, and delivery ratio [8],[9] and much fewer works take into account the effects that signal processing has on the transmitted information. Indeed, although compression allows for some energy savings, due to the reduced number of symbols to be sent, it affects the received information by introducing a certain degree of distortion. In [10], the authors study energy allocation policies to minimize the signal distortion when several sensors measure the same process of interest and exploit data fusion techniques, whereas in [11] an online joint source coding and data transmission optimization strategy is investigated for sensors with EH capabilities that generate correlated information.

Often, in the literature, uncoordinated access schemes are chosen because of their flexibility and lower synchronization costs. Nevertheless, coordinated access schemes completely avoid collisions and interference since there is no channel contention and, by adopting appropriate duty cycling mechanisms, also the energy wastage due to idle listening is prevented. Recently, the Internet Engineering Task Force introduced the Time-Slotted Channel Hopping (TSCH) [12] mode as an amendment to the MAC portion of the IEEE802.15.4e standard. It is a TDMA-based scheme and adopts a channel-hopping mechanism to improve reliability in the presence of narrowband interference and multi-path fading. The standardization of 6TiSCH (IPv6 over TSCH) enabled a wide-spread use of the TSCH mode in industrial networks, leading to a revival of TDMA-based schemes.

In this paper we propose a synchronized MAC protocol for an IoT network with an arbitrary number of nodes. We develop a TDMA-like scheme based on an optimization framework, which adopts convex and alternate programming to minimize the data distortion and extend the network lifetime simultaneously, under QoS constraints. Realistic energy consumption models that consider both the compression and transmission costs are taken into account.

The paper is organized as follows. In Section II we describe our system model and introduce the optimization problem, which is divided in two parts, namely the Frame-Oriented Problem and the Energy-Allocation Problem, which are solved in Sections III and IV respectively. Section V shows the numerical evaluation. Finally, Section VI concludes the paper.

Notation: Boldface letters are used for matrices and vectors;
$E_i$ refers to the $i$-th row of matrix $E$, $E_i^{(k)}$ to the $k$-th column, and $E_{i}^{(k)}$ is the $(i, k)$ element. With “γi” and “αk”, we summarize $i = 1, \ldots, N$ and $k = 1, \ldots, n$, respectively, where $N$ and $n$ are defined in the next section.

II. SYSTEM MODEL

We consider a network of $N$ users which access the uplink channel to send data packets to a central Base Station (BS) using TDMA. Time is divided into frames and frame $k$ corresponds to the time interval $[t_k, t_{k+1})$.

We consider the channel gains to be constant during each frame, and we approximate the average physical rate of user $i \in N = \{1, \ldots, N\}$ as:

$$r_i^{(k)} = W \log_2 \left(1 + \gamma_i^{(k)}\right) = W \log_2 \left(1 + h_i^{(k)} P_{tx,i}^{(k)}\right),$$

where $W$ is the bandwidth, $\gamma_i^{(k)}$ the average Signal-to-Noise Ratio (SNR) of user $i$ in frame $k$, $P_{tx,i}^{(k)}$ the transmission power used by the node, and $h_i^{(k)}$ the average channel gain normalized with respect to noise.

As in [13], we adopt an information-theoretic approach in which full Channel State Information (CSI) is available a priori. This allows us to derive the optimal policy to minimize the average distortion over time and to find useful bounds on the actual performance that can be obtained in practice.

A. Data Generation and Compression

Nodes may generate data by collecting measurements from the environment or by serving as relays to the central BS for farther nodes. Before transmission and according to the type of signal generated, nodes can perform compression in order to limit the physical amount of data to be sent over the network. The distortion degree $D_i^{(k)}$ is a function of the compression ratio, $\eta_{C,i}^{(k)} = L_i^{(k)}/L_0^{(k)}$, where $L_0^{(k)}$ is the size of the compressed packet, and $L_i^{(k)}$ is the size of the original data. We define the following mathematical expression, which approximates the rate-distortion curve of a Gaussian source [14]:

$$D_i^{(k)} = b_i \left(\frac{1}{(\eta_{C,i}^{(k)})^{\alpha_i}} - 1\right),$$

where $\alpha_i, b_i > 0$. Notice that the distortion is null when the packet is not compressed, i.e., $\eta_{C,i}^{(k)} = 1$.

We also introduce a QoS requirement on the quality of the received data $D_i^{(k)} \leq D_{th,i}^{(k)}$, where $D_{th,i}^{(k)}$ is a threshold distortion level: if the reconstruction error exceeds this threshold, the signal generated by the source node is no longer useful for the final destination.

B. Energy Consumption Model

Devices are battery-equipped and the battery level of node $i$ in frame $k$ is $B_i^{(k)}$. Since no harvesting sources are considered, the initial battery levels $B^{(0)}$ will strongly impact the system performance. In every frame, an energy $E_i^{(k)} \in [0, B_i^{(k)}]$ is used according to the following sources of energy consumption.

Data processing the energy spent to process the data gathered from the environment or other nodes can be characterized by exploiting the results of [15]:

$$E_{P,i}^{(k)} = \hat{E}_{0,i} \cdot L_0^{(k)} \cdot N_{C,i}(\eta_{C,i}^{(k)}),$$

where $\hat{E}_{0,i}$ is the energy consumption per CPU cycle which thus depends on the processor of the node, and $N_{C,i}(\eta_{C,i}^{(k)})$ is the number of clock cycles per bit needed to compress the input signal and is a function of the compression ratio $\eta_{C,i}^{(k)}$ depends on the compression algorithm (see [15] for further details), and, in the case of Lightweight Temporal Compression (LTC) and Fourier-based Low Pass Filter (DCT-LPF), it is linear: $N_{C,i}(\eta_{C,i}^{(k)}) = \alpha_i \eta_{C,i}^{(k)} + \beta_i$. We assume the devices use one of these algorithms, so the energy consumption due to processing becomes:

$$E_{P,i}^{(k)} = \hat{E}_{0,i} L_0^{(k)} \left(\alpha_i \eta_{C,i}^{(k)} + \beta_i\right) = E_{0,i}^{(k)} \hat{P}_i^{(k)} + \beta_i^{(k)},$$

where we defined $E_{0,i}^{(k)} \triangleq \hat{E}_{0,i} \alpha_i$ and $\beta_i^{(k)} \triangleq \hat{E}_{0,i} \beta_i L_0^{(k)}$.

Data transmission the energy spent for the data transmission task can be expressed as:

$$E_{TX,i}^{(k)} = P_{tx,i}^{(k)} \tau_i^{(k)},$$

where $\tau_i^{(k)}$ is the transmission duration and $P_{tx,i}^{(k)}$ is the transmission power, which is assumed to be constant during the whole transmission.

Data sensing and circuitry costs we also consider the contributions to the energy consumption of both sensing operations and energy losses due to circuitry, which include, e.g., the energy spent for node switches from sleep mode to active mode and viceversa, the synchronization costs, and the additional energy lost during the transmission. We can express these quantities in the following way:

$$E_{C,i}^{(k)} = \beta_{sens,i}^{(k)} + \beta_{C,i}^{(k)} + E_{C,i}^{(k)} \tau_i^{(k)},$$

where $\beta_{sens,i}^{(k)}$ and $\beta_{C,i}^{(k)}$ represent the constant sensing and circuitry contributions, respectively, and $E_{C,i}^{(k)}$ is the rate of circuitry energy consumption during data transmission. Note that the energy consumption due to collisions and overhearing is avoided because of the exclusive use of the communication channel guaranteed by our TDMA approach.

By combining Eqs. (4)-(6), the total energy consumption of a node in a single frame $k$ is:

$$E_{used,i}^{(k)} = E_{P,i}^{(k)} + E_{TX,i}^{(k)} + E_{C,i}^{(k)} = \beta_i^{(k)} + E_{0,i}^{(k)} L_0^{(k)} \left(P_{tx,i}^{(k)} + E_{C,i}^{(k)}\right) \tau_i^{(k)},$$

where $\beta_i^{(k)} \triangleq \beta_{P,i}^{(k)} + \beta_{sens,i}^{(k)} + \beta_{C,i}^{(k)}$.

C. Optimization Problem

The goal of the system is to simultaneously satisfy the QoS requirements and extend the network lifetime. To handle these two conflicting objectives, we set up the following weighted optimization problem:

$$\min \left\{E^{(0)}, E^{(1)}, \ldots, \right\} \frac{1}{n} \sum_{k=1}^{n} \sigma_k \max \left\{0, E_{0,i}^{(k)} - \left(1 - \sigma\right) n, \right\},$$

where $\sigma_k$ is a weight assigned to each frame $k$. This formulation allows us to trade off between energy consumption and network lifetime, with higher weights on $\sigma_k$ indicating a preference for longer network lifetime. By adjusting the values of $\sigma_k$, we can fine-tune the system to achieve a balance between energy efficiency and network availability.
where \( \sigma \) is the weight in \([0, 1]\) and \( n \) is the effective lifetime of the system, which we defined as the first frame in which at least one node dies, i.e., it does not have enough energy in its battery to transmit any more data while satisfying the distortion constraint. Since the network lifetime is an outcome of the energy assignment, we consider \( k \in \mathbb{N} \) for the optimization variables, i.e., the number of optimization variables is not known a priori. The second term of (8) is a decreasing function of \( n \), and is used to express the trade-off between distortion and lifetime.

Given the energy consumption vector \( E^{(k)} \), \( \forall k \), the lifetime \( n \) is uniquely determined, whereas the distortion depends on the parameters \( \tau \), \( L \), and \( P_{tx} \). With the final goal of minimizing the normalized distortion (the normalization is \( \tau \) is uniquely determined, whereas the distortion depends on the time index \( k \)), we discuss these two problems and how they are interrelated.

The amount of energy consumed in a single frame, namely \( L_{0,i} \), is given for all users and its optimal allocation is determined by EAP, which we will discuss in Section IV. Since FOP addresses a single frame, for ease of notation we introduce an auxiliary optimization variable \( \Gamma \), with the goal expressed in Eq. (8). EAP defines the energy allocation to use in every slot, which is determined by EAP, which we will discuss in Section IV.

III. FRAME-ORIENTED PROBLEM

In this section, we present FOP, which defines the transmission durations and powers in a specific frame when the energy consumption is given. According to (9), FOP envisages a conservative approach and aims at minimizing the maximum normalized distortion among all users.

A. Optimization Problem

The amount of energy consumed in a single frame, namely \( E_i^{(k)} \), is given for all users and its optimal allocation is determined by EAP, which we will discuss in Section IV.

Since FOP addresses a single frame, for ease of notation we will omit the dependence on the time index \( k \) throughout this section. Accordingly, boldface letters refer to column vectors that span over the \( N \) users for the considered frame. The optimization problem we set up and solve is the following:

\[
\text{subject to} \quad D_i = b_i \left( \frac{L_{0,i}}{L_i} \right) - 1 \leq D_{th,i}, \quad \forall i \tag{10b}
\]

\[
L_i \leq \tau r_i, \quad \forall i \tag{10c}
\]

\[
E_{0,i} L_i + \beta_i + (P_{tx,i} + \varepsilon C) \tau_i \leq E_i, \quad \forall i \tag{10d}
\]

\[
P_{min,i} \leq P_{tx,i} \leq P_{max,i}, \quad \forall i \tag{10e}
\]

\[
0 \leq L_i \leq L_{0,i}, \quad \forall i \tag{10f}
\]

The objective function represents a \( \min \max \) problem in order to guarantee fairness among the users in the network. Constraint (10b) represents the distortion as defined in (2). Inequality (10c) is a capacity constraint derived from the Shannon-Hartley theorem (see (1)). However, since larger data rates lead to smaller transmission times for a given data size, the previous constraint can be taken with equality. By doing so, \( L \) can be removed from the optimization variables and expressed as a function of \( P_{tx} \) and \( \tau \). Inequality (10d) represents the relation between the given energy \( E_i \) and the consumed one (see (7)). Without loss of generality, we set Constraint (10d) with equality, as otherwise a positive amount of energy would be wasted. We also set the realistic bounds \( P_{min,i} \) and \( P_{max,i} \) on the transmission power to reflect the physical transmission capabilities of a device.\(^1\) Constraint (10g) imposes that the number of transmitted bits \( L_i \) is not larger than the number of generated bits \( L_{0,i} \). Finally, the last constraint combines together all the users in a TDMA fashion. Note that, without (10g), FOP could be decomposed into \( N \) separate problems.

B. Solution of FOP

We now describe how to solve FOP. First, note that the objective function can be formulated in an equivalent way by introducing an auxiliary optimization variable \( \Gamma \) as follows:

\[
\text{FOP:} \quad \min_{\Gamma, \tau, \{L_i, P_{tx,i}\}} \Gamma, \tag{11a}
\]

\[
\text{subject to} \quad \frac{D_i}{D_{th,i}} \leq \Gamma, \quad \forall i, \tag{11b}
\]

\[
\text{Constraints } (10b) - (10g). \tag{11c}
\]

The optimal solution of FOP, namely \( \Gamma^* \), depends on the energy allocated to each user by EAP in the considered frame since the optimization variables are interrelated through Eq. (10d), and thus we express it as \( \Gamma^* = f_{\text{FOP}}(E) \). Notice that we are only interested in solutions \( \Gamma^* \leq 1 \) (i.e., every distortion is below threshold), as will be explained in Section III-C. We now propose an efficient technique to extract one optimal solution.

\textbf{Lemma 1.} In at least one optimal solution, Constraint (11b) is satisfied with equality for every \( i \).

\(^1\)Formally, we should also consider the case \( P_{tx,i} = 0 \), but this would lead to an arbitrarily large distortion, which does not represent a relevant case for our study.
Theorem 1 implies the following corollary.

Corollary 1. \( \Gamma^* \) can be found with a bisection search over the interval \([0, 1]\).

Thus few operations are required to find \( \Gamma^* \) with a very high precision. When \( \Gamma^* \) has been found, all the other parameters can be found using Lemma 1 and Eq. (13).

C. Infeasibility of the Problem

We consider FOP to be infeasible if either of these two conditions occurs: i) at least one constraint is not satisfied, i.e., there exists no allocation of \( \tau \) and \( P_{tx} \) that allows all users to transmit their packets within the frame duration and with the assigned energy levels, ii) the constraints are satisfied but \( \Gamma^* > 1 \), i.e., \( \exists \in N : D_i > D_{th,i} \), which can be interpreted as a violation of the QoS constraint.

Since we consider hard constraints, if FOP were infeasible, the only strategies available would be: 1) allocating a larger amount of energy, 2) choosing a longer frame duration, or 3) removing some users. In this paper, we study technique 1) in Section IV where we solve the energy allocation problem, and leave 2) and 3) as part of our future work.

D. Notes on Convexity

Solving the energy allocation problem in the next section would be much easier if \( f_{FOP}^{(k)}(E^{(k)}) \) were convex in \( E^{(k)} \). In this subsection we prove the convexity for the particular case of low-SNR regime. While from our numerical evaluation this property seems to hold in general, a formal proof of this fact is left for future work. In any case, for the numerical results, we approximated \( f_{FOP}^{(k)}(E^{(k)}) \) with a convex function in order to correctly solve EAP.

Theorem 2. In the low-SNR regime, FOP is convex in the input energy \( E^{(k)} \).

Proof. See Appendix C.

IV. ENERGY-ALLOCATION PROBLEM (EAP)

Network lifetime and average maximum distortion of the network are conflicting objectives (see (8)). EAP aims at finding the optimal energy allocation over time that balances these two quantities, according to the weight \( \sigma \).

A. Optimization Problem

Assume the network lifetime \( n \) is fixed. In this case, the optimization problem of Eq. (9) becomes

\[
\text{EAP:}\quad \min_{E} \frac{1}{n} \sum_{k=1}^{n} f_{FOP}^{(k)}(E^{(k)}),
\]

subject to

\[
E_i^{(k)} \leq B_i^{(0)} - \sum_{j=1}^{k-1} E_i^{(j)}, \quad \forall i, \forall k.
\]

The objective function (14a) represents the average over \( n \) frames of the maximum distortion achievable in every frame. It uses the function \( f_{FOP}^{(k)}(\cdot) \) as defined in Subsection III-B and is convex according to Subsection III-D. The size of the optimization variable \( E \) is known, as \( n \) is fixed (see Eq. (8)). Eq. (14b) is the energy causality constraint, which should be satisfied for every frame and for all users, and can be rewritten in equivalent but simpler form as

\[
\sum_{k=1}^{n} E_i^{(k)} \leq B_i^{(0)}, \quad \forall i.
\]
Finally, according to Subsection III-C, the last constraint imposes that FOP is feasible for every frame and for all users (see Section III-C). Note that the constraints induce a convex feasibility set because $f_{FOP}(E^{(k)})$ is convex in all the entries of $E^{(k)}$.

In summary, EAP is a convex optimization problem and based on this observation we now propose a technique to solve it. Consider matrix $E$, and focus on the following problem, in which we optimize the sequence $E_{t}^{(1)}$, ..., $E_{t}^{(n)}$ and keep all the other variables fixed:

$$\text{EAP}_t: \quad \min_{E_t} \sum_{k=1}^{n} f_{FOP}(E^{(k)}),$$

subject to

$$\sum_{k=1}^{n} E_{t}^{(k)} \leq B_{t}^{(0)},$$

$$E_{t}^{(k)} \leq E_{t}^{(k)} \leq \bar{E}_{t}^{(k)}, \quad \forall k.$$ (16c)

$E_{t}^{(k)}$ is defined as the minimum amount of energy that node $t$ should use in frame $k$ to obtain a feasible solution. Indeed, if $E_{t}^{(k)}$ were too low, it would not be possible to satisfy the distortion constraint $\{10b\}$ or the time constraint $\{10g\}$ of FOP. Similarly, $\bar{E}_{t}^{(k)}$ is the energy value such that, for any $E_{t}^{(k)} \geq \bar{E}_{t}^{(k)}$, the objective function does not decrease further (i.e., after level $\bar{E}_{t}^{(k)}$, using more energy is useless). The values of $E_{t}^{(k)}$ and $\bar{E}_{t}^{(k)}$ strictly depend on $\{E_{t}^{(1)}, \ldots, E_{t}^{(k)}\}$. As discussed in Subsection III-D, the solution of FOP for frame $k$ is convex in $E_{t}^{(k)}$, and, in particular, it is strictly convex in $(E_{t}^{(k)}, \bar{E}_{t}^{(k)})$. Thus, EAP$_t$ can be solved in the dual domain by using the Lagrangian:

$$\max_{\lambda} \frac{1}{\lambda} \sum_{k=1}^{n} f_{FOP}(E^{(k)}) - \lambda \left( \sum_{k=1}^{n} E_{t}^{(k)} - B_{t}^{(0)} \right),$$

subject to

$$\lambda \geq 0,$$

$$E_{t}^{(k)} \leq E_{t}^{(k)} \leq \bar{E}_{t}^{(k)}, \quad \forall k.$$ (17c)

The Karush–Kuhn–Tucker conditions lead to

$$E_{t}^{(k)} = \max \{ E_{t}^{(k)} , \min \{ E_{t}^{(k)} , \theta^{-1}(\lambda) \} \},$$

$$\theta(E_{t}^{(k)}) \triangleq \frac{\partial f_{FOP}(E^{(k)})}{\partial E_{t}^{(k)}}.$$ (19)

where $\lambda$ is such that $\sum_{k=1}^{n} E_{t}^{(k)} = B_{t}^{(0)}$.

Since EAP$_t$ focuses on the optimization of one user at a time, we propose Algorithm 1 to solve the general problem. Lines 4-11 perform the alternate optimization. In Line 5, we propose Algorithm 1 to solve the general problem. Lines 6-11 distribute in a random fashion the residual energy $B_{t}^{(0)} - \sum_{k=1}^{n} E_{t}^{(k)}$ in all the slots where $E_{t}^{(k)}$ is equal to $\bar{E}_{t}^{(k)}$ (the indicator function). Note that this operation does not change the distortion level obtained by solving EAP$_t$, but simply provides a new $E_t$ that allows the alternate optimization to converge.

We have the following result.

**Theorem 3.** The alternate optimization approach of Algorithm 1, in which only user $t$ is considered in a single step, leads to the optimal solution.

**Proof.** See Appendix D.

In summary, EAP solves the energy allocation problem over time using an alternate optimization procedure. At every step of the algorithm (Line 5), EAP$_t$ is solved, and FOP is invoked multiple times to evaluate the derivative in (19), which relates the allocated energy to the corresponding distortion metric. This is iterated over all possible values of $n$ and, by tuning $\sigma$, the network designer can choose a point in the trade-off between lifetime and QoS.

V. NUMERICAL EVALUATION

In this section we show how the system parameters influence the distortion of the system. We consider five groups of nodes with different distortion curves placed at a fixed distance $d$ from the BS.

If not otherwise stated, we use the following parameters. The frame duration $T$ is 0.15 ms. The channel gains are computed using the standard path loss model with a path-loss exponent equal to 3.5 (e.g., as in an urban scenario) and a central frequency 915 MHz. The bandwidth is $W = 125$ kHz, and the overall noise power is $-167$ dBm. The parameters of the distortion curves are $\alpha_i \in [0.35, 0.63, 0.69, 0.57, 0.82]$ and $b_i = [19.9, 3.44, 3.27, 9.94, 6.35]$, which have been derived through empirical fittings of the realistic rate-distortion curves of [15]. The energy consumption model assumes $\varepsilon_{c,i} = 5 \cdot 10^{-7}$ W, $\beta = 10^{-4}$ J for all frames, and an initial battery level $B_{0,i} = 5$ mJ. The minimum and maximum power consumptions are $P_{\min,i} = 0$ W and $P_{\max,i} = 25$ W. Finally, we impose a distortion threshold $D_{th} = 8\%$ for packets with fixed size $L_{0,i} = 500$ bits. These values are not associated to any specific protocol, but are reasonable and suitable for WSNs.

In Figure 2 we plot the distortion and the lifetime obtained as solutions of the optimization problem (8) for different values of the number of nodes $N$, the curves have been obtained by changing the weight factor $\sigma$. The distortion tends to increase with the lifetime, as expected, since smaller
amounts of energy can be allocated in each frame and thus nodes must compress more to transmit their data. For small values of \( n \), the graphs are constant because not all the energy in the batteries is used or because a zero distortion is achieved. Clearly, it is always better to choose the right extremes of the constant regions rather than the other points since they provide the same QoS with longer lifetimes. The maximum lifetime is reached when the problem becomes infeasible (see condition \( i_2 \) of Section III-C), i.e., the curves in Figure 2 reach value 1 and no energy allocation can satisfy all constraints of FOP with an acceptable distortion for all the frames of the considered lifetime. We also remark that the lifetime strongly depends on the initial battery level. However, even if larger batteries were considered, the trend of the distortion curves would remain the same. Note that, because of the symmetry of our setup, all curves coincide after a certain value of \( n \). This happens because the only way to reach high values of \( n \) is to assign low energy to every frame, which in turn corresponds to short \( T_i^{(k)} \) and thus Constraint (10g) is always satisfied. Future work includes the study of more complex scenarios using different node locations and Montecarlo simulations.

In Figure 3 we show how the distance \( d \) (equal for all nodes) influences the network performance. As \( d \) increases, the performance of the system clearly decays and, when \( d \) is extremely high, the network cannot operate at all. It is interesting to note that, because of the strong path loss, the higher \( d \), the higher the gap between two adjacent curves.

Finally, Figure 4 shows the comparison between the optimal approach of Eq. (8) which evaluates the transmission durations according to FOP, and a sub-optimal approach which uses fixed durations (i.e., \( \tau_i^{(k)} = T/N, \forall i, k \)). Note that all nodes are located at the same distance, thus there is no near-far effect (which however would further support our approach). Even in this case, because of the different rate-distortion curves, the optimal solution may provide much better performance than the naive scheme, which confirms the importance of adapting the protocol parameters to the characteristics of the data sources in a real deployment. In all cases we analyzed, the distortion levels stay below the tolerable threshold, i.e., the sink can recover all data with pre-defined accuracy. When the normalized distortion is 0, the information gathered from the sensors is sent over the channel with the highest possible quality (i.e., no loss), whereas a normalized distortion close to 1 corresponds to a very rough quantization of the signals being sent. The correspondence between the actual values of the normalized distortion and the quality perceived by the user will depend on the specific application, and a detailed study of this relationship will be left as future work.

VI. CONCLUSIONS

In this paper, we studied a TDMA-based strategy for battery-powered devices with QoS requirements. We defined an optimal scheduling policy that jointly considers source coding operations and energy constraints, by determining the data compression ratio and the energy allocation for each node in each time frame, respectively. In particular, using convex and alternate programming, we presented an efficient method to minimize the average of the maximum distortions for a given lifetime. Numerical results show the importance of using optimized protocols to compensate the near-far effect.

Future work includes more detailed numerical results, the study of latency on the data transmission, and the investigation of online schemes to derive the optimal performance.
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APPENDIX A

PROOF OF LEMMA 1

By contradiction, assume that there exists \( \ell \in \mathcal{N} \) such that a distortion \( D_i^\ell < \Gamma^* D_{th,\ell} \) leads to an optimal solution,
but $D'_f = \Gamma^* D_{th, \ell}$ does not. According to (2), this implies that longer (higher quality) packets are used in the first case, i.e., $L'_{\ell} > L''_{\ell}$. Then, if we chose $P''_{tx, \ell} = P'_{tx, \ell}$ and $\tau''_i = \tau'_i L''_{\ell}/E'_{\ell}$, all constraints (10b), (10g) would still be satisfied because $\tau''_i < \tau'_i$. Thus we would find a feasible optimal solution in which (11b) is satisfied with equality, i.e., the initial assumption must be wrong.

APPENDIX B
PROOF OF THEOREM 1

Consider a generic node $\ell$. According to (13) and thanks to Assumption 1 the point $P'_{tx, \ell}$ always falls in the increasing right branch of $g_e(x)$ (otherwise it is equal to $P_{\text{max}, \ell}$).

By assumption we have $\Gamma' \leq \Gamma''$, which, using Definition (2), implies $L'_\ell \geq L''_{\ell}$. The right-hand side of (12) is a decreasing function of $L'_\ell$, thus, by naming $P'$ and $P''$ the points $P_{tx, \ell}$ corresponding to $\Gamma'$ and $\Gamma''$, respectively, we obtain $P' \leq P''$. Also, since $P' \geq P_{\text{min}, \ell}$ exists by assumption, also $P''$ exists.

Finally, since the same energy $E_\ell$ is considered in the two cases, $P'$ leads to a transmission duration $\tau'_i$ longer than what can be found with $P''$. Thus, since with $P''$ all the constraints of Problem (10) were satisfied, also using $P''$ they remain satisfied (in particular, Constraint (10g) is still satisfied because $\tau''_i \leq \tau'_i$).

APPENDIX C
PROOF OF THEOREM 2

Under the assumption of low-SNR regime, we have:

$$L_i \simeq \tau_i W h_i P_{tx,i} \log_2 e, \quad \forall i.$$  

By combining it with constraint (10d), we obtain that the size $L_i$ of the transmitted packet is linear in the given energy $E_i^{(k)}$ for each user. Then, according to (10b), and taking into account that $\alpha_i > 0 \forall i$, $D_i$ is convex in $E_i^{(k)}, \forall i$. Finally, since the maximum operation preserves convexity, $f_{\text{FO}_P}(E^{(k)})$ is convex.

APPENDIX D
PROOF OF THEOREM 3

The optimization problem is convex, but non-strictly convex in general. Thus a unique minimum, namely $\Psi^*$, exists but, potentially, with multiple minimum points. We now show that Algorithm 1 produces a non-increasing sequence of distortion values ($\Psi_1 \geq \Psi_2 \geq \ldots$), and, unless the minimum is achieved, there exists a non-null probability that $\Psi_m > \Psi_{m+1}$, for some $m$. Since the minimum is unique, the sequence converges to $\Psi^*$ thanks to [16] Proposition 2.7.1.

Consider the generic step $m$ of the algorithm, in which the optimization revolves around node $\ell$, i.e., we focus the sequence $E_{\ell}$. As described in Section III-D, the objective $\Gamma_{\ell}^{(k)}$ is a convex function of $E_{\ell}^{(k)}$. In particular, $\Gamma_{\ell}^{(k)}$ is strictly convex in $[E_{\ell}^{(k)}, \bar{E}_{\ell}^{(k)}]$, and constant for $E_{\ell}^{(k)} \geq \bar{E}_{\ell}^{(k)}$. Thus, we can simplify the problem by restricting our attention to the strictly decreasing region, and handle the constant region subsequently. Since the sum of convex functions is convex, when we aim at optimizing $\sum_{\ell=1}^N \Gamma_{\ell}^{(k)}$ in $[E_t, \bar{E}_t]$, this is a convex optimization problem and can be solved using (17). Let $E_t^*$ be the solution. Two cases should be considered:

1) All the elements of $E_t^*$ fall inside the strictly convex region $[E_t, \bar{E}_t]$ ($E_t$ is excluded). This may happen because of the battery constraints. In this case, there is only one optimal solution, and no other actions are required for the current step ($S = 0$ in Line 7 of the algorithm);

2) Some of the elements fall at the beginning of the constant region, i.e., $E_{t}^{(k)} = \bar{E}_{t}^{(k)}$ for some $k \in K$. In this case, also other solutions may be optimal for the current iteration, since using all the feasible energy combinations with $E_{t}^{(k)} \geq \bar{E}_{t}^{(k)}$ for $k \in K$ lead to the same solution. However, although all these sequences provide the same $\Psi_m$ in the current step, they may influence the future values $\Psi_{m+1}, \Psi_{m+2}, \ldots$. Then, two subcases should be distinguished: in the following $N-1$ steps of the algorithm (i.e., the next time that node $\ell$ is examined), the sequence of $\Psi$ has either strictly decreased, or remained constant. In the former case, the algorithm proceeds toward the optimal solution. In the latter, the algorithm cyclically returns to point $m$, thus the sequence of $\Psi$ has not improved. In this case, we choose other points $E_{t}^{(k)} > \bar{E}_{t}^{(k)}$, $k \in K$ (e.g., with a random approach as described in Lines 11 and 12) and repeat the procedure. In an infinite horizon, all the possible energy combinations have been tested with a non-null probability, thus the algorithm has proceeded toward an optimal solution.

In the worst case scenario, Algorithm 1 may degenerate in almost an exhaustive search; however, in practical cases, very few iterations are required, and the algorithm rapidly converges.
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