Point cloud data processing find numerous applications such as computer-aided design (CAD) and AR/VR. It is however well known that the irregular and unordered distribution of points in the 3D space makes point cloud classification, segmentation and recognition very challenging. Although being successfully applied to 2D images [12, 3, 4], deep learning techniques face several challenges in the context of 3D point cloud processing. To tackle with them, it is often to convert point clouds to other forms such as voxel grids, meshes and multi-view images. Afterwards, they can be processed by Convolutional Neural Network (CNN) methods [5, 6, 7, 8, 9]. As compared with methods using raw point clouds as the input, conversion-based methods do have information loss. Besides, they demand additional memory and computation. Recently, we have seen a new trend that builds end-to-end deep networks to process point clouds directly [10, 11, 12, 13] with the PointNet [10] as an example.

Being inspired by recent work on feedforward-designed CNNs [14], the PointHop method was proposed in [15] for point clouds classification. Its design was built upon the successive subspace learning (SSL) principle [16]. PointHop consists of several PointHop units in cascade, and each of them comprises of neighborhood points search, quadrant-space-based feature representation, and dimension reduction. Attributes of a point are determined by the distribution of its neighboring points. The Saab transform [14] is used to control the rapid increase in the attribute size. The local-to-global attributes of 3D point clouds can be obtained through an iterative process of one-hop information exchange. They are fed into a classifier to yield the final classification result. PointHop achieves classification accuracy similar to that of PointNet [10] yet demanding much less training and inference time.

Here, we improve PointHop furthermore in two aspects: 1) reducing its model complexity in terms of the model parameters number; and 2) automatic selection of discriminant features based on the cross-entropy criterion. The resulting method is called PointHop++. The first improvement is essential for wearable and mobile computing [17, 18, 19] while the second improvement bridges statistics-based and optimization-based machine learning methodologies. With experiments conducted on the ModelNet40 benchmark dataset, we show that the PointHop++ method performs on par with deep neural network (DNN) solutions and surpasses other unsupervised feature extraction methods.

The rest of this paper is organized as follows. Background review is given in Sec. 2. The PointHop++ method is detailed in Sec. 3. Experimental results are shown in Sec. 4. Finally, concluding remarks are given in Sec. 5.
has a dimension of \( n_1 \times n_2 \). Then, if we want to find \( d \) principal components, the complexity is \( O(dn_1^2 + d^3) \). Since \( n_1 > d \), the first term dominates. To make the learning model smaller, it is desired to lower the input tensor dimension so as to reduce the filter size. Second, the loss function minimization plays an important role in deep-learning-based methods. However, it was not incorporated in PointHop. To get a lightweight model and leverage the loss function for better performance, we present new ideas to improve PointHop.

The current work has two major contributions. First, we show that the correlation between different spectral channels is very weak in Sec. 3.2. Thus, we can decouple one joint spatial/spectral tensor of dimension \((n_a \times n_s)\) into \( n_c \) spectral tensors of dimension \( n_a \). Each of them is associated with a single spectral component. It is called the channel-wise (c/w) subspace decomposition. This idea helps reduce the model complexity of PointHop in its model parameters number and computational memory requirement. Second, through multiple decomposition stages, we obtain a one-dimensional (1D) feature at each leaf node of a feature tree. We use the cross-entropy loss function to rank features so that we can select a subset of discriminant features to train classifiers. This bridges statistics-based and optimization-based machine learning methodologies.

### 3. Proposed PointHop++ Method

An overview of the proposed PointHop++ method is illustrated in Fig. 1. A point cloud set, \( P \), which consists of \( N \) points denoted by \( p_n = (x_n, y_n, z_n) \), \( 1 \leq n \leq N \), is taken as input to the feature learning system to obtain a powerful feature representation. After that, the linear least squares regression (LLSR) is conducted on the obtained features to output the 40D probability vector where the corresponding class labels come from.

This section is organized as follows. The initial feature space construction is discussed in Sec. 3.1. The channel-wise subspace decomposition is presented in Sec. 3.2. Feature priority ordering is examined in Sec. 3.3. Finally, the PointHop++ method is detailed in Sec. 3.4.
3.4. Summary of PointHop++ Method

The tree-structured feature construction process at each hop can be summarized as follows.

- Use the knn algorithm to retrieve neighbor points;
- Use the decoupled attribute to perform the Saab transform;
- If the energy of a node is greater than a pre-set threshold, perform the c/w subspace decomposition and obtain decoupled attributes as the input to the next hop.

The above process is repeated until the last hop is reached. Once the feature tree construction is completed, each leaf node contains a scalar feature. These features are ranked according to their energy and cross entropy. Finally, the LLSR is adopted as the classifier.
4. EXPERIMENTS

Experiments are conducted on the ModelNet40 dataset [26], which contains 40 object classes. 1024 points are sampled randomly from the original point cloud set as the input to PointHop++. The depth of the feature tree is set to four hops. The farthest point sampling [27] is used to downsample points from one hop to the next to increase the receptive field and speed up the computation.

| Method          | Accuracy (%) |
|-----------------|--------------|
|                 | class-avg    | overall     |
| Supervised      |              |             |
| PointNet        | 86.2         | 89.2        |
| PointNet++      |              | 90.7        |
| PointCNN        | 88.1         | **92.2**    |
| DGCNN           | **90.2**     | **92.2**    |
| Unsupervised    |              |             |
| LFD-GAN         | -            | 85.7        |
| FoldingNet      | -            | 88.4        |
| PointHop        | 84.4         | 89.1        |
| PointHop++ (baseline) | 85.6 | 90.3 |
| PointHop++ (FS) | 86.5         | 90.8        |
| PointHop++ (FS+ES) | 87          | **91.1**    |

Table 1. Comparison of classification results on ModelNet40, where the class-Avg accuracy is the mean of the per-class accuracy, and FS and ES mean “feature selection” and “ensemble”, respectively.

| Method          | Time (ms) | Parameter No. (MB) |
|-----------------|-----------|--------------------|
|                 | Training  | Inference          | Filter | Classifier | Total  |
| PointNet        | 7         | 10                 | -      | -          | 3.48   |
| PointNet++      | 7         | 14                 | -      | -          | 1.48   |
| DGCNN           | 21        | 154                | -      | -          | 1.84   |
| PointHop        | 0.33      | 108                | 0.037  | -          | -      |
| PointHop++      | 0.42      | 97                 | 0.009  | 0.15       | 0.159  |

Table 2. Comparison of time and model complexity, where the training and inference time units are in hour and ms, respectively.

Classification accuracy of different methods are compared in Table 1. PointHop++ (baseline), which has an energy threshold 0.0001 without feature selection or ensembles, gives 90.3% overall accuracy and 85.6% class-avg accuracy. By incorporating the feature selection tool as discussed in Sec. 3.3, PointHop++ (FS) improves the overall and class-avg accuracy results by 0.5% and 0.9%, respectively. Furthermore, we rotate point clouds by 45 degrees and conduct LLSR to get a 40D feature for eight times. Then, these features are concatenated and fed into another LLSR. The ensemble method has an overall accuracy of 91.1% and a class-avg accuracy of 87%. PointHop++ method achieves the best performance among unsupervised feature extraction methods. It outperforms PointHop [15] by 2% in overall accuracy. As compared with deep networks, PointHop++ outperforms PointNet [10] and PointNet++ [11]. It has a gap of 1.1% against PointCNN [12] and DGCNN [13].

Comparison of time complexity and model sizes of different methods is given in Table 2. Four deep networks were trained on a single GeForce GTX TITAN X GPU. It took at least 7 hours to train a 1,024 point cloud model while PointHop++ only took 25 minutes on a Intel(R)Xeon(R) CPU. As to inference time of every sample, both PointHop and PointHop++ took about 100 ms while DGCNN took 163 ms. The number of model parameters are also computed to show space complexity. The Saab filter size of PointHop++ is 4X less than that of PointHop. The total model parameters of PointHop++ is 20X less than that PointNet [10] and 10X less than DGCNN [13] [12].

We compare the robustness of different models against sampling density variation in Fig. 3. All models are trained on 1,024 point cloud model. The test model are randomly sampled with 768, 512, and 256 points, respectively. We see that PointHop++ are more robust than PointHop [15], PointNet++ (SSG) [11] and DGCNN [13] under mismatched sampling densities.

Finally, we show the correlation matrix of AC components at the first hop in Fig. 4. It verifies the claim that different AC components are uncorrelated. Furthermore, we visualize the feature distribution with the T-SNE plot, where the dimension is reduced to 2D. We visualize the features of the 10 object classes from ModelNet10 [26], which is a subset of ModelNet40 [26]. We see that most features of the same category are clustered together, which demonstrates the discriminant power of features selected by PointHop++.

5. CONCLUSION

A tree-structured unsupervised feature learning system was proposed in this work, where one scalar feature is associated with each leaf node and features are ordered based on their discriminant power. The resulting PointHop++ method achieves state-of-the-art classification performance while demanding a significantly small learning model which is ideal for mobile computing.
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