Future applications of the high-flux thermal neutron spectroscopy: the ever-green case of collective excitations in liquid metals
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**ABSTRACT**

The European landscape of neutron sources for research applications is changing and the major European joint effort, the European Spallation Source (ESS) currently under construction in Lund (Sweden), is progressing. The high flux source ESS is designed to deliver slow neutrons with a long-pulse time structure, a rather unique feature, with characteristics optimised to maximise the instrument performances and the experimental throughput. This is expected to result in unprecedented scientific capability over broad research areas. Major breakthroughs are likely to take place in the understanding of complex, strongly interacting and disordered systems, more specifically on their dynamical response. This will have an impact on the development of novel theories to cover some of the presently existing knowledge gaps and will prompt advanced applications of the investigated materials. Liquid metals are a prototypical example of complex systems extensively studied from the sixties on, now re-emerging as powerful functional materials for unconventional and broad spectrum applications. Research on liquid metal composites will benefit of the new experimental possibilities available at the ESS. We review the status of the experiments on liquid metals dynamics, focusing on a selected set of systems, and discuss the perspectives for cutting-edge experiments at the new sources.
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1. Introduction

Scattering of slow neutrons is a well-established technique, nowadays routinely applied to the investigation of atomic-scale structural, magnetic and dynamical properties of materials [1–4]. Complementing the neutron technique with the companion photon or electron scattering methods represents a notable example of how a multi-messenger approach can work in condensed matter research [5–9]. Indeed, tackling a specific problem by different and highly complementary techniques can provide for a complete description and a deeper understanding of the material properties. If, in 1949, Alvin Weinberg, Research Director at Oak Ridge (US), could state that neutron diffraction has become an extraordinarily powerful tool for the investigation of the structure of hydrogen-containing crystals [10], so anticipating the impact of the technique on the study of biological samples with the modern deuteration benefits, and in 1951 the first magnetic neutron diffraction measurements on transition metal oxides by the Nobel laureate Clifford Shull [11], which provided experimental evidence of the antiferromagnetic ordering, were received as a surprise by the scientific community [12], along the years the production and exploitation of neutron beams as a clean, non-destructive and unique characterisation tool has become part of routine research work.

The interaction of thermal neutrons with matter is governed by the intrinsic properties of this probe, namely the absence of charge and the existence of a magnetic moment, a de Broglie wavelength comparable with the interatomic distances in solids and the bond lengths in liquids, and an associated energy of the same order as the elementary excitations in solids,
which make possible to measure interference effects in diffraction patterns and to map energy spectra and dispersion of vibrational and magnetic modes. Electrical neutrality brings about deep penetration into materials and makes neutron the election probe of bulk properties. The nature of the nuclear interaction also makes neutrons equally sensitive to heavy and light atoms, and favours its application to probe hydrogen-containing samples, while the different coupling to the isotopes of a same element makes the technique of the isotopic substitution a valuable tool to increase the information on a given chemical sample.

When compared to photon sources, a major limitation of the neutron technique is the effective thermal neutron flux, which is very slowly rising with the years as a consequence of the achieved maturity in the source (nuclear reactor or spallation-based accelerators) design and performance. The way to overcome such an intrinsic limitation has been a large investment into the upgrade of the instrumentation [13,14], pushing for innovative solutions for targets and moderators [15,16], neutron optical systems (monochromators, guides, mirrors, collimators, choppers, ...), detector technologies and data acquisition and analysis. This approach has contributed to improve the performances of the instruments optimising the fluxes effectively available at the sample and actually detected after the scattering process, so increasing the reach of the scientific experiments.

A key advance in the present landscape of neutron facilities [17] is expected to result from the operation of the future source ESS [18] where the main design parameters, namely the time structure of the source [19], the moderator design [20] and the characteristics of the instrument suite

![Figure 1. Time-dependent brightness at a wavelength $\lambda = 5 \, \text{Å}$ for the major spallation neutron sources ISIS (UK), SNS (US), J-PARC (Japan) and the continuous reactor source of the ILL (FR), in comparison with the performances expected with the cold moderator at the ESS operated at 2 MW and 5 MW.](image-url)
[21], were optimised to obtain a high spectral brightness for as many beamports as possible while favouring the performances for cold-neutron applications. The ESS expected performances are shown in Figure 1 in comparison with the major operating neutron facilities: the higher brightness of the ESS for cold neutrons (plot at $\lambda = 5$ Å) spanning over 2.86 ms pulse length is apparent.

While the scientific case for a broad range of applications enabled by operating ESS has been widely presented, here we want to point out at some specific characteristics of the future facility that, if successfully exploited, would make significant developments possible in the research field of complex, disordered systems like liquids.

A very special feature of neutron scattering from nuclei is the presence of the so-called incoherent contribution to the cross-section, which adds to the coherent term [1,2]. The incoherent contribution originates from the intrinsic nature of the nuclear interaction and substantially accounts for the isotopic distribution inside the sample and the coupling of the nuclear spin with the neutron spin, that is the scattering length varies to one nucleus to another of the sample. This feature has been always perceived as a limitation of the technique because, despite the value of simultaneously probing the collective (coherent) and single-particle (incoherent) dynamics of a system, decoupling the two contributions in the measured cross-section is not straightforward. This property, however, could turn round into an advantage at the high brilliance sources where the high flux available could make the polarisation analysis technique [1,2,22–26], by which the incoherent contribution to the cross-section can be sorted out, a rather standard tool for applications outside the more typical field of magnetism [2,27–30]. Indeed, despite polarisation analysis is a well-known approach to obtain the full information carried by the neutron cross-section, as demonstrated by the pioneering experiment of [25], it was mostly applied to the study of magnetic elastic processes of crystal diffraction [31–33], while broadening the scientific scope to quasi-elastic neutron scattering in disordered and fluid samples occurred in rather recent years [34–38]. Adding the polarisation analysis option to the incoming and diffused neutron beams in inelastic scattering experiments designed to measure the system dynamics, typically produces such a poor counting statistics to discourage its use as a means to extract the incoherent contribution. This condition, however, could change at a high-intensity source like the ESS, making polarisation option an advanced technological standard for inelastic experiments. Being able to separately measure the incoherent and the coherent contributions to the scattering would boost full exploitation of the complementarity with the x-ray scattering techniques where the purely coherent dynamical response of the system is probed.
A further opportunity at the new intense sources is represented by the possibility of measuring the response function of the system with higher statistics at exchanged wavevectors \( q \) and energies \( \hbar \omega \) close to the boundaries of the kinematic region allowed by the scattering process, or in the limiting regions of very low \( q \) and/or high \( \hbar \omega \) values. Indeed, the kinematic region accessible to the neutron scattering experiment is defined by the momentum and energy conservation laws, and the possibility to measure a collective excitation, with a given dispersion relation, depends on the ratio between the mode and the probe velocities. This constraint, of course, cannot be lifted, as it derives from the neutron having a finite mass. However, increasing the intensity at the sample allows for a higher statistics and a better discrimination of the signal from the background especially in the low \( q \) region, thus improving the visibility of the excitation mode.

Exploiting the ESS brightness coupled to the optimised design of high-intensity inelastic spectrometers with polarisation analysis option [21], would enable to obtain the full wavevector and energy-dependent response function with the simultaneous separate measurement of single-particle dynamics and collective excitations in liquids, thus complementing the x-ray experiments at the synchrotron radiation sources and providing solid experimental support to the theories of the liquid state. Moreover, a combined neutron and x-ray investigation of the collective modes in liquids would benefit of both the typical neutron Gaussian-shaped energy and wavevector resolution function, and the wide dynamic range accessible to the inelastic x-ray instruments characterised by a broad-tail energy resolution function. Indeed, low energy excitations can be better distinguished by the neutron probe because of the short-tailed Gaussian resolution in a region where the kinematic restrictions are less critical, with the x-rays that do not suffer kinematic restrictions and provide accurate measurements of the modes at higher energy where the longer tails of the resolution do not affect the experimental data.

Here we report on inelastic neutron scattering experiments tailored to measure the collective, coherent dynamics in liquid metals, and show the added value of measuring the inelastic incoherent response to obtain a fully consistent picture of the system. The role of the collective excitations for a theoretical description of the liquid state, and specifically the liquid metals, is discussed (Section 2.) and the experimental approach and technique analysed (Sections 3. and 4.). A summary of the existing data and interpretation mostly in liquid alkali metals is presented outlining the major conclusions on the microscopic dynamics of the selected systems and pointing out at the still open issues (Section 5.). A general theoretical approach to model the dynamic response in disordered systems, based on the picture of interacting modes, is reported (Section 6.) and applied to the analysis of the two paradigmatic cases of liquid mercury and liquid gallium.
The new analysis contributes to clarify observed features of the spectra which still lack of consistent interpretation. Much support to correctly frame the response of these systems comes from the analysis of the unpublished incoherent cross-section data in mercury which are here discussed jointly with the interacting mode model. The case of lithium-ammonia solutions, a rare example of low-density electron system, is analysed using new data to obtain concentration-dependent data of the THz velocity. Finally, we briefly discuss the perspectives for these studies offered by the new high-flux sources coming on-line with an outlook on future developments and investigations in complex disordered systems, like biomaterials in Section 8.

2. The importance of collective excitations in liquids. The case of liquid metals

The liquid state itself is complicated [39] and a general, unified theory of liquids is actually not developed, despite continuous progress in modelling the liquid properties in well-defined, although restricted, thermodynamic conditions [40–46]. Known difficulties when dealing with liquids derive from the combined existence of strong inter-atomic interactions and large atomic displacements, which reduces the effectiveness of the theoretical standard tools applied to describe the limiting regimes of low-density gases and crystalline solids. With high-performance computing getting available, large-scale molecular dynamics (MD) simulations became a common and effective approach to describe the liquid state at atomic level [47]. Although MD classical calculations bring in much more information than experimentally measurable, like atomic trajectories, the computational approach sometimes lacks the physical insight enabling a formal description of the liquid state. Interest in understanding and modelling the properties that a system shows when in liquid phase remains proven by the huge literature, either theoretical or experimental, on the subject [48–57]. A series of recent theoretical papers efficaciously delineate the difficulties of a general theory of the liquid state and propose an operational approach based on the recognition of a liquid as a system in a mixed dynamical state [58–62] combining features of the solid and the gas microscopic dynamics. The scheme there recommended bypasses long-standing debates on the liquid description being obtained by extrapolating theories developed for gases or, at the other extreme, for solids.

A peculiar behaviour observed experimentally in most liquids, which ignited the debate on the theoretical approach best suited to describe the liquid state and its dynamics, is the existence of high-frequency collective modes, that is coherent propagating oscillations, extending well beyond the long-wavelength limit and characterized by a non-linear dispersion up to
wavevectors of the order of $q_0/2$, $q_0$ the first peak position of the static structure factor [63–76]. Features of these high-frequency coherent excitations, like the so-called positive dispersion of the longitudinal mode with associated propagation velocity higher than the ordinary sound in the liquid, and the emergence of transverse-character oscillations [77–82] resembling phonon modes in solids, are not predicted by classical hydrodynamics. The introduction of a properly defined relaxation time $\tau$ enables distinguishing between the two regimes of the liquid dynamics, namely the hydrodynamic regime characterized by $\omega \tau \ll 1$ where the hydrodynamics equations provide an appropriate description of the long wavelength behaviour, and the solid-like regime entering for $\omega \tau \gg 1$ where the longitudinal mode continues to propagate and the existence of propagating transverse modes is possible. However, despite the huge development of theoretical schemes, of new models and extensive simulation work, still many are the open issues and unanswered questions towards the understanding of the liquid collective dynamics over the kinematic region centred at $q \sim 1 \text{ Å}^{-1}$ and $\hbar \omega \sim 25 \text{ meV}$. It is over this region that neutron and x-ray inelastic scattering experiments are optimally suited to probe the coherent collective excitations and, in the case of neutrons, also the single-particle incoherent response.

Historically, liquid metals were among the first fluid systems whose microscopic dynamics was investigated by neutron scattering [83] as early as the first three-axes neutron spectrometer became available in 1950s [84]. References to the first neutron experiments are found in [51]. A landmark experiment is certainly that on liquid Rubidium carried out by Copley and Rowe in 1974 [63] which, for the first time, showed unambiguously the existence of a long-living collective mode, and was accompanied by the notable work of Rahman who, in the same year, published the molecular dynamics simulation [85] of the microscopic dynamics in Rubidium. Extensive studies of liquid metals followed, with inelastic neutron scattering being the qualifying technique until mid-nineties [2]. A major and renewed drive to the study of collective excitations came from the operation of new generation synchrotron radiation sources that made possible high-resolution inelastic x-ray scattering experiments, notably on liquid metals [65]. A review of the extensive work carried out by x-ray scattering to measure collective excitations in liquid metals is given in [52]. A rather large body of information is now available from the experiments probing the dynamic response at THz frequency and microscopic wavevector range in a variety of liquid metals, from alkali metals and their alloys to polyvalent and transition metals, over a wide range of thermodynamic states.
In comparison with other more common liquid systems, like molecular and organic liquids, molten metals are simpler benchmarks for testing the models of liquid dynamics, while representing an ideal playground to address the fundamental topic of the dynamic screening phenomena in the interacting electron gas [86]. The measured coherent response function of liquid metals contains a longitudinal acoustic mode characterized by a rather well-defined dispersion over an extended range of exchanged wavevectors, even though, and very interestingly, recent studies show a more complex dynamics with the presence of a second low-energy mode that has been identified as a transverse acoustic-like excitation [78–82]. Also, interpretation schemes accounting for the screened Coulomb interaction among the ions [87] and its effect on the collective excitations, enabled identifying common trends in the experimental data for alkali metals [53,64,88], alkali earths and polyvalent metals [89]. We remark that, beyond the focus on the propagating ion density fluctuations, molten alkali metals are considered the prototype of a liquid simple metal [87,90], that is a system characterized by an almost-free electron band structure in the crystalline state, which, together with the homogeneity approximation, represents an invaluable test bed for the interacting electron gas theory and the dynamic screening response in the electron plasma activated by the ionic charge disturbance [91]. Under this perspective, the liquid phase of simple metals provides experimentally feasible and easy conditions for testing the electron plasma phenomena. However, gaps remain in the knowledge of the microscopic mechanisms responsible for the propagation of collective excitations in liquid metals, despite their simplicity, and a consistent theoretical interpretation is not well defined yet.

The reasons for studying molten and liquid metals go beyond those of fundamental physics and today they are emerging as key materials for technological applications with a large potential for a broad use, ranging from electronics to medicine. Indeed, these systems couple the generally good electrical and thermal conductivities of the metal with mechanical flexibility, elasticity and low viscosity and, in some cases, with a high bio compatibility. The presence of highly mobile conduction electrons is an intrinsic characteristics of metals which is maintained at melting, making the electrical conductivities of molten simple liquid metals, like alkali metals, very close to the typical values of the solid state, i.e. 10 – 40\(\mu\Omega\cdot\text{cm}\) in resistivity [92]. These values also explain the high thermal conductivities of liquid metals. Very recent reviews on liquid metals and composites with an overview on their perspective applications are found in [93–96]. Of major technological interest are the metals that are found in liquid phase around room temperature (RT), notably Hg, Cs, Fr, Ga, and a series of alloys characterized by an eutectic point around RT [92] among
which the recently proposed Ga-based eutectic alloys (Ga-In, Ga-Sn, Ga-In-Sn) [95,96].

Here, as anticipated, we focus on the THz dynamics of a selected set of liquid metals, all characterized by a melting point close to RT, namely Hg, Ga and Li(NH₃)₄. Hg and Ga have a demonstrated impact in technological applications while there is a potential for the stable phases of lithium-ammonia solutions, like Li(NH₃)₄. Knowledge of the dynamical response at THz frequencies of these systems could have an impact on applications that exploit their thermodynamics properties or the high-frequency waves propagation.

3. Inelastic neutron scattering in liquids

The theory of thermal neutron scattering from matter is described in several excellent textbooks [1,2] and review papers. Here, only the fundamental relationships useful to describe the liquid dynamics in the THz range are recalled.

The kinematic region accessible by the neutron probe is defined by the energy and momentum conservation laws during the scattering process, that is:

\[ \epsilon_0 - \epsilon_f = \hbar \omega \quad \mathbf{k}_0 - \mathbf{k}_f = \mathbf{q} \]

where \( \epsilon_0 = (\hbar^2 k_0^2)/(2m) \) is the energy of the incoming neutron with wavevector \( \mathbf{k}_0 \) and \( \epsilon_f = (\hbar^2 k_f^2)/(2m) \) the energy of the scattered neutron with wavevector \( \mathbf{k}_f \). The scattering event is characterized by the energy transfer \( \hbar \omega \) and the exchanged wavevector \( \mathbf{q} \). Plots of the \((\hbar \omega, \mathbf{q})\) region typically accessible to the measurements are shown in Figure 2 for the two experimental configurations of a monochromatic incoming beam (\( \epsilon_0 = 80 \text{ meV} \))

![Figure 2](image.png)

**Figure 2.** The kinematic regions of exchanged wavevector \( \mathbf{q} \) and energy \( \hbar \omega \) accessible to the neutron scattering experiment with: fixed incoming neutron energy \( \epsilon_0=80 \text{ meV} \) (left panel), and fixed scattered neutron energy \( \epsilon_f=80 \text{ meV} \) (right panel). The different lines correspond to scattering angle configurations \( 2\theta=1^\circ, 20^\circ, 45^\circ, 65^\circ, 90^\circ \).
and a fixed final energy of the scattered neutron ($e_f = 80$ meV), with the scattering angle $2\theta$ spanning from $1^\circ$ to $90^\circ$.

The observable of the scattering process is the double-differential cross-section that, under the assumption of a weak coupling between neutron probe and system through a velocity-independent interaction potential, can be described within the Born approximation. The cross-section contains the excitation spectrum of the density fluctuations in the system embodied into the so-called dynamic structure factor $S(q, \omega)$ [91]. As a consequence of the interaction with the neutron beam, the system, initially in the state $|\lambda_0\rangle$ makes a transition to the state $|\lambda_f\rangle$, with corresponding energies $E_{\lambda_0}$ and $E_{\lambda_f}$.

The initial and final states of the system are defined by the isotopic distribution, the nuclear spin orientation, the position of the nuclei and, in magnetic materials, the orientations of the electron spin. The interaction potential coupling the external neutron with the nuclei of the system, neglecting the magnetic interaction that originates from the neutron spin, can be expressed very generally as

$$V(r) = \sum_j V_j(r - R_j)$$

where $R_j$ is the position of the $j$-th scattering nucleus. For unpolarised neutron beams, the cross-section can be written as

$$\frac{d^2\sigma}{d\Omega dE_{\lambda_f}} \propto \frac{k_f}{k_0} \sum_{\lambda_0, \lambda_f} p_{\lambda_0} |\langle \lambda_f | \sum_j V_j(q) \exp(iq \cdot R_j) |\lambda_0\rangle| \delta(h\omega + E_{\lambda_0} - E_{\lambda_f})$$

(1)

where

$$V_j(q) = \int dr \exp(iq \cdot r) V_j(r)$$

The sum in eq. 1 is taken over the final states $|\lambda_f\rangle$ and the initial states $|\lambda_0\rangle$ occurring with probability $p_{\lambda_0}$ that, at thermal equilibrium, is given by the proper distribution function at temperature $T$. The averaging procedure, indicated by the overline, concerns two independent averages, namely over the nuclear spin orientations and the isotopic distribution. Further handling of eq. 1 under the simplifying assumption of $V_j$ independent of $j$, which amounts to associate solely the same average scattering length to all the nuclei, provides the very compact expression.

$$\frac{d^2\sigma}{d\Omega dE_{\lambda_f}} \propto \left. \frac{k_f}{k_0} \right| V(q) \right|^2 S(q, \omega)$$

where the dynamic structure factor $S(q, \omega)$ is given by
\[ S(q, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt \exp(-i\omega t) \sum_{ji} \exp[-i\mathbf{q} \cdot \mathbf{R}_j(t)] \exp[i\mathbf{q} \cdot \mathbf{R}_f(t)] \] (2)

The relationship of \( S(q, \omega) \) with the density fluctuations of the system, namely with their excitation spectrum or equally their correlations at different times, is immediately evident by introducing the particle density operator \( \rho(r, t) \) with Fourier components \( \rho_q(t) \), that is

\[ \rho(r, t) = \sum_j \delta(r - \mathbf{R}_j(t)) \quad \rho_q(t) = \sum_j \exp[-i\mathbf{q} \cdot \mathbf{R}_j(t)] \]

which enables expressing eq. 2 as

\[ S(q, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt \exp(-i\omega t) \langle \rho_q(0) \rho_{-q}(t) \rangle \] (3)

The cross-section observable in the scattering experiment with unpolarised neutrons can therefore be simply cast as the product of a term related to the probe-target interaction potential in \( q \)-space, \( V(q) \), by the dynamic structure factor \( S(q, \omega) \) that is a density-density response function. The nature of the response originates from the neutron probe coupling to the system density fluctuations \[97\] and depends on the target properties only, as a consequence of the linear response regime treatment of the scattering process. The assumption on the neutron-nucleus interaction potential as independent of the single nucleus, which simplifies the average over the isotopes and the nuclear spin, amounts to calculate the so-called coherent contribution to the cross-section and eqs. 2 and 3 represent the coherent dynamic structure factor that is also measured by x-ray inelastic scattering \[52\]. When correctly accounting for the nuclei distributions, the averaged term \( \langle V^+_i(q) V_j(q) \rangle \) consists of the coherent contribution plus a second, incoherent, contribution that substantially describes the fluctuations of the scattering length around the average value. In summary, the neutron cross-section of \( N \) scattering centres is given by the sum of the coherent and the incoherent terms, i.e.

\[ \left( \frac{d^2\sigma}{d\Omega dE_{\lambda_j}} \right)_{coh} = N \frac{k_f}{k_0} \frac{\sigma_c}{4\pi\hbar} S(q, \omega) \]

and

\[ \left( \frac{d^2\sigma}{d\Omega dE_{\lambda_j}} \right)_{inc} = N \frac{k_f}{k_0} \frac{\sigma_i}{4\pi\hbar} S_{inc}(q, \omega) \]

where \( \sigma_c = 4\pi b^2 \) and \( \sigma_i = 4\pi [b^2 - \overline{b}^2] \), \( b_j \) the scattering length of the \( j \)-th nucleus and
\[ S_{inc}(q, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt \exp(-i\omega t) \sum_j \langle \exp[-i\mathbf{q} \cdot \mathbf{R}_j(0)] \exp[i\mathbf{q} \cdot \mathbf{R}_j(t)] \rangle \] (4)

Some general rules are obeyed by \( S(q, \omega) \) and \( S_{inc}(q, \omega) \) as properties characteristics of the response functions. For instance, time causality implies the response function being an analytic function in one half of the complex \( \omega \) plane. The first two \( \omega \) moments of the dynamic structure factor exist and are expressed by

\[
\int_{-\infty}^{+\infty} S(q, \omega) d\omega = S(q) = 1 + n_i \int dr [g(\mathbf{r}) - 1] \exp[i\mathbf{q} \cdot \mathbf{r}]
\]

\[
\int_{-\infty}^{+\infty} S_{inc}(q, \omega) d\omega = 1
\]

\[
\int_{-\infty}^{+\infty} S(q, \omega) \omega d\omega = \frac{\hbar q^2}{2M} = \int_{-\infty}^{+\infty} S_{inc}(q, \omega) \omega d\omega
\]

where \( S(q) \) is the static structure factor directly related to the pair correlation function \( g(\mathbf{r}) \), with \( n_i \) the atomic (ionic) number density and \( M \) the atomic mass. A general analysis based on the equation of motion for the density operator \( \rho(\mathbf{r}, t) \) shows that the dynamic structure factor can be developed as a continuous fraction with coefficients related to the moments [98,99]. This approach, although formally quite solid, has limited application in the interpretation of the experimental data.

A very useful development for the incoherent cross-section can be obtained in isotropic and homogeneous systems, which is independent of the structural disorder and exploits the harmonic oscillator model to describe the system dynamics. Starting from eq. 4, the \( q \)-dependent exponentials can be developed as a power series in the small \( q \) limit, to obtain

\[
S_{inc}(q, \omega) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} dt \exp[-i\omega t] \left\{ 1 + \sum_j \langle [\mathbf{q} \cdot \mathbf{R}_j(0)] [\mathbf{q} \cdot \mathbf{R}_j(t)] \rangle + \ldots \right\}
\]

where dots indicate higher order terms. The assumption of isotropic and homogeneous system allows to write

\[
\langle [\mathbf{q} \cdot \mathbf{R}_j(0)] [\mathbf{q} \cdot \mathbf{R}_j(t)] \rangle = \sum_{a\beta} q^a q^\beta \langle [R_j^a(0) R_j^\beta(t)] \rangle
\]

\[
= \sum_{a\beta} \delta_{a\beta} q^a q^\beta \langle [R_j^a(0) R_j^a(t)] \rangle
\]
where $\alpha$ and $\beta$ indicate Cartesian coordinates and $\langle [R^a_j(0) R^a_j(t)] \rangle$, because of isotropy, does not depend on $\alpha$. Making use of this result, the incoherent dynamic structure factor can be written as

$$S_{inc}(q, \omega) = \frac{1}{2\pi} q^2 \int_{-\infty}^{+\infty} dt \exp[-i\omega t] \left\{ \sum_j \langle [R^a_j(0) R^a_j(t)] \rangle + \ldots \right\}$$

where the time Fourier transform of $\langle [R^a_j(0) R^a_j(t)] \rangle$ contains the whole set of frequencies characteristic of the system, and hence the frequency spectrum. With some further math, the incoherent dynamic structure factor for a monatomic system, over the low $q$ region, results [1]:

$$S_{inc}(q, \omega) = \frac{\hbar^2 q^2}{2M} \exp[-2W(q)] \frac{g(\omega)}{\hbar \omega} [n(\omega) + 1] + O(q^4) + O(q^6) \ldots \quad (5)$$

where $g(\omega)$ represents the frequency spectrum of the system, and is an analogous of the phonon density of states in crystals, $n(\omega)$ is the Bose distribution function and $\exp[-2W(q)]$ is the Debye-Waller factor.

The value of the polynomial development of $S_{inc}(q, \omega)$ in powers of $q^2$ as given by eq. (5) is in its exploitation to get the density of states $g(\omega)$ by extrapolating the measured incoherent dynamic structure factor to zero wavevector. Indeed, the first, quadratic term provides the correct extrapolation to zero wavevectors as the higher terms become vanishingly small in this limit. It is worth mentioning that $g(\omega)$ is contributed by all the atomic vibrational modes at a given frequency $\omega$ independently of the mode character, differently from coherent scattering in crystals where precise selection rules control the cross-section that is proportional to $|q \cdot e_q|^2$, $e_q$ being the eigenvector. This selection rule produces visibility of the modes with a finite component of the eigenvector along the wavevector transfer direction. In incoherent scattering from an isotropic system this effect is averaged out and the simpler expression in eq. 5 is obtained.

### 4. Polarisation analysis in non-magnetic systems

In disordered systems, disentangling the coherent from the incoherent term in an ordinary experiment is typically left to the data reduction and analysis that, in the case of neutron techniques, is quite sophisticated as built over more than 70 years of experimental practice. However, to fully exploit the richness of information carried by the inelastic neutron cross-section in liquids, polarisation analysis is the way at future high flux sources. Indeed, exploiting the cross-section dependence on the known polarisation of the incoming beam, and analysing the polarisation of the scattered beam as resulting from the interaction with the target system, has a proven potential for distinguishing the incoherent contribution in the scattering process,
although exploitation has been limited until now by the intensity cost. A limitation that can be overcome by the expected higher performances of a source like the ESS.

While the traditional area where neutron polarisation option offers unparalleled capability is the analysis of magnetic materials structure and dynamics [100–103], the application of this technique to the study of disordered non-magnetic systems remains largely unexploited. Indeed, if magnetic order is present, e.g. ferromagnetism, antiferromagnetism and other more complex spin alignments, the polarisation dependence of the cross-section is a unique tool to single out the magnetic response of the sample. However, some recent examples show the impact of polarised neutron scattering on the study of non-magnetic systems like water [35,36] or the analysis of collective excitations in liquid gallium [104], while the possibilities opened by this technique for the investigation of biological and hydrogen-containing systems are reviewed in [105].

The theory of polarisation analysis is reported in several textbooks [1]. Here we recall the major conclusions that applies to the case of neutron scattering from nuclei. The polarisation of a neutron beam is currently defined [1,22,26] by the polarisation vector given by \( P = 2 \langle s_n \rangle \), \( \langle s_n \rangle \) being the average neutron spin, and for the neutron-nuclei interaction process, it is found that: (a) the nuclear coherent scattering is independent of polarisation and the polarisation of the outgoing beam is not affected by the coherent interaction with the sample nuclei; (b) the incoherent contribution arising from the random isotope distribution of the sample is also independent of the polarisation that remains unchanged; and, finally, (c) the incoherent scattering brought about by the random orientations of the
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nuclear spins coupling to the neutron spin causes a spin flip of the polarised incoming beam and the polarisation of the scattered beam is then reversed (spin-flip) with a magnitude equal to one-third of the incoming one. Conceptually, the experiment requires the capability of measuring and changing the polarisation state of the incoming and scattered neutron beams, in addition to energies and wavevectors, and, since the first experimental setup [25], extraordinary progresses have been achieved in the techniques to produce and analyse the neutron polarisation [32,38,106]. The experiment typically consists in separately measuring the cross-section with and without spin-flip, which, for the neutron–nucleus interaction, enables to isolate the incoherent contribution originating from the disorder of the nuclear spin orientations. Figure 3 shows a schematics of the experimental setup for a polarised inelastic instrument at a pulsed neutron source (upper panel) and a 3-axes spectrometer at a reactor source (bottom panel).

Typically, beam polarisation is ignored in standard neutron scattering experiments, and an average over the incoming and outgoing beam polarisations is carried out. However, when the incoming neutron beam, prepared in a defined spin state, is scattered by nuclei having non-zero spin \( I \), the coupled system can be found in two different final states, namely \(|+\rangle = |I + 1/2\rangle\) and \(|-\rangle = |I - 1/2\rangle\). The nuclear scattering length associated to these two states, \( b_+ \) and \( b_- \), is not the same and, in the special case of hydrogen nucleus, that is the proton, there is even a change of sign. When there is no preferred nuclear spin orientation, as in systems at temperatures greater than \( \sim 1 \) mK, the neutron–nucleus coupling must be averaged over the nuclear spin states. The two relevant averages have to be considered,

\[
\bar{b} = \frac{(I + 1)b_+ + Ib_-}{2I + 1} \quad \bar{b}^2 = \frac{(I + 1)b_+^2 + Ib_-^2}{2I + 1}
\]

When \( I = 0 \), it follows \( \bar{b} = b_+ = b_- \) and \( \bar{b}^2 = \bar{b}^2 \), so there is no contribution from nuclear spin to the incoherent scattering that now originates from the isotope distribution only and is independent of the neutron polarisation.

The effect of measuring the polarisation dependent cross-section is clearly illustrated by elastic scattering in a Bravais crystalline sample in absence of magnetic contribution. Assuming the incoming beam polarisation \( P_0 \) defined and the scattered beam polarisation \( P \) analysed, the measured polarisation dependent elastic cross-section is given by

\[
P \frac{d\sigma}{d\Omega} = P_0 \left| \sum_i \exp[i \mathbf{q} \cdot \mathbf{R}_i] \bar{b} \right|^2 - \frac{1}{3} P_0 N (\bar{b}^2 - \bar{b}^2)
\]
This relationship shows that the incoherent contribution gives rise to a spin-flip process with \( P = -1/3P_0 \). Therefore, the incoherent scattering of a fully polarised neutron beam produces a scattered beam where two-third of the scattered neutrons changed spin state and one-third remained in the original state. This result can be used to distinguish the coherent scattering cross-section from the incoherent (nuclear spin) contribution. For a sample containing several isotopes, the incoherent neutron scattering does not produce any spin flip.

These results are also exploited to obtain clean coherent and incoherent dynamic structure factors. The simplest example is the inelastic scattering in an elemental liquid sample made of a single isotope species with a given spin \([24]\). Coherent and incoherent terms can be obtained by carrying out two measurements of the inelastic cross-section in a configuration of a fully polarised incoming neutron beam \( (P_0 = \tilde{z}) \) with the polarisation analysis of the scattered beam for non-spin flip \((++ \text{ or } --)\) and spin flip \((+- \text{ or } -+)\) processes, that is \( P \) with the same or the opposite direction as \( P_0 \), respectively. Assuming ideal beam polarisations, the cross-sections are given by

\[
\frac{d^2\sigma}{d\Omega dE_{k_f}}|_{++} = \frac{k_f}{k_0} \left[ b^2 S(q, \omega) + \frac{1}{3} \frac{\sigma_i}{4\pi} S_{inc}(q, \omega) \right]
\]

and

\[
\frac{d^2\sigma}{d\Omega dE_{k_f}}|_{+-} = \frac{k_f}{k_0} \frac{2}{3} \frac{\sigma_i}{4\pi} S_{inc}(Q, \omega)
\]

The study of collective excitations in liquid metals enjoyed considerable momentum almost 20 years ago thanks to the novel instrumentation for inelastic x-ray scattering installed at advanced photon sources like the ESRF \([52]\), which led to notable advances in the description of the liquid system dynamics. The perspective today for making still another jump in the understanding of the complex liquid dynamics could come from polarised neutron studies at high brilliance sources, which have the potential of measuring simultaneously the coherent and the incoherent density-density response function, thus giving access to both the spectrum of density fluctuations and the single particle diffusion processes.

A full polarisation analysis experiment implies to carry out not less than 6 independent measurements of the inelastic cross-section with high statistics \((\sim 1-2\%)\), which amounts to devoting a considerable beam time effort to a single experiment. For most of the presently installed spectrometers, neutron fluxes available at the sample enable
performing the investigations, although that would impact on the total number of experiments on the given beamline, due to the time-consuming scheme for the polarisation analysis measurements with only half of the incoming neutron flux selected (ideal polarisation efficiency). Therefore, a substantial increase of the flux at the sample would proportionally reduce the time duration of the experiments making them more accessible to a larger number of users. As an example, the performances expected by the new bi-spectral T-REX spectrometer with full polarisation analysis, to be installed at ESS, anticipate an intensity at the sample ranging from 5 to 50 times higher than at the existing spectrometers of the same class [107]. The flux gain also improves the signal-to-noise ratio by a factor equal to the square root of the scattered intensity at fixed collection time. Such a ratio is further improved by the increased sample distances from the neutron source [107]. These figures are critical to separate, by polarisation analysis, the coherent and incoherent scattering contributions for most isotopes where the typical $\sigma_i/\sigma_c$ ratio is below 10%. Therefore, apart from the shorter experimental time, hence the larger number of possible investigations, and the improved signal-to-noise ratio, the increased flux makes possible experiments where, at present, the polarisation analysis is difficult.

5. Collective excitations measured in liquid metals. Experimental characterization of the THz dynamics

The focus on liquid metals concerns the ability to describe the dynamic response in the regime $\omega \tau > 1$, where traditional hydrodynamics does not work, and to interpret the $\omega$ vs $k$ dispersion and the $\omega$-, $k$-dependent damping of long-living collective excitations, which are observed in a variety of thermodynamic states. A major issue is the actual complexity of the measured dispersion relations that, thanks to the increased experimental resolution and intensity and the remarkable improvements brought in by the x-rays techniques, results in more than just one longitudinal mode even in simple monatomic liquids. These features remind the behaviour of solids where they are completely understood as phonons in crystals. The additional trait, typical of liquids, is the diffusive particle motion that shows up in the response function and does not have a comparable counterpart in crystalline solids.

The Generalized Collective Modes (GCM) method [108,109] is a widely applied theoretical approach to the investigation of collective modes in liquids and an effective framework to analyse the transverse excitations spectra in liquids [110–113], binary mixtures [114,115] and glasses [116]. Also, the recent extensive molecular dynamics simulation work of Del Rio
et al. on liquid metals contribute to shed light on the interpretation of the vibrational spectra and the complex behaviour of collective modes in these systems [117–119].

Without entering the debate on the merits of the best theoretical approach describing the characteristic behaviour of the liquid, whether generalized hydrodynamics or a solid-like vibrational approach, for which the reader can refer to more specialised literature, we adopt the prescription emerging from recent papers published on the subject [60], which amounts to approximate properties in the liquid state related to system energy or specific heat, by using solid-like predictive models [58–61]. This statement is based on the demonstration that the energy and specific heat in a liquid are mostly contributed by the vibrational collective modes term, as in solids, which is dominant over the diffusive motion term. Further background to that, is the renewed interpretation of the Frenkel proposal of a liquid relaxation time as the average time between the diffusive jumps, that is, within this picture, particles in a liquid perform oscillations which resemble vibrations in a solid, for a certain time duration beyond which they jump diffusively to a nearby quasi-equilibrium position [60]. The assumption that at times smaller than the relaxation time the liquid dominantly behaves like a solid, unsurprisingly supports the prediction of transverse modes in addition to the longitudinal acoustic mode. Quite generally the combined view of the liquid dynamics made of solid-like vibrations and diffusive motions provides practical recommendations for modelling the collective dynamics and diffusion observed at THz frequency and interatomic length scale in many liquids including liquid metals [77–82].

When discussing the possible presence of THz transverse modes in liquids, a key observation is the effective ability of the experimental technique to directly measure them. Indeed, by inelastic neutron or x-ray scattering, the coherent dynamic structure factor is observed, which, being a density-density correlation function, is contributed by the **longitudinal** density fluctuations only. In crystals, the presence of the reciprocal lattice allows to transfer part (G) of the exchanged wavevector q to the lattice itself without energy transfer, that is G = q − q_{ph} with q_{ph} the phonon wavevector and G a reciprocal lattice vector, which makes the direct observation of transverse phonons possible. In liquids, the experimental **visibility** of transverse modes by neutrons or x-rays probes over this exchanged energy-wavevector region, depends on the hybridisation degree of transverse oscillations with the longitudinal sound.

As an example of what is measured in inelastic neutron and x-ray scattering experiments, Figure 4 shows a series of spectra collected in a few selected liquid metals, Rb [63], KCS [64], Ag [120], by neutrons (panel a) and Li [65], Na [78], Sn [82], by x-rays (panel b). The spectra
Figure 4. Dynamic structure factor of selected liquid metals versus exchanged energy. The experimental spectra of each sample are shown at the minimum and the maximum values of the measured wavevector transfer $q$, which are reported in the figures. Panel (a): neutron measurements in liquid Rb [63], KCs [64] and Ag [120]; panel (b): x-ray scattering in Li [65], Na [78] and Sn [82]. Experimental data are plotted as dots together with the errors shown when available. The full lines are the best-fitting curves obtained as the sum of a simple DHO plus a Lorentzian central peak.
are plotted versus energy and at selected values of the experimental wavevectors, with the aim of showing the characteristic features of the $S^{\text{exp}}(\mathbf{q}, \omega)$ function, in particular the triple-peak shape persisting with increasing the wavevector well beyond the hydrodynamic limit and up to almost the $q$-position of the first maximum of the static structure factor $S(q)$. In particular, the neutron data on Rb [63] and the x-rays data on Li [65] represent the first clear experimental evidence of propagating excitations over the THz region, which gave rise to further studies in the following years.

The analysis of the measured $S^{\text{exp}}(\mathbf{q}, \omega)$ data provides the dispersion relations $\omega_j(q)$ of the $j$-th mode, the modes damping and the value of the velocity associated with the mode, which is obtained by extrapolating $\omega_j(q)$ to $q \to 0$. As an example, the dispersion relations and the damping obtained by a neutron experiment in Zn [81] and by x-ray scattering measurements in Fe [80,121] are shown in Figure 5. The analysis is typically carried out using different fitting models to reproduce the inelastic structures, which can be generally grouped as empirical models based on the memory function approach [52,98,99] and conservation rules [122,123] or derived from a solid-like interacting-phonon model [81,124–126]. A review is given in

Figure 5. Dispersion relations (upper panels) and damping (lower panels) of the collective excitations measured in liquid Fe by x-ray scattering [80,121] and in liquid Zn [81] by neutron scattering. Two series of data are reported for liquid Fe: only the longitudinal mode (black symbols) is visible in the first series of data [80], while both longitudinal (red squares) and transverse (blue squares) modes are reported from [121]. Liquid Zn shows both longitudinal (circles) and transverse (squares) modes. The ordinary sound velocity $c_0$ and the fast sound $c_\infty$ associated to the longitudinal acoustic mode are plotted for both Fe and Zn. The transverse velocity $c_T$ is shown for Fe only.
Table 1. Collective mode velocity. \( c_0 \) is the ordinary sound velocity obtained from [132] and \( c_{\infty} \) the fast sound velocity associated with the longitudinal acoustic mode measured at THz frequency. \( c_T \) is the velocity associated with a transversal acoustic mode after eq. 6. \( \epsilon_{\text{GS}} \) is the Bohm-Staver approximation for the sound velocity, while \( \Omega_p/k_b \) is an improved estimate of velocity with the correct expression for \( k_b \) [89], and \( c_{\text{mod}} \) is the collective-mode velocity of eq. 8 given by the full model described in [89].

| Element | \( c_0 \) (meV Å) | \( c_{\infty} \) (meV Å) | \( c_T \) (meV Å) | \( c_{\infty}/c_0 \) | \( \epsilon_{\text{GS}} \) (meV Å) | \( \Omega_p/k_b \) (meV Å) | \( c_{\text{mod}} \) (meV Å) |
|---------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| Li      | 29.95            | 36.5 ± 3.0       | 18 ± 9           | 1.219            | 44.58            | 29.00            | 26.50            |
| Na      | 16.61            | 18.5 ± 1.0       | 7 ± 4            | 1.114            | 19.51            | 10.35            | 16.83            |
| K       | 12.34            | 15.5 ± 1.0       | 8 ± 3            | 1.256            | 12.56            | 4.13             | 15.00            |
| Rb      | 8.23             | 9.2 ± 0.5        | 3.6 ± 1.9        | 1.118            | 7.17             | 0.45/            | 8.99             |
| Cs      | 6.46             | 7.5 ± 0.4        | 3.3 ± 1.4        | 1.161            | 5.30             | 1.57/            | 7.68             |
| Ca      | 19.59            | 28.5 ± 2.0       | 18 ± 5           | 1.455            | 24.05            | 15.06            | 31.45            |
| Ba      | 8.75             | 18.8 ± 2.0       | 14 ± 4           | 2.149            | 10.43            | 5.54             | 17.68            |

All these approaches contain, as the simplest approximation, the damped harmonic oscillator (DHO) model that has been applied to interpret the spectra of very diverse liquid systems. Indeed, the DHO fitting, in its simplicity and without striving to be a revealing theoretical tool, provides a guideline to figure out recurrent behaviours in alike and very different systems. Examples range from liquid water [73–75,128] to lithium-ammonia solutions [129]. We recall that DHO is formally obtained as the solution of the Langevin equation of the density fluctuations in the appropriate frequency limits, as reported in the experimental review [52] when discussing the generalized hydrodynamics based on the memory function formalism. Also, we observe that DHO is obtained as the weak-anharmonicity analytical limit of the phonon spectral density in anharmonic crystals [130,131].

As apparent from these figures, the velocity \( c_{\infty} \) associated to the propagation of longitudinal density fluctuations, the so-called fast sound, can be derived by the linear extrapolation to \( q \to 0 \) of the dispersion curve, which typically is found to be higher than the values \( c_0 \) of the ordinary sound in the hydrodynamic regime. The experimental data of \( c_{\infty} \) and \( c_0 \) [132] of the longitudinal mode are reported in Table 1 for liquid alkali and alkaline earth metals where the analysis presented in [89] is applied to calculate model values of the fast sound velocity.

The transition from slow to fast sound has been explained through different mechanisms either relaxation processes, typically described by generalized hydrodynamics or memory function approaches, or interactions directly included in the response function. The second picture relies on models like those based on the quasi-crystalline approximation [54,55,133] or related to interaction mechanisms between modes [81,124–126,134,135]. In the generalized hydrodynamics approach, a relationship is obtained for the elasticity moduli, which links the high frequency to the low-frequency
fluid dynamics [40,41] and is exploited in a formula connecting \(c_0\) and \(c_\infty\) to a velocity \(c_T\) associated to the transverse modes [60], i.e.

\[
c_0^2 = c_\infty^2 - \frac{4}{3} c_T^2
\]  

(6)

The application of this formula has been questioned [136–138] as the exact use of the bulk and shear moduli depends on the precise identification of the low- and high-frequency regimes, and the formal description of the density fluctuations in liquids by generalized hydrodynamics [40] is subject to intense debate. Here, eq. 6 is applied to obtain an experimental guess at the velocity associated to the transverse modes possibly present in the liquid, by making use of the measured hydrodynamic sound velocity \(c_0\) and the fast sound velocity \(c_\infty\) provided by the extrapolation procedure of the experimental dispersion data. The \(c_T\) values obtained for the liquid metals at the melting point are listed in Table 1 where also \(c_0\) and \(c_\infty\) are reported.

\[\text{Figure 6.} \quad \text{Data and curves from [140]. (a) Scaled dispersion curves and (b) sound velocity data for the alkali metals series. The } q \! = \! 0 \text{ values are the adiabatic sound velocities from Refs. [52] and [141]. The experimental data, according to the labelling indicated in panel (b) are from: Li 475 K [142], Na 390 K [143], Rb 316 K [63], K 343 K [144], Cs 308 K [145], Na 1173 K [146] Rb 600 K [147].}\]
Whereas the challenge for a theory of liquids is to provide a general framework for the interpretation and the forward looking, a major ambition for the experiments is, through the fitting procedures, to identify common trends in the dynamics of liquid metals and possibly scale relations. Several attempts to recognise scaling behaviour in the dynamic properties have been done in the case of alkali metals although definitive conclusions have not been reached \[52,53,64,88,139\]. A most recent example of rescaling in liquid alkali metals is reported in Ref \[140\]. where a universal behaviour is found for the acoustic dispersion curves and the sound velocity over the wavevector range \(0.15q_0 \leq q \leq 0.7q_0\), if plotted using the reduced units \(q^* = q/q_0\) and \(\Omega^* = \Omega/\Omega_0\) with \(q_0\) the position of the main peak of the structure factor \(S(q)\) and \(\Omega_0\) the maximum of the dispersion curve. The validity of the proposed scaling is confined to the wavevector range above the hydrodynamic and below the single-particle regimes. The result of Ref \[140\] is here reproduced in Figure 6.

Other attempts to facilitate a consistent interpretation of the THz dynamics of liquid metals have been done in a rather recent past \[64,88,89\] by casting the experimental data collected on alkali metals, alkali earths and polyvalent metals into a common frame founded on the theoretical treatment of the coupled electron-ion plasma \[86,91,148\]. Within the OCP (one component plasma) idealised model \[149\], liquid metals can be described as a system of charged particles, the ions, obeying the classical statistics and characterized by coupling constants that, at room temperature, are much greater than one (typically of the order of \(10^2 - 10^3\)), which corresponds to a regime of strongly coupled plasma. Indeed, the coupling constant \(\Gamma\) is defined as the ratio of the average Coulomb energy to the average kinetic energy, that is

\[\Gamma = \frac{(Z_i e)^2}{a k_B T} = 2.69 \times 10^{-5} Z_i^2 \left(\frac{n_i}{10^{13} \text{cm}^{-3}}\right)^{1/3} \left(\frac{T}{10^6 \text{K}}\right)^{-1}\]

where the Coulomb energy per particle of the \(N_i\) ions, each with an electric charge \((Z_i e)\), inside the volume \(V\) is evaluated as \((Z_i e)/a\), with \(a = [3V/(4\pi N_i)]^{1/3}\) the Wigner-Seitz radius of the sphere with \(V/N_i = 1/n_i\) volume, and the kinetic energy per particle is approximated by \(k_B T\). For a classical ion plasma, \(Z_i \sim 1\) with typical densities \(n_i\) of the order of \(10^{22}\text{cm}^{-3}\), which provides \(\Gamma \gg 1\) over the whole range of temperatures where the liquid metal exists and the ion system behaves like a classical strongly coupled plasma. The electrons, on the other hand, form a degenerate quantum plasma where the kinetic energy is approximated by the Fermi energy \(E_F = \hbar^2 (3\pi^2 n)^{2/3}/(2m_e)\) of the gas with \(m_e\) the electron mass and \(n = Z_i n_i\) the number density related to the dimensionless Wigner-
The Seitz radius of the electrons $r_s$ ($1/n = 4\pi r_s^3 a_0^2/3$, $a_0$ the Bohr radius). The coupling constant turns out to be

$$\Gamma_e = \frac{e^2}{r_s a_0 E_F} = 0.543 r_s$$

where $r_s$ typically ranges between 2 and 6 for the conduction electrons in metals. Therefore, the conduction electrons of the liquid metal form a degenerate, strongly coupled plasma.

The ordinary treatment of the OCP assumes that the neutralizing charge, in this case the electrons that neutralize the average space-charge field of the ions, form a rigid, uniform background. This is a very simplified model that is more accurate in the limit of high electron density but rather limited to describe the properties of the liquid metal as a system of classical strongly coupled ions interacting with the quantum degenerate strongly coupled electron plasma that is a polarizable and not-rigid medium in the THz region. The bare ion-ion Coulomb interaction is indeed transformed into an effective short-range interaction because of the charge screening by the highly mobile electrons. In the approach of the linear response theory, the ion-ion dynamic screening effects are contained in the response function and specifically in the dielectric function $\epsilon(q,\omega)$ of the electron gas, which is approximated by its static limit $\epsilon(q,0)$ under the adiabatic decoupling of the electron and the ion motions. This is a reasonable approximation as the thermal energy of the ion motion is much lower than the Fermi energy of the electrons.

Actually, as pointed out in many reference studies since 1960 [87,90], liquid metals fit well within the description of a system of highly mobile conduction electrons interacting with the much heavier ions. Because of the electron–ion interaction, the electronic structure and the ion configuration, as well as the microscopic dynamics of both ions and electrons, are closely coupled and mutually dependent. The electron–phonon interaction is responsible for specific properties of metallic crystals, notably the superconductivity at low temperature. In the liquid phase of the metal, where the periodic structure of the lattice is lost, the simplest model is the plasma of dimensionless pointlike ions, charge-neutralised by the homogeneous interacting electron gas, and mutually interacting through the electron-screened ion-ion Coulomb interaction. This model, well known as the Bohm-Staver (BS) approach [91,150], supports the existence of collective modes of the ion plasma although neglecting the repulsive core potential, which amounts to emphasize the role of the electron density and electron-density-related effects against the ion size in governing the propagation of the ion density fluctuations. Indeed, the pointlike ions, moving in the otherwise homogeneous electron gas, induce a density fluctuation in the electron system, that
is a polarisation with a piling up effect of the electrons around the ionic charges, which, in turn, causes a screening of the bare Coulomb interaction among the ions and alters the frequencies associated to the propagation of the ion vibrations in the coupled electron-ion plasma. In the BS approximation, the frequency of the ion mode is given by

\[ \omega^2(q) = \frac{\Omega_p^2}{\epsilon(q)} \]  

(7)

where \( \Omega_p \) is the ion plasma frequency, \( \Omega_p^2 = 4\pi n_i (Z_i e)^2 / M \), \( M \) the ion mass. \( \epsilon(q) \) is the static dielectric function of the electron gas, which in the low \( q \) limit and the Random Phase Approximation (RPA) is given by \( \epsilon(q) \approx 1 + k_{TF}^2 / q^2 \) with the inverse of the Thomas-Fermi wavevector \( k_{TF} \) giving the size of the screening length. Under this scheme, the collective-mode velocity is obtained by taking the long-wavelength limit of eq. 7, that is

\[ c_{BS} = \lim_{q \to 0} \frac{\omega(q)}{q} = \frac{\Omega_p}{k_{TF}} = v_F Z_i \sqrt{\frac{m_e}{3M}} \]

\[ v_F = (2E_F / m_e)^{1/2} \] the Fermi velocity.

Despite the crude approximation, the BS model provides an electron density-based scaling scheme via the dimensionless Wigner-Seitz radius of the electrons \( r_s \) that reasonably accounts for the fast sound velocity trend in
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**Figure 7.** Dispersion relation of the collective longitudinal mode in \( \text{K}_{52}\text{Cs}_{48} \) [64] (dots) compared with pure Rb (triangles) [63]. The dispersion relation of pure Rb after scaling by the effective alloy mass is also shown (empty triangles).
liquid alkali metals [64,89]. Actually, support to the electron density role as a scaling related parameter came from the study on collective excitations in the binary liquid system K$_{52}$Cs$_{48}$, whose composition was specifically chosen to match the $r_s$ value of pure Rb [64]. By taking into account the effective mass of the alloy, a scaling of the dispersion curve of the alloy to that of Rb was obtained, which confirms that the electron density is a parameter sufficient to explain the scaling without resorting to the repulsive ion-core that is, indeed, very different in the two systems. The result of the scaling of the dispersion curves in heavy alkali metals, with the dielectric function, is shown in Figure 7.

Improved approaches over the BS scheme require removing the pointlike assumption on the ion size, including a better treatment of the electron-ion coupling as well as of the electron–ion–electron interactions that play a major role at low electron densities (high $r_s$ values). Examples are given by the methodological approach presented in Ref [88], and further bettered in Ref [89]. Both these studies are focused at identifying trends in the longitudinal collective mode velocity and damping and provide a model for comparison with the experimental data collected in a rather extended set of liquid metals. The key steps of the procedure beyond-BS are here summarised to report on the protocol described in [89], while a new detailed treatment of the coupled electron-ion system dynamics is given in the following section.

In the coupled electron-ion plasma, under the assumption of weak electron–ion interaction, which justifies a linear response theory approach, the frequencies associated to the propagating ion modes can be calculated self-consistently by solving the equation of motion for the amplitude associated to the ionic oscillations, with the system Hamiltonian expressed as the sum of three terms, namely purely ions, purely electrons and the electron–ion interaction term. The electron–ion interaction term is linear in the ion amplitude and contains the electron density fluctuations that are induced by the longitudinal field of the ion amplitude. The solution of the equation of motion provides the dispersion relation $\omega_R(q)$ of the longitudinal ion fluctuation density modes, i.e.

$$\omega_R^2(q) = \Omega^2(q) - \Omega_p^2 F(q) \left\{ 1 - \frac{1}{\epsilon(q, \omega_R(q))} \right\}$$

where $\Omega(q)$ is the frequency of the normal modes of the ion plasma in absence of its coupling to the electrons, $F(q)$ the form factor of the ion–electron interaction potential and the dielectric function $\epsilon(q, \omega_R(q))$ of the electron gas can be replaced by its low frequency, low $q$ limit, that is $\epsilon(q, 0) \sim 1 + k_s^2/q^2$ with $k_s$ the electron gas screening wavevector. The velocity $c_{mod}$ of the collective modes is then obtained as
Figure 8. Velocity difference $\Delta$ versus the Wigner-Seitz radius $a$ of the ion sphere for a series of liquid metals. The data are plotted with a logarithmic $x$-axis scale to expand the lower values region. Experimental data (dots) are compared with the values calculated according to the model of eq. 8 (lozenges) and Ref [89]. The full line is a guide-to-the-eye.

$$
c_{\text{mod}}^2 = \lim_{q \to 0} q^2 \frac{\omega_R^2(q)}{q} = \Omega_p^2 \left[ \frac{1}{k_s^2} + 2 \frac{\delta_p}{q_D^2} + \frac{\langle R^2 \rangle}{6} \right]$$

(8)

by using the $q \to 0$ limit of $F(q)$ and $\Omega(q)$, that is

$$
F(q) = 1 - \frac{\langle R^2 \rangle}{6} q^2 + O(q^4) \quad \Omega(q) = \Omega_p \left[ 1 + \delta_p \left( \frac{q}{q_D} \right)^2 + O(q^4) \right]
$$

with $q_D^2 = 4\pi n_i (Z_i e)^2 / (k_B T)$ the Debye wavevector, $\delta_p$ a parameter entering the normal mode dispersion at small wavevectors [86] and $\langle R^2 \rangle$ the mean square radius of the electron–ion interaction potential. The knowledge of the ion charge $(Z_i e)$, the parameter $\delta_p$ and the size $\langle R^2 \rangle$ is sufficient to determine the velocity $c_{\text{mod}}$. In [89] a method is developed to calculate the density of the electron gas, and hence the ion charge $Z_i$, entering the dynamic response of the coupled plasma. The suggested protocol builds on the assumption that the relevant electron density in the process is the average electron density in the interstitial region, and that only the experimental structure of the liquid metal, i.e. the static structure factor $S(q)$, enters the determination of the electron density. The velocities of the longitudinal collective mode in alkali and alkaline earth liquid metals, calculated according to eq. (8) by applying the method proposed in [89], are reported in Table 1 in comparison with the experimental values $c_\infty$ obtained as the $q \to 0$ extrapolation of the measured collective-mode dispersion. Figure 8 shows a plot of the velocity difference $\Delta = (c_{\text{mod}} / \Omega_p)^2 - 1 / k_s^2$ versus the Wigner-Seitz radius $a$ for the wider set of metals analysed in [89], in
comparison with the experimental estimates of the same quantity obtained using $c_\infty$. As apparent from Figure 8, $\Delta$ is a relatively smooth curve that accounts for all the data but Ba whose ratio $c_\infty/c_0$ also deviates remarkably from the trend shown by the other metals.

6. **Self-consistent treatment of collective excitations in liquid metals. The interacting modes model**

The fully quantum mechanical description of the liquid dynamics, thanks to the large $M/m_e$ mass ratio, can be reduced to the classical treatment of the ion dynamics under the adiabatic approximation with only the electrons being treated as quantum particles. A general starting point is the Hamiltonian of interacting electrons and ions, which first principle calculations in crystals rely on among which the very accurate lattice dynamics computations [151,152]. The Hamiltonian is given by the sum of the three terms related to purely ions $H_i$, purely electrons $H_e$ and electron–ion interactions $H_{ei}$, that is

$$H_i = \sum_j \frac{p_j^2}{2M} + \frac{1}{2} \sum_{jj'} U(R_j - R_{j'})$$

$$H_e = \sum_k \frac{\hbar^2 k^2}{2m_e} c_k^{\dagger} c_k + \frac{1}{2} \sum_{kk'q \neq 0} \nu_q c_{k+q}^{\dagger} c_{k'}^{\dagger} c_{k'} c_k$$

$$H_{ei} = -\sum_j W(r_i - R_j)$$

where $i$ and $j$ run over the electrons and the ions, respectively. The potentials $U(R)$ and $W(r, R)$ refer to the ion-ion and ion-electron interactions, and $\nu_q$ is the Fourier transform of the bare Coulomb potential. A first evaluation of the electron term of the Hamiltonian is given by the mean field approximation for the electron–electron interactions, which results in

$$H_e = \sum_k \epsilon(k) c_k^{\dagger} c_k$$

where $\epsilon(k)$ is the effective single particle energy. A physically appealing approach to the THz ion dynamics of a liquid, which recalls the relaxation time concept [40,60] to distinguish the liquid frequency regimes, should contain two major processes developing over quite different time scales, namely slow diffusion and fast density fluctuations caused by the vibrations around the instantaneous equilibrium positions $R_i^{(0)}$. Within this two time scale approach the time-dependent ion positions, related to the local vibrations regime, can be written as
\( \mathbf{R}_j(t) = \mathbf{R}_j^{(0)} + \mathbf{u}_j(t) \), as usual to describe phonons in crystals. To evaluate the density fluctuations caused by the ion displacements \( \mathbf{u}_j(t) \) in the liquid, we first consider \( H_i \) as the OCP Hamiltonian for the strongly interacting ion plasma neutralized by the rigid negative uniform charge distribution, with \( \mathbf{u}_j(t) \) developed using the normal mode description, i.e.

\[
\mathbf{u}_j(t) = \frac{1}{\sqrt{N_i M}} \sum_{kl} \mathbf{e}_{kl} \exp[i\kappa \cdot \mathbf{R}_j^{(0)}] Q_{kl}
\]

where \( \kappa \) runs over the reciprocal space and \( l \) indicates the three vibrational modes. The three unit vectors \( \mathbf{e}_{kl} \) are mutually orthogonal and \( Q_{kl} \) is the amplitude operator. By substituting this canonical transformation into \( H_i \), one gets

\[
H_i = \frac{1}{2} \sum_{kl} \left[ P_{kl}^\dagger P_{kl} + \Omega_{kl}^2 Q_{kl}^\dagger Q_{kl} \right]
\]

where \( P_{kl} = \dot{Q}_{kl} \) is the conjugate momentum of the coordinate \( Q_{kl} \) and \( \Omega_{kl} \) is the frequency of the OCP normal modes. In strongly coupled plasmas the frequency of the longitudinal mode \( l = 1 \) at \( \kappa = 0 \) is \( \Omega_{0l=1}^2 = \Omega_p^2 \).

The electron-ion term \( H_{ei} \) contains the ion fluctuations \( \mathbf{u}_j \) around \( \mathbf{R}_j^{(0)} \) while the static contribution due to the instantaneous equilibrium positions \( \mathbf{R}_j^{(0)} \) is included in the electronic term \( H_e \) through the single-particle electron energies \( \epsilon_k \). Substituting the normal mode description of \( \mathbf{u}_j \) in \( W(\mathbf{r}_i - \mathbf{R}_j) \), the Hamiltonian \( H_{ei} \) is explicitly written in terms of the coordinate \( Q_{kl} \) and the Fourier transform of the electron density operator \( \rho^e(\mathbf{r}) \) where

\[
\rho^e(\mathbf{r}) = \sum_i \delta(\mathbf{r} - \mathbf{r}_i) = \frac{1}{V} \sum_{kk'} c_k^\dagger c_{k'} \exp[i(\mathbf{k} - \mathbf{k}') \cdot \mathbf{r}]
\]

After some manipulation \([91,148]\), the Hamiltonian \( H_{ei} \) becomes

\[
H_{ei} = -i \frac{1}{V} \sqrt{N_i / M} \sum_{\kappa k} \kappa w_{\kappa} \langle 0 | c_{\mathbf{k}\kappa}^\dagger c_{\mathbf{k}-\kappa} | 0 \rangle Q_{\kappa l=1}
= -i \frac{1}{V} \sqrt{N_i / M} \sum_{\kappa} \kappa w_{\kappa} \rho_{\kappa}^e Q_{\kappa l=1}
\]

where \( |0\rangle \) is the electron ground state with the ions in the instantaneous equilibrium positions, \( w_{\kappa} \) is the Fourier transform of the electron-ion term \( W(\mathbf{x}) \) and \( \rho_{\kappa}^e \) is the electron density fluctuation in reciprocal space. The result obtained for \( H_{ei} \) shows that only the longitudinal mode \( Q_{\kappa l=1} \) contributes, which derives from the gradient of \( W(\mathbf{x}) \) being parallel to \( \kappa \). It is
usual to approximate \( w_\kappa \) including a form factor \( F(\kappa) \) accounting for the finite size of the ion core, that is \( w_\kappa = 4\pi e^2 Z_i F(\kappa)/\kappa^2 \).

Casting together the purely ionic term with the electron-ion coupling term, the Hamiltonian describing the fast vibrational dynamics in liquids is obtained as

\[
\mathcal{H}_{ph} = \frac{1}{2} \sum_{kl} \left\{ [P_{kl}^\dagger P_{kl} + \Omega_{kl}^2 Q_{kl}^\dagger Q_{kl}] - i \frac{1}{V} \sqrt{\frac{N_i}{M}} \kappa w_\kappa \rho_{\kappa}^e Q_{kl=1} \right\}
\]

with \( \mathcal{H}_{ph} \) so-called because of the similarity with phonons in crystals. The electron density \( \rho_{\kappa}^e \) can be related to the ion density \( \rho_{\kappa} \) fluctuations at the frequency \( \omega \) by the dielectric function through the following equation

\[
\rho_{\kappa} = \frac{1 - \epsilon(\kappa, \omega)}{\epsilon(\kappa, \omega)} \rho_{\kappa}^e
\]

where the ion density fluctuation \( \rho_{\kappa} \) is given, after some manipulation, by

\[
\rho_{\kappa} \approx -i \sum_j \exp[-i \kappa \cdot R_j^{(0)}] \kappa \cdot u_j = i \sqrt{\frac{N_i}{M}} \kappa Q_{kl=1}^\dagger \tag{9}
\]

which, once more, clearly shows that only the longitudinal component \( l = 1 \) contributes to the ion density fluctuations. The final form of \( \mathcal{H}_{ph} \) in terms of the coordinates \( Q_{kl} \) is then

\[
\mathcal{H}_{ph} = \sum_\kappa \left\{ \frac{1}{2} \sum_l [P_{kl}^\dagger P_{kl} + \Omega_{kl}^2 Q_{kl}^\dagger Q_{kl}] + \frac{n_i}{M} \kappa^2 w_\kappa \frac{1 - \epsilon(\kappa, \omega)}{\epsilon(\kappa, \omega)} Q_{kl=1}^\dagger Q_{kl=1} \right\}
\]

The eigenvalues of this Hamiltonian must be obtained self-consistently with the frequency \( \omega \) appearing in the electron-ion coupling. As such a procedure is quite cumbersome, a simple and most reasonable approximation is to assume a negligible frequency dependence for the dielectric function, that is \( \epsilon(\kappa, \omega) \approx \epsilon(\kappa, 0) \) which in the limit of \( \kappa \to 0 \) is given as \( \epsilon(\kappa, 0) \approx 1 + k_s^2/\kappa^2 \). This specific approximation with the screening wave vector \( k_s \) deduced from accurate electron gas calculations has been discussed in detail in [89] to compare calculated and experimental long-wavelength longitudinal collective-mode velocities of a wide set of liquid metals.

The \( \mathcal{H}_{ph} \) Hamiltonian provides eigenvalues with a negligible imaginary part as the only contribution to the collective modes damping is due to the imaginary part of the dielectric function, which is very small in this energy limit (\( \hbar \omega \ll E_F \)). This is rather in disagreement with the experimental findings that show a notable mode damping over the kinematic accessible range. Indeed, an important contribution to the collective mode damping comes from the microscopic intrinsic disorder always present in a liquid
Moreover, we remark that the Hamiltonian $\mathcal{H}_{ph}$ models a homogeneous and isotropic system, whereas at microscopic level the symmetry is spontaneously broken. To account for such an effect, additional terms have to be introduced in the Hamiltonian of the liquid system. Considering that in a disordered system no ordering of the eigenvalues with the momentum is possible, and that in the long wavelength limit the system modelling must reduce to the elastic continuum description, a quite reasonable approximation for the full Hamiltonian is given by \cite{81,124–126},

$$\mathcal{H} \simeq \mathcal{H}_{ph} + \mathcal{H}_{int} + \mathcal{H}_a$$ \hspace{1cm} (10)

where the first term describes the sum of 3 $N_l$ harmonic oscillators with oscillation frequencies given by the self-consistent eigensolutions of $\mathcal{H}_{ph}$. The second term introduces a linear mode-mode interaction to account for the symmetry breaking at atomic level and the consequent mode hybridisation, that is

$$\mathcal{H}_{int} = \frac{1}{2} \sum_{q q'} [U_{ll'}(\kappa) \hat{Q}_{qll'}^\dagger \hat{Q}_{q'\ell'} + \hbar c]$$

while the third contribution $\mathcal{H}_a$ accounts for all the effects originating from the disorder of the system, which is expected to cause a remarkable damping of the vibrational modes at large $\kappa$.

The Hamiltonian in eq. 10 is then used to derive the dynamic structure factor $S(q, \omega)$ in the high-frequency sector by applying the equation of motion for the specific Green’s function \cite{154}. To this purpose, $S(q, \omega)$ can be conveniently written as the sum of contributions coming from the modes, that is

$$S(q, \omega) = \sum_{l' l''} F_{ll'}^{l''}(q) S_{ll'}^{l''}(q, \omega)$$

where $F_{ll'}^{l''}(q)$ is the mode structure factor that depends on the local structure of the liquid and \cite{1}

$$S_{ll'}^{l''}(q, \omega) = -\frac{1}{\pi} [n(\omega) + 1] \Im \left\{ \int dt \langle \langle \hat{Q}_{ql'}^\dagger(t); Q_{ql'}(0) \rangle \rangle \exp[-i\omega t] \right\}$$

with $n(\omega)$ the Bose population factor and $\langle \langle \hat{Q}_{ql'}^\dagger(t); Q_{ql'}(0) \rangle \rangle = G_{ll'}^{l''}(q, t)$ the Green’s function given by

$$G_{ll'}^{l''}(q, t) = -i\theta(t) \langle [\hat{Q}_{ql'}^\dagger(t), Q_{ql'}(0)] \rangle$$

As apparent, $G_{ll'}^{l''}(q, t)$ is simply related to the correlation function

$\langle \hat{Q}_{ql'}^\dagger(t) Q_{ql'}(0) \rangle$ and, through eq.9, to the density-density correlation...
function. By solving the equation of motion for the Green’s function $G_{ll}(\mathbf{q}, t)$, that is

$$i\hbar \frac{dG_{ll}(\mathbf{q}, t)}{dt} = \hbar \delta(t) \langle [Q_{\mathbf{q}l}^+(t), Q_{\mathbf{q}l}(t)] \rangle - i\theta(t) \langle [Q_{\mathbf{q}l}^+(t), [\mathcal{H}, Q_{\mathbf{q}l}^-(0)]] \rangle$$

the mode-mode terms $S_{ll}(\mathbf{q}, \omega)$ are obtained as the $ll$ element of the inverse matrix $\{\delta_{ll}[\omega^2 - \omega_{\mathbf{q}l}^2 - \Sigma_{l}(\mathbf{q}, \omega)] + U_{ll}(\mathbf{q})\}^{-1}$, with $\Sigma_{l}(\mathbf{q}, \omega)$ is the self-energy brought about by $\mathcal{H}_a$, which, although depending on the actual form of the Hamiltonian, has some defined properties, among which satisfying the Kramers-Kröning dispersion relations. The simplest form of $\Sigma_{l}(\mathbf{q}, \omega)$, with the real part an even function and the imaginary part an odd function, is built as $\Sigma_{l}(\mathbf{q}, \omega) \simeq i\Gamma(\mathbf{q}) \omega$ where the imaginary part is proportional to $\omega$ and the real part is identically zero.

The dynamic structure factor $S(\mathbf{q}, \omega)$ derived according to the described theoretical approach has been applied to model the data measured by the inelastic neutron-scattering experiment in liquids and disordered systems. In all cases this model has provided a very good description of the collective-mode dispersion relations and damping with the advantage of requiring a minimal number of parameters to be fitted on the experimental data.

7. Experiment and data analysis in three exemplary liquid metals: Hg, Ga and Li$_x$(NH$_3$)$_{1-x}$

The interacting modes model has been successfully applied to describe the features of coherent excitations observed in systems as different as glassy SiSe$_2$ [125] or molten Zn [81] and GeTe [126] or even DNA [155] powder and biological membranes [124]. In all these cases, the model had the value of pointing out at the presence of modes additional to the acoustic longitudinal mode, not excluding their transverse nature which can be observed through a mode hybridisation mechanism. Here, we discuss the two long-standing, as still debated, cases of liquid mercury and gallium whose vibrational dynamics has been investigated in diverse thermodynamic conditions using both neutron and x-ray scattering approaches. The interpretation of the inelastic features of either mercury or gallium contains open, unanswered questions that, we believe, the present interacting modes approach can contribute to resolve. The following analysis, here applied for the first time, offers a consistent framework for the experimental observations clarifying specific spectral features that had been interpreted resorting to less common explanations. Finally, we discuss the propagation of the longitudinal mode in lithium-ammonia solutions at different Li concentrations.
Table 2. Number density \( n_i \) [156], Wigner-Seitz radius \( a \), \( r_s \) parameter, boiling (\( T_b \)) [157] to melting (\( T_m \)) [158] temperature ratio for a series of metals. The \( r_s \) parameter is associated with the interstitial electron density, calculated as described in [89].

| Element | \( n_i \) (at \( \text{Å}^{-3} \)) | \( a \) (at. units) | \( r_s \) | \( T_b/T_m \) |
|---------|---------------------------------|-------------------|--------|-------------|
| Li      | 0.0448                          | 3.30              | 3.249  | 3.53        |
| Na      | 0.0250                          | 4.01              | 4.000  | 3.11        |
| K       | 0.0128                          | 5.01              | 4.903  | 3.11        |
| Rb      | 0.0103                          | 5.39              | 5.478  | 3.08        |
| Cs      | 0.0083                          | 5.78              | 5.904  | 3.19        |
| Ca      | 0.0207                          | 4.27              | 3.416  | 1.58        |
| Ba      | 0.0147                          | 4.79              | 3.997  | 1.91        |
| Al      | 0.0536                          | 3.11              | 2.204  | 2.94        |
| Si      | 0.0541                          | 3.10              | 2.064  | 2.09        |
| Ge      | 0.0455                          | 3.28              | 2.230  | 2.56        |
| Ga      | 0.0511                          | 3.16              | 2.248  | 8.82        |
| In      | 0.0368                          | 3.52              | –      | 5.29        |
| Sn      | 0.0354                          | 3.57              | 2.454  | 5.69        |
| Cd      | 0.0428                          | 3.35              | 2.650  | 1.75        |
| Hg      | 0.0410                          | 3.40              | 2.451  | 2.69        |
| Tl      | 0.0331                          | 3.65              | –      | 3.00        |
| Pb      | 0.0308                          | 3.74              | 2.557  | 3.36        |
| Bi      | 0.0289                          | 3.82              | 2.565  | 3.37        |

This is an extensively investigated system that keeps an unmodified interest under both the fundamental physics perspective, being a rare example of very low-density electron gas with a conjectured Kohn anomaly and an interesting Mott transition, and the potential for applications when in stable phase.

### 7.1. Mercury, a case study for liquid metals

Mercury is quite an interesting system with some peculiar characteristics like the lowest melting point of all the metals (\( T_m = 234.28 \) K in normal conditions) and the highest number density of the heavy polyvalent metals, which is actually close to that of the much lighter Ga (0.0511 at/Å\(^3\)). These data are reported in Table 2.

Previous investigations of collective modes in liquid Hg [89,159,160] proved the existence of a transition from slow (\( c_0 \)) to fast sound (\( c_\infty \)) with an experimental ratio \( c_\infty/c_0 = 1.39 \pm 0.15 \), which is in fair agreement with the prediction \( c_\infty/c_0 = 1.330 \) obtained evaluating the fast sound velocity by \( \Omega_p/k_s \). This approximation represents a minimal step beyond Thomas-Fermi with the substitution of \( k_{TF} \) by \( k_s \), and it actually results from eq. 8 if assuming \( F(q) \sim 1 \) and \( \Omega(q) \sim \Omega_p \) [89]. The observed agreement is rather surprising as the calculated ratio is obtained by substantially neglecting the ion size (\( F(q) \sim 1 \)) in a system like the high-density liquid Hg with a relatively large size of the ion core. These characteristics of Hg, on the contrary, would suggest a sizeable contribution of the ion–ion interactions.
not accounted for by the simple electron screening model in pointless ion plasma. Actually, the effect of the ion size, expressed by \( \langle R^2 \rangle \) in eq. 8, is largely cancelled out by the ion plasma dispersion, embodied in the parameter \( \delta_p \) that results to be negative in mercury [86], which explains why the relatively simple calculation of the velocities ratio agrees with the experimental findings. This explanation was not offered at the time of the investigations in [159,160] and the dynamics of liquid Hg appeared to be mostly driven by the electron screening as in liquid alkali metals.

Further to that, both the neutron scattering experiment [159] and the x-ray measurement [160] in liquid Hg reported the observation of a consistent broadening of the quasi-elastic peak which could not be attributed to free diffusion only. This feature of the experimental spectra was interpreted as a quasi-elastic contribution originating from a fast, rattling mechanism of the atoms inside the local cage and accompanying the usual slower free diffusion of the atoms in real space. This interpretation was complemented by computational work [161–164] that attributed the broaden quasi-elastic structure to self-dynamics (single particle) processes, although it remained a somewhat controversial point [164,165]. A better grasp on the liquid mercury dynamics would come from experiments with a much improved energy resolution, despite some limitations intrinsic to the techniques which cannot be easily overcome. Indeed, the energy resolution of the neutron-scattering experiment in [159] was Gaussian-like with 1.16 meV full width at half maximum (FWHM), while it was an almost-Lorentzian function with 2.15 meV FWHM in the x-ray experiment [160]. These relatively coarse values of energy resolutions were obtained by pushing the performances of the top-level three-axis spectrometer IN1 at the ILL (Grenoble, FR), and using the 3-ID-C beamline at the Advanced Photon Source of the Argonne National Laboratory (Illinois, USA).

To clarify the nature of the broad quasi-elastic peak in Hg, an additional, new experiment was carried out using the high resolution, long wavelength, IN5 spectrometer at the ILL. A very thin (0.1 mm) hollow cylindrical sample, maintained at \( T = 245 \) K, was measured at 5.113 Å incoming neutron wavelength with a Gaussian-like energy resolution equal to 0.22 meV on the elastic line. Obtaining a thin sample was a critical requirement dictated by the high neutron capture cross-section of Hg, which increases proportionally to the neutron wavelength \( \lambda \). The dynamic range associated to the IN5 configuration was not suited to study collective excitations in liquid mercury, as the neutron velocity (\( \approx 775 \) m/s) was smaller than the sound velocity (1451 m/s) and the longitudinal acoustic mode could not be observed by coherent scattering at low wavevectors transfer. The IN5 experiment was tailored to measure the incoherent inelastic cross-section of Hg for obtaining the density of states, which is
a companion information of the collective-mode dispersion provided by coherent neutron and x-ray experiments. This was facilitated by the high incoherent cross-section of mercury. Furthermore, mercury is a particularly fortunate case for the analysis of the incoherent cross-section: indeed, the contribution of the coherent cross-section was negligible, namely \( S(q) < 0.1 \) at \( q < 1.7 \ \text{Å}^{-1} \), and could be disregarded when extrapolating the cross-section to \( q = 0 \) to obtain the density of states, as described in eq. 5. The experimental resolution was rather good but still broader than needed for a study of the shape of the quasi-elastic peak, considering the value of the self-diffusion coefficient \( D \approx 1 \times 10^{-5} \ \text{cm}^2 \ \text{s}^{-1} \) at the melting point [166,167].

As a general remark, experiments aimed at obtaining the density of states in liquids by measuring the incoherent inelastic scattering directly are rather difficult because the incoherent cross-section of the sample is typically not sufficiently large. These ordinary cases could be beneficially investigated by using polarisation analysis on high-performance sources where the effect of low incoherent cross-section of the sample would be compensated by an incoherent-selective technique.

Here we re-analyse the data of both neutron [159] and x-ray [160] scattering at low momentum making use of the interacting mode model described in the previous section, jointly with the analysis of the new incoherent scattering neutron data applied to determine the Hg density of states. Bringing together coherent and incoherent data, within the framework of the interacting modes model for the collective excitations, is a powerful tool that enables to obtain a consistent picture of the atomic dynamics in mercury close to the melting point. The experimental, coherent, dynamic structure factors obtained from the neutron experiment in [159] and the x-ray one in [160] were considered as a unique data set and simultaneously analysed, that is using, at the same time, the same model function with the same parameters for both the experiments, apart from different scale factors. A different treatment of the quasi-elastic term was applied because the strong incoherent contribution in the neutron data is absent in x-ray scattering. The strong quasi-elastic peak due to incoherent scattering of Hg tends to obscure the purely inelastic features of the spectra making the collective dynamics measurement difficult, despite the short-tailed Gaussian-like resolution function of the neutron experiment. However, a large incoherent cross-section is a useful characteristic when designing the experiment aimed at the determination of the density of states.

We modeled the coherent dynamic structure factor \( S(q, \omega) \) applying the interacting mode model with two modes, that is
$S(q, \omega) = \sum_{l=1,2} A_l(q) S_{ll}(q, \omega)$

where $A_l(q)$ is a scale factor and the mode-mode dynamic structure factors $S_{ll}(q, \omega)$ are given by the diagonal terms of the matrix

$$S_{ll}(q, \omega) = \{\delta_{ll}[\omega^2 - \omega_{ql}^2 - \Sigma_{ql}(\omega)] + U_{ll}(q)\}^{-1}$$

Here $\omega_{ql}$ $(l = 1, 2)$ stands for the mode frequencies and $\Sigma_{ql}(\omega)$ is the corresponding self-energy approximated by $\Sigma_{ql}(\omega) \simeq i\Gamma_{ql} \omega$, as the simplest form satisfying the Kramers-Krönig dispersion relations. This approximation for $\Sigma_{ql}(\omega)$ provides an identically zero real part. The quasi-elastic contribution in the neutron spectra was modelled by a $\delta$-function as the expected maximum FWHM of the line is $\simeq 0.2$ meV FWHM based on the experimental value of the self-diffusion coefficient $[166,167]$. Also, an elastic contribution was used to fit the central part of the coherent x-ray $S^{\exp}(q, \omega)$. The fit was performed by assuming $U_{ll} = 0$, as this constant can be embodied into $\omega_{ql}^2$, and $U_{12}(q) = q U_0 \exp(-\lambda q)$. Over the present limited $q$ range, the fit was found not to depend on the value of the decay constant.
\( \lambda \), while the linear dependence of \( U_{12}(q) \) at low \( q \) guaranteed the existence of an acoustic mode.

This model provided a good and stable fit of all the available common data from the neutron and x-ray experiments over the wavevector transfer range 0.3 \( \text{Å}^{-1} \) to 1.2 \( \text{Å}^{-1} \). The results of the fit with the best-fitting curve resulting from the superposition of the two interacting modes \( l = 1, 2 \), are shown in Figure 9 in comparison with the experimental spectra of neutrons, panel (a), and x-rays, panel (b). Neutron data are presented on log scale because of the quasi-elastic incoherent contribution much higher than the inelastic coherent part of the cross-section. The latter term is proportional to the low value taken by the static structure factor at low momentum, namely \( S(q) \approx 0.02 \). Looking at the figures it is evident that the model fits correctly also minute details of the dynamic structure factors of both experiments at all momentum values.

In panel (a) of Figure 9, an enlarged view of a portion of the spectrum is also presented to show the specific peculiarity of the model. In the present description, the \( S_{11}(q, \omega) \) structure factor contains a sort of double-peak structure in the region where the interaction is more active, that is in the region where \( \omega_{q1} \) and \( \omega_{q2} \) are close to each other. In addition, the shape of \( S_{ll}(q, \omega) \) is not similar to the sum of two DHO functions, an approximation which has been applied in several analyses reported in past literature [74,75]. We remark that the interaction model is more general than the scheme with the sum of different DHOs functions, which is actually recovered in the limit of low interaction. The interaction model facilitates a correct physical interpretation of the data. Indeed, in the ideal case of a homogeneous isotropic continuum, two modes, a longitudinal and a transverse one, are expected, although only the longitudinal mode can contribute to the scattering, as the transverse mode does not affect the system density-density correlation. In the present model, the interaction can transfer part of the transverse oscillator strength from the transverse to the longitudinal mode so that the visibility of both modes is possible in the neutron and x-ray inelastic scattering experiments.

Using the results of the present fit, the bare dispersion relations of the two modes were obtained together with the integrated intensities which provide a measure of the strength of the individual modes. A transverse character can be attributed to the observed low-intensity modes even though in complex samples, like molecular ones, also longitudinal optic modes, with negligible strength, can be present. The dispersion relations and the integrated intensities are shown in Figures 10 and 11 respectively, where the negligible intensity of the mode identified as ”2” is apparent at low \( q \). From the dispersion relation of the mode identified as ”1” we first confirm the previous finding on the value of the longitudinal collective-mode velocity,
Figure 10. Dispersion relations of mode “1” (red dots) and mode “2” (blu circles) obtained by the two-interacting modes model applied to the unique set of neutron and x-ray data measured in liquid Hg. The full lines through the data are guide-to-the-eye. The ordinary sound velocity $c_0$ and the velocities associated to the longitudinal and the transverse modes are also shown by dashed lines. The right side of the figure shows the experimental density of states $g(\hbar\omega)$ of liquid mercury (dots) resulting from the incoherent neutron-scattering experiment. The purple continuous line through the dots is a guide-to-the-eye, while the black curve is the density of states obtained from the measurement of phonon dispersion relations in rhombohedral D$_{3d}^{201}$Hg crystal [168]. Note the same energy axes for the two figures and the striking correspondence between the modes energy and the peaks in the density of states.

Figure 11. Energy-integrated intensity versus $q$ for mode “1” (red dots) and mode “2” (blu circles) obtained by the two-interacting modes model applied to the single set of neutron [159] and x-ray [160] data measured in liquid Hg. The full lines through the data are guides-to-the-eye.
that is $c_\infty = 13.0 \pm 0.5$ meV Å = 1980 ± 80 m/s, being higher than the velocity $c_0$ measured in the ultrasound region, that is $c_0 = 9.54$ meV Å = 1451 m/s. This results in a ratio $c_\infty / c_0 = 1.36 \pm 0.05$ in quantitative agreement with the previous determinations and with the results of the interacting electron gas model. The whole of these findings enables a safe identification of the mode ”1” as the longitudinal acoustic one. We remark that the joint analysis of the two sets of experimental data reduces the error on the value of $c_\infty$ because of the stronger constraints resulting from fitting two sets of data with different characteristics.

As to the dispersion relation of the mode identified as ”2” we observe that it extends also at low $q$ where the mode has a negligible strength, thanks, however, to the transfer effect on the mode identified as ”1”. The behaviour of ”2” at low $q$ does not help to make a specific identification, however, applying the guess of Ref [60], the experimental difference between $c_\infty$ and $c_0$ provides ideally a transverse dispersion relation with associated velocity $c_T = 7.7 \pm 0.6$ meV Å = 1160 ± 100 m/s at low $q$. From the value of $c_T$ a linear dispersion is produced that crosses the experimental data of the mode ”2” at an energy consistent with the identification of the mode as transverse acoustic.

Further information, crucial to disentangle the complex scenario of the collective-mode dispersion in Hg, is obtained using the incoherent neutron-scattering data that provides the density of states $g(\hbar \omega)$. Despite the very high absorption cross-section of about 800 b per atom at the neutron energy of the IN5 experiment (3.129 meV), it was possible to get an accurate determination of $g(\hbar \omega)$ over the energy range up to about 16 meV. Above 16 meV, the subtraction of the peak due to the inelastic scattering from the aluminium container was not possible. The experimental $g(\hbar \omega)$ is shown in Figure 10 where a quite smooth density of states is apparent, as expected for a disordered material where the dispersion relation does not exhibit critical points and the modes are strongly damped. The data show two clear maxima located at the energy values corresponding to the maximum energy of mode ”1” and to the average energy of mode ”2”. This result, obtained from a completely different set of data and without the support of a model for $g(\hbar \omega)$ data analysis, is a very strong indication for the interpretation of the collective mode behaviour. Indeed, the structure of the density of states contains two main frequency contributions at about 1.5 meV ≅ 0.36 THz, that is very close to the average frequency of the mode ”2”, and the other at about 11.5 meV ≅ 2.78 THz.

It is also interesting to make a comparison with the phonon dispersion relations measured in Ref [168]. on the rhombohedral D$_{3d}^5$ 201 Hg crystal, with density $\rho = 14.40$ g/cm$^3$ at 80 K. The so obtained density of phonon
states is also shown in Figure 10 to facilitate the comparison with the present findings in liquid Hg. The results of the crystal experiment show the presence of two peaks in the density of phonon states located at about 2.1 meV $\approx 0.51$ THz and 12.7 meV $\approx 3.07$ THz plus a third one at about 7.9 meV $\approx 1.91$ THz. The first two peaks are related to the very low energy transverse acoustic mode, and to the longitudinal acoustic mode at the zone boundary. The third peak is related to the zone boundary of the second transverse mode. This comparison suggests that in the isotropic liquid, apart from the longitudinal mode, only the lowest energy mode is retained and the observed behaviour suggests a partial transverse character as the mode intensity gets very low at low $q$. Therefore, we wish to underline the importance of determining the density of states by means of an independent incoherent scattering experiment which is a valuable support to the interpretation of the collective ion dynamics and the nature of the dispersions. This approach should be extended to other systems and not confined to fortunate cases like mercury.

As a final remark, the complex dynamics of Hg close to the metal to insulator transition has also been investigated in [169,170] by x-ray scattering. It would be extremely important to carry out further neutron studies, coherent and incoherent, of this challenging topic, despite the extreme conditions of the measurements that require improved instrumentation at the new sources.

7.2. Gallium, the unsolved excess of signal

Gallium can be regarded as a border line element that is metallic in both solid and liquid state but with a low electrical and thermal conductivity. Very interestingly, it is the element with the highest ratio between boiling and melting points, namely $T_b/T_m = 8.82$. Comparing this value with that of other elements it is evident that Ga is a very special case [157]. Indeed, the ratio $T_b/T_m$ ranges from values close to 2 for elements like transition metals, while relatively high values are observed in alkali metals and heavy polyvalent metals, like Tl, Pb, Bi, and even higher values are found for In and Sn, as reported in Table 2. Also the pressure dependence of $T_m$ in Ga is rather anomalous considering that $T_m$ decreases on increasing the pressure above the ambient value up to 1 GPa [171]. This situation is not very common but it is present in some elements that in solid phase show changes of the crystal structure on increasing pressure. The origin of the very large temperature region of stability of the liquid phase in normal conditions is difficult to explain but the thermodynamic behaviour of all the materials is strictly related to the ion dynamics, and specifically to collective excitations, as this is the major contribution to the internal energy of the system.
From the experimental point of view, Ga is the fortunate case where high-temperature experiments are made easier by a low $T_m$ and a wide temperature range of liquid stability. Therefore, Ga is a well-suited simple system to test the temperature-dependent effects on the atomic THz dynamics, and to prove the validity of the interpretation by plasma based and interacting modes models. In crystals, on increasing temperature, a shortening of the phonon lifetime is expected due to the activation of anharmonic interactions. In liquids, collective modes are affected by a rather strong damping that in the hydrodynamic limit is related to longitudinal kinematic viscosity and thermal diffusivity. Considering that the simple extrapolation of the hydrodynamic result from low frequency to the THz range does not work, the high damping observed in this frequency region should be attributed to processes different from those expected for the classical fluid in the continuum limit, so that temperature-dependent investigations represent a fundamental source of information.

In previous neutron and x-ray scattering investigations [172–176], a relatively simple picture of Ga collective modes emerged with a propagation velocity of about 20 meV Å $\simeq$ 3100 m/s, a value about 10% higher than the sound velocity measured in the ultrasound regime [177]. This data is lower than the value 25.79 meV Å $\simeq$ 3921 m/s provided by electron gas-based calculations with the exact local-field correction [89], which, contrary to Hg, indicates a non-negligible ion plasma contribution. Further investigations revealed complex features [178] in the collective excitation spectra, similarly to the case of mercury, indicating deviations from the simple models with just one longitudinal acoustic mode. These deviations, though apparently quantitatively small, are nonetheless the fingerprints of the complex nature of the interactions, which require more sophisticated models to describe the experimental data. Gallium, like mercury but without sharing with it a large incoherent cross-section [4], shows an excess of quasi-elastic scattering [179]. Various investigations of this effect have been unable to establish the origin of the excess of scattering after having excluded even effects originating from possible magnetic contributions [165,104].

Here, we concentrate on the inelastic collective dynamics as the available experimental data can be used for a more detailed analysis allowing to draw a picture of Ga close to that of Hg. Overall considering that the incoherent scattering in gallium is low in absolute terms, as clearly supported by the direct comparison of INS and IXS data in Ref [174], we present a new analysis based on the model with two interacting modes for the data of Ref [174], where $S^{\exp}(q, \omega)$ is measured at two different temperatures from $q = 1$ Å$^{-1}$ down to $q = 0.25$ Å$^{-1}$, a value low enough to appreciate the effect of the mode–mode interaction on the collective-mode velocity. The lowest
The temperature of the experiment was 320 K, close to the melting point, while the highest temperature was 970 K, 3.2 times the melting temperature. We, therefore, expect that over this temperature variation range, temperature-dependent effects should appear.

The previous analysis of the spectra was based on a single DHO plus a quasi-elastic peak and the finding was found that the temperature increase produced a minor effect only. However, it is important to note that, although the single-mode model is statistically adequate, the raw data contain indication of more complex features existing, as also suggested by the more recent neutron-scattering experiment of Ref [178].

The interacting model limited to two modes fits the experimental data at both temperatures, and the quality of the results is evident from Figure 12 where the experimental dynamic structure factor and the best-fitting functions are shown. As in the case of mercury, the presence of the interaction produces a visible change of the two inelastic components of the model with respect to the shape expected for the DHO function. Although the fit is of the same quality at the two temperatures, a change in the shape of the two modes is apparent at the two temperatures. The resulting dispersion relations $\hbar \omega_l(q)$ are plotted in Figure 13 that shows a limited temperature effect, as qualitatively suggested by the plot of the dynamic structure factors $S_{ll}(q, \omega)$. 

---

**Figure 12.** Experimental dynamic structure factor of liquid Ga versus exchanged energy, at the different values of wavevector transfers $q$ [174]. Panel (a): neutron experiment at $T = 320$ K; panel (b): neutron experiment at $T = 970$ K. The black full lines are the best-fitting curves obtained by the interacting modes model limited to 2 modes. Contribution from mode “1”: red line; contribution from mode “2”: blue line. The enlarged views of the spectra in the upper left panels show the ability of the model to reproduce details of the lineshape. The intensity measured in a Vanadium standard, which provides an estimate of the resolution, is also plotted.
However, it is interesting to observe that, first, the energy of the mode "2" tends to increase from an average value of about 6 meV to something like 10 meV and, second, the sound velocity measured at 31 MHz [180] decreases from 2878 m/s = 18.9 meV Å, at 320 K, down to about 2680 m/s = 17.6 meV Å, at 970 K. The decrease of $c_0$ is paralleled by an almost constant value of $c_\infty$ equal to 20.5 ± 1.5 meV Å = 3120 ± 200 m/s, so that $c_\infty/c_0$ increases from 1.085 ± 0.080 at $T = 320$ K to 1.18 ± 0.08 at $T = 970$ K. This finding indicates that in the THz range the elastic properties of the liquid reflect a system compressibility at high frequency decreasing slower than at low frequency, as expected in a model where the liquid behaviour at high frequency resembles more closely a solid. As a consequence, using the definition of eq. (6) for the transverse sound velocity we get $c_T \approx 6.9$ meV Å ≈ 1050 m/s at 320 K and $c_T \approx 9.7$ meV Å ≈ 1500 m/s at 970 K in agreement with the suggestion that, on increasing temperature, liquid Ga takes on more solid-like characteristics.
The integrated intensities of the dynamic structure factors $S_{ll}(q, \omega)$ were calculated as a function of $q$ and removing the Bose population factor, to obtain the mode strengths at the two temperatures. The results are presented in Figure 13 where it is apparent that at $T = 320$ K the behavior of Ga is very similar to that observed in mercury, namely the behaviour of the mode identified as ”$1$” corresponds to a longitudinal acoustic excitation with a finite intensity at low momentum, whereas the excitation ”$2$” shows a negligible intensity, which becomes appreciable only at $q \geq 0.7$ Å$^{-1}$. Nonetheless, the existence of mode ”$2$” at low $q$ is evident as the interaction deforms the response of the mode ”$1$”. At $T = 970$ K the contribution of mode ”$2$” increases with respect to $T = 320$ K, while the longitudinal acoustic mode ”$1$” behaves similarly at both temperatures. We note that the different behaviour of $S_{22}(q, \omega)$ is directly visible in Figure 12 already at $q = 0.3$ Å$^{-1}$.

The overall trend observed by modelling the experimental data with more than one mode and introducing the mode interaction suggests that this is an effective approach to disentangle the different contributions to the liquid dynamics, consistently with the physics of neutron and x-ray scattering. From these results, it is evident that within this framework, the presence of minor details as those apparent in the magnified particulars of Figure 9 and Figure 12 can be emphasized.

### 7.3. Lithium-ammonia solutions and low momentum collective modes

The lithium-ammonia solutions, as well as the ammonia solutions of the other alkali metals, are extremely interesting and extensively studied systems with a rich phase diagram also characterized by non-metal to metal transitions. When in solution, as an effect of the solvation of the metal ions, the outermost electrons of the alkali metal are released in the liquid and the solution in metal phase can be depicted as solvated ions immersed in the free conduction electron gas. In the specific case of lithium-ammonia solutions, the electron densities associated to the metallic phase are very low [181], and the parameter $r_s$ can be adjusted to values between 7.4 and 11.3, which are substantially lower than a typical liquid metal. This is a very unique opportunity to test the stability of the electron gas beyond the limit of the ordinary metallic density range and, by a proper choice of the Li concentration and the thermodynamic conditions, an electron gas density two times smaller than Cs, that is the lowest electron density stable system, can be obtained. In addition, the phase diagram of lithium-ammonia solutions presents a possible Mott non-metal to metal transition [182,183] on lowering the temperature.
The unique features of the alkali-ammonia solutions stimulated several studies aiming to describe the actual electron distribution by means of simulation techniques [184–190]. The electron distribution was found to depend on the composition of the solution, being, for the saturated solution, very well approximated by the simple model of a homogeneous low-density electron gas. It is worth to note that over the whole concentration range, the electron density is always lower than the critical density value corresponding to a negative screening parameter $k_F^2$, which implies the instability of the electron gas. On the contrary, the system is stable and this is related to the ion–ion interactions and the ion size.

In the last two decades, several investigations by both neutron and x-ray elastic and inelastic scattering have been performed to characterize the structure [191–194] and to analyse the ion dynamics of lithium-ammonia solutions with special emphasis on the relationship with the electron distribution [195–199]. These studies revealed that very well-defined collective modes exist up to $q \leq 0.6$ Å$^{-1}$ with a dispersion relation typical of a longitudinal mode and an associated velocity $c_\infty$ obtained from the neutron data about 20% higher than the sound velocity $c_0$ measured in the MHz range. The composition dependence of the fast sound velocity shows the same trend as $c_0$ and can be interpreted by resorting to the simple Bohm-Staver approximation. More interestingly, an anomaly of the dispersion relation in saturated lithium-ammonia solution, 20 mole% metal, mpm, Li(NH$_3$)$_4$, is observed at $q \approx 0.8$ Å$^{-1}$, a value fairly close to twice the Fermi momentum associated to $r_s \approx 7.4$ for this system ($k_F = 1/(\alpha r_s) \simeq 1.9192/r_s$ a.u. = 0.2594 = 0.4901 Å$^{-1}$). The anomaly actually consists of a sudden decrease of the mode energy $\hbar\omega(q)$ which appears to be localized [195,196,198,199] over the range $0.8$ Å$^{-1}$–1 Å$^{-1}$. The anomaly seems to weaken on reducing the Li content without any visible change of position. Various conjectures have been formulated to explain the anomaly at about $2k_F$, among which the Kohn anomaly. A satisfactory explanation is still lacking.

Understanding the role of the electron gas on the vibrational dynamics of a system as complex as Li(NH$_3$)$_4$ requires at least the knowledge of the average conduction electron density. As simple as it might appear, this is not a straightforward data as the simple assumption of one electron from Li being distributed over the whole system volume is not supported by experimental evidence. In [89], the key guess was that the average interstitial electron density is the electron parameter driving the ion screened response, and a rather sophisticated protocol requiring the knowledge of the average structure of the system was proposed to determine the density in pure liquid metals. The application of that approach to obtain the lithium-ammonia relevant density, although feasible, is made complex by the non-elemental
nature of the system and its microscopic structure. Data on the electron density in lithium-ammonia could also be obtained by the plasmon dispersion measured in the x-ray scattering experiment of [195] over the eV energy range, that is well above the typical collective-mode energy.

Table 3. Collective-mode velocity of lithium-ammonia solutions derived by neutron and x-ray experiments. The first column reports the experimental probe and the reference work. $c_0$ is the ordinary sound velocity. $c_\infty$ is obtained by the $q \rightarrow 0$ linear extrapolation of the dispersion relation obtained by a DHO fitting of the dynamic structure factor. The values of electron gas parameter $r_s$ are calculated under the simplifying assumption $Z_{Li} = 1$. $c_{BS}^{95}$ and $c_{BS}^{125}$ are the velocities calculated using the Bohm-Staver model with two approximations for the ion plasma frequency (see text).

| Probe | Li% | $T$ (K) | $c_0$ (meV Å) | $c_\infty$ (meV Å) | $r_s$ | $c_{BS}^{95}$ (meV Å) | $c_{BS}^{125}$ (meV Å) |
|-------|-----|---------|---------------|-------------------|-------|----------------------|--------------------|
| n [200] | 10.3 | 220 | 9.58 | 12.6 ± 0.7 | 8.95 | 10.29 | 8.10 |
| n [200] | 17.6 | 220 | 9.51 | 11.4 ± 0.7 | 7.64 | 12.63 | 9.49 |
| n [199] | 20.5 | 220 | 9.48 | 11.4 ± 0.7 | 7.38 | 13.31 | 9.82 |
| n [198] | 20.0 | 250 | 9.40 | 11.0 ± 0.2 | 7.42 | 13.20 | 9.77 |
| x [196] | 13 | 240 | 9.53 ± 0.13 | 10.2 ± 0.5 | |
| x [196] | 16 | 240 | 9.53 ± 0.16 | 9.7 ± 0.5 | |
| x [196] | 20 | 240 | 9.60 ± 0.10 | 10.1 ± 0.7 | |

Figure 14. Experimental dynamic structure factor of lithium-ammonia solutions at different metal concentration. The data are shown at the minimum value of measured wavevector transfer $q = 0.2$ Å$^{-1}$. 
However, such an approach would require a complex and consistent analysis of the dielectric function over the meV and the eV energy ranges, for which further experimental data and theoretical models are needed.

Here, we focus the analysis on the low wavevector data of the dynamic structure factor available from x-ray [196,197] and neutron [198,199] experiments, including new unpublished neutron data [200] collected on a 17.5% Li sample at \( T = 220 \text{K} \). The purpose is to examine the slow to fast sound transition in lithium-ammonia solutions and to deduce the \( c_\infty \) velocity from the \( q \rightarrow 0 \) extrapolation of the dispersion curves.

Typical neutron spectra collected for different Li concentrations in fully deuterated solutions [198–200] are shown in Figure 14 at the lowest wavevector transfer \( q = 0.2 \text{ Å}^{-1} \). A well-defined collective mode is observed in the spectra, despite the non-negligible incoherent contribution due to the large number of deuterium atoms in the samples. In Figure 14, the best-fitting curves produced using a single DHO function to model the inelastic components of the experimental dynamic structure factor are also shown. An additional analysis based on the interacting modes model, was carried out and found to provide an excellent fit of the data with an interpretation scheme for the vibrational spectra of lithium-ammonia solutions. The full description of this approach is given in a forthcoming, specialized publication [200].

Table 3 summarizes the results on the THz collective-mode velocity obtained analysing both neutron and x-rays data in diverse Li concentrated solutions at close temperatures. Specifically, the values of \( c_\infty \) are determined from the DHO fitting of the spectra, while the Bohm-Staver predictions are obtained using both the inverse of the average mass (column 7 of Table 3) and the average of the inverse mass [64] (column 8 of Table 3) to calculate the ion plasma frequency, that is

\[
\Omega_p^2 = 4 \pi n_i (Z_i e)^2 \frac{1}{\langle M \rangle} \\
\Omega_p^2 = 4 \pi n_i (Z_i e)^2 \frac{1}{\langle M \rangle}
\]

A first inspection of Table 3 shows systematic trends, namely the neutron obtained \( c_\infty \) is higher than both \( c_0 \) [201] and \( c_\infty \) from x-rays. The latter effect can be explained by the different coupling of the two probes. Indeed, while neutrons interact more with the light deuterium atoms, which represent 66% of the total cross-section, the x-ray photons couple to the nitrogen atoms that represent 93% of the total cross-section at \( q = 0 \). This percentage increases on increasing the wavevector due to the faster lithium and hydrogen form factors decrease. Therefore, the higher \( c_\infty \) seen by neutrons is not related to the mass difference between hydrogen and deuterium, as that would produce the reverse effect being the deuterated sample 16% heavier than the hydrogenated one. The observed effect is probably produced by the
faster dynamics explored by neutrons that couple to deuterium atoms while photons probe the slower dynamics of the heavier nitrogen atoms.

The data show an increase on decreasing the Li concentration, as also observed by the measurements in the MHz range [201]. Further, the velocities resulting from the Bohm-Staver approximation with \( r_s = aZ_{Li}^{1/3} \) and \( Z_{Li} = 1 \), independently of the mass average, show a wrong increasing trend with increasing the Li concentration, contrary to the experimental findings at both the MHz and THz frequency regions. The Bohm-Staver approximation produces a correct order of magnitude of the mode velocity, which can be taken as an indication of the relevant role played by the electron density, although this simple model, failing to reproduce trends, should be left behind in favour of more complex schemes.

In conclusion, although the lithium-ammonia solutions have been the subject of several studies, a coherent description is not yet available. Considering the results of molecular dynamics simulation [190] and the newly reported complexity of this system [181], more extended investigations, including purely incoherent neutron-scattering experiments with polarisation analysis option to determine the density of states, should be carried out.

8. Conclusions and outlook

Nowadays, liquid metals are receiving great attention as advanced functional materials for novel applications that exploit the material flexibility coupled to the high electrical conductivity. Indeed, current technologies enable to transform the potential contained in these material characteristics into effective applications, notably transient devices, soft robotics, biomedical sensing, and health monitoring according to [202]. The impact of Hg and Ga as adaptative sensors [203] and Ga-based alloys as biomaterials [204] is actively investigated. Parallel to these application-oriented studies, understanding fundamental physical mechanisms of the liquid metal behaviour continues to be an active field of both theoretical and experimental research [181].

The knowledge of the ion dynamics is key to the statistical thermodynamics interpretation of liquid systems, with specific heat providing a paradigmatic example [205] and traditional computational approaches, like first principle molecular dynamics simulations, although limited to relatively reduced number of atoms and rather short time scales, provide an accurate description of the vibrational properties. Yet, continuous development of interpretation schemes, even if not a holistic theory of the complex liquid system, is of great importance to frame the experimental results. On the other hand, x-rays and neutron inelastic scattering
experiments represent unrivalled tools for the investigation of the microscopic dynamics of liquids, and liquid metals, over the THz region.

The potential of the x-ray technique has been fully deployed over the last twenty years and enabled reaching unprecedented experimental insight in the liquid vibrational dynamics. Neutron techniques offer a major perspective for the coming years if the increase of intensity effectively available at the sample, as expected from the new high-intensity sources operation, will allow to significantly improve the energy and momentum resolution. An example of how important is the instrument resolution, not at the price of an intensity loss, is given by the analysis here presented of the Hg and Ga dynamic structure factor where the interacting mode model facilitates the interpretation of experimental spectra pointing out at relatively tiny ill-resolved structures that support the existence of transverse excitations at THz frequency. The complexity of the dynamic response in liquid metals, as well as in companion disordered systems like glasses and biological samples, could be more easily interpreted, and the nature of the propagating excitations, better understood by high-resolution measurements at the new instruments.

Increased neutron instrument performances in terms of available intensity, on the other hand, represent a real opportunity for the investigation of the dynamic response in samples of reduced size. The best example is given by biomaterials like proteins or membranes where sample deuteration is critical to distinguish and identify the dynamics of the hydrogen-rich segments. Despite the recent developments, deuteration remains a complex technique and the production of large sample quantities is still cost- and time-limited [206]. An estimate of the order of magnitude can be obtained by inelastic scattering experiments carried out on biological samples, like the dry maltose binding protein [207] where quantities of deuterated sample as large as 0.5 g were needed for a complete analysis of the dry protein dynamics. Actually, as discussed in [207], a considerable fast sound effect was observed ($c_{\infty} = 3780 \pm 130$ m/s at 2 THz versus an ordinary sound velocity $c_0 = 2000 \pm 30$ m/s at 2 MHz) together with a second collective mode at 5 meV $\simeq$ 1.21 THz resembling a similar excitation observed at 6 meV $\simeq$ 1.45 THz in water. A closer inspection of the 5 meV mode was possible thanks to incoherent neutron-scattering measurements on the hydrogenated counterpart of the dry protein, which provided the density of vibrational states of the system. This study serves as a model clearly indicating the further developments that would improve accuracy and reliability of the experiments, namely a much higher intensity and the polarisation option. A higher intensity at the sample would enable widening the set of measurements to a temperature-and hydration-dependent study, with crossing the dynamic transition at $\sim$200 K and analysing the dynamic response of the biologically active hydrated protein. Polarisation analysis
would enable to separately measure coherent and incoherent contributions in the cross-section of deuterated and hydrogenated proteins, emphasizing the distinctive role of isotopic substitution.

The inelastic neutron technique, exploiting the time of flight configuration, offers the further advantage of exploring in one sole experiment an entire reciprocal space volume of the wavevector transfer $q$ and a wide exchanged energy range, by collecting the scattered neutrons on a large area (up to more than 10 m$^2$) PSD detector, which could be beneficially applied at the instruments operated at the intense-pulsed sources. The favourable conditions of operating a large area detector are pointed out by the case study of Figure 15, where the dynamic response of an oriented phospholipid membrane is shown. A keen analysis of the data collected in one shot by the PSD 2d-detector provides the simultaneous measurement of the "off-plane" and the "in-plane" dynamic response of the two-dimensional membrane. The membrane is characterized by "in-plane" disorder and

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure15.png}
\caption{Experimental dynamic structure factor of the oriented phospholipid membrane versus exchanged energy. The data collected in the two configurations "in-plane" and "off-plane", and extracted by the PSD detector in a single measurement, are shown for the wavevector transfer $q = 0.4$ Å$^{-1}$ at the two temperatures 283 K (bottom panel) and 303 (top panel). The full lines are DHO plus central Lorentzian fitting curves.}
\end{figure}
Figure 15 shows, at a given wavevector transfer $q$, the lower signal associated to the "off-plane" dynamics. This option can be successfully exploited for the study of 2d systems, membranes and liquid-liquid interfaces, where the response along the different planes can be collected and analysed with the sample, and the whole experimental configuration, fixed.

Future intense neutron sources serving an optimized instrument park would enable studies of increased complexity on disordered and low-dimensional systems, with the characterization of the inelastic response in biomaterials, and its relationship with the material functionality, as a challenging perspective for the coming years.
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