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ABSTRACT

A fundamental prediction of the ΛCDM cosmology is the hierarchical build-up of structure and therefore the successive merging of galaxies into more massive ones. As one can only observe galaxies at one specific time in cosmic history, this merger history remains in principle unobservable. By using the TNG100 simulation of the IllustrisTNG project, we show that it is possible to infer the unobservable stellar assembly and merger history of central galaxies from their observable properties by using machine learning techniques. In particular, in this first paper of ERGO-ML (Extracting Reality from Galaxy Observables with Machine Learning), we choose a set of 7 observable integral properties of galaxies (i.e. total stellar mass, redshift, color, stellar size, morphology, metallicity, and age) to infer, from those, the stellar ex-situ fraction, the average merger lookback times and mass ratios, and the lookback time and stellar mass of the last major merger. To do so, we use and compare a Multilayer Perceptron Neural Network and a conditional Invertible Neural Network (cINN); thanks to the latter we are also able to infer the posterior distribution for these parameters and hence estimate the uncertainties in the predictions. We find that the stellar ex-situ fraction and the time of the last major merger are well determined by the selected set of observables, that the mass-weighted merger mass ratio is unconstrained, and that, beyond stellar mass, stellar morphology and stellar age are the most informative properties. Finally, we show that the cINN recovers the remaining unexplained scatter and secondary cross-correlations. Our tools can be applied to large galaxy surveys in order to infer unobservable properties of galaxies’ past, enabling empirical studies of galaxy evolution enriched by cosmological simulations.
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1 INTRODUCTION

One of the main predictions of the ΛCDM paradigm is the hierarchical formation of structure whereby galaxies merge into progressively more massive systems (e.g. Lacey & Cole 1993; Springel 2005; Genel et al. 2009).

This hierarchical growth is a fundamental physical principle for the evolution of galaxies, both within populations and for individual objects. For example, it determines that more massive and luminous galaxies, which are thought to reside in more massive dark matter haloes (Wechsler & Tinker 2018), are rarer than less massive and luminous ones (Schechter 1976; Blanton & Moustakas 2009). Moreover, already a few decades ago, it had been suggested that the (dry) mergers of massive disc galaxies produce galaxies with elliptical morphologies (e.g. Quinn et al. 1993), i.e. with most of their stars in hot orbits, such that massive elliptical galaxies have often been associated to a recent violent merger history.

Over the last years, cosmological simulations have been able to quantitatively follow the evolution and interactions of representative populations of dark-matter haloes (e.g. Boylan-Kolchin et al. 2009; Potter et al. 2017; Ishiyama et al. 2021) and galaxies (Vogelsberger et al. 2014; Schaye et al. 2015; Nelson et al. 2019a) within ever-increasing volumes. They have hence demonstrated that mergers between galaxies are more frequent at higher redshifts (Fakhouri & Ma 2008; Rodriguez-Gomez et al. 2015) and that the number of massive mergers is a steep function of galaxy and halo mass (Rodriguez-Gomez et al. 2015). Moreover, it has been shown, via cosmological hydrodynamical galaxy simulations, that at high stellar masses (> $10^{10}$–$11$ M$_\odot$) mergers become an important source for the stellar inventory of a galaxy in addition to in-situ star formation. As a result, massive galaxies are made of larger fractions of stellar material that is accreted from mergers and orbiting satellites (e.g. Rodriguez-Gomez et al. 2016; Pillepich et al. 2018b).

Astronomical observations provide snapshots of the state of galaxies at distinct points in time, such that their actual merger and accretion histories remain in principle unobservable. Whereas it is not uncommon to observationally capture galaxies in the act of merging with one another (HST 2008) and whereas recent mergers can leave clear signatures in the stellar mass maps of observed galaxies, via
e.g. stellar shells (Turnbull et al. 1999), tidal tails (Martínez-Delgado et al. 2010), and disturbed stellar morphologies (Ellison et al. 2013), the inference of more ancient events and interactions is substantially more challenging.

Recent developments in both theory and observations have enabled progress in this direction, namely in inferring aspects of the past histories of galaxies given their properties at the time of inspection. For example, the combination of models with 6D + metallicity data for millions of individual stars from the Gaia mission (Gaia Collaboration et al. 2018) and other surveys (e.g. LAMOST, GALAH, and APOGEE: Deng et al. 2012; De Silva et al. 2015; Majewski et al. 2017) have allowed the reconstruction of discrete merger events of the assembly history of our own Galaxy (Helmi et al. 2018; Belokurov et al. 2018). It is now believed that the Milky Way has undergone its last major merger sometime at $z = 1 − 2$ (Bonaca et al. 2020), even if the merging galaxy, dubbed Gaia-Sausage-Enceladus and with estimated $5 − 6 \times 10^{10} M_\odot$ in stars (Naidu et al. 2021), has long been destroyed.

In a similar fashion, but going beyond the Local Volume, Zhu et al. (2021) and Zhu et al. (2022, submitted) have uncovered that two early-type galaxies in the Fornax cluster each underwent a merger as early as 8 and 10 billion years ago, respectively, and quantified their stellar mass and merger time. To achieve this, they have combined population-orbit super-position methods (Zhu et al. 2020), the results of the cosmological simulation TNG50 (Pillepich et al. 2019; Nelson et al. 2019b), and the observed luminosity density, stellar kinematic, age and metallicity maps from the MUSE IFU instrument on the VLT (Sarzi et al. 2018).

Although spectacular, these results are destined to be limited to small samples of galaxies in the nearby Universe, mostly because of the scope of the required observational techniques. In this paper, we investigate whether, and to what degree, less-costly observational galaxy data can be queried to successfully infer aspects of the past stellar assembly and merger history of large samples of galaxies. In particular, we aim to see whether scalar features that summarize galaxy integral properties, such as galaxy stellar masses, galaxy colors or labels of stellar morphology, possess sufficient information content to determine, e.g., the amount of accreted stellar mass or the mass and time of the last major merger. This possibility would open up a powerful new avenue to quantify the merger history of thousands of observed galaxies across cosmic epochs, because it would be achievable with data from large photometric surveys such as SDSS\(^1\), GAMA\(^2\), DES\(^3\) and HSC-SSP\(^4\), but also future ones such as LSST\(^5\).

To do so, we use data from the IllustrisTNG project\(^6\), which provides a series of cosmological, gravity + magnetohydrodynamics simulations of galaxies in representative portions of synthetic universes (Nelson et al. 2019a). As such simulations predict the physical state of thousands of individual and realistic galaxies across cosmic time, they allow us to understand and quantify how unobservable dynamical processes of galaxy evolution, including the merger history, influence the observable appearance of galaxies. The “by hand” investigation of these connections has been addressed in the past (e.g. Rodriguez-Gomez et al. 2016, 2017), also using as observational inputs the properties of the stellar haloes (Pillepich et al. 2014; Cook et al. 2016; Pop et al. 2018; Merritt et al. 2020). Here we take a leap forward and utilize modern machine learning (ML) methods, training from the IllustrisTNG galaxies to derive a continuous mapping function between their observable and their unobservable properties.

This is the first paper of a wider project (ERGO-ML) where we aim at Extracting Reality from Galaxy Observables with Machine Learning, across a wide range of physical properties of galaxies and utilizing diverse sets of observations, e.g. from photometry to spatially-resolved spectroscopy, from stellar light to gaseous signatures, from the innermost regions of galaxies to their dim stellar and gaseous haloes, from scalar features to maps and multi-dimensional data cubes. We will use and combine state-of-the-art cosmological simulations of galaxies to test methods for direct application to observational data in order to “train on simulations and apply to observations”. All this is now possible thanks to the breadth of scope of current cosmological galaxy simulations (Vogelsberger et al. 2020), the large numbers of the galaxies simulated therein (Nelson et al. 2015, 2019a) and their increasing realism, which since a few years has also been quantified with ML methods (e.g. Huertas-Company et al. 2019; Zanisi et al. 2021).

The potential of combining ML and galaxy (simulation) data for similar scientific goals has been shown over the past couple of years in a wide array of works. A large fraction of these have focused on determining the properties of the underlying dark-matter haloes (e.g. de los Rios et al. 2021; von Marttens et al. 2021) and on identifying merging galaxies or merger remnants from images (e.g. Bottrell et al. 2019; Ferreira et al. 2020; Bottrell et al. 2021; Ćiprijanović et al. 2021). Very recently, Shi et al. (2021) have also used data from IllustrisTNG to determine, via a Random Forest, the accreted stellar mass fraction.

In this paper, we build further by focusing on summary statistics of the entire merger and assembly history of galaxies. We also go beyond the methodologies adopted thus far in the field by obtaining not only point predictions, but also by quantifying the full posterior distributions, and hence uncertainties, of the model predictions.

Our paper is organized as follows. In Section 2, we provide the details for the rationale of this work and for the galaxy simulations and the ML algorithms adopted throughout. The architecture and training of the latter are described in Section 3. We show that the unobservable past history of galaxies can be decoded from a handful of galaxy features in Section 4, where we compare and quantify the results from two complementary models, built respectively from a Multilayer Perceptron Neural Network and a Conditional Invertible Neural Network. We comment on the technical aspects of the inference and on the scientific implications of our findings in Section 5 and conclude and summarize in Section 6.

2 SETUP, SIMULATION DATA AND METHODS

2.1 Rationale

We aim to uncover and investigate the connections between observable (input or feature) and unobservable (output or desiderata or target) properties of galaxies, with a focus on their unobservable past merger history. To do so, we use data from the IllustrisTNG simulations to train, and hence compare the results of, two ML algorithms: a Multilayer Perceptron (MLP) Neural Network and a Conditional Invertible Neural Network (cINN).

In both approaches, the known parameters are 7 galaxy integral

---

1 Sloan Digital Sky Survey. [https://www.sdss.org/](https://www.sdss.org/)
2 Galaxy And Mass Assembly. [http://www.gama-survey.org/](http://www.gama-survey.org/)
3 Dark Energy Survey. [https://www.darkenergysurvey.org/](https://www.darkenergysurvey.org/)
4 Hyper Suprime-Cam Subaru Strategic Program. [https://hsc.mtk.nao.ac.jp/ssp/](https://hsc.mtk.nao.ac.jp/ssp/)
5 Large Synoptic Survey Telescope/Vera C. Rubin Observatory. [https://www.lsst.org/](https://www.lsst.org/)
6 [www.tng-project.org](http://www.tng-project.org)
We can predict the observable properties of thousands of galaxies given their individual histories and evolution using a cosmological hydrodynamical galaxy simulation, here TNG100. The goal of this paper is to model the inverse of this, i.e. the mapping from the observables to the unobservable stellar mass assembly and merger history (see also Table 1). Because of the possible loss of information in the forward step – that is, the observables are not sufficient to fully constrain the history –, we are especially looking for the posterior distribution, which is the probability that a certain merger history $x$ is compatible with a set of observations $c$. In this work, we focus on utilizing scalar integral properties, i.e. galaxy features, and test this scheme on simulated galaxies. However, in subsequent work, we will go beyond features and use maps of galaxies and of their stellar haloes as inputs, and we will also apply the models developed here to actual observational data.

The rationale of our study is summarized in Fig. 1 and a succinct overview of the observable and unobservable galaxy properties we focus on is in Table 1. In the following, we briefly describe the simulation data we use to uncover the connections between observables and past history of galaxies, the galaxy properties, and the functioning of the MLP and cINN neural networks and the way we use them.

### 2.2 The IllustrisTNG simulations for galaxy formation and evolution

We utilize the publicly-available results (Nelson et al. 2019a) of the large-scale cosmological magneto-hydrodynamical simulation project IllustrisTNG (TNG hereafter, Springel et al. 2018; Naiman et al. 2018; Marinacci et al. 2018; Nelson et al. 2018; Nelson et al. 2019b; Pillepich et al. 2018b, 2019). These consist of multiple simulation runs for galaxy formation and evolution based on the moving mesh code AREPO (Springel 2010) and cover a broad range of resolutions, simulation volumes and additional dark matter only runs to trace the influence of baryons on the cosmological evolution.

The full-physics runs of TNG follow the evolution of not only dark-matter particles but also of gas cells, and stars and black holes particles (collectively referred to as resolution elements), from redshift $z = 127$ to $z = 0$. The initial conditions defined in periodic-boundary cubic domains are given by the Zeldovich approximation, via the N-GenIC code (Springel et al. 2005). The underlying cosmology is given by Planck (Planck Collaboration et al. 2016).

The TNG simulations are hereby the direct successor of the Illustris project (Vogelsberger et al. 2014), but introduce magneto-hydrodynamics and several updates to the physical model (see details in the method papers: Weinberger et al. 2017; Pillepich et al. 2018a). In this work, we will use the outcome of the run called TNG100, as further elaborated in Section 2.4.

### 2.3 Galaxy identification and past history

The TNG simulations return tens of thousands of well-resolved galaxies across 14 billion years of cosmic evolution, for which integral properties can be measured from the constituents resolution elements. To contain the amount of saved data to a manageable size, the resolution elements for each of the simulated ingredients have been stored only at 100 equally distributed points in (simulated) cosmic time, called snapshots. We have at our disposal 50 snapshots at $z \leq 1$ and 50 at $z > 1$ (see Nelson et al. 2019a, for more details).

Within the simulation output, galaxies – i.e. sets of resolution elements that together constitute individual galaxies – are identified by the FRIEND-OF-FRIENDS (FoF; Dolag et al. 2009) and SUBFIND (Springel et al. 2001) algorithms. Based on these two methods, a hierarchical set of two catalogues are available:

(i) The SUBFIND catalogue, which lists the subhaloes within each snapshot and provides a number of integral statistics for each object, such as e.g. the total mass of each subhalo for each particle type.

(ii) The FoF catalogue, which groups these subhaloes into FoF haloes.

Typically, the most massive subhalo in a FoF halo is called central or primary subhalo, while all other subhaloes in that group are satellites. Any subhalo with non-vanishing stellar mass is a galaxy, whether central or satellite.

As we want to investigate the formation history of the galaxies, we need the connection of identified subhaloes along their cosmological evolution. In this paper, we hence utilize merger trees created by SUBLINK (Rodriguez-Gomez et al. 2015). This method constructs a tree-like structure out of the previously identified subhaloes, such that for each root subhalo there is a link to one or more progenitors.
in the previous snapshot. If there is more than one progenitor, the progenitor along the most massive branch is chosen as the main or first progenitor. Throughout this work, the time evolution of the galaxies of interest is given by such main progenitor branches, whereas the secondary progenitors constitute \textit{merging galaxies}, in short: mergers.

In particular, in this paper we adopt the so-called \textsc{sUBLINK} code, a version of \textsc{Sublink} whereby star particles and star-forming gas cells − instead of dark-matter particles − are tracked in time to construct the trees of galaxies. In comparison to the default functioning of the \textsc{sUBLINK} code, we apply additional measures to obtain a cleaner catalog of merger events. Namely, we consider only galaxies with cosmological origin\footnote{Namely, throughout this analysis, we exclude so-called spurious subhaloes, i.e. gravitationally-bound sets of stars that formed out of gas that in turn fragmented in already-established, parent galaxies. To do so, we impose \texttt{SubhaloFlag = 1} (Nelson et al. 2019a).}, with at least 50 stellar particles (galaxy stellar mass $\geq 5 \times 10^{10} M_{\odot}$), and whose main progenitor history is recorded for at least three snapshots.

### 2.4 Galaxy sample

The TNG suite consists of three flagship simulations of different resolutions and volumes: TNG50, TNG100 and TNG300. These evolve cubic volumes of approximately 50, 100, and 300 comoving Mpc a side, with the best resolution achieved in the smaller-volume TNG50 (Nelson et al. 2019b; Pillepich et al. 2019). However, a larger volume allows for more simulated galaxies, importantly especially at the high-mass end. With about ten thousand galaxies above $10^{10} M_{\odot}$ at every snapshot, TNG100 provides a galaxy sample that is sufficient for our ML approach and is therefore our choice for the following study.

From TNG100, we consider only central galaxies (i.e. the first galaxy within a FoF group and hence the galaxy at the deepest minimum of the FoF potential) with cosmological origin (i.e. non-spurious subhaloes as per Nelson et al. 2019a), and in the $z = 0 - 1$ range and with total stellar masses between $10^{10}$ and $10^{12} M_{\odot}$. We choose this limit as the highest mass end is not well sampled and would require a dedicated work.

The lower limit in stellar mass is set for a number of reasons:

- to ensure that the galaxy properties are well captured not only at the time of inspection, with about $10^4$ stellar particle per galaxy, but also at earlier times when the inspected galaxies and their potential merging companions have lower mass and are hence less resolved;
- to focus on a mass regime with a richer merger history, given that the merger rates of galaxies decline towards low masses (Rodriguez-Gomez et al. 2015);
- to focus on a mass regime that is accessible by current large photometric surveys of galaxies, such as SDSS, that are complete down to $5 - 7 \times 10^9 M_{\odot}$.

With 49 discrete snapshots between $z = 0$ and $z = 1$, our TNG100 sample includes 182'625 galaxies with total stellar mass in the $10^{10}$–$12 M_{\odot}$ range.

### 2.5 Galaxy observables and unobservables

We characterize the simulated galaxies by the fundamental properties listed and described in the top panel of Table 1. These include the galaxy stellar mass and the redshift, as from previous studies (e.g. Rodriguez-Gomez et al. 2015; Rodriguez-Gomez et al. 2017), we know that the merger activity of galaxies is highly dependent on these (see Introduction).

Additionally, we also use as observable inputs information on the galaxy stellar extent and structure, such as the size of the galaxies and their morphology (i.e. the stellar disk-to-total mass ratio). While the stellar half-light radius gives information about the spatial distribution of the stars, the fraction of disc stars gives us a possibility to differentiate between disc-like and elliptical galaxies. Disc galaxies are thought to be mainly build by in-situ star formation, whereas a large fraction of non-circular orbits could be an indicator for past merger events. In observations, similar morphological estimators can be obtained via photometric morphological decompositions or by using integral field unit spectroscopy (e.g. ManGA, Bundy et al. 2014).

Finally, as further information that can be gained via photometric observations of galaxies, we also characterize the simulated galaxies by their integrated galaxy color, average stellar metallicity and average stellar age. These may especially contain information about the formation history of the stellar populations.

We elect five summary statistics to characterize the past history of a galaxy: these are listed in Table 1, bottom, and we will further comment on our choices in the Discussion. In fact, finding a set of variables that fully represent the merger history of any individual galaxy is not a trivial task. From the simulations, we can construct this history from the corresponding \textsc{sUBLINK} tree of progenitor subhaloes/galaxies which have previously merged with the galaxy of question. Although it might be possible to use the whole list of progenitors as a whole, we streamline our analysis by deriving a set of meaningful numbers for each galaxy that concatenate the information of the merger tree into a set of scalar statistics.

As anticipated in the Introduction, cosmological simulations have demonstrated that galaxies can assemble their stars via two channels: by in-situ star formation, whereby gas is converted into stars, and by the stripping and accretion of stars that formed in other galaxies that in turn became satellites of, or merged with, others (e.g. Oser et al. 2010; Pillepich et al. 2014). The second stellar mass assembly channel is referred to as “ex-situ”, and accreted or ex-situ stars can be found throughout galaxy bodies, from their innermost regions to the stellar haloes (e.g. Pillepich et al. 2015; Rodriguez-Gomez et al. 2016). It is therefore a natural choice to use the ex-situ stellar mass fraction as a primary indicator for summarizing the past merger history of a galaxy.

For any galaxy, we also record the mass-weighted average mean lookback time and the mass-weighted average stellar mass ratio of all past merger events. Previous analyses of previous cosmological simulations have shown that there exist a strong correlation between these statistics and the stellar ex-situ fractions (Rodriguez-Gomez et al. 2016): we will further investigate on these within the TNG framework in the next Sections.

Finally, as recent major mergers may have a strong impact on the properties of galaxies, we also consider the lookback time and the stellar mass of the last major merger a galaxy underwent (Rodriguez-Gomez et al. 2016). By major merger, we mean one with stellar mass fraction larger than 1/4. However, not all galaxies undergo such massive mergers ever: for galaxies with no major merger in their lifetime, we set these mass and time to unphysical values, so that we can later on distinguish these no-major-merger galaxies from the remaining population.

We show an overview of all observable and unobservable quantities and how they relate to galaxy mass in Fig. 2 and Fig. 3.
Table 1. Observable and unobservable galaxy properties used and connected in this work. At the top, we list and define the observable integral properties of galaxies (i.e. features) that are used in this work to infer unobservable properties of galaxies’ past assembly and merger history, bottom.
Figure 2. Overview of the observable statistics used in this work, as a function of galaxy stellar mass and redshift, and predicted by TNG100: in each row we plot the whole simulated sample (182’625 galaxies in total) introduced in Section 2.4 as 2D histograms between one of the observable quantities and the stellar mass (within $2 \times r_{200}$). Curves denote the medians as function of the stellar mass at redshift $z < 0.2$ (solid), $0.2 < z < 0.5$ (dashed) and $0.5 < z < 1$ (dot-dashed). Note that there is in fact a bi-modality in the data between disc-blue and elliptical-red galaxies, which is not well represented by the median lines.

Figure 3. Overview of the unobservable statistics used in this work and predicted by TNG100: in each row we plot the whole simulated sample introduced in Section 2.4 as 2D histograms between one of the unobservable quantities and the stellar mass (within $2 \times r_{200}$). Curves denote the medians as function of the stellar mass for redshift $z < 0.2$ (solid), $0.2 < z < 0.5$ (dashed) and $0.5 < z < 1$ (dot-dashed). Here, for the mass and the lookback time of the last major merger, we plot the galaxies without any major merger in their history as a bar at the top. Especially for the stellar ex-situ fraction and the mass of the last major merger, the simulations predict a strong positive correlation with the stellar mass of the respective galaxy; on the other hand, these relationships depend only weakly on redshift. This is naturally different for the unobservables that are defined relative to the redshift of the galaxy at hand, namely the mean merger lookback time and the time of the last major merger.

2.6 Inference methods

2.6.1 Multilayer Perceptron (MLP)

As a first way to tackle the problem outlined in Fig. 1, we use a Multilayer Perceptron (MLP) neural network, which consists of multiple layers of artificial neurons (i.e. linear transformations) and a nonlinear rectifier in between. The $N$ galaxy observables are given as input for the first linear layer, whereas the 5 merger-statistics unobservables are given by the output of the last linear layer. With this, we get a regression model that maps the observables to the unobservable parameters. The model is trained on the simulation-based dataset by minimizing the mean squared error loss

$$L_{\text{MSE}} = \frac{1}{N} \sum_{i} (\hat{x}_i - x_i)^2$$

(1)

with $x$ denoting the ground truth merger-history set of parameters from the TNG simulations, $\hat{x}$ being the MLP model predictions, and $N$ the number of samples in the training batch. For the implementation and optimization of this network, we utilize the framework KERAS (Chollet et al. 2015).

2.6.2 Conditional Invertible Neural Network (cINN)

A regression model like the MLP will converge to the correct solution only if the underlying connection between the 7 observables and the 5 merger statistics is describable as a function and is therefore unambiguous. However, it is possible that the information contained in the chosen set of observables is insufficient and that galaxies with (nearly) identical observable parameters may actually have distinct assembly and merger histories. It is also possible that the observable properties of galaxies may not be uniquely determined solely by their past stellar assembly and merger history, but also by other physical processes and conditions, as it is certainly the case. It is hence important to not only perform a simple scalar regression with one single set of point predictions, but to also know the posterior distribution $p(y|x)$: this is the conditional probability that a set of merger statistics $x$ is compatible with the condition that a set of galaxy observables $y$ is given.

We achieve this by using the Conditional Invertible Neural Networks (cINNs) developed by Ardizzone et al. (2019a), which are a generalization of their Invertible Neural Networks (Ardizzone et al. 2018). The latter utilize as building blocks the invertible architecture proposed by Dinh et al. (2016) and an additional set of latent variables $z$, that store the information that would be otherwise lost. This network is therefore describable as an invertible function $f(x) = [y, z]$ from the merger-history statics $x$, to a tuple of observables $y$, and a set of latent variables $z$. It was shown by Ardizzone et al. (2018) that by training this network as proposed, the inverse $f^{-1}(y, z)$ will converge against the posterior $p(x|y)$ when sampling over the gaussian latent space $z$. However, a simple INN demands for the forward process $f(x) = [y, z]$ to be well defined, this not being the case for our physical problem. The cINNs circumvent this issue by allowing for the set of observables $y$, to be introduced in the network as conditions $c$, which are then concatenated into the conditional affine coupling layers. The resulting neural network is therefore equivalent to an invertible function $f(x, c) = z$ with latent variables $z$ whose dimension is equal to the dimension of $x$. By applying a negative log
likelihood loss
\[ L_{\text{NLL}} = \left| \frac{|z|^2}{2} - \log(|J|) \right|, \tag{2} \]
with the Jacobian \( J \) of the invertible function \( f \), the distribution of \( z \) is enforced to take the form of a multivariate gaussian.

In practice, the cINN provides a mapping between the posterior \( p(z|c) \) and a multivariate gaussian distribution conditioned by the galaxy observables \( c \); by sampling the gaussian latent space \( z \), one can therefore recover the posterior \( f^{-1}(z, c) = p(x|c) \).

Conditional Invertible Neural Networks can be easily implemented by using the FaEIa framework (Framework for Easily Invertible Architectures, Ardizzone et al. 2019b), which is based on PyTorch (Paszke et al. 2019). They have been already successfully applied to similar problems in astronomy (e.g. Ksoll et al. 2020).

3 NETWORK TRAINING

3.1 Preprocessing of the sample

Before tackling the training of the MLP and cINN, a couple of interventions need to be executed on the data.

3.1.1 Feature Scaling

As standard in ML applications, we scale all quantities to a comparable range of values, for the following reasons:

(i) the MLP loss function we are using is not invariant regarding the magnitude of the unobservable quantities. A feature with large absolute variations would be thus more important in terms of loss than a feature with small absolute variations;
(ii) the gradient descent algorithms that are used to optimize the neural networks are sensitive to the scale of the input – the change in weights is proportional to the feature values;
(iii) many default parameters of ML algorithms are given relative to standardized inputs.

Therefore, we scale each of the quantities introduced in Section 2.5 by subtracting the mean and dividing by the standard deviation of each variable distribution. We hence get a sample of inputs and outputs in scaled units, whereby the mean is 0 and the standard deviation is 1 for each quantity across the whole sample. During the whole training and testing, we only use these scaled quantities and scale them back to physical units only when enunciating and visualizing the final results.

3.1.2 Sample split, in the context of galaxy populations across cosmic epochs

We randomly split the TNG100 galaxy sample into a training, a validation and a test subset, in fractions of 80, 10, and 10 per cent, respectively. We fit the MLP and cINN models only to the training set, separately, whereas the validation set is used during the fitting process to evaluate the performance of the models. The test set is needed to test the generalization performance of the final models and consists of galaxies that are never seen before by the networks.

Because cosmological simulations follow the same galaxy populations across cosmic epochs, progenitors and descendants of the same galaxy (i.e. of the same main branch) may appear over multiple, consecutive snapshots. This special tree-like structure of the sample under consideration may require special precaution, as some information may unintentionally slip between the training and validation/test subsamples. For example, a galaxy in the validation/test set may have progenitor(s) and/or descendant(s) in the training sample with possibly similar observable and unobservable parameters: training a network under these circumstances may lead to a good optimization along the merger tree of each galaxy, but possibly to a bad generalization performance across galaxies throughout the TNG100 galaxy catalogues.

The issue is more severe for more closely spaced snapshots: in the case of TNG, the time span between consecutive snapshots is about 150 Myr; moreover, this issue is progressively more problematic for smaller training sets. In the real Universe, the properties of the galaxy populations at different redshifts certainly reflect the underlying evolution of individual galaxies and their properties across time. However, in early tests, we observed that training our network(s) without reducing the merger tree-like information between training and validation/test sets causes overfitting and therefore can eventually lead to a bad performance on real observational data. To be more specific: without paying attention to the tree-like structure of the data, our ML model(s) performed worse when trained (and tested) on larger galaxy samples (i.e. available from the TNG300) in contrast to the expectation that a larger training sample should yield more information that a network could learn from. We believe that this is caused by the fact that a larger sample (where galaxies are in general closer to each other in parameter-space) counteracts the overfitting caused by the information that is present in the tree-like structure.

To overcome this problem we split the TNG100 galaxy sample into training, validation and test subsets according to the merger trees, such that all progenitors and descendants of each galaxy are contained in the same subset.

In practice, we perform the following steps:

(i) get the root descendant for each galaxy (at each snapshot); i.e. the ID of the galaxy it will eventually result in according to SUBLINKGAL;
(ii) split the list of these root descendants in training, validation and test sets;
(iii) sort each galaxy according to the associated root descendant into the 3 subsets.

With this procedure it is ensured that the progenitors and descendants of each test and validation galaxy are not contained in the training set. We have verified that, after splitting according to root descendants, training and validation galaxies indeed lie much further apart in parameter space than with the default random splitting.

3.2 Network configurations and training

For both the MLP and cINN architectures, we want to find the optimal architecture and optimal set of training parameters. To do so, we perform for each network type a parameter search i.e. we train each network multiple times on the same set of TNG100 training galaxies but alternating the architecture and training parameters at each step. Each training is stopped as soon as the validation loss (i.e. the model loss when applied to the validation galaxy subsample) does not decrease anymore. From all resulting models, we choose then the network configuration that yields the lowest validation loss. In the following, we describe the architectures and training parameters we have found to suit best for the particular problem at hand.
Table 2. Layer configuration used for the Multilayer Perceptron neural network adopted in this work (MLP, Sections 2.6.1 and 3.2.1). We give the layer type (left column), the output shape of the respective layer (middle column), and the number of trainable parameters per layer (right column). Within our physical problem at hand, the 7 input parameters of the MLP are the 7 observable galaxy properties, whereas the target/output quantities are 5 summary statistics of the galaxies’ assembly and merger history; both chosen and defined in Section 2.5. In total, this model has 202'757 trainable parameters.

| Layer         | Output Shape | Parameters |
|---------------|--------------|------------|
| Input         | 7            | 0          |
| Dense         | 256          | 1024       |
| Batch Normalization | 256          | 1024       |
| ReLU Activation | 256          | 0          |
| Dense         | 256          | 65792      |
| Batch Normalization | 256          | 1024       |
| ReLU Activation | 256          | 0          |
| Dense         | 256          | 65792      |
| Batch Normalization | 256          | 1024       |
| ReLU Activation | 256          | 0          |
| Dense         | 256          | 1024       |
| Batch Normalization | 256          | 1024       |
| ReLU Activation | 256          | 0          |
| Dense         | 5            | 1285       |

Table 3. Layer configuration used for the conditioning network of the conditional Invertible Neural Network adopted in this work (cINN, Sections 2.6.2 and 3.2.1). From left to right, we give the layer type, the output shape of the respective layer, and the number of trainable parameters per layer.

| Layer         | Output Shape | Parameters |
|---------------|--------------|------------|
| Input         | 7            | 0          |
| Dense         | 128          | 1024       |
| ReLU Activation | 128          | 0          |
| Dense         | 128          | 16512      |
| ReLU Activation | 128          | 0          |
| Dense         | 128          | 16512      |
| ReLU Activation | 128          | 0          |
| Dense         | 128          | 16512      |

Table 4. Layer configuration used for the cINN sub-networks (see Section 3.2.2). Columns as in Table 3.

| Layer         | Output Shape | Parameters |
|---------------|--------------|------------|
| Input         | 130          | 0          |
| Dense         | 128          | 16768      |
| ReLU Activation | 128          | 0          |
| Dense         | 128          | 16512      |
| ReLU Activation | 128          | 0          |
| Dense         | 128          | 16512      |
| Dense         | 4-6          | 516-774    |

3.2.1 MLP

The basic architecture of an MLP is a series of dense neuron layers (i.e. each neuron is connected to all neurons of the previous and next layer) and of activation and regularization layers. To do a recursion on 5 unobservable quantities, we need an output layer with 5 neurons (one for each unobservable quantity) and also an input layer with 7 values. There is no straightforward way to determine the configuration of the layers between the input and the output layers. To reduce the number of possible architectures to explore, we use some basic constrains: a) We keep the number of neurons constant for all dense layers. Thus we only have to find the number of neurons per layer (the width of the MLP) and the numbers of layers (the depth of the MLP). b) Between each dense layer, we use one activation layer and one regularization layer. And c) we use a rectified linear unit as activation function.

The optimizer Adam (Kingma & Ba 2017) proves to be a stable and (sufficiently) fast converging method and performs well with the default values given by the Keras framework implementation. We therefore use this optimizer in all of the following training procedures. If not stated otherwise, the learning rate is set to the default value \( \eta = 10^{-3} \).

We use the mean squared error (MSE) as loss function, which leads to a faster and more stable convergence than the mean absolute error when starting from random weights.

As regularization method, we include a Batch Normalization (Ioffe & Szegedy 2015) between each dense neuron layer and activation function. Because we deal with a very unevenly distributed sample (especially as a function of galaxy stellar mass, with much fewer galaxies at the high-mass end), we have to take special care of an appropriate batch size.

Regarding the node configuration, we choose to use 3 hidden layers (in addition to the input and output layer) with 256 nodes each.

The resulting configuration of the MLP adopted in this work is summarized in Table 2. After the validation loss has converged with this training procedure, an additional training step is performed: we change the loss function to the mean absolute error (MAE) and halve the learning rate to \( \eta = 0.5 \times 10^{-3} \). We do so because the MSE loss function leads to a better convergence when starting from a set of randomly initialized weights. However, we expect that our data set is contaminated by ambiguous outliers, i.e. of case galaxies whose merger statistics are not properly described by the set of 7 input quantities. We therefore focus more on the optimization regarding the more “well-behaved” galaxies in the sample.

3.2.2 cINN

For the cINN, we rely on conditional affine coupling blocks (in so-called GLOW configuration, Kingma & Dhariwal 2018) that utilise two standard (and therefore non-invertible) MLP sub-networks. Additionally, a further “conditioning” MLP network is introduced between the conditions (i.e. the 7 galaxy observables of Section 2.5) and the coupling layers. In practice, this conditioning network works like the point-prediction model of Sections 2.6.1 and 3.2.1, whereas the coupling layers provide a model for the posterior around the point predictions.

For the conditioning network we use the architecture shown in Table 3; the sub-networks are summarized in Table 4. For the cINN itself, we use in total 12 coupling layers with a random perturbation layer between each. With this configuration, we have in total 1’262’584 parameters to train.

As already described in Section 2.6.2, this network is trained by propagating the observables and unobservables of the training subset through the network and then adjust the layer weights of the model in such a way that the negative log likelihood loss \( L_{\text{NLL}} \) is minimized.

During the training, we add a small amount of gaussian noise with \( \sigma = 0.025 \) to all inputs and outputs. This is done to lower the risk of overfitting, especially in the case of the parameters based on lookback time, which enter the network in a discrete fashion as the simulation only provides us with 50 discrete snapshots. Again, we use Adam as optimizer and start with a learning rate of \( 2 \times 10^{-3} \), which is then gradually reduced (i.e. multiplied by 0.7) after each 5 runs through the whole training sample. We train the cINN in batches of 2048
training galaxies. To avoid overfitting, we calculate the loss for the validation set and terminate the training if the validation loss has not decreased for 5 following training epochs.

These training parameters (and model architecture) were determined by a parameter search: on the one hand we choose the parameters such that the validation loss is minimized; on the other hand, we also check that the latent space \( z \) indeed becomes a gaussian and we also test if the prior distribution of the validation set is successfully recovered (both utilizing a Maximum Mean Discrepancy between the two distributions).

### 3.2.3 Ensemble Training

As the network’s initial weights as well as the gaussian noise augmentation are randomly chosen, the training of deep learning models is a stochastic process. Therefore, even when using the same data, the same network architecture and the same training parameters, the results of a network may differ, albeit slightly, from training to training: some will perform better or worse than others for specific galaxies. To take these network-to-network variations into account, we train multiple networks and average their results. In this way, we ensure a globally-optimal result over the whole sample while reducing the risk of overfitting as we can keep the single networks simpler and profit from the combined prediction capability. Furthermore, we ensure that our results (Section 4) are less dependent on the random choice of initial parameters.

For the MLP, we train 7 equivalent networks with random initial weights. The ensemble prediction is then given by the galaxy-wise median of the 7 single network predictions. We choose 7 models because the additional training and validation effort from this is still computationally feasible.

For the cINN, we also train 7 networks with random initial weights. However, in this case we cannot simply take medians of scalar point predictions. Instead, when sampling the posterior, the posterior samples are drawn alternately from the 7 single networks. The resulting ensemble posterior for each galaxy is therefore the normalized sum of the 7 individual network posteriors.

### 4 RESULTS: RECOVERING THE UNOBSERVABLE PROPERTIES OF GALAXIES’ PAST

In this Section, we show the main scientific results of the paper, i.e. that it is possible to recover aspects of the past assembly and merger history of galaxies from a set of integral properties at a given time. In practice, in what follows, we apply the previously introduced and trained networks to the unseen test data set from the TNG100 simulation. We first focus on the overall performance of the cINN and then compare its predictions from those of the simpler MLP point-recursion model. We also show how the cINN recovers the cross-correlations among input and output galaxy properties and identify the most informative galaxy properties for the inference of the past history.

#### 4.1 Testing procedure

To test the performance of the algorithms and their prediction capabilities, we apply the trained networks to a previously-unseen test sample. To ensure full comparability, we use the same set of training, validation, and test TNG100 galaxies for both MLP and cINN.

Our main measure for the goodness of fit is the prediction error for each galaxy: this is the difference between the predicted values, inferred by each algorithm given the observables, and the ground-truth values given by the TNG100 simulation.

In the case of the simple recursion network (MLP) we get point predictions for each galaxy that can be directly used for the error measurement.

However, for the cINN the procedure is more articulate: we first sample the posterior for each galaxy (i.e. conditioned by the corresponding set of observables) by drawing 1000 random normal-distributed points in the latent space \( z \) and by propagating them backwards through the cINN. The resulting posterior is then represented by the point density of the sampled point cloud and can be further postprocessed. To be able to compare this point cloud to the point predictions of the MLP, we identify as “point prediction” of the cINN the Maximum A-Posteriori estimation (MAP) i.e. the position of the highest point density in unobservable space.

Technically, to obtain the MAP for each unobservable quantity, we perform a gaussian kernel-density estimation on the set of posterior samples and evaluate the estimated density on a uniform grid of 512 points along each dimension of the unobservable space and use the position of the highest density. Note that with this, we impose a strict upper limit on the prediction accuracy due to the discrete nature of this grid approach. However, with 512 grid points we are well below the level of noise that was added during the training.

For the lookback time and mass of the last major merger, we define an additional bin for the galaxies or predictions that have no major merger in their history (we call them for convenience NMMs). The cINN MAP is set to this bin if at least 50 per cent of the posterior sample points fall into this bin i.e. have a predicted lookback time larger than 13.7 Gyr – the ground truth for these galaxies is set to 15 Gyr; see Section 2.5 – or a predicted stellar mass below \( 10^7 \, M_\odot \), as the ground truth for these galaxies is set to \( 10^8 \, M_\odot \).

To take also the additional information of the posterior distribution into account, we calculate the standard deviation of the posterior point cloud along each dimension i.e. we take the root of the diagonal elements of the covariance matrix. So, whereas the prediction errors give an assessment on the accuracy of the predictions, we investigate below if the standard deviation of the posteriors serves as a meaningful error bar (i.e. level of uncertainty or precision) for the MAP predictions.

#### 4.2 Performance of the cINN

##### 4.2.1 Posterior distributions from the cINNs

A strength of cINN architectures is that they return a posterior distribution for each target quantity\(^8\). However, the performance evaluation is not as straightforward as e.g. the validation of a simple recursion method. To get a first impression of the performance of the cINN, we show in Fig. 4 a few examples of the cINN posteriors inferred for a random subset of TNG100 test galaxies. Each row shows results for each test galaxy, 15 in total; columns refer to the five summary statistics elected to summarize the assembly and merger history of galaxies (see Section 2.5): from left to right, mean merger lookback time, mean merger mass ratio, stellar mass and time of the last major merger, fraction of ex-situ stars. Gray curves denote the prior distributions, i.e. the distributions of values encompassed by the whole sample of test galaxies; blue curves show the posterior distribution.

\(^8\) It would in principle be possible to obtain a posterior distribution also for the MLP predictions; however, for the MLP, a parameterized distribution and therefore prior assumptions about the shape of the posterior would be needed, which is not the case for the cINN.
Figure 4. Posterior distributions obtained with our cINN (Sections 2.6.2 and 3.2.2) for 15 randomly-chosen galaxies from the TNG100 simulation test set (out of in total 17982 galaxies). Each row corresponds to one of the 15 galaxies (we show the redshift and the (snapshot-wise) unique SUBFIND ID on the left) whereas each column shows results for the five inferred unobservable statistics of their assembly and merger history. We show the prior distributions of the overall sample of test galaxies (grey), the predicted posterior by our cINN approach (blue), the MAP prediction (Maximum A-Posteriori estimation, yellow), and the ground truth (red) – i.e. the actual outcome of the TNG100 simulation. The distributions are normalized such that the maximum value is equal to 1. For the last major merger, we introduce an additional bin to show the fraction of posterior samples that fall outside the valid regime, i.e. the probability that the galaxy has never had a major merger in its merging history. This bin is chosen as the MAP for this galaxy only if the fraction of posteriors samples falling into this bin is > 0.5 i.e. if the predicted probability for a major merger to have occurred is larger than 50 per cent.

Fig. 4 shows that the posteriors of the mean merger lookback time and particularly of the stellar ex-situ fraction are typically peaked and rather symmetrically distributed around this peak, denoting qualitatively a good prediction power of the cINN model in terms of point predictions. In contrast to that, the posterior of the mean merger mass ratio of the tested galaxies is often similar to the prior of this parameter. For the mass and time of the last major merger, we can also see predicted by the cINN for each test galaxy and unobservable property. In each panel, we mark the MAP (the Maximum A-Posteriori estimation, Section 4.1) in orange and the simulation ground truth in red. It is important to note that here the posteriors (blue curves) are a convolution of the “true” data-driven posterior and the uncertainty introduced by the network-to-network variations dealt with in Section 3.2.3.
broader and more complex posteriors, at times with multiple peaks e.g. fifth galaxy from the top. Note that the additional bin, the one for galaxies with no major merger in their history, can be seen as a posterior peak as well. It is important to emphasize, however, that everywhere where the posterior probability is > 0, a certain merger statistic configuration is in general predicted to be possible; i.e. we have to check if the inferred posteriors follow the distribution of the ground truth later on.

4.2.2 cINN predictions vs. ground truth

In Fig. 5, we therefore systematically compare the cINN predictions with the ground truth from the TNG100 simulation. In particular, in the top panels of Fig. 5 we show the stacked posterior distributions predicted by the cINN for all galaxies of the test sample. In practice, we show the probability distribution functions of Fig. 4 for all test galaxies by stacking them in bins of true mean merger lookback time, mean merger mass ratio, mass and time of the last major merger, and fraction of ex-situ stars, from left to right, with colors denoting the normalized probability distribution function. In each panel, the black thin dashed line denotes the 1:1 relation; the solid black curve shows the median of the stacked posteriors and the dashed thick black curves encompass their 10th and 90th percentiles.

In the middle panels of Fig. 5, we plot the MAP estimates for each test galaxy vs. the simulation ground-truth values, again different column for the five merger statistics. As we aim to quantify the outcome for 17 982 test galaxies, the results are given as color-coded numbers of galaxies per image pixel. In each panel, the black thin dashed line denotes the 1:1 relation; the solid black curve shows the running median of the galaxy test sample in the depicted plane; and the dashed black curves indicate the location of the 10th and 90th percentiles of the test galaxy samples in bins of true merger statistics.

In the bottom panels of Fig. 5, we replace the MAP estimates of the middle panel with the error on the prediction, i.e. the difference between the MAP estimate and the simulation ground truth for each test galaxy, for each inferred target quantity. The median prediction error is given by the solid black curve whereas the dashed (dot-dashed) curves encompass 68 (95) per cent of the test galaxies.

As also seen in Fig. 4, Fig. 5 demonstrates that the cINN returns very good predictions for both the mean merger lookback time (leftmost panels) and the mass fraction of ex-situ stars (rightmost panels). The MAP estimates for the ex-situ fractions are on average slightly (≈ 5 per cent) below the ground truth, this being the case also from the stacked overall posteriors: this could be caused by the unevenly-distributed prior distribution of the ex-situ parameter, which strongly favours lower ex-situ fractions. Nevertheless, for 68 per cent of the galaxies, the prediction error (bottom panels) for the ex-situ fraction does not exceed ±10 – 15 percentage points from the ground truth: the model is therefore well able to discriminate between low and high ex-situ galaxies. The MAP error is especially low in the low ex-situ-fraction regime (i.e. ex-situ mass fractions lower than 10 per cent) where the predicted ex-situ fraction does not exceed ≈ ±5 percentage points for 95 per cent of the test galaxies. Similar promising results hold for the mass-weighted mean merger time, with errors on the MAP prediction smaller than ±1.5 lookback billion years for ≈ 69 per cent of the test galaxies.

On the other hand, the cINN predictions for the time and mass of the last major merger, and especially for the mean merger mass ratio, are more complex. As noted before, the mean merger mass ratio posteriors are often similar to the prior of this parameter. We can see this also in terms of the MAPs, whose peaks are (independently from the ground truth) always close to the prior peak. In practice, our models cannot recover this particular summary statistics of the galaxies’ history. We will further elaborate on this in Section 5.1.1.

For the inference of the mass and time of the last major merger, it should be noted that 37 per cent of the TNG100 test galaxies have never had a major merger in their history according to the simulation (i.e. ground truth). The cINN predicts in 24 per cent of the cases that galaxies have had a major merger even though they have experienced in truth no major merger (so, a wrong prediction). In contrast to that, 9 per cent of galaxies with ground-truth major merger have been predicted to have no major merger, while 13 per cent have been correctly identified to have no major merger in their history. These numbers are consistent for both the mass and time of the last major merger.

For the remaining galaxies that have undergone a major merger and that the cINN has correctly recognized as such (≈ 54 per cent of the overall test sample), the cINN performs well, particularly in timing the merger, with a good alignment to the ideal line. For the median galaxy, the cINN predicts an MAP value for the time of the last major merger that is close to the true one by less than ±1 billion years, also for very ancient mergers. Galaxies with a more recent major merger (within the last 2 – 3 Gyr) have lower MAP errors throughout the galaxy population than ancient ones (and there is a much lower tendency to wrongly classify them as NMM). In contrast to that, there is a large fraction of galaxies with an early major merger (> 8 Gyr ago) that are wrongly predicted to have a much more recent major merger. For the stellar mass of the major merger, for the bulk (68 per cent) of the galaxy population, the cINN predicts the correct mass of the last major merger to within ±0.1 – 0.2 dex but only for mergers more massive than ~ 10^{9.5} M_⊙ in stars. On the other hand, the prediction becomes ambiguous at lower masses. These two trends are naturally related to each other: because of the monotonically mass growth of galaxies, massive mergers will also happen at later cosmological times. The lower ambiguity for recent major mergers translates therefore directly to the better performance for more massive mergers and vice versa. In conclusion, the network performs especially well in identifying recent and/or massive major mergers, while the predictions become less accurate if the last major merger was longer ago (or not present at all). This supports the initial expectation and foundation of the whole exercise, namely that recent mergers have a more pronounced impact on the appearance of a galaxy.

It should be noted that the trends in the prediction error for the mean merger lookback time, the lookback time of the last major merger and (partially) the ex-situ fraction are also caused by the physical limits that our model learns: e.g. there are no negative lookback times or ex-situ fractions. Additionally, it is important to emphasize that choosing the MAP estimate is only one of the possible ways to condense the information contained in the posterior distributions. We have also evaluated the cINN performance based on the median and the mean values of the posteriors: the latter yields slightly better results regarding the under-prediction of the ex-situ fraction and the mass ratio but at the cost of returning worse performances for the other target statistics.

4.2.3 Interpretation of the uncertainties of the cINN predictions

In a next step, we want to estimate the errorbars on the cINN point predictions, i.e. on the chosen MAP estimates, by evaluating the meaning of the standard deviation of each posterior.

It should be emphasized that the cINN posteriors throughout this work include prediction uncertainties given by both the limited information given by the selected observables as well as by the network-to-
network variations (see Section 3.2.3). We proceed under the ansatz that the former is dominant.

To use the standard deviation of the cINN posteriors as a meaningful measure for this uncertainty we need to answer the following questions:

- Are the posteriors “gaussian-like”? Namely, are the posteriors symmetric around one peak and hence with the well-known relations between the variance and the confidence intervals?
- Is the standard deviation of the posterior related to the prediction error of our test sample? In other words, is the width of the posteriors related to the difference between the MAP estimate and the ground truth?

For example, from Fig. 4, we already know that for the mass and time of the last major merger and the mean merger mass ratio the cINN often returns asymmetric posteriors. In such cases, the meaning of the posterior standard deviation is therefore in question.

To investigate these relations, in the top panels of Fig. 6 we plot the standard deviation of the posteriors vs. the prediction errors (here the absolute value of the difference between the MAP estimate and the ground truth) for the whole TNG100 test sample. To evaluate whether the error is indeed gaussian, we indicate with thin dashed lines the relationships we would expect if the cINN posteriors were normally distributed. Namely, in general terms, we would expect that 68% of the test galaxies with a posterior standard deviation equal to e.g. 1 have a prediction error \( \leq 1 \); similarly, we would expect that 95% of the test galaxies with a posterior standard deviation equal to e.g. 1 have a prediction error \( \leq 2 \); and so on. We can then compare such idealized gaussian expectations with the locus of the galaxies in the plane of posterior standard deviation vs. prediction error: namely, in bins of the posterior standard deviation, we measure where the 68 and 95 percentiles of the galaxies lie: solid thick lines.

For the ex-situ fraction we find that the empirical standard deviations (solid lines) of the cINN align well with the ‘ideal’ gaussian ones (dotted lines): we conclude that the ex-situ standard deviations can be well interpreted as a gaussian error. With caution, this can also be stated for the mean merger lookback time (especially at the 1-\(\sigma\) level) and for the time of the last major merger. For the other two
target quantities, we can see that more attention needs to be placed on the shape of the posteriors (as expected from the examples in Fig. 4).

In the bottom panels Fig. 6, we also quantify the connection between the standard deviation of the posteriors and the ground truth values. There are two strong correlations to highlight and comment upon. Firstly, the standard deviation of the mean merger lookback time increases with the true mean merger lookback time. However, we find that this linear dependency is build up by galaxies at different redshifts, with the galaxies at \( z = 0 \) populating the top right corner and those at \( z = 1 \) populating the lower left region.

Secondly, the standard deviation of the ex-situ fraction increases strongly with the true ex-situ fraction, reaches a peak at around fractions of \( 0.3 - 0.4 \) and then slightly decreases again at higher ex-situ fractions. The low ex-situ fractions can therefore be estimated with small uncertainties (percentages of a few) for a large part of the overall galaxy sample. However, as the fraction of ex-situ stars increases, also the uncertainty increases up to \( \pm 10 \) per cent. We interpret this as a result of the diverse and complex evolution history that leads to an increased ambiguity between the chosen set of observable inputs and the ex-situ fraction. The downturn at the high ex-situ end could be explained with the fact that this region of the parameter space is constituted again by a simpler population of galaxies, namely massive red galaxies whose stellar mass growth is dominated by the contribution from mergers.

We further quantify the degree to which the posterior distribution itself is related to the distribution of ground truth galaxies in Appendix A.

4.2.4 Recovery of secondary dependencies and cross correlations

In addition to the predictive power of the cINNs to return unobservable assembly and merger statistics from observed quantities, it is important also to check to what degree the cINN is capable to learn the cross correlations among the 5 statistics themselves. In fact, we know from the analyses of cosmological simulations that galaxies properties within both sets of observable and unobservable statistics are highly correlated with one another. So for example, at fixed galaxy stellar mass, galaxies with more massive mergers have larger ex-situ stellar mass fractions (Rodriguez-Gomez et al. 2016). In Figs. 7 and 8, we compare a) the prior distributions of the ground truth, i.e. how the test galaxies populate the parameter space of the 5 target statistics (red); b) the distributions from the cINN by integrating its posterior samples (blue): namely, for each galaxy in the test sample we use the ground truth observables and randomly sample 10 posterior points for the 5 statistics; the overall distribution is then given by the sum of all points for all test galaxies; finally c) the distributions of the MAP values from the cINN (green). The resulting distributions are shown in Fig. 7 for low-mass galaxies (stellar mass \(< 10^{10.7} \, M_\odot\) ) and in Fig. 8 for high-mass ones (\( > 10^{10.7} \, M_\odot\) ).

The cross correlations among the target quantities are well reproduced by the cINN posteriors (blue vs. red contours), although a certain amount of smoothing is visible, particularly in the less-sampled high-mass end population. For example, the cINN posteriors recover the following trends:

- The lookback time of the last major merger and the mean merger lookback time are tightly correlated, with only a small fraction of galaxies having a significant amount of minor mergers after their last major merger event (galaxies with no major mergers are excluded here).
- Smaller mean merger lookback times, larger mean mass ratios, larger masses of the last major merger and smaller times since the last major merger imply larger ex-situ stellar mass fractions at the time of inspection. These relation steepen for higher-mass galaxies.
Figure 7. Recovery of the cross-correlations among the statistics of the stellar assembly and merger history. We show how test galaxies occupy the parameter space among pairs of the cINN-predicted properties with contours at fixed number density: distributions of the ground truth test sample (ground truth priors, red), the posterior distribution predicted by the cINN trained and tested on the TNG100 galaxies (blue), and the MAP estimates based on these posteriors (green). For the posterior distribution, we include 10 randomly drawn posterior samples per galaxy. Here we focus on galaxies with stellar mass in the $10^{10}-10^{11.7} M_\odot$ range. The prior distributions are in general well reconstructed by the cINN although a certain level of smoothing is visible especially in the less sampled higher-mass bin: see next Figure. The MAPs are in general heavily biased towards the peaks of the prior distributions; however, also the "point-predictions" from the cINN recover well the underlying true distributions (green vs. red contours) in the case of the stellar ex-situ fraction and the mean merger lookback time.

- The mass and the time of the last major merger are connected, with more recent mergers being typically also more massive.

These correlations – extracted from the TNG100 simulation and successfully recovered by our cINN – are qualitatively in agreement with those predicted by the Illustris simulation and analyzed by Rodriguez-Gomez et al. (2017) and Rodriguez-Gomez et al. (2016), whose works have inspired our selection of stellar assembly and merger statistics.

However, whereas the integrated posteriors follow the general trends of the ground truth, this is not the case for their MAP values: these are somewhat biased and askew distributions, which naturally favour the peak of the posterior distributions (by construction). This is especially pronounced and critical for the mean merger mass ratio of low-mass galaxies, and less so for higher-mass galaxies, for which the MAPs seem to be able to roughly learn the correlation with e.g. the ex-situ fraction and to slightly grasp the trend towards higher-mass ratios. Also in the case of the cross-correlations and consistently with what seen in the cINN performance analysis so far, the MAPs work best for the stellar ex-situ fraction, the mean merger lookback time, and the time of the last major merger. For the other outputs, the MAPs have to be interpreted with caution, e.g. for the mass of the last major merger for massive galaxies with last major merger smaller than $10^{9.5} M_\odot$. 

with the exception of the mean merger lookback time that slightly decouple from the ex-situ fraction in high-mass galaxies.
4.3 Comparison between MLP and cINN: do they yield the same results?

How well does the much simpler MLP architecture (Sections 2.6.1 and 3.2.1) perform in comparison to the cINN (Sections 2.6.2 and 3.2.2)? We quantify this in Fig. 9, by noting that exactly the same set of training/validation and test galaxies have been used for both MLP and cINN. We can hence directly compare the galaxy-wise point predictions by the MLP with the MAPs of the cINN (Section 4.1).

In Fig. 9, we show the difference in absolute prediction error between the two models, namely |MLP – Ground Truth| – |MAP – Ground Truth|, where here MLP represents the MLP point-prediction value and MAP is the cINN Maximum A-Posteriori estimation, which we have already quantified and analyzed e.g. in Figs. 5 and 6.

Therefore, the cINN works better on galaxies where this quantity is positive, the MLP works better where it is negative. If the error of both methods is comparable, this value is close to 0.

In the top panels of Fig. 9, we compare the difference between the prediction errors against the true values of the target quantities. We see that this metric follows overall a rather symmetric distribution around 0 for all the assembly and merger statistics, implying that the MLP and the cINN (evaluated via the MAPs) perform similarly well.

We find larger deviations for the mean merger mass ratio, where the MLP performs slightly better than the cINN. The point-recursion with a mean squared error loss is able to track the dependence better than the MAP of the cINN posteriors, which instead tend to broaden towards higher mass ratios but keep their peak (and therefore the MAP) at a similar position. However, this over-performance of the MLP is on average not larger than ±0.1: therefore, not even the MLP is capable of inferring this parameter.

We also see that the lookback time of the last major merger has a significant fraction of galaxies that do not work well with the MLP model. This might be caused by our choice to set this parameter to 15 Gyr for those galaxies with no major mergers. This choice does not work well with point predictions, as the MLP is not able to express ambiguities and therefore fall in between the peaks of the potentially multi-modal posterior distributions. The same problem might be the case for the mass of the last major merger, where the cINN MAPs perform substantially better than the MLP predictions.
We hence conclude that both the MLP and the cINN methods are rather equivalent regarding their point prediction capability, particularly so for inferring the ex-situ-fractions and the mean merger lookback time and the time of the last major merger. This is a confirmation of our implementation of the two methods, but it is not too surprising, as the minimization of the mean squared error (which is used to train the MLP) corresponds to the squared term in the log-likelihood loss (used to train the cINN).

Further deviations (in terms of scatter) between the two models might be explained by galaxies that have an intrinsically non-well defined point prediction i.e. a broad posterior distribution. To test this hypothesis, we also plot the difference between the prediction errors from the MLP and the cINN against the cINN posterior standard deviation for each merger statistic: lower panels of Fig. 9. We see that the difference in performance between the MLP and the cINN indeed increases with the width of the inferred posterior distributions, especially for the stellar ex-situ fraction and the mean merger lookback time, i.e. the two statistics we identified to have gaussian like posteriors in the previous section. The intrinsic uncertainty of the prediction therefore plays an important role in the diverging results between the two methods.

4.4 Sensitivity analysis: what are the most informative input galaxy properties?

We conclude this analysis by looking into the connections that the networks actually learned, i.e. which input is most important to successfully infer which output.

As we have shown in Section 4.3 that there are qualitatively no big differences between the MLP point predictions and the cINN MAPs, we here utilize the simpler MLP network to identify to what degree the predicted outputs are sensitive to input variations in the model. In practice, for each observable input parameter, we perform the following steps:

(i) randomly shuffle the values of the observable across the whole set of test galaxies – in this way, we prevent this parameter from adding any information to the model without changing the overall prior distribution;
(ii) perform an MLP prediction on this modified sample, while all other observables are kept untouched;
(iii) measure the mean prediction error (in absolute values) of this modified prediction with respect to the ground truth;
(iv) subtract the mean error of the original prediction from the mean error of the modified prediction, hence producing a scalar that summarizes the importance of the observable under scrutiny.

The resulting quantity measures how the prediction absolute error changes, on average, if we randomly shuffle one of the inputs. As this shuffling breaks any learned connections, a large increase in error means that the input is important for the prediction capability of the model. In Fig. 10, we summarize our findings by evaluating the importance of each observable input, one at the time, and by color-coding the change in prediction errors for each unobservable output. As the changes in prediction errors are evaluated target-wise, the colors of Fig. 10 are comparable only for each target quantity separately but not across rows.

For example, we see that there is a substantial increase in the average prediction error for the stellar ex-situ fraction not only if the
Lookback Time of Last Major Merger
frac{\text{fraction of ex-situ stars}}{\text{stellar mass is shuffled but also (and perhaps even slightly more) if the fraction of disc stars input is shuffled. The strong dependence on galaxy stellar mass is expected, given the correlation between ex-situ fraction and stellar mass already commented upon and shown in Fig. 2: mergers and satellites accretion play a progressively more important role in the stellar mass growth of progressively more massive galaxies (Pillepich et al. 2014, 2018b). However, Fig. 10 shows that inputting a galaxy’s morphology further improves the predictions. This is consistent with previous non-ML analyses of cosmological simulations, which have shown that, even at fixed stellar mass, galaxies with a higher fraction of disc stars (thus disc galaxies) have a lower ex-situ fraction i.e. their stellar inventory is dominated by in-situ star formation (Rodriguez-Gomez et al. 2016, 2017). Finally, the prediction of the ex-situ fraction is also sensitive to the galaxy stellar size, consistent with previous simulation-based findings whereby a large stellar half mass radius is also an indicator for a large ex-situ fraction on the stellar mass and on the morphological/structural parameters such as the disk-to-total ratio and the half light radius. Very prominent is also the influence of the (luminosity-weighted) stellar age on the prediction of most merger statistics.

stellar mass is shuffled but also (and perhaps even slightly more) if the fraction of disc stars input is shuffled. The strong dependence on galaxy stellar mass is expected, given the correlation between ex-situ fraction and stellar mass already commented upon and shown in Fig. 2: mergers and satellites accretion play a progressively more important role in the stellar mass growth of progressively more massive galaxies (Pillepich et al. 2014, 2018b). However, Fig. 10 shows that inputting a galaxy’s morphology further improves the predictions. This is consistent with previous non-ML analyses of cosmological simulations, which have shown that, even at fixed stellar mass, galaxies with a higher fraction of disc stars (thus disc galaxies) have a lower ex-situ fraction i.e. their stellar inventory is dominated by in-situ star formation (Rodriguez-Gomez et al. 2016, 2017). Finally, the prediction of the ex-situ fraction is also sensitive to the galaxy stellar size, consistent with previous simulation-based findings whereby a large stellar half mass radius is also an indicator for a large ex-situ fraction, as ex-situ stars tend to populate larger galactocentric distances (Davison et al. 2020; Zhu et al. 2021).

The prediction of the time since the last major merger is strongly affected by the stellar age.

A similar dependence on stellar age is in place for the prediction of the mean merger lookback time. This in truth could also be caused by the fact that galaxies close to \( z = 1 \) have a more recent merger history and a higher stellar formation rate (thus younger stars). However, in general, as galaxies’ average stellar age increase monotonically with galaxy stellar mass above \( 10^{10} M_\odot \) both in the Universe and in the TNG100 simulation (Nelson et al. 2018), the merging with less massive objects is destined to reduce the stellar age of a galaxy. Furthermore, the merger of gas rich galaxies may also cause a burst in star formation, hence causing the (luminosity-weighted) stellar age to decrease.

Interestingly, the stellar metallicity of galaxies appears not to be important for the prediction of the chosen stellar assembly and merger statistics. This is at first glance in contradiction with results from simulations, where it has been seen that the merger history also affects the stellar metallicity (Monachesi et al. 2019). We speculate that the same information provided by the metallicity is in fact also contained in the galaxy color and stellar age and we warn the reader that this may be different if focus is placed on the stellar haloes at low-surface brightnesses rather than on the central region of galaxies and on the the metallicity gradients rather than the average stellar metallicity (Zessner et al in prep.).

5 DISCUSSION AND OUTLOOK

In this paper, we have shown that it is in principle possible to infer important information about the past assembly and merger history of galaxies by solely relying on a handful of galaxy features as inputs, such as galaxy stellar mass and redshift, morphology, stellar size and average stellar age. However, we have also shown that not all chosen unobservable properties can be predicted by supervised deep neural networks to a good level of accuracy. Moreover, we have for now trained and tested the method on the data from one cosmological simulation only. In this Section, we hence discuss in more detail the more subtle and complex findings of our work and provide considerations for the future application of these ML models to real galaxy data.

5.1 Understanding the cINN results

5.1.1 The case of the mean merger mass ratio

From the analysis in the previous sections, we have seen that the mean merger mass ratio of galaxies is not predicted well at all by the MLP nor the cINN. More specifically, we have seen that the cINN posterior of the mean merger mass ratio is often similar to the prior distribution. Are these results just caused by an insufficient training or modeling of the networks? Or is the information simply not contained in the list of observables we decided to use as inputs?

To get a rough idea about the nature of this problem, we use UMAP (Uniform Manifold Approximation and Projection for Dimension Reduction. McInnes et al. 2020) to visualize the 6-dimensional observational space of galaxies at redshift \( z = 0 \). With this, we get a non-linear embedding into an easily-visualizable 2D space, which is supposed to preserve the overall topology of the dataset as best as possible. We gauge the parameters of this method in such a way that the representation shows a clear bi-modality and also represents a smooth function in stellar mass. The first criterion is reasoned by the expected prominent difference in observables between star-forming and quenched galaxies; the second is justified by our fiducial demand that the representation should be a simple function for a quantity as basic and fundamental as the stellar mass of galaxies.

The UMAP results are shown in Fig. 11, where every data point corresponds to one \( z = 0 \) galaxy in our overall TNG100 sample. We deliberately omit axes to the panels as they have no immediate physical meaning. To show the connection with the quantities studied throughout, we color code each galaxy \( (=\) datapoint) according to one of the observable (top) and unobservable (bottom) properties, one property per panel. For example, looking at the galaxy g-r colors and the stellar ages (panels in the second row from the top), we can see that the 6D space reduces to two sub-regions: the red and old (quenched) galaxies on the left and the blue and young (star-forming) ones on the right. The galaxies with a dominant accretion and merger history (and hence high ex-situ fractions) are mainly located in the lower edge of the quenched population, with the highest stellar masses.

| Mean Merger Lookback Time | Mean Merger Mass Ratio | Mass of Last Major Merger | Lookback Time of Last Major Merger | Fraction of Ex Situ Stars |
|---------------------------|------------------------|---------------------------|-----------------------------------|---------------------------|
| -1.5                      | -1.0                   | -0.5                      | -0.0                              | -0.5                      |

Figure 10. What inputs are the most informative? Sensitivity analysis from the MLP model. Each field and color denote the change in the mean prediction error (in absolute value) for the target properties (left) if an observable input (top) is randomly shuffled across the test sample. As the shuffling breaks any information given by the respective input, a shuffled input is considered to be important if the error between the original prediction and the shuffled prediction rises accordingly. As the change in error is evaluated target-wise, it is only comparable for each output property separately but not across targets (i.e. not across rows). We see for example a strong dependence of the ex-situ fraction on the stellar mass and on the morphological/structural parameters such as the disk-to-total ratio and the half light radius. Very prominent is also the influence of the (luminosity-weighted) stellar age on the prediction of most merger statistics.
Figure 11. UMAP representation of TNG100 galaxies at $z = 0$, that embeds the six-dimensional space of the observable statistics (excluding the galaxies’ redshift) into a 2D representation space. We deliberately omit axes to the panels as they have no immediate physical meaning. One dot corresponds to one galaxy. The colors denote, in each panel, the ground truth values from the simulation of the observable inputs (top) and the unobservable statistics of the stellar assembly and merger history (bottom). From top-left to bottom-right: stellar mass, stellar size, fraction of disc stars, g-r color, stellar age, ex-situ fraction, mean merger lookback time and mean mass ratios, and the lookback time and mass of the last major merger. For the last two quantities, galaxies with no major merger in their history are plotted with fixed (unphysical) masses and lookback times according to Section 2.5. To obtain the UMAP representation, here we have used the whole TNG100 sample, including train, validation and test sets. In this representation space, the sample clearly decomposes into star-forming (right grouping) and quenched (left grouping) galaxies. It is remarkable how smoothly and coherently the ex-situ fraction is represented across this 2D space, even if only observable features have been used to create this representation.

Yet, non-negligible ex-situ fractions can be found also on the left edge of the blue and young galaxies “wing”.

The very good MLP/cINN predictions of the ex-situ fraction of galaxies, for example, can be understood with the fact that the ex-situ fraction changes smoothly and coherently across this representation space – even if the ex-situ fraction was not used to create it! Similarly, the changes of stellar mass across the UMAP space align well with the ex-situ fraction, and indeed the stellar mass is an important predictor of the ex-situ fraction, as also shown in e.g. Fig. 10. However, in addition to this and as already demonstrated in the previous sections, the cINN is able to capture also more subtle and secondary dependencies. For example, the enhanced ex-situ galaxies in the blue and young regime coincide with lower fractions of disc stars, consistently with the findings of Fig. 10: the morphology of a galaxy, i.e. here the disc to total mass ratio, is especially important to distinguish low and high ex-situ galaxies in the blue regime.

Returning now to the original question of this section, we can see that galaxies with very different mean merger mass ratios can
occupy drastically-different locations in the UMAP representation space, with little coherence: for example, low merger mass ratios can be found throughout the UMAP. In our view, this is a strong hint that the set of observables used in this work is not sufficient to fully determine the mean merger mass ratio across galaxies’ histories. As also previously pointed out by Rodriguez-Gomez et al. (2017) in the Illustris simulation, a weak correlation with the ex-situ situation is in place; however there are still many galaxies with low merger mass ratios in the high ex-situ mass regime as well as many galaxies with high merger mass ratios in low ex-situ mass regime. Our cINN model describes all this by returning rather broad posteriors regarding this parameter, which is often similar to the overall prior.

In conclusion, the overall massiveness of all the merger events in a galaxy’s history seems to leave a rather ambiguous imprint on the set of observables we have investigated. However, previous studies on stellar haloes in e.g. Illustris (Pop et al. 2018) have shown that the appearance of stellar halo features such as shells (as opposed to streams) heavily depends on the massiveness of the mergers. We are therefore confident that including light images of galaxies, and in particular images of their dim stellar haloes beyond the central luminous bodies, can further help to constrain the average mass ratio of a galaxy’s mergers.

5.1.2 Stellar mass and time of the last major merger

In this work, we have aimed at inferring the stellar mass and time of the last major merger. These are of course very interesting statistics of the past of a galaxy, as a massive merger is expected to affect its evolution substantially. However, this choice adds great complexity to the analysis due to the fact that, as we have seen, not all galaxies have ever experienced a major merger (i.e. with stellar mass ratio \( \geq 0.25 \)) throughout their lifetime. And so we have seen that the cINN posteriors of these merger summary statistics can be very complex (Fig. 4), often with wide plateaus or with multiple probability peaks.

This complexity could have been easily avoided should we have chosen to determine, instead, the mass and time since the last merger of whatever type, i.e. with no constraints on the mass ratio or mass. However, we think this may have not been fully interesting from a scientific perspective and might have also revealed ambiguous without an imposition on the minimum stellar mass of the secondary, as a massive merger might be concealed by a more recent minor merger.

Throughout the analysis we have dealt with the fraction of galaxies that never had a major merger (NMM) by de facto including a classification scheme: firstly, we have set the ground-truth parameters of the mass and time of the “last major merger” to unphysical values in the case with no ground-truth major merger (NMM bin); secondly, we have set the cINN MAP estimate to the NMM bin only if more than 50 per cent of the posterior samples fall into this bin. But there are several open questions:

- Have the cINN posteriors successfully learnt the classification between galaxies with and without major mergers?
- For which galaxies is this ambiguity the largest?
- Are the MAP results more accurate if we use the second cINN peak for the galaxies wrongly classified to have never had a major merger?

For the first question, we look in Fig. 12 at the histogram of the probability inferred by the cINN that a galaxy is a NMM (No-Major-Merger) case: we show these probabilities for all TNG100 test galaxies divided in those that according to the ground truth had no major merger (red) and those with at least one major merger in their lifetime (blue). Firstly, it is noticeable that only a small fraction of the test galaxies have been predicted by the cINN to have a probability \( \geq 50 \) per cent to have had no major merger in their history; in fact there is no galaxy with such NMM probability > 70 per cent. Therefore there are no galaxies that had been identified by the cINN to unambiguously be NMM.

We can also see that roughly half of the galaxies with a predicted NMM probability of 50 per cent had indeed no major merger in their lifetime according to the ground truth: red vs. blue histograms at the location of the black dotted line. On the other hand, the galaxies with a low assigned NMM probability are overwhelmingly those with major mergers according to the ground truth, which hence the cINN seems to correctly identify. To further quantify this, we show as red thick curve the ground-truth fraction of the galaxies with no major merger with respect to the total number of galaxies (for each histogram bin). We clearly see that this ground-truth fraction is related to the cINN posterior probability, as the red dotted line denotes the ‘ideal’ 1:1 relation between cINN probability and the ground truth fraction.

Still, a non-negligible fraction of galaxies are wrongly classified by the cINN. In Fig. 13 we investigate which galaxies (in terms of observable features) are preferred to have no major mergers and which are instead ambiguous regarding this prediction. We split the test galaxies into three classes based on the NMM probabilities given by the cINN: namely, probability to have no major merger < 20 per
We interpret that the cINN cannot distinguish the ambiguity between a) isolated disc-like and blue galaxies that never had any/recent major merger events vs. b) disc galaxies that had major mergers but were able to retain their disc shape thanks to the continuing star formation, the latter being sustained or even enhanced by the gas available during the merger (wet merger scenario). In contrast to that, we find that more massive, redder, and more elliptical galaxies are identified by the cINN to have overwhelmingly experienced major mergers, in agreement with the expectations from cosmological simulations.

In relation to the third aforementioned question, we notice that more accurate and less ambiguous results for the last major merger would have been obtained if we had chosen as cINN point prediction the best posterior peak, namely the one closest to the ground-truth value, instead of the highest peak of the posterior distribution (the MAP, used throughout). This alternative approach is justified by the fact that the relevant posteriors are often bimodal or with multiple peaks. In such a case, the picture of Fig. 5 turns into better fits. Namely, for the mass of the last major merger, we get a good median prediction down to progenitor masses \( \gtrsim 10^{6.5} M_\odot \) instead of the limit of \( \gtrsim 10^{9.5} M_\odot \) from the MAPs. For the time since the last major merger, the scatter in prediction accuracy is smaller, particularly for galaxies with more ancient (ground-truth) major merger. Clearly, when applying this model to observational data, there is no possibility to choose the “best peak”. However, this analysis shows that also the complex major merger posterior distributions and the resulting major merger classification is feasible and physically interpretable.

**5.1.3 Dependence on the shape of the TNG100 prior**

Finally, a few points of discussion are needed in relation to the influence of the TNG100 prior distribution on the posteriors of the cINN. In a number of occasions, we have seen that the underlying prior strongly biases the cINN predictions. For example, firstly, the posteriors of the mean merger mass ratio are mostly equal to the prior itself (Figs. 4) and, as expected, the mean merger mass ratio is unconstrained. Moreover, the ex-situ fractions tend to be under-predicted and to be biased towards the prior peak, which peaks at lower ex-situ fractions. Finally, for most unobservable target quantities, the MAPs are in general shifted towards the prior peaks (Figs. 7 and 8).

Whether these behaviours are generally desirable is not clear: on the one hand, the cINN uses the knowledge of the unobservable parameters and their inter-relationships from the overall TNG100 distributions (e.g. that low ex-situ galaxies are much more common than high ex-situ galaxies). On the other hand, however, this could be a problem when applying the resulting network to other cosmological simulations or even observations, i.e. when the shape of the underlying prior is not necessarily identical to the one used for the training. In this work, we have chosen to not re-normalize the resulting cINN posteriors to a flat prior; i.e. by dividing the cINN posteriors by the TNG100 prior. We leave the assessment of e.g. such an alternative approach as an open point for future work, where we will also compare the predictions from different cosmological simulations and therefore bracket the uncertainties associated to the galaxy-formation model and the numerical resolution.

**5.2 For which galaxies can we get the best predictions on their past history?**

We have already quantified the overall performance and predictive capability of the cINN model in Section 4.2. However, we have not yet explicitly discussed whether these inferences are more promising...
for certain classes of galaxies than others. This is of relevance in view of the future application of this framework to actual galaxy observations, which may be magnitude (i.e. mass) limited or which may reach different galaxies at different redshifts.

In terms of redshift dependence, Fig. 10 of Section 4.4 shows that the redshift of a galaxy (its lookback time) is not a crucially-informative input for the accuracy of the predictions. This statement applies to galaxies up to \( z = 1 \), as we have focused exclusively on the \( z = 0 - 1 \) range. In turn, this implies that we expect to be able to predict similarly well the past assembly and merger history of galaxies in the low-redshift Universe, where data from e.g. SDSS, DES, and HSC-SSP abounds, as well as up to 8 billion years ago.

In terms of mass dependence, we have seen by comparing Figs. 7 and 8 that the cINN is capable of recovering the overall cross-dependencies among predicted features to similar degrees for the low and high-mass end of the studied sample. We build upon this and quantify the errors on the predictions as a function of galaxy stellar mass, by using all galaxies in our TNG100 test set in 5 uniformly-spaced mass bins. Left: Median relative errors (i.e. normalized by the ground truth values on a galaxy-by-galaxy basis) for the five inferred unobservable statistics of the assembly and merger history of galaxies. For the time and mass of the last major merger, we neglect galaxies without a major merger in their history. Right: Errors (MAP - Ground Truth) for the ex-situ fraction as a function of galaxy stellar mass. The median error is drawn as solid black line while the area containing 68% of the galaxies (1σ) is included within dashed lines. For comparison, we also plot the median of the posterior standard deviations given by our cINN model as a solid red line. To quantify how our results improve upon the bare relationship between galaxy mass and ex-situ fraction that could be extracted directly from the TNG100 simulation, we plot as grey shaded area the 68 per cent confidence interval of the prior distribution in the ex-situ vs. mass plane (i.e. the 16th-84th percentiles in bins of stellar mass of Fig. 3, rightmost panel, having subtracted the median value).

Figure 14. Prediction performance as a function of galaxy mass. We investigate how the MAP error of our cINN model (MAP - Ground Truth) depends on galaxy stellar mass, by using all galaxies in our TNG100 test set in 5 uniformly-spaced mass bins. Left: Median relative errors (i.e. normalized by the ground truth values on a galaxy-by-galaxy basis) for the five inferred unobservable statistics of the assembly and merger history of galaxies. For the time and mass of the last major merger, we neglect galaxies without a major merger in their history. Right: Errors (MAP - Ground Truth) for the ex-situ fraction as a function of galaxy stellar mass. The median error is drawn as solid black line while the area containing 68% of the galaxies (1σ) is included within dashed lines. For comparison, we also plot the median of the posterior standard deviations given by our cINN model as a solid red line. To quantify how our results improve upon the bare relationship between galaxy mass and ex-situ fraction that could be extracted directly from the TNG100 simulation, we plot as grey shaded area the 68 per cent confidence interval of the prior distribution in the ex-situ vs. mass plane (i.e. the 16th-84th percentiles in bins of stellar mass of Fig. 3, rightmost panel, having subtracted the median value).

The ex-situ fraction – the unobservable that is best predicted by the cINN and MLP based on the analysis thus far – in fact performs significantly worse for galaxies with stellar mass \( \leq 10^{10.7} M_\odot \) and essentially perfectly (relative prediction errors smaller than a few percent) for galaxies with stellar mass \( \geq 10^{11} M_\odot \). This is not in contradiction with what we have seen so far: in terms of non-normalized prediction errors (right panel of Fig. 14 and Fig. 5), the cINN predicts on average the ex-situ fraction within \( \pm 2.5 \) percentage points (solid black curve) independently of galaxy stellar mass. However, because of the strong correlation of ex-situ fraction with stellar mass, the median prediction error is much larger relatively to the ground truth for low-mass galaxies, where the ex-situ fraction is low and typically under predicted (see also Section 4.2.2, where we found the MAP to be smaller than the ground truth).

Moreover, below \( \leq 10^{10.7} M_\odot \), where typically in-situ star formation is the dominant stellar mass growth channel, the strong dependence between ex-situ fraction and galaxy mass is missing (see e.g. Fig. 3): although the cINN is still able to distinguish low- from high-ex-situ galaxies, in the case of low-mass galaxies the ambiguity hampers the ability to make an accurate point prediction and the MAP is influenced by the prior, which overall favours low values of ex-situ fractions. This is also expressed in the confidence interval on the right panel of Fig. 14 (dashed curves), which is clearly biased towards an under-prediction of the ex-situ parameter at lower masses.

As there is a strong relationship between galaxy mass and ex-situ fraction visible in the rightmost panel of Fig. 3, we also investigate to what degree the cINN (using all 7 observables) performs better in comparison to what could be inferred from this bare connection. To do so, we also plot as grey shaded area the 68 per cent confidence interval of the prior distribution in the ex-situ vs. mass plane (i.e. the 16th-84th percentiles in bins of stellar mass). From this we see
that the cINN posterior MAP error is significantly smaller than the scatter in the prior data.

To see for which galaxies, distinguished based on their observable properties, we get predictions with a low uncertainty and therefore low ambiguity, we move from quantifying the prediction error (i.e. the accuracy) to assessing the width or standard deviations of the cINN posterior distributions (i.e. the precision). We do this again focusing on the ex-situ fraction and plot in Fig. 15 how two subsets of the TNG100 test galaxies populate the observable space: i) the ones whose cINN posterior standard deviation for the ex-situ fraction is above the median of the test sample and whose predictions are hence affected by larger uncertainties (red) and ii) those with below-median standard deviation and whose prediction is hence less uncertain (blue).

It is manifest that the errorbars on the ex-situ fraction predictions tend to be indeed smaller for low-mass, blue, disc-like, and compact galaxies, which corresponds to the low ex-situ regime (see also Fig. 6 and our discussion in Section 4.2.3). Namely, it is easier for the cINN to identify the galaxies in the sample with a rather quiet merger history whereas the ambiguity rises with the level of past interactions.

These results would be qualitatively similar, albeit not identical, if we were to replace the posterior standard deviation (i.e. the prediction uncertainty) by the prediction error (MAP - Ground Truth). This aligns well with our findings in Fig. 6 where we have shown that the standard deviation of the posterior is small for low ex-situ galaxies and that the standard deviation correlates well with the prediction error.

Finally, the distributions of Fig. 15, which focus on the ex-situ fraction, are qualitatively similar for the case of the mass of the last major merger: less ambiguous and uncertain predictions occur for lower-mass, bluer, diskier, more compact and younger galaxies. For the mean merger lookback time and the lookback time of the last major merger, on the other hand, we find a strong dependence on the redshift of the galaxy under scrutiny: for galaxies at earlier redshifts, the physical available timespan for merging is naturally shorter than for galaxies observed close to $z = 0$ and therefore the prediction errorbars are much smaller.

5.3 Towards the application to real observations

Having demonstrated with the TNG100 simulation the feasibility of inferring unobservable properties of galaxies’ past history from a handful of observable galaxy features, we plan in future work to apply these or similar types of ML models to real observational data. This will require quantifying and marginalising over the systematic uncertainties due to adopting different cosmological galaxy simulations for the predictions, such Illustri, EAGLE, and others.

With the scalar-to-scalar models developed in this work, we are especially aiming for large-scale photometric galaxy surveys, such as the aforementioned SDSS, GAMA, or HSC-SSP, which can provide multi-band images and integral properties of large samples of galaxies. In fact, as discussed in Section 5.2, the framework can be used not only at low redshift, but similarly successfully also up to $z \approx 1$.  

We have already designed our input observable parameters (stellar mass, g-r color, half-light radius, r-band weighted average age, etc) in such a way that they are (in principle) derivable from existing galaxy datasets, either via conventional modelling based on the images or via ML approaches as done by e.g. Pasquet et al. (2018). The only observable that we have used and whose operational definition is in fact far from what is possible with photometric surveys is the disk-to-total ratio, which proves to have important predictive power, especially for the stellar ex-situ fraction. Here we have obtained this “morphological estimator” from the kinematics of the stellar particles, whereas in reality either IFU data is needed or Sersic-index based morphological estimators shall be used.

We also plan to completely bypass the issue of deriving and choosing summary statistics of galaxies by directly using the full images, possibly in multiple bands. Within our framework, this will require introducing an additional encoder head (e.g. a convolutional neural network) that translates the maps into an intermediate lower-dimensional representation space and which hence can then be used as conditional input to the cINN. In turn, this will allow us to exploit the full information content of the images, including those reaching low surface brightness levels and hence revealing stellar halos. In our work, we have used mainly those measurements for the stellar ex-situ fraction. Here we have obtained this “morphological estimator” from the kinematics of the stellar particles, whereas in reality either IFU data is needed or Sersic-index based morphological estimators shall be used.

We also plan to completely bypass the issue of deriving and choosing summary statistics of galaxies by directly using the full images, possibly in multiple bands. Within our framework, this will require introducing an additional encoder head (e.g. a convolutional neural network) that translates the maps into an intermediate lower-dimensional representation space and which hence can then be used as conditional input to the cINN. In turn, this will allow us to exploit the full information content of the images, including those reaching low surface brightness levels and hence revealing stellar halos as well as the kinematics of the stars, whereas in reality either IFU data is needed or Sersic-index based morphological estimators shall be used.

5.3 Towards the application to real observations

Having demonstrated with the TNG100 simulation the feasibility of inferring unobservable properties of galaxies’ past history from a handful of observable galaxy features, we plan in future work to apply these or similar types of ML models to real observational data. This will require quantifying and marginalising over the systematic uncertainties due to adopting different cosmological galaxy simulations for the predictions, such Illustri, EAGLE, and others.

With the scalar-to-scalar models developed in this work, we are especially aiming for large-scale photometric galaxy surveys, such as the aforementioned SDSS, GAMA, or HSC-SSP, which can provide multi-band images and integral properties of large samples of galaxies. In fact, as discussed in Section 5.2, the framework can be used not only at low redshift, but similarly successfully also up to $z \approx 1$.

We have already designed our input observable parameters (stellar mass, g-r color, half-light radius, r-band weighted average age, etc) in such a way that they are (in principle) derivable from existing galaxy datasets, either via conventional modelling based on the images or via ML approaches as done by e.g. Pasquet et al. (2018). The only observable that we have used and whose operational definition is in fact far from what is possible with photometric surveys is the disk-to-total ratio, which proves to have important predictive power, especially for the stellar ex-situ fraction. Here we have obtained this “morphological estimator” from the kinematics of the stellar particles, whereas in reality either IFU data is needed or Sersic-index based morphological estimators shall be used.

We also plan to completely bypass the issue of deriving and choosing summary statistics of galaxies by directly using the full images, possibly in multiple bands. Within our framework, this will require introducing an additional encoder head (e.g. a convolutional neural network) that translates the maps into an intermediate lower-dimensional representation space and which hence can then be used as conditional input to the cINN. In turn, this will allow us to exploit the full information content of the images, including those reaching low surface brightness levels and hence revealing stellar halos as well as the kinematics of the stars, whereas in reality either IFU data is needed or Sersic-index based morphological estimators shall be used.
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We also plan to completely bypass the issue of deriving and choosing summary statistics of galaxies by directly using the full images, possibly in multiple bands. Within our framework, this will require introducing an additional encoder head (e.g. a convolutional neural network) that translates the maps into an intermediate lower-dimensional representation space and which hence can then be used as conditional input to the cINN. In turn, this will allow us to exploit the full information content of the images, including those reaching low surface brightness levels and hence revealing stellar halos as well as the kinematics of the stars, whereas in reality either IFU data is needed or Sersic-index based morphological estimators shall be used.
6 SUMMARY AND CONCLUSIONS

In this work, we have used the cosmological magnetohydrodynamical galaxy formation simulation TNG100 of the IllustrisTNG project to investigate the connection between integral properties of galaxies at one point in time, on the one side, and their past stellar assembly and merger history on the other. In particular, we have trained, tested, and compared a Multilayer Perceptron (MLP) and a conditional Invertible Neural Network (cINN) to determine to what degree summary statistics of the unobservable past of galaxies can be predicted from a handful of galaxy features that are commonly available in large photometric surveys.

We have focused on TNG100 central galaxies in the $z = 0$–1 range with stellar masses of $10^{10}$–$12\ M_\odot$, for a total of $182\ 625$ galaxies. We have made sure that the progenitors and descendants of each test and validation galaxy are not contained in the training set, to reduce the additional information that the tree-like structure of the simulation data may provide.

As observable inputs, we have chosen seven integral galaxy properties, namely stellar mass, redshift, stellar half-light radius, fraction of disc stars, integrated dust-attenuated galaxy color (SDSS g-r color index), luminosity-weighted stellar average metallicity and luminosity-weighted average stellar age (Fig. 2). To quantify the stellar assembly and merger history of galaxies, we have elected five summary statistics, namely the stellar ex-situ fraction (i.e. the fraction of accreted stars via mergers and satellite stripping), the mass-weighted average merger mass ratio and the mass-weighted average merger lookback time throughout a galaxy’s history, and the stellar mass and time of the last major merger (if any; Fig. 3).

Thanks to the cINN, we have been able to evaluate not only the accuracy of the predictions (Figs. 4, 5, and 14) but also to estimate their uncertainty, via the width (standard deviation) of the posterior probability distributions (Fig. 6). We have dealt with galaxies that never had a major merger in their past by de facto including in the modeling a classification scheme. And we have interpreted our findings by exploring the relationships between inputs and outputs via a UMAP representation of the simulated galaxies (Fig. 11).

We have shown that it is in principle possible to infer important information about the past stellar assembly and merger history of galaxies by using solely scalar galaxy properties as inputs. In particular, we have shown that – except for the mean merger mass ratio – it is possible to reconstruct the studied unobservable properties well, i.e. with a median prediction error relative to the ground truth that is better than $10$ – $20$ per cent throughout the considered mass and redshift range (Fig. 14); for the mass of the last major merger this statement applies only for galaxies with $\gtrsim 10^{10.7}\ M_\odot$). The fraction of ex-situ stars is recovered particularly successfully throughout the galaxy population: the cINN posterior maxima (Maximum A-Posteriori estimates or MAPs) align well around the ground truth values (Fig. 5); furthermore, the standard deviation of the ex-situ posterior behaves like a normal-distributed error (Fig. 6). In contrast, we have found that, given the adopted set of observable inputs, it is not possible to predict the mean merger mass ratio (Fig. 5): the cINN posteriors are often close to the prior distributions of this parameter (Figs. 4, 7 and 8). Similarly as for the ex-situ fraction, the predicted average merger lookback time aligns well with the ground truth for the bulk of the galaxies. On the other hand, for the mass and lookback time of the last major merger, some caution is needed due to the shape of the posteriors, which are often complex or exhibit strong bimodalities – this being especially driven by the ambiguity with galaxies that never had any major mergers in their history. Yet, for those galaxies that the cINN correctly identifies as having experienced a major merger, the predicted time and stellar mass of the merger are within ±1 billion years and ±0.1 dex from the true values for the average galaxy (but only if the merger is more massive than about $10^{9.5}\ M_\odot$ in stars; Fig. 5).

Importantly, the cINN is also able to learn the cross-correlations among the chosen target quantities (Figs. 7 and 8), with e.g. larger ex-situ fractions in galaxies with more massive and more recent last major mergers, also at fixed galaxy mass. Moreover, when comparing the cINN MAPs with the MLP point predictions (Fig. 9), we find that, in terms of prediction performance (i.e. distance from the ground truth), both ML algorithms yield equivalent results.

Thanks to the MLP, we can easily uncover which of the adopted galaxy properties are most informative for the prediction of the various target quantities (Fig. 10). We find that well-known correlations are learned by the networks, e.g. that the stellar ex situ fraction is larger for larger galaxy masses and hence stellar mass is a fundamental input. However, the networks also learn more subtle and residual dependencies, so that the stellar size and morphology of galaxies are also important predictors of the ex-situ fraction. The luminosity-weighted stellar age plays in general an important role for the inference of all merger statistics, whereas the luminosity-weighted average stellar metallicity is not essential.

Finally, our framework is able to predict similarly well the past assembly and merger history of galaxies both in the low-redshift Universe as well as up to $z \sim 1$. And so our tools have the potential to open up a powerful new avenue to quantify the stellar assembly and merger history of thousands of observed galaxies across cosmic epochs.
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APPENDIX A: CALIBRATION ERRORS OF THE CINN MODEL

While our analysis in the main text of this paper has mainly focused on the performance of the cINN in terms of MAPs and posterior standard deviations, we show here more quantitatively to what degree the posterior distribution itself is related to the distribution of ground truth galaxies. To do so, we calculate the calibration error for each output: this is the deviation between the ground truth and the respective-predicted cINN posterior distribution. To obtain these calibration errors, we measure for the whole sample how often the ground truth falls into a certain confidence interval of the cINN posteriors, for each target quantity.

For example, we expect that we find within the 50 per cent interval of the sampled posterior $p(x|c)$ also 50 per cent of the ground truth test galaxies. A positive value therefore denotes an under-confident posterior (the interval contains more test galaxies than displayed by

$P_{\text{true}}$.
Figure A1. Calibration error of the MLP model as function of the confidence level for each of the 5 target quantities. The calibration error is the deviation between the fraction of test galaxy ground truths contained within a certain posterior confidence interval and the expected fraction according to the respective confidence level. A positive calibration error therefore denotes an under-confident posterior while a negative value denotes an over-confident posterior. We see that especially the ex-situ fraction posterior are well within ±2%, whereas the mean merger mass ratio and the lookback time of the last major merger tends to be slightly over-confident. We exclude galaxies with no major merger in their history for the calculation of the last major merger calibration error.

We show the calibration errors as function of the posterior confidence level for each of the 5 outputs in Fig. A1. Note that we perform these calculations on the raw posteriors i.e. without using the previously-utilized “No-Major-Merger” bin. Especially for the ex-situ fraction, our networks are characterized by a low calibration error: ≤ 2 per cent. The over-confidence for all 5 statistics is smaller than ≈ 2.5 per cent. We can conclude that the cINN posteriors therefore follow the ground truth distribution quite well, as we have also already verified in Figs. 7 and 8.