A novel electronic nose for the detection and classification of pesticide residue on apples
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Excessive pesticide residues are a serious problem faced by food regulatory authorities, suppliers, and consumers. To assist with this challenge, this work aimed to develop a method of detecting and classifying pesticide residue on fruit samples using an electronic nose, through the application of three different data-recognition algorithms. The apple samples carried various concentrations of two known pesticides, namely cypermethrin and chlorpyrifos. Data collection was performed using a PEN3 electronic nose equipped with 10 metal oxide semiconductor (MOS) sensors. In order to classify and analyze these pesticide residues on the apple samples, principal component analysis (PCA), linear discriminant analysis (LDA), and support vector machine (SVM) results were combined with sensor output responses to realize MOS sensor array data visualization. The results indicated that all three data-recognition algorithms accurately identified the pesticide residues in the apple samples, with the PCA algorithm exhibiting the best classification and discrimination ability. Consequently, this work has shown that the MOS electronic nose, in combination with data-recognition algorithms, can provide support for the rapid and non-destructive identification of pesticide residues in fruits and can provide an effective tool for the detection of pesticide residues in agricultural products.

1 Introduction

Pesticides are indispensable for the prevention and control of pests, diseases, and weeds, which could otherwise extensively damage agricultural crops. Agricultural industrialization has led to increasing dependence on exogenous control substances such as pesticides, antibiotics, and hormones, however, excessive use of these substances is not only harmful to the environment, but can also lead to excess pesticide residue on agricultural products. The long-term consumption of such pesticide residues in food leads to their accumulation in the human body and, ultimately, the risk of chronic or acute poisoning and even carcinogenesis, teratogenesis, and mutation.

Pesticide residue monitoring and detection on fruits is, therefore, among those quality controls that has becoming increasingly in demand before agricultural products enter the market. The technologies related to the detection of pesticide residues have developed rapidly. At present, the detection technology of pesticide residues includes gas chromatography-tandem mass spectrometry, and high-performance liquid chromatography, liquid and gas chromatography coupled to tandem mass spectrometry among others. Physical and chemical detection methods offer high accuracy, but are costly, time-consuming, and require professional detection personnel. Therefore, a simple, quick, nondestructive, inexpensive, and specific detection method must be developed, with good reproducibility and repeatability.

Electronic noses can meet many of these requirements. They offer the advantages of strong objectivity, fast detection speed, simple operation, good reproducibility, and require no complicated pre-treatment of samples. The electronic nose can not only analyze trace odorants and compare odor similarities in samples, but also establish corresponding databases by pre-collecting standard samples, thereby enabling the prediction and evaluation of unknown samples, especially those with complex odor components or odor synergies. The electronic nose has been widely used in medicine, agriculture, industry, and environmental protection, among other fields. Its use in food production has particularly involved in authenticity identification, grade identification, food quality evaluation, food process monitoring, microbial contamination research, shelf-life research, origin and species identification, and other aspects of research.

Nonetheless, there is currently a paucity of published research on the applications of electronic nose combined with chemometric methods to determine pesticide residue on fruits and vegetables. Tan et al. used a custom-designed electronic nose (e-nose) combined with Principal Component Analysis...
(PCA) and Fuzzy C Means (FCM) techniques to successfully detect and identify Chilli samples containing different concentrations of profenofos pesticides. Marco et al.44 used a self-made electronic nose system to firstly realize qualitative responses to different pesticides. Tang et al.45 used PEN3 electronic nose combined with partial least square method (PLS) and back propagation (BP) neural network technology to detect and quantify pyrethroid pesticides in tea. Bordbar et al.46 developed an optical-electronic nose, in which the colorimetric sensor array has successfully realized the quantitative detection of low concentration pesticide aerosol. Considering the aforementioned statements, this research aimed to evaluate the residue levels of two pesticides commonly found in apples, namely cypermethrin and chlorpyrifos, by means of an electronic nose.

2 Materials and methods

2.1. Apple samples and chemical materials

Sichuan MaoYuan apple is one of the most popular and best-selling apples in Southwest China. For this study, 400 apple samples of uniform texture, similar weight (150–180 g, transverse diameter 6.5–7.2 cm, vertical diameter 7.7–8.3 cm) and devoid of soft spots were hand-harvested from an organic ecological orchard in MaoYuan, Sichuan Province, China, in the autumn season, October 2019. These apple samples have not been previously contaminated by pesticides and were transported directly to the laboratory of Xihua University after harvest. Forty from the 400 apple samples were then randomly selected for the collection and analysis of fingerprint data with the electronic nose, during which no significant differences were found between them. Then all apples were contaminated with two known pesticides, cyhalothrin and chlorpyrifos.

Cypermethrin and chlorpyrifos (Beijing Aobox Biotechnology Co., Ltd. (Beijing, China)), were used throughout the study. Forty-well airtight 600 ml bottles (diameter 9.5 cm, height 12 cm) were obtained from Sichuan Kangchen Plastic Packing Co. Ltd (Pengzhou, China).

2.2. Test design

In China, as in many other countries in the world, the permitted quantity of agricultural residues on fruits and vegetables has been determined to ensure health safety. According to GB2763-2019,44 the maximum permitted residue amounts of cypermethrin and chlorpyrifos on apples are 0.2 ppm and 1 ppm, respectively. The research methodology was as follows:

(1) Classification and analysis of blank apple samples, the maximum residues of two kinds of pesticides (cypermethrin 0.2 ppm, chlorpyrifos 1 ppm), and the compound ratio (cypermethrin : chlorpyrifos = 1 : 9) on apples under the maximum residue of the national standard, by the electronic nose;

(2) Classification and analysis of the two different pesticide residues on apples by electronic nose. Two distinct pesticides and apples were prepared in different concentrations. Five treatments of cypermethrin were set at 0.2, 1, 2, 3, and 4 ppm, respectively. Chlorpyrifos treatments were set at 1, 2, 4, and 8 ppm, respectively.

For data collection with the electronic nose, 40 apple samples were used for each concentration gradient. Therefore, 440 tests were employed for sampling.

2.3. Electronic nose system

The electronic nose, a device to rapidly detect odors and flavors, is a simplified model of the biological olfactory system. The electronic nose system includes an analytical instrument capable of identifying the volatile odor fingerprint information of a tested substance after an appropriate training period, so as to realize the identification of the substance.

The PEN3 electronic nose system (Airsense Analytics, Germany) was used in this experiment. Its main components are a sensor chamber, an array of 10 partially selective metal-oxide semiconductors (MOS) gas sensors (the features of which are listed in Table 1), two positioned pumps (shown in Fig. 1) of which one is used to monitoring the sample gas compounds being sucked through the sensor array, while the other transmits filtered clean air to the sensor array to flush the system, two flow sensors and a pattern recognition system. The PEN3 electronic nose sucks air directly through its internal pump. By using zero-gas and comparing it to the signals from the analyzed sample gas, the effect of the possible drift of the sensor is reduced (differential measuring technique) and, therefore, it requires no pre-treatment.

The experimental conditions for the PEN3 electronic nose were three-phased, as follows: first, the sensor chamber was

| Sensor number | Sensor name | Main applications (gas detector) |
|---------------|-------------|-------------------------------|
| S1            | W1C         | Aroma component               |
| S2            | W5S         | Oxytnitride                    |
| S3            | W3C         | Ammonia (aromatic component)  |
| S4            | W6S         | Hydrogen                       |
| S5            | W5C         | Aromatic components of alkane |
| S6            | W1S         | Methane                        |
| S7            | W1W         | Sulfide                        |
| S8            | W2S         | Alcohols, aldehydes and ketones|
| S9            | W2W         | Aromatic and organic sulfide   |
| S10           | W3S         | Alkanes                        |

![Fig. 1 PEN3 portable electronic nose gas flow diagram (Airsense Analytics, Germany).](image-url)
cleaned with fresh dry air before exposure to the sample volatiles. Next, the volatile of the tested substance was inhaled to saturation and circulated throughout the sensor chamber. When the sensors were exposed to the sample volatiles, their responses changed. During this period, the headspace gas circulated in the sensor chamber until the response of the sensor reached saturation. After a baseline trim, the responses were measured. The sensor values were registered continuously. Finally, the signal was processed by the pattern recognition subsystem and the output was determined.

Before the experiment, a small hole (diameter 1 cm) was drilled into each le buckle bottle, covered over with a sticky silicone patch (diameter 2 cm) to make it airtight. The condition of the equipment was checked before detection began. In this experiment, the headspace suction method was adopted for data collection, and the injection needle was inserted directly into the sample bottle. Apple samples were put into the 600 ml le buckle bottles and left at room temperature for 30 minutes for electronic nose data collection, detection, and analysis. The laboratory temperature was 25 ± 2 °C, the humidity was 50% ± 5%, and the air pressure was consistent with the atmospheric pressure of 101.325 kPa. Detection parameters were set as follows: pre-sampling time 5 s; flush time 120 s; zero-point trim time 10 s; measuring interval time 1 s; chamber flow 300 ml min⁻¹; initial flow 300 ml min⁻¹; measurement time 120 s; in order to ensure the same apple sealing time, a bottle cap was put on every 255 s. After each test, the system conducted zero clearings and standardization before the next headspace sampling began.

PEN3 electronic nose sensor is divided into the forward sensor and the reverse sensor, in which the electrical conductivity of the forward sensor increases with the increase of the concentration of volatile matter in the headspace gas, while the electrical conductivity of the reverse sensor decreases with the increase of the concentration of volatile matter in the headspace gas. The data detected by the electronic nose were the conductivity between $G$ (the conductivity of zero gas blowing through the sensor) and $G_0$ (the conductivity of the sample gas blowing through the sensor). The expression of the response value of the electronic nose sensor was as follows:

$$R_i = \frac{G}{G_0}$$  \hspace{1cm} (1)
$$R_j = \frac{G}{G_0}$$ \hspace{1cm} (2)

where: $i$ - number of the electronic nose forward sensor ($i = 2, 4, 6, 7, 8, 9, 10$); $j$ - number of the electronic nose reverse sensor ($j = 1, 3, 5$); $R$ - the sensor input signal ratio; $G$ - the response resistance of the sensor to the sample volatiles ($\Omega$); $G_0$ - the sensor response resistance in zero gas (gas is filtered with standard activated carbon) ($\Omega$).

2.4. Data analysis

The statistical analysis of the raw data collected by the electronic nose sensor. Heat map analysis provided by HEMI software (2014 version, Shanghai Realbio Technology Co., Ltd., Shanghai, China). Loading analysis, principal component

Fig. 2 Time responses of an array of ten gas sensors: (a) apple samples without pesticide, (b) apple sample with cypermethrin set to 0.2 ppm, (c) apple sample with chlorpyrifos set to 1 ppm, (d) the compound ratio (cypermethrin : chlorpyrifos = 1 : 9) on apples under the maximum residue of the national standard.
analysis (PCA), and linear discriminant analysis (LDA) were provided by the data processing software that came with the PEN3 electronic nose system, and the support vector machine (SVM) method provided by MATLAB software (2014b version, Math Works Ltd, Natick, USA).

3 Results and discussion

3.1 Sensor response analysis

The response values of the different sample sensors of the electronic nose were used as important bases for data analysis. Gas collected from the headspace was identified by the electronic nose MOS sensor and, after noise elimination and data normalization, the relative conductivity of the output value was used for modeling and analysis.

Fig. 2 was the original signal response diagram of the electronic nose sensor exposed to different pesticide-treated apple samples, which shows the change of the conductivity of each sensor in the array with the time when the volatile components of the sample reach the measurement chamber. As for the pesticide residues in apples, it was difficult to distinguish them by human senses, and the use of electronic noses can easily show these subtle differences. It can be seen from the figure that after a short initial stage of low conductivity, the response signal of the electronic nose sensor increases dramatically and stabilizes after a period of time, but the stabilization time varies with different samples. Based on the response of all the sensor samples, the conductivity stabilizes after 95 s, and when the response signals of all the sensors were stable, they can be considered for electronic nose data analysis. In this study, the stationary signals of the electronic nose at the time point 115–117 s have been used for electronic nose analysis. This showed that e-nose technology can be used to distinguish the pesticide residues in apples and provide some objective data for them.

3.1.1 Radar chart analysis. A radar chart, also known as a spider chart, is a visualized two-dimensional graph for multidimensional data analysis. Radar chart analysis is used to map points in a multi-dimensional space on a two-dimensional plane to effectively express data and provide a basis to evaluate intuitive images. Fig. 3 shows a radar chart of the 10 MOS sensors in the electronic nose, used to detect the volatile substances in the pesticide residues on different apple samples. The two-dimensional indicators in the figure indicate the intensity of sensor responses to apple samples with different concentrations of pesticides to see if there is a pattern difference between different samples (i.e. fingerprint spectrum). Indeed, there are obvious pattern differences between apple samples treated with different concentrations and different types of pesticides.

It is evident in Fig. 3(a) that the responses of the sensors to the blank apple sample were smaller than those to the apple samples with pesticide application. Furthermore, it can be seen in Fig. 3(b) and (c) that the response values of the sensors to the pesticides with different concentrations were different, although there appears to be no obvious rule. Therefore, the pattern difference between samples cannot be easily distinguished by the radar chart representation.
3.1.2 **Bar chart analysis.** Based on the radar map analysis of the electronic nose sensor responses, further analysis was carried out using bar charts. The average value of sensor responses at 115–117 time points of 40 apple samples in each group was analyzed by variance analysis, and the results are shown in Fig. 4. Where the different capital letters indicated a significant difference between groups \((P < 0.05)\), and the different lowercase letters indicated significant differences within groups \((P < 0.05)\). It can be seen from Fig. 4, simultaneous interpretations by the electronic nose sensors of the volatile components of the pesticide residues produced different response strengths. The responses of the W5S, W1S, W1W, and W2S sensors were comparatively stronger than those of the other six sensors, which were relatively weak. Simultaneous interpretation revealed the main volatile components in the apple sample pesticide residues to be nitrogen oxides, alkanes, alcohols, and sulfur compounds.

By analyzing the response of the electronic nose sensor, it is recognized from the original signal response graph that there are obvious differences in the response of the sensor array to different samples. The radar maps and bar charts show significant differences in the volatile components of the blank apple samples and the maximum residues of the two kinds of pesticides, the compound ratio on apples under the maximum residue of the national standard, and the two different pesticide residues on the apples, as distinguished by electronic nose. From the radar graph, it can be clearly seen that apple samples treated with different types of pesticides at different concentrations exist obvious model differences. From the bar chart, it can be distinguished that the main volatile components of pesticide residues in apple samples are nitrogen oxides, alkanes, alcohols and sulfides. After stabilization, the absolute value of the odor intensity of the blank apple sample was significantly lower than the absolute value of the pesticide-treated apple sample, which indicates that the stabilization time and response characteristics of the response signal of the electronic nose sensor vary with the sample.

3.2. **Heat map clustering analysis**

Analysis of the responses of the electronic nose sensors by radar map and bar chart revealed differences between the apple samples without pesticide, and those with different concentrations and different kinds of pesticides. Therefore, further visual clustering analysis was carried out in combination with a heat map. In Fig. 5, each row in the heat maps represents a sample, and each column represents a sensor response strength. Colors ranging from red to purple indicate sensor response intensities from low to high, thus clearly showing the differences between the apple samples through these colour gradients.

As shown in Fig. 5(a), there were significant differences between the apple samples without pesticide residues and those different concentrations and types of pesticides. Among all apple samples, the responses to those coded cypermethrin:0.2 and cypermethrin : chlorpyrifos = 1 : 9 were most similar. In Fig. 5(b) it can be seen that the responses to apple samples with 2 ppm, 3 ppm, and 4 ppm cypermethrin were similar. As shown in Fig. 5(c), the concentrations of chlorpyrifos in apple samples were 1 ppm and 8 ppm, 2 ppm, and 4 ppm, which were different from those in the apple samples without pesticides.
3.3. Loading analysis

Loading analysis is used to characterize the contribution rate of each sensor in the current discrimination mode. The coordinate distance from the origin point (0,0) explains the contribution rate of each sensor to the sample. As can be seen from Fig. 6(a) below, W5S and W1W have higher contribution rates on the first and second principal components, respectively, while W1S and W2S have slightly stronger contributions on the first principal component than the other six sensors. It can be seen from Fig. 6(b) that W5S and W1W have greater contribution rates on the first and second principal components, respectively, and W1S and W2S have slightly stronger contribution rates on the second principal components than the other six sensors. It can be seen from Fig. 6(c) that W1W and W5S have larger contribution rates on the first and second principal components, while W1S and W2S have slightly stronger contribution rates on the second principal components than the other six sensors. Since LDA performs supervised dimensionality reduction classification, in this study, the classification effect of LDA was poor if the sensors with a small contribution rate were eliminated.
3.4. **Principal component analysis (PCA)**

PCA, also popularly known as the dimensionality reduction analysis method, is an analytical method of unsupervised learning based on maximum variance and minimum correlation, in which the principal component extraction (data reduction) of the most important information in the database is performed to reduce multidimensional data. The feature vector direction is reduced to low-dimensional (two-dimensional or three-dimensional) and projected to the visualization space to realize dimensionality reduction classification of the cube. After the training transformation, similar samples will be projected to be close to each other by dimensionality reduction to determine the difference between sample groups. For highly

---

**Fig. 7** Classification of apple samples by PCA: (a) classification of apple samples with blank and maximum residues of different pesticides; (b) classification of apple samples with different concentrations of cypermethrin residue, and (c) classification of apple samples with different concentrations of chlorpyrifos residue.

**Fig. 8** Classification of apple samples by LDA: (a) classification with blank samples and with samples with maximum residues of different pesticides; (b) classification of samples with different concentrations of cypermethrin residue, and (c) classification of samples with different concentrations of chlorpyrifos residue.
collinear data, some PCA retain the same information as many of the original variables, and allow the distribution of samples and variables to be easily plotted and visually analyzed. This unsupervised exploratory technique is usually applied prior to any other prediction method.\textsuperscript{47-49} In an electronic nose, PCA is applied to extract the principal components from the odor fingerprint information database detected by the MOS sensor for reduction, and the visual data analysis graph is displayed on the interface after training and transformation.

The classification of samples without pesticide and with the maximum pesticide residue of the national standard revealed significant differences between the various apple samples. PC1 and PC2 were 89.20% and 10.17%, respectively, and explained 99.37% of data variance overall. As shown in Fig. 7(a), the sensors could detect these types of apple samples, which were clearly discriminable from each other, and the sensor responses did not overlap. In classifying apple samples without pesticide and those with different concentrations of cypermethrin residue, PC1 and PC2 were 88.84% and 8.36%, respectively, accounting for 97.20% of the variance in the data overall. As shown in Fig. 7(b), all apple samples were well detected; apple samples without pesticide and with different concentrations of cypermethrin were discriminable from each other, and only apple samples with 2 ppm and 3 ppm cypermethrin were not discriminated as the sensors were incapable of discriminating them.

In addition, in order to classify apple samples without pesticide and with different concentrations of chlorpyrifos residue, PC1 and PC2 were 90.41% and 5.83%, respectively, accounting for 96.24% of the variance in the data overall. As shown in Fig. 7(c), all apple samples were well detected; apple samples without pesticide and with different concentrations of chlorpyrifos were discriminable from each other, among all apple samples, only apple samples with 2 ppm and 4 ppm chlorpyrifos were not discriminated as the sensors were incapable of discriminating them.

3.5. Linear discriminant analysis (LDA)

LDA is a dimensionality reduction classification technique that makes full use of prior knowledge. Its classification principle is to maximize the ratio between inter-class variance and intra-class variance using linear combinations of the original variables to achieve class discrimination. The goal is to project a dataset onto a lower-dimensional space with good class separability to avoid overfitting and to reduce computational costs. LDA is a linear transformation technique that is commonly used for dimensionality reduction.\textsuperscript{50,51}

The results of the analysis using the LDA method are shown in Fig. 8, which presents LDA-1 and LDA-2 components. The LDA method is highly capable of investigating the odor pattern caused by sample headspace.\textsuperscript{38} Fig. 8(a) demonstrates the LDA results of the apple samples with the maximum pesticide residue of the national standard. Using the LDA method, LDA-1 and LDA-2 were found to be 61.30% and 30.30%, respectively, with the overall odor pattern of the apple samples 91.60% accurately classified. The odor pattern of apple samples without pesticide and with the maximum pesticide residue of the national standard was completely discriminate.

Fig. 8(b) illustrates the results of the LDA classification of apple samples with different concentrations of cypermethrin residue. Using the LDA method, LDA-1 and LDA-2 were found to be 76.95% and 11.60%, respectively, and overall the odor pattern of the samples were classified with an accuracy of 88.55%. The odor patterns of the apple samples without pesticide and with 0.2 ppm, 1 ppm, and 4 ppm cypermethrin were completely different from each other. As with the PCA analysis, shown in Fig. 8(b), there was a little overlap between apple samples with 2 ppm and 3 ppm cypermethrin.

Furthermore, in classifying apple samples with different concentrations of chlorpyrifos residue by LDA, as shown in Fig. 8(c), LDA-1 and LDA-2 were 68.77% and 14.75%, respectively, and overall the odor pattern of the apple samples were classified with an accuracy of 83.52%. Unlike the PCA analysis in Fig. 7(c), however, the odor patterns of the apple samples without pesticide and with different concentrations of chlorpyrifos residue were completely discriminate.

3.6. Support vector machine analysis (SVM)

Support vector machine (SVM) learning is a supervised technique, widely used in statistical classification and regression analysis. The statistical learning theory created by SVM is based on Vapnik–Chervonenkis (VC) dimension theory and structural risk minimization principle. The underlying principle of SVM is the creation of an optimal hyperplane that would separate the data belonging to opposite classes, with the highest possible margin of confidence.\textsuperscript{52}

In order to classify the odor patterns of the pesticide residues in the apple samples, all 440 data of this study were used for

| Sample | Training Total | Wrong | Right | Accuracy rate/% | Validation Total | Wrong | Right | Accuracy rate/% |
|--------|----------------|-------|-------|----------------|-----------------|-------|-------|----------------|
| 1\textsuperscript{a} | 112 | 3 | 109 | 97.32 | 48 | 3 | 45 | 93.75 |
| 2\textsuperscript{a} | 168 | 9 | 159 | 94.64 | 72 | 7 | 65 | 90.28 |
| 3\textsuperscript{a} | 140 | 5 | 135 | 96.43 | 60 | 5 | 55 | 91.67 |

\textsuperscript{a} Note 1. Apple samples with blank and maximum residues of different pesticides; 2. apple samples with different concentrations of cypermethrin residue; and 3. apple samples with different concentrations of chlorpyrifos residue.
training and prediction using the SVM technique. The average sensor response at 115–117 time points of each group of 40 parallel samples was selected as the input value in SVM pattern recognition, and the pesticide concentration of the processed sample is the output value for analysis. 70% of the samples of apples in each pesticide group were randomly selected for the training model, and the remaining 30% were used for testing and evaluation (28 for training and 12 for evaluation). Moreover, the type of core was RBF, the type of classification was C-SVM, the C value was 2, and the gamma value was 0.25.

In the classification and detection of apple samples with blank and maximum residues of different pesticides using the SVM method, the results indicated that the classification accuracy of the SVM method for training set samples and validation set samples were 97.32% and 93.75%, respectively, and only 3 samples of 112 sets of the training set and 48 sets of the validation set were misclassified. In the classification and detection of apple samples with different concentrations of chlorpyrifos residue using the SVM method, the results indicated that the classification accuracy rates of the SVM method for training set samples and validation set samples were 96.43% and 91.67%, respectively. Among them, only 5 sets of samples were misclassified for the 140 sets of samples in the training set and 60 sets of samples in the validation set (Table 2).

## 4 Results

In this research, the odor components of different kinds and concentrations of pesticide residues on apples were analyzed by electronic nose technology. Through a combination of PCA, LDA, SVM, and other analytical methods, a rapid model for the identification of pesticide residues on apple samples was established and verified. The electronic nose technology may be used to obtain different kinds of pesticides and their residues used currently on other fruits and vegetables.
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