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Abstract

We study Talenti’s type symmetrization properties for solutions of linear stationary and evolution problems.

Our main result establishes the comparison in norm between the solution of a problem and its symmetric version when nonlocal diffusion defined through integrable kernels is replacing the usual local diffusion defined by a second order differential operator.

Using an approximation argument, we recover, as a corollary of our results, the classical Talenti’s theorem. A novelty of our approach is that we replace the measure geometric tools employed in Talenti’s proof by the use of the Riesz’s rearrangement inequality, giving thus an alternative and somehow simpler proof than Talenti’s one.
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1 Introduction

In this introduction, we briefly describe our results for the stationary problem. As we shall see, similar results are deduced for the evolution problem.

Let \( \Omega \subset \mathbb{R}^N \) be an open and bounded set, and let \( f \in L^p(\Omega) \), with \( p \geq 1 \), be non-negative. The kernel \( J : \mathbb{R}^N \to \mathbb{R} \) is assumed to be a non-negative radially non-increasing function with \( \|J\|_{L^1(\mathbb{R}^N)} = 1 \).

Let \( v \in L^p(\mathbb{R}^N) \) be a non-negative solution of the nonlocal stationary problem with homogeneous Dirichlet boundary condition, this is, satisfying

\[
- \int_{\mathbb{R}^N} J(x - y)(v(y) - v(x))dy + cv(x) = f(x) \quad \text{for } x \in \Omega,
\]

\[
v(x) = 0 \quad \text{for } x \in \mathbb{R}^N \setminus \Omega,
\]

where \( c \geq 0 \) is a constant.

We consider the problem of establishing a comparison property between \( v \) and the solution of the corresponding symmetrized problem

\[
- \int_{\mathbb{R}^N} J(x - y)(u(y) - u(x))dy + cu(x) = f^*(x) \quad \text{for } x \in \Omega^*,
\]

\[
u(x) = 0 \quad \text{for } x \in \mathbb{R}^N \setminus \Omega^*.
\]
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Here, $\Omega^*$ denotes the ball of $\mathbb{R}^N$ centered at zero and with the same volume as $\Omega$. The function $f^*$ is the Schwarz’s symmetrization of $f$, which is a radially non-increasing function having the same level sets measures as $f$.

Our first result establishes the comparison in norm,

$$
\|v\|_{L^p(\Omega)} \leq \|u\|_{L^p(\Omega^*)}.
$$

This property, satisfied in the nonlocal diffusion case, may be extended to the local diffusion case by an approximation argument. Consider the rescaled kernel $J_\varepsilon(x) = C_1 \varepsilon^{-(N+2)} J(x/\varepsilon)$, for $\varepsilon > 0$ and $C_1$ given in [1]. Then, under suitable regularity assumptions on $\Omega$ and $f$, we have

$$
\|v_\varepsilon - V\|_{L^p(\Omega)} \to 0 \quad \text{as} \quad \varepsilon \to 0,
$$

where $v_\varepsilon$ is the solution of the nonlocal stationary problem with kernel $J_\varepsilon$ and $V$ is the solution of

$$
-\Delta V + cV = f \quad \text{in } \Omega,
V = 0 \quad \text{on } \partial\Omega.
$$

We may use the same rescaled kernel to define a sequence, $u_\varepsilon$, for the symmetrized nonlocal stationary problem, enjoying the property $\|u_\varepsilon - U\|_{L^p(\Omega)} \to 0$ as $\varepsilon \to 0$, where $U$ is the solution of the symmetrized problem

$$
-\Delta U + cU = f^* \quad \text{in } \Omega^*,
U = 0 \quad \text{on } \partial\Omega^*.
$$

Our second result is then clear. Since $\|v_\varepsilon\|_{L^p(\Omega)} \leq \|u_\varepsilon\|_{L^p(\Omega^*)}$, $v_\varepsilon \to V$ in $L^p(\Omega)$ and $u_\varepsilon \to U$ in $L^p(\Omega^*)$, we deduce that

$$
\|V\|_{L^p(\Omega)} \leq \|U\|_{L^p(\Omega^*)},
$$

which is a weak form of Talenti’s theorem (Talenti [12] provides the stronger pointwise estimate $V^*(x) \leq U(x)$, for $x \in \Omega^*$).

The article is organized as follows. In Section 2 we introduce some common tools related to Schwarz’s symmetrization and state our assumptions and main results. In Sections 3 and 4 we prove the results related to the stationary and the evolution problems, respectively.

## 2 Main results

### 2.1 Schwarz’s symmetrization

Let $E \subset \mathbb{R}^N$ be a measurable set of finite measure, and let $\chi_E : \mathbb{R}^N \to \mathbb{R}$ be its characteristic function, i.e., defined by $\chi_E(x) = 1$ if $x \in E$ and $\chi_E(x) = 0$ otherwise.

The symmetric rearrangement of $E$ is the ball $E^* \subset \mathbb{R}^N$ centered at zero with $|E^*| = |E|$, i.e., with radius $(|E|/\omega_N)^{1/N}$, where $\omega_N$ denotes the volume of the $N$–dimensional unit ball.

For a non-negative measurable function $f : \mathbb{R}^N \to \mathbb{R}$ vanishing at infinity, the Schwarz’s symmetrization of $f$ is

$$
f^*(x) = \int_0^\infty \chi_{\{f > s\}}(x) ds,
$$

where $\chi_A$ denotes the characteristic function of the set $A$.
where, by definition, $(\chi_E)^* = \chi_{E^*}$. Thus, the level sets of $f^*$ are the rearrangements of the level sets of $f$, implying the equimeasurability property

$$|\{x : f^*(x) > s\}| = |\{x : f(x) > s\}|.$$ 

The Schwarz’s symmetrization of a function inherits many measure geometric properties from its source function $f$. It also fulfils some optimization properties with respect to integration. In this article we shall make a recurrent use of Hardy-Littlewood’s inequality

$$\int_{\mathbb{R}^N} f_1(x)f_2(x)dx \leq \int_{\mathbb{R}^N} f_1^*(x)f_2^*(x)dx,$$

and of Riesz’s inequality \[11\]

$$\int_{\mathbb{R}^N} f_1(x)\left(\int_{\mathbb{R}^N} f_2(x - y)f_3(y)dy\right)dx \leq \int_{\mathbb{R}^N} f_1^*(x)\left(\int_{\mathbb{R}^N} f_2^*(x - y)f_3^*(y)dy\right)dx,$$

where $f_1, f_2, f_3$ are measurable non-negative functions vanishing at infinity. We shall also use the generalized Riesz’s inequality deduced in \[3, 9\].

There is an extensive literature on Schwarz’s symmetrization, as well as on other types of symmetrizations and functional rearrangements. We refer the reader to the books \[10, 2, 8\] for a detailed description of these tools, and to the review article \[13\] as an abundant source of applications and references.

### 2.2 The problems

Let $E \subset \mathbb{R}^N$ be an open and bounded set with smooth boundary, let $h : E \to \mathbb{R}$ be a non-negative measurable function, and let $\varepsilon > 0$. The stationary nonlocal diffusion problem, SNP($E, h, \varepsilon$), consists on finding $w : \mathbb{R}^N \to \mathbb{R}$ such that

$$- \int_{\mathbb{R}^N} J_\varepsilon(x - y)(w(y) - w(x))dy + cw(x) = h(x) \quad \text{for } x \in E,$$

$$w(x) = 0 \quad \text{for } x \in \mathbb{R}^N \setminus E.$$

The corresponding stationary local diffusion problem, SLP($E, h$), consists on finding $W : E \to \mathbb{R}$ such that

$$- \Delta W + cW = h \quad \text{in } E,$$

$$W = 0 \quad \text{on } \partial E.$$

Accordingly, the evolution nonlocal diffusion problem, ENP($E, h, \zeta, \varepsilon$), with $E$ and $\varepsilon$ like above, $h : (0, T) \times E \to \mathbb{R}$ and $\zeta : E \to \mathbb{R}$ non-negative measurable functions, consists on finding $w : (0, T) \times \mathbb{R}^N \to \mathbb{R}$ such that

$$\partial_t w(t, x) - \int_{\mathbb{R}^N} J_\varepsilon(x - y)(w(t, y) - w(t, x))dy + cw(t, x) = h(t, x)$$

for $(t, x) \in (0, T) \times E$, and

$$w(t, x) = 0 \quad \text{for } (t, x) \in (0, T) \times \mathbb{R}^N \setminus E,$$

$$w(0, x) = \zeta(x) \quad \text{for } x \in E.$$
The corresponding evolution local diffusion problem, ELP($E, h, \zeta$), consists on finding $W : (0, T) \times E \to \mathbb{R}$ such that
\[
\begin{align*}
\partial_t W - \Delta W + cW &= h \quad \text{in } (0, T) \times E, \\
W &= 0 \quad \text{on } (0, T) \times \partial E, \\
W(0, \cdot) &= \zeta \quad \text{in } E.
\end{align*}
\]

2.3 Assumptions
The minimal hypothesis for proving the well-posedness of the nonlocal diffusion and the local diffusion problems are different. Proving the convergence of the solutions of the nonlocal diffusion rescaled problems to their local diffusion versions requires additional assumptions.

Since in this article we are interested in the comparison results between solutions of a problem and of its symmetrized version, we give here just the assumptions needed to prove them.

The additional hypotheses needed to ensure the existence, uniqueness and regularity of solutions, as well as the convergence of solutions of nonlocal diffusion rescaled problems to their local diffusion counterpart, are assumed to hold. The reader is referred to [1, 4] for details on these questions.

Assumptions (H)

1. $J \in L^1(\mathbb{R}^N) \cap L^r(\mathbb{R}^N)$, for some $1 < r \leq 2$, is a non-negative function which is radially non-increasing, this is, such that (i) $J(x) = J(y)$ if $|x| = |y|$, and (ii) $J(x) \leq J(y)$ if $|x| \geq |y|$. Besides, we assume $\|J\|_{L^1(\mathbb{R}^N)} = 1$ and define the constant
\[
C_1 = \frac{2}{\sigma^2} \quad \text{with} \quad \sigma^2 = \int_{\mathbb{R}^N} |x|^2 J(x) dx < \infty. \tag{1}
\]

2. The data, $\Omega \subset \mathbb{R}^N$, $F : \Omega \to \mathbb{R}$, $G : (0, T) \times \Omega \to \mathbb{R}$, and $v_0 : \Omega \to \mathbb{R}$ are regular enough to provide unique solutions with $L^p$ regularity, for some $1 \leq p \leq \infty$, to problems SNP($\Omega, F, \varepsilon$), SLP($\Omega, F$), ENP($\Omega, G, v_0, \varepsilon$), SNP($\Omega, G, v_0$), and their corresponding symmetrized versions. We always assume that, at least, $F \in L^p(\Omega)$ and $G \in L^p((0, T) \times \Omega)$.

3. In addition to the (H)$_2$, we assume that the the regularity of the data is enough to provide the convergence of solutions of nonlocal diffusion rescaled problems to their local diffusion counterpart. Explicitly, if $v_\varepsilon \in L^p(\mathbb{R}^N)$ and $u_\varepsilon \in L^p(\mathbb{R}^N)$ are the solutions of SNP($\Omega, F, \varepsilon$) and SNP($\Omega^*, F^*, \varepsilon$), and if $V \in L^p(\Omega)$ and $U \in L^p(\Omega^*)$ are the solutions of SLP($\Omega, F, \varepsilon$) and SLP($\Omega^*, F^*, \varepsilon$) then we have
\[
\|v_\varepsilon - V\|_{L^p(\Omega)} \to 0 \quad \text{and} \quad \|u_\varepsilon - U\|_{L^p(\Omega^*)} \to 0.
\]

A similar property is assumed for the evolution problems.

4. This assumption is related to the convergence of time discrete approximations schemes to their corresponding time continuous versions. See [18]-[19] for details.

Remark 1. The condition $J \in L^r(\mathbb{R}^N)$ for $1 < r \leq 2$ is unusual, although not specially limiting. The use of the central limit theorem in the proof of Theorem [4] requires it.
2.4 Main results

We obtain similar comparison results for the stationary and the evolution problems. For the stationary problems, we have:

**Theorem 1.** Assume (H) and set $\varepsilon > 0$. Let $v_\varepsilon \in L^p(\mathbb{R}^N)$ and $u_\varepsilon \in L^p(\mathbb{R}^N)$ be the solutions of $\text{SNP}(\Omega, F, \varepsilon)$ and $\text{SNP}(\Omega^*, F^*, \varepsilon)$, respectively. Then $u_\varepsilon$ is radially non-increasing and

$$\|v_\varepsilon\|_{L^p(\Omega)} \leq \|u_\varepsilon\|_{L^p(\Omega^*)}. \tag{2}$$

**Corollary 1.** Let $V$ be the solution of $\text{SLP}(\Omega, F)$ and let $U$ be the solution of $\text{SLP}(\Omega^*, F^*)$. Then $U$ is radially non-increasing and

$$\|V\|_{L^p(\Omega)} \leq \|U\|_{L^p(\Omega^*)}.$$

For the evolution problems, we have:

**Theorem 2.** Assume (H) and set $\varepsilon > 0$. Let $v_\varepsilon \in L^p((0,T) \times \mathbb{R}^N)$ and $u_\varepsilon \in L^p((0,T) \times \mathbb{R}^N)$ be the solutions of $\text{ENP}(\Omega, G, v_0, \varepsilon)$ and $\text{ENP}(\Omega^*, G^*, v_0^*, \varepsilon)$, respectively. Then $u_\varepsilon(t, \cdot)$ is radially non increasing for a.e. $t \in (0,T)$ and

$$\|v_\varepsilon\|_{L^p((0,T) \times \Omega)} \leq \|u_\varepsilon\|_{L^p((0,T) \times \Omega^*)}. \tag{3}$$

**Corollary 2.** Let $V$ be the solution of $\text{ELP}(\Omega, G, v_0)$ and let $U$ be the solution of $\text{SLP}(\Omega^*, G^*, v_0^*)$. Then $U(t, \cdot)$ is radially non increasing for a.e. $t \in (0,T)$ and

$$\|V\|_{L^p((0,T) \times \Omega)} \leq \|U\|_{L^p((0,T) \times \Omega^*)}.$$

**Remark 2.** Under assumption (H)$_3$, the corollaries are straightforward to prove. For instance, in the stationary case, using the triangle inequality and Theorem 1 we obtain

$$\|V\|_{L^p(\Omega)} \leq \|V - v_\varepsilon\|_{L^p(\Omega)} + \|v_\varepsilon\|_{L^p(\Omega)} \leq \|V - v_\varepsilon\|_{L^p(\Omega)} + \|u_\varepsilon\|_{L^p(\Omega^*)} \leq \|V - v_\varepsilon\|_{L^p(\Omega)} + \|u_\varepsilon - U\|_{L^p(\Omega^*)} + \|U\|_{L^p(\Omega^*)},$$

and letting $\varepsilon \to 0$, we deduce the assertion. The evolution case is treated similarly.

2.5 Notation

For a measurable set $E \subset \mathbb{R}^N$ and a function $\varphi : E \to \mathbb{R}$, we define the *extension by zero of $\varphi$ to $\mathbb{R}^N$* as

$$\overline{\varphi}(x) = \begin{cases} \varphi(x) & \text{if } x \in E, \\ 0 & \text{if } x \in \mathbb{R}^N \setminus E. \end{cases}$$

For $\varphi, \psi \in L^1(\mathbb{R}^N)$, we denote the convolution of $\varphi$ with $\psi$ in $\mathbb{R}^N$ by the usual symbol $*$, this is,

$$\varphi * \psi(x) = \int_{\mathbb{R}^N} \varphi(x - y)\psi(y) dy.$$
We recall that the convolution in $\mathbb{R}^N$ is commutative. For the convolution of $\varphi$ with $\psi$ in $E$, we use the symbol $\varphi \circ_E \psi$:

$$\varphi \circ_E \psi(x) = \int_E \varphi(x-y)\psi(y)dy.$$ 

If the context is clear, we just write $\circ$. Observe that if $\varphi, \psi \in L^1(\mathbb{R}^N)$ with $\psi = 0$ in $\mathbb{R}^N\setminus E$ then $\varphi \ast \psi = \varphi \circ_E \psi$.

We write $(J\ast)^1 = J$, and denote by $(J\ast)^k$, for $k = 1, 2, \ldots$, to the recurrent convolution in $\mathbb{R}^N$ of $k$ kernels, $J$. This is, $(J\ast)^2 = J \ast J$, $(J\ast)^3 = J \ast J \ast J$, and so on. Observe that $\| (J\ast)^k \|_{L^1(\mathbb{R}^N)} = \| J \|_{L^1(\mathbb{R}^N)}^k$. Correspondingly, we write $(J \circ_E)^k$ to denote the convolution in $E$ of $k$ kernels, $J$. In this case, $\| (J \circ_E)^k \|_{L^1(\Omega)} \leq \| J \|_{L^1(\Omega)}^k$.

3 Proof of Theorem 1

Problem SNP($E, h, \varepsilon$) may be reformulated as

\begin{align*}
  w(x) &= \alpha \int_{\mathbb{R}^N} \rho_c(x-y)w(y)dy + \xi(x) & \text{for } x \in E, \\
  w(x) &= 0 & \text{for } x \in \mathbb{R}^N \setminus E,
\end{align*}

where $\alpha = 1/(1+c\varepsilon^2)$, $\xi = \varepsilon^2 h/(1+c\varepsilon^2)$, and $\rho_c = \varepsilon^2 J_c$. Observe that $\| \rho_c \|_{L^1(\mathbb{R}^N)} = \| J \|_{L^1(\mathbb{R}^N)} = 1$, for all $\varepsilon > 0$.

The limit $\varepsilon \to 0$ is only considered for proving Corollaries 1 and 2. Since in the proofs of Theorems 1 and 2 the parameter $\varepsilon$ is kept fixed, we drop it from the subindices of the different functions depending on it in order to have a cleaner notation.

We refer to problem 4-5 as to AUX($E, \xi$). Let $v$ and $u$ be the solutions of AUX($\Omega, f$) and AUX($\Omega^*, f^*$), respectively, for $f = \varepsilon^2 F/(1+c\varepsilon^2)$. Thus, $v$ and $u$ are the solutions of SNP($\Omega, F, \varepsilon$) and SNP($\Omega^*, F^*, \varepsilon$), respectively.

The proof of the theorem uses two lemmas. We first prove the main result stating the lemmas when required and, afterwards, we prove the lemmas. We start with the comparison property stated in the theorem.

Let $\varphi_0 \in L^{p'}(\Omega)$ be a non-negative function. Multiplying the first equation of AUX($\Omega, f$) by $\varphi_0$, integrating in $\Omega$ and using the symmetry of $\rho$ to interchange the convolved functions, we obtain

\begin{align*}
  \int_{\Omega} v(x)\varphi_0(x)dx &= \alpha \int_{\Omega} v(y) \int_{\Omega} \rho(x-y)\varphi_0(x)dy dx + \int_{\Omega} f(x)\varphi_0(x)dx \\
  &= \int_{\Omega} v(x)\varphi_1(x)dx + \int_{\Omega} f(x)\varphi_0(x)dx,
\end{align*}

with $\varphi_1 = \alpha \rho \circ \varphi_0$. Multiplying now the first equation of AUX($\Omega, f$) by $\varphi_1$ we, similarly, get

\begin{align*}
  \int_{\Omega} v(x)\varphi_1(x)dx &= \int_{\Omega} v(x)\varphi_2(x)dx + \int_{\Omega} f(x)\varphi_1(x)dx,
\end{align*}

where $\varphi_2 = \alpha \rho \circ \varphi_1$. Multiplying now the first equation of AUX($\Omega, f$) by $\varphi_2$ we, similarly, get

\begin{align*}
  \int_{\Omega} v(x)\varphi_2(x)dx &= \int_{\Omega} v(x)\varphi_3(x)dx + \int_{\Omega} f(x)\varphi_2(x)dx,
\end{align*}

and so on.
with \( \varphi_2 = \alpha^2 (\rho \ast)^2 \ast \varphi_0 \). Thus, replacing in (6), we obtain
\[
\int_{\Omega} v(x) \varphi_0(x) dx = \int_{\Omega} v(x) \varphi_2(x) dx + \int_{\Omega} f(x)(\varphi_0(x) + \varphi_1(x)) dx.
\]
Therefore, the following identity holds for \( k = 1, 2, \ldots \)
\[
\int_{\Omega} v(x) \varphi_0(x) dx = \int_{\Omega} v(x) \varphi_k(x) dx + \sum_{i=0}^{k-1} \int_{\Omega} f(x) \varphi_i(x) dx,
\]
with \( \varphi_i = \alpha^i (\rho \ast)^i \ast \varphi_0 \).

In a similar way, testing the first equation of AUX(\( \Omega^*, f^* \)) with \( \varphi_0^* \), we obtain
\[
\int_{\Omega^*} u(x) \varphi_0^*(x) dx = \int_{\Omega^*} u(x) \psi_k(x) dx + \sum_{i=0}^{k-1} \int_{\Omega^*} f^*(x) \psi_i(x) dx,
\]
with \( \psi_i = \alpha^i (\rho \ast)^i \ast \varphi_0^* \). Notice that Lemma 2 ensures that \( \psi_i \) is radially non-increasing. Using Riesz’s inequality, we deduce
\[
\int_{\Omega} f(x) \varphi_i(x) dx = \alpha^i \int_{\Omega} f(x) (\rho \ast)^i(x - y) \varphi_0(y) dy dx
\leq \alpha^i \int_{\Omega} f^*(x) (\rho \ast)^i(x - y) \varphi_0^*(y) dy dx = \int_{\Omega^*} f^*(x) \psi_i(x) dx.
\]
This estimate in combination with (7) and (8) yields
\[
\int_{\Omega} v(x) \varphi_0(x) dx \leq \int_{\Omega^*} u(x) \varphi_0^*(x) dx + \int_{\Omega} v(x) \varphi_k(x) dx - \int_{\Omega^*} u(x) \psi_k(x) dx.
\]
For dealing with the last two terms of this expression, we use the following lemma.

**Lemma 1.** Let \( E \subset \mathbb{R}^N \) be a bounded measurable set, \( \psi \in L^p(E) \) and \( \varphi \in L^p(E) \), for \( 1 \leq p \leq \infty \). Then
\[
\lim_{i \to \infty} \int_{E} \varphi(x)(\rho \ast)^i \ast \tilde{\psi}(x) dx = 0.
\]
The same convergence is attained when replacing \( * \) by \( \ast_E \).

Therefore, using the lemma in (9) we obtain, in the limit \( k \to \infty \),
\[
\int_{\Omega} v(x) \varphi_0(x) dx \leq \int_{\Omega^*} u(x) \varphi_0^*(x) dx.
\]
For \( p = 1 \), we choose \( \varphi_0 = 1 \) to obtain \( \|v\|_{L^1(\Omega)} \leq \|u\|_{L^1(\Omega^*)} \). For \( p > 1 \), recalling that \( (\Phi(v))^* = \Phi(v^*) \) for any non-decreasing function \( \Phi \) we deduce, for \( \Phi(s) = s^{p-1} \),
\[
\int_{\Omega^*} |v(x)|^p dx \leq \int_{\Omega^*} u(x)|v^*(x)|^{p-1} dx.
\]
Finally, we deduce (2) by using Hölder’s inequality and the elementary property \( \|v\|_{L^p(\Omega)} = \|v^*\|_{L^p(\Omega^*)} \).

We continue the proof of the theorem showing that the solution of the symmetrized problem AUX(\( \Omega^*, f^* \)), and thus of the stationary problem SNP(\( \Omega^*, F^*, \varepsilon \)), is radially non-increasing. We shall use the following elementary result.
Lemma 2. Let $B_R \subset \mathbb{R}^N$ be the ball of radius $R > 0$ centered at the origin. Let $\varphi, \psi \in L^1(B_R)$ be radially non-increasing functions. Then $\varphi \circledast_{B_R} \psi$ is radially non-increasing. The same remains true replacing $B_R$ by $\mathbb{R}^N$ and $\circledast_{B_R}$ by $\star$.

Let $u_0 \in L^1(\Omega^*)$ be a radially non-increasing function, and consider the sequence $u_k : \Omega^* \to \mathbb{R}$ given by, for $k = 1, 2, \ldots$, and $x \in \Omega^*$,

$$u_k(x) = \alpha \rho \circledast_{\Omega^*} u_{k-1}(x) + f^*(x). \quad (12)$$

By Lemma 2, $u_k$ is radially non-increasing. Solving the recursivity (12), we obtain

$$u_k(x) = \alpha^k (\rho \circledast)^k \circledast u_0(x) + \left( f^*(x) + \sum_{i=1}^{k-1} \alpha^i (\rho \circledast)^i \circledast f^*(x) \right), \quad \text{for } k = 1, 2, \ldots \quad (13)$$

For $x \in \Omega^*$, the solution of $AUX(\Omega^*, f^*)$ satisfies

$$u(x) = \alpha \rho \circledast u(x) + f^*(x), \quad (14)$$

where we used that $u = 0$ in $\mathbb{R}^N \setminus \Omega^*$. Therefore, for $k = 2, 3, \ldots$ and $x \in \Omega^*$, we deduce the implicit formula

$$u(x) = \alpha^k (\rho \circledast)^k \circledast u(x) + \left( f^*(x) + \sum_{i=1}^{k-1} \alpha^i (\rho \circledast)^i \circledast f^*(x) \right). \quad (15)$$

From (13) and (15), we obtain, for $x \in \Omega^*$ and $k = 2, 3, \ldots$,

$$u_k(x) = u(x) + \alpha^k (\rho \circledast)^k \circledast (u_0 - u)(x).$$

Defining $u_0 = f^*$ and using (14) we obtain, for $x \in \Omega^*$ and $k = 2, 3, \ldots$

$$u_k(x) = u(x) - \alpha^{k+1} (\rho \circledast)^{k+1} \circledast u(x),$$

implying

$$\|u_k - u\|_{L^1(\Omega^*)} = \alpha^{k+1} \int_{\Omega^*} (\rho \circledast)^{k+1} \circledast u(x)dx. \quad (16)$$

Using Lemma 1 with $E = \Omega^*$, $\varphi = 1$ and $\psi = u|_{\Omega^*}$ in (16), we deduce that $u_k \to u|_{\Omega^*}$ strongly in $L^1(\Omega^*)$. At least for a subsequence, we have that $u_{k_j} \to u|_{\Omega^*}$ a.e. in $\Omega^*$. Since $u_{k_j}$ are radially non-increasing, it follows that the solution $u$ of $AUX(\Omega^*, f^*)$ is also radially non-increasing. This finishes the proof of Theorem 1.

Proof of Lemma 1. We have

$$\left| \int_{E} \varphi(x)(\rho \circledast)^k \ast \bar{\psi}(x)dx \right| \leq \|\varphi\|_{L^p(E)} \|(\rho \circledast)^k \ast \bar{\psi}\|_{L^p(E)},$$
Since \( E \) is bounded, there exists a ball \( B_R \) such that \( E \subset B_R \) and \( x - y \in B_R \) for all \( x, y \in E \). Like in the case \( E = \mathbb{R}^N \), we have \( \|(\rho \ast)^k \ast \bar{\psi}\|_{L^p(E)} \leq \|(\rho \ast)^k\|_{L^1(B_R)} \|\psi\|_{L^p(E)} \). Indeed,

\[
\int_E \left| \int_{\mathbb{R}^N} (\rho \ast)^k(x - y)\bar{\psi}(y)dy \right|^p dx = \int_E \left| \int_{\mathbb{R}^N} (\rho \ast)^k(x - y)\psi(y)dy \right|^p dx \\
= \int_{\mathbb{R}^N} \left| \int_{\mathbb{R}^N} (\rho \ast)^k(x - y)\bar{\psi}(y)\chi_E(y)\chi_{B_R}(x - y)dy \right|^p \chi_E(x)dx \\
= \|(\rho \ast)^k\chi_{B_R}\|_{L^p(\mathbb{R}^N)} \|\psi\chi_E\|_{L^p(\mathbb{R}^N)}^p.
\]

According to the central limit theorem [7, §46, Th. 1], we have

\[
\sigma \sqrt{k}(\rho \ast)^k(\sigma \sqrt{k} x) \to \Phi(x) \quad \text{as} \quad k \to \infty \quad \text{uniformly for} \quad x \in \mathbb{R}^N, \tag{17}
\]

where \( \Phi \) is the Gaussian of zero mean and identity covariance matrix. Let, for \( x \in \mathbb{R}^N \),

\[
U_k(x) = \sigma \sqrt{k}(\rho \ast)^k(\sigma \sqrt{k} x)\chi_{B_{r_k}}(x)dx,
\]

with \( r_k = R/(\sigma \sqrt{k}) \), so that \( \int_{B_R} (\rho \ast)^k = \int_{\mathbb{R}^N} U_k \). The uniform convergence (17) implies that for all \( \delta > 0 \) there exists \( K \in \mathbb{N} \) such that \( |\sigma \sqrt{k}(\rho \ast)^k(0) - \Phi(0)| < \delta \) for \( k > K \). Since \( (\rho \ast)^k \) is radially non-increasing, we deduce

\[
U_k(x) \leq (\delta + \Phi(0))\chi_{B_{r_k}}(x) \leq (\delta + \Phi(0))\chi_{B_{r_1}}(x).
\]

The first inequality shows that \( U_k(x) \to 0 \) for a.e. \( x \in \mathbb{R}^N \), while the second implies that \( U_k \) is dominated by \( (\delta + \Phi(0))\chi_{B_{r_1}} \in L^1(\mathbb{R}^N) \). Therefore, the theorem of dominated convergence ensures that \( \|(\rho \ast)^k\|_{L^1(B_R)} \to 0 \) as \( k \to \infty \), and (10) follows.

Finally, on noting that

\[
\|(\rho \ast)^k \circ \bar{\psi}\|_{L^p(E)} = \int_E \left| \int_{\mathbb{R}^N} (\rho \ast)^k(x - y)\bar{\psi}(y)dy \right|^p dx \\
\leq \|(\rho \ast)^k\|_{L^1(B_R)} \|\psi\|_{L^p(\mathbb{R}^N)}^p \leq \|(\rho \ast)^k\|_{L^1(B_R)} \|\psi\|_{L^p(E)}^p,
\]

we see that the same arguments may be employed when replacing \( \ast \) by \( \circ \).

\textbf{Proof of Lemma 2} We first prove it for the convolution of functions defined in \( \mathbb{R}^N \). The result in \( B_R \) follows by taking the restriction to \( B_R \) of the extensions \( \tilde{\varphi}, \tilde{\psi} \).

We start by checking that \( A(x) = \varphi \ast \bar{\psi}(x) \) is radial. Let \( x_1, x_2 \in \mathbb{R}^N \) be such that \( |x_1| = |x_2| \). Then, there exists an orthogonal rotation matrix, \( G \), such that \( x_2 = Gx_1 \) and \( |\det G| = 1 \). Introducing the change of integration variable \( y = Gz \) and taking into account that \( |Gz| = |z| \), we obtain

\[
A(x_2) = \int_{\mathbb{R}^N} \varphi(G(x_1 - z))\psi(Gz)dz = \int_{\mathbb{R}^N} \varphi(x_1 - z)\psi(z)dz = A(x_1),
\]

so that \( A \) is radial.
We now check that $A$ is radially non-increasing. We start assuming that $\psi \in W^{1,1}(\mathbb{R}^N)$. Then
\[
\partial_x A(x) = \int_{\mathbb{R}^N} \tilde{\varphi}_R(|y|) \tilde{\psi}_R'(|x - y|) \frac{x_j - y_j}{|x - y|} dy = \int_{\mathbb{R}^N} \varphi_R(|x - z|) \tilde{\psi}_R'(|z|) \frac{z_j}{|z|} dz,
\]
and thus
\[
\nabla A(x) \cdot x = \int_{\mathbb{R}^N} \tilde{\varphi}_R(|x - z|) \tilde{\psi}_R'(|z|) \frac{z \cdot x}{|z|} dz.
\]

For $z \in \mathbb{R}^N$ we have the equivalence $|x - z| < |x + z| \iff z \cdot x > 0$. Since $\tilde{\psi}_R$ and $\tilde{\varphi}_R$ are non-increasing, we deduce that $\nabla A(x) \cdot x \leq 0$, this is, $A$ is radially non-increasing.

The general case $\psi \in L^1(\mathbb{R}^N)$ is then proven by approximating $\psi$ by $\psi_n \in W^{1,1}(\mathbb{R}^N)$, which satisfy the property $A_n(x) \leq A_n(y)$ if $|x| \geq |y|$. Then, the pointwise convergence of a subsequence $\psi_{n_j} \to \psi$ implies that this property is kept by the limit, $A$. \qed

4 Proof of Theorem

Consider the partition of the interval $[0, T]$ given by $t_n = n \tau$, for $n = 0, \ldots, N$, with $\tau = T/N$. We introduce the following explicit time discretization of the problem ENP($E, h, \zeta, \varepsilon$). We set $w_0 = \zeta$ in $E$ and, for $n = 0, \ldots, N - 2$,
\[
w_{n+1}(x) = (1 - \tau c) w_n(x) + \tau \int_{\mathbb{R}^N} J(x - y)(w_n(y) - w_n(x)) dy + \tau h_n(x)
\]
for $x \in E$, and $w_{n+1}(x) = 0$ for $x \in \mathbb{R}^N \setminus E$, where $h_n(x) = h(t_n, x)$. We also consider the piecewise constant interpolant
\[
w^{(\tau)}(t, x) = w_n(x) \quad \text{for} \quad (t, x) \in (t_n, t_{n+1}] \times E \quad \text{and} \quad n = 0, \ldots, N - 1.
\]

Let $v$ and $u$ be the solutions of ENP($\Omega, G, v_0, \varepsilon$) and ENP($\Omega^*, G^*, v_0^*, \varepsilon$), and let $v^{(\tau)}$ and $u^{(\tau)}$ be their corresponding approximations according to the discrete scheme. Here and in what follows, $G^*$ denotes the Schwarz symmetrization of $G$ with respect to the space variable, i.e. $(G(t, \cdot))^*$. \vspace{0.2cm}

Assumption (H)$_4$: The data, $\Omega \subset \mathbb{R}^N$, $G : (0, T) \times \Omega \to \mathbb{R}$, and $v_0 : \Omega \to \mathbb{R}$ are regular enough to provide the convergence
\[
v^{(\tau)} \to v \quad \text{strongly in } L^p((0, T) \times \Omega) \text{ and a.e. in } (0, T) \times \Omega, \quad (18)
\]
\[
u^{(\tau)} \to u \quad \text{strongly in } L^p((0, T) \times \Omega^*) \text{ and a.e. in } (0, T) \times \Omega^*. \quad (19)
\]
Remark 3. The convergence property assumed in (H)$_4$ has been proven for a general class of nonlinear nonlocal diffusion evolution problems. See [5, 6] for details.

The semi-discrete problem may be reformulated as:

\[ w_{n+1}(x) = \alpha \int_{\mathbb{R}^N} \rho_\varepsilon(x - y)w_n(y)dy + \beta w_n(x) + \tau h_n(x) \quad \text{for} \quad x \in E, \]

and \( w_{n+1} = 0 \) for \( x \in \mathbb{R}^N \setminus E \), where

\[ \alpha = \frac{\tau}{\varepsilon^2}, \quad \rho_\varepsilon = \varepsilon^2 J_\varepsilon, \quad \beta = 1 - \tau(c + \varepsilon^{-2}) \].

We choose the time step \( \tau < 1/(c+\varepsilon^{-2}) \), implying \( \beta > 0 \). Observe that this is the usual stability condition associated to explicit time discretizations.

Like in the proof of Theorem 1, we remove from the notation the reference to the parameter \( \varepsilon \) and refer to the previous scheme as to DNS\((E, h, \zeta)\).

Let \( v_n \) and \( u_n \) be the sequences defined by the schemes DNS\((\Omega, G, v_0)\) and DNS\((\Omega^*, G^*, v_0^*)\), respectively. From (20), it is clear that, as an addition of non-negative radially non-increasing functions, \( u_n \) is radially non-increasing.

Multiplying the identity (20) corresponding to DNS\((\Omega, G, v_0)\) by any non-negative \( \varphi \in L^p(\Omega) \), integrating in \( \Omega \), and using the symmetry of \( \rho \) to interchange the convolution of \( \rho \) with \( v_n \) for the convolution of \( \rho \) with \( \varphi \), and taking into account that \( v_n = 0 \) in \( \mathbb{R}^N \setminus \Omega \), we get

\[ \int_{\Omega} v_{n+1} \varphi = \alpha \int_{\Omega} \int_{\Omega} \rho(x - y)\varphi(y)dyv_n(x)dx + \int_{\Omega} (\beta v_n + \tau G_n)\varphi. \]

Proceeding similarly for DNS\((\Omega^*, G^*, v_0^*)\), we obtain

\[ \int_{\Omega^*} u_{n+1} \varphi^* = \alpha \int_{\Omega^*} \int_{\Omega^*} \rho(x - y)\varphi^*(y)dyu_n(x)dx + \int_{\Omega^*} (\beta u_n + \tau G_n^*)\varphi^*. \]

For \( n = 0 \), we have

\[ \int_{\Omega} v_1 \varphi = \alpha \int_{\Omega} \int_{\Omega} \rho(x - y)\varphi(y)dyv_0(x)dx + \int_{\Omega} (\beta v_0 + \tau G_0)\varphi. \]

Riesz’s inequality and \( u_0 = v_0^* \) imply

\[ \int_{\Omega} \int_{\Omega} \rho(x - y)\varphi(y)dyv_0(x)dx \leq \int_{\Omega} \int_{\Omega} \rho(x - y)\varphi^*(y)dyu_0(x)dx. \]

Hardy-Littlewood’s inequality gives

\[ \int_{\Omega} v_0 \varphi \leq \int_{\Omega^*} u_0 \varphi^* \quad \text{and} \quad \int_{\Omega} G_0 \varphi \leq \int_{\Omega^*} G_0^* \varphi^*. \]

Therefore, (21) may be estimated as

\[ \int_{\Omega} v_1 \varphi \leq \alpha \int_{\Omega^*} \int_{\Omega^*} \rho(x - y)\varphi^*(y)dyu_0(x)dx + \int_{\Omega^*} (\beta u_0 + \tau G_0^*)\varphi^* \]

\[ = \int_{\Omega^*} u_1 \varphi^*. \]
Similarly, for \( n = 1 \), we have
\[
\int_{\Omega} v_2 \varphi = \alpha \int_{\Omega} \int_{\Omega} \rho(x-y)\varphi(y)dyv_1(x)dx + \int_{\Omega} (\beta v_1 + \tau G_1)\varphi.
\]  
(23)

Hardy-Littlewood’s inequality and \[22\] give
\[
\int_{\Omega} (\beta v_1 + \tau F_1)\varphi \leq \int_{\Omega^*} (\beta u_1 + \tau G_1^*)\varphi^*.
\]  
(24)

Replacing the test function \( \varphi \) by \( \rho \ast \Omega \varphi \) in (21), we get
\[
\int_{\Omega} v_1(x) \int_{\Omega} \rho(x-y)\varphi(y)dydx = \alpha \int_{\Omega} \int_{\Omega} \rho(x-y)\left( \int_{\Omega} \rho(y-z)\varphi(z)dz \right)dyv_0(x)dx \\
+ \int_{\Omega} (\beta v_0 + \tau G_0) \left( \int_{\Omega} \rho(x-y)\varphi(y)dy \right)dx.
\]  
(25)

The first term of the right hand side is estimated by means of the generalized Riesz’s inequality, see \[9\] Theorem 8, as
\[
\int_{\Omega} \int_{\Omega} \int_{\Omega} v_0(x)\varphi(z)\rho(x-y)\rho(y-z)dxdydz \\
\leq \int_{\Omega^*} \int_{\Omega^*} \int_{\Omega^*} u_0(x)\varphi^*(z)\rho(x-y)\rho(y-z)dxdydz,
\]
while for the second we use Riesz’s inequality to obtain
\[
\int_{\Omega} v_0(x) \int_{\Omega} \rho(x-y)\varphi(y)dydx \leq \int_{\Omega^*} u_0(x) \int_{\Omega^*} \rho(x-y)\varphi^*(y)dydx, \\
\int_{\Omega} G_0(x) \int_{\Omega} \rho(x-y)\varphi(y)dydx \leq \int_{\Omega^*} G_0^*(x) \int_{\Omega^*} \rho(x-y)\varphi^*(y)dydx.
\]

Thus, (25) yields
\[
\int_{\Omega} v_1(x) \left( \int_{\Omega} \rho(x-y)\varphi(y)dy \right)dx \leq \int_{\Omega^*} u_1(x) \left( \int_{\Omega^*} \rho(x-y)\varphi^*(y)dy \right)dx.
\]  
(26)

Returning to (23) and taking into account (24) and (26), we obtain
\[
\int_{\Omega} v_2(x)\varphi(x)dx \leq \int_{\Omega^*} u_2(x)\varphi^*(x)dx.
\]

It is now clear that we may repeat this argument recurrently to deduce
\[
\int_{\Omega} v_n\varphi \leq \int_{\Omega^*} u_n\varphi^*, \text{ for all } n = 0, 1, \ldots, N - 2.
\]

By choosing \( \varphi = 1 \), for \( p = 1 \) and \( \varphi = v_n^{p-1} \), for \( p > 1 \), we deduce like in (11) that \( \| v_n \|_{L^p(\Omega)} \leq \| u_n \|_{L^p(\Omega^*)} \), for all \( n = 0, 1, \ldots, N - 2 \), implying that \( \| v^{(r)} \|_{L^p((0,T) \times \Omega)} \leq \| u^{(r)} \|_{L^p((0,T) \times \Omega^*)} \).

Finally, using the assumption (H)\(_4\) and the argument of the proof of the corollaries, see Remark \[2\] we deduce (3).
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