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1. Introduction

1.1. Hammerstein integral equations. A nonlinear Hammerstein integral equation appeared

\[ x(t) = \int_{\Omega} \int_{\Omega} K_1(t, s, u)x(s)x(u)dsdu + \int_{\Omega} K_2(t, s)x(s)ds + f(t) \]

in several problems of astrophysics, mechanics, and biology, where $K_1 : \Omega \times \Omega \times \Omega \to \mathbb{R}$, $K_2 : \Omega \times \Omega \to \mathbb{R}$, and $f : \Omega \to \mathbb{R}$ are given functions and $x : \Omega \to \mathbb{R}$ is an unknown function. Generally, in order to solve...
the nonlinear Hammerstein integral equation \( (1.1) \) over some functions space, one should impose some constraints for the functions \( K_1(\cdot, \cdot, \cdot), K_2(\cdot, \cdot), \) and \( f(\cdot) \). For instance, by using contraction methods, some sufficient conditions were obtained for the existence of solutions of the integral equation \( (1.1) \) over some functions space, one should impose some conditions for the functions \( K_1(\cdot, \cdot, \cdot), K_2(\cdot, \cdot), \) and \( f(\cdot) \). It is worth of noting that, unlike a linear integral equation (i.e. \( K(t,s,u) \equiv 0 \)), in general, the nonlinear Hammerstein integral equation \( (1.1) \) may have many solutions.

Particularly, if \( K_1 \) and \( K_2 \) are Goursat’s degenerate kernels, i.e.

\[
(1.2) \quad K_1(t, s, u) = \sum_{i,j,k=1}^{n} a_{i}(s)b_{j}(u)c_{k}(t),
\]

\[
(1.3) \quad K_2(t, s) = \sum_{i,j=1}^{n} d_{i}(s)e_{j}(t),
\]

where \( a_{i}(\cdot), b_{j}(\cdot), c_{i}(\cdot), d_{i}(\cdot), e_{i}(\cdot) \) are given functions then we have that

\[
x(t) = \sum_{i,j,k=1}^{n} \left( \int_{\Omega} a_{i}(s)x(s)ds \right) \left( \int_{\Omega} b_{j}(u)x(u)du \right) c_{k}(t) + \sum_{i,j=1}^{n} \left( \int_{\Omega} d_{i}(s)x(s)ds \right) e_{j}(t) + f(t).
\]

Let

\[
\int_{\Omega} a_{i}(s)x(s)ds = x_{i}, \quad \int_{\Omega} b_{j}(s)x(s)ds = x_{n+j}, \quad \int_{\Omega} d_{k}(s)x(s)ds = x_{2n+k}, \quad i, j, k = \overline{1,n}.
\]

In this setting, the solution of the nonlinear Hammerstein integral equation \( (1.1) \) takes the following form

\[
x(t) = \sum_{i,j,k=1}^{n} x_{i}x_{n+j}c_{k}(t) + \sum_{i,j=1}^{n} x_{2n+i}e_{j}(t) + f(t),
\]

where \( x = (x_{1}, \ldots, x_{n}, x_{n+1}, \ldots, x_{2n}, x_{2n+1}, \ldots, x_{3n}) \in \mathbb{R}^{3n} \) is a solution of the following quadratic operator equation

\[
(1.4) \quad \sum_{i,j=1}^{3n} A_{i,j,k}x_{i}x_{j} + \sum_{i=1}^{3n} B_{ik}x_{i} + C_{k} = 0, \quad \forall k = \overline{1,3n}.
\]

for suitable \( A_{i,j,k} \in \mathbb{R} \), \( B_{ik} \) and \( C_{k} \).

Consequently, in order to find solutions of the nonlinear Hammerstein integral equation \( (1.1) \) with Goursat’s degenerate kernels, we have to solve the quadratic operator equation \( (1.4) \) over \( \mathbb{R}^{3n} \).

Let \( Q: \mathbb{R}^{n} \to \mathbb{R}^{m} \) be a quadratic operator

\[
Q(x) = \left( \sum_{i,j=1}^{n} a_{i,j,1}x_{i}x_{j}, \sum_{i,j=1}^{n} a_{i,j,2}x_{i}x_{j}, \ldots, \sum_{i,j=1}^{n} a_{i,j,m}x_{i}x_{j} \right),
\]

where \( a_{i,j,k} \in \mathbb{R} \) are structural coefficients and \( x = (x_{1}, \ldots, x_{n}) \in \mathbb{R}^{n} \). Without loss of generality, one can assume that \( a_{i,j,k} = a_{j,i,k} \) for any \( i, j, k = \overline{1,n} \) and \( k = \overline{1,m} \). Let \( A_{k} = (a_{i,j,k})_{i,j=1}^{n} \) be a symmetric matrix for \( k = \overline{1,m} \). In this case, the quadratic operator can be written in the following form

\[
Q(x) = ((A_{1}x, x), (A_{2}x, x), \ldots, (A_{m}x, x))
\]

Let \( H_{n,m}(Q) \) be a real linear span of symmetric matrices \( A_{1}, \ldots, A_{m} \). We say that \( H_{n,m}(Q) \) is positive definite (resp. positive semidefinite) if there exists a positive definite (resp. a nonzero positive semidefinite but not positive definite) matrix in it. We say that \( H_{n,m}(Q) \) is indefinite if every nonzero matrix in it is indefinite. Let \( R_{n,m}(Q) = \{Q(x) : x \in \mathbb{R}^{n}\} \) and \( W_{n,m}(Q) = \{Q(x) : \|x\|_{2} = 1\} \) be the images of \( \mathbb{R}^{n} \) and \( B(0) = \{x \in \mathbb{R}^{n} : \|x\|_{2} = 1\} \), respectively, under the quadratic operator. Let \( \text{Ker}_{n,m}(Q) = \{x \in \mathbb{R}^{n} : Q(x) = 0\} \) be a kernel of the quadratic operator.
The study of convexity of the sets $R_{n,m}(Q)$, $W_{n,m}(Q)$ and on the relationship between the sets $H_{n,m}(Q)$ and $\text{Ker}_{n,m}(Q)$ are traced back to O. Toeplitz [54], F. Hausdorff [36], P. Halmos [35], C.A. Berger [27], R. Westwick [57], P. Finsler [31, 32], G.A. Bliss [55], W.T. Reid [51], A.A. Albert [3], E.J. McShane [35], M. Hestenes [37, 38, 39], F. John [43], L. Dines [28, 29, 30], and many others (see also [15–19]).

Let us consider the quadratic operator equation
\begin{equation}
Q(x) + Ax + b = 0, \quad x \in \mathbb{R}^n
\end{equation}
where $Q : \mathbb{R}^n \to \mathbb{R}^m$ is a quadratic operator and $A : \mathbb{R}^n \to \mathbb{R}^m$ is a linear operator, and $b \in \mathbb{R}^m$ is a vector.

1.2. Summary of the main results. The main goal is to study the structure of the set
$$X_{n,m}(Q, A, b) = \{ x \in \mathbb{R}^n : Q(x) + Ax + b = 0 \}$$
of solutions of quadratic operator equation.

**Definition 1.1.** A quadratic operator $Q : \mathbb{R}^n \to \mathbb{R}^m$ is called

(i) **elliptic** (in short EQO) if there exists a linear continuous functional $f : \mathbb{R}^m \to \mathbb{R}$ such that $f(Q(x))$ is a positive definite quadratic form;

(ii) **parabolic** (in short PQO) if there exists a nonzero linear continuous functional $f : \mathbb{R}^m \to \mathbb{R}$ such that $f(Q(x))$ is a semidefinite but no positive definite quadratic form;

(iii) **hyperbolic** (in short HQO) if for any nonzero linear continuous functional $f : \mathbb{R}^m \to \mathbb{R}$ the quadratic form $f(Q(x))$ is indefinite.

**Remark 1.1.** It is clear that the quadratic operator $Q : \mathbb{R}^n \to \mathbb{R}^m$ is elliptic (resp. parabolic, hyperbolic) if and only if $H_{n,m}(Q)$ is positive definite (resp. positive semidefinite, indefinite).

Consequently, by means of Dines’s result, we can fully describe all elliptic, parabolic, hyperbolic quadratic operators. Namely, we have the following result.

**Theorem 1.2.** [28, 29, 30] Let $Q : \mathbb{R}^n \to \mathbb{R}^m$ be a quadratic operator. The following statements hold true:

(i) $Q$ is elliptic if and only if $\text{tr}(SA_i) = 0$ with $S = S^T$ for all $i = 1, m$ implies that $S$ is indefinite.

(ii) $Q$ is parabolic if and only if there exists semidefinite $S = S^T$ with $\text{tr}(SA_i) = 0$ for all $i = 1, m$, but no such positive definite $S$.

(iii) $Q$ is hyperbolic if and only if there exists positive definite $S = S^T$ with $\text{tr}(SA_i) = 0$ for all $i = 1, m$.

There is a strong relation between the convexity of the sets $R_{n,m}(Q)$, $W_{n,m}(Q)$ and the uniqueness of the set $\text{Ker}_{n,m}(Q)$ whenever $Q : \mathbb{R}^n \to \mathbb{R}^m$ is the elliptic quadratic operator and $n \geq m$ (see [1, 2], [4, 13, 20–26, 30–32, 52, 56, 58]). In this survey paper, we are going to describe the set $X_{n,m}(Q, L, b)$ whenever $Q : \mathbb{R}^n \to \mathbb{R}^m$ is the elliptic quadratic operator and $n = m$.

Let $Q : \mathbb{R}^n \to \mathbb{R}^n$ be the elliptic quadratic operator. We know that, the quadratic form $f(Q(x))$ is positive definite in $\mathbb{R}^n$ if and only if there exists a positive number $\alpha > 0$ such that
$$f(Q(x)) \geq \alpha \cdot \|x\|_2^2,$$
for any $x \in \mathbb{R}^n$. Thus, $Q : \mathbb{R}^n \to \mathbb{R}^n$ is the elliptic quadratic operator if and only if there exist a continuous linear functional $f : \mathbb{R}^n \to \mathbb{R}$ and a number $\alpha > 0$ such that
$$f(Q(x)) \geq \alpha \cdot \|x\|_2^2, \quad \forall x \in \mathbb{R}^n.$$

Let $K'_Q$ be a set of all continuous linear functionals $f : \mathbb{R}^n \to \mathbb{R}$ such that the quadratic form $f(Q(x))$ is positive defined, i.e.,
$$K'_Q = \{ f : \exists \alpha_f > 0, \ f(Q(x)) \geq \alpha_f \|x\|_2^2, \ \forall \ x \in \mathbb{R}^n \}.$$
It is clear that $K'_Q \neq \emptyset$. 

\begin{equation}
Q(x) + Ax + b = 0, \quad x \in \mathbb{R}^n
\end{equation}
Proposition 1.3. If $Q : \mathbb{R}^n \to \mathbb{R}^n$ is the elliptic quadratic operator then $K'_Q$ is an open convex cone. Moreover, for any given minihedral cone $K \subset \mathbb{R}^n$ there exists the elliptic quadratic operator $Q : \mathbb{R}^n \to \mathbb{R}^n$ such that $K'_Q = K$.

For every $f \in K'_Q$, we define an ellipsoid

$$
E_f = \{ x \in \mathbb{R}^n : f(Q(x) + Ax + b) \leq 0 \},
$$

corresponding to $f \in K'_Q$. We define the following set

$$
E_n(Q, A, b) \equiv \bigcap_{f \in K'_Q} E_f.
$$

Theorem 1.4. If the equation (1.5) is solvable then $E_n(Q, A, b) \neq \emptyset$.

The following theorem gives more accurate description of the set $X_n(Q, A, b)$.

Theorem 1.5. If the equation (1.5) is solvable then $X_n(Q, A, b) \subset \text{Extr}(E_n(Q, A, b))$.

The following theorem gives a solvability criterion for the elliptic operator equation (1.5).

Theorem 1.6. The elliptic operator equation (1.5) is solvable if and only if

$$
\bigcap_{f \in K'_Q} \partial E_f \neq \emptyset.
$$

Moreover, if the elliptic operator equation (1.5) is solvable then

$$
X_n(Q, A, b) = \bigcap_{f \in K'_Q} \partial E_f.
$$

Let $\mathbb{K}$ be the set of extreme rays of the closed cone $\overline{K}_Q$. We define a set

$$
\Pi_f(\mathbb{K}) = \{ x \in \mathbb{R}^n : f(Q(x) + Ax + b) \leq 0, \ f \in \mathbb{K} \}.
$$

Proposition 1.7. One has that

$$
\bigcap_{f \in \mathbb{K}} \Pi_f(\mathbb{K}) = E_n(Q, A, b).
$$

Theorem 1.8. Every vertex of $E_n(Q, A, b)$ is a solution of the elliptic operator equation (1.5).

A solution of the elliptic operator equation (1.5) which is the vertex of $E_n(Q, L, b)$ has a special property among other solutions. We know that the set of all elliptic quadratic operators are closed under the small perturbation.

Definition 1.2. A solution $x_0$ of the elliptic operator equation (1.5) is called stable if for any $\epsilon > 0$ there exists $\delta > 0$ such that the perturbed elliptic operator equation $Q(x) + Ax + b = 0$ has a solution $\tilde{x}_0$ such that $\| \tilde{x}_0 - x \| < \epsilon$ whenever $\| Q - Q \| < \delta$, $\| A - A \| < \delta$, $\| b - b \| < \delta$.

Theorem 1.9. A solution of the elliptic operator equation (1.5) is stable if and only if it is a vertex of $E_n(Q, L, b)$.

We could speak more about the stable solutions of the elliptic operator equation (1.5).

Theorem 1.10. An elliptic operator equation (1.5) has an even (possibly, zero) number of stable solutions.

We can also approximate the stable solutions of elliptic operator equation (1.5) by the Newton-Kantorovich method. It is easy to check that the set

$$
\mathcal{D} = \mathbb{R}^n \setminus \left( \bigcup_{f \in \mathbb{K}} \Pi_f(\mathbb{K}) \right)
$$

is an open set. Let $\mathcal{D}_0$ be a connected component of $\mathcal{D}$ and $\overline{\mathcal{D}}_0$ be its closure.

Let $P : \mathbb{R}^n \to \mathbb{R}^n$ be a mapping defined as $P(x) := Q(x) + Ax + b$ for any $x \in \mathbb{R}^n$. 

Theorem 1.11. If there exists \( x_0 \in \mathbb{D}_0 \) such that \( \overline{\mathbb{D}}_0 \) does not contain any straight line passing through \( x_0 \) then there exists a stable solution \( x_* \) of the elliptic operator equation (1.5) which belongs to \( \mathbb{D}_0 \). Moreover, the inverse \( [P'(x_0)]^{-1} \) of the mapping \( P'(x_0) \) exists and the sequence \( \{x_k\}_{k=1}^{\infty} \) defined as follows
\[
x_{k+1} = x_k - [P'(x_k)]^{-1} P(x_k), \quad k = 0, 1, \ldots
\]
converges to the stable solution \( x_* \).

We are aiming to classify the set of elliptic operators based on their ranks.

Let \( Q : \mathbb{R}^n \to \mathbb{R}^n \) be an elliptic quadratic operator. Let \( \mathbb{K} \) be the set of extremal rays of \( \mathbb{K}_Q \). Then, due to Krein-Milman theorem, we have that \( \text{conv}(\mathbb{K}) = \mathbb{K}_Q \), where \( \text{conv}(\mathbb{K}) \) is a convex hull of \( \mathbb{K} \). Let \( \text{rg}_f Q \) stand for the rank of the quadratic form \( f(Q(x)) \). It is clear that the rank \( \text{rg}_f Q \) of the quadratic form \( f(Q(x)) \) is equal to the rank of the associated symmetric matrix \( A \). Due to the construction of the set \( \mathbb{K}_Q \), one has that \( \text{rg}_f Q = n \) whenever \( f \in \mathbb{K}_Q \) and \( \text{rg}_f Q < n \) whenever \( f \in \partial\mathbb{K}_Q \).

Definition 1.3. The number
\[
\text{rg} Q = \max_{f \in \mathbb{K}} \text{rg}_f Q
\]
is called a rank of the elliptic quadratic operator \( Q : \mathbb{R}^n \to \mathbb{R}^n \).

It is clear that \( 1 \leq \text{rg} Q \leq n - 1 \) for any elliptic quadratic operator. Moreover, if \( A, B \) are invertible matrices such that \( AQ(B(x)) \) also is an elliptic quadratic operator then \( \text{rg}(AQ(B)) = \text{rg} Q \).

Definition 1.4. An elliptic quadratic operator \( Q : \mathbb{R}^n \to \mathbb{R}^n \) is called homogeneous of rank \( k \), if one has that \( \text{rg}_f Q = k \) for any \( f \in \mathbb{K} \).

We can describe the cone \( \mathbb{K}_Q \) for a homogeneous elliptic quadratic operators of order \( k \).

Theorem 1.12. Let \( Q \) be a homogeneous elliptic quadratic operator. One has that \( \text{rg} Q = 1 \) if and only if \( \mathbb{K}_Q \) is a minizedular cone, i.e, \( \mathbb{K} \) contains exactly \( n \) extremal rays. Moreover, if \( \text{rg} Q = 1 \) then there exist invertible matrices \( A, B \) such that \( AQ(Bx) = (x_1^2, x_2^2, \ldots, x_n^2) \).

Theorem 1.13. Let \( Q \) be a homogeneous elliptic quadratic operator. If \( \text{rg} Q \geq 2 \) then \( \mathbb{K} \) is an infinite set. Moreover, if \( \text{rg} Q = n - 1 \) then \( \mathbb{K} = \partial\mathbb{K}_Q \).

In general, it is a tedious work to describe the cone \( \mathbb{K}_Q \) of homogeneous elliptic quadratic operators with rank \( 2 \leq \text{rg} Q \leq n - 2 \). It can be observed in some examples.

We can provide some explicit sufficient conditions for the solvability of elliptic rank-1 operator equation (1.5). Let \( Q : \mathbb{R}^n \to \mathbb{R}^n \) be an elliptic operator of the rank-1. Then, the elliptic operator equation (1.5) can be written as follows
\[
x^2 = \sum_{i=1}^{n} a_{ki} x_i + b_k, \quad k = 1, n.
\]

Theorem 1.14. Let \( A = (a_{ij})_{i,j=1}^{n} \) be a matrix such that \( a_{i1} \cdot a_{i2} \geq 0 \) for all \( i_1, i_2, j = 1, n \). If one has that
\[
\left( \sum_{j=1}^{n} \min_{i=1,n} |a_{ij}| \right)^2 + 4 \min_{i=1,n} b_i > 0
\]
then the elliptic operator equation (1.6) has at least two stable solutions.

Remark 1.15. In the case \( n = 1 \), the condition (1.7) coincides with the positivity of the discriminant of the quadratic equation \( x^2 = ax + b \). Hence, the condition (1.7) is a necessary and sufficient condition for the existence of two stable solutions whenever \( n = 1 \).
2. A CLASSIFICATION OF QUADRATIC OPERATORS

In this section we are going to classify quadratic operators into three classes and to study their properties. In what follows, we shall consider quadratic operators on the finite dimensional Euclidian space $\mathbb{R}^n$.

Let $B: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$ be a symmetric bilinear operator. A quadratic operator $Q: \mathbb{R}^n \to \mathbb{R}^n$ is defined as follows

$$Q(x) = B(x, x), \quad \forall x \in \mathbb{R}^n.$$ 

It is well-known that every quadratic operator $Q: \mathbb{R}^n \to \mathbb{R}^n$ uniquely defines the symmetrical bilinear operator $B: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$ associated with the given quadratic operator $Q$

$$B(x, y) = \frac{1}{4}(Q(x + y) - Q(x - y)) = \frac{1}{2}[Q(x + y) - Q(x) - Q(y)].$$ 

Moreover, every quadratic operator $Q: \mathbb{R}^n \to \mathbb{R}^n$ can be written in the coordinate form as follows

$$Q(x) = \left( \sum_{i,j=1}^{n} a_{ij,1}x_i x_j, \sum_{i,j=1}^{n} a_{ij,2}x_i x_j, \cdots, \sum_{i,j=1}^{n} a_{ij,n}x_i x_j \right),$$

where $a_{ij,k} \in \mathbb{R}$ are structural coefficients and $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$. Without loss any generality, one can assume that $a_{ij,k} = a_{ji,k}$. We denote the set of all quadratic operators acting on $\mathbb{R}^n$ by $\mathcal{Q}_n$.

Any quadratic operator $Q: \mathbb{R}^n \to \mathbb{R}^n$ is bounded, i.e., there exists a positive number $M > 0$ such that

$$\|Q(x)\| \leq M \cdot \|x\|^2, \quad \forall x \in \mathbb{R}^n,$$

and it is continuous. Let us define the norm of the quadratic operator $Q$ by

$$\|Q\| = \sup_{\|x\| \leq 1} \|Q(x)\|.$$ 

It is clear that $\|Q(x)\| \leq \|Q\| \cdot \|x\|^2$ for any $x \in \mathbb{R}^n$.

One can see that the set $\mathcal{Q}_n$ forms the $\frac{n^2(n+1)}{2}$-dimensional normed space with the quadratic operator norm. We are going to classify quadratic operators into three classes.

**Definition 2.1.** A quadratic operator $Q: \mathbb{R}^n \to \mathbb{R}^m$ is called

(i) elliptic (in short EQO) if there exists a linear continuous functional $f: \mathbb{R}^m \to \mathbb{R}$ such that $f(Q(x))$ is a positive definite quadratic form;

(ii) parabolic (in short PQO) if there exists a nonzero linear continuous functional $f: \mathbb{R}^m \to \mathbb{R}$ such that $f(Q(x))$ is a positive semidefinite but no positive definite quadratic form;

(iii) hyperbolic (in short HQO) if for any nonzero linear continuous functional $f: \mathbb{R}^m \to \mathbb{R}$ the quadratic form $f(Q(x))$ is indefinite.

We denote the sets of all elliptic quadratic, parabolic quadratic, and hyperbolic quadratic operators acting on $\mathbb{R}^n$ by $\mathcal{E} \mathcal{Q}_n$, $\mathcal{P} \mathcal{Q}_n$, and $\mathcal{H} \mathcal{Q}_n$, respectively.

We know that, the quadratic form $f(Q(x))$ is positive defined in a finite dimensional vector space if and only if there exists a positive number $\alpha > 0$ such that

$$f(Q(x)) \geq \alpha \cdot \|x\|^2,$$

for any $x \in \mathbb{R}^n$. Thus $Q: \mathbb{R}^n \to \mathbb{R}^n$ is an EQO if and only if there exist a continuous linear functional $f: \mathbb{R}^n \to \mathbb{R}$ and a number $\alpha > 0$ such that

$$f(Q(x)) \geq \alpha \cdot \|x\|^2, \quad \forall x \in \mathbb{R}^n.$$ 

First of all, we shall study some basic properties of quadratic operators.

Let $Q: \mathbb{R}^n \to \mathbb{R}^n$ be an EQO and $K'_Q$ be a set of all continuous linear functionals $f: \mathbb{R}^n \to \mathbb{R}$ such that the quadratic form $f(Q(x))$ is positive defined, i.e.,

$$K'_Q = \{ f: \exists \alpha_f > 0, \ f(Q(x)) \geq \alpha_f \|x\|^2, \ \forall x \in \mathbb{R}^n \}.$$
Due to the definition of EQO we have that $K'_Q \neq \emptyset$.

We recall that a set $K \subset \mathbb{R}^n$ is called a cone if $\lambda K \subset K$ for any $\lambda > 0$ and $K \cap (-K) = \emptyset$.

**Proposition 2.1.** If $Q : \mathbb{R}^n \to \mathbb{R}^n$ is an EQO and $K'_Q$ is defined by (2.1) then $K'_Q$ is an open convex cone.

**Proof.** Let us show that $K'_Q$ is a cone. For any $Q \in K'_Q$ then one has $f_i(Q(x)) \geq \alpha_i \|x\|^2$ for any $x \in \mathbb{R}^n$. Since $Q$ is bounded, we have

$$\|Q(x)\| \leq M \cdot \|x\|^2,$$

for some $M > 0$ and for any $x \in \mathbb{R}^n$. If we take $\varepsilon = \frac{\alpha_0}{2M}$ then for any linear functional $f : \mathbb{R}^n \to \mathbb{R}$ with $\|f - f_0\| < \varepsilon$ we get

$$f(Q(x)) = f_0(Q(x)) + (f - f_0)(Q(x)) \geq \alpha_0 \|x\|^2 - \|f - f_0\| \cdot \|Q(x)\| \geq \alpha_0 \|x\|^2 - \frac{\alpha_0}{2M} \cdot M \cdot \|x\|^2 = \frac{\alpha_0}{2} \|x\|^2.$$

This means that $f \in K'_Q$, and $K'_Q$ is a convex set.

Let us show that $K'_Q$ is a cone. If $f_1, f_2 \in K'_Q$ then one has $f_i(Q(x)) \geq \alpha_i \|x\|^2$ for any $x \in \mathbb{R}^n$ where $\alpha_i > 0$, $i = 1, 2$. Let $f_\lambda = \lambda f_1 + (1 - \lambda)f_2$, $0 \leq \lambda \leq 1$. We then get

$$f_\lambda(Q(x)) = \lambda f_1(Q(x)) + (1 - \lambda)f_2(Q(x)) \geq (\lambda \alpha_1 + (1 - \lambda)\alpha_2) \cdot \|x\|^2 \geq \min\{\alpha_1, \alpha_2\} \cdot \|x\|^2.$$

Hence, $f_\lambda \in K'_Q$ for any $0 \leq \lambda \leq 1$, i.e., $K'_Q$ is a convex set.

It immediately follows from the definition of the set $K'_Q$ that $\lambda K'_Q \subset K'_Q$ for any $\lambda > 0$ and $K'_Q \cap (-K'_Q) = \emptyset$. This means that $K'_Q$ is a cone.

**Remark 2.2.** It is worth mentioning that a closure $\overline{K'_Q}$ of $K'_Q$ may not be a cone. For example, let us consider the following EQO on $\mathbb{R}^2$

$$Q(x) = (x_1^2 + x_2^2, x_1^2 + x_2^2).$$

Then $K'_Q = \{ (\alpha, \beta) : \alpha + \beta > 0 \}$. However, the set $\overline{K_Q} = \{ (\alpha, \beta) : \alpha + \beta \geq 0 \}$ is a semi-plane which is not a cone.

Recall, given a cone $K \subset \mathbb{R}^n$, we can define a partial ordering $\leq_K$ with respect to $K$ by $x \leq_K y$ if $y - x \in K$. The cone $K$ is called minihedral if sup $\{x, y\}$ exists for any $x, y \in \mathbb{R}^n$, where the supremum is taken with respect to the partial ordering $\leq_K$. It is well-known that $K \subset \mathbb{R}^n$ is a minihedral cone if and only if it is a conical hull of $n$ linear independent vectors, i.e.,

$$K = cone\{z_1, \ldots, z_n\} = \left\{ x : x = \sum_{i=1}^n \lambda_i z_i, \; \lambda_i \geq 0 \right\}.$$

**Proposition 2.3.** For any given minihedral cone $K \subset \mathbb{R}^n$ there exists an EQO such that $\overline{K_Q} = K$.

**Proof.** Let

$$C = \{ x \in \mathbb{R}^n : f(x) \geq 0, \; \forall f \in K \}$$

be a dual cone to the given minihedral cone $K$. It is known that $C$ is also a minihedral cone. Without loss of generality, we may suppose that

$$C = cone\{e_1, \ldots, e_n\},$$

where $e_i = (\delta_{1i}, \ldots, \delta_{ni})$ and

$$\delta_{ij} = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{if } i \neq j \end{cases}.$$

We define the quadratic operator $Q : \mathbb{R}^n \to \mathbb{R}^n$ as follows

$$Q(x) = (x_1^2, \ldots, x_n^2),$$
where $x = \sum_{i=1}^{n} x_i e_i$.

Let $f = (\lambda_1, \ldots, \lambda_2)$ be a linear functional. Then a quadratic form

$$f(Q(x)) = \sum_{i=1}^{n} \lambda_i x_i^2,$$

is positive defined if and only if $\lambda_1 > 0, \ldots, \lambda_n > 0$. Consequently,

$$K'_{Q} = \{(\lambda_1, \ldots, \lambda_n) : \lambda_1 > 0, \ldots, \lambda_n > 0\}$$

and

$$\mathcal{K}'_{Q} = \{(\lambda_1, \ldots, \lambda_n) : \lambda_1 \geq 0, \ldots, \lambda_n \geq 0\} = \text{cone}\{f_1, \ldots, f_n\},$$

where $f_i = (\delta_{i1}, \ldots, \delta_{in})$. Since $f_i(e_j) = \delta_{ij}$ we hence have $\mathcal{K}'_{Q} = K$. 

**Lemma 2.4.** If $K_1$ and $K_2$ are open cones in $\mathbb{R}^n$, $n \geq 2$ then there exists a minihedral cone $K$ such that

$$K_1 \cap \text{int}K \neq \emptyset, \quad K_2 \cap \text{int}K \neq \emptyset,$$

where $\text{int}K$ is an interior of $K$.

**Proof.** Let $K_1$ and $K_2$ be open cones. Then we can take $y_i \in K_1$, $i = 1, 2$ such that $y_1$ and $y_2$ are linear independent. We complete these vectors $\{y_1, y_2\}$ up to a base $\{y_1, y_2, \ldots, y_n\}$ of $\mathbb{R}^n$. Then, it is easy to see that the minihedral cone $K = \text{cone}\{y_1, y_2, \ldots, y_n\}$ satisfies all conditions of the lemma. 

**Proposition 2.5.** The set $\mathcal{E}\Omega_n$ is a path connected subset of $\Omega_n$ whenever $n \geq 2$.

**Proof.** Let $Q_i$, $i = 0, 1$ be elliptic operators and $K'_{Q_i}$, $i = 0, 1$ be the corresponding open cones. Due to Lemma 2.4 we can choose the minihedral cone $K$ such that $K'_{Q_i} \cap \text{int}K \neq \emptyset$, $i = 0, 1$. According to Proposition 2.3 we can construct an elliptic operator $Q$ such that $\mathcal{K}'_{Q} = K$. We define a quadratic operator $Q_\lambda : \mathbb{R}^n \to \mathbb{R}^n$ as follows

$$Q_\lambda = \begin{cases} 2\lambda Q + (1 - 2\lambda)Q_0 & \text{if } 0 \leq \lambda < \frac{1}{2} \\ 2(1 - \lambda)Q + (2\lambda - 1)Q_1 & \text{if } \frac{1}{2} \leq \lambda \leq 1. \end{cases}$$

Let us show that $Q_\lambda$ is elliptic for any $\lambda \in [0, 1]$. If $f_0 \in K'_{Q_0} \cap \text{int}K$ and $0 \leq \lambda < \frac{1}{2}$ then one has $f_0(Q_0(x)) \geq \alpha_0 \|x\|^2$, $\alpha_0 > 0$ and $f_0(Q(x)) \geq \beta_0 \|x\|^2$, $\beta_0 > 0$. Hence

$$f_0(Q_\lambda(x)) = f_0(2\lambda Q + (1 - 2\lambda)Q_0(x)) \geq (2\lambda \alpha_0 + (1 - 2\lambda)\beta_0) \cdot \|x\|^2 \geq \min\{\alpha_0, \beta_0\} \cdot \|x\|^2.$$

Similarly for $f_1 \in K'_{Q_1} \cap \text{int}K$ and $\frac{1}{2} < \lambda \leq 1$ we get that $f_1(Q_\lambda(x)) \geq \min\{\alpha_1, \beta_1\} \cdot \|x\|^2$ where $\alpha_1 > 0, \beta_1 > 0$ such that $f_1(Q_1(x)) \geq \alpha_1 \|x\|^2$, $f_1(Q(x)) \geq \beta_1 \|x\|^2$. This completes the proof. 

**Remark 2.6.** It is worth noting that in the case $n = 1$, Lemma 2.4 and Proposition 2.5 are not true. Indeed, in this case any quadratic operator has a form $Q(x) = ax^2$, and the ellipticity means that $a \neq 0$. Thus, the set of all elliptical operators in one dimensional setting is $\mathbb{R}^1 \setminus \{0\}$, which is not connected.

**Proposition 2.7.** The set $\mathcal{E}\Omega_n$ is an open subset of $\Omega_n$.

**Proof.** Let $Q_0 : \mathbb{R}^n \to \mathbb{R}^n$ be EQO, then there is a linear functional $f_0 : \mathbb{R}^n \to \mathbb{R}$ such that $f_0(Q_0(x)) \geq \alpha_0 \|x\|^2$ for some $\alpha_0 > 0$. We then want to show that

$$\{Q : \|Q - Q_0\| < \frac{\alpha_0}{2\|f_0\|}\} \subset \mathcal{E}\Omega_n.$$

Indeed, if $Q : \mathbb{R}^n \to \mathbb{R}^n$ is a quadratic operator with

$$\|Q(x) - Q_0(x)\| < \frac{\alpha_0}{2\|f_0\|} \cdot \|x\|^2, \forall x \in \mathbb{R}^2,$$
then one has that
\[ f_0(Q(x)) = f_0(Q_0(x)) + f_0(Q(x) - Q_0(x)) \geq \alpha_0 \|x\|^2 - \|f_0\| \cdot \frac{\alpha_0}{2\|f_0\|} \cdot \|x\|^2 = \frac{\alpha_0}{2} \cdot \|x\|^2. \]

This means that \( Q \) is the EQO and \( \mathcal{C} \Omega_n \) is the open subset of \( \Omega_n \).

Analogously, one can prove the following statement.

**Proposition 2.8.** The following statements hold true:

(i) The set \( \mathcal{P} \Omega_n \) is a closed and path connected subset of \( \Omega_n \) with empty interior;

(ii) The set \( \mathcal{H} \Omega_n \) is an open subset of \( \Omega_n \).

3. Examples

We are going to provide some examples for quadratic operators.

**Example 3.1** (The classification of quadratic operators on \( \mathbb{R}^2 \)). Let us consider the quadratic operator acting on \( \mathbb{R}^2 \), i.e.,
\[ Q(x) = (a_1 x_1^2 + 2b_1 x_1 x_2 + c_1 x_2^2, a_2 x_1^2 + 2b_2 x_1 x_2 + c_2 x_2^2), \]
where \( x = (x_1, x_2) \in \mathbb{R}^2 \). We denote by
\[ \Delta = \begin{vmatrix} a_1 & c_1 \\ a_2 & c_2 \end{vmatrix}^2 - 4 \begin{vmatrix} a_1 & b_1 \\ a_2 & b_2 \end{vmatrix} \cdot \begin{vmatrix} b_1 & c_1 \\ b_2 & c_2 \end{vmatrix}. \]

If we avoid the case \( \frac{a_1}{a_2} = \frac{b_1}{b_2} = \frac{c_1}{c_2} \) then we have the following:

(i) \( Q \) is elliptic if and only if \( \Delta > 0 \);

(ii) \( Q \) is parabolic if and only if \( \Delta = 0 \);

(iii) \( Q \) is hyperbolic if and only if \( \Delta < 0 \).

Using this argument one can construct concrete examples:

(a) \( Q_1(x) = (x_1^2, x_2^2) \) is elliptic;

(b) \( Q_2(x) = (x_1^2, x_1 x_2) \) is parabolic;

(c) \( Q_3(x) = (x_1^2 - x_2^2, x_1 x_2) \) is hyperbolic.

**Example 3.2** (The Stein–Ulam operator). Let us consider the following quadratic operator acting on \( \mathbb{R}^3 \):
\[ Q(x) = (x_1^2 + 2x_1 x_2, x_2^2 + 2x_2 x_3, x_3^2 + 2x_1 x_3). \]

For a linear functional \( f(x) = \lambda_1 x_1 + \lambda_2 x_2 + \lambda_3 x_3 \) we have the following quadratic form
\[ f(Q(x)) = (a_1 x_1^2 + 2a_1 x_1 x_2 + a_2 x_2^2 + 2a_2 x_2 x_3 + a_3 x_3^2 + 2a_3 x_1 x_3. \]

The matrix of this quadratic form is
\[ A = \begin{pmatrix} \lambda_1 & \lambda_1 & \lambda_3 \\ \lambda_1 & \lambda_2 & \lambda_2 \\ \lambda_3 & \lambda_2 & \lambda_3 \end{pmatrix}. \]

Due to Silvester’s criterion, the quadratic form (3.1) is positive defined if and only if
\[ \lambda_1 > 0, \lambda_2 > 0, \lambda_3 > 0, \lambda_2 > \lambda_1, \lambda_3 > \lambda_2, \lambda_1 > \lambda_3. \]

However, this system of inequalities has no solutions. Therefore, this quadratic operator is not elliptic.

On the other hand if we take the linear functional \( f : \mathbb{R}^3 \to \mathbb{R} \) as \( f(x) = x_1 + x_2 + x_3 \) then we have
\[ f(Q(x)) = (x_1 + x_2 + x_3)^2 \geq 0. \]
Consequently, \( Q : \mathbb{R}^3 \to \mathbb{R}^3 \) is the parabolic quadratic operator.
Example 3.3. Let us consider the following quadratic operator \( Q : \mathbb{R}^n \to \mathbb{R}^n \)

\[
Q(x) = (x_1^2 + x_2^2 + x_3^2 + \cdots + x_{n-1}^2 + 2x_n(x_1 + \cdots + x_{n-1})),
\]

where \( x = (x_1, \cdots, x_n) \). Then for the linear functional \( f(x) = \lambda_1 x_1 + \cdots + \lambda_n x_n \) we get the following quadratic form

\[
f(Q(x)) = \sum_{i=1}^{n-1} \lambda_i x_i^2 + \left( \sum_{i=1}^{n-1} \lambda_i \right) x_n^2 + 2\lambda_n x_n(x_1 + \cdots + x_{n-1}).
\]

The matrix of this quadratic form (3.2) is

\[
A = \begin{pmatrix}
\lambda_1 & 0 & 0 & \cdots & 0 & \lambda_n \\
0 & \lambda_2 & 0 & \cdots & 0 & \lambda_n \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \lambda_{n-1} & \lambda_n \\
\lambda_n & \lambda_n & \lambda_n & \cdots & \lambda_n & \sum_{i=1}^{n-1} \lambda_i
\end{pmatrix}.
\]

Due to Silvester’s criterion, the quadratic form (3.2) is positive defined if and only if

\[
\sum_{i=1}^{n-1} \lambda_i - \lambda_n^2 \sum_{i=1}^{n-1} \frac{1}{\lambda_i} > 0, \quad \lambda_i > 0, \quad i = 1, n-1.
\]

Therefore, we obtain that

\[
K'_Q = \left\{ f = (\lambda_1, \cdots, \lambda_n) : \lambda_i > 0, \quad i = 1, n-1, \quad \lambda_n^2 < \frac{\lambda_1 + \lambda_2 + \cdots + \lambda_{n-1}}{\lambda_1 + \cdots + \frac{1}{\lambda_{n-1}}} \right\}.
\]

Consequently, the given quadratic operator \( Q \) is elliptic.

One can easily prove the following statement.

Proposition 3.4. Let \( Q : \mathbb{R}^n \to \mathbb{R}^n \) be a quadratic operator. Then the following assertions hold true:

(i) If one of matrices \( A_1, \cdots, A_n \) is positive defined then \( Q \) is an EQO.
(ii) If matrices \( A_1, \cdots, A_n \) are linear independent in the matrix algebra and commute each other then \( Q \) is an EQO and \( K'_Q \) is a minihedral cone.

4. The necessary condition for an existence of solutions

In this section, we will consider elliptic operator equation and we will provide some necessary conditions for the existence of its solution.

The following equation

\[
P(x) \equiv Q(x) + Ax + b = 0, \quad x \in \mathbb{R}^n,
\]

is called an elliptic quadratic operator equation, where \( Q : \mathbb{R}^n \to \mathbb{R}^n \) is an elliptic quadratic operator, \( A : \mathbb{R}^n \to \mathbb{R}^n \) is a linear operator and \( b \in \mathbb{R}^n \) is a given vector.

Let \( K'_Q \) be an open convex cone given by (2.1) associated with an elliptical operator \( Q \). For every \( f \in K'_Q \) we denote by

\[
\mathcal{E}_f = \{ x \in \mathbb{R}^n : f(Q(x) + Ax + b) \leq 0 \},
\]

and it is called an ellipsoid corresponding to \( f \in K'_Q \). It is obvious that if \( \mathcal{E}_f = \emptyset \) for some linear functional \( f \in K'_Q \) then the elliptic operator equation (4.1) does not have any solutions.

Therefore, the necessary condition for the solvability of the elliptic operator equation (1.5) is that \( \mathcal{E}_f \neq \emptyset \) for any \( f \in K'_Q \). Throughout this paper, we always assume that \( \mathcal{E}_f \neq \emptyset \) for any \( f \in K'_Q \).
We define the following set
\[ \mathcal{E}_n(Q, A, b) \equiv \bigcap_{f \in K'_Q} \mathcal{E}_f. \]

**Theorem 4.1.** If the equation (4.1) is solvable then \( \mathcal{E}_n(Q, A, b) \neq \emptyset \).

We will prove this theorem after several auxiliary lemmas.

4.1. **Auxiliary results.** Recall that a set \( M \subset \mathbb{R}^n \) is called *uniformly convex* if for any \( \epsilon > 0 \) there exists \( \delta > 0 \) such that it follows from \( x, y \in M, \|x - y\| \geq \epsilon \) and \( \|z - \frac{x + y}{2}\| \leq \delta \) that \( z \in M \).

**Lemma 4.2.** \( \mathcal{E}_f \) is a closed bounded and uniformly convex set.

**Proof.** Since \( Q, A, f \) are continuous mappings, \( \mathcal{E}_f \) is a closed set.

**Boundedness.** Note that if we show that
\[ f(Q(x) + Ax + b) > 0 \]
for all \( x \in \mathbb{R}^n \) such that \( \|x\| \geq C \) for some \( C > 0 \) then one has that \( \mathcal{E}_f \subset B(\theta, C) \). This means that \( \mathcal{E}_f \) is bounded, where
\[ B(a, r) = \{ x \in \mathbb{R}^n : \|x - a\| \leq r \}, \ a \in \mathbb{R}^n, \ r > 0. \]

Without loss of generality, we may assume that \( \|f\| = 1 \). Then, we have that
\[ f(Q(x) + Ax + b) \geq f(Q(x)) - \|A\| \cdot \|x\| - \|b\| \geq \alpha \|x\|^2 - \|A\| \cdot \|x\| - \|b\|. \]

If
\[ \|x\| > \frac{\|A\| + \sqrt{\|A\|^2 + 4\alpha \cdot \|b\|}}{2\alpha}, \]
then \( \alpha \|x\|^2 - \|A\| \cdot \|x\| - \|b\| > 0 \), i.e. \( f(Q(x) + Ax + b) > 0 \). Therefore, \( \mathcal{E}_f \subset B(\theta, C) \) where
\[ C = \frac{\|A\| + \sqrt{\|A\|^2 + 4\alpha \cdot \|b\|}}{2\alpha}. \]
Consequently, \( \mathcal{E}_f \) is bounded.

**Uniformly convexity.** We denote by \( P(x) \equiv Q(x) + Ax + b \). Let \( x, y \in \mathcal{E}_f \) with \( \|x - y\| \geq \epsilon > 0 \)
We consider a function
\[ \varphi(\lambda) = f(P(\lambda x + (1 - \lambda)y)) + \alpha \epsilon^2 \lambda (1 - \lambda), \]
where \( 0 \leq \lambda \leq 1 \). Since
\[ Q(\lambda x + (1 - \lambda)y) = \lambda^2 Q(x) + 2\lambda (1 - \lambda) B(x, y) + (1 - \lambda)^2 Q(y), \]
where \( B(\cdot, \cdot) \) is a symmetric bilinear operator generated by \( Q \) then one gets that
\[ \frac{d^2 \varphi}{d \lambda^2}(\lambda) = 2f(Q(x - y)) - 2\alpha \epsilon^2 \geq 2\alpha \|x - y\|^2 - 2\alpha \epsilon^2 \geq 0. \]

Thus \( \varphi(\lambda) \) is a convex function. Due to Jensen’s inequality it follows that
\[ \varphi \left( \frac{1}{2} \right) \leq \frac{1}{2} (\varphi(0) + \varphi(1)), \]
which yields that
\[ f \left( P \left( \frac{x + y}{2} \right) \right) + \frac{\alpha \epsilon^2}{4} \leq \frac{1}{2} [f(P(x)) + f(P(y))]. \]

Since \( x, y \in \mathcal{E}_f \), one has that \( f(P(x)) \leq 0 \) and \( f(P(y)) \leq 0 \). Hence, we obtain that
\[ f \left( P \left( \frac{x + y}{2} \right) \right) \leq -\frac{\alpha \epsilon^2}{4} < 0. \]

On the other hand, we have that
\[ P \left( \frac{x + y}{2} + h \right) = P \left( \frac{x + y}{2} \right) + 2B \left( \frac{x + y}{2}, h \right) + Q(h) + Ah. \]
Since $\mathcal{E}_f$ is a bounded set one can choose $C > 0$ such that 
\[
\left\| B\left(\frac{x + y}{2}, h\right) \right\| \leq C \cdot \|h\|, \quad \forall x, y \in \mathcal{E}_f.
\]
Therefore, there exists $\delta > 0$ (which does not depend on $x, y \in \mathcal{E}_f$) such that 
\[
f\left(2B\left(\frac{x + y}{2}, h\right) + Q(h) + Ah\right) \leq \frac{\alpha\epsilon^2}{4},
\]
for all $\|h\| \leq \delta$. Then it follows from (4.2), (4.3), and (4.4) that 
\[
f\left(P\left(\frac{x + y}{2} + h\right)\right) \leq 0,
\]
whence 
\[
\mathbb{B}\left(\frac{x + y}{2}, \delta\right) \subset \mathcal{E}_f
\]
which follows from $x, y \in \mathcal{E}_f$, $\|x - y\| \geq \epsilon$ and $\|z - \frac{x + y}{2}\| \leq \delta$ that $z \in \mathcal{E}_f$. \hfill \Box

**Lemma 4.3.** The map $f \to \mathcal{E}_f$ is continuous in $K^*_Q$, i.e. if $f_0 \in K^*_Q$ then for any $\epsilon > 0$ there exists $\delta = \delta(\epsilon, f_0) > 0$ such that from $\|f - f_0\| \leq \delta$ and $f \in K^*_Q$ it follows that $\mathcal{E}_f \subset U_\epsilon(\mathcal{E}_{f_0})$, where 
\[
U_\epsilon(\mathcal{E}_{f_0}) = \{x \in \mathbb{R}^n : \inf_{y \in \mathcal{E}_{f_0}} \|x - y\| < \epsilon\}.
\]

**Proof.** Without loss of generality, we may assume that $\|f\| = \|f_0\| = 1$. Let 
\[
f_0(Q(x)) \geq \alpha\|x\|^2, \quad \|Q(x)\| \leq M \cdot \|x\|^2, \quad \delta_1 = \frac{\alpha}{2M}.
\]
Then, for any $f \in K^*_Q$ with $\|f - f_0\| \leq \delta_1$ it follows from (4.5) that 
\[
f(Q(x)) = f_0(Q(x)) + (f - f_0)(Q(x)) \geq \frac{\alpha}{2}\|x\|^2.
\]

The inequality (4.6) implies that 
\[
f(P(x)) \geq \frac{\alpha}{2}\|x\|^2 - \|A\| \cdot \|x\| - \|b\|.
\]

Therefore, if $\|x\| > C$, where $C = \sqrt{\|A\|^2 + 2\alpha\|A\|\|b\|}$ then $f(P(x)) > 0$ for any $f \in \mathbb{B}(f_0, \delta_1)$ This means that \[
\bigcup_{f \in \mathbb{B}(f_0, \delta_1)} \mathcal{E}_f
\]
is bounded. Consequently, there exists $L > 0$ such that $\|P(x)\| \leq L$ for any $x \in \bigcup_{f \in \mathbb{B}(f_0, \delta_1)} \mathcal{E}_f$. Now we show that there is $\eta > 0$ such that 
\[
\{x \in \mathbb{R}^n : f_0(P(x)) \leq \eta\} \subset U_\epsilon(\mathcal{E}_{f_0}).
\]
Indeed, let $x \notin U_\epsilon(\mathcal{E}_{f_0})$. Since $\mathcal{E}_{f_0}$ is a closed convex set, there exists a projection $x_0$ of $x$ onto $\mathcal{E}_{f_0}$. Then $x_0$ should be a boundary point of $\mathcal{E}_{f_0}$. Hence $f_0(P(x_0)) = 0$.

By letting $h = x - x_0$ and using Taylor formula, one can get that
\[
f_0(P(x)) = f_0(P(x_0)) + f_0(P'(x_0)(h)) + f_0(Q(h)),
\]
where $P'(x_0) = 2B(x_0, h) + Ah$ is the Fréchet derivative of the operator $P$ at $x_0$. Since $x_0$ is a projection of $x$ onto $\mathcal{E}_{f_0}$ one has that $f_0(P(x_0)) = 0$. Therefore, we have that 
\[
f_0(P(x)) = f_0(P'(x_0)(h)) + f_0(Q(h)).
\]

Since $f_0 \in K^*_Q$, one obtains that $f_0(P(x)) \geq 0$ and $f_0(Q(h)) \geq 0$ for any $x \notin \mathcal{E}_{f_0}$ and for all $h \in \mathbb{R}^n$. Let $x' = x_0 + th$ and $0 < t < 1$. Then, it follows from (4.9) and $x' \notin \mathcal{E}_{f_0}$ that 
\[
f_0(P(x')) = tf_0(P'(x_0)(h)) + t^2f_0(Q(h)) > 0,
\]
for any $0 < t < 1$. This yeilds that $f_0(P'(x_0)(h)) \geq 0$. 

By means of \( f_0(P'(x_0)(h)) \geq 0 \) and \( \|x-x_0\| = \|h\| > \epsilon \), we obtain from (4.9) that
\[
f_0(P(x)) \geq f_0(Q(h)) > \alpha \epsilon^2.
\]
Therefore, if \( 0 < \eta \leq \alpha \epsilon^2 \) then it follows from \( x \notin U_\epsilon(E_{f_0}) \) that \( f_0(P(x)) > \alpha \cdot \epsilon^2 \geq \eta \). In other words (4.7) holds true. We denote by \( \delta = \min(\delta_1, \frac{\alpha \epsilon^2}{2}) \). We now check that \( E_f \subset U_\epsilon(E_{f_0}) \) for any \( f \in B(f_0, \delta) \). Indeed, for \( \eta = L \delta \) and \( x \in E_f \) we have that
\[
f_0(P(x)) = f(P(x)) + (f_0 - f)(P(x)) \leq \|f_0 - f\| \cdot \|P(x)\| \leq \delta L = \eta.
\]
Hence
\[
E_f \subset \{ x : f_0(P(x)) \leq \eta \} \subset U_\epsilon(E_{f_0}),
\]
and this completes the proof. \( \square \)

**Lemma 4.4.** Let \( f_0, f_1 \in K'Q \) and \( E_{f_0}, E_{f_1} \) be the corresponding ellipsoids. Then \( E_{f_0} \cap E_{f_1} \neq \emptyset \).

**Proof.** We assume that \( E_{f_0} \cap E_{f_1} = \emptyset \). Let \( f_\lambda = \lambda f_1 + (1-\lambda)f_0, 0 \leq \lambda \leq 1 \) and \( E_{f_\lambda} \) be the corresponding ellipsoid to \( f_\lambda \in K'_Q \). It is worth noting that \( E_{f_\lambda} \subset E_{f_0} \cup E_{f_1} \). Indeed, if \( x \in E_{f_\lambda} \) then
\[
f_\lambda(P(x)) = \lambda f_1(P(x)) + (1 - \lambda)f_0(P(x)) \leq 0.
\]
It follows from (4.10) that \( f_\lambda(P(x)) \leq 0 \) which means \( x \in E_{f_0} \cup E_{f_1} \).

Since \( E_{f_\lambda} \) is a convex (connected) set and \( E_{f_\lambda} \subset E_{f_0} \cup E_{f_1} \), with \( E_{f_0} \cap E_{f_1} = \emptyset \), One has that either \( E_{f_0} \subset E_{f_\lambda} \) or \( E_{f_\lambda} \subset E_{f_1} \). We denote by \( I_0 = \{ \lambda : E_{f_\lambda} \subset E_{f_0} \} \) and \( I_1 = \{ \lambda : E_{f_\lambda} \subset E_{f_1} \} \). It is clear that \( I_0 \cup I_1 = [0, 1] \), \( I_0 \cap I_1 = \emptyset \). Since \( 0 \in I_0, 1 \in I_1 \), one has \( I_0 \neq \emptyset \) and \( I_1 \neq \emptyset \).

We know that \( E_{f_0} \) and \( E_{f_1} \) compact sets and \( E_{f_0} \cap E_{f_1} = \emptyset \). Then there exists \( \epsilon > 0 \) such that \( U_\epsilon(E_{f_0}) \cap U_\epsilon(E_{f_1}) = \emptyset \). It follows from Lemma 4.3 that \( I_0 \) and \( I_1 \) are open subsets of \([0, 1]\). Therefore, \([0, 1]\) is a union of two disjoint nonempty open sets \( I_0, I_1 \) which is a contradiction. Consequently, any two ellipsoids have a nonempty intersection. \( \square \)

**Lemma 4.5.** Let \( f_0, f_1 \in K'_Q \) and \( E_{f_0}, E_{f_1} \) be the corresponding ellipsoids and \( \Delta := E_{f_0} \cap E_{f_1} \neq \emptyset \). If a hyperplane \( H \) does not intersect the set \( \Delta \), i.e. \( H \cap \Delta = \emptyset \), then there exists \( f \in co(f_0, f_1) \) such that \( E_f \cap H = \emptyset \), where \( E_f \) is the ellipsoid corresponding to \( f \).

**Proof.** We set that \( \Delta_i = E_{f_i} \cap H, i = 0, 1 \) and assume that \( \Delta_i \neq \emptyset, i = 0, 1 \), otherwise the proof is trivial. Suppose the contrary, i.e. \( E_{f_\lambda} \cap H \neq \emptyset \) for all \( f_\lambda = \lambda f_1 + (1-\lambda)f_0, \lambda \in [0, 1] \). By definition we have that
\[
E_{f_\lambda} = \{ x \in \mathbb{R}^n : \lambda f_1(P(x)) + (1 - \lambda)f_0(P(x)) \leq 0 \}.
\]
Hence, for any \( \lambda \in [0, 1] \), one can get that
\[
\Delta = E_{f_0} \cap E_{f_1} \subset E_{f_\lambda} \subset E_{f_0} \cup E_{f_1}.
\]

Now we will prove that one of the sets \( E_{f_\lambda} \cap \Delta_0, E_{f_\lambda} \cap \Delta_1 \) is empty and another one is nonempty. We assume that both sets are simultaneously either nonempty or empty. If they are nonempty we then consider a closed segment \([x, y]\), where \( x \in E_{f_\lambda} \cap \Delta_0, y \in E_{f_\lambda} \cap \Delta_1 \), and \( [x, y] = \{ \mu x + (1 - \mu) y : \mu \in [0, 1] \} \). It follows from (4.11) that
\[
[x, y] \subset E_{f_\lambda} \subset E_{f_0} \cup E_{f_1}, [x, y] \subset \Delta_0 \cup \Delta_1.
\]
On the other hand
\[
\Delta_0 \cap \Delta_1 = (E_{f_0} \cap H) \cap (E_{f_1} \cap H) = \Delta \cap H = \emptyset.
\]
It yields that \( \Delta_0 \cup \Delta_1 \) cannot contain the segment \([x, y]\) which contradicts (4.12).

Moreover, it follows from (4.11) that
\[
E_{f_\lambda} \cap H \subset (E_{f_0} \cap H) \cup (E_{f_1} \cap H) = \Delta_0 \cup \Delta_1,
\]
\[
(E_{f_\lambda} \cap \Delta_0) \cup (E_{f_\lambda} \cap \Delta_1) = E_{f_\lambda} \cap (\Delta_0 \cup \Delta_1) \supset E_{f_\lambda} \cap H \neq \emptyset,
\]
for any \( \lambda \in [0, 1] \). This shows that both sets \( E_{f_\lambda} \cap \Delta_0, E_{f_\lambda} \cap \Delta_1 \) cannot also be empty.
Thus, for any $\lambda \in [0,1]$ we have either $\mathcal{E}_{f_k} \cap \Delta_0 \neq \emptyset$ or $\mathcal{E}_{f_k} \cap \Delta_1 \neq \emptyset$. We denote by
\[ I_0 = \{ \lambda : \mathcal{E}_{f_k} \cap \Delta_0 \neq \emptyset \}, \quad I_1 = \{ \lambda : \mathcal{E}_{f_k} \cap \Delta_1 \neq \emptyset \}. \]
It is clear that $I_0 \cup I_1 = [0,1]$, $I_0 \cap I_1 = \emptyset$. Since $0 \in I_0$, $1 \in I_1$, one has $I_0 \neq \emptyset$ and $I_1 \neq \emptyset$.

Since $\mathcal{E}_{f_k}$ and $\mathcal{E}_f$ are compact sets and $\Delta_0 \cap \Delta_1 = \emptyset$, there exists $\varepsilon > 0$ such that $U_{\varepsilon}(\Delta_0) \cap U_{\varepsilon}(\Delta_1) = \emptyset$. Then due to Lemma 4.3 $I_0$ and $I_1$ are open subsets of $[0,1]$. Therefore, $[0,1]$ is a union of two disjoint nonempty open sets $I_0, I_1$ which is a contradiction. Consequently, for some $f \in \text{co}(f_0, f_1)$ we must have that $\mathcal{E}_f \cap \Delta = \emptyset$.

**Lemma 4.6.** Let $f_i \in K'_Q$, $i = 1, \ldots, n$ and $\mathcal{E}_{f_i}$, $i = 1, \ldots, n$ be the corresponding ellipsoids. Let $\Delta = \bigcap_{i=1}^{n} \mathcal{E}_{f_i} \neq \emptyset$ and $H \cap \Delta = \emptyset$ for some hyperplane $H$. Then there exists $f \in \text{co}(f_1, \ldots, f_n)$ such that $\mathcal{E}_f \cap H = \emptyset$.

**Proof.** We will use the mathematical induction with respect to $n$. For $n = 1$ the assertion is trivial. For $n = 2$ the assertion was proven by Lemma 4.5 We assume that the assertion of the lemma is true for $n = k - 1$ and we prove it for $n = k$. Denote
\[ \Delta_{k-1} = \bigcap_{i=1}^{k-1} \mathcal{E}_{f_i}, \quad B = \mathcal{E}_{f_k} \cap H. \]

Since $\Delta_{k-1}$, $B$ are compact sets and $\Delta_{k-1} \cap B = \Delta \cap H = \emptyset$, we can strictly separate the sets $\Delta_{k-1}$ and $B$ by some hyperplane $L$, i.e.,
\[ \Delta_{k-1} \cap L = \emptyset, \quad B \cap L = \emptyset. \]

Thus, $\Delta_{k-1}$ and $B$ lie in different semi-spaces defined by the hyperplane $L$. Since $L \cap \Delta_{k-1} = \emptyset$, due to assumption of the mathematical induction, there exists $\hat{f} \in \text{co}(f_1, \ldots, f_{k-1})$ such that
\[ \mathcal{E}_{\hat{f}} \cap L = \emptyset. \]

If $x \in \Delta_{k-1}$ then $f_i(P(x)) \leq 0$ for any $i = 1, \ldots, k-1$ and $x \in \mathcal{E}_f$, i.e. $\Delta_{k-1} \subset \mathcal{E}_f$. Since $\mathcal{E}_f$ is a convex set, it follows from Lemma 4.5 that $\mathcal{E}_f$ lies in the same semi-space where $\Delta_{k-1}$ is located. Thus, $\mathcal{E}_f \cap B = \emptyset$ i.e.
\[ \mathcal{E}_f \cap B = \mathcal{E}_f \cap (\mathcal{E}_{f_k} \cap H) = (\mathcal{E}_f \cap \mathcal{E}_{f_k}) \cap H = \emptyset. \]

According to Lemma 4.5 (in the case $n = 2$), there exists $f \in \text{co}(\hat{f}, f_k) \subset \text{co}(f_1, \ldots, f_k)$ such that $\mathcal{E}_f \cap H = \emptyset$. This completes the proof. \hfill \Box

4.2. **The proof of Theorem 4.1.** First of all, we will show that an intersection of any finite numbers of ellipsoids is nonempty. Let $k$ be a minimal number such that an intersection of any $k - 1$ ellipsoids is nonempty and there are $k$ ellipsoids $\mathcal{E}_{f_1}, \ldots, \mathcal{E}_{f_k}$ with an empty intersection. Due to Lemma 4.4 we have $k \geq 3$. Let $\Delta_{k-1} = \bigcap_{i=1}^{k-1} \mathcal{E}_{f_i}$. Then $\Delta_{k-1} \neq \emptyset$ and $\Delta_{k-1} \cap \mathcal{E}_{f_k} = \emptyset$. Therefore, since $\Delta_{k-1}$ and $\mathcal{E}_k$ compact sets, there exists some hyperplane $H$ strictly separating $\Delta_{k-1}$ and $\mathcal{E}_k$. Since $\Delta_{k-1} \cap H = \emptyset$, then due to Lemma 4.7 there exists $\mathcal{E}_f$ such that $\mathcal{E}_f \cap H = \emptyset$, moreover $\mathcal{E}_f$ and $\Delta_{k-1}$ lie in the same semi-space. Hence $\mathcal{E}_f$ and $\mathcal{E}_{f_k}$ are located in different semi-spaces, i.e., $\mathcal{E}_f \cap \mathcal{E}_{f_k} = \emptyset$. It contradicts to the assertion of Lemma 4.3 Therefore, an intersection of any finite number of ellipsoids is nonempty. Consequently,
\[ \mathcal{A} = \{ \mathcal{E}_f : f \in K'_Q \} \]
is a centered family of compact sets. Hence
\[ \mathcal{E}_n(Q, A, b) = \bigcap_{f \in K'_Q} \mathcal{E}_f \neq \emptyset \]
which completes the proof of Theorem 4.1.
Remark 4.7. It follows from the proof of Theorem 4.1 that if \( E = \bigcap_{f \in K'_Q} \mathcal{E}_f \neq \emptyset \) then \( \mathcal{E}_n(Q, A, b) = \bigcap_{f \in K'_Q} \mathcal{E}_f \neq \emptyset \).

It is clear that \( \mathcal{E}_n(Q, A, b) \) is a convex compact set. Due to Krein-Milman theorem, the set \( \text{Extr}(\mathcal{E}_n(Q, A, b)) \) of extreme points of the set \( \mathcal{E}_n(Q, A, b) \) is nonempty. Let

\[
X_n(Q, A, b) = \{ x \in \mathbb{R}^n : P(x) \equiv Q(x) + Ax + b = 0 \}
\]

be a set of solutions of equation (4.16). Since \( X_n(Q, A, b) \subset \mathcal{E}_f \) for any \( f \in K'_Q \) we have

\[
X_n(Q, A, b) \subset \mathcal{E}_n(Q, A, b)
\]

The following theorem gives more precise description of the set \( X_n(Q, A, b) \).

Theorem 4.8. Any solution of the equation (4.1) is an extremal point of the set \( \mathcal{E}_n(Q, A, b) \).

Proof. We suppose the contrary, i.e., \( P(x_0) = 0 \) and \( x_0 = \lambda x_1 + (1 - \lambda)x_2 \), where \( x_1, x_2 \in \mathcal{E}_n(Q, A, b) \), \( x_1 \neq x_1, x_2 \neq x_2 \), and \( \lambda \in (0, 1) \). If \( f \in K'_Q \) then \( f(P(x_1)) \leq 0 \) and \( f(P(x_2)) \leq 0 \). Since \( 0 < \lambda < 1 \) and \( \mathcal{E}_f \) is a uniformly convex set, we have that \( x_0 \in \text{int}\mathcal{E}_f \), i.e. \( f(P(x_0)) < 0 \). We then get that \( P(x_0) \neq 0 \) and it contradicts to \( x_0 \in X_n(Q, A, b) \). Therefore, \( X_n(Q, A, b) \subset \text{Extr}(\mathcal{E}_n(Q, A, b)) \). This completes the proof. \( \square \)

4.3. Some examples. In general, the condition \( \mathcal{E}_n(Q, A, b) \neq \emptyset \) does not imply an existence of the solutions of the equation (4.1).

Example 4.9. Let us consider the following equation in \( \mathbb{R}^3 \)

\[
(4.17) \quad \begin{cases}
    x_1^2 - x_2 = 0 \\
    x_2^2 - 2 = 0 \\
    x_3^2 + x_2 - 1 = 0.
\end{cases}
\]

It is easy to see if \( Q(x) = (x_1^2, x_2^2, x_3^2) \), \( Ax = (-x_2, 0, x_2) \), \( b = (0, -2, -1) \) then equation (4.17) is elliptic operator equation. We have that \( K'_Q = \{ (\xi_1, \xi_2, \xi_3) : \xi_1 > 0, \xi_2 > 0, \xi_3 > 0 \} \). The condition \( \mathcal{E}_n(Q, A, b) \neq \emptyset \) is also satisfied because of \( (0, 0, 0) \in \mathcal{E}_f \) for any \( f \in K'_Q \). On the other hand, it is evident that equation (4.17) has no solutions.

5. The sufficient condition for an existence of solutions

Theorem 5.1. The elliptic operator equation (4.1) is solvable if and only if \( \bigcap_{f \in K'_Q} \partial \mathcal{E}_f \neq \emptyset \). Moreover, if the elliptic operator equation (4.1) is solvable then \( X_n(Q, A, b) = \bigcap_{f \in K'_Q} \partial \mathcal{E}_f \).

Proof. It is clear that \( X_n(Q, A, b) \subset \partial \mathcal{E}_f \) and \( X_n(Q, A, b) \subset \bigcap_{f \in K'_Q} \partial \mathcal{E}_f \). Since \( K'_Q \) is an open cone, it follows from \( f(P(x)) = 0 \) for all \( f \in K'_Q \) that \( P(x) = 0 \). Hence \( \bigcap_{f \in K'_Q} \partial \mathcal{E}_f \subset X_n(Q, A, b) \). Thus, we obtain that \( X_n(Q, A, b) = \bigcap_{f \in K'_Q} \partial \mathcal{E}_f \). \( \square \)

In this section, we provide some sufficient conditions to insure an existence of solutions of the equation (4.1).
5.1. The lower dimensional space. For small dimensions \((n = 1, 2)\), the condition \(\mathcal{E}_n(Q, A, b) \neq \emptyset\) remains to be the sufficient condition for the existence of solutions of the equation \((4.1)\).

**Theorem 5.2.** Let \(n \leq 2\). If \(\mathcal{E}_n(Q, A, b) \neq \emptyset\) is satisfied then \(X_n(Q, A, b) \neq \emptyset\).

**Proof.** Let \(n = 1\). Then the equation \((4.1)\) has the following form
\[
ax^2 + bx + c = 0, \quad a \neq 0.
\]
Note that the condition \(\mathcal{E}_n(Q, A, b) \neq \emptyset\) is equivalent to the condition \(b^2 - 4ac \geq 0\). One can see that
\[
\mathcal{E}_n(Q, A, b) = \{ x : \text{sign}(a(ax^2 + bx + c)) \leq 0 \}, \quad X_n(Q, A, b) = \text{Extr} \mathcal{E}_n(Q, A, b) \neq \emptyset.
\]

Let \(n = 2\). We assume the contrary, i.e. \(X_n(Q, A, b) = \emptyset\). If \(f_1, f_2 \in K'_Q\) are linearly independent and \(\mathcal{E}_{f_1}, \mathcal{E}_{f_2}\) are the corresponding ellipsoids, then
\[
X_n(Q, A, b) = \partial \mathcal{E}_{f_1} \cap \partial \mathcal{E}_{f_2} = \emptyset.
\]
On the other hand it follows from Theorem \((4.1)\) that \(\mathcal{E}_{f_1} \cap \mathcal{E}_{f_2} \neq \emptyset\). Hence, one ellipsoid lies inside another one. Without loss any generality, we suppose that \(\mathcal{E}_{f_1} \subset \mathcal{E}_{f_2}\). Since \(K'_Q\) is an open cone, there exists a sufficiently small number \(\epsilon > 0\) such that \(f_1 - \epsilon f_2 \in K'_Q\). Let \(\mathcal{E}_\epsilon\) be the ellipsoid corresponding to \(f_1 - \epsilon f_2\). Now we will show that \(\mathcal{E}_\epsilon \subset \mathcal{E}_{f_1}\). Indeed, if \(x \in \mathcal{E}_{f_2} \setminus \mathcal{E}_{f_1}\) then \(f_1(P(x)) > 0\) and \(f_2(P(x)) \leq 0\). Hence, we obtain that
\[
(f_1 - \epsilon f_2)(P(x)) = f_1(P(x)) - \epsilon f_2(P(x)) > 0,
\]
i.e. the ellipsoid \(\mathcal{E}_\epsilon\) lies either inside of \(\mathcal{E}_{f_1}\) or outside of \(\mathcal{E}_{f_2}\). The later one is impossible, since Lemma \((4.3)\) implies that \(\mathcal{E}_{f_1} \cap \mathcal{E}_\epsilon \neq \emptyset\). Thus, we have that \(\mathcal{E}_\epsilon \subset \mathcal{E}_{f_1}\). Therefore, there exists a number \(\epsilon_0 > 0\) such that
\[
f_1 - \epsilon_0 f_2 \notin K'_Q, \quad f_1 - \epsilon_0 f_2 \in \partial K'_Q, \quad f_1 - \epsilon_0 f_2 \neq 0,
\]
and one has that \(\mathcal{E}_\epsilon \subset \mathcal{E}_{f_1}\) for any \(\epsilon \in [0, \epsilon_0]\). It this case, there exists a number \(d > 0\) such that
\[
diam\{ x : (f_1 - \epsilon f_2)(P(x)) \leq 0 \} \leq d,
\]
for any \(\epsilon \in [0, \epsilon_0]\). By taking limit from \((5.1)\) whenever \(\epsilon \to \epsilon_0\) one has that
\[
diam\{ x : (f_1 - \epsilon_0 f_2)(P(x)) \leq 0 \} \leq d.
\]
Since \(\mathcal{E}_\epsilon \supset \bigcap_{f \in K'_Q} \mathcal{E}_f = \mathcal{E}_n(Q, A, b) \neq \emptyset\), the set \(\{ x : (f_1 - \epsilon_0 f_2)(P(x)) \leq 0 \} \supset \mathcal{E}_\epsilon\) is not empty. On other hand, since \(f_1 - \epsilon_0 f_2 \notin K'_Q\), the set \(\{ x : (f_1 - \epsilon_0 f_2)(P(x)) \leq 0 \}\) cannot be an ellipsoid. We know that all the second order curves except the ellipsoids are unbounded. Therefore, we obtain that
\[
diam\{ x : (f_1 - \epsilon_0 f_2)(P(x)) \leq 0 \} = +\infty,
\]
and this contradicts to \((5.2)\). This completes the proof. \(\square\)

5.2. The higher dimensional space. In what follows, we will consider the case when \(n \geq 3\). In order to avoid some technical calculations, we always suppose that the following conditions are satisfied
\[
\overline{K}_Q \cap (-\overline{K}_Q) = \{ 0 \}, \quad \text{int} \mathcal{E}_n(Q, A, b) \neq \emptyset,
\]
where, \(\overline{K}_Q\) is a closure of the cone \(K'_Q\) in a norm topology and \(\text{int} \mathcal{E}_n(Q, A, b)\) is an interior of the set \(\mathcal{E}_n(Q, A, b)\).

**Remark 5.3.** By lowering the degree \(n\) of the space, one can always achieve to the condition \((5.1)\). For example, if \(f \in \overline{K}_Q \cap (-\overline{K}_Q)\) and \(f \neq 0\) then \(f(Q(x)) \geq 0\) and \(-f(Q(x)) \geq 0\), i.e. \(f(Q(x)) = 0\), and \(f(P(x)) = f(Ax + b) = 0\). By means of the last linear equation, one can exclude one variable from the elliptic operator equation and we get an elliptic operator equation in \(\mathbb{R}^{n-1}\). This procedure can be repeated until we get the condition \(\overline{K}_Q \cap (-\overline{K}_Q) = \{ 0 \}\). Similarly, if \(\text{int} \mathcal{E}_n(Q, A, b) = \emptyset\) then \(\mathcal{E}_n(Q, A, b) \subset \{ x : \varphi(x) = c \}\), where \(\varphi\) is a linear continuous functional and \(c\) is a number. Since all solutions of the elliptic operator equation \((4.1)\) lie in \(\mathcal{E}_n(Q, A, b)\), the equation \(P(x) = 0\) is equivalent
to system of equations $P(x) = 0$, $\varphi(x) = c$. By means of the linear equation $\varphi(x) = c$, one can again obtain an elliptic operator equation in $\mathbb{R}^{n-1}$. We can repeat this process until we get the condition $\text{int}\mathcal{E}_n(Q, A, b) \neq \emptyset$.

We recall some notions from the convex analysis. Let $K$ be a closed convex cone. A face of a cone $K$ is a convex subset $K'$ of $K$ such that every (closed) segment in $K$ with a relative interior point in $K'$ has both end points in $K'$. An extremal ray is a face which a half-line emanating from the origin.

Let $\mathbb{K}$ be the set of extremal rays of the closed cone $\overline{K}_Q$. We denote by

$$\Pi_f = \{x : f(P(x)) \leq 0, \ f \in \mathbb{K}\}$$

(5.5)

**Lemma 5.4.** The set $\Pi_f$ is a closed convex unbounded set and $\mathcal{E}_n(Q, A, b) \subset \Pi_f$.

**Proof.** Closeness. Since $Q, A, f$ are continuous mappings, $\Pi_f$ is a closed set.

Convexity. Let $x_1, x_2 \in \pi_f$ and $0 \leq \lambda \leq 1$. Since $f(P(x_1)) \leq 0$, $f(P(x_2)) \leq 0$ and $f(Q(x_1 - x_2)) \geq 0$, we obtain that

$$f(P(\lambda x_1 + (1 - \lambda)x_2)) = f(Q(\lambda x_1 + (1 - \lambda)x_2)) + f(A(\lambda x_1 + (1 - \lambda)x_2)) + b$$

$$= \lambda f(P(x_1)) + (1 - \lambda)f(P(x_2)) - \lambda(1 - \lambda)f(Q(x_1 - x_2)) \leq 0.$$

Consequently, $\Pi_f$ is a convex set.

Unboundedness. We assume the contrary i.e. $\Pi_f$ is bounded.

Then for any $x_0$ with $\|x_0\| = 1$ there exists $\lambda_0 > 0$, such that for all $|\lambda| > \lambda_0$ one has $\lambda x \notin \pi_f$, i.e.,

$$f(P(\lambda x_0)) = \lambda^2 f(Q(x_0)) + \lambda f(Ax_0) + f(b) > 0,$$

which implies that $f(Q(x_0)) > 0$. Hence, $f(Q(\cdot))$ is continuous and positive defined on the unit sphere. Since the unit sphere is a compact set, then $f(Q(x)) \geq \alpha > 0$ for any $x$ with $\|x\| = 1$, i.e., $f(Q(x)) \geq \alpha \|x\|^2$. This means $f \in K'_Q$, which contradicts to $f \in \mathbb{K}$.

Now, we are going to prove that $\mathcal{E}_n(Q, A, b) \subset \Pi_f$. Let $x \in \mathcal{E}_n(Q, A, b)$. Since $f \in \mathbb{K} \subset \overline{K}_Q$, we can choose a sequence $\{f_n\} \subset K'_Q$ such that $f_n \rightarrow f$ in a norm topology. Let $\mathcal{E}_{f_n}$ be the corresponding ellipsoids. It is clear that $\mathcal{E}_n(Q, A, b) \subset \mathcal{E}_{f_n}$, therefore, $f_n(P(x)) \leq 0$. Consequently, $f(P(x)) \leq 0$, it implies that $x \in \Pi_f$. This completes the proof. □

**Theorem 5.5.** One has that $\bigcap_{f \in \mathbb{K}} \Pi_f = \mathcal{E}_n(Q, A, b)$.

**Proof.** It is clear that due to Lemma 5.4 one has that $\mathcal{E}_n(Q, A, b) \subset \bigcap_{f \in \mathbb{K}} \Pi_f$. We will prove the inverse inclusion. If $f \in K'_Q$ then according to the Krein-Milman and the Caratheodory theorems we have that

$$f = \sum_{i=1}^{m} \alpha_i f_i, \quad \alpha_i > 0, \quad f_i \in \mathbb{K}, \quad m \leq n,$$

(5.6)

where $n$ is a dimension of the space $\mathbb{R}^n$.

If $x \notin \mathcal{E}_n(Q, A, b)$ then $x \notin \mathcal{E}_f$ for some $f \in K'_Q$. By means of (5.6), one can obtain $f(P(x)) = \sum_{i=1}^{m} \alpha_i f_i(P(x)) > 0$. Since $\alpha_i > 0$, $i = 1, n$, we get that $f_{i_0}(P(x)) > 0$ for some $1 \leq i_0 \leq n$ i.e. $x \notin \Pi_{f_{i_0}}$ for some $i_0$. Therefore, $x \notin \mathcal{E}_n(Q, A, b)$ implies that $x \notin \bigcap_{f \in \mathbb{K}} \Pi_f$ and it means that $\bigcap_{f \in \mathbb{K}} \Pi_f \subset \mathcal{E}_n(Q, A, b)$.

This completes the proof. □

Let us recall some notions. Let $x_0$ be a boundary point of $\mathcal{E}_n(Q, A, b)$ and $\mathcal{L}_{x_0}$ be the set of supporting hyperplanes to $\mathcal{E}_n(Q, A, b)$ at point $x_0$. A point $x_0$ is called a boundary point of order $k$ if the affine dimension of $\bigcap_{H \in \mathcal{L}_{x_0}} H$ is equal to $k$. In particular, a boundary point of order 0 is called a vertex of $\mathcal{E}_n(Q, A, b)$. A connected component of the boundary points of order $k$ is called a $k$—boundary of the set $\mathcal{E}_n(Q, A, b)$. 
Theorem 5.6. If \( x_0 \) is a boundary point of order \( k \) of the set \( \mathcal{E}_n(Q, A, b) \) then there are at least \( n - k \) linear independent functionals \( f_1, \ldots, f_{n-k} \in \mathbb{K} \) such that \( f_i(P(x_0)) = 0 \), \( i = 1, n - k \).

Proof. Let \( H = \{ x : \varphi(x) = c \} \) be a supporting hyperplane to \( \mathcal{E}_n(Q, A, b) \) at the point \( x_0 \) and \( \varphi(x) \leq c \) for any \( x \in \mathcal{E}_n(Q, A, b) \). Then for any arbitrary \( \epsilon > 0 \) we have that \( \mathcal{E}_n(Q, A, b) \cap H_{\epsilon} = \emptyset \) where \( H_{\epsilon} = \{ x : \varphi(x) = c + \epsilon \} \).

Since \( \mathcal{E}_n(Q, A, b) \) is a compact set, there exists \( \delta > 0 \) such that \( U_{\delta}(\mathcal{E}_n(Q, A, b)) \cap H_{\epsilon} = \emptyset \) where \( U_{\delta}(\mathcal{E}_n(Q, A, b)) = \{ x \in \mathbb{R}^n : \rho(x, \mathcal{E}_n(Q, A, b)) \leq \delta \} \).

Obviously, \( \partial U_{\delta}(\mathcal{E}_n(Q, A, b)) = \{ x \in \mathbb{R}^n : \rho(x, \mathcal{E}_n(Q, A, b)) = \delta \} \) is a compact set and a family of open sets \( \{ \mathbb{R}^n \setminus \mathcal{E}_f \} \), \( f \in K' \) is its open cover. Then it has a finite open subcover \( \{ \mathbb{R}^n \setminus \mathcal{E}_f \}, i = 1, \ldots, r \). This implies that \( \bigcap_{i=1}^{r} \mathcal{E}_f_i \subset U_{\delta}(\mathcal{E}_n(Q, A, b)) \). Therefore, one has that

\[
(5.7) \quad \left( \bigcap_{i=1}^{r} \mathcal{E}_f_i \right) \cap H_{\epsilon} = \emptyset.
\]

for any \( \epsilon > 0 \). It follows from \((5.7)\) and Lemma 4.6 that there exists \( f \in K' \) such that \( \mathcal{E}_f \cap H_{\epsilon} = \emptyset \), moreover, one can assume that \( \| f \| = 1 \). Hence, for any \( \epsilon > 0 \) there exists \( f_{\epsilon} \in K', \| f_{\epsilon} \| = 1 \) such that

\[
(5.8) \quad \mathcal{E}_{f_{\epsilon}} \cap H_{\epsilon} = \emptyset.
\]

We take any sequence \( \{ \epsilon_n \} \subset \mathbb{R}_+ \) such that \( \epsilon_n \to 0 \). Let \( f_0 \in \overline{K}_Q \) be a limit point of \( \{ f_{\epsilon_n} \} \). Since \( x_0 \in \mathcal{E}_n(Q, A, b) \), it implies that \( f_0(P(x)) \leq 0 \). We will prove that \( f_0(P(x_0)) = 0 \). Indeed, if \( f_0(P(x_0)) < 0 \) then \( x_0 \) belongs to an interior of the set \( \Pi_{f_0} = \{ x : f_0(P(x)) \leq 0 \} \). Hence, the intersection \( \Pi_{f_0} \cap H \) is stable with respect to small perturbations of \( f_0 \) and \( H \). This contradicts to \((5.7)\). Therefore, we obtain that \( f_0(P(x_0)) = 0 \) and \( H \) is a tangent hyperplane to \( \Pi_{f_0} \) at point \( x_0 \).

Without loss of generality, we may assume that \( f_0 \in \mathbb{K} \). Otherwise, we decompose \( f_0 \) as follows

\[
f_0 = \sum_{i=1}^{m} \alpha_i f_0^{(i)},
\]

where \( \alpha_i > 0, f_0^{(i)} \in \mathbb{K} \). Since \( f_0^{(i)}(P(x_0)) \leq 0 \), it follows from

\[
f_0(P(x_0)) = \sum_{i=1}^{m} \alpha_i f_0^{(i)}(P(x_0)) = 0
\]

that \( f_0^{(i)}(P(x_0)) = 0 \), \( i = 1, \ldots, m \). We then take one of \( f_0^{(i)} \) instead of \( f_0 \).

Let \( H_i = \{ x : \varphi_i(x) = c_i \}, i = 1, n - k \) be supporting planes to \( \mathcal{E}_n(Q, A, b) \) at \( x_0 \) and \( \varphi_i, i = 1, n - k \) be linearly independent functionals. By similar arguments discussed above, we can conclude that for each hyperplane \( H_i \) there exists \( f_i \in \mathbb{K} \) such that \( f_i(P(x_0)) = 0 \) and \( H_i \) is a tangent hyperplane to \( \Pi_{f_i} = \{ x \in \mathbb{R}^n : f_i(P(x)) \leq 0 \} \) at the point \( x_0 \). The linear independency of the functionals \( \{ f_i \}, i = 1, n - k \) follows from the linear independency of the functionals \( \{ \varphi_i \}, i = 1, n - k \). Indeed, if

\[
f_i = \sum_{i=2}^{n-k} \lambda_i f_i,
\]

then the equation of a tangent hyperplane to \( \Pi_{f_i} \) at the point \( x_0 \) has the form

\[
\sum_{i=2}^{n-k} \lambda_i \varphi_i(x) = \sum_{i=2}^{n-k} \lambda_i c_i,
\]

i.e., \( \varphi_i = \sum_{i=2}^{n-k} \lambda_i c_i \) and this contradicts to the linear independency of the functionals \( \{ \varphi_i \}, i = 1, n - k \). This completes the proof. \( \square \)
Corollary 5.7. For any \( x_0 \in \partial E_n(Q, A, b) \), there exists \( f \in \mathbb{K} \) such that \( f(P(x_0)) = 0 \).

The proof immediately follows from the fact that any boundary point has an order at most \( n - 1 \).

Corollary 5.8. Every vertex of the set \( E_n(Q, A, b) \) is a solution of the elliptic operator equation \((4.1)\).

Proof. If \( x_0 \) is a vertex then there are \( n \) linear independent functionals \( f_1, \ldots, f_n \in \mathbb{K} \) for which \( f_i(P(x_0)) = 0 \), \( i = 1, \ldots, n \). Hence, we obtain that \( P(x_0) = 0 \). This completes the proof. \( \square \)

We have shown in the previous section that the ellipticity of the elliptic operator equation \((4.1)\) is stable under small perturbations of the quadratic elliptic operator \( Q \) as well as so do the conditions \( K_Q \cap (-K_Q) = \{0\} \); \( \text{int} E_n(Q, A, b) \neq \emptyset \).

Definition 5.1. A solution \( x_0 \) of the equation

\[ P(x) \equiv Q(x) + Ax + b = 0 \]

is called stable if for any \( \epsilon > 0 \) there exists \( \delta > 0 \) such that the perturbed equation

\[ \tilde{P}(x) \equiv \tilde{Q}(x) + \tilde{A}x + \tilde{b} = 0 \]

has a solution \( \tilde{x}_0 \) such that \( \|\tilde{x}_0 - x\| < \epsilon \) whenever \( ||\tilde{Q} - Q|| < \delta, ||\tilde{A} - A|| < \delta \) and \( ||\tilde{b} - b|| < \delta \).

Theorem 5.9. A solution of the elliptic operator equation \((4.1)\) is stable if and only if it is a vertex of the set \( E_n(Q, A, b) \).

Proof. If part. Let \( x_0 \) be a vertex of the set \( E_n(Q, A, b) \). Then due to Corollary 5.8 it is a solution of the elliptic operator equation \((4.1)\). In order to prove its stability, it is enough to show that the mapping \( P : \mathbb{R}^n \rightarrow \mathbb{R}^n \) which is given by

\[ (5.9) \quad P(x) \equiv Q(x) + Ax + b \]

is a local homeomorphism on some neighborhood of the point \( x_0 \).

Let \( P'(x_0) \) be the Frechet derivative of the mapping \( P \) at the point \( x^0 \). Now we will prove that there exists \( [P'(x_0)]^{-1} \). We assume the contrary, i.e. it does not exist. We then have that \( P'(x_0)h = 0 \) for some \( h \neq 0 \). Hence for any \( f \in T_Q^e \) and \( \lambda \in \mathbb{R} \) one has that

\[ f(P(x_0 + \lambda h)) = f(P(x_0)) + \lambda f(P'(x_0)h) + \frac{1}{2}\lambda^2 f(P''(\xi)(h, h)) \]

where \( P''(\xi) \) is the second derivative of the mapping \( P \) at the point \( \xi \in [x_0, x_0 + \lambda h] \).

The equalities \( P(x_0) = 0 \), \( P'(x_0)h = 0 \) and \( P''(\xi)(h, h) = 2Q(h) \) imply that

\[ (5.10) \quad f(P(x_0 + \lambda h)) = \lambda^2 f(Q(h)) \geq 0. \]

Consequently, the straight line \( \{x_0 + \lambda h\}_{\lambda \in \mathbb{R}} \) is a subset of the tangent hyperplane to \( \Pi_f \) at \( x_0 \) for every \( f \in \mathbb{K} \). As we showed in the proof of Theorem 5.6 that any tangent hyperplane to \( E_n(Q, A, b) \) at \( x_0 \) contains the straight line \( \{x_0 + \lambda h\}_{\lambda \in \mathbb{R}} \). So, the boundary point \( x_0 \) having an order more than 1 can not be a vertex. Hence, there does exist \( [P'(x_0)]^{-1} \). Consequently \( P : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a local homeomorphism on some neighborhood of \( x_0 \), i.e. \( x_0 \) is a stable solution.

Only if part. Let \( x_0 \) be a stable solution. We assume that \( x_0 \) is not a vertex of the set \( E_n(Q, A, b) \). Then intersections of all supporting hyperplanes to \( E_n(Q, A, b) \) at the point \( x_0 \) contains at least one line, say \( \{x_0 + \lambda h\}_{\lambda \in \mathbb{R}} \), \( h \neq 0 \). It is clear that \( \{x_0 + \lambda h\}_{\lambda \in \mathbb{R}} \) must be a tangent line to each ellipsoid \( E_\lambda \) at the point \( x_0 \). Thus, we have that \( f(P(x_0 + \lambda h)) \geq 0 \), \( \forall \lambda \in \mathbb{R} \), \( \forall f \in K_Q^e \). The equality \( f(P(x_0 + \lambda h)) = \lambda f(P'(x_0)h) + \lambda^2 f(Q(h)) \) yields that \( \lambda f(P'(x_0)h) + \lambda^2 f(Q(h)) \geq 0 \) for any \( \lambda \in \mathbb{R} \) and every \( f \in K_Q^e \). One can then see that \( f(P'(x_0)h) = 0 \) for all \( f \in K_Q^e \). Since \( K_Q^e \) is a solid cone, we obtain that \( P'(x_0)h = 0 \), \( h \neq 0 \). Therefore, \( P'(x_0) \) does not have inverse, which contradicts to the stability of the solution \( x_0 \). This completes the proof. \( \square \)
Remark 5.10. It is clear that each stable solution of the elliptic operator equation (4.1) is isolated and an intersection of boundaries of $n$ ellipsoids in $\mathbb{R}^n$ can have at most $2^n$ isolated points. Thus the set of solutions $X_n(Q,A,b)$ contains at most $2^n$ stable solutions.

Let us recall several notions from the vector field theory which would be needed for our further study. Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ and $\partial \Omega$ be its boundary. We assume that a continuous regular vector field $\Phi(x)$ is given on $\partial \Omega$, i.e., $\Phi(x)$ is a nonzero vector filed for any $x \in \partial \Omega$. We define a continuous mapping $\frac{\Phi(x)}{\|\Phi(x)\|} : \partial \Omega \to S^{n-1}$ where $S^{n-1} = \{x \in \mathbb{R}^n : \|x\| = 1\}$ is a unit sphere. The degree of this mapping is called an index of the vector field $\Phi$ on $\partial \Omega$ and it is denoted by $\gamma(\Phi, \partial \Omega)$. Note that the index of the vector field $\Phi$ is an integer number. In particular, if the image of $\partial \Omega$ under the mapping $\frac{\Phi(x)}{\|\Phi(x)\|}$ does not cover the unit sphere $S^{n-1}$ then $\gamma(\Phi, \partial \Omega) = 0$. It is well known that if a number of zeros of the vector field $\Phi$ inside of $\Omega$ is finite and $\gamma(\Phi, \partial \Omega) = 0$ then that number must be even.

Theorem 5.11. An elliptic operator equation (4.1) has an even (possibly, zero) number of stable solutions.

Proof. Let $f \in K_Q$. Since an ellipsoid $E_f = \{x \in \mathbb{R}^n : f(P(x)) \leq 0\}$ is bounded and $X_n(Q,A,b) \subset E_f$, there exists $r > 0$ such that $f(P(x)) > 0$ for all $x$ with $\|x\| = r$. We denote by $\Omega = \{x : \|x\| \leq r\}$. Then we have that $\partial \Omega = \{x : \|x\| = r\}$. Therefore, we get for $x \in \partial \Omega$ that

$$f\left(\frac{P(x)}{\|P(x)\|}\right) > 0.$$ 

Hence, the image of $\partial \Omega$ under the mapping $\frac{P(x)}{\|P(x)\|}$ does not coincide with the unit sphere $S^{n-1}$. Therefore, $\gamma(P, \partial \Omega) = 0$. Consequently, since stable solutions of the elliptic operator equation (4.1) are finite, it must be even. This completes the proof. \hfill \square

5.3. Some examples. Now we are going to provide some examples.

Example 5.12. Let us consider the following equation in $\mathbb{R}^2$

\begin{align}
\begin{cases}
x_1^2 = x_1, \\
x_2^2 = x_2.
\end{cases}
\end{align}

It is clear that $Q(x) = (x_1^2, x_2^2)$, $Ax = (-x_1, -x_2)$, $b = 0$. One can find that

$$K_Q = \{(\xi_1, \xi_2) : \xi_1 > 0, \xi_2 > 0\}, \quad K = \{(\alpha, 0), (0, \beta) : \alpha > 0, \beta > 0\},$$

$$\Pi_1 = \{(x_1, x_2) : x_1^2 \leq x_1\}, \quad \Pi_2 = \{(x_1, x_2) : x_2^2 \leq x_2\}, \quad E_n(Q,A,b) = \Pi_1 \cap \Pi_2.$$

In this instance, $E_n(Q,A,b)$ is a unit square with vertices $(0,0), (0,1), (1,0), (1,1)$ which are only stable solutions of the elliptic operator equation (5.11).

Example 5.13. Let us consider the following equation in $\mathbb{R}^2$

\begin{align}
\begin{cases}
x_1^2 = x_2, \\
x_2^2 = x_1.
\end{cases}
\end{align}

In this case, we have that $Q(x) = (x_1^2, x_2^2)$, $Ax = (-x_2, -x_1)$, $b = 0$. Similarly, one can find that

$$K_Q = \{(\xi_1, \xi_2) : \xi_1 > 0, \xi_2 > 0\}, \quad K = \{(\alpha, 0), (0, \beta) : \alpha > 0, \beta > 0\},$$

$$\Pi_1 = \{(x_1, x_2) : x_1^2 \leq x_2\}, \quad \Pi_2 = \{(x_1, x_2) : x_2^2 \leq x_1\}, \quad E_n(Q,A,b) = \Pi_1 \cap \Pi_2.$$

One can see that $E_n(Q,A,b)$ has only vertices $(0,0), (1,1)$ which are stable solutions of the elliptic operator equation (5.12).

In general, all extreme points of the set $E_n(Q,A,b)$ are not necessary to be solutions of the elliptic operator equation (1.1).
**Example 5.14.** Let $X = (x_{ij})_{i,j=1}^{n}$ is a symmetric matrix of an order $n \times n$. We consider the following equation in $\mathbb{R}^{n(n+1)/2}$.

(5.13) $X^2 = X.$

The solution of the equation (5.13) is an orthogonal projector in the space $\mathbb{R}^n$. As a linear functional in $\mathbb{R}^{n(n+1)/2}$, we consider $f = (\xi_{ij})_{i,j=1}^{n}$ such that $\xi_{ij} = \xi_{ji}$. Consequently, $f(X)$ is defined by

$$f(X) = \sum_{i,j=1}^{n} \xi_{ij} x_{ij}.$$ 

In particular, if

$$f_0 = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{pmatrix},$$

then $f_0(X) = \text{tr}(X)$ is the trace of the matrix $X$. For this linear functional $f_0$, we have that

$$f_0(Q(X)) = f_0(X^2) = \sum_{i,j=1}^{n} x_{ij}^2 \geq \|X\|^2,$$

where $\|X\|$ is a norm of the matrix $X$ associated with the Euclidean norm in $\mathbb{R}^n$.

Therefore, the equation (5.13) is an elliptic operator equation. One can find that

$$K'_Q = \{f : f = (\xi_{ij})_{i,j=1}^{n} - \text{a positive defined symmetric matrix}\},$$

$$\mathcal{E}_n(Q,A,b) = \bigcap_{f\in K'_Q} \mathcal{E}_f = \{X : X - X^2 \geq 0 \text{ a nonnegative defined symmetric matrix}\}.$$

Due to Theorem 4.8, the set of solutions $X_n(Q,A,b)$ of the elliptic operator equation (5.13) (in other words, the set of orthogonal projectors of the space $\mathbb{R}^n$) is a subset of the set $\text{Extr}\mathcal{E}_n(Q,A,b)$ and a convex independent in the following sense if $X$ is a solution then it cannot be represented by

$$X = \sum_{i=1}^{k} \alpha_i X^{(i)},$$

where $X^{(i)} \in X_n(Q,A,b)$ are solutions and $\alpha_i \geq 0$, $\sum_{i=1}^{k} \alpha_i = 1$, $k \geq 2$ such that at least two coefficients $\alpha_1, \ldots, \alpha_k$ are nonzero.

We want to prove that $X_n(Q,A,b) = \text{Extr}\mathcal{E}_n(Q,A,b)$. Let $T$ be a real orthogonal matrix in $\mathbb{R}^n$, i.e. $T^{-1} = T^t$. Let us consider a map $\mathcal{T} : X \to T^tXT$. It is obvious that

(i) If $X \geq 0$ then $T^tXT \geq 0$; 
(ii) If $X$ is an orthogonal projector then $T^tXT$ is also an orthogonal projector; 
(iii) If $X = \alpha Y + \beta Z$ then $T^tXT = \alpha T^tYT + \beta T^tZT$.

This means that $T(X) = T^tXT$ is a convex mapping which maps $\mathcal{E}_n(Q,A,b)$ into itself. We assume that $X_0 \in \text{Extr}\mathcal{E}_n(Q,A,b)$ is not an orthogonal projector. Let us reduce $X_0$ to a diagonal form:

$$T^tX_0T = \text{diag}(\lambda_1, \ldots, \lambda_n).$$

Since $T^tX_0T \in \mathcal{E}_n(Q,A,b)$, we get that $(T^tX_0T)^2 \leq T^tX_0T$. Consequently, we obtain that $\lambda_1^2 \leq \lambda_1, \cdots, \lambda_n^2 \leq \lambda_n$ and $\lambda_1, \cdots, \lambda_n \in [0,1]$. Since $X_0$ is not an orthogonal projection, $T^tX_0T$ is not an orthogonal projector. Thus, at least one of numbers $\lambda_i$, $i = 1, \ldots, n$, say $\lambda_1$, is different from 0 and 1. Then

(5.14) $T^tX_0T = \lambda_1 Y + (1 - \lambda_1)Z$. 

where $Y = \text{diag}(1, \lambda_1, \ldots, \lambda_n)$, $Z = \text{diag}(0, \lambda_2, \ldots, \lambda_n)$, with $Y, Z \in \mathcal{E}_n(Q, A, b)$. Since $T$ and $T^{-1}$ are linear mapping, it follows from \((5.13)\) that

$$X_0 = T^{-1}(T^tX_0T) = T^{-1}(\lambda_1 Y + (1 - \lambda_1)Z) = \lambda_1 Y T^t + (1 - \lambda_1)TZT^t$$

with $TYT^t \in \mathcal{E}_n(Q, A, b)$, $TZT^t \in \mathcal{E}_n(Q, A, b)$. This contradicts to $X_0 \in \text{Extr}\mathcal{E}_n(Q, A, b)$. Hence, we have that $X_n(Q, A, b) = \text{Extr}\mathcal{E}_n(Q, A, b)$.

One can show that $\mathcal{E}_n(Q, A, b)$ has only two vertices $\Theta = \text{diag}(0, \ldots, 0)$ and $I = \text{diag}(1, \ldots, 1)$. Consequently, the equation \((5.13)\) has two stable solutions. All other solutions are not stable.

For instance, in the case $n = 2$, the set $X_2(Q, A, b)$ has three connected components: $\{\Theta\}$, $\{I\}$ and one dimensional projectors

$$\left(\pm \alpha \sqrt{\alpha(1 - \alpha)}, 1 - \alpha, 0 \right), \quad \alpha \in [0, 1].$$

In the general case, $X_n(Q, A, b)$ has $n + 1$ connected components which are null dimensional, one dimensional, two dimensional, and so on $n$-dimensional projectors.

### 6. An iterative method for stable solutions

We are going to show an existence of stable solutions under the mild condition by means of the Newton-Kantorovich method.

#### 6.1. The Newton-Kantorovich method.

**Proposition 6.1.** The set

\[(6.1) \quad \mathbb{D} = \mathbb{R}^n \setminus \left( \bigcup_{f \in \mathbb{K}} \mathbb{F}_f \right) \]

is an open set.

**Proof.** We will show that $\bigcup_{f \in \mathbb{K}} \mathbb{F}_f$ is a closed set. Let $\{x_n\} \in \bigcup_{f \in \mathbb{K}} \mathbb{F}_f$ such that $x_n \to x_0$. Then there exists $f_n \in \mathbb{K}$, $\|f_n\| = 1$ such that $f_n(P(x_n)) \leq 0$. Since $\mathbb{K} \cap \overline{\mathbb{B}}(0, 1)$ is a compact set, without loss any generality, we may assume that $f_m \to f_0$, $f_0 \in \mathbb{K}$. Then It follows from $x_n \to x_0$, $f_n \to f_0$, and $f_n(P(x_n)) \leq 0$ that $f_0(P(x_0)) \leq 0$. Since $f_0 \in \mathbb{K}$, one has that $x_0 \in \bigcup_{f \in \mathbb{K}} \mathbb{F}_f$. Consequently, $\bigcup_{f \in \mathbb{K}} \mathbb{F}_f$ is a closed set and $\mathbb{D}$ is an open set. This completes the proof.

**Theorem 6.2.** Let $\mathbb{D}_0$ be a connected component of $\mathbb{D}$ and $\overline{\mathbb{D}_0}$ be its closure. If there exists $x_0 \in \mathbb{D}_0$ such that $\overline{\mathbb{D}_0}$ does not contain any straight line passing through $x_0$ then there exists a stable solution of the equation \((4.1)\) belonging to the set $\overline{\mathbb{D}_0}$.

**Proof.** We prove this theorem in a few steps.

1 **Step.**

Let us prove that the inverse $[P'(x_0)]^{-1}$ of the mapping $P'(x_0)$ exists. We assume the contrary i.e. the inverse $[P'(x_0)]^{-1}$ does not exist. We then have that $P'(x_0)h = 0$ for some $0 \neq h \in \mathbb{R}^n$. From which for any $f \in \overline{\mathbb{K}}_Q$ and $\lambda \in \mathbb{R}$, one can find that

$$f(P(x_0 + \lambda h)) = f(P(x_0)) + \lambda f(P'(x_0)h) + \lambda^2 f(Q(h)) = f(P(x_0)) + \lambda^2 f(Q(h)).$$

Since $x_0 \in \mathbb{D}_0$ and $f \in \overline{\mathbb{K}}_Q$, we obtain that $f(P(x_0)) > 0$, $f(Q(h)) \geq 0$. Therefore, $f(P(x_0 + \lambda h)) > 0$ for any $\lambda \in \mathbb{R}$. This means that $\mathbb{D}_0$ contains a straight line $\{x_0 + \lambda h\}_{\lambda \in \mathbb{R}}$ which contradicts to the condition of theorem. Consequently, there exists $[P'(x_0)]^{-1}$.

2 **Step.**
We setup \( x_\lambda = x_0 - \lambda [P'(x_0)]^{-1}(P(x_0)) \) where \( 0 \leq \lambda \leq 1 \). We are going to show that \( x_\lambda \in \mathbb{D}_0 \) for \( 0 \leq \lambda < 1 \) and \( x_1 \in \mathbb{D}_0 \). Indeed, by expanding \( f(P(x_\lambda)) \) in the Taylor series at \( x_0 \), we obtain that
\[
f(P(x_\lambda)) = f(P(x_0)) - \lambda f'(P(x_0))[P'(x_0)]^{-1}(P(x_0)) + \lambda^2 f(Q(h_0))
\]
where \( h_0 = [P'(x_0)]^{-1}(P(x_0)) \) and \( f \in \overline{T}_Q \). It follows from \( f(P(x_\lambda)) > 0, \ 0 \leq \lambda < 1 \) that \( x_\lambda \in \mathbb{D}_0 \). Consequently, we get that \( x_1 \in \mathbb{D}_0 \).

3 Step.

We draw all possible tangent hyperplanes to \( \Pi_f = \{ x : f(P(x)) \leq 0 \} \), where \( f \in \mathbb{K} \), passing through the point \( x_0 \) such that the tangent point belongs to \( \mathbb{D}_0 \). Let \( H^+_f \) be a closed semi-space defined by a tangent hyperplane to \( \Pi_f \), containing \( \Pi_f \). It is obvious that an intersection of all hyperplanes \( H^+_f \) contains \( E_n(Q, A, b) = \bigcap_{f \in \mathbb{K}} \Pi_f \). Since \( \text{int} E_n(Q, A, b) \neq \emptyset \), the set \( \bigcap_{f \in \mathbb{K}} H^+_f \) is a nonempty closed solid convex set. We define a set \( C_0 = x_0 - \bigcap_{f \in \mathbb{K}} H^+_f \). We are going to show that \( C_0 \) is a cone. Indeed,
\[
x_0 - C_0 = \bigcap_{f \in \mathbb{K}} H^+_f \text{ and } x_0 + C_0 \subset \mathbb{D}_0 \text{. Since } \mathbb{D}_0 \text{ does not contain any straight line passing through the point } x_0, \text{ the set } C_0 \text{ is a cone.}
\]

4 Step.

Let us now prove that \( (x_0 - C_0) \cap \mathbb{D}_0 \) is a bounded set. Let \( h \in C_0 \) with \( ||h|| = 1 \). Since the straight line \( x_0 + \lambda h, \lambda \in \mathbb{R} \) is contained in \( \mathbb{D}_0 \), we then get that
\[
f(P(x_0 + \lambda h)) \geq 0,
\]
for all \( \lambda \geq 0, \ f \in \mathbb{K} \) and there exists \( f_0 \in \overline{T}_Q \) and \( \lambda_0 < 0 \) such that
\[
f_0(P(x_0 + \lambda_0 h)) < 0. \tag{6.2}
\]
The inequality (6.2) means that \( (x_0 - C_0) \cap \mathbb{D}_0 \) is bounded in the direction \(-h\) from the point \( x_0 \). Since \( P, f_0 \) are continuous mapping, the inequality (6.2) is satisfied in a sufficiently small neighborhood of \( h \), namely, it follows from \( ||h - h'|| < \epsilon, ||h'|| = 1 \) that \( f_0(P(x_0 + \lambda_0 h')) < 0 \).

We know that \( \{ h : h \in C_0, ||h|| = 1 \} \) is compact set. Then there exist \( h_1, \ldots, h_l \in C_0, ||h_i|| = 1 \), functionals \( f_1, \ldots, f_l \in K \) and numbers \( \lambda_1, \ldots, \lambda_l < 0 \) such that
\[
f_i(P(x_0 + \lambda_i h_i)) < 0, \ i = 1, l. \tag{6.3}
\]
Moreover, for any \( h \in C_0 \) with \( ||h|| = 1 \) one can choose \( i \) such that
\[
f_i(P(x_0 + \lambda_i h)) < 0. \tag{6.4}
\]
Consequently \( (x_0 - C_0) \cap \mathbb{D}_0 \) is bounded within the ball \( B(\Theta, \max_{1 \leq i \leq l} |\lambda_i|) \) in any any direction from \( x_0 \).

5 Step.

It is clear from the previous steps that \( x_1 = x_0 - [P'(x_0)]^{-1}P(x_0) \in x_0 - C_0 \) and the point \( x_1 \) satisfies the condition of Theorem. If we can construct a solid cone \( C_1 \) corresponding to the point \( x_1 \) by the similar way presented in the previous steps. We then have that \( C_1 \subset C_0 \). By continuing this process one can construct the Newton-Kantorovich iterations as follows
\[
x_{k+1} = x_k - [P'(x_k)]^{-1}P(x_k), \ k = 0, 1, \ldots \tag{6.5}
\]
It is clear that this is a decreasing sequence along the solid cone \( C_0 \). Since \( \{ x_k \} \subset x_0 - C_0, k = 0, 1, \ldots \) then \( x_k \) is bounded. It is known that in finite dimensional space every solid cone is regular, in other words, a monotone bounded sequence converges with respect to norm. Therefore \( ||x_k - x^*|| \to 0 \), as \( k \to \infty \) for some \( x^* \). Finally, \( x^* \in x_0 - C_0 \), and \( [P'(x^*)]^{-1} \) exists. Consequently, \( x^* \) is a stable solution of equation \( P(x) = 0 \). \( \square \)
Remark 6.3. Let $\Phi(x) = x - [P'(x)]^{-1}P(x)$. As we already showed that if $\Phi(x)$ is well defined in $\mathbb{D}$ then $\Phi(x) \in \overline{\mathbb{D}}$.

6.2. Some examples. We shall illustrate the Newton-Kantorovich method in several examples.

Example 6.4. Let us consider the following elliptic operator equation in $\mathbb{R}^2$.

\[
\begin{cases}
\xi_1^2 = 1 \\
\xi_2^2 = 1,
\end{cases}
\]

where $x = (\xi_1, \xi_2) \in \mathbb{R}^2$. Then $\mathbb{D} = \{x \in \mathbb{R}^2 : |\xi_1| > 1, |\xi_2| > 1\}$ has four connected components $\mathbb{D}_1 = \{x \in \mathbb{R}^2 : \xi_1 > 1, \xi_2 > 1\}$, $\mathbb{D}_2 = \{x \in \mathbb{R}^2 : \xi_1 < -1, \xi_2 > 1\}$, $\mathbb{D}_3 = \{x \in \mathbb{R}^2 : \xi_1 < -1, \xi_2 < -1\}$, and $\mathbb{D}_4 = \{x \in \mathbb{R}^2 : \xi_1 > 1, \xi_2 < -1\}$. Any initial point $x_0 \in \mathbb{D}$ satisfies the condition of Theorem 6.2. Hence, we have that

\[
x^* = \begin{cases}
(1, 1), & x_0 \in \mathbb{D}_1 \\
(-1, 1), & x_0 \in \mathbb{D}_2 \\
(-1, -1), & x_0 \in \mathbb{D}_3 \\
(1, -1), & x_0 \in \mathbb{D}_4
\end{cases}
\]

Consequently, if $x_0 \in \mathbb{D}$ then the Newton-Kantorovich iteration converges to one of the stable solutions.

Example 6.5. Let us consider the following equation in $\mathbb{R}^2$.

\[
\begin{cases}
\xi_1^2 = \xi_2 \\
\xi_2^2 = \xi_1
\end{cases}
\]

where $x = (\xi_1, \xi_2) \in \mathbb{R}^2$. Then $\mathbb{D} = \{x \in \mathbb{R}^2 : \xi_1 < \xi_2^2, \xi_2 < \xi_1^2\}$ has two connected components $\mathbb{D}_1 = \{x \in \mathbb{R}^2 : \xi_1 < \xi_2^2, \xi_2 < \xi_1^2\}$ and $\mathbb{D}_2 = \mathbb{D} \setminus \mathbb{D}_1$. Any initial point $x_0 \in \mathbb{D}_1$ satisfies the condition of Theorem 6.2 and the Newton-Kantorovich iteration converges to $x^* = (1, 1)$.

Let $\ell$ be the common tangent line to parabolas $\Pi_1$ and $\Pi_2$. It is obvious that $\ell = \{(\xi_1, \xi_2) : \xi_1 + \xi_2 = -1\}$ and if $x_0 = (\xi_1^0, \xi_2^0) \in \mathbb{D}_2$ with $\xi_1^0 + \xi_2^0 > -1$ then the condition of Theorem 6.2 is satisfied. Therefore, the Newton-Kantorovich iteration starting from this point converges to the stable point $x^* = (0, 0)$. For all the rest points $x \in \mathbb{D}_2$, the condition of Theorem 6.2 is not satisfied.

Example 6.6. Let us consider the following equation in $\mathbb{R}^2$.

\[
\begin{cases}
\xi_1^2 = \xi_2 \\
\xi_2^2 = 4\xi_2 - 3
\end{cases}
\]

where $x = (\xi_1, \xi_2) \in \mathbb{R}^2$. Then $\mathbb{D} = \{x \in \mathbb{R}^2 : \xi_2 < \xi_2^2, \xi_2 > 4\xi_2 - 3\}$ has three connected components $\mathbb{D}_1 = \{x \in \mathbb{R}^2 : \xi_2 < \xi_2^4, \xi_1 > \sqrt{3}, \xi_2 > 3\}$, $\mathbb{D}_2 = \{x \in \mathbb{R}^2 : \xi_2 < \xi_2^4, \xi_1 < -\sqrt{3}, \xi_2 > 3\}$, and $\mathbb{D}_3 = \{x \in \mathbb{R}^2 : \xi_2 < \xi_2^4, \xi_2 < 1\}$. It follows from Theorem 6.2 that the Newton-Kantorovich iteration starting from any point $x_0 \in \mathbb{D}_1$ (resp. $\mathbb{D}_2$) converges to a stable solution $(\sqrt{3}, 3)$ (resp. $(-\sqrt{3}, 3)$).

Let $\mathbb{D}_3^{(1)} = \{x \in \mathbb{R}^2 : \xi_2 < \xi_2^4, \xi_1 > 0, 0 < \xi_2 < 1\}$ and $\mathbb{D}_3^{(2)} = \{x \in \mathbb{R}^2 : \xi_2 < \xi_2^4, \xi_1 < 0, 0 < \xi_2 < 1\}$. These subsets of the set $\mathbb{D}_3$ have the following property: for any $x_0 \in \mathbb{D}_3^{(1)}$ (resp. $\mathbb{D}_3^{(2)}$) there is no a straight line passing through $x_0$ and lying inside $\mathbb{D}_3$. Then for any $x_0 \in \mathbb{D}_3^{(1)}$ (resp. $\mathbb{D}_3^{(2)}$) the Newton-Kantorovich iteration converges to a stable solution $(1, 1)$ (resp. $(-1, 1)$). Simple calculations show that for any other points of $\mathbb{D}_3$ the Newton-Kantorovich iteration does not converge. In this example, the set $\overline{\mathbb{D}}_1$ as well as $\overline{\mathbb{D}}_2$ contains one stable solution and the set $\overline{\mathbb{D}}_3$ contains two stable solutions.

Example 6.7. Let us consider the following equation in $\mathbb{R}^2$.

\[
\begin{cases}
\xi_1^2 = \xi_2 \\
\xi_2^2 = 1
\end{cases}
\]
where \(x = (\xi_1, \xi_2) \in \mathbb{R}^2\). Then \(\mathbb{D} = \{x \in \mathbb{R}^2 : \xi_2 < \xi_1^2, |\xi_2| > 1\}\) has three connected components \(\mathbb{D}_1 = \{x \in \mathbb{R}^2 : \xi_2 < \xi_1^2, \xi_1 > 1, \xi_2 > 1\}\), \(\mathbb{D}_2 = \{x \in \mathbb{R}^2 : \xi_2 < \xi_1^2, \xi_1 < -1, \xi_2 > 1\}\), and \(\mathbb{D}_3 = \{x \in \mathbb{R}^2 : \xi_2 < -1\}\). It follows from Theorem 6.2 that for any initial point taken from \(\mathbb{D}_1\) (resp. \(\mathbb{D}_2\)), the Newton-Kantorovich iteration converges to the stable solution \((1,1)\) (resp. \((-1,1)\)). For any initial point taken from \(\mathbb{D}_3\), the Newton-Kantorovich iteration does not converge.

7. The rank of elliptic quadratic operators

In this section we are going to introduce the concept of a rank of the elliptic quadratic operator. By means of this concept, we are going to describe the cone \(K_Q^r\).

Let \(Q : \mathbb{R}^n \rightarrow \mathbb{R}^n\) be an elliptic quadratic operator. Recall that \(K_Q^r\) denotes the set of linear continuous functionals \(f : \mathbb{R}^n \rightarrow \mathbb{R}\) such that \(f(Q(x))\) is a positive defined quadratic form. In the sequel, we study a closed cone \(\overline{K}_Q\). Let \(\mathbb{K}\) be the set of extremal rays of \(\mathbb{T}_Q\). Due to Krein-Milman theorem, we have that \(\overline{\text{co}}\mathbb{K} = \overline{K}_Q\) where \(\overline{\text{co}}\mathbb{K}\) is the convex hull of \(\mathbb{K}\). Let \(\text{rg}_fQ\) stand for the rank of the quadratic form \(f(Q(x))\). It is clear that the rank \(\text{rg}_fQ\) of the quadratic form \(f(Q(x))\) is equal to the rank of the associated symmetric matrix \(A\). Due to the construction of the set \(K_Q^r\), one has that \(\text{rg}_fQ = n\) whenever \(f \in K_Q^r\) and \(\text{rg}_fQ < n\) whenever \(f \in \partial K_Q^r\).

**Definition 7.1.** The number

\[
\text{rg}_Q = \max_{f \in \mathbb{K}} \text{rg}_fQ
\]

is called a rank of the elliptic quadratic operator \(Q : \mathbb{R}^n \rightarrow \mathbb{R}^n\).

It is clear that \(1 \leq \text{rg}_Q \leq n - 1\) for any elliptic quadratic operator.

If \(B\) is a linear invertible operator then quadratic operators \(Q(x)\) and \(Q_B(x) = Q(Bx)\) have the same cone \(K_Q^r\) since the quadratic forms \(f(Q(x))\) and \(f(Q(Bx))\) both are simultaneously either positive defined or not. Let us consider quadratic operators \(Q_1\) and \(Q_2\) such that \(Q_2(x) = AQ_1(x)\) where \(A\) is a linear invertible operator. Let \(K_Q^r\), be the corresponding cone to \(Q_i\), \(i = 1, 2\). Then it follows from \(f(AQ_1(x)) = (A^t f)(Q_1(x))\) (where \(A^t\) is a transpose operator) that

\[
K_Q^r = (A^t)^{-1}K_1.
\]

Let \(\text{Isom}\mathbb{R}^n\) be the set of all isometries of \(\mathbb{R}^n\). If \(A, B \in \text{Isom}\mathbb{R}^n\) and \(Q \in \mathcal{E}_Qn\) is an elliptic quadratic operator then \(AQ(B(\cdot))\) also is an elliptic quadratic operator with

\[
\text{rg}(AQ(B)) = \text{rg}Q.
\]

**Definition 7.2.** An elliptic quadratic operator \(Q : \mathbb{R}^n \rightarrow \mathbb{R}^n\) is called homogeneous of rank \(r\) if one has that \(\text{rg}_fQ = r\) for any \(f \in \mathbb{K}\).

**Example 7.1.** An elliptic quadratic operator \(Q(x) = (x_1^2 + x_2^2, x_2^2 + x_3^2, 2x_1x_3)\) is homogeneous of the rank 2 in \(\mathbb{R}^3\). Indeed, if \(f = (\lambda_1, \lambda_2, \lambda_3)\) then \(K_Q^r = \{f : \lambda_1 > 0, \lambda_2 > 0, \lambda_3 < \lambda_1 \cdot \lambda_2\}\). Consequently, we get that \(\mathbb{K} = \{f : \lambda_1 \geq 0, \lambda_2 \geq 0, \lambda_3 = \pm \sqrt{\lambda_1 \cdot \lambda_2}\}\) and

\[
f(Q(x)) = \lambda_1(x_1^2 + x_2^2) + \lambda_2(x_2^2 + x_3^2) \pm 2\sqrt{\lambda_1 \lambda_2}x_1x_2,
\]

\[
= (\sqrt{\lambda_1}x_1 \pm \sqrt{\lambda_2}x_3)^2 + (\sqrt{\lambda_1}x_2 \pm \sqrt{\lambda_2}x_3)^2,
\]

for any \(f \in \mathbb{K}\), i.e. \(\text{rg}_fQ = 2\) for any \(f \in \mathbb{K}\). This means this elliptic quadratic operator is homogeneous of the rank 2.

**Example 7.2.** An elliptic quadratic operator \(Q(x) = (x_1^2 + x_2^2, x_2^2 + x_3^2, 2x_1x_2)\) is not homogeneous of the rank 2 in \(\mathbb{R}^3\). Indeed, one has that

\[
K_Q^r = \{f : \lambda_1 > 0, \lambda_2 > 0, \lambda_3 < \lambda_1(\lambda_1 + \lambda_2)\},
\]

\[
\mathbb{K} = \left\{ f : f \neq 0, \lambda_1 \geq 0, \lambda_2 \geq 0, \lambda_3 = \pm \sqrt{\lambda_1(\lambda_1 + \lambda_2)} \right\},
\]
and \( f(Q(x)) = (x_1^2 + x_2^2)^2 \) for \( f = (1, 0, 1) \in \mathbb{K} \). This means that \( \text{rg}_f Q = 1 \).

7.1. **The rank of \( k \).** Now we are going to describe the cone \( \overline{K}_Q \) for a homogeneous elliptic quadratic operators of rank \( k \).

**Theorem 7.3.** If \( \text{rg} Q = 1 \) then there are \( A, B \in \text{Isom} \mathbb{R}^n \) such that \( AQ(Bx) = (x_1^2, x_2, \ldots, x_n^2) \). Moreover, \( \overline{K}'_Q \) is a minidrial cone i.e. \( \mathbb{K} \) contains exactly \( n \) extremal rays.

**Proof.** Since \( \overline{K}_Q \) is a solid cone, it has at least \( n \) extremal rays. Let \( f_1, \ldots, f_n \) be these extremal rays. Without loss of generality, we may assume that \( f_1, \ldots, f_n \) are linearly independent. We define a linear operator \( A : \mathbb{R}^n \to \mathbb{R}^n \) as follows

\[
Ax := (f_1(x), f_2(x), \ldots, f_n(x)).
\]

The linear independence of \( f_1, \ldots, f_n \) implies that \( A \in \text{Isom} \mathbb{R}^n \). Then

\[
AQ(x) = (f_1(Q(x)), f_2(Q(x)), \ldots, f_n(Q(x))).
\]

Since \( \text{rg} Q = 1 \) and \( f_1, \ldots, f_n \in \mathbb{K} \), one gets that

\[
\text{rg}_{f_1} Q = \cdots = \text{rg}_{f_n} Q = 1,
\]

i.e.

\[
f_1(Q(x)) = (\varphi_1(x))^2, \ldots, f_n(Q(x)) = (\varphi_n(x))^2,
\]

where \( \varphi_1, \ldots, \varphi_n \) are some linear functionals. Hence,

\[
AQ(x) = ((\varphi_1(x))^2, \ldots, (\varphi_n(x))^2).
\]

Since \( Q \) is the elliptic quadratic operator, the linear functionals \( \varphi_1(x), \ldots, \varphi_n(x) \) are linearly independent. If \( B : \mathbb{R}^n \to \mathbb{R}^n \) is a linear operator which maps \( (\varphi_1(x), \ldots, \varphi_n(x)) \) to \( (x_1, \ldots, x_n) \). Then

\[
AQ(Bx) = (x_1^2, \ldots, x_n^2), \quad \overline{K}_1 = \{ f : \lambda_1 \geq 0, \ldots, \lambda_n \geq 0 \},
\]

and \( \mathbb{K}_1 \) exactly consists of \( n \) extremal rays. Consequently, \( \mathbb{K}_1 = (A')^{-1} \mathbb{K} \) also contains exactly \( n \) extremal rays. This completes the proof. \( \square \)

**Theorem 7.4.** If \( \text{rg} Q \geq 2 \) then \( \mathbb{K} \) is an infinite set.

**Proof.** Let \( \text{rg} Q = 2 \) and \( \mathbb{K} \) be a finite set. Then \( \overline{K}_Q \) is a polyhedral solid cone. We choose \( f_1, \ldots, f_n \in \mathbb{K} \) such that they are linearly independent and a convex hull of any \( (n - 1) \) of them does not intersect with \( K'_Q \). Since \( \text{rg}_{f_i} Q = 2 \), we have that

\[
f_i(Q(x)) = (\varphi_i(x))^2 + (\psi_i(x))^2, \quad i = 1, n,
\]

where \( \varphi_i \) and \( \psi_i \) are some linear functionals. Without loss of generality, one can assume that \( \varphi_1, \ldots, \varphi_n \) are linearly independent otherwise we may alternate some functionals \( \varphi_i(x) \) with \( \psi_i(x) \). We define linear operator \( A, B \) as follows

\[
Ax := (f_1(x), \ldots, f_n(x), \quad Bx := (\varphi_1(x), \ldots, \varphi_n(x)).
\]

So, we have that

\[
AQ(Bx) = (x_1^2 + (\alpha_1(x))^2, \ldots, x_n^2 + (\alpha_n(x))^2),
\]

where \( \alpha_1(x), \ldots, \alpha_n(x) \) are some linear functionals.

By setting \( f = (0, 1, 1, \ldots, 1) \), one can get

\[
f(AQ(Bx)) = x_2^2 + x_3^2 + \cdots + x_n^2 + (\alpha_2(x))^2 + (\alpha_3(x))^2 + \cdots + (\alpha_n(x))^2.
\]

Since \( f \in \text{co}(f_1, \ldots, f_n) \), the quadratic form \( f(AQ(Bx)) \) cannot be positive defined. Therefore, we obtain that \( \text{Ker} f(AQ(B)) \neq \{0\} \). Thus, the linear functionals \( \alpha_2(x), \ldots, \alpha_n(x) \) do not depend on \( x_1 \). Analogously, if we let \( f = (1, 0, 1, \ldots, 1) \) then one can show that the linear functionals \( \alpha_1(x), \alpha_3(x), \ldots, \alpha_n(x) \) do not depend on \( x_2 \).
We continue this process. If we let \( f = (1, \cdots, 1, \frac{0}{n}, 1, \cdots, 1) \) then one can show that the linear functionals
\[
\alpha_1(x), \cdots, \alpha_{i-1}(x), \alpha_{i+1}(x), \cdots, \alpha_n(x)
\]
do not depend on \( x_i \). It follows from these arguments that
\[
\alpha_1(x) = \lambda_1 x_1, \alpha_2(x) = \lambda_2 x_2, \cdots, \alpha_n(x) = \lambda_n x_n.
\]
Hence
\[
AQ(Bx) = ((1 + \lambda_1^2)x_1^2, (1 + \lambda_2^2)x_2^2, \cdots, (1 + \lambda_n^2)x_n^2),
\]
and \( \text{rg}AQ(B) = 1 \) which contradicts to \( \text{rg}Q = 2 \). By means of the mathematical induction methods one can prove the assertion of the theorem in the case \( \text{rg}Q = k > 2 \). This completes the proof. \( \square \)

**Corollary 7.5.** One has that \( \text{rg}Q = 1 \) if and only if \( \overline{K}'_Q \) is a miniedral cone.

**Theorem 7.6.** If \( \text{rg}Q = n - 1 \) then \( \mathbb{K} = \partial\overline{K}'_Q \).

**Proof.** We will prove that \( \partial\overline{K}'_Q \subset \mathbb{K} \). Indeed, if \( f \in \partial\overline{K}'_Q \) then it can be represented as \( f = \sum_{i=1}^{r} f_i \), where \( f_i \in \mathbb{K} \) and \( r \leq n \). Then we have that
\[
f(Q(x)) = \sum_{i=1}^{r} f_i(Q(x)).
\]

Since \( f(Q(x)), f_i(Q(x)) \) are the nonnegative defined quadratic forms, we have that
\[
\text{rg}_f Q \geq \max_{1 \leq i \leq r} \text{rg}_{f_i} Q = n - 1.
\]
On the other hand, since \( f \in \partial\overline{K}'_Q \), we get that \( \text{rg}_f Q < n \). Hence
\[
(7.1) \quad \text{rg}_f Q = n - 1.
\]
for any \( f \in \partial\overline{K}'_Q \). This means that \( \partial\overline{K}'_Q \subset \mathbb{K} \).

We will prove that \( \partial\overline{K}'_Q \supset \mathbb{K} \). We assume the contrary, i.e., one can choose \( f_1, f_2 \in \mathbb{K} \) such that
\[
(7.2) \quad \text{cone}\{f_1, f_2\} \cap K'_Q = \emptyset,
\]
where \( \text{cone}\{f_1, f_2\} \) is a conical hull of \( f_1, f_2 \). A linear operator \( B \in \text{Isom}\mathbb{R}^n \) can be chosen such that
\[
f_1(Q(Bx)) = x_1^2 + x_2^2 + \cdots + x_{n-1}^2, \quad f_2(Q(Bx)) = (\varphi_1(x))^2 + (\varphi_2(x))^2 + \cdots + (\varphi_{n-1}(x))^2.
\]

It follows from (7.2) that the linear functionals \( \varphi_1(x), \cdots, \varphi_{n-1}(x) \) do not depend on \( x_n \). Since \( f_1(Q(Bx)) \) and \( f_2(Q(Bx)) \) quadratic forms are positive defined with respect to \( x_1, \ldots, x_{n-1} \) they can be simultaneously represented in a diagonal form. Namely, there are \( A, B_1 \in \text{Isom}\mathbb{R}^n \) such that
\[
f_1(AQ(B_1x)) = x_1^2 + x_2^2 + \cdots + x_{n-1}^2, \quad f_2(AQ(B_1x)) = \lambda_1 x_1^2 + \lambda_2 x_2^2 + \cdots + \lambda_{n-1} x_{n-1}^2, \quad \lambda_i > 0.
\]
Without loss of generality one can assume that \( \lambda_i \leq 1 \) and \( \max_i \lambda_i = 1 \). Then \( (f_1 - f_2)(AQ(B_1x)) \) is a nonnegative defined quadratic form with rank \( \leq n - 2 \). Consequently, we obtain that \( f_1 - f_2 \in \partial\overline{K}'_Q \). Then, we have that
\[
\text{rg}_{f_1 - f_2}(AQ(B_1x)) \leq n - 2
\]
and it contradicts to (7.1). This completes the proof. \( \square \)

Here is an example for a homogeneous elliptic quadratic operator of order \( n - 1 \).
Example 7.7. Let us consider the following elliptic quadratic operator

\[ Q(x) = (x_1^2 + \cdots + x_n^2, 2x_1x_2, 2x_1x_3, \ldots, 2x_1x_n). \]

If \( f = (\lambda_1, \ldots, \lambda_n) \) then

\[ f(Q(x)) = \lambda_1 x_1^2 + \cdots + \lambda_1 x_n^2 + 2\lambda_2 x_1 x_2 + 2\lambda_3 x_1 x_3 + \cdots + 2\lambda_n x_1 x_n. \]

It is easy to see that

\[ K'_Q = \{ f : \lambda_1 > 0, \lambda_1^2 > \lambda_2^2 + \lambda_3^2 + \cdots + \lambda_n^2 \}, \]
\[ \overline{K}_Q = \{ f : \lambda_1 \geq 0, \lambda_1^2 \geq \lambda_2^2 + \lambda_3^2 + \cdots + \lambda_n^2 \}, \]
\[ \mathbb{K} = \{ f \neq 0 : \lambda_1 = \sqrt{\lambda_2^2 + \lambda_3^2 + \cdots + \lambda_n^2} \} = \partial \overline{K}'_Q. \]

If \( f \in \mathbb{K} \) then \( f = (t, \lambda_2, \lambda_3, \ldots, \lambda_n) \), where \( t = \sqrt{\lambda_2^2 + \lambda_3^2 + \cdots + \lambda_n^2} \), and

\[ \begin{align*}
  f(Q(x)) &= t(x_1^2 + \cdots + x_n^2) + 2\lambda_2 x_1 x_2 + 2\lambda_3 x_1 x_3 + \cdots + 2\lambda_n x_1 x_n \\
  &= \sum_{i=2}^{n} \left( \frac{\lambda_i}{\sqrt{t}} + \sqrt{tx_i} \right)^2.
\end{align*} \]

It follows from the last equality that \( \operatorname{rg} f(Q(x)) = n - 1 \) for any \( f \in \mathbb{K} \). Therefore, \( Q \) is a homogeneous elliptic quadratic operator of the rank \( n - 1 \).

In the two extreme cases, we may describe the cone \( \overline{K}_Q \) for a homogeneous elliptic quadratic operator.

(a) If \( \operatorname{rg} Q = 1 \), then \( \mathbb{K} \) consists of exactly \( n \) extremal rays and \( \overline{K}_Q \) is a miniedral cone which can be represented as a direct sum of one dimensional cone. The elliptic operator \( Q \) can be written by \( Q(x) = (x_1, \cdots, x_n^2) \). In this case, the corresponding symmetric bilinear operator is \( B(x, y) = (x_1y_1, x_2y_2, \ldots, x_ny_n) \) and \((\mathbb{R}^n, +, \odot)\) is a unital associative, commutative algebra with multiplication \( x \odot y = B(x, y) \) and with an identity element \( e = (1, 1, \ldots, 1) \).

(b) If \( \operatorname{rg} Q = n - 1 \), then \( \mathbb{K} = \partial \overline{K}_Q \), i.e. \( \overline{K}_Q \) is a rounded cone in which all boundary rays are extreme. This means that \( \overline{K}_Q \) can not be represented as a direct sum of two cones. One can check that the following elliptic operator \( Q(x) = (x_1^2 + \cdots + x_n^2, 2x_1x_2, 2x_1x_3, \cdots, 2x_1x_n) \) has the rank \( n - 1 \) and the corresponding symmetric bilinear operator has a form \( B(x, y) = (x_1y_1 + \cdots + x_ny_n, x_1y_2 + x_2y_1, x_1y_3 + x_3y_1, \cdots, x_1x_n + x_ny_1) \). If we define a multiplication in \( \mathbb{R}^n \) by \( x \odot y = B(x, y) \) then we obtain a commutative algebra \((\mathbb{R}^n, +, \odot)\) with an identity element \( e = (1, 0, \ldots, 0) \). It turns out that the multiplicative operation has a property \( (x^2 \odot y) \odot x = x^2 \odot (y \odot x) \). This means that \( (\mathbb{R}^n, +, \odot) \) is a Jordan algebra.

In general, it is a tedious work to describe the cone \( \overline{K}_Q \) of homogeneous elliptic quadratic operators with rank \( 2 \leq \operatorname{rg} Q \leq n - 2 \). It can be observed in some examples.

The homogeneous elliptic quadratic operator having the rank \( (n - 1) \) has the convexity property.

Definition 7.3 [52]. A quadratic operator \( Q : \mathbb{R}^n \to \mathbb{R}^m \) is called stably convex if its image \( R_{n,m}(Q) \) is convex and it remains convex under sufficiently small perturbations of \( Q \).

Theorem 7.8 [52]. An elliptic quadratic operator \( Q : \mathbb{R}^n \to \mathbb{R}^n \) is stably convex if and only if it is homogeneous of the rank \( (n - 1) \).

7.2. Some examples: Lower ranks. In this subsection we are going to consider some concrete examples in the lower dimensional space.

In what follows, we denote by \( C_n \) a spherical cone which is an affine similar to the following form

\[ C_n = \{ f : \lambda_1 \geq 0, \lambda_1^2 \geq \lambda_2^2 + \cdots + \lambda_n^2 \}. \]
Example 7.9. Let us consider the following elliptic quadratic operator in \( \mathbb{R}^4 \)
\[
Q(x) = (x_1^2 + x_2^2, 2x_1x_3, x_2^2 + x_3^2, x_2^2 + x_4^2).
\]
Then one can see that
\[
K'_Q = \{ f : \lambda_1 > 0, \lambda_3 > 0, \lambda_4 > 0, \lambda_2^2 < \lambda_1\lambda_3 \},
\]
and
\[
\overline{K}'_Q = C_3 \oplus K_1,
\]
where
\[
C_3 = \{ f : \lambda_1 \geq 0, \lambda_3 \geq 0, \lambda_4 = 0, \lambda_2^2 \leq \lambda_1\lambda_3 \}
\]
is a "spherical" cone and \( K_1 = \{ f : \lambda_1 = \lambda_2 = \lambda_3 = 0; \lambda_4 \geq 0 \} \) is a one dimensional cone.

Example 7.10. Let us consider the following elliptic quadratic operator in \( \mathbb{R}^4 \)
\[
Q(x) = (x_1^2 + x_2^2 + x_3^2, x_2^2 + x_4^2, 2x_1x_3, 2x_2x_4).
\]
One can check that \( Q \) is homogeneous with a rank \( \text{rg} Q = 2 \) and
\[
K'_Q = \{ f : \lambda_1 > 0, \lambda_2 > 0, \lambda_3^2 < \lambda_1(\lambda_1 + \lambda_2), \lambda_1^2 < \lambda_2(\lambda_1 + \lambda_2) \}.
\]
We denote by
\[
C_3 = \{ f : \lambda_1 \geq 0, \lambda_2 \geq 0, \lambda_3^2 \leq \lambda_1(\lambda_1 + \lambda_2), \lambda_4 = 0 \},
\]
\[
\tilde{C}_3 = \{ f : \lambda_1 \geq 0, \lambda_2 \geq 0, \lambda_3^2 < \lambda_2(\lambda_1 + \lambda_2), \lambda_3 = 0 \},
\]
\[
R_1 = \{ f : \lambda_1 = \lambda_2 = \lambda_3 = 0 \}, \quad \tilde{R}_1 = \{ f : \lambda_1 = \lambda_2 = \lambda_4 = 0 \}.
\]
Then, we have that
\[
(7.3) \quad \overline{K}'_Q = (C_3 \oplus R_1) \cap (\tilde{C}_3 \oplus \tilde{R}_1).
\]
\( \overline{K}'_Q \) is a intersection of two wedges.

Conjecture 7.11. If \( \text{rg} Q = 2 \) then a cone \( \overline{K}'_Q \) is a direct sum of the following cones:

(a) \( C_3 \) is a "spherical" cone with dimension three (perhaps, with many copies);
(b) \( K_r \) is a minired cone with dimension \( r \) (at most one copy)
(c) The cones of type \( (\ref{7.3}) \).

7.3. Some examples: Higher ranks. Let us consider elliptic quadratic operators with \( \text{rg} Q \geq 3 \). In this case, it may appear new type of cones in the decomposition of the cone \( \overline{K}_Q \).

Let \( n = \frac{k(k+1)}{2} \) and \( x \in \mathbb{R}^n \). We then write \( x \) in a symmetrical matrix form:
\[
x = \begin{pmatrix}
x_1 & x_2 & \cdots & x_k \\
x_2 & x_{k+1} & \cdots & x_{2k-1} \\
x_3 & x_{k+2} & \cdots & x_{3k-1} \\
& \ddots & \ddots & \ddots \\
x_k & x_{2k-1} & \cdots & x_{k(k+1)} \\
\end{pmatrix}.
\]

If we consider \( Q(x) := x^2 \) then \( Q : \mathbb{R}^n \to \mathbb{R}^n \) is a homogenous elliptic quadratic operator with the rank \( k \). In this case, one has that
\[
K'_Q = \left\{ f = \begin{pmatrix}
\lambda_1 & \cdots & \lambda_k \\
\lambda_2 & \cdots & \lambda_{2k-1} \\
\vdots & \ddots & \vdots \\
\lambda_k & \cdots & \lambda_n
\end{pmatrix} : f \text{ is positive defined matrix} \right\}.
\]
Problem 7.12. Let $\text{Extr}$ to Theorem 4.1, if the elliptic operator equation (8.1) is solvable then the set

\[ S = \{ x : f(x) = f(\delta) \} \]

Therefore, we have that

\[ K = \text{Extr}(S) \neq \partial S. \]

It was checked in some examples that there are cones types of $C_4, S_6,$ and $K_r$ in decomposition of the cone $K_Q$ for $rgQ = 3$ and there are cones types of $C_5, S_{10}$ and $K_r$ in decomposition of the cone $K_Q$ for $rgQ = 4$.

However, in general, the description of the cone $K_Q$ for the homogeneous elliptic quadratic operators with a rank of $k$ is a complicated problem. Here we are going to state one problem which is related to the concept of rank.

Let $K$ be a solid cone in the space $\mathbb{R}^n$. Then due to the Caratheodory theorem every point $x \in K$ can be presented as a convex hull of at most $n$ extreme vectors of the set $K$.

**Definition 7.4.** A number $c(K)$ is called a Caratheodory number of the cone $K$ if it is the smallest number which satisfies the condition: for any $x \in K$ there exists $\lambda \in \mathbb{N}$ and $x_1, x_2, \cdots, x_\lambda \in \text{Extr}K$ such that $x \in \text{cone}\{x_1, x_2, \cdots, x_\lambda\}$.

It is clear that for any solid cone $K$ we have that $2 \leq c(K) \leq n$. For example, $c(C_n) = 2$ and $c(K_n) = n$ where $C_n$ is a spherical cone and $K_n$ is a miniedral cone. By using a spectra theorem for the symmetric matrix one can get that $c(S_{\frac{k(k+1)}{2}}) = k$ where $S_{\frac{k(k+1)}{2}}$ is given above.

One can easily check that for any two solid cones $K_1$ and $K_2$ we have

\[ c(K_1 \oplus K_2) \leq c(K_1) + c(K_2). \]

Therefore, if $c(K) \leq 3$ then the cone $K$ could not be represented the direct sum of two cones.

**Problem 7.12.** Let $rgQ = k$ and $K_Q$ be a closed solid cone corresponding to $Q$. Find lower and upper boundaries of the Carathéodory number $c(K_Q)$ of the cone $K_Q$.

8. **Elliptic Quadratic Operator Equation of Rank 1**

Let $Q : \mathbb{R}^n \to \mathbb{R}^n$ is an elliptic quadratic operator of rank 1. Due to Theorem 7.3, we may assume that an elliptic quadratic operator has the following form

\[ Q(x) = (x_1^2, x_2^2, \ldots, x_n^2). \]

In this case, the elliptic operator equation takes the following form

\[ x_k^2 = \sum_{i=1}^n a_{ki} x_i + b_k; \quad k = 1, n. \]

It is obvious that

\[ K'_Q = \{ f : \lambda_1 > 0, \ldots, \lambda_n > 0 \}, \]

\[ \mathbb{K} = \text{Extr}(K'_Q) = \{ f_i : f_i = (\delta_{i1}, \ldots, \delta_{in}), \quad i = 1, \ldots, n \}, \]

where $\delta_{ij}$ is the Kronecker symbol.

We set that

\[ \Pi_i = \{ x : x_i^2 \leq \sum_{j=1}^n a_{ij} x_j + b_i \}, \quad i = 1, n \]

is a paraboloid corresponding to the functional $f_i \in \mathbb{K}$, i.e. $\Pi_i = \{ x : f_i(Q(x) + Ax + b) \leq 0 \}$. According to Theorem 7.1, if the elliptic operator equation (8.1) is solvable then the set $\mathcal{E}_n(Q, A, b)$ is nonempty.

Therefore, we have that $\bigcap_{i=1}^n \Pi_i = \mathcal{E}_n(Q, A, b) \neq \emptyset$.

We prove a general fact which is related to any paraboloid of the space $\mathbb{R}^n$. 

Lemma 8.1. Any finite number of paraboloids does not cover \( \mathbb{R}^n \).

**Proof.** We know that there exists a hyperplane for every paraboloid such that a paraboloid is symmetric with respect to the hyperplane. We call it the symmetric hyperplane of a paraboloid. Let \( l \) be a straight line which is not parallel to any symmetric hyperplane of the given paraboloids. Then the intersection of the straight line \( l \) with each symmetric hyperplane is either a finite length segment or an empty set. Since the number of paraboloids is finite the straight line \( l \) can not be covered by finite paraboloids. \( \square \)

Lemma 8.2. If \( c_i \geq 0, \ i = 1, \ldots, n \) then
\[
\min_{\lambda_i > 0} \left( \frac{c_1}{\lambda_1} + \ldots + \frac{c_n}{\lambda_n} \right) = (\sqrt{c_1} + \ldots + \sqrt{c_n})^2.
\]

This proof is straightforward.

Theorem 8.3. Let \( A = (a_{ij})_{i,j=1}^n \) be a matrix such that \( a_{i_1,j_1} \cdot a_{i_2,j_2} \geq 0, \ \forall i_1, i_2, j_1, j_2 = 1, \ldots, n \). If
\[
(8.2) \quad \left( \sum_{j=1}^n \min_{i=1,n} |a_{ij}| \right)^2 + 4 \min_{i=1,n} b_i > 0,
\]
then equation (8.1) has at least two stable solutions.

Remark 8.4. In the case \( n = 1 \), the condition (8.2) is nothing but the positivity of the discriminant of the quadratic equation. In this case, it is a necessary and sufficient condition for the existence of two stable solutions.

**Proof.** We provide the proof of the theorem in a few steps.

1 Step.

We will prove that \( \mathcal{E}_f \neq \emptyset \) for any \( f \in K'_Q \) as well as \( \mathcal{E}_n(Q, A, b) \neq \emptyset \). Indeed, let \( f = (\lambda_1, \ldots, \lambda_n) \in K'_Q \) where \( \lambda_i > 0 \). Then, we obtain that
\[
\mathcal{E}_f = \left\{ x : \sum_{i=1}^n \lambda_i \left( x_i^2 - \sum_{j=1}^n a_{ij}x_j - b_i \right) \leq 0 \right\},
\]
this means
\[
\mathcal{E}_f = \left\{ x : \sum_{i=1}^n \lambda_i \left( x_i - (2\lambda_i)^{-1} \sum_{j=1}^n a_{ji}\lambda_j \right)^2 \leq \sum_{i=1}^n \lambda_i \left( b_i + (2\lambda_i)^{-2} \left( \sum_{j=1}^n a_{ji}\lambda_j \right)^2 \right) \right\}.
\]
Consequently, the set \( \mathcal{E}_f \) is nonempty for any \( f \in K'_Q \) if and only if
\[
(8.3) \quad \sum_{i=1}^n \lambda_i \left( b_i + (2\lambda_i)^{-2} \left( \sum_{j=1}^n a_{ji}\lambda_j \right)^2 \right) \geq 0,
\]
for any \( \lambda_1 > 0, \ldots, \lambda_n > 0 \). Since \( \mathcal{E}_{\alpha f} = \mathcal{E}_f \) for \( \alpha > 0 \), it is sufficient to check (8.3) for \( \lambda_1 > 0, \ldots, \lambda_n > 0 \) with \( \sum_{i=1}^n \lambda_i = 1 \). We denote by
\[
c_i = \frac{1}{4} \left( \sum_{j=1}^n a_{ji}\lambda_j \right)^2.
\]
According to Lemma 8.2 we get that
\[
\sum_{i=1}^n \left( \frac{\sum_{j=1}^n a_{ji}\lambda_j}{4\lambda_i} \right)^2 \geq \frac{1}{4} \left( \sum_{i=1}^n \sum_{j=1}^n a_{ji}\lambda_j \right)^2.
\]
Since the signs of elements of each column of a matrix \( A \) are the same and \( \sum_{i=1}^{n} \lambda_i = 1 \), one can obtain

\[
\left( \sum_{j=1}^{n} \left| a_{ji} \lambda_j \right| \right)^2 \geq \frac{1}{4} \left( \sum_{j=1}^{n} \max_{j} |a_{ji}| \right)^2
\]

and

\[
\sum_{i=1}^{n} \lambda_i b_i \geq \min_{i} b_i.
\]

It follows from (8.4) and (8.5) that

\[
\frac{1}{4} \sum_{i=1}^{n} \left( \sum_{j=1}^{n} |a_{ji}| \lambda_j \right)^2 + \sum_{i=1}^{n} \lambda_i b_i \geq \frac{1}{4} \left( \sum_{i=1}^{n} \min_{j} |a_{ji}| \right)^2 + 4 \min_{i} b_i > 0.
\]

Hence, we have that \( \mathcal{E}_f \neq \emptyset \) for any \( f \in K' \) as well as \( \mathcal{E}_n(Q,A,b) \neq \emptyset \) (see Remark 4.7).

2 Step.

We will prove that \( \mathcal{E}_n(Q,A,b) \) is a solid set. To do that we use the following representation of the set \( \mathcal{E}_n(Q,A,b) \)

\[
\mathcal{E}_n(Q,A,b) = \bigcap_{i=1}^{k} \Pi_i,
\]

where \( \Pi_i = \{ x : x_i^2 \leq a_{1i}x_1 + \ldots + a_{ni}x_n + b_i \} \) is a convex solid set. We assume the contrary i.e. \( \text{int}\mathcal{E}_n(Q,A,b) = \emptyset \). Let \( k \) be a number such that an intersection of arbitrary \( k \) sets from the family of sets \( \{ \Pi_1, \cdots, \Pi_n \} \) is solid, but there are \( k+1 \) sets from that family such that an intersection of which is not solid. Without loss of generality, we may assume that they are \( \Pi_1, \Pi_2, \ldots, \Pi_{k+1} \), with \( \bigcap_{i=1}^{k+1} \Pi_i = \emptyset \). We put \( \Delta_k = \bigcap_{i=1}^{k} \Pi_i \). Then, we get that

\[
\bigcap_{i=1}^{k+1} \Pi_i = \text{int}\Delta_k \cap \text{int}\Pi_{k+1} = \emptyset.
\]

Since both \( \Delta_k \) and \( \Pi_{k+1} \) are solid sets, it follows from (8.6) that

\[
\Delta_k \cap \text{int}\Pi_{k+1} = \emptyset.
\]

Let \( H = \{ x \in \mathbb{R}^n : \varphi(x) = c \} \) be a hyperplane separating \( \Delta_k \) and \( \Pi_{k+1} \). Without loss of generality, we may assume that \( \varphi(x) \geq c \) for any \( x \in \Pi_{k+1} \). We setup

\[
\Pi_{k+1}^{(c)} = \{ x : x_{k+1}^2 \leq a_{k+1,1}x_1 + \cdots + a_{k+1,n}x_n + b_{k+1} - c \}.
\]

We then have that \( \pi_{k+1}^{(c)} \subset \text{int}\pi_{k+1}^{(c)} \) for any \( \epsilon > 0 \). Due to inequality (8.7), one can find that

\[
\Delta_k \cap \Pi_{k+1}^{(c)} = \emptyset.
\]

Thus, for a perturbed elliptic operator equation

\[
\begin{align*}
x_1^2 &= a_{11}x_1 + \cdots + a_{1n}x_n + b_1 \\
\vdots \\
x_i^2 &= a_{ki}x_1 + \cdots + a_{kni}x_n + b_k \\
x_{k+1}^2 &= a_{k+1,1}x_1 + \cdots + a_{k+1,n}x_n + b_{k+1} - \epsilon \\
x_{k+2}^2 &= a_{k+2,1}x_1 + \cdots + a_{k+2,n}x_n + b_{k+2} \\
\vdots \\
x_n^2 &= a_{nn}x_1 + \cdots + a_{nn}x_n + b_n.
\end{align*}
\]
we have that
\[ \Delta_\epsilon = \Pi_1 \cap \cdots \cap \Pi_k \cap \Pi_{k+1}^{(\epsilon)} \cap \Pi_{k+2} \cap \cdots \cap \Pi_n = \emptyset, \]
for any \( \epsilon > 0. \)

On the other hand, it is clear that the condition \( 8.2 \) is satisfied for a sufficient small \( \epsilon, \) i.e.,
\[ \left( \sum_{j=1}^{n} \min_{i=1,n} |a_{ij}| \right)^2 + 4 \min_{i=1,n} b_i - \epsilon > 0, \]
for a sufficiently small \( \epsilon > 0. \) If we apply the first step to \( \Delta_\epsilon \) then we have that \( \Delta_\epsilon \neq \emptyset. \) However, this is a contradiction. Hence, \( \mathcal{E}_n(Q,A,b) \) is a solid set.

3 Step.
For the sake of simplicity we will assume that \( a_{ij} \geq 0. \) In general, this condition can be achieved by a transformation:
\[ (x_1, x_2, \ldots, x_n) \to (\pm x_1, \pm x_2, \ldots, \pm x_n), \]
where we take ”+” in front of \( x_k \) if \( k-\text{th} \) column of the matrix \( A \) is not negative and otherwise ”−”.

4 Step.
For \( x, y \in \mathcal{E}_n(Q,A,b), \) we will prove that \( z = x \lor y \in \mathcal{E}_n(Q,A,b), \) here as before
\[ z = x \lor y = (\max(x_1, y_1), \max(x_2, y_2), \ldots, \max(x_n, y_n)). \]
Indeed, if \( x, y \in \mathcal{E}_n(Q,A,b) \) then
\[ x_k^2 \leq \sum_{i=1}^{n} a_{ki}x_i + b_k, \quad k = 1, 2, \ldots, n, \]
\[ y_k^2 \leq \sum_{i=1}^{n} a_{ki}y_i + b_k, \quad k = 1, 2, \ldots, n. \]
Since \( a_{ki} \geq 0 \) we have
\[ z_k^2 = (\max(x_k, y_k))^2 \leq \max(\sum_i a_{ki}x_i + b_k, \sum_i a_{ki}y_i + b_k) \]
\[ \leq \max(\sum_i a_{ki}x_i, \sum_i a_{ki}y_i) + b_k \leq \sum_i a_{ki} \max(x_i, y_i) + b_k = \sum_i a_{ki}z_i + b_k. \]
This means that \( z \in \mathcal{E}_n(Q,A,b). \)

5 Step.
It follows from the previous steps that \( \mathcal{E}_n(Q,A,b) \) is a closed solid convex and bounded set which is closed under the operation \( x \lor y \) whenever \( x, y \in \mathcal{E}_n(Q,A,b). \) We setup
\[ x^* = \sup \mathcal{E}_n(Q,A,b) = \left( \max_{x \in \mathcal{E}_n(Q,A,b)} \{ x_1 \}, \ldots, \max_{x \in \mathcal{E}_n(Q,A,b)} \{ x_n \} \right). \]
It is obvious that \( x^* \) is a vertex of \( \mathcal{E}_n(Q,A,b). \) According to Theorem 5.9 it is a stable solution of the elliptic operator equation \( 8.1. \) The existence of the second stable solution follows from Theorem 5.11 This completes the proof.

Remark 8.5. In general, \( \mathcal{E}_n(Q,A,b) \) is not closed with respect to the operation \( \land, \) i.e. from \( x, y \in \mathcal{E}_n(Q,A,b) \) it does not follow that \( x \land y \in \mathcal{E}_n(Q,A,b), \) where
\[ x \land y = (\min(x_1, y_1), \ldots, \min(x_n, y_n)). \]
In conclusion of this section, we will give a constructive method of finding the stable solution \( x^* \) which was shown in Theorem 8.3.
We assume that the condition \((8.2)\) is satisfied and \(a_{ij} \geq 0\) for any \(i, j = 1, n\). We setup
\[
M = \max_i \sum_{j=1}^n a_{ij}, \quad b = \max_i b_i,
\]
and we choose \(\alpha > 0\) such that
\[
(8.8) \quad \alpha > \frac{1}{2}(M + \sqrt{M^2 + 4b}).
\]

**Theorem 8.6.** Let the condition \((8.2)\) and \(a_{ij} \geq 0\) for any \(i, j = 1, n\) be satisfied. Then the Newton-Kantorovich iteration with an initial point \(x_0 = (\alpha, \alpha, \ldots, \alpha)\) converges to a solution \(x^*\).

**Proof.** It is enough to check the conditions of Theorem 6.2. We prove it in a few steps.

1 Step. Due to Lemma 8.1, we have that
\[
\mathbb{D} = \mathbb{R}^n \setminus \left( \bigcap_{i=1}^n \Pi_i \right) \neq \emptyset.
\]
One can see that \(\mathbb{D}\) is an open set. Let us check that \(x_0 = (\alpha, \alpha, \ldots, \alpha) \in \mathbb{D}\). It follows from \((8.8)\) that
\[
\alpha^2 > M\alpha + b \quad \forall i = 1, n,
\]
i.e. \(x_0 \notin \Pi_i\) for any \(i = 1, n\). Hence, we obtain that \(x_0 \in \mathbb{D}\).

Let \(\mathbb{D}_0\) be a connected component of \(\mathbb{D}\) with \(x_0 \in \mathbb{D}_0\).

2 Step. We will show that there is no a straight line passing through \(x_0\) and containing inside \(\overline{\mathbb{D}}_0\). We assume the contrary, i.e., \(\{x_0 + \lambda h\}_{\lambda \in \mathbb{R}} \subset \overline{\mathbb{D}}_0\), \(h \neq 0\). Then one can get that
\[
(\alpha + \lambda h_i)^2 \geq \sum_i a_{ki}(\alpha + \lambda h_i) + b_k, \quad i = 1, \ldots, n
\]
i.e.
\[
(8.9) \quad \left(2\alpha h_k - \sum_i a_{ki}h_i\right)^2 - 4h_k^2 \left(\alpha^2 - \alpha \sum_i a_{ki} - b_k\right) \leq 0, \quad i = 1, \ldots, n.
\]
We denote by
\[
m = \sum_j \min_i a_{ij}, \quad \beta = \min_i b_i.
\]
One can choose \(k_0\) such that \(h_{k_0} \neq 0\) and
\[
(8.10) \quad \left|2\alpha h_{k_0} - \sum_i a_{k_0i}h_i\right| \geq \left|2h_{k_0}^2 - mh_{k_0}\right|.
\]
We then have that
\[
\left(2\alpha h_{k_0} - \sum_i a_{k_0i}h_i\right)^2 - 4h_{k_0}^2 \left(\alpha^2 - \alpha \sum_i a_{k_0i} - b_{k_0}\right) \geq h_{k_0}^2 \left(m^2 - 4\alpha m + 4\alpha \sum_i a_{k_0i} + 4b_{k_0}\right)
\]
\[
\geq h_{k_0}^2 (m^2 + 4\beta).
\]
Due to condition \((8.2)\), we find \(m^2 + 4\beta > 0\). Hence,
\[
\left(2\alpha h_{k_0} - \sum_i a_{k_0i}h_i\right)^2 - 4h_{k_0}^2 \left(\alpha^2 - \alpha \sum_i a_{k_0i} - b_{k_0}\right) > 0,
\]
which contradicts to the inequalities \((8.9)\).
Thus, there is no a straight line passing through $x_0$ and containing in $\overline{D}_0$. According to Theorem 6.2 the Newton-Kantorovich iteration

$$x^{(m+1)} = x^{(m)} - [P'(x^{(m)})]^{-1} P(x^{(m)}), \quad m = 0, 1, \ldots$$

exists and lies in $\overline{D}_0$. Moreover, it converges to a stable solution of the elliptic operator equation.

**3 Step.**

Now, we will prove that the Newton-Kantorovich iteration $\{x_m\}$ converges to $x^*$ which was found in the proof of Theorem 8.3. Indeed, it follows from $x \in D_0$ that $x \geq x^*$ i.e. $x_i \geq x_i^*$ for all $i = 1, n$. In particular, since $\{x^{(m)}\} \subset D_0$, we have $x^{(m)} \geq x^*$ for any $m \in \mathbb{N}$. If $x^{(m)} \to \bar{x}$, then $\bar{x} \geq x^*$. The relations $\bar{x} \in E_n(Q, A, b)$ and $x^* = \sup_{x \in E_n(Q,A,b)} \{x\}$ yield that $\bar{x} = x^*$. This completes the proof. $\square$

**References**

[1] S. N. Afriat, The quadratic form positive definite on a linear manifold, *Proc. Cambridge Phil. Soc.* **47**:1-6 (1951).
[2] A. A. Agrachev, The topology of quadratic mappings and Hessians of smooth mappings, Itogi Nauki i Tekhniki. Ser. Algebra. Topol. Geom., 26: 85–124 (1988)
[3] A. A. Albert, A quadratic form problem in the calculus of variations, *Bull. Amer. Math. Soc.* **44**: 250-253 (1938).
[4] A. V. Arutyunov, Properties of quadratic maps in a Banach space, *Mathematical Notes*, **50**:4, 993–999 (1991).
[5] A. V. Arutyunov, On the theory of degenerate quadratic forms in the classical calculus of variations, *Izvestiya Mathematics*, **45**:3, 433–476 (1995).
[6] A. V. Arutyunov, Positive Quadratic Forms on Intersections of Quadrics, *Mathematical Notes*, **71**:1, 25–33, (2002).
[7] A. V. Arutyunov, Solvability conditions for nonlinear equations on a cone in a neighborhood of an anormal point, *Trudy Inst. Mat. Mech.* **11**:1, 26–31 (2005).
[8] A. V. Arutyunov, On real quadratic forms annihilating an intersection of quadrics, *Russ. Math. Surveys*, **60**:1, 157–158 (2005).
[9] A. V. Arutyunov, Nonnegativity of Quadratic Forms on Intersections of Quadrics and Quadratic Maps, *Math Notes*, **84**:2, 155–165, (2008).
[10] A. V. Arutyunov, Two Problems of the Theory of Quadratic Maps, *Fun. Anal. Appl.* **46**:3, 225–227 (2012).
[11] A. V. Arutyunov, Properties of the minimum function in the quadratic problem, *Math Notes*, **94**:1-2, 32–40 (2013).
[12] A. V. Arutyunov, D. Yu. Karamzin, Regular zeros of quadratic maps and their application, *Sbornik: Mathematics*, **202**:6, 783–806, (2011).
[13] A.V. Arutyunov, N.V. Rozova, Regular zeros of a quadratic mapping and local controllability of nonlinear systems, *Differ. Equation.* **35**: 723–728 (1999)
[14] K.E. Atkinson, A survey of numerical methods for solving nonlinear integral equations, *J. Integral Equations* **4** (1), 15-46 (1992).
[15] Y.-H. Au-Yeung, A theorem on a mapping from a sphere to the circle and the simultaneous diagonalisation of two hermitian matrices, *Proc. Amer. Math. Soc.* **20**: 545-548 (1969).
[16] Y.-H. Au-Yeung, Some theorems on the real pencil and simultaneous diagonalisation of two hermitian bilinear functions, *Proc. Amer. Math. Soc.* **23**: 248-253 (1969).
[17] Y.-H. Au-Yeung, Simultaneous diagonalisation of two hermitian matrices into $2 \times 2$ blocks, *Linear and Multilinear Algebra* **2**: 249-252 (1974).
[18] Y.-H. Au-Yeung, On the semidefiniteness of the real pencil of two hermitian matrices, *Linear Algebra and Appl.* **10**: 71-76 (1975).
[19] Y.-H. Au-Yeung, A simple proof of the convexity of the field of values defined by two hermitian forms, *Aequationes Math.* **12**: 82–83 (1975).
[20] A. Baccari, B. Samet, An extension of Polyak’s theorem in a Hilbert space, *J Optim. Theory Appl.* **140**:3, 409–418 (2009).
[21] C. S. Ballantine, Numerical range of a matrix: some effective criteria, *Linear Algebra and Appl.* **19**: 117- 188 (1978).
[22] F. L. Bauer, On the field of values subordinate to a norm, *Nuw. Math.* 4:103-113 (1982).
[23] A. I. Barvinok, Problems of distance geometry and convex properties of quadratic maps, *Discrete Comp. Geom.*, **13**: 189–202 (1995).
[24] A. I. Barvinok, Convexity, Duality and Optimization, Lectures Notes, University of Michigan, 1998.
[25] A. I. Barvinok, On convex properties of the quadratic image of the sphere, Preprint, University of Michigan, 1999.
[26] A. I. Barvinok, Convexity of the image of a quadratic map via the relative entropy distance, *Cont. to Algebra and Geometry*, **55**:2, 577–593 (2014).
[27] C. A. Berger, *Normal dilations*, Cornell Univ., Doctoral dissertation, 1963.
[28] L. L. Dines, On the mapping of quadratic forms, *Bull. Amer. Math. Soc.* **47**: 494-498 (1941).
[29] L. L. Dines, On the mapping of n quadratic forms, *Bull. Amer. Math. Soc.* **48**: 467-471 (1942).
[30] L. L. Dines, On linear combinations of quadratic forms, *Bull. Amer. Math. Soc.* **49**: 388–393 (1943).
[31] P. Finsler, Uber das Vorkommen definiter und semidefiniter Formen in Scharen quadratischer Formen, *Comment. Math. Helv.* **9**: 188–192 (1936/37).
[32] P. Finsler, Uber eine Klasse algebraischer Gebilde (Freiegebilde), *Comment. Math. Helv.* **9**: 172-187 (1936/37).
[33] P. Finsler, Uber die Vorkommen definiter und semidefiniter Formen in Scharen quadratischer Formen, *Comment. Math. Helv.* **9**: 188–192 (1936/37).
[34] P. Finsler, Uber eine Klasse algebraischer Gebilde (Freiegebilde), *Comment. Math. Helv.* **9**: 172-187 (1936/37).
[35] P.R. Halmos, A Hilbert Space Problem Book, Springer-Verlag, New York, 1982.
[36] F. Hausdorff, Der Wertvorrat einer Bilinearform. *Math. Z.* **3**: 314–316 (1919).
[37] M. R. Hestenes, E. J. McShane, A theorem on quadratic forms and its application in the calculus of variations, *Trans. Amer. Math. Soc.* **40**: 501–512 (1940).
[38] M. R. Hestenes, Applications of the theory of quadratic forms in Hilbert space to the calculus of variations, *Pacific J. Math.* **1**: 525-581 (1951).
[39] M. R. Hestenes, Pairs of quadratic forms, *Linear Algebra Appl.* **1**: 397–407 (1968).
[40] J.-B. Hiriart–Urruty, M. Torki, Permanently going back and forth between the ”quadratic world” and the ”convexity world” in optimization, *J. Applied Math Optimization* **45**:2, 169–184 (2002).
[41] J.-B. Hiriart–Urruty, Potpourri of conjectures and open questions in nonlinear analysis and optimization, *SIAM Review* **49**:2, 255–273 (2007).
[42] J.-B. Hiriart–Urruty, A new series of conjectures and open questions in optimization and matrix analysis, *SIAM: Cont. Otim. Calculus Variation*, **15**: 454–470 (2009).
[43] F. John, A note on the maximum principle for elliptic differential equations, *Bull. Amer. Math. Soc.* **44**: 268–271 (1938).
[44] M.A. Krasnosel’skii, Topological methods in the theory of nonlinear integral equations, Pergamon (1964).
[45] E. J. McShane, The condition of Legendre for double integral problems of the calculus of variations, Abstract 299, *Bull. Amer. Math. Soc.* **45**: 369 (1939).
[46] A.S. Matveev, Lagrange duality in nonconvex optimization theory and modifications of the Toeplitz–Hausdorff theorem. *St. Petersb. Math. J.* **7**: 787–815 (1996).
[47] A.S. Matveev, On the convexity of the ranges of quadratic mappings. *St. Petersb. Math. J.* **10**: 343-372 (1999)
[48] B.T. Polyak, Convexity of quadratic transformations and its use in control and optimization, *J. Optimization Theory and Appl., 99*: 553–583 (1998).
[49] B.T. Polyak, Convexity of Nonlinear Image of a Small Ball with Applications to Optimization, *Set-Valued Analysis*, **9**: 149–168 (2001).
[50] B.T. Polyak, The convexity principle and its applications, *Bull. Brazilian. Math. Soc., 34(1)*, 59–75 (2003).
[51] W. T. Reid, A theorem on quadratic forms, *Bull. Amer. Math. Soc.* **44**: 437-446 (1938).
[52] J. Sheriff, The Convexity of Quadratic Maps and the Controllability of Coupled Systems, Ph.D. thesis, Harvard University, 2013.
[53] B. Some, Some recent numerical methods for solving nonlinear Hammerstein integral equations, *Math and Computer Modelling*, 18:9, 55–62 (1993).
[54] O. Toeplitz, Das algebraische Analog zu einem Satze von Fejer. *Math. Z.* **2**: 187–197 (1918).
[55] A.M. Vershik, Quadratic forms positive on a cone and quadratic duality. Zap. Nauchn. Semin. LOMI 134, 59–83 (1984) (in Russian).
[56] R. Westwick, A theorem on numerical ranges, *Linear and Multilinear Algebra* **2**: 311–315, (1975).
[57] V.A. Yakubovich, Non-convex optimization problem: The infinite-horizon linear-quadratic control problem with quadratic constraints. *Sys. Control. Let.* **19**: 13–22 (1992)

RASUL GANIKHODJAEV, FARRUKH MUKHAMEDOV, AND MANSOOR SABUROV

E-mail address: rghanikhodzhaev@gmail.com

FARRUKH MUKHAMEDOV, DEPARTMENT OF MATHEMATICAL SCIENCES, COLLEGE OF SCIENCE, THE UNITED ARAB EMIRATES UNIVERSITY, P.O. BOX, 15551, AL AIN, ABU DHABI, UAE

E-mail address: far75m@gmail.com farrukh.m@uaeu.ac.ae

MANSOOR SABUROV, DEPARTMENT OF COMPUTATIONAL & THEORETICAL SCIENCES, FACULTY OF SCIENCE, INTERNATIONAL ISLAMIC UNIVERSITY MALAYSIA, P.O. BOX, 25200, KUANTAN, PAHANG, MALAYSIA

E-mail address: msaburov@gmail.com