Research Article

A Novel Method for Recognizing Vietnamese Voice Commands on Smartphones with Support Vector Machine and Convolutional Neural Networks

Quang H. Nguyen and Tuan-Dung Cao

School of Information and Communication Technology, Hanoi University of Science and Technology, Hanoi 10000, Vietnam

Correspondence should be addressed to Tuan-Dung Cao; dungct@soict.hust.edu.vn

Received 9 October 2019; Revised 5 December 2019; Accepted 13 February 2020; Published 1 March 2020

Academic Editor: Manuel Fernandez-Veiga

Copyright © 2020 Quang H. Nguyen and Tuan-Dung Cao. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This paper will present a new method of identifying Vietnamese voice commands using Google speech recognition (GSR) service results. The problem is that the percentage of correct identifications of Vietnamese voice commands in the Google system is not high. We propose a supervised machine-learning approach to address cases in which Google incorrectly identifies voice commands. First, we build a voice command dataset that includes hypotheses of GSR for each corresponding voice command. Next, we propose a correction system using support vector machine (SVM) and convolutional neural network (CNN) models. The results show that the correction system reduces errors in recognizing Vietnamese voice commands from 35.06% to 7.08% using the SVM model and 5.15% using the CNN model.

1. Introduction

Users’ need for devices that support voice communication is increasing rapidly. Voice is the natural approach to human-machine communication, so voice control support systems must meet the needs of a variety of users. According to Jeffs’ survey [1] of US smartphone users in 2019, the number of users who use their voices to communicate with their phones has increased dramatically. Studies on device control via voice are increasingly diverse [2]; Google speech recognition (GSR) [3] is a commonly used system for identifying voice commands. For example, Arpin and Othman [4] researched a voice control system for indoor devices, such as lamps and fans, to support the elderly and the disabled. They suggested GSR to recognize voice commands that would then be transmitted via Bluetooth to control the devices. Iskender et al. [5] proposed the same method to operate vehicles, and Guo et al. [6] used this method to build a spelling correction model.

In this study, we developed a method of Vietnamese voice command recognition using GSR services, as in the above studies [4, 5]. We chose this automatic speech recognition (ASR) system because it is supported on all mobile devices. This service transforms voice commands to text. However, the rate of correct recognition of Vietnamese voice commands returned by Google is not high; the rate of incorrect results in our test was up to 35.06% (Section 3.2). This may be due to the following reasons. First, Vietnamese is an underresourced language [7], and datasets for Vietnamese in this domain are very rare. Vietnamese is also a tonal language. Some syllables have the same phonetic structure but if the tone is different, they have different meanings; so it is possible that GSR does not have a module to handle and identify Vietnamese tones. Secondly, the main goal of GSR is to search for information, so less common commands are often less accurate [8, 9]. For example, in our test, the voice command case is “bắt dòng bô dữ liệu” (“turn on data synchronization”), but GSR often identifies it as “bắt đồng bộ dữ liệu” (“data asynchronous”). When testing the exact text search on Google, the first phrase is not common (only 565 search results), while there are 4830 results for the second phrase. These two voice commands differ only in the first syllables “bắt” (“on”) and “bắt” (“no”), which are only different in the tone (the first has a heavier tone and the second has a rising tone).
To overcome errors in GSR results, we propose a new method based on a supervised machine-learning approach. The purpose of the proposed method is to transform incorrect results to correct ones. First, we build a voice command dataset that includes the hypotheses of GSR for each corresponding voice command. Based on this dataset, we construct a command classifier, which receives a voice command (returned from GSR) and outputs the corresponding label of the command. Here, the label is in a set of voice commands supported by the system. This method will help the system correctly classify the commands that GSR identified incorrectly.

We took a similar approach to classifying text by category. There are also many text classification approaches based on supervised learning methods. Kumaresan et al. [10] showed the ability to classify spam by naïve Bayes, SVM, K-nearest neighbors, and artificial neural network algorithms. The results show SVM as an effective classifier for such problems. Besides, the set of word2vec pretrained vectors yielded very good classification results when using a simple CNN model with only a convolution layer [11, 12]. In this study, we propose a correction system using support vector machine (SVM) and convolutional neural network (CNN) models.

The next part of the paper is organized as follows. Section 2 covers our proposed method. Section 3 details the Vietnamese voice command dataset, the experimental results of the test, and the evaluation. Section 4 describes our application for mobile device control by voice command. Section 5 contains our conclusions and perspectives.

2. Materials and Methods

2.1. Overview Architecture. The method we propose is described in Figure 1. First, for each input voice command, we take five hypotheses returned by the GSR service arranged in order of probability from high to low. Thus, each voice command will be represented by a set of 5 strings (hypothesis 1, hypothesis 2, hypothesis 3, hypothesis 4, and hypothesis 5). In the voice command dataset, each of these hypotheses will correspond to an exact voice command string. The model training process will use this dataset to create a model of correction by using an SVM or CNN model. During the correction process, the machine-learning system uses this model to categorize each voice command as one of the previously described commands. The training of each correction model will be described in the next section.

2.2. Error Correction Model Using SVM. In the data preprocessing step, we first use the bag-of-words (BOW) algorithm [13]. This is a simple model commonly used in natural language processing problems and information gathering. In this model, text is represented as a bag-of-words, ignoring grammar and word order. The BOW model is often used in text classification algorithms in which the frequency of each word appears as a feature for training the
classifier. The result of this step is that each word will be represented by an index showing the position of the word in the word list.

Next, in the dataset, we find that some words appear in many voice commands. For example, in the following two voice commands: “hãy gọi điện thoại” (“please call”) and “hãy gửi tin nhắn” (“please send a message”), it is clear that the word “hãy” (“please”) appears in both voice commands but does not provide information that helps to distinguish between the commands. The term frequency-inverse document frequency (TF-IDF) algorithm enhances the value of distinctive words and reduces the value of words that appear often (less discriminatory) [14].

The TF-IDF is the weight of a word in the text obtained through a statistics process. This value shows the importance of this word in the text. Term frequency (TF) is used to estimate the frequency of words in the text (Equation (1)). Each text has its own unique length, so the number of occurrences of the word may be different; TF is the ratio of number of occurrences of the word divided by the length of the text (the total number of words in that text).

\[
    tf_{i,j} = \frac{n_{i,j}}{\sum n_{k,j}}, \tag{1}
\]

In Equation (1), \(n_{i,j}\) is the number of occurrences of the word \(t_i\) in the text \(d_j\), and the denominator is the total number of words that appear in the text \(d_j\).

Inverse document frequency (IDF) is a quantity used to estimate the importance of a word. In calculating a TF value, the words are considered equally important. However, some words are commonly used but not important to the meaning of the text; for example, linking words or prepositions. We need to reduce the importance of those words using IDF. This value is calculated by

\[
    idf_j = \log \frac{|D|}{|\{j : t \in d_j\}|}, \tag{2}
\]

in which \(|D|\) is the total number of texts in the sample set \(D\) and \(|\{j : t \in d_j\}|\) is the number of texts containing the word \(t\). However, if the case in set \(D\) does not contain any text containing the word \(t\), the above expression will be divided by \(0\). Therefore, we often add 1 to the denominator as \(1 + |\{j : t \in d_j\}|\). Then, the TF-IDF value is calculated by

\[
    tf_{idf}(t ; d ; D) = tf(t ; d).idf(t ; D). \tag{3}
\]

Thus, we use the TF-IDF algorithm to represent the value of each word in the BOW. Each voice command will be represented by the following set of values: \(<\text{index1} : <\text{value1} >; <\text{index2} : <\text{value2} >; <\text{index3} : <\text{value3} >; \text{etc.}\>

The number of attributes (values) of each voice command is the size of that bag, so all voice commands have the same number of attributes. We use the LIBSVM library [15] in this experiment to train the SVM model. SVM is a supervised machine-learning method used for classification and regression problems [16]. A special attribute of SVM is that this method minimizes classification errors and maximizes margins simultaneously. Therefore, SVM is also called the maximization margin classifier. SVM transforms input vectors into a more dimensional space where layers can be separated by a hyperplane. Besides the hyperplane data separation, there are always two parallel hyperplanes built, and the hyperplane dividing the data is that with the largest distance from the two parallel hyperplanes.

Among popular transformation functions (kernel functions), radial basis function (RBF) is used the most. The RBF kernel of two samples \((x \text{ and } x')\) is calculated by

\[
    K(x, x') = \exp \left(-\frac{1}{2} \frac{\|x - x'\|^2}{\gamma}\right). \tag{4}
\]

Therefore, we use the RBF kernel for the SVM model. We need to adjust two parameters: \(C\) (with large values of \(C\), all or most of the training points are classified correctly, but we have a smaller margin hyperplane; otherwise, with smaller values of \(C\), that hyperplane misclassifies more points but the margin is larger) and \(y\) (parameter of RBF kernel). We find these parameters using the grid search method with the training data. The optimal parameters are used in the experiment on the test set.

2.3. Error Correction Model Using CNN. The architecture of the CNN network is described in Figure 2. In the preprocessing stage, each word will be represented by the index of words in the BOW. Because the voice commands are of different lengths, the largest command will be chosen as the standard and the smaller commands will be added with special characters \(<\text{PAD}\>\) so that all commands in the dataset are the same size.

2.3.1. Embedding Layer. The first layer we use is the embedding layer, which turns positive integers (indexes of words) into dense vectors of fixed size. This layer is represented by the matrix embedding \(W\) of size \([V \times E]\), where \(V\) is the vocabulary size and \(E\) is the vector size (we use the value 128 for \(E\)).

2.3.2. Convolution Layer. The convolution layer uses a set of filters (or kernels) to calculate and extract new features from the input matrix. Whether a classification model is effective depends on whether it is able to extract the new features, so this convolution layer is very important in the CNN network. The convolution layer is represented by filter size (usually 3, 4, and 5) and number of filters (usually equal to embedding size, so we use 128 here).

We can imagine the convolution layer acting as a small filter for the input matrix. This filter will multiply the values in the input matrix with the weights in the filter and add them to the specificity of the convolution. After completion, the new matrix is called a convolution feature.
The value at the point of the coordinates \((i, j)\) in the \(m^{th}\) feature map is described in Equation (5):

\[
    u_{i,m} = \sum_{p=0}^{H-1} \sum_{q=0}^{127} w_{p,q,m} x_{i+p,q} + b_m. \tag{5}
\]

(i) \(u_{i,m}\) is the \(i^{th}\) feature in the \(m^{th}\) feature map calculated by 1D convolution layer

(ii) \(x_{i+p,q}\) is the \(q^{th}\) embedding feature at the \((i+p)^{th}\) character in voice command

(iii) \(w_{p,q,m}\) is the value at the \((p,q)\) position of the \(m^{th}\) kernel with \(m\) from 1 to \(M\)

(iv) \(b_m\) is the bias of the \(m^{th}\) kernel with \(m\) from 1 to \(M\)

(v) In our CNN model, the number of feature map \(M\) is 128, \(H\) is used with values from 2 to 4

2.3.3. Activation Function. After the filters perform convolution on the input matrix, the data will be processed by a non-linear activation function. If there is no activation function, a neural network layer can only perform a linear transformation on the input data. There are several activation functions, such as sigmoid, tanh, and Rectified Linear Unit (ReLU). In this model, we use the ReLU activation function. The formula of function ReLU is \(f(x) = \max(0, x)\) and will replace all negative values to 0; positive values remain. ReLU is used after the convolution layer. Therefore, many models consider the convolution layer and ReLU function one layer.

2.3.4. Pooling Layer. The pooling layer is one of the computational components in the CNN structure. Pooling is the calculation process of the matrix in which the goal after calculating is to reduce the size of the input matrix but highlight its characteristics. There are many pooling operators, such as sum pooling and max pooling, but max pooling is commonly used. In terms of meaning, max pooling will highlight the most characteristics of the input features, so we use max pooling for our CNN model.

2.3.5. Fully Connected Layer. A CNN always has a fully connected layer, and this layer is often designed as the last layer of the network. Neurons in the fully connected layer will fully connect to all neurons in the previous layer. This layer plays the role of classifying data as required by each problem. In this layer, output \(z_i\) is calculated by

\[
    z_i = \sum_{j=1}^{384} w_{i,j} x_j, \tag{6}
\]
2.3.6. Softmax Layer. This layer takes as input vector of $K$ real numbers and normalizes it into a probability distribution. The value $y_i$ of this layer is calculated by Equation (7). In this equation, $K$ is the number of voice commands.

$$y_i = \frac{e^{z_i}}{\sum_{k=1}^{K} e^{z_k}}. \quad (7)$$

We designed the CNN model to return the probability distribution of voice commands in the vocabulary set. So, for other voice commands that are not in the vocabulary set, these probabilities are usually very small, and the system will use this feature to exclude these voice commands. The goal of the system is to correctly identify the voice commands in the list that have been selected previously for each specific application. In the case of adding new voice commands to the system, the following tasks should be done: collecting data of these commands using the GSR service and retraining the model with checking carefully the performance of the system on the validation set.

We trained our CNN model with Adam optimization (learning rate = $10^{-2}$). The training was carried out with 200 epochs. The model with the lowest validation loss was used in the test set.

3. Results and Discussion

In this section, we conduct an assessment of the effectiveness of machine-learning applications in improving GSR’s voice command recognition results. We built the dataset based on GSR service results, evaluating the rate of incorrect results from GSR and when applying the machine-learning algorithms.

3.1. Building a Dataset. The dataset was collected using the GSR service. For each audio input, GSR will return up to 5 hypotheses arranged in order of high to low probability by the content of the audio input.

To collect data, we made a total of 2350 recordings corresponding to 22 types of voice commands using a Samsung Galaxy A8+ smartphone in a quiet environment (Figure 3). The collected data was synchronized to a real-time database (Firebase) immediately, making it convenient to collect data on multiple smartphones. Voice commands in the dataset are as follows: “Make a call,” “Make a message,” “Add contacts,” “I want to send mail,” “Alarm appointment,” “Find the directions,” “Open the application,” “Search,” “Weather forecasts,” “Volume Up,” “Volume Down,” “Turn on Wi-Fi,” “Turn off Wi-Fi,” “Turn on network data,” “Turn off network data,” “Turn on Bluetooth,” “Turn off Bluetooth,” “Bright screen,” “Dark screen,” “Turn on data synchronization,” “Turn off data synchronization,” and “Open the song.” These are the most common commands used to control smart devices. This dataset is named “Vietnamese Voice Commands”.

3.2. Evaluating the Accuracy of the GSR System. We use two measurements to measure the accuracy of GSR. The first is called the command error, which allows us to compare the output hypothesis (hypothesis with the highest probability of the returned results) of the GSR with the voice command content. If two strings are different, we consider the command having an accuracy of 0; if the strings are the same, the accuracy is equal to 1. The command error is 1 minus the average accuracy of all the collected statements.

The second measure we use is the word error rate (WER) measurement, which measures the deviation of the output hypothesis (hypothesis with the highest probability of all results returned) with the contents of the voice command. The WER is the minimum number of steps needed to add, replace, or delete a word to convert hypothetical text into reference text [17] (Equation (8)). The WER is calculated by an algorithm based on Levenshtein’s distance algorithm.

$$\text{WER} = \frac{1}{N_{\text{ref}}} \sum_{k=1}^{K} \min_{r} d_L(\text{ref}_{k,r}, \text{hyp}_{k}). \quad (8)$$

In Equation (8), $d_L(\text{ref}_{k,r}, \text{hyp}_{k})$ is the Levenshtein distance between reference text $\text{ref}_{k,r}$ and hypothetical text $\text{hyp}_{k}$; $K, N_{\text{ref}}$ is the size of hypothetical text and corresponding reference text.

When testing GSR on our test set, we obtained a command error of 35.06% and WER of 22.25%. So, the results returned by GSR had a high error rate. In the following section, we describe the experimental results using SVM and CNN machine-learning models to improve the accuracy of the voice command recognition system.

3.3. Performance Evaluation. To evaluate the performance of the voice command recognition system, we recommend the following measures:

(i) P1: incorrect (%) rate voice command, which is calculated as

$$P1 = 100 \times \frac{\text{Number of voice commands that model recognized incorrectly}}{\text{Number of voice commands in test set}} \quad (9)$$

(ii) P2: incorrect rate (%) WER in voice command (Equation (8))

(iii) R1: number of commands that Google recognized incorrectly and our model recognized correctly

(iv) R2: number of commands that Google recognized correctly and our model recognized incorrectly

(v) R3: number of commands that Google and our model recognized incorrectly

3.4. Experiments

3.4.1. Dataset Augmentation. After the construction process, we obtained the dataset (2350 samples of 22 voice commands, each of which consisting of up to 5 hypotheses by GSR arranged in order of probability from high to low). We used 20% of the dataset for tests. Due to the specificity of the test set, it was used to check the accuracy of the
machine-learning model, so the test set did not change. For test data, in the 5 hypotheses returned by Google, only one hypothesis of the highest probability for each command was used.

We used 70% of the remaining dataset for training and 10% for the validation set. The training set can be changed to improve the machine-learning model. Therefore, we constructed three types of training datasets as follows:

(i) **1-BEST**: use the best hypothesis returned by Google (with the highest probability)

(ii) **TYPE-1**: combine N-best \((N \geq 2)\) hypotheses into one hypothesis. For example, with \(N = 2\), if a voice command corresponds with two GSR hypotheses “word_1 word_2” and “word_3 word_4 word_5,” then we have a new hypothesis: “word_1 word_2 word_3 word_4 word_5”

(iii) **TYPE-2**: keep N-best \((N \geq 2)\) hypotheses as \(N\)-independent hypotheses. For example, with \(N = 2\), if a voice command corresponds with two GSR hypotheses, we have two independent hypotheses

Thus, it can be seen that in the TYPE-2 training set, the more N-best hypotheses occur, the more the number of training commands increases, but the command length does not increase. As for the TYPE-1 training set, the length of each command will increase as best hypotheses combine, but the number of commands will not increase.

### 3.5. Experiment Using the SVM Model

In the voice command identification test using the SVM model, we only used the N-BEST dataset and TYPE-1. The TYPE-2 set had a relatively large amount of data, so it could not be used effectively with the SVM model [18]. The results of the experiment are described in Table 1. Based on the results from Table 1, for the training set 1-BEST, the incorrect ratios P1 and P2 are the lowest (7.08% and 6.46%). For the training set TYPE-1 with \(N = 4\) and 5, the error rate (P1) is nearly the same, but the incorrect P2 rate of the \(N = 5\) is much lower than the \(N = 4\). It can be seen that the denser training set (TYPE-1 will combine \(N\) hypotheses into 1 hypothesis, so the length of command is increased when \(N\) is increased) has a higher error rate in P1. However, the gap of the incorrect ratios between different training sets is not large.

#### 3.5.1. Experiment Using the CNN Model

Test results of identification of voice commands using the CNN model are described in Table 2. We noticed that the rate of error for training set TYPE-2 was lower than that of training set TYPE-1. This suggests that with CNN, more data results in lower error rates. For example, when the number of training data increases 5 times (e.g., Train 5-best of the training set...
TYPE-2 compared to the training set 1-BEST), the error rate decreases by about 2.36% in terms of the P1 measure and by about 2.50% with the P2 measure. The best result was obtained using training set TYPE-2 with $N = 5$:

- $P1 = 9.3\%$
- $P2 = 5.93\%$

Experimental results show that, with the SVM model, 105 of 138 incorrect identification commands were fixed, and with the CNN model, 115 of 138 incorrect commands were fixed. This demonstrates that the application of machine-learning algorithms has significantly improved GSR’s voice recognition capability for voice commands.

### 4. Discussions

As we described in Introduction, the methods for controlling voice devices rely primarily on an existing speech recognition system due to the infeasible nature of the development and installation of a speech recognition module of high accuracy. Among the speech recognition systems available, recent studies have used the GSR (Google speech recognition) service because of its wide availability on Android devices and the ability to integrate it into device driver programs; examples include a study by Aripin et al. [4] (they built a control system for indoor devices such as lamps and fans to support the elderly and the disabled) and one by Iskender et al. [5] (they used the same method to operate vehicles). However, these studies are not public datasets. Moreover, they only use the direct results of the GSR service. The test results using Vietnamese voice commands (presented in Evaluate the Accuracy of GSR System) showed significant errors (a command error of 35.06% and WER of 22.25%), so we built a module to improve the result based on SVM and CNN models. We also compared the results of these modules and the results of the GSR service. Our proposal method gives the command error rate decreased to 7.08% with the SVM model and 5.15% with the CNN model.

#### 4.1. Application for Mobile Device Control by Vietnamese Voice Command.

The architecture of the application is depicted in Figure 4 and consists of three main parts:

1. **Voice recognition service**: responsible for recording audio, sending it to the GSR service to handle speech recognition, and receiving textual hypotheses from GSR.
2. **Voice command classification**: responsible for assigning command labels to text hypotheses obtained from the voice recognition service. With supervised machine-learning approaches, this section will help correctly recategorize the voice commands that GSR misidentifies. After the classification process is complete, the command label will be sent to the filter and execute function.
3. **Filter and execute functions**: responsible for receiving the label of the command from the voice command classifier and performing analysis to filter out the parameters needed to execute the corresponding function. For dual voice commands (including multiple steps), the function filter can be connected directly to the voice recognition unit.

This application has been successfully built and deployed on mobile devices running the Android operating system. The results of the experiment with the CNN model were better than those of the SVM model, so in this system, we installed only the CNN model. Table 2 depicts the amount of time needed to identify the voice command (the total time of 10 repetitions for each command) on the Android Galaxy A8+ mobile device.

#### Table 2: Accuracy of recognition of voice commands using the CNN model.

| Training set          | P1 (%) | P2 (%) | R1 | R2 | R3 |
|-----------------------|--------|--------|----|----|----|
| Train 5-best, TYPE-1  | 9.3    | 5.93   | 104| 0  | 34 |
| Train 4-best, TYPE-1  | 9.66   | 7.60   | 93 | 0  | 45 |
| Train 3-best, TYPE-1  | 10.73  | 8.34   | 91 | 3  | 47 |
| Train 2-best, TYPE-1  | 9.66   | 7.05   | 96 | 3  | 42 |
| Train 1-best         | 7.51   | 6.43   | 103| 0  | 35 |
| Train 5-best, TYPE-2  | 5.15   | 3.93   | 115| 3  | 23 |
| Train 4-best, TYPE-2  | 5.58   | 3.96   | 114| 0  | 24 |
| Train 5-best, TYPE-2  | 6.22   | 4.61   | 112| 3  | 26 |
| Train 2-best, TYPE-2  | 7.08   | 6.51   | 108| 3  | 30 |

5. Conclusions

In this study, we have proposed a novel method to identify Vietnamese voice commands using GSR service results. First, we built a dataset for voice commands based on the GSR service. Then, we applied SVM and CNN models to increase the recognition accuracy of voice commands. The results show that using SVM and CNN machine-learning algorithms significantly improved the ability to recognize voice commands.
compared to results returned directly by GSR. The CNN model gave better identification results than the SVM model; the command error rate decreased from 35.06% with GSR to 7.08% with the SVM model and 5.15% with the CNN model.

Indeed, the CNN model promises good results with increasingly diverse training data.

We also offer a method for deploying device control applications via voice command and implementing this application on devices running the Android operating system. Experimental results show that the processing time for analyzing the execution of voice commands compares favourably to the waiting time for results from GSR.

In the future, we plan to conduct training with data-sets in many environments and contexts, for example, in outdoor environments and on datasets consisting of various Vietnamese dialects.

### Data Availability

The "Vietnamese Voice Commands" dataset used to support the findings of this study are included within the supplementary information files.
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