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Strange attractors can arise from nonlinear dynamical systems, however, such attractors may also be used to drive complex dynamics. We outline a flexible deterministic formalism for such chaos-driven dynamics. By using a strange attractor to model each particle’s internal state space, we present a new class of matter coined “strange-attractor-driven matter”. As an illustrative example, we show how the strange-attractor-driven matter can be used for modeling dynamics and collective behavior reminiscent of active matter. This leads to a flexible model that can be used to generate a variety of active particle motions, for example run-and-tumble and run-reverse-flick motions, as well as more exotic motions such as curled trajectories with continuously-changing direction induced by a Lorenz attractor. When combined with particle interactions, these strange-attractor-driven particles gives rise to several characteristic active-matter phenomena such as clustering, jamming and flocking. In addition, the presented model enables active control over the motion of emergent clusters, with complex flocking features such as fusion, splitting and collisions of flocks emerging spontaneously. Beyond the illustrative example of active matter, the formalism of strange-attractor-driven dynamics presented in this paper may be applicable more broadly, to model complex dynamical and emergent behaviors in a variety of contexts.

I. INTRODUCTION

In classical physics, objects are often modeled as point particles and the evolution of a single particle or a collection of interacting particles is governed by Newton’s second law. In such dynamical systems, particles may be driven by deterministic forcing but their motion can exhibit chaos if nonlinearities are present. When a large number of variables are involved, it becomes impractical to evolve the entire system in time and sometimes the action of a large number of variables is replaced by “noise” resulting in stochastic dynamical systems. For example, Brownian motion of a small particle in a fluid may be described by a stochastic differential equation. In this paper, we take an alternative point of view, by presenting a class of particles that are driven by a strange attractor.

Before explaining strange-attractor-driven matter in any further detail, let us motivate such particles based on our observations associated with a system of walking droplets. Walking droplets\cite{valani2021} also known as walkers (or superwalkers), are a fascinating hydrodynamical system. In this system, millimetric droplets walk horizontally while bouncing vertically on the surface of a vertically vibrating liquid bath. The walker, upon each bounce, generates a localized slowly decaying standing wave. The walker then interacts with these self-generated waves on subsequent bounces to propel itself horizontally. At high vibration accelerations, the waves created on each bounce decay very slowly in time and the walker’s motion is not only influenced by the wave created on its most recent bounce, but also by the waves it created in the distant past, giving rise to memory in the system. In the high-memory regime, walkers mimic several peculiar features that were previously thought to be exclusive to the quantum realm\cite{valani2021}. An idealized theoretical model that captures the key dynamics of a walking droplet results in the following integro-differential trajectory equation\cite{valani2021}:

\[ \kappa \ddot{x} + \dot{x} = \frac{\beta}{2} \int_{-\infty}^{t} \sin(x(t) - x(s))e^{-(t-s)} \, ds. \]  

This dimensionless equation of motion describes one-dimensional horizontal dynamics of a walker located at $x$, which continuously generates waves with cosine-function spatial form that decay exponentially in time. The left side comprises an inertial term $\kappa \ddot{x}$ and a drag term $\dot{x}$. The right side quantifies the forcing on the droplet due to the underlying wave field, which is proportional to the gradient of the underlying field. Since this model takes into account the waves generated from all previous impacts, the underlying wave field is calculated through integration of waves generated from all the previous bounces of the walker. The two parameters, $\kappa$ and $\beta$, may be interpreted as the ratio of inertia to drag and the ratio of wave forcing to drag respectively.

Valani et al.\cite{valani2021} showed that the walker’s integro-differential equation of motion in Eq. (1) can be transformed to the following system of ordinary differential equations (ODEs) (see...
V is a specified volume. The induced trigger times $t_n$ are arbitrary functions $N \xi_n$ of the strange-attractor trajectory at the trigger times, driving the spatio-temporal evolution of our strange-attractor-driven particle model.

In Sec. III, we provide an illustrative example of applying our strange-attractor-driven particles to generate behaviors reminiscent of active matter. We discuss some broader implications of our paper, together with some possible avenues for future work, in Sec. IV. We offer some concluding remarks in Sec. V.

II. GENERAL METHOD TO GENERATE PARTICLE MOTION FROM STRANGE ATTRACTIONS

We start by proposing a general method to generate a particle’s dynamics using a governing strange attractor. As shown in Fig. 1, consider a general strange attractor of a chaotic dynamical system. A typical phase-space trajectory $\xi(t)$ evolves on this strange attractor. We consider an arbitrary plane $P$ that cuts through this strange attractor or an arbitrary volume element $V$ that has a non-zero measure of the strange attractor enclosed within it. Let $t_n$ be the times when the trajectory on the strange attractor intersects the plane $P$ or enters the volume element $V$ for the $n$th time. We use these times $t_n$ as trigger events for the particle. Such triggers could then be used to employ a measurable of the chaotic attractor at the trigger event to select the corresponding variable of the particle after the trigger event. For example, the trigger can be used to change the direction of motion of the particle, where the new direction of motion at time $t_n$ may be a function of (i) the angle between $P$ and the tangent to $\xi(t)$ at $t = t_n$, or (ii) the curvature of $\xi(t_n)$ at $P$, or (iii) the time spent within the state-space volume $V$, etc. In this way, one can construct a broad class of generic particle motions, driven by a strange attractor in an entirely deterministic manner. In the next section, we will provide specific examples of 1D and 2D strange-attractor-driven particles and the corresponding matter arising from their interactions in the context of active matter.

III. ACTIVE MATTER FROM STRANGE-ATTRACTOR-DRIVEN PARTICLES

Active matter refers to a large collection of active particles where each individual particle is a self-propelled entity that consumes energy from its surroundings and converts it into directed motion. Examples of active particles include motile living organisms such as humans, birds, fish or microorganisms such as sperm cells, bacteria and algae, as well as artificial autonomous entities such as active colloidal particles\textsuperscript{12} micro-robots\textsuperscript{10} and walking droplets\textsuperscript{13}. Active matter exhibits emergent collective phenomena such as bird flocks, mammalian herds, fish schools, insect swarms, bacterial colonies, swimming robots\textsuperscript{13,14} motility-induced phase separation (MIPS) in active colloids\textsuperscript{14} and self-organization of microtubules and motors\textsuperscript{15,16}.

Complex locomotion of an individual active particle is typically modeled using a stochastic description. For example, a common minimal active-particle model is run-and-tumble particle (RTP) motion, also known as persistent diffusion\textsuperscript{17} or dichotomous diffusion\textsuperscript{18}. Here, in one dimension, the overdamped stochastic dynamics of the active particle is governed by the Langevin equation\textsuperscript{19}

\[
\ddot{x}(t) = u \sigma(t),
\]

These ODEs are the classic Lorenz equation\textsuperscript{20} coupled with the droplet position. The $X$ variable in the Lorenz system is equivalent to the droplet’s velocity $\dot{x}$ while the $Y$ and $Z$ variables are related to the memory forcing. The parameters $\sigma, r, b$ in the Lorenz system are related to the walker’s system via

\[
\sigma = 1/\kappa, \quad r = \beta/2, \quad b = 1.
\]

Thus, the walker’s motion can be interpreted as being driven by the velocity $X$, which is evolving on the Lorenz strange attractor.

Inspired by this driving of a particle from an induced Lorenz strange attractor in the walking-droplet system, in this paper we present a general class of particles and the resulting matter, where each particle is coupled to a strange attractor arising from an internal state space of a low-dimensional chaotic dynamical system.

The paper is organized as follows. In Sec. II, we provide a flexible formalism for generating particles using strange attractors. In Sec. III, we provide an illustrative example of applying our strange-attractor-driven particles to generate behaviors reminiscent of active matter. We discuss some broader implications of our paper, together with some possible avenues for future work, in Sec. IV. We offer some concluding remarks in Sec. V.
where an overdot denotes differentiation with respect to time \( t \), \( x \) is the position of the active particle, \( u \) is a constant self-propulsion speed and \( \sigma_c(t) \) is a dichotomous Markov noise term that flips between \(-1\) and \(+1\), following a constant-rate Poisson process. In two dimensions, the RTP “runs” at constant speed in a fixed direction and then instantaneously “tumbles”, i.e. reorients itself by choosing an angle randomly and isotropically\(^{22,24}\). Such RTPs undergo ballistic motion over short times, while diffusive motion emerges at long times\(^{22}\). Two other widely used minimal models of active particles are Active Brownian particles (ABPs)\(^{23}\) and Active Ornstein-Uhlenbeck particles (AOUps)\(^{22}\).

Although a stochastic description is the norm for modeling the motion of active particles, there are examples ofanimate and inanimate self-propulsion systems where the motion of the active particle is generated from underlying low-dimensional chaotic dynamics, either explicitly or implicitly. Some of these examples include movement patterns of ants\(^{24,25}\) and mud snails\(^{26}\), locomotion of amoebas\(^{27}\) and worms\(^{28}\), active droplets\(^{29,30}\), autonomous mobile robots\(^{31,32}\), and walking droplets\(^{33,34}\). Moreover, features of active particle motion similar to random walks and diffusive behavior, can also emerge from deterministic chaotic processes. For example, several investigations have documented Brownian-like motion from deterministic dynamics\(^{35-40}\). These models include the motion of a particle subjected to a deterministic but chaotic force. Deterministic diffusive motion also arises in Lorenz-like dynamical systems\(^{41}\) as well as in systems of delay differential equations\(^{42,43}\). Recently, deterministic diffusion was observed in simulations of walking droplet dynamics governed by an integro-differential equation of motion\(^{44,45}\).

Typically, when one models particle dynamics, the manifold of accessible states in the internal state-space of that particle is topologically simple. For example, in conventional models of active matter, the structureless active particle is prescribed a constant self-propulsion velocity. This steady self-propulsion velocity for the entity being modeled, typically emerges from periodic internal processes that can be attributed to the entity. For example, periodically flapping wings of a bird give rise to its steady flying motion, periodic leg movements in a human give rise to steady walking motion and periodic beating of flagella gives rise to steady swimming for microorganisms. Moreover, the more complex locomotion patterns arising from unsteady movements of active entities are modeled using stochastic descriptions in conventional active matter models. For example, the complex trajectories of certain animals during foraging that may arise from complex internal processes is typically modeled using Lévy flight\(^{46}\), or the complex interaction of a colloidal particle or a microorganism with the surrounding fluid medium is modeled as Gaussian white noise in ABP\(^{49}\). Here, we adopt an alternate viewpoint of modeling the internal complexity of an active particle via a strange attractor internal state-space (see Fig. 2) and exploring the resulting dynamics and emergent behaviors.

A. Strange-attractor-driven active matter in 1D

1. Single active particle

We start by applying the formalism presented in Sec. II to generate a one-dimensional RTP-like active particle motion. The RTP in one-dimension has been studied extensively\(^{50-55}\). We here generate RTP-like motion in one dimension using the Lorenz strange attractor. We coarse-grain the system in Eq. (2) by only considering the sign of \( X \) for the first equation,
Strange-attractor-driven active particles are described in Fig. 3 with $u = 0.2$, we see the emergence of clustering and jamming. Space-time trajectories show the development of small-scale short-lived clusters for 50 particles (left), while long-lived large clusters emerge for 100 particles (right). The gray trajectories denote isolated particles while the black trajectories denote clusters. The size of each particle is 0.005.

$$\dot{x} = u \sigma_d(X),$$  \hspace{1cm} (3)  
$$\dot{X} = \sigma(Y - X),$$  
$$\dot{Y} = -ZX + rX - Y,$$  
$$\dot{Z} = XY - bZ.$$

Here, $\sigma_d(X) = \text{sgn}(X)$ and $u$ is a constant denoting the self-propulsion speed of the active particle. This gives rise to one-dimensional RTP-like dynamics where the particle runs to the left or the right with a constant speed $u$ and switches direction when the sign of the variable $X$ flips, i.e. when a trajectory on the Lorenz strange attractor switches basin of attraction (see Fig. 3(a)).

Figures 3(b)-(c) show a typical space-time trajectory and the corresponding probability distribution of run durations for this Lorenz-attractor-driven particle. For a conventional RTP driven by a Markov dichotomous process, the run durations between direction changes are exponentially distributed. However, for the RTP generated via our Lorenz-attractor-driven model, the distribution of run durations is inherent to the attractor and here results in a distribution with spikes at discrete time intervals, having an exponential decay envelope (see Fig. 3(c)). These spikes emerge because once the particle switches from one basin of the attractor to another, it performs a discrete number of orbits in that basin, before switching basins again. We highlight that the characteristic elements of the underlying chaotic flip-flop motion between the two wings of the Lorenz attractor are imprinted on this probability distribution of run durations.

The probability distribution of run durations in our strange-attractor-driven active particle model can be fixed by the underlying strange attractor or allowed to freely evolve, e.g. by (i) evolving the parameters $\sigma, r, b$ of the driving Lorenz system at each trigger event, in a manner governed by the state-space trajectory at each such event, or (ii) leaving the driving attractor fixed but changing the process of triggering the particle’s direction change by evolving the cutting plane $P$ in Fig. 1 in a manner that is deterministically driven by the state-space trajectory at each trigger event.

Our simple formalism employed with different strange attractors can generate a wide variety of active particle motion in one-dimension. For example, one can use this formalism to generate conventional active particle motion such as ABP-like motion and AOUP-like motion, as well as different kinds of active particles with anomalous distributions of run durations (see Appendix C).

2. Many interacting active particles

We now turn to the question of emergent behavior, in the context of our formalism. Emergent behavior is a feature of active-matter systems, that arises when interactions are encoded at the level of individual active particles. For example, in one-dimension, interaction of many RTPs with purely repulsive excluded-volume interactions results in clustering and jamming, while introducing simple aligning rules gives rise to one-dimensional flocking states that can stochastically change direction. Moreover, interactions induced by a purely repulsive potential can give rise to motile and dynamic clusters for various kinds of active particles in one-dimension. We can readily include repulsive interactions in our 1D strange-attractor-driven RTPs. For example, Fig. 4 shows spatiotemporal plots of many interacting 1D Lorenz-attractor-driven active particles (described in the caption to Fig. 3), coupled via an added excluded-volume interaction, with the system being confined on the unit interval with periodic boundary conditions. We see the emergence of clustering and jamming. For smaller numbers of particles we observe short-lived small clusters. Increasing the particle density leads to longer-lived larger clusters. By including short-range spring-like interactions we also obtain dynamic and motile clusters, while introducing aligning interactions results in flocking states that intermittently reverse direction (see Appendix C).

In addition to generating emergent behaviors similar to those realized in conventional active-matter models, our strange-attractor-driven active matter formalism also allows us to readily control and manipulate the emergent behaviors, via relatively simple modifications to the underlying strange attractor driving. For example, as shown in Fig. 5(a), if the cutting plane for each particle is translated to

$$X = k > 0,$$  \hspace{1cm} (4)

then each particle will on average spend more time traveling to the left. Hence, when a cluster is formed, particles are more likely to leave the left side of that cluster and also more likely to join the right side of an adjacent cluster. This results in a net drift of clusters to the right. Thus, by a simple translation of...
FIG. 5. Various emergent behaviors arising for a collection of 50 interacting 1D Lorenz-attractor-driven active particles (top panels) by making simple modifications to the strange attractor driving (bottom panels). (a) Offsetting the cutting plane of each active particle to \( X = k \), where \( k = 2\sqrt{r - 1} \), results in drift of the emergent clusters. (b) Choosing an oscillating cutting plane for each particle of the form \( X = k \sin(\omega t) \), with \( \omega = 2\pi/100 \), results in oscillations of the emergent clusters. (c) Changing the cutting plane for each particle to \( Y = \tan(\theta_0)X \), with \( \theta_0 = \pi/4 \), gives rise to a different type of clustering with dominance of short-lived small clusters. (d) Allowing the cutting plane to rotate according to \( Y = \tan(\omega t)X \), with \( \omega = 2\pi/100 \), results in periodic formation and disintegration of clusters. All other parameters are the same as those employed in Fig. 4.

the cutting plane for the Lorenz-attractor-driven particle, one can induce a desired drift in the emergent clusters. Position dependence of this cutting-plane, namely a cutting-plane field \( P(x) \) described by

\[
a(x)X + b(x)Y + c(x) = 0
\]

with \( a, b, c \) being arbitrary functions of \( x \), will enable one to introduce an induced potential landscape in which the clusters’ drift direction and speed varies with spatial position \( x \). This particular generalization, while interesting, will not be further considered at this point. Rather, we now explore how time dependence in the position of the cutting plane can be used to control the motion of the clusters. For example, if the cutting plane is allowed to oscillate between \( X = k \) and \( X = -k \), then this will induce an oscillation in the cluster dynamics as shown in Fig. 5(b). Instead of choosing a vertical cutting plane in the \((X, Y)\) projection of the attractor, if the cutting plane is inclined at an angle \( \theta_0 = \pi/4 \), then the dynamics of emergent clusters and their size distribution changes significantly (see Fig. 5(c)). At the angle shown in Fig. 5(c), one obtains short lived smaller clusters due to frequent crossing of the inclined cutting plane by the phase-space trajectory. This changing cluster distribution for the cutting plane at different angles can be exploited to model complex clustering behaviors. For example, allowing the cutting plane to rotate in a periodic manner, one can induce periodic formation and disintegration of clusters as shown in Fig. 5(d).

We highlight that in all of these examples, the characteristics of the underlying Lorenz attractor are imprinted in the cluster dynamics and the cluster size distribution, and if the underlying attractor is changed then the corresponding emergent cluster dynamics and statistics will change accordingly.

B. Strange-attractor-driven active matter in 2D

1. Single active particle

We now extend this formalism to two spatial dimensions. As an indicative example, in 2D the \( x \) and \( y \) spatial coordinates of the particle may be taken to evolve via

\[
\dot{x} = (\dot{x}, \dot{y}) = (u \cos(\theta(t)), u \sin(\theta(t))).
\]

Here, \( u \) is a constant speed and the angle \( \theta(t) \) is now a dynamical variable linked to a strange attractor. We construct 2D strange-attractor-driven active particles whose distribution of run durations is dictated by the choice of the cutting plane and the underlying attractor, and the turning angles \( \Delta \theta_n \) are determined by the choice of a measurable of the underlying attractor at the trigger times \( t_n \). For the Lorenz strange attractor with \( X = 0 \) as the cutting plane, we can choose the turning angle in various ways. For example, choosing

\[
\Delta \theta_n = Z(t_n) \bmod(2\pi)
\]

results in a nearly uniform distribution of turning angles. A typical trajectory generated in this manner and the corresponding turning-angle distribution are shown in Figs. 5(a)-
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FIG. 6. Two-dimensional strange-attractor-driven active particle motions. (a) A 2D RTP-like active particle trajectory generated from the Lorenz system with parameters \( \sigma = 10, r = 28, b = 8/3 \) and self-propulsion speed \( u = \sqrt{r-1} \). The cutting plane is \( X = 0 \), which results in a run length distribution that is the same as Fig. 3(c). The turning angles are chosen as \( \Delta \theta = Z(t_r) \text{ (mod } 2\pi) \), with the trigger times \( t_r \), resulting in a nearly uniform turning angle distribution as shown in panel (b). (c) Active particle driven in the same way as in (a) except that (d) turning angles are prescribed to alternate between \( \pm \Delta \theta = 71^\circ \) and \( \pm \Delta \theta = 176^\circ \) to mimic run-reverse-flick motion. (e) An intermittent active particle trajectory generated from the Bouali attractor \( X = 3X(1-Y) - 2.2Z, Y = -(1-X^2)Y, Z = 0.001X \) with \( X = 1 \) as the cutting plane and self-propulsion speed \( u = 1 \) where the particle alternates between a “long run” phase of ballistic motion and an “explore” phase of diffusion-like motion. For this trajectory, (f) shows the deterministically generated uniform turning-angle distribution, (g) shows the probability distribution of time spent in ballistic motion between direction changes on a logarithmic scale highlighting the two separate time scales, and (h) shows the Bouali attractor along with the cutting plane (red). (i) Active particle driven in the same way as in (a) but the turning angles are updated continuously at each instant of time according to \( \Delta \theta = Z(t) \text{ (mod } 2\pi) \), resulting in an exotic curlicued trajectory with long-time diffusion-like motion.

(b). This 2D RTP-like active particle undergoes ballistic motion at short times and diffusionlike motion at longer times.

Instead of determining the turning angles directly from the strange attractor, one can also construct a trajectory based on a prescribed probability distribution of turning angles. For example, we can generate run-reverse-flick-like motion by alternating between two different turning angles. We choose the turning angle to be \( \pm \Delta \theta_1 \) at trigger times \( t_{2k} \) and \( \pm \Delta \theta_2 \) at trigger times \( t_{2k+1} \), where \( k \) is any natural number. We simulate two different trajectories on the driving Lorenz strange attractor at the same parameter values but different initial conditions. This results in the evolving trajectories

\[
\xi_0(t) = (X_0(t), Y_0(t), Z_0(t)), \\
\xi_1(t) = (X_1(t), Y_1(t), Z_1(t)).
\]

When the trajectory \( \xi_0(t) \) hits the plane \( X_0 = 0 \), it acts as a trigger to cease the run phase and choose a turning angle according to

\[
\Delta \theta = \frac{1}{2} \text{sgn}(X_1) \left[ (\Delta \theta_2 - \Delta \theta_1) \text{sgn}(X_0) + (\Delta \theta_2 + \Delta \theta_1) \right].
\]

By choosing \( \Delta \theta_1 = 71^\circ \) and \( \Delta \theta_2 = 176^\circ \), we obtain a trajectory similar to run-reverse-flick motion of bacteria [22], as shown in Fig. 6(c)-(d). We can also use the trigger times \( t_n \) to generate arbitrary turning-angle distributions (see Appendix D).

Using different strange attractors we can generate active-particle trajectories of different types. For example, Fig. 6(c) shows an intermittent active particle trajectory generated using the Bouali attractor [21] with a deterministically generated uniform turning angle distribution based on trigger times \( t_n \) using the method in Appendix D (see Fig. 6(i)). Here the particle alternates between phases of a long “run”, where it undergoes long time ballistic motion, and an “explore” phase, where the particle performs diffusion-like motion in a localized
region of space with relatively short run durations. The probability distribution of the time spent in ballistic motion clearly shows these two separate time-scales (see Fig. 6(g)) which is an imprint of the crossing statistics of the phase-space trajectory on the Bouali attractor with the specified cutting plane (see Fig. 6(h)). Another example employs a scaled Lorenz system with a Gaussian turning-angle distribution, to generate a 2D ABP-like particle (see Appendix E).

Instead of choosing the turning angle only at trigger times, one can choose the turning angle continuously from the driving strange attractor, e.g. using

\[ \Delta \theta(t) = Z(t) \mod(2\pi) \]

for the Lorenz strange attractor. This results in a curlicued trajectory with circular and spiral structures as shown in Fig. 6(i).

In this way, one can generate a diverse class of 2D active particle trajectories whose dynamics and statistics will be characterized by the choice of the underlying attractor, the cutting plane and the turning-angle selection rule.

2. Many interacting active particles

Active particles generally accumulate where they are moving slowly. This results in emergence of motility-induced phase separation (MIPS) where high-density and low-density phases are observed in a large collection of active particles [13]. In addition to generating conventional MIPS-like phenomena using our strange-attractor-driven framework (see Appendix E), we can also generate more exotic MIPS phenomena easily using our strange-attractor driving. For example, interactions of many active particles generated from the Bouali attractor (see Figs. 6(c)-(h)) results in intermittent MIPS-like phenomena as shown in Fig. 7 and Supplemental Video S1. Since the Bouali-attractor driven active particle gives rise to a trajectory where the particle alternates between a long “run” phase and an “explore” phase, interactions of many such Bouali-attractor-driven particles via harmonic repulsive interactions (as described in Appendix B) result in cyclical emergent MIPS-like phases. The MIPS-like state is realized when the active particles are in the long “run” phase and we observe emergence of clusters. After some time, when the particles enter the “explore” phase, their diffusion-like motion results in the disintegration of clusters. This process repeats as particles alternate between the long “run” phase and the “explore” phase, and we obtain cyclical phases of MIPS-like clustered regions and gas-like phases with no clear large-scale structure.

By adding aligning interactions between 2D active particles in our formalism employing strange-attractor driving, we observe the emergence of complex flocking dynamics. This is illustrated in Fig. 8 and Supplemental Video S2. Here, each active particle is driven by the Lorenz attractor along with the cutting plane \( X = 0 \). To this, we add Vicsek-model-like aligning interaction \([12]\) where each particle aligns itself based on the average direction of the particles in a neighborhood of radius \( \Delta \). In our model, each active particle gives weight \( W \) to the average alignment of its neighbors \( \theta_{ab} \) and weight \( 1 - W \) to its own inherent angle \( \theta_{own} \) arising from the driving strange attractor. Thus, the angle of the \( i \)th particle at time \( t_k \) evolves according to

\[ \theta^i(t_k) = W \theta^i_{ab}(t_k) + (1 - W) \theta^i_{own}(t_k), \]

where

\[ \theta^i_{ab}(t_k) = \tan^{-1}\left( \frac{\sin(\theta(t_{k-1}))}{\cos(\theta(t_{k-1}))} \right) \]

FIG. 7. Emergence of intermittent MIPS-like behavior when 1400 two-dimensional active particles driven by the Bouali attractor (see Fig. 6(e)-(h)) interact with each other via repulsive harmonic interactions (see also Supplemental Video S1). (a) \( t = 0 \) Initially randomly located active particles in the “run” phase interact and result in (b) \( t = 46.9 \) regions of high and low densities analogous to MIPS. (c) \( t = 187.5 \) These particles then start switching their directions frequently during the “explore” phase, which results in the disintegration of clusters. (d) \( t = 312.5 \) After some time, the particles again enter the long “run” phase and clusters form once more. This cycle keeps repeating as the phase-space trajectory evolves on the strange attractor. The parameters for the Bouali attractor are the same as in Fig. 6(e)-(h). The spring constant for the repulsive forces between the particles is \( K = 50 \) and the radius of each particle is 0.01. The particles were initiated at random locations in a unit-square periodic domain with slightly different initial conditions ((\( X(0), Y(0), Z(0) \)) = (−1, 1, 0) + \( \eta(t) \)), where \( \eta(t) \) is a random number selected uniformly from the interval \([0, 0.01]\)).
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FIG. 8. Complex emergent dynamics in 2D flocking of strange-attractor-driven active particles on a periodic unit-square domain. 1000 Lorenz-attractor-driven active particles (as described in the caption to Fig. 6(a)-(b)) are initialized with random starting positions and directions, along with Vicsek-model-like aligning interactions, as described in the main text. The interaction radius of each particle is $\Delta = 0.05$ and the weight factor $W = 0.5$. (a) ($t = 0$) Initially randomly-located and randomly-oriented particles align and form (b) ($t = 5.2$) a coherent flocking phase at early times. At later times we observe more complex flocking dynamics such as (c) ($t = 11.8$) a few particles leaving the coherent flock, (d) ($t = 19.2$) deformation of the coherent flock into a banded structure, (e) ($t = 23.3$) spontaneous ejection of a smaller flock from a bigger flock, (f) ($t = 23.8$) flock expansion, (g) ($t = 26.1$) scattering of flocks and (h) ($t = 36.1$) merging of flocks. For an animated simulation see Supplemental Video S2. The color gradient in the grayscale level shows the past positions of the active particles, with the current position indicated in black. The self-propulsion speed of each particle is $u = 1$.

gives the average direction of particles (including particle $i$) within a circle of radius $\Delta$, and

$$\theta_{\text{own}}(t_k) = \begin{cases} Z(t_k) & t_k = t_n \\ \theta'(t_{k-1}) & \text{otherwise} \end{cases}$$

where $t_n$ corresponds to trigger times and $Z$ is the variable from the Lorenz system (see Appendix B for more details).

An example of the complex flocking dynamics emerging from these interaction rules is shown in Fig. 8. Starting with 1000 active particles randomly positioned in a 2D periodic domain with random alignments, we initially obtain coherent motion as shown in Fig. 8(b). Once the phase-space trajectory settles on the Lorenz attractor after an initial transient, particles start to leave the coherent flock (see Fig. 8(c)). This results in deformation and change in direction of the coherent flock (see Fig. 8(d)). Further evolution leads to several complex dynamical behaviors such as flock ejection (Fig. 8(e)), flock expansion (Fig. 8(f)), scattering of flocks (Fig. 8(g)) and merging of flocks (Fig. 8(h)). Moreover, by incorporating repulsive harmonic interactions in this system along with the Vicsek-like aligning interactions, we get the emergence of 2D motile crystalline clusters which show features such as void formation and persistence of alignment disturbances within a cluster (see Supplemental Video S3), in addition to the features described in Fig. 8.

IV. DISCUSSION

It is common for elementary textbooks on classical mechanics to consider the dynamics of single point particles, subsequently generalizing to ensembles of interacting point particles. In either case, the state of the system may be specified using suitable generalized coordinates and their corresponding generalized velocities. Structure can be endowed upon the hitherto-structureless point particles via suitable internal degrees of freedom, e.g. Euler angles associated with each member of a swarm of rigid bodies. These additional internal degrees of freedom may be used to augment the system’s generalized coordinates and generalized velocities. If a transition is then made from generalized velocities to canonically conjugate momenta, Hamilton’s equations can be employed to study the evolution of the system.

For a single classical particle, or each member of a system of classical particles, we can augment the generalized coordinates and velocities (associated with degrees of freedom such
as position and mechanical momentum) with a generalized coordinate and velocity coupled to a driving strange attractor. The attractor component of the state space for each particle is an evolving vector \((X(t), Y(t), Z(t), \cdots)\) which traces out a trajectory in the phase space \(\mathcal{A}\) along a driving single-parameter strange attractor set \(\mathcal{A} \in \mathcal{A}\). For example, consider an otherwise structureless point particle, having a single internal degree of freedom associated with a Lorenz attractor having fixed \(\sigma, r, b\) and fixed cutting plane \(X = k\). An associated generalized coordinate, corresponding to the previously mentioned single degree of freedom associated with \(\mathcal{A}\), is the arc length \(s(t)\) (see Fig. 2 for a schematic) that corresponds to the length swept out by the state-space vector

\[
\mathbf{R}(t) = (X(t), Y(t), Z(t)) \in \mathcal{A}.
\]

The corresponding generalized velocity is \(\dot{s}(t)\), namely the speed at which the attractor manifold \(\mathcal{A}\) is traversed. If it is meaningful to ascribe both kinetic and potential energies to a particle, a Lagrangian can be subsequently constructed, which in turn can be used to obtain the canonically conjugate momentum \(p\) corresponding to the strange-attractor degree of freedom \(s\) (see e.g. the article by Axenides and Floratos, which describes phase-space dynamics on a strange attractor in the framework of dissipative Nambu-Hamiltonian mechanics). This connection enables a higher-mechanics formalism similar to that of Hamilton and Lagrange to be employed, to study the spatiotemporal evolution of one or more particles (or extended bodies), that have a driving-strange-attractor degree of freedom in addition to standard degrees of freedom such as position, velocity, Euler angles, etc. Independently of whether or not a formalism akin to the canonical formalism of Hamilton and Lagrange can be employed, phase-space flows can be induced that are associated with the driving-attractor degree of freedom and its associated generalized velocity.

It is also worth commenting on rare trigger events, induced by the driving attractor \(\mathcal{A}\) and an associated cutting plane \(\mathcal{P}\). Such rare events occur over characteristic timescales that are very long, compared to the timescale \(T\) associated with a segment of the driving attractor that has a winding number on the order of unity (relative to an origin located at the “center of mass” of the segment). For example, for the Lorenz or Bouali attractors, \(T\) is of the order of the time taken to traverse one “loop” of a lobe. More generally, \(T\) may be defined as the characteristic time that a state-space trajectory would require, to traverse a state-space arc length \(s(t + T) - s(t)\) that is on the order of the diameter \(\mathcal{D}\) of \(\mathcal{A}\), provided that \(\mathcal{D}\) is finite. For example, suppose the driving attractor to be of the Lorenz type, with cutting plane \(P \to \mathcal{P}\) in Fig. 1 such that only a very small fraction \(f < \epsilon\) of the strange attractor’s measure lies to a particular side of \(\mathcal{P}\). This ensures that—for a generic starting point on \(\mathcal{A}\)—the probability of crossing \(\mathcal{P}\) is extremely low, over a timescale on the order of the typical time \(T\) taken to traverse one loop of the Lorenz attractor. Such rare-event triggers could be used to model the finite lifetime of one or more interacting particles, in a variety of settings including the active-matter examples in the present paper. For example, in Fig. 1 the cutting plane \(\mathcal{P}\) (which drives the active-particle dynamics), could be augmented with the rare-event cutting plane \(\mathcal{P}\), which models the death (destruction, annihilation, absorption) of an active particle. A similar device could be used to model the birth (creation, emission) of an active particle.

Variants of our model could be examined, in which the driving strange attractor for each individual particle evolves with time, in a manner that is both deterministic and secular. For example, if we work with a driving attractor of the Lorenz type, the parameters \(r_m(t), r_m(t), b_m(t)\) for the \(m\)th particle could all be functions of time \(t\) that evolve according to a deterministic rule. This evolution of the driving attractor could be considered secular if its characteristic timescale is long compared to \(T\). Moreover, a partitioning into equivalence classes may be induced by the secular evolution of each individual particle’s driving attractor. For example, given the set of cutting planes \(\{P_m(t)\}\)—with one such cutting plane for each particle—the ensemble of particles is split into two equivalence classes \(\mathcal{C}_1, \mathcal{C}_2\). These equivalence classes correspond to whether \(P_m(t)\) does or does not intersect the secularly-evolving driving attractor \(\mathcal{A}_m(t)\) of the \(m\)th particle. Stated more precisely, the \(m\)th particle is in \(\mathcal{C}_1\) at time \(t\) if

\[
\mathcal{A}_m(t) \cap P_m(t) \neq \emptyset,
\]

where \(\emptyset\) denotes the null set, otherwise the \(m\)th particle is in \(\mathcal{C}_2\). If there are two or more cutting planes for each particle, the number of induced equivalence classes increases. Attractor-driven particles belonging to different equivalence classes may exhibit qualitatively different behavior, with individual particles changing equivalence class when a given cutting plane changes from having a null to a non-null intersection with the driving attractor, or vice versa. Note, also, that depending on the morphology of the attractor, additional equivalence classes may be induced because the set of all cutting planes that intersect the attractor may itself be divisible into natural classes. For example, for the Lorenz strange attractor, cutting planes in \(\mathcal{C}_1\) may be divided into four disjoint subclasses: (i) cutting planes in subclass \(\mathcal{C}_{1a}\) that pass through the hole of the right-hand lobe in the half-space \(X > 0\), but not through the other hole, as shown e.g. by the vertical red line in the lower panel of Fig. 3(a); (ii) cutting planes in subclass \(\mathcal{C}_{1b}\) that pass through the hole of the left-hand lobe, in the half-space \(X < 0\), but not through the right-hand hole; (iii) cutting planes in subclass \(\mathcal{C}_{1c}\) that pass through both holes, as shown e.g. by the diagonal red line in the lower panel of Fig. 3(c); (iv) cutting planes in subclass \(\mathcal{C}_{1d}\) that intersect the attractor but pass through neither hole.

Further to the preceding paragraph, suppose that subsequent spatial coarse-graining is employed, so that the ensemble of attractor-driven particles can be viewed as a continuum field. In this context, it would be interesting to study if there is any correlation between (i) the different equivalence classes \(\mathcal{C}_1, \mathcal{C}_2, \cdots\), and (ii) different thermodynamic phases of the resulting multicomponent fluid. It might also be interesting to investigate the emergent equations of motion associated with the coarse-grained effective continuum field. Even in the absence of spatial coarse graining, the different equivalence classes may behave in a qualitatively different manner, corresponding to different populations of interacting particles, even...
Strange-attractor-driven matter

Although the underlying attractor-driven model is by assumption the same for all particles.

We now turn to the question of how attractor-driven dynamics can be used to generate effective force fields, as functions of both position and time, in a manner that is directly induced by the driving attractors. Recall our earlier mention that the cutting plane \( P \) can be a specified function of position that is the same for all members of a swarm of attractor-driven particles. If this idea were to be applied to the particular example explored in Fig. 5(a), the cutting-plane field \( P(x) \) in Eq. (5) could be used to channel active particles (and their associated coherent structures) in a position-dependent manner. The cutting-plane field can thereby induce a potential landscape \( V(x) \) which influences the motion of the emergent clusters that move through it, by having a preferred direction of motion and preferred speed of motion that depends on \( x \). By suitably extending the cutting-plane field to a specified function \( P(x,t) \) of both position \( x \) and time \( t \), namely by generalizing Eq. (5) to

\[
a(x,t)X + b(x,t)Y + c(x,t) = 0,
\]

an effective spatiotemporal landscape \( V(x,t) \) could be induced. For example, cutting-plane fields could easily be devised that corral active particles within a specified region, before releasing them into a suitable potential landscape \( V(x) \) or \( V(x,t) \). In this manner, our model could be extended to study systems such as panicking crowds in stadia, traffic flow, disease transmission, ecosystem-invasion biology, swarming robots, etc. Moreover, the cutting-plane field could be a function of the discrete-particle index \( m \), as well as the spacetime coordinates \( (x,t) \).

Given the previous paragraph’s description of how strange-attractor internal degrees of freedom can be coupled to an induced external applied field, it is natural to next consider how strange-attractor internal state-space manifolds may be coupled to one another, in the context of interacting neighboring particles. This can be done in a number of ways, and we here restrict consideration to two simple indicative examples. (i) At any time \( t \), the respective internal states \( \mathbf{R}_a(t) \in \mathcal{A}_a \) and \( \mathbf{R}_b(t) \in \mathcal{A}_b \) of particles \( a \) and \( b \) may be used to generate an interaction potential

\[
V'_{ab} = \varepsilon f(d_{ab}) \mathbf{R}_a(t) \cdot \mathbf{R}_b(t).
\]

Here, \( \varepsilon \) is a real coupling constant and \( f(d_{ab}) \) is a scalar function of the separation \( d_{ab} \geq 0 \) between particles \( a \) and \( b \). Typically, \( f(d_{ab}) \) would tend to a constant when \( d_{ab} \) becomes arbitrarily large. (ii) More generally, at any time \( t \), the internal states of particles \( a \) and \( b \) may be used to form a two-body interaction potential

\[
V''_{ab} = f(d_{ab}) \sum_{\mu \nu} \epsilon_{\mu \nu} R^\mu_a(t) R^\nu_b(t).
\]

Above, \( \epsilon_{\mu \nu} \) is a real rank-two tensor coupling, \( f(d_{ab}) \) is as defined previously, and the indices \( \mu, \nu \) each range over the state-space coordinates \((X,Y,Z,\cdots)\), so that \( R^\mu_a(t) \) is the \( X \) component of \( \mathbf{R}_a(t) \), \( R^2_a(t) \) is the \( Y \) component of \( \mathbf{R}_a(t) \), etc.

We close this discussion by recalling that a number of coherent structures were observed to emerge in our simulations based on the strange-attractor-driven active-matter model, which invites an obvious comparison with the emergent structures observed in conventional active-matter models driven by noise. In addition to understanding the similarities in the emergent structures arising from both formalisms, it would be interesting to explore any differences, particularly when those differences can be attributed to the strange-attractor nature of the driving.

V. CONCLUSIONS

We presented a simple formalism for generating particles that are driven by strange attractors, and showed examples of some of the many phenomena it can model in the context of active matter. In one dimension, we showed that we can model active particles such as RTP-like motion by driving the active particle with the classic Lorenz system. By adding repulsive interactions between such particles we showed the emergence of clustering and jamming which can be controlled and manipulated by making simple modifications to the strange-attractor driving. In two dimensions, we were able to generate various active particle trajectories such as run-and-tumble, run-reverse-flick, intermittent and curlicue trajectories. By including interactions among 2D active particles, we showed rich emergent behaviors such as intermittent MIPS-like phenomena for particles with purely repulsive interactions, and complex flocking dynamics for particles with aligning interactions. We note that the active motions and emergent collective behaviors generated using this framework have imprinted in them signatures of the underlying strange-attractor driving.

Although we only explored overdamped particle dynamics in this work, inertia can easily be introduced in our strange-attractor-driven matter framework by adding a term proportional to particle acceleration in the dynamical equations of the particles. Moreover, we restricted our exploration to dry active matter where interactions between the active particles are not mediated by the surrounding medium. However, our formalism can also be extended to wet active matter by coupling the strange-attractor-driven particle dynamics with the dynamics of the surrounding medium. For example, in the original context of walking droplets from which the present work is inspired, multiple walkers interact with each other via their underlying wave fields. Introducing such wave-mediated interactions between our strange-attractor-driven particles may result in novel emergent behaviors.

Lastly, our formalism might also be applied more broadly, beyond the realm of active matter. The ability of the presented formalism to model complex behaviors in a simple way via the use of a driving strange attractor of a low-dimensional chaotic system, might find applications in fields such as economics and finance, robotics, chemistry, biology and physics.
Differentiating \(Y\) with respect to time and using the Leibniz integration rule, we have
\[
\dot{Y}(t) = -\frac{\beta}{2} \int_{-\infty}^{t} \sin(x(t) - x(s)) \, e^{-(t-s)} \, ds
\]
\[
+ \frac{\beta \dot{x}}{2} \int_{-\infty}^{t} \cos(x(t) - x(s)) \, e^{-(t-s)} \, ds
\]
\[
= -Y(t) + X W(t),
\]
where \(\dot{x} = X\) and
\[
W(t) = \frac{\beta}{2} \int_{-\infty}^{t} \cos(x(t) - x(s)) \, e^{-(t-s)} \, ds.
\]

Differentiating \(W(t)\) with respect to time, we get
\[
\dot{W}(t) = \frac{\beta}{2} - \frac{\beta}{2} \int_{-\infty}^{t} \cos(x(t) - x(s)) \, e^{-(t-s)} \, ds
\]
\[
- \frac{\beta \dot{x}}{2} \int_{-\infty}^{t} \sin(x(t) - x(s)) \, e^{-(t-s)} \, ds
\]
\[
= \frac{\beta}{2} - W(t) - XY(t).
\]

By making a change of variables
\[
Z(t) = \frac{\beta}{2} - W(t),
\]
we obtain the following system of Lorenz-like ODEs for the walker’s dynamics:
\[
\dot{x} = X
\]
\[
\dot{X} = \frac{1}{\kappa} (Y - X)
\]
\[
\dot{Y} = -Y + \frac{\beta}{2} X - XZ
\]
\[
\dot{Z} = -Z + XY.
\]
RTP-like particles (as shown in Figs. 3 and 4 of the main text), were implemented as follows:

1. On the unit interval, with periodic boundary conditions, we define the distance $d_{ij}$ between two particles $i$ and $j$ as the shortest distance between them:
   
   $$d_{ij} = \min(|x_i - x_j|, 1 - |x_i - x_j|).$$

2. For each particle, we find the particles that are within a distance $d$, i.e. $d_{ij} < d$. Here, the distance $d$ corresponds to the size of each particle.

3. For each such pair that are closer than the particle size, the motion ceases. However, their velocities continue to evolve on the strange attractor, so when a particle reverses its direction of motion and moves away from the other particle, the particle can resume its ballistic motion.

MATLAB code which implements these excluded-volume interactions for Lorenz-attractor-driven particles can be found in the file twoD_many_particles_flocking.m.

2. Aligning interactions for two-dimensional flocks

Aligning interactions, leading to the complex flocking dynamics in Fig. 8 of the main text, were implemented as follows:

1. For particles in the unit square with periodic boundary conditions, we define the shortest distance between the particles $i$ and $j$ as
   
   $$d_{ij} = \sqrt{(X_{ij})^2 + (Y_{ij})^2},$$
   
   where
   
   $$X_{ij} = \min(|x_i - x_j|, 1 - |x_i - x_j|),$$
   $$Y_{ij} = \min(|y_i - y_j|, 1 - |y_i - y_j|).$$

2. For each particle, we define a neighborhood which is a circle of radius $\Delta$. If there is no other particle inside this neighborhood, then the particle can continue to move as an individual active particle, driven by its strange attractor with its orientation $\theta_{\text{own}}(t)$.

3. If there are other particles in the neighborhood of the $i$th particle, then we use a weight factor $W$ to determine the relative importance that the particle gives to the alignment of other particles, compared to its own directed motion driven by the strange attractor. Thus, the particle’s orientation evolves according to
   
   $$\theta_{\text{new}}(t) = W \theta_{\text{avg}}(t) + (1 - W) \theta_{\text{own}}(t).$$
   
   Here $\theta_{\text{avg}}$ is the average direction of the particles in the neighborhood, defined in the same way as the Vicsek flocking model and as given in Sec. III B of the main text.

MATLAB code which implements these aligning interactions for 2D Lorenz-attractor-driven particles can be found in the file twoD_many_particles_flocking.m.

Appendix C: One-dimensional active particles

1. Active Brownian Particles (ABPs) and Active Ornstein-Uhlenbeck Particles (AOUPs) from strange attractors

Using the formalism for generating one-dimensional RTP-like active particles described in Sec. III A of the main text, one can also generate an ABP-like particle in a deterministic way using strange attractors. The equation of motion obeyed by a one-dimensional ABP-like particle is:

$$\dot{x} = u \cos(\theta(t)).$$

Here, $u$ is a constant speed, and $\theta(t)$ is an internal angular co-ordinate which in conventional ABP undergoes rotational diffusion. In our framework, we let it evolve on a strange attractor. It is calculated at each time step using

$$\theta(t_{n+1}) = \theta(t_n) + \Delta \theta(t_n).$$

A trajectory is simulated on a scaled Lorenz strange attractor system given by

$$\dot{X} = F(\sigma(Y - X)),$$
$$\dot{Y} = F(-Y + rX - XZ),$$
$$\dot{Z} = F(-hZ + XY),$$

where $F$ is a non-zero real number. The trigger times $t_n$ are determined by the intersection of a phase-space trajectory along the scaled Lorenz attractor with the cutting plane $X = 0$. The change in the internal angular co-ordinate, $\Delta \theta(t_n)$, is either (i) zero if the trajectory on the Lorenz strange attractor does not cross the cutting plane $X = 0$ in the time interval between $t_{n-1}$ and $t_n$, or (ii) we select a value of $\Delta \theta(t_n)$ from a Gaussian distribution with a mean of 0 and a standard deviation of $\sigma_0$ generated in a deterministic way (using the method described in Appendix D) if the trajectory intersects the cutting plane during the time interval between $t_{n-1}$ and $t_n$. This gives an ABP-like motion in one dimension, whose internal angular co-ordinate undergoes rotational diffusion-like behavior with a Gaussian-like distribution. A typical trajectory for an ABP-like particle generated in this manner, together with its corresponding internal distribution of $\Delta \theta$, is shown in Fig. 9. We note that instead of using a prescribed Gaussian distribution for the internal angular co-ordinate, we can also choose an appropriate strange attractor and a cutting plane which will result in Gaussian-like statistics arising naturally from the underlying attractor.

In a similar way, we can construct a trajectory of an AOUP-like particle using the same scaled Lorenz strange attractor. The equation of motion of a conventional AOUP particle in one-dimension is:

$$\tau \ddot{x} + \dot{x} = \sqrt{2 \Delta \xi(t)}.$$
FIG. 10. One-dimensional Lorenz-strange-attractor-driven active particle with anomalous distribution of run durations. (a) Typical space-time trajectory. (b) The Lorenz attractor with parameters $σ = 10, r = 28, b = 8/3$ drives the active particle moving in one-dimension with a constant speed $u = \sqrt{r-1}$. The active particle reverses its walking direction when the state-space trajectory on the attractor crosses the $Y = 1.5X$ plane. (c) Probability distribution of time spent in constant-speed ballistic motion between direction reversals.

Here $\xi(t)$ is Gaussian white noise term with zero mean and unit variance, $\tau$ is a persistence-time constant and $\Delta$ is the strength of the noise term. By using the trigger times $t_n$ of the scaled Lorenz system, we can generate an approximately Gaussian distribution using the process described in Appendix D or select an appropriate strange attractor along with a cutting plane which results in a Gaussian-like distribution, which in the present context will be analogous to the noise term $\xi(t)$. Hence, we can create a trajectory for an AOUP-like particle in a deterministic manner, driven by strange attractors.

2. 1D RTP active particle with anomalous distribution of run durations

The Lorenz-attractor-driven RTP presented in Fig. 3 of the main text has an exponentially decaying envelope with discrete peaks in the probability distribution of run durations, which is analogous to the purely exponential distribution for a conventional RTP. However, we can also generate more diverse distributions of run durations for 1D active particles by changing the cutting plane and/or changing the underlying strange attractor. For example, as shown in Fig. 10, keeping the same parameters of the Lorenz strange attractor as Fig. 3 of the main text but choosing the cutting plane to be $Y = 1.5X$ results in an anomalous probability distribution of run durations, where the particle has frequent short run durations and occasional long run durations.

3. 1D motile clusters from strange attractors

In addition to jamming and cluster formation in one-dimension, as described in the main text, we can also generate one-dimensional motile clusters. This can be done by including harmonic repulsive interactions between the one-dimensional RTP-like particles, instead of the excluded-volume interactions used for Figs. 3 and 4 of the main text. We model the repulsive harmonic interactions between particles to activate when the distance between the particles falls below a certain threshold $2d_c$, in which case the particles experience a repulsive force according to

$$F_{ij} = K \frac{x_i - x_j}{|x_i - x_j|} \left(2d_c - |x_i - x_j|\right).$$

We ensure that $|x_i - x_j|$ corresponds to the shortest distance between the particles in the periodic domain, and calculate the spring force accordingly. Figure 11 shows a typical output of simulations where these interactions are modeled between the RTP-like particles. We observe that for a small number of particles, we obtain small-sized transient motile clusters, while for a larger density of particles, we see larger long-lived motile clusters.
4. 1D flocks from strange attractors

We can generate one-dimensional flocking behavior by including aligning interactions for the one-dimensional RTP-like particles in a periodic domain. We implement the aligning interactions by allowing each such active particle to detect other active particles in a neighborhood of length $\Delta$ on either side of the particle. If there are no particles in the neighborhood, then the particle continues to evolve according to the RTP-like motion based on the Lorenz strange attractor. Conversely, if there are particles in the neighborhood then we sum the signs of the velocities of each of these particles (right as positive and left as negative) to find the direction of the majority of the particles in the neighborhood. For $i$th particle, this quantity is given by $\sum_{k \neq i} \text{sgn}(X_k)$. This quantity is then multiplied by a weight factor $W$ and added to the product of the particle's own velocity direction $\text{sgn}(X_i)$ and the corresponding weight factor $1 - W$, giving us

$$T_i = W \sum_{k \neq i} \text{sgn}(X_k) + (1 - W) \text{sgn}(X_i).$$

Then $\text{sgn}(T_i)$ determines the direction of motion of the $i$th particle. A typical example of the observed flocking behavior is illustrated in Fig. 12. Here we observe that for a smaller flocking-interaction neighborhood size of $\Delta = 0.001$, we have small flocks while a larger flocking-interaction neighborhood of $\Delta = 0.008$ results in a single larger flock that erratically changes direction.

**FIG. 12.** 1D flocking behavior from aligning interactions of many RTP-like particles driven by the Lorenz strange attractor. (a) Small flocks form which merge and disintegrate for a small flocking-interaction neighborhood of $\Delta = 0.001$, while (b) a large single flock is formed for a large flocking-interaction neighborhood of $\Delta = 0.008$. The larger single flock in (b) also intermittently changes direction. Each particle has a speed of $u = 0.05$. The weight factor is $W = 0.9$, and the number of particles is 50. The Lorenz attractor parameters are $\sigma = 10$, $r = 28$ and $b = 8/3$. 

**FIG. 13.** Two-dimensional ABP-like particle generated from a scaled Lorenz system with parameters $\sigma = 10$, $r = 28$, $b = 8/3$ and $F = 10$. The trajectory of the particle is shown in (a), while (b) shows the probability distribution of the turning angle $\Delta \theta$. Here $u = \sqrt{r - 1}$, the mean of the Gaussian distribution was chosen to be zero, and the standard deviation was chosen to be $\sigma_\theta = 10^\circ$.

**Appendix D: Generating arbitrary turning-angle distributions deterministically**

We can deterministically generate arbitrary probability distributions for turning angles, $\text{Pr}(\Delta \theta)$, using the trigger times $t_n$ (see Fig. 1 of main text). Let

$$\alpha = \pi (\phi - 1),$$

where

$$\phi = (1 + \sqrt{5})/2$$

is the golden ratio. Now take the trigger times $t_n$, divide by a numerical time-step size $\Delta t$ and round to the nearest integer, giving

$$S_n = \text{round}(t_n/\Delta t).$$
We then obtain an approximately uniform-distribution sampling of the turning angles $\Delta \theta_n$, using $\Delta \theta_n = S_n \alpha \mod(2\pi)$.

We can use this approximately-uniform distribution to generate an arbitrary distribution $Pr(\Delta \theta)$, using the inversion method described in Chap. 3 of the book by Devroye. We start by discretizing the desired distribution, giving

$$P_i = Pr(\Delta \theta_i).$$

Now, consider laying all these $P_i$ on a horizontal line in sequence as $P_1, P_2, \ldots$, where the length of each line segment $P_i$ is its value. We can now generate an approximately uniform distribution to select a value on this line segment of length $\sum_i P_i$, according to

$$R_n = S_n \alpha \mod \left( \sum_i P_i \right).$$

We identify the line segment $P_j$ corresponding to length $R_n$ and sample the corresponding turning angle $\Delta \theta_j$. This allows us to deterministically sample numbers for an arbitrary distribution by using the trigger times $\tau_n$.

**Appendix E: Two-dimensional ABPs and motility-induced phase separation (MIPS)**

Similar to the one-dimensional ABP-like motion described in Appendix C, we can also deterministically generate a two-dimensional ABP-like trajectory for an active particle that is driven by the scaled Lorenz system. We use the same scaled Lorenz system as in Appendix C and the same Gaussian distribution for the rotational diffusion. Implementing them with the following equation for two-dimensional particle velocity

$$\begin{align*}
\dot{x} &= u \cos(\theta(t)) \\
\dot{y} &= u \sin(\theta(t)),
\end{align*}$$

we obtain a two-dimensional ABP-like trajectory as shown in Fig. 13. In conventional active matter, ABPs have been shown to undergo MIPS. By exploring a large collection of two-dimensional ABP-like particles considered here, with added repulsive harmonic interactions as described in Sec. C, of the main text, we also obtain MIPS-like emergent behavior as shown in Fig. 14 and Supplemental Video S4.
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