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ABSTRACT In this paper, we propose a continuous-time distributed algorithm for the dynamic quantile problem. The problem is to find the quantile of time-varying signals in a network of agents, each of which having the signal of its own. For example, this problem includes finding the median, maximum, or the second largest value of the signals. The proposed algorithm guarantees convergence from arbitrary initial conditions and does not use the decaying gains. Hence our algorithm is suitable for plug-and-play operation, where agents may freely join or leave the network during the operation. An application to a simplified electricity market problem is presented to show the effectiveness of the design.

INDEX TERMS Blended dynamics, consensus protocols, continuous time systems, distributed algorithms, multi-agent systems.

I. INTRODUCTION

Consensus algorithms have been widely studied due to their distributed nature and simple operation [1]. In particular, estimating an average of given data, which is called average consensus [2], [3], is a well-studied problem for the multi-agent systems. Although the average is used to measure the central tendency of the data, it is not necessarily a robust measure since it can be easily biased by a few outliers.

An alternative statistical metric is a median which separates the higher half from the lower half of the data. Along with the median, maximum and minimum are other metrics measuring various statistical properties of the data. More generally, metrics mentioned so far can be represented by the quantile. The quantile is defined as a value that separates the higher percentages of the data from the rest, e.g., the median can be considered as the 0.5-quantile of the data.

There have been many studies to compute the aforementioned metrics in a distributed manner. However, most of the distributed algorithms for finding the maximum [4], [5], the minimum [6], [7], or the median [8] require a specific initialization process. Such an initialization process causes difficulties when considering a plug-and-play operation of agents in a network, that is, when some agent is added or removed during the operation of the algorithm. Specifically, if the network varies with time, such algorithms must be re-initialized for each change in the network, and this becomes a hindrance to the applications that require uninterrupted operations in spite of joining or leaving agents such as power network and V2G (vehicle-to-grid). The plug-and-play property for the multi-agent systems has attracted attention recently, and its necessities are well summarized in, e.g., [9], [10] (where the multi-agent systems with the plug-and-play property are called 'open' multi-agent systems).

Distributed algorithms computing the quantile without initialization process have been developed [11], [12]. However, most of the algorithms are based on decaying step sizes. The decaying step size not only slows down the convergence rate but also leads to problems for the plug-and-play operation. The reason is that whenever a new agent joins (or leaves the network), it takes longer to converge to the new solution due to the diminished step size compared to its initial value. Meanwhile, alternative solutions are proposed in [13]–[15] which solve the quantile problem in a distributed manner. However, subgradient descent based algorithm in [13] uses decaying step size, so it is hard to handle the time varying signals and plug-and-play operation. Besides, ADMM based algorithm in [13] does not use decaying step size, but it requires each agent to have additional memory space proportional to the number of its neighbors. Algorithms in [14], [15]...
are limited to computing the median. More importantly, most of the algorithms mentioned so far only solved the consensus problem when the data are constant. It will be seen in the application of Section IV that the computation of quantiles for time-varying signals is sometimes necessary.

In this paper, we propose a distributed algorithm for the dynamic quantile problem, i.e., finding the quantile of time-varying signals. In particular, the proposed algorithm does not rely on initial conditions, which enables the plug-and-play operation. The proposed algorithm also does not use the decaying step size so that the convergence rate is linear, and the convergence time is explicitly guaranteed. The trade-off is that the proposed algorithm only converges to the neighborhood of the desired solution. Nonetheless, we show that the approximation error can be made arbitrarily small by a suitable choice of parameters; moreover, the quantile can be obtained exactly in a finite time if all the signals are constant and the smallest unit of the constant signals is given.

This paper is organized as follows. Section II presents preliminaries on the dynamic quantile problem, and Section III provides our main results on the distributed algorithm. Then, Section IV presents an application to an electricity market problem. Finally, Section V concludes the paper.

A. NOTATION

The 2-norm of a vector \( x \) is defined by \( \| x \| := \sqrt{x^\top x} \) and the induced 2-norm of a matrix \( A \) is written by \( \| A \| \). For a set \( M \), the distance from a vector \( x \) to \( M \) is defined such that \( \| y - x \| : y \in M \). The absolute value of a scalar \( s \) is written by \( |s| \) and \( \text{card}(S) \) denotes the cardinality of a finite set \( S \). For a real number \( s \), the rounding up (resp. rounding down) is denoted by \( \lceil s \rceil \) (resp. \( \lfloor s \rfloor \)). For scalars \( a_1, \ldots, a_k \in \mathbb{R} \), we denote \( \{a_1 \cdots a_k\} \) as a row vector. For matrices \( A_1, \ldots, A_k \), \( \text{diag}(A_1, \ldots, A_k) \) denotes the block diagonal matrix.

A coupling graph \( \mathcal{G} := (\mathcal{N}, \mathcal{E}) \) is an undirected graph consisting of a node set \( \mathcal{N} := \{1, \cdots, N\} \) of nodes and an edge set \( \mathcal{E} \subseteq \mathcal{N} \times \mathcal{N} \) of ordered pairs of nodes, called edges, such that \((i, j) \in \mathcal{E}\) implies \((j, i) \in \mathcal{E}\). In this paper, each agent is represented as a node of a graph and the information flow between two agents is represented as an edge, e.g., \((i, j) \in \mathcal{E}\) means that agent \( i \) gives its information to agent \( j \). An adjacency matrix \( A := [a_{ij}] \in \mathbb{R}^{N \times N} \) is defined such that \( a_{ij} = 1 \) if \((j, i) \in \mathcal{E}\), and \( a_{ij} = 0 \) otherwise. For a given node \( i \in \mathcal{N}, \mathcal{N}_i \) denotes the set of all nodes \( j \in \mathcal{N} \) such that \((i, j) \in \mathcal{E}\). The Laplacian matrix \( L := [l_{ij}] \in \mathbb{R}^{N \times N} \) of a coupling graph \( \mathcal{G} \) is defined as \( l_{ii} = \sum_{k \neq i} a_{ik} \) for all \( i \in \mathcal{N} \) and \( l_{ij} = -a_{ij} \) for all \( i, j \in \mathcal{N} \) such that \( i \neq j \).

II. PRELIMINARIES ON DYNAMIC QUANTILE PROBLEM

In this section, we define the \( p \)-quantile for time-varying signals and introduce the dynamic quantile problem. Then, we formulate the dynamic quantile problem as an optimization problem.

Given time-varying signals \( z_1(t), \ldots, z_N(t) \in \mathbb{R} \), let \( \mathcal{Z}_t := \{z_1(t), \ldots, z_N(t)\} \) be an ordered list of the signals at time \( t \). Then, for each \( t \), there exists a permutation mapping \( \sigma_t: \mathcal{N} \rightarrow \mathcal{N} \) such that \( z_{\sigma_t(1)}(t) \leq \cdots \leq z_{\sigma_t(N)}(t) \). For notational simplicity, let \( z^*_t(t) := z_{\sigma_t(i)}(t) \) for all \( i \in \mathcal{N} \) so that \( z^*_1(t) \leq \cdots \leq z^*_N(t) \). Now, we define \( p \)-quantile of \( \mathcal{Z}_t \) as follows.

**Definition 1.** For a given \( 0 < p < 1 \), the \( p \)-quantile of \( \mathcal{Z}_t \) is defined as the interval \( [z^*_{p \mathcal{N}}(t), z^*_{p \mathcal{N} + 1}(t)] \).

Consequently, the dynamic \( p \)-quantile problem is to find the value of the \( p \)-quantile of \( \mathcal{Z}_t \) at every time \( t \). It is noted that if \( p \mathcal{N} \) is not an integer, then \( [p \mathcal{N}] = [p \mathcal{N} + 1] \). Hence, the \( p \)-quantile of \( \mathcal{Z}_t \) becomes a singleton.

**Example 1.** Suppose that \( \mathcal{Z}_t = \{1, 3, 6, 6, 8\} \) with \( N = 5 \), where all \( z_i(t) \) are constant signals. Then it follows from Def-inition 1 that the 0.3-quantile of \( \mathcal{Z}_t \) is \( \{z^*_{1.5}(t), z^*_{2.5}(t)\} = \{z^*_2(t)\} \). Since \( z^*_3(t) = 3 \) is the second-smallest value of the signals at time \( t \), 0.3-quantile of \( \mathcal{Z}_t \) is \( \{3\} \), which is a singleton.

The dynamic \( p \)-quantile problem can be formulated into an optimization problem. For a given \( 0 < p < 1 \), suppose that \( t \) is a fixed time and consider the following optimization problem

\[
\min_{s \in \mathbb{R}} J_t(s) := \sum_{i \in \mathcal{N}} F_p(s - z_i(t)),
\]

where

\[
F_p(s) := \left(1 - \frac{p}{2}\right) s + \frac{1}{2} |s|.
\]

**Example 2.** For the case of Example 1, the function \( F_p(s) \) is plotted in Fig. 1(a) with \( p = 0.3 \). It is seen that \( F_p(s) \) is a convex and piecewise-linear function. Graph of the objective function \( J_t(s) \) is shown in Fig. 1(b), where \( p = 0.3 \) and \( \mathcal{Z}_t = \{1, 3, 6, 6, 8\} \). It can be confirmed that the objective function is also a convex and piecewise-linear function. Moreover, the set of minimizers of the objective function is a singleton \{3\}, which is exactly the 0.3-quantile of \( \mathcal{Z}_t \).

Motivated by these observations, the following lemma shows that the solution of the optimization problem (1) at time \( t \) is the \( p \)-quantile of \( \mathcal{Z}_t \).

**Lemma 1.** Let \( \mathcal{M}_{p,t} \) be a set of minimizers of the optimization problem (1) at time \( t \). Then, \( \mathcal{M}_{p,t} \) is the \( p \)-quantile of \( \mathcal{Z}_t \), i.e., \( \mathcal{M}_{p,t} = [z^*_{p \mathcal{N}}(t), z^*_{p \mathcal{N} + 1}(t)] \).
**III. DISTRIBUTED DYNAMIC p-QUANTILE SOLVER**

Although the optimization problem (1) solves the dynamic $p$-quantile problem as shown in Lemma 1, it is solved in a centralized fashion, i.e., signals of all agents must be gathered by some centralized unit to solve the optimization problem. On the contrary, distributed computation has many benefits (which are discussed in, e.g., [16]), and thus, we present a distributed algorithm, where each agent has its own signal $z_i(t)$ and communicates with its neighbors in the coupling graph $G$. The proposed distributed $p$-quantile solver is given by

$$ \dot{x}_i = \alpha p - \frac{\alpha}{2} \sum_{j \in \mathcal{N}_i} (x_j - x_i) + \frac{\alpha}{2} \text{sgn}(z_i(t) - x_i) + \gamma \sum_{j \in \mathcal{N}_i} (x_j - x_i) \quad (2) $$

for all $i \in \mathcal{N}$, where $\alpha$, $\gamma > 0$ are the design parameters and $\text{sgn}(\cdot)$ denotes the signum function such that $\text{sgn}(s) = s/|s|$ for $s \neq 0$ and $\text{sgn}(0) = 0$. It should be noted that each agent only exchanges the state $x_i$ and keeps the signal $z_i(t)$ privately, which can enhance privacy.

The intuition behind the distributed algorithm (2) comes from the blended dynamics approach introduced in [17]–[19]. In this approach, we consider the heterogeneous multi-agent systems whose dynamics are given by

$$ \dot{x}_i = f_i(t, x_i) + \gamma \sum_{j \in \mathcal{N}_i} (x_j - x_i), \quad \forall i \in \mathcal{N}, \quad (3) $$

where $x_i \in \mathbb{R}$ is the state and $f_i$ represents the heterogeneous vector field of agent $i$. To analyze the behavior of the multi-agent system, the blended dynamics of (3), which is the average of the vector fields of all agents, is introduced as

$$ \dot{s} = \frac{1}{N} \sum_{i=1}^{N} f_i(t, s), \quad s(0) = \frac{1}{N} \sum_{i=1}^{N} x_i(0). $$

Then it has been shown that, if the blended dynamics satisfies suitable stability conditions, then for any $\epsilon > 0$, there is $\gamma > 0$ such that the solution $x_i(t)$ satisfies

$$ \limsup_{t \to \infty} |x_i(t) - s(t)| \leq \epsilon. \quad (4) $$

That is, the trajectory $x_i(t)$ is approximated by the solution $s(t)$ of the blended dynamics.

In our case, $f_i(t, x_i) = \alpha p - (\alpha/2) + (\alpha/2) \text{sgn}(z_i(t) - x_i)$ for all $i \in \mathcal{N}$, which is a negative subgradient$^2$ of $\alpha F_p(x_i - z_i(t))$ with respect to $x_i$ at $(t, x_i)$. The blended dynamics of (2) then becomes

$$ \dot{s} = \alpha p - \frac{\alpha}{2} \sum_{i \in \mathcal{N}} \text{sgn}(z_i(t) - s), $$

which is the subgradient method for solving the $p$-quantile problem (1) when the signals $z_i(t)$’s are constant. Hence, it follows from (4) that $x_i(t)$ will converge to the neighborhood of the optimal solution $\mathcal{M}_{p,t}$ as desired with sufficiently large $\gamma$. Consequently, even when $z_i(t)$ is no longer constant, we may expect $x_i(t)$ to be still close to $\mathcal{M}_{p,t}$ if $x_i$-dynamics (2) is relatively faster than the changing rate of $z_i(t)$. These observations are made rigorous under the following assumption.

**Assumption 1.** The signals $z_i(t)$’s are locally Lipschitz and there exists $B \geq 0$ such that the signals satisfy$^3$

$$ |\dot{z}_i(t)| \leq B, \quad \forall i \in \mathcal{N}, \quad \text{almost all } t \geq 0 $$

Now, with Assumption 1, we obtain the following result.

**Theorem 1.** Suppose that the coupling graph $G$ of all agents is connected and that Assumption 1 holds. Let the design parameters $\alpha$ and $\gamma$ be such that

$$ \alpha > \frac{NB}{1 - \delta^*(N)}, \quad \gamma > 0, \quad (5) $$

where $\delta^*(N) := \max\{pN - [pN], [pN] - pN\} \in [0, 1]$. Then, there exists a unique solution of the $p$-quantile solver (2) from any initial condition $x_i(0) \in \mathbb{R}$, and the solution satisfies

$$ \limsup_{t \to \infty} \|x_i(t)\|_{\mathcal{M}_{p,t}} \leq \frac{\alpha \sqrt{N - 1}}{\gamma \lambda_2}, \quad \forall i \in \mathcal{N}, \quad (6) $$

where $\lambda_2$ is the second-smallest eigenvalue of the Laplacian matrix.

**Remark 1.** The second-smallest eigenvalue $\lambda_2$ (i.e., the algebraic connectivity) measures the connectedness of the graph and depends both on the topology of the graph and the number of the agents $N$. In general, $\lambda_2$ is lower bounded by $4/(N^2 - N)$ for all connected, unit weight, coupling graphs $G$ [20]. Thus, if the upper bound of the number of the agents $\bar{N}$ throughout the operation is known, then we can design the parameters $\alpha$ and $\gamma$ such that the steady-state error bound in (6) remains constant even under the plug-and-play operation, where some of the agents join or leave the network. Indeed, for any constant $b > 0$, let

$$ \alpha = \frac{\bar{N}B}{1 - \max_{1 \leq N \leq \bar{N}} \delta^*(N)} + 1, \quad \gamma = \frac{\alpha(\bar{N} - 1)^{3/2} \bar{N}}{4b}, $$

so that (5) holds for all $1 \leq N \leq \bar{N}$, then the steady-state error bound in (6) becomes

$$ \frac{\alpha \sqrt{N - 1}}{\gamma \lambda_2} \leq \frac{\alpha(\bar{N} - 1)^{3/2} \bar{N}}{4\gamma} = b. $$

**Remark 2.** From Theorem 1, it follows that the trajectory of each agent $x_i(t)$ converges to the neighborhood of the optimal solution $\mathcal{M}_{p,t}$ regardless of its initial condition $x_i(0)$.

---

$^1$Details of the technical assumptions can be found in [17].

$^2$It is the case when the zero vector is chosen as a subgradient of $|x|$ at $x = 0$.

$^3$By Rademacher’s theorem, a locally Lipschitz function is differentiable almost everywhere.
From this, we can conclude that the proposed algorithm is suitable for the plug-and-play operation, in the sense that, when some of the agents join or leave the network so that the number of agents \( N \) and the network topology are changed (but still remains connected), Theorem 1 applies to the new situation and the proposed algorithm (2) guarantees the estimate converges to the neighborhood of the new optimum solution \( M_{p,t} \). We demonstrate this in Section IV.

\[ \text{Proof.} \] For the stacked signal \( z(t) := [z_1(t) \cdots z_N(t)]^T \in \mathbb{R}^N \) and the stacked state \( x := [x_1 \cdots x_N]^T \in \mathbb{R}^N \), the overall system (2) can be written as

\[
\dot{z} = \left( \alpha p - \frac{\alpha}{2} \right) 1_N + \frac{\alpha}{2} \text{SGN}(z(t) - x) - \gamma L x, \quad (7)
\]

where \( L \) is the Laplacian matrix of the graph \( G \), \( \text{SGN}(x) := [\text{sgn}(x_1) \cdots \text{sgn}(x_N)]^T \), and \( 1_N := [1 \cdots 1]^T \in \mathbb{R}^N \). Since (7) is a discontinuous dynamical system, the existence of the solution is considered in the sense of Filippov [21]. Let \( H : \mathbb{R} \times \mathbb{R}^N \to \mathbb{R} \) be defined as \( H(t, x) := \sum_{i \in N} \alpha F_p(x_i - z_i(t)) + \gamma/2 x^T L x \). Then, \( H(t, \cdot) \) is a convex function for fixed \( t \), and the right-hand side of (7) is a negative subgradient of \( H(t, x) \) with respect to \( x \) at \( (t, x) \). Thus, the existence and uniqueness of the Filippov solution of (2) are guaranteed by [21, Proposition S2, Proposition S3, and Proposition 9].

Under a connected graph \( G \), the Laplacian matrix \( L \) is symmetric and has \( N-1 \) real positive eigenvalues and a single zero eigenvalue. It is supposed, without loss of generality, that the eigenvalues \( \lambda_i \) for all \( i \in N \) of the Laplacian matrix satisfy \( 0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_N \), where \( \lambda_2 \) is called the algebraic connectivity. By the symmetry of the Laplacian matrix, there exists an orthogonal matrix \( U \in \mathbb{R}^{N \times N} \) such that

\[
U = \begin{bmatrix} \frac{1}{\sqrt{N}} 1_N & R \end{bmatrix}, \quad L = U \text{diag}(0, \Lambda_r) U^T,
\]

where \( \Lambda_r := \text{diag}(\lambda_2, \cdots, \lambda_N) \in \mathbb{R}^{(N-1) \times (N-1)} \) and \( R \in \mathbb{R}^{N \times (N-1)} \) such that \( R^T R = I \), \( R^T 1_N = 0 \), and \( \frac{1}{N} 1_N R^T = 0 \). Then, \( \| R \| = \| R^T \| = 1 \) and \( L = \Lambda_r R^T \).

Let \( r_i \in \mathbb{R}^{(N-1)} \) be the \( i \)-th column of \( R^T \), i.e., \( R^T = [r_1 \cdots r_N] \). Then \( \| R_i \| = \sqrt{(N-1)/N} \leq 1 \) for all \( i \in N \).

Now, we prove the ultimate boundedness (6). Consider a coordinate transformation

\[
\tilde{x} = \frac{1}{\sqrt{N}} U^{-1} x, \quad \tilde{x} = \begin{bmatrix} \tilde{x} \xi \end{bmatrix},
\]

in which \( \tilde{x} = (1/N) \sum_{i \in N} x_i \in \mathbb{R} \) is an average of the state and \( \xi = \sum_{i \in N} r_i x_i \in \mathbb{R}^{N-1} \) so that \( x_i = \tilde{x} + r_i^T \xi \), i.e.,

\[
x_i = \tilde{x} + r_i^T \xi, \quad \forall i \in N. \quad (8)
\]

Then, (7) is transformed into

\[
\dot{\tilde{x}} = \alpha p - \frac{\alpha}{2} + \frac{\alpha}{2N} \sum_{i \in N} \text{sgn}(z_i(t) - \tilde{x} - r_i^T \xi), \quad (9a)
\]
\[
\dot{\xi} = -\gamma \Lambda_r \xi + \frac{\alpha}{2} \sum_{i \in N} r_i \text{sgn}(z_i(t) - \tilde{x} - r_i^T \xi). \quad (9b)
\]

First, we prove \( \xi(t) \) is ultimately bounded. Let \( W(\xi) := \| \xi \| \). Then, we have the following two cases:

(i) If \( \xi(t) \neq 0 \), then

\[
\dot{W}(\xi(t)) = -\frac{1}{W(\xi(t))} \gamma \xi^T(t) \Lambda_r \xi(t) + \frac{\alpha}{2} \sum_{i \in N} r_i \text{sgn}(z_i(t) - \tilde{x} - r_i^T \xi(t)) \leq -\gamma \lambda_2 W(\xi(t)) + \frac{\alpha}{2} \sqrt{N} \| R^T \|.
\]

(ii) If \( \xi(t) = 0 \), then \( W(\xi(t)) = 0 \), and

\[
D^+ W(\xi(t)) := \limsup_{h \to 0^+} \frac{W(\xi(t+h)) - W(\xi(t))}{h} \leq \frac{\alpha}{2} \sqrt{N} \| R^T \|
\]

where \( D^+ W \) is the upper right Dini derivative.

In either cases, we obtain

\[
D^+ W(\xi(t)) \leq -\gamma \lambda_2 W(\xi(t)) + \frac{\alpha \sqrt{N}}{2}.
\]

By the comparison lemma [22, Lemma 3.4], it follows that

\[
\| \xi(t) \| \leq \frac{\alpha \sqrt{N}}{2 \gamma \lambda_2} + c_0 e^{-\gamma \lambda_2 t}, \quad (10)
\]

where \( c_0 := \| \xi(0) \| - (\alpha \sqrt{N})/(2 \gamma \lambda_2) \).

For any \( \epsilon > 0 \), let

\[
T_1(\epsilon) := \begin{cases} \frac{-\ln(\epsilon/c_0)}{\gamma \lambda_2}, & \text{if } \epsilon \leq c_0, \\ 0, & \text{if } \epsilon > c_0, \end{cases} \quad (11)
\]

which is a non-negative and decreasing function in \( \epsilon \). Then, for all \( t \geq T_1(\epsilon) \geq 0 \), we have

\[
\| \xi(t) \| \leq \frac{\alpha \sqrt{N}}{2 \gamma \lambda_2} + \epsilon,
\]

i.e., \( \xi(t) \) is ultimately bounded.

Next, we prove that the distance from \( \tilde{x}(t) \) to the set of minimizers \( M_{p,t} \) is ultimately bounded. Let

\[
V(\tilde{x}, t) := \begin{cases} \tilde{x} - z_{[pN+1]}^{t}(t), & \text{if } \tilde{x} > z_{[pN+1]}^{t}(t), \\ 0, & \text{if } \tilde{x} \in M_{p,t}, \\ z_{[pN]}^{t}(t) - \tilde{x}, & \text{if } \tilde{x} < z_{[pN]}^{t}(t), \end{cases}
\]

i.e., \( V(\tilde{x}, t) = \| \tilde{x} \|_{M_{p,t}} \), and let \( V(t) := V(\tilde{x}(t), t) = \| \tilde{x}(t) \|_{M_{p,t}} \). Since \( \alpha (p-1) \leq \tilde{x}(t) \leq \alpha p \) by (9a), we have

\[
V(t) \leq V(0) + v^* t, \quad \text{for almost all } t \in [0, T_1(\epsilon)], \quad (12)
\]

where \( v^* := \max \{ \alpha p, \alpha (1-p) \} + B > 0 \). The upper bound (12) of \( V(t) \) is illustrated in Fig. 2. Now, we analyze how \( V(t) \) behaves for \( t \geq T_1(\epsilon) \).

For each \( t \geq T_1(\epsilon) \), we consider the following two cases:
Then, $T_2(\epsilon)$ is non-negative and decreasing function in $\epsilon$. Hence, we obtain

$$V(t) \leq -\beta^* (t - T_1(\epsilon)) + V(T_1(\epsilon)),$$  \hspace{1cm} (14)

for all $t \in [T_1(\epsilon), T_2(\epsilon)]$ and

$$V(t) \leq \frac{\alpha\sqrt{N-1}}{2\gamma_2} + \epsilon,$$  \hspace{1cm} (15)

for all $t \geq T_2(\epsilon)$. The guaranteed upper bounds (14) and (15) of $V(t)$ are shown in Fig. 2. Hence it follows that $\|\bar{x}(t)\|_{M_p,t}$ is ultimately bounded.

Finally, we prove (6). From (8), we have

$$\|x_i(t)\|_{M_{p,t}} \leq \|\bar{x}(t)\|_{M_{p,t}} + \|r_i T(t)\| \leq \|\bar{x}(t)\|_{M_{p,t}} + \|r_i\|\|T(t)\|, \forall i \in N.$$  \hspace{1cm} (16)

Let

$$T^\circ(\epsilon) := T_2(\epsilon')$$  \hspace{1cm} (17)

where $\epsilon' := \epsilon/(1 + \sqrt{(N-1)/N}) > 0$. Then, for all $t \geq T^\circ(\epsilon)$, we have

$$\|x_i(t)\|_{M_{p,t}} \leq \left(\frac{\alpha\sqrt{N-1}}{2\gamma_2} + \epsilon'\right) + \sqrt{\frac{N-1}{N}} \left(\frac{\alpha\sqrt{N}}{2\gamma_2} + \epsilon'\right)$$

$$= \frac{\alpha\sqrt{N-1}}{\gamma_2} + \epsilon, \forall i \in N.$$  \hspace{1cm} (18)

Therefore,

$$\limsup_{t \to \infty} \|x_i(t)\|_{M_{p,t}} \leq \frac{\alpha\sqrt{N-1}}{\gamma_2}, \forall i \in N.$$  \hspace{1cm} \Box

**Remark 3.** Instead of the asymptotic result (6), the proof of Theorem 1 also yields the following non-asymptotic statement: for any error bound $\epsilon > 0$, it holds that

$$\|x_i(t)\|_{M_{p,t}} \leq \frac{\alpha\sqrt{N-1}}{\gamma_2} + \epsilon, \forall t \geq T^\circ(\epsilon).$$  \hspace{1cm} (18)

Here, $T^\circ(\epsilon)$ represents the guaranteed time for the distance from $x_i(t)$ to the $p$-quantile $M_{p,t}$ to be less than or equal to the steady-state error bound with $\epsilon$-margin, which is computed from (11), (13), and (17). It depends not only on $\epsilon$, but also on the initial conditions $\|\bar{x}(0)\|_{M_{p,0}}$ and $\|\xi(0)\|$, because $T^\circ(\epsilon)$ is defined by $T_2(\epsilon)$ which depends on the initial conditions. By (11), it is clear that $T^\circ(\epsilon)$ tends to infinity as $\epsilon$ tends to zero. The convergence rate of $x_i(t)$ is linear by (16) because the convergence rate of $\bar{x}$ is linear (as seen by (14) and in Figure 2) while the convergence rate of $\xi$ is exponential (as seen by (10)). (It is also noted from (11) that $T_1(\epsilon)$ in Figure 2 can be made arbitrarily small by choosing $\gamma$ sufficiently large.) \hspace{1cm} \Diamond

**Remark 4.** The proposed algorithm has the freedom of choosing two design parameters $\alpha$ and $\gamma$. The relation among the number of agent $N$, the size of the error in (6), the convergence time $T^\circ(\epsilon)$ with $\epsilon$-error in (18), and two design parameters $\alpha$ and $\gamma$, can be also seen from the proof of Theorem 1. Indeed, if $\alpha$ is chosen as the order of $\mathcal{O}(N)$...
so that the assumption of Theorem 1 is met, and if \( \gamma \) is chosen as \( O(N^{3.5}) \), then the steady-state error in (6) and the time \( T^\circ(\epsilon) \) in (18) are both \( O(1) \).

By Theorem 1, the proposed algorithm (2) approximates the \( p \)-quantile \( M_{p,t} \) at time \( t \), which is an interval in general. However, if \( pN \) is not an integer, the \( p \)-quantile is a singleton as mentioned in Section II.

It is often useful to estimate the value of the specific rank rather than the interval. The following corollary shows that the proposed \( p \)-quantile solver (2) can be used to estimate the \( k \)-th smallest signal \( z_k^*(t) \) if the value of \( p \) is appropriately chosen utilizing the information of \( k \) and \( N \).

**Corollary 1.** Assume \((k-1)/N < p < k/N\) for some \( k \in N \), \( G \) is connected, and Assumption 1 holds. If the design parameters \( \alpha \) and \( \gamma \) satisfy (5), then there exists a unique solution of the \( p \)-quantile solver (2) from any initial condition \( x_i(0) \in \mathbb{R} \), and the solution satisfies

\[
\limsup_{t \to \infty} |x_i(t) - z_i^*(t)| \leq \frac{\alpha\sqrt{N-1}}{\gamma\lambda_2}, \quad \forall i \in N.
\]

**Proof.** By the assumption, we have \( k-1 < pN < k \). Then, the set of minimizers of the optimization problem (1) at time \( t \) is given by

\[
M_{p,t} := \{ z_{pN+1}^*(t) \} = \{ z_k^*(t), z_k^* \}.
\]

Hence, it follows from Theorem 1 that the solution exists uniquely and satisfies

\[
\limsup_{t \to \infty} |x_i(t) - z_i^*(t)| \leq \frac{\alpha\sqrt{N-1}}{\gamma\lambda_2}, \quad \forall i \in N.
\]

Although the steady-state error bound can be made arbitrarily small by adjusting the parameter \( \gamma \), the solution of the proposed algorithm (2) only converges to the neighborhood of the \( p \)-quantile \( M_{p,t} \). However, the algorithm can compute the exact \( p \)-quantile in a finite time using the round-off operation if all the signals are constant \((B = 0)\) in an evenly spaced grid \( \rho \mathbb{Z} := \{ \rho m \in \mathbb{R} : m \text{ is an integer} \} \) for some \( \rho > 0 \).

**Corollary 2.** Suppose that there exists the smallest unit \( \rho > 0 \) such that each signal satisfies \( z_i(t) = \rho m_i \) for some integer \( m_i \), for all \( t \), and assume \( G \) is connected. If the parameter \( \alpha > 0 \), then there exists \( \gamma^*(\alpha) > 0 \) such that for each parameter \( \gamma > \gamma^*(\alpha) \), the solution of the \( p \)-quantile solver (2) uniquely exists from any initial condition \( x_i(0) \in \mathbb{R} \), and there exists \( T^\circ_p(\alpha, \gamma) \geq 0 \) such that for all \( t \geq T^\circ_p(\alpha, \gamma) \),

\[
\frac{\|x_i(t)\|_{M_{p,t}}}{\rho} = 0, \quad \forall i \in N,
\]

where \([ \cdot ]\) denotes the rounding to the nearest integer.

**Proof.** Let \( \gamma^*(\alpha) := (3\alpha\sqrt{N-1})/(\rho\lambda_2) > 0 \), then Theorem 1 implies that for each \( \gamma > \gamma^*(\alpha) \), the solution uniquely exists. Also, for \( \epsilon^\prime := (\rho/3) - (3\alpha\sqrt{N-1})/(\rho\lambda_2) > 0 \), there exists \( T^\circ(\epsilon^\prime) \geq 0 \) such that for all \( t \geq T^\circ(\epsilon^\prime) \),

\[
\|x_i(t)\|_{M_{p,t}} = \frac{\alpha\sqrt{N-1}}{\gamma\lambda_2} + \epsilon^\prime = \frac{\rho}{3} < \frac{\rho}{2}, \quad \forall i \in N.
\]

Since \( \epsilon^\prime \) depends explicitly on \( \rho \), \( \alpha \), and \( \gamma \), let \( T^\circ(\rho, \alpha, \gamma) := T^\circ(\epsilon^\prime) \geq 0 \). Then, (19) holds for all \( t \geq T^\circ_p(\alpha, \gamma) \).

**IV. APPLICATION TO ELECTRICITY MARKET PROBLEM**

To appreciate the proposed algorithm, let us consider a simplified electricity market problem for a smart grid with mobile power sources, such as V2G (vehicle-to-grid). Suppose that many mobile power sources (e.g., electric vehicles) are connected to a power grid, and each source can sell and provide an amount of power generation, \( G \), to the grid if a condition is met. The condition is that the sale price \( p_i(t) \) of each source node \( i \) (which is decided by the source node itself) is less than or equal to the real-time market price. The price of each source may vary with time, as in Fig. 3, because the owner of power source may want to make more profit at peak times of electricity consumption.

The power grid also includes the nodes that consume electricity. Let us suppose that each node can be a consumer as well as an electricity source. (This is for simplicity of simulation, but they can, of course, be different nodes, or their role can be switched depending on time. An electric vehicle is an example of such a node because they often sell the power that is stored overnight.) As a consumer, their power demand is denoted by \( d_i(t) \) for node \( i \), which is time-varying and decided real-time by the node.

The market for the power grid buys electricity from the source nodes of the cheapest price until the total demand \( D(t) = \sum_{i=1}^{N} d_i(t) \) is met. For this, the market controls the market price. For example, consider the case of \( D(t) = 200 \) and \( G = 100 \), for which two source nodes are to be identified. For this, the market price begins with the cheapest one from
the sale prices \( \{ p_i(t) \} \) to select the first suitable source node, and then, increases the market price to the second cheapest one to identify the second source node. With the variation of \( D(t) \), the market price should vary in order for the market to buy from additional nodes or to drop the nodes, or even to change the nodes if the node for the cheapest sale price comes available to every sources, and so, whenever their sale price is less than or equal to the market price (i.e., \( p_i(t) < x^P_i(t) + \epsilon \) with small margin \( \epsilon > 0 \) that is introduced because the proposed algorithm only approximates the true market price), the sources node provides its power \( G \) to the grid.

Simulation result is shown in Fig. 5, for which we used \( G = 100, \alpha^D = 160, \alpha^P = 500, \gamma^D = 10000, \gamma^P = 3000, \epsilon = 0.5 \). It is clearly seen that, when \( D(t) \) is less than or equal to 100, i.e., \( \lceil D(t)/G \rceil = 1 \), the cheapest sale price is chosen as the market price (for the time from 0 to 6), and when 100 < \( D(t) \leq 200 \), i.e., \( \lceil D(t)/G \rceil = 2 \), the second cheapest is chosen (for the time from 6 to 10). In the simulation, we used ode45 (Runge-Kutta method) for our algorithm, which is a built-in ODE solver in MATLAB.

\[ x^P_i = \alpha^P \left( \frac{1}{N(t)} \left( \left\lceil \frac{x^D_i}{G} \right\rceil - \frac{1}{2} \right) - \frac{1}{2} + \frac{1}{2} \text{sgn}(p_i(t) - x^P_i) \right) + \gamma^P \sum_{j \in N_i(t)} (x^D_j - x^P_j) \]  

where \( N_i(t) \) is the time-varying index set of neighboring nodes (which is available information to node \( i \)). The quantity \( N(t) \) is an estimation of the number of participating nodes to the grid which is varying and can be estimated in a distributed manner by various methods such as \([23]–[25]\). Among them, we have used \([24]\) in the simulation, which is suitable for our plug-and-play operation. As time goes by, each state \( x^P_i(t) \) approximately converges to the total demand \( D(t) \) (in particular, \( \forall \epsilon > 0, \exists \gamma^D \) such that \( \lim_{t \to \infty} \sup |x^D_i(t) - D(t)| \leq \epsilon \) for all participating nodes; for details, see \([26]\)). Fig. 4 shows the states \( x^D_i(t) \) for all nodes, each of which approximately estimates the total demand.

Finally, the market price is distributedly determined by the proposed \( p \)-quantile solver:

\[ x^P_i = \alpha^P \left( \frac{1}{N(t)} \left( \left\lceil \frac{x^D_i}{G} \right\rceil - \frac{1}{2} \right) - \frac{1}{2} + \frac{1}{2} \text{sgn}(p_i(t) - x^P_i) \right) + \gamma^P \sum_{j \in N_i(t)} (x^D_j - x^P_j) \] 

FIGURE 4. Plot of four individual power demand \( d_i(t) \) for \( i = 1, \ldots, 4 \) (dashed curves), and four estimated total demands \( x^D_i(t) \) (solid curves, some of which are overlapped). At time 3, one node (in purple) left the network. It is seen that the solid curves properly estimate the sum of individual demands after a short transient from sudden changes.

FIGURE 5. Plot of four sale price \( p_i(t) \) for \( i = 1, \ldots, 4 \) (dashed curves), and four estimated market prices \( x^P_i(t) \) (solid curves, most of which are overlapped). At time 3, one node (in purple) left the network. It is seen that the solid curves properly estimate the cheapest sale price from 0 to 6 except the transient period (even if the cheapest sale price is switched from dashed purple to dashed orange at time 3), and estimate the second cheapest from 6 to 10.
V. CONCLUSION
In this paper, we proposed a continuous-time distributed algorithm for solving the dynamic quantile problem. Finding the \( p \)-quantile is first interpreted as an optimization problem. Then the blended dynamics approach is used to obtain a distributed algorithm that converges to the neighborhood of the desired solution. We also characterized the relationship among the coupling gain, the steady-state error bound, and the convergence time. A main benefit of the proposed design is that it converges to the neighborhood of the \( p \)-quantile solution regardless of any initial condition and uses a fixed gain which allows for plug-and-play operation. The proposed algorithm is applied to the electricity market problem, and the simulation results verify the proposed algorithm.

APPENDIX. PROOF OF LEMMA 1
First, we show that the objective function \( J_t \) can be written as
\[
J_t(s) = \left\{ \begin{array}{ll}
   a_0 s + b_{0,t}, & \forall s \in (-\infty, z^*_t(t)), \\
a_1 s + b_{1,t}, & \forall s \in [z^*_t(t), z^*_{t+1}(t)], \forall i \in N \setminus \{N\}, \\
a_N s + b_{N,t}, & \forall s \in [z^*_N(t), \infty),
\end{array} \right.
\]
where \( a_k := -pN + k \) and for some \( b_{k,t} \in \mathbb{R} \), for all \( k \in \mathbb{N} \cup \{0\} \). We consider the following three cases: (i) If \( s \in [z^*_t(t), z^*_{t+1}(t)] \) for \( i \in N \setminus \{N\} \), then
\[
J_t(s) = (1 - p) \sum_{j = 1}^{i} (s - z^*_j(t)) - p \sum_{j = i + 1}^{N} (s - z^*_j(t))
\]
for some \( b_{i,t} \in \mathbb{R} \). Hence, the second equality holds. (ii) If \( s \in (-\infty, z^*_t(t)) \), then \( J_t(s) = -p \sum_{j = 1}^{N} (s - z^*_j(t)) = (-pN)s + b_{0,t} \) for some \( b_{0,t} \in \mathbb{R} \). Hence, the first equality holds. (iii) If \( s \in (z^*_N(t), \infty) \), then \( J_t(s) = (1 - p) \sum_{j = 1}^{N} (s - z^*_j(t)) = (-pN + N)s + b_{N,t} \) for some \( b_{N,t} \in \mathbb{R} \). Hence, the third equality holds.

Now, we prove that \( Q_{p,t} := [z^*_{pN}(t), z^*_{pN+1}(t)] \) is the set of minimizers of the optimization problem \((1)\) at time \( t \), i.e.,
\[
J_t(s) > J_t(z^*_{pN+1}(t)), \forall s > z^*_{pN+1}(t), \quad (A1a)
\]
\[
J_t(s_1) = J_t(s_2), \quad \forall s_1, s_2 \in Q_{p,t}, \quad (A1b)
\]
\[
J_t(s) > J_t(z^*_{pN}(t)), \quad \forall s < z^*_{pN}(t), \quad (A1c)
\]
for all \( i' \in N \cup \{0\} \) such that \( i' \geq \lceil pN + 1 \rceil \), \( a_{i'} \geq -pN + \lceil pN + 1 \rceil = 1 - \delta > 0 \) for \( \delta := pN - \lceil pN \rceil \in [0, 1) \), i.e., \( J_t \) has positive slopes on \([z^*_{pN+1}(t), \infty)\). It implies \((A1a)\). Similarly, \((A1c)\) can also be proven. For \((A1b)\), we have the following two cases; (i) If \( pN \) is not an integer, i.e., \( \lceil pN \rceil = \lfloor pN \rfloor = \lceil pN + 1 \rceil \), then \((A1b)\) is trivial since the interval is a singleton. (ii) If \( pN \) is an integer, i.e., \( \lceil pN \rceil = pN \), then for \( i' = pN \in N \cup \{0\}, a_{i'} = -pN + pN = 0 \). Hence, \((A1b)\) holds.
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