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Abstract—It is shown that for any binary-input discrete memoryless channel \( W \) with symmetric capacity \( I(W) \) and any rate \( R < I(W) \), the probability of block decoding error for polar coding under successive cancellation decoding satisfies
\[
P_e \leq 2^{-n^\beta}
\]
for any \( \beta < \frac{1}{2} \) when the block-length \( n \) is large enough.

I. INTRODUCTION

Channel polarization is a method, introduced in [1], for constructing a class of capacity-achieving codes, called polar codes, on binary-input symmetric channels. Polar codes are of interest theoretically because they have a well-defined construction rule (that involves no trial-and-error) and are provably capacity-achieving. The aim of this paper is to strengthen the results of [1] on the probability of block decoding error for polar codes. We begin by giving the notation and the general problem set-up.

Let \( W : \mathcal{X} \rightarrow \mathcal{Y} \) be an arbitrary binary-input DMC (B-DMC) with input alphabet \( \mathcal{X} = \{0, 1\} \), output alphabet \( \mathcal{Y} \), and transition probabilities \( \{W(y|x): x \in \mathcal{X}, y \in \mathcal{Y}\} \). Let \( I(W) \) denote the symmetric capacity of \( W \) defined as the mutual information (in bits) between the input and output terminals of \( W \) when the input is chosen from the uniform distribution on \( \mathcal{X} \). This parameter takes values in \([0, 1]\) and sets a limit on achievable rates across the channel \( W \) using codes that employ the channel input letters with equal frequency. Let \( Z(W) = \sum_{y \in \mathcal{Y}} \sqrt{W(y|0)W(y|1)} \). This parameter also takes values in \([0, 1]\) and is an upper bound on the probability of ML decision error when the channel is used only once to transmit either a 0 or a 1. We will use \( Z(W) \) as a measure of reliability.

The parameter \( I(W) \) is of a more fundamental nature than \( Z(W) \), however, \( Z(W) \) will play a more central role in the following analysis since it is more readily tractable. A useful pair of inequalities that relate these two parameters are
\[
I(W)^2 + Z(W)^2 \leq 1,
I(W) + Z(W) \geq 1,
\]
both proved in [1].

A. A channel transform

Let \( \mathcal{W} \) denote the class of all B-DMCs as defined above. Consider a channel transform \( W \mapsto (W^-, W^+) \) that maps \( \mathcal{W} \) to \( \mathcal{W}^2 \). Suppose the transform operates on an input channel \( W : \mathcal{X} \rightarrow \mathcal{Y} \) to generate the channels \( W^- : \mathcal{X} \rightarrow \mathcal{Y}^2 \) and \( W^+ : \mathcal{X} \rightarrow \mathcal{Y}^2 \times \mathcal{X} \) with transition probabilities
\[
W^-(y_1 y_2|x_1) = \sum_{x_2 \in \mathcal{X}} \frac{1}{2} W(y_1|x_1 \oplus x_2)W(y_2|x_2),
\]
\[
W^+(y_1 y_2 x_1|x_2) = \frac{1}{2} W(y_1|x_1 \oplus x_2)W(y_2|x_2),
\]
where \( \oplus \) denotes mod-2 addition.

Notice that in an actual implementation of this transform one needs two independent copies of \( W \) to generate \( W^- \) and \( W^+ \). In that sense, the transform preserves symmetric capacity,
\[
I(W^-) + I(W^+) = 2I(W),
\]
which is a direct consequence of the chain rule of mutual information. As for the other parameter, we have
\[
Z(W^+) = Z(W)^2\]
\[
Z(W) \leq Z(W^-) \leq 2Z(W) - Z(W)^2
\]
whose proofs can be found in [1]. Thus, the overall reliability is improved in the sense that
\[
Z(W^-) + Z(W^+) \leq 2Z(W),
\]
with \( W^+ \) more reliable than \( W \) and \( W^- \) less reliable than \( W \).

B. Polarization process

Let \( (\Omega, \mathcal{F}, P) \) be a probability space and suppose that \( \{B_n : n = 1, 2, \ldots\} \) is a sequence of i.i.d. random variables defined on this space with
\[
P(B_1 = 0) = P(B_1 = 1) = \frac{1}{2}.
\]
For \( n \geq 1 \), let \( \mathcal{F}_n \) be the \( \sigma \)-algebra generated by \( (B_1, \ldots, B_n) \). We may take \( \mathcal{F} = \bigcup_{n=1}^{\infty} \mathcal{F}_n \).

Fix a channel \( W \in \mathcal{W} \). Define a random sequence of channels \( \{W_n \in \mathcal{W} : n \geq 0\} \) that starts at \( W_0 = W \), and at time \( n \geq 1 \) sets
\[
W_n = \begin{cases} W_{n-1}^- & \text{if } B_n = 1, \\ W_{n-1}^+ & \text{if } B_n = 0, \end{cases}
\]
where the channels on the right side are defined by the transform \( W_{n-1} \mapsto (W_{n-1}^-, W_{n-1}^+) \). Define two random processes \( \{I_n : n = 0, 1, \ldots\} \) and \( \{Z_n : n = 0, 1, \ldots\} \) by setting \( I_n := I(W_n) \) and \( Z_n := Z(W_n) \).
The main result of [1] in this regard was to show that for any given channel $W$ and $\gamma \in [0,1]$, the relation (8) can be satisfied for large $N$ if and only if $\gamma = 0$. Thus the sequence of channels $\{W_n\}$ polarizes with probability one: they become perfect with probability $I(W)$, useless with probability $I(W) - R$. The martingale and supermartingale properties follow from (3), (5), and the convergence properties from general results on bounded martingales. It was shown in [1] and we will show in the sequel that the limit random variables $I_\infty$ and $Z_\infty$ are a.s. 0-1 valued. It then follows that $I_\infty + Z_\infty = 1$ in view of (1). Since $E[I_\infty] = I_0 = I(W)$, we have $P(I_\infty = 1) = I(W)$ and $P(I_\infty = 0) = 1 - I(W)$. Consequently $P(Z_\infty = 0) = I(W)$ and $P(Z_\infty = 1) = 1 - I(W)$. Thus the sequence of channels $\{W_n\}$ satisfies (1). Since $P(I_\infty = 1) = I(W)$ and $P(I_\infty = 0) = 1 - I(W)$, the process $\{Z_n\}$ converges a.s. to a random variable $Z_\infty$.

C. Polar coding

Channel polarization was used in [1] to develop a channel coding scheme called polar coding. Polar codes are a class of block codes with block-lengths constrained to $N = 2^n$, $n \geq 0$. These codes can be encoded in complexity $O(N \log N)$ and decoded by a successive cancellation decoder also in complexity $O(N \log N)$. These complexity bounds hold uniformly for all rates $R \in [0,1]$, although for $R > I(W)$, they have no practical relevance.

To state the results precisely, let $P_e(N,R)$ denote the best achievable block error probability under successive cancellation decoding for polar coding with block length $N$ and rate $R$. It was shown in [1] that for any given channel $W \in \mathcal{W}$, any $n$, and any $\gamma \in [0,1]$, there exists a polar code with block-length $N = 2^n$, whose rate $R$ and probability of block error under successive cancellation decoding $P_e$ satisfy

$$R \geq P(Z_n \leq \gamma)$$

$$P_e \leq N\gamma.$$  (8)  (9)

The main result of [1] in this regard was to show that for any $R < I(W)$ the relation (8) can be satisfied for large $N$ by taking the parameter $\gamma$ as a function $\gamma(N,R) = o(N^{-\frac{1}{2}})$. This enabled [1] to conclude from (9) that $P_e(N,R) = o(N^{-\frac{1}{2}})$ for any fixed $R < I(W)$.

D. Summary of results

In this paper we improve the results of [1] by proving the following.

**Theorem 1:** Let $W$ be any B-DMC with $I(W) > 0$. Let $R < I(W)$ and $\beta < \frac{1}{2}$ be fixed. Then, for $N = 2^n$, $n \geq 0$, the best achievable block error probability for polar coding under successive cancellation decoding at block length $N$ and rate $R$ satisfies

$$P_e(N,R) = o(2^{-N^\beta}).$$  (10)

**Remark 1:** The bound (10) depends only on whether $R < I(W)$, but otherwise is not sensitive to $R$. Determining sharper asymptotic results on $P_e(N,R)$ that display a more refined dependence on $R$ remains a challenging open problem.

This result will follow from (3) and (9) as a corollary to the first half of the following

**Theorem 2:** Let $W$ be any B-DMC. For any fixed $\beta < \frac{1}{2}$,

$$\liminf_{n \to \infty} P(Z_n \leq 2^{-N^\beta}) = I(W).$$  (11)

Conversely, if $I(W) < 1$, then for any fixed $\beta > \frac{1}{2}$,

$$\liminf_{n \to \infty} P(Z_n \geq 2^{-N^\beta}) = 1.$$  (12)

□

The rest of this paper is devoted to proving Theorem 2. The analysis will be carried out using the supermartingale $\{Z_n\}$. Section II abstracts out the general properties of this supermartingale so as to carry out the analysis is a more general framework unencumbered by the details of the original information-theoretic context. Theorem 2 is restated in Section III in a general setting and proved in the sections that follow. In Section V, we state some open problems.

II. PROBLEM RESTATEMENT

Let the probability space $(\Omega, \mathcal{F}, P)$, the Bernoulli sequence $\{B_n : n = 1, 2, \ldots\}$, and the $\sigma$-algebras $\{\mathcal{F}_n\}$ be defined in Section I-B above. We define the following class of random processes on $(\Omega, \mathcal{F}, P)$.

**Definition 1:** For each $z_0 \in (0,1)$, define $Z_{z_0}$ as the class of random processes $\{Z_n : n = 0, 1, 2, \ldots\}$ such that the process begins at $Z_0 = z_0$, $Z_n$ is measurable with respect to $\mathcal{F}_n$, and if $\omega \in \mathcal{F}_n$, then $Z_{z_0}(\omega)$ converges a.s. and in $L^1$ to a random variable $Z_\infty(\omega)$.

The class $Z$ contains the processes $\{Z_n\}$ that were defined in Section I for all non-trivial channels $W \in \mathcal{W}$ for which $0 < Z(W) < 1$. The cases $z_0 = 0$ and $z_0 = 1$ are excluded from the definition since these lead to trivial processes which only complicate the statement of the results. Notice that the definition of $Z$ makes no reference to the information-theoretic origin of the problem, making the rest of the discussion fully self-contained.

**Observation 2:** For any $\{Z_n\} \in Z$, the following hold.

(i) $Z_n \in (0,1)$ for all $n \geq 0$.

(ii) $\{Z_n, \mathcal{F}_n\}$ is a bounded supermartingale.

(iii) $\{Z_n\}$ converges a.s. and in $L^1$ to a random variable $Z_\infty$, which is 0-1 valued a.s.

The first two observations are obvious. That $\{Z_n\}$ converges a.s. and in $L^1$ is by general theorems on bounded supermartingales. Convergence in $L^1$ implies that $E[|Z_{n+1} - Z_n|] \to 0$. But, $E[|Z_{n+1} - Z_n|] \geq (1/2) E[|Z_n - Z_n^2|] \geq 0$, which implies $E[|Z_n(1 - Z_n)|] \to 0$ and $E[Z_\infty(1 - Z_\infty)] = 0$. Thus $Z_\infty$ equals 0 or 1 a.s.

We will prove Theorem 2 by proving the following equivalent

**Theorem 3:** Let $(\Omega, \mathcal{F}, P)$ be a probability space. Let $\{Z_n\}$ be a bounded supermartingale. Let $E[Z_n] = z_n$ and $E[Z_n^2] = y_n$. Then

$$\lim_{n \to \infty} P(|Z_n - z_n| \geq \epsilon) = 0$$

for all $\epsilon > 0$ if and only if

$$\lim_{n \to \infty} E[|Z_n - z_n|^2] = 0.$$
Theorem 3: For any \( \{Z_n\} \in \mathcal{Z} \) and \( \beta < \frac{1}{2} \), we have
\[
\lim_{n \to \infty} P(Z_n \leq 2^{-2^{\beta n}}) \geq P(Z_{\infty} = 0); \quad (15)
\]
correspondingly, for \( \beta > \frac{1}{2} \),
\[
\lim_{n \to \infty} P(Z_n \geq 2^{-2^{\beta n}}) = 1. \quad (16)
\]

The proof of the converse part \( (16) \) will be given in the next section. The direct part \( (15) \) will be proved in Section IV.

III. Proof of the converse part

Fix a process \( \{Z_n\} \in \mathcal{Z} \). Fix \( \beta > 1/2 \) and put \( \delta_n(\beta) := 2^{-2^{\beta n}} \).

Let \( \{\tilde{Z}_i\} \) be defined as the random process
\[
\tilde{Z}_0 = Z_0, \quad \tilde{Z}_{i+1} = \begin{cases} \tilde{Z}_i^2 & \text{if } B_{i+1} = 1 \\ \tilde{Z}_i & \text{if } B_{i+1} = 0 \end{cases}, \quad i \geq 0.
\]

A comparison with \( (20) \) shows that \( \{\tilde{Z}_i\} \) is dominated by \( \{Z_i\} \in \mathcal{Z} \) and thus,
\[
P(Z_n \geq \delta_n) \geq P(\tilde{Z}_n \geq \delta_n). \quad (17)
\]

Notice that
\[
\tilde{Z}_n = Z_0^{2^L}
\]
with \( L = \sum_{i=1}^{n} B_i \). Thus,
\[
P(\tilde{Z}_n \geq \delta_n) = P(L + \log_2 \log_2(1/Z_0) \leq n/\beta). \quad (19)
\]
As \( \beta > 1/2 \) and \( Z_0 > 0 \), by the law of large numbers, this probability goes to 1 as \( n \) increases, yielding \( (16) \).

IV. Proof of the direct part

Definition 2: Given a process \( \{Z_n\} \in \mathcal{Z} \) and a sequence of reals \( \{f_n\} \subset [0, 1] \) convergent to 0, we will say that \( \{f_n\} \) is asymptotically dominating (a.d.) for \( \{Z_n\} \) and write \( Z_n \prec a_d f_n \) to mean that
\[
\liminf_{n \to \infty} P(Z_n \leq f_n) \geq P(Z_{\infty} = 0).
\]

A. Extremal processes

Definition 3: A process \( \{Z_n\} \in \mathcal{Z} \) is called extremal if
\[
Z_{n+1} = \begin{cases} Z_n^2 & \text{if } B_{n+1} = 1 \\ 2Z_n - Z_n^2 & \text{if } B_{n+1} = 0 \end{cases}, \quad (20)
\]

The extremal process in \( \mathcal{Z}_{\alpha} \) will be denoted by the notation \( \{Z^\alpha_n\} \) when we need to refer to it explicitly.

Note that the recursion for an extremal process can be written alternatively as
\[
Z_{n+1} = \begin{cases} Z_n^2 & \text{if } B_{n+1} = 1 \\ (1 - Z_n)(1 - Z_n^2) & \text{if } B_{n+1} = 0 \end{cases}, \quad (21)
\]

and also as
\[
Z_{n+1} = Z_n + X_n Z_n(1 - Z_n), \quad n \geq 0 \quad (23)
\]
where \( X_n = (1 - 2B_n) \) is a \( \pm 1 \)-valued random process. These forms emphasize the symmetric nature of the extremal process.

We state some properties of extremal processes that follow immediately from Observation 2.

Observation 3: For \( \{Z_n\} \) any extremal process, in addition to Observation 2, we have
(i) \( \{Z_n\} \) is a Markov process.
(ii) \( \{Z_n\} \) is a bounded martingale.
(iii) \( P(Z_{\infty} = 0) = 1 - Z_0, \quad P(Z_{\infty} = 1) = Z_0. \)

The term extremal is justified by the following Observation 4:
(i) Every process \( \{Z_n\} \in \mathcal{Z}_{\alpha} \) is dominated by \( \{Z^\alpha_{\infty}\} \) on a sample function basis, i.e., \( Z_n \leq Z^\alpha_{\infty} \).
(ii) The extremal process \( \{Z^\alpha_n\} \) is dominated by \( \{Z_n^\beta\} \) on a sample function basis for all \( 0 < \alpha \leq \beta < 1 \).

B. A reduction argument

Proposition 1: If \( \{f_n\} \) is a u.d. sequence over the class of extremal processes in \( \mathcal{Z} \), then \( \{f_n\} \) is a.d. over the class \( \mathcal{Z} \).

Proof: Fix a process \( \{Z_n\} \in \mathcal{Z} \) and a sequence \( \{f_n\} \) that is u.d. over the class of extremal processes. For any \( k \geq 0, n \geq 0, \) and \( \delta \in (0, 1) \), we trivially have
\[
P(Z_{k+n} \leq f_{k+n}) \geq P(Z_{k+n} \leq f_{k+n} \mid Z_k \leq \delta) P(Z_k \leq \delta). \quad (24)
\]

Combining the observations
\[
P(Z_{k+n} \leq f_{k+n} \mid Z_k \leq \delta) \geq P(Z_n^\delta \leq f_{k+n})
\]
and
\[
\liminf_{n \to \infty} P(Z_n^\delta \leq f_{n+k}) \geq (1 - \delta)
\]
with \( (24) \), we see that for any fixed \( k \geq 0 \)
\[
\liminf_{n \to \infty} P(Z_n \leq f_n) = \liminf_{n \to \infty} P(Z_{n+k} \leq f_{n+k}) \geq (1 - \delta) P(Z_k \leq \delta).
\]
Since this is true for all $k$, we obtain

$$
\liminf_{n \to \infty} P(Z_n \leq f_n) \geq (1 - \delta) \liminf_{k \to \infty} P(Z_k \leq \rho) \geq (1 - \delta) P(\liminf Z_k \leq \delta) = (1 - \delta) P(Z_\infty = 0)
$$

where the second line follows by Fatou's lemma and the third by the a.s. convergence of \{Z_k\} to the 0-1 valued $Z_\infty$. Letting $\delta \to 0^+$, we obtain

$$
\liminf_{n \to \infty} P(Z_n \leq f_n) \geq P(Z_\infty = 0),
$$

which completes the proof.

\section*{C. An asymptotically dominating sequence}

**Proposition 2:** For any $\rho \in (\frac{3}{4}, 1)$, the sequence $\{\rho^n\}$ is a.d. over the class of extremal processes.

To prove this statement, let us fix $\{Z_n\}$ as an extremal process in $\mathcal{Z}$ with $Z_0 = z_0$ for some $z_0 \in (0, 1)$. Let $Q_n := Z_n(1 - Z_n)$, and if $Q_n \in (0, \frac{1}{2})$, we have

$$
Q_n = \begin{cases} 
Z_n(1 - Z_n) & \text{if } B_{n+1} = 1 \\
(2 - Z_n)(1 - 2Z_n + Z_n^2) & \text{if } B_{n+1} = 0
\end{cases}
$$

Let $Q_{n+1} = \left\{ (2 - Z_n)(1 - 2Z_n + Z_n^2) \right\}$ if $B_{n+1} = 1$ and $Q_n = \left\{ Z_n(1 - Z_n) \right\}$ if $B_{n+1} = 0$. Then, $Q_n \in (0, \frac{1}{2})$.

**Lemma 1 (\[2\]):** $E[Q_n^{1/2}]$ is a standard Landau notation. Hence, it suffices to prove that

$$
E[Q_n^{1/2}] \leq \frac{1}{4} \left( \frac{1}{2} \right)^{n/2}.
$$

**Proof:** Note that $\sqrt{z(1+z) + \sqrt{(1-z)(2-z) \leq \sqrt{3}}}$ when $z \in [0, 1]$. So, by \[2\], $E[Q_n^{1/2}] \leq \frac{1}{4} \left( \frac{1}{2} \right)^{n/2}$.

Thus $E[Q_n^{1/2}] \leq E[Q_n^{1/2}] \left( \frac{1}{2} \right)^{n/2} \leq \frac{1}{4} \left( \frac{1}{2} \right)^{n/2}$.

By Markov's inequality, we obtain

**Corollary 1:** $P(Q_n \geq \rho^n) \leq \frac{1}{4} \left( \frac{3}{4} \right)^{n/2}$ for $\rho > 0$.

We now turn this into a bound on $Z_n$.

**Lemma 2:** Let $f_n(\rho) := \min \left( \frac{1 - \rho}{2 - \rho}, 1 \right)$ if $1 - 4\rho^n > 0$, $f_n(\rho) := 1$ otherwise. Then, $Z_n \leq f_n(\rho)$ for all $\rho \in (\frac{3}{4}, 1)$.

**Proof:** Fix $\rho \in (\frac{3}{4}, 1)$ and let $f_n = f_n(\rho)$. Note that for $n$ large enough so that $1 - 4\rho^n > 0$, we have

$$
\{Q_n \leq \rho^n\} = \{Z_n \leq f_n\} \cup \{Z_n \geq 1 - f_n\}
$$

where the sets on the right side are disjoint. So, for $n$ large enough

$$
P(Q_n \leq \rho^n) = P(Z_n \leq f_n) + P(Z_n \geq 1 - f_n)
$$

which gives

$$
\liminf_{n \to \infty} P(Q_n \leq \rho^n) \leq \liminf_{n \to \infty} P(Z_n \leq f_n) + \limsup_{n \to \infty} P(Z_n \geq 1 - f_n).
$$

Since $\rho \geq \frac{3}{4}$, the left side of the above equation equals 1 by Corollary 1. Since $f_n$ is monotonically decreasing,

$$
\limsup_{n \to \infty} P(Z_n \geq 1 - f_n) \leq \limsup_{n \to \infty} P(Z_n \geq 1 - f_k)
$$

for any $k \geq 1$. But $\limsup_{n \to \infty} P(Z_n \geq 1 - f_k) = z_0$. Thus, for $n \to \infty$,

$$
\liminf_{n \to \infty} P(Z_n \leq f_n) \geq 1 - z_0,
$$

which means that $Z_n \prec f_n$, as claimed.

The proof of Proposition 2 will be complete if we show that for every $\rho \in (\frac{3}{4}, 1)$, there exists $\tilde{\rho} \in (\frac{3}{4}, 1)$, such that $f_n(\tilde{\rho}) \leq \rho^n$ for all $n$ large enough. It is easy to see that this is true for any $\frac{3}{4} < \tilde{\rho} < \rho$.

\section*{D. A bootstrapping argument}

We now strengthen the result of the previous subsection and complete the proof of the direct part of Theorem 3.

**Proposition 3:** For any $\beta < \frac{1}{2}$, the sequence $\{2^{-2^n}\}$ is u.d. over the class of extremal processes.

**Proof:** Fix $\beta < \frac{1}{2}$. First note that, for any fixed $k \geq 0$, asymptotically in $n$, we have $2^{-2^n} = \Theta(2^{-2^n})$ (using standard Landau notation). Hence, it suffices to prove that $\{2^{-2^n}\}$ is an a.d. sequence.

Fix $\{Z_n\}$ as an extremal process. We wish to prove that $Z_n \prec 2^{-2^n}$. Consider a second process $\{Z_j\}$ defined by fixing an $n \geq 1$ and an $m \in \{0, \ldots, n\}$ and setting

$$
\tilde{Z}_i = Z_i, \quad i = 0, \ldots, m,
$$

$$
\tilde{Z}_{i+1} = \begin{cases} 
\tilde{Z}_i & \text{if } B_{i+1} = 1 \\
\tilde{Z}_i & \text{if } B_{i+1} = 0
\end{cases}, \quad i \geq m.
$$

A comparison with \[\ref{2}\] shows that $Z_i \leq \tilde{Z}_i$ for all $i \geq 1$.

Fix $a_n = \sqrt{n}$, and partition the set $\{m, \ldots, n - 1\}$ into $k = (n - m)/a_n$ consecutive intervals $J_1, \ldots, J_k$ of size $a_n$, i.e., $J_i = \left\{ m + (j - 1)a_n, \ldots, m + ja_n - 1 \right\}$. Let $E_j$ be the event that $\sum_{i \in J} B_i < a_n \beta$. Observe that

$$
P(E_j) \leq 2^{-a_n \left[ 1 - H(\beta) \right]} \quad \text{(31)}
$$

where $H(\beta) = -\beta \log_2(1 - \beta) - (1 - \beta) \log_2(1 - \beta)$ is the binary entropy function. Thus the event $G := \cap_j E_j^c$ has probability at least $1 - k2^{-a_n \left[ 1 - H(\beta) \right]}$. Conditional on $G$, during every interval $J_j$ the value of $Z$ is squared at least $a_n \beta$ times and doubled at most $a_n (1 - \beta)$ times; hence, we have

$$
\log_2 \tilde{Z}_{m+(j+1)a_n} \leq 2^{a_n \beta} \left[ \log_2 \tilde{Z}_{m+ja_n} + a_n (1 - \beta) \right]
$$

and so

$$
\log_2 Z_n \leq \log_2 \tilde{Z}_n
$$

$$
\leq 2^{-2^n} \log_2 Z_m + a_n (1 - \beta) \sum_{j=1}^k 2^{ja_n \beta}
$$

$$
\leq 2^{-2^n} \log_2 Z_m + a_n (1 - \beta) (2^{(n-m)\beta} (1 - 2^{-a_n \beta})^{-1})
$$

$$
\leq 2^{-2^n} \log_2 Z_m + a_n \text{ for } n \text{ large enough.}
$$

Lastly, fix $m = n^{3/4}$, $\rho = 7/8$. Conditional on $G = \{Z_n \prec \left( \frac{3}{4} \right)^m \} \cap G$ and for $n$ large enough, we have

$$
\log_2 Z_n \leq -n^{3/4} \log_2(8/7) \text{; hence,}
$$

$$
\log_2 Z_n \leq 2^{-2^n} \left[ -n^{3/4} \log_2(8/7) + n^{1/2} \right] \leq -2^{n \beta} o(1)
$$

Noting that the probability of $G$ approaches 1, we see by Lemma 2 that the probability of $\tilde{G}$ approaches 1 - $z_0$. This establishes that $Z_n \prec 2^{-2^n}$ for any fixed $\beta < 1/2$. \blacksquare
V. OPEN PROBLEMS

Broadly stated, we have been interested in the asymptotic behavior of the cumulative probabilities \( P(Z_n \leq z) \) for processes \( \{Z_n\} \) derived from a channel polarization problem. The ultimate result in this regard would be to determine explicitly a function \( E(n, R) \) such that, for any \( R \in [0, 1] \),

\[
\liminf_{n \to \infty} P(Z_n \leq 2^{-2E(n, R)}) = R. 
\]

(32)

Theorem 3 gives only some partial characterization of \( E(n, R) \) for large \( n \).

The information-theoretic problem considered in this paper can be generalized in two main directions. First, one may consider the transform \( W \mapsto (W^-, W^+) \) for channels with input alphabets \( \mathcal{X} = \{1, \ldots, q\} \) for arbitrary \( q \geq 2 \). In this generalization, the mod-2 addition operation \( \oplus \) may be replaced with addition mod-\( q \), or even with an arbitrary group operation on \( \mathcal{X} \). The process \( \{I_n\} \) can be defined as before, the conservation law (3) still holds, and \( \{I_n\} \) is a bounded martingale, which must converge a.s. An initial open problem for this case is to prove that channel polarization takes place, i.e., that \( \{I_n\} \) converges a.s. to the set \( \{0, \log_2 q\} \). Conditional on the validity of channel polarization, a subsequent goal would be to determine the rate of polarization.

Note that for \( q \geq 3 \), the auxiliary random process \( \{Z_n\} \) can be defined only after giving a new definition for the channel parameter \( Z(W) \). A natural definition is

\[
Z(W) = \sum_{x \neq x'} \frac{1}{q(q-1)} \sum_y \sqrt{W(y|x)W(y|x')}. \]

Unfortunately, the relations (4) do not hold for this definition, and the process \( \{Z_n\} \) does not appear likely to facilitate the analysis for \( q \geq 3 \).

A second direction for generalization of the problem is to consider more general channel transformations that preserve mutual information. For example, a ternary operation \( W \mapsto (W', W'', W''') \) may be considered such that

\[
I(W') + I(W'') + I(W''') = 3I(W). 
\]

The random sequence of channels \( \{W_n\} \) can be defined using a ternary fair coin, which ensures that \( \{I_n\} \) is a bounded martingale. A major open problem in this general setting is to determine necessary and sufficient conditions on the channel transform to ensure channel polarization.
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