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Abstract. We consider the optimal control of a differential equation that involves the suprema of the state over some part of the history. In many applications, this non-smooth functional dependence is crucial for the successful modeling of real-world phenomena. We prove the existence of solutions and show that related problems may not possess optimal controls. Due to the non-smoothness in the state equation, we cannot obtain optimality conditions via standard theory. Therefore, we regularize the problem via a LogIntExp functional which generalizes the well-known LogSumExp. By passing to the limit with the regularization, we obtain an optimality system for the original problem. The theory is illustrated by some numerical experiments.

1. Introduction. In this paper, we study optimal control problems with differential equations that involve the suprema of the state. To be precise, the state equation is given by

\[ x'(t) = F\left(x(t), \max_{s \in [t-\tau, t]} x(s), u(t)\right), \quad t \in (0, T) \]

(1)

with initial data

\[ x(t) = \phi(t), \quad t \in [-\tau, 0]. \]

(2)

Here, \( T > 0 \) is the final time and \( \tau > 0 \) is the parameter for the state suprema. The control \( u \) has to be chosen optimal subject to an objective functional of Lagrange type

\[ J(x, u) = \int_0^T j(t, x(t), u(t)) \, dt \]

(3)

and the control has to obey the constraints

\[ u(t) \in U, \quad t \in (0, T). \]

(4)

For the precise assumptions, we refer to Section 2.3 below.

Control of such systems is proposed by [1, 19]. Differential equations with state suprema have an abundance of applications, we name only solar power plant control.
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[1], population genetics [20], and quantum chemistry [2]. Input-to-output stability of such systems is addressed in [9]. Systems with maximum are also popular in machine learning [13], by means of the so-called max-pooling.

The evolution system (1) is inherently non-smooth due to the appearance of the max-term. This makes the development of necessary optimality conditions challenging. While the celebrated Pontryagin maximum principle can account for non-smooth functions of the control \( u \), this is not the case for systems with non-smooth functions applied to the state \( x \). Therefore, the main contribution of the present work is the extension of [4] in which a Pontryagin maximum principle is derived for systems with a smooth functional dependence. In [8], the authors studied the optimal control of a nonsmooth functional differential inclusion. After some tedious but straightforward transformations, the control problem (1)–(4) can be put in their framework and they obtain an optimality system similar to our Theorem 6.5. However, our regularization approach allows for a numerical realization and we also expect that our strategy for deriving optimality conditions can be transferred to control problems of partial differential equations involving state suprema.

The paper is structured as follows. In Section 2 we define some notation and fix the standing assumption (Assumption 2.2). The existence of solutions of the state equation (1) and of the optimal control problem is proven in Section 3. Moreover, we show in Section 3.3 that optimal control problems as in [1] may lack optimal solutions. In order to define a regularization of the state equation, we define a LogIntExp regularization by generalizing the well known LogSumExp function, see Section 4. In Section 5, we study the regularized problems and we pass to the limit with the regularization in Section 6. With this technique, we arrive at the optimality system in Theorem 6.5 and this allows us to derive jump conditions for the adjoint state in Corollary 6.8. Finally, we present some numerical examples in Section 7.

2. Notations, preliminaries and standing assumptions.

2.1. Notation. Let us define abbreviations for time intervals

\[ I := [0, T], \quad I_{\tau} := [-\tau, T]. \]

For a time \( t \in I \) and a function \( x \in C(I_{\tau}; \mathbb{R}^n) \), we define \( x_t \in C([0, \tau]; \mathbb{R}^n) \) via

\[ x_t(s) := x(t - s) \quad \forall s \in [0, \tau]. \]

This notation implies

\[ \max_{s \in [t - \tau, t]} x(s) = \max_{s \in [0, \tau]} x_t(s) = \max x_t. \]

Note that this maximum is evaluated component-wise. Let us define

\[ C_\tau := C([0, \tau]; \mathbb{R}^n), \]

which is equipped with the max-norm.

We will frequently use scalar functions applied to vectors. For vectors \( v, w \in \mathbb{R}^n \), we denote by \( \exp v \) and \( \frac{v}{w} \) the component-wise exponentiation and division. Moreover, \( v \odot w \) denotes the Hadamard (or component-wise) product.
2.2. Preliminaries. Due to the retarded structure of the state equation, we need a special integral inequality, which is very similar to Gronwall’s lemma.

**Lemma 2.1.** Let $x \in C(I_\tau; \mathbb{R})$ be a continuous function with $x \equiv 0$ on $[-\tau, 0]$. Suppose that there exist constants $k_1, k_2 \geq 0$ such that

$$x(t) \leq k_1 + k_2 \int_0^t x(s) + \max x_s \; ds$$

holds for all $t \in I$. Then,

$$x(t) \leq k_1 \exp(2k_2 t)$$

holds for all $t \in I$.

**Proof.** We refer to [2, Theorem 2.1.1].

2.3. Standing assumptions. We fix the standing assumptions for the treatment of the optimal control problem (1)–(4). These assumptions shall hold throughout the paper.

**Assumption 2.2** (Standing assumptions).

1. The function $F : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n$ is affine in its third argument, i.e.,

$$F(x, v, u) = F_0(x, v) + F_1(x, v) u$$

for globally Lipschitz continuous and continuously differentiable functions $F_0 : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$, $F_1 : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \times \mathbb{R}^m$.

2. The initial datum $\phi$ belongs to $C([-\tau, 0]; \mathbb{R}^n)$.

3. The admissible set $U \subset \mathbb{R}^m$ is non-empty, convex and compact.

4. The integrand $j : I \times \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$ is a non-negative, normal integrand and convex in its third argument $u$, see [12, Chapter VIII, Section 2.1]. In addition, it is differentiable w.r.t. the second argument $x$ and this derivative $j_x$ is continuous w.r.t. the second and third arguments.

Under these assumptions, a function $x \in C(I_\tau; \mathbb{R}^n) \cap W^{1, \infty}(I; \mathbb{R}^n)$ is a solution of (1) if and only if it satisfies the integral equation

$$x(t) = \phi(0) + \int_0^t F_0(x(s), \max x_s) + F_1(x(s), \max x_s) u(s) \; ds \quad \forall t \in I$$

(6)

together with the initial condition (2).

**Lemma 2.3.** If $x_k \to x$ in $L^1(I; \mathbb{R}^n)$ and $u_k \to u$ in $L^1(I; \mathbb{R}^m)$ with $u_k(t) \in U$ f.a.a. $t \in I$ then

$$J(x, u) \leq \liminf_{k \to \infty} J(x_k, u_k).$$

**Proof.** This follows from [12, Chapter VIII, Theorem 2.1]. Note that the growth condition [12, Chapter VIII, (2.2)] can be fulfilled due to the boundedness of $U$: Let $M > 0$ such that $|v| \leq M$ for all $v \in U$. Then the growth condition is satisfied with

$$\Phi(t) = I_{[0,M]}(t) = \begin{cases} 0 & \text{if } t \in [0, M], \\ +\infty & \text{if } t > M, \end{cases}$$

as this function is coercive, convex, and increasing on $[0, +\infty)$.

**Remark 2.4.** Under standard modifications, the results of the paper are true for non-autonomous $F$, i.e., where $F$ is given by $F(t, x, v, u) = F_0(t, x, v) + F_1(t, x, v) u$. 
3. Existence of solutions. In this section, we study the properties of the following differential equation

\[ x'(t) = F\left(x(t), \max_{s \in [-\tau, t]} x(s), u(t)\right), \quad t \in I \tag{7} \]

and the associated control problem.

3.1. Study of a nonlinear differential equation. Let us first study an equation more general than (7). We will investigate the solvability of

\[ x'(t) = f(t, x(t), x_t, u(t)), \quad t \in I \tag{8} \]

subject to the initial conditions as above. A function \( x \) is called a solution if (8) holds for almost all \( t \) and the initial condition \( x(t) = \phi(t) \) for all \( t \in [-\tau, 0] \) is satisfied.

In order to prove solvability of (8) for all feasible controls \( u \), we require the following assumption.

Assumption 3.1. 1. The function \( f : I \times \mathbb{R}^n \times C_T \times \mathbb{R}^m \to \mathbb{R}^n \) is measurable in the first, and continuous with respect to the other arguments.

2. For all \( M > 0 \) exists \( L_M > 0 \) such that

\[ |f(t, x_1, y_1, u) - f(t, x_2, y_2, u)| \leq L_M (|x_1 - x_2| + ||y_1 - y_2||_{C_T}) \]

for all \( x_1, x_2 \in \mathbb{R}^n, y_1, y_2 \in C_T, u \in \mathbb{R}^m \) with \( |u| \leq M \), and almost all \( t \in I \).

3. For all \( M > 0 \) exists \( K_M > 0 \) such that

\[ |f(t, 0, 0, u)| \leq K_M \]

for all \( u \in \mathbb{R}^m \) with \( |u| \leq M \) and almost all \( t \in I \).

4. The initial data satisfies \( \phi \in C([-\tau, 0]; \mathbb{R}^n) \).

Since \( x_t \mapsto \max_s x_t(s) \) is Lipschitz continuous, the original problem is covered by these assumptions. In addition, smooth regularizations of the max-functions are included as well.

Theorem 3.2. Let Assumption 3.1 be satisfied. Let \( u \in L^\infty(I; \mathbb{R}^m) \) be given. Then there exists a unique solution \( x \in W^{1,\infty}(I; \mathbb{R}^n) \) of (8) with initial condition (2).

In addition, the mapping \( u \mapsto x \) maps bounded sets in \( L^\infty(I; \mathbb{R}^m) \) to bounded sets in \( W^{1,\infty}(I; \mathbb{R}^n) \). That is, for all \( M > 0 \), there exists \( C_M > 0 \) such that

\[ \|x\|_{W^{1,\infty}(I; \mathbb{R}^n)} \leq C_M \]

for all solutions \( x \) of (8) to \( u \in L^\infty(I; \mathbb{R}^m) \) with \( \|u\|_{L^\infty(I; \mathbb{R}^m)} \leq M \). Here, \( C_M \) depends on \( L_M, K_M \) but not on the precise structure of \( f \).

Proof. We follow the proof of [20, Thm. 2.1.1], which uses a standard Picard-Lindelöf argument. Let us define the functions \( x_k \in C(I_T; \mathbb{R}^n), k = 0, 1, \ldots, \) by

\[ x_0(t) = \phi(\min(t, 0)), \quad t \in I_T \]

and for \( k \geq 0 \)

\[ x_{k+1}(t) = \begin{cases} \phi(t), & \text{if } t \in [-\tau, 0], \\ \phi(0) + \int_0^t f(s, x_k(s), x_{k,s}, u(s))ds, & \text{if } t \in (0, T]. \end{cases} \]
In the following, $t$ is taken from $I$. Let $M := \|u\|_{L^\infty(I;\mathbb{R}^n)}$. By Lipschitz continuity of $f$, we obtain

$$|x_{k+1}(t) - x_k(t)| \leq L_M \int_0^t |x_k(s) - x_{k-1}(s)| + \|x_{k,s} - x_{k-1,s}\|_{C_r} \, ds$$

$$\leq 2L_M \int_0^t \|x_k - x_{k-1}\|_{C([0,s];\mathbb{R}^n)} \, ds,$$

which implies the estimate

$$\|x_{k+1} - x_k\|_{C([0,t];\mathbb{R}^n)} = \max_{s \in [0,t]} |x_{k+1}(s) - x_k(s)| \leq 2L_M \int_0^t \|x_k - x_{k-1}\|_{C([0,s];\mathbb{R}^n)} \, ds.$$  \hspace{1cm} (9)

Due to the assumptions on $f$, we obtain

$$\left| \int_0^t f(s, x_0(s), x_{0,s}, u(s)) \, ds \right| \leq \int_0^t L_M (|\phi(0)| + \|x_{0,s}\|_{C_r}) + K_M \, ds$$

$$\leq (2L_M \|\phi\|_{C([-\tau,0];\mathbb{R}^n)} + K_M) t.$$  

By definition of $x_0$ and $x_1$, this gives the estimate

$$|x_1(t) - x_0(t)| \leq (2L_M \|\phi\|_{C([-\tau,0];\mathbb{R}^n)} + K_M) t,$$

which implies

$$\|x_1 - x_0\|_{C([0,t];\mathbb{R}^n)} \leq (2L_M \|\phi\|_{C([-\tau,0];\mathbb{R}^n)} + K_M) t := K t.$$  \hspace{1cm} (10)

By an induction argument based on (9) and (10), we obtain the estimate

$$\|x_k - x_{k-1}\|_{C([0,t];\mathbb{R}^n)} \leq (2L_M)^{k-1} K \frac{T^n}{k!},$$

which implies

$$\|x_k - x_{k-1}\|_{C(I;\mathbb{R}^n)} \leq (2L_M)^{k-1} K \frac{T^n}{k!}.$$  \hspace{1cm} (11)

Since $\sum_{k=1}^\infty (2L_M)^{k-1} K T^n \frac{1}{k!} < \infty$, the sequence $(x_k)$ is a Cauchy sequence in $C(I;\mathbb{R}^n)$, hence convergent to some $x \in C(I;\mathbb{R}^n)$. It remains to show that $x$ solves (8). Let us estimate

$$\left| x(t) - \phi(0) - \int_0^t f(s, x(s), x_{s}, u(s)) \, ds \right|$$

$$\leq |x(t) - x_{k+1}(t)| + \int_0^t |f(s, x_k(s), x_{k,s}, u(s)) - f(s, x(s), x_{s}, u(s))| \, ds$$

$$\leq \|x - x_{k+1}\|_{C([I;\mathbb{R}^n])} + 2L_M T \|x - x_k\|_{C([I;\mathbb{R}^n])}.$$  

Passing to the limit $k \to \infty$, we find that $x$ solves the integral equation

$$x(t) = \phi(0) + \int_0^t f(s, x(s), x_{s}, u(s)) \, ds,$$

which implies that the weak derivative of $x$ satisfies

$$x'(t) = f(t, x(t), x_t, u(t))$$

for almost all $t$. This right-hand side is in $L^\infty(I;\mathbb{R}^n)$, hence $x \in W^{1,\infty}(I;\mathbb{R}^n)$ is proven.
Let $x_1, x_2 \in W^{1,\infty}(I; \mathbb{R}^n)$ be two solutions. Then it holds
\[
x_1(t) - x_2(t) = \int_0^t f(s, x_1(s), x_1(s), u(s)) - f(s, x_2(s), x_2(s), u(s)) \, ds.
\]
Arguing similarly as in the derivation of (9) above, we find
\[
\|x_1 - x_2\|_{C([0,t]; \mathbb{R}^n)} \leq 2LM \int_0^t \|x_1 - x_2\|_{C([0,s]; \mathbb{R}^n)} \, ds,
\]
which implies $x_1 = x_2$.

Let us prove the claimed boundedness result. By the construction of $x_0$ and the definition of $K$, we get $\|x_0\|_{C(I; \mathbb{R}^n)} \leq K$. Summing inequality (11), gives
\[
\|x\|_{C(I; \mathbb{R}^n)} \leq K + \sum_{k=1}^\infty (2LM)^{k-1} KT^k \frac{1}{k!} \leq \max(1, (2LM)^{-1}) Ke^{2LM T}.
\]
In addition, we have
\[
\|x'\|_{L^\infty(I; \mathbb{R}^n)} = \|f(\cdot, x, x, u)\|_{L^\infty(I; \mathbb{R}^n)} \leq 2LM \|x\|_{C(I; \mathbb{R}^n)} + KM.
\]

Let now $\tilde{U} \subset L^\infty(I; \mathbb{R}^m)$ be a bounded set with $\|u\|_{L^\infty(I; \mathbb{R}^m)} \leq M$ for all $u \in \tilde{U}$. Then the estimate above is uniform with respect to controls $u \in \tilde{U}$, which proves the claim.

Let us mention that the proof implies that the mapping $\phi \mapsto x$ is Lipschitz continuous.

**Corollary 3.3.** Let Assumption 2.2 be satisfied. Let $u \in L^\infty(I; \mathbb{R}^m)$ be given. Then there exists a unique solution $x \in W^{1,\infty}(I; \mathbb{R}^n)$ of (1)-(2).

In addition, the mapping $u \mapsto x$ maps bounded sets in $L^\infty(I; \mathbb{R}^m)$ to bounded sets in $W^{1,\infty}(I; \mathbb{R}^n)$.

**Proof.** The result follows directly from Theorem 3.2, as Assumption 2.2 implies Assumption 3.1.

### 3.2. Existence of solutions of the optimal control problem

**Theorem 3.4.** The optimal control problem (1)-(4) admits at least one solution.

**Proof.** Due to the assumptions and Corollary 3.3, the feasible set is non-empty. Let $(x_k, u_k)$ be a minimizing sequence. By assumptions on $U$, the sequence $(u_k)$ is bounded in $L^\infty(I; \mathbb{R}^n)$, and by Theorem 3.2 the sequence $(x_k)$ is bounded in $W^{1,\infty}(I; \mathbb{R}^n)$. Hence, after possibly extracting subsequences, we have $u_k \rightharpoonup u$ in $L^2(I; \mathbb{R}^n)$ and $x_k \rightarrow x$ in $C(I; \mathbb{R}^n)$. Since the set of admissible controls is convex and closed in $L^2(I; \mathbb{R}^n)$, the feasibility of $u$ follows. Due to the special structure of $F$, we can pass to the limit in the integral equation (6). Hence, $x$ solves the integral equation, and consequently is a solution of (1). Due to Lemma 2.3, we obtain that $(x, u)$ is a solution of the considered optimal control problem.

### 3.3. Non-existence of optimal controls for related problems

In [1], optimal control problems were studied that do not satisfy the Assumption 2.2, in particular the structural assumption on $F$ is violated. They considered state equations of the type
\[
x'(t) = Ax(t) + bk \max_{s \in [t-\tau, t]} (e(s)^T x(s)), \quad t \in I,
\]
where \( A \in \mathbb{R}^{n \times n} \), \( b \in \mathbb{R}^n \) are given, and \( k \in \mathbb{R} \) and \( c(t) \in \mathbb{R}^n \) are control variables. The control variable \( c(t) \) appears in the argument of the max-function. Hence, the right-hand side of this equation depends in a highly nonlinear way on the control \( c \).

In this section, we are going to demonstrate that problem (1)–(4) may fail to possess optimal solutions, when the control function appears inside the maximum. To this end, we consider the problem with one-dimensional state and control

\[
\text{Minimize } \int_0^1 |x(t) - 2t|^2 + u(t) \, dt + 4 |x(1) - 2| \\
\text{s.t. } x'(t) = \frac{1}{10} \max_{s \in [-2, t]} (u(t) \, x(s)), \quad t \in (0, 1) \\
x(t) = \phi(t), \quad t \in [-2, 0] \\
-1 \leq u \leq 3.
\]

Moreover, \( \phi : [-2, 0] \to \mathbb{R} \) is a function such that the ranges of \( \phi_{[-2, -1]} \), \( \phi_{[-1, 0]} \) are \([-10, 10]\) and \( \phi(0) = 0 \).

Before discussing the existence of controls, we are going to analyze the state equation. By splitting the max at \( s = 0 \), we find

\[
|x'(t)| \leq 3 + \frac{3}{10} \max_{s \in [0, t]} |x(s)|.
\]

Integration yields

\[
|x(t)| \leq 3t + \frac{3}{10} \int_0^t \max_{s \in [0, r]} |x(s)| \, dr.
\]

Since this estimate is valid for all \( t \) and since the right-hand side is monotone w.r.t. \( t \), this implies

\[
\max_{s \in [0, 1]} |x(s)| \leq 3 + \frac{3}{10} \int_0^1 \max_{s \in [0, r]} |x(s)| \, dr \leq 3 + \frac{3}{10} \max_{s \in [0, 1]} |x(s)|.
\]

Thus, \( |x(t)| \leq 30/7 \leq 10 \). This estimate allows us to evaluate the max in the state equation via

\[
\max_{s \in [-2, t]} (u(t) \, x(s)) = \max_{s \in [-1, 0]} (u(t) \, x(s)) = 10 |u(t)|.
\]

Hence, we can simplify the state equation and obtain

\[
x'(t) = |u(t)|.
\]

Now, we can prove the main result of this section.

**Theorem 3.5.** The control problem (13) does not possess a solution.

**Proof.** **Step 1:** We show that the infimal value is at most 1. Let us define \( u_k(t) = 1 + 2 \ \text{sign}(\sin(k \, t)) \) and let \( x_k \) be the associated state. Then, it is straightforward to check that \( u_k \to \hat{u} \equiv 1 \) in \( L^2(0, 1) \) and \( x_k \to \hat{x} \) in \( C([t, \infty); \mathbb{R}) \) with \( \hat{x}(t) = 2t \). This implies that the objective value of \( (x_k, u_k) \) goes to \( 0 + 1 + 0 = 1 \). Note that \( \hat{x} \) is not the state corresponding to \( \hat{u} \).

**Step 2:** We show that the objective value of all feasible \( (x, t) \) is bigger than 1. We proceed by contradiction and assume that we have a feasible pair \( (x, u) \) with objective value at most 1.

Let us denote

\[
a := \int_{\{u < 0\}} u \, dt, \quad b := \int_{\{u > 0\}} u \, dt.
\]
By considering the control bounds and the length of the time interval, we obtain
\[ 1 = \int_{\{u < 0\}} 1 \, dt + \int_{\{u > 0\}} 1 \, dt \geq \int_{\{u < 0\}} (-u) \, dt + \int_{\{u > 0\}} \frac{1}{3} u \, dt = \frac{a}{3} + \frac{b}{3}. \]

This inequality is equivalent to
\[ -1 \geq 2(b - a - 2) - (a + b). \tag{14} \]

Since the objective is at most 1, we have
\[ 1 \geq \int_0^1 u \, dx + 4 |x(1) - 2| = \int_0^1 u \, dt + 4 \left| \int_0^1 |u| \, dt - 2 \right| = a + b + 4 |b - a - 2|. \tag{15} \]

Adding the inequalities (14) and (15) yields \( b - a - 2 = 0 \), which in turn implies \( \int_0^1 u \, dt = a + b = 1 \). By considering again the objective, we infer \( x(t) = 2t \), i.e., \( |u(t)| = x'(t) = 2 \). Hence, \( u(t) = 2 \) and this is a contradiction. \( \square \)

4. **LogIntExp as a generalization of LogSumExp.** Let \( x_i, i = 1, \ldots, n \) be given real numbers. It is well known that the maximum \( \max(x_1, \ldots, x_n) \) depends in a non-smooth way on the parameters \( x_i \). This has severe drawbacks in many applications. Therefore, a typical substitute for this hard maximum is the so-called LogSumExp function. For a given parameter \( k > 0 \), this function is defined via
\[ \text{LSE}_k(x_1, \ldots, x_n) := \frac{1}{k} \log \left( \sum_{i=1}^n \exp(k x_i) \right). \tag{16} \]

In the next lemma, we summarize some of the well-known properties of LogSumExp, see, e.g., \[17, \text{Example 1.30}], \[16, \text{p. 325}].

**Lemma 4.1.** Let \( k > 0 \) be a given parameter. Then, the function \( \text{LSE}_k \) is convex, smooth, and Lipschitz continuous with rank 1. The estimate
\[ \max(x_1, \ldots, x_n) \leq \text{LSE}_k(x_1, \ldots, x_n) \leq \max(x_1, \ldots, x_n) + \frac{\log(n)}{k} \]
shows that \( \text{LSE}_k(x_1, \ldots, x_n) \to \max(x_1, \ldots, x_n) \) as \( k \to \infty \). Concerning the derivatives, we have
\[ \frac{d}{dx_i} \text{LSE}_k(x_1, \ldots, x_n) = \frac{\exp(k x_i)}{\sum_{j=1}^n \exp(k x_j)}. \]

In particular,
\[ \frac{d}{dx_i} \text{LSE}_k(x_1, \ldots, x_n) \geq 0 \quad \text{and} \quad \sum_{i=1}^n \frac{d}{dx_i} \text{LSE}_k(x_1, \ldots, x_n) = 1. \]

Due to these nice properties, the LogSumExp function has many applications, e.g., in machine learning [13].

A natural extension of this idea to smooth the essential supremum of measurable functions is to replace summation with integration. To this end, we consider a measure space \((\Omega, \Sigma, \mu)\) with \( \mu(\Omega) < \infty \). For convenience, integrals w.r.t. \( \mu \) are indicated by \( \int_{\Omega} \ldots \, d\mu \). Let \( u : \Omega \to \mathbb{R} \) be a measurable function. We define the LogIntExp of \( u \) with parameter \( k > 0 \) via
\[ \text{LIE}_k(u) := \frac{1}{k} \log \left( \int_{\Omega} \exp(k u(x)) \, d\mu \right). \tag{17} \]

In [14], the LogIntExp-function (up to some normalization factor in the argument of the log) was used for regularization of state constraints in an optimal control
problem, see [14, Definition 3.5]. There, this function was analyzed on spaces of (Hölder) continuous functions.

Let us first state some basic properties of \( \text{LogIntExp} \).

**Lemma 4.2.** For every measurable \( u : \Omega \to \mathbb{R} \) and \( k > 0 \), the quantity \( \text{LIE}_k(u) \in \mathbb{R} \cup \{+\infty\} \) is well-defined and \( \text{LIE}_k(\cdot) \) is convex. Moreover, we have the estimates

\[
\text{ess inf}_{x \in \Omega} u(x) + \frac{\log(\mu(\Omega))}{k} \leq \text{LIE}_k(u) \leq \text{ess sup}_{x \in \Omega} u(x) + \frac{\log(\mu(\Omega))}{k}.
\]

If for some \( \delta \in \mathbb{R} \), the measure of the set \( \{ x \in \Omega \mid u(x) \geq \delta \} \) is at least \( \varepsilon > 0 \), then

\[
\delta + \frac{\log(\varepsilon)}{k} \leq \text{LIE}_k(u).
\]

In particular,

\[
\text{LIE}_k(u) \to \text{ess sup}_{x \in \Omega} u(x) \in \mathbb{R} \cup \{+\infty\} \quad \text{as } k \to \infty.
\]

**Proof.** First, we comment on the well definedness. The function \( x \mapsto \exp(k u(x)) \) is measurable and positive, therefore the Lebesgue integral

\[
\int_{\Omega} \exp(k u(x)) \, dx \in \mathbb{R} \cup \{+\infty\}
\]

is well defined. Taking the logarithm (with the convention \( \log(+\infty) = +\infty \)) yields the claim.

The convexity of \( \text{LIE}_k \) is a simple application of Hölder’s inequality. Indeed, for measurable functions \( u, v \) satisfying \( \text{LIE}_k(u), \text{LIE}_k(v) < \infty \) and \( \lambda \in (0, 1) \), we have

\[
\text{LIE}_k(\lambda u + (1 - \lambda) v) = \frac{1}{k} \log \left( \int_{\Omega} \exp(\lambda k u + (1 - \lambda) k v) \, dx \right)
\]

\[
= \frac{1}{k} \log \left( \int_{\Omega} \exp(\lambda k u) \exp((1 - \lambda) k v) \, dx \right)
\]

\[
\leq \frac{1}{k} \log \left( \left[ \int_{\Omega} \exp(\lambda k u)^{1/\lambda} \right]^{1/\lambda} \left[ \int_{\Omega} \exp((1 - \lambda) k v)^{1/(1 - \lambda)} \right]^{1 - 1/\lambda} \right)
\]

\[
= \frac{\lambda}{k} \log \left( \int_{\Omega} \exp(k u) \, dx \right) + \frac{1 - \lambda}{k} \log \left( \int_{\Omega} \exp(k v) \, dx \right)
\]

\[
= \lambda \text{LIE}_k(u) + (1 - \lambda) \text{LIE}_k(v).
\]

The estimates for \( \text{LIE}_k(u) \) follow from

\[
\mu(\Omega) \exp(k \text{ess inf}_{x \in \Omega} u(x)) \leq \int_{\Omega} \exp(k u(x)) \, dx \leq \mu(\Omega) \exp(k \text{ess sup}_{x \in \Omega} u(x))
\]

and

\[
\varepsilon \exp(k \delta) \leq \int_{\Omega} \exp(k u(x)) \, dx.
\]

\[\square\]

A related error estimate for LogIntExp applied to Hölder continuous functions can be found in [14, Lemma 3.20]. On the space \( L^\infty(\Omega) \), we have the following properties.
Lemma 4.3. The function \( \text{LIE}_k : L^\infty(\Omega) \to \mathbb{R} \) is continuously differentiable with
\[
\text{LIE}_k'(u) v = \frac{\int_\Omega \exp(k u(x)) v(x) \, dx}{\int_\Omega \exp(k u(x)) \, dx} \quad \forall v \in L^\infty(\Omega).
\]
In particular, \( \text{LIE}_k \) is Lipschitz continuous with rank 1.

Proof. Standard results on Nemytskii operators imply that \( u \mapsto \exp(k u) \) is continuously Fréchet differentiable from \( L^\infty(\Omega) \) to \( L^1(\Omega) \) with derivative \( k \exp(k u) \).

Hence, the chain rule implies the announced formula for the derivative of \( \text{LIE}_k \).

Finally, the function \( x \mapsto \exp(k u(x)) / \int_\Omega \exp(k u(x)) \, dx \) belongs to \( L^1(\Omega) \) and has norm 1. Thus, the weak mean value theorem, see [6, Proposition 3.3.1], implies the Lipschitz continuity of \( \text{LIE}_k \).

This Lipschitz continuity implies that
\[
|\text{LIE}_k(u_k) - \text{ess sup } u| \leq |\text{LIE}_k(u_k) - \text{LIE}_k(u)| + |\text{LIE}_k(u) - \text{ess sup } u|
\]
for \( u_k \to u \) in \( L^\infty(\Omega) \).

Finally, we provide an estimate specialized to our problem (7). From now on, the measure space \( \Omega \) is just the interval \([0, \tau]\) (with the one-dimensional Lebesgue measure). Recall that \( x_t(s) = x(t - s) \) for \( s \in [0, \tau] \). In particular,
\[
\text{LIE}_k(x_t) = \frac{1}{k} \log \left( \int_0^T \exp(k x_t(s)) \, ds \right) = \frac{1}{k} \log \left( \int_{t-\tau}^t \exp(k x(s)) \, ds \right).
\]

Lemma 4.4. Let \( x \in L^\infty(-\tau, T) \) be a given function. Then,
\[
\int_0^T \left| \text{ess sup } x_t - \text{LIE}_k(x_t) \right|^p \, dt \to 0
\]
for all \( p \in [1, \infty) \).

Proof. The convergence result from Lemma 4.2 implies the pointwise convergence
\[
\text{ess sup } x_t - \text{LIE}_k(x_t) \to 0
\]
for all \( t \in I \). Moreover, we have the constant bound
\[
|\text{ess sup } x_t - \text{LIE}_k(x_t)| \leq 2 \|x\|_{L^\infty(-\tau, T)} + |\log(\tau)| \leq 2 \|x\|_{L^\infty(-\tau, T)} + |\log(\tau)|,
\]

cf. Lemma 4.2. Thus, the dominated convergence theorem yields the claim.

5. Regularization.

5.1. Regularized state equation. As a regularization of (7), we use
\[
x'(t) = F(x(t), \text{LIE}_k(x_t), u(t)), \quad t \in I.
\]
(18)

Note that \( \text{LIE}_k(x_t) \) is understood component-wise. The existence of a unique solution follows directly from Theorem 3.2, due to the Lipschitz continuity of \( \text{LIE}_k \).

The convergence of the solutions of (18) towards the solution of (7) is made precise in the next result. Let us emphasize that the proof heavily relies on the affine structure of \( F \).
Lemma 5.1. Let the sequence \((u_k)\) be bounded in \(L^\infty(I;\mathbb{R}^m)\). Let \(x_k\) be the solution of
\[
x'_k(t) = F(x_k(t), \text{LIE}_k(x_{k,t}), u_k(t)), \quad t \in I,
\]
with initial data \(x_k(t) = \phi(t)\) for \(t \in [-\tau,0]\). If \(u_k \to u\) in \(L^1(I;\mathbb{R}^m)\) then \(x_k \to x\) in \(C(I;\mathbb{R}^n)\), where \(x\) is the solution of (1)–(2) to \(u\).

Proof. Let \(M > 0\) such that \(\|u_k\|_{L^\infty(I;\mathbb{R}^m)} \leq M\), which implies \(\|u\|_{L^\infty(I;\mathbb{R}^m)} \leq M\). Since \(\text{LIE}_k\) is Lipschitz continuous uniformly with respect to \(k\), the solutions \((x_k)\) are bounded in \(W^{1,\infty}(I;\mathbb{R}^n)\) by Theorem 3.2. Let \(L > 0\) denote the maximum of the Lipschitz moduli of \(F_0\) and \(F_1\).

First, we investigate the difference of the equations
\[
x'(t) - x'_k(t) = F_0(x(t), \max x_t) - F_0(x_k(t), \text{LIE}_k(x_{k,t}))
+ F_1(x(t), \max x_t)u(t) - F_1(x_k(t), \text{LIE}_k(x_{k,t}))u_k(t)
= F_0(x(t), \max x_t) - F_0(x_k(t), \text{LIE}_k(x_{k,t}))
+ F_1(x(t), \max x_t)(u(t) - u_k(t))
+ (F_1(x(t), \max x_t) - F_1(x_k(t), \text{LIE}_k(x_{k,t})))u_k(t).
\]

By Lipschitz continuity, we have
\[
\|F_0(x(t), \max x_t) - F_0(x_k(t), \text{LIE}_k(x_{k,t}))\| \\
\leq L (\|x(t) - x_k(t)\| + \max x_t - \text{LIE}_k(x_{k,t})) \\
\leq L (\|x(t) - x_k(t)\| + \max x_t - \text{LIE}_k(x_t) + |\text{LIE}_k(x_t) - \text{LIE}_k(x_{k,t})|) \\
\leq L (\|x(t) - x_k(t)\| + \max x_t - \text{LIE}_k(x_t) + \max |x_t - x_{k,t}|).
\]

Similarly, we can estimate
\[
\|F_1(x(t), \max x_t) - F_1(x_k(t), \text{LIE}_k(x_{k,t}))\|u_k(t)| \\
\leq LM (\|x(t) - x_k(t)\| + \max x_t - \text{LIE}_k(x_t) + \max |x_t - x_{k,t}|).
\]

Integrating over \(t\) and using the Lipschitz estimates above, we have
\[
|x(t) - x_k(t)| \leq L(M + 1) \int_0^t |x(s) - x_k(s)| + \max |x_s - x_{k,s}| ds \\
+ \int_0^t F_1(x(s), \max x_s)(u(s) - u_k(s)) ds \\
+ L(M + 1) \int_0^t \max x_s - \text{LIE}_k(x_s) ds
\]
for all \(t \in I\). Since \((x_k)\) is bounded in \(W^{1,\infty}(I;\mathbb{R}^n)\), there exists a subsequence (without relabeling), such that \(x_k \to \tilde{x}\) in \(C(I;\mathbb{R}^n)\). Passing to the limit in the above inequality yields
\[
|x(t) - \tilde{x}(t)| \leq L(M + 1) \int_0^t |x(s) - \tilde{x}(s)| + \max |x_s - \tilde{x}_s| ds
\]
for all \(t \in I\). The integral inequality from Lemma 2.1 implies \(x = \tilde{x}\). Thus, a standard subsequence-subsequence argument implies \(x_k \to x\) in \(C(I;\mathbb{R}^n)\) for the entire sequence \(x_k\).

\begin{corollary}
Under the assumptions of Lemma 5.1, we have the weak convergence \(x_k \to x\) in \(W^{1,1}(I;\mathbb{R}^n)\).
\end{corollary}
Theorem 3.4. The proof can be carried out using similar arguments as in the proof of Theorem 5.4.

Remark 5.3. If $F$ is supposed to be nonlinear with respect to the control, then the result of the above Lemma 5.1 is no longer true. In order to obtain convergence of the states, one has to assume strong convergence $u_k \to u$. However, in Section 5.2 below, we have to deal with weakly converging sequences of controls $(u_k)$, see, e.g., the proof of Theorem 5.5. Hence, we are restricted to the affine setting.

5.2. Regularized optimal control problem. In the following, let $(x^*, u^*)$ be a local solution of the original problem. Then there is a positive number $\delta > 0$ such that $J(x^*, u^*) \leq J(x, u)$ for all feasible controls $u$ with associated states $x$ satisfying $\|u - u^*\|_{L^2(I; \mathbb{R}^m)} \leq \delta$.

Let us consider the following regularized optimal control problem: Minimize

$$J(x, u) + \frac{1}{2} \|u - u^*\|_{L^2(I; \mathbb{R}^m)} = \int_0^T j(t, x(t), u(t)) + \frac{1}{2} |u(t) - u^*(t)|^2 \, dt$$

subject to the non-linear equation (18), the initial condition (2), the control constraints (4), and the auxiliary constraints

$$\|u - u^*\|_{L^2(I; \mathbb{R}^m)} \leq \delta.$$  (20)

Theorem 5.4. For every $k$, the regularized optimal control problem admits a global solution $(x_k, u_k)$.

Proof. The proof can be carried out using similar arguments as in the proof of Theorem 3.4.

Theorem 5.5. Let $(x_k, u_k)$ be a sequence of global solutions of the regularized optimal control problem. Then we have the convergence $x_k \to x^*$ and $u_k \to u^*$ in $C(I; \mathbb{R}^n)$ and $L^2(I; \mathbb{R}^m)$, respectively.

Proof. Let $x_k^\ast$ denote the solution of the regularized differential equation (18) to the control $u^\ast$. Then Lemma 5.1 implies $x_k^\ast \to x^\ast$ in $C(I; \mathbb{R}^n)$. The integrand $j$ is continuous with respect to $x$, which implies $J(x_k^\ast, u^\ast) \to J(x^\ast, u^\ast)$. Since $(u_k)$ is a bounded sequence in $L^2(I; \mathbb{R}^m)$, we obtain after extracting a subsequence $u_k \rightharpoonup \bar{u}$ in $L^2(I; \mathbb{R}^m)$. Then $\bar{u}$ satisfies the control constraints as well as $\|\bar{u} - u^\ast\|_{L^2(I; \mathbb{R}^m)} \leq \delta$. Using Lemma 5.1 again, we find $x_k \to \bar{x}$ in $C(I; \mathbb{R}^n)$, which solves (1) to $\bar{u}$. In addition, Lemma 2.3 yields $J(\bar{x}, \bar{u}) \leq \liminf_{n \to \infty} J(x_k, u_k)$. By global optimality, we have

$$J(x_k, u_k) + \frac{1}{2}\|u_k - u^\ast\|_{L^2(I; \mathbb{R}^m)}^2 \leq J(x_k^\ast, u^\ast).$$

Passing to the limit along the subsequence yields

$$J(\bar{x}, \bar{u}) + \frac{1}{2}\|\bar{u} - u^\ast\|_{L^2(I; \mathbb{R}^m)}^2 \leq \liminf_{n \to \infty} \left( J(x_k, u_k) + \frac{1}{2}\|u_k - u^\ast\|_{L^2(I; \mathbb{R}^m)}^2 \right)$$

$$\leq \limsup_{n \to \infty} \left( J(x_k, u_k) + \frac{1}{2}\|u_k - u^\ast\|_{L^2(I; \mathbb{R}^m)}^2 \right) \leq J(x^\ast, u^\ast),$$

which implies $(\bar{x}, \bar{u}) = (x^\ast, u^\ast)$. Hence, the above chain of inequalities are equalities, which imply the strong convergence $u_k \to u^\ast$ in $L^2(I; \mathbb{R}^m)$. Since the limit is independent of the chosen subsequence, we obtain convergence of the whole sequence.
Let \((x_k, u_k)\) be locally optimal for the regularized problem. For abbreviation, let us define
\[
F^k(t) := F(x_k(t), \text{LIE}_k(x_k, t), u_k(t)).
\]
Similarly, we define \(F_x^k(t)\), \(j_x^k\), and \(F_y^k(t)\) to be the derivatives of \(F\) and \(j\) with respect to the first and second argument, respectively.

**Theorem 5.6.** Let \((x_k, u_k)\) be locally optimal for the regularized problem such that \(\|u_k - u^*\|_{L^2(I)} < \delta\). Then there exists \(\lambda_k \in W^{1,\infty}(I; \mathbb{R}^n)\) with \(\lambda_k(T) = 0\) and
\[
\lambda_k(s)^T + \lambda_k(s)^T F_x^k(s) + \int_s^{\min(s+\tau, T)} \lambda_k(t)^T F_y^k(t) \text{diag} \left( \frac{\exp(k x_k(s))}{\int_{t-\tau}^t \exp(k x_k(s)) \, ds} \right) \, dt
= j_x^k(s)
\]
then there exists an adjoint state \(\lambda\) satisfying the control constraint (4).

Moreover, the maximum principle in integrated form holds
\[
\int_0^T \lambda_k(t)^T F(x_k(t), \text{LIE}_k(x_k, t), u_k(t)) - j(t, x_k(t), u_k(t)) - (u_k(t) - u^*(t))^T u_k(t) \, dt
\geq \int_0^T \lambda_k(t)^T F(x_k(t), \text{LIE}_k(x_k, t), u(t)) - j(t, x_k(t), u(t)) - (u_k(t) - u^*(t))^T u(t) \, dt
\]
for all \(u\) satisfying the control constraint (4).

**Proof.** Due to the assumptions, the control \(u_k\) is a local solution of an optimal control problem without the constraint (20). We are going to apply [4, Theorem 1]. Note that the regular point condition therein is only required in the case of a free end time or terminal constraints, both of which are absent in our problem, see also the discussion in Remark 5.7. Due to the standing Assumption 2.2, the requirements on the problem are fulfilled. Hence, there exist multipliers \(\lambda_0\) and \(\lambda\) satisfying a system that constitutes the optimality conditions of the regularized problem. We will develop this system in the course of the proof using the notation of [4].

Since the control problem does not include constraints on \(x(T)\), we can define \(\lambda_0 = -1\). By the theorem mentioned above, there exists an adjoint state \(\lambda : I \to \mathbb{R}^n\) of bounded variation, such that
\[
\lambda(s)^T + \int_s^T \lambda_0 \eta_0(t, s) + \lambda(t)^T \eta(t, s) \, dt = \lambda^T(T) = 0 \quad \forall s \in [0, T).
\]
Here, the matrix-valued quantities \(\eta(s, t)\) and \(\eta_0(s, t)\) are defined by the equations\(^1\)
\[
F_x^k(t)\xi(t) + F_y^k(t)\text{LIE}_k(x_k, t)\xi(t) = \int_{t-\tau}^t \xi(s) \, ds \quad \forall \xi \in C(I_\tau; \mathbb{R}^n), t \in I,
\]

\(^1\)The \(i\)-th component of the integral on the right-hand side is defined as \(\sum_{j=1}^n \int_{t-\tau}^t \xi_j(s) \, d\eta_{i,j}(t, s)\).
where the latter integral denotes the Lebesgue-Stieltjes integral with respect to the integration variable \( s \), and

\[
j^k_x(t) \xi(t) = \int_{-\tau}^{t} ds \eta_0(t, s) \xi(s) \quad \forall \xi \in C(I_{x}; \mathbb{R}), \ t \in I.
\]

In order to investigate the adjoint equation, we have to calculate an explicit expression of \( \eta \). First, it is not difficult to check, see also [4, Section 4], that it holds

\[
F^k_x(t) \xi(t) = \int_{-\tau}^{t} ds \eta_1(t, s) \xi(s) \quad \forall \xi \in C(I_{x}; \mathbb{R}^n), \ t \in I
\]

for \( \eta_1 \) defined by

\[
\eta_1(t, s) = -\chi_{[-\tau, t)}(s) \cdot F_x^k(t),
\]

which directly implies

\[
\int_s^T \lambda(t)^T \eta_1(t, s) dt = - \int_s^T \lambda(t)^T F_x^k(t) dt. \tag{24}
\]

Analogously, we get for \( \eta_0(t, s) = -\chi_{[-\tau, t)}(s) \cdot j_x^k(t) \)

\[
\int_s^T \lambda_0 \eta_0(t, s) dt = - \int_s^T \eta_0(t, s) dt = \int_s^T j_x^k(t) dt. \tag{25}
\]

Second, we find by elementary calculations

\[
F_y^k(t) \text{LIE}_k(x_k, t) \xi_t = F_y^k(t) \int_{t, -\tau}^t \exp(k(x_k(s)) \odot \xi(s)) ds = \int_{t, -\tau}^t \exp(k(x_k(s))) ds \tag{26}
\]

\[
= F_y^k(t) \int_{t, -\tau}^t \chi_{(t, -\tau)}(s) \text{diag} \left( \frac{\exp(k(x_k(s)))}{\int_{t, -\tau}^t \exp(k(x_k(s))) ds} \right) \xi(s) ds.
\]

With the choice

\[
\eta_2(t, s) := -F_y^k(t) \int_s^t \chi_{(t, -\tau)}(s') \text{diag} \left( \frac{\exp(k(x_k(s')))}{\int_{t, -\tau}^t \exp(k(x_k(s))) ds} \right) ds'
\]

we get the identity

\[
F_y^k(t) \text{LIE}_k(x_k, t) \xi_t = \int_{-\tau}^t ds \eta_2(t, s) \xi(s).
\]

In addition, we find

\[
\int_s^T \lambda(t)^T \eta_2(t, s) dt
\]

\[
= - \int_s^T \lambda(t)^T F_y^k(t) \int_s^t \chi_{(t, -\tau)}(s') \text{diag} \left( \frac{\exp(k(x_k(s')))}{\int_{t, -\tau}^t \exp(k(x_k(s))) ds} \right) ds' dt \tag{26}
\]

\[
= - \int_s^T \int_{s'}^{\min(s' + \tau, T)} \lambda(t)^T F_y^k(t) \text{diag} \left( \frac{\exp(k(x_k(s')))}{\int_{t, -\tau}^t \exp(k(x_k(s))) ds} \right) dt ds'.
\]
Using $\eta := \eta_1 + \eta_2$, (24)–(26) in the adjoint equation (23) yields

$$
\lambda(s)^T - \int_s^T \lambda(t)^T F_x^k(t) dt + \int_s^T j_x^k(t) dt
- \int_s^T \int_{s'}^{\min(s+\tau,T)} \lambda(t)^T F_y^k(t) \text{diag} \left( \frac{\exp(k x_k(s'))}{\int_{t-\tau}^t \exp(k x_k(s)) ds} \right) dt ds' = 0.
$$

Since $\lambda$ is of bounded variation, the integrands are bounded functions, which implies that $\lambda \in W^{1,\infty}(I; \mathbb{R}^n)$. In addition, the differential equation

$$
\lambda'(s) + \lambda(s)^T F_x^k(s) + \int_s^{\min(s+\tau,T)} \lambda(t)^T F_y^k(t) \text{diag} \left( \frac{\exp(k x_k(s))}{\int_{t-\tau}^t \exp(k x_k(s)) ds} \right) dt = j_x^k(s)
$$

is satisfied for almost all $s \in I$ with the terminal value $\lambda(T) = 0$. In addition, the result of [4] includes the maximum principle

$$
\int_0^T \lambda_k(t)^T F(x_k(t), \text{LIE}_k(x_{k,t}), u_k(t)) - j(t, x_k(t), u_k(t)) - \frac{1}{2} |u_k(t) - u^*(t)|^2 dt \geq
$$

$$
\int_0^T \lambda_k(t)^T F(x_k(t), \text{LIE}_k(x_{k,t}), u(t)) - j(t, x_k(t), u(t)) - \frac{1}{2} |u(t) - u^*(t)|^2 dt
$$

for admissible $u$. Hence, $u_k$ is the global minimum of the function

$$
g(u) := \int_0^T -\lambda_k(t)^T F(x_k(t), \text{LIE}_k(x_{k,t}), u(t)) + j(t, x_k(t), u(t)) dt + \frac{1}{2} \|u(t) - u^*(t)\|^2_{L^2(I; \mathbb{R}^m)}.
$$

As the mapping $u \mapsto \int_0^T -\lambda_k^T F(x_k, \text{LIE}_k(x_{k,t}), u) + j(t, x_k, u) dt$ is convex, the function $g$ is the sum of a convex function and the differentiable function $u \mapsto \frac{1}{2} \|u(t) - u^*(t)\|^2_{L^2(I; \mathbb{R}^m)}$. The necessary condition for $u_k$ to be a minimum of $g$ is given by (22), see, e.g., [12, Prop. II.2.2].

**Remark 5.7.** Let us give some further comments concerning the regular point condition which is utilized in [4, Theorem 1], see also [3, Theorem 4]. This condition means that $t = T$ is a Lebesgue point of the functions

$$
t \mapsto j(t, x_k(t), u_k(t)) + \frac{1}{2} |u_k(t) - u^*(t)|^2, \\
t \mapsto F(x_k(t), \text{LIE}_k(x_{k,t}), u_k(t)).
$$

By tracing the arguments in the proof, one can check that this condition is used only to derive a transversality condition in case of a free end time or terminal constraints.

Alternatively, one could discuss a modified problem over a prolonged time horizon in which both the objective and the right-hand side of the state equation are extended by $0$. This means that for some $T > 0$, we consider a problem over $[0, T + \tilde{T}]$, for which the integrand in the objective is given by

$$
t \mapsto \begin{cases} j(t, x(t), u(t)) + \frac{1}{2} |u(t) - u^*(t)|^2 & \text{if } t \in I \\
0 & \text{else} \end{cases}
$$
Lemma 5.9. The sequence of functions

\[ t \mapsto \begin{cases} F(x(t), \text{LIE}_k(x_t), u(t)) & \text{if } t \in I \\ 0 & \text{else} \end{cases} \]

in the state equation. It is clear that this modified problem possesses a solution which is a constant extension of \((x_k, u_k)\) and, therefore, the Lebesgue point property holds.

Testing the adjoint equation (21) with a test function \(v \in L^\infty(I'; \mathbb{R}^n)\) with \(v(t) = 0\) for \(t \in (-\tau, 0)\) and undoing the interchanging of integration order in the previous proof, we arrive at the following weak formulation of the adjoint equation,

\[ \int_0^T \lambda_k'(t)T_v(t) + \lambda_k(t)TF^k_x(t)v(t) + \lambda_k(t)TF^k_y(t) \frac{\int_{t-\tau}^t \exp(kx(s)) \cdot v(s) \, ds}{\int_{t-\tau}^{t'} \exp(kx(s)) \, ds} \, dt \]

which is more suitable for studying the limit \(k \to \infty\).

Theorem 5.8. The sequence \((\lambda_k)\) is bounded in \(L^\infty(I; \mathbb{R}^n)\) and \(W^{1,1}(I; \mathbb{R}^n)\).

Proof. Since \((x_t)\) and \((u_k)\) are bounded in \(C(I; \mathbb{R}^n)\) and \(L^\infty(I; \mathbb{R}^m)\), respectively, we find that \((F^k_x)\), \((F^k_y)\), and \((j^k_x)\) are bounded in \(L^\infty(I; \mathbb{R}^{n \times n})\) and \(L^\infty(I; \mathbb{R}^n)\), respectively. Let \(t' \in I\). Setting \(v(s) = \chi_{(t',T)}(s)\frac{\lambda_k(s)}{|\lambda_k(s)|}\) in (27), we obtain

\[ |\lambda_k(t')| \]

\[ \leq C \int_{t'}^T |\lambda_k(t)| + |\lambda_k(t)| \cdot \left| \frac{\int_{\text{max}(t-t',t')}^t \exp(kx(s)) \cdot \lambda_k(s) \cdot |\lambda_k(s)|^{-1} \, ds}{\int_{t-\tau}^{t'} \exp(kx(s)) \, ds} \right| + 1 \, dt \]

\[ \leq C \int_{t'}^T |\lambda_k(t)| + 1 \, dt \]

with some constant \(C\) independent of \(k\). By Gronwall’s inequality in integral form, we find that \((\lambda_k)\) is bounded in \(L^\infty(I; \mathbb{R}^n)\).

Now let \(v \in L^\infty(I; \mathbb{R}^n)\) be arbitrary. Then we get from (27) the estimate

\[ \int_0^T \lambda_k'(t)T_v(t) \, dt \leq C \int_0^T |\lambda_k(t)| \cdot |v(t)| + (|\lambda_k(t)|) + 1 \cdot \|v\|_{L^\infty(I; \mathbb{R}^n)} \, dt \]

\[ \leq C(\|\lambda_k\|_{L^\infty(I; \mathbb{R}^n)} + 1)\|v\|_{L^\infty(I; \mathbb{R}^n)} \]

with some constant \(C > 0\) independent of \(k\). By choosing \(v = \text{sign}(\lambda_k')\), we obtain the desired boundedness of \((\lambda_k')\) in \(L^1(I; \mathbb{R}^n)\).

Lemma 5.9. The sequence of functions \((t, s) \mapsto \text{LIE}_k'(x_{k,t})(s)\) is uniformly bounded in \(L^\infty(I; L^1(I'; \mathbb{R}^n))^n\), where we used the notation

\[ \text{LIE}_k'(x_{k,t})(s) = \frac{\chi_{(t-\tau,t)}(s) \exp(kx(s))}{\int_{t-\tau}^{t'} \exp(kx(s)) \, ds} \]

Proof. Obviously, this function is non-negative. Let \(t \in I\) be given. Then it holds

\[ \|\text{LIE}_k'(x_{k,t})\|_{L^1(I'; \mathbb{R}^n)} = \int_{t-\tau}^T \text{LIE}_k'(x_{k,t})(s) \, ds = \int_{t-\tau}^T \chi_{(t-\tau,t)}(s) \exp(kx(s)) \, ds = e. \]

Here, the \(e\) is the vector in \(\mathbb{R}^n\) with all entries equal to 1. \(\square\)
6. **Passing to the limit in the optimality system.** Again, let \((x^∗, u^*)\) be a local solution of the original problem. Let \((x_k, u_k)\) be a sequence of global solutions of the regularized optimal control problem (20). By Theorem 5.5, we have the convergence \(x_k \to x^*\) and \(u_k \to u^*\) in \(C(I; \mathbb{R}^n)\) and \(L^2(I; \mathbb{R}^m)\), respectively. Then Theorem 5.6 gives a first-order necessary optimality condition.

In this section, we are going to pass to the limit \(k \to \infty\) in the optimality system provided by Theorem 5.6. The main work is to understand the behaviour of the expression \(\text{LIE}_k(x_{k,t})(s)\) which appears in the adjoint equation (27). We define \(\mu_k \in L^\infty(I; L^1(I))\) via

\[
\mu_k(t, s) := \text{LIE}_k(x_{k,t})(s),
\]

cf. Lemma 5.9. We have seen in Lemma 5.9 that \(\mu_k\) is bounded in the space \(L^\infty(I; L^1(I))^n\). Since this space is neither a dual space nor a reflexive space, we cannot extract a subsequence which is weak(∗)ly convergent in this space. Therefore, we embed this space into a suitable dual space, see Section 6.1. Finally, Section 6.2 contains the necessary optimality system.

6.1. **The dual space of \(L^1(I; C(I_\tau))\).** It is well known that \(L^1(I_\tau)\) is not a dual space. Therefore, \(L^\infty(I; L^1(I_\tau))\) cannot be a dual space as well. A typical remedy is to embed \(L^1(I_\tau)\) into \(\mathcal{M}(I_\tau)\), where \(\mathcal{M}(I_\tau)\) is the space of regular signed Borel measures on \(I_\tau\) equipped with the total variation norm, since this is the dual space of \(C(I_\tau)\), see [18, Theorem 6.19]. We will see below, that the dual space of \(L^1(I; C(I_\tau))\) will be useful in our situation. For \(1 \leq p < \infty\) and \(p^{-1} + q^{-1} = 1\), the dual space of \(L^p(I; X)\) is \(L^q(I; X^*)\) if and only if \(X^*\) possesses the Radon-Nikodym property (RNP), see [10, Theorem IV.1]. However, \(\mathcal{M}(I_\tau)\) does not have the RNP, see [10, Section VII.7]. Therefore, \(L^1(I; C(I_\tau))^* \neq L^\infty(I; \mathcal{M}(I_\tau))\). In order to characterize the dual space, we have to introduce a space of weak-∗ measurable functions. We follow the presentation in [15, Section 10.1].

**Definition 6.1.** A function \(\nu : I \to \mathcal{M}(I_\tau)\) is said to be weak-∗ measurable if the function

\[
t \mapsto \langle \nu(t), z \rangle
\]

is measurable for all \(z \in C(I_\tau)\). If \(\nu_1, \nu_2\) are weak-∗ measurable, we define the equivalence relation \(\sim\) via

\[
\nu_1 \sim \nu_2 \iff \langle \nu_1(t) - \nu_2(t), z \rangle = 0 \text{ f.a.a. } t \in I \text{ for all } z \in C(I_\tau).
\]

By this definition, the null set may depend on \(z\). However, since \(C(I_\tau)\) is separable, the null set can be chosen independently of \(z \in C(I_\tau)\). Finally, the space \(L^\infty_w(I; \mathcal{M}(I_\tau))\) consists of all equivalence classes \([\nu]\) of weak-∗ measurable functions \(\nu : I \to \mathcal{M}(I_\tau)\)

\[
\|\nu(t), z\|_{C(I_\tau)} \leq c \|z\|_{C(I_\tau)} \quad \text{f.a.a. } t \in I \text{ for all } z \in C(I_\tau).
\]

for some \(c \geq 0\). Again, the null set can be chosen independently of \(z \in C(I_\tau)\). The infimum of all these constants \(c \geq 0\) is denoted by \(\|\nu\|_{L^\infty_w(0,T; \mathcal{M}(I_\tau))}\). This is a norm on \(L^\infty_w(0,T; \mathcal{M}(I_\tau))\).

Note that a Bochner-measurable function from \(I\) to \(L^1(I_\tau)\) is also weak-∗ measurable as a function from \(I\) to \(\mathcal{M}(I_\tau)\).
Theorem 6.2. The dual space of $L^1(0,T;C(I_\tau))$ is isometrically isomorphic to the space $L_\omega^\infty(I;M(I_\tau))$ via the duality pairing
\[ \langle \nu, z \rangle := \int_0^T \langle \nu(t), z(t) \rangle \, dt \]
for all $\nu \in L_\omega^\infty(I;M(I_\tau))$ and $z \in L^1(I;C(I_\tau))$.

This result can be found in [15, Theorem 10.1.16], see also [11, Theorem 8.18.2]. We also note that the measurability of $t \mapsto \langle \nu(t), z(t) \rangle$ (which is essential for the definition of the above duality pairing) is proven in the first part of the proof of [11, Theorem 8.18.2].

In the sequel, it will be useful to define a function $f \otimes y \in L^1(I;C(I_\tau))$ for $f \in L^1(I)$ and $y \in C(I_\tau)$ via
\[ (f \otimes y)(t, s) := f(t) y(s) \]
for all $t \in I$ and $s \in I_\tau$. In addition, we need the following notation for the component-wise application of $\mu \in M(I_\tau)^n$ to $v \in C(I_\tau)^n$:
\[ \langle \mu \otimes v \rangle := (\langle \mu_i, v_i \rangle)_{i=1,\ldots,n}. \] (29)
An analogue notation is used for $\mu \in L_\omega^\infty(I;M(I_\tau))^n$ and $v \in L^1(I;C(I_\tau))^n$.

Now we are faced with the following situation: $\mu_k$ is a bounded sequence in the space $L_\omega^\infty(I;L^1(I_\tau))^n$ (Lemma 5.9) and this space is isometrically embedded into the dual space $L_\omega^\infty(I;M(I_\tau))^n = (L^1(I;C(I_\tau))^n)^*$. This leads to the following result.

Lemma 6.3. We can extract a subsequence of $(\mu_k)$ (without relabeling) such that
\[ \mu_k \rightharpoonup^* \mu \quad \text{in} \quad (L^1(I;C(I_\tau))^n)^* = L_\omega^\infty(I;M(I_\tau))^n. \]
The limit $\mu$ satisfies
\[ \mu(t) \in \partial \max_{x_1} x_1 \]
for a.a. $t \in I$. Here, $\partial \max_{x_1}$ is the (coefficientwise) (convex) subdifferential of the function $C(I_\tau)^n \ni x \mapsto \max x_1$ at the optimal state $x$.

Proof. The first claim follows from the Banach-Alaoglu-Bourbaki theorem.

The definition (28) of $\mu_k$ implies
\[ \mu_k(t, \cdot) \in \partial \text{LIE}_k(x_{k,t}). \]
Here, $\partial \text{LIE}_k(x_{k,t})$ is the coefficientwise convex subdifferential of $C(I_\tau)^n \ni x_k \mapsto \text{LIE}_k(x_{k,t})$ at $x_k$. Thus, for arbitrary $\varphi \in L^\infty(I)$, $\varphi \geq 0$ and $z \in C(I_\tau)^n$, we have
\[ \text{LIE}_k(z_1) \geq \text{LIE}_k(x_{k,t}) + \int_{-\tau}^t \mu_k(t, s) \otimes z(s) \, ds, \]
thus,
\[ \int_0^T \varphi(t) \text{LIE}_k(z_1) \, dt \geq \int_0^T \varphi(t) \text{LIE}_k(x_{k,t}) \, dt + \int_0^T \int_{-\tau}^t \varphi(t) \mu_k(t, s) \otimes z(s) \, ds \, dt \]
\[ \geq \int_0^T \varphi(t) \text{LIE}_k(x_{k,t}) \, dt + \langle \mu_k \otimes (\varphi \otimes z) \rangle. \]
By using Lemma 4.4 and the Lipschitz continuity of LIE, we can pass to the limit \( k \to \infty \). This yields
\[
\int_0^T \varphi(t) \max z_t \, dt \geq \int_0^T \varphi(t) \max x^*_t \, dt + \langle \mu \odot (\varphi \otimes z) \rangle \\
= \int_0^T \varphi(t) \max x^*_t \, dt + \int_0^T \varphi(t) \langle \mu(t) \odot z \rangle \, dt.
\]
Since \( \varphi \geq 0 \) is arbitrary, this yields
\[
\max z_t \geq \max x^*_t + \langle \mu(t) \odot z \rangle
\]
for a.a. \( t \in I \). Note that the null set may depend on \( z \in C(I_T)^n \). By using the separability of \( C(I_T)^n \), we can show that the null set can be chosen independently of \( z \). Thus,
\[
\max z_t \geq \max x^*_t + \langle \mu(t) \odot z \rangle \quad \forall z \in C(I_T)^n
\]
holds for a.a. \( t \in I \). This shows the claim.

The standard characterization of the subdifferential of the maximum function yields the following properties of \( \mu \).

**Corollary 6.4.** The limit \( \mu \) from Lemma 6.3 satisfies \( \mu \geq 0 \),
\[
\|\mu(t)\|_{\mathcal{M}(I_T)} = 1, \quad \forall i = 1, \ldots, n,
\]
and
\[
\operatorname{supp}(\mu(t)_i) \subset \arg \max_{s \in [t-\tau, t]} x_i(s), \quad i = 1, \ldots, n
\]
for almost all \( t \in I \).

Here, \( \operatorname{supp} \) denotes the support of a measure. Thus, \( \mu(t)_i \) is a probability measure supported at the maximizers of \( x \) on the interval \([t-\tau, t]\).

**6.2. Necessary optimality conditions.** For abbreviation, let us define
\[
F^*(t) := F(x^*(t), \max x^*_t, u^*(t)).
\]
Similarly, we define \( F^*_x(t), F^*_y(t), j^*_x \) to denote the derivatives of \( F \) and \( j \) with respect to the first and second argument, respectively, evaluated along the optimal state and control.

**Theorem 6.5.** Let \((x^*, u^*)\) be a local solution of the original problem. Then there are \( \lambda \in BV(I; \mathbb{R}^n) \) and \( \mu \in L^\infty_{\text{loc}}(I; \mathcal{M}(I_T))^n \) such that the following optimality system is satisfied:

1. *(Adjoint equation)* For all \( v \in C(I_T; \mathbb{R}^n) \) with \( v(s) = 0 \) for all \( s \in [-\tau, 0] \) it holds
   \[
   \int_0^T \lambda(t)^T v(t) + \int_0^T \lambda(t)^T F^*_x(t)v(t) + \lambda(t)^T F^*_y(t)\langle \mu(t) \odot v \rangle \, dt = \int_0^T j^*_x(t)v(t) \, dt. \tag{30}
   \]
   Here, \( \langle \mu(t) \odot v \rangle \) denotes the vector with entries \( \langle \mu_i(t), v_i \rangle \), see (29).

2. *(Maximum principle)* The inequality
   \[
   \int_0^T \lambda(t)^T F(x^*(t), \max x^*_t, u^*(t)) - j(t, x^*(t), u^*(t)) \, dt \geq \int_0^T \lambda(t)^T F(x^*(t), \max x^*_t, u(t)) - j(t, x^*(t), u(t)) \, dt \tag{31}
   \]
   holds.
holds for all feasible controls $u$.

3. (Subdifferential condition) The measure-valued function $\mu$ satisfies

\[ \mu(t) \in \partial \max x^*_t \]

for almost all $t \in I$.

Proof. Let $(x_k, u_k)$ be a sequence of global solutions of the regularized optimal control problem as considered in Section 5.2. Then $x_k \to x^*$ in $C(I; \mathbb{R}^n)$ and $u_k \to u^* \in L^2(I; \mathbb{R}^m)$. For sufficiently large $k$ the requirements of Theorem 5.6 are satisfied. Hence, there is a sequence $(\lambda_k)$ in $W^{1,\infty}(I; \mathbb{R}^n)$ such that (21)–(22) is satisfied. In addition, the weak formulation of the adjoint equation (27) holds. By Theorem 5.8, the sequence $(\lambda_k)$ is bounded in $W^{1,1}(I; \mathbb{R}^n)$. We recall the definition of $\mu_k$ from (28),

\[ \mu_k(t, s) = \text{LIE}_k(x_k, t)(s), s \in I, t \in I. \]

Then by Lemma 5.9, the sequence $(\mu_k)$ is bounded in $L^\infty(I; L^1(I_r))^n$. Using the compact embedding $W^{1,1}(I; \mathbb{R}^n) \hookrightarrow L^p(I; \mathbb{R}^n)$, $p < \infty$, the Banach-Alaoglu theorem in $\mathcal{M}(I; \mathbb{R}^n) = C(I; \mathbb{R}^n)^*$, and Lemma 6.3, there is (after extracting subsequences if necessary) $\lambda \in BV(I; \mathbb{R}^n)$ and $\mu$ such that

\[
\lambda_k \to \lambda \quad \text{in} \quad L^p(I; \mathbb{R}^n) \quad \forall \ p < \infty, \tag{32}
\]

\[
\lambda'_k \rightharpoonup \lambda' \quad \text{in} \quad \mathcal{M}(I; \mathbb{R}^n) = C(I; \mathbb{R}^n)^*, \tag{33}
\]

\[
\mu_k \rightharpoonup \mu \quad \text{in} \quad L^1(I; C(I_r)) = L^\infty_w(I; \mathcal{M}(I_r)). \tag{34}
\]

Passing to the limit in the maximum principle (22) to get (31) is straightforward. In the weak formulation of the adjoint equation (27), let us argue the convergence of the third term. To this end, let $v \in C(I_r; \mathbb{R}^n)$ be given with $v(s) = 0$ for all $s \in [-\tau, 0]$. Due to the definition of $\mu_k$, we have

\[
\int_0^T \lambda_k(t)^T F^k_y(t) \left( \int_{-\tau}^t \exp(k x_k(s)) \odot v(s) \, ds \right) \, dt = \int_0^T \lambda_k(t)^T F^k_y(t)(\mu_k(t) \odot v) \, dt.
\]

By the convergence properties above, we have that the functions $t \mapsto \langle \mu_k(t) \odot v \rangle$ converge weak-* in $L^\infty(I; \mathbb{R}^n)$ to $t \mapsto \langle \mu(t) \odot v \rangle$. This allows the passage to the limit in the adjoint equation to obtain (30). The subdifferential condition is a consequence of Lemma 6.3. \qed

Remark 6.6. It is well known that in the limiting process to obtain the optimality system of the original system certain information is lost. When inspecting the system provided by Theorem 6.5, the only place with possible ambiguity is the inclusion $\mu(t) \in \partial \max x^*_t$ for such $t$ where the maximum of $x^*_t$ is attained at more than one place. Pretending that the map $u \mapsto x$ is directional differentiable and following the arguments in [7] one obtains the condition

\[ [F^*_{y}(t)^T \lambda(t)]_i \leq 0 \]

for all $i$ and $t$ such that the maximum of $x_{i,t}$ is not unique. This condition is not included in the result of Theorem 6.5. A rigorous derivation of such a condition is beyond the scope of this paper and is subject of future work.
6.3. Continuity properties of the adjoint. In this subsection, we analyze the continuity of the adjoint state $\lambda$. Our first result gives an expression for the difference between limits from the left and right. Recall that $\lambda$ has bounded variation and this ensures the existence of these one-sided limits.

**Theorem 6.7.** Let $s_0 \in (0,T)$ be given. Then it holds

$$\lambda_i(s_0^+) - \lambda_i(s_0^-) = \int_0^T \lambda(t)^T F_y^*(t)e_i \cdot \mu_i(t)\{(s_0)\} \, dt, \quad i = 1, \ldots, n,$$

where $\lambda_i(s_0^+)$ and $\lambda_i(s_0^-)$ denote the limits from the right and from the left of $\lambda_i$ at $s_0$, respectively, and where $e_i$ is the $i$-th unit vector.

**Proof.** Let $(s_1^j), (s_2^j), (\epsilon_j)$ be sequences such that $s_1^j, s_2^j \in I$ for all $j$, $s_1^j \nearrow s_0$, $s_2^j \searrow s_0$, and $\epsilon_j \searrow 0$. Let $(v_j)$ be the sequence of piecewise linear functions in $C(I)$ defined by $\text{supp } v_j = [s_1^j - \epsilon_j, s_2^j]$ and $v_j(s_1^j) = v_j(s_2^j) = 1$ for all $j$, and with kinks in $s_1^j - \epsilon_j, s_1^j, s_2^j$ and $s_2^j + \epsilon_j$. Testing (30) with $v_j \cdot e_i$, yields

$$\int_0^T \lambda_i(t)v_j(t) = \int_0^T (j^*_x(t) - \lambda(t)^T F_x^*(t))e_i \cdot v_j(t) \, dt - \int_0^T \lambda(t)^T F_y^*(t)(\mu(t) \circ e_i) v_j(t) \, dt.$$

Here, the second integral vanishes for $j \to \infty$. For the left-hand side we have

$$\int_0^T \lambda_i(t)v_j(t) = -\int_0^T \lambda_i(t)v_j(t) \, dt = -\frac{1}{\epsilon_j} \int_{s_1^j - \epsilon_j}^{s_1^j} \lambda_i(t) \, dt + \frac{1}{\epsilon_j} \int_{s_2^j + \epsilon_j}^{s_2^j + \epsilon_j} \lambda_i(t) \, dt$$

$$\xrightarrow{j \to \infty} \lambda_i(s_0^+) - \lambda_i(s_0^-).$$

It remains to prove convergence for the third integral. We will use the dominated convergence theorem. First, we have the integrable bound

$$|\lambda(t)^T F_y^*(t)(\mu(t) \circ e_i) v_j| \leq C \|\mu(t)\|_{M(I)}$$

since $\lambda$ and $F_y^*$ are bounded, and $\|v_j\|_{C(I)} \leq 1$. In addition,

$$\mu_i(t)\{(s_0)\} \leq (\mu_i(t), v_j) \leq \mu_i(t)\{[s_1^j - \epsilon, s_2^j + \epsilon]\}$$

by the non-negativity of $\mu(t)$ and $\chi\{s_0\} \leq v_j \leq \chi_{[s_1^j - \epsilon, s_2^j + \epsilon]}$. This proves the pointwise convergence $(\mu_i(t), v_j) \to \mu_i(t)\{(s_0)\}$. The dominated convergence theorem yields

$$\lim_{j \to \infty} \int_0^T \lambda(t)^T F_y^*(t)(\mu(t) \circ e_i) v_j(t) \, dt = \int_0^T \lambda(t)^T F_y^*(t)e_i \mu_i(t)\{(s_0)\} \, dt,$$

and the claim is proven.

This shows that $\lambda_i$ can be discontinuous only for those $s_0$, for which $\mu_i(t)\{(s_0)\}$ is non-zero on a set of positive measure. Due to the subdifferential condition in Theorem 6.5, this is equivalent to the statement that $\max x^*_i(t) = x^*_i(s_0)$ for $t$ in a set of positive measure.

**Corollary 6.8.** Let $i \in \{1, \ldots, n\}$.

1. Let $s_0 \in (0,T)$ be such that $s_0 \notin \text{argmax } x^*_i\{t\}$ for almost all $t \in I$. Then $\lambda_i$ is continuous in $s_0$.

2. Let $s_0 \in (0,T)$ be not a local maximum of $x^*_i$. Then $\lambda_i$ is continuous in $s_0$. 
3. Let \( s_0 \in I \) be a strict local maximum of \( x^*_i \). Assume that there exists a closed interval \([s_1, s_2] \subset [s_0, s_0 + \tau]\) such that \( s_0 \) is the unique maximum of \( x^*_i, t \) for all \( t \in [s_1, s_2] \), and \( \max x^*_i, t > x^*_i(s_0) \) for all \( t \in [s_0, s_0 + \tau] \setminus [s_1, s_2] \), then it holds
\[
\lambda_i(s_0 -) - \lambda_i(s_0+) = -\int_{s_1}^{s_2} \lambda(t) T F_y^*(t)e_i dt.
\]

Proof. The proof relies on the inclusion \( \text{supp}(\mu(t)_i) \subset \arg \max_{s \in [t-\tau, t]} x_i(s), i = 1, \ldots, n \), provided by Corollary 6.4.

1. By assumption, the support of \( \mu_i(t) \) does not contain \( s_0 \) for almost all \( t \in I \). Hence, it holds \( \mu_i(t)(\{s_0\}) = 0 \) for almost all \( t \in I \), and we obtain the continuity of \( \lambda_i \) at \( s_0 \) by Theorem 6.7.

2. Due to the assumption, there exists a sequence \((t^j)_j \subset I \) with \( t^j \to s_0 \) and \( x^*_i(t^j) > x^*_i(s_0) \). Suppose that there is a subsequence such that (without relabelling) \( t^j > s_0 \) for all \( j \in \mathbb{N} \). Then it follows \( x_i > x(s_0) \) and \( \mu_i(t)(\{s_0\}) = 0 \) for all \( t > s_0 \), which implies \( \mu(t)(\{s_0\}) = 0 \) for all \( t \neq s_0 \).

If there is a subsequence such that (without relabelling) \( t^j < s_0 \) for all \( j \in \mathbb{N} \), then \( \mu_i(t)(\{s_0\}) = 0 \) for all \( t < s_0 + \tau \), which implies \( \mu(t)(\{s_0\}) = 0 \) for all \( t \neq s_0 + \tau \). Hence, the claim follows from Theorem 6.7.

3. Due to the assumptions, it holds \( \mu_i(t) = \delta_{s_0} \) for all \( t \in [s_1, s_2] \). In addition, \( \mu_i(t)(\{s_0\}) = 0 \) for all \( t \not\in [s_1, s_2] \). The claim now follows from Theorem 6.7.

\( \square \)

7. Numerical experiment. In this final section, we present some numerical results for the regularized optimal control problems
\[
\begin{align*}
\min & \quad \frac{\alpha}{2} \|x - x_d\|_{L^2(I)}^2 + \frac{\beta}{2} \|u\|_{L^2(I)}^2 \\
\text{s.t.} & \quad \dot{x}(t) = x(t) - 2 \text{LIE}_k(x_i) + u(t), \quad t \in I, \\
& \quad x|_{[t-\tau, 0]} = 0, \\
& \quad -5 \leq u(t) \leq 5, \quad t \in I.
\end{align*}
\]

In particular, we use the parameters
\[
\alpha = 100, \quad \beta = 0.1, \quad T = 3, \quad \tau = 0.2.
\]

The desired state is given by
\[
x_d(t) := \begin{cases} 
\frac{1}{2} - |t - \frac{1}{2}| & 0 \leq t \leq 1, \\
0 & 1 < t < 2, \\
|t - \frac{5}{2}| - \frac{1}{2} & 2 \leq t \leq 3 = T.
\end{cases}
\]

For this problem, the maximum principle (31) is equivalent to the equation \( \lambda - \beta u^* = 0 \).

State and adjoint equation were solved with the explicit Euler method with uniform step-size \( \Delta t \). In order to compute the LIE-operator applied to the discretized state \( x^h \), we employed the following strategy. Let \( N \) such that \( \tau = N \cdot \Delta t \). First, the time-discretization leads to a quadrature rule to approximate the integrals
\[
\text{LIE}_k(x^h_i) = \frac{1}{k} \log \left( \int_0^\tau \exp(k x^h_i(s)) \, ds \right) \approx \frac{1}{k} \log \left( \Delta t \sum_{i=0}^{N-1} \exp(k x^h(t_{j-i})) \right).
\]
In order to avoid floating point overflow, we used the shifted version of LogSumExp. Let us denote \( x^h_{j,\text{max}} := \max_{i \in \{0, \ldots, N-1\}} x^h(t_{j-i}) \). Then it holds

\[
\frac{1}{k} \log \left( \Delta t \sum_{i=0}^{N-1} \exp(k x^h(t_{j-i})) \right) = x^h_{j,\text{max}} + \frac{1}{k} \log \left( \Delta t \sum_{i=0}^{N-1} \exp(k (x^h(t_{j-i}) - x^h_{j,\text{max}})) \right).
\]

We refer to [5] for a floating point rounding error analysis of this shifted LogSumExp computation. The discrete adjoint equations were obtained by transposing the linearized time-discrete state equations.

The optimization problem is solved by the projected gradient method using the Armijo step size rule. As initial guess for the control, we choose the zero function. We present numerical results for time discretization step-size \( \Delta t = 10^{-4} \) and regularization parameters \( k = 10^6 \). The computed solutions of the regularized and discretized optimal control problem can be found in Fig. 1. As one can see from

![Plots](image)

**Figure 1.** Plots for control \( u \), state \( x \), adjoint \( \lambda \) and its time derivative \( d\lambda \)

the plot of \( d\lambda \) in Fig. 1, the adjoint variable \( \lambda \) has jumps at the strict local maxima of the optimal state \( x \) at time points \( t \approx 0.50 \) and \( t \approx 1.87 \).
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