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Abstract—Stability analysis of a power network and its characterization (voltage or angle) is an important problem in the power system community. However, these problems are mostly studied using linearized models and participation factor analysis. In this paper, we provide a purely data-driven technique for small-signal stability classification (voltage or angle stability) and influence characterization for a power network. In particular, we use Koopman operator framework for data-driven discovery of the underlying power system dynamics and then leverage the newly developed concept of information transfer for discovering the causal structure. We further use it to not only identify the influential states (subspaces) in a power network, but also to clearly characterize and classify angle and voltage instabilities. We demonstrate the efficacy of the proposed framework on two different systems, namely the 3-bus system, where we reproduce the already known results regarding the types of instabilities, and the IEEE 9-bus system where we identify the influential generators and also the generator (and its states) which contribute to the system instability, thus identifying the type of instability.

I. INTRODUCTION

Power systems are large networks with numerous components and complicated topology and reliable operation of the power grid is of utmost importance in today’s world. As such, much research is devoted to ensure reliable and safe operation of power systems. In years gone by power systems were operated far from the operating point of bifurcation or instability, but with advancements in technology and an overall increase in load demand, the power systems are being operated closer and closer to their limit of stable operation [1]. Moreover, it is well-known that the efficiency of power systems improves if the system is operated close to its limit of stable operation [2]. This mode of operation warrants stability analysis and identification of states of the system which affect stability. Moreover, it is also of importance to identify the causal structure in power networks so that if some abnormal situation arises one can implement proper control action at the right state(s). For example, if there is a sudden change in the load, it is known that control action has to be taken at the angle variable(s) of the generator(s) [3]. Hence, for the reliable operation of power networks, it is important to characterize their influence and causal structure.

Causality analysis has been a topic of research since the days of Aristotle, but there is no universally accepted definition of causality. The most commonly used notion of causality, known as Granger causality [4], was first proposed for the analysis of econometric data and since has been used in various fields of research. Again, inspired by Shannon’s information theory, bi-directional information [5] and directed information [6] have been proposed as measures of causality and are used mostly in information theory. Another similar notion of causality is Schreiber’s transfer entropy [7], but in [8] it was shown that in a dynamical system setting all these measures of causality fail to capture the correct causal structure. In [8], [9], the authors provided a new definition of causality in terms of information flow between the states of a dynamical system and showed that it does capture the true causal structure of a dynamical system. The information transfer measure, defined in [8], [9] was used to define influence in a dynamical system and has been used in [10]–[12] to characterize influence and stability in power networks. However, all these studies are model-based and modelling of power networks is difficult. Furthermore, stability analysis and influence characterization are usually performed in terms of participation factors [13], where one considers a linearized model of the power network. This often leads to crude approximations and may result in erroneous conclusions. Moreover, with the huge amount of data available nowadays, there is a strong necessity for data-driven causality and influence characterization. In this paper, we address these issues and show how data-driven causality and influence characterization can lead to a better understanding of power system operation. In particular, we use Koopman operator theoretic ideas [14]–[18] to approximate the dynamics of the power network and use the obtained Koopman model to compute the information transfer measure. One of the main advantages of the Koopman model is the fact that it is not a linearized model and it accounts for the nonlinearities of the underlying system. Furthermore, the Koopman model can be computed easily from time-series data and we leverage this to compute the information transfer between the various states (subspaces) of the power network, which is then used for stability classification and influence characterization in the power grid. We demonstrate the efficacy of the proposed approach on two different power networks, namely, stability characterization of the well-studied 3-bus system and the IEEE 9-bus system where we characterize both influence and stability.

The paper is organized as follows. In section II we review the concept of information transfer in a dynamical system and in section III we discuss the algorithm for data-driven computation of information transfer. In section IV we characterize the small-signal stability of the IEEE 3 bus system followed by influence characterization and stability analysis of IEEE 9-bus system in section V. Finally we conclude the paper in section VI.

II. INFORMATION TRANSFER

In this section we briefly review the concept of information transfer in a dynamical system. For details see [8], [9]. Consider a discrete time dynamical system

\[
x(t+1) = F_x(x(t), y(t)) + \xi_x(t)
y(t+1) = F_y(x(t), y(t)) + \xi_y(t)
\]

(1)

where \( x \in \mathbb{R}^{|x|} \), \( y \in \mathbb{R}^{|y|} \) (here \( |\cdot| \) denotes the dimension of \( \{\cdot\} \)), \( z = (x^\top, y^\top)^\top \), and \( F_x : \mathbb{R}^{|x|+|y|} \rightarrow \mathbb{R}^{|x|} \) and \( F_y : \mathbb{R}^{|x|+|y|} \rightarrow \mathbb{R}^{|y|} \) are assumed to be continuously differentiable and \( \xi(t) \) are assumed to be i.i.d. noise. Let \( \rho(z(t)) \) denote the
probability density of $z(t)$ at time $t$. In this paper, by information we mean the Shannon entropy of any probability density $\rho(\cdot)$. The intuition behind the definition of information transfer from state (subspace) $x$ to state (subspace) $y$ is that the total entropy of $y$ is the sum of the information transferred to $y$ from $x$ and the entropy of $y$ when $x$ is forcefully not allowed to evolve and is held constant (frozen). For this consider the modified system

$$
\begin{align*}
    x(t + 1) &= x(t) \\
y(t + 1) &= F_y(x(t), y(t)) + \xi(t)
\end{align*}
$$

(2)

We denote by $\rho_x(y(t + 1)|y(t))$ the probability density function of $y(t + 1)$ conditioned on $y(t)$, with the dynamics in $x$ coordinate frozen in time going from time step $t$ to $t + 1$ as in Eq. (2). We have following definition of information transfer from $x \rightarrow y$ going from time step $t$ to $t + 1$.

**Definition 1:** [Information transfer] [8], [9] The information transfer from $x$ to $y$ for the dynamical system (1), as the system evolves from time $t$ to time $t + 1$ (denoted by $T_{x \rightarrow y}^{t+1}$), is given by the following formula

$$
[T_{x \rightarrow y}^{t+1}] = H(\rho(y(t + 1)|y(t))) - H(\rho_x(y(t + 1)|y(t)))
$$

(3)

where $H(\rho(y)) = -\int \rho(y) \log \rho(y) dy$ is the entropy of probability density function $\rho(y)$ and $H(\rho_x(y(t + 1)|y(t)))$ is the entropy of $y(t + 1)$, conditioned on $y(t)$, where $x$ has been frozen as in Eq. (2).

The information transfer from $x$ to $y$ depicts how the evolution of $x$ affects the evolution of $y$, that is, it gives a quantitative measurement of the influence of $x$ on $y$. With this, we have the following definition of influence in a dynamical system.

**Definition 2 (Influence):** We say that $x$ causes $y$ or $x$ influence $y$ if and only if the information transfer from $x$ to $y$ is non-zero.

**A. Information transfer in linear dynamical systems**

Consider the following stochastic perturbed linear dynamical system

$$
\begin{align*}
z(t + 1) &= Az(t) + \xi(t)
\end{align*}
$$

(4)

where $z(t) \in \mathbb{R}^N$, $\xi(t)$ is vector valued Gaussian random variable with zero mean and unit variance and $\sigma > 0$ is a constant. We assume that the initial conditions are Gaussian distributed with covariance $\Sigma(0)$. Since the system is linear, the distribution of the system states for all future time will remain Gaussian with covariance $\Sigma(t)$ satisfying

$$
A \Sigma(t - 1) A^T + \sigma^2 I = \Sigma(t).
$$

To define the information transfer between various subspaces we introduce following notation to split the state $z$ as $z = [x^T, y^T] = [x_1^T, x_2^T, y]$ and the $A$ matrix as:

$$
\begin{pmatrix}
A_x & A_{xy} \\
A_{yx} & A_y
\end{pmatrix} =
\begin{pmatrix}
A_{x_1} & A_{x_1x_2} & A_{x_1y} \\
A_{x_2y} & A_{x_2} & A_{x_2y} \\
A_{yx_1} & A_{yx_2} & A_y
\end{pmatrix}.
$$

(5)

Based on this splitting, the covariance matrix $\Sigma$ at time instant $t$ can be written as follows:

$$
\Sigma =
\begin{pmatrix}
\Sigma_x & \Sigma_{xy} \\
\Sigma_{yx} & \Sigma_y
\end{pmatrix} =
\begin{pmatrix}
\Sigma_{x_1} & \Sigma_{x_1x_2} & \Sigma_{x_1y} \\
\Sigma_{x_2y} & \Sigma_{x_2} & \Sigma_{x_2y} \\
\Sigma_{yx_1} & \Sigma_{yx_2} & \Sigma_y
\end{pmatrix}.
$$

(6)

Using the above notation, we can derive explicit expressions for information transfer in a linear dynamical system during transient and steady-state. In particular, we have the following expression for information transfer between various subspaces

$$
[T_{x \rightarrow y}]_{t+1} = \frac{1}{2} \log \frac{|A_{yx} \Sigma_{x} A_{y}^T + \sigma^2 I|}{\sigma^2 I}
$$

(7)

where $\Sigma_{x}(t) = \Sigma_x(t) - \sigma^2 \Sigma_y(t)^{-1} \Sigma_{xy}(t)$ is the Schur complement of $\Sigma_y(t)$ in the matrix $\Sigma(t)$ and

$$
[T_{x \rightarrow y}]_{t+1} = \frac{1}{2} \log \frac{|A_{yx} \Sigma_{y}(t) A_{y}^T + \sigma^2 I|}{\sigma^2 I}
$$

(8)

where $\Sigma_{y}'$ is the Schur complement of $\Sigma_y$ in the matrix

$$
\begin{pmatrix}
\Sigma_{x_2} & \Sigma_{x_2y} \\
\Sigma_{yx_2} & \Sigma_{y}
\end{pmatrix}.
$$

The general expression for information transfer between scalar state $z_1$ and $z_2$ for linear network system can be derived from (8). In particular with no loss of generality we can assume $z_1 = z_{11}$ and $z_2 = z_{22}$, then the expression for $T_{z_1 \rightarrow z_2}$ can be obtained from (8) by defining

$$
x_1 := z_1, \quad y = z_2, \quad x_2 := (z_3, \ldots, z_N)
$$

$$
z_y = (z_1, z_3, z_4, \ldots, z_N), \quad z_y = (z_3, z_4, \ldots, z_N).
$$

For linear systems with Gaussian noise, the one step zero transfer can be characterized by looking at system matrix $A$. In particular, we have, $A_{21} = 0$, if and only if $[T_{z_1 \rightarrow z_2}]_{t+1} = 0$ for all $t \in \mathbb{Z}_{\geq 0}$. For details see [8], [9].

**B. Information transfer and stability of linear systems**

As discussed earlier, information transfer can be used to measure the influence of one state variable on another state. However, the state to state information transfer can also be used as an indicator of the instability of a system. In particular, we have the following theorem connecting information transfer and stability of the system matrix [12].

**Theorem 3:** Consider the linear system

$$
\begin{align*}
x(t + 1) &= Ax(t) + \xi(t)
\end{align*}
$$

(9)

where $x(t) \in \mathbb{R}^n$ is the state of the system, $t \in \mathbb{Z}_{\geq 0}$ is the time parameter, taking values in non-negative integers, $A \in \mathbb{R}^{n \times n}$ is the system matrix and $\xi(t)$ is a zero mean i.i.d. Gaussian noise with covariance $Q = E[\xi(t)\xi(t)^T]$. Then the system matrix $A$ is Hurwitz if and only if all the information transfers as defined in (8) are well defined and converge to a steady state value.

**Proof:** See [12] for the proof.

For example, consider a linear system

$$
\begin{align*}
x(t + 1) &= 0.4x(t) + 0.2y(t) + \xi_1(t) \\
y(t + 1) &= \mu y(t) + \xi_2(t)
\end{align*}
$$

(10)

where $\mu \in [-0.99, 0.99]$ and $\xi_1(t)$ and $\xi_2(t)$ are i.i.d. Gaussian noises of unit variance. The eigenvalues of the system are $(0.4, \mu)$ and hence as $|\mu|$ approaches one, the system approaches instability. The instability occurs due to $y$ dynamics and as $|\mu|$ increases, the entropy of $y$ increases rapidly. Hence, the steady state information transfer from $y$ to $x$ also increases rapidly as $|\mu|$ approaches one. This is shown in Fig. 4. Conversely, if the information transfer from some state (subspace) to any other state (subspace) increases rapidly, it can be concluded that the system is approaching instability. The point to be noted is that the rapid increase in the steady-state information transfer happens when the system is still operating in the stable zone. Hence, information transfer acts as
Fig. 1. Steady state information transfer increases rapidly as the system approaches instability.

an indicator and can be used to predict the onset of instability and hence one can take preventive measures before the system becomes unstable.

III. DATA-DRIVEN COMPUTATION OF INFORMATION TRANSFER

In this section, we discuss the data-driven approach to compute the information transfer for a dynamical system. For details, see [19], [20]. Consider a data set obtained from a random dynamical system $z \mapsto T(z; \xi)$

$$
Z = \{z_0, z_1, \ldots, z_M\} 
$$

where $z_i \in Z \subset \mathbb{R}^N$. The data set $\{z_k\}$ can be viewed as a sample path trajectory generated by random dynamical system and could be corrupted by either process or measurement noise or both. In [21], [22], it was shown that Dynamic Mode Decomposition (DMD) [23] or Extended Dynamic Mode Decomposition (EDMD) [24], [25] algorithms fail to compute the Koopman operator efficiently and in [21], [22], the authors provided a solution to this problem by computing a Robust Koopman operator which explicitly takes into account both process and measurement noise.

Let $\Psi : Z \rightarrow \mathbb{C}^K$ such that

$$
\Psi(z) := \begin{bmatrix} \psi_1(z) & \psi_2(z) & \cdots & \psi_K(z) \end{bmatrix}. \tag{12}
$$

With this, the robust Koopman operator $(K)$ can be obtained as a solution to the following optimization problem [21], [22]

$$
\min_K \| GK - A \|_F + \lambda \| K \|_F \tag{13}
$$

where

$$
G = \frac{1}{M} \sum_{m=0}^{M-1} \Psi(z_m)\Psi(z_m)^\top, \quad A = \frac{1}{M} \sum_{m=0}^{M-1} \Psi(z_m)\Psi(z_{m+1}). \tag{14}
$$

$K \in \mathbb{R}^{K \times K}$ is the robust Koopman operator and $\lambda$ is the regularization parameter which depends on the bounds of the process and measurement noise.

We use $\Psi(z) = z$, so that $\hat{A} = K \in \mathbb{R}^{N \times N}$ is the estimated system dynamics obtained using optimization formulation (13).

Under the assumption that the initial covariance matrix is $\bar{\Sigma}(0)$, the propagation of the covariance matrix under the estimated system dynamics $\hat{A}$ is given by

$$
\bar{\Sigma}(t) = \hat{A}\bar{\Sigma}(t-1)\hat{A}^\top + \sigma^2 I \tag{15}
$$

Both $\hat{A}$ and $\Sigma$ can be decomposed according to Eqs. (5) and (6) and the conditional entropy $H(y_{t+1}|y_t)$ for the non-freeze case is computed using the following formula [8], [9].

$$
H(y_{t+1}|y_t) = \frac{1}{2} \log \left| \hat{A}_{yx} \Sigma^S(t) \hat{A}_{yx}^\top + \left( \frac{\lambda}{3} \right)^2 I \right|. \tag{16}
$$

where $| \cdot |$ is the determinant, $\lambda$ is the bound on the process noise and $\Sigma^S(t)$ is the Schur complement of $y$ in the covariance matrix $\Sigma(t)$. In computing the entropy, we assume that the noise is i.i.d. Gaussian with covariance $\Sigma = \text{diag}(\sigma^2, \cdots, \sigma^2)$ so that one can take the bound as $\lambda = 3\sigma$, to cover the essential support of the Gaussian distribution.

For computing the dynamics when $x$ is held frozen, we modify the obtained data as follows. For simplicity, we describe the procedure for a two-state system and the method generalizes easily for the $n$-dimensional case. Let the obtained time series data be generated by

$$
D = \left\{ \begin{bmatrix} x_0 \cr y_0 \end{bmatrix}, \begin{bmatrix} x_1 \cr y_1 \end{bmatrix}, \ldots, \begin{bmatrix} x_{M-1} \cr y_{M-1} \end{bmatrix} \right\} \tag{17}
$$

To replicate the effect of $x$ freeze dynamics we modify the original data set (17) as follows.

$$
D_x = \left\{ \begin{bmatrix} x_0 \cr y_0 \end{bmatrix}, \begin{bmatrix} x_1 \cr y_1 \end{bmatrix}, \ldots, \begin{bmatrix} x_{M-1} \cr y_{M-1} \end{bmatrix} \right\}. \tag{18}
$$

If the original data set has $M$ data points, then the modified data set has $(2M - 2)$ data points. The idea is to find the best mapping that propagates points of the form $[x_{t-1} \ y_{t-1}]^\top$ to $[x_t \ y_t]^\top$ (i.e., $x$ freeze) for $t = 1, 2, \ldots, M$. The estimated dynamics $\hat{A}_x$, when $x$ is frozen, is calculated using the optimization formulation (13), but this time applied to the data set (18). Once the frozen model is calculated, the entropy $H_x(y_{t+1}|y_t)$ is computed using exactly the same procedure outline for $H(y_{t+1}|y_t)$ but this time applied to $\hat{A}_x$. Finally the information transfer from $x \rightarrow y$ is computed using the formula

$$
T_{x \rightarrow y} = H(y_{t+1}|y_t) - H_x(y_{t+1}|y_t). \tag{19}
$$

The algorithm for computing the information transfer for the identified linear system case can be summarized as follows:

**Algorithm 1** Computation of Information Transfer

1. From the original data set (17), compute the estimate of the system matrix $\hat{A}$ using the optimization formulation (13).
2. Assume $\Sigma(0)$ and compute $\Sigma(t)$ using Eq. (15). Determine $\hat{A}_{yx}$ and $\Sigma^S_y$ to calculate the conditional entropy $H(y_{t+1}|y_t)$ using (16).
3. From the original data set (17) form the modified data set for the $x$ freeze dynamics as given by Eq. (18).
4. Follow steps (1)-(2) to compute the conditional entropy $H_x(y_{t+1}|y_t)$.
5. Compute the transfer $T_{x \rightarrow y}$ as $T_{x \rightarrow y} = H(y_{t+1}|y_t) - H_x(y_{t+1}|y_t)$.

IV. STABILITY CHARACTERIZATION OF IEEE 3 BUS SYSTEM

The study of power systems’ stability is a complex phenomenon. Thus, to understand the phenomenon in a simplistic way various features such as the magnitude of disturbance, time scale and causing parameters are considered in isolation. Also, the dynamic behavior of power systems is nonlinear in nature. That is why for
stability analysis, usually a facile approach of linearizing the system dynamics near an equilibrium is considered and this analysis is referred to as small signal analysis of power system dynamics [3]. Small signal instability can be voltage instability or angle instability, but in general, there is no unified method to classify instability as voltage or angle instability. The IEEE 3 bus system, shown in Fig. 2(a), is one of the very few systems where the angle instability and voltage instability has been classified [26]. Using the information transfer, we will show how small signal stability can be further studied to identify causation and participating states.

Consider the IEEE 3-bus power network with two generators and a load, as shown in Fig. 2(a). The load is modelled as an induction motor in parallel with a constant PQ load. The system is modelled as a four-dimensional dynamical system with the states being generator angle ($\delta_g$), generator angular velocity ($\omega$), the load angle ($\delta_l$) and magnitude of load voltage ($V$). The dynamic equations for the system are

$$\delta_g = \omega$$
$$\dot{\omega} = 16.66667 \sin(\delta_l - \delta_g) + 0.08727V - 0.16667\omega + 1.88074$$
$$\dot{\delta}_l = 496.87181V^2 - 166.6667 \cos(\delta_l - \delta_g) - 0.08727V - 666.6667 \cos(\delta_l - 0.20944)V + 93.33333V + 33.3333Q_1 + 43.33333$$
$$\dot{V} = -78.76384V^2 + 26.21722 \cos(\delta_l - \delta_g) - 0.01241V + 104.58687 \cos(\delta_l - 0.13458)V + 14.52288V - 5.22876Q_1 - 7.03268$$

For a detailed analysis of the system equations, we refer the interested reader to [26], [27].

The above power network has three critical points, namely S1, S2 and S3, as shown in Fig. 2(b). At S1 and S2, a pair of imaginary eigenvalues cross the imaginary axis and at S3, a real eigenvalue becomes zero. Hence, the system becomes unstable at S1, remains unstable from S1 to S2, then regains stability after S2 and again becomes unstable at S3. It is known that the instability at S1 is angle instability and the instability at S3 is voltage instability, that is, it is the angle variable that causes instability at S1 and at S3 it is the voltage that is the cause for instability.

In Fig. 3 we plot the steady-state information transfer between the generator subspace $[\delta_g, \omega]$ and the load subspace $[\delta_l, V]$, over the operating points. Time-series data of all the state variables were collected for 50-time steps at each of the 34 operating points and information transfer was computed using the algorithm [1] at each of these 34 operating points. The operating points were changed by changing the reactive power $Q_1$ in (19)-(22) from 100 MVAR to 1094.6 MVAR after which the system undergoes the first Hopf bifurcation (at S1) and becomes unstable. It can be seen that for most of the operating points the generator subspace has a greater influence on the load subspace than the influence of load on the generator and as the system becomes almost unstable the information transfer increases rapidly. Since the information from the generator is greater, it is reasonable to think that it is the generator subspace that is more responsible for the instability at S1 than the load subspace.

In order to identify the state(s) responsible for instability, we now zoom into each of the subspaces. In Fig. 3(a) and (b), we plot the information transfer from the angle of the generator ($\delta_g$) and angular speed of the generator ($\omega$) to all the other states. It can be observed that the absolute value of the information transfer from both the angle of the generator and angular speed of the generator increases rapidly and thus from theorem [1] we infer that the instability at S1 is caused by the angle and the angular speed of the generator and thus the instability at S1 is angle instability. In Fig. 3(c) we plot the information transfer from the angle of the generator and the load voltage to the angular speed variable. It is observed that though the information transfer from the angle to the angular speed shows a sharp rise, the information transfer from the voltage to the angular speed of the generator almost remains zero. Hence, the load voltage is not making the system unstable and hence this reaffirms the statement that the instability at S1 is angle instability and not voltage instability. The same can be inferred from the participation factor analysis [13], [28] and the participation of each of the states to the most unstable mode at S1 is given in Table I.
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**Figure 2.** (a) 3-bus test case. (b) Bifurcation points on PV curve.

![Figure 3](image2.png)

**Figure 3.** Steady state information transfer between the generator and load subspaces over the operating points before the Hopf bifurcation $S_1$.

| State | Index | Participation Factor |
|-------|-------|----------------------|
| $\delta_g$ | 0.4821 |
| $\omega$ | 0.0071 |
| $\delta_l$ | 0.0623 |
| $V$ | 0.0283 |

**Table I**

Participation Factor to Most Unstable Mode at $S_1$

As $Q_1$ is increased further after $S_1$, the system undergoes the first Hopf bifurcation and becomes unstable. But it regains stability at $S_2$ and as $Q_1$ is increased it undergoes saddle node bifurcation at $S_3$ and again becomes unstable. It is known that the instability at $S_3$ is voltage instability [26]. In Fig. 3(a) we plot the steady-
Fig. 4. (a) Steady state information transfer from the angle of the generator to the other states before $S_1$. (b) Steady state information transfer from the angular speed of the generator to the other states before $S_1$. (c) Steady state information transfer to the angular speed variable from angle of the generator and voltage of the load.

state information transfer from the load voltage to all the other states through the operation points between $S_2$ and $S_3$. It can be seen that the information transfers from the load voltage increase rapidly as $Q_1$ is increased and the system approaches instability at $S_1$. Hence from theorem [3] we infer that the instability at $S_3$ is caused by the load voltage. In Fig. 5(b) we plot the information transfers between the generator angle and the load voltage. The information transfer from the angle of the generator remains almost constant throughout the operating points while the absolute value of the information transfer from load voltage increases rapidly. Thus from this, we can conclude that the instability at $S_3$ is not caused by the generator angle, but by the load voltage. Hence, information transfer identifies the type of instability in the IEEE 3 bus system.

Fig. 5. (a) Steady state information transfer from load voltage to all the states before $S_3$. (b) Steady state information transfer between angle of generator and load voltage before $S_3$.

V. INFLUENCE CHARACTERIZATION OF IEEE 9 BUS SYSTEM

In this section, we study the IEEE 9 bus system with detailed dynamic modelling for influence characterization using the concept of information transfer between states and state clusters.

A. IEEE 9 Bus System Modelling and Data Generation

To capture the dynamic behavior of a power system, dynamic algebraic equation (DAE) models are used as represented in equation [23]. Here various components such as generator, load and controller dynamics are modeled along with network constraints.
The generators are modelled as a 4th order dynamical system with the following equations of motion.

\[
\begin{align*}
\frac{d\delta_i}{dt} &= \omega_i - \omega_d \\
\frac{d\omega_d}{dt} &= \frac{T_{m_i} - E_{iq}I_{q_i}}{M_i} - \frac{(X_{q_i} - X'_{q_i})}{M_i} I_{d_i} I_{q_i} - \frac{D_i(\omega_i - \omega_d)}{M_i} \\
\frac{dE'_{iq}}{dt} &= -\frac{E'_{iq}}{T'_{do_i}} - \frac{(X_{q_i} - X'_{q_i})}{T'_{do_i}} I_{d_i} + \frac{E_{fd_i}}{T'_{do_i}} \\
\frac{dE_{fd_i}}{dt} &= -\frac{E_{fd_i}}{T_{A_i}} + \frac{K_{A_i}}{T_{A_i}} (V_{ref_i} - V_i).
\end{align*}
\] (23)

Here, \(\delta_i, \omega_i, E_{iq},\) and \(E_{fd_i}\) are the dynamic states of the generator and correspond to the generator rotor angle, the angular velocity of the rotor, the quadrature-axis induced emf and the emf of fast-acting exciter connected to the generator respectively.

We also consider 3rd order Power System Stabilizers (PSS) at each generator whose transfer function is given by

\[
\frac{\Delta V_{\text{ref},i}(s)}{\Delta \omega_i(s)} = k_{\text{pss},i}(1 + s T_{\text{num}})^2 \frac{s T_w}{1 + s T_{\text{num}} T_{\text{den}}},
\] (24)

where \(k_{\text{pss},i}\) is the PSS gain, \(T_w\) is the time constant of wash-out filter and \(T_{\text{num}}, T_{\text{den}}\) are time constants of phase-lead filter with \(T_{\text{num}} > T_{\text{den}}\).

Further a 3rd order load dynamic model is considered at load bus 5, as highlighted in Fig. 5. For details on the modelling of the generator and the load we refer the reader to [29]. The overall system dynamics is thus represented by \(x \in \mathbb{R}^{24}\) order system.

B. Influence Characterization

Satisfying the power demand for all the loads using generation sources is the primal objective of power system operation. Thus in power systems, it is crucial to identify causal interactions between the generator and load dynamics. Unlike participation factor analysis, which quantifies the participation of each state on the modes of the system, information transfer can quantify the influence of the states (and subspaces) on every other state (subspace). Since we want to identify which generator is influencing the load the most, we compute the information transfer from each generator subspace to the load subspace.

As shown in Fig. 8(a), for a load of \(P_{\text{load}} = 90\, \text{MW}, G_1\) transfer maximum information to load dynamics followed by \(G_3\) and \(G_2\) respectively. Once \(G_1\) has been identified as the most influential generator, we now zoom into \(G_1\) and identify which particular state of \(G_1\) has the largest influence on the load dynamics. This zoom-in approach for information transfer computation helps greatly in the case of a power system, where thousands of state measurements increase the computation burden.

After zooming-in into individual dynamic states of \(G_1\), we identify that \(\delta_1\), corresponding to generator rotor angle has the highest influence on load dynamics as shown in Fig. 8(b). This is in sync with the understanding of the physical behavior of a power grid in the sense that in a power network generator rotor angle is directly proportional to \(P_{\text{load}}\) and hence has the highest influence on load dynamics.

Similarly, the influence is quantified at an operating point close to voltage collapse point for \(P_{\text{load}} = 364.1\, \text{MW}\). As shown in Fig. 8(a), \(G_1\) has maximum influence on load dynamics followed by \(G_2\) and \(G_3\) respectively. In Fig. 8(b), we zoom in into \(G_1\) to identify the most influential generator state for load dynamics, where again the generator angle state \(\delta_1\) has the highest influence on the load dynamics and these results are concurrent with the expected behavior of a power system.

C. Stability Characterization

The measure of information transfer can also be used to identify any approaching instabilities in the system. In order to identify the approaching instabilities, we compare the steady-state information transfer from the generators to the load over the operating points.

As shown in Fig. 9(a), the information transfer is computed from each generator to the load at load level 90 MW. (b) Information transfer from individual states of \(G_1\) to load at load level 90 MW.

![Fig. 7. PV curve for IEEE 9 bus system](image)

Fig. 7. PV curve for IEEE 9 bus system.

![Fig. 8. (a) Information transfer from each generator to load at load level 90 MW. (b) Information transfer from individual states of \(G_1\) to load at load level 90 MW.](image)
is increased the information transfer from $G_1$ starts to increase rapidly. This indicates that the system is approaching instability (from theorem \[3\]). Furthermore, only $G_1$ shows a sharp increase in information transfer close to the instability ($P_{\text{load}} = 364.1\, \text{MW}$). Hence, it can be inferred that $G_1$ has the highest influence on approaching system stress close to the collapse points.

Furthermore, we can also compute information transfer from the individual states of the component of interest (in this case $G_1$) to system load. As shown in Fig. 10(b), the state corresponding to generator angle ($\delta_1$) has the highest influence near the system collapse point. Hence, it can be inferred that the system approaches a rotor angle instability and it is the angle variable of $G_1$ that is most responsible for the instability.

It is important to note that, a data-driven information transfer thus computed, eliminates the need for eigenvalue and participation factor-based analysis for a given system. Furthermore, it provides a direct correlation between stability and causality (influence) in power systems. Also, this zoom-in approach reduces the computational burden for large power networks with thousands of states.

VI. CONCLUSIONS

In this paper, we address the problem of influence and stability characterization in a power network using only time-series data of the dynamics states. In particular, we leverage the Koopman operator framework to learn the underlying dynamics and use it to compute the information transfer measure to characterize the influence of any state (subspace) on any other state (subspace). Furthermore, we use the computed information transfer metric to classify the kind of instability that a power network experiences as the network is stressed and approaches collapse. We demonstrate our proposed method first on the well-studied 3-bus system and this acts as a proof of concept. Furthermore, we analyze the causal structure of the IEEE 9-bus system, where we identify the influential states and the generators which influence the load and also classify the stability of the 9-bus system as it approaches system collapse.
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