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Abstract—Recently, equivariant neural network models have been shown to be useful in improving sample efficiency for tasks in computer vision and reinforcement learning. This paper explores this idea in the context of on-robot policy learning where a policy must be learned entirely on a physical robotic system without reference to a model, a simulator, or an offline dataset. We focus on applications of $SO(2)$-Equivariant SAC to robotic manipulation and explore a number of variations of the algorithm. Ultimately, we demonstrate the ability to learn several non-trivial manipulation tasks completely through on-robot experiences in less than an hour or two of wall clock time.

I. INTRODUCTION

The dream of robotic learning is to develop algorithms that can enable a robot to learn or improve new behaviors online in the physical world. Unfortunately, reinforcement learning algorithms are generally not sufficiently sample efficient to support this goal. As a result, researchers are typically stuck between two less-than-ideal options: 1) to learn in simulation and then transfer policy knowledge onto a physical robot [20, 33]; 2) to spend hundreds of hours learning through interaction on a physical robot [15, 10]. Neither of these options is ideal. If we learn policies in simulation, there is a risk of significantly degraded performance when running those policies on a real robot due to the sim2real domain gap. If we learn policies via real-robot experience, then not only do we need to spend a long time running a physical robot, but it becomes difficult to learn on-policy and performance is again compromised. In this paper, we explore the degree to which a new equivariant RL algorithm known as $SO(2)$-Equivariant SAC [26] can facilitate on-robot learning. The equivariant model used by this algorithm incorporates a strong prior that can significantly improve the sample efficiency of the algorithm for visual robot learning. Here, we experimentally evaluate the effect of various algorithmic choices on sample efficiency and demonstrate that the resulting algorithm is an attractive choice for on-robot learning.

On-robot learning is challenging because it is expensive to acquire samples. A typical environmental step on a physical robot system is often at least one order of magnitude more time-consuming than one environmental step in the simulation. Traditional approaches often require hundreds of robot hours to train a policy [19, 10]. Recently, several researchers have demonstrated that various forms of data augmentation and contrastive learning can improve sample efficiency in RL [13, 12, 14]. Zhan et al. [32] applied these ideas to robotic manipulation and demonstrated that it was possible to learn simple manipulation tasks on-line with a physical robot in about an hour. Unfortunately, that system was unable to control the orientation of the gripper – only gripper position and aperture were under control by the policy.

In contrast to data augmentation and contrastive learning, equivariant neural networks [3, 4] enforce symmetry directly in the structure of the neural network. This can improve sample efficiency when learning an invariant or equivariant function and it has been shown to be helpful for visual robot policy learning because many robotics tasks contain some level of rotational symmetry [25, 26]. However, there has been no prior work to our knowledge that evaluates the potential of equivariant reinforcement learning in the context of physical on-robot learning.

In this work, we explore on-robot learning using a recently proposed equivariant RL algorithm known as $SO(2)$-Equivariant SAC [26]. We make two contributions. First, we extend the $SO(2)$ symmetry of $SO(2)$-Equivariant SAC to $O(2)$, and experimentally evaluate the effect of a number of algorithmic choices on the sample efficiency of $O(2)$-Equivariant SAC in the context of four challenging robotic manipulation problems. Second, we demonstrate that the resulting algorithm can learn good policies from scratch on a physical robot in between 45 minutes and two hours.

II. RELATED WORK

A. Equivariant Learning

Equivariant neural networks were first introduced in G-Convolution [3] and Steerable CNNs [4] to improve the sample efficiency of traditional convolutional neural networks by injecting symmetries in the structure of the neural network. Weiler and Cesa [28] proposed a framework for implementing general $E(2)$ Steerable CNNs. Recent work showed encouraging results for applying equivariant networks in various computer vision [11, 6] and dynamics [27, 23] tasks. They have also been applied to deep RL [16, 22] and robotic manipulation [25, 26] with good results. However, to our knowledge, equivariant RL methods have never been explored in the context of on-robot learning.
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B. On-Robot Learning

The most common approach to robotic policy learning is to train in simulation and then transfer to a real world application [20] [33] [8] [24] [2]. Nevertheless, there have been several efforts to develop methods that enable an agent to learn a policy directly on a physical robotic system. Gu et al. [17] trained manipulation skills in fixed environments with multiple physical robot workers. Singh et al. [21] developed a method that learned manipulation skills within 1-4 hours in the real world but required a user to respond to queries for labels. Kalashnikov et al. [10] trained a grasping policy with seven robots over 800 robot hours. Zeng et al. [30] and Zeng et al. [31] demonstrated on-robot learning by encoding the Q function using a fully convolutional network, but only in the context of open-loop tasks where the gripper performed a pre-defined behavior. FERM [32] performed on-robot learning using SAC [9] in combination with a contrastive learning objective [17] [14], but only for tasks where the orientation of the gripper was fixed. Relative to the work above, our method is most comparable to FERM [32], and we therefore benchmark our method against that.

III. PRELIMINARIES

A. Rotation Group and Representation

The group \( SO(2) \) contains all continuous planar rotations: \( SO(2) = \{ \text{Rot}_\theta : 0 \leq \theta < 2\pi \} \). The cyclic group \( C_n = \{ \text{Rot}_\theta : \theta \in \{ \frac{2\pi i}{n} : 0 \leq i < n \} \} \). \( SO(2) \) (and \( C_n \)) has a set of actions that formalize how vectors or feature maps transform under rotation. We focus on two types of actions:

1. \( SO(2) \) acts on \( \mathbb{R} \) through the trivial representation \( \rho_0 \). Let \( g \in SO(2) \) and \( x \in \mathbb{R} \). Then \( \rho_0(g)x = x \). \( \rho_0 \) represents invariance under rotation, for example, how pixel color/depth values change when an image is rotated, i.e., they do not change.

2. \( SO(2) \) acts on \( \mathbb{R}^2 \) through the standard representation \( \rho_1 \). Let \( g \in SO(2) \) and \( v \in \mathbb{R}^2 \). Then \( \rho_1(g)v = (\cos g - \sin g, \sin g \cos g) v \). This describes how elements of a vector field, e.g., a vector \((x, y)\) transform when rotated.

B. Equivariance

Equivariant and invariant functions can describe symmetries of its input and output with respect to a group \( G \). A function \( f \) is \( G \)-invariant if when its input \( x \) is transformed by a symmetry group element \( g \in G \), its output stays the same:

\[
 f(gx) = f(x). \quad (1)
\]

A function \( f \) is \( G \)-equivariant if when its input \( x \) is transformed by a symmetry group element \( g \in G \), its output transforms accordingly by \( g \):

\[
 f(gx) = gf(x). \quad (2)
\]

C. \( G \)-invariant MDP

A \( G \)-invariant MDP [25] is a type of MDP associated with a group \( G \) with the following assumptions:

1) The reward function \( R : S \times A \rightarrow \mathbb{R} \) is \( G \)-invariant, that is, for \( g \in G \), \( R(s, a) = R(gs, ga) \).

2) The transition function \( T : S \times A \times S \rightarrow \mathbb{R} \) is \( SO(2) \)-invariant, that is, for \( g \in G \), \( T(s, a, s') = T(s, ga, s') \).

Wang et al. [26] prove that the optimal Q-function of a \( G \)-invariant MDP is \( G \)-invariant: \( Q^\pi(s, a) = Q^\pi(gs, ga) \) and the optimal policy function of a \( G \)-invariant MDP is \( G \)-equivariant: \( \pi^\pi(gs) = g\pi^\pi(s) \). This suggests that one can use equivariant functions to encode those two functions to dramatically increase the sample efficiency.

The \( SO(2) \) symmetry of a large number of robotic manipulation tasks can be described as an \( SO(2) \)-invariant MDP \((G = SO(2))\). For example, in a grasping task where the goal is to pick up an object on the table, the planar rotation of both the state and action will not change the outcome of an action.

D. Equivariant SAC

Based on the properties of \( SO(2) \)-invariant MDP, Equivariant SAC [26] implements an \( SO(2) \)-invariant critic network \( q \) and an \( SO(2) \)-equivariant actor network \( \pi \). Let \( F_s \) be an image representing the state \( s \) such that rotating \( F_s \) (i.e., \( gF_s \) where \( g \in SO(2) \)) represents the rotation of the state. Let \( a \) be the action such that \( ga \) represents the rotation of the action. The equivariant property of the actor network \( \pi \) is:

\[
 \pi(gF_s) = g\pi(F_s). \quad (3)
\]

The invariant property of the critic network \( q \) is:

\[
 q(gF_s, ga) = q(F_s, a). \quad (4)
\]

This is illustrated in Figure 1. Assuming the action space is \((x, y, z, \theta, \lambda)\) where \( \lambda \) is the gripper aperture, \((x, y, z)\) is the gripper position displacement, and \( \theta \) is the gripper orientation displacement along the \( z \)-axis. The rotation of the action \( ga \) is represented by rotating the \((x, y)\) vector while leaving the other action components unchanged (i.e., \( ga = (\rho_1(g)(x, y), z, \theta, \lambda) \)). When the state is rotated \((F_s \rightarrow gF_s)\), the \((x, y)\) vector from the output of the equivariant policy network \( \pi \) is rotated by the same amount \((a \rightarrow ga)\). When the state and the action are rotated by the same amount \(((F_s, a) \rightarrow (gF_s, ga))\), the output \( Q \)-value from the invariant critic network \( q \) doesn’t change.
IV. PROBLEM STATEMENT

A. On-Robot Policy Learning

This paper focuses on the on-robot policy learning setting which we define as follows.

**Definition IV.1 (On-Robot Policy Learning).** In on-robot policy learning, the agent learns a policy from scratch on a physical robot without transfer from any other domain or task. In particular:

1) No pre-training: The agent does not pretrain any part of its model using an off-line dataset, experience gained from performing a different task, or simulated experiences.

2) No simulation: The agent does not leverage a simulator during learning.

3) Limited Demonstrations: The agent has access to a small amount of expert demonstration data from a human or algorithm demonstrator.

The requirement that all learning must occur on a physical robot is perhaps too extreme – certainly good simulations and large off-line datasets are sometimes available. However, there are many application scenarios where this is not the case and many robotic systems are difficult to model accurately. Moreover, learning on a physical robot forces us to deal with the underlying constraints of sample-based policy learning.

B. On-Robot Learning as an SO(2)-invariant MDP

We formulate our policy learning problem as a Markov Decision Process (MDP) \( M = (S, A, T, R, \gamma) \). State \( F_s \in S \) is represented by an n-channel image. Action is a tuple, \( a = (x, y, z, \theta, \lambda) \in A \subset \mathbb{R}^5 \), where \((x, y, z)\) denotes the positional displacement of the gripper, \( \theta \) denotes the rotational displacement of the gripper along the \( z \) axis, and \( \lambda \) denotes the aperture of the gripper. State and action are assumed to be defined in the same reference frame with the image that encodes state orthogonal to the \( z \)-direction in the action space. We define the SO(2) group action on the state by rotating the state image \( gF_s \). We define the SO(2) group action on the MDP action \( a \) by rotating the \((x, y)\) vector and leaving the other component unchanged: \( ga = (\rho_1(g)(x, y), z, \theta, \lambda) \). In many situations, the MDP described above has a transition and reward function that is invariant to group operations in SO(2). As such, the MDP is SO(2)-invariant (see Section III-C) and can be solved using Equivariant SAC \([26]\).

V. ALGORITHMIC CHOICES IN EQUIVARIANT SAC

It is essential to optimize the sample efficiency of Equivariant SAC to enable it to learn a policy within a minimal amount of environmental steps. In this section, we explore different algorithmic variations of Equivariant SAC in simulation to optimize its sample efficiency. We focus on three main domains of variation: 1) the symmetry groups with respect to which the equivariant networks are defined, 2) different approaches to combining equivariant learning with data augmentation, and 3) ways of incorporating expert demonstrations.

| Equivariant Group | \( C_4 / C_8 / D_4 / D_8 / SO(2) / O_2 \) |
|-------------------|-------------------------------------------|
| Buffer Augmentation | yes / no |
| Number of Buffer Augmentation | 0 / 2 / 4 / 8 / 16 |
| Auxiliary Equivariant Loss | yes / no |
| RAD \([13]\) | yes / no |
| Number of Expert Demonstration | 0 / 10 / 20 / 40 |
| Auxiliary Imitation Loss | yes / no |

**Table I** shows the algorithmic variations that we explore in this section and their default (optimized) setting. Specifically, we define the equivariant networks in the Dihedral group \( D_4 \) (the full network architecture is shown in Appendix \( \text{A} \)); we perform SO(2) data augmentation in the replay buffer such that every time a new transition is added to the buffer, four augmented transitions will be created and added to the buffer by randomly rotating the transition; and we include 20 episodes of expert demonstration to the replay buffer before the start of training. In each experiment in this section, we modify one corresponding variation and keep the other variations at the default setting (unless otherwise specified).

A. Simulation Environments

We conduct our experiments in four different simulation environments that require different manipulation skills. All tasks have sparse rewards, i.e., +1 reward for reaching the goal, and 0 otherwise. See the detailed description of the environments in Appendix \( \text{B} \).

**Block Picking:** The robot needs to grasp a block (Figure \( \text{2a} \)). The initial pose of the block is randomly sampled. This is the easiest task.

**Clutter Grasping:** The robot needs to grasp an object from a clutter of at most five objects (Figure \( \text{2b} \)). Both the shapes of the objects and the initial pose of the objects are random.

**Block Pushing:** The robot needs to push a block to a goal area (Figure \( \text{2c} \)). Both the initial pose of the block and the position of the goal are random.

**Block in Bowl:** The robot needs to pick up a block and place it inside a bowl (Figure \( \text{2d} \)). Both the initial pose of the block and the initial position of the bowl are random.

We use a 2-channel image as the observation. The first channel is a top-down depth image centered with respect to the robot gripper. The gripper is drawn at the center of the depth image with its current aperture and orientation. The second channel is a binary channel (i.e., the values of all pixels are either 0 or 1), indicating if the gripper is holding an object. The action space is: \( x, y, z \in [-0.05m, 0.05m]; \theta \in [-\pi, \pi]; \lambda \in [0, 1] \) (0 means fully close and 1 means fully open). Appendix \( \text{C} \) shows an experiment comparing the selected action space with other candidate action spaces.
Fig. 2. (a)-(d): Our simulation environments implemented in PyBullet [5]. The left images in each environment show the initial state of the environment; the right images in each environment show the goal state. (e)-(h): Our on-robot learning environments.

**B. Equivariant Group**

Equation 3 and Equation 4 describes the equivariant and invariant properties of the actor and critic network with respect to the group SO(2). However, when implementing SO(2)-equivariant functions using equivariant networks, it is common in the literature to define the network using the discrete subgroup $C_n$ of SO(2) [4, 28]. Moreover, we find that the properties defined in Equation 3 and Equation 4 also apply to reflection, i.e., one can define the network in the group O(2) or its discrete subgroup $D_n$ (the Dihedral group) to incorporate reflectional symmetry into the network, resulting in an O(2)-Equivariant SAC.

The choice of the group in an equivariant network is essential because it directly describes the symmetry that the network encodes. Moreover, as is shown by Weiler and Cesa [28], a larger group does not necessarily improve the performance of the network. In this experiment, we evaluate the performance of the Equivariant SAC defined in different groups.

1) **Discrete Group**: We first evaluate Equivariant SAC defined in different discrete groups, $C_n$ and $D_n$. We consider four different variations: 1) $C_4$, the cyclic group that encodes four rotations every 90 degrees; 2) $C_8$, the cyclic group that encodes eight rotations every 45 degrees; 3) $D_4$, the Dihedral group that encodes four rotations every 90 degrees and reflection; 4) $D_8$, the Dihedral group that encodes eight rotations every 45 degrees and reflection. Figure 3 shows the result. In all four environments, $D_4$ shows the best performance over the four different groups. Note that even though $D_8$ encodes more rotations than $D_4$, its performance does not surpass $D_4$.

2) **Continuous Group**: This experiment evaluates Equivariant SAC defined for the continuous group SO(2) or O(2) with a baseline of $D_4$. As is shown in Figure 4, Equivariant SAC defined over O(2) (green) has a marginal improvement over that defined over SO(2) (red). The improvement of incorporating reflectional symmetry mirrors our finding in Section V-B1 where the Dihedral group outperforms the cyclic group. However, both the SO(2) and O(2) networks underperform the $D_4$ network (blue). This is because the $D_4$ network has access to the regular representation as the hidden layer of the network. In contrast, the networks defined in the continuous group do not (since only finite groups have the regular representation). The regular representation explicitly encodes the feature over all elements in the finite group, making it an informative representation for the hidden layers. Moreover, the regular representation is compatible with component-wise activation functions and component-wise max pooling, which are most commonly used and known to work well in deep networks. Such a performance distinction between the discrete group and the continuous group is also illustrated in [28].

**C. Combining Data Augmentation With Equivariant Learning**

Section V-B suggests that the best performing networks are not constrained to be equivariant to the full group of symmetries O(2), but only to a subset of the them $D_4 \subset O(2)$. Since $D_4$ only enforces equivariance to rotations which are a
multiple of $\pi/2$, the agent still needs to actively learn the rotational symmetry within a continuous range $(0, \pi/2)$ in order to be fully $O(2)$-equivariant.

In this experiment, we explore the use of data augmentation techniques in combination with equivariant learning to better encode the desired equivariant functions. We consider three different rotational data augmentation methods: 1) conducting data augmentation in the replay buffer through creating extra transitions using $SO(2)$ rotations; 2) applying an auxiliary equivariant loss to enforce equivariance; 3) using RAD \cite{13} to perform data augmentation at each sample and training step.

1) Buffer Augmentation: The most trivial data augmentation method is creating additional samples using random $SO(2)$ rotations and adding them to the buffer. We consider five different numbers of augmentations for each transition: 0, 2, 4, 8, and 16 (0 means no extra augmented transition is added). Figure 5 shows the result. First, note that no augmentation at all (green) is always the worst-performing variation, suggesting that providing extra augmented samples to the agent is beneficial. Second, note that more augmentation does not necessarily mean better performance (e.g., buffer aug 8 (purple) and buffer aug 16 (orange) underperforms buffer aug 4 (blue) in Block in Bowl). Four augmentations (blue) shows the best performance overall.

2) Auxiliary Equivariant Loss: The second data augmentation technique we consider is using an auxiliary equivariant loss:

$$
L_{\text{actor\ aux}} = \frac{1}{2}(\pi(gF_\pi) - g\pi(F_\pi))^2,
$$

$$
L_{\text{critic\ aux}} = \frac{1}{2}(q(gF_\pi, ga) - q(F_\pi, a))^2,
$$

where $g \in SO(2)$, $(F_\pi, a)$ is the sampled state-action pair in the minibatch. The auxiliary losses are added to the original SAC loss to enforce the equivariant and invariant properties in Equation 3 and 4. In this experiment, we consider four variations: 1) SAC: vanilla Equivariant SAC with no data augmentation at all; 2) SAC + buffer aug: Equivariant SAC with four $SO(2)$ data augmentations in the buffer; 3) SAC + aux loss: Equivariant SAC with auxiliary equivariant loss; 4) SAC + aux loss + buffer aug: Equivariant SAC with both the auxiliary equivariant loss and four $SO(2)$ data augmentations in the buffer.

Figure 6 shows the result. First, note that the auxiliary equivariant loss (green) performs equally well as performing data augmentation in the buffer (blue) in two (Block Pushing and Block in Bowl) of the four environments. In the other two environments the auxiliary loss is less stable. Second,
combining the auxiliary loss with buffer augmentation (red) does not improve more than performing a single augmentation.

3) Rot RAD: The third data augmentation approach that we evaluate is RAD [13]. The original version of RAD performs a data augmentation step using a random crop operator after sampling a minibatch from the buffer. We modify the data augmentation operator from random crop to random SO(2) rotation to enforce the network to learn the desired equivariant property. An experiment using the original random crop data augmentation is shown in Appendix G. We consider four variations: 1) SAC: Equivariant SAC with no data augmentation; 2): SAC + buffer aug: Equivariant SAC with four SO(2) data augmentation in the buffer; 3): SAC + rot RAD: Equivariant SAC with RAD implemented with a SO(2) rotation operator; 4): SAC + rot RAD + buffer aug: 3) with additional four SO(2) data augmentation in the buffer. Figure 7 shows the result. Note that the versions of Equivariant SAC equipped with SO(2) RAD (green and red) perform nearly as well as Equivariant SAC with buffer augmentation (blue).

Combining the results of this section and those in Section V-C1 and Section V-C2, we can conclude that even though Equivariant SAC already encodes D4 equivariance within the structure of the network, adding SO(2) data augmentations to the algorithm can still benefit it by a substantial margin, especially in the challenging tasks. However, the three different data augmentation techniques that we explore in these sections do not show a significant difference compared with each other. Buffer augmentation is the simplest and most stable solution.

D. Effect of Expert Demonstration

Expert demonstrations are critical when solving challenging sparse rewards tasks. Without it, the agent must search randomly for a goal state and this can take a long time. This section evaluates two essential factors in injecting expert demonstration to Equivariant SAC: the number of expert demonstrations needed and if a behavior cloning loss will be beneficial.

1) Number of Expert Demonstration: This experiment studies two questions: 1) if expert demonstration is necessary when using Equivariant SAC to solve our tasks; 2) if it is necessary, how many demonstrations are needed. We consider four different amount of expert demonstration episodes provided to the agent: 0, 10, 20, and 40. Figure 8 shows the comparison result. First, note that expert demonstration is always required since the variation without any demonstration (red) struggles to learn a good policy in all four environments. Second, we found that the Equivariant SAC can do well with just 10 or 20 expert demonstrations. The fact that we require so few demonstrations is especially important in situations where it is a human who must provide the demonstrations.

2) SACfD: In this experiment, we evaluate if an auxiliary demonstration loss will be beneficial for Equivariant SAC. We use SACfD [26] as the baseline for incorporating a demonstration loss to the actor:

$$L_{actor}^{SACfD} = \mathbb{1}_e \left[ \frac{1}{2} (a - \pi(s) - a_e)^2 \right],$$  

where $\mathbb{1}_e = 1$ if the sampled transition is an expert demonstration and 0 otherwise, $a \sim \pi(s)$ is an action sampled from the output Gaussian distribution of $\pi(s)$, and $a_e$ is the expert action. This demonstration loss is used in addition to the loss of SAC to incline its policy to the expert policy. Figure 9 shows the comparison between Equivariant SACfD (green) and Equivariant SAC (blue). Interestingly, Equivariant SACfD outperforms Equivariant SAC in three of the environments, but underperforms in Clutter Grasping. This is because the expert policy for Clutter Grasping is sub-optimal (since the planner does not have access to the optimal grasping point of each random object), while the expert for the other three tasks
are nearly optimal. The performance of SACfD indicates that when the expert demonstration is sub-optimal, an auxiliary demonstration loss will harm the performance of Equivariant SAC. This is an important finding because the planner that generates the expert policy in on-robot learning is often sub-optimal (since it does not have access to the pose of the objects as in the simulation).

E. Summary of Findings

We sum up the findings of this section as follows:

1) The Equivariant SAC defined over the group $D_4$ has the best performance.

2) Using data augmentation techniques with the equivariant network is important, but different data augmentation approaches show similar performance.

3) A small amount of expert demonstration is essential for Equivariant SAC, but an auxiliary demonstration loss can be harmful when the demonstration policy is sub-optimal.

Per our findings from the simulation experiments, we use the algorithmic settings as shown in Table I in our on-robot learning experiment.

VI. On-Robot Learning Experiment

A. Experimental Setup

This section evaluates the optimized Equivariant SAC in on-robot learning. Our experimental setup is shown in Figure 10. The experiment is conducted on a Universal Robots UR5 arm equipped with a Robotiq 2F-85 parallel-jaw gripper. We use one Occipital Structure Sensor and one Microsoft Azure Kinect DK mounted above the robot to generate the observation. Our workstation has an Intel Core i7-9700k CPU (3.60GHz) and a Nvidia RTX 2080Ti GPU. During training, each training step takes approximately 1.1 seconds, including one SGD step and one environmental step running in parallel. Two bins in front of the robot make up the workspace. We experiment with the same four tasks (Block Picking, Clutter Grasping, Block Pushing, Block in Bowl) as in Section V. Figure 2 (e)-(f) shows those environments on the physical robot. Note that in Block Pushing, we use a virtual goal drawn on the observation, so the goal is visible to the agent but not to the observer. In tasks that involve a single object (Block Picking and Block Pushing), the robot will only use one bin as the workspace. In tasks involving multiple objects (Clutter Grasping and Block in Bowl), the robot will iteratively use one of the two bins as the active workspace and use the other bin to reset the environment.

We implement an automated resetting process for all four environments. In Block Picking and Block Pushing, the robot will reset the environment through picking up the block...
| Task                | Block Picking | Clutter Grasping | Block Pushing | Block in Bowl |
|---------------------|---------------|------------------|---------------|--------------|
| Number of training steps | 2000          | 2000             | 2000          | 4000         |
| Approximate time for training | 45 minutes    | 45 minutes       | 1 hour        | 2 hours 40 minutes |
| Evaluation success rate | 100% (50/50) | 96% (48/50)      | 92% (46/50)   | 92% (46/50)  |

**TABLE II**
The number of training steps, approximate time for training, and the revaluation success rate of the trained policy of our on-robot learning.

and randomly placing it inside the workspace. In Block in Bowl, the robot will move both the bowl and the block from the active workspace to random positions in the reset bin, then switch the active workspace to the reset bin. In Clutter Grasping, after the robot successfully grasps one object from the active workspace, it will drop the object to a random position in the reset bin. Once the robot grasps all objects from the active workspace, the robot will switch the active workspace to the reset bin. See Appendix C for more details.

B. Statement of Results

Table [II] shows the statistics of our on-robot learning. In Block Picking, Clutter Grasping, and Block Pushing, the Equivariant SAC only requires 2000 steps for learning the policy, which is approximately 45 minutes in total, including the time required for resetting the environment (in block pushing, 2000 steps takes one hour because the resetting takes slightly longer than Block Picking and Clutter Grasping). In Block in Bowl, Equivariant SAC takes 4000 steps to converge, which is 2 hours and 40 minutes. This includes around 73 minutes (1.1s × 4000) of environmental steps and 107 minutes for resetting the environment. Figure 11 shows an example episode of Clutter Grasping and one example episode of Block in Bowl.

We evaluate our trained policy for each task for 50 episodes. In Block Picking, the robot succeeds in all trails. In Clutter Grasping, the robot failed to find an appropriate grasp point in two episodes. In Block Pushing, the robot fails to move towards the block in two episodes. In the other two failures, the robot keeps pushing down from the top of the block. In Block in Bowl, the robot grasps the block but does not move towards the bowl in three episodes. In the other failure, the robot grasps the bowl and the block simultaneously and doesn’t release them.

C. Comparison with Baseline

We evaluate the Equivariant SAC with the FERM [32] baseline. FERM utilizes contrastive learning with random crop augmentations to improve the sample efficiency in on-robot learning. We implement FERM such that the image encoder has a similar amount of trainable parameters as the equivariant network (1.5M vs 1.1M). Appendix E shows the details of the baseline.

Figure 12 shows the learning curve comparison between Equivariant SAC and the FERM baseline. In Block Picking, Equivariant SAC masters the task after about 1000 steps, while FERM learns slower and converges to a sub-optimal policy. In Clutter Grasping, FERM performs better at the beginning phase of learning but fails to converge to a good policy at the end of learning. We hypothesis that this is because: 1) the pre-training of the encoder in FERM helps the network to learn a better feature representation at the early phase of learning. 2) this task does not require accurate manipulation as the other three tasks since the objects are all deformable (this also explains why the on-robot learning is faster than the simulation in this task). In Block Pushing and Block in Bowl, FERM fails to learn any good policy at all, while Equivariant SAC solves the task within 2000 and 4000 steps, respectively.

VII. DISCUSSION

This paper demonstrates on-robot learning using Equivariant SAC [26]. We evaluate several algorithmic choices in Equivariant SAC on performance and conclude the following: 1) the symmetry group $D_4 \subset O(2)$ performs best; 2) data augmentation is important, but the type of data augmentation does not make much of a difference; 3) a small number of expert demonstrations are necessary, but no more than 20 demonstrations are needed per task. Ultimately, we demonstrate that O(2)-Equivariant SAC with the algorithmic choices summarized in Table I can be used to learn policies that can...
solve various challenging robotic manipulation tasks in an hour or two (Table II).

This work has several limitations and directions for future works. First, to satisfy the assumptions of a $G$-invariant MDP, we need to remove the robot arm and gripper from the point cloud before generating the orthographic projection. This becomes problematic when the gripper is making contact with the objects since either part of the object will be removed from the point cloud, or the gripper will remain in the point cloud. Pursuing an equivariant architecture that is robust in the presence of the robot arm will be an essential direction of future work. Second, since we are training on the robot without human supervision, we must: 1) be able to automatically check for task completion; 2) be able to reset the environment at the end of a task. Both of these things are potentially challenging to implement. Finally, given the challenges of RL on physical robotic systems, another avenue for future work would be to develop equivariant methods that can learn entirely from human demonstration.
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Appendix

A. Network Architecture

Our equivariant neural networks are implemented using the E2CNN [23] library in PyTorch [18]. The network architecture of the discrete group variations ($C_4$, $C_6$, $D_4$, $D_6$) is illustrated in Figure 19. The actor network $\pi$ (Figure 19 top) takes in $\mathcal{F}_s$ as a trivial representation feature map. The hidden layers are all implemented using the regular representation. The output of $\pi$ is a mixed representation feature map with $1 \times 1$ spatial dimension (so that it can also be viewed as a vector). This vector consists of $1 \rho_1$ feature, representing the means of the action component $(x, y)$, and $8$ trivial representation features, representing the means of the action component $(z, \theta, \lambda)$ as well as the standard deviations of all action dimensions. The critic network $q$ (Figure 19 bottom) takes in $\mathcal{F}_s$ as a trivial representation feature map. The upper path of $q$ generates a 64-channel regular representation feature map with $1 \times 1$ spatial dimensions. This regular representation feature map is concatenated with the action $\alpha$, which is encoded as $1 \rho_1$ feature (representing $(x, y)$) and $3 \rho_0$ features (representing $(z, \theta, \lambda)$). The concatenated feature map is sent to two separate blocks to generate two $Q$ estimates in the form of $1 \times 1$ trivial representation feature map. In both the actor and critic network, we use ReLU as the activation function.

For the continuous group variations ($SO(2)$, $O_2$), we define the networks with a maximum frequency of 3 (since the continuous group $SO(2)$, $O_2$ have infinite number of irreducible representations, the maximum frequency specifies the maximum frequency of the irreducible representations to build [28]). The forms of the input and output feature types are the same as the discrete group variations. However, for the hidden layers, we use $\rho^k(1,0) \circ \rho^k(0,0) \circ \rho^k(1,1) \circ \rho^k(1,2) \circ \rho^k(1,3)$ as the representation type for the $SO(2)$ network. In principle, $\rho_m(\theta) = \rho_1(m\theta)$ describes the rotation symmetries in different frequencies. We use $\rho^k(1,0) \circ \rho^k(1,0) \circ \rho^k(1,1) \circ \rho^k(1,2) \circ \rho^k(1,3)$ for the hidden layers in the $O(2)$ network. The group $O(2)$ is generated by rotations $\text{Rot}(\theta)$ and a reflection $f$ over the $x$-axis. For $k > 0$, $\rho(1,0)$ is the irreducible representation of $O(2)$ on $\mathbb{R}^2$ in which rotations $\text{Rot}(\theta)$ rotate vectors about the origin by $k\theta$ and $f$ reflects vectors over the $x$-axis. We use the gated nonlinearity as the activation function.

B. Simulation Environment Details

In all simulation environments, the workspace has a size of $0.3m \times 0.3m \times 0.24m$. All workspace is inside a bin with a bounding box size of $0.45m \times 0.45m \times 0.1m$. The bottom size of the bin is $0.3m \times 0.3m$. We use a simulated Franka Panda arm in all simulations. All environments raise a sparse reward, i.e., $+1$ when the agent finishes the task, and 0 otherwise. The maximum time steps for all tasks is 50. At the beginning of each episode, the gripper is moved to the center of the workspace.

1) Block Picking: In the Block Picking environment, the robot needs to pick up a block with a size of $5cm \times 5cm \times 5cm$. At the start of each episode, the block is initialized with random position and orientation. The goal is to grasp the block and lift it s.t. the gripper is at least $0.15m$ above the ground. The observation in this environment covers an area of $0.3m \times 0.3m$.

2) Clutter Grasping: In the Clutter Grasping environment, the robot needs to pick up an object from a clutter of at most five objects. At the start of training, five random objects are initialized with random position and orientation. The shapes of the objects are randomly sampled from the object set shown in Figure 13. The object set contains 76 objects derived from the 3DNet [29] dataset. Every time the agent successfully grasps all five objects, the environment will re-generate five random objects with random positions and orientations. If an episode terminates with any remaining objects in the bin, the object will not be re-initialized. The goal of this task is to grasp any object and lift it s.t. the gripper is at least $0.15m$ above the ground. The observation in this environment covers an area of $0.3m \times 0.3m$.

3) Block Pushing: In the Block Pushing environment, the robot needs to push a block with a size of $5cm \times 5cm \times 5cm$ to the goal area with a size of $9cm \times 9cm$. At the start of each episode, the block is initialized with a random position and orientation, and the goal is initialized with a random position at least $9cm$ away from the block. The goal is to push the block s.t. the distance between the block’s center and the goal’s center is within $5cm$. The observation in this environment covers an area of $0.45m \times 0.45m$. The goal area is drawn on the observation by adding $2cm$ to the height values.

4) Block in Bowl: In the Block in Bowl environment, the robot needs to pick up a block with a size of $5cm \times 5cm \times 5cm$ and place it inside a bowl with a bounding box size of $16cm \times 16cm \times 7cm$. At the start of each episode, the block and the bowl are initialized with a random position and orientation. The observation in this environment covers an area of $0.45m \times 0.45m$.

Fig. 13. The object set for Clutter Grasping in simulation contains 76 objects from the 3DNet [29] dataset.
C. On-Robot Learning Details

In the on-robot learning environment, the two bins have a bottom size of $0.25m \times 0.25m$. The bounding box of each bin has a size of $0.4m \times 0.4m \times 0.11m$. The workspace of the arm is inside one of the two bins, with a size of $0.23m \times 0.23m \times 0.2m$. Similar to simulation environments, all real-world environments raise a sparse reward, +1 when success and 0 otherwise. We implement a collision protection algorithm to prevent the arm from colliding with the environment by reading the force applied to the end-effector. A -0.1 reward is given when a protective stop is triggered on the UR5. The maximum number of time steps per episode for all environments is 50. Reset and reward functions are implemented specifically for different tasks as follows.

1) Block picking: In the block picking environment, only one bin will be used throughout the training. The block has a size of $5cm \times 5cm \times 5cm$. A reward will be given when the block is grasped and lifted for 0.1m above the ground by reading the signals from the gripper. At the start of each episode, the block is reset to a random position and orientation in the current bin. The observation covers an area of $0.3m \times 0.3m$.

2) Clutter Grasping: The Clutter Grasping environment contains a clutter of five objects, as is shown in Figure 14. In this experiment, one bin is used as the active workspace, and the other bin is used as the reset bin. The goal is to grasp an object and lift it to 0.1m above the ground. Once grasped, the object will be reset with random positions and orientations in the current bin. After all objects in the active workspace are grasped, the active workspace and the reset bin is swapped. This process is shown in Figure 15. If the robot fails to grasp any object for five consecutive episodes, all remaining objects in the active workspace will be moved to the reset bin. The observation covers an area of $0.3m \times 0.3m$.

3) Block Pushing: In the Block Pushing environment, only one bin will be used throughout the training. The goal is to move the block s.t. more than 77 pixels of the block are within the goal area. The block has a size of $5cm \times 5cm \times 5cm$. At the beginning of each episode, a goal area of $0.77m \times 0.77m$ is virtually generated at least 9cm away from the block. The goal area is drawn to the observation by adding the height value by 0.02m. When resetting, the arm will move the block to a new random position. The observation covers an area of $0.45m \times 0.45m$, in order to get a larger field of view that includes both object and goal area.

4) Block in Bowl: In the Block in Bowl environment, we use one bin as the active workspace and the other bin as the reset bin. The goal is to grasp the block and then put it into the bowl. The bowl has a radius of 8cm and the block has a size of $5cm \times 5cm \times 5cm$. At the beginning of each episode, both the block and the bowl will be reset into the reset bin with random positions and orientations, keeping at least 14cm
Fig. 17. Comparison of Equivariant SAC with different action spaces. The plots show the performance of the behavior policy in terms of the discounted reward. Each point is the average discounted reward in the previous 200 steps. Results are averaged over four runs. Shading denotes standard error.

Fig. 18. Comparison of Equivariant SAC equipped with random crop data augmentation using RAD. The plots show the performance of the behavior policy in terms of the discounted reward. Each point is the average discounted reward in the previous 200 steps. Results are averaged over four runs. Shading denotes standard error.

away from each other. The active workspace and the reset bin are then swapped. This process is shown in Figure 16. The reset function utilizes circle detection for grasping the bowl. The observation covers an area of $0.45m \times 0.45m$ to provide a larger view to cover both the block and the bowl.

D. Training Details

The pixel size of the observation is $128 \times 128$ for all methods except for the FERM baseline and RAD crop baseline, where the observation’s pixel size is $142 \times 142$ and will be cropped to $128 \times 128$.

We train the networks using the Adam [11] optimizer with a learning rate of $10^{-3}$. We perform one SGD step per environmental step. The entropy temperature $\alpha$ of SAC is initialized at $10^{-2}$. The target entropy is $-5$. The discount factor is $\gamma = 0.99$. We use a target network for the critic network and soft target update with $\tau = 10^{-2}$. The replay buffer has a capacity of 100,000 transitions. The mini-batch size is 64.

E. Baseline Details

The FERM [32] baselines use random crop for data augmentation. The random crop crops a $142 \times 142$ state image to the size of $128 \times 128$. As in [32], the contrastive encoder has an output size of 50, and the contrastive encoder is pre-trained for 1.6k steps using the expert data. Figure 20 shows the network architecture for our baseline FERM.

F. Action Space Choice

We perform an experiment evaluating the performance of Equivariant SAC in different action spaces in simulation. We consider the following different action spaces: 1) $d_{pos}=0.03$, $d_{rot}=0.125\pi$: $x, y, z \in [-0.03m, 0.03m]; \theta \in [-\frac{\pi}{4}, \frac{\pi}{4}]$. 2) $d_{pos}=0.05$, $d_{rot}=0.125\pi$: $x, y, z \in [-0.05m, 0.05m]; \theta \in [-\frac{\pi}{4}, \frac{\pi}{4}]$. 3) $d_{pos}=0.05$, $d_{rot}=0.25\pi$: $x, y, z \in [-0.05m, 0.05m]; \theta \in [-\frac{\pi}{4}, \frac{\pi}{4}]$. 4) $d_{pos}=0.1$, $d_{rot}=0.25\pi$: $x, y, z \in [-0.1m, 0.1m]; \theta \in [-\frac{\pi}{4}, \frac{\pi}{4}]$. In all variations, $\lambda \in [0, 1]$ stays the same. Figure 17 shows the result. The best performing action spaces are $d_{pos}=0.05, d_{rot}=0.25\pi$ (blue) and $d_{pos}=0.1, d_{rot}=0.25\pi$ (purple), while $d_{pos}=0.05, d_{rot}=0.25\pi$ is more stable.

G. Crop RAD

In this experiment, we evaluate the original version of RAD (with a random crop augmentation operator) in combination with the Equivariant SAC. We consider two variations: 1) SAC: Equivariant SAC with the default setting. 2) SAC + crop RAD: Equivariant SAC with RAD with a random crop augmentation operator. Figure 18 shows the result. In easier tasks (Block Picking and Block Pushing), SAC + crop RAD (green) shows a marginal improvement over SAC. However, SAC + crop RAD underperforms the version without RAD in the other two harder tasks. We hypothesizes that this mismatched performance is because random crop augmentation, which causes a translation in the input image, will damage the rotational equivariance that the equivariant network encodes.
Fig. 19. The network architecture of Equivariant SAC. Top: the architecture of the actor network. Bottom: the architecture of the critic network. ReLU non-linearity is omitted in the figure.

Fig. 20. The network architecture of the FERM baseline. ReLU non-linearity is omitted in the figure.