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Abstract

Given a 2-edge connected, unweighted, and undirected graph $G$ with $n$ vertices and $m$ edges, a $\sigma$-tree spanner is a spanning tree $T$ of $G$ in which the ratio between the distance in $T$ of any pair of vertices and the corresponding distance in $G$ is upper bounded by $\sigma$. The minimum value of $\sigma$ for which $T$ is a $\sigma$-tree spanner of $G$ is also called the stretch factor of $T$. We address the fault-tolerant scenario in which each edge $e$ of a given tree spanner may temporarily fail and has to be replaced by a best swap edge, i.e. an edge that reconnects $T-e$ at a minimum stretch factor. More precisely, we design an $O(n^2)$ time and space algorithm that computes a best swap edge of every tree edge. Previously, an $O(n^2 \log n)$ time and $O(n^2 + m \log n)$ space algorithm was known for edge-weighted graphs [Bilò et al., ISAAC 2017]. Even if our improvements on both the time and space complexities are of a polylogarithmic factor, we stress the fact that the design of a $o(n^2)$ time and space algorithm would be considered a breakthrough.
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1 Introduction

Given a 2-edge connected, unweighted, and undirected graph $G$ with $n$ vertices and $m$ edges, a $\sigma$-tree spanner is a spanning tree $T$ of $G$ in which the ratio between the distance in $T$ of any pair of vertices and the corresponding distance in $G$ is upper bounded by $\sigma$. The minimum value of $\sigma$ for which $T$ is a $\sigma$-tree spanner of $G$ is also called the stretch factor of $T$. The stretch factor of a tree spanner is a measure of how the all-to-all distances degrade w.r.t. the underlying communication graph if we want to sparsify it. Therefore, tree spanners find several applications in the network design problem area as well as in the area of distributed algorithms (see also [13] [16] for some additional practical motivations).

Unfortunately, tree-based network infrastructures are highly sensitive to even a single transient link failure, since this always results in a network disconnection. Furthermore, when these events occur, the computational costs for rearranging the network flow of information from scratch (i.e., recomputing a new tree spanner with small stretch factor, reconfiguring the routing tables, etc.) can be extremely high. Therefore, in such cases it is enough to promptly reestablish the network connectivity by the addition of a swap edge, i.e. a link that temporarily substitutes the failed edge.

In this paper we address the fault-tolerant scenario in which each edge $e$ of a given tree spanner may undergo a transient failure and has to be replaced by a best swap edge, i.e.
an edge that reconnects $T - e$ at a minimum stretch factor. More precisely, we design an $O(n^2)$ time and space algorithm that computes all the best swap edges (ABSE for short) in unweighted graphs, that is a best swap edge for every edge of $T$. Previously, an $O(n^2 \log^2 n)$ time and $O(n^2 + m \log^2 n)$ space algorithm was known for edge-weighted graphs. Even though the overall improvements in both the time and space complexities are of a polylogarithmic factor, we stress the fact that designing an $o(n^2)$ time and space algorithm would be considered a breakthrough in this field (see [11]). Furthermore, the approach proposed in this paper uses only one technique provided in [2]; all the remaining ideas are totally new and are at the core of the design of both a time and space efficient algorithm. Our algorithm is also easy to implement and makes use of very simple data structures.

### 1.1 Related work

The ABSE problem on tree spanners has been introduced by Das et al. in [7], where the authors designed two algorithms for both the weighted and the unweighted case, running in $O(m^2 \log n)$ and $O(n^3)$ time, respectively, and using $O(m)$ and $O(n^2)$ space, respectively. Subsequently, Bilò et al. [2] improved both results by providing two efficient linear-space solutions for both the weighted and the unweighted case, running in $O(m^2 \log \alpha(m, n))$ and $O(mn \log n)$ time, respectively. Recently, in [4] the authors designed a very clever recursive algorithm that uses centroid-decomposition techniques and lower envelope data structures to solve the ABSE problem on tree spanners in $O(n^2 \log^2 n)$ time and $O(n^2 + m \log^2 n)$ space.

| Algorithm     | weighted graphs |       | unweighted graphs |       |
|---------------|-----------------|-------|-------------------|-------|
|               | time            | space | time              | space |
| naive         | $\Theta(n^3 m)$ | $\Theta(n^2)$ | $\Theta(n^2 m)$ | $\Theta(n^2)$ |
| Das et al. [7] | $O(m^2 \log n)$ | $O(m)$ | $O(n^3)$          | $O(n^2)$ |
| Bilò et al. [2] | $O(m^2 \log \alpha(m, n))$ | $O(m)$ | $O(mn \log n)$ | $O(m)$ |
| Bilò et al. [4] | $O(n^2 \log n)$ | $O(n^2 + m \log^2 n)$ | $O(n^2 \log^2 n)$ | $O(n^2 + m \log^2 n)$ |
| this paper     | -               | -     | $O(n^2)$          | $O(n^2)$ |

### 1.2 Other related work on ABSE

The ABSE problems in spanning trees have received a lot of attention from the algorithmic community. The most famous and first studied ABSE problem was on minimum spanning trees, where the quality of a swap edge is measured w.r.t. the overall cost of the resulting tree (i.e., sum of the edge weights). This problem, a.k.a. sensitivity analysis problem on minimum spanning trees, can be solved in $O(m \log \alpha(m, n))$ time [15], where $\alpha$ denotes the inverse of the Ackermann function. In the minimum diameter spanning tree a quality of a swap edge is measured w.r.t. the diameter of the swap tree [12, 14]. Here the ABSE problem can also be solved in $O(m \log \alpha(m, n))$ time [6]. In the minimum routing-cost spanning tree, the best swap minimizes the overall sum of the all-to-all distances of the swap tree [18]. The fastest algorithm for solving the ABSE problem in this case has a running time of
Concerning the single-source shortest-path tree, several criteria for measuring the quality of a swap edge have been considered. The most important ones are:

- the maximum or the average distance from the root; here the corresponding ABSE problems can be solved in $O(m \log \alpha(m, n))$ time (see [3]) and $O(m \alpha(n, n) \log^2 n)$ time (see [17]), respectively;
- the maximum and the average stretch factor from the root for which the corresponding ABSE problems have been solved in $O(mn + n^2 \log n)$ and $O(mn \log \alpha(m, n))$ time, respectively [3].

Finally, the ABSE problems have also been studied in a distributed setting [8, 9, 10].

## 2 Preliminary definitions

Let $G = (V(G), E(G))$ be a 2-edge-connected, unweighted, and undirected graph of $n$ vertices and $m$ edges, respectively, and let $T$ be a spanning tree of $G$. Given an edge $e \in E(G)$, we denote by $G - e = (V(G), E(G) \setminus \{e\})$ the graph obtained after the removal of $e$ from $G$.

Given an edge $e \in E(T)$, let $S(e)$ denote the set of all the swap edges of $e$, i.e., all edges in $E(G) \setminus \{e\}$ whose endpoints belong to two different connected components of $T - e$. For any $e \in E(T)$ and $f \in S(e)$, let $T_{e/f}$ denote the swap tree obtained from $T$ by replacing $e$ with $f$.

Given two vertices $x, y \in V(G)$, we denote by $d_G(x, y)$ the distance between $x$ and $y$ in $G$, i.e., the number of edges contained in a shortest path in $G$ between $x$ and $y$. We define the stretch factor $\sigma_G(T)$ of $T$ w.r.t. $G$ as

$$
\sigma_G(T) = \max_{x, y \in V(G)} \frac{d_T(x, y)}{d_G(x, y)}.
$$

### Definition 1 (Best Swap Edge).

Let $e \in E(T)$. An edge $f^* \in S(e)$ is a best swap edge for $e$ if $f^* \in \arg \min_{f \in S(e)} \sigma_{G-e}(T_{e/f})$.

For a rooted tree $T$ and two vertices $u$ and $v$ of $T$, we denote by $\mathcal{A}(v)$ the set of all the proper ancestors of $v$ in $T$, we denote by $p(v)$ the parent of $v$ in $T$, and we denote by $lca(u, v)$ the least common ancestor of $u$ and $v$ in $T$.

## 3 The algorithm

In this section we design an $O(n^2)$ time and space algorithm that computes a best swap edge for every edge of $T$. Let $r$ be an arbitrarily chosen vertex of $T$. For the rest of the paper, we assume that $T$ is rooted at $r$. The algorithm works as follows. First, for every vertex $x$ of $T$, the algorithm computes the set $E(x) := \{(x, y) \in E(G) \setminus E(T) \mid x \notin \mathcal{A}(y)\}$ of non-tree edges of the form $(x, y)$, where $x$ is not an ancestor of $y$ in $T$ (see Figure 1). Observe that some sets $E(x)$ may be empty. Observe also that each edge $(x, y)$ such that $x \notin \mathcal{A}(y)$ and $y \notin \mathcal{A}(x)$ is contained in both $E(x)$ and $E(y)$. The precomputation of the all the sets $E(x)$ requires linear time if we use a data structure that can compute the least common ancestor of any 2 given vertices in constant time [11].

The algorithm visits the edges of $T$ in postorder and, for each edge $e \in E(T)$, it computes a corresponding best swap edge in $O(n)$ time. For the rest of the paper, unless stated otherwise, let $e = (p(v), v)$ be a fixed tree edge and let $X$ be the set of vertices contained in the subtree of $T$ rooted at $v$. The algorithm computes a best swap edge $f^*$ of $e$ as follows.

First, for every $x \in X$, the algorithm computes a candidate best swap edge $f_x$ of $e$ that is
chosen among the edges of $F(x,e) := E(x) \cap S(e)$. More precisely,

$$f_x \in \arg \min_{f \in F(x,e)} \sigma_{G-e}(T_{e/f}).$$

The best swap edge $f^*$ is then selected among the computed candidate best swap edges. More precisely,

$$f^* \in \arg \min_{f_x, s.t.\ x \in X} \sigma_{G-e}(T_{e/f_x}). \tag{1}$$

We can prove the following lemma.

\begin{lemma}
The edge $f^*$ computed as in (1) is a best swap edge of $e$.
\end{lemma}

\begin{proof}
Let $x \in X$ and let $(x,y) \in S(e)$ be any swap edge of $e$ incident to $x$. Since $x \notin A(y)$, we have that $(x,y) \in E(x)$. Therefore, $(x,y) \in F(x,e)$. As a consequence, $S(e) = \bigcup_{x \in X} F(x,e)$. Hence

$$\sigma_{G-e}(T_{e/f^*}) = \min_{f_x, s.t.\ x \in X} \sigma_{G-e}(T_{e/f_x}) = \min_{x \in X} \min_{f \in F(x,e)} \sigma_{G-e}(T_{e/f}) = \min_{f \in S(e)} \sigma_{G-e}(T_{e/f}).$$

The claim follows.
\end{proof}

### 3.1 How to compute the candidate best swap edges

As already proved in Lemma 3 of [2], the candidate best swap edge $f_x$ can be computed via a reduction to the subset minimum eccentricity problem on trees. We revise the reduction in the following. In the subset minimum eccentricity problem on trees, we are given a tree $T$, with a cost $c(y)$ associated with each vertex $y$, and a subset $Y \subseteq V(T)$, and we are asked to find a vertex in $Y$ of minimum eccentricity, i.e., a vertex $y^* \in Y$ such that

$$y^* \in \arg \min_{y \in Y} \max_{y' \in V(T)} (d_T(y,y') + c(y')).$$

The reduction from the problem of computing the candidate best swap edge $f_x$ to the subset minimum eccentricity problem on trees is as follows. The input tree corresponds to $T$, the cost associated with each vertex $y$ is $c_x(y) := \max_{x' \in X, (x',y) \in S(e)} d_T(x',x)$ \footnote{With a little abuse of notation, if $F(x,e) = \emptyset$, then $f_x = \perp$ and $\sigma_{G-e}(T_{e/f_x}) = +\infty$.} and the subset of vertices from which we have to choose the one with minimum eccentricity is $Y(x,e) := \{y \mid (x,y) \in F(x,e)\}$. As the following lemma shows, the problem can be solved by computing:

$$1$$

$$2$$

If $S(e)$ contains no edge incident to $y$, then $c_x(y) = -\infty$. \footnote{If $S(e)$ contains no edge incident to $y$, then $c_x(y) = -\infty$.}
the endvertices of a diametral path of $T$, i.e., two (not necessarily distinct) vertices $a_x, b_x \in V(T)$ such that
\[
\{a_x, b_x\} \in \arg\max_{\{a, b\}, a, b \in V(T)} (c_x(a) + d_T(a, b) + c_x(b));
\]
- a center of $T$, i.e., a vertex $\gamma_x \in V(T)$ such that
\[
\gamma_x \in \arg\min_{\gamma \in V(T)} \max_{y \in V(T)} (d_T(\gamma, y) + c_x(y)).
\]

Lemma 3 (Bilò et al. [2], Lemma 6 and Lemma 7). Let $\gamma_x$ be a center of $T$ and let $a_x$ and $b_x$ be the two endvertices of a diametral path $P$ in $T$. Then $\gamma_x$ is also a center of $P$. Furthermore, if $y_x \in Y(x, e)$ is the vertex closest to the center $\gamma_x$, i.e., $y_x \in \arg\min_{y \in Y(x, e)} d_T(y, \gamma_x)$, then $f_x := (x, y_x)$ is a candidate best swap edge of $e$ and $\sigma_{G-e}(T_{e/f_x}) = 1 + \max \{d_T(y_x, a_x) + c_x(a_x), d_T(y_x, b_x) + c_x(b_x)\}$.

In what follows we show how all the vertices $y_x$ and all the values $\sigma_{G-e}(T_{e/f_x})$, for every $x \in X$, can be computed in $O(n)$ time and space. More precisely, the algorithm first computes the endvertices $a_x$ and $b_x$, for every $x \in X$, in $O(n)$ time and space. Thanks to Lemma 3 once both $a_x$ and $b_x$ are known, and since all tree edges have length equal to 1, we can compute $\gamma_x$ in constant time using a constant number of least common ancestor and level ancestor queries [1] [3]. Finally, for each $x \in X$, we show how to compute the vertex $y_x$ that is closest to $\gamma_x$ in constant time using range-minimum-query data structures [1] [11].

3.1.1 How to compute the endvertices of the diametral paths

To compute $a_x$ and $b_x$, we make use of the following key lemma.

Lemma 4 (Merge diameter lemma). Let $T$ be a tree, with a cost $c(y)$ associated with each $y \in V(T)$. Let $c_1, \ldots, c_\ell$ be $\ell$ (vertex-cost) functions and let $k_1, \ldots, k_\ell$ be $\ell$ constants such that, for every vertex $y \in V(T)$, $c(y) = \max_{i=1, \ldots, \ell} (c_i(y) + k_i)$. For every $i = 1, \ldots, \ell$, let $a_i, b_i$ be the two endvertices of a diametral path of $T$ w.r.t. the cost function $c_i$. Then, there are two indices $i, j = 1, \ldots, \ell$ (it may also be equal to $j$) and two vertices $a \in \{a_i, b_i\}$ and $b \in \{a_j, b_j\}$ such that:
1. $a$ and $b$ are the two endvertices of a diametral path of $T$ w.r.t. cost function $c$;
2. $c(a) = c_i(a) + k_i$;
3. $c(b) = c_j(b) + k_j$.

Furthermore, if $a_i, b_i$, and their corresponding costs $c_i(a_i)$ and $c_i(b_i)$ are known for every $i = 1, \ldots, \ell$, then the vertices $a$ and $b$ can be computed in $O(\ell)$ time and space.

Proof. Let $a, b$ be the two endvertices of a diametral path in $T$ w.r.t. the cost function $c$. For some $i, j = 1, \ldots, \ell$, we have that $c(a) = c_i(a) + k_i$ as well as $c(b) = c_j(b) + k_j$ (it may also be equal to $j$). Let $P_i$ (resp., $P_j$) be the path in $T$ between $a_i$ (resp., $a_j$) and $b_i$ (resp., $b_j$). Let $t$ be the first vertex of the path in $T$ from $a$ to $a_i$ that is also in $P_i$, where we assume that the path is traversed in the direction from $a$ to $a_i$. Similarly, let $t'$ be the first vertex of $P_i$ from $t$ to $a_i$. Then, $t'$ is the first vertex of $P_i$ from $t$ to $a_i$.

---

3 Indeed, by computing the least common ancestor between $a_x$ and $b_x$, say $\bar{x}$, we know whether $\gamma_x$ is along either the $\bar{x}$ to $a_x$ path or the $\bar{x}$ to $b_x$ path. If $\gamma_x$ is an ancestor of $a_x$, then its distance from $a_x$ is equal to $\left(\left[c_x(a_x) + d_T(a_x, b_x) + c_x(b_x)\right]/2\right) - c_x(a_x)$. If $\gamma_x$ is an ancestor of $b_x$, then its distance from $b_x$ is equal to $\left(\left[c_x(a_x) + d_T(a_x, b_x) + c_x(b_x)\right]/2\right) - c_x(b_x)$. 


Using Inequality (3) and Inequality (4), together with Equality (2), we obtain
\[
c(a) + d_T(a, b) + c(b) \leq c(a) + d_T(a, t) + d_T(t, t') + d_T(t', b) + c(b) \\
= c_i(a) + c_i(t) + d_T(a, t) + d_T(t, t') + d_T(t', b) + c_i(b) + k_j \\
\leq c_i(\bar{a}) + c_i(t) + d_T(\bar{a}, t) + d_T(t, t') + d_T(t', \bar{b}) + c_i(\bar{b}) + k_j \\
= c_j(\bar{a}) + d_T(\bar{a}, t') + d_T(t', \bar{b}) + c_j(\bar{b}),
\]
from which we derive
\[
d_T(t', b) + c_j(b) \leq d_T(t', \bar{b}) + c_j(\bar{b}). \tag{4}
\]

Using Inequality (3) and Inequality (4), together with Equality (2), we obtain
\[
c(a) + d_T(a, b) + c(b) \leq c(a) + d_T(a, t) + d_T(t, t') + d_T(t', b) + c(b) \\
= c_i(a) + c_i(t) + d_T(a, t) + d_T(t, t') + d_T(t', b) + c_i(b) + k_j \\
\leq c_i(\bar{a}) + c_i(t) + d_T(\bar{a}, t) + d_T(t, t') + d_T(t', \bar{b}) + c_i(\bar{b}) + k_j \\
= c_j(\bar{a}) + d_T(\bar{a}, t') + d_T(t', \bar{b}) + c_j(\bar{b}),
\]
Since \( a \) and \( b \) are the two endvertices of a diametral path in \( T \) w.r.t. cost function \( c \), the above inequality is satisfied at equality. As a consequence, \( a = \bar{a} \) and \( b = \bar{b} \) satisfy all the three conditions of the lemma statement.

We complete the proof by showing that \( a \) and \( b \) can be computed in \( O(\ell) \) time using dynamic programming. For every \( i = 1, \ldots, \ell \), we compute the endvertices \( \alpha_i \) and \( \beta_i \) of a diametral path in \( T \) w.r.t. the cost function \( \psi_i := \max_{1 \leq j \leq \ell} (c_j(y) + k_j) \), together with their corresponding costs. Clearly, for \( i = 1 \), \( \alpha_1 = a_1, \beta_1 = b_1, \psi_1(\alpha_1) = c_1(a_1) + k_1 \), and \( \psi_1(\beta_1) = c_1(b_1) + k_1 \). Moreover, for every \( i \geq 2 \), we can compute \( \alpha_i \) and \( \beta_i \), together with \( \psi_i(\alpha_i) \) and \( \psi_i(\beta_i) \), in constant time and space from \( \alpha_{i-1} \) and \( \beta_{i-1} \), where \( \psi_i(x) = \psi_{i-1}(x) \) for \( x \in \{\alpha_{i-1}, \beta_{i-1}\} \), and from \( a_i \) and \( b_i \), where \( \psi_i(x) = c_i(x) + k_i \) for \( x \in \{a_i, b_i\} \). Therefore, \( \alpha_\ell \) and \( \beta_\ell \), together with \( \psi_\ell(\alpha_\ell) \) and \( \psi_\ell(\beta_\ell) \), can be computed in \( O(\ell) \) time and space. The claim follows by observing that \( a = \alpha_\ell \) and \( b = \beta_\ell \).

Lemma 6 is extensively used by our algorithm to precompute some useful information. For every \( x \in V(T) \) and every \( z \in \mathcal{A}(x) \), the algorithm precomputes \( Y(x|z) = \{ y \mid (x, y) \in E(x) \text{ and } lca(x, y) = z \} \). Next, the algorithm computes the two endvertices \( a_{x|z} \) and \( b_{x|z} \) of a diametral path in \( T \), together with their associated costs, w.r.t. the following cost function:

\[
c_{x|z}(y) := \begin{cases} 
0 & \text{if } y \in Y(x|z); \\
\infty & \text{otherwise.}
\end{cases}
\]

Lemma 5. For every \( x \in V(T) \) and every \( z \in \mathcal{A}(x) \), all the vertices \( a_{x|z}, b_{x|z} \) and their corresponding costs w.r.t. \( c_{x|z} \) can be computed in \( O(n^2) \) time and space.

Proof. We show that, for any \( x \in V(T) \) and any \( z \in \mathcal{A}(x) \), the vertices \( a_{x|z} \) and \( b_{x|z} \) can be computed in \( O(1 + |Y(x|z)|) \) time and space. The claim would follow immediately since

\[
\sum_{x \in V(T)} \sum_{z \in \mathcal{A}(x)} O \left( 1 + |Y(x|z)| \right) = \sum_{x \in V(T)} O \left( \sum_{z \in \mathcal{A}(x)} (1 + |Y(x|z)|) \right) = \sum_{x \in V(T)} O(n) = O(n^2).
\]

Let \( x \in V(T) \) and \( z \in \mathcal{A}(x) \) be fixed, and let \( \ell \leq |Y(x|z)| \). Let \( y_1, \ldots, y_\ell \) be the \( \ell \) vertices of \( Y(x|z) \) and, finally, for every \( i = 1, \ldots, \ell \), let

\[
c_i(y) := \begin{cases} 
0 & \text{if } y = y_i; \\
\infty & \text{otherwise.}
\end{cases}
\]

We have that \( a_i = b_i = y_i \) are the two endvertices of the unique diametral path in \( T \) w.r.t. cost function \( c_i \). Moreover, for every \( y \in V(T) \), we have that \( c_{x|z}(y) = \max_{i=1, \ldots, \ell} c_i(y) \). Therefore, using Lemma 6, we can compute \( a_{x|z}, b_{x|z} \), and their corresponding costs w.r.t. \( c_{x|z} \), in \( O(1 + |Y(x|z)|) \) time and space.

Lemma 6. For every \( x \in V(T) \) and every edge \( e \) in the path in \( T \) between \( r \) and \( x \), all the vertices \( a_{x,e}, b_{x,e} \) and their corresponding costs w.r.t. \( c_{x,e} \) can be computed in \( O(n^2) \) time and space.
Proof. Let \( x \in V(T) \) and let \( e \) be an edge of the path between \( r \) and \( x \) in \( T \). We show that \( a_{x,e}, b_{x,e} \) (and their corresponding costs w.r.t. \( c_{x,e} \)) can be computed in constant time and space. The claim then follows since \( V(T), E(T) = O(n) \). We divide the proof into two cases.

The first case occurs when \( e \) is incident to \( r \). Clearly, for every \( y \in V(T) \), \( c_{x,e}(y) = c_{x|r}(y) \).

As a consequence, \( a_{x,e} = a_{x|r} \) and \( b_{x,e} = b_{x|r} \).

The second case occurs when \( e = (u = p(v), v) \), with \( u \neq r \). Let \( e' = (p(u), u) \). Then, for every \( y \in V(T) \), \( c_{x,e}(y) = \max \{c_{x,e}(y), c_{z|i}(y)\} \).

Therefore, using Lemma 4 all the vertices \( a_{x,e}, b_{x,e} \) (and their corresponding costs w.r.t. \( c_{x,e} \)), with \( x \in V(T) \) and \( e \) in the path in \( T \) between \( r \) and \( x \), can be computed in \( O(n^2) \) time and space via a preorder visit of the tree edges.

In the following we show how to compute \( a_x \) and \( b_x \), for every \( x \in X \), in \( O(n) \) time and space. First, for every \( x \in X \), we consider a subdivision of \( X \) into three sets \( Z(x,1), Z(x,2), \) and \( Z(x,3) \) (see Figure 3) such that:

- \( Z(x,1) \) is the set of all the descendants of \( x \) in \( T \) (\( x \) included);
- \( Z(x,2) \) is the union of all the sets \( Z(s,1), \) for every sibling \( s \) of \( x \);
- \( Z(x,3) = X \setminus (Z(x,1) \cup Z(x,2)) \).

Each set \( Z(x,i) \) is associated with a cost functions \( c_{x,i} \) that, for every \( y \in V(T) \), is defined as follows:

\[
c_{x,i}(y) := \max_{x' \in Z(x,i), (x',y) \in S(e)} d_T(x', x).
\]

Let \( a_{x,i} \) and \( b_{x,i} \) be the two endvertices of a diametral path in \( T \) w.r.t. cost function \( c_{x,i} \). The algorithm computes all the vertices \( a_{x,i}, b_{x,i} \) and their corresponding values w.r.t. cost function \( c_{x,i} \), for every \( x \in X \) and every \( i = 1, 2, 3 \).

\[ \text{Lemma 7.} \] For every \( x \in X \) and every \( i \in \{1, 2, 3\} \), all the vertices \( a_{x,i}, b_{x,i} \) and their corresponding costs w.r.t. \( c_{x,i} \) can be computed in \( O(n) \) time and space.

Proof. We divide the proof into three cases, according to the value of \( i \).

The first case is \( i = 1 \). Clearly, if \( x \) is a leaf vertex, then \( a_{x,1} = a_{x,e} \) and \( b_{x,1} = b_{x,e} \).

Moreover, \( c_{x,1}(a_{x,1}) = c_{x,e}(a_{x,e}) \) as well as \( c_{x,1}(b_{x,1}) = c_{x,e}(b_{x,e}) \). Therefore, we can assume that \( x \) is not a leaf vertex. Let \( x_1, \ldots, x_{\ell-1} \) be the \( \ell - 1 \) children of \( x \) in \( T \). Since \( Z(x,1) = \{x\} \cup \bigcup_{i=1}^{\ell-1} Z(x_i,1), \) for every \( y \in V(T) \), we have that

\[
c_{x,1}(y) = \max \left\{c_{x,e}(y), 1 + \max_{i=1,\ldots,\ell-1} c_{x,i}(y)\right\}.
\]
We observe that for every $x \in X$, all the vertices $a_{x,1}, b_{x,1}$, together with their corresponding costs w.r.t. $c_{x,1}$, can be computed in $O(n)$ time and space via a postorder visit of the vertices in $X$.

We consider the case in which $i = 2$ and we assume that, for every $x \in X$, all the vertices $a_{x,1}, b_{x,1}$ and their corresponding costs w.r.t. $c_{x,1}$ are known. Let $\bar{x}$ be the parent of $x$ in $T$ and let $x_1, \ldots, x_{\ell}$ be the $\ell \geq 1$ children of $\bar{x}$ in $T$. For every $i = 1, \ldots, \ell$, let $\bar{c}_{\bar{x},i}$ and $\hat{c}_{\bar{x},i}$ be two cost functions that, for every $y \in V(T)$, are defined as follows:

\[
\bar{c}_{\bar{x},i}(y) := 2 + \max_{j=1,\ldots,\ell-1} c_{x,j,1}(y),
\]

\[
\hat{c}_{\bar{x},i}(y) := 2 + \max_{j=i+1,\ldots,\ell} c_{x,j,1}(y).
\]

For every $i = 2, \ldots, \ell - 1$, the algorithm computes the vertices $\bar{a}_{\bar{x},i}, \bar{b}_{\bar{x},i}, \tilde{a}_{\bar{x},i}, \tilde{b}_{\bar{x},i}$ and the costs $\bar{c}_{\bar{x},i}(\bar{a}_{\bar{x},i}), \bar{c}_{\bar{x},i}(\bar{b}_{\bar{x},i}), \tilde{c}_{\bar{x},i}(\tilde{a}_{\bar{x},i}), \tilde{c}_{\bar{x},i}(\tilde{b}_{\bar{x},i})$ using simple dynamic programming and Lemma 4. Indeed, $\bar{c}_{\bar{x},2}(y) = 2 + c_{x,1}(y)$ as well as $\bar{c}_{\bar{x},\ell-1}(y) = 2 + c_{x,1}(y)$. Furthermore, for every $i > 2$,

\[
\bar{c}_{\bar{x},i}(y) = \max \left\{ \bar{c}_{\bar{x},i-1}(y), 2 + c_{x,1,1}(y) \right\},
\]

while for every $i < \ell - 1$,

\[
\bar{c}_{\bar{x},i}(y) = \max \left\{ \bar{c}_{\bar{x},i+1}(y), 2 + c_{x,1,1}(y) \right\}.
\]

We observe that $\bar{a}_{\bar{x},i}, \bar{b}_{\bar{x},i}, \tilde{a}_{\bar{x},i}, \tilde{b}_{\bar{x},i}$ and the costs $\bar{c}_{\bar{x},i}(\bar{a}_{\bar{x},i}), \bar{c}_{\bar{x},i}(\bar{b}_{\bar{x},i}), \tilde{c}_{\bar{x},i}(\tilde{a}_{\bar{x},i}), \tilde{c}_{\bar{x},i}(\tilde{b}_{\bar{x},i})$ can be computed in $O(\ell)$ time and space. As a consequence, these pieces of information can be precomputed for every $x \in V(T)$ in $O(n^2)$ time and space. Let $x = x_i$, for some $i = 1, \ldots, \ell$.

Since

\[
Z(x, 2) = \bigcup_{j=1,\ldots,\ell \neq i} Z(x_j, 1) = \bigcup_{j=1}^{i-1} Z(x_j, 1) \cup \bigcup_{j=i+1}^\ell Z(x_j, 1),
\]

for every $y \in V(T)$, we have that

\[
c_{x,2}(y) = \max \left\{ \bar{c}_{\bar{x},i}(y), \hat{c}_{\bar{x},i}(y) \right\}.
\]

Therefore, using Lemma 4, all the vertices $a_{x,2}, b_{x,2}$ and their corresponding costs w.r.t. $c_{x,2}$ can be computed in $O(n)$ time and space for every $x \in X$.

Finally, we consider the case in which $i = 3$ and we assume that all the vertices $a_{x,j}, b_{x,j}$ and the costs $c_{x,j}(a_{x,j}), c_{x,j}(b_{x,j})$, with $x \in X$ and $j = 1, 2$, are known. If $x = v$, then $Z(x, 3) = \emptyset$. Therefore, we only need to prove the claim when $x \neq v$. Let $\bar{x}$ be the parent of $x$ in $T$. Since

\[
Z(x, 3) = \{ \bar{x} \} \cup Z(\bar{x}, 2) \cup Z(\bar{x}, 3)
\]

for every $y \in V(T)$, we have that

\[
c_{x,3}(y) = 1 + \max \left\{ c_{\bar{x},e}(y), c_{\bar{x},2}(y), c_{\bar{x},3}(y) \right\}.
\]

Therefore, using Lemma 4, for every $x \in X$, all the vertices $a_{x,3}, b_{x,3}$, and the corresponding costs w.r.t. $c_{x,3}$, can be computed in $O(n)$ time and space by a preorder visit of the tree vertices. This completes the proof. □

We can now prove the following.
Lemma 8. For every $x \in X$, all the vertices $a_x, b_x, \gamma_x$ and the costs $c_x(a_x)$ and $c_x(b_x)$ can be computed in $O(n)$ time and space.

Proof. Let $x \in X$ be fixed. Since $X = Z(x, 1) \cup Z(x, 2) \cup Z(x, 3)$, by definition of $c_{x,i}$, for every $y \in V(T)$, we have that $c_x(y) = \max \{c_{x,1}(y), c_{x,2}(y), c_{x,3}(y)\}$. Therefore, under the assumption that all the vertices $a_{x,i}, b_{x,i}$ and all the values $c_{x,i}(a_{x,i}), c_{x,i}(b_{x,i})$, with $x \in X$ and $i = 1, 2, 3$, are known, using Lemma 4 we can compute $a_x$ and $b_x$, together with the values $c_x(a_x)$ and $c_x(b_x)$ in constant time. The claim follows since, as we already discussed at the end of Section 3.1, $\gamma_x$ can be computed in constant time. ▶

3.2 How to compute the vertex $y_x$

In this subsection we show how to build, in $O(n)$ time and space, a static data structure for each vertex $x$ that, for every $e \in E(T)$, is able to compute the vertex $y_x$ of $Y(x, e)$ closest to $\gamma_x$ in constant time. Let $x \in V(T)$ be fixed and let $r = z_1, \ldots, z_h$ be the $h$ proper ancestors of $x$, in the order in which they are encountered by a traversal of the path in $T$ from $r$ to $x$. For every $i = 1, \ldots, h$, let $V(x, x, e, \gamma_r) = V(x, z_i)$. Observe that $V(x, z_i) \subseteq V(x, z_i)$. We label each vertex of $V(x, x, e, \gamma_r)$ with the vertex of $Y(x, x, e, \gamma_r)$ that is closest to it (ties are broken arbitrarily). More precisely, if $y \in V(x, x, e, \gamma_r)$ is the closest vertex to $y' \in V(x, x, e, \gamma_r)$, then $\lambda(y') = y$ is the label of $y'$. We also build two range-minimum-query data structures $R$ and $R'$, i.e., two vectors of $h$ elements each such that, for each $i = 1, \ldots, h$, $R[i] = d_T(z_i, \lambda(z_i)) + i$ and $R'[i] = d_T(z_i, \lambda(z_i)) - i$. The following lemma holds.

Lemma 9. The labeling $\lambda$ and the two range-minimum-query data structures $R$ and $R'$ can be computed in $O(n)$ time and space.

Proof. It is known that the range-minimum-query data structure of size $h$ can be computed in $O(h)$ time and space [11]. The labeling $\lambda$ can be computed in $O(n)$ time and space by a simple algorithm that, for every $i = 1, \ldots, h$, first initializes $\lambda(y) = y$ for every $y \in Y(x, z_i)$ and then, during phase $\phi$, labels all the still unlabeled vertices which are at distance $\phi$ from some vertex in $Y(x, z_i)$. ▶

Let $e = (z_i = p(v), v)$ be the failing edge. We show how to find the vertex $y_x \in Y(x, e)$ that is closest to $\gamma_x$ in constant time. First we compute $j$ such that $z_j = lca(\gamma_x, x)$. Next we make at most two range minimum queries to compute the following two indices:

- the index $t'$ containing the minimum value within the range $[1, j - 1]$ in $R'$;
- the index $t$ containing the minimum value within the range $[j + 1, i]$ in $R$.

The algorithm chooses $y_x$ such that

$$y_x = \arg\min_{y \in \{\lambda(z_{t'}), \lambda(z_t), \lambda(z_i)\}} d_T(y, \gamma_x).$$

Lemma 10. The vertex $y_x$ selected by the algorithm satisfies $y_x \in \arg\min_{y \in Y(x, e)} d_T(y, \gamma_x)$.

Proof. Let $y^* \in \arg\min_{y \in Y(x, e)} d_T(y, \gamma_x)$. Clearly, for some $k = 1, \ldots, h$, $y^* \in Y(x, z_k)$. We prove the claim by showing that $d_T(y_x, \gamma_x) \leq d_T(y^*, \gamma_x)$. We divide the proof into three cases, according to the value of $k$.

The first case is when $k = j$. We have that $d_T(y_x, \gamma_x) \leq d_T(\lambda(z_{t'}), \gamma_x) = d_T(y^*, \gamma_x)$.

The second case occurs when $k < j$. Clearly, $d_T(\lambda(z_k), z_k) \leq d_T(y^*, z_k)$. Moreover, $d_T(\lambda(z_{t'}), z_{t'}) - t' \leq d_T(\lambda(z_k), z_k) - k$. Therefore,

$$d_T(y_x, \gamma_x) \leq d_T(\lambda(z_{t'}), \gamma_x) = d_T(\lambda(z_{t'}), z_{t'}) + d_T(z_{t'}, z_t) + d_T(z_t, \gamma_x) \leq d_T(y^*, z_k) + j - k + d_T(z_j, \gamma_x) \leq d_T(y^*, z_k) + j - k + d_T(z_j, \gamma_x) = d_T(y^*, \gamma_x).$$
The third case occurs when $j < k \leq i$. Clearly, $d_T(\lambda(z_i), z_k) \leq d_T(y^*, z_k)$. Moreover, $d_T(\lambda(z_i), z_j) + t \leq d_T(\lambda(z_i), z_k) + k$. Therefore,
\[
d_T(y_x, \gamma_x) \leq d_T(\lambda(z_i), \gamma_x) = d_T(\lambda(z_i), z_i) + d_T(z_i, z_j) + d_T(z_j, \gamma_x) \\
= d_T(\lambda(z_i), z_i) + t - j + d_T(z_j, \gamma_x) \leq d_T(\lambda(z_k), z_k) + k - j + d_T(z_j, \gamma_x) \\
\leq d_T(y^*, z_k) + k - j + d_T(z_j, \gamma_x) = d_T(y^*, \gamma_x).
\]

The claim follows.

We can finally state the main theorem.

\begin{theorem}
All the best swap edges of a tree spanner $T$ in 2-edge-connecite, unweighted, and undirected graphs can be computed in $O(n^2)$ time and space.
\end{theorem}

\begin{proof}
From Lemma \[3\] for a fixed edge $e \in E(T)$, all the vertices $a_x, b_x, \gamma_x$ and all the values $c_x(a_x), c_x(b_x)$, with $x \in X$, can be computed in $O(n)$ time and space. Therefore, such vertices and values can be computed for every edge of $T$ in $O(n^2)$ time and space.

By Lemma \[10\] for a fixed edge $e$ of $T$ and a fixed vertex $x$, we can compute $y_x$, i.e., $f_x = (x, y_x)$, by making at most two queries, each of which requires constant time, on the two range-minimum-query data structures associated with $x$. Therefore, the $O(n)$ candidate best swap edges of $e$ can be computed in $O(n)$ time. Furthermore, using Lemma \[3\] we can compute $\sigma(T_{e/f_x}) = 1 + \max\{d_T(y_x, a_x) + c_x(a_x), d_T(y_x, b_x) + c_x(b_x)\}$ in constant time. Hence, thanks to Lemma \[2\] the best swap edge $f^*$ of $e$ can be computed in $O(n)$ time. The claim follows.
\end{proof}
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