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Abstract

Problems of pulse excitation in an acoustic waveguide with a flexible wall and in an acoustic half-space with a flexible wall are studied. In both cases the flexible wall is described by a thin plate equation. The solutions are written as double Fourier integrals. The integral for the waveguide is computed explicitly, and the integral for the half-space is estimated asymptotically. A special attention is paid to the pulse, which is a harmonic wave of a finite duration associated with the coincidence point of the dispersion diagrams of the acoustic medium and the plate. The method of estimating of the double Fourier integral is applied to the problem of excitation of waves in a system composed of an ice plate, water substrate, and the air.

1 Introduction

The paper is motivated by a simple experiment. A thin (∼ 3 cm) layer of ice on a lake or a pond should be hit with a stick or stone. Let a listener be located on the surface of the lake quite far from the place where the ice is hit (about 200 m). The listener shall hear a long quasi-monochromatic “whistle” instead of a kick. The sound is surprising and unexpected. The current paper describes such a signal mathematically.

The qualitative explanation of the effect is rather simple. The impact on the ice generates a wide spectrum of bending waves, propagating along the ice plate. The bending oscillation of the ice is then a source of the sound that is recorded in the air.

It is important that the bending waves possess dispersion. The higher is the frequency, the greater is the phase velocity. At some circular frequency $\omega_*$, that is called the coincidence frequency, the phase velocity of the wave coincides with the air sound velocity $c$. At this frequency, the acoustic wave propagating in a sliding way along the ice has the same phase velocity as the bending wave, and the energy transfer from the ice plate to the sound wave is the most effective. One can show by measurements that the pulse related to the coincidence point has a narrow–band spectrum centered at the coincidence frequency.
As usual, the dispersion of the bending waves in the ice leads to emerging of the concept of the *group velocity*, i.e. of the velocity of narrow-band pulse propagation. For a bending plate without loading, the relation between the wavenumber $k$ and the temporal frequency $\omega$ is $k \sim \sqrt{\omega}$, thus the group velocity is two times bigger than the phase velocity:

$$\left( \frac{dk}{d\omega} \right)^{-1} = 2\frac{\omega}{k}.$$

A detailed study (see below) shows that the air and water loading does not change this situation qualitatively. The group velocity $v_1$ of the bending waves at the coincidence frequency is equal to $2c$ if the water substrate is ignored, and can be roughly estimated as $2.3c$ if the water is taken into account. The waves in the air going horizontally are dispersionless, thus the group velocity $v_2$ for them is equal to the phase velocity $c$: $v_2 = c$.

Immediately after the impact, the components of the spectrum at the coincidence frequency start to radiate sound into the air. As the group velocity of bending waves is about twice as much as the air waves, the wave packet bearing the radiating harmonics propagates to the observation point, permanently leaving behind the sound radiated earlier in the air (see Fig. 1, a).

The sound signal appears at the observation point only when the wave packet of bending waves comes to this point (see Fig. 1 b). After that, the sound radiated earlier by the distant points comes. The sound signal vanishes only when the sound from the start point comes.

The pulse duration is equal to the difference between arrival time of the head of the bending waves packet $L/v_1$ at the coincidence frequency and the arrival time of the sound wave of the impact itself $L/v_2$:

$$L \left( \frac{1}{v_2} - \frac{1}{v_1} \right).$$

![Fig. 1: To the explanation of the ice/air experiment](image)

The experimental setup described above is still rather complicated for analytical modeling. We simplify it by making the geometry two-dimensional and by eliminating the water layer.
underlying the ice, i.e. only the plate (ice) and the gas (air) are considered. Moreover, we assume that the air loading is light, i.e. that the air wave does not affect the process in the plate.

Two physical situations are considered in the paper. The first one is a thin waveguide with a rigid wall and a flexible wall. The second physical situation is a flexible plate loaded by gas half-plane on one side. We are mostly interested in the second problem, however the first one can be solved analytically, and thus it can be used to check the statements made for the second one.

For each formulation, the wave excitation problem can be solved formally by the Fourier transform. As the result, the wave pulse becomes described as a 2D Fourier integral. The aim of this paper is to obtain an asymptotic estimation of this integral.

The assumption of light gas loading simplifies the consideration a lot. The physical system becomes split into two subsystem: the heavy one (the plate), and the light one (the gas). The denominator of the integrand of the Fourier integral is expressed as a product of two functions, each of which can be treated as a dispersion function for an isolated subsystem. The zero sets of the dispersion functions are branches of the dispersion diagram of the system. The branches of the dispersion diagram are crossing. It is known that if the interaction between the subsystems is not negligible, there exists a so-called avoiding crossing of the branches instead of a crossing. An estimation of a 2D Fourier integral with singularities having an avoiding crossing seems to be a more complicated task.

Beside two model problems, we formulate a considerably more complicated problem corresponding to the experiment with the ice layer. However, we demonstrate that the methods developed in the paper can be applied to this problem as well. Moreover, we show that the experimental signal displays some properties that follow from our analysis.

The interaction of waves in an elastic plate and a surrounding liquid or gas is a well-studied topic. This is an interesting analytical problem having important practical applications. Rather than writing a comprehensive review of the subject, we mention here only the papers important for the research below.

A 3D problem of a point source time–harmonic excitation of a plate loaded by a liquid was formulated and solved by using the Fourier–Bessel transformation in [1]. The energy carried by sonic waves was computed. Besides, the formal solution of the same problem in terms of the Fourier integral can be found in [2, 3]. A basic analysis of the integral from [1] was performed in [4] with the help of the saddle point method. Particularly, an asymptotic estimation of the Fourier integral in the far field zone for the frequencies below the coincidence frequency was found.

“Free waves” corresponding to the poles of the Fourier integral are discussed in [5, 6, 7]. These poles form a complicated structure if the loading of the plate cannot be considered as light: they obey an equation of degree 5 even for the simplest plate equation.

A thick plate (elastic layer) immersed in the fluid was studied in [6, 7, 8]. Plates governed by sophisticated equations of motion were considered in [9, 10, 11, 12]. A Timoshenko–Mindlin plate loaded by a layered medium was studied in [13]. All such problems can be addressed by the techniques described in [14].
In [15, 16] the dispersion equation was approximated by a rational function. The acoustical radiated field was calculated under this approximation.

A systematic study of heavy/light loading of plates and membranes was performed in [5, 17, 18, 19, 20]. The importance of the parameter describing the lightness of the loading was stressed (this parameter tends to zero in our study below). The regimes were classified. The results were summarised in the 1988 Rayleigh medal lecture by Crighton [21]. An asymptotic expression for a leaky wave in the case of a lightly loaded plate at frequencies above the coincidence was presented in [5]. A lightly loaded membrane excited by a concentrated force was studied in [18]. This paper should be mentioned especially because the author built a “map of asymptotics” covering the whole range of the parameters. In [19] some asymptotic results for a heavily loaded plate were obtained. In [22] an intermediate regime of loading was studied, when the fluid loading was heavy enough to affect the surface waves, but the inertia of the plate still could be considered as negligible.

Most of the papers (and almost all above) dealt with a time-harmonic wave excitation. Only a few considered a transient regime. The reason for this is the absence of well established methods for asymptotic estimation of 2D Fourier integrals. Note that we develop such methods, but only for the simplest case of light loading.

A formal solution of the transient problem in an integral form was obtained in [10, 22]. Some works devoted to transient processes in fluid–loaded elastic plates are [23, 24]. The paper most close to the current study was [25], where a series of contour deformations was performed. The 2D problem was studied there. An expression for a first arrival pulse was obtained. In [26, 27, 28] transient processes were studied numerically.

The pulse related to the coincidence point of the dispersion diagram was considered in [29]. The energy of the pulse was estimated.

The current paper is organized as follows. In Section 2, the problems of wave excitation in a waveguide with a flexible wall and in a half-space with a flexible wall are formulated and solved by the Fourier transformation. Also we formulate a 3D problem for a realistic 3D configuration of an ice layer loaded by air and by a water substrate. In Section 3, a solution for the waveguide with an flexible wall is computed rigorously by a residue integration. In Section 4, the integral for the half-space with a flexible wall is estimated. According to the “main statement” of asymptotic estimation formulated in this section, only the crossings of branches of the dispersion diagram and the saddle points on the dispersion diagrams should be taken into account. As a result, a “library” of asymptotics related to different fragments of the dispersion diagram is developed. In Section 5, we briefly comment on the 3D problem with water loading. Namely, we the influence of the water substrate, show how our methods can be applied to the Fourier–Bessel integral, comment on the system with absorption, and propose an interpretation of the experimental results. In Appendix, the standard integrals used for the asymptotic study are described.
2 Formulation of the problems and integral representations of the field

2.1 Problem 1. Gas / plate waveguide

The geometry of the problem is as follows. A gas layer occupies the domain $0 < z < H$ in the $(x, z)$-plane (see Fig. 2, left). An elastic plate made of an isotropic material is the layer $-h < z < 0$. Assume that $h$ is small and that the bending waves in the plate are described by the linear thin plate theory [30].

The plate is stress-free at the surface $z = -h$, the contact conditions are fulfilled at the surface $z = 0$, and the surface $z = H$ is acoustically hard (impenetrable). The source is applied to the plate at the point $(0, 0)$. The time profile of the source is the Dirac’s delta-function.

\[ p = \rho \frac{\partial \phi}{\partial t}, \quad v_x = -\frac{\partial \phi}{\partial x}, \quad v_z = -\frac{\partial \phi}{\partial z}, \tag{1} \]

where $\rho$ is the (constant) gas density. The governing equation in the gas is the wave equation

\[ \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) \phi(t, x, z) = 0, \tag{2} \]

where $c$ is the (constant) wave velocity in the gas.

Let $\zeta(t, x)$ be the vertical displacement of the plate. The equation of motion of the plate can be written as [30]

\[ \left( T \frac{\partial^4}{\partial x^4} + \rho_p h \frac{\partial^2}{\partial t^2} \right) \zeta(t, x) + p(t, x, 0) = -f_0 \delta(t) \delta(x). \tag{3} \]

Here $\rho_p$ is the density of the plate,

\[ T = \frac{E h^3}{12(1 - \nu^2)} \tag{4} \]
is the flexural stiffness of the plate \(E\) is the Young's modulus of the elastic material, and \(\nu\) is the Poisson’s ratio), \(f_0\) is the amplitude of excitation.

The second term in the left-hand side of Eq. (3) is responsible for the gas loading, and the right-hand side corresponds to the point source excitation.

The boundary conditions for the air layer are

\[
\frac{\partial \phi}{\partial z} \bigg|_{z=H} = 0, \quad \frac{\partial \phi}{\partial z} \bigg|_{z=0} = -\frac{\partial \zeta}{\partial t}. \quad (5)
\]

Our aim is to find the pressure in the gas near the plate, i.e. the function \(p(t, x, 0)\). The solution should be causal, i.e. the field components \(\phi\) and \(\zeta\) should be equal to zero for \(t < 0\).

To solve the problem formulated as Eqs (2-6), introduce the Fourier transform with respect to \(x\) and the Laplace transform with respect to \(t\):

\[
\tilde{w}(\omega, k) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{0}^{\infty} w(t, x) \exp\{-ikx + \omega t\} \, dt \, dx, \quad \text{Im}[k] = 0, \quad \text{Im}[\omega] \geq 0. \quad (7)
\]

Note that the variable of the Laplace transform is chosen to be \(-i\omega\), so the resulting notations are “Fourier-like”. The inverse of this transform is

\[
w(t, x) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty + i\epsilon} \tilde{w}(\omega, k) \exp\{ikx - \omega t\} \, d\omega \, dk, \quad (8)
\]

where \(\epsilon\) is an arbitrary positive parameter.

Using these transformations, one can write down the acoustic pressure near the plate in the form of a double integral

\[
p(t, x, 0) = -\frac{\rho f_0}{4\pi^2} \int_{-\infty}^{\infty + i\epsilon} \int_{-\infty}^{\infty + i\epsilon} \frac{\omega^2 \cos(\gamma H) \exp\{ikx - \omega t\}}{\gamma \sin(\gamma H) (Tk^4 - \rho_0 h \omega^2) + \omega^2 \rho \cos(\gamma H)} \, d\omega \, dk, \quad (9)
\]

where

\[
\gamma = \gamma(\omega, k) = \sqrt{\omega^2/c^2 - k^2}. \quad (10)
\]

The value of the square root Eq. (10) is selected in such a way that it has a positive imaginary part on the whole integration plane. This choice provides existence of only decaying waves in the air. Also, it leads to continuous \(\gamma\) on the integration plane.

Let us make two simplifications of Eq. (9). First, let \(\rho\) be small, i.e. let the gas loading of the plate be light (some discussion can be found in \[5, 19, 22\]). The second term in the denominator can be neglected comparatively to the first one on the whole integration plane:

\[
p(t, x, 0) \approx -\frac{\rho f_0}{4\pi^2 T} \int_{-\infty}^{\infty + i\epsilon} \int_{-\infty}^{\infty + i\epsilon} \frac{\omega^2 \cos(\gamma H) \exp\{ikx - \omega t\}}{(k^4 - \sigma \omega^2) \gamma \sin(\gamma H)} \, d\omega \, dk, \quad (11)
\]
where
\[ \sigma = \rho_p h / T. \] (12)

The second simplification for Eq. (9) is to assume that the air waveguide is narrow, i.e. to take \(|\gamma H| \ll 1\). The assumption yields \(\cos(\gamma H) \approx 1, \sin(\gamma H) \approx \gamma H\), and
\[
p(t, x, 0) \approx \frac{\rho f_0}{4\pi^2 TH} \int_{-\infty}^{\infty} \int_{-\infty+\iota}^{\infty+\iota} \omega^2 \exp\{\iota k x - \iota \omega t\} \frac{\omega^2}{(k^4 - \sigma \omega^2)(k^2 - \omega^2/c^2)} d\omega dk.
\] (13)

Physically, this assumption means that only the piston mode is allowed to propagate in the acoustic part of the waveguide.

The resulting representation Eq. (13) is one of the simplest integrals possessing a pulse related to the coincidence point in its asymptotics.

The denominator of Eq. (13) has two factors that are related to the plate and to the air piston mode. Introduce the real dispersion diagrams
\[ d_1 = \{ (\omega, k) \in \mathbb{R}^2 \mid k^4 - \sigma \omega^2 = 0 \}, \quad d_2 = \{ (\omega, k) \in \mathbb{R}^2 \mid k^2 - \omega^2/c^2 = 0 \}. \] (14)

Introduce also the complex dispersion diagrams \(d_1^c, d_2^c\) as the sets
\[ d_1^c = \{ (\omega, k) \in \mathbb{C}^2 \mid k^4 - \sigma \omega^2 = 0 \}, \quad d_2^c = \{ (\omega, k) \in \mathbb{C}^2 \mid k^2 - \omega^2/c^2 = 0 \}. \] (15)

Indeed, the real dispersion diagrams are subsets of corresponding complex dispersion diagrams. Analytical continuation of a dispersion diagram proved itself to be a useful tool in the analysis of transient processes in waveguides [31, 32, 33, 34].

The points of \(d_1^c\) correspond to the waveguide modes in the plate, namely to the functions
\[ \zeta(t, x) = \zeta_0 e^{i k x - i \omega t}, \]
which are solutions of the equation of motion for an unloaded plate without sources. The similar statement is valid for the set \(d_2^c\) and the gas layer with Neumann walls. Indeed, \(d_2^c\) is the dispersion diagram for piston modes in such a layer.

Let \((\omega_*, k_*)\) be a crossing point of the diagrams \(d_1^c\) and \(d_2^c\):
\[ \omega_* = c^2 \sigma^{1/2}, \quad k_* = c \sigma^{1/2}. \] (16)

All intersection of the dispersion diagrams \(d_1^c\) and \(d_2^c\) are as follows:
\[ d_1^c \cap d_2^c = \{ (0, 0), (\omega_*, k_*), (-\omega_*, -k_*), (\omega_*, -k_*), (-\omega_*, k_*) \}. \] (17)

Indeed, all these points are real.

The real dispersion diagrams \(d_1\) and \(d_2\) and the crossing point \((\omega_*, k_*)\) are sketched in Fig. 3.
2.2 Problem 2. 1D bending plate loaded by a 2D half-space

Let the gas occupy the half-plane \( z > 0, -\infty < x < \infty \) and the plate (the same as in the previous subsection) is attached to the half-plane along the line \( z = 0 \) (see Fig. 2 right). The wave process in the gas is described by the wave equation Eq. (2), and the plate is described by equation Eq. (3). Condition Eq. (4) is omitted, and Eq. (5) remains valid. It is not necessary to introduce a radiation condition, since for a causal solution it should be valid automatically.

Let us look for the acoustic pressure in the gas near the plate, i.e. at \( z = 0 \). The solution of the problem can be obtained using the same method as above:

\[
p(t, x, 0) = -\frac{\rho f_0}{4\pi} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty+i\epsilon} \omega^2 \exp\{ikx - i\omega t\} \frac{1}{iT(k^4 - \sigma \omega^2)\gamma(\omega, k) + \rho \omega^2} d\omega dk.
\]

The air loading is assumed to be light, thus representation Eq. (18) can be simplified as follows:

\[
p(t, x, 0) = \frac{16\pi f_0}{4\pi^2 T} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty+i\epsilon} \omega^2 \exp\{ikx - i\omega t\} \frac{1}{(k^4 - \sigma \omega^2)\gamma(\omega, k)} d\omega dk.
\]

The zeros of the denominator of Eq. (19) are described by the same functions \( d_{c1} \) and \( d_{c2} \).

2.3 Problem 3. Ice, air, and water in 3D space

The previous two problems are relatively simple, and they will be studied in details below. In this subsection we formulate mathematically the problem that motivated our research, namely the 3D problem of excitation of an ice plate loaded by a water substrate below and by a light air above. The excitation is a pulse of force applied to the ice plate at some point. The receiver is located in the air near the ice at the distance \( L \) from the source point.

This problem is considerably more complicated than the model ones, so we are not planning to study it in details. However, we are going to describe the term related to the coincidence point
using the method developed on the basis of the model problems. In this case, the coincidence point occurs as a crossing point of the dispersion diagram of the air and the dispersion diagram of the bending waves in the ice on the water substrate.

The geometry of the problem is shown in Fig. 4. The $y$-axis is directed normally to the plane of the figure and is not shown. The water occupies the domain $z < -h$, all the rest is similar to Problem 2.

![Fig. 4: Geometry of Problem 3. Axis $y$ is directed normally to the plane of the figure](image)

The acoustic field in the air is described by the wave equation

$$\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) \phi(t, x, y, z) = 0$$

(20)

($c$ is the wave velocity in the air). The acoustic field in the water is described by the wave equation

$$\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} - \frac{1}{c_w^2} \frac{\partial^2}{\partial t^2} \right) \phi_w(t, x, y, z) = 0.$$  

(21)

Here $c_w$ is the wave velocity in the water, and $\phi_w$ is the acoustic potential in the water. The acoustic pressure in the water is

$$p_w = \rho_w \frac{\partial \phi_w}{\partial t},$$

(22)

where $\rho_w$ is the density of the water. The pressure in the air is defined by the first equation of Eq. (1).

We assume that the ice bears only the bending waves described by the equation

$$\left[ T \left( \frac{\partial^4}{\partial x^4} + 2 \frac{\partial^4}{\partial x^2 \partial y^2} + \frac{\partial^4}{\partial y^4} \right) + \rho_p h \frac{\partial^2}{\partial t^2} \right] \zeta(t, x, y)$$

$$+ p(t, x, y, 0) - p_w(t, x, y, -h) = -f_0 \delta(t)\delta(x)\delta(y),$$

(23)

which is a modification of Eq. (3). $T$ is the flexural stiffness of the ice (see Eq. (4)), and $\rho_p$ is the density of the ice.
The continuity condition for the air / ice interface is Eq. (6), and for the water / ice interface is

$$\frac{\partial \phi_w}{\partial z} \bigg|_{z=-h} = -\frac{\partial \zeta}{\partial t}. \quad (24)$$

We have to find the air pressure $p(t, L, 0, 0)$.

The system of equations formulated above can be easily solved by applying the Laplace transform with respect to $t$ and the Fourier transform with respect to $x$ and $y$. The result can be written in the form of the Fourier–Bessel integral:

$$p(t, L, 0, 0) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{0}^{\infty} \frac{\omega^2 k J_0(kL) \exp\{-\omega t\}}{\gamma(\omega, k)[T(k^4 - \sigma \omega^2) - i\gamma_w^{-1}(\omega, k)\rho_w \omega^2] - 1\rho^2} dk \, d\omega, \quad (25)$$

where

$$\gamma_w(\omega, k) \equiv \sqrt{\omega^2/c_w^2 - k^2}, \quad (26)$$

and $J_0$ is the Bessel function.

Introduce the dispersion equation for bending waves in ice loaded by water:

$$D(\omega, k) \equiv (k^4 - \sigma \omega^2) - \frac{1\rho_w \omega^2}{T\gamma_w(\omega, k)}. \quad (27)$$

In our consideration we assume that the air loading is light, and water loading is considerable. Thus, at least locally, one can neglect the last term in the denominator and obtain a simplified representation for the pressure:

$$p(t, L, 0, 0) = \frac{1}{4\pi^2T} \int_{-\infty}^{\infty} \int_{0}^{\infty} \frac{\omega^2 k J_0(kL) \exp\{-\omega t\}}{\gamma(\omega, k)D(\omega, k)} dk \, d\omega, \quad (28)$$

One can see that there are two factors in the denominator of the integrand. One corresponds to waves in the air, while the other corresponds to waves in the ice plate loaded by the water. The coincidence point $(\omega^*_w, k^*_w)$ is the common zero of both functions:

$$(\omega^*_w)^2/c^2 - (k^*_w)^2 = 0, \quad D(\omega^*_w, k^*_w) = 0. \quad (29)$$

Our aim is to describe the processes described by the integral Eq. (28) estimated near this point.
3 Computation of the integral Eq. (13) (Problem 1)

The integral Eq. (13) can be easily computed analytically. For any \( \omega \) with \( \text{Im}[\omega] = \epsilon \), the integrand is a regular function on the real axis of \( k \) and near this real axis. For simplicity, slightly deform the integration contour in the \( k \)-plane such that the deformed contour coincides with the real axis almost everywhere, and bypasses above the points 0, \( \pm k_\ast \). Denote this contour by \( R_+ \). This choice of the contour is arbitrary, and the result remains the same if the contour passes below the points 0, \( \pm k_\ast \).

First, take the internal integral in the \( \omega \)-domain using the residue method. The contour of integration should be closed in the lower half-plane, since the factor \( e^{-i \omega t} \) decays there for \( t > 0 \). For a fixed \( k \), there are four poles \( \omega = \pm kc, \omega = \pm \sigma^{-1/2}k^2 \), and all of them fall within the closed contour. The result is a

\[
p(t, x, 0) = I_1(t, x) + I_2(t, x) + I_3(t, x) + I_4(t, x),
\]

where

\[
I_{1,2}(t, x) = \pm \frac{\rho f_0 c^2}{4 \pi TH} \int_{R_+} \frac{\exp\{ik(x \mp ct)\}}{k(k^2 - k_\ast^2)} dk;
\]

\[
I_{3,4}(t, x) = \pm \frac{\rho f_0 c^2}{4 \pi TH} \int_{R_+} \frac{\exp\{ikx \mp i(\sigma^{-1/2}k^2)t\}}{k^2 - k_\ast^2} dk.
\]

The integrals \( I_{1,2} \) can be taken using the residue method:

\[
I_{1,2}(t, x) = 0, \quad x > \pm ct,
\]

\[
I_{1,2}(t, x) = \pm \frac{\rho f_0}{4TH\sigma} (2 - \exp\{ik_\ast x \mp i\omega_\ast t\} - \exp\{-ik_\ast x \pm i\omega_\ast t\}), \quad x < \pm ct.
\]

The integrals \( I_{3,4} \) can be expressed through the Fresnel's integrals:

\[
I_3(t, x) = \frac{\rho f_0}{4TH\sigma} \left( e^{ik_\ast x - i\omega_\ast t} C \left( \frac{\sigma^{1/4}(x - 2ct)}{2t^{1/2}} \right) - e^{-ik_\ast x - i\omega_\ast t} \tilde{C} \left( \frac{\sigma^{1/4}(x + 2ct)}{2t^{1/2}} \right) \right),
\]

\[
I_4(t, x) = \frac{\rho f_0}{4TH\sigma} \left( e^{-ik_\ast x + i\omega_\ast t} \tilde{C} \left( \frac{\sigma^{1/4}(x - 2ct)}{2t^{1/2}} \right) - e^{ik_\ast x + i\omega_\ast t} C \left( \frac{2\sigma^{1/4}(x + 2ct)}{2t^{1/2}} \right) \right),
\]

where \( C(a) \) for real \( a \) is the Fourier integral defined by Eq. (A.36) in Appendix A3. Representations Eq. (35) and Eq. (36) follow from the non-trivial formula Eq. (A.35). The bar sign denotes the complex conjugation here and below.

Let us analyze the solution. Introduce the “formal velocity”

\[
V \equiv \frac{x}{t}.
\]
Consider the asymptotics $x \to \infty$, $V = \text{const}$. Introduce also the value

$$\eta = \frac{\sqrt{\epsilon}}{x^{1/2} \sigma^{1/4}}$$

and the function

$$F_\pm(x,V) = \frac{V^{1/2}}{4\sqrt{\pi}x^{1/2} \sigma^{1/4}(\sqrt{V} + 2c)} \exp \left\{ \frac{1}{4V} (V \mp 2c)^2 \sigma^{1/2}x^4 + \frac{\pi}{4} \right\}$$

Use the asymptotics Eq. (A.37) and Eq. (A.38) for $C(\xi)$ for $|\xi| \gg 1$. As the result, if $|V - 2c| \gg \eta$ the asymptotics is as follows:

$$p(t,x,0) \approx \frac{\rho f_0}{4HT\sigma} (u_1(x,t) + u_2(x,t) + u_3(x,t)) + \text{C.C.}$$

where C.C. denotes the complex conjugated terms, $u_1(x,t)$ is the pulse mainly attributed to the plate wave:

$$u_1(x,t) = e^{ik_x x - \omega_x t} F_+(x,x/t) - e^{-ik_x x - \omega_x t} F_-(x,x/t),$$

$u_2(x,t)$ is the pulse mainly attributed to the piston wave in the gas waveguide:

$$u_2(x,t) = \begin{cases} 1, & 0 < x/t < c, \\ 0, & x/t > c, \end{cases}$$

and $u_3$ is the pulse related to the coincidence point of the dispersion diagram:

$$u_3(x,t) = \begin{cases} \exp\{ik_x x - \omega_x t\}, & c < x/t < 2c, \\ 0, & 0 < x/t < c \text{ or } x/t > 2c, \end{cases}$$

Note that $p(t,-x,0) = p(t,x,0)$ due to the problem symmetry.

In the intermediate zone $|V - 2c| \sim \eta$ the argument of function $C$ is of order of 1. No asymptotics of $C$ can be used in this zone, so one should use the function $C$ itself. For a fixed large $x$, the width of the intermediate zone in the $t$ variable is as follows:

$$\Delta t \sim \frac{x^{1/2}}{c^{3/2} \sigma^{1/4}}.$$
4 Estimation of Eq. (19) (Problem 2)

Unfortunately, the integral Eq. (19) cannot be taken explicitly. So our next aim is to develop a technique of evaluation of such an integral in a general situation. As above, we fix the value $V = x/t$ and take $x \to \infty$ to build the asymptotic procedure. The idea of the technique is quite standard: the surface of integration should be deformed in such a way that the integrand is exponentially small everywhere except neighborhoods of several “special points”. These points are the saddle points on the real dispersion diagrams and the crossing points of the dispersion diagrams. The integrals over the neighborhoods of the “special points” can be taken approximately (asymptotically). Some typical integrals of this sort are listed in the Appendix.

4.1 Overview of the surface deformation procedure. The “main statement” and its proof

At each point of the branches $d_j$ of the dispersion diagrams one can define the group velocity

$$v_{gr} = \frac{d\omega}{dk}. \quad (45)$$

The group velocities at the points of the real branches $d_j$ are real.

The saddle points on the real branches of the dispersion diagrams are the points at which

$$v_{gr} = V. \quad (46)$$

Let us find the position of the saddle point on $d_1$, for which $\omega = \sigma^{-1/2}k^2$. The group velocity is then

$$v_{gr} = 2\sigma^{-1/2}k. \quad (47)$$

The saddle point has coordinates $(\omega_s, k_s)$ with

$$\omega_s = \omega_s(V) = \frac{\sigma^{1/2}V^2}{4}, \quad k_s = k_s(V) = \frac{\sigma^{1/2}V}{2}. \quad (48)$$

The main statement of the estimation procedure is as follows:

*For almost all values of $V$, the terms of the field not decaying exponentially as $x \to \infty$ are produced by the fragments of the integration surface that are located in neighborhoods of either the saddle points on the real branches, or the crossing points of the real branches of the dispersion diagrams.*

The idea of the proof is as follows. Consider the integral Eq. (19) as an integral of an analytic differential 2-form over some surface (smooth manifold) [35]:

$$u(x, V) = \int_{\Gamma_0} \Psi, \quad (49)$$

where

$$\Psi = \frac{\exp\{ix(k - \omega/V)\}}{(k^4 - \sigma \omega^2)^{\gamma(\omega, k)}} d\omega \wedge dk, \quad (50)$$
and $\Gamma_0$ is an oriented manifold with $\text{Im}[k] = 0$, $\text{Im}[\omega] = \epsilon$. According to the 2D Cauchy's theorem, one can deform continuously the manifold $\Gamma_0$, and the value of the integral should remain the same if the manifold does not cross the singular sets $d_j^j$ of the integrand form during the course of deformation.

To estimate the integral, one has to find a deformation of $\Gamma_0$ into a new manifold $\Gamma_1$, such that the integrand is exponentially small almost everywhere, i.e. such that

$$x \left( \text{Im}[k] - \text{Im}[\omega]/V \right) \gg 1. \quad (51)$$

The neighborhoods on $\Gamma_1$ where one cannot fulfill the inequality Eq. (51) are used to build the estimation of the wave field components.

We consider only small deformations of $\Gamma_0$. Since $x$ is large, a small deformation is enough to fulfill Eq. (51).

Let the deformed integration manifold $\Gamma_1$ be parametrized by real parameters $(\omega', k')$ as follows:

$$\Gamma_1 : \quad \omega = \omega' + 1f_1(\omega', k'), \quad k = k' + 1f_2(\omega', k'), \quad (52)$$

where $f_1$, $f_2$ are some smooth real functions. The deformation process can be described using a parameter $\chi \in [0, 1]$. For this, introduce a family of integration surfaces:

$$\Gamma(\chi) : \quad \omega = \omega' + 1\chi f_1(\omega', k') + 1(1 - \chi)\epsilon, \quad k = k' + 1\chi f_2(\omega', k'). \quad (53)$$

One can see that $\Gamma(0) = \Gamma_0$, $\Gamma(1) = \Gamma_1$.

Let $(\omega_0, k_0)$ be a real point belonging to the dispersion diagram $d_j$. Consider a small complex neighborhood of $(\omega_0, k_0)$. Let us describe the eligible deformations of $\Gamma_0$ in this neighborhood, i.e. the deformations in which the manifold of integration does not cross $d_j$.

Let the group velocity of the corresponding branch of the dispersion diagram at $(\omega_0, k_0)$ be equal to $v$. A point $(\omega, k)$ in this neighborhood belongs to the complex branch of the dispersion diagram only if

$$\text{Im}[k] \approx \frac{\text{Im}[\omega]}{v} \quad (54)$$

(and indeed, this is not a sufficient condition). This follows from the fact that

$$k - k_0 \approx \frac{\omega - \omega_0}{v}, \quad (55)$$

and Eq. (54) is the imaginary part of Eq. (55).

Let the deformation of $\Gamma_0$ in the neighborhood of $(\omega_0, k_0)$ be chosen in such a way that the functions $f_1$, $f_2$ are locally constant. Let be $V > v$. Consider the conditions Eq. (54) and Eq. (51) graphically. It is a difficult task to display a 2D manifold in a 4D space, so we choose to plot projections of the integration manifolds onto the coordinate plane $(\text{Im}[\omega], \text{Im}[k])$. A fragment of the initial manifold $\Gamma_0$ is projected onto a single point $(\epsilon, 0)$ in this plane. Corresponding fragment of the deformed manifold $\Gamma_1$ is shown also as a single point $(f_1(\omega_0, k_0), f_2(\omega_0, k_0))$. 
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The deformation process is the motion along the segment connecting these points (see Fig. 5 left).

The inequality Eq. (51) is fulfilled is the resulting point \((f_1, f_2)\) is located above the line \(\text{Im}[k] = \text{Im}[\omega]/V\) (with a margin of the height equal to \(1/x\)). The line \(\text{Im}[k] = \text{Im}[\omega]/V\) is shown by the bold solid line in the figure.

The manifold \(\Gamma(\tau)\) can hit the singularity only if the segment \([\Gamma_0, \Gamma_1]\) crosses the line on which Eq. (54) is valid. This line is shown dotted in the figure. This means that if the segment \([\Gamma_0, \Gamma_1]\) does not cross the dotted line, then the deformation is eligible.

An inverse statement is much more subtle, but it also can be proven: If the segment \([\Gamma_0, \Gamma_1]\) crosses the dotted line in the diagram, then \(\Gamma(\tau)\) crosses the singularity set at some points, and the deformation is not eligible.

One can see that the eligible deformation in the case \(V > v\) looks like it is shown in Fig. 5 left. The point \(\Gamma_1\) belongs to the first quadrant of the coordinate plane. This deformation will be referred to as a deformation of the “+” type.

If \(V < v\) then the eligible deformation is as shown in Fig. 5 center. The point \(\Gamma_1\) now belongs to the third quadrant of the coordinate plane. This deformation will be referred to as the deformation of the “−” type.

For the “special points” (the saddle points or the crossing points of the dispersion diagrams) we need a deformation that does not obey Eq. (51), but still does not cross the singularities. Such a deformation is called “0” type, and is shown in Fig. 5 right.

Let \(v\) grow continuously from \(v < V\) to \(v > V\). The point \(\Gamma_1\) then goes far into the first quadrant. One can see that the “+” type deformation cannot be transformed continuously into the “−” type deformation. Therefore, between the domains of “+” type deformation and “−” type deformation there should be a zone with “0” type deformation. This is a very important conclusion, since the domains with “+” or “−” type deformation do not produce non-vanishing field components, while the domains with the “0” type can produce such components.

Finally, if \(v < 0\), only a “+” type deformation is eligible, and it looks as shown in Fig. 6.
The deformation should be made carefully only near the real branches of the dispersion diagram. We assume that an eligible smooth deformation can be easily found in the rest of the \((\omega', k')\)-plane, since there are no obstacles for deformation at such places. This is why, below we indicate the type of the deformation only for the neighborhoods of the real branches of the dispersion diagram.

4.2 Integration surface deformation for the integral Eq. (19)

In this subsection we analyze the deformation of the integration surface for Eq. (19) in terms of the types of the deformation introduced above. Note that the singular sets of Eq. (13) and Eq. (19) are the same, so the conclusions obtained here can be applied to Eq. (13) as well, and the exact value of Eq. (13) can be examined on its compliance with our asymptotic theory.

The integrand of Eq. (19) has the real branches of the dispersion diagram named \(d_1\) and \(d_2\). The group velocity takes all values from \(-\infty\) to \(\infty\) on \(d_1\). For each \(V \neq 0\), there exist two saddle points on \(d_1\). On \(d_2\), the group velocity takes values \(\pm c\) only.

There are five crossing points Eq. (17) of the dispersion diagrams \(d_1\) and \(d_2\). The group velocity on \(d_1\) is equal to \(\pm 2c\) at the non-zero crossing points.

Let be \(V > 2c\). Fig. 7 left, shows how the deformation type should be chosen in this case. The saddle points on \(d_1\) are marked by symbol “s”. The “+”, “−”, and “0” types of surface deformation are marked by corresponding signs.

Consider the saddle point with positive \(\omega\) and \(k\). The group velocity on \(d_1\) is bigger than \(V\) to the right of the saddle point and is smaller than \(V\) to the left of the saddle point. Thus, near \(d_1\), one should choose the “−” type of the surface deformation to the right, and “+” type of the deformation to the left. Since the deformation should be continuous, one should choose the “0” type of the deformation in the neighborhood of the saddle point. Thus, the saddle points on \(d_1\) produce non-vanishing components of the wave field.

Indeed, there should be some continuous transition between “0” type and the “+”/“−” types.

All other branches are labeled with “+” type deformation. In particular, for each of five
crossing points, all branches crossing at them are of the “+” type. Therefore, the vicinities of the crossing points can be shifted according to the “+” type, and the crossing points do not produce non-vanishing field components.

Let be $c < V < 2c$. Corresponding deformation diagram is shown in Fig. 7 right. The neighborhood of the crossing point $(\omega^*, k^*)$ changes its status comparatively to Fig. 7 left. The branch $d_1$ should be deformed according to the “−” type, while $d_2$ should be deformed according to the “+” type. Since the deformation is continuous, the neighborhood of the crossing point should be of the “0” type. Therefore, the crossing point produces a non-vanishing field component. Besides, the saddle point on $d_1$ (also deformed according to the “0” type) produces another field component.

Consider the case $0 < V < c$. The diagram is shown in Fig. 8. The neighborhood of the crossing point $(\omega^*, k^*)$ can now be deformed according to the “−” type, and thus it does not produce non-vanishing field components. The crossing point $(0, 0)$ should be deformed according to the “0” type, since one branch crossing at this point is deformed according to the “−” type, while all other branches are deformed according to the “+” type. Besides, there are saddle points on $d_1$ that also produce non-vanishing components.

When $V \approx 2c$, the saddle point is close to the crossing point of the branches of the dispersion diagram. This case produces an intermediate asymptotics and it should be considered in a special way. The diagram is shown in Fig. 9 left. One can see that the zone of “0” type deformation covers both the crossing point and the saddle point.

The most sophisticated case is $V \approx c$. In this case, the whole neighborhood of the branch $d_2$ is tangential to the line $k = \omega/V$ (see Fig. 9 right), and thus it cannot be analyzed locally.

Let us summarize this diagram consideration. The saddle point on $d_1$ produces a non-vanishing component for all $V$, the crossing point $(0, 0)$ produces a non-vanishing component only for $0 < V < c$, and the crossing point $(\omega^*, k^*)$ produces a non-vanishing component only for $c < V < 2c$.

One can see that corresponding wave components are analogous to $u_1$, $u_2$, and $u_3$ from Eq. (10) for the integral Eq. (13). The last component is the pulse related to the coincidence.
point of the dispersion diagram. Thus, the qualitative analysis based on deformation of the integration surface is in agreement with the exact solution.

Remark. The case \( V/c \approx 0 \) requires a special consideration, since the “0”-deformation zone is elongated in the vertical direction. However, this case is not considered in this paper, since it requires more complicated standard integrals.

4.3 Local estimations of the integral Eq. (19)

According to the analysis of the surface integral deformation, if \( V \) is not close to \( 2c, c, \) or \( 0, \) one can expect to obtain an asymptotic estimation of Eq. (19) in the form

\[
p(t, x, 0) \approx u_1(t, x) + \bar{u}_1(t, x) + u_2(t, x) + u_3(t, x) + \bar{u}_3(t, x),
\]

(56)

where \( \bar{\cdot} \) is the complex conjugation operator. The terms in the right are the following wave components:
$u_1$ is produced by the saddle point on $d_1$ with positive $\omega$ and $k$,

$\bar{u}_1$ is produced by the saddle point on $d_1$ with negative $\omega$ and $k$,

$u_2$ is produced by the crossing point of dispersion diagrams at $(0,0)$,

$u_3$ is produced by the crossing point of dispersion diagrams at $(\omega_*, k_*)$,

$\bar{u}_3$ is produced by the crossing point of dispersion diagrams at $(-\omega_*, -k_*)$.

The terms $u_1$ and $\bar{u}_1$ are non-zero for all $V$, the term $u_2$ is non-zero for $0 < V < c$, the terms $u_3$ and $\bar{u}_3$ are non-zero only for $c < V < 2c$.

Note that definition of $u_2$ in Eq. (56) is slightly different from that of Eq. (40) (factor 2 is omitted for convenience).

In the zone $V \approx 2c$ the estimation of the field can be found in the form

$$p(t, x, 0) = u_{2c}(t, x) + \bar{u}_{2c}(t, x),$$

where $u_{2c}$ is the term produced by the crossing point $(\omega_*, k_*)$ and the neighboring saddle point.

In the zone $V \approx c$ the estimation of the field is as follows:

$$p(t, x, 0) = u_1(t, x) + \bar{u}_1(t, x) + u_c(t, x),$$

where $u_1(t, x)$ is the saddle-point term introduced above, and $u_c(t, x)$ is the term produced by the elongated zone located along the branch $k = \omega/c$ in Fig. 9 right.

The width of the zone $V \approx 2c$ can be estimated using a standard reasoning based on the concept of the “domain of influence” [36]. Namely, $V$ belongs to the intermediate zone if the phase difference between the crossing point $(\omega_*, k_*)$ and the saddle point $(\omega_s, k_s)$ is of order of 1. This happens if

$$x|k_* - \omega_*/V - (k_s(V) - \omega_s(V)/V)| \sim 1.$$ 

Using Eq. (48), one can get the estimation $|V - 2c| \sim \eta$, where $\eta$ is defined by Eq. (38), so Eq. (44) is valid.

To have a consistent set of asymptotic expansions, the term $u_{2c}$ should have asymptotics

$$u_{2c} \approx u_1 \quad \text{for} \quad V - 2c \gg \eta,$$

$$u_{2c} \approx u_1 + u_3 \quad \text{for} \quad 2c - V \gg \eta.$$ 

Similarly, one can estimate the width of the intermediate zone $V \approx c$. The condition is as follows: the phase difference between the points $(0,0)$ and $(\omega_*, k_*)$ should be of order of 1:

$$x|k_* - \omega_*/V| \sim 1,$$

resulting in

$$|V - c| \sim \delta v, \quad \delta v = \frac{\sigma^{-1/2}}{x}. $$
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For consistency, function $u_c$ should have the following asymptotics:

$$u_c \approx u_3 + \bar{u}_3 \quad \text{for} \quad V - c \gg \delta v, \quad (64)$$

$$u_c \approx u_2 \quad \text{for} \quad c - V \gg \delta v. \quad (65)$$

The scheme of all asymptotics is shown in Fig. 10. This scheme shows the zones of validity of asymptotics in the $t$-domain for a large fixed $x$. The scheme does not cover small values of $V$ (i.e. large values of $t$). The matching rules Eqs (60, 61, 64, 65) guarantee the consistency of the scheme.

Fig. 10: Zones of validity of different asymptotics for a fixed $x$

The terms of Eq. (56) have different physical nature. The term $u_1$ is a dispersive bending wave in the plate accompanied by some sound pressure in the surrounding air. The term $u_3$ is the sound radiated into the air by the supersonic part of the bending pulse. The term $u_2$ can be interpreted as the wave traveling in air and radiated mainly by the initial impact point.

Below we obtain approximations for the terms of the asymptotics.

**Estimation of $u_1$**

Approximate the algebraic factors of the integrand of Eq. (19) near $(\omega_s, k_s)$ as follows:

$$\frac{\omega^2}{(k^4 - \sigma \omega^2) \sqrt{\omega^2/c^2 - k^2}} \approx \frac{c}{2\sigma \sqrt{V^2 - 4c^2}} \frac{1}{k - \sigma^{1/4} \omega^{1/2}}.$$

Evaluation of corresponding integral is shown in Appendix A2. The parameter $\mu$ is equal to 1. The result of application of formula Eq. (A.21) is

$$u_1(t, x) = \frac{\rho f_0 c V^{3/2}}{4\pi^{1/2} T \sigma^{3/4} x^{1/2} \sqrt{V^2 - 4c^2}} \exp\{ix(k_s - \omega_s/V) + 3\pi i/4\}. \quad (66)$$

**Estimation of $u_2$**
Approximate the algebraic function in the integrand near the origin as follows:

\[
\frac{\omega^2}{(k^4 - \sigma \omega^2) \sqrt{\omega^2/c^2 - k^2}} \approx \frac{1}{\sigma (k - \omega/c)^{1/2}} \frac{1}{(k + \omega/c)^{1/2}}. \tag{67}
\]

This approximation can be used if \( V \) is not very small comparatively to \( c \). The integral

\[
\int \int \exp \{ikx - \omega t\} \frac{d\omega dk}{(k - \omega/c)^{1/2}(k + \omega/c)^{1/2}}
\]

can be estimated as the integral Eq. (A.1) from Appendix A. The parameters for the integral are \( \mu_1 = \mu_2 = 1/2, \omega_\dagger = 0, k_\dagger = 0, v_1 = c, v_2 = -c \). Formula Eq. (A.16) can be applied. The result is

\[
u_2(t,x) = -\rho f_0 c V \frac{\pi T \sigma}{\omega (2c - V)}
\] \( \tag{68} \)

Estimation of \( u_3 \)

Estimate the algebraic function in the integrand near the point \((\omega_*, k_*)\) as follows:

\[
\frac{\omega^2}{(k^4 - \sigma \omega^2) \sqrt{\omega^2/c^2 - k^2}} \approx \frac{c^{1/2}}{4 \sqrt{2 \sigma^{3/4}} \sqrt{\omega/c - k} (k - \sigma^{1/4} \omega^{1/2})} \approx \frac{c^{1/2}}{4 \sqrt{2 \sigma^{3/4}} \sqrt{k - \omega/c} (k - \omega/(2c) - c \sqrt{\sigma/2})} \tag{69}
\]

To estimate the integral, one can use the method described in Appendix A1. This is the integral of the type Eq. (A.1) with \( \mu_1 = 1, \mu_2 = 1/2, \omega_\dagger = \omega_*, k_\dagger = k_*, v_1 = 2c, v_2 = c \). Formula Eq. (A.15) can be used. The result is

\[
u_3(t,x) = \frac{\rho f_0 c^{3/2} V^{1/2}}{2 \sqrt{2 \pi^{1/2} T \sigma^{3/4} c x^{1/2}}} \exp \{ik_* x - i \omega_* t + 3 \pi^{1/4}\} \frac{2 \sqrt{2 \pi^{1/2} T \sigma^{3/4} c x^{1/2}} V}{2 \sqrt{2 \pi^{1/2} T \sigma^{3/4} c x^{1/2}} V}. \tag{70}
\]

Estimation of \( u_{2c} \)

Assume that \( V \approx 2c \). Use the first approximation Eq. (69). Apply the procedure of estimation described in Appendix A3. The standard integral is Eq. (A.23) with \( \omega_\dagger = \omega_*, k_\dagger = k_*, v_1 = 2c, v_2 = c, \alpha = (8 \sigma^{1/2} c^3)^{-1} \).

The estimation of the integral is given by Eq. (A.43). The result is

\[
u_{2c}(t,x) = \frac{1 \rho f_0 c^{7/4}}{4 (2)^{1/4} \pi T \sigma^{5/8} x^{1/4}} \exp \{ik_* x - i \omega_* t\} B \left( x^{1/2} \sigma^{1/4} (2c - V) \right) \frac{1}{\sqrt{2 \sigma^{1/2}}}. \tag{71}
\]

with \( B \) given by Eq. (A.39) and Eq. (A.34).

The asymptotics Eq. (A.40) and Eq. (A.41) provide Eq. (60) and Eq. (61).
4.4 Non-local estimation of Eq. (19) for \( V \approx c \)

Consider the case \( V \approx c \). Our aim is to build an estimation of the integral over a long spot marked by “0” sign and located along the branch \( k = \omega/c \) in Fig. 9, right. In other words, the aim is to compute \( u_c \) from Eq. (58).

Let be

\[
t = x/c + \delta t. \tag{72}
\]

Change the order of integration in Eq. (19) and take the integral with respect to \( k \) for a fixed \( \omega \).

For this, shift the integration contour into the upper half-plane since the factor \( e^{i k x} \) decays there.

Note that there are two poles and a branch point in the upper half-plane of \( k \). The poles are \( k = k_1(\omega) = \sigma^{1/4} \omega^{1/2} \) and \( k = i k_1(\omega) \), while the branch point is \( k = \omega/c \). After the deformation, the contour will look as shown in Fig. 11.

![Fig. 11: Deformation of integration contour in the \( k \)-domain](image)

The integral can be written as

\[
p(t, x, 0) = u_{r1}(t, x) + u_{r2}(t, x) + u_b(t, x), \tag{73}
\]

where the first two terms are the residue integrals:

\[
u_{r1}(t, x) = -\frac{\rho f_0 c}{8\pi T \sigma^{3/4}} \int_{-\infty+\i}^{\infty+\i} \frac{\exp\{i k_1(\omega)x - i \omega x/c - i \omega \delta t\}}{\sqrt{\omega - \omega^*}} d\omega, \tag{74}
\]

\[
u_{r2}(t, x) = -\frac{i \rho f_0 c}{8\pi T \sigma^{3/4}} \int_{-\infty+\i}^{\infty+\i} \frac{\exp\{-k_1(\omega)x - i \omega x/c - i \omega \delta t\}}{\sqrt{\omega + \omega^*}} d\omega. \tag{75}
\]

The branch point integral can be estimated for large \( x \):

\[
u_b(x, t) \approx \frac{\rho f_0 c \pi^{1/4} \sigma^{9/2}}{2\sqrt{2\pi}^{3/2} T^{x^{1/2}}} \int_{-\infty+\i}^{\infty+\i} \frac{\exp\{-i \omega \delta t\}}{(\omega^2 - \omega^*_2) \sqrt{\omega}} d\omega. \tag{76}
\]

The contours for the first two integrals can be deformed as it is shown in Fig. 12 and estimated for large \( x \). The result of the estimation for each integral is a sum of a saddle point.
Fig. 12: Contour integration for estimation of \( u_{r1} \) (left) and \( u_{r2} \) (right) in the \( \omega \)-domain

term and of the branch cut term. We are interested only in the branch cut term, since the saddle point terms are equal to \( u_1 \) and \( \bar{u}_1 \) for \( V = c \). Denote the branch cut terms of \( u_{r1} \) and \( u_{r2} \) by \( u_{r1b} \) and \( u_{r2b} \), respectively. Their estimations are

\[
u_{r1b}(t,x) \approx -\frac{\rho f_0 c^{3/2} \exp\{-\omega \delta t - \pi/4\}}{2 \sqrt{2} \pi^{1/2} \sigma^{3/4} x^{1/2}}, \quad u_{r2b}(t,x) = \bar{u}_{r1b}(t,x) \tag{77}\]

Estimate the integral Eq. \( (76) \). If \( \delta t < 0 \) the contour of integration can be closed in the upper half-plane, and \( u_b = 0 \). If \( \delta t > 0 \) the contour should be shifted into the lower half-plane. The deformed contour is shown in Fig. 13. It consists of two polar terms and the branch term. Let the polar terms for the poles \( \omega = \omega_* \) and \( \omega = -\omega_* \) be \( u_{br1} \) and \( u_{br2} \), respectively. Let the branch cut integral be denoted by \( u_{bb} \):

\[
u_b = u_{br1} + u_{br2} + u_{bb} \tag{78}\]

A detailed computation yields

\[
u_{br1}(t,x) = -u_{r1b}(t,x), \quad \nu_{br2}(t,x) = -u_{r2b}(t,x) \tag{79}\]

\[
u_{bb}(t,x) = \frac{\rho f_0 c^{3/2}}{2 \sqrt{2} \pi^{3/2} T x^{1/2}} \int_{\gamma_-} \frac{\exp\{-\omega \delta t\}}{(\omega^2 - \omega_*^2)^{1/2}} d\omega. \tag{80}\]

The last expression can be rewritten as

\[
u_{bb}(t,x) = -\frac{\rho f_0 c^{3/2}}{\sqrt{2} \pi^{3/2} T x^{1/2} \sigma^{3/4}} E\left(\sigma^{1/2} c^2 \delta t\right), \tag{81}\]
where
\[
E(a) = \int_0^\infty \frac{\exp\{-\xi a\}}{(\xi^2 + 1)\sqrt{\xi}} d\xi.
\] (82)

Some properties of function \(E(a)\) are displayed in Appendix A4.

Finally,
\[
u_c = \begin{cases} \nu_{\text{r1b}} + \bar{\nu}_{\text{r1b}}, & t < x/c, \\ \nu_{\text{bb}}, & t > x/c \end{cases}
\] (83)

From Eq. (77) if follows that
\[
u_{\text{r1b}}(t, x) = \nu_3(t, x) \quad \text{for} \quad V = c.
\]

This means that there is no intermediate zone before the front \(t = x/c\), i.e., the representation \(p = u_1 + u_3 + \text{C.C.}\) remains valid for all \(t < x/c\) even for small \(x/c - t\). Indeed, this guarantees Eq. (64).

The property Eq. (A.45) can be used to establish validity of Eq. (65).

The width of the intermediate zone is \(\delta t \sim \sigma^{-1/2}c^{-2}\). This agrees with Eq. (63).

The property Eq. (A.46) yields that the field \(\nu_c\) is continuous at \(t = x/c\). This feature clarifies the meaning of the asymptotics Eq. (81). One can see that the asymptotics Eq. (68) for \(\nu_2\) is singular at \(V = c\). However, the intermediate zone matches the term \(\nu_2\) with the pulse \(\nu_3 + \bar{\nu}_3\) without making the field singular.

4.5 Taking into account absorption in the plate

For the motivating air / ice / water problem it is natural to expect that the ice plate possesses some absorption. Here our aim to analyze the influence of this absorption on the asymptotic estimation of the integral. For simplicity, we use the model integral Eq. (19) for this study.

The absorption of bending waves is modeled in the simplest way: the bending stiffness \(T\) of the plate is assumed to have a small negative imaginary part:
\[
T = T' - iT''.
\] (84)

Thus, the Young modulus of the plate has a small negative imaginary part, and all other physical parameters are real. Such a model is rather elementary, and it can describe correctly only the neighborhood of the coincidence point \((\omega_*, k_*)\). This model may be invalid for the other crossing points and for the low- and high-frequency components, but our aim is to demonstrate here the applicability of our method on the simplest possible example.

The presence of the negative imaginary part of \(T\) leads to a small positive imaginary part of \(\sigma\):
\[
\sigma = \sigma' + i\sigma''.
\] (85)

According to the dispersion diagram
\[
k^4 - \sigma\omega^2 = 0,
\] (86)
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the value \( k(\omega) \) for positive real \( \omega \) has a positive imaginary part, and \( \omega(k) \) for positive real \( k \) has a negative imaginary part. This corresponds to decaying waves of slightly different types.

The complex dispersion diagram \( d_1^c \) still can be defined for Eq. (86), while the real dispersion diagram \( d_1 \) is empty. Thus, our asymptotic analysis should be slightly modified.

The dispersion diagram \( d_1^c \) possesses the following fundamental energetic property near \((\omega^*, k^*)\): if \((\omega, k) \in d_1^c \) and \( k \) is real, then \( \omega \) has a negative imaginary part. Obviously, this property guarantees that energy decays in the system. To see that the property should be valid, one can consider a resonator made of the plate, having the length of \( 2\pi/k \), and bearing the periodicity condition at the ends. The value \( \omega \) is the eigenvalue of this resonator, and the negative imaginary part of \( \omega \) corresponds to decay. As it follows from this property, \( d_1^c \) does not intersect the initial integration manifold \( \Gamma_0 \).

Instead of the real dispersion diagram \( d_1 \), one can introduce the approximately real dispersion diagram, which is the set of points \((\omega, k)\) having small values of \(|\text{Im}[\omega]| \) and \(|\text{Im}[k]| \).

Let us find the intersection point \((\omega^*, k^*)\) as a crossing of \( d_1^c \) and \( d_2^c \), i.e. a solution of the equations Eq. (86) and \( \omega^2/c^2 - k^2 = 0 \). Indeed, the solution is Eq. (16). However, now \( \omega^* \) and \( k^* \) both have positive imaginary parts.

One can introduce the saddle points on \( d_1^c \). Namely, since \( d_1^c \) is an analytic set, the (complex) group velocity \( v_{\text{gr}} \) is defined by Eq. (45) at almost all points of \( d_1^c \). The saddle points are the points at which the group velocity is equal to the formal velocity \( V \), i.e. where Eq. (46) is valid. Note that the group velocity at a saddle point is real, but the point itself can be complex.

The main statement of the asymptotic estimation procedure formulated in Subsection 4.1 should be reformulated as follows: For almost all values of \( V \), the leading terms of the asymptotics of the double Fourier integral are produced by the fragments of the integration surface that are located in neighborhoods of either the saddle points on the approximately real branches or the crossing points of the approximately real branches.

Note that now the leading terms of the asymptotics can be exponentially decaying as \( x \to \infty \) due to the energy absorption.

The sketch of the proof of this statement is direct modification of that from Subsection 4.1. The only new part that should be added is the deformation of \( \Gamma_0 \) in the case of

\[
\text{Re}[v_{\text{gr}}] = 0, \quad \text{Im}[v_{\text{gr}}] \neq 0.
\]

In this case, in the linear approximation, the intersection of \( d_1^c \) with the plane \( \text{Re}[\omega] = \omega' \), \( \text{Re}[k] = k' \) is a point rather than a line. Thus, any contour not passing through this point will be an eligible deformation.

The procedure of estimation of the integrals near the crossing points and the saddle points remains the same. Indeed, the formulae for terms \( u_1, u_3 \), and \( u_{2c} \) also remain the same, but one should take into account that \( \sigma \) is complex.

The term \( u_3 \) represented as Eq. (70) has an important feature for complex \( \sigma \). Since \( \omega^* \) has a positive imaginary part, this term is exponentially growing as \( t \) grows. This does not contradict to our consideration, since the field should be decaying (and is decaying) as \( x \to \infty \) with constant \( V \). The exponential growth of \( u_3 \) can be explained physically. For some fixed \( x \),
the smaller is \( t \), the bigger distance the signal traveled in the plate before being radiated into the gas. Since the plate has losses, the smaller \( t \) correspond to the smaller signal.

## 5 Comments to Problem 3

### 5.1 The preliminary analysis

In this section we are analyzing Problem 3 and its solution Eq. (28). First, let us illustrate the influence of water on the bending waves in ice. Take the thickness of ice equal to \( h = 3 \text{ cm} \), and the physical parameters as

\[
E = 9 \text{ GPa}, \quad \nu = 0.3, \quad \rho_p = 900 \text{ kg/m}^3, \quad c_w = 1500 \text{ m/s},
\]

\[
\rho_w = 1000 \text{ kg/m}^3, \quad c = 343 \text{ m/s}, \quad \rho = 1.3 \text{ kg/m}^3.
\]

We assume that ice is lossless.

Fig. 14 shows the dispersion diagrams for \( D(\omega,k) = 0 \) with \( D \) defined as Eq. (27). It is labeled as the curve “with water” in the graph. For a comparison, we plot also the set \( d_1 \) (the curve labeled as “without water”), and \( d_2 \) labeled as \( k = \omega/c \). The coincidence point Eq. (29) is indicated in the figure. One can see that the water affects the dispersion diagram of bending waves considerably, however qualitatively the diagrams are similar.

The coincidence frequencies \( \omega_* \) and \( \omega_* \) of bending waves have been computed for the range \( h = 1 \ldots 10 \text{ cm} \). The result is presented in Fig. 15.

![Dispersion Diagram](image)

**Fig. 14:** Dispersion diagram for ice with \( h = 3 \text{ cm} \) loaded by water

The system Eq. (29) can be reduced to an algebraic equation. Let it be solved (say, numerically) for a given \( h \), and let the values \( \omega_* \) and \( k_* = \omega_*/c \) be known. Then, one compute the
derivatives
\[ \partial_\omega D(\omega^\dagger, k^\dagger) = -2\sigma \omega^\dagger - \frac{\rho_w 2c^{-2} - 2c_w^{-2} + 1}{T (c^{-2} - c_w^{-2})^{3/2}}, \]  
\[ (87) \]
\[ \partial_k D(\omega^\dagger, k^\dagger) = 4 \frac{(\omega^\dagger)^3}{c^3} + \frac{\rho_w}{T c (c^{-2} - c_w^{-2})^{3/2}}. \]  
\[ (88) \]

The group velocity of the bending waves can be found according to the theorem of the implicit function:
\[ v_{\text{gr}} = -\frac{\partial_k D}{\partial_\omega D}. \]  
\[ (89) \]
Denote this value by \( v_1 \).

A direct computation shows that the group velocity of the bending waves in the ice loaded by water is about 790 m/s for the range 1...10 cm, i.e. is slightly higher than 2c. A good estimation is \( v_1 \approx 2.3c \) for the experiment.

5.2 Estimation of Eq. (28) near the intersection point

The integral Eq. (28) doesn’t have a form of a 2D Fourier integral, so it should be transformed to make our method applicable to it. Still, we assume that the analysis based on the locality remains valid. We are focusing here only on the terms related to the coincidence points \( (\pm \omega^\dagger, k^\dagger) \).

Assume that
\[ k^\dagger L \gg 1. \]  
\[ (90) \]
In this case the Bessel function can be represented as
\[ J_0(kL) \approx \sqrt{\frac{1}{2\pi kR}} \left( \exp\{ikL - i\pi/4\} + \exp\{-ikL + i\pi/4\} \right). \]  
\[ (91) \]
Thus, the integral Eq. (28) near the points \((\pm \omega^*_1, k^*_1)\) can be written as

\[
p(t, L, 0, 0) \approx \frac{1}{(2\pi)^{5/2}cTR^{1/2}} \int\int \exp\{ikL - \omega t - \pi/4\} + \exp\{-ikL - \omega t + \pi/4\} \frac{\gamma(\omega, k) D(\omega, k)}{\gamma(\omega, k) D(\omega, k)} \, dk \, d\omega.
\]  

(92)

Introduce the formal velocity by \(V = L/t\). Let be \(c < V < v_1\). Consider a neighborhood of the point \((\omega^*_1, k^*_1)\). Formula Eq. (92) shows that there are two terms in this integral. The first term corresponds to the deformation diagram shown in Fig. 7 right. Thus, this term provides a non-decaying asymptotics. For the second term of Eq. (92), one can select the “−” type deformation shown in Fig. 16 for both crossing branches. This means that the second term does not lead to a non-decaying asymptotics.

Thus, the task is reduced to estimation of the integrals

\[
p(t, L, 0, 0) \approx \frac{i \rho f_0(\omega^*_1)^3}{(2\pi)^{5/2}cT L^{1/2}} \int\int_{\Omega_+} \frac{\exp\{ikL - \omega t - \pi/4\}}{\gamma(\omega, k) D(\omega, k)} \, dk \, d\omega +
\]

\[
- \frac{i \rho f_0(\omega^*_1)^3}{(2\pi)^{5/2}cT L^{1/2}} \int\int_{\Omega_-} \frac{\exp\{-ikL - \omega t + \pi/4\}}{\gamma(\omega, k) D(\omega, k)} \, dk \, d\omega,
\]

(93)

where \(\Omega_{\pm}\) are the fragments of the integration surface in the neighborhoods of \((\pm \omega^*_1, k^*_1)\).

The resulting integrals have the form similar to those have been studied. They are double Fourier integrals whose denominators contain a crossing of a quadratic branch set and a polar set. Thus, these integrals can be estimated by using the technique described above, providing the terms similar to \(u_1, u_3, \) and \(u_{2c}\) of Eq. (56) and Eq. (57).

The non-local term similar to \(u_{bb}\) requires some special consideration, which is beyond the scope of the current paper. Still, we believe that its structure is qualitatively similar to what has been found above.
5.3 Experimental results and their interpretation

Let us demonstrate the experimental results obtained by one of the authors. The acoustic signals have been recorded for the parameters \( h \approx 3 \text{ cm} \) and \( L = 155 \text{ m} \). Note that the thickness of ice is known very approximately, and we should admit that it could be varying over the lake surface due to natural reasons.

The shape of a typical signal is shown in Fig. 17. The zero mark of the time was not set properly, so the exact starting time of the signal is not known. We assume that, mainly, the signal caused by the coincidence point is visible (this is \( u_3 + \bar{u}_3 \) in Eq. (56)). The duration of the pulse is about 0.25 s, and this agrees very well with the rough estimation \( L/(2c) \).

![Experimental signal for \( h \approx 3 \text{ cm}, L = 155 \text{ m} \)](image)

The spectrogram of the signal is shown in Fig. 18, left. The spectrogram is obtained with short-time Fourier transform with a reasonable Gaussian window function. The vertical axis shows the frequency \( f = \omega/(2\pi) \).

Our interpretation of the spectrogram is shown in Fig. 18, right. The main component is \( u_3 + \bar{u}_3 \). It is almost monochromatic. The frequency agrees with the thickness of ice. The reason of frequency elevation at the end of the signal is unclear, we can assume that the thickness of ice decreased closer to the shore. The variations of the amplitude of this pulse are probably described by a sort of speckle pattern.

At the start of the pulse one can see the fragment of the signal \( u_1 + \bar{u}_1 \). This signal is strongly dispersive: the parts with higher frequencies go faster. That’s why the frequency decays with time. An estimation of the slope of the spectrogram is

\[
\frac{df}{dt} = -\frac{v_3^3}{4\pi L} \sqrt{\sigma}.
\]

This estimation works reasonably well for the observed signal.
Fig. 18: The spectrogram of the experimental signal and its interpretation

The zone of mixing of $u_1 + \bar{u}_1$ and $u_3 + \bar{u}_3$ should be described by the term $u_{2c} + \bar{u}_{2c}$ of Eq. (56). For illustration, we plot a model spectrogram of the function Eq. (71) in Fig. 19. The structure of the spectrogram is easily explained by the asymptotics Eq. (A.40), Eq. (A.41). The inclined line corresponds to the first term of Eq. (A.40) and to the term Eq. (A.41). The straight line corresponds to the second term of Eq. (A.40).

Fig. 19: A model spectrogram of $u_{2c}$ (see Eq. (71))

The back front of the pulse is visible as a vertical line in the spectrogram. This corresponds to a fast process in time. Our estimation of the width of the pulse $u_{bb}$ is $\sigma^{-1/2}c^{-2}$. The frequency band of such a pulse is about 1 kHz, and this agrees with the spectrogram.

The main problem for the interpretation is the dependence of the amplitude of the term $u_3 + \bar{u}_3$ vs. time. The asymptotic formula Eq. (A.15), which remains valid for the term due to the coincidence point, yields the amplitude dependence $(v_1 t - L)^{-1/2}$, which a decaying function for $t > L/v_1$. However, Fig. 17 shows that the back part of the pulse has the amplitude bigger than the front part. One possible explanation is the presence of decay in the ice. As we claimed
above, the factor \( \exp\{-i\omega^*_t t\} \) is exponentially growing in time if the ice is lossy. Another reason for the complicated behavior of amplitude of \( u_3 \) vs time may be a refraction of sound wave near the surface of ice.

To provide a detailed description of the experiment, one should take into account that the altitude of the microphone was about 1.5 m height, not zero. The signal \( u_1 \) (the sound wave accompanying the bending wave in the ice) strongly depends on the altitude of the microphone. The part with \( x/t < v_1 \) corresponds to supersonic radiation of sound wave, so this component should be clearly visible in the recording. The part of \( u_1 \) with \( x/t > v_1 \) corresponds to the subsonic radiation, and this wave should be exponentially decaying in the air. The characteristic length is about the wavelength, i.e. about 30 cm. However, although the subject seems to be interesting and practically important, the asymptotic estimation of the Fourier integral with \( z \neq 0 \) falls beyond the scope of the current paper.

6 Conclusions

The paper can be summarized as follows. The integrals Eq. (13) and Eq. (19) are analyzed. Both integrals describe non-stationary wave processes in two-component systems with a high density contrast between the subsystems. The expressions Eq. (13) and Eq. (19) are 2D Fourier integrals. The denominators of the integrands have zero sets that are crossing.

The paper contains an exact computation of Eq. (13) and an asymptotic estimation of Eq. (19). In both cases we find a monochromatic pulse existing for \( x/(2c) < t < x/c \). The frequency and the wavenumber of this pulse are equal to those of the point of phase synchronism of the subsystems (the coincidence point).

A general scheme of estimation of a 2D Fourier integral is presented. The procedure of estimation is based on the fact (the “main statement”) that the field components are produced by saddle points on the branches of the dispersion diagrams and by crossing points of the branches of the dispersion diagrams. A set of standard integrals related to such points are given in Appendix.

The “main statement” is formulated for a very particular case: the branches of the dispersion diagram are graphs of slowly varying functions. Here “slowly varying” means that the size of a typical zone of variation of \( d_1 \) and \( d_2 \) is much bigger than the size of the domain of influence (DOI in terms of [36]) for a saddle point integral. Note that in a general case, the dispersion diagram contains avoiding crossing where the function changes in a small zone. Our “main statement” does not work in the general case, and it should be replaced by a more sophisticated theorem.

Although the methods developed in this paper are applicable to double Fourier integrals, we demonstrate how they can be applied to a more realistic 3D problem of sound generation by the ice layer loaded by the water substrate. Such a problem describes the experimental setting that is a motivation of the paper. The solution of the problem is described by a Fourier integral in time and a Fourier–Bessel integral in space. We demonstrate that some methods of estimation still can be applied to this integral.

The spectrogram of the signal is interpreted in terms of the asymptotic analysis. The main
features of the experimental signal are explained correctly by our analysis, namely the frequency of the main signal, its duration, the structure of the front and the back of the pulse.

The work can be continued in four directions. First, one can consider avoiding-crossings instead of crossings of the dispersion diagrams. As it is known, this is a more realistic situation emerging when the contrast between subsystems is not very high. Second, one can study the field at the observation point not close to the horizontal surface. This leads to appearance of the factor $\exp\{i\gamma z\}$, which makes the estimation procedure different. Third, one can introduce and study more of the standard integrals. For example, finding the asymptotics of Eq. (19) for $V/c \approx 0$ requires a standard integral with two square root singularities, two polar singularities and a double zero. Fourth, the deformations of the integration manifold described here can be used to develop efficient methods of numerical computation of double Fourier integrals.
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Consider the integral

$$ I(x, V) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty+i\epsilon} \exp\{ix(k - \omega/V)\} \frac{\exp\{ix(k - \omega/V)\}}{(k - \psi_1(\omega))^{\mu_1}(k - \psi_2(\omega))^{\mu_2}} d\omega dk $$

(A.1)

with

$$ \psi_{1,2}(\omega) = k_1 + \frac{\omega - \omega_1}{v_{1,2}}, $$

(A.2)

where $\omega_1$, $k_1$, $v_1$, $v_2$ are some real values. One can see that the integrand of Eq. (A.1) has two singular sets (lines):

$$ k = \psi_{1,2}(\omega). $$

The lines are crossing at the point $(\omega_1, k_1)$. The values $v_1$ and $v_2$ are group velocities of the “dispersion diagrams” $k = \psi_{1,2}(\omega)$ at the crossing point. Let be $v_1 > v_2$. We do not assume that $v_1$ and $v_2$ are positive.

Let us find the asymptotics of $I$ as $V = \text{const} > 0$ and $x \to \infty$.

Real parameters $\mu_{1,2}$ determine the type of singularities. We are particularly interested in the cases $\mu = 1$ (a polar set), or $\mu = 1/2$ (a branching with integrable singularity). Assume for definiteness that the function $(\cdot)^\mu$ is positive real if the argument is positive real, and that this function is continuous on the integration surface.
Introduce the variables
\[ \eta_{1,2} = k - \psi_{1,2}(\omega) = (k - k_\uparrow) - \frac{\omega - \omega_\uparrow}{v_{1,2}}. \] (A.3)

The integral \( I \) can be rewritten as
\[
I(x, V) = \frac{v_1 v_2 \exp\{i x (k_\uparrow - \omega_\uparrow/V)\}}{v_1 - v_2} \times \int_{-\infty - i\epsilon/v_1}^{\infty - i\epsilon/v_1} \exp \left\{ \frac{i x(V - v_2)v_1}{V(v_1 - v_2)} \eta_1 \right\} \frac{d\eta_1}{\eta_1^\mu_1} \int_{-\infty - i\epsilon/v_2}^{\infty - i\epsilon/v_2} \exp \left\{ \frac{i x(v_1 - V)v_2\eta_2}{V(v_1 - v_2)} \right\} \frac{d\eta_2}{\eta_2^\mu_2}. \] (A.4)

Note that the integration contour in the plane \( \eta_j, j = 1, 2 \), passes below the real axis if \( v_j > 0 \) and above the real axis if \( v_j < 0 \). Using this fact, close the contours of integration in appropriate half-planes and obtain that
\[
I(x, V) = 0 \quad \text{if} \quad V < v_2 \quad \text{or} \quad V > v_1. \] (A.5)

If \( v_2 < V < v_1 \), then
\[
I(x, V) = \frac{v_1 v_2 \exp\{i x (k_\uparrow - \omega_\uparrow/V)\}}{v_1 - v_2} I_c \left( \mu_1, \frac{x(V - v_2)v_1}{(v_1 - v_2)\overline{V}} \right) I_c \left( \mu_2, \frac{x(v_1 - V)v_2}{(v_1 - v_2)\overline{V}} \right), \] (A.6)

where \( \gamma = \gamma_+ \) if \( a > 0 \) and \( \gamma = \gamma_- \) if \( a < 0 \). Contours \( \gamma_+ \) and \( \gamma_- \) are shown in Fig. A.1.

Fig. A.1: Deformed contours of integration in the \( \eta \)-plane

Compute \( I_c(\mu, a) \). If \( \mu \) is not a positive integer then
\[
I_c(\mu, a) = e^{\pi(1-\mu)/2} \left( 1 - e^{2\pi i a} \right) a^{\mu-1} \Gamma(1 - \mu) \quad \text{if} \quad a > 0, \] (A.8)
\[
I_c(\mu, a) = e^{\pi(\mu-1)/2} \left( 1 - e^{-2\pi i a} \right) (-a)^{\mu-1} \Gamma(1 - \mu) \quad \text{if} \quad a < 0, \] (A.9)

\( \Gamma(\cdot) \) is the Gamma-function.
If $\mu$ is a positive integer than

$$I_c(\mu, a) = \frac{2\pi e^{\pi\mu/2}a^{\mu-1}}{(\mu - 1)!} \quad \text{if } a > 0,$$

$$I_c(\mu, a) = -\frac{2\pi e^{\pi\mu/2}a^{\mu-1}}{(\mu - 1)!} \quad \text{if } a < 0. \tag{A.10}$$

In particular, for positive $a$

$$I_c(1, a) = 2\pi,$$  

$$I_c(1/2, a) = \frac{2e^{\pi/4}\sqrt{\pi}}{\sqrt{a}}. \tag{A.11}$$

Let be $v_1 > V > v_2 > 0$, $\mu_1 = \mu_2 = 1$. Then

$$I(x, V) = \frac{4\pi^2 v_1 v_2 \exp\{ix(k_\uparrow - \omega_\uparrow/V)\}}{v_2 - v_1}. \tag{A.12}$$

Let be $v_1 > V > v_2 > 0$, $\mu_1 = 1$, $\mu_2 = 1/2$. Then

$$I(x, V) = -\frac{4\pi^{3/2} v_1 v_2^{1/2} v_1^{1/2} \exp\{ix(k_\uparrow - \omega_\uparrow/V) - \pi/4\}}{x^{1/2}(v_1 - v_2)^{1/2}(v_1 - V)^{1/2}}. \tag{A.13}$$

Finally, let be $v_2 < 0 < V < v_1$, $\mu_1 = \mu_2 = 1/2$. Then

$$I(x, V) = \frac{4\pi \sqrt{-v_1 v_2} V \exp\{ix(k_\uparrow - \omega_\uparrow/V)\}}{x \sqrt{(v_1 - V)(V - v_2)}}. \tag{A.14}$$

\section*{A.2 A saddle point on a singular set}

Consider the integral

$$I(x, V) = \int_{-\infty}^{\infty+i\epsilon} \int_{-\infty}^{\infty+i\epsilon} \exp\{ix(k - \omega/V)\} \frac{d\omega}{(k - \psi(\omega))^\mu}dk, \tag{A.15}$$

where

$$\psi(\omega) = k_s + \frac{\omega - \omega_s}{V} - \alpha(\omega - \omega_s)^2. \tag{A.16}$$

Parameters $\mu$, $\omega_s$, $k_s$, $\alpha$ are real. Parameter $\epsilon$ is small. One can see that the point $(\omega_s, k_s)$ is a saddle point of the integral on the dispersion diagram $k = \psi(\omega)$. Indeed,

$$\alpha = -2 \frac{d^2 \psi(\omega_s)}{d^2 \omega_s}. \tag{A.17}$$
Introduce the coordinates
\[ \eta = k - \psi(\omega) = (k - k_s) - \frac{\omega - \omega_s}{V} + \alpha(\omega - \omega_s)^2, \quad \xi = \omega - \omega_s. \quad (A.19) \]

After a deformation of the integration surface, obtain
\[ I(x, V) = \exp\{ix(k_s - \omega_s/V)\} \int_{-\infty}^{\infty} \int_{\gamma^+} \frac{\exp\{ix(\eta - \alpha\xi^2)\}}{\eta^\mu} d\eta d\xi. \quad (A.20) \]

The integral can be taken:
\[ I(x, V) = \exp\{ix(k_s - \omega_s/V)\} I_c(\mu, x) I_a(\alpha x), \quad (A.21) \]

where
\[ I_a(\xi) = \begin{cases} \exp\{-i\pi/4\} \sqrt{\pi/\xi}, & \xi > 0, \\ \exp\{i\pi/4\} \sqrt{-\pi/\xi}, & \xi < 0. \end{cases} \quad (A.22) \]

A.3 A saddle point near a crossing point of singular sets

Consider the integral
\[ I(x, V) = \int_{-\infty}^{\infty} \int_{-\infty+i\epsilon}^{\infty+i\epsilon} \frac{\exp\{ix(k - \omega/V)\}}{(k - \psi_1(\omega))^\mu_1 (k - \psi_2(\omega))^\mu_2} d\omega dk, \quad (A.23) \]

\[ \psi_1(\omega) = k_{\uparrow} + \frac{\omega - \omega_{\uparrow}}{v_1} - \alpha(\omega - \omega_{\uparrow})^2, \quad (A.24) \]

\[ \psi_2(\omega) = k_{\uparrow} + \frac{\omega - \omega_{\uparrow}}{v_2}. \quad (A.25) \]

Let be \( v_1 > v_2 > 0 \). Assume that \( V \approx v_1 \), i.e. the saddle point belongs to the branch \( k = \psi_1(\omega) \).

Introduce the variables
\[ \eta_1 = k - \psi_1(\omega) = (k - k_{\uparrow}) - \frac{\omega - \omega_{\uparrow}}{v_1} + \alpha(\omega - \omega_{\uparrow})^2, \quad (A.26) \]

\[ \eta_2 = k - \psi_2(\omega) = (k - k_{\uparrow}) - \frac{\omega - \omega_{\uparrow}}{v_2}. \quad (A.27) \]

Solve the equations
\[ \eta_1 = \delta k - \frac{\delta \omega}{v_1} + \alpha(\delta \omega)^2, \quad \eta_2 = \delta k - \frac{\delta \omega}{v_2} \]

with respect to the variables \( \delta \omega = \omega - \omega_{\uparrow} \) and \( \delta k = k - k_{\uparrow} \). To get convenient formulae, assume that the term \( \alpha(\delta \omega)^2 \) is small, and the equation can be solved iteratively. After the second iteration obtain
\[ \delta k \approx \frac{v_1 \eta_1 - v_2 \eta_2}{v_1 - v_2} - \alpha \frac{v_1^3 v_2^2}{(v_1 - v_2)^3} (\eta_1 - \eta_2)^2, \quad (A.28) \]
\[ \delta \omega \approx \frac{v_1 v_2}{v_1 - v_2} (\eta_1 - \eta_2) - \alpha \frac{v_1^3 v_2^3}{(v_1 - v_2)^3} (\eta_1 - \eta_2)^2. \]  

Using these approximations, write the exponential factor of \( I \) in the form

\[
\exp \left\{ 1x \left( k - \frac{\omega}{V} \right) \right\} \approx \exp \left\{ 1x \left( k_\parallel - \frac{\omega_\parallel}{V} \right) \right\} \times \]

\[
\exp \left\{ \frac{1x(V-v_2)v_1}{(v_1-v_2)V} \eta_1 + \frac{1x(v_1-V)v_2}{(v_1-v_2)V} \eta_2 - \frac{1axv_1^3 v_2^2 (V-v_2)}{(v_1-v_2)^3 V} (\eta_1 - \eta_2)^2 \right\}.
\]

Since \( V \approx v_1 \), the factor \( v_1 - V \) in the second term is small, and the size of the integration domain in \( \eta_2 \) is much bigger than the size in \( \eta_1 \). Thus, one can replace \( (\eta_1 - \eta_2)^2 \) by \( \eta_2^2 \):

\[
\exp \left\{ 1x \left( k - \frac{\omega}{V} \right) \right\} \approx \exp \left\{ 1x \left( k_\parallel - \frac{\omega_\parallel}{V} \right) \right\} \times \]

\[
\exp \left\{ \frac{1x(V-v_2)v_1}{(v_1-v_2)V} \eta_1 \right. + \left. \frac{1x(v_1-V)v_2}{(v_1-v_2)V} \eta_2 \right. - \left. \frac{1axv_1^3 v_2^2 (V-v_2)}{(v_1-v_2)^3 V} \eta_2^2 \right\}.
\]

The integral \( I \) can be written approximately as

\[
I(x, V) \approx \frac{v_1 v_2 \exp \{ 1x(k_\parallel - \omega_\parallel/V) \}}{v_1 - v_2} \times
\]

\[
I_c \left( \mu_1, \frac{x(V-v_2)v_1}{(v_1-v_2)V} \right) I_s \left( \mu_2, \frac{x(v_1-V)v_2}{(v_1-v_2)V}, \alpha x v_1^3 v_2^2 (V-v_2) \right),
\]

where

\[
I_s(\mu, a, b) = \int_{\gamma_s} \frac{\exp \{ 1a \xi - b \xi^2 \}}{\xi^\mu} d\xi = b^{(\mu-1)/2} \hat{I}_s(\mu, a/\sqrt{b}),
\]

\[
\hat{I}_s(\mu, \xi) = \int_{\gamma_s} \frac{\exp \{ 1(\tau \xi - \tau^2) \}}{\tau^\mu} d\tau,
\]

where the contour of integration of integration is shown in Fig. A.2.

Fig. A.2: Contour \( \gamma_s \)

Function \( \hat{I}_s \) is rather complicated. We consider two cases. For \( \mu = 1 \)

\[
\hat{I}_s(1, \xi) = 2\pi i (1 - C(\xi/2)),
\]
where $C$ is the Fresnel integral

$$C(\xi) = \frac{1}{\sqrt{\pi}} \int_{\xi}^{\infty} e^{\xi^2} d\xi.$$

(A.36)

The well-known formula Eq. (A.35) can be proven by differentiation of Eq. (A.34) with respect to $\xi$.

The Fresnel integral Eq. (A.36) has asymptotics for real $a$

$$C(\xi) = \frac{\exp\{1\xi^2 + 1\pi/4\}}{2\sqrt{\pi}\xi}, \quad \text{for} \quad \xi \gg 1,$$

(A.37)

$$C(-\xi) = -\frac{\exp\{1\xi^2 + 1\pi/4\}}{2\sqrt{\pi}\xi} + 1, \quad \text{for} \quad \xi \gg 1.$$  

(A.38)

If $\mu = 1/2$ the function

$$B(\xi) \equiv \hat{I}_s(1/2, \xi)$$

(A.39)

can be expressed through the functions of the parabolic cylinder [3 6]. However, it is simple to tabulate $B(\xi)$ directly by using the definition Eq. (A.34). The real and imaginary part of the function computed numerically are plotted in Fig. A.3.

![Fig. A.3: Numerically computed function $B(\xi)$](image)

Function $B(\xi)$ has the following asymptotics for real $\xi$:

$$B(\xi) \approx \sqrt{\frac{2\pi}{\xi}} \exp\{1(\xi^2 - \pi)/4\} + 2\sqrt{\frac{\pi}{\xi}} e^{\pi\xi/4} \quad \text{for} \quad \xi \gg 1,$$

(A.40)
\[ B(-\xi) \approx \sqrt{\frac{\pi}{\xi}} \exp\{i(\xi^2 + \pi)/4\} \quad \text{for} \quad \xi \gg 1, \quad (A.41) \]

The asymptotics Eq. (A.40) and Eq. (A.41) describe function \( B(\xi) \) well enough from \(|\xi| \sim 3\). The maximum value of \( B(\xi) \) is equal to 3.727.

Finally, an approximation of Eq. (A.23) for \( \mu_1 = \mu_2 = 1 \) can be obtained by combining Eq. (A.32), Eq. (A.35), and Eq. (A.12) and taking \( V \approx v_1 \):

\[
I(x, V) \approx \frac{4\pi^2 v_1 v_2 \exp\{i\tau(k_\tau - \omega_\tau/V)\}}{v_1 - v_2} C\left(\frac{x^{1/2}(V - v_1)}{2\alpha^{1/2}v_1^2}\right). \quad (A.42)
\]

Similarly, for \( \mu_1 = 1, \mu_2 = 1/2 \) obtain the approximation

\[
I(x, V) \approx \frac{2\pi}{(\alpha x)^{1/4}} \sqrt{\frac{v_1 v_2}{v_1 - v_2}} \exp\{i\tau(k_\tau - \omega_\tau/V)\} B\left(\frac{x^{1/2}(v_1 - V)}{\alpha^{1/2}v_1^2}\right). \quad (A.43)
\]

### A.4 A special function for the non-local estimation

Consider the integral defined for real \( \xi > 0 \)

\[
E(\xi) = \int_0^\infty \frac{e^{-\xi \tau}}{(1 + \tau^2)^{1/2}} d\tau. \quad (A.44)
\]

The graph of this function is shown in Fig. A.4.

Function \( E \) has the following asymptotics for \( \xi \gg 1 \):

\[
E(\xi) \approx \frac{\sqrt{\pi}}{\sqrt{\xi}}. \quad (A.45)
\]

We also note that

\[
E(0) = \frac{\pi}{\sqrt{2}}. \quad (A.46)
\]
Fig. A.4: Numerically computed function $E(\xi)$