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We examine non-Markovian effects in an open quantum system from the point of view of information flow. To this end, we consider the spin-boson model with a cold reservoir, accounting for the exact time-dependent correlations between the system and the bath to study the exchange of information and heat. We use an information-theoretic measure of the relevant memory effects and demonstrate that the information backflow from the reservoir to the system does not necessarily correlate with the backflow of heat. We also examine the influence of temperature and coupling strength on the loss and gain of information between the system and the bath. Finally, we discuss how additional driving changes the backflow of information, giving rise to potential applications in reservoir engineering.
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I. INTRODUCTION

In all practical applications quantum systems are open and there is coupling to an external environment or a reservoir, a heat bath. In modeling open quantum systems the environment considered is usually memoryless, i.e., Markovian, and therefore detrimental for any quantum coherences. While it is well known for many condensed matter settings that the Markovian approximation does not hold, this fact has mainly been considered as a nuisance, giving rise to additional mathematical complexity. Recently, however, a number of results have appeared in the literature indicating that non-Markovian dynamics and, more precisely, the occurrence of information backflow in the system, may be seen as a resource for certain specific information tasks [1–5]. The possibility of using information backflow in combination with reservoir engineering techniques motivates the use of non-Markovianity measures or quantifiers, as those defined in Refs. [2,6–8]. The systems studied in this context typically involve a structured environment, resulting in time-dependent decay rates in the effective master equation. To the contrary, heat baths considered as environments in standard condensed matter settings do not typically have structured spectral densities. The spin-boson model [9,10] in a cold environment, considered in this Rapid Communication, is a paradigmatic example of this situation. Despite the undoubted importance of this model in condensed matter physics, the question of whether or not this system exhibits non-Markovianity in the information-theoretical sense has not yet been answered. This is one of the main goals of the present Rapid Communication.

Driven open quantum systems have been the focus recently also with respect to nonequilibrium quantum thermodynamics [11–20]. Here the importance of non-Markovian effects is highlighted by recent experimental [21–26] and theoretical [27–30] works on realizing the ubiquitous Maxwell’s demon in strongly coupled single electron and qubit devices.

Also, a theoretical framework has been developed based on the concept of a nonequilibrium subsystem, where some of the degrees of freedom of the reservoir are driven out of equilibrium by the system-bath correlations, leading to extra entropy production terms [20]. However, entropy alone does not constitute a good measure of information exchange [31]. Therefore, proper information-theoretic tools and their relation to heat exchange should be examined.

In the present Rapid Communication we consider a simple but realistic model, the coupled spin-boson quantum system, where the bosonic heat bath has a well-defined spectral density and its properties can be adjusted by changing its temperature. We use the stochastic Liouville–von Neumann scheme to study the dynamics of the spin-boson system at low temperatures, accounting for the exact system-bath correlations giving rise to non-Markovian effects. We employ the Breuer-Laine-Piilo (BLP) measure [6] to quantify non-Markovianity. There exist several non-Markovianity measures in the literature [32,33], which are not identical. Here we will use the BLP measure because it has a clear physical interpretation in terms of information flow, it has an operational definition, and it is the most used measure in the literature, allowing us to compare the behavior of our system with several other open quantum system models. Our results demonstrate that non-Markovian effects in the sense of the BLP measure arise in the driven spin-boson model at low temperatures, i.e., the collective bath modes are the only source of memory effects in this system. We also show that the observed information backflow is not necessarily correlated with the exchange of heat between the system and the bath. Further, we investigate how this information backflow depends on the choice of parameters and discuss how external driving could be used to exploit the information backflow as a resource in quantum environmental engineering.

II. THE MODEL

We consider here a simple but realistic model where a two level system (TLS) $H_S = -\hbar \omega / 2 \sigma_z$ is coupled to a bosonic heat bath [9,10], where $\omega$ is the system frequency...
and $\sigma_z$ is a spin Pauli matrix. The full Hamiltonian is given by $H = H_S + H_T + H_R$, with the reservoir and the interaction Hamiltonians $H_R = \sum_k \hbar \omega_k b_k^\dagger b_k$ and $H_I = \sigma_z \sum_j c_j(b_j + b_j^\dagger)$, respectively. The reservoir is modeled by a large number of quantum harmonic oscillators with frequencies $\omega_k$, as well as the annihilation $b_k$ and creation $b_k^\dagger$ operators. The impact of the reservoir on the system depends only on its thermal energy $k_B T \equiv 1/\beta$ and spectral density function $J(\omega)$. Here, we consider an Ohmic spectral density with a large algebraic cut-off $\omega_c$, $J(\omega) = \gamma \omega/\left[1 + (\omega/\omega_c)^2\right]^2$, where $\gamma$ is a dimensionless coupling constant [9,34]. Unlike in many other quantum information-theoretic studies, the cut-off frequency here is chosen to be large enough ($\omega_c = 10 \omega_0$) such that it is not the source of non-Markovian effects in our system. Nevertheless, for low temperatures and large coupling strength (typical of, e.g., superconducting devices), the Born-Markov approximation is not applicable, as the dynamics of the open system becomes nonlocal in time. An exact equation for the reduced density matrix of the system can be derived from the path integral formalism [9] and it is known as the stochastic Liouville–von Neumann equation (SLN) [35,36]:

$$\dot{\rho}_Z(t) = -\frac{i}{\hbar} [H_S(t),\rho_Z] + \frac{i}{\hbar} \xi(t) [\sigma_z,\rho_Z] + \frac{i}{2} \nu(t) [\sigma_z,\rho_Z].$$

(1)

This equation holds for a single noise realization $Z \equiv \{\xi,\nu\}$. The correlation functions of the two complex-valued noise forcing terms $\xi(t)$ and $\nu(t)$ reproduce the complex-valued and temporally nonlocal force-force autocorrelation function of the bath. Therefore, the memory effects of the dynamics are embedded into the noise correlations, while Eq. (1) is local in time. The physical, reduced density operator $\rho(t)$ is obtained as an expectation value over a large number of noise realizations, i.e.,

$$\rho(t) = \mathbb{E}[\rho_Z(t)].$$

(2)

In the following, we consider resonant, periodic driving of the system, which only changes the system Hamiltonian $H_S \rightarrow H_S(t)$:

$$H_S(t) = H_0 + H_D(t) = -\frac{\hbar \omega_0}{2} \sigma_x + \lambda_0 \sin(\omega t) \sigma_z,$$

(3)

as the SLN treats the system-bath interaction exactly. The driving couples to the same system degree of freedom as the bath and therefore acts as an additional contribution to the reservoir. Therefore, the driving is in essence reservoir engineering.

The nonequilibrium thermodynamics of this system has recently been studied in Ref. [37]. The heat flux between the system and environment is given by

$$j_Q(t) = -\omega \mathbb{E}[\xi(t) (\sigma_z(t))],$$

(4)

where the $\langle \cdot \rangle$ denote the quantum-mechanical average. The derivation of Eq. (4) is based on the definition of work via the power operator, as introduced in Ref. [15]. In the Heisenberg picture, the first law of thermodynamics in the Hilbert space of the composite system gives the heat flow (for details, see Ref. [37]). Throughout this Rapid Communication, we use natural units where $\omega = 1, \hbar = 1$, and $k_B = 1$.

### III. MEASURE OF NON-MARKOVIANITY

There are several different approaches to quantify the information backflow in non-Markovian dynamics [2,4,6–8]. The BLP measure of Ref. [6] monitors the dynamics of distinguishability between two initial preparations. In the Markovian case, the open system dynamics monotonically decreases the distinguishability which eventually vanishes for dynamics with a unique steady state (cf. Fig. 1). To quantify the distinguishability, the BLP measure employs the trace distance $D$ as

$$D(\rho_1, \rho_2) = \frac{1}{2} \text{Tr}[|\rho_1 - \rho_2|].$$

(5)

The information flow $\Delta$ is defined as the change of the trace distance in time, and is given by

$$\Delta(t, \rho_1(0), \rho_2(0)) = \frac{d}{dt} D(\rho_1, \rho_2).$$

(6)

Only time intervals where the trace distance increases, contribute to the BLP measure:

$$\mathcal{N}(\Phi) = \max_{\rho_1, \rho_2} \int_{\Delta > 0} dt \Delta(t, \rho_1, \rho_2).$$

(7)

This measure also includes an optimization over all possible input states. It is known that for a TLS, the pair of states that maximizes the BLP measure is pure and located on the opposite sides of the Bloch sphere [38]. The optimal pair depends on the propagation time. In the following we concentrate on $\Delta$ [cf. Eq. (6)] instead of the full BLP measure of Eq. (7). While avoiding the numerically demanding optimization, this also provides more insight into the dynamics of information backflow and how it can be controlled by means of an external drive. Given that the orientation of the system is not completely random, as the bath couples to $\sigma_z$ and therefore distinguishes this basis, we will examine the behavior of the trace distance of the plus and minus eigenstates of the Pauli matrices. In other words, for each Pauli matrix we choose its pair of eigenvectors as the initial states, and then compute their respective dynamics and the corresponding information flow $\Delta$.

![FIG. 1. (a) The distinguishability of two initial preparations (black and white) of an open system decays in time (shades of gray) if the dynamics is Markovian and eventually vanishes in the absence of decoherence free subspaces. (b) For non-Markovian dynamics, the distinguishability can increase again during the propagation due to information flow between the two systems.](image-url)
the system is driven periodically with a resonant drive of amplitude

\[ \lambda \]

of the system without an external drive, while in the lower panel (b) \( \gamma \) for \( \sigma_y \), red dashed line for \( \sigma_z \), and yellow solid line for \( \sigma_x \). All data are for \( \gamma = 0.05 \) and \( \beta = 5 \). The upper panel (a) shows the dynamics of the system without an external drive, while in the lower panel (b) the system is driven periodically with a resonant drive of amplitude \( \lambda_0 = 1 \).

IV. INFORMATION BACKFLOW

In Fig. 2 we plot the time evolution of the information flow for different initial preparations of the driven and undriven cases. The upper panel displays the case without an external drive. It can be seen that except for the case where the initial preparation corresponds to the eigenstates of the bare Hamiltonian, \( \sigma_z \), there are time windows during the relaxation where there are positive values of \( \Delta \), corresponding to backflow of information from the bath to the system. This figure shows clearly that the dynamics of the system is non-Markovian in the sense of the BLP measure. The lower panel of Fig. 2 shows data for the same parameter set, but with periodic, resonant driving, with driving amplitude \( \lambda_0 = 1 \). The drive has a clear influence on the memory effects. It reduces the backflow of information seen in the upper panel for eigenstates of \( \sigma_x \) and \( \sigma_z \), but now there is also information backflow for the initial preparation in eigenstates of \( \sigma_x \).

V. HEAT FLOW

Next we consider the heat flux between the system and the reservoir, as defined in Eq. (4). In this setting, the heat flux does not necessarily flow unidirectionally from the system to the environment but can also return into the system (see, e.g., [37]). Most importantly, the results in Fig. 3 show that there does not have to be any correlation between heat and information backflow for either the driven or undriven cases. Even for initial pairs in the driven case, where both information and heat flow back during the propagation, this does not happen simultaneously. While the dynamics is non-Markovian (i.e., there are initial pairs which show information backflow) and there is heat backflow into the system for certain (other) initial preparations as in [39], we do not find any correlations between heat flux and information backflow for the same pair of initial states.

VI. NON-MARKOVIANITY AS A RESOURCE

While there is no signature in the heat flow corresponding to the information backflow, the fact that there is information backflow arising from a cold thermal bath is interesting enough for further investigation as it could be employed as a resource in reservoir engineering. The information backflow shown in Fig. 2 (and for a wider range of parameters in Fig. 4) is quantitatively small, in particular in relation to the information lost before the information flow changes direction. To use non-Markovianity as a resource, a deeper understanding of how loss and gain of distinguishability are influenced by the parameters of the system and the possibilities to change this with additional driving is required. To quantify the information exchange, we define the quantity

\[ I_{\Delta}(t) = D(\rho_1(t), \rho_2(t)) - D(\rho_1(0), \rho_2(0)), \]

which measures the loss of information (difference between the trace distances) after time \( t \) from the beginning of the dynamics. We note that in the present case \( D(\rho_1(0), \rho_2(0)) = 1 \) as we always start from orthogonal eigenstates.

Figure 4 shows the information loss that occurred before the distinguishability increased for the first time for a range of temperatures and coupling strengths. If there is no information backflow (as for all undriven cases with initial preparations of eigenstates for \( \sigma_z \)), the lower part of each subfigure, respectively, of Fig. 4 shows the information loss during the full propagation time (2\( \pi \)). With decreasing bath temperature, i.e., when the dynamics becomes more non-Markovian, the overall information loss decreases and the subsequent partial information regain increases. For increasing coupling constant...
figure for the first time. The colors in the bars correspond to trace distances calculated between the two eigenstates of undriven states \( \sigma_x \) (dark blue), \( \sigma_y \) (blue), and \( \sigma_z \) (light blue), and driven eigenstates \( \sigma_x \) (green), \( \sigma_y \) (orange), and \( \sigma_z \) (yellow). Note the different scales on the vertical axes for loss and gain.

Our results thus pave the way to a follow-up investigation, where we plan to use optimal control techniques to tackle this question in its full generality.
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