Coherent control of quantum collapse in a Bosonic Josephson junction by modulation of the scattering length
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Abstract. By means of a temporal-periodic modulation of the s-wave scattering length, a procedure to control the evolution of an initial atomic coherent state associated with a bosonic Josephson junction is presented. The scheme developed has a remarkable advantage of avoiding the quantum collapse of the state due to phase and number diffusion. This kind of control could prove useful for atom interferometry using BECs, where the interactions limit the evolution time stage within the interferometer, and where the modulation can be induced via magnetic Feshbach resonances as recently experimentally demonstrated.
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1. Introduction

A fundamental characteristic of Bose–Einstein condensates (BECs) is that they display coherence phenomena in analogy to classical waves, as was observed back in the early experiments, using Young’s double slit [1] and double-well interference settings [2]. The reason being that the order parameter, the macroscopic wave function, is a complex field with certain amplitude and global phase. Since then, the importance of measuring the relative phase between fragments of condensates with high precision has been recognized, and several different schemes for atom interferometry based in BECs have been devised in optical lattices [3], or in atom chips [4, 5]. One important result along this line is the creation of non-classical (entangled) many-body states [6, 7], as is the case of the so called squeezed spin states [8], exploiting in a controlled way the nonlinear nature of the atom interactions. Noteworthy is its application into a new generation of quantum metrology devices performing below the standard quantum limit [3]. However, at the same time, interactions have detrimental effects in the stage of phase accumulation of the interferometer [9], due to a process generally known as ‘phase diffusion’ [10] blurring the final phase readout and consequently reducing the sensitivity of the device.

A possible answer to this problem might again be in the manipulation of the interactions. In ultracold gases, it is achieved using magnetic or optical Feshbach resonances to tune the sign and strength of the s-wave scattering length $a_s$ [11]. This technique has been used extensively with BECs in optical lattices systems [12]. Some examples are the setting of attractive interactions for the study of nonlinear excitations of the condensate (creation of bright solitons for instance) [13] or the preparation of an almost ideal Bose gas for Anderson localization [14]. Another interesting possibility that has been considered so far is the modulation in time of the scattering length. Some previous theoretical works have suggested the idea for control of matter waves, as in the stabilization of bright and dark solitons [15–18], self-confinement of two- and three-dimensional BECs without an external trap [19], coherent destruction of tunneling [20–22] and also for the prediction of the remarkable Faraday pattern formation in BECs [23, 24].

In this work we further investigate the effects of the scattering length modulation on the quantum dynamics of a BEC trapped in a double well potential. A well known feature of this system is the existence of two distinct phases: Josephson oscillations, where atoms tunnel coherently from one well to the other; and macroscopic self-trapping, where the interaction
between the atoms lead to a halt of the coherent tunneling mechanism [25]. It is well known that in a full quantum description, an initial atomic coherent state will show a series of collapse-and-revivals of relative phase and number due to the atomic interactions and the quantized nature of the matter wave field [26]. This is an intrinsic signature of the nonlinear quantum dynamics, which does not appear in semiclassical mean field approaches, such as the evolution through a Gross–Pitaevskii equation. Remarkably, by using the scattering length modulation at certain frequencies, it is possible to control and avoid the loss of quantum coherence that takes place during the collapsing process. It is clear that a simple tuning of the Feshbach resonance to an almost zero scattering length is a direct way of protecting from dephasing, as demonstrated by experiments with Cs [27] or $^{39}$K atoms [28]. But the present work details an alternative for cases where the atomic species is not easily set in the noninteracting limit because the resonance is not particularly broad\footnote{Broad means the ratio $a_{BG}/\Delta$ is not small (see below). Actually few species besides the mentioned Cs and K atoms can be tuned to zero scattering length. The famous $^{87}$-rubidium is not tunable this way for example.}

We describe how this suppression of collapse occurs and point out a possible connection which might be important for atom interferometry with BECs. Moreover, in order to better understand the dynamics of the collapse, we derived a Fokker–Planck equation for the Husimi distribution whose evolution can be visualized on the Bloch sphere parameterizing the relative phase and population difference variables into the usual angular variables of a spherical coordinate system. The paper is divided as follows. In section 2 we present the quantum mechanical model for the two-mode condensate with scattering length modulation and show some typical and relevant states. In section 3 we discuss the typical collapse and revival of phase and population dynamics present for a static scattering length. In section 4 we present the central results concerning the use of dynamical scattering length in the control of coherence of BECs, and finally, in section 5, we present our conclusions.

2. Model

In order to describe in a full quantum mechanical way an interacting Bose gas trapped in a double-well potential $V(\mathbf{r})$, at zero temperature, we use the two-mode Bose–Hubbard model [29, 30] characterized by the Hamiltonian ($\hbar \equiv 1$)

$$
\hat{H} = -\frac{\Omega}{2}(\hat{a}_1^\dagger \hat{a}_2 + \hat{a}_1 \hat{a}_2^\dagger) + \epsilon (\hat{n}_1 - \hat{n}_2) + \kappa(t)[\hat{n}_1(\hat{n}_1 - 1) + \hat{n}_2(\hat{n}_2 - 1)],
$$

(1)

where $\hat{a}_j$ and $\hat{a}_j^\dagger$ are the annihilation and creation operators for particles in the site $j = 1, 2$, with an associated spatial wave function $\chi_j(\mathbf{r}) = (\mathbf{r} | \chi_j) \equiv \chi_j(\mathbf{r})$, satisfying the bosonic algebra $[\hat{a}_j, \hat{a}_k^\dagger] = \delta_{jk}$, and $\hat{n}_j = \hat{a}_j^\dagger \hat{a}_j$ the corresponding number operators. The tunneling frequency or coupling between sites is defined by $\Omega$, the on-site interaction energy between two atoms in a single well is given by $\kappa$, which is proportional to the atomic s-wave scattering length $a_s$ (with the usual positive/negative sign convention for repulsive/attractive interaction), and finally $\epsilon$ is a possible energy offset between the wells caused by an additional external potential, which in this work will be considered equal to zero, i.e. a symmetric trap.
As stated in the introduction, we are interested in the case where $a_s$ is periodically modulated via a magnetic Feshbach resonance, so it is composed of a static as well as a dynamic part. To see how this can be done, a relation for $a_s$ as a function of the magnetic field $B$ obtained by Moerdijk et al. [31] can be used:

$$a_s (B) = a_{BG} \left( 1 - \frac{\Delta}{B - B_{\infty}} \right)$$

(2)

with $a_{BG}$ the background or off-resonant value of the scattering length, $B_{\infty}$ the position of the resonance where $a_s \to \pm \infty$ and $\Delta$ the resonance width, determined by the condition $B = B_{\infty} + \Delta$ at which there are no interactions ($a_s = 0$). In the case of a sinusoidally varying magnetic field $B (t) = \bar{B} + \delta B \cos \omega t$, and far from the resonance so $\delta B \ll |B_{\infty} - \bar{B}|$,\(^6\) at first order in $\delta B$

$$a (t) \simeq \bar{a} + \delta a \cos \omega t$$

(3)

is obtained, where $\bar{a} = a_{s}(\bar{B})$ and $\delta a = a_{BG} \frac{\Delta \delta B}{(B_{\infty} - \bar{B})^2}$. With this expression for the scattering length, the on-site interaction parameter will have the form $\kappa(t) = \kappa_0 (1 + \mu \cos \omega t)$, with $\kappa_0$ being the static part of the interaction, and $\mu = \bar{a} / \delta a$, the relative amplitude of the modulation.

To give an idea of actual experimental values, consider for instance the work of Pollack et al. [33], where an ultracold gas of \(^7\)Li atoms was used, which display a Feshbach resonance at $B_{\infty} \simeq 737$ G. For $\bar{B} = 565$ G and $\delta B = 14$ G, they obtained an $\bar{a} \simeq 3.0 a_0$ with an amplitude of modulation $\delta a \simeq 2.3 a_0$. Another possibility could be \(^{85}\)Rb (with a resonance at $B_{\infty} \simeq 155$ G), for which the scattering length is $\bar{a} \sim 33 a_0$ around $\bar{B} \sim 165$ G before becoming negative for larger values of $B$. In this case for example, values of $\delta B \sim 0.2$ G could be used to produce a modulation of about 30%. Another example could be \(^{39}\)K (with a resonance at $B_{\infty} \simeq 402$ G), for which $\bar{a} \sim 6 a_0$ at $\bar{B} \sim 360$ G, and negative for $B < 350$ G, and the same modulation can be achieved with $\delta B \sim 2$ G [11].

A natural basis for this system is given by the Fock states

$$|n\rangle_1 \otimes |N - n\rangle_2 \equiv |n\rangle = \frac{(\hat{a}_1^{\dagger})^n (\hat{a}_2^{\dagger})^{N-n}}{\sqrt{n!(N-n)!}} |\text{vac}\rangle$$

(4)

labeled by $n = 0, 1, \ldots, N$, the particle number in one of the wells. They are fragmented states in the sense that the bosons occupy two different spatial modes (with the particular exception of the states $|0\rangle$ and $|N\rangle$ in which all bosons are in one mode only). This basis expands an $(N + 1)$-dimensional Hilbert space which is easily accessible to numerical calculations. Evidently the total number of particles is conserved as can be seen directly from the Hamiltonian (1), i.e. $\hat{N} = \hat{n}_1 + \hat{n}_2$ is a constant of motion. A general $N$-boson state ket is then written simply as

$$|\psi (t)\rangle = \sum_{n=0}^{N} c_n (t) |n\rangle$$

(5)

with $\sum_n |c_n (t)|^2 = 1$, the normalization condition for the time-dependent amplitudes. The $|n\rangle$ states are also commonly known as spin states, since this model is isomorphic with the $SU(2)$

\(^6\) This is relevant since around the resonance region the loss of atoms is strongly enhanced due to inelastic collisions, see for example the case of a Na BEC in [32].
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group through the Schwinger pseudospin operators [34]
\[ \hat{J}_x = \frac{1}{2}(\hat{a}_1^\dagger \hat{a}_2 + \hat{a}_1 \hat{a}_2^\dagger), \]
\[ \hat{J}_y = \frac{1}{2i}(\hat{a}_1^\dagger \hat{a}_2 - \hat{a}_1 \hat{a}_2^\dagger), \]
\[ \hat{J}_z = \frac{1}{2}(\hat{n}_1 - \hat{n}_2), \]
with total angular momentum \( J = N/2 \) and satisfying the \( SU(2) \) angular momentum algebra \([\hat{J}_i, \hat{J}_j] = i\epsilon_{ijk} \hat{J}_k\). Clearly the \( |n\rangle \) states are eigenstates of the \( \hat{J}^2 \) and \( \hat{J}_z \) operators, and our system can be seen in terms of a giant spin system with a dynamics governed by the Hamiltonian
\[ \hat{H} = -\Omega \hat{J}_x + 2\epsilon \hat{J}_z + 2\kappa (t) \hat{J}_z^2. \]
Note that \( \hat{J}_z = \hat{n} - N/2 \), is exactly the relative number operator, its mean value giving the population imbalance between the wells.

From the Fock states, a useful basis for the analysis of our problem can be defined, given by the so-called binomial or atomic coherent states, introduced by Arecchi et al [35]. They are the more general unfragmented states, which means that all the bosons are in the same single-particle mode, \( \cos(\theta/2) |\chi_1\rangle + e^{i\phi} \sin(\theta/2) |\chi_2\rangle \), where \( \theta \) and \( \phi \) determine the amplitude and relative phase, respectively, of single modes \( |\chi_i\rangle \) \((i = 1, 2)\). Defining \( \hat{b}_i^\dagger = \cos(\theta/2) \hat{a}_i^\dagger + e^{i\phi} \sin(\theta/2) \hat{a}_i^\dagger \) as the creation operator of a particle in the single particle state the binomial states are defined as
\[ |\theta, \phi\rangle = \frac{(\hat{b}_1^\dagger)^N}{\sqrt{N!}} |\text{vac}\rangle \]
or equivalently as
\[ |\theta, \phi\rangle = \sum_{n=0}^{N} \sqrt{\binom{N}{n}} \cos^n(\theta/2) \sin^{N-n}(\theta/2) e^{i(N-n)\phi} |n\rangle, \]
where the binomial expansion was used. It is worth notice the two special cases: \( |0, \phi\rangle \) and \( |\pi, \phi\rangle \) \((\phi \text{ undefined})\), corresponding to the \( |N\rangle \) and \( |0\rangle \) states, respectively, which are the only Fock-coherent states in this description.

Another basis that can be constructed from the Fock states (4), is given by the Pegg and Barnett relative phase states [36]. This is a useful basis since it links the results of BEC interferometry experiments with the two-mode Bose–Hubbard model, providing a way of describing the phase distribution of a particular state. They are defined in terms of the Fock states as
\[ |\phi_m\rangle = \frac{1}{\sqrt{N+1}} \sum_{n=0}^{N} \exp(i n \phi_m) |n\rangle \]
with \( \phi_m = \phi_0 + 2\pi m/(N+1), \) \( m = 0, 1, \ldots, N, \) a quasi-continuum angular variable, and \( \phi_0 = -\pi, \) so \( \phi_m \in [-\pi, \pi). \) From this definition it is clear that the probability amplitudes \( C_\phi \) of a general state written in this basis: \( |\psi(t)\rangle = \sum_{n=0}^{N} C_\phi(t) |\phi_m\rangle \), are related to the number amplitudes \( c_n \) via a discrete Fourier transform. (For a thorough discussion about the two-mode formalism see the recent review by Dalton and Ghanbari [30].)
Figure 1. Examples of Husimi distributions for three different state preparations with \( N = 100 \): (a) Fock state \( |80\rangle \); (b) phase state \( |\pi\rangle \); and (c) coherent state \( |\pi/4, 5\pi/4\rangle \). The \( \theta \) and \( \varphi \) angles correspond to the usual convention in polar spherical coordinates.

The binomial states (9) make it possible to define the semiclassical \( Q \)-\textit{Husimi distribution}, which is very convenient for visualizing the dynamics of the many-body state on a spherical phase space representation (Bloch sphere), and is given by the quasi-probability distribution of a general state \( |\psi\rangle \) to be in a coherent state (9)

\[
Q(\theta, \varphi) = |\langle \theta, \varphi | \psi \rangle|^2.
\]

This representation is helpful for interpreting the results of a certain dynamics since we can directly extract information about the relative phase and relative number distribution of a particular state. For instance, a Fock state, figure 1(a), which has a well defined relative atom number, has a localized \( Q \)-distribution along the \( z \)-axis (which is related to the mean of the \( \hat{J}_z \) operator); on the other hand, a relative phase state, figure 1(b), has a localized distribution around a particular \( \phi \) value. Finally, a coherent state, figure 1(c), which is the most classical quantum state possible is represented by an equal noise distribution around the central value given by the \((\theta, \phi)\) coordinates in the Bloch sphere.

The numerical results presented in the following two sections were obtained by solving the Schrödinger equation for the Hamiltonian (1) written in the Fock basis (5), yielding a set of \( N + 1 \)-coupled differential equations for the expansion amplitudes \( c_n(t) \). Relative phase information is extracted from the number distribution by taking its discrete Fourier transform.

3. Static scattering length: collapse of the population oscillations

To gain insight into the collapsing process, we start by considering the non-interacting, non-driving case (\( \kappa_0 = 0, \mu = 0 \): Rabi regime) in (1), preparing a system of \( N = 100 \) atoms initially in the Fock state \( |100\rangle \) which corresponds to all bosons located initially in one well, with a \( Q \)-distribution centered around \( \theta = 0 \), the north pole of the Bloch sphere. As mentioned earlier this is also a coherent state, the relative phase distribution is completely undetermined (uniform distribution) and correspondingly its distribution in relative number is sharp (delta distribution). In this situation, as is well known [37], the boson population performs Rabi oscillations between the wells at the tunneling frequency (figure 2(a), left). Since the evolution operator is simply
Figure 2. Comparison of the Rabi ($N \kappa_0 = 0$, left column) and Josephson ($N \kappa_0 = 0.5 \Omega$, right column) dynamics, for an initial $|N\rangle$ Fock state preparation (all $N = 100$ bosons in one well) without external driving, illustrating the process of
exp(+\hat{J}_x \Omega t), the result of its action on a coherent state is to produce another coherent state rotated by an angle \Omega t around the x-direction of the Bloch sphere. The relative number distribution, figure 2(b), changes accordingly going from the delta function at the poles to a Gaussian shape at the equator, with its mean changing in time as \( N \cos^2(\theta(t)/2) \) and its variance as \( N \sin^2(\theta(t)/2)\cos^2(\theta(t)/2) \), with \( \theta(t) = \pi - \Omega t \), as expected for a binomial distribution. The phase distribution in figure 2(c) evolves from uniform to binomial distributions centered around \( \pm \pi/2 \) alternately, as the coherent state goes from west to east of the sphere (since the center of the Husimi distribution always lies on the \( yz \)-plane), its width changing reciprocally with the width of the number distribution.

This periodic scenario changes when interactions are taken into account. The evolution operator has now a complicated form since it is composed of the tunneling and nonlinear interaction operators, characterized by \( \hat{J}_x \) and \( \hat{J}_z^2 \), respectively, that do not commute, and make it very difficult to evaluate its action analytically in the Josephson regime. When the interactions are not so large compared with the tunneling (\( N \kappa_0/\Omega < 1 \)), so the boson population is not self-trapped, or equivalently the Husimi distribution is not confined to the poles of the Bloch sphere, the dynamics is still dominated by \( \hat{J}_x \) but the different Fock states that compose the coherent state will gain a phase \( (n - N/2)^2 \) due to the action of \( \hat{J}_z^2 \). This dephasing will cause a spreading in the relative number distribution, its mean tending to zero (a balanced population state) and its variance increasing until it saturates to a value approximately equal to the one of a uniform distribution. This is what is called the collapse of the population oscillations (see the right column of figures 2(a) and (b)); it is a direct consequence of the discreteness of the quantum state and is not captured by a mean-field theory which predicts large amplitude anharmonic oscillations between the wells [37]. The phase distribution shows an interesting behavior, since although for short evolution time it shows a well defined distribution, when the relative distribution is smeared out, for later times it tends to a distribution with phase averaged out to zero due to a double-peaked profile as shown at \( \sim \pm 0.6\pi \) in figure 2(c). We want to note that this process known as ‘phase diffusion’ in the literature [38], may be a diffusion in relative number (as in this case), relative phase, or even both, depending on the initial state and model parameters, since \( \phi \) and \( n \) are complementary variables.

All those features can be better understood using the Fokker–Planck equation obtained for the evolution of the Husimi distribution, \( Q \equiv Q(\theta, \varphi; t) \) (see derivation in the appendix), which behaves as a nonlinear fluid moving on the spherical Bloch space

\[
\frac{\partial Q(\theta, \varphi; t)}{\partial t} = \left[ -\Omega \left( \sin \varphi \frac{\partial}{\partial \theta} + \cot \theta \cos \varphi \frac{\partial}{\partial \varphi} \right) - 2\kappa \left( N \cos \theta \frac{\partial}{\partial \varphi} - \sin \theta \frac{\partial^2}{\partial \theta \partial \varphi} \right) \right] Q(\theta, \varphi; t).
\]

(12)

The tunneling term gives rise directly to the orbital angular momentum operator \( L_x \), thus having the effect of a drifting motion around the \( x \) direction, with a drifting coefficient proportional
Figure 3. Snapshots of the Husimi distribution for three different instants (i)–(iii) as indicated in figure 2(a) (right) with the same parameters and initial preparation, showing the collapse of relative population on the phase space.

to the tunneling frequency $\Omega$. This term only is the one responsible for the dynamics in the Rabi regime, when no interactions are present ($\kappa = 0$). Adding interactions change the whole picture. The interaction term is not translated simply into a $L_z^2$ operator, since it is produced by a nonlinear operator, yielding two simultaneous effects on the dynamics. One is a drifting motion around the $z$ direction produced by the first term of the second parenthesis of equation (12), which can be seen is effected by a $L_z$ orbital angular momentum operator, with a $\cos \theta$-dependent drifting coefficient, proportional to $N\kappa$; this indicates that the effect of this drifting is stronger near the poles of the sphere and negligible around the equator. The other is a diffusive effect, produced by the cross-derivative in the last term of equation (12), with a $\sin \theta$-dependent diffusion coefficient, proportional to $\kappa$—this term, when positive, spreads the distribution hence being responsible for the loss of coherence, but its strength is much weaker than the drifting motion by a factor equal to the number of particles, which can be very large. Notice that its action is out of phase with the interaction drifting, so the diffusion is more acute in the equator, and it also depends on both angular variables, as was remarked earlier, for the case of a general diffusion.

In figure 3 it is shown how the Husimi distribution evolves under the Fokker–Planck equation (12) in the Josephson regime ($N\kappa_0/\Omega < 1$), for three sample times, as indicated on the right column of figure 2(a). Since for this set of parameters the tunneling is still dominating, the distribution will rotate around the $x$-direction but now its center will not stay on the $yz$-plane as in the Rabi case due, of course, to the interactions. The latter will cause twisting around the $z$-axis (drift), and a spreading (diffusion) which generates the strip-like shape. Because the motion depends on the polar coordinate $\theta$, the spreading also occurs in this direction, which causes the loss of definition in relative number. The two peaks of the phase distribution on $\sim \pm0.6\pi$ in figure 2(c) are then understood since the Husimi distribution in this case is well localized in the $\varphi$ direction around these values. If the interaction term were the dominating one ($N\kappa \gg \Omega$: Fock regime), the delocalization in phase space would be in the $\varphi$ direction instead because of the drifting motion around $z$, and then the diffusion would be mostly in relative phase. In this regime, depending on the initial conditions, the slow drifting in the periodic

An animation with the complete dynamics shown in figure 3 is available as animation 1 in the supplementary material (available from stacks.iop.org/NJP/15/113012/mmedia).
surface around \( x \) would cause the distribution to have enough time to accumulate, recovering coherence. The exact coordinates of this coherence revival is completely defined by the interplay of the diffusion and drifting mechanisms.

It is interesting to note how the classical transition point where self-trapping starts to appear, is captured naturally from the Fokker–Planck equation (12). Ignoring the diffusion term which is negligible when \( N \to \infty \) (since in this case the mean-field and quantum approaches coincide), and comparing the two remaining terms, we obtain the following. The interaction dominates over the tunneling for values of \( Nk_0 > \Omega/2 \) (in the classical dynamics analysis this is the pitchfork bifurcation point, cf equation (47) from [39] and following discussion).

4. Dynamical scattering length: control of coherence

The preceding discussion sets the stage for the main result of this paper, which is to control and utterly avoid the loss of coherence. This occurs when we turn on the modulation of the interactions, in a certain region of the modulation parameters (amplitude and frequency), for an initial atomic coherent state in the Josephson regime. Figure 4 (top), for example, shows the evolution of the mean relative number for the same initial state of figure 2, with a driving frequency \( \omega = 1.8 \Omega \) and a modulation amplitude \( \mu = 0.3 \), recalling that the interaction energy has the form \( \kappa(t) = k_0(1 + \mu \cos \omega t) \), as stated in section 2. The similarity of this case with the non-interacting (Rabi) regime (cf the left column of figure 2(a), left) is remarkable, the system performing complete swapping of boson population without collapsing to a balanced state, only the period of the oscillations is slightly larger. Also the standard deviation of the relative number operator has the same behavior (black curve), reaching small values when all the bosons are in one of the wells (i.e. the poles of the Bloch sphere in the phase space representation) and its largest values when the population is balanced (equator of the sphere), but keeping always a much lower value than the corresponding to a uniform distribution.

Now, in the phase space picture (figure 4, bottom), snapshots of the Husimi distribution for different times in the evolution of the system show how the coherence is maintained, since the distribution stays localized, deviating from a coherent state just in that there is a squeezing in the relative phase. We performed numerical tests for longer times than shown in the figure \((\Omega t \sim 500)\) and we have not observed attenuation or balancing of the relative population.\(^8\)

From the Fokker–Planck equation it is possible to derive a simplified picture which helps to understand why the distribution keeps its coherence. This occurs as the system attains a resonant regime, which depends in a non-trivial manner on the value of the ratio \( Nk_0/\Omega \), the strength \( \mu \) and frequency \( \omega \) of the scattering length modulation, as well as the initial state preparation. In this resonant regime the modulation contributes by changing the diffusion coefficient, so that when it is higher the drifting around \( x \) also is. Therefore effectively there is not enough time for dephasing of the distribution components, which then keep coherence. This simplified picture does not tell everything, since there is diffusion and also rotation around the \( z \)-axis, which contribute to the overall dynamics, but they are small enough in a sense that the state is kept close to a coherent one. However, other than through numerics we were not able to derive an analytic interrelation between the many constants, as we discuss below. We believe that a detailed Floquet analysis [22] might help to understand this issue, and it will be considered in a future work.

\(^8\) The overall evolution depicted in figure 4 is better appreciated in the animation accompanying this paper (see animation 2, available at stacks.iop.org/NJP/15/113012/mmedia).
Figure 4. Top: dynamic control of coherence for an initial atomic coherent state $|N\rangle$ with $N = 100$ bosons, with interaction energy $N\kappa_0 = 0.5 \Omega$, using the driving parameters $\mu = 0.3$ and $\omega = 1.8 \Omega$. The relative population (thick blue) oscillates without collapsing in a very similar fashion to the Rabi regime case. Bottom: the Husimi representation for the state at three sample times (i)–(iii) as indicated in the above figure, showing the localization in phase space of the distribution.

For further confirmation of this maintenance of coherence, the generalized purity of the $SU(2)$ algebra was used. This is a measure of the separation of a given quantum state of our two-mode Hilbert space from the coherent states inside that same space \([40–42]\), defined by

$$\rho_{SU(2)}(|\psi\rangle) = \frac{\sum_{i=x,y,z} \langle \psi | \hat{J}_i | \psi \rangle^2}{N^2/4},$$  \hspace{1cm} \text{(13)}$$

which attains its maximum value (of one) only when $|\psi\rangle$ is an atomic coherent state, and decreasing when it starts to deviate from it. From the phase space point of view, this deviation is greater when the state gets more delocalized over the Bloch sphere, for example, when the state of the system collapses in relative phase or number. Interestingly, the generalized purity can be related to the fringe visibility $\mathcal{V}$, of the interference pattern formed when the fragmented condensate is released from the trap and let to expand freely. The visibility is in fact given by $\mathcal{V} = \sqrt{\rho_{SU(2)}}$ (see the discussion concerning equation (12) of \([43]\) and compare with our equation (13)). A high visibility is always desired in the context of BEC interferometry since it translates into a better resolution for phase measurements, and so is a generalized purity. Maximal visibility ($\mathcal{V} = 1$) is attained for an atomic coherent state. However the same nonlinearities due to interactions that make the condensate useful for quantum interferometry
Figure 5. Temporal evolution of the generalized purity $\mathcal{P}_{SU(2)}$ (or squared visibility $V^2$) for the same initial preparation as in figure 4, with driving frequencies: $\omega_1 = 1.0$, $\omega_2 = 1.2$, $\omega_3 = 1.4$ and $\omega_4 = 1.6$ (blue curves) below the critical value $\omega_c \approx 1.8$ (red curve), indicating the approaching of the transition where the collapse of the semiclassical distribution is avoided.

Figure 6. Modulation parameters space diagram for the temporal average of the $SU(2)$ purity measure (or squared visibility $V^2$), taken during a time interval of $\Omega t = 100$. The same initial state of figure 4 was used. Note the weak dependence on the modulation amplitude $\mu$ for this initial state.

(due to squeezing) [3, 9], tend to diminish the visibility. This aspect is changed with the presence of a modulation in the scattering length. In figure 5, the evolution of $\mathcal{P}_{SU(2)}$ is plotted for different driving frequencies (blue) approaching from below the ‘resonance’ value (red) used in figure 4, with all the other parameters and initial state fixed. It is clear that a critical frequency exists, which maintains the purity (and visibility) close to one. This frequency is around the value $1.8 \Omega$ for the initial Fock-coherent state $|N\rangle$. Though not shown in the figure, the purity also starts decreasing for higher frequencies.

In order to analyze the influence of the amplitude of the modulation and the robustness of this kind of control, the temporal average of the purity as a function of the driving parameters $\omega$ and $\mu$ is plotted in figure 6, again for the same initial preparation; the time average was
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Figure 7. Modulation parameters space diagram for the temporal average of the $SU(2)$ purity measure (or squared visibility $V^2$), taken during a time interval of $\Omega t = 100$. This time for the coherent state $|\pi/2, \pi/2\rangle$. Note the drastic change respect to figure 6 showing the sensibility of the system to the initial state preparation.

taken for an interval of 100 in units of $\Omega^{-1}$. It can be seen that the maximum of the purity is effectively reached for a critical frequency ($\omega = 1.8 \Omega$ in this particular case). Also there is another interesting feature—the control of coherence is not strongly dependent on the variation of the amplitude $\mu$, showing the same result for modulations going from 10 to 100% of the on-site static interaction $\kappa_0$. This critical frequency for the purity (or visibility) resembles the experimental observation of an optimal time of dephasing for atoms in a time-modulated (shaken) optical lattice by Lignier et al [44].

Other initial preparations were considered, which gave drastically different parameter diagrams indicating the chaoticity of our model owing to the nonlinear interaction term in the Hamiltonian (7) and moreover its explicit time dependence. For example in figure 7 the same type of diagram is plotted for the initial coherent state $|\pi/2, \pi/2\rangle$. We see a notably smaller region of parameters that maintains a high purity showing the unpredictability of the stability region. Despite of our efforts we were not able to relate consistently the parameters required for this stabilization. For every choice of initial state preparation there is a completely different region of parameters that control dephasing, due to the very nonlinear nature of the present model. Nonetheless, the procedure of using the purity/visibility is very useful for finding the appropriate parameters.

5. Conclusions

In conclusion, by studying a scattering length modulated periodically in time, a possible way was found—for the case of a BEC in a double-well potential inside the Josephson regime—to control the phase and number diffusion of an initial coherent state. This avoidance of quantum collapse was visualized with the assistance of the $Q$-Husimi distribution, with the external driving field restraining the quantum distribution from spreading over the Bloch sphere phase space. This was further confirmed by the evolution of the generalized purity as a measure of the
distance from a coherent state, which is directly related to the fringe visibility of the double-well interference. It was shown that this kind of control is strongly dependent on the driving frequency, with a lesser influence from the amplitude of the modulation. This feature of a driven bosonic Josephson junction can be of great interest for atom interferometry where various schemes for using this two-mode systems have been suggested and implemented. The reason is that by applying this technique, it may be possible to turn off the undesired effects caused by the nonlinear interactions, allowing for longer holding times in the phase accumulation stage of the interferometer. We want to note that though the initial preparation shown in this paper is for the all-bosons-in-one-well Fock-coherent state, similar regions of stability can be found for other state preparations. Currently interactions are the principal limitation towards actual Heisenberg-limited metrology based on BECs. A future aspect to be considered is the extension of the present discussion in a more detailed interferometric scheme, and also the study of this kind of driving for multiple well optical lattices.
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Appendix. Derivation of a Fokker–Planck equation for the Husimi Q-distribution on the Bloch sphere

We start from the von Neumann–Liouville equation

$$\frac{\dot{\hat{\rho}}}{\dot{t}} = -i[\hat{H}, \hat{\rho}]$$  \hspace{1cm} (A.1)

with \(\hat{H}\) given in (1), and the goal is to obtain an equation for the time-evolution of the Husimi Q-distribution as a function of the angles \((\theta, \varphi)\) on the Bloch sphere. First we take the mean of equation (A.1) on a coherent state \(\langle \theta, \varphi \rangle\)

$$\frac{\partial Q}{\partial t} = -i\kappa \langle \theta, \varphi | [\hat{n}_1 (\hat{n}_1 - 1) + \hat{n}_2 (\hat{n}_2 - 1), \hat{\rho}] | \theta, \varphi \rangle + i \frac{\Omega}{2} \langle \theta, \varphi | [\hat{a}_1^\dagger \hat{a}_2 + \hat{a}_1 \hat{a}_2^\dagger, \hat{\rho}] | \theta, \varphi \rangle.$$  \hspace{1cm} (A.2)

The first term of this equation, corresponding to the interaction, can be rewritten as

$$2i\kappa \langle \langle \hat{n}_1 (\hat{n}_1 - 1) + \hat{n}_2 (\hat{n}_2 - 1), \hat{\rho} \rangle \rangle \langle \theta, \varphi | \theta, \varphi \rangle - \langle \theta, \varphi | \hat{n}_2^2, \hat{\rho} \rangle | \theta, \varphi \rangle.$$  \hspace{1cm} (A.3)

with the definitions, \(\hat{n}_1 \equiv \hat{n}\) and \(\hat{n}_2 \equiv N - \hat{n}\). Since in the Fock basis the density operator has the form \(\hat{\rho} = \sum_{n,m=0}^{N} c_n^* c_m |n\rangle \langle m|\), then the first commutator in (A.3) is evaluated as

$$[\hat{n}, \hat{\rho}] = \sum_{n,m=0}^{N} c_n^* c_m (n - m) |n\rangle \langle m|.$$  \hspace{1cm} (A.4)
and using the fact that
\[
\langle \theta, \phi | n \rangle \langle m | \theta, \phi \rangle = \sqrt{\binom{N}{n} \binom{N}{m}} e^{i(n-m)\phi} \cos^{n+m} \left( \frac{\theta}{2} \right) \sin^{2N-(n+m)} \left( \frac{\theta}{2} \right). \tag{A.5}
\]
the following identity is readily obtained:
\[
\langle \theta, \phi | [\hat{n}, \hat{\rho}] | \theta, \phi \rangle = -i \frac{\partial}{\partial \phi} Q(\theta, \phi; t). \tag{A.6}
\]

A similar relation can be found for the anti-commutator
\[
\{ \hat{n}, \hat{\rho} \} = \sum_{n,m=0}^{N} c_n c^*_m (n + m) | n \rangle \langle m | \tag{A.7}
\]
taking the derivative of (A.5) with respect to \( \theta \) and rearranging terms
\[
\langle \theta, \phi | [\hat{n}, \hat{\rho}] | \theta, \phi \rangle = -i \frac{\partial}{\partial \phi} \left[ N(1 + \cos \theta) - \sin \theta \frac{\partial}{\partial \theta} \right] Q(\theta, \phi; t). \tag{A.8}
\]
Using equations (A.6) and (A.8) in the second commutator in (A.3)
\[
[\hat{n}^2, \hat{\rho}] = \sum_{n,m=0}^{N} c_n c^*_m (n - m)(n + m) | n \rangle \langle m |, \tag{A.9}
\]
the following identity is obtained:
\[
\langle \theta, \phi | [\hat{n}^2, \hat{\rho}] | \theta, \phi \rangle = -i \frac{\partial}{\partial \phi} \left[ N(1 + \cos \theta) - \sin \theta \frac{\partial}{\partial \theta} \right] Q(\theta, \phi; t). \tag{A.10}
\]

With these two identities the interaction term (A.3) can be written as
\[
2\kappa \left( \sin \theta \frac{\partial^2}{\partial \theta \partial \phi} - N \cos \theta \frac{\partial}{\partial \phi} \right) Q(\theta, \phi; t). \tag{A.11}
\]

For the tunneling term in (A.2) we proceed in an analogous manner, and after some algebra we obtain
\[
-\Omega \left( \sin \phi \frac{\partial}{\partial \theta} + \cot \theta \cos \phi \frac{\partial}{\partial \phi} \right) Q(\theta, \phi; t). \tag{A.12}
\]

Note that this differential operator is exactly the orbital angular momentum operator around the \( x \)-axis. Collecting these two last results in the von Neumann–Liouville equation for \( Q(\theta, \phi; t) \), we finally obtain the Fokker–Planck equation
\[
\frac{\partial Q(\theta, \phi; t)}{\partial t} = \left[ -\Omega \left( \sin \phi \frac{\partial}{\partial \theta} + \cot \theta \cos \phi \frac{\partial}{\partial \phi} \right) - 2\kappa \left( N \cos \theta \frac{\partial}{\partial \phi} - \sin \theta \frac{\partial^2}{\partial \theta \partial \phi} \right) \right] Q(\theta, \phi; t). \tag{A.13}
\]
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