Abstract. We develop a new method that improves the efficiency of equation-by-equation algorithms for solving polynomial systems. Our method is based on a novel geometric construction, and reduces the total number of homotopy paths that must be numerically continued. These improvements may be applied to the basic algorithms of numerical algebraic geometry in the settings of both projective and multiprojective varieties. Our computational experiments demonstrate significant savings obtained on several benchmark systems. We also present an extended case study on maximum likelihood estimation for rank-constrained symmetric $n \times n$ matrices, in which multiprojective $u$-generation allows us to complete the list of ML degrees for $n \leq 6$.

Consider a system of homogeneous polynomial equations defining a complex projective variety, also known as the solution set of the system. This is a set of points in the complex projective space that give zero value to every polynomial in the system. Describing this variety is a basic task in computational algebraic geometry and is the primary meaning of solving the system.

The machinery of numerical algebraic geometry provides a description in terms of witness sets (see Section 2.2) of equidimensional pieces of the solution set. We aim to improve the class of equation-by-equation solvers that accomplish this task.

As the name suggests, given a description of the solution set of a system such algorithms proceed by appending a new polynomial to the system, on one hand, and producing a description of the solution set for the new system, on the other. Geometrically speaking, the new variety is obtained as the intersection of the old variety and the hypersurface where the new polynomial vanishes.
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1. Introduction

1.1. History of equation-by-equation solvers. The approach of [26] modifies polynomials in the system by adding linear terms in a set of new “slack variables” producing “embedded systems”. They develop a “cascade of homotopies between embedded systems” which, historically, may be considered the first practical equation-by-equation solver in the framework of numerical algebraic geometry.

The algorithm of [28] also introduces new variables at each step of a different equation-by-equation cascade based on diagonal homotopies. The number of additional variables in both this method and the method of [26] equals at least the dimension of the solution set.

The ingenuity of the regeneration [15, 16, 17] approach stems from a realization that at each step of the cascade, when considering a new polynomial of degree $d$, one can “replace” it with a product of random $d$ linear forms. This results in a two-stage procedure that, first, precomputes $d$ copies of witness sets corresponding to the linear factors and, second, deforms the union of $d$ hyperplanes into a hypersurface given by the original polynomial. The homotopy realizing this deformation describes a family of 0-dimensional varieties in $\mathbb{P}^n$ — no extra variables are introduced.

1.2. Contributions and outline. We develop a new one-stage procedure dubbed $u$-generation for a step in the equation-by-equation cascade. The core is a geometric construction that relies on a homotopy in $\mathbb{P}^{n+1}$, thus introducing one new variable $u$. In fact, this new variable can be eliminated when implementing the method (see Remark 2.6) and then it performs similarly to the second stage of regeneration, thus saving the cost of performing the first stage.

The rest of the paper is outlined as follows. Section 2 provides necessary background on witness sets, introduces $u$-generation, and — for completeness — outlines a simple algorithm for an equation-by-equation cascade. In Section 3 we extend our approach, albeit in a nontrivial way, to multihomogeneous systems: homotopies are transplanted from $\mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_k}$ to $\mathbb{P}^{n_1+1} \times \cdots \times \mathbb{P}^{n_k+1}$. Section 4 describes the results of several computational experiments, comparing $u$-generation to regeneration. In 4.1, we apply the methods of Section 2 to several benchmark problems, demonstrating potential savings brought by $u$-generation. In 4.2, we demonstrate how $u$-generation in the multiprojective setting may be applied to solve nontrivial problems in maximum-likelihood estimation. Section 5 provides short a conclusion.

2. $u$-Generation in $\mathbb{P}^n$

2.1. The homotopy. Let $X$ be a closed subvariety of complex projective space $\mathbb{P}^n$. A straight-line homotopy on $X$ has the form

$$H_t = (1 - t)F + tG, \quad t \in [0, 1],$$

(1)
where $F$ and $G$ consist of $r$-many homogeneous polynomials of matching degrees in indeterminates $[x_0 : x_1 : \cdots : x_n]$. We abbreviate the straight-line homotopy (1) by $F \sim G$. Given that $\mathbb{V}(H_t) \cap X$ is a finite set, for $t \in [0, 1]$, one may consider homotopy paths emanating from start points $\mathbb{V}(F) \cap X$. A typical application of numerical homotopy continuation is to track these paths in an attempt to compute the endpoints $\mathbb{V}(G) \cap X$.

Suppose now that $X$ is a curve which is a component or a union of one-dimensional components of $\mathbb{V}(F) \subset \mathbb{P}^n$. Consider the cone $\tilde{X} \subset \mathbb{P}^{n+1}$ with coordinates $[u : x] = [u : x_0 : x_1 : \cdots : x_n]$. In the chart $u = 1$, this is the affine cone over $X$, and

$$\tilde{X} = \{[u : x] \mid x \in X\} = \{[u : x] \mid x \in X\} \cup \{[1 : 0 : \cdots : 0]\}.$$  

(2) The endpoints of $\tilde{X}$ lie in the affine cone over $X$, and

$$\mathbb{V}(H_0) \cap \tilde{X} = \{[u : x] \mid [x] \in X \cap \mathbb{V}(\ell), \text{ and } u \text{ satisfies } g_0(u, x) = 0\}.$$  

The endpoints of $\tilde{H}_t$ lie in the set

$$\{[0 : x] \mid [x] \in X \cap \mathbb{V}(g_1)\}.$$  

In the case when this set is finite, every point is reached.

**Proposition 2.1.** For generic $g_0 \in \mathbb{C}[u, x]_d$ and $\ell_0 \in \mathbb{C}[x]_1$, the cardinality of points on $\tilde{X}$ satisfying $\tilde{H}_t$ is equal to $d \cdot \deg X$ for $t \in [0, 1)$, where $\deg X$ denotes the degree of the projective variety $X$.

The start points of the homotopy $\tilde{H}_t$ are

$$\mathbb{V}(\tilde{H}_0) \cap \tilde{X} = \{[u : x] \mid [x] \in X \cap \mathbb{V}(\ell), \text{ and } u \text{ satisfies } g_0(u, x) = 0\}.$$  

The endpoints of $\tilde{H}_t$ lie in the set

$$\{[0 : x] \mid [x] \in X \cap \mathbb{V}(g_1)\}.$$  

In the case when this set is finite, every point is reached.

**Proof.** Consider the exceptional set

$$\Sigma = \{(g, \ell) \in \mathbb{C}[u, x]_d \times \mathbb{C}[u, x]_1 \mid [\tilde{X} \cap \mathbb{V}(g, \ell)] \neq d \cdot \deg X\}$$  

in the affine space of all coefficients of pairs of polynomials in $\mathbb{C}[u, x]_d \times \mathbb{C}[u, x]_1$. Genericity of $\ell_0$ implies $X \cap \mathbb{V}(\ell_0)$ contains $\deg X$ points, and so long as the coefficients of $g_0$ lie outside of $(\deg X)$-many hypersurfaces in $\mathbb{C}^N$ we have $(g_0, \ell_0) \notin \Sigma$. It follows by the usual argument [29, Lemma 7.12] that the real segment $(1 - t)(g_0, \ell) + t(g_1, u)$ for all $t \in [0, 1)$ is also disjoint from $\Sigma$. The description of the start points and where the endpoints lie is clear from the definition of $\tilde{H}_t$.

Our last claim follows from the parameter continuation theorem [29, Theorem 7.1.6]. We give an alternative elementary self-contained proof below.

---

1In this paper we shall gloss over many details of how homotopy tracking is accomplished in practice and issues arising from the need to use approximations of points. For this we refer the reader to introductory chapters of [29].
Consider the incidence correspondence
\[ \Gamma = \{((g, \ell), \tilde{u} : \tilde{x}) \subset \mathbb{C}[u, \bar{x}] \times \mathbb{C}[u, \bar{x}]_1 \times \tilde{X} \mid g([\tilde{u} : \tilde{x}]) = \ell([\tilde{u} : \tilde{x}]) = 0 \}, \]
equipped with the projection \( \pi : \Gamma \to \mathbb{C}[u, \bar{x}]_d \times \mathbb{C}[u, \bar{x}]_1 \). The map \( \pi \) is a branched covering: restricted to the preimage of the complement of \( \Sigma \), it is a topological covering map both in usual (complex) and Zariski topology.

Suppose the fiber \( \pi^{-1}(g_1, u) \) is finite. Consider a point
\[ p = ((g_1, u), [0 : \bar{x}]) \in \pi^{-1}(g_1, u) \]
and let \( V \) be an open neighborhood of \( p \) in \( \Gamma \) (with the usual topology) containing no other points of \( \pi^{-1}(g_1, u) \) in its closure. Notice that
\[ \dim V = \dim \Gamma = \dim (\mathbb{C}[u, \bar{x}]_d \times \mathbb{C}[u, \bar{x}]_1) \]
and \( U = \pi(V) \setminus \Sigma \) is a nonempty open subset of \( \mathbb{C}[u, \bar{x}]_d \times \mathbb{C}[u, \bar{x}]_1 \) with \( \pi(p) \) in the interior of \( \overline{U} \). The map \( \pi \) restricted to \( \pi^{-1}(U) \cap V \) is a biholomorphism onto \( U \). Since \( \pi(p) = (g_1, u) \) is in the interior of \( \overline{U} \), the segment \((1 - t)(g_0, \ell) + t(g_1, u)\) intersects \( U \) for values of \( t \) arbitrarily close to 1. Let \((g_t, \ell_t) \to (g_1, u)\) along the set of points where this segment intersects \( U \). Lifting to \( \pi^{-1}(U) \cap V \), we obtain \(((g_t, \ell_t), [\tilde{u}_t : \tilde{x}_t]) \to ((g_1, u), [\tilde{u} : \tilde{x}]) \in \pi^{-1}(g_1, u) \). Since \([\tilde{u} : \tilde{x}]\) is an endpoint of \( \tilde{H}_t \), we must have \( \tilde{u} = 0 \). Moreover, since \( \pi^{-1}(g_1, u) \cap V = \{p\} \), we must have \([\tilde{u} : \tilde{x}] = [0 : \bar{x}]\).

**Example 2.2.** Figure 1 illustrates the homotopy \( \tilde{H}_t (3) \) for a simple case: intersecting two parabolas in the plane. We intersect \( X = \mathbb{V}(F) \subset \mathbb{P}^2 \), where
\[ F(\bar{x}) = x_1^2 - x_0 x_2 - 2x_0^2, \]
with \( \mathbb{V}(g_1) \subset \mathbb{P}^2 \), where
\[ g_1(\bar{x}) = 2x_0^2 + x_1 x_0 - x_2. \]
Choosing \( \ell_0(\bar{x}) = x_2 \) and \( g_0(\bar{x}) = 2x_0^2 - u^2 \) (cf. Remark 2.5), the genericity conditions required in Proposition 2.1 are satisfied. The start points are the four points in \( \mathbb{V}(F) \cap \mathbb{V}(g_0) \cap \mathbb{V}(\ell_0) \subset \mathbb{P}^3 \). The four endpoints of \( \tilde{H}_t \) in \( \mathbb{P}^3 \) are given in homogeneous coordinates \([u : x_0 : x_1 : x_2]\) as follows:
\[
\begin{array}{c|cc|c}
 u & x_0 & x_1 & x_2 \\
 \hline
 0 & 1 & -1 & -1 \\
 0 & 1 & 2 & 2 \\
 0 & 1 & -\phi & \phi - 1 \\
 0 & 1 & \phi - 1 & -\phi \\
\end{array}
\]
where \( \phi = (1 + \sqrt{5})/2 \). The coordinates \([x_0 : x_1 : x_2]\) give us the four points of intersection in \( \mathbb{V}(F) \cap \mathbb{V}(g_1) \).
2.2. Witness sets. In numerical algebraic geometry, algebraic varieties are represented by witness sets. In this subsection we review witness sets and show how they relate to the start and endpoints of our homotopy (3).

An equidimensional variety $X \subset \mathbb{P}^n$ is a finite union of irreducible varieties of the same dimension. It is represented by a witness set $w := (F, L, W)$, a triple consisting of

- polynomials $F$ defining $X$ such that it is a union of irreducible components of $\mathbb{V}(F)$;
- general $^2$ linear polynomials $L$ defining a codimension $\dim(X)$ linear space, informally called a slice of $\mathbb{P}^n$;
- the set of points $W = X \cap \mathbb{V}(L)$.

Figure 1. Illustration of Example 2.2 in the affine charts $x_0 = 1$. The homotopy $\tilde{H}_t$ deforms a union of planes $\mathbb{V}(g_0) \subset \mathbb{P}^3$ into the cone over the target hypersurface $g_1$, and the plane $\mathbb{V}(\ell_1)$ into $\mathbb{V}(u)$. In the plane $\mathbb{P}^2$, this allows us to obtain $\mathbb{V}(F) \cap \mathbb{V}(g_1)$ from $\mathbb{V}(F) \cap \mathbb{V}(\ell_0)$.

$^2$We use “general” throughout this article to mean “avoiding some proper Zariski closed set”. Here this exceptional set has a simple description: $\mathbb{V}(L)$ needs to be outside the set of subspaces in the Grassmannian $\text{Gr}(n - c, n)$ that do not intersect $X$ regularly. However, the randomized methods of homotopy continuation don’t rely on knowing the exceptional set description: we use “general” without aiming to provide such a description later on (e.g., in Remark 2.5).
Witness sets may be used to test if a point is in an irreducible component of a variety [29, Chapter 15.1], describe a wide class of varieties, including closures of images of a rational maps [13] or subvarieties of products of projective spaces [14, 12] and Grassmannians [30].

**Example 2.3.** Suppose \( X \subset \mathbb{P}^n \) is a finite set of points. A witness set for \( X \) has the form \( w = (F, \emptyset, X) \) where each point of \( X \) is an isolated point in \( V(F) \).

When \( X \) is a finite set of points (ie. \( \dim X = 0 \)), computing the intersection of \( X \) with a hypersurface is straightforward: \( X \cap V(h) = \{ x \in X : h(x) = 0 \} \). For \( X \) of arbitrary dimension, Algorithm 2 shows how to obtain a witness set for the intersection of \( X \) with a hypersurface from a witness set for \( X \). This can be done by reduction to the case of a curve and applying Proposition 2.1. First, we interpret the homotopy \( \tilde{H}_t \) in the language of witness sets in Example 2.4.

**Example 2.4.** Recall from equation (3) that \( X \) is a curve, \( g_0 \in \mathbb{C}[x]_d \) is general, and the intersection \( \tilde{X} \cap V(g_0) \) is a degree \( \deg(X) \cdot d \) curve. Let \( w_0 \) denote a witness set for \( \tilde{X} \cap V(g_0) \). Then the witness points of \( w_0 \) are a set of start points for our homotopy (3). Similarly, the isolated endpoints of the homotopy \( \tilde{H}_t \) are witness points for \( \tilde{X} \cap V(g_1) \), and projection from \( u \) gives witness points for \( X \cap V(g_1) \).

To compute \( w_0 \) and thereby the start points of \( \tilde{H}_t \), assume we are given a witness set \( w = (F, \ell, W) \) for \( X \subset \mathbb{P}^n \). For each point \( x^* \) in \( W \), the set
\[
\{ [u : x^*] \in \mathbb{P}^{n+1} : g_0(u, x^*) = 0 \}
\]
has \( \deg(g_0) \) points in \( \tilde{X} \cap V(g_0) \). All together, by solving \( \deg(X) \) univariate degree \( \deg(g_0) \) polynomials, we have
\[
w_0 = (F \cup \{ g_0 \}), \ell, \{ [u : x^*] \in \mathbb{P}^{n+1} : g_0(u, x^*) = 0, x^* \in W \}.
\]

We summarize this process in Algorithm 1.

**Algorithm 1: uStartPoints(\( w, g_0 \))**

**Input:** A witness set \( w = (F, \ell, W) \) for a curve \( X \subset \mathbb{P}^n \); a general homogeneous polynomial \( g_0 \in \mathbb{C}[u, x] \) of degree \( d \).

**Output:** A witness set \( w_0 \) representing \( \tilde{X} \cap V(g_0) \subset \mathbb{P}^{n+1} \).

1. Compute
\[
S_0 \leftarrow \{ [u : x] \mid x \in W \text{ and } g_0(u, x) = 0 \},
\]
which requires solving a univariate polynomial equation for each \( x \in W \).

2. Let \( w_0 \leftarrow (F \cup \{ g_0 \}, \ell, S_0) \). // Here \( F \) and \( \ell \) (which do not depend on \( u \)) should be seen as elements of \( \mathbb{C}[u, x] \).

One important fact to recall about intersecting an irreducible projective variety \( X \) with a hypersurface \( V(h) \) is that it leads to one of two cases: either \( X \cap V(h) = X \) or
$X \cap \mathbb{V}(h)$ is equidimensional with dimension $\dim(X) - 1$. The former case only occurs when $X$ is contained in the hypersurface. In the latter case the dimension decreases by one. Moreover, the degree of the intersection is bounded above by $\deg(h) \cdot \deg(X)$.

More generally, if we drop the irreducibility hypothesis and only assume $X$ is equidimensional, then the intersection $X \cap \mathbb{V}(h)$ consists of two equidimensional components: the union of all irreducible components of $X$ that are also contained in $\mathbb{V}(h)$, and $(X \setminus \mathbb{V}(h)) \cap \mathbb{V}(h)$. The first equidimensional component has the same dimension as $X$ and the second has dimension $\dim(X) - 1$.

As an immediate consequence of these facts, the results in the previous sections, and these examples, we have Algorithm 2.

**Algorithm 2: IntersectionWithHypersurface($w, g_1$)**

**Input:** A homogeneous polynomial $g_1 \in \mathbb{C}[\mathbf{x}]$, and a witness set $w = (F, L, W)$ for a pure $r$-dimensional variety $X \subset \mathbb{P}^n$.

**Output:** Witness sets for the equidimensional components of $X \cap \mathbb{V}(g_1)$.

1. Record the witness set $w^{(r)} \leftarrow (F, L, W \cap \mathbb{V}(g_1))$ for the union of irreducible components of $X$ contained in $\mathbb{V}(g_1)$.

2. **if** $r \geq 1$ **then**

3. 

4. Let $\ell$ denote a linear polynomial in $L$.

5. For the curve $Z := (X \setminus \mathbb{V}(g_1)) \cap \mathbb{V}(L \setminus \{\ell\})$, form the witness set $w_Z \leftarrow (F \cup L \setminus \{\ell\}, \{\ell\}, W \setminus \mathbb{V}(g_1))$.

6. Choose $g_0 \in \mathbb{C}[u, \mathbf{x}]_{\deg g_1}$ (e.g., as in Remark 2.5) to form the homotopy $H_t : (g_0, \ell) \sim (g_1, u)$ on $\tilde{Z}$.

7. Follow $|W \setminus \mathbb{V}(g_1)| \cdot \deg(g_1)$ homotopy paths starting (at $t = 0$) from the witness set for $\tilde{Z} \cap \mathbb{V}(g_0)$ returned by $uStartPoints(w_Z, g_0)$ to obtain endpoints $E = \tilde{Z} \cap \mathbb{V}(g_1, u)$ at $t = 1$.

8. Record the witness set $w^{(r-1)} \leftarrow (F \cup \{g_1\}, L \setminus \{\ell\}, \pi_x(E))$, where $\pi_x$ is the projection that drops the $u$-coordinate, which represents $(X \setminus \mathbb{V}(g_1)) \cap \mathbb{V}(g_1)$.

9. **return** $\{w^{(r)}, w^{(r-1)}\}$

10. **else**

11. **return** $\{w^{(r)}\}$
Remark 2.5. When implementing Algorithm 2 and subsequent algorithms, the polynomial $g_0$ should be chosen in a sufficiently random fashion. At the same time it is desirable to have a low evaluation cost for both the values of $g_0$ and the roots of $g_0(u, x) = 0$ when $x$ is fixed.

One good candidate is $g_0 = \gamma(u^d - \ell_0) d$ where $d = \deg(g_0)$, the linear form $\ell_0 \in \mathbb{C}[x]_1$ doesn’t vanish on the start points, and $\gamma \in \mathbb{C}$ is generic. This is akin to the so-called $\gamma$-trick [29, pp. 94–95, 120–122]. Often, for practical purposes, $\gamma$ is chosen randomly on the unit circle. In this case, only finitely many points on the circle are exceptional.

One other important detail for a reader who intends to implement Algorithm 2 is in the following remark.

Remark 2.6. A typical implementation of a homotopy tracking algorithm would introduce an affine chart on $\mathbb{P}^n+1$ by imposing an additional affine linear equation in $u$ and $x$. One can eliminate $u$ in two ways: (a) using the chart equation or (b) using the equation $(1 - t)\ell + tu = 0$ from homotopy (3). This results in going back to the original ambient dimension. Note that solving (b) for $u$ is not possible when $t = 0$.

2.3. Equation-by-equation cascade. Algorithm 3 uses the methods in Section 2.1 to compute the witness set(s) for the intersection of a variety with a hypersurface.

Algorithm 3: Equation-by-equation cascade

| Input: $F = (f_1, \ldots, f_c), f_i \in \mathbb{C}[x]$ |
| Output: A collection $C$ of witness sets describing equidimensional pieces of $\mathbb{V}(F)$. |
| 1 Let $w = (\emptyset, \{\ell_1, \ldots, \ell_n\}, \mathbb{V}(\ell_1, \ldots, \ell_n))$, a witness set of a point, describing $\mathbb{P}^n$. |
| 2 Initialize $C \leftarrow \{w\}$. |
| 3 for $i$ from 1 to $c$ do |
| 4 $C' \leftarrow \emptyset$ |
| 5 for each $w \in C$ do |
| 6 $C' \leftarrow C' \cup \text{IntersectionWithHypersurface}(w, f_i)$ |
| 7 $C \leftarrow \text{EliminateRedundantComponents}(C')$, a routine that erases components contained in other components. |

The correctness of the equation-by-equation cascade outlined Algorithm 3 hinges mainly on Algorithm 2. However, an implementer of the cascade must pay significant attention to details with a view to practical efficiency. For instance, “pruning” of the current collection of witness sets done via $\text{EliminateRedundantComponents}$ after each step could be replaced by a potentially more efficient $en$ $route$ bookkeeping procedure; see [16].

3The constant $\gamma$ needs to avoid a real hypersurface (in fact, a union lines through the origin) in $\mathbb{R}^2 \cong \mathbb{C}$ containing “bad” choices: a choice of $\gamma$ is “bad” if the homotopy paths of (3) cross.
Remark 2.7. Our description of homotopies is geometric: we consider homotopies on a variety $X$ (or the cone $\tilde{X}$.) However, the algebraic representation of $X$ as a component of $\mathbb{V}(F)$ may not be reduced, i.e. $F$ may be singular at some points of $X$. A common way to address this issue in an implementation is deflation, which is a technique of replacing $F$ with a system of polynomials (potentially in more variables) that are regular at a generic point: see [29, §13.3.2] and [24].

3. $u$-generation in products of projective spaces

In this section, we generalize the homotopy $\tilde{H}_t$ to work in a product of projective spaces $\mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_k}$. To ease exposition, we restrict the discussion to the case where $k = 2$, a product of two projective spaces. All results extend to an arbitrary number of factors. In Section 4.2, we study an example with $k = 3$ factors in detail.

3.1. Setting up the homotopy. We define the double cone of a biprojective variety $X \subset \mathbb{P}^m \times \mathbb{P}^n$ as

$$\tilde{X} = \{([u : x], [v : y]) \in \mathbb{P}^{m+1} \times \mathbb{P}^{n+1} \mid (x, y) \in X\}.$$ 

In the example below, we consider simple but illustrative case where $X$ is a single point. This provides some visual intuition for the homotopy paths of $\tilde{H}_t$.

Example 3.1 (Double cone over a point). For a point $P = (x^*, y^*) \in \mathbb{P}^m \times \mathbb{P}^n$, the double cone $\tilde{P}$ is the 2-dimensional biprojective linear space spanned by the points $([1 : x^*], [1 : y^*]), ([0 : x^*], [1 : y^*]),$ and $([1 : x^*], [0 : y^*]).$

Consider the set of $d$ points in the intersection $\tilde{P} \cap \mathbb{V}(g, L_\epsilon)$, where the hypersurface $\mathbb{V}(g)$ is given by general $g \in \mathbb{C}[[u, x], [v, y]]_{(d,e)}$ and the family of hyperplanes defined by $L_\epsilon := ev - (1 - \epsilon)\ell$ where $\ell \in \mathbb{C}[y]_1$ is general. This set of points may be recovered in two easy steps:

1. Solve $L_\epsilon(y^*, v) = 0$ to obtain $v^* = \epsilon \ell(y^*)/(1 - \epsilon)$.
2. Compute the $d$ roots $u_1^*, \ldots, u_d^*$ of the univariate polynomial $g(u, x^*, v^*, y^*)$.

Projecting a general affine chart of $\tilde{P}$ to the affine $uv$-plane $\mathbb{C}_{uv}^2$ is a surjection. The intersection $\tilde{P} \cap \mathbb{V}(g, L_\epsilon)$ can be visualized as the intersection of a line $\mathbb{V}(L_\epsilon(v, y^*))$ with the plane curve defined by $g(u, x^*, v, y^*) = 0$. Figure 2 illustrates a case where $(d, e) = (2, 1)$. In the limit as $\epsilon \to 0$, $v^*$ tends toward infinity, while the roots $u_1^*, \ldots, u_d^*$ tend towards the $d$ vertical asymptotes of the curve given by $g$. If we write $g(u, x^*, v, y^*) = f(u) v^d + \text{additional terms}$, these asymptotes cross the $u$-axis at the points where $u$ is a root of $f$. 
Figure 2. Intersecting the double cone over a point \( \tilde{P} \) with \( \mathcal{V}(g, L_\epsilon) \), producing points \((u_1^*, v^*), (u_2^*, v^*)\) in the affine plane \( \mathbb{C}^2_{uv} \).

Now we consider the double cone over a curve \( X \subset \mathbb{P}^m \times \mathbb{P}^n \) and state how they share some of the same degree information. Following the conventions in [12], the bidegree of a curve \( X \) in \( \mathbb{P}^m \times \mathbb{P}^n \) with coordinate ring \( \mathbb{C}[x, y] \) is

\[
(\deg_x(X), \deg_y(X)) := (\deg(X \cap \mathcal{V}(\ell_x)), \deg(X \cap \mathcal{V}(\ell_y)))
\]

where \( \ell_x \in \mathbb{C}[x]_1 \), \( \ell_y \in \mathbb{C}[y]_1 \) are general. Let \( \ell_{u,x} \in \mathbb{C}[u, x]_1 \) and \( \ell_{v,y} \in \mathbb{C}[v, y]_1 \) be general. Then the bidegrees of the curves \( X \subset \mathbb{P}^m \times \mathbb{P}^n \) and \( \tilde{X} \cap \mathcal{V}(\ell_{u,x}, \ell_{v,y}) \subset \mathbb{P}^{m+1} \times \mathbb{P}^{n+1} \) coincide.

**Remark 3.2.** A polynomial \( h \in \mathbb{C}[x, y]_{(d,e)} \) is defined to have bidegree \((d,e)\). When \((m,n) = (1,1)\), the polynomial \( h \) defines a curve \( \mathcal{V}(h) \subset \mathbb{P}^1 \times \mathbb{P}^1 \). The bidegree of \( \mathcal{V}(h) \) and bidegree of the polynomial \( h \) are related by a transposition:

\[
(\deg_x(\mathcal{V}(h)), \deg_y(\mathcal{V}(h))) = (e,d).
\]

The following proposition is a needed analogue to Proposition 2.1. Analogously to the homotopy in Equation (3), for given \( g_0 \in \mathbb{C}[x, y]_{d,e} \) we define a homotopy

\[
\tilde{H}_t := (g_0, \ell_x, \ell_y) \sim (g_1, u, v) \quad \text{on } \tilde{X}
\]

where \( g_0 \in \mathbb{C}[u, x], \{v, y\}_{d,e} \).

**Proposition 3.3.** For generic \( \ell_x \in \mathbb{C}[x]_1 \), \( \ell_y \in \mathbb{C}[y]_1 \), \( g_0 \in \mathbb{C}[\{u, x\}, \{v, y\}]_{d,e} \), the cardinality of the set of points on \( \tilde{X} \) satisfying \( \tilde{H}_t \) equals, for all \( t \in (0,1) \),

\[
d \cdot \deg_x(X) + e \cdot \deg_y(X).
\]

The endpoints of \( \tilde{H}_t \) lie in the set

\[
\{ ([0:x], [0:y]) \in \mathbb{P}^{m+1} \times \mathbb{P}^{n+1} \mid (x, y) \in X \cap \mathcal{V}(g_1) \}.
\]
In case this set is finite, every point is reached.

Proof. The homotopy $\tilde{H}_t$ is given by

\[ g_t := (1 - t)g_0 + tg_1 = 0, \quad (1 - t)\ell_x + tu = 0, \quad (1 - t)\ell_y + tv = 0 \]

For $t \in (0, 1)$, the intersection

\[ Z_t := \tilde{X} \cap V((1 - t)\ell_x + tu, (1 - t)\ell_y + tv) \]

is a curve in $\mathbb{P}^{m+1} \times \mathbb{P}^{n+1}$ with the same bidegree as $X \subset \mathbb{P}^m \times \mathbb{P}^n$, i.e.,

\[ \deg_x(X) = \deg_{u,x}(Z_t) \quad \text{and} \quad \deg_y(X) = \deg_{v,y}(Z_t). \]

since the last two equations give $u$ and $v$ as a linear functions of $x$ and $y$, respectively, when $t \in (0, 1)$.

Since $g_0$ is general, so is $g_t$. Hence, for $t \in (0, 1)$ we get that $Z_t \cap V(g_t)$ has $d \cdot \deg_{u,x}(Z_t) + e \cdot \deg_{v,y}(Z_t)$ points of intersection. This proves the first part of the proposition.

The proof of the second part is similar to the proof of the second part of Proposition 2.1 concluding that a point $[x_1 : x_2] \in X \cap V(g_1)$ corresponds to an endpoint $(0 : x_1, 0 : x_2)$ of the homotopy.

Remark 3.4. If $X$ is a general bidegree $(d_x, d_y)$ curve in $\mathbb{P}^m \times \mathbb{P}^n$, then $Z_0$, as defined in (7), is a union of two linear spaces with multiplicity $d$ and $e$ respectively. Specifically,

\[ Z_0 = \{([u : x], [1 : 0]) \in \tilde{X} : \ell_x(x) = 0\} \cup \{([1 : 0], [v : y]) \in \tilde{X} : \ell_y(y) = 0\}. \]

On the other hand, the homotopy $\tilde{H}_t$ of (5) converges to

\[ V(H_0) \cap \tilde{X} = \{([u : x], [1 : 0]) \mid x \in \pi_x(X \cap V(\ell_x)), \text{ and } u \text{ satisfies } g_0(u, x, 1, 0) = 0\} \]

\[ \cup \{([1 : 0], [v : y]) \mid y \in \pi_y(X \cap V(\ell_y)), \text{ and } v \text{ satisfies } g_0(1, 0, v, y) = 0\} \]

when $t \to 0$. Thus multiple paths may tend to the same point as $t \to 0$.

3.2. Points for the homotopy at $t = \varepsilon$. In view of Remark 3.4 (see also Remark 3.5), we need to step away from $t = 0$ and find a way to produce a set of start points for the homotopy for $t = \varepsilon > 0$ for a small $\varepsilon$.

Fix an affine chart on $\mathbb{P}^{m+1} \times \mathbb{P}^{n+1}$; e.g., take $x_0 = y_0 = 1$. Without loss of generality we may assume $x_0$ and $y_0$ don’t vanish on any of the witness points. Consider a continuation path that tends to the point of the form $([u^* : x^*], [1 : 0])$ as $t \to 0$ (a point that is not in the fixed chart) in a small punctured neighborhood of $t = 0$. 

View the coordinates \((u(t), x(t), v(t), y(t))\) of this path as (convergent in the punctured neighborhood) Puiseux series where \(u(t), x(t), y(t)\) have a (nonzero) constant leading term while \(v(t)\) diverges as \(t \to 0\). Note that the constant terms of \(x(t)\), \(y(t)\) are given by a witness point \([x^* : y^*] \in X \cap V(\ell_x)\) (with \(x_0 = y_0 = 1\)).

First, we note that since the path converges in \(\mathbb{P}^{m+1} \times \mathbb{P}^{n+1}\) to a point \([u^* : x^*] : [1 : 0]\) the leading term of \(u(t)\) is a constant term. Plug \(u(t)\) in the second equation in (6),

\[(1 - t)\ell_x + tu = 0\]

and consider it on \(X\) (not \(\tilde{X}\)). It defines a continuous family of (transverse) \(x\)-slices of \(X\) which limit at \(V(\ell_x)\) showing that \(x(t)\) and \(y(t)\) tend to \(x^* \neq 0\) and \(y^* \neq 0\) as \(t \to 0\).

Recall that the end of the path has \([1 : 0]\) for \([v(t) : y(t)]\), therefore, \(v(t)\) has to diverge as \(t \to 0\). Since \((1 - t)\ell_y + tv = 0\), we have

\[v(t) = (1 - t^{-1})\ell_y(y(t)).\]

Thus the leading term of \(v(t)\) is \(-\ell_y(y^*)t^{-1}\).

In summary, for a small \(\varepsilon\), one may take \((u(\varepsilon), x(\varepsilon), v(\varepsilon), y(\varepsilon)) \approx (u^*, x^*, v^*, y^*)\) where \(v^* = -\varepsilon^{-1}\ell_y(y^*)\). Another asymptotically equivalent choice, which would satisfy the last equation, is \(v^* = (1 - \varepsilon^{-1})\ell_y(y^*)\).

An analogous argument holds if one reverses the roles of \((u, x)\) and \((v, y)\). Knowing the asymptotics of continuation paths as \(t \to 0\) results in Algorithm 4 written in a chart-free form.

**Algorithm 4: uMultiprojectiveStartPoints**

**Input:** A biprojective curve \(X \subset \mathbb{P}^m \times \mathbb{P}^n\) represented by two witness sets: \(w_x = (F, \ell_x, W_x)\) where \(\ell_x \in \mathbb{C}[x]_1\) and \(w_y = (F, \ell_y, W_y)\) where \(\ell_y \in \mathbb{C}[y]_1\);

a general bihomogeneous polynomial \(g_0 \in \mathbb{C}[\{u, x\}, \{v, y\}]_{(d,e)}\);

a number \(\varepsilon > 0\).

**Output:** A set of points that approximates \(V(\tilde{H}_\varepsilon)\) for the homotopy (5).

1. Initialize \(S \leftarrow \emptyset\).
2. Let \(g_x \in \mathbb{C}[u, x]\) be defined as \(g_x(u, x) = g_0(u, x; 1, 0)\).
3. for \(P \in W_x\) do
   4. Update \(S \leftarrow S \cup \tilde{P} \cap V(g_x, (1 - \varepsilon)\ell_y + \varepsilon v)\)
5. Let \(g_y \in \mathbb{C}[v, y]\) be defined as \(g_y(v, y) = g_0(1, 0, u, x)\).
6. for \(Q \in W_y\) do
   7. Update \(S \leftarrow S \cup \tilde{Q} \cap V(g_y, (1 - \varepsilon)\ell_x + \varepsilon u)\)
8. return \(S\)
Remark 3.5. Note that, in Algorithm 4, starting at \( t = \varepsilon > 0 \) may be necessary not only due to several paths converging to the same point at \( t = 0 \) as pointed out in Remark 3.4, but also for the following reason that is bound to play a role in a practical implementation.

Let \( F \subset \mathbb{C}[x, y] \) be polynomials that cut out the curve \( X \subset P^m \times P^n \), i.e., \( X \) is a component of \( \mathbb{V}(F) \). The double cone \( \tilde{X} \) is a component of \( \mathbb{V}(\tilde{F}) \) where \( \tilde{F} \subset \mathbb{C}[u, x, v, y] \) are polynomials \( F \) recast in a new ring. While this description of \( \tilde{X} \) is practical and retains properties essential to our approach (as explained in Proposition 3.3), the variety \( \mathbb{V}(\tilde{F}) \) may possess extraneous components that contain points of (8) (even if they are regular points for \( \tilde{H}_t \)).

Remark 3.6. When \( g_0 = g_1 \), the homotopy (5) used in Algorithm 4 can be visualized in terms of intersecting double cones over a point with a hyperplane and hypersurface as in Figure 2. Namely, we take the double cone over each point \( P \) in \( W_x \) (analogously for \( Q \) in \( W_y \)) and intersect it with \( \mathbb{V}(g_0, (1 - \varepsilon)\ell_y + \varepsilon v) \) as \( \varepsilon \) varies between 0 and 1.

Remark 3.7. The homotopy \( \tilde{H}_t \) depends on the choice of sufficiently generic \( g_0 \). For implementation purposes one may pick (use \( \gamma \)-type tricks if necessary)

1. \( g_0 = (u^d - \ell_x^d)(v^e - \ell_y^e) \), where \( \ell_x \in \mathbb{C}[x]_1 \), \( \ell_y \in \mathbb{C}[y]_1 \) are general linear polynomials (similar to Remark 2.5), or
2. \( g_0 = \prod_{i=1}^d (u - \ell_{x,i}) \prod_{j=1}^e (v - \ell_{y,j}) \) where \( \ell_{x,i} \in \mathbb{C}[x]_1 \), \( \ell_{y,j} \in \mathbb{C}[y]_1 \) are general linear polynomials.

As mentioned in the beginning of this section, the results generalize straightforwardly to a curve \( X \) in a product of \( k \) projective spaces in any dimensions.

Remark 3.8. In \( u \)-generation for multihomogeneous systems one may eliminate the additional variables (\( u \) and \( v \) in the case of two projective factors), as in Remark 2.6 when using generic affine charts in the projective factors.

However, there is a caveat: the conditioning of the resulting homotopy paths becomes much worse at \( t = \varepsilon \), for small \( \varepsilon \), in both cases (a) and (b) of Remark 2.6. In a practical implementation, one should eliminate additional variables only when the path tracking routine moves sufficiently far from \( t = 0 \).

3.3. Beyond curves. In the projective case we show in Algorithm 2 how to apply \( u \)-generation for intersecting a \( d \)-dimensional projective variety with hypersurface. Some additional work is required to extend these observations to the multiprojective setting. The variety \( X \) must be now be represented by a multiprojective witness collection [13, Definition 1.2]. For example, the witness collection of an irreducible
3-fold \( X = \mathbb{V}(F) \) in \( \mathbb{P}^3 \times \mathbb{P}^1 \) has a collection of witness point sets:

\[
\begin{align*}
    w_{3,0} &:= \mathbb{V}(F) \cap \mathbb{V}(\ell_{x,1}, \ell_{x,2}, \ell_{x,3}), &
    w_{2,1} &:= \mathbb{V}(F) \cap \mathbb{V}(\ell_{x,1}, \ell_{x,2}, \ell_{y,1}), \\
    w_{1,2} &:= \mathbb{V}(F) \cap \mathbb{V}(\ell_{x,1}, \ell_{y,1}, \ell_{y,2}), &
    w_{0,3} &:= \mathbb{V}(F) \cap \mathbb{V}(\ell_{y,1}, \ell_{y,2}, \ell_{y,3}).
\end{align*}
\]

Note that \( w_{a,b} \) with \( a > 3 \) or \( b > 1 \) is necessarily empty.

To describe the two dimensional variety \( \mathbb{V}(F) \cap \mathbb{V}(g) \) we need to obtain the collection of witness points for \( Y := \mathbb{V}(F) \cap \mathbb{V}(g) \):

\[
\begin{align*}
    w_{2,0}(Y) &:= Y \cap \mathbb{V}(\ell_{x,1}, \ell_{x,2}), &
    w_{1,1}(Y) &:= Y \cap \mathbb{V}(\ell_{x,1}, \ell_{y,1}), \\
    w_{0,2}(Y) &:= Y \cap \mathbb{V}(\ell_{y,1}, \ell_{y,2}).
\end{align*}
\]

To obtain \( w_{a,b}(Y) \), for \( a + b = 2 \), we run \( u \)-generation for the curve \( \mathbb{V}(F) \cap \mathbb{V}(L) \) where \( L = \{ \ell_{x,1}, \ldots, \ell_{x,a}, \ell_{y,1}, \ldots, \ell_{y,b} \} \) using start points obtained by Algorithm 4 with \( (F \cup L, \ell_{a+1}, w_{a+1,b}) \) and \( (F \cup L, \ell_{b+1}, w_{a,b+1}) \) playing the role of \( w_x \) and \( w_y \).

In the previous section, \( u \)-generation and regeneration can both be used inside of the equation-by-equation cascade of Algorithm 3 based on intersection with a hypersurface in projective space. The analogue in a product of projective spaces is known as multiregeneration [13, Section 4]. A variant based on \( u \)-generation may be developed using the ideas outlined above.

### 4. Computational experiments

In this section, we report the computational results using our initial implementation of \( u \)-generation. For a fair comparison, we also implement regeneration in a similar fashion, using the same homotopy tracking toolkit provided by the package NumericalAlgebraicGeometry [23] in Macaulay2 [10]. Default path-tracker settings for the method trackHomotopy are used, except where noted. All computations were performed using a 2012 iMac with 16 GB, working at 1.6 GHz. Our modest aim is to convince the practitioner that \( u \)-generation is competitive as an equation-by-equation method, and that some initial successes of our implementation motivate further investigation and more refined heuristics.

#### 4.1. Intersecting with a hypersurface in projective space.

The \( u \)-generation-based Algorithm 2 for computing \( X \cap \mathbb{V}(g_1) \) requires tracking \( \deg(g_1) \deg(X) \)-many paths. Regeneration also requires tracking this many paths, plus an additional \( (\deg(g_1) - 1) \deg(X) \) paths during the preparation stage. In a rough analysis where we assume all paths have the same cost, we would expect that

\[
\frac{t_{u\text{-gen}}}{t_{\text{prep}} + t_{\text{regen}}} \approx \frac{\deg(g_1) \deg(X)}{2 \deg(g_1) \deg(X) - \deg(X)} = \frac{1}{2 - 1/\deg(g_1)}.
\]
where $t_{\text{prep}}$, $t_{\text{regen}}$, and $t_{\text{ugen}}$ denote the total time spent tracking paths during preparation, regeneration, or $u$-generation, respectively. This analysis would then suggest that $u$-generation has $\approx 33.3\%$ savings over regeneration when $\deg(g_1) = 2$, and an asymptotic 50% savings when $\deg(g_1)$ is large.

The assumption that paths tracked during preparation cost the same as other paths does not hold in practice. This is partly because homotopy functions involved in the preparation stage are simpler, and also due to the fact we do not expect any paths to diverge during this stage. It is therefore worth investigating to what extent, if any, our proposed method may actually deliver any savings. To that end, we considered two well-studied families of benchmark polynomial systems, and performed the following experiment for each:

1. Drop an equation $g_1$ from the homogenized system, and compute a projective witness set for the projective curve $X$ defined by the remaining equations.
2. Run Algorithm 2 to solve the original system.
3. Similarly to the previous step, use regeneration to solve the original system.

For all systems considered in this subsection, the witness set for $X$ is computed using a total-degree homotopy. The timings we report for Steps 2 and 3 above do not reflect the full cost of solving these systems from scratch with equation-by-equation methods. Nevertheless, this experiment is sufficient to make a meaningful comparison between regeneration and $u$-generation.

The first of the benchmark systems studied is the Katsura-$n$ family, which arose originally in the study of magnetism [21]. For a given $n$, this is a system of inhomogeneous equations in $n + 1$ unknowns $x_0, \ldots, x_n$: writing $x_{-i} = x_i$,

$$\sum_{i=-n}^{n} x_i = 1,$$

$$\sum_{i=-n}^{n} x_i x_{m-i} = x_m, \quad m \in \{-n + 1, -n, \ldots, n - 1\}.$$

For this family, the Bézout bound on the number of roots $2^{n-1}$ is tight. In our experiments, the dropped equation $g_1$ is one of the $n$ quadratic equations. We also considered the classic cyclic $n$-roots problem [1]:

$$\sum_{i=1}^{n} x_i \cdot x_{i+1} \cdots x_{(i+m) \mod n} = 0, \quad m \in \{1, \ldots, n - 1\},$$

$$x_0 \cdot x_1 \cdots x_{n-1} - 1 = 0.$$
the polyhedral homotopy [18] and its various implementations [32, 5, 7], is better-suited for this problem than equation-by-equation methods. We include it in our experiments as a further point of comparison between regeneration and $u$-generation. Based on the naive analysis, we might expect substantial savings when dropping the equation with $\deg(g_1) = n$.

In Figure 3, we display the results of our experiment on these benchmark problems. Timings for each of the methods were averaged over 100 iterations. For cyclic-7, we observed multiple path failures for both methods with the default tracker settings, so we used a more permissive minimum stepsize of $10^{-8}$ for this case. We observe in all cases that $u$-generation outperforms regeneration in terms of runtime. Contrary to what the naive analysis would predict, typical savings are in the range of 10–15% for both the Katsura and cyclic benchmarks.

To further investigate the nature of potential savings of $u$-generation over regeneration, we considered the following family of banded quadrics. Fixing integers $2 \leq k \leq n$, this is a homogeneous system $f_1, \ldots, f_n \in \mathbb{C}[x]$ where $f_1$ is linear and $f_2, \ldots, f_n$ have the form

$$f_i(x) = \begin{bmatrix} x_i & \cdots & x_{i+k \mod n} \end{bmatrix} \begin{bmatrix} c_{i,1,1} & \cdots & c_{i,1,k} \\ \vdots & \ddots & \vdots \\ c_{i,k,1} & \cdots & c_{i,k,k} \end{bmatrix} \begin{bmatrix} x_i \\ \vdots \\ x_{i+k \mod n} \end{bmatrix}. $$

Here, the real and imaginary parts of the parameters $c_{i,j,k}$ are drawn randomly from the interval $[0, 1]$. We apply the same experiment from before to the homogeneous system, using a projective witness set for the projective curve $\mathbb{V}(f_1, \ldots, f_{n-1})$ to compute the intersection $\mathbb{V}(f_1, \ldots, f_{n-1}) \cap \mathbb{V}(f_n)$. Timings for $n = 12$ are given in Figure 4.

One possible conclusion to draw from this experiment is that we may expect more savings from $u$-generation when the equations involved are more sparse. This is plausible for the case of banded quadrics when the value of $k$ is small in comparison

| system    | # solutions | # paths | $t_{\text{prep}}$ | $t_{\text{regen}}$ | # solutions | # paths | $t_{\text{prep}}$ | $t_{\text{regen}}$ | $t_{\text{prep}}/t_{\text{regen}}$ |
|-----------|-------------|---------|-------------------|-------------------|-------------|---------|-------------------|-------------------|-----------------|
| katsura-8 | 256         | 384     | $1.1 \times 10^{-2}$ s | $2.5 \times 10^{-1}$ s | 256         | 384     | $3.2 \times 10^{-1}$ s | $.87$             |
| katsura-9 | 512         | 786     | $2.7 \times 10^{-1}$ s | $6.0 \times 10^{-1}$ s | 512         | 786     | $7.3 \times 10^{-1}$ s | $.84$             |
| katsura-10| 1024        | 1536    | $6.2 \times 10^{-1}$ s | $1.5$ s           | 1024        | 1536    | $1.8$ s           | $.86$             |
| katsura-11| 2048        | 3072    | $1.5$ s            | $3.2$ s           | 2048        | 3072    | $3.9$ s           | $.83$             |
| katsura-12| 4096        | 6144    | $3.6$ s            | $8.5$ s           | 4096        | 6144    | $10.4$ s          | $.85$             |
| katsura-13| 8192        | 12288   | $9.3$ s            | $22.7$ s          | 8192        | 12288   | $26.9$ s          | $.84$             |
| cyclic-5  | 70          | 126     | $2.1 \times 10^{-2}$ s | $4.4 \times 10^{-2}$ s | 70          | 126     | $5.6 \times 10^{-2}$ s | $.87$             |
| cyclic-6  | 156         | 286     | $5.7 \times 10^{-2}$ s | $1.4 \times 10^{-1}$ s | 156         | 286     | $1.8 \times 10^{-1}$ s | $.90$             |
| cyclic-7  | 924         | 1716    | $4.5 \times 10^{-1}$ s | $1.4$ s           | 924         | 1716    | $1.7$ s           | $.89$             |

**Figure 3.** Timing Algorithm 2 for benchmark polynomial systems.
to \( n \), in which case the cost of tracking a path in the preparation stage is more comparable to the cost for the paths in the second stage of regeneration. On the other hand, we still observe in this experiment a steady 10% savings as \( k \) approaches \( n \).

**4.2. Maximum likelihood estimation for matrices with rank constraints.** Consider a probabilistic experiment where we flip two coins. Each of the coins may be biased, but we model them with the same binary probability distribution. Let \( p_{11} \) denote the probability of obtaining two heads, \( p_{22} \) the probability of two tails, and \( p_{12} = p_{21} \) the probability of one head and one tail in either order. The individual coin flips are independent if and only if

\[
\text{rank} \begin{bmatrix} 2p_{11} & p_{12} \\ p_{12} & 2p_{22} \end{bmatrix} \leq 1.
\]

Similarly, the independence of two identically distributed \( n \)-ary random variables is modeled by a \( n \times n \) symmetric matrix of rank 1. More generally, rank constraints

\[
\text{rank} \begin{bmatrix} 2p_{1n} & p_{12} & \ldots & p_{1n} \\ p_{12} & 2p_{22} & \ldots & p_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ p_{1n} & p_{2n} & \ldots & 2p_{nn} \end{bmatrix} \leq r
\]

must be satisfied for all points in the *symmetric rank-constrained model*. This statistical model is defined as the set of all points in the probability simplex

\[
\{(p_{11}, \ldots, p_{nn}) \in \mathbb{R}^{(n^2+n)/2} | \sum_{1 \leq i \leq j \leq n} p_{ij} = 1, p_{ij} \geq 0\}
\]

which satisfy the rank constraints (11). It is an algebraic relaxation of an associated \( r \)-th mixture model [11, 22].
If we are given a $n \times n$ symmetric matrix $U$ counting several samples from this statistical model, it is of interest to recover the underlying model parameters $(p_{ij})_{1 \leq i \leq j \leq n}$. A popular approach in statistical inference is maximum likelihood estimation. In our case of interest, this means computing a global maximum of the likelihood function

\begin{equation}
\ell_U(p_{11}, \ldots, p_{nn}) = \frac{\prod_{i \leq j} p_{ij}^{u_{ij}}}{(\sum_{i \leq j} p_{ij})^{\sum_{i \leq j} u_{ij}}} \tag{12}
\end{equation}

restricted to the symmetric rank-constrained model. Local optimization heuristics such as the EM algorithm or gradient ascent are popular methods for maximum-likelihood estimation, but are susceptible to local maxima. For generic $U$, the number of critical points of $\ell_U$ on the set of complex matrices satisfying (11) is the ML degree of the symmetric rank-constrained model. For statistical models in general, the ML degree is an important measure of complexity and a well-studied quantity in algebraic statistics (see [31, Ch. 7]).

Previous work of Hauenstein, the third author, and Sturmfels [11] demonstrates that homotopy continuation methods are a powerful technique for computing the critical points of $\ell_U$. In [11, Theorem 2.3], a table of ML degrees for the symmetric rank-constrained model for $n \leq 6$ was obtained using the software Bertini [2]. In that table, ML degrees for $(n, r) \in \{(6, 2), (6, 3)\}$ were excluded. We provide the missing entries of that table in Figure 5.

The symmetry in each column of the table of ML degrees is explained by a duality result of Draisma and the third author [8, Theorem 11], establishing a remarkable bijection between the critical points for the rank-$r$ and rank-$(n-r+1)$ models. Thus, to complete the table, it suffices to compute the ML degree for $(n, r) = (6, 3)$, which we report to be $68774$. We managed to verify the ML degrees in this table using several different techniques: equation-by-equation methods, monodromy [9, 25], and several combinations thereof. We focus our discussion of computational results on

\begin{table}[h]
\centering
\begin{tabular}{c|cccccc}
\hline
$r \setminus n$ & 2 & 3 & 4 & 5 & 6 \\
\hline
1 & 1 & 1 & 1 & 1 & 1 \\
2 & 1 & 6 & 37 & 270 & 2341 \\
3 & 1 & 37 & 1394 & 68774 & \\
4 & 1 & 270 & 68774 & \\
5 & 1 & 2341 & \\
6 & 1 & \\
\hline
\end{tabular}
\end{table}

**Figure 5.** ML degrees for the symmetric rank-constrained model, for $n \times n$ symmetric matrices of rank $\leq r$, for all $1 \leq r \leq n \leq 6$. 
the equation-by-equation methods, which we hope may serve as a useful starting point for future benchmarking studies.

To make computing the ML degrees more amenable to equation-by-equation approach, we use a symmetric local kernel formulation of the problem, which is a square polynomial system in \((n+1)^2\) unknowns [11, Eq 2.13]. The unknowns are the entries of three auxiliary matrices,

\[
P_1 := \begin{bmatrix} 2p_{12} & p_{12} & \ldots & p_{1r} \\ p_{12} & 2p_{22} & \ldots & p_{2r} \\ \vdots & \vdots & \ddots & \vdots \\ p_{1r} & p_{2r} & \ldots & 2p_{rr} \end{bmatrix}, \quad L_1 := \begin{bmatrix} \ell_{1,1} & \ldots & \ell_{1,r} \\ \vdots & \ddots & \vdots \\ \ell_{n-r,1} & \ldots & \ell_{n-r,r} \end{bmatrix}, \quad \Lambda := \begin{bmatrix} \lambda_{11} & \lambda_{12} & \ldots & \lambda_{1,n-r} \\ \lambda_{12} & \lambda_{22} & \ldots & \lambda_{2,n-r} \\ \vdots & \vdots & \ddots & \vdots \\ \lambda_{1,n-r} & \lambda_{2,n-r} & \ldots & \lambda_{r,n-r} \end{bmatrix}.
\]

The equations which make up this square system are the column sums and the entries above the diagonal in the \(n \times n\) symmetric matrix

\[
(13) \quad \left[ \begin{array}{c} P_1 \ P_1 L_1^T \\ L_1 P_1 \ L_1 L_1^T \Lambda \end{array} \right] \odot \left[ \begin{array}{c} P_1 \ P_1 L_1^T \\ L_1 P_1 \ L_1 L_1^T \Lambda \end{array} \right] + \sum_{i \leq j} u_{ij} \left[ \begin{array}{c} P_1 \ P_1 L_1^T \\ L_1 P_1 \ L_1 L_1^T \Lambda \end{array} \right] - 2I_n \odot U,
\]

where \(\odot\) denotes the Hadamard product. There are three natural variable groups given by the auxiliary matrices \(P_1, L_1,\) and \(\Lambda\). Dropping a single equation \(g_1\) from our square system gives equations which vanish on an affine patch of an irreducible curve

\[
X \subset \mathbb{P}^{r \times r} \times \mathbb{P}^{(n-r) \times r} \times \mathbb{P}^{(n-r+1) \times (n-r)/2}.
\]

Slicing in each of the three projective factors, we may compute three sets of witness points \(W_{P_1}, W_{L_1}, W_{\Lambda}\) for \(X\) using monodromy. These witness points can be used to compute start points for both regeneration and \(u\)-generation. In our experiments, the dropped equation \(g_1\) is the \((1,n)\)-th entry of the matrix (13), which has degree \((1,2,1)\). Thus, there are \#\(W_{P_1}\) + 2\#\(W_{L_1}\) + \#\(W_{\Lambda}\) start points for both methods, and an additional \#\(W_{L_1}\) paths must be tracked in the preparation phase for regeneration. For \(u\)-generation, the start points were obtained using the heuristic proposed in Algorithm 4 with \(\epsilon = 10^{-5}\). We do not eliminate the three \(u\)-variables corresponding to each factor—see Remark 2.6.

We use two non-default path-tracker tolerances: a minimum stepsize of \(10^{-14}\) by setting \texttt{tStepMin=>1e-14} and a maximum of 2 Newton iterations for every predictor step by setting \texttt{maxCorrSteps=>2}. The latter option is more conservative than the default of \(\leq 3\) Newton steps, which increases the chances of path-jumping. With fewer corrector steps, a smaller timestep may be needed to track paths successfully. We note that comparable tolerances are the defaults used in Bertini [3, Appendix E.4.4, E.4.7].

Figure 6 and fig. 8 show that the ML degrees are significantly smaller than the number of start points. This implies that many endpoints will lie at the hyperplane at infinity in one of the projective factors. We declare an endpoint to be finite when its three homogeneous coordinates exceed \(10^{-6}\) in magnitude.
regeneration.

In Figure 6, we list timings for computing the previously-known ML degrees. We see that the number of additional paths required by regeneration is rather small in comparison with the ML degree. Thus, we should not expect to see much of an advantage of $u$-generation over regeneration. Indeed, although the timings of both methods are competitive, regeneration is the clear winner. Although $t_{\text{regen}}$ and $t_{\text{u-gen}}$ time the same number of path-tracks, we see that $t_{\text{u-gen}}$ is consistently larger. One explanation is that $u$-generation uses an extra three variables here, increasing costs associated with repeated function evaluation and numerical linear algebra.

Remark 4.1. The heuristic for computing start points in Algorithm 4 imposes an additional overhead for the multiprojective $u$-generation. This routine is implemented in the top-level language of Macaulay2 and currently takes a significant portion of the runtime. Since this heuristic may be improved in future work, we didn’t pursue a low-level implementation, which would dramatically reduce the runtime of this routine making it negligible in comparison to the other parts.

For the previously-unknown ML degree when $(n,r) = (6,3)$, we conducted an experiment where we ran each of the two equation-by-equation methods four times and used the union of all finite endpoints to estimate the ML degree. The four runs are not identical because the homotopies are randomized using the $\gamma$-trick. Timings are shown in Figure 7. The variability of the timings is not so surprising, since paths are randomized according to $\gamma$-type tricks and also due to the permissive step-size of $10^{-14}$; if there are many ill-conditioned paths, the adaptively-chosen stepsize for each of them may shrink and remain small throughout path-tracking. Ultimately, both methods yield the same root count, which $u$-generation attains by the third
**Figure 8.** Regeneration and $u$-generation followed by a monodromy loop.

We also note that the total timing for regeneration and $u$-generation turn out to be very close, though this might well be an anomaly.

One might reasonably be concerned that multiple runs of both equation-by-equation methods were needed to compute the ML degree for $(n,r) = (6,3)$. In theory, both are probability-one methods. In practice, most implementations of homotopy continuation will miss some solutions when presented with a sufficiently difficult problem. One well-known practical issue is path-jumping, which may lead in some cases to duplicate endpoints. The existence of many solutions at infinity, which are often highly-singular, presents another obstacle. This obstacle would be even more of a concern if we were to consider other homotopy continuation methods. We note, for instance, the number of paths tracked by the celebrated polyhedral homotopy may be prohibitive for the $(n,r) = (6,3)$ case. Using [5] and [19], which both implement the mixed volume algorithm described in [20], we determined that the polyhedral root count for the symmetric local kernel formulation is 27174865—three orders of magnitude over the ML degree, and two over the number of paths tracked in our experiments.

Figure 8 displays the results of another experiment where we ran each equation-by-equation method *exactly once* and collected any missed solutions using a monodromy loop. A similar strategy for dealing with failed solutions is outlined in [6, Sec. 3.2]. This experiment gives us more confidence in the reported root count of 68774. For $(n,r) = (6,3)$ the total runtime compares favorably to Figure 7, suggesting another strategy the practitioner may keep in mind. We point out that such strategies may be of interest in numerical irreducible decomposition, where the monodromy breakup algorithm [27] is run following the cascade of Algorithm 3.

We close with a concrete numerical example of maximum-likelihood estimation, where the target system and its solutions resulting from $u$-generation may now serve as the start-system for a parameter homotopy [29, Ch. 7].

**Example 4.1.** Consider the matrix of counts

$$U = \begin{bmatrix} 2 & 4 & 2 & 4 & 4 & 4 \\ 4 & 2 & 1 & 2 & 2 & 2 \\ 2 & 2 & 1 & 2 & 2 & 2 \\ 4 & 6 & 2 & 3 & 6 & 6 \\ 4 & 6 & 2 & 6 & 3 & 8 \\ 4 & 6 & 2 & 6 & 6 & 3 \end{bmatrix}.$$
Let $P_{\text{emp}}$ denote the empirical $P$-matrix

$$P_{\text{emp}} = \frac{1}{\sum_{i \leq j} u_{ij}} \begin{bmatrix} u_{11} & u_{12} & \cdots & u_{16} \\ u_{12} & 2u_{22} & \cdots & u_{26} \\ \vdots & \vdots & \ddots & \vdots \\ u_{16} & u_{26} & \cdots & 2u_{66} \end{bmatrix}.$$ 

This matrix has rank 4. To compute a maximum-likelihood estimate given $U$, we use a parameter homotopy with 68774 start points furnished by $u$-generation. Among the approximate endpoints of this parameter homotopy are 1082 labeled as failed paths, which have large and non-real coordinates. Among the successful endpoints, there are 4108 real solutions. However, only three are statistically valid in the sense that the rank-constrained $P$-matrix has non-negative entries. This matrix may be recovered with the formula

$$P = \begin{bmatrix} P_1 & P_1L_1^T \\ L_1P_1 & L_1P_1L_1^T \end{bmatrix}.$$ 

We list the $P$-matrices and likelihood values for the three statistically valid critical points, along with the empirical $P$-matrix (which does not lie on the rank-constrained model):

$$P^{(1)} \approx \begin{pmatrix} 0.46 & 0.53 & 0.03 & 0.54 & 0.54 \\ 0.53 & 0.53 & 0.26 & 0.79 & 0.79 \\ 0.54 & 0.79 & 0.26 & 0.79 & 0.79 \\ 0.54 & 0.79 & 0.26 & 0.79 & 0.79 \\ 0.79 & 0.79 & 0.79 & 0.79 & 0.79 \end{pmatrix}, \quad \log \ell_U(P^{(1)}) = -223.264,$$

$$P^{(2)} \approx \begin{pmatrix} 0.53 & 0.53 & 0.26 & 0.79 & 0.79 \\ 0.51 & 0.69 & 0.26 & 0.74 & 0.74 \\ 0.26 & 0.26 & 0.26 & 0.26 & 0.26 \\ 0.54 & 0.74 & 0.26 & 0.80 & 0.80 \\ 0.54 & 0.74 & 0.26 & 0.80 & 0.80 \end{pmatrix}, \quad \log \ell_U(P^{(2)}) = -222.979,$$

$$P^{(3)} \approx \begin{pmatrix} 0.48 & 0.54 & 0.29 & 0.56 & 0.56 \\ 0.54 & 0.29 & 0.14 & 0.32 & 0.32 \\ 0.29 & 0.32 & 0.32 & 0.32 & 0.32 \\ 0.55 & 0.77 & 0.32 & 0.77 & 0.77 \\ 0.56 & 0.77 & 0.32 & 0.77 & 0.77 \end{pmatrix}, \quad \log \ell_U(P^{(3)}) = -222.901,$$

$$P_{\text{emp}} \approx \begin{pmatrix} 0.53 & 0.53 & 0.26 & 0.79 & 0.79 \\ 0.53 & 0.53 & 0.26 & 0.79 & 0.79 \\ 0.26 & 0.26 & 0.26 & 0.26 & 0.26 \\ 0.53 & 0.79 & 0.26 & 0.79 & 0.79 \\ 0.53 & 0.79 & 0.26 & 0.79 & 0.79 \end{pmatrix}, \quad \log \ell_U(P_{\text{emp}}) = -222.860.$$ 

The matrix $P^{(3)}$ is a good candidate for the maximum likelihood estimate.

5. Conclusion

We propose $u$-generation as a novel equation-by-equation homotopy continuation method for solving polynomial systems. The main theoretical merits of this method are that it works in both projective and multiprojective settings and requires tracking fewer total paths than regeneration. Furthermore, our setup is easily implementable. Computational experiments show that the method is promising and can be used to solve nontrivial problems, although we do not observe a decisive advantage of $u$-generation over regeneration. More specifically, our proof-of-concept implementation
achieves modest, but notable, savings in terms of computational time on several examples. Furthermore, we show that multiprojective u-generation is a viable method for solving structured polynomial systems arising in maximum-likelihood estimation, including one previously-unsolved case.

As a future direction, we point out that more thorough experimentation with heuristics such as Algorithm 4 might lead to a more robust implementation of u-generation. Further exploration in both projective and multiprojective settings is warranted, particularly in the context of numerical irreducible decomposition, where equation-by-equation methods play a vital role.
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