Regularised Finite Difference Methods for the Logarithmic Klein-Gordon Equation
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Abstract. Two regularised finite difference methods for the logarithmic Klein-Gordon equation are studied. In order to deal with the origin singularity, we employ regularised logarithmic Klein-Gordon equations with a regularisation parameter \(0 < \varepsilon \ll 1\). Two finite difference methods are applied to the regularised equations. It is proven that the methods have the second order of accuracy both in space and time. Numerical experiments show that the solutions of the regularised equations converge to the solution of the initial equation as \(O(\varepsilon)\).
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1. Introduction

The logarithmic Klein-Gordon equation (LogKGE), also known as the relativistic version of the logarithmic Schrödinger equation \[15\], has been introduced in the quantum field theory by Rosen \[41\]. It has the form

\[
\begin{align*}
    u_{tt}(x,t) - \Delta u(x,t) + u(x,t) + \lambda u(x,t) \ln \left( |u(x,t)|^2 \right) &= 0, & x \in \mathbb{R}^d, & t > 0, \\
    u(x,0) &= \phi(x), & \partial_t u(x,0) &= \gamma(x), & x \in \mathbb{R}^d, 
\end{align*}
\]

where \(x = (x_1, \ldots, x_d)^T \in \mathbb{R}^d\), \(d = 1, 2, 3\) is the spatial coordinate, \(t\) time, \(u := u(x,t)\) a real-valued scalar field, and \(\lambda\) shows the force of the non-linear interaction. Such non-linearities appear in relativistic wave equations, which describe dilatonic quantum gravity \[43\], superfluid \[44\], spinless particles \[16, 17\] and non-relativistic spinning particles moving in an external electromagnetic field. Besides, such non-linearity effects often arise in various
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areas of physics such as inflation cosmology \cite{14, 25}, supersymmetric field theories, geo-
physics \cite{32, 37}, optics \cite{20}, and nuclear physics \cite{34}. The LogKGE (1.1) has been also
used to describe spinless particles in optics \cite{42}. If $u(\cdot, t) \in H^1(\mathbb{R}^d)$ and $\partial_t u(\cdot, t) \in L^2(\mathbb{R}^d)$,
then the LogKGE (1.1) admits the energy conservation law — cf. \cite{35, 38}, i.e.
\begin{align*}
E(t) &= \int_{\Omega} \left[ |u_t(x, t)|^2 + |\nabla u(x, t)|^2 + (1 - \lambda)|u(x, t)|^2 + \lambda |u(x, t)|^2 \ln(|u(x, t)|^2) \right] \, dx \\
&\equiv E(0).
\end{align*}
The global-in-time well-posedness of the solution to the Klein-Gordon equation with a lo-
garithmic potentials attracted considerable attention. Thus Cazenave and Haraux \cite{22}
studied the local existence and uniqueness of solution of the Cauchy problem. Later on,
Górka \cite{27} used the compactness method to show the global existence of weak solutions
for one-dimensional equations in bounded domains. Bartkowski and Górka \cite{15} studied
the corresponding Cauchy problem on the real line $\mathbb{R}$ without boundary conditions. They
established the global existence of weak solutions, classical solutions and traveling waves.
Natali and Cardoso Jr. \cite{39} used compactness arguments and a non-standard analysis to
prove the existence and uniqueness of weak solutions for an associated Cauchy problem
in the energy space. Bialynicki-Birula and Mycielski \cite{18} studied the Gaussons — i.e. the
solutions, which represent the Gaussian shape \cite{48}. Note that the interaction of Gaussions
was first considered by Makhankov et al. \cite{36}. For the nonlinear Klein-Gordon equation
(NKGE) and the oscillatory NKGE, Cauchy problems, well-posedness and dynamical prop-
erties are investigated in \cite{1, 19, 29, 31, 45}.

Numerical methods have for the non-linear Klein-Gordon equation (NKGE) and the os-
cillatory NKGE have been also developed. Thus standard finite difference time domain
(FDTD) methods such as energy conservative, semi-implicit, explicit finite difference time
domain are considered in \cite{8, 10, 23, 24, 47, 50}, a multiscale time integrator Fourier pseu-
dospectral (MTIFP) method in \cite{4, 11, 12}, a finite element method in \cite{21}, an exponential
wave integrator Fourier pseudospectral (EWI-FP) method in \cite{8, 9}, and an asymptotic
preserving (AP) method in \cite{26}. For numerical comparison of various numerical methods for
the NKGE and the oscillatory NKGE, we refer the reader to \cite{8, 13, 30, 40}. Stochastic con-
formal Preissman, stochastic conformal discrete gradient and stochastic conformal Euler
box schemes for damped stochastic Klein-Gordon equation are presented in \cite{46}. Never-
thless, these methods can not be directly applied to the LogKGE equation (1.1) because
of the singularity of the logarithmic non-linearity at the origin.

Considering the logarithmic Schrödinger equation (LogSE), Bao et al. \cite{6} employed
regularised mass and energy conservative finite difference methods in order to avoid the
blowup of the logarithmic non-linearity. Latter on, a regularised semi-implicit difference
scheme for the LogSE was studied in \cite{5}. Li et al. \cite{33} proposed a Crank-Nicolson-type
finite difference method for the LogSE on unbounded domains. Zhang et al. \cite{49} devel-
oped high order diagonally Runge-Kutta schemes for the LogSE, which preserve the mass
and quadratic energy and introduced multi-symplectic integrators which conserve mass. In
order to avoid the singularity of the logarithmic function, Bao et al. \cite{7} applied Lie-Trotter
splitting integrators in energy regularization for the LogSE. Using the ideas of [5, 6, 49], we consider a regularised logarithmic Klein-Gordon equation (RLogKGE) with a small regularised parameter \( \epsilon \ll 1 \), viz.

\[
u^\epsilon_{tt}(x, t) - \Delta u^\epsilon(x, t) + u^\epsilon(x, t) + \lambda u^\epsilon(x, t) \ln \left( \epsilon^2 + |u^\epsilon(x, t)|^2 \right) = 0, \quad x \in \mathbb{R}^d, \quad t > 0,
\]

\[
u^\epsilon(x, 0) = \phi(x), \quad \partial_t u^\epsilon(x, 0) = \gamma(x), \quad x \in \mathbb{R}^d.
\]

This equation is time symmetric or time reversible — i.e., it preserves its form when \( t \) is replaced by \(-t\).

**Remark 1.1.** The Cauchy problems for the Eqs. (1.1) and (1.2), the convergence estimate between the regularised model (1.2) and the LogKGE (1.1) will be considered elsewhere.

**Theorem 1.1.** If \( u^\epsilon(\cdot, t) \in H^1(\mathbb{R}^d) \) and \( \partial_t u^\epsilon(\cdot, t) \in L^2(\mathbb{R}^d) \), then the RLogKGE (1.2) follows the energy conservation law — i.e.

\[
E^\epsilon(t) = \int_{\Omega} \left[ |u^\epsilon_t(x, t)|^2 + |\nabla u^\epsilon(x, t)|^2 + |u^\epsilon(x, t)|^2 + \lambda F^\epsilon \left( |u^\epsilon(x, t)|^2 \right) \right] dx = E^\epsilon(0),
\]

where

\[
F^\epsilon(\rho) = \int_0^\rho \ln (\epsilon^2 + s) ds = \rho \ln (\epsilon^2 + \rho) + \epsilon^2 \ln \left( 1 + \frac{\rho}{\epsilon^2} \right) - \rho, \quad \rho = |u^\epsilon(x, t)|^2.
\]

**Proof.** Computing the derivative

\[
\frac{d}{dt} E^\epsilon(t) = 2 \int_{\Omega} \left[ u^\epsilon_t \cdot u^\epsilon_t + \nabla u^\epsilon \cdot \nabla u^\epsilon_t + u^\epsilon u^\epsilon_t + \lambda F^\epsilon \left( |u^\epsilon(x, t)|^2 \right) \cdot u^\epsilon \cdot u^\epsilon_t \right](x, t) dx
\]

\[
= 2 \int_{\Omega} \left[ u^\epsilon_t \left( u^\epsilon_t - \Delta u^\epsilon + u^\epsilon + \lambda u^\epsilon \ln \left( \epsilon^2 + |u^\epsilon(x, t)|^2 \right) \right) \right](x, t) dx = 0
\]

leads to the result stated. \( \square \)

The aim of this work is to study the efficiency of the Eqs. (1.1) and (1.2) and to investigate two FDTD schemes for (1.2).

The rest of this paper is organised as follows. In Section 2, a semi-implicit and an explicit FDTD schemes for the RLogKGE (1.2) are proposed and they stability and solvability are studied. Errors of the methods are discussed in Section 3. In Section 4 we carry out numerical experiments to verify the theoretical results. Some concluding remarks are drawn in Section 5.

### 2. FDTD Methods and Their Stability

In this section, we construct two FDTD schemes for the Eq. (1.2), study their stability, solvability and error estimates. For simplicity, we set \( \lambda = 1 \) and construct and analyse
Choose a time step $\tau := \Delta t$ and set $t_n := n\tau, n = 0, 1, 2, \ldots$. Besides, let $N$ be a positive integer,
\[ \mathcal{T}_N := \{j | j = 0, 1, 2, \ldots, N - 1\}, \quad \mathcal{T}_N^0 := \{j | j = 0, 1, 2, \ldots, N\}, \]
the index sets, $h := (b-a)/N$ and $x_j := a + jh, j = 0, 1, \ldots, N$. Assuming that $u_j^{e,n}$ and $u_j^n, j \in \mathcal{T}_N^0, n \geq 0$ are, respectively, approximations of the exact solutions $u^{e}(x_j, t_n)$ and $u(x_j, t_n)$, we introduce the numerical solution vectors
\[ u_j^{e,n} = \begin{pmatrix} u_j^{e,n} \\ u_j^{e,1} \\ \vdots \\ u_j^{e,n} \end{pmatrix}, \quad u_j^n = \begin{pmatrix} u_j^n \\ u_j^1 \\ \vdots \\ u_j^n \end{pmatrix} \in \mathbb{R}^{N+1} \]
at time $t = t_n$. The finite difference operators are defined as follows:
\[ \delta^+_t u_j^n = \frac{u_j^{n+1} - u_j^n}{\tau}, \quad \delta^-_t u_j^n = \frac{u_j^n - u_j^{n-1}}{\tau}, \quad \delta^+_x u_j^n = \frac{u_j^{n+1} - 2u_j^n + u_j^{n-1}}{\tau^2}, \]
\[ \delta^-_x u_j^n = \frac{u_j^n - u_j^{n-1}}{h}, \quad \delta^+_x u_j^n = \frac{u_j^{n+1} - 2u_j^n + u_j^{n-1}}{h^2}. \]
We also consider the space of grid functions
\[ X_N := \{u|u = (u_0, u_1, \ldots, u_N)^T, u_0 = u_N \} \subseteq \mathbb{R}^{N+1} \]
and use standard discrete $l^2$, semi-$H^1$ and $l^\infty$ norms and inner product for $X_N$, viz.
\[ \|u\|_{l^2}^2 = (u, u) = \sum_{j=0}^{N-1} |u_j|^2, \quad \|\delta^+_t u\|_{l^2}^2 = h \sum_{j=0}^{N-1} |\delta^+_t u_j|^2, \]
\[ \|u\|_{l^\infty} = \sup_{0 \leq j \leq N-1} |u_j|, \quad (u, v) = h \sum_{j=0}^{N-1} u_j v_j, \]
where $u, v \in X_N$, and
\[ (\delta^+_x u, \delta^+_x v) = - (\delta^-_x u, \delta^-_x v) = (u, \delta^+_x v). \]
For the numerical solution of the Eq. (1.2), we employ the following FDTD methods.

1. Semi-implicit finite difference (SIFD) scheme.
\[ \delta^+_t u_j^{e,n} - \frac{1}{2} \delta^+_x \left(u_j^{e,n+1} + u_j^{e,n-1}\right) + \frac{1}{2} \left(u_j^{e,n+1} + u_j^{e,n-1}\right) + u_j^{e,n} f_x \left(|u_j^{e,n}|^2\right) = 0, \quad n \geq 1. \]
II. Explicit finite difference (EXFD) scheme.

\[ \delta^2_t u^\varepsilon_{j}^{n} - \delta^2_x u^\varepsilon_{j}^{n} + u^\varepsilon_{j}^{n} f_{\varepsilon} \left( |u^\varepsilon_{j}^{n}|^2 \right) = 0, \quad n \geq 1, \]  
\[ (2.3) \]

where \( f_{\varepsilon}(\rho) = \ln(\varepsilon^2 + \rho) \).

The initial and boundary conditions are discretised as follows:

\[ u^\varepsilon_{0}^{n+1} = u^\varepsilon_{N}^{n+1}, \quad u^\varepsilon_{N+1} = u^\varepsilon_{N-1}, \quad n \geq 0, \quad u^\varepsilon_{j}^{0} = \phi(x_j), \quad j \in \mathcal{T}_N^0. \]  
\[ (2.4) \]

Using the Taylor expansion, we get a first step solution \( u^\varepsilon_{j}^{1} \), viz.

\[ u^\varepsilon_{j}^{1} = \phi(x_j) + \tau \gamma(x_j) + \frac{\tau^2}{2} \left[ \delta^2_x \phi(x_j) - \phi(x_j) - \phi(x_j) \ln(\varepsilon^2 + |\phi(x_j)|^2) \right], \quad j \in \mathcal{T}_N^0. \]  
\[ (2.5) \]

It is easily seen that these FDTD schemes are all time symmetric, i.e. they do not change their form if \( n+1 \) is replaced by \( n-1 \) and \( \tau \) by \( -\tau \).

We now consider the stability of the methods. Let \( T_{\text{max}} \) be the maximum existence time and \( 0 < T < T_{\text{max}} \). Define

\[ \sigma_{\text{max}} := \max \left\{ \ln(\varepsilon^2), \ln(\varepsilon^2 + \|u^\varepsilon_{n}\|_{\infty}^2), 0 \leq n \leq \frac{T}{\tau} - 1 \right\}. \]

**Theorem 2.1.** Consider the FDTD schemes (2.2) and (2.3) till \( t = T \).

(i) If \( 0 \leq \sigma_{\text{max}} \leq 1 \), then the SIFD scheme (2.2) is unconditionally stable.

(ii) If \( \sigma_{\text{max}} > 1 \), then the SIFD scheme (2.2) is conditionally stable for all \( \tau \) such that

\[ \tau \leq \frac{2}{\sqrt{\sigma_{\text{max}} - 1}}. \]  
\[ (2.6) \]

(iii) The EXFD scheme (2.3) is conditionally stable for all \( \tau \) such that

\[ \tau \leq \frac{2\hbar}{\sqrt{(\sigma_{\text{max}} + 1)h^2 + 4}}. \]  
\[ (2.7) \]

**Proof.** Let \( \xi_{l} \) refer to the amplification factor of the \( l \)-th mode in the phase space. Substituting

\[ u^\varepsilon_{j}^{n-1} = \sum_{l} \hat{U}_{l} e^{2i\pi j l N}, \quad u^\varepsilon_{j}^{n} = \sum_{l} \xi_{l} \hat{U}_{l} e^{2i\pi j l N}, \quad u^\varepsilon_{j}^{n+1} = \sum_{l} \xi_{l}^2 \hat{U}_{l} e^{2i\pi j l N} \]

into the Eqs. (2.2),(2.3) leads to the characteristic equation

\[ \xi_{l}^2 - 2\theta_{l} \xi_{l} + 1 = 0, \quad l = \frac{N}{2}, \ldots, \frac{N}{2} - 1, \]
where $\theta_l$ is an invariant for different methods. It follows that $\xi_l = \theta_l \pm \sqrt{\theta_l^2 - 1}$. The stability of the numerical schemes leads to the condition $|\xi_l| \leq 1$, which is equivalent to

$$|\theta_l| \leq 1, \quad l = -\frac{N}{2}, \ldots, \frac{N}{2} - 1.$$ 

Setting

$$s_l = \frac{2}{h} \sin \left( \frac{l \pi}{N} \right), \quad l = -\frac{N}{2}, \ldots, \frac{N}{2} - 1,$$

we have

$$0 \leq s_l^2 \leq \frac{4}{h^2}. \quad (2.8)$$

First, we establish the linear stability. Assuming that $f_\xi(|u|^2) = \alpha$ for a constant $\alpha > 0$ implies the linearity of (2.2) and (2.3).

(i) For the SIFD scheme (2.2), we have

$$\theta_l = \frac{2 - \alpha \tau^2}{2 + \tau^2 (s_l^2 + 1)}, \quad l = -\frac{N}{2}, \ldots, \frac{N}{2} - 1.$$

If $0 \leq \alpha \leq 1$, then $|\theta_l| \leq 1$ and the SIFD scheme (2.2) is unconditionally stable. On the other hand, if $\alpha > 1$, then

$$2 - \alpha \tau^2 \geq -2 - \tau^2.$$

This implies the stability of the SIFD scheme (2.2) for $\tau \leq 2/\sqrt{\alpha - 1}$.

(ii) For the EXFD scheme (2.3), we have

$$\theta_l = \frac{2 - \tau^2 (1 + \alpha + s_l^2)}{2}, \quad l = -\frac{N}{2}, \ldots, \frac{N}{2} - 1.$$

It follows from (2.8) that

$$\tau^2 (\alpha + 1 + s_l^2) \leq \tau^2 \left( \alpha + 1 + \frac{4}{h^2} \right) \leq 4 \Rightarrow |\theta_l| < 1.$$

Therefore, if

$$\tau \leq \frac{2h}{\sqrt{(\alpha + 1)h^2 + 4}}.$$

the EXFD scheme (2.3) is stable.

Consider now non-linear schemes. The same approach shows that if

$$\tau \leq \frac{2}{\sqrt{\sigma_{\max}}}.$$
then the nonlinear SIFD scheme is stable. Besides, if
\[ \tau \leq \frac{2h}{\sqrt{(\sigma_{\text{max}} + 1)h^2 + 4}} \]
then the non-linear EXFD scheme (2.3) is stable.

**Remark 2.1.** Since the scheme SIFD (2.2) is linear, and the coefficient matrix is strictly diagonal, it is easy to conclude that the SIFD (2.2) is solvable. In addition, EXFD (2.3) is explicit, so it is clear that there is a unique solution.

### 3. Error Estimates

Motivated by analytical results concerning the FDTD schemes for the Klein-Gordon equation [8, 10], for logarithmic Schrödinger equation [5], and for Schrödinger and Gross-Pitaevskii equations [2, 3], we derive error estimates for the methods mentioned.

**Condition 3.1.** The solution \( u^\epsilon \) of the Eq. (1.2) on \( \Omega_T : \Omega \times [0, T] \) belongs to the set
\[ C \left( [0, T]; H^5(\Omega) \right) \cap C^2 \left( [0, T]; H^4(\Omega) \right) \cap C^4 \left( [0, T]; H^2(\Omega) \right), \]
and there exist \( \epsilon_0 > 0 \) and \( C_0 > 0 \) independent of \( \epsilon \) such that the inequality
\[
\| u^\epsilon \|_{L^\infty(0, T; H^5(\Omega))} + \| \partial_t^3 u^\epsilon \|_{L^\infty(0, T; H^4(\Omega))}
\]
holds uniformly in \( 0 \leq \epsilon \leq \epsilon_0 \).

Set \( \Lambda := \| u^\epsilon(x, t) \|_{L^\infty(\Omega_T)} \) and consider the grid error function \( e^{\epsilon, n} \in X_N \) defined by
\[ e^{\epsilon, n}_j = u^\epsilon(x_j, t_n) - u^{\epsilon, n}_j, \quad j \in \mathcal{N}, \quad n = 0, 1, 2, \ldots, \]
where \( u^\epsilon \) and \( u^{\epsilon, n} \) are the exact solution and numerical approximation of (2.1), respectively.

**Theorem 3.1.** If Condition 3.1 holds, then there exist \( h_0 > 0 \), \( \tau_0 > 0 \) sufficiently small with \( h_0^3 \sim e^{-{(T/2)(\ln(\epsilon))}^2} \), \( \tau_0^2 \sim e^{-{(T/2)(\ln(\epsilon))}^2} \), for any \( 0 < \epsilon \ll 1 \), when \( 0 < h \leq h_0 \) and \( 0 < \tau \leq \tau_0 \) and under the stability condition (2.6), the SIFD (2.2) with (2.4) and (2.5) satisfies the following error estimates
\[
\| \delta^+_x e^{\epsilon, n}_j \|_{L^2} + \| e^{\epsilon, n}_j \|_{L^2} \lesssim e^{(T/2)(\ln(\epsilon)^2)} \left( \tau^2 + h^2 \right), \quad \| u^{\epsilon, n} \|_{L^\infty} \leq \Lambda + 1. \quad (3.1)
\]

Note that here and in what follows, the notation \( p \lesssim q \) means that there is a constant \( C \) independent of \( \tau, h, \epsilon \) such that \( |p| \leq Cq \).

**Theorem 3.2.** Under Condition 3.1 and \( \tau \leq (1/2) \min\{1, h\} \), there exist \( h_0 > 0 \), \( \tau_0 > 0 \) sufficiently small with \( h_0^3 \sim e^{-{(T/2)(\ln(\epsilon))}^2} \), \( \tau_0^2 \sim e^{-{(T/2)(\ln(\epsilon))}^2} \), for any \( 0 < \epsilon \ll 1 \), when \( 0 < h \leq h_0 \) and \( 0 < \tau \leq \tau_0 \) and under the stability condition (2.7), the EXFD (2.3) with (2.4) and (2.5) satisfies the error estimates
\[
\| \delta^+_x e^{\epsilon, n}_j \|_{L^2} + \| e^{\epsilon, n}_j \|_{L^2} \lesssim e^{(T/2)(\ln(\epsilon)^2)} \left( \tau^2 + h^2 \right), \quad \| u^{\epsilon, n} \|_{L^\infty} \leq \Lambda + 1. \quad (3.2)
\]
Lemma 3.1. We can estimate them as follows.

Remark 3.1 (cf. Bao et al. [8, 10]). For two- and three-dimensional equations, the above theorems are valid under the conditions $0 < h^2 \lesssim e^{-\frac{T}{2}(\ln T)^2} C_d(h)$ and $0 < \tau^2 \lesssim e^{-\frac{T}{2}(\ln T)^2} C_d(h)$. Besides, the inverse inequality takes the form

$$
\| u^{e,n} \|_{L^\infty} \lesssim \frac{1}{C_d(h)} (\| \delta_x^+ u^{e,n} \|_{L^2} + \| u^{e,n} \|_{L^1}),
$$

where $C_d(h) = 1/|\ln h|$ for $d = 2$ and $C_d(h) = h^{1/2}$ for $d = 3$.

The rest of this section is devoted to the proof of Theorems 3.1 and 3.2.

3.1. Proof of Theorem 3.1 for the SIFD

Defining local truncation errors for the SIFD (2.2) as

$$
\xi_j^{e,0} := \delta_t^+ u^e(x_j, 0) - \gamma(x_j) - \frac{\tau}{2} \left[ \delta_x^2 \phi(x_j) - \phi(x_j) - \phi(x_j) \ln \left( \text{e}^2 + |\phi(x_j)|^2 \right) \right],
$$

$$
\xi_j^{e,n} := \delta_x^2 u^e(x_j, t_n) - \frac{1}{2} \delta_x^2 \left( u^e(x_j, t_{n+1}) + u^e(x_j, t_{n-1}) \right)
+ \frac{1}{2} \left( u^e(x_j, t_{n+1}) + u^e(x_j, t_{n-1}) \right) \tag{3.3}
+ u^e(x_j, t_n) \phi \left( (u^e(x_j, t_n))^2 \right), \quad j \in \mathcal{J}_N, \quad 1 \leq n \leq \frac{T}{\tau} - 1,
$$

we can estimate them as follows.

**Lemma 3.1.** If Condition 3.1 holds, then

$$
\| \xi_j^{e,0} \|_{L^1} \lesssim h^2 + \tau^2, \quad \| \xi_j^{e,n} \|_{L^2} \lesssim h^2 + \tau^2,
$$

$$
\| \delta_x^+ \xi_j^{e,n} \|_{L^2} \lesssim h^2 + \tau^2, \quad 1 \leq n \leq \frac{T}{\tau} - 1.
$$

**Proof.** Representation (2.5) and the Taylor expansion give

$$
| \xi_j^{e,0} | \leq \frac{\tau^2}{6} \| \partial_t^3 u^e \|_{L^\infty(0, T; L^\infty(\Omega))} + \frac{\tau h}{6} \| \partial_x^3 \phi \|_{L^\infty(\Omega)} \lesssim h^2 + \tau^2.
$$

Similarly, we have

$$
\| \delta_x^+ \xi_j^{e,0} \| \lesssim \frac{\tau^2}{6} \| \partial_t^3 u^e \|_{L^\infty(0, T; W^{1,\infty}(\Omega))} + \frac{\tau h}{6} \| \partial_x^4 \phi \|_{L^\infty(\Omega)} \lesssim h^2 + \tau^2, \quad j \in \mathcal{J}_N.
$$

Therefore,

$$
\| \xi_j^{e,0} \|_{L^1} \lesssim h^2 + \tau^2.
$$
Noting that

\[ \xi_{j,n} := \delta_t^2 u^e(x_j, t_n) - \frac{1}{2} \delta_x^2 \left( u^e(x_j, t_{n+1}) + u^e(x_j, t_{n-1}) \right) + \frac{1}{2} \left( u^e(x_j, t_{n+1}) + u^e(x_j, t_{n-1}) \right) + u^e(x_j, t_n) f_x \left( u^e(x_j, t_n) \right)^2 \]

\[- \left[ \partial_{tt} u^e(x_j, t_n) - \partial_{xx} u^e(x_j, t_n) + u^e(x_j, t_n) + u^e(x_j, t_n) f_x \left( u^e(x_j, t_n) \right)^2 \right] \]

\[ = \left[ \delta_t^2 u^e(x_j, t_n) - \partial_{tt} u^e(x_j, t_n) \right] - \frac{1}{2} \delta_x^2 \left( u^e(x_j, t_{n+1}) + u^e(x_j, t_{n-1}) \right) - \partial_{xx} u^e(x_j, t_n) \]

\[ + \frac{1}{2} \left( u^e(x_j, t_{n+1}) + u^e(x_j, t_{n-1}) \right) - u^e(x_j, t_n) \]

and using the Taylor expansion yields

\[ \xi_{j,n} = \frac{\tau^2}{12} \alpha_{j,n} + \frac{\tau^2}{2} \beta_{j,n} + \frac{h^2}{12} \eta_{j,n} + \frac{\tau^2}{2} \phi_{j,n}, \]

where

\[ \alpha_{j,n} = \int_{-1}^{1} (1 - |s|^3) \partial_t^4 u^e(x_j, t_n + s \tau) ds, \]

\[ \beta_{j,n} = \int_{-1}^{1} (1 - |s|) \partial_t^2 u^e(x_j, t_n + s \tau) ds, \]

\[ \eta_{j,n} = \int_{-1}^{1} (1 - |s|^3) \left( \partial_x^4 u^e(x_j + sh, t_{n+1}) + \partial_x^4 u^e(x_j + th, t_{n-1}) \right) ds, \]

\[ \phi_{j,n} = \int_{-1}^{1} (1 - |s|) \partial_t^2 u^e(x_j, t_n + s \tau) ds. \]

Applying the Cauchy-Schwarz inequality, we obtain

\[ \| \alpha_{\cdot,n} \|^2 \leq h \int_{-1}^{1} (1 - |s|^3) ds \int_{-1}^{1} \left| \partial_t^4 u^e(x_j, t_n + s \tau) \right|^2 ds \]

\[ = \frac{2}{7} \left[ \int_{-1}^{1} \left( \| \partial_t^4 u^e(\cdot, t_n + s \tau) \|^2_{L^2(\Omega)} ds - \int_{-1}^{1} \sum_{j=0}^{N-1} \int_{x_{j-1}}^{x_{j+1}} \int_{x_j}^{\infty} \partial_x \left| \partial_t^4 u^e(\xi, t_n + s \tau) \right|^2 d\xi ds \right] \]

\[ \leq \frac{2}{7} \int_{-1}^{1} \left[ \| \partial_t^4 u^e(\cdot, t_n + s \tau) \|^2_{L^2(\Omega)} + 2h \| \partial_t^4 u^e(\cdot, t_n + s \tau) \|_{L^2(\Omega)} \| \partial_t^4 u^e(\cdot, t_n + s \tau) \|_{L^2(\Omega)} \right] ds \]

\[ \leq \max_{0 \leq t \leq T} \left( \| \partial_t^4 u^e \|_{L^2(\Omega)} + h \| \partial_t^4 u^e \|_{L^2(\Omega)} \right)^2. \]

Consequently, if \( h \leq 1, \) then

\[ \| \alpha_{\cdot,n} \|^2 \leq \| \partial_t^4 u^e \|^2_{L^\infty(0,T;H^1(\Omega))}. \]
Similarly, we obtain
\[
\|\beta^{\epsilon,n}\|_{L^2} \leq 2 \|\partial^2_t u^\epsilon\|_{L^\infty(0,T;H^3(\Omega))},
\]
\[
\|\phi^{\epsilon,n}\|_{L^2} \leq \|\partial^2_t u^\epsilon\|_{L^\infty(0,T;H^1(\Omega))}.
\]

On the other hand,
\[
\|\eta^{\epsilon,n}\|_{L^2}^2 \leq h \int_{-1}^1 (1-|s|)^6 ds \sum_{j=1}^{N-1} \int_{-1}^1 \left| \partial^4_x u^\epsilon (x_j + sh, t_{n+1}) + \partial^4_x u^\epsilon (x_j + sh, t_{n-1}) \right|^2 ds
\]
\[
\leq \frac{4h}{7} \sum_{j=1}^{N-1} \int_{-1}^1 \left( \left| \partial^4_x u^\epsilon (x_j + sh, t_{n+1}) \right|^2 + \left| \partial^4_x u^\epsilon (x_j + sh, t_{n-1}) \right|^2 \right) ds
\]
\[
\leq \frac{8}{7} \left( \|\partial^4_x u^\epsilon (., t_{n-1})\|_{L^2(\Omega)}^2 + \|\partial^4_x u^\epsilon (., t_{n+1})\|_{L^2(\Omega)}^2 \right)
\]
\[
\leq 4 \|u^\epsilon\|^2_{L^\infty(0,T;H^4(\Omega))},
\]

so that \(\|\eta^{\epsilon,n}\|_{L^2} \leq 2 \|u^\epsilon\|_{L^\infty(0,T;H^4(\Omega))}\). Therefore, taking into account Condition 3.1, we get
\[
\|\xi^{\epsilon,n}\|_{L^2} \leq \frac{\tau^2}{12} \|\partial^4_x u^\epsilon\|_{L^\infty(0,T;H^3(\Omega))} + \tau^2 \|\partial^2_t u^\epsilon\|_{L^\infty(0,T;H^3(\Omega))}
\]
\[
+ \frac{h^2}{6} \|u^\epsilon\|_{L^\infty(0,T;H^2(\Omega))} + \frac{\tau^2}{2} \|\partial^2_t u^\epsilon\|_{L^\infty(0,T;H^1(\Omega))}
\]
\[
\leq \tau^2 + h^2.
\]

The same approach leads to the estimate
\[
\|\delta^\pm_x \xi^{\epsilon,n}\|_{L^2} \leq \frac{\tau^2}{12} \|\partial^4_x u^\epsilon\|_{L^\infty(0,T;H^2(\Omega))} + \tau^2 \|\partial^2_t u^\epsilon\|_{L^\infty(0,T;H^2(\Omega))}
\]
\[
+ \frac{h^2}{6} \|u^\epsilon\|_{L^\infty(0,T;H^2(\Omega))} + \frac{\tau^2}{2} \|\partial^2_t u^\epsilon\|_{L^\infty(0,T;H^2(\Omega))}
\]
\[
\leq \tau^2 + h^2,
\]

and the proof is complete. \(\square\)

Subtracting (2.2) from (3.3), we obtain the equations
\[
\begin{align*}
\delta^\epsilon_t e_j^{n} - \frac{1}{2} \delta^\epsilon_x \left( e_j^{n+1} + e_j^{n-1} \right) + \frac{1}{2} \left( e_j^{n+1} + e_j^{n-1} \right) &= \xi_j^{n} - \xi_j^{n-1}, \\
\xi_j^{0} &= \xi_j^{n}, & e_j^{0} &= e_j^{n}, & e_j^{-1} &= e_j^{n-1}, & n = 0, 1, \ldots, \\
e_j^{0} &= 0, & e_j^{1} &= \tau \xi_j^{0}, & j \in \mathcal{N},
\end{align*}
\]
(3.4a)

where
\[
\xi_j^{n} = u^\epsilon(x_j, t_n) f_\epsilon \left( \left( u^\epsilon(x_j, t_n) \right)^2 \right) - u_j^{n} f_\epsilon \left( \left( u_j^{n} \right)^2 \right).
\]
(3.4c)
We define the energy for the error vector $e^{ε,n}, n = 0, 1, \ldots$ as

$$E^ε_n := \|\delta^+_t e^{ε,n}\|^2_2 + \frac{1}{2}(\|\delta^+_x e^{ε,n+1}\|^2_2 + \|\delta^+_x e^{ε,n}\|^2_2) + \frac{1}{2}(\|e^{ε,n+1}\|^2_2 + \|e^{ε,n}\|^2_2).$$

Note that

$$E^0_e := \|\xi^{ε,0}\|^2_2 + \frac{τ^2}{2} \|\delta^+_x \xi^{ε,0}\|^2_2 + \frac{τ^2}{2} \|\xi^{ε,0}\|^2_2 \lesssim (τ^2 + h^2)^2. \quad (3.5)$$

**Proof of Theorem 3.1.** It follows from Condition 3.1 and Lemma 3.1 that for sufficiently small $0 < τ < τ_1$ and $0 < h < h_1$, the first step discretisation error (2.5) can be estimated as

$$e^{ε,0} = 0, \quad \|e^{ε,-1}\|_{H^1} \lesssim τ^2 + h^2.$$ 

Thus for $n = 0, 1$ our claim is true.

Assume (3.1) is valid for all $n \leq m \leq (T/τ)−1$ and show that it is also true for $n = m+1$. Denote

$$\xi_j^{ε,n} = u^ε(x_j, t_n)f_ε\left((u^ε(x_j, t_n))^2\right) - u_j^{ε,n}f_ε\left((u_j^{ε,n})^2\right).$$

If $|u_j^{ε,n}| \leq |u^ε(x_j, t_n)|$, then

$$|\xi_j^{ε,n}| = \left|\frac{u_j^{ε,n} }{e^2 + (u_j^{ε,n})^2} - \frac{u_j^{ε,n} }{e^2 + (u^ε(x_j, t_n))^2}\right| + \left|\frac{u_j^{ε,n} }{e^2 + (u^ε(x_j, t_n))^2} - \frac{u_j^{ε,n} }{e^2 + (u^ε(x_j, t_n))^2}\right| \lesssim \frac{1}{e^2} \max \left\{\ln\left(\frac{1}{e^2}\right), \ln(κ^2 + ε^2)\right\} + 2|e^{ε,n}|$$

On the other hand, if $|u_j^{ε,n}| \geq |u^ε(x_j, t_n)|$, then

$$|\xi_j^{ε,n}| = \left|\frac{u_j^{ε,n} }{e^2 + (u_j^{ε,n})^2} - \frac{u_j^{ε,n} }{e^2 + (u^ε(x_j, t_n))^2}\right| + \left|\frac{u_j^{ε,n} }{e^2 + (u^ε(x_j, t_n))^2} - \frac{u_j^{ε,n} }{e^2 + (u^ε(x_j, t_n))^2}\right| \lesssim \frac{1}{e^2} \max \left\{\ln\left(\frac{1}{e^2}\right), \ln(κ^2 + ε^2)\right\} + 2|e^{ε,n}|$$
Moreover, the Sobolev inequality implies
\[
\|u^{\varepsilon, n}\|_\infty \leq 1 + \Lambda, \ n \leq m \text{ is used. Since } \varepsilon \text{ is sufficiently small, we have}
\|
\zeta^{\varepsilon, n}\|^2_{l_2^2} \lesssim \|e^{\varepsilon, n}\|^2_{l_2^2} \left( \ln \varepsilon^2 \right)^2.
\tag{3.6}
\]

Multiplying (3.4a) by \(h(e^{\varepsilon, n+1} - e^{\varepsilon, n-1})\), then summing in \(j \in \mathcal{T}_N\), and using the Young’s inequality, Lemma 3.1, and the estimate (3.6), we obtain
\[
E^n_e - E^{n-1}_e = h \sum_{j=0}^{N-1} \left( \zeta^{\varepsilon, n}_j - \zeta^{\varepsilon, n}_j \right) \left( e^{\varepsilon, n+1}_j - e^{\varepsilon, n-1}_j \right)
\leq h \sum_{j=0}^{N-1} \left( \|\zeta^{\varepsilon, n}_j\|_{l_2^2} + \|\zeta^{\varepsilon, n}_j\|_{l_2^2} \right) \left| e^{\varepsilon, n+1}_j - e^{\varepsilon, n-1}_j \right|
\leq \tau \left( \|\zeta^{\varepsilon, n}\|^2_{l_2^2} + \|\zeta^{\varepsilon, n}\|^2_{l_2^2} + \|\delta^+_x e^{\varepsilon, n}\|^2_{l_2^2} + \|\delta^+_x e^{\varepsilon, n-1}\|^2_{l_2^2} \right)
\lesssim \tau \left( \left( \tau^2 + h^2 \right)^2 + (\ln \varepsilon^2)^2 \|\zeta^{\varepsilon, n}\|^2_{l_2^2} + E^n_e + E^{n-1}_e \right), \quad 1 \leq n \leq \frac{T}{\tau} - 1.
\]

Therefore, there exists a sufficiently small constant \(\tau_2 > 0\), such that if \(0 < \tau < \tau_2\), then
\[
E^n_e - E^{n-1}_e \lesssim \tau \left( \left( \tau^2 + h^2 \right)^2 + (\ln \varepsilon^2)^2 \|\zeta^{\varepsilon, n}\|^2_{l_2^2} + E^n_e + E^{n-1}_e \right), \quad 1 \leq n \leq \frac{T}{\tau} - 1.
\]

Summing these inequalities in \(n\) up to \(m\) and recalling the estimate (3.5) gives
\[
E^m_e \lesssim \left( \tau^2 + h^2 \right)^2 + \tau (\ln \varepsilon^2)^2 \sum_{n=0}^{m-1} E^n_e, \quad 1 \leq m \leq \frac{T}{\tau} - 1.
\]

Applying the discrete Gronwall’s inequality [28], we have
\[
E^m_e \lesssim e^{\left( \ln (\varepsilon^2) \right)^2} \left( \tau^2 + h^2 \right)^2, \quad 1 \leq m \leq \frac{T}{\tau} - 1.
\]

Since for \(0 < \varepsilon \ll 1\), the estimate
\[
\|\delta^+_x e^{\varepsilon, m+1}\|_{l_2^2} + \|e^{\varepsilon, m+1}\|_{l_2^2} \leq 2E^m_e
\]
holds and we obtain
\[
\|\delta^+_x e^{\varepsilon, m+1}\|_{l_2^2} + \|e^{\varepsilon, m+1}\|_{l_2^2} \lesssim e^{\left( \ln (\varepsilon^2) \right)^2} \left( \tau^2 + h^2 \right)^2.
\]

Moreover, the Sobolev inequality implies
\[
\|e^{\varepsilon, m+1}\|_{l_\infty} \leq \|\delta^+_x e^{\varepsilon, m+1}\|_{l_2^2} + \|e^{\varepsilon, m+1}\|_{l_2^2} \lesssim e^{\left( \ln (\varepsilon^2) \right)^2} \left( \tau^2 + h^2 \right)^2.
\]
Therefore, there are $\tau_3 > 0, h_2 > 0$ such that for $0 < h < h_2, 0 < \tau < \tau_3$, the triangle inequality gives

\[ \|u^{m+1}\|_\infty \leq \|u^m(\cdot, t)\|_{L^\infty(\Omega)} + \|e^{m+1}\|_\infty \leq \Lambda + 1. \]

Now we can set

\[ h_0 := \min\{h_1, h_2\}, \quad \tau_0 = \min\{\tau_1, \tau_2, \tau_3\}. \]

### 3.2. The proof of Theorem 3.2 for EXFD

Define the local truncation error for the EXFD (2.3) by

\[ \xi_{j,0} := \delta_t^+ u^\varepsilon(x, t) - \gamma(x) - \frac{\tau}{2} \left[ \delta_x^2 \phi(x) - \phi(x) \right] \ln \left( \varepsilon^2 + (\phi(x))^2 \right), \]

\[ j \in \mathcal{N}, \]

\[ \xi_{j,n} := \delta_t^2 u^\varepsilon(x, t) - \delta_x^2 u^\varepsilon(x, t) \]

\[ 1 \leq n \leq T, \]

\[ \tau - 1. \]

\[ \text{Lemma 3.2. Under Condition 3.1 the estimates} \]

\[ \|\xi_{j,0}\|_{L^2} \leq h^2 + \tau^2, \quad \|\xi_{j,n}\|_{L^2} \leq h^2 + \tau^2, \]

\[ \|\delta_x^2 \xi_{j,n}\|_{L^2} \leq h^2 + \tau^2, \quad 1 \leq n \leq \frac{T}{\tau} - 1. \]

**Proof.** Lemma 3.1 shows that

\[ \|\xi_{j,0}\|_{L^2} \leq h^2 + \tau^2. \]

Since

\[ \xi_{j,n} = \delta_t^2 u^\varepsilon(x, t_n) - \delta_x^2 u^\varepsilon(x, t_n) + u^\varepsilon(x, t_n) + u^\varepsilon(x, t_n) f_\varepsilon \left( (u^\varepsilon(x, t_n))^2 \right) \]

\[ - \left[ \partial_{tt} u^\varepsilon(x, t_n) - \partial_{xx} u^\varepsilon(x, t_n) + u^\varepsilon(x, t_n) + u^\varepsilon(x, t_n) f_\varepsilon \left( (u^\varepsilon(x, t_n))^2 \right) \right] \]

\[ = \left[ \delta_t^2 u^\varepsilon(x, t_n) - \partial_{tt} u^\varepsilon(x, t_n) - \partial_{xx} u^\varepsilon(x, t_n) \right] - \left[ \delta_x^2 u^\varepsilon(x, t_n) - \partial_{tt} u^\varepsilon(x, t_n) \right], \]

we can use the Taylor expansion to obtain

\[ \xi_{j,n} = \tau^2/12 \alpha_j^{e, n} + \frac{h^2}{6} \beta_j^{e, n}, \]

where

\[ \alpha_j^{e, n} = \int_{-1}^{1} (1 - |s|)^3 \partial_t^3 u^\varepsilon(x, t_n + s \tau) ds, \quad \beta_j^{e, n} = \int_{-1}^{1} (1 - |s|)^3 \partial_x^3 u^\varepsilon(x + sh, t_n) ds. \]
The Cauchy-Schwarz inequality implies
\[
\|\alpha^{e,n}\|_{L^2_t}^2 \leq h \int_{-1}^{1} (1 - |s|)^6 ds \sum_{j=1}^{N-1} \int_{-1}^{1} |\partial_t^4 u^e(x_j, t_n + s\tau)|^2 ds \\
= \frac{2}{7} \int_{-1}^{1} \left| \partial_t^4 u^e(\cdot, t_n + s\tau) \right|_{L^2(\Omega)}^2 ds - \int_{-1}^{1} \int_{x_j}^{x_{j+1}} \partial_x \left| \partial_t^4 u^e(x, t_n + s\tau) \right|^2 dx ds \\
\leq \frac{2}{7} \int_{-1}^{1} \left( \|\partial_t^4 u^e\|_{L^2(\Omega)}^2 + 2h \|\partial_t^4 \partial_x u^e(\cdot, t_n + s\tau)\|_{L^2(\Omega)} \|\partial_t^4 u^e(\cdot, t_n + s\tau)\|_{L^2(\Omega)} \right) ds \\
\leq \max_{\nu \leq T} \left( \|\partial_t^4 u^e\|_{L^2(\Omega)} + h \|\partial_t^4 \partial_x u^e\|_{L^2(\Omega)} \right)^2,
\]
so that if $h \leq 1$, then
\[
\|\alpha^{e,n}\|_{L^2_t} \leq \|\partial_t^4 u^e\|_{L^\infty(0,T;H^4(\Omega))}.
\]

On the other hand, we can write
\[
\|\beta^{e,n}\|_{L^2_t}^2 \leq h \int_{-1}^{1} (1 - |s|)^6 ds \sum_{j=1}^{N-1} \int_{-1}^{1} |\partial_t^3 u^e(x_j + sh, t_n)|^2 ds \\
\leq \frac{2h}{7} \sum_{j=1}^{N-1} \int_{-1}^{1} |\partial_x u^e(x_j + sh, t_n)|^2 ds \\
\leq \frac{4}{7} \left( \|\partial_x^3 u^e(\cdot, t_n)\|_{L^2(\Omega)}^2 \right) \\
\leq \|u^e\|_{L^\infty(0,T;H^4(\Omega))}^2.
\]

Therefore, Condition 3.1 yields
\[
\|\xi^{e,n}\|_{L^2_t} \leq \frac{\tau^2}{12} \|\partial_t^4 u^e\|_{L^\infty(0,T;H^4(\Omega))} + \frac{h^2}{6} \|u^e\|_{L^\infty(0,T;H^4(\Omega))} \\
\leq \tau^2 + h^2.
\]

Similar approach shows that
\[
\|\delta_x^j \xi^{e,n}\|_{L^2_t} \leq \frac{\tau^2}{12} \|\partial_t^4 u^e\|_{L^\infty(0,T;H^2(\Omega))} + \frac{h^2}{6} \|u^e\|_{L^\infty(0,T;H^4(\Omega))} \\
\leq \tau^2 + h^2.
\]

Subtracting (2.3) from (3.7) leads to the following relations for the error $e^{e,n}_j$:
\[
\delta_t^2 e^{e,n}_j - \delta_x^j e^{e,n}_j + e^{e,n}_j = \xi^{e,n}_j - \xi^{e,n}_j,
\]
\[
e^{e,n}_0 = e^{e,n}, \quad e^{e,n}_{n-1} = e^{e,n}_n, \quad n = 0, 1, \ldots,
\]
\[
e^{e,n}_j = 0, \quad e^{e,n}_j = \tau \xi^{e,n}_j, \quad j \in \mathcal{N},
\]
\[
\Box
\]
where
\[ \zeta_j^{e,n} = u^e(x_j, t_n)f_e \left( (u^e(x_j, t_n))^2 \right) - u_j^{e,n} f_e \left( (u_j^{e,n})^2 \right). \]

Defining the energy of the error vector \( e^{e,n} \), \( n = 0, 1, \ldots \) as
\[ E_e^n := \left( 1 - \frac{\tau^2}{2} - \frac{\tau^2}{h^2} \right) \| \delta_t^+ e^{e,n} \|_{l_2}^2 + \frac{1}{2} \left( \| e^{e,n} \|_{l_2}^2 + \| e^{e,n+1} \|_{l_2}^2 \right) + \frac{1}{2h} \sum_{j=0}^{N-1} \left[ \left( e_{j+1}^{e,n+1} - e_j^{e,n} \right)^2 + \left( e_{j+1}^{e,n} - e_j^{e,n+1} \right)^2 \right], \]
we obtain
\[ E_e^0 := \left( 1 - \frac{\tau^2}{2} - \frac{\tau^2}{h^2} \right) \| e^{e,0} \|_{l_2}^2 + \left( \frac{1}{2} + \frac{1}{h^2} \right) \| e^{e,1} \|_{l_2}^2 \]
\[ = \| \xi^{e,0} \|_{l_2}^2 \lesssim (\tau^2 + h^2)^2. \] (3.9)

**Proof of Theorem 3.2.** If \( n = 1 \), Condition 3.1 and Lemma 3.1 show that for sufficiently small \( 0 < \tau < \tau_1 \) and \( 0 < h < h_1 \) the first step error of the discretisation (2.5) is
\[ e^{e,0} = 0, \quad \| e^{e,1} \|_{l_1} \lesssim \tau^2 + h^2. \]

Thus for \( n = 0, 1 \) the estimate is true. Assume that (3.1) is valid for all \( n \leq m \leq (T/\tau) - 1 \) and show it holds for \( n = m + 1 \). Setting
\[ \zeta_j^{e,n} := u^e(x_j, t_n)f_e \left( (u^e(x_j, t_n))^2 \right) - u_j^{e,n} f_e \left( (u_j^{e,n})^2 \right) \]
and using the same approach as in the proof of Theorem 3.1, we have
\[ \| \xi^{e,n} \|_{l_2}^2 \lesssim \| e^{e,n} \|_{l_2}^2 \left( \ln e^2 \right)^2. \] (3.11)

Multiplying (3.8a) by \( h(e^{e,n+1} - e^{e,n-1}) \), summing the results in \( j \in \mathcal{S}_N \), and using the Young’s inequality, Lemma 3.1, [8, Lemma 2] and (3.9), (3.11) gives
\[ E^n_e - E^{n-1}_e = h \sum_{j=0}^{N-1} \left( \xi_j^{e,n} - \xi_j^{e,n} \right) \left( e_{j+1}^{e,n+1} - e_j^{e,n-1} \right) \]
\[ \leq h \sum_{j=0}^{N-1} \left( \| \xi_j^{e,n} \|_{l_2} + \| e_j^{e,n} \|_{l_2} \right) \left| e_{j+1}^{e,n+1} - e_j^{e,n-1} \right| \]
\[ \leq \tau \left( \| \xi^{e,n} \|_{l_2}^2 + \| e^{e,n} \|_{l_2}^2 + \| \delta_t^+ e^{e,n} \|_{l_2}^2 + \| \delta_t^+ e^{e,n-1} \|_{l_2}^2 \right) \]
\[ \lesssim \tau \left( (\tau^2 + h^2)^2 + \left( \ln e^2 \right)^2 \| e^{e,n} \|_{l_2}^2 + E^n_e + E^{n-1}_e \right), \quad 1 \leq n \leq \frac{T}{\tau} - 1. \]

Therefore, there is a constant \( \tau_2 > 0 \), such that for all \( 0 < \tau < \tau_2 \) the inequality
\[ E^n_e - E^{n-1}_e \lesssim \tau \left( (\tau^2 + h^2)^2 + \left( \ln e^2 \right)^2 \| e^{e,n} \|_{l_2}^2 + E^n_e + E^{n-1}_e \right), \quad 1 \leq n \leq \frac{T}{\tau} - 1 \]
The Sobolev inequality implies
\[ E_e^m \lesssim (\tau^2 + h^2)^2 + \tau (\ln e^2)^2 \sum_{n=0}^{m-1} E_e^n, \quad 1 \leq m \leq \frac{T}{\tau} - 1. \]

By the discrete Gronwall’s inequality [28], we write
\[ E_e^m \lesssim e^{T(\ln e^2)^2} (\tau^2 + h^2)^2, \quad 1 \leq m \leq \frac{T}{\tau} - 1. \]

In addition, if \( \tau \leq (1/2)\min(1, h) \), then \( 1 - \tau^2/2 - \tau^2/h^2 \geq 1/4 > 0 \), and it follows from
\[ \| \tilde{\sigma}_x^+ e^{m+1} \|_{l^2}^2 = \frac{1}{h} \sum_{j=0}^{N-1} (e_{j+1}^{m+1} - e_j^m - \tau \delta^+_{j+1} e_j^m)^2 \leq \frac{2}{h} \sum_{j=0}^{N-1} (e_{j+1}^{m+1} - e_j^m)^2 + \frac{2 \tau^2}{h^2} \| \tilde{\sigma}_x^+ e^m \|_{l^2}^2 \]
that
\[ E_e^m \geq \frac{1}{4} \| \tilde{\sigma}_x^+ e^{m+1} \|_{l^2}^2 + \frac{1}{4} \| e^{m+1} \|_{l^2}^2, \]
and, consequently,
\[ \| \tilde{\sigma}_x^+ e^{m+1} \|_{l^2}^2 + \| e^{m+1} \|_{l^2}^2 \lesssim e^{T(\ln e^2)^2} (\tau^2 + h^2)^2. \]

The Sobolev inequality implies
\[ \| e^{m+1} \|_{l^\infty}^2 \lesssim \| \tilde{\sigma}_x^+ e^{m+1} \|_{l^2}^2 + \| e^{m+1} \|_{l^2}^2 \lesssim e^{T(\ln e^2)^2} (\tau^2 + h^2)^2. \]
Therefore, there exist \( \tau_3 > 0, h_2 > 0 \) such that for all \( 0 < h < h_2, 0 < \tau < \tau_3 \), we have
\[ \| u^{m+1} \|_{l^\infty} \lesssim \| u^e(\cdot, t_{m+1}) \|_{L^\infty(\Omega)} + \| e^{m+1} \|_{l^\infty} \lesssim \Lambda + 1. \]

We complete the proof by choosing \( h_0 := \min\{h_1, h_2\} \), \( \tau_0 := \min\{\tau_1, \tau_2, \tau_3\} \). \( \Box \)

4. Numerical Results

In this section, we present the results of numerical experiments related to the EXFD (2.3) scheme. Since SIFD scheme (2.2) behaves similar to EXFD scheme (2.3), we omit the details here. Let \( d = 1, \lambda = 1 \) and the errors are defined as
\[ \hat{e}^e(t_n) := u(\cdot, t_n) - u^e(\cdot, t_n), \quad e^e(t_n) := u^e(\cdot, t_n) - u^{e,n}, \quad \tilde{e}^e(t_n) := u(\cdot, t_n) - u^{e,n}, \]
where \( u, u^e \) are the exact solutions of the LogKGE (1.1) and the RLogKGE (1.2), and \( u^{n} \) and \( u^{e,n} \) are, respectively, the numerical solutions of the Eqs. (1.1) and (1.2).

The above residues are estimated in various norms, and we use the following notations:
\[ e_{\infty}^{e}(t_n) := \| u^{e}(\cdot, t_n) - u^{e,n} \|_{l^\infty}, \quad e_{2}^{e}(t_n) := \| u^{e}(\cdot, t_n) - u^{e,n} \|_{l^2}, \]
\[ e_{H^1}^{e}(t_n) := \sqrt{\left( e_{2}^{e}(t_n) \right)^2 + \| \tilde{\sigma}_x^+ (u^{e}(\cdot, t_n) - u^{e,n}) \|_{l^2}^2}. \]
**Example 4.1.** Let
\[ \phi(x) = e^{-x^2/6}, \quad \gamma(x) = \frac{2x}{3}e^{-x^2/6} \]
and
\[ u(x,t) = e^{-(x-2t)^2/6} \]
is the Gaussian solitary wave solution. The RLogKGE (1.2) is considered on the domain \( \Omega = [-16, 16] \). The exact solution \( u^\varepsilon \) is determined by the EXFD scheme (2.3) with \( \varepsilon = 10^{-7} \).

**Example 4.2.** Let
\[ \phi(x) = \frac{2}{e^{-x^2} + e^{x^2}}, \quad \gamma(x) = 0. \]
The computation domain is \( \Omega = [-16, 16] \) with periodic boundary conditions. Since an analytical solution is not known, we use the reference solution \( u^\varepsilon \) obtained by EXFD (2.3) with mesh size \( h = 2^{-10} \) and time step \( \tau = 0.01 \times 2^{-9} \). The reference solution \( u \) is approximated by \( u^\varepsilon \) with \( \varepsilon = 10^{-7} \).

### 4.1. Convergence of the regularised model

Here we test the accuracy of the regularised model. Fig. 1 represents \( \| \varepsilon \|_2, \| \varepsilon \|_\infty, \| \varepsilon \|_{H^1} \) with the scheme EXFD (2.3) for Examples 4.1 and 4.2. The exact solution \( u \) is computed by employing refined time step \( \tau_e = 0.01 \times 2^{-9} \) and mesh size \( h_e = 2^{-10} \). The errors are displayed at \( T = 0.5 \).

Fig. 1 shows that the solutions of the RLogKGE (1.2) converge linearly to the LogKGE (1.1) with respect to \( \varepsilon \). The convergence is \( O(\varepsilon) \) in each of \( l^2, l^\infty, \) and \( H^1 \)-norms.
4.2. Convergence of FDTD for RLogKGE

Consider the convergence of the scheme (2.3) for the Eq. (1.2) for various meshes and time steps \( \tau \) for a fixed parameter \( \epsilon \ll 1 \).

Firstly, we deal with temporal errors in \( l^2 \), \( l^\infty \), and \( H^1 \)-norms at \( T = 1 \), cf. Figs. 2 and 3. Following the stability condition for the scheme (2.3), we set \( 0 < \tau < \min\{1/2, h/2\} \), simultaneously varying the mesh size and time step as \( \tau_j = 0.01 \times 2^{-j}, h_j = 2^{-j} \) for \( j = 1, \ldots, 7 \).

Secondly, to check the spatial accuracy of the EXFD (2.3) at \( T = 1 \), we set time step \( \tau = \tau_\epsilon = 0.01 \times 2^{-9} \), so that the errors arising from time discretisation are ignored. Solve the RLogKGE (1.2) with the FDTD. The results are displayed in Figs. 4 and 5. Figs. 4 and 5 demonstrate \( \|e^\epsilon\|_{l^2}, \|e^\epsilon\|_{l^\infty}, \|e^\epsilon\|_{H^1} \) for different \( h \) for the EXFD scheme (2.3).

Figs. 2-5 show that for the Eq. (1.2), method (2.3) converges quadratically — i.e. as \( \mathcal{O}(\tau^2 + h^2) \).

4.3. Convergence of FDTD to the LogKGE

We check the convergence rates of the finite difference schemes SIFD (2.2) and EXFD (2.3) for the LogKGE (1.1) in Example 4.1. Tables 1 and 2 display \( l^2 \)-norm, \( l^\infty \)-norm, \( H^1 \)-norm of \( \delta^\epsilon(1) \), respectively, for various mesh size \( h \), time step \( \tau \) and parameter \( \epsilon \).

Tables 1 and 2 show that the schemes SIFD (2.2), EXFD (2.3) are uniformly second order in space and time only if \( \epsilon \gtrapprox \tau^2, \epsilon \gtrapprox h^2 \), cf. lower triangles below the diagonals in bold letter. If \( \tau^2 \lesssim \epsilon, h^2 \lesssim \epsilon \), the (1.2) converges to the Eq.(1.1) linearly as \( \mathcal{O}(\epsilon) \), cf. the far right column.

4.4. The evolution of the solution

Fig. 6 shows numerical solutions of (2.3) for Example 4.2 at time \( T = 1, 5, 9 \). The step size is \( \tau = 0.01 \times 2^{-7} \) and the mesh size \( h = 2^{-7} \) for the larger domain \([-20, 20]\). For different \( \epsilon \), numerical solutions for the two schemes are very close at fixed times. If time goes by, waves spread outward and new waves appear. We can conclude that the both discrete schemes are stable.

5. Conclusions

In order to deal with the origin singularity of the LogKGE (1.1), we use the Eq. (1.2) with a small regularisation parameter \( 0 < \epsilon \ll 1 \). Two finite difference methods — viz. SIFD and EXFD for the Eq. (1.2), are studied. It is proven that they have the second order of accuracy both in space and time. Numerical experiments show that the solutions of the Eq. (1.2) converge to the solution of the Eq. (1.1) as \( \mathcal{O}(\epsilon) \) and that the errors of FDTD methods depend on \( \tau, h, \epsilon \).
Figure 2: Example 4.1. Temporal errors $e^t(1)$ in different norms.

Figure 3: Example 4.2. Temporal errors $e^t(1)$ in different norms.

Figure 4: Example 4.1. Spatial errors $e^x(1)$ in different norms.

Figure 5: Example 4.2. Spatial errors $e^x(1)$ in different norms.

Figure 6: Numerical solution $u^e$ obtained by the scheme (2.3).
Table 1: Convergence of SIFD scheme (2.2) to LogKGE (1.1).

| $\|\tilde{e}(1)\|_{l_\infty}$ | $\tau = 0.1$ | $\tau/2$ | $\tau/2^2$ | $\tau/2^3$ | $\tau/2^4$ | $\tau/2^5$ |
|----------------|-------------|-----------|-----------|-----------|-----------|-----------|
| $\varepsilon = 10^{-3}$ | $4.03E\cdot03$ | 1.03E-03  | 7.34E-04  | 7.66E-04  | 7.74E-04  | 7.76E-04  |
| rate           | –            | 1.97      | 0.48      | -0.06     | -0.02     | 0.00      |
| $\varepsilon/4$ | $4.03E\cdot03$ | 1.03E-03  | 2.59E-04  | 2.24E-04  | 2.28E-04  | 2.29E-04  |
| rate           | –            | 1.97      | 1.99      | 0.21      | -0.03     | -0.01     |
| $\varepsilon/4^2$ | $4.03E\cdot03$ | 1.03E-03  | 2.59E-04  | 6.52E-05  | 6.70E-05  | 6.75E-05  |
| rate           | –            | 1.97      | 1.99      | 1.99      | 1.73      | -0.01     |
| $\varepsilon/4^3$ | $4.03E\cdot03$ | 1.03E-03  | 2.59E-04  | 6.50E-05  | 1.63E-05  | 5.81E-06  |
| rate           | –            | 1.97      | 1.99      | 1.99      | 2.00      | 1.49      |
| $\|\tilde{e}(1)\|_{l_2}$ | $h = 0.1$ | $h/2$ | $h/2^2$ | $h/2^3$ | $h/2^4$ | $h/2^5$ |
|----------------|-------------|-----------|-----------|-----------|-----------|-----------|
| $\tau = 0.1$ | $\tau/2$ | $\tau/2^2$ | $\tau/2^3$ | $\tau/2^4$ | $\tau/2^5$ |
| $\varepsilon = 10^{-3}$ | $7.72E\cdot03$ | 2.23E-03  | 1.30E-03  | 1.24E-03  | 1.25E-03  | 1.25E-03  |
| rate           | –            | 1.80      | 0.78      | 0.06      | -0.01     | 0.00      |
| $\varepsilon/4$ | $7.73E\cdot03$ | 1.99E-03  | 5.93E-04  | 3.69E-04  | 3.56E-04  | 3.56E-04  |
| rate           | –            | 1.96      | 1.75      | 0.68      | 0.05      | 0.00      |
| $\varepsilon/4^2$ | $7.74E\cdot03$ | 1.98E-03  | 5.07E-04  | 1.59E-04  | 1.05E-04  | 1.02E-04  |
| rate           | –            | 1.97      | 1.97      | 1.68      | 0.59      | 0.05      |
| $\varepsilon/4^3$ | $7.74E\cdot03$ | 1.98E-03  | 5.02E-04  | 1.29E-04  | 4.25E-05  | 3.01E-05  |
| rate           | –            | 1.96      | 1.98      | 1.96      | 1.60      | 0.50      |
| $\|\tilde{e}(1)\|_{H^1}$ | $h = 0.1$ | $h/2$ | $h/2^2$ | $h/2^3$ | $h/2^4$ | $h/2^5$ |
|----------------|-------------|-----------|-----------|-----------|-----------|-----------|
| $\tau = 0.1$ | $\tau/2$ | $\tau/2^2$ | $\tau/2^3$ | $\tau/2^4$ | $\tau/2^5$ |
| $\varepsilon = 10^{-3}$ | $1.08E\cdot02$ | 3.07E-03  | 1.68E-03  | 1.59E-03  | 1.59E-03  | 1.59E-03  |
| rate           | –            | 1.81      | 0.87      | 0.09      | 0.00      | 0.00      |
| $\varepsilon/4$ | $1.08E\cdot02$ | 2.79E-03  | 8.26E-04  | 4.91E-04  | 4.65E-04  | 4.64E-04  |
| rate           | –            | 1.95      | 1.76      | 0.75      | 0.08      | 0.00      |
| $\varepsilon/4^2$ | $1.08E\cdot02$ | 2.77E-03  | 7.10E-04  | 2.21E-04  | 1.42E-04  | 1.36E-04  |
| rate           | –            | 1.97      | 1.96      | 1.68      | 0.64      | 0.07      |
| $\varepsilon/4^3$ | $1.08E\cdot02$ | 2.76E-03  | 6.99E-04  | 1.80E-04  | 5.92E-05  | 4.10E-05  |
| rate           | –            | 1.97      | 1.98      | 1.96      | 1.60      | 0.53      |
| $\varepsilon/4^4$ | $1.08E\cdot02$ | 2.76E-03  | 6.98E-04  | 1.76E-04  | 4.54E-05  | 1.60E-05  |
| rate           | –            | 1.97      | 1.99      | 1.99      | 1.95      | 1.51      |
Table 2: Convergence of EXFD scheme (2.3) to LogKGE (1.1).

| $||\tilde{e}(1)||_{\infty}$ | $h = 0.1$ | $h/2$ | $h/2^2$ | $h/2^3$ | $h/2^4$ | $h/2^5$ |
|-----------------------------|-----------|--------|----------|----------|----------|----------|
| $\tau = 0.1$ | $\tau/2$ | $\tau/2^2$ | $\tau/2^3$ | $\tau/2^4$ | $\tau/2^5$ |
| $\varepsilon = 10^{-3}$ | 1.63E-03 | 6.76E-04 | 7.43E-04 | 7.68E-04 | 7.75E-04 | 7.76E-03 |
| rate | 1.70E-03 | 4.31E-04 | 2.14E-04 | 2.25E-04 | 2.28E-04 | 2.29E-04 |
| $\varepsilon/4$ | - | - | - | - | - | - |
| rate | 1.98 | 1.97 | 1.99 | 1.99 | 2.00 | 0.48 |
| $\varepsilon/4^2$ | 1.71E-03 | 4.37E-04 | 1.10E-04 | 6.58E-05 | 6.72E-05 | 6.6E-05 |
| rate | - | 1.96 | 1.99 | 2.00 | -0.02 | 0.00 |
| $\varepsilon/4^3$ | 1.71E-03 | 4.37E-04 | 1.10E-04 | 2.76E-04 | 1.97E-05 | 1.99E-05 |
| rate | - | 1.96 | 1.99 | 2.00 | 0.48 | -0.01 |
| $\varepsilon/4^4$ | 1.71E-03 | 4.37E-04 | 1.10E-04 | 2.76E-05 | 6.90E-06 | 5.82E-06 |

| $||\tilde{e}(1)||_{12}$ | $h = 0.1$ | $h/2$ | $h/2^2$ | $h/2^3$ | $h/2^4$ | $h/2^5$ |
|-----------------------------|-----------|--------|----------|----------|----------|----------|
| $\tau = 0.1$ | $\tau/2$ | $\tau/2^2$ | $\tau/2^3$ | $\tau/2^4$ | $\tau/2^5$ |
| $\varepsilon = 10^{-3}$ | 3.73E-03 | 1.43E-03 | 1.23E-03 | 1.24E-03 | 1.25E-03 | 1.25E-03 |
| rate | 3.71E-03 | 9.72E-04 | 4.06E-04 | 3.55E-04 | 3.56E-04 | 3.56E-04 |
| $\varepsilon/4$ | - | 1.93 | 1.26 | 0.19 | 0.00 | 0.00 |
| rate | 3.72E-03 | 9.43E-04 | 2.52E-04 | 1.15E-04 | 1.02E-04 | 1.02E-04 |
| $\varepsilon/4^2$ | 3.72E-03 | 9.42E-04 | 2.38E-04 | 6.53E-05 | 3.23E-05 | 2.93E-05 |
| rate | - | 1.98 | 1.99 | 1.86 | 1.01 | 0.14 |
| $\varepsilon/4^3$ | 3.72E-03 | 9.43E-04 | 2.37E-04 | 5.98E-05 | 1.69E-05 | 9.10E-06 |
| rate | - | 1.98 | 1.99 | 1.99 | 1.82 | 0.89 |

| $||\tilde{e}(1)||_{H^1}$ | $h = 0.1$ | $h/2$ | $h/2^2$ | $h/2^3$ | $h/2^4$ | $h/2^5$ |
|-----------------------------|-----------|--------|----------|----------|----------|----------|
| $\tau = 0.1$ | $\tau/2$ | $\tau/2^2$ | $\tau/2^3$ | $\tau/2^4$ | $\tau/2^5$ |
| $\varepsilon = 10^{-3}$ | 5.05E-03 | 1.92E-03 | 1.59E-03 | 1.59E-03 | 1.59E-03 | 1.59E-03 |
| rate | 4.93E-03 | 1.31E-03 | 5.51E-04 | 4.68E-04 | 4.64E-04 | 4.64E-04 |
| $\varepsilon/4$ | - | 1.91 | 1.25 | 0.23 | 0.01 | 0.00 |
| rate | 4.92E-03 | 1.25E-03 | 3.39E-04 | 1.56E-04 | 1.37E-04 | 1.35E-04 |
| $\varepsilon/4^2$ | 4.92E-03 | 1.24E-03 | 3.14E-04 | 8.76E-05 | 4.12E-05 | 3.98E-05 |
| rate | - | 1.99 | 1.98 | 1.84 | 0.99 | 0.15 |
| $\varepsilon/4^3$ | 4.92E-03 | 1.24E-03 | 3.11E-04 | 7.87E-05 | 2.27E-05 | 1.25E-05 |
| rate | - | 1.99 | 1.99 | 1.98 | 1.78 | 0.86 |
| $\varepsilon/4^4$ | 4.92E-03 | 1.24E-03 | 3.11E-04 | 7.79E-05 | 1.96E-05 | 5.92E-06 |
| rate | - | 1.99 | 2.00 | 2.00 | 1.98 | 1.74 |
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