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Abstract. We provide a spectral sequence computing the extension groups of tautological bundles on symmetric products of curves. One main consequence is that, if $E \neq \mathcal{O}_X$ is simple, then the natural map $\text{Ext}^i(E, E) \to \text{Ext}^1(E[n], E[n])$ is injective for every $n$. Along with previous results, this implies that $E \mapsto E[n]$ defines an embedding of the moduli space of stable bundles of slope $\mu \notin [-1, n-1]$ on the curve $X$ into the moduli space of stable bundles on the symmetric product $X^n$. The image of this embedding is, in most cases, contained in the singular locus. For line bundles on a non-hyperelliptic curve, the embedding identifies the Brill–Noether loci of $X$ with the loci in the moduli space of stable bundles on $X^n$ where the dimension of the tangent space jumps. We also prove that $E[n]$ is simple if $E$ is simple.

1. Introduction

Various aspects of tautological bundles on symmetric products of curves have been studied since the early 1960’s; see [Sch61, Sch64, Mat65]. A bit more recently, focuses of research became stability of these bundles [AO94, BS92, EMLN11, BN13, DP16, BD18, Mis19, Kru20] and connections to Koszul cohomology [Voi02, Voi05, EL15].

Let $X$ be a smooth projective curve over $\mathbb{C}$ and $n \in \mathbb{N}$ a positive integer. The symmetric product is the quotient $X^{(n)} = X^n/\mathfrak{S}_n$ by the natural $\mathfrak{S}_n$-action permuting the factors of $X^n$. Let $\pi : X^n \to X^{(n)}$ be the quotient morphism and write $x_1 + \cdots + x_n := \pi(x_1, \ldots, x_n)$ which can be regarded as an effective degree $n$ divisor on $X$. Then, for a vector bundle $E$ on $X$, there is the associated tautological bundle $E[n]$ of $\text{rank}(E[n]) = n \text{rank}(E)$, whose fibres are given by $E[n](x_1 + \cdots + x_n) = H^0(E|x_{1+\cdots+n})$; see Subsection 2.3 for the precise definition.

In this paper, we study the graded vector spaces $\text{Ext}^*(E[n], F[n])$ between two tautological bundles. The technical main results are in Section 4. There, we describe a spectral sequence, whose terms on the $\mathbb{E}^1$-level are products of extension and cohomology groups on the curve $X$, and whose limit terms are the extension groups $\text{Ext}^i(E[n], F[n])$. This spectral sequence follows from computations regarding the $\mathfrak{S}_n$-equivariant pull-back and push-forward along the quotient map $\pi : X^n \to X^{(n)}$ carried out in Section 3. These computations are analogous to the ones in the surface case, see [Sca09a, Sca09b, Kru14, Kru18], where the derived McKay correspondence $D(S^{[n]}) \cong D_{\mathfrak{S}_n}(S^n)$ of [BKR01] and [Hai01] is used. However, the result for $\text{Ext}^i(E[n], F[n])$ is more complicated in the curve than in the surface case. The reason behind this is the fact that, while the derived McKay correspondence gives equivalences in the surface case, the functors $\pi_{\ast}^{\mathfrak{S}_n} : D_{\mathfrak{S}_n}(X^n) \rightleftarrows D(X^{(n)}): \pi^\ast$ in the curve case are not equivalences. For a few more words on the comparison between the curve and the surface case, see Remark 3.5.

Instead of giving the details of the technical results of Section 4 in this introduction, let us focus on the consequences. In [Kru20], it is shown that, if $E$ is a stable vector bundle with slope $\mu(E) \notin [-1, n-1]$, then the associated tautological bundle $E[n]$ is again $\mu$-stable with respect to the polarisation of $X^n$ given by $H = \mathcal{O}(x + X^{(n-1)})$ for some $x \in X$. On the
critical interval \([-1, n-1]\) the picture is more complicated: There are some stable bundles \(E\) with slope in this interval, such that \(E^{[n]}\) is not stable any more [Kru20, Sect. 3], but others where stability is still preserved [BN13]. A first application of our spectral sequence for the extension groups is that, at least, simpleness is also preserved on the critical interval.

**Theorem 1.1** (Theorem 5.2 & Theorem 6.4). Let \(X\) be a smooth projective curve of genus \(g \geq 1\), and \(E \neq \mathcal{O}_X\) a non-trivial vector bundle on \(X\). Then, for every \(n \in \mathbb{N}\), we have

\[
\text{is simple} \quad \implies \quad E^{[n]} \text{ is simple.}
\]

Let us fix a pair \((r, d)\) with \(d \notin [-r, (n-1)r]\). Then, by the result of [Kru20] mentioned above, there is a well-defined map \(\varphi: \mathcal{M}_X(d, r) \to \mathcal{M}_X^{(n)}, [E] \mapsto [E^{[n]}]\) from the moduli space of \(H\)-slope stable bundles of degree \(d\) and rank \(r\) to the moduli space of stable bundles on \(X^{(n)}\); see Subsection 2.4 for details. This map is injective as the isomorphism type of a stable bundle can be reconstructed from the associated tautological bundle; see [BN12] for \(g \geq 2\) and [KR18] for \(g \leq 1\). We will prove that the natural map \(\bigwedge^n: \text{Ext}^1(E, E) \to \text{Ext}^1(E^{[n]}, E^{[n]})\) is injective for every stable bundle \(E \neq \mathcal{O}_X\); see Proposition 5.3, Proposition 6.7. This means that the differential of \(\varphi\) is injective (see Proposition 2.1 for details), which implies

**Theorem 1.2.** Let \(X\) be a smooth projective curve, \(d \in \mathbb{Z}, n, r \in \mathbb{N}\) with \(d \notin [-r, (n-1)r]\) and \(\gcd(d, r) = 1\). Let \(\mathcal{M}_X(d, r)\) be the moduli space of stable bundles of rank \(r\) and degree \(d\) on \(X\), and let \(\mathcal{M}_X^{(n)}\) be the moduli space of \(H\)-slope stable bundles on \(X^{(n)}\). Then the morphism

\[
\varphi: \mathcal{M}_X(d, r) \to \mathcal{M}_X^{(n)} , \quad [E] \mapsto [E^{[n]}]
\]

is a closed embedding.

We move on to study properties of the image of the morphism \(\varphi: \mathcal{M}_X(d, r) \hookrightarrow \mathcal{M}_X^{(n)}\). In Theorem 5.7 and Theorem 5.15, we give closed formulae for \(\text{Ext}^1(E^{[n]}, E^{[n]})\) if \(E \neq \mathcal{O}_X\) is stable and \(g \geq 2\). For simplicity, here in the introduction, we only state a special case where the direct summands involving Koszul cohomology are guaranteed to vanish.

**Theorem 1.3.** Let \(X\) be non-hyperelliptic of genus \(g \geq 3\). Then, for every line bundle \(L\) on \(X\) of degree \(\text{deg}(L) \notin \{0, 1\}\), we have

\[
\text{Ext}^1(L^{[n]}, L^{[n]}) \cong \text{Ext}^1(L, L) \oplus H^1(\mathcal{O}_X) \oplus (H^0(L) \otimes H^1(L^\vee)) \oplus (H^1(L) \otimes H^0(L^\vee)).
\]

In particular, for any two line bundles \(L_1, L_2 \in \text{Pic}(X)\) of the same degree \(\text{deg}(L_1) = \text{deg}(L_2) \geq 3\) and every \(n \geq 2\), we have

\[
h^0(L_1) < h^0(L_2) \iff \text{ext}^1(L_1^{[n]}, L_1^{[n]}) < \text{ext}^1(L_2^{[n]}, L_2^{[n]}).\]

The second part of the statement can be interpreted by saying that the point \([L^{[n]}]\) of \(\mathcal{M}_X^{(n)}\) becomes more singular when the line bundle \(L\) becomes more special. More precisely, for \(n \leq d \leq 2(g - 1)\), the closed embedding \(\varphi: \mathcal{M}_X(d, 1) = \text{Pic}_d(X) \hookrightarrow \mathcal{M}_X^{(n)}\) pulls back the stratification of \(\mathcal{M}_X^{(n)}\) given by the dimension of the tangent spaces of points to the Brill–Noether stratification of \(\text{Pic}_d(X)\).

It turns out that, in most cases, the image of \(\varphi: \mathcal{M}_X(r, d) \to \mathcal{M}_X^{(n)}\) is entirely contained in the singular locus of \(\mathcal{M}_X^{(n)}\).

**Theorem 1.4** (Theorem 5.18). Let \(E \in \text{VB}(X)\) be a stable vector bundle on a curve of genus \(g \geq 3\). For \(|\mu(E)| \gg 0\), the point \([E^{[n]}]\) is a singular point of \(\mathcal{M}_X^{(n)}\) for every \(n \in \mathbb{N}\), except if \(n = 2\), and \(X\) is non-hyperelliptic of genus \(g = 3\).
In the special case that \( n = 2 \), \( X \) is of genus \( g = 2 \) or non-hyperelliptic of genus \( g = 3 \), and \( |d| \gg 0 \), however, the image \( \varphi(\text{Pic}_d(X)) \) is entirely contained in the smooth locus of \( \mathcal{M}_{X(2)} \); see Proposition 5.16 and Remark 5.17. Hence, in these cases, one might conjecture that the whole connected component of \( \mathcal{M}_{X(2)} \) containing \( \varphi(\text{Pic}_d(X)) \) is smooth.

**Acknowledgements.** The authors thanks Manfred Lehn for a short but helpful discussion regarding the proof of Theorem 5.18 and Pieter Belmans for comments on a first version of this paper.

## 2. Preliminaries

### 2.1. Notation and conventions

We work over the ground field \( \mathbb{C} \). Throughout, \( X \) will be a smooth projective curve. We often write \( \mathcal{O} \) and \( \omega \) for the trivial and the canonical line bundle \( \mathcal{O}_X \) and \( \omega_X \).

Given a variety \( M \), we write \( \mathcal{V}B(M) \) for the category of vector bundles and \( \mathcal{C}oh(M) \) for the category of coherent sheaves on \( M \). Furthermore, we write \( \mathcal{D}(M) := \mathcal{D}^b(\mathcal{C}oh(M)) \) for the bounded derived category of coherent sheaves.

Given a positive integer \( n \), we write \( [n] := \{1,2,\ldots,n\} \).

### 2.2. Graded vector spaces

A graded vector space is a vector space \( V \) together with a finite direct sum decomposition \( V = \bigoplus_{i \in \mathbb{Z}} V^i \) where \( V^i \) as called the degree \( i \) part of \( V \). For \( d \in \mathbb{Z} \), the shift \( V[d] \) is the graded vector space whose degree \( i \) part is \( V^{i+d} \).

On the \( k \)-fold tensor product \( V^\otimes k \), there is the \( \mathfrak{S}_k \)-action given by

\[
(i, i + 1) \cdot (v_1 \otimes \cdots \otimes v_i \otimes v_{i+1} \otimes \cdots \otimes v_k) = (-1)^{\text{deg } v_i + \text{deg } v_{i+1}} v_1 \otimes \cdots \otimes v_{i-1} \otimes v_{i+1} \otimes v_i \otimes \cdots \otimes v_k.
\]

We define the symmetric power \( S^k V \) and the wedge power \( \wedge^k V \) as the invariants and the anti-invariants under this action. There is a natural isomorphism

\[
S^k(V[1]) \cong (\wedge^k V)[k].
\]

The dual \( V^\vee \) is the graded vector space whose degree \( i \) part is \( (V^{-i})^\vee \).

For \( E,F \in \mathcal{C}oh(M) \) we summarise the Ext-spaces in the graded vector space

\[
\text{Ext}^i(E,F) := \bigoplus_{i \geq 0} \text{Ext}^i(E,F)[-i].
\]

With this notation, Serre duality on a smooth projective variety \( Y \) of dimension \( n \) takes the form

\[
\text{Ext}^*(E,F)^\vee[-n] \cong \text{Ext}^*(F,E \otimes \omega_Y).
\]

### 2.3. Tautological bundles

Let \( X \) be a smooth curve, and \( n \in \mathbb{N} \) a positive integer. The symmetric group \( \mathfrak{S}_n \) acts on \( X^n \) by permutation of the factors. We denote the quotient by \( X^{(n)} = X^n/\mathfrak{S}_n \) and call it the symmetric product. By the Chevalley–Shephard–Todd theorem, \( X^{(n)} \) is again smooth. The symmetric product can be identified with the Hilbert scheme of \( n \) points on \( X \), with the universal family \( \Xi = \Xi_n \subset X \times X^{[n]} \) of length \( n \) subschemes of \( X \) given by the image of the embedding

\[
X \times X^{(n-1)} \hookrightarrow X \times X^{(n)}, \quad (x, x_1 + \cdots + x_{n-1}) \mapsto (x, x_1 + \cdots + x_{n-1} + x).
\]

This means that the Hilbert–Chow morphism

\[
\mu: X^{[n]} \to X^{(n)}, \quad [\xi] \mapsto \sum_{x \in \xi} \ell(\mathcal{O}_x\xi) x
\]
Since \( \text{pr}_{X^{(n)}} \) is flat and finite of degree \( n \), the push-forward \( \text{pr}_{X^{(n)}} \) is exact and sends vector bundles to vector bundles. Hence, for every \( E \in \text{VB}(X) \), there is the associated \textit{tautological} vector bundle

\[
E^{[n]} := \text{pr}_{X^{(n)}} \circ \text{pr}_X^* E \in \text{VB}(X^{(n)})
\]

with \( \text{rank}(E^{[n]}) = n \text{rank}(E) \). Since \( \Xi \) is also flat over \( X \), see [KR18, Thm. 1.1], the pull-back \( \text{pr}_X^* \) is exact too. This means that \( E \mapsto E^{[n]} \) extends to a functor \( (-)^{[n]} : D(X) \to D(X^{(n)}) \) between the derived categories, and this functor is isomorphic to the Fourier–Mukai transform

\[
\text{FM}_{\mathcal{O}_Z} : D(X) \to D(X^{(n)})
\]

Whenever we speak of \textit{stability} of bundles on \( X^{(n)} \), we mean slope stability with respect to the polarisation \( H = \mathcal{O}(x + C^{(n-1)}) \) for any point \( x \in X \). Indeed, the numerical equivalence class of \( H \), and hence the notion of slope stability, is independent of the chosen point \( x \in C \); see [Kru20, Sect. 1.3] for details.

### 2.4. Morphisms of moduli spaces induced by Fourier–Mukai transforms

Let \( X \) and \( Y \) be two polarised varieties, and \( Z \subset X \times Y \) a closed subscheme which is flat over \( X \), and flat and finite over \( Y \). We consider the associated Fourier–Mukai transform

\[
\Phi := \text{FM}_{\mathcal{O}_Z} \cong \text{pr}_Y \circ \text{pr}_X : D(X) \to D(Y)
\]

where \( \text{pr}_Y : Z \to Y \) and \( \text{pr}_X : Z \to X \) are the projections. By the assumptions on \( Z \), it restricts to exact functors \( \Phi : \text{Coh}(X) \to \text{Coh}(Y) \) and \( \Phi : \text{VB}(X) \to \text{VB}(Y) \). Of course, what we have in mind is the case that \( X \) is a smooth curve, \( Y = X^{(n)} \), and \( Z = \Xi_n \) is the universal family of length \( n \) submodules of \( X \).

**Proposition 2.1.** Let \( \mathcal{M} \) be a moduli space of stable sheaves on \( X \) such that \( \Phi(E) \) is a stable sheaf on \( Y \) for every \( [E] \in \mathcal{M} \). Then there is a morphism \( \varphi : \mathcal{M} \to \mathcal{N} \) to the moduli space \( \mathcal{N} \) of stable sheaves on \( Y \) given on closed points by \( [E] \mapsto [\Phi(E)] \). Furthermore, for every \( [E] \in \mathcal{M} \) we have a commutative diagram

\[
\begin{array}{ccc}
T_\mathcal{M}([E]) & \xrightarrow{\varphi_*} & T_\mathcal{N}([\Phi(E)]) \\
\cong \downarrow & & \cong \downarrow \\
\text{Ext}^1(E, E) & \xrightarrow{\Phi} & \text{Ext}^1(\Phi(E), \Phi(E)).
\end{array}
\]

**Proof.** We first consider the case that \( \mathcal{M} \) is a fine moduli space, which means that there is a universal family \( \mathcal{U} \in \text{Coh}(\mathcal{M} \times X) \). Set \( \text{pr}_X' := \text{id}_\mathcal{M} \times \text{pr}_X \), \( \text{pr}_Y' := \text{id}_\mathcal{M} \times \text{pr}_Y \), and

\[
\Phi' := \text{pr}_{Y'} \circ \text{pr}_X^* : D(\mathcal{M} \times X) \to D(\mathcal{M} \times Y).
\]

Since \( \text{pr}_X' \) is still flat and \( \text{pr}_Y' \) is still flat and finite, \( \Phi'(\mathcal{U}) \) is a sheaf which is flat over \( Y \). Let \( [E] \in \mathcal{M} \) be a closed point given by \( i_{[E]} : \text{Spec} \mathbb{C} \to \mathcal{M} \). Then, \( (i_{[E]} \times \text{id}_X)^* \mathcal{U} \cong E \). By base
change along the diagram

\[
\begin{array}{ccc}
X & \leftarrow & Z \\
\downarrow_{i[Z] \times \text{id}_X} & & \downarrow_{i[Z] \times \text{id}_Z} \\
\mathcal{M} \times X & \leftarrow & \mathcal{M} \times Z
\end{array}
\]

we get \((i[Z] \times \text{id}_Y)^* \Phi'(U) \cong \Phi(E)\) which is stable by assumption. Hence \(\Phi'(U)\) is a flat family of stable sheaves on \(Y\), which means that we get a classifying morphism \(\varphi: \mathcal{M} \to \mathcal{N}\) with \(\varphi([E]) = [\Phi(E)]\) for every closed point \([E] \in \mathcal{M}\).

By [Câl00, Prop. 3.3.2], there is an étale covering \(\{U_i\}\) of \(\mathcal{M}\) such that there are universal families \(\mathcal{U}_i\) over \(U_i \times X\) together with isomorphisms \(U_i((U_i \times_M U_k) \times X) \cong U_k((U_i \times_M U_k) \times X)\). Hence, we can construct the morphism \(\varphi\) first locally using the universal family as above, and then glue the local data by étale descent.

Since the statement on the differential is an étale local one, we can assume that both, \(\mathcal{M}\) and \(\mathcal{N}\), have universal families \(\mathcal{U}\) and \(\mathcal{W}\) with

\[
(\varphi \times \text{id}_Y)^* \mathcal{W} \cong \mathcal{U}.
\]

The vertical isomorphisms in (2) are given as follows (we explain the left one, but the right one is analogous): A tangent vector \(v \in T_M([E])\) corresponds to a morphism \(j_v : \text{Spec} \mathbb{C}[e] \to \mathcal{M}\) with \(r \circ j_v = i[Z]\), where \(r: \text{Spec} \mathbb{C} \to \text{Spec} \mathbb{C}[e]\) is the inclusion of the reduction. Let \(E_v := (j_v \times \text{id}_X)^* \mathcal{U}\). Then, there is a short exact sequence

\[
0 \to E \to E_v \to E \to 0,
\]

where the second map is the restriction to the reduction. The class \(c_v \in \text{Ext}^1(E, E)\) of (4) is the image of \(v\) under the vertical isomorphism \(T_M([E]) \to \text{Ext}^1(E, E)\) in (2).

Now, the tangent vector \(\varphi_*(v) \in T_N(\Phi(E))\) corresponds to \(j_{\varphi_*(v)} = \varphi \circ j_v : \text{Spec} \mathbb{C}[e] \to \mathcal{N}\). Let \(\Phi(E)_{\varphi_*(v)} := (j_{\varphi_*(v)} \times \text{id}_Y)^* \mathcal{W}\). By base change along the diagram

\[
\begin{array}{ccc}
\text{Spec} \mathbb{C}[e] \times X & \xrightarrow{\text{id} \times pr_X} & \text{Spec} \mathbb{C}[e] \times Z \\
\downarrow_{j_v \times \text{id}_X} & & \downarrow_{j_v \times \text{id}_Z} \\
\mathcal{M} \times X & \xrightarrow{pr_X} & \mathcal{M} \times Z \\
\downarrow_{\varphi \times \text{id}_Y} & & \downarrow_{\varphi \times \text{id}_Y} \\
\mathcal{N} \times Y
\end{array}
\]

together with (3), we see that the short exact sequence

\[
0 \to \Phi(E) \to \Phi(E)_{\varphi_*(v)} \to \Phi(E) \to 0,
\]

where the second map is the restriction to the reduction, is given by applying \(\Phi\) to (4). Hence, \(c_{\varphi_*(v)} = \Phi(c_v)\).

\[\Box\]

**Remark 2.2.** We apply Proposition 2.1 to \(\Phi = (\underline{\text{FM}}_{\text{G}_X})[n] : \text{D}(X) \to \text{D}(X^{(n)})\) and \(\mathcal{M} = \mathcal{M}_X(r, d)\) where \(d \notin [-r, (n-1)r]\). Then, by [Kru20], the assumption of Proposition 2.1

\[\text{Note that, in general, these isomorphisms only satisfy a twisted cocycle condition, in which the local universal families do not glue to give a universal family as an ordinary sheaf, but only as a twisted sheaf.}\]
is fulfilled: $E^{[n]}$ is stable for every $[E] \in \mathcal{M}_{X}(r,d)$. We get the classifying morphism

$$
\varphi: \mathcal{M}_{X}(r,d) \to \mathcal{M}_{X(n)}, \varphi([E]) = [E^{[n]}].
$$

If $\gcd(r,d) = 1$, this morphism is projective. Hence, by [Vak08, Thm. 1.11], it is a closed embedding if and only if it is injective on closed points and on tangent vectors. The injectivity on closed points is the fact that $E^{[n]} \cong F^{[n]}$ implies $E \cong F$; see [BN12, Thm. 1.1] for $g \geq 2$, [KR18, Thm. 1.3] for $g = 1$, and [KR18, Rem. 4.4] for $g = 0$. By Proposition 2.1, injectivity on the tangent vectors will follow from the injectivity of $(\bigoplus_{\lambda}^{r,d} E_{\lambda}^{[n]}): \operatorname{Ext}^{1}(E,E) \to \operatorname{Ext}^{1}(E^{[n]},E^{[n]}).$

For $g = 0$, we have $\operatorname{Ext}^{1}(E,E) \cong \operatorname{Hom}(E,E \otimes \omega_{\mathbb{P}^{1}}) = 0$ for every simple bundle $E$. Otherwise, composition with the embedding $E \otimes \mathbb{P}^{1} \hookrightarrow E$ would give a non-trivial automorphism of $E$. For $g \geq 2$, injectivity of $(\bigoplus_{\lambda}^{r,d} E_{\lambda}^{[n]})$ on $\operatorname{Ext}^{1}$ is proved in Proposition 5.3, and for $g = 1$, this is Proposition 6.7.

2.5. Equivariant sheaves. In this subsection, we summarize some results on equivariant sheaves. For further details, we refer to [BKR01, Sect. 4] or [Ela14]. Let $G$ be a finite group acting on a variety $M$. A $G$-equivariant (coherent) sheaf is a pair $(E,\lambda)$ where $E \in \operatorname{Coh}(E)$ and $\lambda$ is a $G$-linearisation of $E$, i.e. a family of isomorphism $\{\lambda_{g}: \tilde{E} \cong g^{*}E\}_{g \in G}$ satisfying $\lambda_{gh} = (h^{*}\lambda_{g}) \circ \lambda_{h}$ for all $g,h \in G$. Later, we often write just $\tilde{E}$ instead of $(\tilde{E},\lambda)$ with the linearisation omitted in the notation. Given two equivariant sheaves $(E,\lambda)$ and $(F,\mu)$, there is a $G$-action on $\operatorname{Hom}(E,F)$ by conjugation by the linearisations: $g \cdot \varphi = \mu_{g}^{-1} \circ (g^{*}\varphi) \circ \lambda_{g}$. We get an abelian category $\operatorname{Coh}_{G}(X)$ with $G$-equivariant coherent sheaves as objects, and a morphism given by

$$
\operatorname{Hom}_{G}((E,\lambda),(F,\mu)) \colonequals \operatorname{Hom}(E,F)^{G}
$$

where the invariants on the right side are taken with regard to the above conjugation action. Similarly, there is an induced action by conjugation on $\operatorname{Ext}^{i}(E,F)$ and we have

$$
\operatorname{Ext}_{G}^{i}((E,\lambda),(F,\mu)) \cong \operatorname{Ext}^{i}(E,F)^{G}
$$

where the left side is given by the derived functor of $\operatorname{Hom}_{G}$ and the right side is given by the invariants under the conjugation action. The structure sheaf $\mathcal{O}_{M}$ has a canonical linearisation by push-forward of regular functions along the automorphisms of $G$, and we write

$$
H_{G}^{*}(M,F) \colonequals \operatorname{Hom}_{G}(\mathcal{O}_{M},F) \cong \operatorname{H}^{*}(M,F)^{G}.
$$

The pull-backs and push-forwards of equivariant sheaves along equivariant morphisms inherit linearisations. This means that, for $f: M \to N$ a $G$-equivariant morphism of varieties, there is a pull-back $f^{*}: \operatorname{Coh}_{G}(N) \to \operatorname{Coh}_{G}(M)$ and, if $f$ is proper, also a push-forward $f_{*}: \operatorname{Coh}_{G}(M) \to \operatorname{Coh}_{H}(N)$ with $f^{*} \dashv f_{*}$.

Also, the tensor product of equivariant sheaves is canonically equipped with a linearisation. In particular, let $E \in \operatorname{Coh}_{G}(M)$ be an equivariant sheaf, and $\varphi$ a $G$-representation. Then, we can define a new equivariant sheaf $E \otimes \varphi := E \otimes p^{*}\varphi$ where $p: X \to \operatorname{Spec} \mathbb{C}$ is the structure morphism. If $\chi: G \to \mathbb{C}$ is a one-dimensional representation, i.e. a character, $E \otimes \chi$ has the same underlying sheaf $E$, but the linearisation is twisted by $\chi$. In particular, if $\alpha$ denotes the sign representation of $\mathfrak{S}_{n}$ and $E = (E,\lambda)$, then $E \otimes \alpha = (E,\overline{\lambda})$ with $\overline{\lambda}_{g} = \operatorname{sgn}(g)\lambda_{g}$.

Let $H \subset G$ be a subgroup. There is the restriction functor

$$
\operatorname{Res} = \operatorname{Res}_{G}^{H}: \operatorname{Coh}_{G}(M) \to \operatorname{Coh}_{H}(G), \quad (E,\lambda) \mapsto (E,\lambda|_{H})
$$

which restricts the $G$-linearisation of an equivariant sheaf to an $H$-linearisation. There is also the induction functor $\operatorname{Ind} = \operatorname{Ind}_{G}^{H}: \operatorname{Coh}_{H}(M) \to \operatorname{Coh}_{G}(M)$ which is left- and right-adjoint to $\operatorname{Res}_{G}^{H}$. We have $\operatorname{Ind}_{G}^{H}(E,\lambda) = \bigoplus_{[g] \in G/H} g^{*}E$ with the linearisation given by a combination of
the linearisation of $E$ and permutation of the factors. Induction and restriction commute with pull-backs and push-forwards along equivariant morphisms. In particular, for $f: M \to N$ a proper $G$-equivariant morphism, we have

$$f_* \circ \text{Ind}_H^G \cong \text{Ind}_H^G \circ f^*.$$  

If $G$ acts trivially on $M$, a $G$-linearisation of a sheaf $E$ is the same as a $G$-action, i.e. a homomorphism $G \to \text{Aut}(E)$. In this case, there is the functor $\text{triv}: \text{Coh}(M) \to \text{Coh}_G(M)$ which equips every sheaf with the trivial linearisation, and the functor $(\_)_G^G: \text{Coh}_G(M) \to \text{Coh}(M)$ which takes the invariants under the $G$-action. These two functors are both-sided adjoints of each other. Let $\pi: N \to N/G$ be a quotient morphism (of course, we mainly want to consider the case $\pi: X^n \to X^{(n)} = \mathcal{S}_n$). Then, $\pi$ is $G$-equivariant when considering the quotient $N/G$ equipped with the trivial action. We have an adjoint pair $\pi^* \dashv \pi_*^G$, where $\pi_*^G := (\_)_G \circ \pi_*: \text{Coh}_G(N) \to \text{Coh}(N/G)$. Since $\pi_*^G \mathcal{O}_N \cong \mathcal{O}_{N/G}$, projection formula gives

$$\pi_*^G \circ \pi^* \cong \text{id}_{\text{Coh}(N/G)}.$$  

Let still $G$ act trivially on $M$, and let $E$ be a $G$-equivariant sheaf. Assume that there is a direct sum decomposition $\bigoplus_{i \in I} E_i$ and a $G$-action on the index set $I$ such that $g \cdot E_i = E_{g \cdot i}$ for all $g \in G$ and $i \in I$. Let $i_1, \ldots, i_k$ be a set of representatives of the $G$-orbits of $I$, and let $G_{i_j}$ be the isotropy groups. Then, the projection $E \to E_{i_1} \oplus \cdots \oplus E_{i_k}$ induces an isomorphism

$$E^G \cong E_{i_1}^G \oplus \cdots \oplus E_{i_k}^G.$$  

Its inverse $E_{i_1}^G \oplus \cdots \oplus E_{i_k}^G \to E^G$ is given by

$$(s_1, \ldots, s_k) \mapsto \sum_{g \in G} g \cdot t_i \left( \frac{s_1}{|G_{i_1}|}, \ldots, \frac{s_k}{|G_{i_k}|} \right) = \sum_{j=1}^k \sum_{[g] \in G/G_{i_j}} g \cdot t_j(s_j)$$

where $t_i: E_{i_1} \oplus \cdots \oplus E_{i_k} \to E$ and $t_j: E_{i_j} \to E$ are the inclusions of the direct summands. Note that we can apply this to the special case $M = \text{Spec} \mathbb{C}$ where $G$-equivariant sheaves are the same as $G$-representations. This will be used later to compute equivariant extension groups.

If $G$ acts transitively on $I$, we have $E \cong \text{Ind}_{G_{i_j}}^G E_i$ for every $i \in I$. Hence, in this special case, (7) gives an isomorphism of functors

$$(\_)_G^G \text{Ind}_H^G \cong (\_)_H^H: \text{Coh}_H(M) \to \text{Coh}(M)$$

for every subgroup $H \subset G$.

Given an action of a finite group on a smooth variety $M$, we write $D_G(M) := D^b(\text{Coh}_G(M))$ for the bounded derived category of coherent $G$-equivariant sheaves on $G$. All of the functors discussed above can be derived to give functors between the equivariant derived categories. Note, however, that many of the functors, like Ind, Res, $(\_)_G^G$ and triv are already exact, so their derived versions are just given by term-wise application to complexes. For $E, F \in \text{Coh}_G(M)$, which we can regard as complexes concentrated in degree zero, we have

$$\text{Ext}_G^i(E, F) \cong \text{Hom}_{D_G(M)}(E, F).$$  

Accordingly, we also write $\text{Ext}_G^i(E^\bullet, F^\bullet) := \text{Hom}_{D_G(M)}(E^\bullet, F^\bullet)$ if $E^\bullet, F^\bullet \in D_G(M)$ are proper complexes.
3. Pull-back and Push-forward Along the Quotient Map

Throughout this section, let \( n \geq 2 \) be some fixed number. For this section, \( X \) can be any smooth curve and does not need to be projective. Let \( \pi: X^n \to X^{(n)} \) be the quotient morphism. For \( E \in \text{VB}(X) \), we will see that there is an \( \mathfrak{S}_n \)-equivariant vector bundle \( C(E) \in \text{VB}_{\mathfrak{S}_n}(X^n) \) with \( \pi^{\mathfrak{S}_n}_* C(E) \cong E^{[n]} \). We will also describe the pull-back \( \pi^* E^{[n]} \in \text{VB}_{\mathfrak{S}_n}(X^n) \).

Let \( \text{pr}_i: X^n \to X, (x_1, \ldots, x_n) \mapsto x_i \) be the projection to the \( i \)-th factor. We consider the functor
\[
C := \text{Ind}_{\mathfrak{S}_{n-1}}^{\mathfrak{S}_n} \circ \text{pr}_1^*: \text{VB}(X) \to \text{VB}_{\mathfrak{S}_n}(X^n).
\]

For this definition to make sense, we note that \( \text{pr}_1: X^n \to X \) is \( \mathfrak{S}_{n-1} \)-invariant, if we consider \( \mathfrak{S}_{n-1} \cong \mathfrak{S}_{[2,n]} \leq \mathfrak{S}_n \) as the subgroup of permutations which leave 1 fixed. That means that \( C(E) \cong \bigoplus_{i=1}^n \text{pr}_i^* E \) and the linearisation \( \lambda \) of \( C(E) \) has the property that for \( g \in \mathfrak{S}_n \) and \( i \in [n] \), we have \( \lambda_g(E_i) = g^* E_{g(i)} \). Furthermore, for a morphism \( \varphi: E \to F \) of vector bundles on \( X \), we have \( C(\varphi) = \oplus_i \text{pr}_i^* (\varphi): C(E) \to C(F) \). We can also describe the functor \( C \) as the equivariant Fourier–Mukai transform
\[
C \cong \text{FM}_{\text{Ind}_{\mathfrak{S}_{n-1}}^{\mathfrak{S}_n} \circ \text{pr}_1}: X \times X^n \to X \times X^{(n)},
\]
where \( D_i = \{(x; x_1, \ldots, x_n) \mid x = x_i\} \subset X \times X^n \).

**Proposition 3.1.** There is an isomorphism of functors \( (^{-}[n]) \cong \pi^{\mathfrak{S}_n}_* \circ C: D(X) \to D(X^{(n)}) \).

**Proof.** This should be well-known. For example, the case of line bundles is [Mat65, Prop. 1]. Anyway, let us do the proof as it is not long. We use the commutative diagram

\[
\begin{array}{ccc}
X^n & \xrightarrow{\pi} & X^{(n)} \\
\downarrow{\text{pr}_1} & & \downarrow{\text{pr}_{X^{(n)}}} \\
X \stackrel{\Xi = X \times X^{(n-1)}}{\underset{\text{pr}_X}{\xleftarrow{	ext{}}}} X \\
\end{array}
\]

Since \( q_1 \) is the \( \mathfrak{S}_{n-1} \)-quotient morphism, we get
\[
(^{-}[n]) \cong \text{pr}_{X^{(n)}}^* \circ \text{pr}_X^* \equiv \text{pr}_{X^{(n)}}^* \circ q_{1*} \circ \text{pr}_X^* \cong \left( ^{-}[n] \right) \pi_* \circ \pi_* \text{pr}_1^* \equiv \left( ^{-}[n] \right) \circ \text{Ind}_{\mathfrak{S}_{n-1}}^{\mathfrak{S}_n} \circ \pi_* \circ \text{pr}_1^* \equiv \pi^{\mathfrak{S}_n}_* \circ \text{Ind}_{\mathfrak{S}_{n-1}}^{\mathfrak{S}_n} \circ \pi_* \circ \text{pr}_1^* \equiv \pi^{\mathfrak{S}_n}_* \Xi.
\]

The functors in Proposition 3.1 restrict to the categories of vector bundles so that we get a natural isomorphism \( \pi^{\mathfrak{S}_n}_* \circ C \cong E^{[n]} \) for every \( E \in \text{VB}(X) \).

**Lemma 3.2.** We consider the reduced subscheme \( D \subset X \times X^n \) given by
\[
D = \bigsqcup_{i=1}^n D_i = \{(x; x_1, \ldots, x_n) \mid x = x_i \text{ for some } i \in [n]\}.
\]

Then, the following diagram is cartesian:
\[
\begin{array}{ccc}
D & \xrightarrow{\text{pr}_{X^n}} & X^n \\
\downarrow{\text{id}_X \times \pi} & & \downarrow{\pi} \\
\Xi = X \times X^{(n)} & \xrightarrow{\text{pr}_{X^{(n)}}} & X^{(n)}.
\end{array}
\]
Proof. Recall that $\Xi \cong X \times X^{(n-1)}$. As a subset of $X^n \subset X \times X^{(n-1)} \times X^n$, the fibre product $F := \Xi \times_{X^{[n]}} X^n$ is given by

$$F = \{ (x, x_2 + \cdots + x_n, y_1, \ldots, y_n) \mid x + x_2 + \cdots + x_n = y_1 + \cdots + y_n \}.$$ 

Since (10) is commutative, we get an induced map $D \to F$. Let us show that this is an isomorphism with inverse given by $\text{pr}_{X \times X^{[n]}F}$ where $\text{pr}_{X \times X^n} : X \times X^{(n-1)} \times X^n \to X \times X^n$ is the projection. It is easy to check that the composition of these morphisms in both directions equal the identities on $D$ and $F$, respectively, on $\mathbb{C}$-valued points. If both $D$ and $F$ are reduced, this implies that the compositions equal the identities.

The subscheme $D \subset X \times X^n$ is reduced by definition. As $\pi : X^n \to X^{(n)}$ is flat and finite, the fibre product $F$ is flat and finite over the smooth variety $\Xi \cong X \times X^{(n-1)}$, hence Cohen–Macaulay; see [Eis95, Exe. 18.17]. It follows that $F$ is reduced since it is generically reduced; see [Eis95, Exe. 18.9].

\[\square\]

Corollary 3.3. There is an isomorphism of functors $\pi^* \circ (\_)[n] \cong \text{FM}_{D^*} : D(X) \to D(X^{(n)})$.

Proof. This follows from base change along the diagram (10). \[\square\]

In order to describe the $\mathfrak{S}_n$-equivariant bundle $\pi^* E[n] \in \text{VB}_{\mathfrak{S}_n}(X^n)$ more concretely, we will define an $\mathfrak{S}_n$-equivariant complex $C^n_E$ concentrated in degrees $0, \ldots, n-1$ as follows. We start by setting $C^n_E := C(E)$. For $2 \leq k \leq n$, we consider the embedding

$$\iota_{[k]}: X \times X^{n-k} \hookrightarrow X^n, \quad \iota(x, x_1, \ldots, x_{n-k}) = (x, \overbrace{x, x_1, \ldots, x_1}^{k\text{-times}}, \ldots, x_{n-k}).$$

We note that $\iota_{[k]}(E \boxtimes \mathcal{O}_{X^{n-k}})$ carries a natural $\mathfrak{S}_k \times \mathfrak{S}_{n-k}$-linearisation where we consider $\mathfrak{S}_k \times \mathfrak{S}_{n-k} \cong \mathfrak{S}_{[k]} \times \mathfrak{S}_{[k+1, n]} \leq \mathfrak{S}_n$ as the subgroup of permutations which fix the two blocks $[k]$ and $[k + 1, n]$. We define

$$C^{k-1}_E := \text{Ind}_{\mathfrak{S}_k \times \mathfrak{S}_{n-k}} \iota_{[k]*}(\pi \boxtimes a_k) \boxtimes \mathcal{O}_{X^{n-k}}$$

where $a_k$ is the sign representation of $\mathfrak{S}_k$. In order to give a more concrete description of $C^{k-1}_E$, for $I \subset [n]$ with $|I| = k$, we set $\iota_I = g \circ \iota_{[k]} : X \times X^{n-k}$ where $g \in \mathcal{S}_n$ is a permutation with $g([k]) = I$ such that $g([n] \setminus I)$ is increasing. The image of $\iota_I$ is the $I$-th partial diagonal $\Delta_I = \{(x_1, \ldots, x_n) \in X^n \mid x_i = x_j \forall i, j \in I\}$. We then have

$$C^{k-1}_E = \bigoplus_{I \subset [n]}, |I| = k E_I, \quad E_I := \iota_I*(E \boxtimes \mathcal{O}_X),$$

and its linearisation $\lambda$ satisfies $\lambda g(E_I) = E_{g(I)}$ for $g \in \mathfrak{S}_n$, and $\lambda_{h|E_I}$ is multiplication by $\text{sgn}(h)$ for $h \in \mathfrak{S}_I \leq \mathfrak{S}_n$.

Finally, we define differentials $d^p : C^p_E \to C^{p+1}_E$ by

$$(d^p(s))_I := \sum_{i \in I} (-1)^{|\{j \in I \mid j < i\}|} s_{I \setminus \{i\}}.$$

Here, for a local section $s \in C^p_E$, we denote its component in $E_J$ by $s_J$. For $p = 0$, we make sense of (12) by setting $E_{\{j\}} := \text{pr}_j^* E$.

Proposition 3.4. Let $E \in \text{VB}(X)$, and let $\varepsilon := \varepsilon_E^0 : \pi^* \pi_{\mathfrak{S}_n}^* C^0_E \to C^0_E$ be the counit of the adjunction $\pi^* \dashv \pi_{\mathfrak{S}_n}^*$. Then, the following $\mathfrak{S}_n$-equivariant sequence is exact:

$$0 \to \pi^* \pi_{\mathfrak{S}_n}^* C^0_E \xrightarrow{\varepsilon} C^0_E \xrightarrow{d^0} C^1_E \xrightarrow{d^1} \cdots \xrightarrow{d^{n-1}} C^{n-1}_E \to 0.$$
In particular, there is an isomorphism $\pi^* E^{[n]} \cong C^*_E$ in $D_{\mathcal{E}_n}(X^n)$.

**Proof.** For $I \subset [n]$, we set $D_I := \cap_{i \in I} D_i$. Since the irreducible components $D_i$ of $D$ intersect transversely, we get an $\mathcal{E}_n$-equivariant resolution

$$(13) \quad 0 \to \mathcal{O}_D \to \bigoplus_{i=1}^{n} \mathcal{O}_{D_i} \to \bigoplus_{|I|=2} \mathcal{O}_{D_I} \to \cdots \to \mathcal{O}_{D_{[n]}} \to 0$$

of $\mathcal{O}_D$ with the differentials and the $\mathcal{E}_n$-linearisations analogous to those of $C^*_E$. This is exactly as in the surface case, where details can be found in [Sca09a, Rem. 2.2.1]. We have

$$\text{FM}_{\Phi_{[I]} = O_D} (E) \cong C^p_E.$$ 

Hence, (13) induces a short exact sequence

$$(14) \quad 0 \to \text{FM}_{\mathcal{O}_D} (E) \to C^0_E \to C_E \to \cdots \to C^{n-1}_E \to 0.$$ 

This is also exactly as in the surface case; see [Sca09a, Thm. 2.2.3] or [Sca09b, Thm. 16] or [Kru18, Rem. 2.10] for details.

By Proposition 3.1 and Lemma 3.2, we have an isomorphism $\text{FM}_{\mathcal{O}_D} (E) \cong \pi^* \pi^* \mathcal{E}_n C^0_E$. So it is left to show that, under this isomorphism, the first map in (14) agrees, up to a scalar multiple, with the counit of adjunction $\varepsilon$. Note that both functors, $\pi^* \mathcal{E}_n$ and $\pi^*$, are Fourier–Mukai transforms. Hence, by [CW10, App. A], the counit $\pi^* \circ \pi^* \mathcal{E}_n \to \text{id}_{D_{\mathcal{E}_n}} (X^n)$ is induced by a map between the Fourier–Mukai kernels. Hence, after precomposition by the functor $C = \text{FM}_{\mathcal{O}_D}$, the counit $\varepsilon : \pi^* \circ \pi^* \mathcal{E}_n \circ C \to C$ is still induced by some $\mathcal{E}_n$-equivariant map $\mathcal{O}_D \to \bigoplus_{i=1}^{n} \mathcal{O}_{D_i}$ between the Fourier–Mukai kernels. However, one easily checks that, up to scalar multiples, the only $\mathcal{E}_n$-equivariant map $\mathcal{O}_D \to \bigoplus_{i=1}^{n} \mathcal{O}_{D_i}$ is the natural injection given by the restriction map to every component. This is the same as the the first map in (13) and hence it induces the first map of (14).

The quasi-isomorphism $\pi^* E^{[n]} \cong C^*_E$ now comes from the isomorphism $\pi^* E^{[n]} \cong \pi^* \pi^* \mathcal{E}_n C^0_E$, see Proposition 3.1, together with the fact, which we just proved, that $C^*_E$ is an equivariant resolution of $\pi^* \pi^* \mathcal{E}_n C^0_E$.

**Remark 3.5.** The results of this subsection are analogous to the surface case. For $S$ a smooth quasi-projective surface, tautological bundles on the Hilbert scheme $S^{[n]}$ of points on the surface are still defined by means of the Fourier–Mukai transform along the universal family. A crucial difference is that, in the surface case, the Hilbert–Chow morphism $\mu : S^{[n]} \to S^{(n)}$ from the Hilbert scheme of point to the symmetric product is *not* an isomorphism. However, one can consider the commutative diagram

$$(15) \quad I^n S \xrightarrow{p} S^n \quad \quad q \downarrow \quad \quad \pi \downarrow \quad \quad S^{[n]} \xrightarrow{\mu} S^{(n)},$$

where $I^n S := (S^n \times_{S^{(n)}} S^{[n]})_{\text{red}}$. Then, instead of the pull-back and push forward along $\pi$, one considers the derived McKay correspondences

$$\Phi := Rp_* \circ q^* : D(S^n) \to D_{\mathcal{E}_n} (S^n), \quad \Psi := q^* \mathcal{E}_n \circ Lp^* : D_{\mathcal{E}_n} (S^n) \to D(S^n).$$

For $E \in \mathbb{VB}(S)$, the equivariant bundle $C(E) = C^* E$ and the complex $C^*_E$ can then be defined in the exact same way as in the curve case above, and we have $\Psi(C(E)) \cong E^{[n]}$ and $\Phi(E^{[n]}) \cong C^*_E$; see [Sca09a, Sca09b, Kru18]. The proofs we did in this section are very similar to the proofs
in [Sca09a, Sca09b, Kru18], with the main difference being that some steps become easier in the curve case because the diagram (15) collapses in the sense that the left and right side are identified. Instead of reproducing the proofs in the curve case, one can also deduce them from the surface case by a base change argument. However, we needed to go through parts of the argument again, since the statement that the augmentation map in Proposition 3.4 is given by the count of adjunction does not appear in any of the references on the surface case. We need that statement for the proof of Proposition 4.1 below.

While some things become easier in the curve case due to the isomorphism \( X^{[n]} \cong X^{(n)} \), we will see that the description of the extension groups of tautological bundles becomes actually more complicated in the curve case compared to the surface case. In the surface case, we have the simple formula

\[
\Ext^*_{S^{[n]}}(E^{[n]}, F^{[n]}) \cong \Ext^*(E, F) \otimes S^{n-1} \H^*(\mathcal{O}_X) \oplus \H^*(E^\vee) \otimes H^*(E) \otimes S^{n-2} \H^*(\mathcal{O}_X) ;
\]

see [Kru14, Kru18]. In the curve case, the extension groups \( \Ext^*(E^{[n]}, F^{[n]}) \) depend on more input data than just \( \Ext^*(E, F) \) like certain Koszul cohomology groups. The reason for the complications in the curve case is that, while the functors \( \Phi \) and \( \Psi \) in the surface case are identified. Instead of reproducing the proofs in the curve case, one can also deduce them from the curve case because the diagram (17) is not).

Remark 3.6. Another result in [Kru18] is the formula \( \Phi(W^k(L)) \cong \wedge^k L^{[n]} \), for every \( L \in \text{Pic} S \), where \( W^k(L) = \text{Ind}^S_n \times \text{Ind}^S_n \left( (L^{\otimes k} \otimes a_k) \otimes \mathcal{O}_{S}^{\otimes n-k} \right) \). Also this has an analogue in the curve case:

\[
\pi^{S,n}_{*} W^k(L) \cong \wedge^k L^{[n]} \quad \text{for } L \in \text{Pic} X.
\]

Again, one can either deduce this from the surface case by a base change argument, or imitate the proof from the surface case. The \( k = n \) case of (16) can also be found in [She19, Prop. 3.2]. By (16) and (9), we get the formula

\[
H^*(\wedge^k L^{[n]}) \cong H^*_S (W^k L) \cong H^*_S \left( (L^{\otimes k} \otimes a_k) \otimes \mathcal{O}_S^{\otimes n-k} \right) \cong \wedge^k H^*(L) \otimes S^{n-k} H^*(\mathcal{O}_X).
\]

For the details of the computation behind the last two isomorphisms; see the proof of [Kru18, Prop. 4.1], or see the proof of Lemma 4.3 below for a similar computation.

4. Extension groups of tautological bundles

In this section, let \( E, F \in \text{VB}(X) \) be two vector bundles on a smooth projective curve \( X \).

Proposition 4.1. There is a natural isomorphism

\[
\alpha: \Ext^*_S \left( C^*_E, C^*_F \right) \xrightarrow{\cong} \Ext^*(E^{[n]}, F^{[n]})
\]

such that the following diagram commutes:

\[
\begin{array}{ccc}
\Ext^*_S \left( C^0_E, C^0_F \right) & \xrightarrow{\pi^{S,n}} & \Ext^*(\pi^{S,n} C^0_E, \pi^{S,n} C^0_F) \\
\downarrow^{\tau^*} & & \downarrow^{\beta} \\
\Ext^*_S \left( C^0_E, C^0_F \right) & \xrightarrow{\alpha} & \Ext^*(E^{[n]}, F^{[n]})
\end{array}
\]

(17)

Here, \( \tau: C^*_E \to C^0_E \) is the truncation map, and \( \beta = \beta^{-1}_F \circ \beta_E \) where \( \beta: (\_)^{[n]} \xrightarrow{\cong} \pi^{S,n} \circ C \) is the isomorphism of functors of Proposition 3.1.
Proposition 3.4, the counit of adjunction \( \varepsilon \circ \pi_* : \pi_* \xi^* \xi \rightarrow \mathcal{C}_E \rightarrow \mathcal{C}_n \). We define the isomorphism \( \alpha \) as the composition

\[
\begin{align*}
\text{Ext}_{\mathcal{G}_n}(\mathcal{C}_E, \mathcal{C}_F) \xrightarrow{\varepsilon^*} \text{Ext}_{\mathcal{G}_n}(\pi_* \pi_* \xi^* \xi \mathcal{C}_E, \mathcal{C}_F) \xrightarrow{\pi_* \pi_* \xi^* \xi} \text{Ext}(\pi_* \xi^* \xi \mathcal{C}_E, \pi_* \pi_* \xi^* \xi \mathcal{C}_F) \xrightarrow{(\eta \pi_* \xi^* \xi)^*} \text{Ext}(\pi_* \xi^* \xi \mathcal{C}_E, \pi_* \pi_* \xi^* \xi \mathcal{C}_F) \xrightarrow{\beta} \text{Ext}(\mathcal{E}_{[n]}, \mathcal{E}_{[n]})
\end{align*}
\]

where \( \eta \): \( \text{id}_{D(X^n)} \rightarrow \pi_* \xi^* \xi \pi_* \) is the unit of adjunction. The first map of this composition is an isomorphism since \( \varepsilon \) is an adjunction isomorphism. The last map is an isomorphism since \( \beta \) is an isomorphism. The middle part \( \eta \circ \pi_* \xi^* \xi \pi_* \) is the standard adjunction isomorphism. Hence, \( \alpha \) is indeed an isomorphism.

The commutativity of the diagram (17) now follows from the identity \( \tau \circ \varepsilon = \varepsilon \mathcal{C}_E \) and the general unit-counit identity \( (\eta \pi_* \xi^* \xi \circ (\pi_* \xi^* \xi \eta)) \cong \text{id}_{\pi_* \xi^* \xi} \).

\[\square\]

Proposition 4.2. There is a spectral sequence

\[
\mathbb{E}_{p,q}^1 = \text{Ext}_{\mathcal{G}_n}(\mathcal{C}_E^p, \mathcal{C}_F^q) \implies \mathbb{E}^{p+q} = \text{Ext}(\mathcal{E}_{[n]}, \mathcal{E}_{[n]})
\]

concentrated in the second quadrant. The differentials on the 1-level are given by

\[
(d_{p+q}^p)_{E_{p+q-1}}^{\mathcal{G}_n} : \mathbb{E}_{p+q-1}^1 \rightarrow \mathbb{E}_{p+q}^1 = \text{Ext}_{\mathcal{G}_n}(\mathcal{C}_E^{p+1}, \mathcal{C}_F^q) \rightarrow \mathbb{E}_{p,q}^1 = \text{Ext}_{\mathcal{G}_n}(\mathcal{C}_E^p, \mathcal{C}_F^q)
\]

where \( d_{p+q}^p : \mathcal{C}_E^p \rightarrow \mathcal{C}_E^{p+1} \) is the differential of the complex \( \mathcal{C}_E^* \) as defined in (12). The edge morphisms of the spectral sequence

\[
\text{Ext}(\mathcal{C}_E^0, \mathcal{C}_F^0) = \mathbb{E}_{0,q}^1 \rightarrow \mathbb{E}_{0,q}^\infty \rightarrow \mathbb{E}^q \cong \text{Ext}(\mathcal{E}_{[n]}, \mathcal{E}_{[n]})
\]

are given by \( \beta \circ \pi_* \xi^* \xi \).

Proof. There is the hyperexact spectral sequence

\[
\mathbb{E}^1_{p,q} = \text{Ext}_{\mathcal{G}_n}(\mathcal{C}_E^p, \mathcal{C}_F^q) \implies \mathbb{E}^{p+q} = \text{Ext}(\mathcal{C}_E^*, \mathcal{C}_F^*),
\]

whose edge morphisms are given by \( \tau^* : \text{Ext}_{\mathcal{G}_n}(\mathcal{C}_E^0, \mathcal{C}_F^0) \rightarrow \text{Ext}(\mathcal{C}_E^*, \mathcal{C}_F^*) \). It is constructed as the spectral sequence associated to the double complex \( \text{Hom}(\mathcal{C}_E^*, \mathcal{C}_F^*) \) by taking some injective \( \mathcal{G}_n \)-equivariant resolution \( \mathcal{E}^* \) of \( \mathcal{C}_E^0 \).

Now, we replace \( \mathbb{E}^{p+q} = \text{Ext}(\mathcal{C}_E^*, \mathcal{C}_F^*) \) by \( \mathbb{E}^{p+q} = \text{Ext}(\mathcal{E}_{[n]}, \mathcal{E}_{[n]}) \) using the isomorphism \( \alpha \). Then, by Proposition 4.1, the edge morphisms are of the desired form. \[\square\]

4.1. A closer look at the terms of the spectral sequence. We now express the terms of the spectral sequence \( \mathbb{E}^1_{p,q} = \text{Ext}_{\mathcal{G}_n}(\mathcal{C}_E^p, \mathcal{C}_F^q) \) as products and sums of extension spaces of bundles on the curve \( X \). We will first compute \( \mathbb{E}^1_{p,q} \) and then apply Serre duality to get a formula for \( \mathbb{E}^1_{p,q} \).

The \( \mathcal{G}_n \)-action on \( X^n \) induces, by pull-back of \( n \)-forms, a \( \mathcal{G}_n \)-linearisation on the canonical bundle \( \omega_X \). We denote the canonical bundle equipped with this linearisation by \( \omega[X^n/\mathcal{G}_n] \).

This notation comes from the fact that it is the canonical line bundle of the associated quotient stack. Under the isomorphism \( \omega_X \cong \omega^{\mathcal{G}_n} \), the above linearisation differs from the one which permutes the box-factors by the sign-representation. In other words, \( \omega[X^n/\mathcal{G}_n] \cong \omega_X^{\mathcal{G}_n} \otimes \mathfrak{a}_n \); see [KS15, Lem. 5.10].
Lemma 4.3. For every $p = 0, \ldots, n - 1$, there are natural isomorphisms

\[ \text{Ext}^*_\mathfrak{S}_n(C^0_F, C^0_F)[n] \cong \text{Ext}^*_\mathfrak{S}_n(C^0_F, C^p_E \otimes \omega_X^{\otimes n} \otimes a_n) \cong \left( \text{Ext}^*(F, E \otimes \omega_X^{p+1}) \otimes \wedge^{n-p-1} H^*(\omega_X) \right) \oplus \left( \text{Ext}^*(F, \omega_X) \otimes H^*(E \otimes \omega_X^{p+1}) \otimes \wedge^{n-p-2} H^*(\omega_X) \right). \]

In the case $p = n - 1$, the second summand vanishes.

Proof. The first isomorphism is equivariant Serre duality; see e.g. [BKR01, Sect. 4.3]. Looking at the definition of the terms of the complex $C^*_E$ in Section 3, we have

\[ \text{Ext}^*(C^0_F, C^p_E \otimes \omega_X^{\otimes n} \otimes a_n) \cong \bigoplus_{I \subseteq [n], |I| = p+1} \text{Ext}^*(pr^*_i F, E_I \otimes a_I \otimes \omega_X^{\otimes n} \otimes a_n). \]

The $\mathfrak{S}_n$-action on the Ext-space induced by the linearisations of $C^0_F$ and $C^p_E$ has the property that $g \in \mathfrak{S}_n$ maps the direct summand indexed by $(i, I)$ to the one indexed by $(g(i), g(I))$. Hence, the action on the index set of the direct sum (32) has two orbits, represented by $(1, [p+1])$ and $(1, [2, p+2])$ (except in the case $p = n - 1$ where the second orbit does not exist). The stabilisers of these two representatives are

\[ G_1 := \mathfrak{S}_{[2,p+1]} \times \mathfrak{S}_{[p+2,n]}, \quad G_2 := \mathfrak{S}_{[2,p+2]} \times \mathfrak{S}_{[p+3,n]}. \]

Hence, by (7), the $\mathfrak{S}_n$-invariants of (32) are computed as

\[ \text{Ext}^*(pr^*_i F, E_{[p+1]} \otimes a_{[p+1]} \otimes \omega_X^{\otimes n} \otimes a_n)_{G_1} \cong \bigoplus \text{Ext}^*(pr^*_i F, E_{[2,p+2]} \otimes a_{[2,p+2]} \otimes \omega_X^{\otimes n} \otimes a_n)_{G_2}. \]

To compute the first direct summand, we note that

\[ \text{Hom}(pr^*_i F, E_{[p+1]} \otimes a_{[p+1]} \otimes \omega_X^{\otimes n} \otimes a_n) \cong \text{Hom}(F, E \otimes \omega_X^{p+1})_{[p+1]} \boxtimes \omega_X^{\otimes n-p-1} \otimes a_{[p+1,n]}; \]

compare (11) for the notation used. As the $\mathfrak{S}_{[p+1]}$-action on $\text{Hom}(F, E \otimes \omega_X^{p+1})_{[p+1]}$ is trivial,

\[ \text{Ext}^*(pr^*_i F, E_{[p+1]} \otimes a_{[p+1]} \otimes \omega_X^{\otimes n} \otimes a_n)^{G_1} \cong \text{H}^*(\text{Hom}(F, E \otimes \omega_X^{p+1})_{[p+1]} \boxtimes \omega_X^{\otimes n-p-1} \otimes a_{[p+1,n]})^{G_{[p+2,n]}} \cong \text{Ext}^*(F, E \otimes \omega_X^{p+1}) \otimes \wedge^{n-p-1} H^*(\omega_X) \]

where the last isomorphism is due to the Künneth formula. Similarly, the second direct summand of (24) is computed as

\[ \text{Ext}^*(pr^*_i F, E_{[2,p+2]} \otimes a_{[2,p+2]} \otimes \omega_X^{\otimes n} \otimes a_n)^{G_2} \cong \text{H}^*(\text{Hom}(F, \omega_X) \boxtimes (E \otimes \omega_X^{p+1})_{[2,p+2]} \boxtimes \omega_X^{\otimes n-p-2} \otimes a_{[p+3,n]})^{G_{[p+3,n]}} \cong \text{Ext}^*(F, \omega_X) \otimes H^*(E \otimes \omega_X^{p+1}) \otimes \wedge^{n-p-2} H^*(\omega_X). \]

Lemma 4.4. For $p = 0, \ldots, n - 1$, we have

\[ \text{Ext}^*_\mathfrak{S}_n(C^p_F, C^0_F)[p] \cong \left( \text{Ext}^*(E, F \otimes \omega_X^{-p}) \otimes S^{n-p-1} H^*(O_X) \right) \oplus \left( \text{Ext}^*(E, \omega_X^{-p}) \otimes H^*(F) \otimes S^{n-p-2} H^*(O_X) \right). \]

In the case $p = n - 1$, the second summand vanishes.
Lemma 4.3. The map 
Lemma 4.4. We have 
Lemma 4.5. Under the isomorphisms of Lemma 4.3, the map 
\[(d^p_{E*}) s : \text{Ext}_{S_n}^*(C^0_F, C^p_E \otimes \omega_X^{\otimes n} \otimes a_n) \to \text{Ext}_{S_n}^*(C^p_F, C^{p+1}_E \otimes \omega_X^{\otimes n} \otimes a_n)\]
is given by \([A \quad B] \quad 0 \quad D\) where 
\[A : \text{Ext}^*(F, E \otimes \omega_X^{p+1}) \otimes \land^{n-p-1} H^*(\omega_X) \to \text{Ext}^*(F, E \otimes \omega_X^{p+2}) \otimes \land^{n-p-2} H^*(\omega_X)\]
\[\varphi \otimes (t_{p+2} \land \cdots \land t_n) \mapsto \frac{-(p+1)}{n-p-1} \sum_{i=p+2}^n (-1)^{\alpha_i} (\varphi \cup t_i) \otimes (t_{p+2} \land \cdots \land \hat{t}_i \land \cdots \land t_n)\]
with \(\alpha_i := i + \sum_{j=p+2}^{i-1} \deg(t_j) \deg(t_i)\),
\[B : \text{Ext}^*(F, E) \otimes H^*(E \otimes \omega_X^{p+1}) \otimes \land^{n-p-2} H^*(\omega_X) \to \text{Ext}^*(F, E \otimes \omega_X^{p+2}) \otimes \land^{n-p-2} H^*(\omega_X)\]
\[\vartheta \otimes s \otimes (t_{p+3} \land \cdots \land t_n) \mapsto (\vartheta \cup s) \otimes (t_{p+3} \land \cdots \land t_n),\]
\[D : \text{Ext}^*(F, \omega_X) \otimes H^*(E \otimes \omega_X^{p+1}) \otimes \land^{n-p-2} H^*(\omega_X) \to \text{Ext}^*(F, \omega_X) \otimes H^*(E \otimes \omega_X^{p+2}) \otimes \land^{n-p-2} H^*(\omega_X)\]
\[\vartheta \otimes s \otimes (t_{p+3} \land \cdots \land t_n) \mapsto \frac{-(p+2)}{n-p-2} \sum_{i=p+3}^n (-1)^{\beta_i} (\vartheta \cup s) \otimes (t_{p+3} \land \cdots \land \hat{t}_i \land \cdots \land t_n)\]
with \(\beta_i := i + \sum_{j=p+2}^{i-1} \deg(t_j) \deg(t_i)\). The second summand of \(\text{Ext}_{S_n}^*(C^0_F, C^{p+1}_E \otimes \omega_X^{\otimes n} \otimes a_n)\) vanishes for \(p = n-2\), so does the map \(D\).

Proof. For \(i \in [n]\) and \(I \subset [n]\), we set 
\[M_{i,I} := \text{Ext}^*(p^*_i F, E \otimes \omega_X^{\otimes n} \otimes a_{[n]} \mid I), \quad M := \text{Ext}_{S_n}^*(C^0_F, C^p_E \otimes \omega_X^{\otimes n} \otimes a_n) = \bigoplus_{|I| = p+1} M_{i,I}\]
\[N := \text{Ext}_{S_n}^*(C^p_F, C^{p+1}_E \otimes \omega_X^{\otimes n} \otimes a_n) = \bigoplus_{|J| = p+2} M_{j,J}.\]
We write \(f := d^p_{E*} : M \to N\) and denote its components by \(f_{(i,I),(j,J)} : M_{i,I} \to M_{j,J}\). Note that, by (12),
\[(20) \quad f_{(i,I),(j,J)} = 0 \quad \text{unless} \quad i = j \quad \text{and} \quad I \subset J.\]
As we already observed in the proof of Lemma 4.4, the group \(G := S_n\) acts on \(M\), by conjugation by the \(G\)-linearisations of the \(C^*_E\), and this action satisfies \(g \cdot M_{i,I} = M_{g(i),g(I)}\) for every \(g \in G\). Hence, (7) gives isomorphisms
\[M_{S_n} \cong M_{G^1([1,p+1])}^{G_1([1,p+1])} \oplus M_{G^2([1,2,p-2])}^{G_2([1,2,p-2])} \quad \text{and} \quad N_{S_n} \cong M_{G^3([1,p+2])}^{G_3([1,p+2])} \oplus M_{G^4([1,2,p-3])}^{G_4([1,2,p-3])}.\]
Under these isomorphisms, the map \( f^\mathfrak{S}_n \) is given by

\[
(A \quad B) : M^{G(1, [p+1])}_{(1, [p+1])} \oplus M^{G(1, [2, p+2])}_{(1, [2, p+2])} \to M^{G(1, [p+2])}_{(1, [p+2])} \oplus M^{G(1, [2, p+3])}_{(1, [2, p+3])}
\]

where (compare (8) or [Sca09a, App. A])

\[
A(x) = \sum_{[g] \in \mathfrak{S}_n / G(1, [p+1])} f_g((1, [p+1]), (1, [p+2]))(gx), \quad B(y) = \sum_{[g] \in \mathfrak{S}_n / G(1, [2, p+2])} f_g((1, [2, p+2]), (1, [p+2]))(gy)
\]

\[
C(x) = \sum_{[g] \in \mathfrak{S}_n / G(1, [p+1])} f_g((1, [p+1]), (1, [2, p+3]))(gx), \quad D(y) = \sum_{[g] \in \mathfrak{S}_n / G(1, [2, p+2])} f_g((1, [2, p+2]), (1, [2, p+3]))(gy).
\]

It follows from (20) that all the summands of \( C \) vanish. We now compute \( A \) in detail, and leave the analogous computation of \( B \) and \( D \) to the reader. By (20), the only non-vanishing summands of \( A \) are the maps \( f_g((1, [p+1]), (1, [p+2])) \) with \( g((1, [p+1]) = (1, [p+2] \setminus \{k\}) \) for \( k = 2, \ldots, p+2 \). For \( [g] \in \mathfrak{S}_n / G(1, [p+1]) \) with \( g((1, [p+1]) = (1, [p+2] \setminus \{k\}) \), a representative of \( [g] \) with \( g|_{[p+3,n]} = \text{id}_{[p+3,n]} \), hence \( g \in \mathfrak{S}_{[2, p+2]} \), can be chosen. Since the \( \mathfrak{S}_{[2, p+2]} \)-action on \( M((1, [p+2]) \) is trivial, the \( \mathfrak{S}_n \)-equivariance of \( f \) gives

\[
A(x) = \sum_{[g] \in \mathfrak{S}_n / G(1, [p+1])} f_g((1, [p+1]), (1, [p+2]))(gy) = \sum_{[g] \in \mathfrak{S}_n / G(1, [p+1])} g f((1, [p+1]), (1, [p+2]))(y) = (p+1) f((1, [p+1]), (1, [p+2]))(y).
\]

Now, we recall from the proof of Lemma 4.3 that

\[
M^{G(1, [p+1])}_{(1, [p+1])} = \text{Ext}^*(\text{pr}_1^* F, E_{[p+1]} \otimes \omega^\mathfrak{S}_n \otimes \mathfrak{a}_{[p+2,n]}^n) \mathfrak{S}_{[2, p+1]} \times \mathfrak{S}_{[p+2,n]}
\]

\[
\cong \text{Ext}^*(F, E \otimes \omega^{p+1}) \otimes (H^*(\omega) \otimes \mathfrak{a}_{p+1} \otimes \mathfrak{a}_{p+1} \otimes \mathfrak{a}_{p+1}) \mathfrak{S}_n.
\]

Under the last isomorphism, \( \varphi \otimes (t_{p+2} \wedge \cdots \wedge t_n) \) corresponds to

\[
\frac{1}{(n-p-1)!} \sum_{\sigma \in \mathfrak{S}_{[p+2,n]}} \text{sgn}(\sigma) \varphi \otimes \sigma (t_{p+2} \otimes \cdots \otimes t_n)
\]

where \( \sigma(t_{p+2} \otimes \cdots \otimes t_n) \) is given by permuting the factors with an additional sign whenever to odd degree elements switch places, i.e. it is the action on the tensor power of the graded vector space \( H^*(\omega) \) as described in Subsection 2.2.

For a fixed \( i \in [p+2, n] \), every \( \sigma \in \mathfrak{S}_{[p+2,n]} \) with \( \sigma(i) = p+2 \) can be written in the form \( \sigma = \tau \circ (p+2, p+3, \ldots, i) \) for a unique \( \tau \in \mathfrak{S}_{[p+3,n]} \). Then,

\[
\sigma(t_{p+2} \otimes \cdots \otimes t_n) = (-1)^{\sum_{i=p+2}^{p+2} \text{deg}(t_i) \text{deg}(t_i)} t_i \otimes \tau(t_{p+2} \otimes \cdots \otimes \widehat{t}_i \otimes \cdots \otimes t_n)
\]

and \( \text{sgn}(\sigma) = (-1)^{i-p-2} \text{sgn}(\tau) \). Hence, \((n-p-1)!\) times (23) can be rewritten as

\[
\sum_{i=p+2, \tau \in \mathfrak{S}_{[p+3,n]}} (\tau(t_{p+2} \otimes \cdots \otimes t_i \otimes \cdots \otimes t_n))\text{sgn}(\tau) \varphi \otimes \tau(t_{p+2} \otimes \cdots \otimes \widehat{t}_i \otimes \cdots \otimes t_n)
\]

Since \( f((1, [p+1]), (1, [p+2])) \) is \((-1)^{p+1}\) times the restriction map, see (12), we have

\[
f((1, [p+1]), (1, [p+2]))(\varphi \otimes t_i \otimes \tau(t_{p+2} \otimes \cdots \otimes \widehat{t}_i \otimes \cdots \otimes t_n)) = (-1)^{p+1}(\varphi \cup t_i) \otimes \tau(t_{p+2} \otimes \cdots \otimes \widehat{t}_i \otimes \cdots \otimes t_n).
\]
Hence, applying $f_{(1,[p+1]),(1,[p+2])}$ to (23) gives

$$\frac{(-1)^{p+1}}{(n-p-1)!} \sum_{i=p+2}^n \sum_{\tau \in \mathfrak{S}_{[p+2],n}} (-1)^{i-p-2+\sum_{j=p+2}^{i-1} \deg(t_j) \deg(t_i)} \text{sgn}(\tau)(\varphi \cup t_i) \otimes (t_{p+2} \otimes \cdots \hat{t}_i \otimes \cdots \otimes t_n).$$

Noting that $\frac{1}{(n-p-1)!} = \frac{1}{n-p-1} \cdot \frac{1}{(n-p-2)!}$, we see that the above corresponds to

$$\frac{-1}{(n-p-1)} \sum_{i=p+2}^n (-1)^{i+\sum_{j=p+2}^{i-1} \deg(t_j) \deg(t_i)} (\varphi \cup t_i) \otimes (t_{p+2} \wedge \cdots \wedge \hat{t}_i \wedge \cdots \wedge t_n).$$

under the analogue of the isomorphism (22) for $M_{i,[p+2]}$. Combining this with (21) gives the assertion. \qed

4.3. The functor $C$ on the level of Ext.

**Lemma 4.6.** Under the isomorphism

$$\Ext^*_n(C(E), C(F)) = \Ext^*_n(C^0_E, C^0_F) \cong \Ext^*(E, F) \otimes S^{n-1} H^*(O) \oplus H^*(E^v) \otimes H^*(F) \otimes S^{n-2} H^*(O)$$

of *Lemma 4.4*, the map $C: \Ext^*(E, F) \to \Ext^*(C(E), C(F))$ is given by

$$C(\varphi) = (\varphi \otimes \id^{n-1}, 0).$$

*Proof.* A class $\varphi \in \Ext^i(E, F)$ corresponds to a morphism $E \to F[i]$ in $\mathcal{D}(X)$. We have $C(\varphi) = \bigoplus_{i=1}^n \pr_i^* \varphi: C(E) = \bigoplus_i \pr_i^* E \to C(F)[i] = \bigoplus_i \pr_i^* F[i]$. Now, we just need to follow the element $C(\varphi)$ through the isomorphism (7) and the Künneth isomorphism

$$\Ext^*_n(C(E), C(F)) \cong \Ext^*(\pr_1^* E, \pr_1^* F)^{\mathfrak{S}_{[2,n]}} \oplus \Ext^*(\pr_1^* E, \pr_2^* F)^{\mathfrak{S}_{[3,n]}}$$

$$\cong \left( \Ext^*(E, F) \otimes S^{n-1} H^*(O) \right) \oplus \left( H^*(E^v) \otimes H^*(F) \otimes S^{n-2} H^*(O) \right)$$

to get the assertion. \qed

**Remark 4.7.** By *Remark 2.2*, in order to prove Theorem 1.2 it suffices to prove the injectivity of $\bigcup\{1\}^n$: $\Ext^1(E, E) \to \Ext^1(E[n], E[n])$ for every stable bundle $E$ with $\mu(E) \notin [-1, n-1]$. For this, in turn, it suffices to prove that, for every $\varphi \in \Ext^1(E, E)$, the element $C(\varphi) = (\varphi \otimes \id^{n-1}, 0)$ does not vanish under the edge morphism

$$\Ext^1(C(E), C(E)) \cong E^1_{0,1} \to \infty \otimes E^q \cong \Ext^q(E[n], F[n])$$

In other words, we need that $C(\varphi) = (\varphi \otimes \id^{n-1}, 0)$ does not lie in the image of any of the differentials

$$E^1_{-1,1} \to E^1_{0,1}, \quad E^2_{-2,2} \to E^2_{0,1}, \quad E^3_{-3,3} \to E^3_{0,1}, \ldots.$$ 

The reason is that, up to the isomorphism $\bigcup\{1\}^n \cong \pi^\mathfrak{S}_n \circ C$, the edge morphism equals $\pi^\mathfrak{S}_n$; see *Proposition 4.2*.

5. The case of genus $g \geq 2$

In this section, let $X$ be a smooth projective curve of genus $g \geq 2$. We write $E$ for the $E = F$ case of the spectral sequence of *Proposition 4.2*.
5.1. Results for simple bundles.

**Lemma 5.1.** Let $E ∈ \text{VB}(X)$ be a simple vector bundle. Then for all $p = 1, \ldots, n − 1$, we have

$$\mathbb{E}^{1}_{-p,p} \simeq \text{Ext}^{p}_{\mathcal{S}_{n}}(C^{p}_{E}, C^{0}_{E}) = 0$$

**Proof.** By Lemma 4.4, we have

$$\text{Ext}^{p}_{\mathcal{S}_{n}}(C^{p}_{E}, C^{0}_{E}) \simeq \text{Hom}(E, E ⊗ \omega^{-p}_{X}) \oplus \left(\text{Hom}(E, \omega^{-p}_{X}) ⊗ H^{0}(E)\right).$$

(24)

Since $\omega^{-p}_{X} \subsetneq \mathcal{O}_{X}$ and $E ⊗ \omega^{-p}_{X} \subsetneq E$ are proper subbundles, non-vanishing of one of the two summands in (24) would yield an endomorphism of $E$ which is not just multiplication by a scalar. But we assumed $E$ to be simple. □

**Theorem 5.2.** Let $E ∈ \text{VB}(X)$ be a simple vector bundle. Then $E[n]$ is again simple for all $n ∈ \mathbb{N}$.

**Proof.** It follows from Lemma 5.1 that

$$\text{Hom}(E[n], E[n]) \simeq \mathbb{E}^{0} \simeq \mathbb{E}^{1}_{0,0} \simeq \text{Hom}(E^{0}_{E}, C^{0}_{E}) \simeq \text{Hom}(E, E) ⊕ \left(H^{0}(E^{\vee}) ⊗ H^{0}(E)\right).$$

The second summand vanishes. Otherwise, we would get an endomorphism of $E$ which is not just multiplication by a scalar. □

**Proposition 5.3.** Let $E \neq \mathcal{O}_{X}$ be a simple sheaf. Then the map $(_{\text{a}}[n]) : \text{Ext}^{1}(E, E) \to \text{Ext}^{1}(E[n], E[n])$ is injective for all $n ∈ \mathbb{N}$.

**Proof.** This follows from Lemma 5.1 together with Remark 4.7. □

As explained in Remark 2.2, this proves Theorem 1.2 for $g ≥ 2$.

5.2. Stable bundles of positive degree. In the following we will study the spectral sequence $\mathbb{E}$ of Proposition 4.2 in the special case that $g ≥ 2$ and $F = E \neq \mathcal{O}$ is a stable bundle. This will first be done for $\text{deg}(E) ≥ 0$ and later for $\text{deg}(E) < 0$. When we speak of two linear maps $f: A → B$ and $f': A' → B'$ being isomorphic, we mean that there are isomorphisms $A ≃ A'$ and $B ≃ B'$ which make the following diagram commutative:

$$\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\cong & \downarrow & \cong \\
A' & \xrightarrow{f'} & B'
\end{array}$$

(25)

The following lemma describes the leftmost non-vanishing differential in every line of the 1-level of the spectral sequence $\mathbb{E}$.

**Lemma 5.4.** Let $O_{X} \neq E ∈ \text{VB}(X)$ be a stable bundle with $\text{deg}(E) ≥ 0$. The dual of the differential $\mathbb{E}^{1}_{1,2} → \mathbb{E}^{0}_{0,2}$ is isomorphic to

$$\text{Hom}(E, E ⊗ \omega) ⊗ H^{0}(\omega) ⊕ \text{Hom}(E, \omega) ⊗ H^{0}(E ⊗ \omega) \to \text{Hom}(E, E ⊗ \omega^{2})$$

for $n = 2$.
Lemma 4.5, we have that 

\[ \bigwedge^2 H^0(\omega) \oplus \] 

\[
\begin{pmatrix}
0 & \bigoplus & 0 \\
\bigoplus & \bigoplus & \bigoplus & \bigoplus
\end{pmatrix}
\]

\[ \text{Hom}(E, E \otimes \omega) \otimes H^0(\omega) \oplus \text{Hom}(E, E \otimes \omega^2) \]

\[ \text{Hom}(E, \omega) \otimes H^0(E \otimes \omega) \oplus \text{Ext}^1(E, \omega) \otimes H^0(E \otimes \omega^2) \]

\[ \text{Ext}^1(E, \omega) \otimes H^0(E \otimes \omega) \otimes H^0(\omega) \]

for \( n \geq 3 \), where the various products of global sections are all denoted by the same symbol \( \bigoplus \).

For \( p = 1, \ldots, n - 3 \), the dual of the differential \( E^1_{-p-1,2+p} \rightarrow E^1_{-p,2+p} \) is isomorphic to

\[ \text{Hom}(E, E \otimes \omega^{p+1}) \otimes H^0(\omega) \]

\[ \bigoplus \]

\[
\begin{pmatrix}
0 & \bigoplus & 0 \\
\bigoplus & \bigoplus & \bigoplus & \bigoplus
\end{pmatrix}
\]

\[ \text{Ext}^1(E, \omega) \otimes H^0(E \otimes \omega^{p+1}) \otimes H^0(\omega) \rightarrow \text{Ext}^1(E, \omega) \otimes H^0(E \otimes \omega^{p+2}) \]

\[ \text{Hom}(E, \omega) \otimes H^0(E \otimes \omega^{p+1}) \]

\[ \text{Hom}(E, E \otimes \omega^{p+2}) \]

\[ \bigoplus \]

\[ \text{Ext}^1_{n+1,n} \rightarrow \text{Ext}^1_{n-1,2n} \] is isomorphic to

\[ \text{Hom}(E, E \otimes \omega^{n-1}) \otimes H^0(\omega) \]

\[ \bigoplus \]

\[ \text{Hom}(E, \omega) \otimes H^0(E \otimes \omega^{n-1}) \]

\[ \rightarrow \text{Hom}(E, E \otimes \omega^n) . \]

Proof. This is really just a special case of Lemma 4.3 and Lemma 4.5. By the \( p = 0 \) case of Lemma 4.3, we have that \((E_{0,2})^\vee\) is the degree \( n - 2 \) part of \( 0 \)

\[ (\text{Ext}^* (E, E \otimes \omega) \otimes \bigwedge^{n-1} H^*(\omega)) \oplus (\text{Ext}^* (E, E \otimes \omega) \otimes H^*(E \otimes \omega) \otimes \bigwedge^{n-2} H^*(\omega)) . \]

We note that \( H^1(E \otimes \omega) \cong H^0(E^\vee) = 0 \), since \( O \neq E \) is stable of non-negative degree. Furthermore, \( \text{Ext}^*(E, E \otimes \omega) \cong \text{Hom}(E, E) \) and \( H^1(\omega) \) are both one-dimensional, which means that they can be omitted as tensor factors. Hence, the degree 2 part of (26) is, for \( n \geq 3 \), isomorphic to

\[ \bigwedge^2 H^0(\omega) \oplus \text{Hom}(E, E \otimes \omega) \otimes H^0(\omega) \oplus \text{Hom}(E, \omega) \otimes H^0(E \otimes \omega) \oplus \text{Ext}^1(E, \omega) \otimes H^0(E \otimes \omega) \otimes H^0(\omega) \]

which is the source of the dual of the differential \( E^1_{-1,2} \rightarrow E^1_{0,2} \) as asserted in the lemma. The other sources and targets asserted follow analogously from Lemma 4.3.

Now, the description of the maps comes from Lemma 4.5. To illustrate this, let us consider in detail the last component \( \text{Ext}^1(E, \omega) \otimes H^0(E \otimes \omega) \otimes H^0(\omega) \rightarrow \text{Ext}^1(E, \omega) \otimes H^0(E \otimes \omega^2) \) of the dual of \( E^1_{-1,2} \rightarrow E^1_{0,2} \) which is asserted to be \( \text{id}_{\text{Ext}^1(E, \omega) \otimes \bigcup} \). This component is given by the \( p = 0 \) case of the map \( D \) of Lemma 4.5. Note that we omitted the one dimensional space \( H^1(\omega) = \langle t \rangle \) in the notation, which means that \( \vartheta \otimes s \otimes u \in \text{Ext}^1(E, \omega) \otimes H^0(E \otimes \omega) \otimes H^0(\omega) \) corresponds to the element

\[ \vartheta \otimes s \otimes u \wedge t \wedge \cdots \wedge t \]

in the description of \( D \). Even though \( t \) occurs multiple times in the wedge product, the expression (27) is usually non-vanishing. The reason is that \( t \) is of cohomological degree 1,
so the graded wedge product \( t \wedge \cdots \wedge t \) is really the symmetric power \( t^{n-3} \); see (1). Now, by Lemma 4.5 and the fact that \( s \cup t = 0 \) for degree reasons, the element (27) is sent to
\[
\frac{2}{n-2} \partial (s \cup u) \otimes (t \wedge \cdots \wedge t),
\]
which, after hiding the factor \( H^1(\omega) \) again, is \( \frac{2}{n-2} \partial (s \cup u) \in \Ext^1(E, \omega) \otimes H^0(\omega^2) \). We see that our component is given by \( \frac{2}{n-2} \id_{\Ext^1(E, \omega)} \otimes \cup \), and the factor \( \frac{2}{n-2} \) can be absorbed by our choice of the component of the vertical isomorphisms as in (25). All the other components of the duals of the differentials can be read off from Lemma 4.5 analogously. \( \square \)

For \( F \in \VB(X) \), we consider the cokernel of the multiplication map
\[
K_{0,2}(F, \omega) := \text{coker} \left( H^0(F \otimes \omega) \otimes H^0(\omega) \xrightarrow{\cup} H^0(F \otimes \omega^2) \right).
\]
If \( F = \mathcal{O} \), we simply write \( K_{0,2}(\omega) := K_{0,2}(\mathcal{O}, \omega) \). This is a special case of Koszul cohomology; see e.g. [Gre84], [AN10] for general information on this topic. Famously, there is a close relationship between Koszul cohomology of line bundles on \( X \) and global sections of tautological bundles, which was used to prove the Gonality Conjecture; see [Voï02, Voï05, EL15]. Hence, it should not come as a surprise that Koszul cohomology also shows up in our computations of extension groups of tautological bundles.

Let \( \mathbb{U} : \Hom(E, \omega) \otimes H^0(E \otimes \omega) \to K_{0,2}(\End(E), \omega) \) be the composition of the cup product followed by the quotient map \( \Hom(E, E \otimes \omega) \to K_{0,2}(\End(E), \omega) \). We set
\[
W_E := \text{coker} \left( \mathbb{U} : \Hom(E, \omega) \otimes H^0(E \otimes \omega) \to K_{0,2}(\End(E), \omega) \right).
\]

**Lemma 5.5.** Let \( \mathcal{O}_X \neq E \in \VB(X) \) be a stable bundle with \( \deg(E) \geq 0 \). Then
\[
\begin{align*}
(i) \quad & \mathbb{E}^1_{0,1} \cong \Ext^1(E, \omega) \oplus H^1(\mathcal{O}_X) \oplus (H^0(E) \otimes H^1(E')), \\
(ii) \quad & \mathbb{E}^\infty_{-1,2} \cong \begin{cases} W_E' & \text{for } n = 2, \\
W_E \oplus (H^0(E) \otimes K_{0,2}(E, \omega)^\vee) & \text{for } n \geq 3,
\end{cases} \\
(iii) \quad & \text{If } g \geq 3, \text{ then } \mathbb{E}^\infty_{-p-1,2+p} \cong 0 \text{ for all } p \geq 1. \text{ If } g = 2, \text{ then } \mathbb{E}^\infty_{-p-1,2+p} \cong 0 \text{ for all } p \geq 2.
\end{align*}
\]

**Proof.** By Lemma 5.1, we have \( \mathbb{E}^\infty_{0,1} = \mathbb{E}^1_{0,1} \). Thus, (i) follows by Lemma 4.4.

By Lemma 5.1, we also have \( \mathbb{E}^\infty_{-1,2} = \mathbb{E}^1_{-1,2} = \ker(d : \mathbb{E}^1_{-1,2} \to \mathbb{E}^1_{0,2}) \). Thus (ii) follows from the first part of Lemma 5.4.

For (iii), it suffices to proof the injectivity of the differential \( \mathbb{E}^1_{-p-1,2+p} \to \mathbb{E}^1_{-p,2+p} \) or, equivalently, the surjectivity of its dual. Both multiplication maps,
\[
\Hom(E, E \otimes \omega^{p+1}) \otimes H^0(\omega) \to \Hom(E, E \otimes \omega^{p+2}) \quad \text{and} \quad H^0(E \otimes \omega^{p+1}) \otimes H^0(\omega) \to H^0(E \otimes \omega^{p+2})
\]
are surjective for every \( p \geq 1 \) (every \( p \geq 2 \) if \( g = 2 \)) by [But94, Prop. 2.2]: For the first map, set \( F = \mathcal{H}om(E, E \otimes \omega^{p+1}) \) and \( E = \omega \) in loc. cit., and for the second \( F = E \otimes \omega^{p+1} \) and \( E = \omega \). The surjectivity of the dual of \( \mathbb{E}^1_{-p-1,2+p} \) follows now from the second part of (5.4). \( \square \)

**Remark 5.6.** The condition \( g \geq 3 \) is really necessary for the vanishing of \( \mathbb{E}^2_{-2,3} \) if \( n \geq 3 \).

Let \( E = L \) be a line bundle on a curve of genus \( g = 2 \) with \( \Hom(L, \omega) \cong H^1(L) = 0 \). Then \( \mathbb{E}^2_{-2,3} \neq 0 \) as the multiplication map \( H^0(\omega^2) \otimes H(\omega) \to H^0(\omega^3) \) is not surjective (its cokernel is one-dimensional; see the diagram (31) below).
Theorem 5.7. Let $\mathcal{O}_X \neq E \in \mathcal{V}(X)$ be a stable bundle with $\deg(E) \geq 0$ on a curve of genus $g \geq 3$. Then there is a short exact sequence of vector spaces

$$0 \to \text{Ext}^1(E, E) \oplus H^1(\mathcal{O}_X) \oplus (H^0(E) \otimes H^1(E^\vee)) \to \text{Ext}^1(E[n], E[n]) \to K \to 0$$

with

$$K \cong \begin{cases} W_E^\vee & \text{for } n = 2, \\ W_E^\vee \oplus (H^0(E) \otimes K_{0,2}(E, \omega_X)^\vee) & \text{for } n \geq 3. \end{cases}$$

The $n = 2$ case is also valid on a curve of genus $g = 2$.

Proof. By part (iii) of Lemma 5.5, we have a short exact sequence

$$0 \to \mathcal{E}_{0,1}^n \to \text{Ext}^1(E[n], E[n]) \to \mathcal{E}_{1,2}^n \to 0$$

The outer terms of this sequence are described by part (i) and (ii) of Lemma 5.5. □

Remark 5.8. The cokernel $K$ in the above description of $\text{Ext}^1(E[n], E[n])$ often vanishes. If $\deg E \geq 3$, then $K_{0,2}(E, \omega_X) = 0$. In other words, the product $\cup: H^0(E \otimes \omega) \otimes H^0(\omega) \to H^0(E \otimes \omega^2)$ is surjective, as follows from [But94, Prop. 2.2] if we set $F = E \otimes \omega$ and $E = \omega$ in loc. cit.

If $E = L$ is a line bundle, and $X$ is not hyperelliptic, then we have $K_{0,2}(E, \omega_X) = 0$ already for $\deg L \geq 2$; see [But99, Thm. 1].

The vector space $W_E$ is a quotient of $K_{0,2}(\mathcal{E}(E), \omega_X)$. If $E = L$ is a line bundle, we have $\mathcal{E}(L) = \mathcal{O}_X$, hence $K_{0,2}(\mathcal{E}(E), \omega_X) = K_{0,2}(\omega_X)$. The latter vector space vanishes if $X$ is non-hyperelliptic by the Max Noether Theorem; see e.g. [ACGH85, p. 117]. We also have $K_{0,2}(\omega_X) = 0$ if $g = 2$; see Remark 5.12 below.

Corollary 5.9. Let $X$ be non-hyperelliptic. Then, for every line bundle $L$ on $X$ of degree $\deg(L) \geq 2$, we have

$$(29) \quad \text{Ext}^1(L[n], L[n]) \cong \text{Ext}^1(L, L) \oplus H^1(\mathcal{O}_X) \oplus (H^0(L) \otimes H^1(L^\vee)).$$

In particular, for any two line bundles $L_1, L_2 \in \text{Pic}(X)$ of the same degree $\deg(L_1) = \deg(L_2) \geq 2$ and every $n \geq 2$, we have

$$(30) \quad h^0(L_1) < h^0(L_2) \iff \text{ext}^1(L_1[n], L_1[n]) < \text{ext}^1(L_2[n], L_2[n]).$$

As mentioned in the introduction, this can be interpreted as follows: Let $X$ be a non-hyperelliptic curve, and let $n \leq d \leq 2(g-1)$. Then, under the closed embedding $\varphi: \text{Pic}_d(X) \hookrightarrow \mathcal{M}_{X(n)}$, $[E] \mapsto [E^n]$, the stratification on $\mathcal{M}_{X(n)}$ given by the dimension of the tangent spaces pulls back to the Brill–Noether stratification on $\text{Pic}_d(X)$.

Remark 5.10. Denote the first Chern class of $L[n]$ for any degree $d$ line bundle $L$ on $X$ by $c_1(d, n)$. Then, there is an isomorphism

$$\text{Pic}_d(X) \xrightarrow{\cong} \text{Pic}_{c_1(d, n)}(X^{(n)}) \quad \text{for} \quad [L] \mapsto [\det L[n]];$$

see [She19, Sect. 3.2]. Hence, the embedding $\varphi: \text{Pic}_d(X) \to \mathcal{M}_{X(n)}$, precomposed by the inverse of the above isomorphism, is a section of $\det: \mathcal{M}_{X(n)} \to \text{Pic}_{c_1(d, n)}(X)$ where $\mathcal{M}_{X(n)} \subset \mathcal{M}_{X(n)}$ denotes the component containing the image of $\varphi$.

Remark 5.11. The equivalence (30) still holds on a non-hyperelliptic curve $X$ if $\deg(L_1) = \deg(L_2) = 1$. The only difference is that, in (29), there is the additional summand $H^0(L) \otimes K_{0,2}(L, \omega)^\vee$, which is 1-dimensional for $\deg(L) = 1$ and $h^0(L) = 1$; compare diagram (33) below.
Remark 5.12. For a hyperelliptic curve $X$ of genus $g \geq 3$ and $\deg(L_1) = \deg(L_2) > 0$, we can still prove the implication
\[ h^0(L_1) < h^0(L_2) \implies \text{ext}^1(L_1^{[n]}, L_1^{[n]}) < \text{ext}^1(L_2^{[n]}, L_2^{[n]}). \]
To see this, we first compute $K_{0,2}(\omega) = \text{coker}(H^0(\omega) \otimes H^0(\omega) \to H^0(\omega^2))$ for $X$ a hyperelliptic curve of genus $g$. Let $h : X \to \mathbb{P}^1$ be a double cover and $L := h^*\mathcal{O}_{\mathbb{P}^1}(1)$ (which is usually denoted by $L = \mathcal{O}(g_2^1)$ in the literature). Let $V := H^0(\mathbb{P}^1, \mathcal{O}(1)) \cong \mathbb{C}^2$. Then, for every $a \in \mathbb{N}$, the pull back
\[ h^*: S^aV \cong H^0(\mathbb{P}^1, \mathcal{O}(a)) \to H^0(X, L^a) \]
is injective, and a dimension count shows that it is an isomorphism if and only if $a \leq g$. For all $a, b \in \mathbb{N}$, we get a commutative diagram
\[ \begin{array}{ccc}
H^0(X, L^a) \otimes H^0(X, L^b) & \longrightarrow & H^0(X, L^{a+b}) \\
h^* \otimes h^* \uparrow & & \uparrow h^* \\
S^aV \otimes S^bV & \longrightarrow & S^{a+b}V
\end{array} \]
where the bottom arrow is surjective and the two upwards arrows are injective. We have $\omega_X \cong L^{g-1}$. Hence, considering diagram (31) for $a = g - 1 = b$, in which case the left upward arrow is an isomorphism, gives
\[ k_{0,2}(\omega) = h^0(\omega^2) - \dim(S^{2(g-1)}V) = 3(g-1) - 2(g-1) - 1 = g - 2. \]
In particular, $K_{0,2}(\omega) = 0$ for a curve of genus 2.

Now, let us proof that $\text{ext}^1(L_1^{[n]}, L_1^{[n]}) < \text{ext}^1(L_2^{[n]}, L_2^{[n]})$ for $d = \deg(L_1) = \deg(L_2) > 0$ and $h^0(L_2) = h^0(L_1) + 1$. By Theorem 5.7, for every line bundle $L$ of positive degree we have a (non-canonical) direct sum decomposition of vector spaces
\[ \text{Ext}^1(L^{[n]}, L^{[n]}) \cong H^1(\mathcal{O}_X) \oplus H^1(\mathcal{O}_X) \oplus (H^0(L) \otimes H^1(L^\vee)) \oplus W_L^\vee \oplus (H^0(L) \otimes K_{0,2}(L, \omega_X)^\vee) \]
where the last summand vanishes in the $n = 2$ case.

The dimension of the third summand $H^0(L) \otimes H^1(L^\vee)$ of (32) grows by $h^1(L^\vee) = d + g - 1$ when we pass from $L_1$ to $L_2$. The dual $W_L$ of the fourth summand of (32) is a quotient of $K_{0,2}(\omega)$. Hence, its dimension can shrink by at most $k_{0,2}(\omega) = g - 2$ when we pass from $L_1$ to $L_2$. Hence, it suffices to proof that the fifth summand $H^0(L) \otimes K_{0,2}(L, \omega_X)^\vee$ cannot shrink when we pass from $L_1$ to $L_2$. This summand is zero if $H^0(L) = 0$ and also if $d \geq 3$; see Remark 5.8. Hence, the only case to consider is $d = 2$, $h^0(L_1) = 1$, and $h^0(L_2) = 2$. Let $0 \neq s \in H^0(L_1)$. Then, we have the commutative diagram
\[ \begin{array}{ccc}
H^0(L_1 \otimes \omega) \otimes H^0(\omega) & \longrightarrow & H^0(L_1 \otimes \omega^2) \\
\text{s} \downarrow & & \text{s} \downarrow \\
H^0(\omega) \otimes H^0(\omega) & \longrightarrow & H^0(\omega^2)
\end{array} \]
where the left vertical map is an isomorphism, and the right vertical map is injective with image of codimension 1. Hence $k_{0,2}(L_1, \omega) = k_{0,2}(\omega) + 1 = g - 1$. It follows that the fifth summand in (32) for $L_1$ has dimension at most $g - 1$. To compute $k_{0,2}(L_2, \omega)$, we note that $L_2 = L = \mathcal{O}(g_2^1)$. Hence, we can consider the $a = g$ and $b = g - 1$ case of (31). In this case, the left vertical arrow is still an isomorphism. Hence
\[ k_{0,2}(L_2, \omega) = h^0(L^{2g-1}) - \dim S^{2g-1}V = 4g - 2 - g + 1 - 2g = g - 1, \]
and the fifth summand in (32) is bigger for \( L = L_2 \) than for \( L = L_1 \).

5.3. **Stable bundles of negative degree.** We now come to the case of stable bundles of negative degree.

**Lemma 5.13.** Let \( \mathcal{O}_X \neq E \in \text{VB}(X) \) be a simple bundle with \( \text{deg}(E) < 0 \). The dual of the differential \( \mathbb{E}^1_{-1,2} \to \mathbb{E}^1_{0,2} \) is isomorphic to

\[
\text{Hom}(E, E \otimes \omega) \otimes H^0(\omega)
\]

\[
(\cup, \cup) : \oplus \to \text{Hom}(E, E \otimes \omega^2)
\]

for \( n = 2 \), and isomorphic to

\[
\wedge^2 H^0(\omega)
\]

\[
\left(0 \cup 0 \cup \text{id} \otimes \text{id} \otimes \delta\right) : \text{Hom}(E, E \otimes \omega) \otimes H^0(\omega) \to \text{Hom}(E, E \otimes \omega^2)
\]

\[
\oplus \to \text{Hom}(E, \omega) \otimes H^0(E \otimes \omega)
\]

for \( n \geq 3 \), where \( \delta \) is the product with a generator of \( H^1(\omega) \) (note, however, that the only case when \( H^0(E \otimes \omega) \) and \( H^1(E \otimes \omega^2) \) are both non-vanishing is \( E = \omega^{-1} \), in all other cases \( \delta = 0 \)).

For \( p = 1, \ldots, n - 3 \), the dual of the differential \( \mathbb{E}^1_{-p-1,2+p} \to \mathbb{E}^1_{-p,2+p} \) is isomorphic to

\[
\text{Hom}(E, E \otimes \omega^{p+1}) \otimes H^0(\omega)
\]

\[
\left(0 \cup 0 \cup \text{id} \otimes \text{id} \otimes \delta\right) : \text{Hom}(E, E \otimes \omega) \otimes H^1(E \otimes \omega^{p+1}) \otimes H^0(\omega) \to \text{Hom}(E, E \otimes \omega^{p+2})
\]

\[
\oplus \to \text{Hom}(E, \omega) \otimes H^0(E \otimes \omega^{p+1})
\]

Again, \( \delta \) is multiplication by a generator of \( H^1(\omega) \), but either its domain or its codomain vanishes except for \( E = \omega^{-(p+1)} \).

The dual of the differential \( \mathbb{E}^1_{-n+1,n} \to \mathbb{E}^1_{-n+2,n} \) is isomorphic to

\[
\text{Hom}(E, E \otimes \omega^{n-1}) \otimes H^0(\omega)
\]

\[
(\cup, \cup) : \oplus \to \text{Hom}(E, E \otimes \omega^{n})
\]

\[
\text{Hom}(E, \omega) \otimes H^0(E \otimes \omega^{n-1})
\]

for \( n \geq 3 \), where \( \delta \) is the product with a generator of \( H^1(\omega) \) (note, however, that the only case when \( H^0(E \otimes \omega) \) and \( H^1(E \otimes \omega^2) \) are both non-vanishing is \( E = \omega^{-1} \), in all other cases \( \delta = 0 \)).

**Proof.** This is analogous to Lemma 5.4. Note that now \( \text{Ext}_1(E, \omega) \cong H^0(\omega) = 0 \) vanishes. \( \square \)

**Lemma 5.14.** Let \( \mathcal{O}_X \neq E \in \text{VB}(X) \) be a simple bundle with \( \text{deg}(E) < 0 \) and \( n \geq 2 \). Then

(i) \( \mathbb{E}_{0,1}^\infty \cong \text{Ext}_1(E, E) \oplus H^1(\mathcal{O}_X) \oplus (H^1(E) \otimes H^0(E^\vee)) \).

(ii) With \( W_E \) as in (28), we have \( \mathbb{E}_{-1,2}^\infty \cong W_E^\vee \) for every \( n \geq 2 \).

(iii) If \( g \geq 3 \), then \( \mathbb{E}_{-p-1,2+p}^\infty \cong 0 \) for all \( p \geq 1 \). If \( g = 2 \), then \( \mathbb{E}_{-p-1,2+p}^\infty \cong 0 \) for all \( p \geq 2 \).

**Proof.** The first part is analogous to Lemma 5.5. Let now \( 0 \neq s \in H^0(\omega) \), and consider the short exact sequence

\[
0 \to E \otimes \omega^{p+1} \xrightarrow{s} E \otimes \omega^{p+2} \to \mathcal{O}_{K^2} \to 0.
\]

where \( K = Z(s) \subset X \) is a canonical divisor. Since \( H^1(\mathcal{O}_K) = 0 \), the map

\[
\cup s : H^1(E \otimes \omega^{p+1}) \to H^1(E \otimes \omega^{p+2})
\]
is surjective. It follows that
\[ \cup: H^1(E \otimes \omega^p) \otimes H^0(\omega) \rightarrow H^1(E \otimes \omega^{p+2}) \]
is surjective. This shows that the dual of the differential \( E_{-p-1,2+p} \rightarrow E_{-p,2+p} \), as described in Lemma 5.13, surjects to the second direct summand of \( (E_{-p,2+p})' \). The case \( p = 0 \) proves the second part of our lemma. For the third part, we recall from the proof of Lemma 5.5 that, by [But94, Prop. 2.2], the multiplication map
\[ \text{Hom}(E, E \otimes \omega^{p+1}) \otimes H^0(\omega) \rightarrow \text{Hom}(E, E \otimes \omega^{p+2}) \]
is surjective for \( p \geq 1 \) (\( p \geq 2 \) if \( g = 2 \)). Hence, the dual of the differential \( E_{-p-1,2+p} \rightarrow E_{-p,2+p} \) is surjective.

**Theorem 5.15.** Let \( O_X \neq E \in \mathcal{V}B(X) \) be a stable bundle with \( \deg(E) < 0 \). Then there is a short exact sequence
\[ 0 \rightarrow \text{Ext}^1(E, E) \oplus H^1(O_X) \oplus (H^1(E) \otimes H^0(E')) \rightarrow \text{Ext}^1(E[n], E[n]) \rightarrow W_E^0 \rightarrow 0. \]

**Proof.** This follows from Lemma 5.14 the same way as Theorem 5.7 followed from (5.5). \( \square \)

### 5.4. Singular points in the moduli space.

Let \( E \neq O_X \) be a stable vector bundle. Our above computations show that, in almost all cases, \( \mathcal{E}^∞_{0,2} \subset \text{Ext}^2(E[n], E[n]) \) is strictly bigger than \( H^2(O_X) \cong \wedge^2 H^1(O_X) \), which means that the obstruction space
\[ \text{Ext}^0_0(E[n], E[n]) := \ker \left( \text{Ext}^2(E[n], E[n]) \rightarrow H^2(O_X) \right) \]
does not vanish. However, for \( n = 2 \), there are a few exceptions where \( \text{Ext}^0_0(E[2], E[2]) = 0 \).

**Proposition 5.16.** Let \( X \) be either of genus \( g = 2 \) or non-hyperelliptic of genus \( g = 3 \) and let \( L \) be a line bundle on \( X \) with \( \text{Hom}(L, \omega) \otimes H^0(L \otimes \omega) = 0 \). Then \( \text{Ext}^0_0(L[2], L[2]) = 0 \). In particular \( [L^2] \) is a smooth point of \( \mathcal{M}_{X(2)} \).

**Proof.** Since the trace map has the right-inverse \( \alpha \mapsto \alpha \cup \text{id}_L \), it suffices to show that \( \text{ext}^2(L[2], L[2]) = h^2(O_X) = \binom{2}{2} \). By the vanishing of \( \text{Hom}(L, \omega) \otimes H^0(L \otimes \omega) \) and the description of the differential \( E_{-1,2} \rightarrow E_{0,2} \) in Lemma 5.4 and Lemma 5.13, we have
\[ \text{ext}^2(L[2], L[2]) = \dim(\mathcal{E}^∞_{0,2}) \geq h^0(\omega) - h^0(\omega^2) = g^2 - 3(g - 1). \]

with equality in the middle if and only if \( \cup: H^0(\omega) \otimes H^0(\omega) \rightarrow H^0(\omega^2) \) is surjective, which is the case if and only if \( X \) is non-hyperelliptic or \( g = 2 \). Furthermore, we have \( g^2 - 3(g - 1) = \binom{3}{2} \) if and only if \( g = 2 \) or 3.

**Remark 5.17.** For \( |d| = |\deg(L)| \gg 0 \), the condition \( \text{Hom}(L, \omega) \otimes H^0(L \otimes \omega) = 0 \) is always satisfied. Hence, for \( X \) of genus \( g = 2 \) or non-hyperelliptic of genus \( g = 3 \), and \( |d| \gg 0 \), the image of the map \( \varphi: \text{Pic}_d(X) \hookrightarrow \mathcal{M}_{C(2)} \) is contained in the smooth locus. Since in most other cases the image of \( \bigcup_{[n]} \) is contained in the singular locus of \( \mathcal{M}_{X(n)} \) (see Theorem 5.18 below), one might conjecture that the whole component of \( \mathcal{M}_{X(2)} \) containing \( \varphi(\text{Pic}_d(X)) \) for \( |d| \gg 0 \) and \( X \) of genus \( g = 2 \) or non-hyperelliptic of genus \( g = 3 \) is smooth.

**Theorem 5.18.** Let \( E \in \mathcal{V}B(X) \) be a stable vector bundle on a curve of genus \( g \geq 3 \). For \( |\mu(E)| \gg 0 \), the point \( [E[n]] \) is a singular point of \( \mathcal{M}_{X(n)} \) for every \( n \in \mathbb{N} \), except if \( n = 2 \), and \( X \) is non-hyperelliptic of genus \( g = 3 \).
Proof. For $n = 2$, the component of $\mathcal{M}_{X^{(2)}}$ containing $E^{[2]}$ is irreducible of the expected dimension if $|\mu(E)| \gg 0$; see [Kru21, Cor. 1.3]. But, by a generalisation of the computation of the proof of Proposition 5.16, we have

$$\text{ext}^2(E^{[2]}, E^{[2]}) \geq \text{hom}(E, E \otimes \omega) h^0(\omega) - \text{hom}(E, E \otimes \omega^2) = (r^2(g - 1) + 1)g - 3r^2(g - 1) = (g - 3)r^2(g - 1) + g$$

which for $g \geq 4$ is bigger than $h^2(\omega_{X^{(2)}}) = \binom{g}{2}$. Hence, for $g \geq 4$, we have $\text{ext}^2_0(E^{[2]}, E^{[2]}) > 0$. This means that the tangent space $T_{\mathcal{M}_{X^{(2)}}}([E^{[2]}])$ is of higher dimension than the expected dimension, which is the dimension of $\mathcal{M}_{X^{(2)}}$ in the point $[E^{[2]}]$.

For $n \geq 3$, we note that it suffices to prove the non-vanishing of the Yoneda square map

$$q: \text{Ext}^1(E^{[n]}, E^{[n]}) \to \text{Ext}^2(E^{[n]}, E^{[n]}), \quad q(\alpha) = \alpha \circ \alpha,$$

as $q(\alpha)$ is the obstruction to extending the first order deformation corresponding to $\alpha$ over $\mathbb{C}[t]/t^3$; see [Man99, Exa. 2.16], [Wan16, Sect. 4.2]. Since $\pi^{\mathcal{S}_n}$ is a functor, hence compatible with the Yoneda product, we have a commutative diagram

$$\begin{array}{c}
\text{Ext}_{\mathcal{S}_n}(C_E^0, C_E^0) \xrightarrow{q} \text{Ext}_{\mathcal{S}_n}(C_E^0, C_E^0) \\
\downarrow \quad \downarrow \\
\text{Ext}^1(E^{[n]}, E^{[n]}) \xrightarrow{q} \text{Ext}^2(E^{[n]}, E^{[n]}).
\end{array}$$

where the horizontal maps are the Yoneda squares, and the vertical maps are the edge morphisms of the spectral sequence of Proposition 4.2. Let us first consider the case $\deg(E) > 0$, where Lemma 4.4 gives isomorphisms

$$\text{Ext}^1(C_E^0, C_E^0) \cong \text{Ext}^1(E, E) \oplus (\text{Hom}(E, E) \otimes H^1(O)) \oplus (H^1(E^\vee) \otimes H^0(E)),$$

$$\text{Ext}^2(C_E^0, C_E^0) \cong (\text{Ext}^1(E, E) \otimes H^1(O_X)) \oplus (\text{Hom}(E, E) \otimes \wedge^2 H^1(O_X)) \oplus (H^1(E^\vee) \otimes H^1(E)) \oplus (H^1(E^\vee) \otimes H^1(E)) \oplus (H^1(E^\vee) \otimes H^1(O_X)).$$

Under these isomorphisms, the component $\tilde{q}: H^1(E^\vee) \otimes H^0(E) \to H^1(E^\vee) \otimes H^0(E) \otimes H^1(O_X)$ of $q$ is (up to a non-zero scalar multiple) given by

$$\tilde{q}(\vartheta \otimes s) = \vartheta \otimes s \otimes (\vartheta \circ s).$$

The formula (36) can be verified by a computation similar to the one in the proof of Lemma 4.5. Alternatively, the reader may consult [Kru14, Prop. 4.2]. There, a general formula for the Yoneda product on tautological bundles on Hilbert schemes of points on surfaces is given. Furthermore, in the surface case, there is an isomorphism $\text{Ext}^2_{\mathcal{S}_n}(C_E^0, C_E^0) \cong \text{Ext}^2(E^{[n]}, E^{[n]})$ where the definition of $C_E^0$ as an $\mathcal{S}_n$-equivariant bundle is the same as in the curve case: $C_E^0 = \text{Ind}_{\mathcal{S}_n}^{\mathcal{S}_{n-1}} \text{pr}_1^* E$. Hence, [Kru14, Prop. 4.2] also provides a formula for the Yoneda product on $C_E^0$ and this formula has to be the same independently of the dimension of $X$.

By Lemma 5.5(iii), the edge morphism $\text{Ext}^2_{\mathcal{S}_n}(C_E^0, C_E^0) \cong E_{1,2} \to E_2 \cong \text{Ext}^2(E^{[n]}, E^{[n]})$ is identified with the cokernel of $d: E_{1,2} \to E_{0,2}$. Hence, considering (34), it is enough to prove that

$$\text{im}(\tilde{d}) \not\subseteq \text{im}(d), \quad \tilde{d}: E_{1,2} \xrightarrow{d} E_{0,2} \xrightarrow{c} H^1(E^\vee) \otimes H^0(E) \otimes H^1(O_X)$$

where $c$ is the projection to the third direct summand of the decomposition (35). By the description of the dual of $d: E_{1,2} \to E_{0,2}$ in Lemma 5.4, we have $\text{im}(d) = \text{im}(\tilde{d})$, where
\[ \hat{d} = \tilde{d}_{|H^0(E) \otimes \text{Ext}^1(E, \omega^{-1})}. \] Note that \( \text{im}(\hat{d}) \subset H^1(E') \otimes H^0(E) \otimes H^1(O_X) \) is a linear subspace. Hence, it suffices to prove
\[
(37) \quad \langle \text{im}(\tilde{q}) \rangle \subsetneq \text{im}(\hat{d})
\]
where \( \langle \text{im}(\tilde{q}) \rangle \) is the linear hull. Again by Lemma 5.4, we know that \( \hat{d} = \text{id}_{H^0(E)} \otimes u \) for some\(^2\) linear map \( u: \text{Ext}^1(E, \omega^{-1}) \to H^1(E') \otimes H^1(O_X) \). The equality \( \hat{d} = \text{id}_{H^0(E)} \otimes u \) is understood by permuting the first two tensor factors in the target space. By Serre duality and Riemann–Roch,
\[
(38) \quad \dim(\text{im} u) \leq \text{ext}^1(E, \omega^{-1}) = h^0(E \otimes \omega^2) = d + 3r(g - 1).
\]
We now choose \( \mu \gg 0 \) (hence \( d \gg r \)) such that
\[
(39) \quad d + 3r(g - 1) < (d + (r - 1)(g - 1))g
\]
We fix some \( 0 \neq s \in H^0(E) \). Since \( s: O_X \to E \) is injective, the induced map
\[
s^* : H^1(E') \to H^1(O_X), \quad \vartheta \mapsto \vartheta \circ s
\]
is surjective. Now, choose a basis
\[
\vartheta_1, \ldots, \vartheta_g, \vartheta_{g+1}', \ldots, \vartheta_{d+r(g-1)}'
\]
of \( H^1(E') \) with \( \ker(s^*) = \langle \vartheta_g', \ldots, \vartheta_{d+r(g-1)}' \rangle \), and set \( t_i := s^* \vartheta_i = \vartheta_i \circ s \). Then, by (36), we have
\[
\tilde{q}(\vartheta_i \otimes s) = \vartheta_i \otimes s \otimes t_i, \quad \tilde{q}((\vartheta_i + \vartheta_j') \otimes s) = (\vartheta_i + \vartheta_j') \otimes s \otimes t_i.
\]
Since all of the above vectors are linearly independent for varying \( i = 1, \ldots, g \) and \( j = g + 1, \ldots, d + r(g - 1) \), we have
\[
\dim \left( \langle \text{im}(\tilde{q}) \rangle \cap \left( H^1(\vartheta) \otimes \langle s \rangle \otimes H^1(O) \right) \right) \geq (d + (r - 1)(g - 1))g.
\]
On the other hand, \( \text{im}(\hat{d}) \cap (H^1(\vartheta) \otimes \langle s \rangle \otimes H^1(O)) = \langle s \rangle \otimes \text{im}(u) \) where the equality has to be understood by switching the first two tensor factors. Hence, (38) and (39) imply (37).

As the deg \( E < 0 \) case is similar, we will keep the explanation a bit shorter. In this case, we consider the component \( \tilde{q}: H^0(E') \otimes H^1(E) \to H^0(E') \otimes H^1(E) \otimes H^1(O_X) \) of the Yoneda square \( q: \text{Ext}^1(C'_E, C'_E) \to \text{Ext}^2(C'_0, C'_E) \). We still have the formula
\[
(40) \quad \tilde{q}(\vartheta \otimes s) = \vartheta \otimes s \otimes (\vartheta \circ s),
\]
only that the classes \( \vartheta \) and \( s \) are now of different cohomological degree than in (36). By Lemma 5.13, the image of the differential \( d: E^1_{-1, 2} \to E^1_{0, 2} \) followed by the projection to \( H^0(E') \otimes H^1(E) \otimes H^1(O_X) \) equals the image of the component
\[
\tilde{d}: H^1(E) \otimes \text{Hom}(E, \omega^{-1}) \to H^0(E') \otimes H^1(E) \otimes H^1(O_X)
\]
Because of the vanishing in Lemma 5.14(iii), it is again sufficient to prove that \( \langle \text{im}(\tilde{q}) \rangle \subsetneq \text{im}(\tilde{d}) \). Again by Lemma 5.13, we have \( \tilde{d} = \text{id}_{H^1(E)} \otimes v \) for some linear map
\[
v: \text{Hom}(E, \omega^{-1}) \to H^0(E') \otimes H^1(O_X).
\]
This means that, for \( \vartheta \in H^0(E'), s \in H^1(E) \), and \( t \in H^1(O) \), we have
\[
(41) \quad \vartheta \otimes s \otimes t \in \text{im}(\tilde{d}) \implies \vartheta \otimes t \in \text{im}(v).
\]
\(^2\)Concretely, under the isomorphisms \( \text{Ext}^1(E, \omega^{-1}) \cong \text{Ext}^1(E \otimes \omega, O) \) and \( H^1(E') \otimes H^1(O_X) \cong \text{Hom}_C(H^0(\omega), H^1(E')) \), we have \( u(\varphi)(t) = t \circ (\text{id}_E \otimes t) \), but this is not important for our argument.
Lemma 6.1. Let $\vartheta : H^1(E) \to H^1(O)$, $s \mapsto \vartheta \circ s$ is surjective. Write $K := \ker(\vartheta)$. Since $\vartheta$ factors as $E \to E/K \xrightarrow{\overline{\vartheta}} O$, the push-forward $\overline{\vartheta}$ on $H^1$ factors as
\begin{equation}
H^1(E) \to H^1(E/K) \xrightarrow{\overline{\vartheta}} H^1(O)
\end{equation}
The first map $H^1(E) \to H^1(E/K)$ is surjective since $H^2(K) = 0$. Since $\text{coker}(\overline{\vartheta})$ has zero-dimensional support, we have $H^1(\text{coker}(\overline{\vartheta})) = 0$ and the second map $\overline{\vartheta}$ is surjective too.

We now assume for a contradiction that $\langle \vartheta(t) \rangle = 0$. The surjectivity of $\vartheta_s$ (for every $\vartheta \neq 0$), together with (40) and (41) imply that every pure tensor $\vartheta \otimes t \in H^0(E^\vee) \otimes H^1(O)$ is contained in the linear subspace $\text{im}(\vartheta)$. It follows that $v : \text{Hom}(E, \omega) \to H^0(E^\vee) \otimes H^1(O_X)$ is surjective. But this cannot hold as $\text{hom}(E, \omega) < h^0(E^\vee) \otimes h^1(O)$.

6. THE GENUS 1 CASE

In this section, let $X$ be curve of genus $g = 1$.

Lemma 6.2. Let $O_X \neq E \in \text{VB}(X)$ be a simple vector bundle. Then
\[ H^0(E) \otimes H^0(E^\vee) = 0 = H^1(E) \otimes H^1(E^\vee). \]

Proof. If $H^0(E) \neq 0 \neq H^0(E^\vee)$, we would have a non-trivial endomorphism of $E$. The statement for $H^1$ follows by Serre duality.

Let us describe the leftmost differentials of the spectral sequence of Proposition 4.2 for $E = F$ a simple bundle and $g = 1$.

Lemma 6.2. Let $O_X \neq E \in \text{VB}(X)$ be a simple vector bundle. Then, for every $p \geq 1$ the dual of the differential $E^1_{-p,p} \to E^1_{-p+1,p}$ is isomorphic to
\[ (\cup, \text{id}, \cup, \cup) : \left( \text{Hom}(E,E) \otimes H^1(O) \right) \oplus \text{Ext}^1(E,E) \oplus (H^0(E) \otimes H^1(E^\vee)) \to \text{Ext}^1(E,E). \]
In particular, the first two components are isomorphisms between one-dimensional vector spaces.

Proof. This is found to be a special case of Lemma 4.5, analogously to the proof of Lemma 5.4. Lemma 6.1 is used for the vanishing of certain direct summands of $(E^1_{-p,p})^\vee$ and $(E^1_{-p+1,p})^\vee$. Also note that we again hide the one-dimensional vector space $H^1(\omega)$ and its symmetric powers from the notation.

Corollary 6.3. For $O_X \neq E \in \text{VB}(X)$ simple, we have $E^2_{-p,p} = 0$ for all $p = 1, \ldots, n - 1$.

Proof. By definition $E^2_{-p,p}$ is the kernel of the differential $E^1_{-p,p} \to E^1_{-p+1,p}$. By Lemma 6.2, this differential is injective as its dual is surjective.

Theorem 6.4. Let $O_X \neq E \in \text{VB}(X)$ be simple. Then $E^{[n]}$ is again simple for all $n \in \mathbb{N}$.

Proof. By Corollary 6.3, we have $\text{Hom}(E^{[n]}, E^{[n]}) \cong E_0 \cong E_0^\infty \cong E_0^{1,0}$, which by Lemma 4.3 and Lemma 6.1 is $E_0^{1,0} \cong \text{Hom}(E,E)$.

Remark 6.5. Independently of the genus of $X$, the tautological bundle $O_X^{[n]}$ is never simple as it has the structure sheaf $O_X^{(n)}$ as a direct summand. This is because $\text{pr}_{X^{(n)}} : \Xi \to X^{(n)}$ is flat and finite, hence the pull-back of regular functions $O_{X^{(n)}} \to \text{pr}_{X^{(n)}}^* O_{\Xi} \cong O_X^{[n]}$ has $\frac{1}{n}$ times the trace map as a left-inverse.
Remark 6.6. Note that simplicity is not preserved for genus \( g = 0 \). For example, \( \mathcal{O}_p(1)^{[2]} \cong \mathcal{O}_{p^2} \oplus \mathcal{O}_{p^2} \); see [Nag17, Sect. 3] or [Kru18, Sect. 6.1].

Proposition 6.7. Let \( E \neq \mathcal{O}_X \in \mathbb{V}B(X) \) be a simple vector bundle. Then

\[
(p) [n]: \operatorname{Ext}^1(E, E) \rightarrow \operatorname{Ext}^1(E^{[n]}, E^{[n]})
\]

is injective for all \( n \in \mathbb{N} \).

Proof. By Remark 4.7 and Corollary 6.3, it is enough to prove that, for every \( \psi \in \operatorname{Ext}^1(E, E) \), the class \( C(\psi) \) is not contained in the image of the differential \( \mathbb{E}_{1,1} \rightarrow \mathbb{E}_{0,1} \). Under the isomorphism

\[
\operatorname{Ext}^1(C(E), C(E)) \cong \operatorname{Ext}^1(E, E) \oplus \left( \operatorname{Hom}(E, E) \otimes H^1(\mathcal{O}) \right)
\]

we have \( C(\psi) = (\psi, 0, 0, 0) \). But, by Lemma 6.2, the differential maps \( \mathbb{E}_{1,1} \cong \operatorname{Hom}(E, E) \) isomorphically to both of the first two summands of (43). Hence, an element of the form \( (\psi, 0, 0, 0) \), with a zero in the second component but a non-zero first component, cannot be in the image of the differential. \( \square \)

As explained in Remark 2.2, this finishes the proof of Theorem 1.2.
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